stringent. The definitions are sufficiently general that the theory applies to both continuous and discrete problems, and that tied observations present no difficulties. It is shown that continuous and discrete problems may be combined. Pitman's test for example, when applied to certain discrete problems, coincides with Fisher's exact test, and when m = n the test based on I y -f I is most stringent for hypothesis (1) against a broad class of alternatives which includes both discrete and absolutely continuous distributions.
1. Generalities. In the present paper we study the problem of determining optimum tests for certain non-parametric hypotheses. It is important in this connection to make some distinctions which are of lesser significance when the problem is approached from the intuitive point of view which has been customary in this field. Consider for example the hypothesis H that Z1, · · · , ZN are independently and identically distributed according to an unknown probability density function. All tests which have been suggested for testing H are valid also for testing the hypothesis H' that the unknown joint probability density function of the Z's is symmetric in its N arguments. On the other hand, tests which have optimum properties for testing H' against a certain class of alternatives will in general not possess the same properties when H' is replaced by H. From the present point of view the two hypotheses mentioned are essentially different. We shall be concerned in this paper primarily with generalizations of H', and we shall show that many of the tests suggested in the literature have optimum properties for testing hypotheses of this kind against certain classes of alternatives.
The corresponding general theory for hypotheses related to His quite different.
However the two theories do coincide, provided tests of these latter hypotheses are restricted to similar regions. More specifically, all results on optimum tests of H' are equivalent to the corresponding results on optimum similar tests of H, and this equivalence holds also for many of the more general hypotheses considered in this paper.
It should be observed that in many experimental situations, the hypothesis H' that the joint distribution of the Z's is invariant under all permutations is more realistic than the hypothesis H that the Z's are independently and identically distributed. For example, suppose there is a block of land divided into m + n plots, and the experimenter wants to test whether one of two fertilizers (used in fixed amounts) is more effective than the other in increasing the yield of a certain plant. Of the plots, m are chosen at random; fertilizer I is applied to these, and fertilizer II to the other n. If X; denotes the yield from the ith plot to which fertilizer I has been applied and Y; denotes the yield from the jth plot to which fertilizer II has been applied, where the plots are numbered at random, then the hypothesis that the two fertilizers are completely equivalent implies that the application of any permutation to Xt, · · · , X,., Yt, · · · Yn does not change their joint distribution. But it is not reasonable to suppose the X; , Y 1 are independently and identically distributed, since there may be intrinsic differences among the plots. For discussions of these and related points, see Fisher [1] , Neyman [2] , Pitman [3] . It may be that in many particular cases some hypothesis between the two is really appropriate but the hypothesis His the only one that is evidently appropriate from a cursozy inspection of the setup.
Many of the alternative hypotheses considered below, for example those involving normality, are dictated more by tradition and ease of treatment than by appropriateness in actual experiments. Thus this paper should not be considered as providing absolute justification for tests such as Pitman's but rather as suggesting a method of obtaining optimum non-parametric tests when the class of alternatives is fairly well specified.
Another possibility, first raised by Neyman. [2] , which has been ignored in this paper is the equality on the ~verage of the two fertilizers but with fertilizer I having a. larger dispersion than fertilizer II, or a distribution differing in some other characteristic. It would be reasonable to consider this as part of the hypothesis tested, but tests based on randomization may give a probability of rejection of the hypothesis of equivalence in this case which is much higher than the stated level of significance. We hope to return to problems of this type in later papers.
Let us make the following basic assumptions. Z is a space of points z and (t is an· additive class of subsets A of Z. Any member of (t will be said to be measurable. By a probability distribution we mean a measure F, defined over (f for which F(Z) = 1. We shall be concerned with two classes of probability distributions: One, the class of all distributions, and two, the class of distributions which are absolutely continuous with respect to a given measure p., that is, the class of distributions F for which there exists a function f such that (1 .1)
\Ve shall call f a generalized probability density function with respect to ~-'· By Z we denote a random variable such that for any A in G,
For most of the applications we shall take Z to be a Euclidean space, and (j to be the class of all Borel sets. Then if 1-' is Lebesgue measure, (1.1) states that f is a probability density function in the usual sense. However, we shall have occasion to consider also some measures other than Lebesgue measure. By a hypothesis H we mean a class of probability distributions. Next we describe the hypotheses with which we shall be concerned. Let II be a partition of Z, that is, let II be a class of mutually exclusive subsets S of Z such that every point z of Z lies in one of the sets S. If two points z1 and Z2 lie in the same set S, we shall say that z1 is equivalent to Z2 with respect to II: z1 ,...., Z2 (mod II). The set of all points which are equivalent to z will be denoted by T(z), the number of points of T(z) by n(z). Concerning II we make the following assumptions: (i) All sets in II are finite, so that n(z) is finite for all z.
(ii) If we define Sn as the union of all those sets S of II which contain exactly n points, there exist mutually exclusive sets 8~1>, · · · , s~n> which are measurable and such that every element S of II containing exactly n points has one and only one point in common with each s~•>.
We shall say that a measure 1-' is invariant under II if the following condition holds: For all nand i, j < n, if Sis any set contained in s~•> and if S' denotes the set of equivalent points in S~i>, then J.£(8) = J.£(S'). Given a partition II satisfying (i) and (ii), we formulate the hypothesis H that the distribution F of Z is invariant under II. We shall refer to Has the hypothesis of invariance under II. We shall also consider the hypothesis of invariance under a partition for a class of generalized densities f. In this case we assume that the measure 1-' of (1.1) is given, and that II, in addition to (i) and (ii) satisfies the condition:
(iii) The measure 1-' is invariant under II. The hypothesis H in this case
By a test of a hypothesis H we mean (see [4] ) a measurable furction f/J on Z to the interval [0, 1] which with every point z E Z associates a probability IP(z) of rejection. This definition, slightly more general than the usual one, is particularly useful in non-parametric work. Among other advantages it automatically takes care of the problem of tied observations. It also disposes of the difficulties encountered by Scheffe [5] in his treatment of the problem of similar regions, as will be shown in Lemma 1.
The· size of a test IP is defined to be 
But t.p has structure S(E) and hence (1.5) holds for all z. Therefore
n-1
Js~l)
We shall show next that for testing a hypothesis of invariance at level of significance E, only tests of structure S(E) need be considered. In order to make this result applicable both to. hypotheses referring to the class of all distributions and to those referring to a class of generalized densities, we shall state it in an asymmetric form which when taken together with lemma 1 indicates the essential equivalence of the two types of hypotheses. LEMMA PROOF. First we shall show that 
., z' (mod lit) implies 1p(z) = IP(z'), form an essentially complete class of admis8't"ble tests.
PRooF. It is easily seen that we can restrict ourselves to that subclass of tests of structure S(E) which possess property (b). For if IP is any test of structure S(E) relative to IIo, let (1.14) cp
Then clearly cp* possesses property (b) and has structure S(E). Furthermore iff is any probability density function of H1, then (1.15) so that cp and IP* have identical power against H1.
In order to complete the proof, we must show that if IP1 and IP2 are any two test~ satisfying (a) and (b), and if IP1 and IP2 differ on a set of positive measure, there exists a probability density function f of Ht for which (1.16) Since both IP1 and cp2 have structure S(E), the set A of points z for which (1.17) 
l{)l(Z) > t(J2(Z)
has positive measure. Also, because of (b), if two points are equivalent relative to Tit, they are either both in A or both not in
for z in A and as zero elsewhere, then f is in Ht and satisfies (1.16 ).
The theorem obtained from theorem 1 by letting the hypotheses Ho and H1 refer to the class of all probability distributions rather than to a particular class of generalized densities, is clearly also true, and cases between these two theorems could also be formulated.
Since the most powerful test cp for testing a hypothesis of invariance Ho referring to a class of generalized ·densities against an alternative f from this class of densities has the correct size also for testing the wider-hypothesis Ha referring to the class of all distributions, cp is also most powerful for testing Ho against f. The corresponding remark holds for most stringent tests. Therefore all optimum tests that will be derived in the sequel, through the use of theorems of this section, may be considered as tests of hypotheses referring to the class of all distributions: they are valid against these hypotheses, and no power is gained by restricting the hypothesis to the appropriate classof generalized densities.
2. Most powerful tests and most stringent tests. One of the main problems to be considered in this paper is the determination of a most powerful test of a hypothesis of invariance against a simple alternative. H we restrict our considerations to the class of generalized densities with respect to p., a complete solution of this problem is given by the following THEOREM 2. 
Let H be the hypothesis of invariance under the partition II, and let g be a probability density function not in H. For any z in Bra denote by z(l), · · · , z<n> the n points of T(z) arranged
so that g(zu>) ~ g(z< 2 >) > · · · > g(i"'cp(z) = a if g(z) = g(zU+I•nl>) ~ for z in S,., { 1 if g(z) > g(il+len)))) 0 if g(z) < g(zU+Ien))) J n where L cp(?<i>) = ne, 0 < a < 1
and where a may depend on z through T(z).
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PROOF. First we observe that the number of z<•> for which g(z<») > g(z<l+lenl>) is greater than or equal to 1+[en] > En and that the number of i' 1 for which g(z'•>) > g(z<l+lenl>) is less than or equal to [en] :::; en, so that there exists an a between 0 and 1 for which }:cp(zw) = nE. Since cp has structure S(E), it follows from lemma 1 that it is similar and of size E. Let (2.2)
• To complete the proof consider first the special case that, J cpg dp. = J g dp. = 1 that is, the test fP has power 1, and therefore is clearly most powerful. Assume next that the integral (2.3) is positive. Then g* is proportional to a probability density function of H . For it is measurable and satisfies the symmetry condition required of a member of H, and the integral (2.3) is finite since
The test fP therefore has the form of a probability ratio test. Since it is also similar, it follows from theorem 1 of [4] that fP is most powerful. In practice one is usually interested in composite rather than simple alternatives. We shall therefore consider next the problem of deriving most stringent tests of hypotheses of invariance against certain classes of alternatives. This problem may be reduced to that of finding tests which maximize the minimum power over a class of alternatives by the following simple theorem of Hunt and Stein [7] . THEOREM • A test is said to be most stringent [16) if it minimizes the maximum difference between envelope power and power, that is, if it minimizes Sup [(3*(9) -t3(<P, 9)). 
JD, BeD 3. Normal alternatives. Let H be the hypothesis of invariance under II, let T(z) be the set of points equivalent to z (mod II), and let f and g be two functions defined over Z. We shall write f ,...., g if there exists a function F such that
where for any fixed T(z), F is a strictly increasing function of g. We note that f,...., gin the following two special cases:
where F is strictly increasing;
where a(z) > 0 for all z, and where Z1;....., Z2 (mod II) The purpose of the present section is to obtain most powerful and most stringent tests of some hypotheses of invariance..against certain classes of normal alternatives. In particular, problems will be exhibited for which various non-parametric tests suggested in the literature possess these optimum properties. In order to obtain the most powerful test of H against H1 , we apply theorem 2 with The most powerful test is therefore given by (2.1), if we replace g(z) by ~~x11 z11 • This test being independent of (i, the b's and a > 0, it is uniformly most powerful against the class of alternatives obtained from H1 by not specifying the values of these parameters but restricting a to be positive.
If we drop the restriction a > 0, a uniformly most powerful test no longer exists; we shall instead obtain the most stringent test against this extended class of alternatives, using theorems 3 and 4. Clearly the envelope power function is The power of the test IP obtained by substituting this expression for gin (2.1) is the same at both points of 0. For this test is most powerful for testing H against the simple alternatives H' that the density of the Z's is given by the first member of (3.5) . But under the transformation Z~; = -z,,. + 2b,, Hand H' and therefore the test IP are left invariant, while the two points of 0 are permuted.
Condition (2.8) of theorem 4 is therefore satisfied, and hence IP maximizes the minimum power over 0. Since furthermore IP is independent of the particular set 0 chosen, it follows from theorem 3 that IP is most stringent for the problem under consideration. In case condition (3.3) is not satisfied, let x;,. = X;; -x, .. Therefore the test criterion (3.5) becomes Then the alternatives ascribe to the variables normal distributions with common variance and such that (3.8) The criterion becomes Pitman [3] . We therefore see that several non-parametric tests which have been discussed in the literature are most powerful one-sided. or most stringent for testing a hypothesis of invariance against certain classes of normal alternatives. In a later section we shall indicate to what extent these results remain valid if to these hypotheses we add the assumption of independence.
The remaining problems will be considered somewhat more briefly since the proofs follow the same pattern as in problem 1. PROBLEM 2. The conditions of problem 1d) are satisfied in particular if x1, · · · , x, are values taken on by random variables X1, · · · , X, and if un.der the alternatives the pairs (X;, Z;) have a common bivariate normal distribution with ui = u~ . We a1•e then concerned with a problem rel~ted to that of testing for absence of interclass correlation. For the corresponding intraclass problem, we consider random variables X1, · · · , X,, Z1, · · · , z., and test the hypothesis that the joint density of the 2s variables is symmetric in all its arguments, against the alternatives that the pairs (X;, Z;) have a common bivariate normal distribution, the means and variances of the X's and Z's being the same. We shall only consider the case of positive correlation. Clearly, the criterion will be ~ x.:z; as in the one sided case of problem (d). However the tests differ, in that this expression must now be compared not only with the 8! expressions obtained by permuting the z's among themselves, but instead with the (2s) !/2• 8! expressions obtained by considering all possible ways in which 8 pairs can be formed from the complete set of 28 observations. PROBLEM 3. Consider once more the hypothesis that the joint density of Z1 , · · · , z .. is symmetric in its n arguments, and consider the alternatives that the Z's are normally distributed with positive circular serial correlation. Then
•-1 where Zn+l = Z1 • The test based on this criterion, which was proposed by Wald and 'Volfowitz [8] , is therefore most powerful against the ahove class of alternatives. PROBLEM This test may be appropriate for some situations in which it is customary to use the sign test.
4. Binomial and other non-normal alternatives. In the present section '"e shall be concerned mainly with generalisations of problems 1b) and lc) of section 3. As described there, the hypotheses referred to the class of all probability densities in the usual sense. However, as was pointed out at the end of section 2, the same tests may be considered as referring to much wider hypotheses. If they are interpreted in this 'vay, it is possible to greatly widen the class of alternatives without destroying the optimum properties of the tests.
) and denote by II the partition under which two points z and z' are equivalent if they are obtainable from each other by a permutation of coordinates. LetHa be the hypothesis of invariance under IT. This is a generalization of the hypothesis of complete symmetry referring to a class of probability densities. Consider as alternative the class of distributions defined by (4.1) PlZ t: A} = i C exp {01~X; + Oz~Y• + ~r(x;) + ~r(y,)l dp.(z).
where the 8's are any real numbers, where p. is the 2nth power of any one dimensional measure v (and therefore invariant under II), and where r is any v-measurable function, subject only to the condition that the integral (4.1) converges when taken over the whole space.
We first consider the one-sided case 82 > 81 0 Using theorem 2 for a particular 81 , 82 , r and p., we then have 
has been called Laplacian by Tweedie [9] , \vho has studied these distributions in a different connection. Among others, the normal and x 2 , the binomial and Poisson distributions are Laplacian. To obtain, for example, the distribution of a characteristic variable, take for v the measure v* which assigns to a set D the values 0. 1 or 2 according as D contains none, one or both of the points x . = 0 and x = 1, and take as density the function (4.5) For comparison with tests which have been considered in the literature, one can specialize the problem just considered, so that the hypothesis Ro and the class of alternatives R1 consist only of those members of Ho and Ht which are generalized densities with respect to a fixed measure p.. One c~n specialize even further and take as alternative any subset of nl provided with any point 81' 82' r, it also contains the point 82, 81, r. The test clearly will not change with these specializations, and the test based on (4.3) will therefore possess the same optimum properties with respect to these special problems as with respect to the problem for which it was originally derived. 
The 8's here are any real numbers, I' is the 2nth power of any one-dimensional measure v, and r is any v-measurable function such that (a) the integral (4.7) converges when A is the whole space, and such that (b) r(x, y) = r(y, x).
Clearly in the one-sided case 82 > Ot we will again find
so that the associated test is uniformly most powerful against this one-sided class of alternatives, while the test based on I fi 7 x I is again most stringent against the full alternative Ht. The class of distributions (4.7) contains the distributions (4.1) as a special case. If (X,, Y,) i = I, · · · , n is a sample from a bivariate normal distribution with ui = u~, we get another case of (4.7) .
As a last somewhat more special problem we mention a discrete analogue of problem 4 of section 3. Let Z = (Z1, · · · , Z .. ) and consider the class of generalized densities given by (4.8)
where I' is the nth power of v*. Let Ho be the hypothesis that Pis invariant under permutations of the co:>rdinates and under the group generated by the transformations z; = 1 -z,, z; = z; j ~ i for i = 1, · · · , n. This is an extension of the hypothesis that the probability of success in a binomial dis-tribution equals !. The test of Ho against the alternatives that Zt, · · · Zn is a sample of a characteristic variable is based on ~ z.: or I ~ z, I as P { z, = 1} is restricted to be greater than! or is not so restricted. In the first case the test is most powerful, in the second most stringent.
5. Hypotheses of invariance for independent variables. To the results ob· tained so far, a different interpretation can be given, which throws some light on certain related problems. Theorem 2 gave sufficient conditions for a test to be most powerful against a simple alternative H1 for the hypothesis Ho of invariance under a partition II. However, if taken in conjunction with section 1, the theorem can be intepreted as giving sufficient conditions for a test to be the most powerful test of structure S(E) with respect to II against H1. That is, the theorem is really independent of the hypothesis, and depends solely on the alternative and on the class of tests admitted into competition, in our case the class of all tests having structure S(E) with respect to II. The same remark obviously also applies to most stringent tests.
Let us now consider a special class of partitions. Let Z stand for the m groups of random variables (Z.:t, · · ·, z,,J (i = 1, · · · ,m)and let II denote the partition under which two points z and z' are equivalent provided they can be obtained from each other by a permutation of coordinates which however permutes only the coordinates within the m groups. Let p. be the power of a one-dimensional measure v, and assume that the probability distribution of Z is absolutely continuous with respect to p. and that the Z's are independently distributed, so that (5.1) Under these assumptions consider the hypothesis H that fii is independent of j, that is, that the Z's are identically distributed within each group. It easily can be shown that not all admissible tests of H that have size E, have structure S(E). However a generalization of a result of Feller [10] and Scheffe [5] for the case m = 1 and p. = Lebesgue measure, states that the only tests which are of size E and similar for H, are the tests of structure S(E) with respect to II [11] . It follows that any test which is most powerful or most stringent for testing the hypothesis H' of invariance under II for the class of generalised densities with respect to p., has the same property relative to the class of all tests which are similar for testing H.
As an example, take problem lb) of section 3. Here p. is Lebesgue measure, m is 1, and we put (5.2) for j = 1, · · · , k
It was shown in section 3 that the test based on I u -iiI , Pitman's test, is most stringent for testing the hypothesis that the joint density of the U's and V's is symmetric in its k + l arguments against the alternative that the variables are independently normally distributed with common variance and such that E(U,) = ~' E(V,) = 11 where~ and 11 are any distinct real numbers. It follows now that the same test is most stringent similar for testing against the same class of alternatives th~ hypothesis that Ut , · · · , Uk , Y1 , • • • , Vz are independently distributed, all with the same probability density. This is the hypothesis for which Pitman proposed his test, and the result just stated is a partial solution of the problem recently raised by Wilks [12] , to determine the class of alternatives for which Pitman's test is satisfactory.
If we modify the example by taking for /J inste!ld of Lebesgue measure the k + lth power of the measure v* of section 4, we are dealing with characteristic variables Ut , · · · , Uk, V1 , · · · , Vz. We have shown earlier that if k = l the test based on I u -ii I is most stringent for testing the hypothesis of complete permutability against the alternative that the U's and V's are samples from two distinct populations of characteristic variables. H we add to this hypothesis the assumption of independence of all variables, we obtain a parametric problem, namely essentially the problem of testing equality of probability of success in two binomial populations corresponding to the same number of trials. It now follows that the test based on I u -iiI is most stringent for this problem. As is well known, it is also the uniformly most powerful, unbiased similar test. These two examples suffice to illustrate the type of result that can beobtained. It should perhaps be mentioned that the equivalence discussed at the beginning of this section, can be utilized also in the opposite direction. The fact, for example, that the test based on I u -ii I is kno"'D. to be uniformly most powerful unbiased similar for testing equality of probability of success in two populations of characteristic variables from which the U's and V's are samples, proves that this test is uniformly most powerful unbiased for testing the hypothesis of complete symmetry for the joint generalized density of the U's and V's. 6 . Extension to infinite equivalence classes. Tpe definition of a hypothesis of invariance given in section l-in spite of the restriction to finite equivalence classes-was sufficiently general to cover the non-parametric problems that we wanted to study. It is possible however to extend the definition so as to allow infinite equivalence classes. In this concluding stction we shall briefly outline a theory based on such a broader definition. This will enable us to point out a relationship between the approach of the present paper and the standard parametric theory.
Let Z be a space of points z and C1 an additive class of subsets of Z. We define a partition of Z into subsets {St} as follows: Let j"be some space, and for each t E j"Jet S, be a measurable subset of Z (i.e. an element of <f) such that the S, are mutually exclusive and exhaustive. Let t>o be the class of all Co E <f which can be expressed in the form 
It is seen that we have essentially the situation described in section 1, except that there we assumed further that each S, was finite and for all t, G, assigned equal probabilities to all points of S, .
We say that a test rp of Ho has structure S(E) if the conditional expectation
The lemmas and theorems stated below are straight-forward generalizations of those in section 1 so that no proof will be given. LEMMA Suppose next there is defined another partition of Z into sets { S~ l by means of a space 6l!, and let e1 , 9)1 and G .. refer to this second partition. \Ve shall assume that for every t E ~ u E 6l1 either s~ c s, or s~ n s, is empty. Let G~ be a specified probability measure over G .. and suppose that for each t E ~ here exists a probability measure Q, such that for all A, E G.
(6.5)
If H 1 denotes the hypothesis that for each u E 6l1 the conditional distribution of Z given Z E s: is a: 7 We Can State THEOREM 1'. For testing Ho against H1 at level of significance E, the totality of tests <P which have structure S(E) and for which z, z' E s~ implies rp(z) = rp(z') form an essentially complete class of admi ssible tests.
Let F1 be a distribution not in Ho , and for each t E ~let G11 be the conditional distribution of Z given Z E S, . We suppose that for each t E ~~ G11 is chosen to be a true probability measure, which is possible in most cases of practical interest (see Doob [13] for a discussion of this point). Theorems 3 and 4 require no modification.
As in the case of finite equivalence classes the results just outlined can be interpreted differently. Again the theorems are really independent of the hypotheses, but depend only on the alternatives and on the class of tests admitted into competition. This class of tests lfJ is in the present case defined by condition (6.4) , that the conditiona expectation of rp given Z E 8 1 equals E. But this is just the condition which in the standard approach to the problem of testing a composite parametric hypothesis for which T is a sufficient statistic, by means of similar regions is frequently found to be the necessary and sufficient condition for lfJ to be similar. (See for example [15] ). For these cases therefore the hypotheses of the present section represent non-parametric analogues to which the same tests apply with the same optimum properties but without the a priori restriction to similar regions.
As a simple illustration of this remark, let Z = (Z1, · · · , Zn), and let n T = L z~ . For the conditional distribution of z given T == t take the uniform i-l distribution over the sphere T = t, and for ~ take Lebesgue measure. Then the hypothesis l-1 states merely that the joint probability density of the Z's is a n function only of L: Z~ . If we add to this the assumption of independence of t-1 the Z's, we obtain the new hypothesis H' that the Z's are a sample from a normal distribution with zero mean. The tests lfJ for which the conditional expectation over each sphere is E, constitute the only admissible tests of H and the only admissible similar tests of II'. If as alternatives we consider that the Z's are a sample from a normal distribution with mean~ > 0, the test (6.8) is uniformly most powerful for H and uniformly most powerful similar for H'. If we do not restrict t to positive values, the test (6.9) I X I > C', vx(x,-x) 2 Student's test, is uniformly most powerful unbiased and most stringent for testing H, uniformly most powerful unbiased similar and most stringent similar for testing H' .
