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Inner earAbstract A discrete resonant band-pass filter with a fast calculation algorithm, which can be used
to perform discrete frequency transformations, is presented. The algorithm has low memory con-
sumption requirements. It implements a numerical integration method, simulating a harmonic res-
onator element modeled by the under-damped driven oscillator equations, expressed in a discrete
form. The output from the presented filter is a discrete function with an amplitude of the steady-
solution that closely matches the theoretical steady-solution amplitude of the continuous band-
pass filter output. Multiple discrete resonant band-pass filters can be used to build a filter bank,
which in turn can be used to perform a time-to-frequency transformation of discrete signals. The
filter achieves a frequency and a time localization without utilizing the time windowing method.
The presented stand-alone calculation algorithm related to this filter produces its output with a
delay of just one sampling period. The algorithm’s calculation cost is only 3 multiplications and
3 additions per sample, and does not require long memory buffers. The presented transformation
does not surpass the precision of the Discrete Fourier and Discrete Wavelet Transformations. How-
ever, it may prove essential when the noise-artifacts of the near-real-world simulation are necessary
in order to produce some specific auditory-perception phenomena.
 2016 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Vast number of signal processing applications require fre-
quency analysis of discrete (sampled) signals. Digital filtersand discrete transformations into the frequency domain are
used to fulfill those requirements.
Finite Impulse Response (FIR) and Infinite Impulse
Response (IIR) filters are used to accomplish high-pass, low-
pass, band-pass and other types of filtering. FIR filters are pro-
ducing the output based only on the input signal, where the
IIR filters are using past values of the output to produce the
next output value (a feedback structure); therefore, they may
show instability [1].
Best known FIR design method is the Generalized Window
Method [2], while as usual IIR filter design methods are those
derived from analog Butterworth, Chebyshev, and Elliptic
Function filters [3]. Butterworth filters give maximally flat
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and more passband or stopband ripples than Butterworth fil-
ters; and Elliptic Function filters have equalized ripple behav-
ior between the passband and the stopband.
Diverse windowed Discrete Fourier Transformations
(DFTs), Discrete Wavelet Transformations (DWTs) and other
related transformations exist, addressing the transformation
requirements. They transform sampled signals from one
domain (time, location or other) into the frequency domain.
The discrete transformations can be used as an integral part
of a digital filter design. In addition, the filter banks can also
be used to perform transformations into the frequency
domain. Both transformation techniques, the discrete transfor-
mations and the filter banks, have advantages and disadvan-
tages depending on the specifics of the application at hand
[1]. In the following text, for simplicity, I utilize time as a
source domain, but the reader should consider that the pre-
sented is equally applicable to other source domains.
This study was triggered by a research in the domain of
computational neuroscience and neural networks, where
near-real-world simulation was required in order to produce
certain artifacts which may result in explanation of certain
auditory perception phenomena. Windowed DFT and DWT
produce artifacts that are not natural, but rather specific to
the abstract mathematics that these transformations are based
on.
Several constraints apply to DFT and DWT [4,5]. I present
briefly those relevant to their comparison with the DRBF/
DRT in this section. I disclose these constraints early, so they
will serve as a context within which the DRBF/DRT methods
are presented. In Section 5 these constraints are reviewed
again, and some identified constraints of the DRBF/DRT
are disclosed.
(1) DFT and DWT utilize time-windowing, introducing an
error or noise within the result of the transformations,
due to the harmonic components caused by the time-
window boundaries.
(2) DFT and DWT introduce delay in production of the
transformation result, caused by the need to collect a
buffer of samples. Wider buffer (bigger number of sam-
ples in the time window) is required in order to achieve
better frequency precision. Consequently, attempting to
increase the frequency precision, DFT and DWT
increase the delay, constraining their applicability in
real-time applications.
(3) In order for DFT and DWT calculation algorithms to
perform efficiently, the number of the samples in the
buffer must be a power of 2 (2n). This further constrains
the ability to achieve finer compromise between the time
localization and frequency precision.
(4) The calculation complexity (cost) achieved so far is O
(NLog(N)) for DFT (per buffer of N samples) and O
(N) for DWT (per scale) [6]. DFT and DWT imple-
mented algorithms require significant amount of com-
puting memory used to maintain the buffers,
additionally decreasing the performance due to opera-
tions such as memory reallocation, retrieving and assign-
ing values.
Here I propose a discrete resonant band-pass filter (DRBF)
fast calculation algorithm. The DRBF can be used to performfast time-to-frequency domain transformations, taking an
approach different than the DFT and DWT calculation meth-
ods. For the purpose of this text I will name this transforma-
tion as Discrete Resonant Transformation (DRT). The DRT
overcomes some of the outlined constraints of the DFT and
DWT. I will occasionally use the term resonator to refer to
the DRBF when stressing the resonance events is valuable.
As of the time of writing this document, a benchmark compar-
ison between the DRT and the DFT/DWT implementations
has not been performed.
2. Mathematical foundation
We start with a system, consisting of a harmonic resonator that
oscillates according to the well-known equation of a driven
harmonic oscillator ([6], pp. 211):
m
d2x
dt2
¼ c dx
dt
 kxþDðtÞ ð1Þ
where
– m is the mass that oscillates
– x is the elongation of the oscillator (the distance from the
stable position at time t)
– t is the time dimension
– c is a viscous damping coefficient; it determines the deceler-
ation of the oscillations due to a friction, which in turn
depends on the current speed of the oscillator (dxdt)
– k is a coefficient that determines the magnitude of the force
that pulls the oscillator back to its stable position (stiffness),
which depends on the elongation
– DðtÞ is the driving force, represented as a function of time.
Eq. (1) describes that the acceleration of the oscillating
mass is caused by the following:
– the driving force at the current moment of time,
– the distance of the center of the oscillating mass from its
stable position at the present moment of time, and
– the speed of the oscillating mass at the current moment of
time.
Converting (1) from a continuous to a discrete form,
inspired by the Sto¨rmer–Verlet integration method [7], assum-
ing that the sampling rate is much higher than the oscillating
frequency, we get:
m
D2xi
Dt2
¼ cDxi1
Dt
 kxi1 þDi1 ð2Þ
where
– Dt is the sampling period of time (note: the sampling rate is
considered constant and it must be much higher than the
resonant frequency – see Section 5)
– Dxi1Dt is the speed (vi1), at the moment ði 1ÞDt
– D
2xi
Dt2 is the acceleration at the moment iDt
– Di1 is the sample of the driving force’s magnitude at the
moment ði 1ÞDt.
This conversion introduces an error that will be analyzed in
Appendix C. If we express the speed (v) and the acceleration
(a) as follows:
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xi1  xi2
Dt
ð3Þ
ai ¼ D
2xi
Dt2
¼ vi  vi1
Dt
¼ ðxi  xi1Þ  ðxi1  xi2Þ
Dt2
ð4Þ
and introduce (3) and (4) in (2), we get
m
ðxi  xi1Þ  ðxi1  xi2Þ
Dt2
¼ c xi1  xi2
Dt
 kxi1 þDi1
ð5Þ
Solving (5) by xi gives us
xi ¼ 2 cDt
m
 kDt
m
 2
xi1 þ cDt
m
 1
 
xi2 þ Dt
2
m
Di1 ð6Þ
Eq. (6) is the fundamental equation that the proposed band-
pass filter (DRBF) is based on. It shows that the elongation
of the resonator at the moment iDt can be calculated by a sim-
ple linear formula involving only the values of the elongation
at the moments ði 1ÞDt and ði 2ÞDt and the driving force
at the moment ði 1ÞDt. To simplify the look of (6), we may
write
xi ¼ Axi1 þ Bxi2 þ CDi1 ð7Þ
where
A ¼ 2 cDt
m
 kDt
2
m
ð8Þ
B ¼ cDt
m
 1 ð9Þ
C ¼ Dt
2
m
ð10Þ
Eq. (7) calculates the resonator’s output in the domain of the
signal (the driving force). It describes the continuous harmonic
motion of the resonator. A, B; and C are constants.
From the mechanics of the resonance we know that if the
driving force is a pure harmonic function (sin, cos), the ampli-
tude of the steady-state output may be calculated as ([6], pp.
212)
x^ ¼
bDﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðkmx2Þ2 þ x2c2
q ð11Þ
where
– x^ is the amplitude of the steady-state solution of (1)
– bD is the amplitude of the driving force
– x is the angular frequency of the driving force
Eq. (11) demonstrates that the resonator (DRBF) is actu-
ally a band-pass filter with a middle frequency equal to the nat-
ural resonant frequency of the oscillator, which is given by
(12), ([6], pp. 211)
Fr ¼ 1
2p
ﬃﬃﬃﬃ
k
m
r
)xr¼2pFr x2rm ¼ k ð12Þ
where
– F r is the natural resonant frequency of the resonator
– xr is the natural angular resonant frequency of the
resonator.
In the process of designing (initializing) the resonator
(DRBF), (12) will be used to determine its mass m, when theresonant angular frequency xr and stiffness coefficient k are
given.
The dumping ratio determines whether the resonator will
oscillate or simply return to its stable state without oscillating.
Since we want it to oscillate, we will specify the following con-
straint (under-dumped case) ([5], pp. 200):
c
2
ﬃﬃﬃﬃﬃﬃ
mk
p < 1 ð13Þ
The solutions of the continuous (1) and discrete (7) equa-
tions are equivalent and have, also, equivalent transitional
and equivalent steady-state solutions. The transitional solu-
tions will diminish over time, but the steady-state solutions will
remain. In case of a pure harmonic driving force (sin, cos)
DRBF’s steady-state solution will oscillate with the frequency
of the driving force and with an amplitude determined by (11).
The stability discussion is located in Appendix D: Stability.
The upper equations describe the behavior of a single
DRBF resonator, acting as a band-pass filter. However, our
goal is to perform a multi-band harmonic analysis of the driv-
ing force (the input signal); therefore, we should design a filter
bank of multiple DRBF resonators. Eq. (11) shows that the
amplitude of the steady-state solutions decreases with the
increase of x, in case of achieved resonance, when the ampli-
tude of the driving pure harmonic force remains constant. In
order to get useful practical results, we must design the filter
bank such a way that all the DRBF resonators produce equal
amplitudes, when driven at their resonant frequencies by pure
harmonic driving forces with equal amplitudes, regardless of
value of x. Trial-and-error experiments demonstrated that
the ratio of the amplitude decrease between two resonators
was equal to the ratio between the correspondent resonant fre-
quencies. Let us derive the equations that would prove this
experimental result.
We will consider two resonators in the continuous space, p
and q, each with correspondent resonant frequencies Fp and Fq
and angular resonant frequencies xp and xq. They will be dri-
ven at their resonant frequencies by pure harmonic forces with
amplitudes bDp and bDq, correspondingly. Stressing again that
the driving forces will drive the resonators at their resonant
frequencies, we need the steady-state solutions of the both res-
onators to have equal amplitudes. When we use (11), replacing
the angular frequency of the driving forces with the natural
resonant angular frequency of each resonator, the last condi-
tion gives us
cxp ¼ cDpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðkmpx2pÞ2 þ x2pc2p
q ð14Þ
cxq ¼ cDqﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðkmqx2qÞ2 þ x2qc2q
q ð15Þ
Since we need cxp ¼cxq , we will get
cDpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðkmpx2pÞ2 þ x2pc2
q ¼ cDqﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðkmqx2qÞ2 þ x2qc2q
q ð16Þ
According to (12), we may replace the element x2m with k,
so on both sides of (16) that will give us
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ðk kÞ2 þ x2pc2p
q ¼ cDqﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðk kÞ2 þ x2qc2q
q ð17Þ
then
cDpﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2pc
2
p
q ¼ cDqﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2qc
2
q
q ð18Þ
and finally
cDp
xpcp
¼
cDq
xqcq
ð19Þ
Eq. (19) gives us the normalization condition necessary to
achieve equal steady-state amplitudes when the resonators
are driven at their resonant frequencies. Consequently, if the
resonator with lowest resonant frequency has a resonant angu-
lar frequency x0 and a viscous damping coefficient c0 and is
driven by the force DðtÞ, then in order both resonators to pro-
duce same amplitudes when driven at their resonant frequen-
cies, the resonator with a resonant angular frequency xp
should be driven by the force:
DpðtÞ ¼ xpcpx0c0 DðtÞ ð20Þ
Considering (20), the normalized version of (6) for the res-
onator p will be
xpi ¼ 2
cpDt
mp
 kDt
mp
 
xi1 þ cpDt
mp
 1
 
xi2 þ xpcpx0c0
Dt2
mp
Di1
ð21Þ
and consequently, the normalized version of (10) will be
Cp ¼ xpcpx0c0
Dt2
mp
ð22Þ
When we use (21), which is normalized, we may drive all the
resonators by the same force, since the normalization coeffi-
cient is included within the constant Cp. Again, when we apply
(20) and (22) within (21), the form of (7) remains unchanged
(for the resonator p):
xpi ¼ Apxp;i1 þ Bpxp;i2 þ CpDp;i1 ð23Þ
For completeness, let us rewrite again the defining equa-
tions for the constants A, B and C, for the resonator p:
Ap ¼ 2 cDt
mp
 kDt
2
mp
ð24Þ
Bp ¼ cDt
mp
 1 ð25Þ
Cp ¼ xpcpx0c0
Dt2
mp
ð26Þ
While converting (1) from continuous to discrete domain,
just before (2), we assumed sufficiently small sampling period
Dt. This assumption produces errors between the continuous
and DRBF outputs. For the purpose of performing transfor-
mations into the frequency domain, the error between the
steady-state amplitudes of the continuous and DRBF outputs
are essential. I have not been able (yet) to develop an exact
formula that will show the dependency of the error on thesampling period, however the simulations demonstrated that
the error depends not solely on the sampling period, but
instead on the ratio between the natural resonant period of
the DRBF resonator and the sampling period. I refer to it as
a Resonance-over-Sampling Ratio. The Resonance-over-
Sampling Ratio should not be confused with the Oversampling
Factor, which is defined as the sampling frequency divided by
double of the resonant frequency. According to the Nyquist-
Shannon Theorem, the Resonance-over-Sampling Ratio must
be strictly bigger than 2. The multimedia file related to this
article named as ErrorAnalysis.pdf presents the achieved
results in details. Those results show that the amplitude of
the steady-state component of the signal produced by the
DRBF raises significantly when the Resonance-over-
Sampling Ratio decreases to values even significantly bigger
than to 2. For example, a Resonance-over-Sampling Ratio
lower than 22 produces a relative error of approximately
10%. Lower Resonance-over-Sampling Ratios produce even
bigger error, reaching more than 90% for Resonance-over-
Sampling Ratios near to value of 3.
To decrease the steady-state amplitude calculation error I
am opting to oversample the input signal, achieving (virtually)
higher Resonance-over-Sampling Ratios (Virtual Resonance-
over-Sampling Ratios). Since the input signal (the driving
force) is sampled with sampling rates lower than the Virtual
Resonance-over-Sampling Ratio, it will not have values for
the newly added (virtual) samples. Therefore, we are going
to use the last know (real) sample value as values for the vir-
tual samples. More complex interpolation algorithms might
be used, but that will increase the calculation cost or will pro-
duce a delay in the production of the next output sample. The
simulation shows that the oversampling, while using the last
known sample value of the input signal, effectively decreases
the error (see multimedia file ErrorAnalysis.pdf). I will refer
to the ratio between the new artificially increased sampling rate
and the real sampling rate as Oversampling Ratio (not to be
confused with the Oversampling Factor, mentioned before).
Equations from (23) to (26) apply to pure harmonic driving
forces. It can be proved that these equations will remain the
same in case of an arbitrary driving force (the proof is pre-
sented in Appendix A).
The calculation algorithm of a single resonator (DRBF)
with a resonant angular frequency xp as per (23)–(26), is as
follows:
2.1. DRBF calculation algorithm
Initialization phase:
Step 1. Select the resonant angular frequency xp (applica-
tion specific design decision).
Step 2. Determine x0, the lowest resonant angular fre-
quency within the filter bank (application specific value).
Step 3. Select k (see the note in step 5).
Step 4. Calculate mp from (12) as mp ¼ k=x2p (see the note in
step 5).
Step 5. Select c to satisfy (13) as c < 2
ﬃﬃﬃﬃﬃﬃﬃﬃ
mpk
p
(note: k, c
and mp should be selected to achieve the required mid-
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transmission function, application specific).
Step 6. Set the initial conditions of xp;i, xp;i1 and xp;i2 (for
example: all zeroes).
Step 7. Detect Dt defined by the input signal as its sampling
time period. If required by the minimal steady-state ampli-
tude error, perform oversampling. The oversampling intro-
duces virtual samples, used in step 9.
Step 8. Calculate Ap;Bp and Cp by (24)–(26).
Iterative phase:
Step 9. Acquire the sample Dp;i1 of the input signal. If the
current sample is a virtual sample, use the last acquired
sample value of the input signal.
Step 10. Calculate xp;i as per (23) (calculation cost: 3 multi-
plications and 2 additions).
Step 11. Set xp;i2 ¼ xp;i1 and set xp;i1 ¼ xp;i (note: the small
array of xp;i2, xp;i1 and xp;i can be implemented as a circu-
lar buffer, in which case this step will be replaced by incre-
menting the top-pointer of the circular buffer, achieving
calculation cost of a single increment, which is lower or
equal to the cost of one addition).
Step 12. Output the calculated xp;i.
Step 13. (Optional step required for the Adaptive DRBF, in
case of an occasionally changing sampling period Dt: For con-
stant Dt skip this step. See the related discussion in Section 5.)
Detect the current Dt and compare it to previous Dt. If dif-
ferent, proceed with step 8.
Step 14. Go to step 9 until the end of the process is reached
(i.e., the last input sample is acquired and processed).
Few detailed implementations of the upper algorithm can
be found within the MATLAB demonstration code, included
in the multimedia files.
It is obvious from the algorithm that the computational
cost of one cycle (one sample period) is 3 multiplications and
3 additions, plus few assignments while retrieving the input
sample, exposing the output sample, comparison of the new
to the last sampling period, etc. However, this extra cost is
not changing the O(n) evaluation, where n is the number of
input (or output) samples computed. For a case of computing
the filter bank made of N filters, the total computational cost
to produce n output samples from n input samples, for N fre-
quency bands is O(n  N).
The oversampling significantly increases the computational
cost to O(n  N  Os), where Os is the Oversampling Ratio as
defined above.3. Simulation software
The software built to simulate and demonstrate the DRBF/
DRT is developed in MATLAB. The complete source code
is contained within the multimedia package file. The document
PlayableREADME.pdf, also contained in the multimedia
package file provides additional details about the simulation
software source code. Figures from Figs. B.1–B.8 in Appendix
B display few typical responses produced by the resonators
(DRBF) and Discrete Resonant Transformation (DRT), when
driven by different driving forces.4. Discussion
4.1. DRT transformations
The presented algorithm performs a fast and just-in-time cal-
culation of the output signal from a discrete resonant band-
pass filter DRBF, producing a discrete time-domain signal
with the same sampling precision as the input signal, closely
modeling the physics of a continuous-time harmonic
resonator.
The DRBF calculation algorithm is most suitable for appli-
cations that require close-to-reality modeling of amplitudes
involved in the resonance events. One such application is the
real-time modeling of the auditory sensory events and their
subsequent transformation into neural signals, where the phase
information gets lost during the signal transduction process for
higher frequencies ([8], Section 2.4, see ‘‘phase locking”). The
development of the DRBF and the DRT, actually, is moti-
vated by a research in the area of auditory neuroscience.
Additional calculation algorithm should be cascaded to the
presented DTRF Calculation Algorithm in order to achieve a
complete time-to-frequency domain transformation (Discrete
Resonant Transformation). There are different types of out-
puts that might be required, defined and calculated. Some of
them will be presented in subsequent separate papers. In this
text I will only mention that one of the fastest resultant trans-
formation algorithms I achieved so far, producing the ampli-
tude function out of the transformation, has a computational
cost of 4 multiplications and 4 additions per sample of the
input signal. Again, the output signal sample indexed i is pro-
duced just-in-time after obtaining the input signal sample
indexed ði 1Þ, so the theoretical time-delay is not bigger than
one sample. Considering the very low computational cost of
the DRT algorithm, this can easily be achieved in practice even
for very high sampling frequencies.
Different applications will require different algorithms to
cascade as extensions to the DRBF Calculation Algorithm.
The very low computational cost of the DRBF Calculation
Algorithm leaves enough calculation cost ‘‘room” for the cas-
cading algorithm.
4.2. Constraints review
In this section I discuss some of the constraints of the DFT
and DWT transformations and explain why and how certain
DRT transformations (the transformations developed around
the DRBF filter) overcome some of them. I further disclose
few constraints of the DRT transformations. This section pro-
vides initial set of criteria that should facilitate the choice
between the DRT transformation over DFT or DWT transfor-
mations in context of given application requirements.
(1) DFT and DWT utilize time-windowing, but DRT trans-
formation does not. In DRT, each calculation cycle is
performed just-in-time, at the moment of acquiring the
next sample of the input signal, therefore no additional
noise or error is introduced as a result of the time-
windowing. DRT optimally models a real harmonic res-
onator element according to the equations that describe
such system in physics, transformed to discrete form.
However, the transient solution of the driven harmonic
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problems when it is not desired. The transient noise can
be lowered by adjusting the viscous damping coefficient
c and the stiffness coefficient k (1), but that might, in
turn, lower the frequency resolution.
(2) DFT and DWT perform the transformation cycles over
a buffer of input samples, which causes a delay in the
output result. That might be undesirable for some real-
time applications. DRT does not delay the output due
to buffering, since no buffering is needed. The i-th sam-
ple of the output signal is produced right after the
moment of acquiring the ði 1Þ th sample of the input
signal. The calculation cost is low, that this can be
achieved in a real-time for high sampling frequencies.
Again, similarly as for the constraint (1), the duration
of the transient solution might delay the detection if a
spectral component change.
(3) DRT does not buffer the samples of the input signal,
therefore there is no 2n constraint for the size of the
buffer.
(4) The DRBF filter bank calculation algorithm has a com-
putational cost of 3N multiplications and 3N additions
per (input and output) sampling period, where N is the
number of band-pass filters in the filter bank. DRBF cal-
culation algorithm does not require multiple and large
buffers, therefore it does not suffer of performance
degradation caused by manipulations of the buffers.
(5) The DRBF filter has one additional constraint, related
to the relative ratio q of the sampling rate against the
natural resonant frequency of the DRBF filter:q ¼ Tr=Dt ð27Þ
where
T r is the natural resonant period of the DRBF filter and
Dt is the sampling period.
We named this ratio as Resonance-over-Sampling Ratio.
The simulated DRBF software model shows output ampli-
tude matching to the calculated continuous solution output of
(1), with a relative error lower than 10%, for values of q higher
than 22. For that reason, as already explained, an oversam-
pling is implemented, which in turn increases the calculation
cost of the algorithm.
(6) The output function phase of the DRBF filter closely
matches to the real output phase calculated by the solu-
tion of the continuous Eq. (1). Same as for the amplitude
error, the phase error increases with lowering the value
of the Resonance-over-Sampling Ratio q.
(7) At the beginning of the text, I mentioned a condition
that the sampling rate must remain constant. The sam-
pling rate is used to initialize the DRBF filter, by calcu-
lating the constants A, B, and C. If the sampling rate
changes, the constants A, B, and C will not be correct;
therefore, the design of the filter be wrong. However,
in case the sampling rate changes only occasionally, with
significant time span between the changes (much bigger
than the sampling period), an Adaptive DRBF calcula-
tion algorithm may be used. The Adaptive DRBF algo-
rithm redefines the A, B; and C constants for each DRBFin the filter bank, as soon as the change in the sampling
rate of the input signal is detected. This adaptation
introduces a calculation cost overhead for each change
of the sampling rate of the input signal, reflected as an
extra step within the calculation algorithm (see the
optional step 13). If the sampling rate does not change
quite often, the Adaptive DRBF might be usable for
some applications. Each change within the sampling rate
produces noise with duration determined by the dump-
ing ratio of the transient components.
5. Conclusion
The algorithm presented in this study for most of the engineer-
ing applications cannot compete with the precision of the DFT
and DWT transformations. It may be suitable for applications
that attempt to simulate real-world resonance-based filter
banks, such as the cochlea (the part of the inner ear). This
means that this algorithm has more academic then practical
use as of today.
However, if future research shows that the noise artifacts
introduced by the DRT are essential to achieve certain simula-
tion results found in nature (such as some specific auditory-
perception phenomena, whose research triggered this study),
then this DRT and the related simulation algorithm would
prove irreplaceable for that particular reason.
Appendix A. Proof of Eq. (23)
Here I present a proof that (23)–(26) remain valid in case the
DRBF filter is driven by an arbitrary function that can be
expanded as Fourier series.
We will start with the well-known proof that the solution of
(1), when driven by a sum of two component functions, is a
sum of the solutions for each of the component function
separately.
Assuming that x1ðtÞ and x2ðtÞ are the responses of the
DTRF filter when driven by the functions F1ðtÞ and F2ðtÞ,
respectively, according to (1) we can write:
d2x1ðtÞ
dt2
þ c dx1ðtÞ
dt
þ kx1ðtÞ ¼ F1ðtÞ
d2x2ðtÞ
dt2
þ c dx2ðtÞ
dt
þ kx2ðtÞ ¼ F2ðtÞ
8<
: ðA:1Þ
By summing left and right sides in (A.1) we get:
d2x1ðtÞ
dt2
þ c dx1ðtÞ
dt
þ kx1ðtÞ þ d
2x2ðtÞ
dt2
þ c dx2ðtÞ
dt
þ kx2ðtÞ
¼ F1ðtÞ þ F2ðtÞ ðA:2Þ
By regrouping and applying the linearity of the differentia-
tion, we get:
d2½x1ðtÞ þ x2ðtÞ
dt2
þ c d½x1ðtÞ þ x2ðtÞ
dt
þ k½x1ðtÞ þ x2ðtÞ
¼ F1ðtÞ þ F2ðtÞ ðA:3Þ
Eq. (A.3) shows that the response of the DTRF filter, when
driven by a sum of two forces, is a sum of the responses from
each force separately. By mathematical induction, easily can be
proven that (A.3) is valid for any number of summed compo-
nents. The upper proof did not assume that the driving force
Figure B.2 Comparison between the continuous resonator
element response and the DRBF response, not driven at their
natural resonant frequency (at the stopband). Legend: DRBF
natural resonant frequency = 55 Hz. (A) Driving force = cos
(2p  Fq  t), where Fq = 77.78 Hz. (B) Real output. (C) DTRF
output. Sampling rate Dt= 1 kHz. Stiffness coefficient k= 5000.
Under-dumping ratio = 0.069.
Figure B.3 DBRF filter bank response, driven at 65.41 Hz. The
Fast calculation algorithm for discrete resonance-based band-pass filter 2557components should be pure harmonic functions. However, the
next portion of the proof will need that assumption.
As a direct consequence from the previous paragraph we
can conclude that any arbitrary function that can be expanded
in a Fourier series:
DðtÞ ¼
X
HjðtÞ ðA:4Þ
where HjðtÞ ¼ Aj cosðxjtþ ujÞ is a harmonic component of the
driving force DðtÞ, will produce a response from the DTRF fil-
ter equal to the sum of the responses from each of harmonic
components HjðtÞ:
d2xðtÞ
dt2
þ c dxðtÞ
dt
þ kxðtÞ ¼
X
HjðtÞ ðA:5Þ
According to (23) we finally get:
xpi;j ¼ Apxpi1;j þ Bpxpi2;j þ Cp
X
Hi1;j ðA:6Þ
For an arbitrary driving force that can be expanded in a
Fourier series, combining (A.4) and (A.6) results with (23),
Q.E.D.
Appendix B. Pictures
See Figs. B.1–B.8.
Appendix C. Error in DRBF/DRT
This section discloses the experimental results of the error
introduced by the DRBF simulation process.
At first, let us define the nature of the analyzed error. For
that purpose, let us consider a harmonic resonator, driven by
a pure harmonic force, modeled by the well-known equation
disclosed within the main text of the article:
m
d2x
dt2
¼ c dx
dt
 kxþDðtÞ ðC:1Þ
where
– m is the mass the oscillatesFigure B.1 Comparison between the continuous resonator
element response and the DRBF response, driven at their natural
resonant frequency (at the passband). Legend: DRBF natural
resonant frequency = 55 Hz. (A) Driving force = cos(2p  Fq  t),
where Fq = 55 Hz. (B) Continuous output. (C) DRBF output.
Sampling rate 1=Dt= 1 kHz. Stiffness coefficient k= 5000.
Under-dumping ratio = 0.069.
driving force is presented at the top of the graph. The graphs
below the driving force represent the outputs from the DRBF
filters. On the left, the correspondent DRBF natural resonant
frequencies are given. DRBF natural resonant frequencies are
distanced by 1/12 from an octave (in musical terms, 1/12 from an
octave is equal to a semi-tone). The DRBF with natural resonant
frequency of 65.41 Hz shows highest amplitude, being in reso-
nance with the driving force. Legend: (A) Driving force = cos
(2p  Fq  t), where Fq = 65.41 Hz. Sampling rate Dt= 1 kHz.
Stiffness coefficient k= 2000. Under-dumping ratio = 0.02.– x is the elongation of the oscillator (the distance from the
stable position at time t)
– t is the time dimension
– c is a viscous damping coefficient; it determines the rate of
slowing down the oscillations due to a friction, which in
turn depends on the current speed of the oscillator (dxdt)
– k is a coefficient that determines the magnitude of the force
that pulls the oscillator back to its stable position (stiffness),
which depends on the elongation
Figure B.4 DTRF filter bank response, driven by a sum of 3
harmonic components at 65.41 Hz, 73.42 Hz, and 92.50 Hz. The
driving force is presented at the top of the graph. The graphs
below the driving force represent the outputs from the DTRF
filters. On the left, the correspondent DTRF natural resonant
frequencies are given. DTRF natural resonant frequencies are
distanced by 1/12 from an octave (in musical terms, 1/12 from an
octave is equal to a semi-tone). The DTRF filters with natural
resonant frequencies that match the driving force harmonic
components, show highest amplitudes, experiencing resonance.
Legend: (A) Driving force = cos(2p  Fq1  t) + cos(2p  Fq2  t)
+ cos(2p _s Fq3 _s t), where Fq1 = 65.41 Hz, Fq2 = 73.42 Hz, and
Fq3 = 92.50 Hz. Sampling rate Dt= 2 kHz. Stiffness coefficient
k= 2000. Under-dumping ratio = 0.02.
Figure B.5 DRBF filter bank response, driven by a sum of 3
harmonic components. At the moment t= 1000 ms, the second
harmonic component of the driving force changes its frequency,
resulting in change of the corresponding DTRF response ampli-
tudes. The driving force is presented at the top of the graph. The
graphs below the driving force represent the outputs from the
DTRF filters. On the left, the correspondent DTRF natural
resonant frequencies are given. DTRF natural resonant frequen-
cies are distanced by 1/12 from an octave (in musical terms, 1/12
from an octave is equal to a semi-tone). The DTRF filters with
natural resonant frequencies that match the driving force har-
monic components, show highest amplitudes, experiencing reso-
nance. Legend: (A) Driving force = cos(2p  Fq1  t) + cos
(2p  Fq2  t) + cos(2p  Fq3  t), where Fq1 = 65.41 Hz,
Fq2 = 73.42 Hz for t< 1000 ms and Fq2 = 82.41 Hz for
tP 1000 ms, and Fq3 = 92.50 Hz. Sampling rate Dt= 10 kHz.
Stiffness coefficient k= 2000. Under-dumping ratio = 0.02.
2558 T. Pankovski– DðtÞ is the driving force, represented as a function of time.
The mathematical solution of the upper equation has a
transient and a steady-state component. In most practical
applications, we are interested in the steady-state component,
which has the following amplitude:
x^ ¼
bDﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðkmx2Þ2 þ x2c2
q ðC:2Þ
– x^ is the amplitude of the steady-state solution of (C.1)
– bD is the amplitude of the driving force
– x is the angular frequency of the driving force
In the main text we converted (1) into a discrete form:
xi ¼ Axi1 þ Bxi2 þ CDi1 ðC:3Þ
where
A ¼ 2 cDt
m
 kDt
2
m
ðC:4Þ
B ¼ cDt
m
 1 ðC:5Þ
C ¼ Dt
2
m
ðC:6Þ
If by bXDRBF we represent the steady-state component ampli-
tude of (C.3), the error we will be calculating is given by:
e ¼ jj
bXj  j bXDRBFjj
j bXj ðC:7ÞThe error represented by (C.7) is the relative error between
the two amplitudes. A value of 1 means that the error is as big
as the amplitude of the continuous solution (C.2).
C.1. Error calculation method
Initially, I attempted to develop a mathematical formula to
calculate either the amplitude of the discrete componentbXDRBF or directly the error as per (C.7). Even after introducing
several simplifications, the mathematical expressions were too
complex, consequently, I failed to produce usable result.
Instead, in this document you can find the numerically cal-
culated error, achieved by the simulator built in MATLAB.
The only complexity was to determine the method of calculat-
ing the value of the discrete component bXDRBF, since the tran-
sient and the steady-state solutions are not decoupled in (C.3).
Therefore, the method I used was to track the local extremes’
values of (C.3), with precision of 106 in relative units. The
exact error calculation algorithm can be analyzed from the
MATLAB code file that can be found in the multimedia files
under the name:
RunMeResonatorFAutoDesignerBankTestErrorAnalysis.m
C.2. Lowering of the error
The simulations performed by the said MATLAB code show
that the error depends solely on the Resonant-over-Sampling
Figure B.6 DRBF filter bank response, driven by changing harmonic components. At the moment t= 1000 ms, the harmonic
component of the driving force changes its frequency, resulting in change of the corresponding DRBF response amplitude. On the left, the
correspondent DRBF natural resonant frequencies are given as expressions of the order number of the correspondent filter in the bank.
The DRBF natural resonant frequencies are distanced by 1/12 from an octave (in musical terms, 1/12 from an octave is equal to a semi-
tone). The DTRF filters with natural resonant frequencies that match the driving force harmonic components, show highest amplitudes,
experiencing resonance. Legend: Driving force = cos(2p  Fq1  t), for t< 1000 ms, Fq1 = 62.99 Hz. Driving force = cos(2p  Fq2  t), for
1000 ms 6 t< 2000 ms, Fq2 = 94.49 Hz. Driving force = 0, for tP 2000 ms. Sampling rate Dt= 10 kHz. Stiffness coefficient k= 2000.
Under-dumping ratio = 0.02.
Figure B.7 DRBF filter bank response, driven by the sampled sound signal of the spoken English word ‘‘All.” The MATLAB file that
produces this graph and the source ‘‘wav” file can be found in the multimedia files.
Fast calculation algorithm for discrete resonance-based band-pass filter 2559Ratio, introduced in the main text, calculated as the relative
ratio of the sampling rate against the natural resonant fre-
quency of the DRBF filter, or:
q ¼ Tr=Dt ðC:8Þ
where
q is the Resonant-over-Sampling Ratio,
T r is the natural resonant period of the DRBF filter and
Dt is the sampling period.
It is well known (as per Nyquist-Shannon theorem) that the
value of q must be strictly bigger than 2. The simulationsdemonstrated that when q decreases toward the value of 2,
the error dramatically increases. As an example, the error of
10% (0.1 in relative units) is appearing for value of q of
approximately 22, which is very big. This result shows that
the DRBF resonator can be practically used only if q is much
bigger than the theoretical minimum given by the Nyquist-
Shannon theorem. This limits the usability of the DRBF and
the related transformation DRT.
However, we can virtually increase the sampling rate, by
adding additional (non-existing) samples in the input signal
(the driving force). We can do that by repeating the last known
real sample value as value for the newly introduced virtual
Figure B.8 DRBF filter bank response, driven by the sampled sound signal of an acoustic guitar playing 4 accords within 4 time-spans,
each with duration of approximately 200 ms. The MATLAB file that produces this graph and the source ‘‘wav” file can be found in the
multimedia files.
Figure C.1 Oversampling the input signal. The figure demon-
strates Oversampling Ratio with value of 3.
2560 T. Pankovskisamples. This method is well known and is called Oversam-
pling. For the purpose of this text, we are going to name the
ratio between the new virtual sampling rate and the real sam-
pling rate as Oversampling Ratio (should not be confused with
the Oversampling Factor, defined as the sampling frequency
divided by double of the resonant frequency). Fig. C.1 demon-
strates the Oversampling method:
The MATLAB code files included in the multimedia files
implements the Oversampling method, utilizing it only when
needed, to keep the error below 10%.
It is possible to use different interpolation method than the
one presented on Fig. C.1, however, that may increase the cal-
culation cost of the algorithm.
On Fig. C.2 a comparative graph is presented, featuring the
error calculated for different Oversampling Ratios (OR) over
Resonant-over-Sampling Ratio (q) values, ranging from just
above 2, to a value of 60.
C.3. Error across the frequency spectrum
The error analyses performed in the previous sections consid-
ered that the driving frequency is equal to the resonant fre-
quency of the DRBF filter (passband).
The MATLAB code file that can be found in the multime-
dia files under the name RunMeResonatorFAutoDesignerBank
TestErrorAnalysisByFrequency.m performs numerical analysis
of the relative error as discusses in Appendix C.2, but across
the frequency spectrum. Same as in Appendix C.2, only the
steady state solutions are considered. The Resonance-over-
Sampling Ratio is fixed to value of 20 and the Oversampling
Ratio to value 5. Figs. C.3–C.5 are showing the results of this
analysis. These 3 figures have the same scale on the x axis in
order to facilitate their comparison. Fig. C.3 shows the DRBF
transfer function; Fig. C.4 shows the relative error in relation
to the amplitude of the resonance case (driving fre-
quency = resonant frequency of the DRBF); Fig. C.4 shows
the relative error.
Fig. C.5 shows that the relative error is big when Driving
Frequency is 10 times or larger than the Resonance Frequency.However, for practical applications the relative error should be
considered in relation to the amplitude of the passband (when
the driving frequency is equal to the resonant frequency),
which is presented on Fig. C.4.
Appendix D. Stability
The stability of the filter is discussed in the sense of Bounded-
Input, Bounded-Output (BIBO) stability [1, pp. 49]. BIBO sta-
bility criteria is valid for linear and time invariant systems.
Therefore, let us first prove that the DRBF filter is liner and
time invariant.
D.1. Linearity
We are going to use mathematical induction to prove the
linearity.
Figure C.2 The relative error in function of the Resonance-over-Sampling Ratio and the Oversampling Ratio. The horizontal line
intersecting the vertical axis at the value of 0.1 (10%), considering that value of the relative error a bare minimum for any practical use,
shows that: for OR = 1) minimal Resonance-over-Sampling Ratio  22. For OR = 2)minimal Resonance-over-Sampling
Ratio  11. For OR = 3)minimal Resonance-over-Sampling Ratio  8. for OR = 4) minimal Resonance-over-Sampling Ratio  5.
for ORP 9) minimal Resonance-over-Sampling Ratio > 2, the theoretical minimum as per Nyquist-Shannon theorem. Few artifacts
are visible, caused by the approximations used in the error calculation method (see Appendix C.1).
Figure C.3 The DRBF transfer function for the following parameters: - Resonance Frequency: 500 Hz. - Resonance-over-Sampling
Ratio: 20. - Oversampling Ratio: 5. - k= 2000, as per Eq. (1).
Fast calculation algorithm for discrete resonance-based band-pass filter 2561Let us consider once again the fundamental DRBF filter
equation:
xn ¼ Axn1 þ Bxn2 þ Cdn1 ðD:1Þ
With the superscripts (0) and (00) we will denote the param-
eters of the input signals d0ðtÞ and d00ðtÞ that are summed within
the resultant input signal dðtÞ ¼ d0ðtÞ þ d00ðtÞ. We shall use thesame superscripts to denote their respective samples within the
discrete space. We will prove that when di ¼ d0i þ d00i , then
xi ¼ x0i þ x00i , for 0 6 i < 1, where xi are the output samples.
I. Base case
Let us assume:
Figure C.4 The relative error in relation to the amplitude of the resonance case (driving frequency = resonant frequency of the DRBF)
using parameters: - Resonance Frequency: 500 Hz. - Resonance-over-Sampling Ratio: 20. - Oversampling Ratio: 5. - k= 2000, as per Eq.
(1).
Figure C.5 The relative error using parameters: - Resonance Frequency: 500 Hz. - Resonance-over-Sampling Ratio: 20. - Oversampling
Ratio: 5. - k= 2000, as per Eq. (1).
2562 T. Pankovskid1¼ d01þd001 ðThe input=driving signald is a sum of two signals:Þ ðD:2Þ
x0¼x00þx000 ðD:3Þ
x1¼x01þx001 ðD:4Þ
x02¼Ax01þBx00þCd01 ðD:5Þ
x002 ¼Ax001þBx000þCd001 ðD:6Þ
x2¼Ax1þBx0þCd1 ðD:7Þ
Eqs. (D.4) and (D.5) give us:
x02 þ x002 ¼ Aðx01 þ x001Þ þ Bðx00 þ x000Þ þ Cðd01 þ d001Þ ðD:8Þ
Replacing (D.2)–(D.4) into (D.8) gives us:x02 þ x002 ¼ Ax1 þ Bx0 þ Cd1 ðD:9Þ
Considering (D.7), (D.9) becomes:
x02 þ x002 ¼ x2 ðD:10Þ
Eq. (D.10) shows that the linearity is valid for the selected sam-
ples, so this ends the proof of the base case.
II. Inductive case
We shall prove that if the linearity is valid for xn, then it is
valid for xnþ1.
Since we assume the linearity for xn, we can write:
Fast calculation algorithm for discrete resonance-based band-pass filter 2563xn ¼ x0n þ x00n ðD:11Þ
along with:
dn1 ¼ d0n1 þ d00n1 ðD:12Þ
xn2 ¼ x0n2 þ x00n2 ðD:13Þ
xn1 ¼ x0n1 þ x00n1 ðD:14Þ
x0n ¼ Ax0n1 þ Bx0n2 þ Cd0n1 ðD:15Þ
x00n ¼ Ax00n1 þ Bx00n2 þ Cd00n1 ðD:16Þ
xn ¼ Axn1 þ Bxn2 þ Cdn1 ðD:17Þ
The last step is to consider the next input sample:
dn ¼ d0n þ d00n ðD:18Þ
x0nþ1 ¼ Ax0n þ Bx0n1 þ Cd0n ðD:19Þ
x00nþ1 ¼ Ax00n þ Bx00n1 þ Cd00n ðD:20Þ
xnþ1 ¼ Axn þ Bxn1 þ Cdn ðD:21Þ
and to prove that:
xnþ1 ¼ x0nþ1 þ x00nþ1 ðD:22Þ
Let us start from the right side of (D.22) and use immedi-
ately (D.19) and (D.20):
x0nþ1 þ x00nþ1 ¼ Ax0n þ Bx0n1 þ Cd0n þ Ax00n þ Bx00n1 þ Cd00n ðD:23Þ
x0nþ1 þ x00nþ1 ¼ Aðx0n þ x00nÞ þ Bðx0n1 þ x00n1Þ þ Cðd0n þ d00nÞðD:24Þ
Replacing (D.11), (D.14) and (D.18) into (D.24) we get:
x0nþ1 þ x00nþ1 ¼ Axn þ Bxn1 þ Cdn ðD:25Þ
The right side of (D.25) replace with the left side of (D.21)
and we finally get (D.22), QED.
D.2. Time invariance
Consider the fundamental equation of the DRBF filter (D.17).
The formula shows that the output sample depends only on
previous input and output signals’ samples, which demon-
strates the time invariance.
D.3. Stability
Since the DRBF filter is a liner time invariant system, we can
start deriving the BIBO stability criterion.
Let us start with the fundamental equation of the DRBF
filter:
xn ¼ Axn1 þ Bxn2 þ Cdn1 ðD:26Þ
By separating the input and the output signal to the left and
right side of the equation we get:
xn  Axn1  Bxn2 ¼ Cdn1 ðD:27ÞLet us perform Z-Transformation on the left and the right
side of (D.27), applying the time-shifting property:
z0XðzÞ  Az1XðzÞ  Bz2XðzÞ ¼ Cz1DðzÞ ðD:28Þ
XðzÞð1 Az1  Bz2Þ ¼ Cz1DðzÞ ðD:29Þ
Eq. (D.29) leads us to the transfer function:
XðzÞ=DðzÞ ¼ Cz1=ð1 Az1  Bz2Þ ðD:30Þ
XðzÞ=DðzÞ ¼ Cz=ðz2  Az BÞ ðD:31Þ
In order the DRBF filter to be stable, the zeros of the
denominator function must be located within a unit circle in
the z-plane, giving (after solving the quadratic equation from
the denominator of D.31):
A
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
A2 þ 4B
p
2

 < 1 ðD:32Þ
Eq. (D.32) represents the BIBO stability criterion for the
DRBF filter. Note that the stability criterion does not depend
on the parameter C. This means that the cross filter bank nor-
malization demonstrated in (22) does not affect the stability of
the normalized DRBF filters.
Stability should always be verified when a DRBF filter is
designed.
Appendix E. Supplementary material
Supplementary data associated with this article can be found,
in the online version, at http://dx.doi.org/10.1016/j.aej.2016.
06.017.
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