Abstract
Introduction
This paper reports how our team participated the Review Opinion Diversification (RevOpiD) 2017 1 shared task held in International Joint Conference on Natural Language Processing (IJCNLP). The shared task aims at selecting top-k reviews from a set of Amazon online product reviews on three different aspects, which are corresponding to three subtasks in RevOpiD: helpfulness ranking, representativeness ranking, and exhaustive coverage ranking (Singh et al., 2017) .
This year, for k=5 and k=10, our team submitted three runs each by three models. We focus on ranking reviews based on the helpfulness of the reviews. In the first two models, we use linear regression with two different loss functions. The third run is a random baseline.
The paper is organized as follows: Section 2 gives the basic thought of how we construct our 1 https://sites.google.com/itbhu.ac.in/revopid-2017 system. Section 3 shows our system architecture. The result is discussed in section 4. The conclusion and future works is in section 5.
Methodology
Our system follows the general machine learning approach. 1. Prepare the training data, 2. Find the proper features, 3. Train a model, and 4. Evaluate the result.
After observing the training data a little bit, we found that there are many reviews with zero vote (e.g. helpful[0/0]), which means there is no one voting this review at all. We cannot tell whether the review is not helpful, so that nobody voted, or the review is too new so people had no opportunity to vote it before the data was gathered. Therefore, we decide to filter out all the reviews with zero vote in the training set. The data preprocessing helps to get a better training result on training set. The zero vote data cause a lot of training error, since the zero vote data will make a regression system to give very low weights on all features.
Our system used two kinds of features: the length of a review, and the numbers of words with certain part-of-speech (POS) in the review; based on our experience on Chinese online review helpfulness prediction. In our previous works, we found that the distribution of certain part-of-speech (POS) will affect the ranking of opinion (Hsieh et al., 2014) . Traditionally speaking, verbs, nouns, and adjectives are grouped as content words. The more content words are involved, the more informative, so the more helpful, the review is.
We chose the linear regression model this year. Many previous works have shown that linear regression model can be used to predict the helpfulness (Wu et al., 2017) .
Our optimization goal is to rank the helpfulness according to the helpful votes. The problem has been studied by several previous works and shows promising result that text analysis results can help helpfulness prediction (Zeng and Wu. 2013) (Zeng et al., 2014) .
System Architecture

Data Preprocessing
During the pre-processing, our system filtered out the reviews with zero vote. There are 3,619,981 reviews in the Training data. After filtering out the zero vote reviews, there are only 1,215,671 reviews remaining in our training set. There are 2,404,310 zero-vote-reviews, which occupies about 66% of the original training set.
Features
Our system used four features: the first one is the length of a review. The second to fourth ones are the numbers of verbs (VB), nouns (NN), and adjectives (JJ) in the review. The POS of words in review is tagged by the tagging function of a python toolkit NLTK (Loper and Bird, 2002) . The tag set is defined as Penn treebank (Santorini, 1990) , shown in Table 1 . Actually there are other tags that also verbs (VBD, VBG, VBN, VBP, VBZ), nouns (NNS, NNP, NNPS), and adjectives (JJR, JJS). Due to the time limitation, we do not count them in in our system. We believed that the proportion of each POS tag in the reviews should be similar.
The Linear Regression Model A
To implement the linear regression in model A, we use the Python Scikit-learn (Pedregosa et al., 2011) In this linear regression module, the training data is standardized by the fit_transform() function, and the loss function is Least squares. The test data is then ranked according to the helpfulness prediction of the regression model.
The Linear Regression Model B
The second model is implemented with the Google TensorFlow toolkit (Allaire et al., 2016) . The training data is not standardized. The linear regression formula is as follows:
where X is the input data matrix. The weights W and the bias b are randomly initialized. The learning rate is 0.01. The optimizer is GradientDescentOptimizer. The training_epochs is 10,000. The loss function is the reduce_mean function, which is the average cross entropy of each training batch. The model is then used as our second model. The test data is then ranked according to the helpfulness prediction of the regression model.
Experiments
The Data Set
Data set is provide by the task organizer. 
The Official Evaluation Results
The official evaluation results is shown in Table 2 and 3. Our three runs are denoted as CYUT#_A_k for k=5 and k=10, # for 1, 2, and 3. The metric abbreviations are as follows (Singh et al., 2017) : For subtask A: mth: The fraction of reviews included with more than half votes in favor. 
Discussion
For k=5, the second run (CYUT2_A_5) gets the highest scores in seven of the eight official evaluation metrics. For k=10, the second run (CYUT2_A_10) gets the highest scores in six of the eight official evaluation metrics. This study shows that optimization the helpfulness (Subtask A) with cross entropy can also help exhaustive coverage (Subtask C), and help representativeness (Subtask B). 
Conclusions and Future Works
Our team participated the RevOpiD 2017, focused on ranking reviews based on the helpfulness of the reviews. However, the result shows that it can also help on the exhaustive coverage, and representativeness. Our second linear regression model gets the highest scores in the official evaluation metrics for both k=5 and k=10. We chose the linear regression model this year. There are still other machine learning models could be used in the future, such as deep neural networks. In deep learning paradigm, it is possible to bypass the feature engineering efforts. That is, we do not need to worry about which features are more useful.
