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Abstract
Functional magnetic resonance imaging (fMRI) is a neu-
roimaging modality that captures the blood oxygen level in
a subject’s brain while the subject performs a variety of func-
tional tasks under different conditions. Given fMRI data, the
problem of inferring the task, known as task state decoding, is
challenging due to the high dimensionality (hundreds of mil-
lion sampling points per datum) and complex spatio-temporal
blood flow patterns inherent in the data. In this work, we
propose to tackle the fMRI task state decoding problem by
casting it as a 4D spatio-temporal classification problem. We
present a novel architecture called Brain Attend and De-
code (BAnD), that uses residual convolutional neural net-
works for spatial feature extraction and self-attention mecha-
nisms for temporal modeling. We achieve significant perfor-
mance gain compared to previous works on a 7-task bench-
mark from the large-scale Human Connectome Project (HCP)
dataset. We also investigate the transferability of BAnD’s ex-
tracted features on unseen HCP tasks, either by freezing the
spatial feature extraction layers and retraining the temporal
model, or finetuning the entire model. The pre-trained fea-
tures from BAnD are useful on similar tasks while finetuning
them yields competitive results on unseen tasks/conditions.
Introduction
Functional MRI (fMRI) is a neuroimaging modality that
measures spatial differences in blood oxygenation over time.
As opposed to forming a static structural image of the brain,
fMRI captures temporal activity patterns. A contrast mech-
anism is used to generate the Blood Oxygen Level Depen-
dent (BOLD) signal which may be used to infer brain ac-
tivities by measuring relative oxygen concentrations in the
blood (Webb and Kagadis 2003). Active brain regions
elicit greater concentrations of oxygenated blood, resulting
in greater contrast in the fMRI images. The ability to record
whole brain activity in a noninvasive manner makes fMRI
an attractive option for studying brain function.
During the fMRI procedure, a subject lies on a MRI scan-
ner, is subjected to a stimulus, then performs various tasks to
activate different brain regions. The goal of fMRI task state
decoding is to map the fMRI sequence to the task that was
performed. The fMRI sequence is a movie of 3D volumes,
that contains complex spatio-temporal patterns. Associating
these patterns to the task is beneficial for (1) insight discov-
ery into the inner workings of the brain, and (2) diagnosis
of neurological disorders. Due to the availability of data and
the non-invasive procedure, fMRI holds great promise for
exploring the complex landscape of the human brain.
While many analytic techniques (Naselaris et al. 2011;
Wen et al. 2018) have been developed for fMRI task state
decoding, many challenges remain. Increasing resolution
and growing acquisition rates of modern scanners as well
as scarcity of subjects and spatio-temporal complexity of
the blood oxygenation levels pose significant computational,
memory problems. In this paper, we address these prob-
lems by taking temporal dynamics into account, and com-
puting spatio-temporal maps to indicate relative importance
of brain regions for the task decoding.
Our proposed model, called Brain Attend and Decode
(BAnD), has been validated using the current state-of-the-art
neuroimaging dataset from the Human Connectome Project
(HCP) (Van Essen et al. 2013; Glasser et al. 2016). HCP con-
tains multiple types of neuroimaging, demographic infor-
mation, and cognitive scoring of over 1,000 healthy young
adults (HCP-YA). For this work, we train and test our mod-
els on the task fMRI (tfMRI) data, which corresponds to
fMRI data collected when the subject is tasked with cogni-
tive tasks (reciting a story, guessing a number, etc.) while ly-
ing on the scanner. The cognitive tasks in HCP-YA involve
Emotion, Language, Gambling, Motor, Relational, Social,
and Working Memory (Barch et al. 2013).
Contributions:
• We propose the first attention-based model for processing
4D spatio-temporal data. Based on the multi-head self-
attention model (Vaswani et al. 2017) and the pooling op-
eration (Devlin et al. 2018), we develop a self-attention
model that attends to a series of embedded 3D frames.
• Our model achieves substantial improvement in classifi-
cation performance over previous works on task state de-
coding using the 7-task benchmark from the HCP dataset.
• We demonstrate transfer learning of the learned features
under different conditions and tasks.
• We visualize the relative importance of brain regions and
frames, with respect to task state decoding, by computing
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spatial and temporal maps.
Related Work
Recently, there has been much interest in applying ma-
chine learning (ML) to fMRI data (Pereira, Mitchell, and
Botvinick 2009). The approaches taken are either one of:
(1) ML techniques using hand-crafted features, or (2) deep
learning techniques which automatically extract features
from the raw data. In general, especially for imaging appli-
cations, deep learning outperform traditional ML techniques
based on hand-crafted features (Litjens et al. 2017).
In the context of image classification, convolutional neu-
ral networks (CNNs) have shown great success in extract-
ing high-level concepts from raw pixel-valued images, so a
reasonable approach would be to adopt CNNs to learn rep-
resentational features from fMRI data. (Huang et al. 2017)
proposed an architecture based on the sparse convolutional
autoencoder to learn high-level features from handcrafted
time series derived from the raw fMRI data. (Wang et al.
2018) proposed a 4-layer CNN that classifies tasks from the
raw fMRI voxel values. Both works were demonstrated on
HCP and the entire fMRI sequence is input into the model.
More recent efforts attempt to use sequence models to
capture temporal correlations, so that the model would in-
gest each frame of the fMRI sequence as input. (Mao et al.
2019) used a CNN to extract features from each fMRI frame,
then applied each frame’s feature as input into a Long Short-
Term Memory (LSTM) (Hochreiter and Schmidhuber 1997)
model. Improved variants include: (Thomas et al. 2018) who
used a bi-directional LSTM in conjunction with a CNN, and
(Pominova et al. 2018) who used a LSTM in conjunction
with a Residual network (ResNet) (He et al. 2016).
Unlike RNNs and LSTMs that process data sequentially
and rely on short-term memory to make predictions, atten-
tion models simultaneously process all the data in the entire
sequence, offering superior performance (Bahdanau, Cho,
and Bengio 2014) and parallelizability. Attentions models
are also more amenable to interpretation (Xu et al. 2015).
Due to advantages offered by attention models, we present
the first attention-based model for 4D fMRI data that incor-
porates the Transformer (a multi-headed self-attention mod-
ule), and demonstrate its utility in fMRI task state decoding.
Preliminaries
In this section, we briefly review preliminary concepts.
Convolutional Neural Network (CNN): Originally devel-
oped for image classification (LeCun et al. 1998) and has
since been extended to other modalities (text and audio), a
CNN defines a mapping from an input 3D volume (W ×
H × D, where D is the number of channels for an image
of size W × H) to a scalar class score. A CNN is a neural
network that generally comprises of repeated computational
blocks of interleaving convolutional, pooling and activation
layers. The convolutional layer detects patterns within a lo-
cal receptive field in the input image (via dot products with
a small, shared-weight filter), while the pooling layer down-
samples by taking the average or the maximum value. The
activation layer has the same function as in standard neu-
ral networks – to introduce nonlinearity into the model. The
chaining of these computational blocks in a CNN allows it to
learn hierarchical, translation-invariant features efficiently.
Residual Network (ResNet): A residual network is a CNN
that has residual layers (He et al. 2016). A residual layer is
akin to a shortcut connection between layers. Let H(x) de-
note the desired mapping to be learned. Instead of learning
H(x) directly, a residual mapping F(x) = F(x) − x is
learned by way of a residual layer. If the additional layer in-
troduces no gain to the network, then the residual layer will
simply learn the identity mapping. Thus, the signal would
not be degraded despite the additional layer. Each residual
function F is implemented as a bottleneck block, that ef-
fectively performs dimension reduction for faster training.
These concepts have been instrumental to the successful
training of very deep neural networks; many are now estab-
lished benchmark CNNs for image feature extraction.
Long Short-TermMemory Networks (LSTMs): A LSTM
(Hochreiter and Schmidhuber 1997) is a type of recurrent
neural network (RNN) that takes in sequence inputs, and
is designed to retain long-term dependencies within the se-
quence. It does so via three “gates”, that control for selective
forgetting of the cell state, remembering of the new input,
and filtering of the updated cell state into an output. Like
ResNet, a LSTM allows signals to bypass (via the gates) so it
can retain information across longer time steps than a RNN.
Transformers: RNNs and LSTMs are limited in that they
are constrained to process data sequentially. Transformers
(Vaswani et al. 2017) offer a different way to reason about
sequence data, by not treating them as sequence, but rather,
processing the entire sequence of data all at once. It applies
self-attention to the entire sequence to model relationships
between the tokens in the sequence. These relationships are
quantified as attention scores, which in turn determine how
much each token would contribute the embedding of a given
context token at the next layer. Specifically, the embedding
of the context token is derived from a feed-forward neural
network that takes as input the weighted average of all the to-
kens’ embeddings, in which the attention scores are weights.
Transformers have been gaining in popularity for sequence
reasoning, due to their improved performance and paralleliz-
ability over RNNs. The attention scores can also be visual-
ized to elucidate the flow of information (Devlin et al. 2018;
Girdhar et al. 2018) within the model.
Methods
An instance of the fMRI data is a tuple (x1:T ,y), where
x1:T = {x1,x2, ...,xT } is a sequence of 3D frames and
each frame xt ∈ R3 is a snapshot of the subject’s brain ac-
tivity at time t. y are the tasks and associated conditions
under which x1:T was captured during the fMRI procedure.
Inferring y from x1:T is known as fMRI task state decod-
ing – a challenging problem due to the complex dynamics
in both spatial and temporal dimensions. In this work, we
seek to improve the state-of-the-art by using the Transformer
to model temporal dynamics inherent in fMRI data. Due
to the lack of code and data processing scripts from previ-
ous works, we reimplemented the baseline models and com-
Layer Name 3D ResNet-18(kernel size, number of filters, stride)
conv1 7× 7× 7, 64, stride 2
conv2
[
3× 3× 3, 64, 1
3× 3× 3, 64, 1
]
× 2
conv3
[
3× 3× 3, 128, 2
3× 3× 3, 128, 2
]
× 2
conv4
[
3× 3× 3, 256, 2
3× 3× 3, 256, 2
]
× 2
conv5
[
3× 3× 3, 512, 2
3× 3× 3, 512, 2
]
× 2
global average pool 1× 1× 1× 512
flatten embedding of size 512
Table 1: Base 3D ResNet-18 architecture
pared against our proposed model. Our code will be shared
to promote reproducibility within the broader community.
3DCNN (baseline): This baseline model is a 4-layer CNN,
followed by 2 fully-connected layers, proposed by (Wang et
al. 2018). The 3D kernels in the 4 convolutional layers are
1x1x1, 7x7x7, 3x3x3 and 3x3x3, respectively. Except for the
first layer, whose stride is 1, all other layers adopt a stride of
2. Furthermore, instead of max pooling on the final feature
maps, (Wang et al. 2018) uses global average pooling (He
et al. 2016). The resulted feature maps are flattened and fed
into a classifier with 2 fully-connected layers, whose output
dimensions are 64 and 7, respectively. This model accounts
for the temporal dimension of fMRI data by using 1x1x1
convolution (thus treating the temporal dimension as extra
channels) to generate a descriptor for every voxel weighted
across the time series.
3DResNet (baseline): This baseline model extends 3DCNN
by adopting residual connections and bottleneck blocks from
ResNet. We augmented the 2D ResNet-18 (He et al. 2016)
into its 3D counterpart, referred to as 3D ResNet-18, as
shown in Table 1. Like the 3D CNN model, temporal in-
formation is pooled by a 1x1x1 conv layer, generating 64
feature maps of the same spatial dimensions (as a single 3D
frame). But instead of putting these feature maps through
a 4-layer CNN (as in the 3D CNN model), the feature
maps are now fed into the 3D ResNet-18 model, which out-
puts a 512-dimensional spatio-temporal embedding. In turn,
this embedding is fed to a classifier, comprising of 2 fully-
connected layers, that computes the logits for the task classi-
fication. In all of our experiments, we found 3D ResNet-18
to be superior than the 4-layer CNN in extracting spatial in-
formation from individual 3D frames so 3D ResNet-18 is
used as our base spatial feature extractor σ(·) in the rest of
the models.
3DResNet-LSTM (baseline): Instead of using a 1x1x1 con-
volutional layer (which effectively learns a weighting func-
tion across frames), this baseline uses a LSTM to model
the temporal information in the data. The use of LSTM
has been explored in (Mao et al. 2019) (which used 3D
CNN to extract spatial features) and (Pominova et al. 2018)
(which used a variant of 3D ResNet, with different num-
ber of feature maps, that is tailored for epilepsy-depression
fMRI data). This baseline model embeds each 3D frame
with the base 3D ResNet-18 (cf. Table 1), then uses an
LSTM to model the temporal correlation between the em-
bedded frames. The LSTM model has 2 hidden layers, each
with 128 hidden units. The hidden states from each timestep
are concatenated and passed to the classifier, which shares
the same architecture of 2 fully-connected layers as in pre-
vious baselines. Dropout (Srivastava et al. 2014) rate of 0.4
was applied to both the LSTM and classifier.
BAnD (ours): We hypothesize that attention is valuable in
modeling the temporal dynamics of fMRI data. Our model,
called Brain Attend and Decode (BAnD) (cf. Figure 1),
adapts the Transformer model to the task of fMRI task state
decoding. With this self-attention module, we can gain more
insights about the temporal dynamics of our 4D data (i.e.,
temporal sequence of 3D frames) by visualizing the atten-
tion of the Transformer across the time series. The Trans-
former transforms each embedded 3D frame et = σ(xt)
into a latent vector zt that is conditioned with information
from other embedded frames. To combine these latent vec-
tors (also known as transformed embeddings) into a single
representation that can be fed into the classifier, it is possible
to average these vectors:
1
T
T∑
t=1
zt, where T is the length of
fMRI sequence and zt is the transformed embedding gen-
erated by the Transformer. This averaging approach is com-
monly used to derive sentence embeddings from word em-
beddings (Cer et al. 2018). However, averaging weighs each
3D frame equally, effectively forcing the attention scores to
be the same across all frames, thus rendering it impossible
to visualize which frames are the most relevant in the task
state decoding problem. Instead, we adopt the approach in
(Devlin et al. 2018), whereby we insert a shared artificial to-
ken (e?) to the beginning of each series and train it together
with the Transformer. This can be understood as the one
“frame” that extracts essential information from the entire
time series. By visualizing the attention of that frame on the
other frames, this provides insights about which frames are
important to the classification problem. With this approach,
we retain the ability to visualize the attention of the whole
Transformer.
The workflow of BAnD is summarized in Figure 1. Sim-
ilar to 3DResNet-LSTM, we apply the base 3D ResNet-
18 to embed each frame of the data, i.e., et = σ(xt)
for t = 1, ..., T . A special pooling token e? is concate-
nated to this series, i.e., {e?, e1, ..., eT }. Positional encod-
ing (Vaswani et al. 2017) is added to each embedding to
enable position understanding. The Transformer will then
transform these embeddings {e?, e1, ..., eT } into latent vec-
tors {z?, z1, ..., zT }. The pooling token z? is fed into a clas-
sifier (comprised of 2 fully-connected layers with output di-
mensions of 512 and the number of classes) to get the logits
for task classification. Finally, softmax is applied to get out-
put probabilities for each class.
Figure 1: BAnD architecture. Our model has N = 2. We show input dimensions at each component for the HCP 7-task dataset.
Through empirical experiments, we optimized the num-
ber of attention layers to 2 and attention heads to 8 for
the Transformer. Dropout rate of 0.2 was applied to the
Transformer and classifier layers.
Environment and Packages
We used PyTorch1 for our implementation. The Transformer
code was adapted from the PyTorch-Transformers repo2,
which was developed for NLP tasks. Our experiments were
carried out on an IBM Power8 computing cluster. Each node
on this cluster is equipped with 4 Nvidia P100 GPU cards.
For BAnD and 3DResNet-LSTM, because we embedded
each 3D frame individually before passing the embeddings
to the temporal model, limited GPU memory was an issue.
Due to the size of each data instance (i.e., a sequence of 3D
frames), we can only fit a batch size of 2 on each GPU card.
We found this to cause the models to take a significantly long
time to converge. To speed up training, we implemented a
distributed training scheme with model parallelization that
used 32 (8 computing nodes) GPU cards, which effectively
increased the batch size to 64.
Datasets
HCP 7-task
The HCP fMRI dataset includes 7 functional tasks, each
under different conditions. These 7 tasks as a whole pro-
vide good brain activation coverage (Barch et al. 2013),
thus a classifier trained on this dataset would be useful for
brain state decoding on a wide range of functional tasks.
We used the same data as (Wang et al. 2018) (cf. Table
2), which is a subset of the full HCP fMRI data. Like
(Wang et al. 2018), we cropped out empty regions in the raw
fMRI data, so the spatial dimensions [dx, dy, dz] are reduced
from [91, 109, 91] to [75, 93, 81]. The data from (Wang et
al. 2018) included 8 extra seconds post task/condition. We
omitted these extra post frames (sampled at 0.72 frames
per second) and examined only the frames during the actual
task/condition. Depending on the task c, our data instance
varies in its dimensions [Tc, dx, dy, dz] where [dx, dy, dz]
are same as above, but Tc ranges from 16 to 38.
1https://pytorch.org/, version 1.2
2https://github.com/huggingface/pytorch-transformers
Task - Condition # Frames # Instances Percentage
Emotion - Fear 25 2,895 16.7%
Gambling - Loss 38 1,930 11.1%
Language - Present story 28 3,860 22.2%
Motor - Right hand 16 1,930 11.1%
Relational - Relation 22 2,895 16.7%
Social - Mental 31 2,893 16.6%
WM - 2-back places 38 965 5.6%
Table 2: HCP 7-task dataset summary
Only 965 of the 1,034 subjects performed all 7 tasks in
this benchmark. For each task, a subject might have per-
formed more than one run. The total number of 4D data
instances in this dataset is 17,368, with class distribution as
shown in Table 2. The 17,368 instances were partitioned into
train set (70%), validation set (10%) and test set (20%).
Data Processing
It was important to normalize each data instance to have
the same number of timesteps. Otherwise, the temporal
model would simply learn to count frames to infer the
task/condition. Following the data processing scheme in
(Wang et al. 2018), we extracted sets of k contiguous
frames from each data instance (i.e., each set is S =
{xr,xr+1, ...,xr+k−1}where r is a random index) for train-
ing. During validation and testing, only the set correspond-
ing to r = 0 (the first k frames) were selected. For data
instances with less than k frames, we looped the time se-
ries until k frames are achieved, as is commonly done in
video recognition (Carreira and Zisserman 2017). In our ex-
periments, k = 28. We also experimented with the strid-
ing scheme used in (Mao et al. 2019), e.g., if the stride
is set to 2, then every other frame is skipped. This strid-
ing scheme makes sense for data with many frames, as is
the case with the Attention Deficit Hyperactivity Disorder
(ADHD) data studied by (Mao et al. 2019), which has an av-
erage of 120 frames, while HCP has an average of 28 frames.
In our experiments, we set the stride to 1, which equates to
no skipping of frames. Besides cropping the empty regions
in the 3D frames, we did not do any other spatial cropping,
since the input data has already been aligned to the standard
MNI152 space (Van Essen et al. 2013).
Transfer learning
We are interested in the transferability of the features learned
with BAnD. To this end, we distilled 3 subsets from HCP to
evaluate transfer learning under intra-task (same task, dif-
ferent conditions) and inter-task (different tasks) conditions.
HCP 7-task-b set: This dataset was extracted from HCP and
has similar characteristics as the HCP 7-task subset that we
used to train BAnD. This dataset is used for the intra-task
transfer evaluation. The fMRI tasks are the same, but the
conditions are different. Instead of the conditions in Table 2,
we have: neutral, win, math, right foot, match, random, 2-
back body, for the respective tasks. Pre-processing and aug-
mentation scheme remain the same. There are 18,896 data
instances in total.
Motor transfer set: To test the transferability of BAnD fea-
tures in an inter-task setting, BAnD was trained with data in-
stances from the following 6 tasks: Working memory, Gam-
bling, Relational, Social, Language, Emotion (each with the
same single condition from the HCP 7-task subset). Then
the model was evaluated on the held-out Motor task, under
5 different conditions: right hand, left hand, right foot, left
foot and tongue. There are 9,650 data instances in total.
WM transfer set: This dataset is similar to the Motor trans-
fer set, except the Working Memory (WM) task is held out
instead of Motor. Like before, BAnD was trained on all tasks
except WM, but is tested under the WM tasks with 4 dif-
ferent conditions: 2-back body, 2-back faces, 2-back places,
2-back tools. There are 3,860 data instances in total.
Results and Analysis
Results for each task are reported with mean and standard
deviation from 3 different random splits of training, valida-
tion and testing data, whenever applicable. We used Adam
optimizer (Kingma and Ba 2014) with weight decay of
0.0001. We empirically finetuned the learning rates for each
model and used a cosine annealing schedule.
HCP 7-task: BAnD outperforms all other models, as shown
by the increasing accuracy values in Figure 3: from 91.4%
with 3DCNN, to 94.5% with 3DResNet, to 95.1% with
BAnD. We conjecture that this increase in performance
stems from the added attention capability to understand
complex spatio-temporal dynamics in 4D fMRI data.
As for the 3DResNet-LSTM model, even though we ex-
perimented with an extensive hyperparameter sweep of the
number of hidden layers [1, 2, 3], the number of hidden units
for each layer [64, 128, 256], the directionality (bi- or uni-
) of the LSTM model, as well as different dropout rates
[0.2, 0.4, 0.6], the model did not converge to a satisfactory
validation/test accuracy. With limited computational budget
and time, we trained each of these configurations for 24
hours under a distributed environment with 32 GPU cards.
Further work is needed to analyze why these LSTM models
did not converge under this HCP benchmark. Nonetheless,
our BAnD model was able to converge in under 12 hours
with the same computational setting. This might be due to
the Transformer’s advantage of parallelizability and faster
convergence, as confirmed by (Vaswani et al. 2017).
Furthermore, as (Popel and Bojar 2018) noted, a bigger
3DCNN 0.914± 0.0204
3DResNet 0.948± 0.011
3DResNet-LSTM 0.534± 0.053
3DResNet-TF (ours) 0.951± 0.0062
3DResNet-TF++ (ours) 0.972± 0.0057
3DResNet-LSTM++ 0.970± 0.0037
Table 3: Results for different models on the 7-task on HCP
batch size (up to a certain threshold) yields better results
with the Transformer model. Due to limited GPU memory,
BAnD was trained with a batch size of 2 on each GPU
card. To increase the batch size, we froze the 3D ResNet-18
layers in the converged BAnD model and trained a new
Transformer on top. With this trick, we were able to increase
the batch size from 2 to 128, thus deriving at a new model
called BAnD++. From Table 3, BAnD++ shows a significant
increase in classification accuracy, from 95.1% to 97.2%.
We conjecture that the reason is two-fold: the larger batch
size helped, but also BAnD is inherently a joint model.
The optimization process tries to find a local minimum
for an objective function that involves both the spatial
and temporal models, which can be two different moving
targets. Freezing the spatial model effectively allows the
optimizer to to focus only on the self-attention module, thus
increasing performance.
To evaluate the results qualitatively, we applied t-SNE
(Maaten and Hinton 2008) to visualize the final embeddings
generated by the 3D ResNet and BAnD++ models. As can
be seen in Figure 2, 3DResNet, though quite effective, was
not able to disambiguate clearly the data instances belonging
to Emotion, Gambling and Social tasks. On the other hand,
BAnD++, with the added capability of a Transformer, was
able to separate out those instances into separate groups.
Interestingly, even though the joint model 3DResNet-LSTM
did not converge to satisfactory classification performance
in our experiments, a model with a 3D ResNet-18 spatial
model pre-trained as BAnD, with an LSTM temporal head
(denote this model as 3DResNet-LSTM++) achieves similar
results to BAnD++. This shows that BAnD with the Trans-
former head instead of an LSTM head not only made it pos-
sible for the spatial feature extractor to converge faster but
the learned features are also general enough for a new LSTM
to learn the temporal patterns of the 4D fMRI data series,
and achieves significant performance.
Transfer learning
In this section, we discuss the experimental results on the
transferability of BAnD features under the intra-task and
inter-task settings, as described above.
Intra-task, HCP 7-task-b set: The goal of this subset is
to investigate whether the features learned with BAnD can
transfer to a similar dataset. We first froze the spatial feature
extractor (i.e., the 3D ResNet-18 layers) in BAnD trained on
HCP 7-task dataset, added a new temporal Transformer head
(with the same hyperparameters) and trained it on HCP 7-
Figure 2: 3DResNet and BAnD++ embeddings t-SNE
task-b dataset, without finetuning the 3D ResNet-18 layers.
As can be seen in Table ??, our model achieved 93.6% accu-
racy in this setting, which suggests that the spatial features
learned with BAnD are highly applicable to similar tasks.
Because the spatial embeddings for each 3D frame can be
precomputed and saved to disk, this process of only train-
ing a new temporal Transformer for a new dataset takes sig-
nificantly less time than that of training a new joint BAnD
model.
Inter-task, Motor transfer: Under this setting, the test
tasks are significantly different from the transfer tasks. With
the same approach as applied to the HCP 7-task-b, where
we froze the 3D ResNet-18 layers in BAnD and trained a
new Transformer head, we observed an accuracy of 51.1%.
This result suggested that there was room for improvement.
Namely, it is clear that further finetuning are needed to learn
the new distributions of the transfer tasks. So we further
finetuned the 3D ResNet-18 layers to the task of classify-
ing the different Motor conditions. As shown in ??, we ob-
served a significant increase in classification performance,
from 51.1% to 94.1%. Next, we trained a new BAnD model
completely from scratch and only on the task of classifying
different Motor conditions, denoted as Motor from scratch in
Figure 3. The model achieved 93.4% classification accuracy,
but took significantly more time, while the Motor with fine-
tuning model was able to leverage features learned from the
tasks it was pre-trained on, and successfully transfer them
over to the unseen Motor tasks.
Inter-task, Working Memory transfer: We repeat the
experiment above with the held-out WM tasks instead of
Motor tasks. We noticed the same patterns as observed in
the unseen Motor tasks, in which further finetuning helped
our model achieve a significant increase in performance.
7-task-b 0.936± 0.012
Motor tasks 0.511± 0.027
WM tasks 0.623± 0.031
Motor tasks with finetuning 0.941± 0.0014
Motor tasks from scratch 0.934± 0.0067
WM tasks with finetuning 0.71± 0.0043
WM tasks from scratch 0.23± 0.018
Table 4: Transfer learning and finetuning results
Notably, for this set of WM transfer, the BAnD model that
was trained from scratch was far from the accuracy achieved
by the model that was pretrained and finetuned, i.e. 23%
compared to 71%. It can be due to the relatively smaller
size of the WM transfer set at 3,860, compared to that of
the Motor transfer set at 9,650. This shows that the BAnD
architecture enables the use of pretraining and finetuning to
achieve better classification for smaller datasets.
Analysis
Temporal activation maps: Attention models such as
Transformer allows one to examine the attention weights of
the model to see which frame is weighted more for a classi-
fication result. However, our base BAnD model was trained
with 8 attention heads, which makes it hard to discern which
set of attention weights is truly important for a classification.
Thus, we trained a new BAnD++ with only 1 attention head
to make it easier to visualize. To show attention across more
frames, we visualize the model’s attention weights across
k = 32 frames. We calculated the attention weights across
time for each data instance from the test set that was cor-
rectly classified by the model. We then averaged all attention
weights in a task to get a representative set of weights. Fig-
ure 5 shows the result for the 7 tasks in HCP 7-task bench-
mark. Interestingly, across different tasks, the 7th frame of
a data series seems to have a strong influence on the pre-
dictions. This can be due to a delay in the BOLD signal in
response to a stimuli (Liao et al. 2002). We include more
temporal attention visualizations in the Appendix.
Spatial activationmaps: Using Grad-Cam (Selvaraju et al.
2017), we were able to find the set of voxels that were highly
activated for a certain class prediction by our BAnD model.
We calculated this spatial activation map for each data se-
ries, then averaged across data points for a class and picked
the 7th frame in each series because our temporal analysis
showed that 7th frame was deemed important by the model.
We used the nilearn3 package to project from 3D voxel space
to brain statistical maps. Figure 4 shows those for the Mo-
tor and Gambling task. Activation maps for other tasks are
shown in the Appendix.
To motivate reproducible research in the area of fMRI
task state decoding, we plan to release our data processing
scripts, codes and pretrained models upon acceptance.
3https://nilearn.github.io/
Figure 3: Finetuning vs training from scratch
Figure 4: BAnD spatial activation map for Motor (Right
hand) and Gambling (Loss) task
Conclusion
In this work, we presented a novel attention-based model
for processing 4D fMRI data, and showed that our pro-
posed novel architecture, BAnD, which is based on a multi-
headed self-attention module, achieves significant perfor-
mance gains compared to previous works on a recent 7-
task fMRI benchmark from the Human Connectome Project
dataset. We further demonstrated transfer learning capability
of BAnD’s learned features to unseen conditions and tasks
and show that BAnD achieves competitive results with fine-
tuning. To try to understand what BAnD was attending to
for its classifications, we computed both spatial and tem-
poral activation maps, highlighting brain regions and frame
important for task decoding. Future work includes transfer-
ring BAnD to other fMRI data sets, such as ADHD, or to
other modalities of medical imaging.
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