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あらまし
筆者らは，能動的情報資源（AIR）の概念を用いた新たなネットワーク管理支援システム（NMS）
を提案している．この提案システム（AIR-NMS）では，ネットワーク管理に必要となる経験的知
識や機器の状態情報がエージェントとして構成されており，これらが自律的に連携・組織化するこ
とで，従来ネットワーク管理者に委ねられていた作業を能動的に支援する．本稿では，AIR-NMS
におけるエージェント（AIR化された知識・情報）の構成，および，それらが相互に連携・組織化
する機構を説明し，試作したシステムの機能について議論する．
1 まえがき
近年のネットワークシステムは，ますます
大規模・複雑になってきており，これを管理す
るための一連の作業にも，より高度な経験的
知識・煩雑な手順が要求されてきている．こ
れらの負担を軽減するために提案されている
従来のネットワーク管理支援システム（NMS:
Network Management Support System）は，
そのほとんどが，管理に必要な機器の状態
情報や一般的な対策を管理者へ提示するに
留まり，総合的な情報の判断や具体的な対策
の決定は，依然として管理者に委ねられてい
る [1, 2, 3, 4]．また，従来の NMS は，ネッ
トワークの構成が変更されたり管理知識を新
たに追加する場合など，NMS自体の変更が必
要な状況への対応が困難であるという問題を
持つ．
筆者らは，これら従来の NMS が有する問
題を克服するために，「能動的情報資源（AIR:
Active Information Resource）」 [5] の概念
を用いた新しいネットワーク管理支援シス
テム（AIR-NMS: AIR-based Network Man-
agement Support System） [6]を提案してい
る．AIR-NMS では，ネットワーク管理のた
めの経験的知識や構成機器の状態情報が各々
エージェントとして構成されており，それら
を自律的に連携・組織化させることで，ネット
ワーク障害に関する「状況の把握／原因の特
定／対策の決定」の能動的な支援を図ってい
る．本稿では，AIR-NMS におけるエージェ
ント（AIR化された知識・情報）の構成，お
よび，それらが相互に連携・組織化する機構
を説明し，試作したシステムの機能について
議論する．
2 ネットワーク管理への能動
的情報資源の適用
ここでは，「能動的情報資源（AIR）」の概要
と，AIRをネットワーク管理の場面へ適用す
ることの効果について説明する．
2.1 能動的情報資源（AIR）
現在，インターネットを代表とする分散環
境上には，膨大な量の各種情報資源（文字・記
106
号，画像・図形，音など種々の対象を電子化し
たデータ）が蓄積されている．このような分
散情報資源を実際に活用するためには，一般
に，検索／加工／統合など情報資源に対する
一連の処理が必要であり，これに要する煩雑
な手間は，専門知識や専用ツールを持たない
利用者が分散情報資源を活用する際の大きな
障害となっている．
AIR は，この問題を解決し分散情報資源
の有効活用を図るために提案された手法であ
る [5]．この手法では，利用支援知識と利用支
援機能とを情報資源に付加したエージェント
として各 AIRが構成される．これにより，情
報資源自体が能動性・自律性を持つことにな
り，今まで利用者へ全面的に委ねられていた
情報資源に対する作業の一部を情報資源自身
が代行できるようになる [7, 8]．例えば，利
用者からの利用要求メッセージを受けた AIR
は，自身が有する利用支援機能・利用支援知識
により，自身が持つ情報資源に対する操作や，
他の AIRとの連携・組織化を行うことで，複
雑・柔軟な処理を能動的・自律的に代行する
ことが可能となる．
2.2 ネットワーク管理への AIR の導
入
通常，ネットワークを維持・管理するため
の一連の作業は，ネットワークを構成する各
機器の状態情報などネットワーク内に分散し
た種々の情報と，管理者が持つ経験的知識と
を用いることで順次処理されていく．例えば，
図 1 (a) に示すネットワークにおいて，サブ
ネット A 内の PCからサブネット B 内のサー
バへのアクセスに障害が生じた場合，管理者
は，自らの経験的知識を用いて以下の作業を
行う必要がある．
• 構成機器および基幹ネットワークの状
況の把握
• 障害の原因の特定
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図 1 ネットワーク管理への AIRの導入
• 障害への適切な対策の決定
• 決定された対策の適用
ネットワークが大規模・複雑になれば，これ
らの作業を行う管理者の労力は多大なものと
なる．また，管理者は，ネットワーク一般に
関する高度な経験的知識を有するだけでなく，
管理対象に固有の知識（ネットワーク内の機
器構成等に関する最新の知識）にも精通して
いることが要求される．
このようなネットワーク管理の場面におい
て，各機器の状態情報や管理者の経験的知識
を分散情報資源とみなし，図 1 (b) に示すよ
うに，それらを AIR化すれば，経験的知識や
状態情報自体に能動性・自律性を持たせるこ
とができる．この結果，AIR相互の連携・組
織化により
• 管理作業の大部分を AIR側で代行可能
• 経験的知識の更新／追加／継承が容易
に可能
• 各機器の構成情報や状態情報の効果的
な利用が可能
• 経験的知識や状態情報の分散管理が
可能
となり，高度かつ柔軟なネットワーク管理支援
と，管理者の労力の大幅な削減が期待できる．
筆者らは，この考えに基づき，AIR の概
念を用いたネットワーク管理支援システム
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AIR-NMS: AIR-based Network Manage-
ment Support System を提案している [6]．
AIR-NMSでは
• 管理者がネットワーク内の障害を発見
した場合，管理者からの要求に応じて
「状況の把握／原因の特定／対策の決
定」を行い，それらの結果を管理者へ
通知する機能
• AIR-NMS が監視しているネットワー
ク構成機器に障害が検知された場合，
「状況の把握／原因の特定／対策の決
定」を自律的に行い，それらの結果を
管理者へ通知する機能
の実現を目指している．
3 AIRの概念に基づいた NMS
（AIR-NMS）
ここでは，AIR-NMS の構成とその動作に
ついて説明する．
3.1 ネットワーク管理支援のための
AIR
AIR-NMS では，ネットワーク管理支援の
ために，以下の 2種類のAIRを導入している．
• ネットワーク構成機器の状態情報を
AIR 化した I-AIR: Status Informa-
tion AIR
• ネットワーク管理に関する経験的知識
を AIR 化した K-AIR: Management
Knowledge AIR
I-AIR
I-AIRには，ネットワーク内における静的な
情報を AIR化した Is-AIR: Static I-AIRと，
動的な情報を AIR 化した Id-AIR: Dynamic
I-AIR の 2種類がある．
Is-AIR は，サブネットの構成情報やアプ
リケーションの設定情報など，同一のネット
(a) Is-AIR
<? xml version=“1.0”?>
<subnet>
<subnetname>a_lab</subnetname> #サブネット名
<addrspace>172.20.2.0/24</addrspace> #アドレス空間
<gateway>172.20.2.1</gateway> #ゲートウェイアドレス
<firewall>yes</firewall> #ファイアフォールの有無
<server> #サーバ情報
<service>SMTP</service> #サーバの種類
<ipaddress>172.20.0.2</ipaddress>
<name>smtp.a_lab.ac.jp</name>
<process>postfix2.1</process> #サーバプログラム
……
</server>
<server>
……
</server> 
</subnet>
(b) Id-AIR
Apr 1 01:38:48 mail sendmail[10892]:: ruleset=check_rcpt, 
arg1=<noname@noname.nohost.jp>, 
relay=nohost.noname.jp [172.20.2.1], reject=550 5.7.1 
noname2@noname.nohost.jp ... Relaying denied
Apr 23 16:17:23 mail sendmail[16925]:: ruleset=check_rcpt, 
arg1=<noname@noname.nohost.jp>, relay=[172.20.2.2], 
reject=550 5.7.1 noname3@noname.nohost.jp ... Relaying 
denied. IP name lookup failed [172.20.2.2]
図 2 I-AIRが持つ情報資源の例
ワーク内ならば頻繁には更新されない静的な
情報を AIR化したものである．例えば，サブ
ネットの構成情報を AIR 化した Is-AIR は，
情報資源として，サブネット名，管理者に関
する情報，サブネットにおける各種サーバ名
や IPアドレス等の情報を持つ（図 2 (a)）．
Id-AIRは，ネットワーク構成機器の状態情
報など刻々と変化する動的な情報を，SNMP
や MIB あるいはサーバのアクセスログ等か
ら獲得し，AIR 化したものである．例えば，
SMTP サーバの状態情報を AIR 化した Id-
AIRは，情報資源として，メールサーバのプ
ロセスに関するログの情報を持つ（図 2 (b)）．
これらの I-AIRは
• 他の AIRからの利用要求メッセージに
応じて，自身が保持する情報資源を加
工・提供
• 自身が保持する情報資源（状態情報）を
必要に応じて更新
• ネットワーク構成機器の状態の監視
するための利用支援知識・機能を有し，これ
らを用いることで，他の AIRと能動的・自律
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的に連携・組織化を行う．
K-AIR
ネットワーク管理についての経験的知識（障
害に関する「状況の把握／原因の特定／対策
の決定」を行うための作業手順，および障害
への対応策）を AIR化したものが K-AIRで
ある．
管理者あるいは他の AIR からの利用要求
メッセージ（対処すべき障害の情報）を受け
た K-AIRは，まず，与えられた障害に自身が
対応可能か否か大まかな判断を行う．対応可
能な場合は，自身が有する情報資源（作業手
順）に基づき，障害に関する「状況の把握／
原因の特定／対策の決定」作業を進める．情
報資源は，図 3 (a)に概念例を示すように，管
理対象の IP アドレス等が特定されていない
汎用的なルール型の手順として記述されてい
る．このため，Is-AIRを呼び出すことで管理
対象の具体的な情報を獲得し，情報資源を現
在の管理対象に適応させる．次に，必要に応
じ Id-AIR を呼び出すことでネットワークの
状態を調査し，「状況の把握／原因の特定／対
策の決定」を行う．与えられた障害について
「対策の決定」に成功した場合は，決定された
対策を障害の原因と併せて管理者に通知する．
また，自身が保持する情報資源では対応しき
れず「対策の決定」に失敗した場合は，他の
K-AIRへ利用要求メッセージを送信し作業を
依頼する．
以上のように，K-AIRは
• Is-AIRと連携・協調することで，自身
の保持する汎用的な作業手順を具体的
な管理対象へ適用可能
• Id-AIR と連携・協調することで，作
業に必要な各種の情報を能動的に獲得
可能
• 他の K-AIRと連携・協調することで，
動作時に作業手順を自律的に組織化
可能
(a) K-AIRが情報資源として保持する作業手
順の例
管理手順1)サブネット においてメールが送信出来ない
  サブネット のSMTP サーバの特定作業としてサブネット
の構成情報を持つK-AIR からSMTPサーバのIP獲得→2) へ
管理手順2)SMTP サーバ の異常特定作業の実行
  SMTP サーバ のログの確認→3）へ
  SMTP サーバ の動作状況確認
  メールクライアントソフト の設定確認
  クライアントPC のネットワーク設定確認
  途中経路 の状況確認
管理手順3)SMTP サーバのログの確認
  SMTP サーバ のログ情報を持つId-AIRの呼び出し→4）へ
管理手順4)SMTP サーバのログ情報検査
  エラーの有無の検査
  エラー有り→ エラー の解決知識を持つK-AIRの呼び出し
  エラー無し→終了
(b) K-AIRが有する利用支援知識の例
(rule SMTP-Server-Check
(Message :performative request :from AIR-Interface :content (SMTP-Server-Check
:network ?network :cl_os ?cos :cl_soft ?csof :cl_ip ?cip))
-->
(SendMessage :performative request-information :to broadcast :content Ask-
SMTP :network ?network)
(make (SMTP-Server-Check :network ?network :cl_os ?cos :cl_soft ?csof :cl_ip ?cip))
)
(rule GET-SMTP-Server-IP
(SMTP-Server-Check :network ?network :cl_os ?cos :cl_soft ?csof :cl_ip ?cip)
(Message :performative information :from ?Is-AIR :content SMTP-Server-IP :ip ?ip)
-->
(SendMessage :performative accept :to ?Is-AIR)
(make (SMTP-Server-Check :network ?network :ip ?ip :cl_os ?cos :cl_soft ?csof :cl_ip ?cip))
)
(rule Run-SMTP-Check
(SMTP-Server-Check :network ?network :ip ?ip :cl_os ?cos :cl_soft ?csof :cl_ip ?cip)
-->
(control Server-Log-Check(SMTP ?network ?ip))
(control Server-Stat-Check(SMTP ?network ?ip))
(control Client-Soft-Check(SMTP ?cos ?csof ?cip))
(control Client-Net-Check(SMTP ?cos ?csof ?cip))
(control Route-Check(?ip ?cip))
)
図 3 K-AIRが持つ情報資源と利用支援知識の例
という特徴を持つ．これにより，ネットワー
ク管理に関する経験的知識の更新／追加／継
承，ネットワーク構成の変更への柔軟な対応
が容易に可能となる．さらに，複数の K-AIR
が動作時に自律的に組織化を行うため，単一
の K-AIR が単純な作業手順しか持たない場
合でも，複数のK-AIRが協調することで複雑
な作業手順を構成することができ，より高度
なネットワーク管理支援の実現が期待できる．
3.2 AIR-NMSの動作
AIR-NMS は，以下の 2 種類の状態が発生
した場合に，その活動を開始する（図 4）．
• K-AIRが管理者からの支援要求を受信
（管理者駆動）
• Id-AIRが機器の状態情報から障害を検
知（Id-AIR駆動）
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図 4 AIR-NMSの動作
[管理者による駆動]
“サブネット A 内でメールが送信できない”
という状況が発生した場合，管理者は，AIR
インタフェースを通して支援要求を送信する．
その際，支援要求は “障害対象”と “障害状況”
に基づいて分類される．この例の場合，障害
対象は “サブネット A”，障害状況は “メール
が送信できない” となる．AIR インタフェー
スを介して，支援要求（障害対象・状況）を
受信した K-AIRi はまず，図 3(a)の管理手順
1) を行う．しかし，管理手順 1) には手順を
実行するために必要な情報が欠けているため，
K-AIRiは，欠けている情報（サブネット A内
の SMTPサーバ）を特定する必要がある．そ
のために K-AIRi は，サブネット A の構成情
報を持つ Is-AIRと連携・協調し，サブネット
A 内の SMTPサーバの IPアドレス等を特定
する．この作業により，K-AIRi は管理者よ
り送られてきた障害対象を “サブネット A の
SMTPサーバ，IPアドレスは 172.20.0.2”と
詳細化を行うことが可能となる．
K-AIRはこのように，自身の持つ作業手順
の詳細化を行い，障害解決に必要な管理知識
である “障害対策法”を生成しようとする．し
かし，K-AIRi 単体で障害解決が不可能な場
合，K-AIRi は他の K-AIRに対して詳細化し
た情報を付加した要求を伝播させ，“障害対策
法”を生成しようと試みる．そして，“障害対
象” と “障害状況” から “障害対策法” が生成
されると，K-AIRは “障害対策法”を AIRイ
ンタフェースを介して管理者に提示する．
[Id-AIRによる駆動]
Id-AIRは機器の状態情報を常時モニタリン
グしており，自らの知識を用いて機器等の障
害を自律的に検知することができる．Id-AIR
が機器等の障害を検知した場合，“障害対象”
と “障害状況”の 2種類の情報を K-AIRへと
送信する．その後の動作は，先に述べた管理
者による駆動と同様に行われ，原因の特定・
対策法の獲得を自律的に行い，障害対策法を
管理者へと提示する．
なお，この時獲得された障害対策法を実行
するための機能を AIRへ付与すれば，障害の
検知から復旧までを自律的に行い，障害の発
生そのものを管理者から隠蔽するシステムが
実現できると考えられる．この場合，管理者
の負担はさらに軽減されることになるが，こ
れを実現するためには，管理権限の確認方法
等，セキュリティ上の課題を多数解決する必
要がある．このため，現在のAIR-NMSでは，
ネットワークシステムの維持・管理の場面に
必要な「状況の把握/原因の特定/対策の決定」
までをその機能として想定している．
このように，AIR-NMS を導入することに
より，ネットワーク管理者が行うべき作業は
1. AIR-NMSに対する支援要求の送信
2. AIR-NMSが提示した対策法の実行
の 2 つに集約され，管理作業にかかる負担の
大幅な削減が期待できる．また，
• Id-AIRが機器等の障害を自律的に検知
することにより，障害への早期対応が
可能
• K-AIRの協調・連携の履歴を保持する
ことにより，同一の障害への早期対応
が可能
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図 5 ネットワークと AIR-NMSの構成
• 従来のネットワーク管理業務では困難
であった障害原因の特定作業を AIRが
代行
等，AIR-NMS の持つ特長により，さらなる
効果が期待される．
4 AIR-NMSの設計と実現方法
ここでは，AIR-NMS の設計について説明
する．そのため，まず，対象とするネットワー
ク構成について説明し，次に各 AIRについて
の詳細な設計を行う．
4.1 ネットワークと AIR-NMSの構成
AIR-NMS は管理対象とするネットワーク
の機器構成により様々な形態をとりうる．本
稿では，管理対象とするネットワークを，図 5
に示すように 2 つのサブネットから構成され
るネットワークを管理対象として設計を行う．
サブネット Aには，2つのサブネットを総括
的に管理するネットワーク管理者が存在し，こ
の管理者が AIR-NMSを用いてネットワーク
管理を行う．また，各サーバ及び PCA1 上に
は AIR が活動するための仕組みである AIR
ワークプレースが実現されており各 AIRワー
クプレースには AIR-NMS を構成する AIR
らが存在している．
AIR-NMS の構成要素である K-AIR はサ
ブネット A 内の PCA1 上に実現され，AIRイ
ンタフェースを介して管理者からの要求を受
け付ける．また，各 K-AIR が情報資源とし
て持つネットワーク管理知識は図 3(a)に示す
形式で知識ベース（KB）に蓄積されており，
K-AIRの利用支援機能を用いて制御される．
Is-AIR は ，図 2(a) に 示 す よ う に
RDF/XML [11] に準拠した形式で記述
された情報資源を持ち，K-AIR と同じく
PCA1 上に実現される．一方，Id-AIRは，サ
ブネット内の各サーバのログ情報を情報資
源として持つ IdAIR は，当該サーバ上に存
在し，各サブネットのルータの情報を持つ
IdAIR はサブネット A の PCA1 上に実現さ
れる．
4.2 AIRの利用支援知識と機能
各AIRは，3.1節にて述べたように，各AIR
が持つ情報資源（管理知識／ネットワーク構
成情報／ログ情報等）を利用する際に用いら
れる利用支援知識と利用支援機能を持つ．
利用支援機能は，図 2, 3(a)に示した各情
報資源を処理するためのプログラムにより実
現される．たとえば，Id-AIRの場合，ログ情
報から特定エラー箇所のみを発見し，抜き出
す等の機能となる．
これに対して，利用支援知識は，図 3(b)
に示したように，利用支援機能を用いて情報
資源を制御するための利用支援機能制御知識
をはじめ，以下に示す知識／情報が必要とさ
れる．
• 利用支援機能制御知識
• 協調プロトコル処理知識
• 情報資源に関するメタ情報
• 状態情報
4.3 AIRの内部状態設計
AIR-NMSを構成する各 AIRは，それぞれ
に内部状態を持ち，その状態を遷移させるこ
とにより処理を進めてゆき，ネットワーク管
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図 6 K-AIRの状態遷移図
理者の要求する障害解決知識を生成する．本
稿では，K-AIRの状態遷移について述べる．
図 6に示すように，K-AIRは 7つの状態を
持つ．以下にそれぞれの状態について述べる．
• 要求待機状態 管理者や他の AIR から
の要求を待つ初期状態．要求を受信す
ると要求判定状態へと遷移する．
• 要求判定状態 要求が処理可能かの判定
を行う状態．処理不可能な場合要求待
機状態へと遷移し，処理可能な場合は
情報調査状態へと遷移する．
• 情報調査状態 解決知識を生成するため
に必要な各種情報を I-AIRとの連携に
より取得する状態．全ての情報の取得
に失敗した場合情報調査要求転送状態
へと遷移し，必要な情報全てを取得し
た場合は，解決知識生成状態へと遷移
する．
• 情報調査要求転送状態 取得出来なかっ
た情報の補完を他の K-AIR に依頼す
るための状態．要求の伝達が成功した
場合要求待機状態へと遷移し，失敗し
た場合は例外処理状態へと遷移する．
• 解決知識生成状態 取得した情報から，
障害を解決するための知識を生成する．
生成に失敗した場合は解決知識生成転
送状態へと遷移し，成功した場合は，
AIRインタフェースへ解決知識を伝播
した後要求待機状態へと遷移する．
• 解決知識生成転送状態 生成出来なかっ
た解決知識の生成処理を他の K-AIR
に依頼するための状態．生成処理要求
の伝達が成功した場合要求待機状態へ
と遷移し，失敗した場合は例外処理状
態へと遷移する．
• 例外処理状態 発生した例外を AIR イ
ンタフェースへと伝播した後要求待機
状態へと遷移する．
4.4 AIR協調プロトコル設計
AIR-NMS は各 AIR の協調・連携により，
ネットワーク管理者に対して障害を解決する
ための知識を提供する．そこで，本研究では
AIR間の協調・連携に用いるプロトコルとし
て 3 つのプロトコルを定義した．以下に，そ
れぞれのプロトコルについて説明する．
• request プロトコル AIR インタ
フェースが管理者からの要求を AIR-
NMS に伝播する際に用いるプロト
コル．
• request-information プロトコル
AIR間の協調・連携で用いられるプロ
トコル．
• inform プロトコル K-AIR が生成し
た解決知識を AIRインタフェースに送
信する際に用いるプロトコル．
図 7に上記のプロトコルを用いて，AIRイン
タフェースから要求を受けた際の非常に簡単
なプロトコルシーケンス図を示す．
4.5 AIR-NMSの実現方法
AIR-NMSにおける各 AIRは，ルール型の
知識に基づき自律的・能動的に活動するプロ
グラムとして実装される．このような AIRの
実現方法として，マルチエージェントシステ
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ムを用いる方法が提案されている [7, 6]．こ
れは，AIRの持つ
• 知識に基づいて活動を行う
• 複数の AIRが連携・協調を行い問題を
解決する
• 外部からの要求・イベントに応じて活
性化される
等の特徴を実現する上で，マルチエージェン
トシステムが提供する機能や動作特性が効果
的に活用できることによる．
そこで，本稿では，分散環境上でマルチエー
ジェントシステムを実現するためのフレー
ムワークである ADIPS/DASHフレームワー
ク [9, 10]を用い，AIR-NMSの実装を試みる．
ADIPS/DASH フレームワークでは，ルール
型の知識記述言語によりエージェント知識が
記述され，また，このフレームワークが備える
インタフェースを介することで，エージェン
ト知識に基づいた Java プログラムの自律的
な制御が可能となっている．ADIPS/DASH
フレームワークを用いることで，AIR-NMS
を構成する AIRは，ルール型知識として与え
られた利用支援知識に基づき，Javaプログラ
ムとして実装された利用支援機能を起動し，
情報資源（経験的管理知識/機器の状態情報）
の加工処理や他の AIRとの連携・協調処理を
実行する．
5 試作システムと実験例
AIR-NMS の動作を検証するために，図 5
に示したネットワーク及び AIR-NMS を構
築する．試作システムにおいて，対象とする
ネットワーク管理手順・知識として，本稿で
は “サブネット B の PCB からサブネット A
の Mail サーバ A を用いてのメール送信が出
来ない” という状況を想定し，AIR-NMS の
試作を行う．この際，“メール送信出来ない”
という障害の原因には，多数の原因が考えら
れるが，本稿では，その原因として以下の 3
つの原因であると想定した．
1. Mail サーバ A のサーバプロセスが動
作していない
2. メールの送信先が存在しない
3. ネットワークがダウンしている
そして，それぞれの解決に必要な管理手順・
知識として以下の AIRを実現する．
• Mail サーバプロセスの確認手順と停
止していた場合の解決手法を持つ K-
AIR1
• 送信先の存在可否の確認手順と存在
していない場合の解決手法を持つ K-
AIR2
• ネットワーク状態の確認手順とダウ
ンしていた場合の解決手法を持つ K-
AIR3
• Mail サーバ A のプロセスのチェック
を行う Id-AIR1
• Mail サーバ A のログのチェックを行
う Id-AIR2
• ルータ A の状態のチェックを行う Id-
AIR3
• ルータ B の状態のチェックを行う Id-
AIR4
• サブネット A の機器構成情報を持つ
Is-AIR1
• サブネット B の機器構成情報を持つ
Is-AIR2
これらの AIR を 4.5 にて述べたように，
ADIPS/DASH フレームワークを用いて実現
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し，図 5 に示した AIR ワークプレース上に
実現する．
6 まとめ
本稿では，AIR の概念を導入したネット
ワーク管理支援システム AIR-NMS を提案
し，その設計と特徴について述べた．
AIR-NMS を用い，ネットワークシステム
の維持・管理に必要な一連の作業を部分的に
代替することにより，ネットワーク管理者の
労力を大幅に削減できることが確認された．
さらに，本システムを用いることで，管理者の
経験的知識の継承や初級管理者の支援を行う
ことができ，より高度かつ柔軟なネットワー
ク管理をネットワーク管理者に依存せずに容
易に行えるようになる．
今後，提案手法に基づく実用的な知的管理
支援ツールの実現を目指して，AIR-NMS に
おける AIR 相互の連携・協調手法を中心に，
実環境での実験を含めた検討を継続してゆく
予定である．
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