ABSTRACT
INTRODUCTION
The electric distribution network reconfiguration problem (DNR) is used to modify the topology of the distribution system in order to reduce active power losses on the feeders. This objective is attainable by altering the open or closed status of normally closed (NC) sectionalizing switches and normally open (NO) tie-line switches, while maintaining the radiality of the network.
METHODOLOGY AND BRKGAs
The electric distribution network reconfiguration problem for electric loss minimization is solved using a BRKGA. The mathematical formulation can be found in [1] . The codification used in this work is derived from graph theory and uses a set of three rules to correct infeasible individuals and, thus, generate only feasible vectors during decodification. This set of rules was proposed in [2] to be used in conjunction with any metaheuristic technique. The BRKGA framework allows the decodification of encoded solutions to result in exclusive feasible solutions due to the independence of GA and decoder. This work uses a parallel BRKGA where multiple populations evolve independently and periodically exchange good quality solutions to speed up the convergence of the evolutionary process. Each core of a multiple-core processor runs a copy of the program and evolve a population of individuals. After a pre-determined number of generations, the two overall best chromosomes from all populations are inserted into all the other populations. The BRKGA parameter values are the number of genes in a chromosome, the population size, the size of the elite solution population, the size of the mutant solution population, and the elite allele inheritance probability, i.e. the probability that the gene of the offspring inherits the allele of the elite. These parameter settings follow the guidelines given in [3] .
RESULTS AND DISCUSSION
The simulations were executed on a personal computer with an Intel Core i7-6700HQ @2.6 GHz with 16GB of RAM. This GECCO'19, July 13-17, 2019, Prague, Czech Republic H. de Faria Jr. et al.
processor has a total of 4 computing cores, which were used to run the parallel BRKGA.
33-Node Test System
To compare the performance of the serial and parallel version of the BRKGA, they were independently executed 50 times each and the CPU times needed to find the optimal solution were recorded. Table 1 compares the performance of the serial and parallel versions using some performance indicators. The parallel version of the algorithm using a population of 50 individuals shows the best performance in terms of running times and number of power flows executed. Fig. 1 shows the TTT plot for this case. The graph shows that the parallel algorithm always finds the optimal solution in less than 4 seconds and has a 70% probability of finding the optimal solution in around 2 seconds. The average speedup between the serial and parallel version is 2.42. The population of 100 individuals gives the best performance in terms of number of generations to reach the optimal solution. The parallel version was set to exchange elite solutions between the processors once at every 10 generations. 
69-Node Test System
The parallel algorithm shows the best performance with a population of 50 individuals. The average speedup between the serial and parallel version is 2.83. Table 2 compares the performance of the serial and parallel versions Table 3 gives the performance indicators for exchanges at every 5 and 7 generations for a population of 50 individuals. As it can be seen, the performance is almost identical, but worse than the algorithm with exchanges at every 10 generations. In this case, the average speedup between the serial and parallel version is 2.54. 
CONCLUSIONS
This paper proposes a parallel multi-population BRKGA to solve a classic power system combinatorial optimization problem called distribution network reconfiguration. Average speedups of 2.83 times were obtained with the parallel version for the most efficient implementations. The bigger sized populations were able to converge to the optimum solution in fewer generations in comparison to the smaller populations for both the serial and parallel implementations.
