This paper summarises the work EDF Energy has been undertaking to target the problem of low voltage incipient and repetitive faults. A brief introduction into some of the problems is given together with definitions of four evolutionary stages of low voltage faults. The impact of extensive embedded generation on future low voltage networks, together with some potential solutions for the more efficient management of low voltage faults through the concept of 'just in time' fault management, is considered.
INTRODUCTION

EDF Energy was created in 2003 and the Networks Branch manages three electricity distribution networks (EPN, LPN & SPN) in the South
East of England, which together serve some 7.8m connected customers and 20m people, making it the largest electricity distributor in the UK. EDF Energy is a subsidiary of EdF.
EDF Energy manages 76,000km of low voltage cable, of which 40% is over 50 years old now, a figure that is expected to exceed 75% by 2020. The majority of this cable is oil impregnated paper insulated cable. Although the majority of these cables are still performing well, experience indicates that external cumulative influences such as corrosive soil, mechanical damage and thermal stresses do eventually degrade these cables creating to local points of weakness. These local weak points eventually lead to the failure of the external sheath and the ingress of moisture, eventually leading to insulation failure. Because of the prospect of increasing faults on the low voltage network, EDF Energy has been investigating the effects of low voltage underground cable failure on the performance and reliability of current and future networks. One of the results of the first phase of this work [1] was the development of an innovative location algorithm that is currently being used in a trial project to locate incipient and intermittent faults on the LV system.
BACKGROUND INTO LV FAULTS
Historically EDF Energy spends a significant proportion of its total operational expenditure on attending to, locating and repairing low voltage faults. The prime causes of these costs are the high volume of 'no fault found' and 'age and wear' faults on the cable network of which a representation can be found in figure 1. Approximately 50% to 70% (season dependant) of these faults cause two or more interruptions (25% to 45 % cause four or more interruptions). Repetitive incipient and intermittent low voltage faults, cause great nuisance and cost to the customers and company alike.
Targeting the effective location and repair of these repetitive faults is key to improving quality of supply and reducing operational expenditure.
As most LV customers are supplied by LV services jointed onto a common distributing main, it is not possible to undertake higher voltage potential testing without first disconnecting customers' installations. Particularly in dense urban areas this is impractical, due to the complexity of the network, restricted access to plant and customers' equipment and the high number of connected customers. This in turn causes significant difficulties in identifying and locating the cause of a repetitive problem. At present there are limited technologies commercially available to assist in the online detection and location of such faults and before they cause repeat outages.
To understand the impact of repeat fuse operations caused by reoccurring faults, a league table was created listing the annual faults with the number of Customer Minutes Lost (CML) caused. The result of the exercise is illustrated in figure 2 . The distribution roughly follows the Pareto principle [2] , with approximately 20% of the faults being responsible for 70% to 80% of the CML's incurred at low voltage.
The Pareto principle is merely an observational law that illustrates the distribution of business or natural patterns. The Pareto principle demonstrated in figure 2 highlights the fact that a minority of faults is responsible for the vast majority of CML's.
Identifying and targeting the characteristics of such incidents In particular at present it is difficult to target the worst 20% of faults as it is not known until the fault is successfully repaired what the final impact has been on the CML measure.
FOUR STAGE FAULT EVOLUTION MODEL
To understand the reason for the high reoccurrence rate of faults it is necessary to understand and define the behaviour of repetitive low voltage faults. Underground cable faults that develop naturally by sheath decay or by a forced event tend to have evolutionary stages that will eventually lead to permanent failure [1, 3] . The main catalyst for the development of these faults is the presence of moisture in the insulation [1, 3] and to some extent by the level of applied voltage. Moisture is the key 'ingredient' in the evolution of a fault. The evolution of low voltage faults can be described in a four-stage model. This model is only applicable in instances where the cable has been damaged either by an internal process or external event.
Four stage evolutionary model:
The fault is in its first stage and is inactive and is therefore very difficult to detect. This stage generally occurs when the cable has been punctured or corroded to a stage where the external water protective sheathing no longer protects the insulation. The dormant stage can also be reached again after an intermittent or incipient stage as the heat generated during the fault causes the drying out of moisture.
Incipient:
The fault is in its second stage of evolution and will generally cause transient events, even harmonics and voltage dips. The evolution of this stage is mainly dependent on the degree of moisture in the cable's environment and in most cases the fault can become dormant for days, weeks or even months. They are difficult to detect and locate as they commonly represent themselves as high resistance faults and occur in an unpredictable manner.
Intermittent:
The fault is in its third stage and has progressed to a level where fault activity is high enough to operate fuses. The intermittent and incipient stages do overlap as between intermittent fuse operations there can be incipient events. In some cases intermittent faults can become incipient or dormant again. Intermittent faults generally cause transients, strong even harmonics, voltage dips and interruptions to the electricity supply. They are difficult to detect and locate as they commonly represent themselves as high resistance faults and occur in an unpredictable manner.
Permanent:
The fault is in its fourth and final stage and has become a permanent 'open' or 'shorted' fault. Permanent 'open' faults are generally faults where due to the short circuit levels the conductor or conductors have been blown apart isolating the fault from the live section. Commonly these faults cause permanent disruption to customers connected to the isolated section. Permanent 'shorted' faults are faults where the conductors have either melted together between phase to phase or phase to neutral/earth causing a near zero Ohm connection or the burnt carbon tracking path is sufficient to restart an arc once voltage is re-applied. Generally these faults cause permanent disruption to all customers connected to the section.
INTERACTION OF LV FAULTS AND DISTRIBUTED GENERATION
The introduction of extensive small-scale distributed generation (DG) units on the system has yet to occur but is considered by many observers as likely to be necessary to meet UK Government environmental objectives. Ensuring that such generation remains connected and does not suffer repetitive nuisance interruptions will be a key objective.
The impact of individual DG has been investigated in several literature studies, and it is well accepted that most DG contributes to a higher short circuit level and under low load conditions can increase the voltage level [4] . To prevent DG units feeding into a fault on the network, the protection systems currently need to comply with the specification set out in the following Engineering Recommendations G83/1 [4] , G59/1 [5], G77 [6] depending on the type and size of DG unit connected.
As explained in the section 3, low voltage fault can be in dormant, incipient, intermittent or permanent stages. Depending on the evolutionary stage of the fault the interaction with DG systems will be different. For embedded generation, the impact is mainly determined by how sensitive the DG protection is set to deal with short circuit currents and under-voltage and how sensitive the LV network may be to over-voltage fault triggering.
Short circuit tripping
The most likely cause of a DG unit tripping is under short
circuit conditions, which exists for example when a low voltage cable fault occurs. Most DG units will be able to supply short circuit currents for several milliseconds before disconnecting. In most occasions DG units will have faster acting protection devices than the Distributed Network Operators (DNO ) fuses. Under incipient or intermittent faults this may lead to disconnection of DG unit from the network, however, the DNO's protection may in many cases be unaffected as the disturbance is too short to cause a fuse operation. Such operation may initially appear as unexplained nuisance tripping. A less obvious cause of nuisance tripping of DG units is the under voltage caused by incipient and intermittent faults. The impact of the under voltage is primarily dependant on where the DG is connected to the network in relation to the fault and to sensitivity of the DG protection settings. Figure 3 shows an example of a fault event in a low voltage network with small scale embedded generation connected. ( )
Under voltage tripping
( The current after the fault is the normal load current and for simplicity this is taken as zero. This makes it possible to describe that voltage valid for x greater than the fault position as in equation 1-2.
were l is the maximum length of the cable in [m].
To calculate the circuit resistance and inductance equations 1-3 and 1-4 are used.
were R cfpu is the forward path cable resistance [Ohm/m] and R crpu is the return path cable resistance [Ohm/m]. In the event of a phase to phase fault R cfpu equals R crpu . The equations illustrate that customers and equipment relatively far in front of the fault location, notice a minimum disruption in supply voltage. However, close to or after the fault location the voltage disturbance is maximum and clearly noticeable to customers and equipment.
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The example in figure 4 and 5 is a short event which generally is classified as an incipient event. An intermittent event is generally a successive breakdown of the insulation as illustrated in figure 7 . An intermittent event will last longer, causing a lower Root Mean Square (RMS) voltage compared to an incipient event. This makes an intermittent more likely to initiate DG protection, which will lead to loss of supply and tripping of DG units. However, if the disturbance is not powerful enough to operate protective fuses, it may still lead to tripping of DG units due to the lower RMS value.
The short duration of the under voltage in an incipient event will in most instances not affect the DNO's protection, but most likely will affect more sensitive under voltage protection arrangements in DG units. In circuits with large numbers of small scale embedded generation this can cause large scale tripping of the DG units, resulting in more energy import from the DNO's network, which can cause a further voltage drops on the circuit and the potential onset of a DG cascade. Note: The current represented in figure 4 , 5 and 7 are under test condition in a normalised network that represents a field environment. In a standard radial network environment the short circuit currents can reach 20kA depending on the transformer rating (with even higher levels for meshed networks).
Voltage rise
Distributed generation connected to the network can in some circumstances cause a local voltage rise [4] . Such a system voltage rise does not normally have a significant direct impact on the DNO or the customers as the regulations state that DG units are required to maintain the EN50160 recommendation of a maximum increase of +10% on 230V.
However, such a voltage rise may have a significant impact on developing low voltage faults. As explained in the previous sections, faults are mainly driven by moisture, with some influence of voltage. The higher voltage in combination with presence of moisture may trigger an increased probability of insulation breakdown of the cable.
Prevention of nuisance tripping
The elimination of incipient and intermittent faults is clearly the prime objective for reducing nuisance DG trips but the DG protection also has a major part to play.
To prevent nuisance tripping of DG units on low voltage faults the most effective solution is to optimise the protection settings to make them less sensitive to short voltage dips whilst ensuring that machines and their control equipment are not damaged by thermal rise from longer periods of sustained fault current. This enables the RMS current value to be measured over more cycles, for example 25 cycles. The engineering recommendations allow a maximum trip time of 1.5 seconds [4] which should be sufficient to measure the RMS value of a longer time span, filtering out incipient and intermittent faults.
Preventing nuisance over current tripping caused by the short but high current bursts of incipient, intermittent or permanent faults can also be achieved by using a fault current limiting device in series with the embedded generator and the network. An alternative solution to allowing longer trip times for the short circuit current relays is a combination of longer trip times in conjunction with a fault current limiting device.
JUST IN TIME FAULT MANAGEMENT
Diagnosing the cause of failure on a circuit is a problematic task for the utility companies. Faults can be caused for a variety of reasons and frequently the only evidence is that of a fuse operation itself. A fuse operation itself cannot distinguish between a fault caused by an underground cable failure, operation due to sustained overload or a burst of synchronised motor starting currents. To prevent interruptions from occurring whilst at the same time utilising the life of the cable assets to their maximum, a system of 'just in time' fault management is proposed with the goal to prevent intermittent fuse operations from occurring.
With efficient online fault detection and location equipment it should no longer be necessary to apply laborious and
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18 th International Conference on Electricity Distribution Turin, 6-9 June 2005 lengthy processes for sectionalising the network to find incipient or intermittent faults. Nor should it be necessary to wait for the fault to become permanent in order to locate it using offline methods.
By targeting faults in their incipient stages it should be possible to detect and locate them online and before they cause interruptions, as well as being able to determine if the event is related to a cable failure or overload. This concept has been based on the Transient Impedance Method (TIM) [1] in which an analysing unit determines and classifies the cause of an event. If the event is caused by a cable failure the recorded data can be used to locate the fault.
This 'just in time' strategy has been tested successfully in a field environment. The principle drawback of this approach is the requirement of having equipment pre-installed on circuits before a fault has occurred, which would mean that each substation within the DNO's network has to be equipped with fault detection and/or location equipment.
However, from a practical and economical point of view it is unlikely that a DNO would at this stage equip every substation with fault detection and/or location equipment to target comparatively rare incipient and overload fault events.
Opportunities for identifying high risk zones and the remote detection of incipient events before initial failure for the efficient of deployment of condition monitors will be the subject of further research.
Initially though, a more likely scenario is to immediately deploy online detection and location technology after the initial fuse operation. The probability of reoccurrence of the event within 4 months is more than 50% (dependant on the geographical network area and seasonal influences) for EDF Energy. Using this approach in London has the potential to reduce low voltage CML's by as much as 50%. Although it would not save the first fuse operation it would prevent such faults from generating more repetitive fuse operations.
EDF Energy is currently trialing small scale 'just in time' fault management based on preventing the second operation and it is expected that the use of online fault location together with a proven pin-pointing device like the EATL CableSniffer will significantly increase the quality of supply while reducing significantly reducing operational expenditure.
CONCLUSION
Low voltage faults cause significant operational expenditure and are responsible for a large proportion of quality of supply issues with the networks that EDF Energy operates. With a large percentage of the faults causing two or more interruptions, reoccurring faults are a serious problem.
The evolution stages confirm the reoccurring nature of cable faults as they progress naturally from their dormant stage to their permanent stage. During this evolutionary path the incipient fault causes many disruptions ranging from transients, voltage dips, strong even harmonics and short current bursts. This repetitive behaviour can also have a profound impact on small scale distributed generation as the voltage dips and short circuit current burst can cause the generators to trip and disconnect from the network, particularly when generators are connected close to the fault. The effect of the relative short disruption of a cable fault on embedded generation can be minimised by optimising the protection of the generator and if appropriate the introduction of fault current limiters. Higher-voltages introduced by DG at lighter load times may have the effect of triggering incipient LV faults into sustained failure.
Targeting cable faults using online detection and location equipment is a promising method of managing repeat fuse operations. The use of online equipment may allow distributed network operators to implement 'just in time' fault management however this would need significant investment and is currently not yet economically viable. By targeting faults after their initial fuse operation with portable online equipment it should still be possible to detect and locate the failure before a second fuse operation without the need for every sub station to be equipped with monitoring equipment. Using this method it can still be expected to have significant positive impact on the overall performance of the low voltage network and the operational expenditure related to dense urban underground network areas.
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