Various time-varying algorithms have been applied in multichannel sound systems to improve the system's stability and, among these, frequency shifting has been demonstrated to reach the maximum stability improvement achievable by time-variation in general. However, the modulation artifacts have been found to diminish the gain improvement unusable for a higher number of channels and high-quality applications such as music reproduction. This paper proposes alternatively time-varying mixing matrices, which is an efficient algorithm corresponding to symmetric up and down frequency shifting. It is shown with a statistical approach that time-varying mixing matrices can as well achieve maximum stability improvement for a higher number of channels. A listening test demonstrates the improved quality of time-varying mixing matrices over frequency shifting.
Various time-varying algorithms have been applied in multichannel sound systems to improve the system's stability and, among these, frequency shifting has been demonstrated to reach the maximum stability improvement achievable by time-variation in general. However, the modulation artifacts have been found to diminish the gain improvement unusable for a higher number of channels and high-quality applications such as music reproduction. This paper proposes alternatively time-varying mixing matrices, which is an efficient algorithm corresponding to symmetric up and down frequency shifting. It is shown with a statistical approach that time-varying mixing matrices can as well achieve maximum stability improvement for a higher number of channels. A listening test demonstrates the improved quality of time-varying mixing matrices over frequency shifting. Multichannel sound systems consist of a number of loudspeakers and microphones placed within a space to amplify sound sources or to enhance the acoustical properties of the space. The stability of such a system is limited by the danger of regenerative feedback, i.e., sounds repeatedly cycling through microphones, the sound processor, the loudspeakers, and back to the microphones with a positive gain. This feedback gain is described by the cumulation of the transfer functions of all participating elements, most prominently the space and the sound processing.
1,2 As a specific application, a reverberation enhancement system (RES) employs the multichannel sound system to prolong the physical reverberation, for which many designs have been proposed over the years. [3] [4] [5] [6] To increase the stability of a multichannel sound system, various approaches have been applied: 7 (i) Placing the loudspeakers and microphones in such a way that the acoustic coupling is minimized; (ii) decreasing the peak-to-average ratio in the frequency response by channel equalization; (iii) feedback cancellation by subtracting the predicted received loudspeaker signal from the microphone signal; and (iv) time-variation of the feedback signal to break up positive feedback gains on frequency peaks.
In practice, it may or may not be possible to freely choose the positions of the loudspeakers and microphones, which are assumed fixed in this study. Channel equalization is well compatible with other methods, but can also result in undesired colorations of the reproduced sound at the location of the listener. Within this study we assume a well equalized system. Feedback cancellation theoretically allows for arbitrary high feedback gains, but system identification is a challenging problem in multichannel closed-loop systems. 8 For time-variation various techniques have been developed: Phase modulation and especially frequency shifting (FS) proved to reach the theoretical attainable gain limit, 9-13 but introduces detuning which might be unacceptable for some applications such as music. Delay modulation reduces detuning, but is less robust at lower frequencies. [14] [15] [16] The authors have introduced a further technique based on time-varying mixing matrices 17, 18 in the context of artificial reverberation and RESs.
Over 5 decades many researchers contributed to a theoretical framework to assess the possible stability gain via time-varying feedback and to identify the optimal timevariation technique. The stability analysis of time-invariant (TI) acoustic feedback systems has evolved from single channel to multichannel systems [19] [20] [21] [22] alongside the acoustic model. 23, 24 The stability limits for TI multichannel systems was then given in Ref. 25 . Similarly, the stability analysis of time-varying feedback has been conducted 9, 26 and Poletti demonstrated that FS can perform close to the theoretical stability limit of multichannel systems, i.e., the maximum stable gain of a TI system where all feedback paths are allpass with identical gain. 12 The present study gives a detailed discussion of the stability improvement of multichannel sound systems by timevarying mixing matrices compared to FS techniques. It thereby generalizes the stability analysis of TI and timevariant systems with a single sideband modulation employing a statistical approach. This larger framework describes the performance of matrix modulation (MM) in comparison to FS.
The remainder of this paper is organized as follows. In Sec. II, the multichannel sound system with feedback is formulated and the time-varying processing is described. A detailed implementation of the FS and MM is given. Section III presents the statistical approach of estimating the stability limit for this time-varying processing. In Sec. IV a comparison is given between FS and MM by means of a subjective evaluation listening test. a) Electronic mail: sebastian.schlecht@audiolabs-erlangen.de
II. MULTICHANNEL SOUND SYSTEMS AND TIME-VARYING FEEDBACK
Let us assume a multichannel feedback loop with N electroacoustic channels, i.e., N loudspeakers and N microphones, through a N Â N room transfer function matrix HðxÞ, processing matrix XðxÞ, and a scalar feedback gain l, yðxÞ ¼ uðxÞ þ lXðxÞHðxÞyðxÞ;
(1) where x is the frequency in radians, uðxÞ is the vector of sound source spectra, and yðxÞ is the vector of the loudspeaker spectra (see Fig. 1 ). The corresponding time-domain representation of Eq. (1) is yðtÞ ¼ uðtÞ þ lXðtÞ Ã HðtÞ Ã yðtÞ;
where t indicates the time, and Ã denotes the matrix convolution operation, i.e., for
A. Room model
We assume that the energy of the direct signal coming from the loudspeakers is small at the microphone positions compared to the energy of the diffuse sound field such that there is no strong coupling between particular pairs of loudspeakers and microphones which degrades the system's stability. 12, 26 Therefore the power of each individual room transfer function H ij ðxÞ between the ith loudspeaker and the jth microphone can be modeled using a Rayleigh distribution, 27 i.e., the probability density function of the power spectrum p ¼ jH ij ðxÞj 2 is
where the variance r 2 is equal for any i and j. However, neighboring gains of the power spectrum p are not independent due to the exponential decay of the room impulse response. Above the Schroeder frequency, the meancorrected power spectrump ¼ p À p, where p is p averaged over frequency, has the normalized frequency correlation
where Dx is the angular frequency distance between two spectrum pointspðxÞ andpðx6DxÞ and T 60 is the reverberation time. For more comparable values, we define the normalized frequency distance as DxT 60 . The normalized frequency correlation of 0.2 is used as the threshold to almost independent, which corresponds to the normalized frequency distance of Dx I T 60 ¼ 27:6. 12, 26 Hence for a reverberation time of 1 s, this is a frequency distance of 4.4 Hz.
Further, we assume that the spatial distance between the loudspeakers and the distance between the microphones is sufficiently large such that the correlation between different loudspeaker and microphone pairs is close to zero.
B. Feedback processing
In this work, the processing matrix is designed around linear, periodically time-varying (LPTV) filters, out of which the complex amplitude modulator
, is a simple instance. Despite its simplicity, the single sideband modulation has been shown to reach the maximum theoretical stability limit achievable by a timevarying system. 12 Among general time-varying filters, LPTV filters have a relatively simple frequency domain behavior as they can be represented as the sum of the frequency response of the mainband and sidebands. 29 The complex amplitude modulator in Eq. (5) has only a single sideband and its Fourier transform is
where d is the Dirac delta function. Other LPTV filters such as delay or phase modulators with more complex sideband behavior have been studied for the single channel case. 30 However, many important properties of the modulator can be studied in the single sideband case and generalized to multiple sidebands. For this, the present work is restricted to the analysis of single sideband modulation. For processing real-valued time domain signal, the processing matrix XðtÞ is real valued and the corresponding frequency domain representation XðxÞ is Hermitian symmetric, i.e., X Ã ðxÞ ¼ XðÀxÞ:
FIG. 1. Frequency-domain representation of a multichannel sound system with time-varying processing consisting of complex amplitude modulators.
To apply the complex amplitude modulator [Eq. (5)] in a real-valued processing matrix, we introduce linear, TI forward and backward transformation matrices UðtÞ and U H ðtÞ such that
where x M ¼ ½x 1 ; …; x N is the vector of the N modulation frequencies. The corresponding frequency domain representation is
Additionally, it is desirable that the transformation matrices do not change the total energy, thus UðxÞ is unitary, i.e.,
where I is the identity matrix. Figure 1 shows the setup of the multichannel sound system described in Eqs. (1) and (9).
C. Modulation techniques
In this section, we review two time-variation techniques, which implement the processing matrix XðxÞ as defined in Eq. (9) .
The FS technique is a special case of the phase modulation with only a single sideband. The complex amplitude modulation in Eq. (5) is applied to the analytic form of the microphone signal, which is in turn derived from the realvalued signal by the Hilbert transform. 12 The transformation matrix of the frequency shifter XðxÞ is
where HðxÞ ¼ Àı sgnðxÞ is the transfer function of the Hilbert transform and sgnðxÞ is the sign function. We confirm that XðxÞ realizes both a unitary and Hermitian symmetric processing,
and
Condition (13) can be explained intuitively as any signal which is shifted over the zero frequency point is no longer realvalued. In practical implementations, the transformation matrices are typically chosen asymmetrically such that the Hilbert transform is applied only once and the backward transform is merely an extraction of the real valued part of the signal (Ref. 31, 77 pp.). Alternatively to FS, the processing can be realized by a MM, i.e., a fixed set of frequency-independent eigenvectors U and time-varying eigenvalues k x M ðtÞ, such that the timedomain representation is
In compliance with Eq. (10), the eigenvectors U are chosen to be unitary. The time-domain processing matrix XðtÞ is real if the eigenvectors and eigenvalues appear in complex conjugate pairs, 18 i.e., there is a disjunct pairing of i and j such that
where u i is the ith row of the matrix U. For even N, we reorder the matrix such that
For odd N, there is an additional fixed eigenvalue with a modulation frequency of zero. 18 For simplicity N is assumed to be even in the following. We show that XðxÞ is Hermitian symmetric for MM
Further details on the implementation of MM and its computational complexity can be found in Ref. 32 .
Whereas FS is a single channel technique, which is applied independently to each channel, MM is inherently a multichannel technique, which introduces parameter dependencies between the channels as given in Eq. (15) . It is an advantage of the positive and negative sidebands of MM that there are no constraints on the valid frequency shift range [Eq. (13)] and no approximation problems of the ideal Hilbert transform. On the other hand, the single sideband technique has an ideal stability improvement for both single and multichannel setups. 12 The following analysis shows that the MM technique performs in multichannel setups close to the theoretical maximum. Four conditions will be studied in the analysis:
• TI: All frequency shifts are zero. Therefore, the same frequency is repeated in each traversal of the room transfer matrix.
• FS: In the theoretical analysis of FS, all modulation frequencies are conveniently chosen to be equal, i.e.,
Therefore, the frequency shift increases uniformly with each traversal of the room transfer matrix and is never repeated. For practical implementations different frequencies with equal sign will give similar stability improvements but less repetitive audible artifacts.
• MM 0 with no spread: All positive and negative modulation frequencies are equal, i.e., x 1 ¼ Á Á Á ¼ x N=2 . Therefore, the frequency shift can increase or decrease by the same amount in each traversal of the room transfer matrix such that the same frequencies may repeat regularly.
• MM 50 with 50% percent spread: The frequency shifts are linearly distributed around a mean modulation frequency x M such that x M ¼ ½0:5; …; 1:5; À1:5; …; À0:5 x M . Thus only specific paths through the room transfer matrix create shift backs to the original frequency and the same frequencies are only repeated rarely.
III. STABILITY OF TIME-VARYING MULTICHANNEL SOUND SYSTEMS

A. Stability under time-variation
In this study, we are primarily concerned with the stability of the system. As the processing matrix in Eq. (9) 
For a unitary transformation matrix UðxÞ;HðxÞ has the same statistical distributions as HðxÞ. 33, 34 Aggregating the modulation functions into the room transfer functions yields
wherẽ Substituting the loudspeaker outputỹðxÞ recursively in Eq.
yields
The total power in all channels that contribute toỹðxÞ after M iterations through the feedback loop is the total input power multiplied by the power gain given by
where k Á k F denotes the Frobenius norm. The average gain per iteration is then
The stability condition of multichannel systems can be either based on the maximum real value or the maximum magnitude value of the transfer matrix, 22, 25 whereas the magnitude criterion is the more conservative approach. For a sufficiently high number of iterations M, the probability of instability is
and the gain-before-instability (GBI) l GBI is the gain with 50% chance of instability,
The closed form derivation of the probability of instability, given in Eq. (22), is hardly feasible. Instead a statistical approach is taken to estimate the joint probability distribution of the gain per iteration.
B. Statistical approach to estimating the stability improvement
In this section, a statistical analysis of the stability improvement by means of feedback modulation is presented. The stability criterion given in Eq. (22) is a joint probability of K random variables representing frequency bins in the operating bandwidth B, such that
where K is large enough to sufficiently sample the operating bandwidth, namely, K > B T 60 . 21 The sufficient sampling derives from Eq. (4): the longer the reverberation time, the lower is the correlation between neighboring frequency bins and the more frequency bins might be independent. In contrast to earlier studies, 12 the current approach does not suffer from oversampling the gain per iteration as the correlation between all frequency bins are taken into account.
The estimation of Eq. (24) is performed in three steps:
(1) Estimating the gain distribution C l ðxÞ, (2) estimating the covariance matrix R of the gains C l ðx 1 Þ; …; C l ðx K Þ, (3) estimating the joint probability of instability by combining the two previous steps.
Gain distribution
The gain per iteration C l ðxÞ depends linearly on l 2 such that the distribution of C l ðxÞ can be derived from the distribution of C 1 ðxÞ. Further, the statistical distribution is equal for any x if we neglect aliasing effects at the border of the frequency range. The gain per iteration also depends on the number of iterations M, which influences the amount of modulation that is applied to the feedback loop. This present work follows the choice of M ¼ 50 in Ref. 12 as a practically relevant amount of iterations, which is applicable up to very long reverberation times and high feedback gains. Figure 2 shows the cumulative distribution function F C 1 ðgÞ ¼ PfC 1 ðxÞ gg estimated from a Monte Carlo simulation of Eq. (21) with a sufficiently large mean modulation frequency x M ¼ Dx I . It can be observed that the overall gain level increases with the number of channels N due to the increasing number of contributing channels. All modulation schemes consistently decrease the maximum gain and diminish the variance, both tendencies eventually contributing to the system's stability. Figure 3 illustrates the idea of the sufficiently large modulation frequency mentioned above. Two setup sizes (N ¼ 4 and 16) and two cumulative distribution probability levels [F C 1 ðgÞ ¼ 0:5 and F C 1 ðgÞ ¼ 0:95] are depicted along an increasing normalized mean modulation frequency x M T 60 . The distribution of the TI case is only given as a reference as it is not affected by the modulation frequency. All modulation schemes converge with higher modulation frequencies toward the values given in Fig. 2 . The threshold normalized mean modulation frequency Dx I T 60 ¼ 27:6 is indicated for reference. It can be seen that the target cumulative distribution is reached already by lower modulation frequencies, and even lower for a higher number of channels N. This may be explained by the fact that the correlation [Eq. (4)] is only introduced for a certain pair of loudspeakers and microphones: The more channel pairs the less likely a sound traverses a path between an earlier pair again.
Correlation of the gains
Let us first consider the covariance r between two frequencies of the gain per iteration C l ðxÞ. The covariance r is only dependent on the frequency distance, which is a direct consequence of the frequency distance depending single channel correlation [Eq. (4)] and the identical distribution of C l ðxÞ independent of x. As the feedback gain l 2 is merely a linear factor, it does not have an influence on the covariance r. By the definition of the normalized frequency correlation given by Eq. (4), the covariance is defined on the zero-mean gain distributionĈ 1 ðxÞ ¼ C 1 ðxÞ À C 1 ðxÞ:
is the so-called autocovariance ofĈ 1 ðxÞ. For better comparability Fig. 4 depicts the correlation function, i.e., the normalized covariance using the estimated gain distribution of Fig. 2 . The correlation of the TI case is only high between directly neighboring frequencies, in fact similar to the correlation of the single channel q in Eq. (4). The large mean modulation frequency x M % 2Dx I allows to distinguish individual correlation peaks, however applications may employ rather small mean modulation frequencies such that the correlation peaks move close together. For the modulation schemes, the correlation is additionally high if the frequency distance is an integer linear combination of the modulation frequencies The correlation reduces overall with distance, which is directly affected by the number of iterations M. For FS and MM 0 with equal absolute modulation frequencies, the correlation exhibits a comb like shape. For MM 50 , the correlation function is smoother as there are less regular combinations in Eq. (26), which becomes even smoother for a larger number of channels N. The higher the covariance between two frequencies rðDxÞ, the less they will contribute independently to the joint probability of the overall gain [Eq. (24)]. We demonstrate this with two extreme cases:
• The gains along frequency are entirely independent, i.e., rðDxÞ ¼ 0, which is similar to the covariance resulting from a TI process with very large T 60 . The probability of instability is then
:
• The gains along frequency are entirely correlated, i.e., rðDxÞ ¼ 1, which is similar to the covariance resulting from a frequency shift process with small T 60 , small modulation frequency, and large M. The probability of instability is then
As we are interested in a small probability of instability and as 1 À F C l ð1Þ < 1 À F K C l ð1Þ for K > 1, these two extreme cases motivate the positive influence of the correlation between frequency points on the system stability. As required in step (3), it is necessary to know the covariance matrix R 2 R KÂK of the joint probability in Eq. (24) and its decomposition LL H ¼ R. 35 The covariance matrix R is, as a consequence of Eq. (25), a symmetric, positivesemidefinite Toeplitz matrix. Due to the typically large size of R, often K > 10 000, it is computationally necessary to introduce additional structure in R. The autocovariance decreases rapidly compared to the bandwidth as M x M ( B and therefore the covariance can be approximated by a symmetric, circulant matrix R C :
The eigenvalue decomposition of a circulant matrix can be given by the discrete Fourier transform (DFT)
where U DFT is the DFT matrix, andr C is the Fourier transform of r C ¼ ½r C;1 ; …; r C;K > .
Because R C is real, symmetric, and semi-positive definite, L is real as well. The matrix multiplication with L can then be performed by vector based operations only and is therefore highly efficient. 
Joint probability of the gains and GBI
The joint cumulative distribution function in Eq. (24) can be described based on the cumulative distribution of the frequency samples and their covariance. Sklar's Theorem explains this relation 37 FðgÞ
where C R : ½0; 1 K ! ½0; 1 is the Gaussian copula with covariance matrix R,
where U À1 is the inverse cumulative distribution function of a standard normal and U R is the joint cumulative distribution function of a multivariate normal distribution with mean vector zero and covariance matrix equal to the correlation matrix R. The Gaussian copula C R can be approximated by a Monte Carlo simulation using the decomposition of the covariance matrix L in Eq. (30). 35 Figure 5 shows the resulting P inst ðlÞ for N ¼ 4 and N ¼ 16. Similar to the gain distribution, the attainable gain for a higher number of channels is generally lower. Also the attainable gain increases in the order of TI, MM 0 , MM 50 , and FS. However, the difference between MM and FS is smaller for a higher number of channels. Both probability of instability for the TI and FS schemes matches well the results given in Refs. 12 and 25. Figure 6 summarizes the GBI for TI, MM, and FS for the different number of channels N. Although the GBI of both TI and frequency shifted feedback decreases, the possible GBI improvement with time-variation also diminishes with a higher number of feedback channels N. It has been shown that the GBI improvement of the FS is very close to the theoretical maximum. 12 The GBI improvement of MM is lower than FS for a smaller number of channels, but is increasingly closer to the theoretical maximum for a higher number of channels, which is especially true for MM 50 with spread modulation frequencies. This proves that for N ! 8, the GBI improvement of MM 50 is equal to FS. For N ¼ 1, the statistical estimation yields 2.2 dB as the GBI of FS and À9.2 dB as the GBI for TI, which is in agreement with the results in Refs. 9, 12, and 25.
C. Necessary modulation frequency
As we have seen in Fig. 3 , the necessary frequency shift to achieve the maximum GBI improvement may be typically lower than the correlation distance Dx I for a covariance of 0.2. From the statistical approach, we give further experimental results on the necessary frequency of the modulation. Figure 7 depicts the GBI for the TI, MM, and FS along with the mean modulation frequency for N ¼ 4 and N ¼ 16. The GBI of the TI is static and given only for reference. The GBI improvement increases quickly with the modulation frequency and reaches the target consistently for 20%-25% of the correlation distance Dx I T 60 . This is an important fact when evaluating the usable feedback gain in the following listening test.
IV. COMPARATIVE EVALUATION
In this section, we give a comparative evaluation of FS and MM, laying out the advantages and disadvantages of both techniques beside the GBI improvement. A listening test compares the subjective effect of FS and MM.
The audible artifacts due to the complex modulation are detuning of harmonic sounds and beating effects with nearby frequencies. This effect is particularly severe as the frequency shifts are applied repeatedly to the signal. FS exhibits a sweep like shifting of harmonic tones as all frequency Fig. 7 , however, the modulation frequency of 1.5 Hz with T 60 ¼ 0:75 s has been found to be sufficient for maximum stability improvement. To compare the subjective effect, both FS and MM have been tested with the same modulation frequency of 1.5 Hz. A setup of N ¼ 16 microphones and loudspeakers with ideal frequency response has been employed. The room transfer functions are idealized room impulse responses of exponentially decaying Gaussian noise with T 60 ¼ 0:75 s and equal energy. To account for different microphone and loudspeaker distances random onset delays between 10 and 40 ms have been introduced. The transfer functions between the source and the microphones, and the loudspeakers and the receiver, have been omitted as they have no influence on feedback coloration. The anechoic test items were processed by this multichannel sound system simulation and played back on headphones to ensure a reproducible test environment. 38 A MUSHRA 39 listening test has been conducted to evaluate the subjective performance of FS and MM. Table I summarizes the test conditions. The reference condition was a TI convolution with a simulated impulse response. The impulse response was taken from the complete simulation under the third condition (FS with x M ¼ Dx I ) at a random single time instance such that the reverberation time and frequency characteristics were similar but not exhibiting any modulation artifacts. The anchor condition was a TI simulation of the sound system close to the instability threshold, thus exhibiting strong ringing modes which are degrading the quality. The remaining three conditions employ either FS or MM allowing the comparison of the algorithms and the strength of modulation frequency. The resulting assisted reverberation time was 2.1 s. The modulation artifacts have been found to be most critical for pure harmonic content and low frequencies and less severe for transient and noisy sounds. To allow a rigorous rating the following three test items have been curated: jazz bass pizzicato with low end rhythmic and harmonic sounds, long notes of a flute with pure harmonic content, and a piano arpeggio over the full keyboard range. Eight expert listeners with a background in sound engineering and acoustical signal processing participated in the test. Figure 8 shows the box plot results of the MUSHRA listening test. Depicted are the median and 25% and 75% percentiles of the individual and aggregated items to illustrate the rating data distribution. 40 The TI reference and anchor stimuli have been identified consistently by all participants. All three items also have been rated consistently by all participants. FS with strong modulation was rated equally low like the anchor stimulus reproducing that there is no usable GBI improvement for this condition. 12 However, FS with only the necessary modulation frequency allows already a considerable improvement from poor to fair. The largest improvement can be found by MM, whose ratings range between good and excellent. Some participants have commented on the positive aspects of MM introducing a smooth and lively quality to the reverberation which is consistent with findings in Ref. 18 .
V. CONCLUSION
The present work proposed a statistical approach to estimate the stability improvement of multichannel sound systems with complex amplitude modulation feedback. The statistical approach generalizes analytical approaches to estimate the GBI of TI feedback and FS with arbitrary modulation frequencies. The recently proposed MM technique, which has both positive and negative modulation frequencies, is discussed within the statistical framework and compared to the FS technique. It has been shown that the possible stability improvement of both modulation techniques is equal for a higher number of channels. A listening test demonstrated the subjective preference of MM over FS allowing higher subjectively usable feedback gains. Therefore, MM has been demonstrated as a promising technique to improve the stability and subjective quality of multichannel sound systems.
