This paper is devoted to the design and analysis of some structure-preserving finite element schemes for the magnetohydrodynamics (MHD) system. The main feature of the method is that it naturally preserves the important Gauss law, namely ∇·B = 0. In contrast to most existing approaches that eliminate the electrical field variable E and give a direct discretization of the magnetic field, our new approach discretizes the electric field E by Nédélec type edge elements for H(curl), while the magnetic field B by Raviart-Thomas type face elements for H(div). As a result, the divergence-free condition on the magnetic field holds exactly on the discrete level.
Introduction
Magnetohydrodynamics (MHD) studies the interaction of electromagnetic fields and conducting fluids. Applications of MHD on different scales can be found in many disciplines such as astrophysics, engineering related to liquid metal, and controlled thermonuclear fusion. There is vast literature devoted to various aspects of MHD. In this work, we focus on an incompressible MHD model, and discuss an energetically stable mixed finite element discretization that preserves the divergence-free condition for the magnetic field.
We model the interaction of a fluid, with fluid velocity denoted by u, fluid pressure p, an electric field E, and a magnetic field B. Given a bounded domain Ω ⊂ R 3 , we consider the following dimensionless MHD model for x ∈ Ω and t > 0: and the boundary conditions are given for x ∈ ∂Ω and t > 0
For the sake of simplicity, we assume that all parameters are positive constants (since it is straightforward to generalize the main results in the paper to the variable coefficient case). The primary unknown physical variables in the model are the velocity of fluid u, the pressure p and the magnetic field B. These quantities, once known, uniquely determine the electric field E and volume current density j. This model is a combination of the incompressible Navier-Stokes equations and reduced Maxwell's equations, see [25] for more discussion on the model. The motion of fluid and electro-magnetic field is coupled by Lorentz force in equation (.a).
One major focus of this paper is the preservation of the Gauss law of magnetic field (.d) on the discrete level (to simplify exposition, this condition is referred to as the divergence-free condition below). The divergence-free condition is a precise physical law in electro-magnetics, which plays a critical role in the MHD system and its simulations. This condition means that there is no source of the magnetic field in the domain. In other words, it guarantees that no magnetic monopole exists. It is easy to see that ∇ · B = 0 is implied from (.c), provided that the initial value B 0 in (.) is divergence-free.
Therefore, a basic assumption in this paper is that the initial data in (.) satisfies
Based on the previous argument, the divergence-free condition is automatically satisfied on the continuous level. However, this condition may no longer be true on the discrete level, if no special care is taken. The importance of the divergence-free condition on discrete level in MHD simulations has been rigorous analyzed, for example, in [15, 14] . It has been observed that small perturbations to this condition can cause huge errors in numerical simulations of MHD [15, 14, 30, 24, 68] . A famous conclusion drawn by Brackbill and Barnes is that violation of the divergence-free condition on the discrete level will introduce a strong non-physical force [15] . This results in a significant error in numerical simulation [24] . In view of energy conservation, violation of this condition leads to a non-conservative energy integral [15] ,
and the error is proportional to the divergence of magnetic field. In contrast, the possible nonzero ∇ · u does not affect energy conservation, as long as the convection term is dealt with appropriately. Preserving the divergence-free condition on the discrete level is a topic that has been extensively studied in literature. There are many approaches to achieving this goal for various forms of MHD models (such as ideal MHD, Hall MHD, resistive MHD), which can be classified mainly as divergence-cleaning methods, constrained transport methods, divergence-free bases and the like. An in-depth review on these methods can be found in [68] .
The Potential-based method is widely used in simulations of MHD system. One either introduces a vector potential to write B = ∇ × A [44, 31, 19, 67, 45, 57, 40] , or a scalar potential to B = −∇ψ and solves ∆ψ = 0 [9] . For other variations of this approach, refer [22] .
The Lagrange multiplier method, or 'augmented' method, is also a popular approach. An additional term ∇r is introduced into to the induction equation, analogous to the pressure term in fluid momentum equation. In this approach, B is weakly divergence-free [46, 28, 69, 66, 64, 63, 17, 21] (and reference therein).
The Divergence-cleaning method is another common strategy. The central idea is to project the intermediate numerical solutionB to a divergence-free subspace by a linear operator. One such method was first used by Brackbill and Barnes in [15] , which is also referred to as projection method. Later it was used in combination with finite volume method [68, 7] . Another method is the hyperbolic divergence-cleaning method, which corrects the divergence error by solving a hyperbolic equation [27] .
The Constrained transport method was first introduced by Evans and Hawley [30] for the ideal MHD equations. It is based on the Yee scheme [73] for Maxwell's equation. The motivation is to mimic the analytic fact that div curl u = 0 for arbitrary u ∈ H(curl) on discrete level. For MHD systems, this method is further developed by DeVore [29] , Dai et al. [23] , Ryu et al. [62] , Liu et al. [51] , Balsara et al. [8, 6] , Fey et al. [32] ,Londrillo et al. [53] , Rossmanith [61] , Helzel et al. [38] . A comparison between divergence cleaning and this method is provided in [7] .
Divergence-free bases are another means of satisfying the divergence-free condition. The variables are discretized by divergence-free basis [72, 74] as in the Stokes (Navier-Stokes) equation, and [18] for MHD equation. This idea can be also used in combination with a discontinuous Galerkin (DG) method [20, 48, 49, 71] .
Other methods are also used to preserve the divergence-free condition. For example, the 8-wave formulation of MHD equations [58] or methods relying on the original mathematical structure of the equations [36] . More techniques used on the conservation law can be found in [68] .
The discretization we adopt in this paper is based on finite element methods. There has been a lot of research on finite element methods for MHD systems, for example, [36, 1, 70, 33, 35, 65, 37, 66, 41, 59, 4, 10, 67, 5] . In view of the Sobolev spaces used for the magnetic field variable B, existing finite element methods can be roughly classified into two different categories: the first uses H(grad), and the second uses the H(curl) space.
For methods based on H 1 (Ω), we refer to [36, 1, 70, 33, 41, 4] . Most of these methods only preserve the divergence-free of B in a weak sense, for example, Schötau [66] , by adding a Lagrange multiplier r ∈ H 1 (Ω) to numerical formulation. The convergence of some of these methods are not guaranteed on non-smooth concave domains [43, 54] . For discretization of H(curl) for B, we refer to [35, 65, 37, 66, 59, 10, 5] . Again, these discretizations only assure the divergence-free condition for B in a weak sense.
In view of the Sobolev spaces used for the magnetic field variable B, we use H(div) as a basis in the finite element discretization scheme studied in our paper. To accomplish this, we discretize the electric-field variable E in H(curl). Similar to Maxwell equations, we view the electric field E as 1-form and magnetic field B as 2-form and discretize these two variables by the corresponding discrete 1-form and 2-form. More specifically, we use a mixed finite element formulation that discretizes E in H(curl) by Nédélec elements [55, 56] , and discretizes B in H(div) by RaviartThomas elements [60] .
In our new discretization of the MHD system, Faraday's law still holds exactly on the discrete level and, as a result, the Gauss law is automatically satisfied. Thanks to the exact preservation of both Faraday and Gauss laws, our discrete finite element schemes also has many desirable mathematical properties (such as energy estimates) and well-posedness (existence, uniqueness, and stability) can be rigorously established by using the classic theory of Brezzi [16, 11] for the mixed finite element method.
In our formulation and analysis, we make use of well-established numerical techniques and relevant mathematical theories for solving Maxwell equations that are based on discrete differential forms or finite element exterior calculus, see work of Bossavit [12, 13] , Hiptmair [39] , Arnold et al. [2, 3] . In particular, we employ a mixed finite ele-ment formulation for the Hodge Laplacian in an abstract framework studied by Arnold, Falk and Winther in [2, 3] .
The rest of the paper is organized as follows. Notations and introduction to finite element spaces are given in §2. A new variational formulation and energy estimates (both continuous and discrete cases) are presented in §3. Linearized discrete schemes based on Picard and Newton iterations are analyzed in §4. We close in §5 with some concluding remarks.
Preliminaries
As mentioned above, we consider our MHD model in an open bounded domain Ω ⊂ R 3 . We assume that Ω has a Lipschitz continuous boundary. We remark that Ω is not assumed to be convex. For simplicity of exposition, we assume that Ω is a simply connected polygon in the rest of the paper.
Sobolev spaces
We briefly introduce notation for some standard Sobolev spaces. First, the L 2 inner product and norm are denoted by (·, ·) and · respectively:
With a slight abuse of notation, L 2 (Ω) will be used to denote both the scalar and vector L 2 spaces. Given a linear operator D, we define:
Here, t D is the trace operator:
We note that L 2 (Ω) can be viewed as H(id, Ω). And we often use the following notation:
When D = grad, we often use the notation:
We further define:
We use the space L p and H −1 with norms denoted by
and also the following space
We will make the following assumption for the data throughout the paper:
Finite element spaces
With the notation introduced in the previous sections, we use the following Sobolev spaces for the physical variables:
We use familiar finite element spaces to discretize the above variables as described below.
Finite element spaces for
We use the well-studied finite element spaces, namely the Nédélec edge elements and Raviart-Thomas face elements (and their generalizations) for H 0 (curl; Ω) and H 0 (div; Ω) respectively. There is now a unified theory for these types of elements, see [39, 2] . These finite element spaces are best described in terms of the discrete de Rham complex. Figure 1 illustrates the exact sequences on both continuous and discrete levels and, in Figure 2 , the degrees of freedom (DOF) of one family of the finite elements of lowest order. We will use V c and V d to denote H 0 (curl; Ω) and H 0 (div; Ω):
and V 
and the discrete space:
Stable Stokes pairs for
(Ω) We use V h to denote the finite element subspace of H 1 0 (Ω) 3 and Q h for subspace of L 2 0 (Ω). The basic requirement of this pair of finite element spaces is that they satisfy the following inf-sup conditions:
for some positive constant β that is independent of h. Many existing pairs of stable Stokes elements can be used, like Taylor-Hood elements [34, 11] . We define
We note that
but on the discrete level
where P h : L 2 (Ω) → Q h is the projection, defined as follows:
Remark 1. Sometimes, we may use all four spaces in one of the exact sequences, for example, the second or third sequence in the four resolutions of R 3 to discrete all the four variables (u, E, B, p).
But, in general, V h is not necessary the same as the discrete H h 0 (grad; Ω) nor Q h is necessarily the same as the discrete space L 2 0,h as shown in Figure 1 . There is another interesting use of the spaces in Figure 1 . As studied in [20, 26] for a DG formulation. One could take the following Stokes pair from Figure 1 as
But we will not discuss this choice in detail in this paper.
On the boundary conditions for the MHD model
The boundary conditions (.)-(.) call for some explanations due to the fact that the MHD model only employs some, but not all, of Maxwell's equations. The boundary condition (.) for u is standard for NS equation. For simplicity, the pure Dirichlet boundary condition is considered here. The boundary conditions (.) and (.) are actually not independent. More precisely, the boundary condition (.) implies (.) whenever the initial condition satisfies B 0 (x) · n = 0, for any x ∈ Ω. This is due to the relation div ∂Ω (E × n) = (∇ × E) · n| ∂Ω , see [54, 11] .
Variational formulation and finite element discretizations
The first task in designing our new method is to introduce an appropriate variational formulation for (.a)-(.e) with given boundary conditions and initial data.
Basic spaces and weighted norms
We observe that it is convenient to group the variables (u, E, B) to form the following mixed pair of Sobolev spaces:
and the corresponding finite element spaces:
We also use the following subspaces
and the corresponding finite element spaces
For a unified presentation for both the continuous and discrete formulations, we also use the same notation X, Q and X u,0 , X B,0 to denote the corresponding finite element spaces:
and
Let k be a positive number that denotes the time-step size. We introduce the following weighted Sobolev norms for both the continuous Sobolev spaces and the corresponding finite element spaces: for any
For any (u, p) ∈ V × Q, we define
When u ∈ V h , P = P h is the L 2 -projection defined by (.). Otherwise, we take P to be the identity operator. The norms of X and Q are defined in a standard way:
Correspondingly, the term k −1 P∇ · v vanishes in the norm of X u,0 ; and in norm of X B,0 , we have ∇ · B = 0. Dual norms are defined as
Variational formulation and finite element discretizations
There are many different possible variational formulations for the MHD models. A prominent feature of the formulation used in this work is that the electric field is kept, while the divergence-free condition on the magnetic field (.d) is not explicitly enforced. In many existing discretizations, the electric field is eliminated, and a Lagrangian multiplier is introduced to preserve the divergence-free condition of B (in a weak sense). By maintaining the electric field E as an independent variable, the divergence-free condition (.d) is satisfied naturally and precisely on both the continuous and discrete levels. We have four independent physical variables in our formulation, namely, the fluid velocity u, the fluid pressure p, the electric field E, and the magnetic field B.
The variational formulation used for both continuous (.) and discrete levels (.) is as follow. Problem 1. Find (u, E, B) ∈ X and p ∈ Q such that for any (v, F , C) ∈ X and q ∈ Q,
where j is given by Ohm's law:
We use the implicit Euler scheme to discrete the time variable in Problem 1 and to obtain the following approximation of the MHD model:
where
We note that the special treatment of the nonlinear convection term in (.) and (.) is based on the following identity that holds for ∇ · u = 0,
This is a classical stabilization technique (c.f. [66] ) when X × Q is given by (.) and ∇ · V ⊂ Q. 2. When X × Q is given by (.), Problem 1 gives a semi-discretization (in space) and Problem 2 gives a full discretization for Problem 1.
When considering the spatially discrete problem given by (.), we need to specify (u 0 , B 0 ) ∈ X h . Naturally, the choice for (u 0 , B 0 ) ∈ X h should be a good approximation of the continuous initial date as given in (.) and (.). While the choice of (u 0 , B 0 ) ∈ X h is not unique, we require that the following condition be satisfied:
One way to assure this condition is to use the interpolation operator Π div h as shown in Figure 1 :
Thanks to the commutative diagram illustrated in Figure  1 , B 0 satisfies (.) because of (.) and
Theorem 1. Assume that X × Q is given by (.). At each time step n, any solution (u n , E n , B n ) ∈ X of the fully-discrete finite element scheme Problem 2 satisfies the Gauss law exactly:
Proof. By (.), we have
Taking divergence on both sides, we have
The desired result then follows by induction and (.).
Energy estimates
Next, we establish some energy estimates for both continuous and discrete MHD systems. An energy estimate often refers to an a prior estimate for the solution to a system of partial differential equations for many physical systems including MHD. In view of physical properties, it shows the conservation or decay of the total energy of the physical system. For mathematical qualitative analysis, it provides crucial technical tools for understanding stability and well-posedness of the underlying PDE. For numerical analysis, it gives us insight and guidance to the design of appropriate discretization schemes that inherit the energy estimate from the continuous level. More importantly, the technical process of deriving the energy estimate also provides clues about the relationships between different physical quantities.
Theorem 2. For any (u, B, E) ∈ X and p ∈ Q that satisfy (.)-(.), the following energy estimates hold
where u 0 and B 0 are the given initial data.
Proof. Taking v = u in (.), we obtain
Taking C = B in (.) and F = E in (.) , we obtain
Adding (.) and (.) and using Ohm's law (.),
which leads to (.). Using the simple inequality,
The second estimates then follow easily.
The above energy estimate for the continuous MHD system (.a)-(.d) is wellknown, see e.g. [51, 52, 50] . We have designed our finite element discrete scheme in such a way that a similar cancellation also occurs on the discrete level, as a result we have extended this estimate to finite element semi-discrete system (.a)-(.d).
Similarly, we have the following energy estimate for Problem 2.
Theorem 3. For any (u n , B n , E n ) ∈ X and p n ∈ Q that satisfy (.)-(.) the following energy estimates hold
The proof of the above theorem is omitted here as it is analogous to that of Theorem 2 and of Theorem 6 below.
Linearization of the nonlinear Problem 2
For each time-step, Problem 2 is a system of nonlinear equations. We can use either Picard or Newton iteration or a combination of the two to linearize these nonlinear systems.
Picard linearization is obtained by fixing certain variables of the nonlinear terms and solve the remaining linear terms; this does not yield a unique linearization. We prove that the following Picard linearization scheme has some desirable mathematical properties.
Algorithm 1 (Picard iteration). Given
where j n,m n,m−1 := E n,m + u n,m × B n,m−1 .
Unlike Picard linearization, the Newton linearization technique gives a unique linearization, by simply taking the Fréchet derivatives of the nonlinear terms in (.)-(.). We choose not to modify the convection term (u · ∇u, v) by (.) in our Newton linearization scheme because such a modification does not improve the formulation's mathematical properties.
Algorithm 2 (Newton iteration). Given
Theorem 4. Let X × Q be given as in (.). Then, for sufficiently small k, both Algorithm 1 and Algorithm 2 are well-defined and have unique sequence of solutions.
The above theorem is similar to Theorem 5 and has an analogous proof. We would like to point out that, using a fixed-point argument similar to that in [47] , it is possible to establish the following results: At each time step, if k is sufficiently small, 2. Both Algorithm 1 and Algorithm 2 converge to a solution of Problem 2 as m → ∞.
The proof for these results are quite technical and lengthy and are not included in this paper. In the rest of this paper, we focus on the linearized discretization schemes based on Picard and Newton linearization.
Linearized discrete schemes
In the previous section, we proposed Picard and Newton methods as iterative linearization schemes to solve the nonlinear discrete Problem 2. Instead of solving the discrete nonlinear Problem 2, however, we can also use the Picard and Newton methods as a single step linearized discretization scheme at each time step.
Finite element discretization based on Picard and Newton linearization
Similar to Algorithm 1, we propose the following linearized discrete scheme by the Picard method.
By making the convection term explicit, a simplified Picard linearization can be obtained,
with the same j n n−1 as that in Problem 3.
One feature of this scheme is that the underlying stiffness matrix is symmetrized. Analogous to Algorithm 2, we propose the following linearized discrete scheme by Newton method.
While the above linearized schemes are valid for both the continuous and discrete cases, we state the following theorem for the discrete scheme only.
Then, for sufficiently small k, we have for all n ≥ 1,
1. Both Problems 3 and 5 have unique global solutions:
2. Solutions to Problems 3 and 5 satisfy the following property strongly:
Remark 4. For the Picard iteration Problem 3, it can be proved that the above theorem holds if
This condition is rather stringent and whether this constraint can be relaxed is a subject of further investigation. We note, however, that the discrete problem has a global solution for all n under this condition.
As Theorem 5 is a special case of Theorem 7 and Theorem 9, its proof is omitted.
In the following subsections, we first focus on Picard linearization, its energy estimate, and well-posedness. Afterwards, we turn to Newton linearization, and give similar results.
Energy estimates
One desirable feature of our Picard linearization scheme Problem 3 is that it satisfies an energy estimate on both continuous and discrete levels that is analogous to the original problem as shown in Theorem 2.
Theorem 6. Any solution of Problem 3 satisfies the following estimates
(.)
Take C = B n in (.) and F = E n in (.),
Adding (.) and (.) to eliminate the Lorentz force, and using Ohm's law:
The desired results follow by combining the above two estimates with the following simple inequality:
For Newton linearization, energy estimates are not as neat as those for Picard linearization. Under some appropriate assumptions, for sufficiently small k, we can establish the following energy estimates for any solution of (.)-(.):
where energy E n is defined as
Here M 1 and M 2 are positive constants which only depend on B n−1 , u n−1 , E n−1 and k.
Mixed formulations
In this subsection, we formulate Algorithm 1 for Problem 3 as a mixed problem and then establish its well-posedness. We use u − = u n−1 and B − = B n−1 to denote known velocity and magnetic field, either from the previous time step or iteration step.
Two mixed formulations for Picard and Newton linearizations
For ξ = (u, E, B), η = (v, F, C) ∈ X and p, q ∈ Q, define bilinear forms a 0 (·, ·), a(·, ·) on X × X, and b(·, ·) on X × Q, by
For Newton linearization, we define bilinear form a N,0 as:
Picard methods. We consider the following problem as a general model of Algorithm 1 for Problem 3.
(.)
We also give an equivalent problem, for which the equivalence and its well-posedness will be shown below. 
Problem 7.
Given h ∈ X * and g ∈ Q * , find (ξ, p) ∈ X × Q, such that
(.)
As an immediate observation of Problem 7, we have Lemma 3.
Lemma 1. Assume h satisfies (.). The solution of Problem 7 satisfies
Proof. We also use V d to denote both continuous and discrete level. By (.), we get
This implies that ∇ · B = 0.
, and k is sufficiently small:
More precisely, for any h ∈ X * and g ∈ Q * , there is a unique (ξ, p) = (u, E, B, p) ∈ X × Q that solves Problem 7 and satisfies:
The proof of the above theorem is given in the following subsection. As a result of Lemma 1 and well-posedness of Problem 7, we have theorem 8.
Theorem 8. Problem 6 is well-posed.
Proof. By (.), we have h ∈ X * . With such data h and g, by Theorem 7, Problem 7 has a unique solution which, thanks to Lemma 1, is also a solution of Problem 6. This proves the existence of solution for Problem 6.
On the other hand, any solution of Problem 6 must be a solution of Problem 7 with the same data. The solution to Problem 7 is unique, thus the solution to Problem 6 must be unique.
By a similar argument, we get the following result on equivalence:
solves both Problem 7 and Problem 6 with
Newton methods. Similar to Picard linearization, we reformulate the Newton iteration scheme into a mixed formulation.
(.)
(.)
Note that the argument in Lemma 2 only involves linear equations, hence the equivalence can be also established for Problem 8 and Problem 9:
solves Problem 8 and Problem 9 with
and g = 0.
In the next subsection, we prove the well-posedness of Problem 8. 
Proof of the well-posedness
This subsection is devoted to the proof of Theorem 7 and Theorem 9. By Brezzi's theory [16, 11] , the proofs of these theorems are reduced to proving the following statements:
1. a(·, ·) and b(·, ·) are bounded;
2. an inf-sup condition holds for b(·, ·);
3. an inf-sup condition holds for a(·, ·) in the kernel of the operator induced by b.
Picard methods
Let us first analyze the Picard methods.
. Then a(·, ·) and b(·, ·) are bounded linear operators:
where the constant C depends on Ω, B Proof. Without loss of generality, we assume that 0 < k ≤ 1. By the Sobolev embedding theorem,
The estimate of the term ((u − · ∇)v, u) is similar. We also note
In addition, we have the following estimates:
Therefore, the conclusion holds.
We now proceed to proving the inf-sup condition of b(·, ·).
Lemma 5. b(·, ·) satisfies inf-sup condition, that is, there exists constant α > 0, such that
Proof. The inf-sup condition of velocity and pressure of classical Sobolev spaces and stable finite element pairs is well-known [11] : there exists γ 0 > 0, such that
By definition of new norms,
This implies that inf-sup condition of velocity-pressure holds: there exists α > 0, such that
Next, we establish an inf-sup condition of a(·, ·) in X u,0 .
Lemma 6. Assume B − ∈ L ∞ , and k ≤ 
Note the fact that
and we have
On the other hand, there exists positive β such that
for ξ ∈ X u,0 . This implies for small k, there exist constants α, C > 0, such that for any ξ ∈ X 0,u , there exists an η ∈ X 0,u satisfying
where α and C depend on the domain Ω, B − and u − , but not on time step size k. The other inequality can be proved in the same way.
Combining Lemmas 4, 5 and 6, we complete the proof of Theorem 7.
Remark 5. As a remark, we have assumed that B − ∈ L ∞ in the analysis. Such an assumption is reasonable on the discrete level. By an inverse estimate, one gets
According to the energy estimate (.) , we know that the B − and u − are both uniformly bounded.
Newton methods
Next, we prove Theorem 9 for the Newton method. The proof is also based on Brezzi's theory. We begin with the proof of the boundedness of a N (·, ·), which is quite similar to that of Picard linearization.
. It follows that a N (·, ·) and b(·, ·) are bounded in X × X and X × Q with weighted norms.
The inf-sup condition of b(·, ·) has been shown in Lemma 5. Now, we turn to proving the inf-sup condition of a N (·, ·). And by definition of v, F , C:
where α and C do not depend on k. The other inequality can be proved in a similar way.
Concluding remarks
In the discretization of MHD systems, the importance of preserving the divergencefree condition of magnetic field on the discrete level is well-established in the literature. By keeping the electric-field E as a discretization variable and using mixed finite element methods together with techniques from discrete differential forms or finite element exterior calculus [39, 2, 3] , we designed several new finite element discretization schemes that naturally preserve the divergence-free condition exactly. We have rigorously proved that these schemes are well-posed and they also satisfy desirable energy estimates. Thanks to the structure-preserving property of the new schemes, one important by-product of our analysis is that a class of robust preconditioners can be obtained for the linearized systems resulting from this mixed finite element discretization. For example, the operator form of symmetric Picard linearization (as described in Problem 4 We note that the resulting linear system from this discretization is actually symmetric. While this symmetry is not critically important from a practical point of view, it is remarkable that such a property can be derived for such a complicated nonlinear system. Using the well-posed result, Theorem 7, we can naturally design a symmetric positive definite preconditioner and further prove that the resulting preconditioned iterative method (for example, MINRes) converges uniformly with respect to mesh parameters. While the other Picard and Newton linearization schemes do not lead to exactly symmetric coefficient matrices, we can still use the well-posedness results (Theorems 7, 8 and 9) to design robust preconditioners for these systems. The details on these and other relevant preconditioning techniques will be reported in another paper [42] .
We also would like to comment that even though we only consider a very special case of MHD equation in this paper, it is natural to generalize our techniques to other MHD models: the treatment of the magnetic field and preservation of its divergencefree condition can be done in exactly the same way while the discretization of the fluid part of the equations should be handled appropriately. We will report relevant results in this direction in future papers.
