For mesh functions which satisfy a convexity condition at the discrete level, we associate the natural analogue of the Monge-Ampère measure. A discrete Aleksandrov-Bakelman-Pucci's maximum principle is derived. We use it to prove the weak convergence of Monge-Ampère measures for discrete convex mesh functions, converging uniformly on compact subsets, interpolating boundary values of a continuous convex function and with Monge-Ampère masses uniformly bounded. When discrete convex mesh functions converge uniformly on the whole domain and up to the boundary, the associated Monge-Ampère measures weakly converge to the Monge-Ampère measure of the limit function. The analogous result for sequences of convex functions relies on properties of convex functions and their Legendre transform. In this paper we select proofs which carry out to the discrete level. Our result can be used to give alternate proofs of the convergence of some discretizations for the second boundary value problem for the Monge-Ampère equation and was used for a recently proposed discretization of the latter.
Introduction.
Let Ω be a convex bounded domain of R d with boundary ∂Ω and let u be a convex function on Ω. We consider a sequence of mesh functions u h which converges uniformly on compact subsets to u as h → 0. The mesh functions u h are only required to be discrete convex, c.f. Definition 2.1. For a locally integrable function R > 0 on Ω, one associates, through the normal mapping, the R-curvature ω(R, u, .) of the convex function u as a Borel measure. We define the analogous measures ω(R, u h , .) for the mesh functions u h and give conditions under which ω(R, u h , .) weakly converges to ω(R, u, .) as h → 0. The first category of conditions require uniform convergence on Ω of u h to u. The second set of conditions require that the discrete convex mesh functions converge uniformly on compact subsets, interpolate boundary values of a continuous convex function and have Monge-Ampère masses, c.f. Definition 3.3 below, uniformly bounded.
The result does not follow immediately from the corresponding result for sequences of convex functions, as most of them rely on properties of convex functions and their Legendre transform. For example [10, Lemma 1.1.3] does not generalize to the discrete setting as it refers to points which may not be mesh points. For another example [9, Proposition 2.6] explicitly uses convexity assumptions. We found proofs which carry out to the discrete level.
The result presented in this paper is key to the proof of convergence of a recently proposed discretization for the second boundary value problem for the Monge-Ampère equation [3] . See also [2] . It can also be used, in the case R ≡ 1, to give an alternate proof for the convergence of the discretization proposed by Benamou and Duval in [5] . The method used in [5] does not seem to apply to the discretization we proposed in [3] . For the Dirichlet boundary condition, our result, in the case R ≡ 1, was used in [1] to give a proof of convergence for a discretization, proposed by Benamou and Froese in [6] , for a Monge-Ampère equation with right hand side a sum of Dirac masses.
We emphasize that the mesh functions u h may not have extensions as convex functions, nor are they nodal convex functions as defined in [16] , but only discrete convex mesh functions. As a consequence, the discrete normal mapping at a mesh point x may depend on all grid points. The purpose of the introduction of these notions is not to form the basis of a numerical method, but rather as a theoretical tool for analyzing numerical methods. Because the mesh functions may not have convex extensions, it is not clear that results known for convex functions hold for them. A similar difficulty occurs in other contexts [15, 5] . It is also not obvious that properties of the normal mapping also hold for the discrete version of normal mapping we consider. The bulk of the paper consists in verifying that certain arguments we select which are valid for convex functions or valid for the normal mapping are also valid for their discrete versions.
The paper is organized as follows. In the next section we collect some notation used throughout the paper and recall the notion of R-Monge-Ampère measure. In section 3, we present our discrete analogues and prove key weak convergence results for our discretization of the normal mapping. The proof of a rather long technical lemma is given in section 4. The paper concludes with the derivation of the discrete Aleksandrov-Bakelman-Pucci's maximum principle. The latter is used in the paper to give weak convergence of Monge-Ampère measures for discrete convex mesh functions interpolating boundary values of a continuous convex function.
Preliminaries
. For x ∈ Ω and S ⊂ Ω we denote by d(x, S) the distance of x to S. Let h be a small positive parameter and let
denote the orthogonal lattice with mesh length h. We denote by U h the linear space of mesh functions, i.e. real-valued functions defined on Ω ∩ Z d h . For u h ∈ U h and e ∈ Z d h , we define the second order directional difference operator
Let also (r 1 , . . . , r d ) denote the canonical basis of R d . We define
For a function u ∈ C(Ω) its restriction on Ω h is also denoted u by an abuse of notation. DEFINITION 2.1. We say that a mesh function u h is discrete convex if and only if ∆ e u h (x) ≥ 0 for all x ∈ Ω h and e ∈ Z d h for which ∆ e u h (x) is defined. We denote by C h the cone of discrete convex mesh functions. All mesh functions considered in this paper are discrete convex and hence the mention u h ∈ C h will be omitted.
For x ∈ Ω recall that d(x, ∂Ω) denote the distance of x to ∂Ω. For a subset S of Ω, diam(S) denotes its diameter.
2.1. R-curvature of convex functions. The material in this subsection is taken from [4, 10] to which we refer for proofs. Let Ω be an open subset of R d and let us denote by
The normal mapping of u, or subdifferential of u is the set-valued mapping ∂u : Ω → P(R d ) defined by We note that there are several equivalent definitions of weak convergence of measures which can be found for example in [8, Theorem 1, section 1.9].
2.2.
Convergence of mesh functions. We will need the following definitions. DEFINITION 2.5. We say that a family of Borel measures µ h converges to a Borel measure µ if for any sequence h k → 0, µ h k weakly converges to µ. DEFINITION 2.6. Let u h ∈ U h for each h > 0. We say that u h converges to a convex function u uniformly on compact subsets of Ω if and only if for each compact set K ⊂ Ω, each sequence h k → 0 and for all ǫ > 0, there exists
3. Discrete normal mapping and weak convergence. For a mesh function u h ∈ C h , the discrete normal mapping of u h at the point x ∈ Ω ∩ Z d h is defined as
For convenience, we will often omit the mention that we need
For a subset E ⊂ Ω, we define
, and define the discrete R-curvature of u h as the set function
We prove in Lemma 3.3 below that for E Lebesgue measurable, ∂ h u h (E) is Lebesgue measurable and in Lemma 3.4 below that ω(R, u h , .) defines a Borel measure.
Note that for |E| sufficiently small and x ∈ E, we have ω(R, u h , E) = ω(R, u h , { x }). We will make the abuse of notation
We now establish that ω(R, u h , .) does indeed define a Borel measure.
. Since F is closed and bounded, we may assume that x k converges to x ∈ F . By definition,
As a supremum of affine functions, the discrete Legendre transform is convex and hence is differentiable almost everywhere, c.f. [ 
The class 
As a consequence ω(R, u h , .) is σ-additive and thus defines a Borel measure. Proof.
Since Ω is bounded, the set E is finite. We can therefore write
The proof we give is similar to the proof of σ-additivity of the Monge-Ampère measure associated to a convex function [10, Theorem 1.1.13]. The difference is that here the sets H i are not necessarily disjoint but have pairwise intersection of zero measure by Lemma 3.2. We have
with the sets on the right hand side disjoints. Moreover
Since Ω ∩ Z d h is finite, the union must be finite, i.e. we can find a finite set S such that
It follows that
Next, we prove that ω(R, u h , .) is finite on compact sets. LEMMA 3.5. Let K be a compact set such that K ⊂ Ω. Then ω(R, u h , K) < ∞.
We now prove a weak convergence result for the R-Monge-Ampère measure ω(R, u h , . 
LEMMA 3.6. Assume that u h → u uniformly on compact subsets of Ω, with u convex and continuous. Then for K ⊂ Ω compact and any sequence h k → 0 lim sup
Thus for each n, there exists k n ≥ n and
Next, note that
By the convergence of x j to x 0 and the uniform convergence of u h to u, we obtain u hj (
Taking pointwise limits in (3.2), we obtain
We conclude that p ∈ ∂u(K). The proof of the following lemma is given in section 4. LEMMA 3.7. Assume that u h → u uniformly on compact subsets of Ω, with u convex and continuous. Assume that K is compact and U is open with K ⊂ U ⊂ U ⊂ Ω and that for any sequence h k → 0, a subsequence k j and z kj ∈ Ω h k j with z kj → z 0 ∈ ∂Ω, we have
Then, up to a set of measure zero, 
Proof. By Lemma 3.7, it is enough to show that (3.3) holds. Again, the proof follows from [11, Remark 3 
The proof is complete. Let us first assume that B1 R(p)dp < ∞. Since B n is decreasing, we have
R(p)dp = lim n Bn R(p)dp = lim n Bn R(p)dp = inf n Bn R(p)dp ≥ inf n sup k≥n ∂ h k u h k (K)) R(p)dp = lim sup
Next, we show that there exists R > 0 independent of k such that ∂ h k u h k (K) ⊂ B(0, R), where B(0, R) is a ball of center the origin and radius R. This implies that B1 R(p)dp < ∞.
If such a R does not exist, for each n ∈ N, ∃x n ∈ K and p n ∈ ∂ h kn u h kn (K) such that |p n | > n. Thus
To prove (3.5) first recall from Lemma 3.5 that ω(R, u, .) is finite on compact sets and hence is a Radon measure. Thus ω(R, u, U ) = sup{ ω(R, u, K), K ⊂ U, K compact } by [8, Theorem 4, section 1.1]. It is therefore enough to show that for K ⊂ U we have Proof. Let z 0 ∈ ∂Ω, h k → 0, k j a subsequence and z kj ∈ Ω h k j with z kj → z 0 ∈ ∂Ω. Let also x ∈ Ω and x h ∈ Ω h such that x h → x.
Part 1 We first show that lim inf j→∞ u(z kj ) ≤ g(z 0 ). Since u h is discrete convex,
By the discrete maximum principle for the discrete Laplacian [12, Theorem 4 .77], we have u h − w h ≤ 0 on Ω h .
Since a convex domain is Lipschitz, we can apply the results of [7, section 6.2 ] and claim that w h converges uniformly on compact subsets to the unique viscosity solution of ∆w = 0 on Ω with w = g on ∂Ω. This gives u(x) ≤ w(x) on Ω. But w ∈ C(Ω) [7] . We conclude that lim inf j→∞ u(z kj ) ≤ w(z 0 ) = g(z 0 ).
Part 2 Next, we show that g(z 0 ) ≤ lim sup j→∞ u h k j (z kj ). This part of the proof is based on ideas in the proof of [13, Lemma 5.1]. Let ǫ > 0. Since g can be extended to a convex functiong ∈ C(Ω), by [13, Theorem 5.2] , the function U defined by
is in C(Ω) and U = g on ∂Ω. Therefore, there exists an affine function L such that L ≤ g on ∂Ω and L(z 0 ) ≥ g(z 0 ) − ǫ. Let q h = u h − L. Since u h = g on ∂Ω h , we have q h ≥ 0 on ∂Ω h . By the discrete Aleksandrov's maximum principle Lemma 5.2 below, applied to q h on Ω we have
(3.7)
By the assumption on the Monge-Ampère masses ω(1, u h , Ω h ) ≤ C with C independent of h. Then
We conclude that
This gives lim sup j→∞ u h k j (z kj ) ≥ L(z 0 ) ≥ g(z 0 ) − ǫ. Since ǫ is arbitrary, combined with the result from Part 1, we obtain (3.3). The proof of the last statement is the same as in the proof of Lemma 3.8.
4. Proof of Lemma 3.7. The proof we give here follows the lines of [11, Lemma 3.3] . Not all proofs of weak convergence of Monge-Ampère measures can be adapted to the discrete case.
Part 1 We define
For (x, p) ∈ A, u(z) ≥ u(x)+p·(z −x), ∀z ∈ Ω. We can thus define a mapping v :
and we have
For z ∈ K and p ∈ ∂u(z), we have (z, p) ∈ A. And so v(z) ≥ u(z). By (4.1), we get
Note that v is defined on R d and not just on Ω. Thus ∂v is defined with respect to R d , i.e. ∀z ∈ R d ,
Note also that v takes values in R as Ω is bounded and u bounded on K. Next we prove that
Let p ∈ ∂u(x). We have (x, p) ∈ A and for all z
By (4.2), u(x) = v(x) and we conclude that p ∈ ∂v(x), i.e. ∂u(x) ⊂ ∂v(x). Let now p ∈ ∂v(x) and x ∈ K. Using (4.1) and (4.2) we obtain for all z ∈ Ω
which proves that p ∈ ∂u(x) and thus we have ∂v(x) ⊂ ∂u(x). This proves (4.3). Part 2 We define
Since v is convex as the supremum of affine functions, by [10, Lemma 1.1.12], |W | = 0. Let K ⊂ Ω be compact and let p ∈ ∂v(K) \ W . By definition of W , there exists a unique x 0 ∈ K such that p ∈ ∂v(x 0 ) and for all x ∈ R d , x = x 0 we have p / ∈ ∂v(x). We claim that
which gives p ∈ ∂v(x 1 ), a contradiction.
which exists because U ∩ Z d h k is a finite set, and put
We have
We first prove that x k → x 0 . Let x kj denote a subsequence converging to x ∈ U . We also consider a sequence z j ∈ U ∩ Z d h k j such that z j → x 0 . By the uniform convergence of u h to u and the uniform continuity of u on U , we have
For example
from which the claim follows. Therefore taking limits in (4.5), we obtain
If x = x 0 , we obtain by (4.1), (4.4), (4.2) and (4.6)
A contradiction. This proves that x k → x 0 . Part 4 We now claim that there exists k 0 such that (4.5) actually holds for all x ∈ Ω∩Z d h k when k ≥ k 0 . Otherwise one can find a subsequence k j and z kj ∈ (Ω \ U ) ∩ Z d h k j such that
Since Ω is bounded, up to a subsequence, we may assume that z kj → z 0 ∈ Ω \ U . We show that
Using the uniform convergence of u h to u, the uniform continuity of u on U and taking limits in (4.7), we obtain u(z 0 ) ≤ u(x 0 ) + p · (z 0 − x 0 ). By (4.2), u(x 0 ) = v(x 0 ) and by (4.1), v(z 0 ) ≤ u(z 0 ). This gives (4.8).
Case 2:
Note that v is lower semi-continuous as the supremum of affine functions. Using the assumption (3.3) and (4.1), we obtain
Hence ( 
We have a ≥ v h (x 0 ) − w h (x 0 ) ≥ 0. Furthermore there exists e 0 such that
Hence if a > 0,
This concludes the proof.
The following lemma is a discrete version of the Aleksandrov-Bakelman-Pucci's maximum principle [18, Theorem 8.1] . Analogues can be found in [17] and [14] .
, for a positive constant C(d) which depends only on d.
Proof. Assume that there exists x 0 ∈ Ω h such that u h (x 0 ) < 0. We will use below a ball of radius a scalar multiple of −u h (x 0 ). Let
Because u h ∈ F we have u h ≤ w h on Ω ∩ Z d h . This gives in addition w h (x 0 ) = u h (x 0 ) and w h (x) = u h (x) on ∂Ω h . It follows from Lemma 5.1 that for
We define
We claim that E ⊂ ∂ h w h (x 0 ). Let x ∈ ∂Ω h and put e = x 0 − x. Since u h ≥ 0 on ∂Ω h ,
But w h (x 0 ) = u h (x 0 ) and therefore for all e such that x 0 − e ∈ Ω ∩ Z d h we have w h (x 0 ) − p · e ≤ w h (x 0 − e). We conclude that p ∈ ∂ h w h (x 0 ).
It is not difficult to prove that E is convex. Let x * ∈ ∂Ω h such that ||x * − x 0 || = d(x 0 , ∂Ω h ). Since Ω is convex, we have for all
x * − x 0 ||x * − x 0 || .
We now prove that z 0 ∈ E and that the ball B of center the origin and radius −u h (x 0 )/ diam(Ω) is also contained in E. Let e such that x 0 − e = x ∈ ∂Ω h . We have This concludes the proof.
