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El carbón es una roca sedimentaria de color negro, muy rica en carbono. Existen diferentes
tipos de carbones desde la turba, que es el menos evolucionado y en que la materia vegetal
muestra poca alteración, hasta la antracita que es el que presenta una mayor evolución.
El carbón se usa principalmente como combustible fósil para la obtención de energía. El
consumo de carbón en el mundo aumentará un 56% de 2007 a 2035, y la participación del
carbón en el consumo mundial de energía crecerá de un 27% a un 28% en ese mismo periodo,
según se dice en el informe de la EIA1 [36]. El carbón es el combustible que proporciona la
mayor generación de electricidad en el mundo, el 42% en 2007 y se prevé que esta cifra se
incremente hasta el 2035.
Las centrales térmicas de carbón pulverizado son la principal fuente de energía eléctrica
en el mundo. Entre los años 70 y 80 se empezaron a desarrollar las centrales de lecho fluido con
las que, en la actualidad, se ha conseguido aumentar el rendimiento y reducir las emisiones
contaminantes. Otra tecnología en auge es la de los ciclos combinados que utilizan como
combustible gas de síntesis obtenido mediante la gasificación del carbón. Estas centrales
pueden alcanzar un 55% de rendimiento frente al 30%, como máximo, de una central térmica
convencional y, por lo tanto, son menos contaminantes.
El tradicional proceso de combustión de carbón en calderas para mover turbinas de va-
por es relativamente ineficiente y tiende a producir importantes cantidades de óxidos de
nitrógeno (NOx), dióxido de carbono (CO2) y dióxido de azufre (SO2) que contribuyen a la
formación de ozono, el efecto invernadero y la lluvia ácida. Por estas razones se hace impor-
tante la investigación de los procesos involucrados en la combustión de carbón, con la que
se han obtenido avances significativos en la comprensión de estos fenómenos, en los procesos
de formación contaminantes, así como en el aumento de la eficiencia de la combustión en las
centrales térmicas de carbón pulverizado. En esta investigación juega un papel fundamental
el desarrollo de modelos matemáticos y métodos numéricos precisos para su resolución, que
permitan, mediante simulaciones en el ordenador, predecir el comportamiento de los flujos de
gases en los que se produce la combustión de carbón pulverizado. Estas simulaciones, en algu-
nos casos, permitirán ahorrar los costes de la realización de algunas pruebas experimentales,
que pueden llegar a ser muy costosas.
El punto de partida de este trabajo es un código diseñado especialmente para la simula-
ción de calderas en tres dimensiones, llamado SC3D, realizado a finales de los años 90 en la
tesis doctoral de J.L. Ferrín [44]. Este programa fue realizado en el marco de la colaboración
entre la empresa ENDESA Generación S.A. (en concreto, con la Central Térmica situada en
1 Administración de Información de Energía estadounidense
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As Pontes (Galicia)) y con el Departamento de Matemática Aplicada de la USC.
El objetivo inicial de esta tesis era realizar la revisión del código SC3D para obtener un
software con nuevos modelos, métodos numéricos más precisos, más rápido y sin algunas
de las limitaciones que tenía el citado código, como el uso de mallas estructuradas. Esta
actualización del código nos ha llevado a las tres contribuciones fundamentales de esta tesis:
el estudio y ampliación de un nuevo modelo de combustión, así como su interpretación para
poder ser implementado en un código de simulación, el desarrollo y análisis numérico de
nuevos métodos numéricos precisos y estables y, por último, la validación de los modelos y
métodos implementados con diferentes problemas.
Este trabajo se divide en tres partes:
Parte I: se realiza la modelización matemática de flujos de gases turbulentos reactivos mez-
clados con carbón pulverizado. Se describirán modelos para las dos fases (sólida y ga-
seosa) y el tipo de acoplamiento entre ambas. Teniendo en cuenta la complejidad de los
problemas que se pretenden resolver será necesario realizar un análisis dimensional e
introducir algunas hipótesis, por ejemplo, sobre la cinética de las reacciones o la forma
de las partículas, para simplificar el modelo que tendremos que resolver.
Parte II: se describen y analizan los métodos de Lagrange-Galerkin modificados para ecua-
ciones de tipo convección-difusión-reacción y para las ecuaciones de Navier-Stokes.
Cuando se resuelven problemas tridimensionales, además de la precisión, la eficiencia
computacional se vuelve algo prioritario. Los métodos de Lagrange-Galerkin combi-
nan el uso de las curvas características para la discretización del término convectivo
y elementos finitos para la discretización espacial. En relación al tiempo de cálculo,
la ventaja de los métodos implementados es que permiten el uso de pasos de tiempo
grandes, pero, a cambio, tienen dos pasos muy costosos en mallas finas: la resolución
de sistemas lineales y el cálculo del movimiento de nodos de cuadratura a lo largo
de las curvas características. Los métodos de Lagrange-Galerkin modificados que pre-
sentamos, reducirán considerablemente el coste de esta última etapa, manteniendo la
misma precisión de los métodos estándar. Se presentarán resultados numéricos que
avalan los órdenes de convergencia obtenidos y que nos permiten analizar la mejora
en la eficiencia computacional que representan los métodos modificados frente a los
estándar.
Parte III: se hace una descripción de los métodos de discretización utilizados para cada una
de las ecuaciones de los modelos implementados así como de los algoritmos utilizados
en la resolución de los problemas discretos. Al tener que resolver numerosos problemas
acoplados entre sí, los algoritmos diseñados tratarán estos acoplamientos manteniendo
la estabilidad de los métodos y asegurando la mayor eficiencia computacional posible.
Por último, se presentan los resultados obtenidos con nuestro código para una llama
de carbón pulverizado obtenida en laboratorio y se compararán con resultados expe-
rimentales. Este ejemplo nos permite validar los modelos implementados, así como
comprobar la fiabilidad de la herramienta desarrollada. La elección de este caso senci-
llo se debe a que facilita el análisis de las complejidades del modelo de combustión de






La modelización de flujos de gases reactivos es una de las ramas más complejas de la
mecánica de medios continuos. Por un lado, hay que considerar los fenómenos de transporte
de masa, de momento y de energía entre diferentes puntos de la mezcla, que se producen
siempre que el movimiento del gas, su composición o su temperatura no sean uniformes.
El transporte de masa se produce por convección (o advección) y difusión, mientras que la
transferencia de energía se produce por convección, conducción y radiación. Para ver con más
detalle la modelización de fluidos con un solo compuesto pueden consultarse libros como, por
ejemplo, Batchelor [8] o Kundu y Cohen [62] y para ver los modelos más generales de mezclas
de fluidos se pueden consultar Gurtin [52] o Bermúdez [18]. Por otro lado, hay que conocer
las reacciones químicas que tienen lugar entre las distintas especies y las leyes que rigen sus
velocidades, es decir, la cinética química. Estás reacciones modificarán la composición de la
mezcla y su temperatura. Los modelos generales para gases reactivos están formados por
ecuaciones de conservación de movimiento, energía, masa total y masa de cada una de las
especies, que tienen en cuenta todos los fenómenos descritos.
Si además el flujo de gases es turbulento, tenemos que tratar con el que, probablemente,
sea el fenómeno más complicado en mecánica de fluidos. En la descripción de un flujo turbu-
lento entran en juego diferentes escalas de tiempo y espacio que dificultan o hacen imposible
la descripción precisa del flujo. Además, si el flujo es una mezcla de gases reactivos, es ne-
cesario modelizar las relaciones entre la turbulencia y el transporte y la cinética química.
Por ejemplo, hay que tener en cuenta que la turbulencia altera la estructura de las llamas
acelerando la mezcla de reactantes y, por lo tanto, intensificando la reacción química. La
literatura sobre este tema es tan abundante como su complejidad; podemos ver, entre otros,
Libby y Williams [68], Williams [95], Kuo [63] o Poinsot y Veynante [83].
Los problemas que vamos a considerar en este trabajo incluyen además la combustión
de partículas de carbón pulverizado. Teniendo en cuenta el tamaño de las partículas y su
dispersión, el carbón pulverizado se pueden considerar como una fase discreta para la cual
se puede usar una descripción Lagrangiana. De esta forma, habrá que modelizar la evolución
de la masa y de la temperatura de cada una de las partículas de carbón a lo largo de
su trayectoria. Durante la combustión de una partícula de carbón tienen lugar diferentes
procesos difíciles de modelizar como, por ejemplo, la liberación de materias volátiles o el
ataque que sufre por diferentes sustancias como el vapor de agua o el oxígeno. Además, estos
procesos pueden ser muy distintos dependiendo de la composición de carbón y del tamaño
de las partículas. Existen numerosas referencias que tratan el estudio de los fenómenos que
tienen lugar durante la combustión de una partícula de carbón y de su modelización; por
5
6 Introducción
ejemplo, Smoot y Pratt [91], que presentan modelos matemáticos de flujos de gases con
carbón pulverizado y se hacen análisis detallados de las características del carbón y de su
combustión, incluyendo medidas experimentales; Annamalai y Ryan [4], artículo en el que
se hace una revisión de los procesos en combustión de carbón, Eaton et al [38], dónde se
hace un resumen del estado del arte de la metodología y modelos en los códigos comerciales
de dinámica de fluidos computacional (CFD). Más recientemente, en Williams et al [94] se
menciona que la mayor limitación en los códigos de simulación actuales es la utilización de
modelos simplificados para la liberación de volátiles y la gasificación. Esta limitación viene
dada, en parte, por la dificultad para medir los parámetros involucrados en los modelos.
Por lo tanto, tendremos un medio continuo, la fase gaseosa, formada por un flujo de gases
turbulentos reactivos y de la que se hará un tratamiento Euleriano, y un medio discreto, la
fase discreta o sólida, compuesta por partículas de carbón y de la que se hará una descripción
Lagrangiana. Estas dos fases estarán acopladas pues, por un lado, la fase gaseosa determina
la atmósfera en la que se queman las partículas y, por otra, la fase sólida aportará fuentes
de momento, masa y energía a la fase gaseosa.
El objetivo de esta parte del trabajo es describir los modelos simplificados que vamos a
considerar para la simulación de flujos turbulentos de gases reactivos que incluyen combustión
de carbón pulverizado.
En el Capítulo 1, estableceremos las ecuaciones generales que se verifican en una mezcla
de gases reactivos. Haciendo un análisis dimensional del tipo de problemas que trataremos,
podemos simplificar estas ecuaciones considerando válidas hipótesis como que el número de
Lewis es igual a la unidad (es decir, que la difusión másica de todas las especies es igual a la
térmica) o el número de Mach es pequeño (es decir, que la velocidad del flujo es mucho menor
que la del sonido). Por último, proponemos dos tipos de aproximaciones para el tratamiento
de la turbulencia. Una primera, tipo LES en la que utilizamos el modelo de Smagorinsky, y
otra, tipo RANS, con el modelo k − ǫ. Esta última aproximación será la que describiremos
con detalle, estableciendo las ecuaciones promediadas incluyendo las que verifican la energía
cinética turbulenta k y la disipación turbulenta ǫ.
En el Capítulo 2, se describe el modelo de combustión BFL que ha sido introducido
en Bermúdez et al [19]. Vamos a generalizar el análisis hecho en ese artículo para tener
en cuenta carbón con bajo contenido en cenizas. En este capítulo, por un lado, vamos a
simplificar la cinética química del modelo general para flujos de gases reactivos y, por otro
lado, proporcionaremos las fuentes o sumideros de masa y energía que aportan las partículas
a la fase gaseosa, obtenidas por medio de un estudio detallado de los procesos físico-químicos
que tienen lugar en ellas y en su entorno.
Para el modelo de fase gaseosa se consideran 8 especies gaseosas y tres reacciones entre
éstas y se supone válida la hipótesis de Burke-Schumann (ver [28]) de reacciones infinitamente
rápidas. En el modelo BFL se generaliza el análisis de Burke-Schumann para tener en cuenta
tres reactantes que compiten por el oxígeno. Para ello, se usan ciertas combinaciones lineales
de las variables dependientes conocidas como variables de Schvab-Zeldovich, que pueden ser
vistas como fracciones de mezcla sin normalizar y que, como el número de Lewis es uno,
permiten eliminar los términos correspondientes a las reacciones químicas en las ecuaciones
de conservación de la masa y la energía del modelo general.
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El modelo de fase sólida tendrá en cuenta los efectos de la liberación de materias volátiles,
que producirá vapor de agua y volátiles combustibles que reaccionarán en fase gaseosa, y
los de la gasificación del carbono fijo con oxígeno, vapor de agua y dióxido de carbono.
Además, se permite que todas estas reacciones ocurran simultáneamente. Los productos de
la gasificación del carbono fijo se queman con oxígeno en fase gaseosa en llamas que pueden
estar en el interior de la partícula, alrededor de la misma o en el gas lejos de ella. En el
modelo BFL las llamas de difusión pueden entrar en el interior de la partícula por suponer
que es porosa, a diferencia de otros como, por ejemplo, el de Libby y Blake [69], que solo
tienen en cuenta reacciones en la superficie de la partícula. Las reacciones de gasificación
pueden estar congeladas o controladas por la difusión y la determinación de su estado se
ha obtenido en Bermúdez et al [19] siguiendo el método de Liñán [67] de altas energías de
activación. En este modelo para fase sólida distinguiremos tres submodelos: para partículas
grandes con alto contenido en cenizas, para partículas pequeñas con alto contenido en cenizas
y para carbón con bajo contenido en cenizas. Esto se debe a que una partícula podrá alojar
las llamas de difusión en su interior o su entorno, dependiendo de su tipo.
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Capítulo 1
Modelos para flujos de gases reactivos
1.1. Introducción
En este capítulo vamos a introducir las ecuaciones que modelan el flujo de una mezcla de
gases que reaccionan entre sí. Se trata de un capítulo introductorio en el que se establecerán
las notaciones y ecuaciones que describen los fenómenos más importantes que tienen lugar
en una mezcla de gases reactivos.
En la primera sección daremos algunas definiciones y notaciones que utilizaremos a lo
largo de esta memoria. Usaremos la notación empleada por Gurtin [52] y Bermúdez [18].
En la segunda sección se describen las ecuaciones que modelan el comportamiento de los
flujos de gases reactivos. Para ver con mayor profundidad la obtención de estos modelos, así
como otros aspectos más específicos del estudio de las reacciones de combustión en flujos de
gases, se puede consultar por ejemplo Kuo [63] y Williams [95].
En la tercera sección se realiza el análisis dimensional del modelo para analizar qué
términos pueden ser despreciados según el problema que vamos a resolver.
Como la mayoría de los problemas sobre flujos de gases reactivos serán turbulentos, en
la cuarta sección se introducen algunos conceptos básicos sobre la turbulencia y se describe
el modelo obtenido para estos flujos cuando se utiliza el k − ǫ estándar.
Por último, se especificarán las condiciones de contorno elegidas para el modelo completo.
En los sucesivos capítulos de esta memoria se estudiarán con más detalle los fenómenos
que tienen lugar en un flujo con combustión de carbón. El objetivo será simplificar las
ecuaciones obtenidas en este capítulo para obtener un modelo adaptado a los flujos que
pretendemos simular.
1.2. Definiciones generales y notaciones
1.2.1. Movimiento de un cuerpo
Siguiendo a Gurtin [52] utilizaremos la siguientes notaciones: Sean E un espacio afín
asociado a un espacio vectorial euclídeo V, Lin el espacio vectorial de los endomorfismos de
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V (que se identifica a los tensores de orden 2) y Sym el subespacio de Lin formado por los
endomorfismos simétricos.
Definición 1.2.1. Una región regular es una región cerrada con frontera de clase C1 a
trozos, siendo una región cerrada la clausura de un abierto conexo en E.
Un cuerpo material (o configuración de referencia) B se define como una región regular
del espacio afín E. Una deformación del cuerpo B es una aplicación biyectiva regular f de B
sobre una región cerrada del espacio afín y que verifica det(∇f) > 0.
Un movimiento del cuerpo B será una aplicación de clase C3
X : B × R→ E (1.1)
que verifica que, para cada t, X(·, t) es una deformación. La trayectoria asociada al movi-
miento X es el conjunto
T = {(x, t)/x = X(p, t), t ∈ R, p ∈ B}. (1.2)
Los elementos p ∈ B se llaman puntos materiales, x = X(p, t) será el lugar ocupado por
el punto material p en el instante t y Bt la región ocupada por el cuerpo material B en el
instante t, es decir, Bt = X(B, t).
La aplicación de referencia,
P : T → B, (1.3)
da el punto material p que ocupa el lugar x en cada instante de tiempo t.
Las variables definidas en B×R son las variables materiales o Lagrangianas mientras que
las definidas en la trayectoria se llaman variables espaciales o Eulerianas. Cualquier campo
espacial puede ser transformado en un campo material y viceversa utilizando el movimiento
y su aplicación de referencia.
En esta memoria se escribirán de distinta forma los operadores diferenciales dependiendo
de si se aplican a campos materiales o a campos espaciales. Las notaciones utilizadas pueden
verse en la Tabla 1.1.
Operador Campo material Campo espacial
Derivada de φ respecto
de la variable temporal
t
φ̇ o DφDt φ
′
Gradiente de φ respecto
de la variable espacial
∇φ grad φ
Divergencia de φ respec-
to de la variable espacial
Divφ divφ
Tabla 1.1: Notación utilizada para los distintos operadores diferenciales
Por último, el gradiente del movimiento será el tensor F (p, t) := ∇X(p, t) y v(x, t) :=
Ẋ(P(p, t), t) será la descripción espacial de la velocidad.
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1.2.2. Mezcla de fluidos reactivos
Consideramos una mezcla de Ne especies reactivas Ei, 1 ≤ i ≤ Ne, siendo cada una de
ellas un fluido de Coleman-Noll. La definición de fluido de Coleman-Noll puede verse en
Bermúdez [18]. Cada especie Ei tiene un movimiento asociado Xi de forma que todas las
especies ocupan el mismo lugar en cada instante de tiempo, es decir Bit = Bt, 1 ≤ i ≤ Ne.
Supondremos que en la mezcla tienen lugar L reacciones químicas que escribiremos de la
siguiente forma:
αl1E1 + ...+ α
l
NeENe → βl1E1 + ...+ βlNeENe , 1 ≤ l ≤ L.






ei energía interna específica,
hi entalpía específica,
cv,i calor específico a volumen constante,
cπ,i calor específico a presión constante.
Nota 1.2.1. Recordemos que para un fluido de Coleman-Noll los calores específicos a volu-














siendo θ la temperatura de la mezcla.
Además, la entalpía específica viene dada por












ci es la concentración de la mezcla.
12 Capítulo 1. Modelos para flujos de gases reactivos



















































1.3. Ecuaciones de conservación para flujos de gases reactivos 13
Con estas definiciones se puede comprobar que la relación (1.5) para un fluido vista en la





Denotaremos por h0i la entalpía específica de formación de la especie Ei a temperatura
θ0, es decir, la entalpía necesaria para formar 1 kg de especie Ei a la temperatura θ0, a
partir de los elementos que la componen a la misma temperatura. Esta temperatura θ0 se
denomina temperatura de referencia y su valor habitual es 298.15 K, es decir, 25 oC. En
general, en las bases de datos los valores que encontramos son de las entalpías molares de
formación que denotaremos como ∆H0i para cada especie i. La relación entre las entalpías





Si la reacción l-ésima es una reacción de combustión, el calor liberado por unidad de masa






(βli − αli)h0iMi, (1.18)
siendo Eil la especie combustible en la reacción l-ésima.
Por último, definiremos la velocidad de difusión de la especie Ei como la diferencia entre
la velocidad de la especie y la de la mezcla,
Vi = vi − v. (1.19)
1.3. Ecuaciones de conservación para flujos de gases reactivos
Las variables definidas en la sección anterior nos permitirán escribir las ecuaciones del
modelo que utilizaremos para mezclas de gases reactivos. En esta sección resumiremos las
ecuaciones generales para este tipo de flujos, las cuales incluirán fuentes provenientes de una
fase condensada. En nuestro caso particular estas fuentes serán debidas a la masa y a la
energía que liberan las partículas de carbón durante su combustión.
Por último, obtendremos un modelo simplificado realizando un análisis dimensional, te-
niendo en cuenta el tipo de problemas que resolveremos, e incluiremos las condiciones de
contorno que nos permitirán la descripción completa del problema.
1.3.1. Ecuaciones de conservación de la masa
La ecuación de conservación de la masa para cada una de las especies de la mezcla es
∂ρi
∂t





donde f ri representa la fuente de masa de especie Ei debida a las reacciones químicas homo-
géneas en fase gaseosa y fmi la fuente de masa transferida desde la fase condensada a la fase
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gaseosa a partir de reacciones en las que se produce un cambio de estado (por ejemplo, las
reacciones de gasificación en la combustión de carbón pulverizado).




(βli − αli)γl, (1.21)
donde γl es la velocidad de la reacción l-ésima dada en kmol/m3s. La determinación de esta







siendo kl la velocidad o tasa específica de la reacción l-ésima que será función de la tempera-
tura de la mezcla. Esta dependencia de la temperatura viene dada por la ley de Arrhenius,
k = Blθ
νle−El/Rθ, (1.23)
siendo Bl el factor de frecuencia, El la energía de activación y νl ∈ [0, 1] el exponente pre-
exponencial de la reacción l-ésima.
Observación 1.3.1. La velocidad γl se refiere a una de las especies, Eil, de la reacción
l-ésima, es decir, son los kilomoles producidos (o consumidos) de la especie Eil por unidad
de volumen y tiempo. Así, como los coeficientes estequiométricos de la reacción l-ésima son
únicos salvo traslación y/o multiplicación por una constante, estos deben normalizarse para
que βlil − αlil = 1.
Sumando las ecuaciones (1.20) para todas las especies y teniendo en cuenta que la masa
global se conserva en cada reacción química, es decir,
Ne∑
i=1
f ri = 0, (1.24)
se obtiene la ecuación de conservación de la masa para la mezcla de gases
∂ρ
∂t






La ecuación (1.25) escrita en forma no conservativa es
ρ̇+ ρdivv = fm. (1.27)
Escribiremos ahora la ecuación de conservación de la masa de cada especie en función
de su fracción másica y de la velocidad de la mezcla. Bastará con utilizar la definición de
1.3. Ecuaciones de conservación para flujos de gases reactivos 15








i , i = 1, ..., Ne, (1.28)






donde Di es el coeficiente de difusividad másica de la especie i en la mezcla, resultando la
siguiente expresión para el flujo de difusión
Ji = −ρDigrad Yi. (1.30)
Sustituyendo (1.30) en (1.28) se tiene la ecuación de conservación de masa para cada especie
∂(ρYi)
∂t
+ div(ρYiv)− div(ρDigrad Yi) = f ri + fmi , i = 1, ..., Ne. (1.31)
Si tenemos en cuenta que se verifica
div(ρYiv) = Yi(v · grad ρ) + ρ(v · grad Yi) + ρYidivv, (1.32)
y sustituimos esta expresión en (1.31) se tiene
Yi(ρ̇+ ρdivv) + ρẎi − div(ρDigrad Yi) = f ri + fmi , i = 1, ..., Ne, (1.33)
de donde, utilizando la ecuación de conservación de la masa (1.27), llegamos a la ecuación
de conservación de la masa de cada especie escrita en forma no conservativa
ρẎi − div(ρDigrad Yi) + fmYi = f ri + fmi , i = 1, ..., Ne. (1.34)
1.3.2. Ecuación de la cantidad de movimiento
Supondremos que si hay fase discreta ésta será dispersa y su fracción volumétrica pe-
queña. Por lo tanto, sus efectos sobre la cantidad de movimiento de la mezcla gaseosa serán




+ div(ρv ⊗ v)− divT = ρg, (1.35)
donde g es la aceleración de la gravedad y T es el tensor de tensiones de Cauchy que, en el
caso de fluidos de Coleman-Noll, admite la expresión
T = −πI + Tv, (1.36)
siendo Tv su parte viscosa. Asumiendo que Tv tiene una dependencia lineal de grad v (fluido
Newtoniano), el principio de indiferencia material y la isotropía del fluido permiten escribir
Tv como
Tv = 2µD + ξdivvI, (1.37)
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grad v + grad vt
)
, (1.38)
es el tensor de velocidad de deformación.
Supondremos válida la hipótesis de Stokes que establece la siguiente relación entre los








+ div(ρv ⊗ v) − divTv + grad π = ρg, (1.40)
y en forma no conservativa
ρv̇ − divTv + grad π + fmv = ρg. (1.41)
1.3.3. Ecuación de conservación de la energía




+ div(ρev) − T · D = −divqc − divqr + f, (1.42)
siendo qc el flujo de calor por conducción, qr el flujo de calor por radiación y f la fuente
de energía procedente de la fase discreta. Teniendo en cuenta la relación (1.16), se puede
escribir la ecuación de la energía en función de la entalpía de la forma
∂(ρh)
∂t
+ div(ρhv) − Tv · D− π̇ = −divqc − divqr + f, (1.43)
La ley constitutiva para el flujo de calor por conducción nos permite escribir




siendo kT el coeficiente de difusión térmica. Si utilizamos la expresión (1.29) en (1.44) para
reemplazar las velocidades de difusión y, además, suponemos que todas las especies tienen
el mismo coeficiente de difusión másica Di = D, i = 1, ..., Ne, y que el número de Lewis es
igual a 1, es decir, kT = ρDcπ, obtenemos
qc = −ρDgrad h. (1.45)
Sustituyendo (1.45) en la ecuación (1.43) resulta la ecuación
∂(ρh)
∂t
+ div(ρhv) − div(ρDgrad h)− Tv · D− π̇ = −divqr + f, (1.46)
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que en forma no conservativa quedaría de la forma
ρḣ− div(ρDgrad h)− Tv · D− π̇ + fmh = −divqr + f. (1.47)
Por último, reescribiremos la ecuación de la energía en términos de la entalpía térmica
específica hT , también llamada entalpía sensible. La entalpía específica de la mezcla se puede
descomponer en






La entalpía térmica se escribe en función de la temperatura y la composición de la mezcla
como



















+ div(ρYiv) − div(ρDgrad Yi)
]
= −divqr + f.
(1.50)
Teniendo en cuenta que se verifica la ecuación (1.31) se llega a
∂(ρhT )
∂t
+ div(ρhTv) − div(ρDgrad hT )− Tv · D− π̇ = −divqr + f e + f er , (1.51)
donde






es la fuente de energía proveniente de las partículas de carbón u otra fase dispersa condensada
y






es la fuente de energía debida a las reacciones químicas entre las especies de la mezcla gaseosa.
La forma no conservativa de la ecuación (1.51) es
ρḣT − div(ρDgrad hT )− Tv · D− π̇ + fmhT = −divqr + f e + f er , (1.54)
la cual se deduce inmediatamente usando la ecuación (1.27).
Para completar la formulación de la ecuación de conservación de la energía habría que
modelizar el flujo de calor por radiación. La radiación es un fenómeno muy importante en
muchas aplicaciones como, por ejemplo, en calderas de carbón pulverizado, pero su estudio
desborda los objetivos de esta tesis y formará parte del trabajo futuro; además, en alguno
de los ejemplos que consideraremos en la parte de resultados numéricos la radiación será un
fenómeno despreciable.
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1.3.4. Ecuación de estado




, siendo R = 8.314472 J/mol K la constante universal de los gases y Mg la
masa molecular del gas. Si la mezcla es de gases perfectos se tiene,




. Sumando la ecuación (1.55) para todas las especies y teniendo en cuenta
(1.13) se obtiene la ecuación de estado para la mezcla
π = ρRθ, (1.56)
con R =
R
M , siendoM la masa molecular de la mezcla dada en (1.15).
1.4. Análisis dimensional. Modelo simplificado
Considerando las hipótesis:
los coeficientes de difusión son iguales para todos los gases de la mezcla,
el número de Lewis es igual a la unidad,
la hipótesis de Stokes sobre los coeficientes de viscosidad,
la ley de Fick,
el flujo de calor por radiación es despreciable,




+ div(ρv) = fm, (1.57)
∂(ρv)
∂t
+ div(ρv ⊗ v)− divTv + grad π = ρg, (1.58)
∂(ρYi)
∂t
+ div(ρYiv)− div(ρDgrad Yi) = f ri + fmi , i = 1, ..., Ne, (1.59)
∂(ρhT )
∂t
+ div(ρhT v)− div(ρDgrad hT )− Tv · D− π̇ = f e + f er , (1.60)
π = ρRθ. (1.61)
Podemos hacer una simplificación de este modelo a partir de un análisis dimensional
del mismo, teniendo en cuenta las magnitudes características del tipo de problemas que
trataremos.
En primer lugar descompondremos la presión como
π(x, t) = πh(x, t) + π(t), (1.62)
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Si denotamos con subíndice 0 los valores característicos de la magnitudes en nuestro



















Los flujos que vamos a considerar serán compresibles y su número de Mach será pequeño;
en concreto, M ≪ 1. Estos flujos se consideran “débilmente” compresibles (ver [85]) ya que
tienen un comportamiento hidrodinámicamente incompresible, es decir, las variaciones de la
densidad se deben principalmente a los cambios en la temperatura. En estos flujos se tiene
que πh ≪ π y, por lo tanto, πh se puede despreciar en la ecuación de estado.








siendo L0 la longitud característica del problema. El resto de las variables y los coeficientes

















, D∗ = Dcπ0ρ0
kT0
,
siendo ∆θ = θc−θ0 la diferencia entre la temperatura θc típica del flujo de gases, que se suele
tomar como la temperatura de la llama, y θ0 la temperatura de referencia considerada para
dichos gases, es decir, 298 K. En el caso de flujos con paredes sólidas la adimensionalización de
la entalpía se hace tomando como salto de temperaturas θc − θP , siendo θP la temperatura
de las paredes. Para ver cómo obtener las ecuaciones adimensionales para problemas de
combustión podemos consultar Kuo [63], y Poinsot y Veynante [83].




, F r =
U0
gL0
, P r =
cπ0µ0
kT0




que son los números de Reynolds, Froude, Prandtl, Peclet y Eckert, respectivamente.




+ div∗(ρ∗v∗ ⊗ v∗)− 1
Re




















El número de Reynolds mide la relación entre los términos de inercia y los viscosos. Así,
si el número de Reynolds es elevado podremos despreciar los términos de la ecuación debidos
a los esfuerzos viscosos (salvo en las capas límite). El número de Froude mide la relación
entre los términos de inercia y los gravitatorios. Si este número es grande quiere decir que
estos últimos pueden ser despreciados. Veremos en cada problema concreto cómo son los
números de Reynolds y Froude para ver si podemos simplificar la ecuación de la cantidad de
movimiento.
Analicemos ahora la ecuación de conservación de la energía (1.60). Si adimensionalizamos
















(f e + f er ). (1.68)
En el caso de gases perfectos se verifica la ecuación de Mayer R = cπ− cv y, por lo tanto,
podemos escribir el número de Eckert como









lo que ocurrirá si el número de Mach es bajo y tenemos saltos de temperatura comparables
con la temperatura característica de la mezcla de gases. Los problemas que simularemos
serán flujos a bajo número de Mach en los que tienen lugar reacciones de combustión. Estas
reacciones hacen que la mezcla alcance una temperatura media del orden de 1800K de forma
que ∆θ/θc ≈ 0.8 y, por lo tanto, Ec≪ 1. Así, en general, en flujos reactivos a bajo número
de Mach, podremos despreciar los términos de disipación de calor por efecto de la viscosidad,
Tv ·D, si el número de Reynolds no es muy pequeño, y de calentamiento por compresibilidad,
π̇, obteniendo la ecuación de conservación de la entalpía térmica simplificada
∂(ρhT )
∂t
+ div(ρhT v)− div(ρDgrad hT ) = f e + f er . (1.71)
En resumen, teniendo en cuenta las simplificaciones realizadas, el modelo que conside-
raremos para simular nuestra mezcla de gases reactivos será
1.5. Modelización de la turbulencia 21
∂ρ
∂t
+ div(ρv) = fm, (1.72)
∂(ρv)
∂t
+ div(ρv ⊗ v) − divTv + grad π = ρg, (1.73)
∂(ρYi)
∂t
+ div(ρYiv)− div(ρDgrad Yi) = f ri + fmi , i = 1, ..., Ne, (1.74)
∂(ρhT )
∂t
+ div(ρhT v)− div(ρDgrad hT ) = f e + f er , (1.75)
π = ρRθ. (1.76)
Debemos tener en cuenta que se verifica la relación
Ne∑
i=1
Yi = 1, (1.77)
con lo que podemos evitar resolver una ecuación para una especie, y que la temperatura se
relaciona con la entalpía térmica y la composición mediante la ecuación (1.49).
Para la resolución del modelo propuesto será necesario conocer las fuentes de masa y e-
nergía provenientes de la fase condensada. Como hemos mencionado, estas fuentes en nuestros
problemas serán debidas a la combustión de partículas de carbón y se calcularán resolviendo
un modelo de combustión para las mismas. El modelo elegido será descrito en el Capítulo 2.
Este modelo nos permitirá, además, simplificar el cálculo de la composición y la entalpía de
la mezcla de gases, bajo ciertas hipótesis sobre las reacciones químicas.
1.5. Modelización de la turbulencia
Como vimos en la sección anterior, el número de Reynolds mide la relación entre los
términos viscosos, con efecto estabilizante, y los términos de convección, con efecto desesta-
bilizante. Si el número de Reynolds es pequeño los términos difusión suavizarán las pequeñas
perturbaciones que haya en el flujo, obteniendo un régimen ordenado o laminar. A medida
que el número de Reynolds crece, el flujo laminar se va complicando hasta llegar a un com-
portamiento caótico. Se dice entonces que el flujo es turbulento. En este tipo de flujos se
producen variaciones muy rápidas de sus propiedades, siendo imposible determinar su valor
instantáneo en una determinada posición. Así, será necesario realizar un estudio estadístico
de las variables y ecuaciones que determinan el flujo.
La turbulencia es uno de los fenómenos más complejos en la mecánica de fluidos y, cuando
el flujo es una mezcla de gases reactivos, hay que modelizar además la interacción entre la
turbulencia y la cinética química. Es por esto que el estudio de los flujos turbulentos de
fluidos reactivos es uno de los campos más complejos para la modelización matemática y
la simulación numérica. Pero este tipo de flujos son los que encontramos en la mayoría de
aplicaciones prácticas como calderas industriales o motores.
Hay numerosas referencias en la literatura sobre este campo como, por ejemplo, Kuo [63],
Williams [95], Libby y Williams [68] y, más recientemente, Poinsot y Veynante [83]. En estos
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libros se hace una revisión de los diferentes modelos para flujos turbulentos reactivos, discu-
tiendo las aplicaciones, limitaciones y dificultades de los mismos con vistas a su resolución
numérica.
En esta sección se pretenden dar unas nociones básicas sobre la obtención de las ecuacio-
nes para un flujo turbulento de gases reactivos, teniendo en cuenta los modelos que vamos a
utilizar en nuestro código.
1.5.1. Conceptos elementales sobre turbulencia
En la modelización de flujos turbulentos se utilizan tres tipos de enfoque para el trata-
miento de las diferentes escalas de estos flujos:
DNS (Direct Numerical Simulations): se resuelven las ecuaciones sin utilizar ningún
modelo de turbulencia. Es necesario realizar una malla lo bastante fina para capturar
todos los remolinos hasta los más pequeños. Por ejemplo, para resolver una llama
turbulenta en 3D en un recinto de 53mm3 se necesita una malla de 1 a 2 millones de
elementos (ver [83]). Es por esto por lo que este tipo de simulaciones han empezado a
tener importancia en los últimos años por el desarrollo de los ordenadores, aunque, de
momento, se limitan a problemas casi académicos.
RANS (Reynolds Averaged Navier Stokes): se calculan los valores medios de las varia-
bles del problema resolviendo las ecuaciones promediadas temporalmente. Al realizar
el promedio de las ecuaciones aparecen algunos términos que deben ser aproximados
utilizando modelos de turbulencia para completar el sistema de ecuaciones (cierre).
LES (Large Eddy Simulations): se simulan las escalas o estructuras turbulentas más
grandes, generalmente de tamaño mayor que la malla computacional, mientras que la
influencia de las más pequeñas, las llamadas escalas submalla, se representa utilizando
modelos de turbulencia. Las ecuaciones se obtienen filtrando las de partida.
En el código que hemos desarrollado hemos considerado dos elecciones para modelizar la
turbulencia: por un lado una aproximación tipo RANS utilizando el modelo de turbulencia
k− ǫ estándar y, por otro lado, hemos implementado la resolución de las ecuaciones filtradas
junto con el modelo de Smagorinsky.
1.5.2. Ecuaciones promediadas
Como vimos, al realizar una simulación tipo RANS obtenemos los valores medios de
las variables que definen nuestro flujo. Para obtener las ecuaciones de estos valores medios
de las variables, se promedian las ecuaciones del modelo (1.72)-(1.77). Existen dos tipos
de procedimientos: utilizar un promedio temporal, llamado promedio de Reynolds, o un
promedio temporal ponderado por la masa, llamado promedio de Favre.
Definición 1.5.1. Dada una variable del problema φ, se definen los siguientes valores me-
dios:
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el promedio de Reynolds:





















donde ρ̄ es el promedio temporal de la densidad.
Las fluctuaciones en torno a estos promedios las denotaremos como φ′ para la media
de Reynolds y como φ′′ para la media de Favre. De esta forma podemos descomponer una
variable como suma de su valor medio y de su fluctuación en torno a la media:
φ = φ+ φ′, (1.80)
para la media de Reynolds, y
φ = φ̃+ φ′′, (1.81)
para la de Favre.
A la hora de obtener las ecuaciones promediadas, tendremos en cuenta que se verifican
las siguientes propiedades (ver Kuo [63]):
φ = φ, (1.82)
φ′ = 0, (1.83)
φ+ ψ = φ+ ψ, ᾱφ = αφ, (1.84)
φψ = φ ψ + φ′ψ′ (1.85)
φ̃′′ = 0, φ′′ 6= 0, (1.86)
ρ̃φ = ρφ̃, (1.87)
ρ̃φ′′ = 0. (1.88)
Los promedios de Reynolds se utilizan en caso de flujos con densidad constante, mientras que
si la densidad es variable se utilizarán promedios de Favre. La relación entre los promedios
de Favre y de Reynolds no es simple
ρφ̃ = ρφ+ ρ′φ′ (1.89)
Si aplicamos la descomposición (1.81) a las ecuaciones del modelo para un flujo de gases
reactivos (1.72)-(1.77) y las promediamos temporalmente, obtenemos
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∂t





ρDgrad Ỹi − ρṽ′′Y ′′i
)
= f ri + f
m
i , i = 1, ..., Ne, (1.91)
∂(ρṽ)
∂t
+ div(ρṽ ⊗ ṽ)− div
(
Tv − ρ ˜v′′ ⊗ v′′
)
+ grad πh = ρg, (1.92)
∂(ρh̃T )
∂t
+ div(ρṽh̃T )− div
(
ρDgrad h̃T − ρṽ′′h′′T
)
= −divqr + f e + f er , (1.93)
















Las ecuaciones (1.90)-(1.94) tienen nuevas incógnitas que pueden ser expresadas en fun-
ción de variables ya conocidas utilizando modelos de turbulencia. Así, los flujos turbulentos
de masa de especies y entalpía se modelarán usando la hipótesis clásica del gradiente







grad h̃T , (1.97)
donde Sct es el número de Schmidt turbulento, cuyo valor más habitual es 0.7.
El término τF = −ρ ˜v′′ ⊗ v′′, se conoce como tensor de esfuerzos aparentes de Favre. Los
modelos RANS de primer orden consideran válida la hipótesis de Boussinesq, que relaciona
este tensor con los gradientes de las velocidades medias de la forma
τF ≈ µt
((









La ventaja de esta hipótesis es su escaso coste computacional debido a que solo será necesario
un modelo para obtener k y µt. La desventaja es la consideración de µt como una variable
escalar isótropa, lo cual en general no es cierto. Otra alternativa sería utilizar modelos RANS
de segundo orden que consisten en resolver las ecuaciones que verifican las componentes
de τF , pero estos modelos son mucho más complejos y presentan problemas en flujos con
recirculación (ver [63]).
La modelización de las fuentes de masa y energía debidas a las reacciones f ri , f
e
r es más
compleja y requiere un análisis detallado del problema, comparando las escalas de la química
y de la turbulencia, y dependenderá del tipo de combustión que ocurre. Entre los numerosos
modelos desarrollados se encuentran, por ejemplo, los del tipo modelo de mezcla turbulenta.
La hipótesis fundamental de estos modelos es que los tiempos de la química son más pequeños
que los de la mezcla turbulenta. A este grupo pertenecen modelos como el Eddy-Break-Up o
Eddy-Dissipation-Concept (también conocido como modelo Magnussen). Para ver con más
profundidad estos y otros modelos se puede consultar cualquiera de las referencias citadas
al inicio de la sección.
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En el Capítulo 2 describiremos el modelo de combustión BFL laminar en el que, bajo
ciertas hipótesis, los términos f ri , f
e
r desaparecen. Pero cuando el flujo es turbulento este
modelo deberá ser modificado para tener en cuenta la influencia de la turbulencia en la
química.
1.5.3. Modelo k − ǫ estándar
El modelo que utilizaremos para calcular la viscosidad turbulenta, µt, y la energía cinética
turbulenta, k, es el modelo k − ǫ estándar. Este modelo es el más utilizado debido a su
simplicidad y a su razonable precisión en flujos complejos. Un motivo más para la elección de
este modelo es que los modelos de dispersión de partículas disponibles en la literatura utilizan
siempre k y ǫ, así que necesitamos estos valores. Sin embargo tiene algunas desventajas
notables, entre las que destacan: la imposibilidad de describir flujos anisótropos, derivada
de la suposición de la hipótesis de Boussinesq, que no simula bien flujos con número de
Reynolds bajo y que necesita utilizar leyes de pared para predecir el comportamiento del
flujo cercano de las paredes. A estas desventajas le sumaremos otras encontradas durante su
implementación con métodos de elementos finitos, que describiremos en la tercera parte de
esta memoria, y que han sido objeto de numerosos estudios.





siendo Cµ una constante del modelo.
Las ecuaciones para la energía cinética turbulenta y la tasa de disipación turbulenta son





























donde Pk representa la producción de energía cinética turbulenta debida a los gradientes de
la velocidad media, C1ǫ y C2ǫ son constantes y σk y σǫ son los números de Prandtl para k y
ǫ, respectivamente. Las constantes del modelo se determinan experimentalmente, siendo sus
valores más comunes:
C1ǫ = 1.44, C2ǫ = 1.92, σk = 1.0, σǫ = 1.3 y Cµ = 0.09. (1.102)
La producción de la energía cinética turbulenta viene dada por
Pk = −ρ ˜v′′ ⊗ v′′grad ṽ, (1.103)
donde para los esfuerzos de Favre τF se supone de nuevo la expresión (1.98). Así
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siendo
‖D‖2 = D · D. (1.105)
Si llamamos ω =
ǫ
k
, podemos escribir las ecuaciones (1.100) y (1.101) de la siguiente






















+ ρC2ǫωǫ = C1ǫωPk. (1.107)
1.5.4. Modelo general para flujos turbulentos de gases reactivos
Si tenemos en cuenta la hipótesis de Boussinesq sobre el tensor de esfuerzos aparentes
de Favre (1.98), la forma asumida para los flujos de especies (1.96) y entalpía (1.97), y la
viscosidad turbulenta dada por el modelo k − ǫ, obtendremos, a partir de las ecuaciones
promediadas (1.90)-(1.94), el modelo completo para un flujo turbulento de gases reactivos:
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∂t
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i , i = 1, ..., Ne,(1.109)
∂(ρṽ)
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= −divqr + f e + f er , (1.111)


























+ ρC2ǫωǫ = C1ǫωPk. (1.115)
1.6. Condiciones de contorno utilizadas
Para completar la formulación del modelo laminar, (1.72)-(1.77) debemos introducir las
condiciones de contorno para cada una de las ecuaciones en derivadas parciales que forman
el mismo. Como veremos con más detalle en el capítulo dedicado a la resolución numérica del
modelo, la ecuación (1.76) servirá para calcular la densidad de la mezcla, cuya composición
y temperatura se obtendrán resolviendo (1.74) y (1.75), respectivamente. Por otra parte, de
las ecuaciones (1.72) y (1.73) obtendremos la velocidad y la presión. De hecho, la ecuación
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(1.72) será utilizada como restricción para la ecuación (1.73), resolviéndose el problema de
manera similar a las ecuaciones de Navier-Stokes incompresibles.
Teniendo esto en cuenta, para resolver el modelo propuesto necesitaremos condiciones de
contorno para las ecuaciones (1.73)-(1.75).
Denotaremos el dominio por Ω y su frontera por Γ. Podemos dividir la frontera en tres
partes Γ = ΓE ∪ ΓS ∪ ΓP , donde ΓE son las entradas de flujo de masa, ΓS las salidas y ΓP
es la parte de la frontera correspondiente a las paredes impermeables para el flujo másico.
Sea T la longitud del intervalo temporal para la simulación. Para el movimiento consi-
deraremos las condiciones de contorno
v = vE , en ΓE × [0, T ], (1.116)
v = 0, en ΓP × [0, T ], (1.117)
Tn = 0, en ΓS × [0, T ], (1.118)
siendo vE : ΓE × [0, T ]→ V una función dada. En problemas de “flujo abierto”, como el caso
de las llamas que vamos a simular, podemos sustituir la condición de pared prescribiendo la
velocidad del flujo lejos de la llama, es decir,
v = v∞, en ΓP × [0, T ]. (1.119)




i , i = 1, ..., Ne − 1, en ΓE × [0, T ], (1.120)
∂Yi
∂n
= 0, i = 1, ..., Ne − 1, en (ΓS ∪ ΓP )× [0, T ], (1.121)
con Y Ei : ΓE×[0, T ]→ R, i = 1, ..., Ne−1, funciones dadas, es decir, se conoce la composición
en la entrada y se supone flujo nulo en las paredes y en la salida.
Las condiciones de contorno para la ecuación de conservación de la energía son análogas
a las de las especies. Así,
hT = h
E
T , en ΓE × [0, T ], (1.122)
∂hT
∂n
= 0, en ΓS × [0, T ], (1.123)
∂hT
∂n
= q, en ΓP × [0, T ], (1.124)
(1.125)
siendo hET : ΓE × [0, T ] → R y q : ΓP × [0, T ] → R dadas, con q representando el flujo de
calor a través de las paredes por conducción. El flujo de calor por conducción a las paredes
es de la forma
q = hw(θ
s
P − θgP ), (1.126)
siendo θgP la temperatura de los gases cerca de la pared, θ
s
P la temperatura de la pared
sólida, o del flujo exterior a la misma, y hw el coeficiente de transferencia de calor (W/m2K).
28 Capítulo 1. Modelos para flujos de gases reactivos
Este coeficiente se calcula teniendo en cuenta la capa límite térmica y, en el caso de flujos
turbulentos, la capa límite hidrodinámica.
Cuando el flujo es turbulento y utilizamos el modelo k − ǫ, debemos dar condiciones de
contorno para las ecuaciones de k y ǫ. En este trabajo hemos considerado las siguientes:






= 0, en (ΓP ∪ ΓS)× [0, T ]. (1.128)
El modelo k − ǫ no es válido en las regiones cercanas a las paredes y, por esta razón,
normalmente se usa junto con leyes de pared que evitan el cálculo de k, ǫ y v en estas regiones.
La implementación de las leyes de pared es una de las mayores dificultades numéricas del
modelo k − ǫ pues involucran un acoplamiento no lineal entre las tres variables anteriores.
Dado que los flujos que vamos a simular en esta tesis son flujos en dominios abiertos, no
será necesario considerar leyes de pared. Así, la implementación de estas leyes de pared o
de modelos válidos en regiones con bajo número de Reynolds formará parte del trabajo a




Los procesos físico-químicos que tienen lugar en flujos de gases reactivos que incluyen la
combustión de partículas de carbón pulverizado son de una gran complejidad. Esto obliga
a desarrollar modelos simplificados que describan tanto los fenómenos que ocurren en el
interior de las partículas, como los que tienen lugar en la mezcla gaseosa que incluirá a
aquellas especies liberadas durante la gasificación del carbón.
Estos modelos se dividen en dos partes: una para la mezcla de gases y otra para las
partículas de carbón (a la que también nos referiremos como fase discreta, dispersa o con-
densada). La forma general para el modelo de fase gaseosa la hemos visto en el capítulo 1
y deberá ser completada indicando un tratamiento para la química que tenga en cuenta las
características del proceso que se va a modelizar. Para la de fase sólida se suele utilizar una
descripción Lagrangiana, es decir, se calculará la evolución de las partículas siguiendo su
trayectoria a lo largo del tiempo.
En los problemas que vamos a considerar tendremos reacciones de combustión, en la
mezcla de gases, que supondremos que ocurren en llamas de difusión. El modelo que vamos
a describir en este capítulo ha sido desarrollado en Bermúdez et al [19] y nos referiremos a
él como modelo BFL (acrónimo de Bermúdez, Ferrín y Liñán). En este modelo la hipóte-
sis fundamental es la de Burke-Schumann que considera que las reacciones en fase gaseosa
son infinitamente rápidas comparadas con el resto de las escalas temporales del problema.
Así, las llamas de difusión serán infinitamente delgadas y separarán zonas con oxígeno y sin
combustibles de zonas con combustibles y sin oxígeno. Estas llamas pueden estar dentro de
las partículas, en el gas de su entorno o lejos de ellas y cada caso se tendrá en cuenta para
la derivación del modelo de fase sólida. La hipótesis de Burke-Schumann para las reaccio-
nes de combustión en fase gaseosa permitirá simplificar las ecuaciones que determinan la
composición y la energía de la mezcla.
En el modelo BFL se consideraban partículas con alto contenido en cenizas y cuyo radio
permanecía constante durante su gasificación. En este capítulo completaremos el análisis rea-
lizado en [19] para tener en cuenta dos casos más simples: en primer lugar el correspondiente
a partículas con alto contenido en cenizas pero con un tamaño suficientemente pequeño que
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produzca la extinción de la llama de difusión en su vecindad. En segundo lugar el corres-
pondiente a partículas con bajo contenido en cenizas, que es el habitual en la literatura
sobre combustión de carbón. En este caso, la capa de cenizas tiene una gran porosidad y
resulta estructuralmente inestable, produciéndose su fragmentación. Por lo tanto, el radio
de la partícula disminuirá durante la gasificación y la tasa de gasificación del carbón tendrá
una forma más simple. Tampoco, en este segundo caso, la llama de difusión se encuentra
en la vecindad de la partícula. Ambos casos simplificados se denominarán BFLs1 y BFLs2,
respectivamente.
2.2. Llamas de difusión
En un flujo con gases reactivos las llamas de difusión se producen cuando el combustible
y el comburente, no mezclados previamente, entran en contacto por difusión. Así, al contra-
rio que en la combustión premezclada, el combustible y el comburente entran por lugares
distintos en la cámara de combustión y se mezclan solamente en la zona donde reaccionan.
De esta forma, el dominio quedará dividido en tres partes: una parte en la que hay oxidante
y no hay combustibles, otra zona en la que hay combustibles pero no oxidante y la zona de



























Figura 2.1: Esquema de una llama de difusión
La anchura de esta llama de difusión, que denotaremos por δL, vendrá determinada por
las velocidades de las reacciones químicas que en ella tienen lugar y por la velocidad de
difusión de las especies. Relacionado con ella, se define el número de Damköhler como el





El tiempo del flujo tiene que ver con el tiempo en el que se mezclan y difunden los gases del
flujo, por lo que dependerá del tipo de problema que estemos considerando y será definido
en cada caso. Si se considera química muy rápida, el número de Damköhler tomará valores
muy grandes comparados con la unidad.
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La hipótesis de Burke-Schumann supone que las reacciones son infinitamente rápidas e
irreversibles. Esto implica que el número de Damköhler es infinito y la llama de difusión
infinitamente delgada, es decir, δL → 0, lo que significa que el oxidante y el combustible
no pueden coexistir. Éste es el tratamiento más sencillo para la química en una llama de
difusión y será la hipótesis fundamental para la derivación del modelo BFL. Cuando el flujo
es turbulento esta hipótesis puede no ser válida ya que la estructura de la llama será más
compleja, el tiempo de mezcla disminuirá y podrán ocupar el mismo lugar comburente y
combustible. En este caso será necesario modificar el modelo BFL.
2.3. Modelo de combustión
Una partícula de carbón está formada por carbono fijo (o “char”), materias volátiles,
humedad y cenizas. En la combustión de una partícula de carbón se pueden distinguir varias
etapas: en una primera etapa, la partícula se calienta por el calor que le aporta la fase
gaseosa. Al alcanzar una determinada temperatura dará comienzo una segunda etapa en la
que se produce la evaporación de la humedad y la liberación de las materias volátiles a la fase
gaseosa. Los volátiles liberados se quemarán en la fase gaseosa aumentando la temperatura
de la mezcla de gases y de la propia partícula. Cuando la temperatura de la partícula alcance
un cierto valor se iniciarán las reacciones de gasificación del char con algunas especies de
la fase gaseosa. En esta tercera etapa la partícula puede seguir liberando los volátiles y
la humedad que todavía contenga. Si el carbón que consideramos tiene un alto contenido
en cenizas, que no pierde durante las etapas segunda y tercera, podemos considerar que el
tamaño de cada partícula permanece constante. En caso contrario, durante la gasificación,
la capa de cenizas que rodea al núcleo de carbono se romperá y, por lo tanto, el volumen de
la partícula disminuirá.
Una vez que se haya quemado toda la fracción combustible de la partícula ésta seguirá
intercambiando calor con la fase gaseosa hasta abandonar el recinto donde se está produ-
ciendo la combustión. Podemos ver un esquema de las diferentes etapas en la combustión de
una partícula con alto contenido en cenizas, en la Figura 2.2.
Figura 2.2: Combustión de una partícula de carbón con alto contenido en cenizas
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El modelo cinético simplificado que consideramos consta de los siguientes procesos físico-
químicos, expresados por las reacciones heterogéneas:
1 CO2 + C(s) → 2 CO + (q1)
2 12O2 + C(s) → CO + (q2)
3 H2O + C(s) → CO +H2 + (q3)
4 V(s) → V + (q4)
5 H2O(s) → H2O(g) + (q5)
y por las siguientes reacciones de oxidación en fase gaseosa:
6 CO + 12 O2 → CO2 + (q6)
7 V + ν1 O2 → ν2 CO2 + ν3 H2O + ν4 SO2 + (q7)
8 H2 + 12 O2 → H2O + (q8)
donde los índices s y g denotan la fase sólida y gaseosa, respectivamente, qi es el calor de
la reacción i por unidad de masa gasificada y V(g) denota los volátiles. Por simplicidad,
consideraremos los volátiles equivalentes a una única molécula:
V(g) = Cκ1Hκ2Oκ3Sκ4.
Los coeficientes κ1, κ2, κ3 y κ4 se obtienen del análisis elemental del carbón, mientras que
los coeficientes estequiométricos molares νi vienen dados por
ν1 = (2κ1 + κ2/2 + 2κ4 − κ3)/2, ν2 = κ1,
ν3 = κ2/2, ν4 = κ4.
Llamaremos MV a la masa molecular de los volátiles, que ha de ser calculada para cada
tipo de carbón. La masa molecular del resto de las especies consideradas se puede ver en la
Tabla 2.1.








Tabla 2.1: Masas moleculares
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Recordemos que se ha denotado por γl la velocidad de la reacción l-ésima en kmol/m3s
mientras que wl será la velocidad expresada en kg/m3s. La velocidad global de gasificación
del char, wC , quedará determinada por la suma de las velocidades de las reacciones 1, 2 y 3:
wC = w1 + w2 +w3. (2.2)
Para que el modelo sea válido se deben verificar las desigualdades
L0 ≫ lc ≫ lp ≫ ap, (2.3)
donde L0, lc, lp y ap son las longitudes características del dominio de cálculo, de la celda
computacional, de la distancia entre partículas y del radio de las mismas. Estas desigualdades
nos permitirán, por ejemplo, considerar la fase sólida como dispersa, es decir, despreciar las
influencias de unas partículas sobre otras y considerar que su movimiento no perturba el
movimiento de la fase gaseosa. Como la fracción volumétrica de la fase discreta es pequeña,
podemos realizar un tratamiento homogeneizado de la mezcla de gases y partículas. Así, la
influencia de la combustión de las partículas en las ecuaciones del modelo de fase gaseosa
vendrá dada por fuentes homogeneizadas de masa y energía. El acoplamiento entre los dos
modelos también se producirá en el otro sentido pues la fase gaseosa determinará la atmósfera
en la que se queman las partículas.
En la derivación de este modelo se aplica la hipótesis de Burke-Schumann para las reac-
ciones en fase gaseosa. En un flujo con combustión de carbón, las llamas de difusión delgadas
donde ocurren estas reacciones pueden encontrarse en el interior de las partículas porosas, en
el gas de su entorno o en el que está lejos de ellas. El lugar que ocupen las llamas dependerá
de la temperatura y de las concentraciones locales de oxígeno, monóxido de carbono, volátiles
e hidrógeno (en lo que sigue a estas tres últimas especies se les llamará combustibles). En la
Figura 2.3 se puede ver un esquema de las llamas de difusión (pintadas con una línea negra
gruesa) que se producen en un quemador típico de carbón pulverizado. En el esquema se
pueden ver los tres tipos de localización de las llamas de difusión en fase gaseosa.
Figura 2.3: Esquema de llamas de difusión formadas en un inyector de carbón pulverizado
En particular, la hipótesis de Burke-Schumann implica que el oxígeno no puede coexistir
con los combustibles. Por esto, el flujo de gases después de la homogeneización quedará
divido en dos regiones: una en la que no hay oxígeno, que denotaremos por ΩF , y otra en la
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que sí lo hay, que denotaremos por ΩO. Estas regiones estarán separadas por una superficie,
ΓF , donde se sitúa la llama.
Debido a esta división del dominio, hay que distinguir dos casos: en primer lugar, cuando
una partícula se quema en ΩO, los combustibles que se producen durante la gasificación se
consumen completamente, en una llama de difusión, dentro de la partícula o pegada a ella.
En este caso las partículas no representan fuentes de combustibles para la fase gaseosa. El
segundo caso, cuando la partícula está en ΩF , al no haber oxígeno, las reacciones homogéneas
6, 7 y 8 no tienen lugar y los combustibles se unen a la fase gaseosa sin quemarse.
2.4. Modelo para la fase gaseosa
En esta sección veremos cómo se puede simplificar el modelo (1.72)-(1.77) cuando se
considera válida la hipótesis de Burke-Schumann.




+ div(ρuv) − div(ρDgrad u), (2.4)
podemos escribir las ecuaciones de conservación de la masa de cada una de las especies
gaseosas (1.74), y de la energía (1.75) como
Lg(YO2) = fmO2 + f rO2, (2.5)
Lg(YCO2) = fmCO2 + f rCO2, (2.6)
Lg(YH2O) = fmH2O + f rH2O, (2.7)
Lg(YSO2) = fmSO2 + f rSO2, (2.8)
Lg(YCO) = fmCO + f rCO, (2.9)
Lg(YV ) = fmV + f rV , (2.10)
Lg(YH2) = fmH2 + f rH2, (2.11)
Lg(hT ) = f e + f er − divqr. (2.12)
Utilizando las definiciones de f er y f
r
i , i = O2, CO, V , H2, CO2, SO2, H2O, dadas en (1.53)
y (1.21), respectivamente, y las masas moleculares de las especies dadas en la Tabla 2.1
tenemos
f rO2 = − (16γ6 + 32ν1γ7 + 16γ8) , (2.13)
f rCO2 = 44γ6 + 44ν2γ7, (2.14)
f rH2O = 18ν3γ7 + 18γ8, (2.15)
f rSO2 = 64ν4γ7, (2.16)
f rCO = −28γ6, (2.17)
f rV = −MV γ7, (2.18)
f rH2 = −2γ8 (2.19)
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y
f er = −
(
















18h0H2O − 2h0H2 − 16h0O2
)
γ8.















(h0H2OMH2O − 0.5h0O2MO2 − h0H2MH2).
Si tenemos en cuenta que se verifican las igualdades
w6 =MCOγ6, w7 =MV γ7 y w8 =MH2γ8, (2.21)
podemos escribir las ecuaciones (2.5)-(2.12) en función de las velocidades y de los calores de
reacción, llegando a






w7 − 8w8, (2.22)







Lg(YH2O) = fmH2O +
18ν3
MV
w7 + 9w8, (2.24)




Lg(YCO) = fmCO − w6, (2.26)
Lg(YV ) = fmV − w7, (2.27)
Lg(YH2) = fmH2 − w8, (2.28)
Lg(hT ) = f e + q6w6 + q7w7 + q8w8 − divqr. (2.29)
Para el cálculo de las fuentes provenientes de la fase dispersa f er y f
r
i , i = O2, CO, V , H2,
CO2, SO2, H2O, necesitamos describir la respuesta de la partícula en las condiciones del gas
de su entorno. Este análisis se llevará a cabo en la Sección 2.5.
Como estamos suponiendo que se verifica la hipótesis de Burke-Schumann de reacciones
en fase gaseosa infinitamente rápidas, lo que implica la no coexistencia de los combustibles
con el O2, no será necesario dar expresiones para las velocidades de éstas. Si definimos los
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siguientes escalares conservados o combinaciones lineales de Shvab-Zeldovich






YV − 8YH2 , (2.30)







Z3 = YH2O +
18ν3
MV
YV + 9YH2 , (2.32)




H = hT + q6YCO + q7YV + q8YH2, (2.34)
podemos eliminar los términos de las reacciones gaseosas en las ecuaciones (2.22)-(2.29),
obteniendo






fmV − 8fmH2, (2.35)

















Lg(H) = f e + q6fmCO + q7fmV + q8fmH2 −∇ · qr. (2.39)
Una vez resueltas las ecuaciones (2.35)-(2.39) recuperaremos los valores de la entalpía
térmica y de las fracciones másicas de las especies que componen la mezcla gaseosa. Para ello
deberemos tener en cuenta la región del dominio en la que nos encontramos, la cual vendrá
determinada por el valor de Z1. Así, procederemos de la siguiente forma:
1. Si Z1 > 0 estaremos en la región ΩO, es decir, sí habrá oxígeno, lo que implica que







2. Si Z1 < 0 estaremos en la región ΩF , con lo cual w6 = w7 = w8 = 0 al no haber
oxígeno. En este caso, para calcular las fracciones másicas de la mezcla y su entalpía,
necesitaremos resolver dos ecuaciones adicionales elegidas entre (2.26)-(2.28) pero sin
términos de reacción. Podremos elegir, por ejemplo
Lg(YV ) = fmV en ΩF , (2.41)
Lg(YH2) = fmH2 en ΩF , (2.42)
que deberán ser integradas usando las condiciones de contorno YV = 0 y YH2 = 0 en
la superficie ΓF dada por Z1 = 0, que separa las regiones ΩO y ΩF .
2.5. Modelo para la fase sólida 37
El modelo para la fase gaseosa dado en esta sección es muy general y sería válido para
modelos de fase sólida diferentes del que describiremos en la siguiente sección.
2.5. Modelo para la fase sólida
En esta sección describiremos el modelo para la fase sólida que proporcionará las fuentes
de masa y energía procedentes de la combustión de las partículas. Estas fuentes se calcularán
haciendo una descripción Lagrangiana de la temperatura y de la masa de cada partícula a
lo largo de su trayectoria.
Supondremos que las partículas son esféricas y su radio es rp. Por simplicidad, nos res-
tringiremos al caso de bajo número de Peclet, relativo a la velocidad de la partícula en
relación con la velocidad del gas ambiente. De esta forma, los efectos del movimiento de
este gas ambiente relativos a la partícula pueden ser despreciados y es posible considerar la
concentración y la temperatura del gas dentro de la partícula y en su entorno como campos
con simetría esférica.
Como vimos en la Sección 2.3, una partícula de carbón está compuesta por cenizas,
humedad, volátiles y carbono fijo. Por lo tanto, la masa de una partícula de carbón, mp, se
puede escribir como
mp = mH2O +mV +mC +mcen, (2.43)
donde mH2O y mV son los valores, dentro de la partícula, de la masa de volátiles y de
agua que están en forma condensada, respectivamente. Denotaremos por ρp la densidad de
la partícula y por ρV , ρcen, ρC y ρH2O las densidades de las sustancias que la componen y
llamaremos vp al volumen de la misma1.
Para facilitar la lectura, introducimos en este punto nueva notación referente a las reac-
ciones químicas, que se utilizará posteriormente. Así, para cada reacción i consideramos:
Bi factor de frecuencia,
Ei energía de activación,
wi masa gasificada por unidad de volumen y de tiempo,
ṁi masa gasificada por unidad de tiempo,
λi velocidad de reacción adimensional.
Las velocidades de reacción adimensionales para las reacciones 1, 2 y 3 se definen como la tasa
de masa de “char” gasificado por la reacción dividida por el flujo de difusión característico
4πrpρD, (2.44)
mientras que para las reacciones 4 y 5 se definen como la tasa de masa liberada de volátiles y
humedad, respectivamente, dividida por el flujo (2.44). Por lo tanto, se verifican las siguientes
relaciones:
ṁi = wivp = 4πρrpDλi, (2.45)
1Por simplicidad en la notación solo utilizaremos el índice p en estas y otras variables cuando sea necesario
distinguirlas de las que se refieren a valores en la fase gaseosa.
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con i = 1, ..., 5.









Supongamos que la densidad de cenizas de las partículas permanece constante durante









= −ṁC . (2.47)
Cuando escribimos la ecuación de la temperatura de la partícula, podemos considerarla
espacialmente uniforme, es decir, Tp(t). Esta suposición se basa en que el tiempo característi-
co de la conducción de calor en la partícula es pequeño comparado con el tiempo de difusión.
Entonces, las reacciones que tienen lugar dentro de la partícula generan unas variaciones de
temperatura pequeñas comparadas con la temperatura a la que se encuentra la partícula.
Si despreciamos las variaciones espaciales de la temperatura en el interior de la partícula,


































I(x, ω)dω − σT 4p
)
, (2.49)
donde I(x, ω) es la intensidad de radiación en la dirección ω en la posición de la partícula,
que denotamos por x, εp es la emisividad de la partícula, σ = 5.67 × 10−8 W/m2K4 es la
constante de Stefan-Boltzmann y S2 es la esfera unidad.
Las velocidades de reacción por unidad de volumen, de las reacciones de gasificación del







donde YH2O, YO2 e YCO2 son las fracciones másicas de agua, oxígeno y dióxido de carbono
del gas que llena los poros, ρ su densidad y H es la función de Heaviside. La inclusión de
esta función como factor se hace para que estas tres velocidades sean cero cuando el carbono
de la partícula se haya consumido completamente.
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de primer orden, pero el análisis podría generalizarse fácilmente para otras más complejas.
De este modo, la evaporación de la humedad se describe, por simplicidad, con un modelo
cinético similar al modelo de pirólisis de generación de volátiles.
Dado que se considera la temperatura de la partícula espacialmente homogénea, a partir
de las expresiones (2.53) y (2.54) se deduce que las tasas de generación de vapor de agua y de
volátiles son uniformes en el interior de la partícula y dadas en función de dicha temperatura
Tp. Asumimos que durante los procesos de liberación de humedad y volátiles el radio de la
partícula no varía y podemos calcular la variación con el tiempo de ρV y ρH2O de la forma
dρV
dt
= −w4(Tp) = −B4e−E4/RTpρV , (2.55)
dρH2O
dt
= −w5(Tp) = −B5e−E5/RTpρH2O. (2.56)
No se puede llegar a una expresión similar a partir de la tercera ecuación de (2.47) debido
a que w1, w2 y w3 son funciones de YCO2, YO2 y YH2O y éstas no son uniformes en el interior
de la partícula, debido al fenómeno de difusión interna.
Para llevar a cabo un tratamiento más simple de los efectos de las reacciones de gasifi-
cación del char 1, 2 y 3, se tendrá en cuenta que todas las energías de activación de estas
reacciones son grandes. Los números de Damköhler de estas reacciones, que se definen como
Dai = (r
2
p/De)Bie−Ei/RTp , i = 1, 2, 3, (2.57)
dependen fuertemente de la temperatura. Como las energías de activación de las reacciones 1,
2 y 3 son grandes, la etapa de transición se tiene cuando los números de Damköhler asociados
a estas reacciones son del orden de la unidad. Así, los números de Damköhler nos permiten
distinguir dos etapas en la gasificación del char. En la primera etapa (Dai ≪ 1, i = 1, 2, 3),
las reacciones de gasificación se pueden considerar congeladas y podremos escribir wC = 0,
mientras que en la segunda etapa (Dai ≫ 1, i = 1, 2, 3), estas reacciones son muy rápidas y
tienen lugar en una llama de difusión. Esta llama se encontrará en r = rc(t), siendo rc(t) el
radio del núcleo de carbono fijo de la partícula en el instante t. Este radio irá disminuyendo
a medida que el carbono se gasifica, por lo que a este modelo se le conoce con el nombre de
“shrinking core”.
La llama de difusión de las reacciones de gasificación impide que puedan coexistir en el
interior de la partícula el carbono fijo con las especies que lo atacan. Entonces, los términos





3 determinados para asegurar que YCO2 = YO2 = YH2O = 0 dentro de la llama,
r ≤ rc, y que YC = 0 en r > rc.




ρ0C si r ≤ rc(t)
0 si r > rc(t)
(2.58)
siendo ρ0C el valor inicial de la densidad de carbono en la partícula.
Teniendo en cuenta la definición (2.58) podemos escribir la tercera ecuación de (2.47) en






= −wC . (2.59)
40 Capítulo 2. Modelo de combustión
Para calcular los valores de w1, w2 y w3 y obtener la evolución de rc deberemos resolver las
ecuaciones de conservación de masa de las especies en el gas del interior de la partícula, para
valores dados de Tp y de la composición del gas en la superficie de la misma. Las fracciones
másicas en la superficie de la partícula deberán obtenerse de las ecuaciones de conservación
de las especies, pero en el entorno gaseoso de la partícula. Para resolver todas estas ecuaciones
se utilizarán técnicas similares a las empleadas en la derivación del modelo de fase gaseosa,
considerando, cuando sea posible, la hipótesis de Burke-Schumann. Para realizar este análisis
se debe tener en cuenta la región en la que se está gasificando la partícula, su contenido en
cenizas y su tamaño.
2.5.1. Partículas grandes con alto contenido en cenizas
Los modelos obtenidos para este tipo de partículas son los descritos en [19], donde se
puede ver su derivación con más detalle.
En el caso de partículas con alto contenido en cenizas se puede suponer que el radio de
la partícula y, por lo tanto, su volumen, permanecen constantes a lo largo de todo el proceso
de combustión. Si llamamos a al valor del radio inicial de la partícula tendremos que, para
todo instante t, rp(t) = a.
Como vimos en la Sección 2.3, podemos distinguir varios tipos de combustión según la
región en la que se encuentre la partícula. Si la partícula se encuentra en la región ΩF no
habrá oxígeno en su interior y, por tanto, las reacciones de combustión en fase gaseosa 6, 7 y
8, así como la reacción de gasificación del char con oxígeno, no tendrán lugar. Si la partícula
está en Ω0 tendremos una llama controlada por la difusión que puede estar dentro de la
partícula o en su entorno, dependiendo de si hay oxígeno en su superficie o no.
Para poder aplicar la hipótesis de Burke-Schumann en el gas del interior de los poros de la
partícula o en el de su entorno, debe verificarse que los números de Damköhler sean grandes
comparados con la unidad. Para ello, el tamaño de la partícula tiene que ser mayor que el
espesor de una llama formada por la mezcla estequiométrica de CO y O2. Así, si a > 50µm
y la partícula está en ΩO existirá una llama de difusión infinitamente delgada dentro o
en el entorno de la partícula, donde el oxígeno consumirá los combustibles procedentes de
la gasificación de la partícula. La llama estará dentro de la partícula en ΩO si el escalar
conservado Zs1 = Z1|r=a > 0 y, por lo tanto, hay oxígeno en la superficie de la partícula;
mientras que estará fuera si Zs1 < 0.
En el caso de una partícula grande con alto contenido en cenizas las velocidades adimen-
sionales λ4 y λ5 se obtienen a partir de las expresiones (2.53) y (2.54), teniendo en cuenta











Para este tipo de partículas tendremos que resolver, en la primera etapa, las ecuaciones (2.55)
y (2.56) junto con la ecuación de la energía, que dependerá de la concentración de oxígeno
en la superficie de la partícula:
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Si Zs1 < 0, hay una llama de difusión fuera de la partícula que hace que el oxígeno no






= 4πa2(q′′p + q
′′
r ) + 4πρaD(q4λ4 + q5λ5). (2.62)
Si Zs1 > 0, los volátiles no pueden abandonar la partícula debido a la reacción con el






= 4πa2(q′′p + q
′′











siendo cp el calor específico a presión constante del carbón.
El modelo BFL permite que la liberación de humedad y volátiles ocurra a la vez que
la gasificación del “char”. Así, en la segunda etapa, determinada por Dai ≫ 1, i = 1, 2, 3,
todavía debemos seguir resolviendo las ecuaciones (2.55) y (2.56). En el caso que la partícula
se esté quemando en ΩF , no hay oxígeno, mientras que si lo hace en ΩO la llama de difusión
que rodea la partícula, o que se encuentra en su interior, impedirá que éste llegue al núcleo
de carbono fijo. Así, para los tres casos posibles tendremos que w2 = 0. Teniendo esto en







= −(λ1 + λ3). (2.65)
Para las velocidades adimensionales de las reacciones 1 y 3, así como para la temperatura
de la partícula, tendremos tres modelos distintos dependiendo del caso:
Caso 1 Partícula en ΩF .
Figura 2.4: Esquema de la combustión de una partícula en ΩF
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= 4πa2(q′′p + q
′′
r ) + 4πρaD(q1λ1 + q3λ3 + q4λ4 + q5λ5), (2.67)
donde q′′p está dada por (2.64) y qr′′ por (2.49).
Caso 2 Partícula en ΩO y llama dentro.
Figura 2.5: Esquema de la combustión de una partícula en ΩO con Zs1 > 0
Si denotamos por rf el radio donde se encuentra la llama de difusión de las reacciones













































































































= 4πa2(q′′p + q
′′











donde q′′p está dada por (2.64) y q
′′
r por (2.49).
Caso 3 Partícula en ΩO y llama fuera.
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Figura 2.6: Esquema de la combustión de una partícula en ΩO y con Zs1 < 0












































































= 4πa2(q′′p + q
′′












































q′′r viene dada por (2.49) y ϕ por (2.69) o, equivalentemente, ϕ = e
λa/rf − 1.





Observación 2.5.1. En el caso de una partícula inerte tendríamos ρp = ρ
0
p, si aún no ha
iniciado la combustión, o ρp = ρcen si ésta ya ha finalizado. Su variación de temperatura
se debe únicamente al calentamiento o enfriamiento por transferencia de calor entre la fase
gaseosa y la partícula, y a la absorción o emisión de radiación. De esta forma la ecuación






= 4πa2(q′′p + q
′′
r ). (2.75)
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2.5.1.1. Continuidad del modelo
En este apartado veremos que se tiene la continuidad del modelo al cambiar la situación
en la que se produce la combustión de la partícula de carbón.
Proposición 2.5.1. Las ecuaciones correspondientes al caso en que la llama está dentro
de la partícula (rf < a) coinciden con las ecuaciones del caso en que la llama está fuera
(rf > a) cuando rf = a.
Demostración: Puesto que la última ecuación en los dos casos es la misma y la expresión
de ϕ cuando rf = a es idéntica, probaremos que las otras dos ecuaciones coinciden si rf = a.
















































































































































































































Si rf = a entonces ϕ = eλ − 1 y, por lo tanto, las ecuaciones (2.80) y (2.81) coinciden
con las del modelo (2.71).
Proposición 2.5.2. Las ecuaciones (2.71) tienden a las ecuaciones (2.66), que modelan el
comportamiento de una partícula que se quema en la zona sin oxígeno, al hacer el límite
rf →∞.
Demostración: Si rf →∞ se tiene que ϕ→ 0 y, por lo tanto, Y gO2 = 0. Al hacer el límite
ϕ → 0 en las ecuaciones (2.71) se obtienen de forma inmediata las ecuaciones del modelo
(2.66).
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2.5.2. Partículas pequeñas con alto contenido en cenizas
Consideramos como partículas pequeñas aquéllas cuyo radio es menor de 50µm. Entonces,
tendremos que el número de Damköhler basado en el tamaño de la partícula es pequeño
aunque, por el contrario, el número de Damköhler asociado con la fase gaseosa homogeneizada
es grande. En este caso las reacciones en fase gaseosa de oxidación de los combustibles, en
el entorno o el interior de la partícula, se considerarán congeladas y el oxígeno podrá llegar
al interior de la partícula y contribuir a su gasificación. Al considerar que la partícula tiene
alto contenido en cenizas podremos seguir suponiendo que su radio es constante, es decir,
rp(t) = a.
En la primera etapa debemos resolver las ecuaciones (2.55) y (2.56) junto con la ecuación
(2.62) ya que, al no haber llama de difusión en el entorno de la partícula, q7 no contribuye
al calentamiento de la misma. Las velocidades adimensionales de las reacciones 4 y 5 vienen
de nuevo dadas por (2.60) y (2.61), respectivamente.
En la segunda etapa, además de (2.55) y (2.56), tendremos que resolver las ecuaciones
para λ1, λ2 y λ3, que serán distintas según el caso:
Caso 1 Partícula en ΩF .
Si la partícula está en ΩF el modelo obtenido es independiente de su tamaño. Así,
debemos resolver las ecuaciones (2.66) para las velocidades de gasificación, (2.65) para
el radio rc y (2.67) para la temperatura de la partícula.
Caso 2 Partícula en ΩO.
En este caso, como el oxígeno contribuye a la gasificación de la partícula, la ecuación







= −(λ1 + λ2 + λ3). (2.82)






























































= 4πa2(q′′p + q
′′
r ) + 4πρaD(q1λ1 + q2λ2 + q3λ3 + q4λ4 + q5λ5), (2.84)
donde q′′p viene dado por (2.64) y q
′′
r por (2.49).
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2.5.3. Partículas con bajo contenido en cenizas
Si el carbón considerado tiene bajo contenido en cenizas, la capa de cenizas que rodea
el núcleo de carbono fijo durante la gasificación se romperá y, por tanto, rp(t) = rc(t). La
principal diferencia con los modelos descritos anteriormente será que el radio ya no permanece
constante durante la segunda etapa de combustión. El modelo correspondiente a este caso
ha sido introducido en [21].
Al igual que ocurría en el caso de partículas pequeñas, no habrá una llama de difusión
en el interior ni el entorno de la partícula, entre especies en fase gaseosa.
En la primera etapa, las ecuaciones para ρV y ρH2O son, de nuevo, (2.55) y (2.56),








r ) + 4πρrpD(q4λ4 + q5λ5), (2.85)


















En la segunda etapa, se sigue considerando válido el modelo de “shrinking core”, pero el
radio del núcleo rc es ahora el radio de la partícula y, por lo tanto, ρC = ρ0C . En este caso, de






= −(λ1 + λ2 + λ3). (2.89)
En esta etapa, distinguiremos dos casos dependiendo de la región en la que se encuentre la
partícula:
Caso 1 Partícula en ΩF .
En este caso no hay oxígeno en el entorno de la partícula y por ello λ2 = 0. Para las









































r ) + 4πρgrpD(q1λ1 + q3λ3 + q4λ4 + q5λ5), (2.91)
donde q′′p está dada por (2.86) y q
′′
r por (2.49).
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Caso 2 Partícula en ΩO.
























































r ) + 4πρrpD(q1λ1 + q2λ2 + q3λ3 + q4λ4 + q5λ5) (2.93)
para la temperatura, donde q′′p y q
′′
r están dados en (2.86) y (2.49), respectivamente.
2.6. Fuentes para la fase gaseosa
En esta sección escribiremos las expresiones de las fuentes de masa y energía que aporta
una partícula a la fase gaseosa. Debemos tener en cuenta que λ2 6= 0 cuando el oxígeno
llega al núcleo de la partícula, debido a que los números de Damköhler basados en el tamaño
de la partícula son pequeños. Esto ocurre en partículas que verifican que rp < 50µm o en
partículas con bajo contenido en cenizas.
Las fuentes de masa para cada una de las especies debidas a una partícula son:
1. En ΩF ,
FmO2 = F
m
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H2 = 0. (2.104)































































y la fuente de energía






































ϕ/(eλ − 1), cuando el carbón tiene alto contenido en cenizas,
rp > 50µm, Z
g
1 > 0 y Z
s
1 < 0 (llama fuera de la partícula),
1, en el resto de los casos.
Finalmente, las fuentes homogeneizadas en la fase gaseosa por unidad de volumen y
tiempo, en un punto x de la caldera, se obtienen a partir de las fuentes individuales de cada
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Fαij(t)δ(x − xijp (t))dt (2.114)
donde:
Ne es el número de entradas del dominio considerado,
Np es el número de tamaños distintos de partículas (también llamados tipos de partí-
culas) que entran por cada entrada j,
Fαij(t) es la contribución a α de una partícula de tipo i introducida por la entrada j,
en el instante t (dadas por (2.94)-(2.113)),
xijp (t) denota la posición ocupada por esa partícula en el instante t,
δ(x) es la medida de Dirac en el punto 0,
tijf es el tiempo que necesita la partícula para quemarse completamente o abandonar
la caldera,
q̃j es el caudal másico de carbón que entra por j,
pij es el porcentaje de partículas de tipo i que entran por j.
2.7. Modelo para el movimiento de las partículas
En esta sección se presenta el modelo que consideramos para el movimiento de las par-
tículas de carbón en el interior de la caldera.
La velocidad de las partículas se obtiene resolviendo el problema de valor inicial
dvp
dt
=FA (v − vp) + g,
vp(0) =vp0,
(2.115)







Aquí, v es la velocidad del gas, vp la velocidad de la partícula, µ la viscosidad del gas, ρp la
densidad de la partícula, rp el radio, Re el número de Reynolds relativo a la partícula,











, si Re ≤ 1000
0.44, en caso contrario.
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Al elegir el segundo miembro de la primera ecuación del problema (2.115), se supone
que las únicas fuerzas que afectan al movimiento de las partículas de carbón son las de
arrastre y de gravedad. Existen otras fuerzas que mueven a las partículas pero que han sido
despreciadas, como generalmente ocurre en la modelización de la combustión de carbón. Por
ejemplo:
Fuerza de masa virtual. Es la fuerza necesaria para acelerar la masa de la fase continua
en el entorno de una partícula, cuando la velocidad relativa del gas ambiente respecto








(v − vp) (2.119)
y sólo es importante cuando la densidad de la fase continua es del mismo orden o mayor
que la densidad de la fase discreta, como sería el caso de gotas de agua en aceite. En
nuestro caso la densidad de las partículas de carbón es mucho mayor que la del gas y
por eso el efecto de la masa virtual no se tiene en cuenta.
Fuerza de flotabilidad. Esta fuerza aparece debido a gradientes de presión en el fluido







Esta fuerza se puede despreciar cuando la aceleración de la partícula es del mismo
orden que la del gas.
Efecto Magnus. Es una fuerza de sustentación debida a la rotación de la partícula.
Esta rotación podría ocurrir por impactos con otras partículas o por el gradiente de la
velocidad en una región de flujo no uniforme.
Fuerza de sustentación (“lift") de Saffman. Se debe a los gradientes de velocidades del
gas. A diferencia del efecto Magnus la partícula no necesita estar rotando. Esta fuerza





(v − vp) , (2.121)
donde K = 2.594, dij es el tensor de deformación y ν = µ/ρ es la viscosidad cinemática.
Esta forma de la fuerza de sustentación es válida cuando el número de Reynolds relativo
a la partícula es pequeño. Se recomienda usar esta fuerza sólo cuando el diámetro de las
partículas es inferior a 1 µm, que no es el caso en la combustión de carbón pulverizado.
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2.8. Modelo BFL en flujos turbulentos
El modelo BFL que hemos descrito permite la realización de simulaciones numéricas
directas (DNS) de flujos laminares o transicionales, de gases reactivos con combustión de
carbón. Además, establece el marco para la obtención de modelos para la combustión tur-
bulenta. Como la simulación directa es demasiado costosa, imposible en nuestro caso, vamos
a realizar simulaciones tipo RANS usando el modelo k − ǫ. Así, en el caso de tener un flujo
turbulento, vamos a promediar, usando promedios de Favre, las ecuaciones de conservación
de los escalares de Shvab-Zeldovich, de la misma forma que se realizó en la Sección 1.5 del
Capítulo 1 para las ecuaciones de conservación de las especies y de la entalpía. De esta forma,
se obtienen las ecuaciones






fmV − 8fmH2 , (2.122)

















Lgt(H̃) = f e + q6fmCO + q7fmV + q8fmH2 −∇ · qr, (2.126)












De nuevo, en estas ecuaciones no aparecen los términos debidos a las reacciones en fase
gaseosa w6, w7 y w8, pudiendo evitar así la modelización de estos términos. Sin embargo, en
el caso de flujos turbulentos, la resolución de las ecuaciones (2.122)-(2.126) proporciona los
valores medios de las combinaciones de Shvab-Zeldovich pero no sus valores instantáneos. Si
queremos aplicar la hipótesis de Burke-Schumann para recuperar la composición de la mezcla
y su entalpía térmica, necesitaríamos conocer Z1 para determinar la región del dominio en la
que nos encontramos. De esta forma, necesitaríamos modelizar la interacción entre la química
y la turbulencia para obtener la localización de la llama de difusión en cada instante. La
determinación de ese modelo dará lugar a la formulación turbulenta del modelo BFL.
Este modelo está todavía en fase de desarrollo e incluirá funciones de densidad de pro-
babilidad a las que se les supone una forma conocida (“presumed shape Probability Density
Function” o simplemente PDF). Para ver modelos de la iteración entre química y turbulencia
utilizando una PDF se pueden consultar, entre otros, Kuo [63], Libby y Williams [68] o Naud
[76].
Como primera aproximación, que supondremos válida para flujos no muy turbulentos,
se tomará Zi = Z̃i, i = 1, ..., 4 y H = H̃. Así, el cálculo de la composición y de la entalpía
térmica de la mezcla se realizará, de la misma forma que en el caso laminar, considerando
válida la hipótesis de Burke-Schumann. Esta aproximación elemental, aunque no incorpora
un modelo para la interacción entre química y turbulencia, al menos incluye la difusión
turbulenta de los reactantes.
52 Capítulo 2. Modelo de combustión
En cuanto al modelo BFL para la fase sólida, supondremos que las partículas ven las
fracciones másicas y la temperatura del gas promediadas. Sin embargo, para el movimiento
de las partículas será necesario introducir un modelo para la dispersión de las mismas debida
a la turbulencia.
2.8.1. Modelo para la dispersión de las partículas
El modelo para el movimiento de una partícula (2.115) necesita el valor instantáneo
de la velocidad de la mezcla de gases. Este valor se puede obtener acoplando este modelo
para el movimiento de las partículas con un modelo estocástico para tener en cuenta la
dispersión de las mismas. El modelo que vamos a considerar es uno de los llamados “Discrete
Random Walk”, que denotaremos de forma abreviada como DRW2. Este tipo de modelos
calculan la dispersión de las partículas con un muestreo aleatorio para obtener las propiedades
instantáneas del fluido, para un número representativo de trayectorias de partículas. Cada
trayectoria calculada, para cada tamaño y posición inicial, se llama intento.
El modelo seleccionado, e introducido en [21], calcula la velocidad instantánea del fluido
como la suma de la velocidad media y una fluctuación aleatoria con distribución Gaussiana,
con media cero y una varianza relacionada con la escala de la velocidad turbulenta, calculada
a partir del modelo k − ǫ. Así, la velocidad instantánea, vista por la partícula, viene dada
por
















donde ξi, i = 1, 2, 3, son números aleatorios con distribución normal.
Los modelos DRW suponen que la partícula está atrapada en un remolino durante el
tiempo de vida del mismo o hasta que lo atraviesa. A lo largo del tiempo que la partícula
permanece en el remolino, ésta verá el valor medio de la velocidad del flujo y el valor de las
fluctuaciones de la velocidad será constante.





donde r es un número aleatorio entre 0 y 1 con distribución uniforme. El tiempo que necesita
una partícula para atravesar un torbellino viene dado por,


















2También se conocen como “Eddy Interaction Model” (EMI).
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es la longitud característica de los torbellinos.
Cuando se alcanza el tiempo mínimo entre τe y τc se debe calcular una nueva fluctua-
ción de la velocidad. Este modelo se basa en el modelo de interacción partícula-remolino
introducido por Gosman y Ioannides en [50].
Como la mayoría de modelos DRW, este modelo tiene un comportamiento aceptable
para flujos con turbulencia homogénea. En Zhou y Leschziner [98], por ejemplo, se incluye
el efecto de la anisotropía en el modelo. La idoneidad de otros modelos DRW y de otro tipo
de modelos para el cálculo de la dispersión de partículas se analiza en Macinnes y Bracco
[70] y Hennick y Lightstone [54].







Las ecuaciones de convección-difusión-reacción aparecen en numerosos modelos matemá-
ticos utilizados en ingeniería o ciencias aplicadas. Estas ecuaciones son de tipo parabólico
pero, en muchos problemas, la convección es más importante que la difusión apareciendo la
naturaleza hiperbólica de estas ecuaciones. Por ejemplo, en la mayoría de problemas indus-
triales los flujos tienen alto número de Reynolds y el término difusivo es despreciable. El
desarrollo de métodos estables y precisos para problemas de convección dominante, al igual
que para los hiperbólicos, es una tarea mucho más compleja que para problemas puramente
elípticos o parabólicos, que ha sido objeto de numerosos estudios, muchos de ellos en el marco
de los elementos finitos.
Un método clásico para el tratamiento de problemas hiperbólicos, que también es ade-
cuado para problemas de convección dominante, es el método de las curvas características,
introducido por primera vez en Benqué et al [10], Douglas y Rusell [37] y Pironneau [81]
para resolver problemas de convección-difusión, incluyendo las ecuaciones de Navier-Stokes
incompresibles. Este método consiste en la discretización de la derivada material a lo largo
de la trayectoria de las partículas fluidas, mediante esquemas de diferencias finitas. Esta
aproximación es natural desde un punto de vista físico, pues la derivada material es igual a
la derivada temporal cuando se calcula a lo largo de esas trayectorias. Como la discretiza-
ción de la derivada material se hace hacia atrás en tiempo, hay que evaluar las variables del
problema en los puntos movidos a la posición que ocupaban en un instante anterior. Esta
evaluación se realiza por interpolación y dependiendo del tipo de interpolación elegido, el mé-
todo de características recibe distintos nombres, aunque generalmente se denomina método
modificado de características o semi-Lagrangiano o de Lagrange-Galerkin cuando se combina
con técnicas de elementos finitos. En esta memoria, vamos a usar el método de característi-
cas siempre combinado con el de elementos finitos y vamos a llamar al método clásico, que
hace una proyección de la solución del problema en el espacio de elementos finitos, método
de Lagrange-Galerkin y si se usa interpolación polinómica de la solución compuesta con las
curvas características diremos que el método es semi-Lagrangiano. Estos últimos métodos
han sido muy utilizados en la resolución de las ecuaciones que modelan los flujos atmosféri-
cos para la realización de predicciones meteorológicas, como podemos ver en el artículo de
revisión de Staniforth y Côté [92]. El análisis de algunos métodos semi-Lagrangianos con
interpolación de alto orden se puede ver por ejemplo en Falcone y Ferreti [43] o Bermejo
[11].
En este trabajo vamos a considerar métodos de Lagrange-Galerkin aunque algunos resul-
tados numéricos los compararemos con los obtenidos mediante algún método semi-Lagrangiano.
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El método clásico de Lagrange-Galerkin introducido en los ochenta es de primer orden en
tiempo (ver, por ejemplo, Douglas y Rusell [37] y Pironneau [81] o Süli [90]). Para obtener
una mayor precisión vamos a considerar métodos de mayor orden que aplicaremos a ecua-
ciones de convección-difusión-reacción y a las de Navier-Stokes incompresibles. En Ewing
y Russel [42], Rui y Tabata [87], Bermúdez et al [22, 23], por citar algunos, podemos ver
métodos de Lagrange-Galerkin de segundo orden para ecuaciones de convección-difusión y
en Boukir et al [25] o Notsu y Tabata [78] para las ecuaciones de Navier-Stokes. Del análisis
numérico de métodos de Lagrange-Galerkin realizado por estos y otros autores, podemos
destacar las siguientes ventajas de estos métodos:
Son incondicionalmente estables, incluso para la ecuación del transporte, siempre que
la proyección de Galerkin se calcule de forma exacta.
Si el operador de difusión es lineal y simétrico, dan lugar a sistemas lineales simétricos.
Permiten el uso de pasos de tiempo grandes sin estropear la precisión de la solución
obtenida.
La posibilidad de tener sistemas lineales simétricos junto con pasos de tiempo grandes
hacen que estos métodos sean muy interesantes desde un punto de vista computacional. Sin
embargo, tienen algunas desventajas:
La necesidad del uso de fórmulas de cuadratura para el cálculo de algunas integrales
que estropea la estabilidad incondicional de los métodos de Lagrange-Galerkin, como
ha sido analizado, por ejemplo, en Morton et al [75], Bermúdez et al [23] y Fujima y
Tabata [46].
El cálculo de los pies de las características en cada iteración que requiere resolver nume-
rosas ecuaciones diferenciales, integrándolas hacia atrás en el tiempo. En relación con
el inconveniente anterior, si tenemos fórmulas de cuadratura de alto orden el número de
puntos que hay que mover por elemento de la malla es elevado. Para hacerse una idea
de cuántos puntos, en este trabajo usaremos fórmulas con 31 nodos en mallas que lle-
gan a los 400000 elementos. Así, en cada instante de tiempo tendremos que resolver del
orden de 107 ecuaciones diferenciales ordinarias en cada instante de tiempo y, además,
localizar el elemento en el que se encuentra el pie de la característica calculado.
Las desventajas anteriores motivan la introducción de los que llamaremos métodos de
Lagrange-Galerkin modificados. Estos métodos superan, en parte, las desventajas de los es-
tándar y mantienen sus buenas propiedades, como la estabilidad. Además, el orden de con-
vergencia obtenido es el mismo que el de los estándar, cuando se combinan con elementos
finitos lineales o cuadráticos. En los métodos modificados que presentamos se aproximan
las curvas características por otras que llamaremos curvas características modificadas. Con
estas nuevas curvas solo será necesario calcular la posición de los vértices de la malla en
los instantes anteriores, para obtener los pies de las características de todos los nodos de
cuadratura de la malla. Es fácil imaginar que el uso de métodos modificados supone una
ventaja computacional que, dependiendo del caso, puede ser muy significativa frente a los
estándar.
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Los métodos de Lagrange-Galerkin modificados fueron introducidos por primera vez para
la ecuación del transporte en Bermejo y Carpio [14]. En este artículo, se muestran también
resultados numéricos para problemas de convección-difusión y de Navier-Stokes, aunque no
se describen los métodos para este último tipo de ecuaciones. En Bermejo y Saavedra [16] se
proponen métodos de Lagrange-Galerkin modificados, de primero y segundo orden en tiempo,
para ecuaciones de convección-difusión y se obtienen las estimaciones de error para estos
métodos que se comprueban con algunos tests numéricos. En esta memoria se incluyen los
resultados que aparecerán en este último artículo, ampliados para ecuaciones de convección-
difusión-reacción, y se muestran algunos resultados numéricos adicionales.
Esta parte de la tesis consta de dos capítulos.
En el Capítulo 3, describimos los métodos de Lagrange-Galerkin para ecuaciones de
convección-difusión-reacción escalares. En primer lugar, presentamos el problema de Cauchy
que vamos a considerar. Para facilitar la comprensión de los nuevos métodos, se introducen
antes los métodos estándar con discretizaciones temporales de primero y segundo orden.
Una vez explicados estos métodos, se describe la modificación que haremos sobre las curvas
características que permitirán mover los nodos de cuadratura de un tetraedro a partir de sus
vértices movidos. En segundo lugar, obtendremos estimaciones de error para estos métodos
en la norma l∞(L2(Ω)) cuyas constantes permanecen acotadas en el limite hiperbólico. Por
último, verificamos los órdenes de error obtenidos para los métodos de Lagrange-Galerkin
estándar y modificados, y comparamos sus tiempos de cálculo con distintos ejemplos test.
En el Capítulo 4, utilizamos los métodos de Lagrange-Galerkin modificados para la dis-
cretización de las ecuaciones de Navier-Stokes incompresibles. Estas ecuaciones pueden ser
vistas como ecuaciones de convección-difusión no lineales y, por lo tanto, los métodos de
Lagrange-Galerkin tendrán una formulación parecida a las de estas últimas. La particulari-
dad es que, en este caso, la velocidad es la incógnita y la hipótesis de que se pueden calcular
las curvas características de forma exacta ya no es válida. Así, presentaremos algunos es-
quemas numéricos para aproximarlas que, con objeto de mantener el orden de error de los
métodos de Lagrange-Galerkin implementados, serán de orden 2. En la última sección de
este capítulo mostraremos los resultados obtenidos para tests con solución conocida, con
objeto de analizar la convergencia de los métodos propuestos y, además, presentaremos la si-
mulación del flujo tridimensional alrededor de un cilindro. Se estudiará también la eficiencia




modificados para ecuaciones de
convección-difusión-reacción
3.1. Introducción
En este capítulo introducimos los métodos de Lagrange-Galerkin modificados para ecua-
ciones de convección-difusión-reacción. Estos métodos se basan el trabajo de Bermejo y
Carpio [13] para ecuaciones de convección pura.
En primer lugar, planteamos un problema de Cauchy de convección-difusión-reacción en
un dominio acotado e introducimos los espacios funcionales adecuados para su estudio.
En segundo lugar, describimos el método de las características que se utiliza para la
discretización temporal del problema. Para la discretización espacial se utiliza el método de
elementos finitos. Una vez descritos los métodos de Lagrange-Galerkin estándar, introduci-
mos los modificados que aproximarán las curvas características por una modificación de las
mismas.
En tercer lugar, realizamos el análisis numérico de los métodos modificados, obteniéndose
el mismo orden de convergencia que para los estándar cuando se utilizan elementos finitos P1
o P2. Esto se debe a que los métodos modificados añaden a la estimación de los estándar un
término del tipo O(h2). La convergencia obtenida para los métodos modificados es de la forma
O(hm+1 +h2 +∆tq) en norma l∞(L2(Ω)) cuando el problema está dominado por la difusión,
siendo m el grado de los polinomios de los espacios de elementos finitos de Lagrange y q el
orden de la discretización temporal, que será 1 o 2. En el caso de problemas de convección
dominante, si ∆t es suficientemente grande obtenemos una estimación del error de la forma
O
(
hm+1/∆t+ h2 + ∆tq
)
en norma l∞(L2(Ω)) mientras que, para ∆t pequeño, será de la
forma O(hm +h2 +∆tq) en l∞(L2(Ω)), con lo cual la estimación del error no explota cuando
∆t→ 0 y h se mantiene fijo. Además, en el caso en que el término difusivo sea pequeño, las
constantes del error permanecen acotadas en el límite hiperbólico.
En Douglas y Russel [37], para las ecuaciones de convección-difusión, se obtienen es-
timaciones del error de la forma O(∆t + h2) en el espacio l∞(L2(Ω)), para los métodos
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Lagrange-Galerkin de orden 1 en tiempo y con elementos lineales. El problema de esta es-
timación es que la constante obtenida depende de ν−1/2 siendo ν la constante de difusión
del problema. Por lo tanto, en el límite hiperbólico está constante puede ser muy grande o
no estar acotada. En Bause y Knabner [9] se analiza este mismo método y se llega a una
estimación uniforme con respecto al parámetro de difusión. La estimación obtenida por Pi-
ronneau [81] es O
(
∆t+ hm + hm+1/∆t
)
en norma l∞(L2(Ω)), mientras que en Süli [90],
para las ecuaciones de Navier-Stokes, se muestra el orden de convergencia O(∆t+ hm+1) en
norma l∞(L2(Ω)).
Por lo tanto, las estimaciones de error que hemos obtenido para los métodos de Lagrange-
Galerkin extienden, para métodos de segundo orden en tiempo, las dadas en [9] y, además,
establecen el marco de validez de las obtenidas en [81] y [90].
Por último, presentamos los resultados numéricos obtenidos con los métodos de Lagrange-
Galerkin estándar y modificados, que apoyan los resultados teóricos y ponen de manifiesto
que los nuevos métodos son más eficientes. Además, analizamos la influencia de las fórmulas
de cuadratura en la estabilidad de los métodos y comprobamos la necesidad de utilizar
fórmulas de alto orden. Este hecho resalta la mayor eficacia de los métodos modificados
frente a los estándar, sobre todo en problemas tridimensionales.
3.2. Problema de Cauchy y notaciones
Sea Ω ⊂ Rd, d = 2, 3 un dominio acotado con frontera Γ = ∂Ω Lipschitziana y T una
constante positiva; consideramos el siguiente problema de condiciones iniciales y de contorno:






+ v(x, t) · grad c(x, t)− div(D(x, t)grad c(x, t)) + l(x, t)c(x, t) = f(x, t),
∀(x, t) ∈ Ω× (0, T ) y sujeta a las condiciones
c(x, t) = 0, ∀(x, t) ∈ Γ× (0, T ),
c(x, 0) = c0(x), ∀x ∈ Ω.
(3.1)
En este problema v : Ω × [0, T ] → Rd es la descripción espacial de la velocidad, D :
Ω× [0, T ]→ Sd es la matriz de difusión, donde Sd es el espacio de las matrices simétricas de
dimensión d, l : Ω × [0, T ] → R es la función de reacción y f : Ω× [0, T ] → R y c0 : Ω → R
son funciones escalares dadas.
Definición 3.2.1. Sea L el operador diferencial de segundo orden definido como
Lc := −div(D(x, t)grad c(x, t)) + v(x, t) · grad c(x, t) + l(x, t)c(x, t). (3.2)
Este operador es elíptico si existe un número θ > 0 tal que
ξtD(x, t)ξ ≥ θ|ξ|2, ∀ξ ∈ Rd, ∀(x, t) ∈ Ω× (0, T ). (3.3)
Si L es elíptico el operador diferencial
∂
∂t
+ L se dice parabólico.
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El espacio de funciones continuas en Ω se denotará como C0(Ω) y para cada entero m ≥ 1,
Cm(Ω) será el espacio de las funciones m veces continuamente diferenciables. El espacio de
Hölder C0,1(Ω) se define como
C0,1(Ω) :=
{
f ∈ C0(Ω) : sup
x,y∈Ω
|f(x)− f(y)|
|x− y| < +∞
}
.
Este espacio es el de las funciones localmente Lipschitzianas, mientras que C0,1(Ω) es el
espacio de las funciones globalmente Lipschitzianas. Si m ≥ 1 es un entero, Cm,1(Ω) será el
espacio de las funciones de clase Cm cuyas derivadas hasta orden m pertenecen a C0,1(Ω).
Introducimos los espacios de Lebesgue Lp(Ω) y los espacios de Sobolev Wm,p(Ω) con
m ∈ N y p = 1, 2, ...,∞, definidos por
Lp(Ω) = {f : Ω→ R medibles : ‖f‖0,p,Ω < +∞},
Wm,p(Ω) = {f ∈ Lp(Ω) : ∂αf ∈ Lp(Ω) ∀α ∈ Nd, |α| ≤ m},
















si 1 ≤ p <∞, mientras que si p =∞ la norma se define como
‖f‖0,∞,Ω := ess sup
x∈Ω













, 1 ≤ p <∞
|f |m,∞,Ω := máx
|α|=m
{‖∂αf‖0,∞,Ω}.
En particular, cuando p=2, el espacio L2(Ω), o simplemente L2, es un espacio de Hilbert
con el producto escalar habitual (·, ·)0 que induce la norma ‖ · ‖0 = ‖ · ‖0,2,Ω y el espacio de
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Sobolev Wm,2(Ω), que se denotará como Hm(Ω), será también un espacio de Hilbert con el




(∂αu, ∂αv)0 , (3.5)
que induce la norma ‖ · ‖m = ‖ · ‖m,2,Ω.














donde recordemos que L0 denotaba la longitud característica del dominio. Habitualmente en
la literatura de análisis funcional la longitud característica se toma igual a 1 al definir esta
norma. En nuestro caso, al no considerar las ecuaciones adimensionales, debemos utilizar la
definición (3.6) para que haya coherencia en las unidades de la norma de H1(Ω) como se
indica en Tartar [93].
Se define el espacio H10 (Ω), o simplemente H
1
0 , como





y denotamos como H−1(Ω) a su espacio dual y por 〈·, ·〉 al par de dualidad. Se puede probar
(ver [27]) que H10 (Ω) = {f ∈ H1(Ω) : f|Γ = 0}.
Teniendo en cuenta la desigualdad de Poincaré, enH10 tenemos que la seminorma ‖grad f‖0
es una norma equivalente a la norma ‖f‖1.
Introducimos ahora los espacios de funciones que involucran al tiempo. Dado un espacio
de Banach B y un entero no negativo m, llamaremos Cm(0, T ;B) o abreviadamente Cm(B),









siendo f (j) :=
djf
dtj
, j = 1, ...,m.
Denotaremos por Lp(0, T ;B) o, simplemente, Lp(B) al espacio de las funciones medibles






<∞, 1 ≤ p <∞, y (3.9)
‖f‖L∞(0,T ;B) := ess sup
0≤t≤T
‖f(t)‖B <∞ si p =∞. (3.10)
Los espacios de Sobolev Wm,p(0, T ;B) constan de todas las funciones f ∈ Lp(0, T ;B) tales
que sus derivadas hasta orden m, f (j), j = 1, ...,m, existen y pertenecen a Lp(0, T ;B);
















, si 1 ≤ p <∞.
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Dado un entero m no negativo consideramos el espacio funcional definido por
Zm(Ω) = {f ∈ Cj(Hm−j(Ω)), j = 0, ...,m}
dotado con la norma
||f ||Zm = máx
0≤j≤m
{‖f‖Cj(Hm−j )}.
Por último, para simplificar la escritura, los espacios de funciones que toman valores en
el espacio vectorial los denotaremos utilizando negritas, por ejemplo, Cm(Ω) = Cm(Ω)d.
Supongamos las siguientes hipótesis sobre los datos del problema:
Hipótesis 3.1. Dij ∈ L∞(Ω × [0, T ]), v ∈ L∞(Ω× [0, T ]), l ∈ L∞(Ω × [0, T ]), f ∈ L2(Ω×
[0, T ]), c0 ∈ L2(Ω).
Hipótesis 3.2. l(x, t) ≥ 0.





{λmin(x, t)} ≥ ν > 0, (3.11)
siendo λmin(x, t) el autovalor mínimo de la matriz D(x, t), el operador L será elíptico.
Si realizamos la formulación variacional del problema fuerte (3.1) obtenemos el siguiente:




+ b(t; c, v) = (f, v), ∀v ∈ H10 (Ω) y c.p.d. en [0, T ],
c(0) = c0,
(3.12)
donde b(t; ·, ·) : H10 (Ω)×H10 (Ω)→ R es la forma bilineal definida por
b(t; c, v) =
∫
Ω




v · grad c(x, t)v(x, t)dx +
∫
Ω
l(x, t)c(x, t)v(x, t)dx.
(3.13)
Nota 3.2.1. Si c ∈ L2(0, T ;H10 (Ω)) y c′ ∈ L2(0, T ;H−1(Ω)) se tiene que c ∈ C0(0, T ;L2(Ω)).
La demostración de esta afirmación se puede ver, por ejemplo, en Evans [41] y da un sentido
a la segunda ecuación de (3.12).
La forma bilineal b no es coercitiva pero verifica la siguiente desigualdad de Garding :
existen dos constantes α > 0 y β ≥ 0 tales que
b(t;u, u) ≥ α‖u‖2H1(Ω) − β‖u‖20, (3.14)
siendo α dependiente de θ, para todo t ∈ [0, T ], lo que permite probar un teorema de
existencia y unicidad de solución del problema débil.
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Teorema 3.2.1. Si los datos verifican las Hipótesis 3.1, 3.2 y 3.3 existirá una única solución
del problema débil (3.12).
Demostración. La demostración de este teorema se puede ver, por ejemplo, en Evans [41],
y Ern y Guermond [40]. 
Definición 3.2.2. Se dice que la solución c del problema (3.12) es solución débil del problema
fuerte (3.1).
3.3. Curvas características
En esta sección definiremos las curvas características asociadas a la velocidad v y veremos
algunas de sus propiedades.
Definición 3.3.1. Se llama curva característica por el punto (x, t) ∈ Ω×[0, T ] a la aplicación
X (x, t; ·) : (0, T )→ Rd (3.15)
solución del problema 


dX (x, t; s)
ds
= v(X (x, t; s), s),
X (x, t; t) = x.
(3.16)
El punto X (x, t; s) representa la posición que ocupará en el instante s el punto material
que ocupa la posición x en el instante t y que se mueve con velocidad v. Al punto X (x, t; s)
se le conoce también como pie, en el instante s, de la característica que pasa por (x, t).
Fijado t ∈ [0, T ] si X(·, t; ·) es un movimiento, v la descripción espacial de su velocidad
y x = X(p, t), entonces
X (x, t; s) = X (X(p, t), t; s) = X(p, s). (3.17)
Si se verifica que v ∈ C0(C0,1(Ω)) y v = 0 en Γ, utilizando el Teorema de Cauchy-
Lipschitz (también conocido como Teorema de Picard-Lindelöf), se tiene que X está bien
definida en todo el dominio [0, T ], es única para cada condición inicial (x, t) y X (x, t; s) ∈ Ω
para todo (x, t, s) ∈ Ω× [0, T ] × [0, T ] (ver, por ejemplo, Ern y Guermond [40] o Nogueiras
[77]). Además podemos escribir
X (x, t; s) = x−
∫ s
t
v(X (x, t; τ), τ)dτ. (3.18)
La unicidad nos permite deducir la propiedad (ver [84]),
X (X (x, t; s), s; τ) = X (x, t; τ), (3.19)
de donde obtenemos, haciendo t = τ ,
X (X (x, t; s), s; t) = x. (3.20)
3.3. Curvas características 67
Teniendo en cuenta esta igualdad, para cada s, t ∈ [0, T ] se puede definir la aplicación inversa
de X (·, s; t) : Ω→ Ω, como
Y(·, t; s) : Ω → Ω
y → Y(y, t; s) = X (y, t; s)
Denotaremos por F al gradiente de X y por J a su determinante, es decir,
F(x, t; s) := grad X (x, t; s), J(x, t; s) = detF(x, t; s). (3.21)
Se tiene inmediatamente que F(x, t; t) = I y J(x, t; t) = 1. Sin más que aplicar gradientes a






= L(X (x, t; s), s)F(x, t; s),
F(x, t; t) = I,
(3.22)
siendo L = grad v.
Si v ∈ C0(C1(Ω)) tenemos que J(x, t; s) > 0 y, por lo tanto, existe F−1(x, t; s), ∀(x, t; s) ∈






= divv(X (x, t; s), s)J(x, t; s),
J(x, t; t) = 1,
(3.23)






= −divv(X (x, t; s), s)J−1(x, t; s),
J−1(x, t; t) = 1.
(3.24)
Lema 3.3.1. Sea v ∈ C0(Wk,∞(Ω)), k ≥ 1 y v|Γ = 0. Entonces, X ∈ C0(Ω× [0, T ]× [0, T ])
y es de clase Ck−1,1 con respecto a la primera variable. Además, dados s, t ∈ [0, T ] con




|x− y| ≤ |X (x, t; s) −X (y, t; s)| ≤ Ku|x− y|, ∀x, y ∈ Ω (3.25)
con Ku = e
|s−t|‖v‖C0(W1,∞(Ω)).
1Si (M1, d1) y (M2, d2) son dos espacios métricos, una aplicación f : M1 → M2 es cuasi-isométrica si
existen tres constantes C1 ≥ 1, C2 ≥ 0 y C3 ≥ 0 tales que
1
C1
d1(x, y) − C2 ≤ d2(f(x), f(y)) ≤ C1d1(x, y) + C2, ∀x, y ∈ M1,
∀y ∈ M2 ∃x ∈ M1 : d2(f(x), y) ≤ C3.
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Su jacobiano J ∈ C0([0, T ];L∞(D × [0, T ])) y verifica
e−Cu|s−t| ≤ J(x, s; t) ≤ eCu|s−t|, (3.26)
con Cu = ‖divv‖L∞(Ω×(0,T )).
Demostración. En primer lugar, recordemos que una función de W 1,∞(Ω) es Hölder con-
tinua después de ser eventualmente redefinida en un conjunto de medida nula. Además, se
verifica W k,∞(Ω) ⊂ Ck−1,1(Ω). Teniendo esto en cuenta podemos ver la primera parte de la
demostración en Süli [90].
Para probar la segunda parte debemos tener en cuenta que la solución de (3.23) viene
dada por
J(x, t; s) = e
∫ s
t
divv(X (x,t;τ),τ)dτ , (3.27)
mientras que la solución de (3.24) es
J−1(x, t; s) = e−
∫ s
t divv(X (x,t;τ),τ)dτ . (3.28)

Teniendo en cuenta las definiciones de las curvas características y de la derivada material,
sin más que aplicar la regla de la cadena, se obtiene
dc
ds
(X (x, t; s), s) = c′(X (x, t; s), s) + v(X (x, t; s), s) · grad c(X (x, t; s), s)
= ċ(X (x, t; s), s). (3.29)
3.4. Discretización temporal: método de las características
En primer lugar obtendremos los esquemas semidiscretizados en tiempo. Para ello divi-
dimos el intervalo [0, T ] en N subintervalos [tn−1, tn], n = 1, 2, . . . , N , de longitud ∆tn =
tn − tn−1 tales que 0 = t0 < t1 < . . . < tN = T . Por simplicidad, supondremos que
∆tn = ∆t = T/N . Utilizaremos la notación φn(x) := φ(x, tn) para cualquier función φ
definida en Ω× [0, T ].
Recordemos que, para cada instante tn+1, X (x, tn+1; ·) es la curva característica solución




dX (x, tn+1; s)
ds
= v(X (x, tn+1; s), s),
X (x, tn+1; tn+1) = x.
(3.30)
Definimos las aplicaciones
X i,j := X (·, tj ; ti), (3.31)
Fi,j := F(·, tj ; ti), (3.32)
J i,j := J(·, tj ; ti), (3.33)
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con i, j ∈ {0, ..., N}.
Podemos escribir una versión discreta del Lema 3.3.1 suponiendo que ∆t es suficiente-
mente pequeño.
Lema 3.4.1. Sea v ∈ C0(Wk,∞(Ω)), k ≥ 1. Entonces, para cada n ∈ {0, ..., N − 1}, exis-
te una única solución X (x, tn+1; ·) : [tn−1, tn+1) ⊂ [0, T ] → Ω del problema (3.16) tal que
X (·, tn+1; ·) ∈ C1(Wk,∞(D)). Así, ∀α ∈ Nd, 1 ≤ |α| ≤ k, ∂αX ∈ C0(L∞(D × (0, T ))).
Además, existen dos constantes K1 y K2 dependientes de ‖divv‖C0(L∞(Ω)) tales que
1−K1∆t ≤ (Jn,n+1(x))−1 ≤ 1 +K2∆t, x ∈ Ω. (3.34)
Demostración. La demostración de este lema se puede hacer siguiendo los mismos pasos
del Lema 4.2 en Süli [90], a partir del Lema 3.3.1. 
Si escribimos la ecuación (3.29) con t = s = tn+1 tenemos
ċ(X (x, tn+1; tn+1), tn+1) = ċ(x, tn+1). (3.35)




D(x, t)grad u(x)·grad v(x)dx+
∫
Ω
l(x, t)u(x)v(x)dx, ∀u, v ∈ H10 (Ω). (3.36)
Utilizando esta definición y teniendo en cuenta que a lo largo de las curvas características
se verifica (3.29), si escribimos el problema débil (3.12) en X (x, tn+1; t) su solución en el
instante n+ 1 verifica
〈ċn+1, v〉+ a(tn+1; cn+1, v) = (fn+1, v), ∀v ∈ H10 (Ω). (3.37)
Discretizaremos el operador derivada total a lo largo de las curvas características con dos








3cn+1(x)− 4cn(X n,n+1(x)) + cn−1(X n−1,n+1(x))
2∆t
. (3.39)
Teniendo en cuenta (3.35), tomando t = tn+1 en el problema débil (3.12) y utilizando la
aproximación (3.38) obtenemos el problema semidiscretizado.














(cn+1 − cn ◦ X n,n+1, v) + ∆tan+1(cn+1, v) = ∆t(fn+1, v),
∀v ∈ H10 (Ω), y n ∈ {1, ..., N − 1}.
(3.40)














(c1 − c0 ◦ X 0,1, v) + ∆ta1(c1, v) = ∆t(f1, v),
1
2
(3cn+1 − 4cn ◦ X n,n+1 + cn−1 ◦ X n−1,n+1, v) + ∆tan+1(cn+1, v) = ∆t(fn+1, v),
∀v ∈ H10 (Ω) y n ∈ {2, ..., N − 1}.
(3.41)
En la definición de los problemas semidiscretizados hemos utilizado la notación fn+1
para la función de L2, f(·, tn+1), y an+1 para la forma bilineal a(tn+1; ·, ·), para todo n ∈
{0, ..., N − 1}.
3.4.1. Existencia y unicidad de solución del problema semidiscretizado
Para probar la existencia y unicidad de solución de los problema semidiscretizados (3.40)
y (3.41) tendremos en cuenta que la forma bilineal definida en (3.36) tiene las siguientes
propiedades para cada n ∈ {0, ..., N − 1}:
1. an+1 es simétrica y continua.
2. Si se verifican las Hipótesis 3.1, 3.2 y 3.3, an+1(·, ·) es coercitiva. En particular se
verifica que existe una constante positiva ν tal que
an+1(u, u) ≥ ν‖grad u‖20, ∀u ∈ H10 (Ω).
Teorema 3.4.1. Supongamos que se verifican las Hipótesis 3.1, 3.2 y 3.3, entonces para ∆t
suficientemente pequeño los dos problemas semidiscretizados (3.40) y (3.41) tienen solución
única.
Demostración. Si introducimos las notaciones
bn+1(u, v) := ε(u, v)0 + ∆ta
n+1(u, v),
Ln+1(v) := (ψ, v)0 + ∆t(f
n+1, v)0,
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con ε una constante positiva y ψ ∈ H10 (Ω), tenemos que bn+1 es una forma bilineal simétrica,
continua y coercitiva y que el operador Ln+1 ∈ H−1(Ω) y es continuo. Por lo tanto, aplicando
el Teorema de Lax-Milgran, el problema
{
Encontrar u ∈ H10 (Ω), tal que
bn+1(u, v) = Ln+1(v),∀v ∈ H10 (Ω)
tiene una única solución para todo n ∈ {0, ..., N − 1}, de lo que se deduce inmediatamente
el resultado.

3.5. Discretización espacial: método de elementos finitos
Para la discretización espacial del problema usaremos el método de elementos finitos. En
primer lugar, recordaremos algunas definiciones y resultados que nos serán de utilidad para
la descripción y el análisis numérico de los métodos de Lagrange-Galerkin que describiremos
en secciones posteriores. Para ver con más profundidad los conceptos que aquí se dan, así
como las demostraciones de los resultados, se puede consultar, por ejemplo, Ciarlet [32].
Definición 3.5.1. Se llama malla o triangulación de un dominio Ω a una división del mismo
en Ne subconjuntos Tj , j = 1, ..., Ne verificando:
1. Tj , j = 1, ..., Ne es cerrado y de interior no vacío.





4. Dados Ti y Tj , con i 6= j, int(Ti) ∩ int(Tj) = ∅.
5. Las caras de cada elemento o son subconjuntos de la frontera del dominio, Γ, o son la
cara de otro elemento.
Además, la triangulación es regular si existe una constante σ tal que
hj
ρj
≤ σ, j = 1, ..., Ne,
siendo hj el diámetro de Tj y ρj el supremo de los diámetros de las d-esferas inscritas en
Tj . Diremos que esta triangulación es cuasi-uniforme si existe una constante α tal que
h
hj
≤ α, j = 1, ..., Ne.
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A la triangulación de Ω de tamaño h la denotaremos por Ωh. En particular, en esta memoria
consideraremos que cada elemento de la triangulación es un símplex de dimensión d y si la
frontera Γ es curva los elementos adyacentes tendrán al menos una cara curva.
Para cada elemento de la triangulación Tj se define un elemento finito como el triple
(Tj , P (Tj),ΣTj ) donde
1. P (Tj) es un espacio de dimensión finita, Nn = dim(P (Tj)), de aplicaciones p : Tj → R.
2. ΣTj es un conjunto de Nn formas lineales φi definidas sobre P (Tj) que es P (Tj)−unisol-
vente, es decir, dados Nn números reales αi, 1 ≤ i ≤ Nn existe una única p ∈ P (Tj)
tal que
φi(p) = αi, 1 ≤ i ≤ Nn. (3.42)
En particular, existen Nn funciones pi ∈ P (Tj), 1 ≤ i ≤ Nn que verifican
φj(pi) = δij, 1 ≤ j ≤ Nn (3.43)





Las formas lineales φi se llaman grados de libertad del elemento finito y las funciones pi se
llaman funciones de base o de forma del elemento finito.
Consideremos un elemento de referencia que denotaremos por (T̂ , P (T̂ ),ΣT̂ ). Si los ele-
mentos de la triangulación son rectos, para cada símplex Tj , existe una aplicación Fj : T̂ → Tj
afín invertible de la forma
Fj(x̂) = Bj x̂+ bj , Bj ∈Md(R) y bj ∈ Rd. (3.45)
Estas aplicaciones permiten definir una familia de elementos finitos afín-equivalentes (Tj ,
P (Tj),ΣTj ) donde
1. Tj = Fj(T̂ ).
2. P (Tj) = {p : Tj → R : p = p̂ ◦ F−1j , p̂ ∈ P (T̂ )}.
3. ΣTj = {φi : P (Tj)→ R : φi(p) = φ̂i(p ◦ Fj)}.
Definición 3.5.2. Se dice que un elemento Tj de la triangulación es curvo, de clase m,
m ≥ 0, si existe una aplicación Fj : T̂ → Tj de clase Cm,1 tal que
Fj = F̃j + Θj, (3.46)
donde F̃j es una aplicación de T̂ en un elemento de caras rectas T̃j , definida como
F̃j(x̂) = B̃j x̂+ b̃j, B̃j ∈Md(R) y b̃j ∈ Rd, (3.47)
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y Θj : T̂ → Rd es una aplicación de clase Cm,1 que verifica
c̃j := sup
x̂∈T̂
‖DΘj(x̂)B̃j‖ < 1. (3.48)
Si m = 0, DΘj(x̂) se entenderá como un cociente de diferencias.
Si la partición está formada por elementos curvos de clase m, con las aplicaciones Fj
se puede definir una familia de elementos finitos isoparamétricos de la misma forma que
definimos las familias afín-equivalentes. Estas familias isoparamétricas de elementos finitos
curvos se pueden considerar como perturbaciones de las familias afines construidas con las
aplicaciones F̃j .
Definimos los espacios de elementos finitos de Lagrange asociados a la partición Ωh





P (Tj) = {p : Tj → R : p = p̂ ◦ F−1j , p̂ ∈ Pm(T̂ )},
donde Pm(T̂ ) es el conjunto de polinomios definidos en T̂ de grado ≤ m.
Para facilitar la lectura de la memoria introducimos las siguientes notaciones:
Ne: número de elementos de la triangulación o malla.
Nn: número de nodos o grados de libertad de cada elemento o, lo que es lo mismo, la







Nng: número de nodos o grados de libertad globales, es decir, la dimensión del espacio
Wh.
Nvg: número de vértices globales de la malla.
aji , i = 1, ..., d + 1: vértices de cada símplex j.
âi, i = 1, ..., d + 1: vértices del elemento de referencia T̂ .
αi, i = 1, ..., Nvg : vértices de la malla.
dji , i = 1, ..., Nn: nodos de cada símplex j.
d̂i, i = 1, ..., Nn: nodos del elemento de referencia T̂ .
βi, i = 1, ..., Nng : grados de libertad globales.
p̂i, i = 1, ..., Nn: polinomios de base del espacio P (T̂ ).
pji := p̂i ◦ F−1j , i = 1, ..., Nn: funciones de base de P (Tj).
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siendo V ji = vh(d
j





donde Vi = vh(βi). Obviamente, dados i y j, hay un l tal que βl = d
j
i y, por lo tanto, V
j
i = Vl.
Enunciaremos ahora algunos resultados que utilizaremos para la estimación de error
de los métodos que presentamos. Los introducimos aquí puesto que son resultados clásicos
de acotación del error del método de elementos finitos y propiedades de los operadores
de interpolación en los espacios de elementos finitos que hemos definido. Estos resultados
pueden consultarse, por ejemplo, en Ciarlet [32] o en Ern y Guermond [40]. Por simplicidad,
denotaremos por C todas las constantes que aparecen en las estimaciones que presentaremos
a continuación, entendiendo que aunque sean distintas son siempre independientes de los
parámetros h y ∆t.
Sea Ih ∈ L(C0(Ω);Wh) el operador de interpolación de Lagrange, se verifica que existe
una constante C > 0 tal que
‖u− Ihu‖0 + h‖grad (u− Ihu)‖0 ≤ Chk+1‖u‖Hk+1(Ω), (3.52)
para toda u ∈ Hk+1(Ω) ∩ H10 (Ω), con k un entero verificando m ≥ k ≥ 1 y m el grado de
los polinomios del espacio Wh.
Consideraremos el operador de proyección Rht : H10 (Ω)→ Vh definido en relación con la
forma bilineal a(t;u, v), con t ∈ [0, T ]. Así, para u ∈ H10 (Ω), Rhtu se define casi por doquier
como
a(t;Rhtu, vh) = a(t;u, vh), ∀vh ∈ Vh. (3.53)
Este operador se llama operador de Riesz o de proyección elíptica.
Si definimos η(t) := u(t)−Rhtu(t) con u ∈ H1(0, T ;H10 (Ω)∩Hk+1(Ω))∩C0(0, T ;H10 (Ω)∩
Hk+1(Ω)), entonces se verifican las estimaciones (ver, por ejemplo, Ern y Guermond [40])
‖η(t)‖0 + h‖grad η(t)‖0 ≤ Chk+1‖u(t)‖Hk+1(Ω), ∀t ∈ [0, T ] (3.54)
y















siendo CD una constante positiva.
Para tener control del error cuando ν → 0 consideramos la hipótesis siguiente:
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Hipótesis 3.4. La relación
‖D‖L∞(Ω×(0,T ))
ν
está acotada, lo que implica que
∞ > λmax(x, t)
λmin(x, t)
, x ∈ Ω, t ∈ [0, T ]. (3.57)
3.6. Métodos de Lagrange-Galerkin estándar
En esta sección describiremos los métodos de Lagrange-Galerkin estándar que se obtienen
con las fórmulas BDF1 y BDF2 para la discretización del operador derivada total y que
vimos en la Sección 3.4. Utilizaremos la notación cnh para la función de Vh aproximación de
la solución del problema débil (3.12), c ∈ L2(0, T ;H10 (Ω))∩C(0, T ;L2(Ω)), en el instante tn,
y Rnh para el operador de interpolación Rhtn . Definimos entonces los problemas discretizados:




Dada c0 ∈ L2(Ω) y sea c0h = R0hc0 ∈ Vh, encontrar {cnh}Nn=1 ∈ (Vh)N , tal que
(cn+1h − cnh ◦ X n,n+1, vh) + ∆tan+1(cn+1h , vh) = ∆t(fn+1, vh),
para toda vh ∈ Vh.
(3.58)




Dada c0 ∈ L2(Ω) y sea c0h = R0hc0 ∈ Vh, encontrar {cnh}Nn=1 ∈ (Vh)N , tal que
(c1h − c0h ◦ X 0,1, vh) + ∆ta1(c1h, vh) = ∆t(f1, vh),
1
2
(3cn+1h − 4cnh ◦ X n,n+1 + cn−1h ◦ X n−1,n+1, v) + ∆tan+1(cn+1h , vh)
= ∆t(fn+1, vh), n ∈ {2, ..., N − 1},
para toda vh ∈ Vh.
(3.59)
La resolución de los problemas discretizados derivados del método de las características,
(LG)1 y (LG)2, tienen como principal dificultad el cálculo de los términos (clh ◦ X l,i+1, vh),
con l = i− 1, i e i = 1, ..., N − 1.
Para motivar la introducción de los métodos de Lagrange-Galerkin modificados veamos,
por ejemplo, cómo se calcula el término (cnh ◦X n,n+1, vh) utilizando un método de Lagrange-
Galerkin estándar. Tenemos que








(cnh◦X n,n+1)|Tj (x)vh|Tj(x)dx. (3.60)
Si suponemos vh|Tj = p
j
k, con 1 ≤ k ≤ Nn, y utilizamos la aplicación biyectiva Fj para
hacer un cambio de variable y escribir las integrales en cada elemento Tj de (3.60), en el
tetraedro de referencia, obtenemos
∫
Tj
(cnh ◦ X n,n+1)|Tj (x)vh|Tj(x)dx =
∫
T̂
|det(JFj)|(cnh ◦ X n,n+1 ◦ Fj)(x̂)p̂k(x̂)dx̂, (3.61)
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donde JFj denota la matriz jacobiana de la aplicación Fj .
Para aproximar la integral sobre el tetraedro T̂ utilizamos una regla de cuadratura. Así
∫
T̂






donde µ(Tj) es la medida del símplex Tj y x̂s, ωs, s = 1, ..., Nq son los nodos y pesos de
la fórmula de cuadratura, respectivamente. Veamos ahora cómo se calcularían los puntos
(cnh ◦ X n,n+1 ◦ Fj)(x̂s).
En la Sección 3.3 vimos que X n,n+1(Ω) = Ω y, por lo tanto, teniendo en cuenta las
propiedades de la triangulación, para cada nodo de cuadratura x̂s ∈ T̂ existirá un único
símplex, que denotaremos como Tl(s), tal que zs := X n,n+1(xs) ∈ Tl(s), siendo xs = Fj(x̂s).
Para el elemento al que pertenece el punto zs hemos utilizado el subíndice l(s), donde la
aplicación l : {1, ..., Nq} → {1, ..., Ne} indica el elemento en el que se encuentra cada punto
zs.


















donde definimos ĝl(s)i := p
l(s)
i ◦ X n,n+1 ◦ Fj . Si consideramos la aplicación F−1l(s) : Tl(s) → T̂ ,
para cada x̂ habrá un único z = (X n,n+1 ◦ Fj)(x̂) ∈ Tl tal que
ĝ
l(s)
i (x̂) = (p̂i ◦ F−1l(s))(z), (3.65)
y, por lo tanto, para x̂s tenemos
ĝ
l(s)
i (x̂s) = (p̂i ◦ F−1l(s) ◦ X
n,n+1 ◦ Fj)(x̂s) = (p̂i ◦ F−1l(s))(zs). (3.66)
























El algoritmo para calcular numéricamente las integrales (3.68) sería el siguiente:
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BUCLE j = 1, ..., Ne
BUCLE s = 1, ..., Nq
(1) Calcular xs = Fj(x̂s).
(2) Calcular zs = X n,n+1(xs). Para ello debemos resolver el problema
(3.30) con condiciones iniciales x = xs.
(3) Encontrar el elemento Tl(s) que contiene al punto zs = X n,n+1(xs)
y calcular ẑs = F−1l(s)(zs).
(4) Calcular cnh(zs) utilizando (3.67)
(5) Calcular p̂k(x̂s), k = 1, ..., Nn
FIN BUCLE s
Calcular la integral en Tj utilizando la fórmula (3.68).
Ensamblar los valores obtenidos en el vector segundo miembro Rn :=





El algoritmo presentado hay que utilizarlo en cada instante de tiempo y podemos ver que
hay dos pasos que son computacionalmente muy costosos. El primero es el (2), pues debemos
realizarlo para Ne × Nq puntos. El análisis teórico, avalado por experimentos numéricos,
muestra que el error del método de LG depende de la precisión con que se resuelva el
problema (3.30). Así, será necesario utilizar métodos de orden ≥ 2. Además, el número de
nodos de cuadratura Nq puede ser bastante grande ya que es necesario utilizar fórmulas
de alto orden para mantener la estabilidad y la convergencia del método. Por ejemplo, en
algunos resultados numéricos que presentaremos se utilizan fórmulas de cuadratura de Gauss-
Legendre de orden 8 para tetraedros, con 31 puntos. Por otro lado, la búsqueda del tetraedro
que contiene a cada uno de los nodos de cuadratura movidos (paso (3)) puede ser costosa
si no está adecuadamente implementada. Para esta búsqueda utilizaremos el algoritmo SL
(Search-Locate) propuesto por Allevi y Bermejo [2]. Este algoritmo es eficiente para mallas
no estructuradas formadas por elementos que pueden ser curvos o rectos. Además, utiliza las
aplicaciones Fj del método de elementos finitos, haciendo muy sencilla su implementación
en un código que utilice este método de discretización.
En el caso del método de orden 2, (LG)2, para cada instante de tiempo tn tendríamos
que utilizar el algoritmo dos veces, para calcular también los términos (cn−1h ◦X n−1,n+1, vh).
3.7. Métodos de Lagrange-Galerkin modificados
Los métodos de Lagrange-Galerkin modificados, que denotaremos abreviadamente como
MLG, reducirán el coste computacional del cálculo de las integrales (cnh ◦ X n,n+1, vh) man-
teniendo el orden de error de los métodos LG estándar; se basan en las ideas introducidas
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en Bermejo y Carpio [13] para la ecuación de convección pura y han sido analizados para
ecuaciones de convección-difusión en Bermejo y Saavedra [16].
Definamos en primer lugar la partición Ωnh. En virtud del Lema 3.4.1, en cada instante tn
podemos construir un elemento T nj ⊂ Ω asociado al elemento Tj de la partición Ωh de la forma
T nj = X n,n+1(Tj). Si tenemos en cuenta el Lema 3.3.1 es fácil ver que para cada Tj existe un
único elemento T ∗nj y que el conjunto de estos últimos forman una nueva triangulación del
dominio por elementos curvos, que denotaremos por Ωnh.
A partir de la aplicación Fj : T̂ → Tj podemos definir la aplicación casi-isométrica de
clase Ck−1,1, Fn,n+1j : T̂ → T nj , de la forma
Fn,n+1j (x̂) = (X n,n+1 ◦ Fj)(x̂) (3.69)
Debido a las propiedades de las aplicaciones Fj y X n,n+1 existe también la aplicación inversa
(Fn,n+1j )
−1.





existe una única aplicación afín invertible del elemento de referencia a este símplex, F̃n,n+1j :
T̂ → T̃ n,n+1j , definida como





siendo B̃n,n+1j ∈Md(R) y b̃
n,n+1
j ∈ Rd.







donde Î denota el interpolante lineal sobre T̂ .
Así, dado un punto x̂ ∈ T̂ , para cada instante tn podemos asociarle tres puntos:
x = Fj(x̂) ∈ Tj ,
z = Fn,n+1j (x̂) = (X n,n+1 ◦ Fj)(x̂) = X n,n+1(x) ∈ T
n,n+1
j ,
z̃ = F̃n,n+1j (x̂) ∈ T̃
n,n+1
j .
Si definimos la aplicación X̃ n,n+1 : Tj → T̃ n,n+1j como
X̃ n,n+1(x) := F̃n,n+1j ◦ F−1j , (3.72)
tenemos que z̃ = X̃ n,n+1(x). En la Figura 3.1 podemos ver un esquema de las aplicaciones
F̃n,n+1j y X̃ n,n+1 para una malla de tetraedros.
Los métodos de Lagrange-Galerkin modificados consistirán en aproximar z = X n,n+1(x)
por z̃ = X̃ n,n+1(x) para todo x ∈ Tj; o lo que es lo mismo, en suponer que T n,n+1j ≈ T̃
n,n+1
j .




(cnh ◦ X n,n+1)|Tj (x)vh|Tj (x)dx ≈
∫
Tj
(cnh ◦ X̃ n,n+1)|Tj (x)vh|Tj (x)dx. (3.73)














X̃ n,n+1 := F̃ n,n+1j ◦ F−1j
Figura 3.1: Esquema de las aplicaciones F̃n,n+1j y X̃ n,n+1
En la siguiente sección veremos cuál es el coste, en el error del método, de asumir que los
elementos curvos T n,n+1j se pueden aproximar por los elementos rectos T̃
n,n+1
j .
Veamos ahora cómo calcular las integrales de la derecha de (3.73) y qué ahorro represen-
tan frente al cálculo de las integrales del lado izquierdo realizas con los métodos estándar.
Si suponemos que vh|Tj es una función de base p
j
k, hacemos el cambio de variable dado
por la aplicación Fj y tenemos en cuenta la definición (3.72), obtenemos que
∫
Tj
(cnh ◦ X̃ n,n+1)|Tj (x)vh|Tj(x)dx =
∫
T̂
|det(JFj)|(cnh ◦ F̃n,n+1j )(x̂)p̂k(x̂)dx̂. (3.74)
Siguiendo los mismos pasos que en el caso de los métodos LG, utilizamos una fórmula de
cuadratura para calcular la integral en T̂ ,
∫
T̂





h ◦ F̃n,n+1j )(x̂s)p̂k(x̂s), (3.75)
donde faltará calcular los puntos (cnh ◦ F̃
n,n+1
j )(x̂s).
Si Tl(s) es el tetraedro de la triangulación al que pertenece z̃s y llamamos ̂̃zs = F−1l(s)(z̃s)
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Así, con el método de Lagrange-Galerkin modificado obtenemos una igualdad análoga a la
(3.68) para los métodos de LG estándar:
∫
Tj













El algoritmo para el cálculo de las integrales de (3.77) sería:
BUCLE j = 1, ..., Ne
Calcular el elemento T̃ n,n+1j resolviendo el problema (3.30) con condicio-
nes iniciales los vértices {dji }d+1i=1 del elemento Tj.
Construir la aplicación F̃n,n+1j haciendo
B̃n,n+1j =
[







b̃n,n+1j = X n,n+1(a
j
d+1).
BUCLE s = 1, ..., Nq
(1) Calcular z̃k = F̃
n,n+1
j (x̂s).
(2) Encontrar el elemento Tl(s) donde está z̃k y calcular ̂̃zs =
F−1l (s)(z̃k).
(3) Calcular cnh(z̃s) utilizando (3.76).
(4) Calcular p̂k(x̂s), k = 1, ..., Nn.
FIN BUCLE s
Calcular la integral en Tj por la fórmula (3.77).
Ensamblar los valores obtenidos en el vector segundo miembro Rn :=
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En el algoritmo para el método LG, en los pasos (2) y (3) se movía cada nodo de cuadra-
tura de la malla. Ahora, en el algoritmo para los métodos MLG, estos pasos se sustituyen
por los dos primeros puntos del bucle en elementos y por el punto (1), en los que los pun-
tos de cuadratura movidos se calculan a partir de los vértices movidos con la ayuda de la
aplicación Fn,n+1j . Así, el ahorro de los métodos MLG consiste en que solamente hay que
resolver el problema (3.30) para los vértices de la malla en lugar de para los Ne ×Nq nodos
de cuadratura de la misma.
La aproximación a la solución c del problema débil (3.12), en el instante tn+1, dada por
los métodos de Lagrange-Galerkin modificados se obtiene como solución de los problemas
discretos siguientes, dependiendo de la fórmula en diferencias que utilicemos:




Sea c0h = R
0
hc
0 ∈ Vh, encontrar funciones {cnh}Nn=1 ∈ (Vh)N , tales que
(cn+1h − c
n,n+1
h ◦ X̃ n,n+1, vh) + ∆tan+1(cn+1h , vh) = ∆t(fn+1, vh),
para toda vh ∈ Vh.
(3.78)




Sea c0h = R
0
hc
0 ∈ Vh, encontrar funciones {cnh}Nn=1 ∈ (Vh)N , tales que
(c1h − c0h ◦ X 0,1, vh) + ∆ta1(c1h, vh) = ∆t(f1h , vh),
1
2
(3cn+1h − 4cnh ◦ X̃ n,n+1 + cn−1h ◦ X̃ n−1,n+1, vh) + ∆tan+1(cn+1h , vh)
= ∆t(fn+1, vh), 2 ≤ n ≤ N − 1,
para toda vh ∈ Vh.
(3.79)
Observación 3.7.1. La existencia y unicidad de solución de los problemas discretizados
(LG)1, (LG)2, (MLG)1 y (MLG)2 se obtiene de forma inmediata teniendo en cuenta lo
visto en la Sección 3.4.1.
Analizaremos en la sección siguiente qué error añaden los métodos MLG con respecto a
los LG y cómo ese error no estropea el orden de los LG estándar.
3.8. Análisis numérico de los métodos Lagrange-Galerkin mo-
dificados
En esta sección veremos resultados sobre la estabilidad y la estimación del error de los
métodos de Lagrange-Galerkin modificados (MLG)1 y (MLG)2, presentados en la sección
anterior. El análisis realizado en esta sección se puede aplicar para los métodos estándar
simplemente no teniendo en cuenta ciertos términos.
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En primer lugar, veremos las notaciones que vamos a usar en esta sección así como algunos
resultados preliminares que nos permitirán dar una estimación en norma L2 de la diferen-
cia entre las curvas características exactas X n,n+1 y las curvas características modificadas
X̃ n,n+1.
En segundo lugar haremos el análisis numérico de los métodos, siendo el método de orden
1 el primero en analizar y, basándonos en las mismas técnicas, podremos analizar el método
de orden 2.
3.8.1. Notaciones y resultados preliminares
Dado un espacio de Banach B con norma ‖ · ‖B definimos los espacios









1 ≤ p <∞ (3.81)
‖f‖l∞(0,T ;B) := máx
0≤i≤N
‖f(ti)‖B , p =∞. (3.82)
Denotaremos estos espacios de forma abreviada como lp(B).
Sea ϕ ∈ C0(H1(Ω)) introducimos los operadores





3ϕn+1 − 4ϕn ◦ X̃ n,n+1 + ϕn−1 ◦ X̃ n−1,n+1
)
. (3.84)








+ ∆tan+1(ϕn+1, ψ), ∀ψ ∈ H1(Ω), (3.85)
y
〈Fn∆t, ψ〉 := ∆t(fn+1, ψ), ∀ψ ∈ H1(Ω). (3.86)
Denotaremos las sucesiones de funciones de forma abreviada como [ϕ] := {ϕn}Nn=1. De
esta forma, si ϕ es una aplicación definida en [0, T ] o en {t0, ..., tN} y con valores en un
espacio de funciones, podemos escribir [ϕ] := {ϕ(tn)}Nn=0.
Observación 3.8.1. Como en la definición de los operadores L̃n,i∆t solamente se requieren los
instantes de tiempo {tn}Nn=0, estos se pueden definir también para una sucesión de funciones
[ϕ] ∈ (H1(Ω))N+1.
Con la notación introducida los problemas (MLG)1 y (MLG)2 se pueden escribir como




Dado c0h ∈ Vh encontrar [ch] ∈ (Vh)N tal que
L̃n,1∆t [ch] = Fn∆t, en (Vh)′,
para n = 0, ..., N − 1.
(3.87)
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Dado c0h ∈ Vh encontrar [ch] ∈ (Vh)N tal que
L̃0,1∆t [ch] = F0∆t, en (Vh)′,
L̃n,2∆t [ch] = Fn∆t, en (Vh)′,
y para n = 1, ..., N − 1.
(3.88)
Dado que la solución exacta del problema (3.12) en cada instante tn verifica (3.37), la sucesión
[c] = {c(tn)}Nn=1 verifica la ecuación
〈Ln[c], v〉 = 〈Fn, v〉 , ∀v ∈ H10 (Ω), (3.89)





+ an+1(cn+1, ψ), (3.90)
〈Fn, ψ〉 := (fn+1, ψ), (3.91)
para toda ψ ∈ H10 (Ω).
Para estudiar la estabilidad y la convergencia de los métodos que presentamos asumimos
las siguientes hipótesis:
Hipótesis 3.5. Los parámetros h y ∆t verifican
0 < h ≤ h0 < 1 y 0 < ∆t ≤ ∆t0 < 1,
siendo h0 y ∆t0 suficientemente pequeños.
Hipótesis 3.6. La velocidad pertenece al espacio C0(W1,∞(Ω)) y además v = 0 en Γ.
Veamos algunos resultados auxiliares sobre el paso convectivo que utilizaremos en los
teoremas de convergencia de los métodos.
Lema 3.8.1. Si se verifican las Hipótesis 3.5 y 3.6 y ϕ ∈ L2(Ω), entonces existen dos
constantes positivas K1 y K2 dependientes de ‖divv‖L∞(Ω×(0,T )) tales que
(1−K1∆t) ‖ϕ‖20 ≤
∥∥ϕ ◦ X n,n+1
∥∥2
0
≤ (1 +K2∆t) ‖ϕ‖20 , (3.92)
(1−K1∆t) ‖ϕ‖0 ≤
∥∥ϕ ◦ X n,n+1
∥∥
0
≤ (1 +K2∆t) ‖ϕ‖0 , (3.93)
para n = 1, ..., N .
Demostración. Dado que ∆t es suficientemente pequeño, por el Lema 3.4.1 tenemos que
X n,n+1(Ω) = Ω. Así podemos hacer el cambio de variable y = X n,n+1(x), y tenemos










Utilizando la acotación del Lema 3.4.1 obtenemos (3.92).
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Si hacemos la raíz cuadrada de la desigualdad (3.92) y consideramos un desarrollo de
Taylor de las funciones f(x) =
√
1± x en torno al cero,
√
1± x = 1± 1
2
x+O(x2),
tenemos que existen constantes K3 y K4 verificando (3.93). Por simplicidad en la notación,
podemos considerar unas únicas constantes, que denotaremos de nuevo por K1 y K2, que
verifican las dos desigualdades. 
Lema 3.8.2. Si q es un entero verificando q ≥ 1 y v ∈ C0(Wq+1,∞(Ω)) y se verifica la
Hipótesis 3.5, entonces, para todo j ∈ {1, ..., Ne} y para todo n ∈ {0, ..., N − 1}, Fn,n+1j ∈
Cq,1(T̂ ) y existe una constante C1 independiente de los parámetros h y ∆t tal que
‖X n,n+1 − X̃ n,n+1‖
L∞(Ω) ≤ C1h2∆t‖v‖C0(W2,∞(Ω)). (3.95)
Demostración. Si tenemos en cuenta la definiciones de X n,n+1 y X̃ n,n+1 dadas en (3.31)
y (3.72), respectivamente, podemos escribir para cada elemento Tj




j ‖L∞(T̂ ). (3.96)
Veamos primero que Fn,n+1j ∈ Cq,1(T̂ ). Utilizando la definición de F
n,n+1
j dada en (3.69) y
la forma integral de la solución del problema (3.16) escrita en (3.18), tenemos
Fn,n+1j (x̂) = Bjx̂+ bj −
∫ tn+1
tn
v(X(Bj x̂+ bj, tn+1; τ), τ)dτ. (3.97)
Como v ∈ C0(Wq+1,∞(Ω)), usando el Lema 3.4.1 deducimos que la aplicación
X (·, tn+1, ·) : Ω× [0, T ]→ Ω (3.98)
está en C1(Wq+1,∞(Ω)) y, por lo tanto, se tiene inmediatamente que Fn,n+1j ∈Wq+1,∞(T̂ ),
es decir, Fn,n+1j ∈ Cq,1(T̂ ). Si utilizamos la igualdad (3.71) y dado que Î(Fj) = Fj, se
obtiene, sin más que aplicar el Lema de Bramble-Hilbert (ver Ciarlet [32]),
‖Fn,n+1j − F̃
n,n+1
j ‖L∞(T̂ ) = ‖(F
n,n+1
j − Fj)− Î(F
n,n+1
j − Fj)‖L∞(T̂ )









donde Ĉ = Ĉ(Î , T̂ ); recordamos que la seminorma | · |W 2,∞(T̂ ) se define como





Teniendo en cuenta la definición de la seminorma que acabamos de dar y que para cada
j ∈ 1, ..., Ne y t ∈ [tn, tn+1], podemos hacer un cambio de variable utilizando la aplicación
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X (·, tn+1, t) ◦ Fj : T̂ → T t,n+1 = X (Tj , tn+1, t) ⊂ Ω. De ese modo, se llega fácilmente (ver










Consideramos una hipótesis más para la velocidad:
Hipótesis 3.7. La velocidad está en C0(W2,∞(Ω)) y se anula en la frontera Γ.
Lema 3.8.3. Supongamos que se verifican las Hipótesis 3.5 y 3.7 y que φ ∈ H1(Ω). Entonces,
para cada instante tn, existe una constante C2 independiente de ∆t y h, pero dependiente de
‖v‖C0(W2,∞(Ω)), tal que
∥∥∥ϕ ◦ X n,n+1 − ϕ ◦ X̃ n,n+1
∥∥∥
0
≤ C2h2∆t ‖grad ϕ‖L2(Ω) . (3.101)
Demostración. Dado que ϕ ∈ H1(Ω), por el teorema fundamental del cálculo tendremos
que, para cada x ∈ Ω,




Definamos para cada α ∈ [0, 1] la aplicación
H(α, x) = αX n,n+1(x) + (1− α)X̃ n,n+1(x). (3.103)
Como por el Lema 3.3.1 X n,n+1 es un homeomorfismo de Ω en sí mismo y, por tanto, X̃ n+1
también, la aplicación H(·, x) también es un homeomorfismo (ver Ern y Guermond [40]) y
podemos aplicar el cambio de variable s = H(α, x) en (3.102). Así, tendremos
ϕ(X n,n+1(x))− ϕ(X̃ n,n+1(x)) =
(
X n,n+1(x)− X̃ n,n+1(x)
) ∫ 1
0
grad ϕ(H(α, x))dα, (3.104)
y, por tanto,









|grad ϕ(H(α, x))|2 dα. (3.105)
Si integramos la expresión (3.105) en Tj y aplicamos el Lema 3.8.2 se obtiene
∫
Tj












|grad ϕ(H(α, x))|2 dx
)
dα
≤ C21h4∆t2‖v‖2C0(W2,∞(Ω))‖grad ϕ‖20,2,Tj .
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Sumando con respecto a j obtenemos el resultado. 
Lema 3.8.4. Bajo las Hipótesis 3.5 y 3.7, si ϕ ∈ H1(Ω) existen dos constantes C3 y C4,
independientes de ∆t y h, tales que
(1− C3∆t)‖ϕ‖0 ≤
∥∥∥ϕ ◦ X̃ n,n+1
∥∥∥
0
≤ (1 + C4∆t)‖ϕ‖0, (3.106)
(1− C3∆t)‖ϕ‖20 ≤




≤ (1 + C4∆t)‖ϕ‖20, (3.107)
para n = 1, ..., N .
Demostración. Si escribimos ϕ ◦ X̃ n,n+1 como
ϕ ◦ X̃ n,n+1 = ϕ ◦ X n,n+1 −
(
ϕ ◦ X n,n+1 − ϕ ◦ X̃ n,n+1
)
, (3.108)
y aplicamos normas tenemos que, utilizando (3.93) y (3.101),
∥∥∥ϕ ◦ X̃ n,n+1
∥∥∥
0
≤ (1 +K2∆t)‖ϕ‖0 + C2h2∆t‖grad ϕ‖L2(Ω). (3.109)
Dado que consideramos una malla regular podemos aplicar la desigualdad inversa,
‖grad ϕ‖0 ≤ Ch−1‖ϕ‖0, (3.110)
y tenemos que
C2h
2∆t‖grad ϕ‖L2(Ω)d ≤ C2Ch∆t‖ϕ‖0. (3.111)
Entonces, si consideramos
C4 = K2 + h0C2C, (3.112)
tenemos que ∥∥∥ϕ ◦ X̃ n,n+1
∥∥∥
0
≤ (1 + C4∆t)‖ϕ‖0. (3.113)
De forma análoga, escribiendo
ϕ ◦ X n,n+1 = ϕ ◦ X̃ n,n+1 −
(
















y, por lo tanto,
∥∥∥ϕ ◦ X̃ n,n+1
∥∥∥
0
≥ (1−K1∆t)‖ϕ‖0 − C2h2∆t‖grad ϕ‖L2(Ω)d ≥ (1− C3∆t)‖ϕ‖0, (3.116)
siendo
C3 = K1 + h0C2C. (3.117)
El resultado (3.107) se obtiene inmediatamente de (3.106) sin más que elevar al cuadra-
do. Dado que las constantes obtenidas en este último paso verifican también la desigualdad
(3.106), consideraremos unas únicas constantes que llamaremos de nuevo C3 y C4. 
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3.8.2. Convergencia del método (MLG)1
En primer lugar probamos la estabilidad de la solución del problema discretizado (MLG)1.


















para dos números reales a y b cualesquiera y un número real positivo c. Estas relaciones
serán utilizadas en muchas de las demostraciones que veremos a continuación.
Lema 3.8.5. (Estabilidad) Si se verifican las Hipótesis 3.5 y 3.7 y [ch] es la solución del

















Utilizando la igualdad elemental (3.119), aplicando el Lema 3.8.4, y teniendo en cuenta la










‖cnh ◦ X̃ n,n+1‖20 +
1
2
‖cn+1h − cnh ◦ X̃ n,n+1‖20










(1 + C4∆t) ‖cnh‖20 +
1
2









































Como ∆t es suficientemente pequeño, existe una constante C > 0 tal que 1−∆t ≥ 1/C.
Multiplicando la desigualdad por C, aplicando el Lema de Gronwall discreto (ver, por ejem-
plo, Quarteroni y Valli [84]) y tomando el máximo para q ∈ {1, ..., N} obtenemos inmedia-
tamente (3.120) con K = Ce
C(1+C4T )
2 . 
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Deduciremos ahora una estimación del error para el método (MLG)1 en la norma de
l∞(L2(Ω)). Para ello definimos, para cada n ∈ {1, ..., N},
ηn+1 := cn+1 −Rn+1h cn+1, (3.122)
ξn+1h := c
n+1
h −Rn+1h cn+1, (3.123)
de forma que
en+1h := c
n+1 − cn+1h = ηn+1 − ξn+1h . (3.124)
En primer lugar, veremos acotaciones para ηn − ηn ◦ X n,n+1 que serán necesarias para el
teorema de estimación del error. Para ello probaremos el lema siguiente que es una extensión
del Lema 1 de Douglas et al [37].
Lema 3.8.6. Bajo las Hipótesis 3.5 y 3.7, si η ∈ H1(Ω) se verifican las siguientes acotacio-
nes:
∥∥η − η ◦ X n,n+1
∥∥
H−1
≤ K4∆t‖η‖0, (3.125)∥∥η − η ◦ X n,n+1
∥∥
0




donde las constantes K4, K5 y K6 son
K4 = ‖v‖C0(L∞(Ω)) + CpK2(1 +K2∆t),
K5 = (1 +K2∆t)‖v‖C0(L∞(Ω)), (3.128)
K6 = 2 +K2∆t,
con Cp la constante de la desigualdad de Poincaré.
Demostración.
a) En primer lugar, tenemos que, por definición de la norma de H−1,








|〈η − η ◦ X n,n+1, φ〉|. (3.129)
Sean x ∈ Ω, y = X n,n+1(x) e Yn,n+1 la aplicación inversa de X n,n+1.
Si tenemos en cuenta la acotación de (Jn,n+1)−1 obtenida en el Lema 3.4.1 deducimos,
haciendo el cambio de variable x = Yn,n+1(y),
〈η − η ◦ X n,n+1, φ〉 =
∫
Ω
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y, por tanto,









Veamos cómo acotar las integrales I1 e I2.





Si y ∈ Ω, para α ∈ (0, 1), la aplicación H(α) = αy + (1 − α)Yn,n+1(y) define un ho-
meomorfismo quasi-isométrico de Ω en Ω (ver [40]) y, por tanto, haciendo el cambio de
variable s = H(α) en la integral de (3.132), tenemos




Además, por la definición de X n,n+1 se sigue que
y − Yn,n+1(y) = −
∫ tn+1
tn
v(X (x, tn+1; τ), τ)dτ, (3.134)
y, así
‖φ(y)− φ(Yn,n+1(y))‖0 ≤ ∆t‖v‖C0(L∞(Ω))‖grad φ‖0. (3.135)
A partir de esta última desigualdad llegamos a
|I1| ≤ ∆t‖v‖C0(L∞(Ω))‖φ‖H10 (Ω)‖η‖0, (3.136)
sin más que aplicar la desigualdad de Cauchy-Schwartz.
Por otro lado, podemos acotar I2, usando de nuevo Cauchy-Schwartz y la acotación (3.92)
del Lema 3.8.1, de la forma
|I2| ≤ ‖η‖0‖φ ◦ Yn,n+1‖0 ≤ (1 +K2∆t)‖η‖0‖φ‖0. (3.137)
Así, usando la desigualdad de Poincaré en (3.137), existe una constante Cp > 0 tal que
|I2| ≤ Cp(1 +K2∆t)‖η‖0‖φ‖H10 (Ω). (3.138)
Si en la desigualdad (3.130) utilizamos (3.136) y (3.138) obtenemos inmediatamente
(3.125) siendo
K4 = ‖v‖C0(L∞(Ω)) +K2Cp(1 +K2∆t).
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b) Dado que η ∈ H1(Ω) podemos escribir
η(x)− η(X n,n+1(x)) =
∫ tn+1
tn






grad η(X(x, tn+1; τ) · v(X (x, tn+1; τ), τ)dτ,
(3.139)





|grad η(X(x, tn+1; τ)) · v(X (x, tn+1; τ), τ)|2 dτ.
Si integramos en Ω la desigualdad anterior tenemos














|grad η(X(x, tn+1; τ))|2 dxdτ. (3.140)





:= detF−1(X (x, tn+1; τ), tt+1; τ) ≤ 1 +K2(tn+1 − τ) (3.141)
de (3.140) llegamos a


















≤ (1 +K2∆t)∆t2‖v‖2C0(L∞(Ω))‖grad η‖20,
(3.142)
obteniéndose inmediatamente (3.126) para
K5 = (1 +K2∆t)
1/2‖v‖C0(L∞(Ω)). (3.143)
c) La desigualdad (3.127) se obtiene sin más que hacer φ = η en el Lema 3.8.1 y para
K6 = 2 +K2∆t.

Lema 3.8.7. Supongamos que se verifican las Hipótesis 3.5 y 3.7 y que además v ∈ C1(L∞(Ω))
y c ∈ Z2. Introducimos la función φn+1 definida por
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≤ b̃1∆t‖c‖Z2 , (3.145)
con b̃1 una constante positiva independiente de ∆t.
Demostración. Usando el desarrollo de Taylor de grado uno de la función
G(τ) := c(X (x, tn+1; τ), τ),









Ahora escribimos esta expresión en función de φ y tenemos




(τ − tn)c̈(X (x, tn+1; τ), τ)dτ.
Dado que c̈ ∈ C0(L2(Ω)), y que estamos en condiciones de aplicar el Lema 3.4.1, se tiene














|c̈(X (x, tn+1; τ), τ)|2 dτ,










|c̈(X (x, tn+1; τ), τ)|2 dτ,
de donde, haciendo el cambio de variable y = X (x, tn+1; τ) y aplicando el Lema 3.4.1 se
sigue (3.145), con b̃1 dependiente de las normas ‖v‖C0(W1,∞(Ω)) y ‖v‖C1(L∞(Ω)). 
Veamos ahora el teorema que nos da la estimación de error para el método que presentamos.
Para ello haremos primero una hipótesis más sobre la regularidad de la velocidad.
Hipótesis 3.8. La velocidad verifica que v ∈ C1(L∞(Ω))∩C0(W2,∞(Ω)) y además se anula
en la frontera de Ω.
Teorema 3.8.1. (Estimación de error) Supongamos que se verifican las Hipótesis 3.1, 3.2,
3.3, 3.4, 3.5 y 3.8 y sea
c ∈ Z2 ∩H1(Hm+1(Ω) ∩H10 (Ω)) ∩C0(Hm+1(Ω) ∩H10 (Ω)), (3.146)
siendo c solución del problema débil (3.12) y [ch] ∈ (Vh)N solución de (3.87) sujeta a la
condición inicial c0h = R
0
hc
0 ∈ L2(Ω). Entonces se verifica la estimación de error:
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donde















































ε1 es una constante positiva independiente de ν, K2, C2, C4 y b̃1 son las constantes de los
Lemas 3.8.1, 3.8.3, 3.8.4 y 3.8.7, respectivamente, Cp es la constante de la desigualdad de
Poincaré y C es la constante genérica de las acotaciones del error η.
Demostración. Por (3.54) tenemos que ηn+1 está acotado, así que para obtener la estima-
ción del error será necesario acotar ξn+1h . Si tenemos en cuenta que, por definición,
ξn+1h = η
n+1 − cn+1 + cn+1h ,
aplicando el operador L̃n,1∆t ∈ (H1(Ω))′ definido en (3.85) tenemos
〈












L̃n,1∆t cn+1h , vh
〉







ya que a(ηn+1, vh) = 0 por la definición de la proyección V-elíptica R
n+1
h , [c] verifica (3.89)
y [ch] es solución del problema (3.87).
Así, haciendo vh = ξ
n+1
h en (3.148) y sumando y restando η




























ηn − ηn ◦ X n,n+1, ξn+1h
〉
. (3.153)










‖ξnh ◦ X̃ n,n+1‖20 +
1
2
‖ξn+1h − ξnh ◦ X̃ n,n+1‖20








‖ξnh‖20 + ∆tν‖grad ξn+1h ‖20. (3.154)
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El siguiente paso será acotar superiormente los términos Ii, i = 1, .., 4. Para I1 utiliza-






































siendo ε una constante positiva que tendrá dimensión t−1 y será independiente de ν.
Para acotar I2 utilizamos de nuevo la desigualdad de Cauchy-Schwartz y la desigualdad
































































donde hemos usado la desigualdad de Cauchy-Schwartz.














Utilizando el Lema 3.95 podemos acotar I3 de la forma
∥∥∥ηn ◦ X n,n+1 − ηn ◦ X̃ n,n+1
∥∥∥
0
≤ C2h2∆t ‖grad ηn‖0 ,
∥∥∥cn ◦ X n,n+1 − cn ◦ X̃ n,n+1
∥∥∥
0
≤ C2h2∆t ‖grad cn‖0 ,
y, utilizando la desigualdad elemental (3.118),
|I3| ≤























Por último nos queda estimar I4 para lo cual utilizaremos el Lema 3.8.6, que nos proporcio-
nará tres acotaciones distintas. En primer lugar, utilizando la cota (3.125) tenemos
|I4| =
∣∣〈ηn ◦ X n,n+1 − ηn, ξn+1h
〉∣∣ ≤
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donde recordamos que L0 es la longitud característica del problema.
Si utilizásemos la desigualdad (3.126) tendríamos la siguiente cota superior
|I4| =
∣∣(ηn ◦ X n,n+1 − ηn, ξn+1h
)∣∣ ≤






















y de (3.127) deduciríamos
|I4| =
∣∣(ηn ◦ X n,n+1 − ηn, ξn+1h
)∣∣ ≤




























Si utilizamos las cotas superiores (3.155), (3.156), (3.157) y (3.158) en (3.154) y hacemos



































para n ∈ {0, ..., N}.
Sea q ≥ 1; sumamos la desigualdad (3.161) desde n = 0 hasta n = q − 1. Teniendo en
cuenta que ξ0h = R
0
hc















































después de haber eliminado algunos términos positivos del lado izquierdo de la desigualdad.
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Algunos de los términos del lado derecho de la desigualdad pueden acotarse. Así, tenemos
q−1∑
n=0














∆t (‖grad ηn‖0 + ‖grad cn‖0)2 ≤ T (1 + Chm)2 ‖c‖2C0(Hm+1(Ω)) , (3.165)
q−1∑
n=0




∆t = T y a que se verifican las estimaciones (3.54) y (3.55).










siendo C un número real positivo. Por simplicidad en la escritura, tomaremos C = 2 y,
además, seguiremos denotando igual a las constantes que aparecen en las desigualdades
aunque estas estén multiplicadas por 2 o por 4. Así, multiplicando (3.162) por 4 obtenemos
‖ξqh‖20 ≤ ∆t
(




























Podemos aplicar ahora el Lema de Gronwall en su versión discreta (ver [84]) y, tomando el
máximo en q ∈ {1, ..., N}, obtendríamos,





























Si utilizamos ahora las cotas superiores (3.155), (3.156), (3.157) y (3.159), en lugar de
(3.158), en (3.154), tomamos ε = ε2 y sumamos desde n = 0 hasta n = q − 1, obtenemos










































∆t ‖grad ηn‖20 .
(3.169)
Empleando de nuevo las acotaciones (3.163), (3.164) y (3.165), junto con
q−1∑
n=0









































y seguir llamando igual a todas las constantes que aparecen en la desigualdad, aunque estén
multiplicadas por 2 o por 4.
Si multiplicamos la ecuación por 4, aplicamos el Lema de Gronwall discreto y tomamos
el máximo en q ∈ {1, ..., N} obtendremos la siguiente estimación del error:























Por último si usásemos (3.155), (3.156), (3.157) y (3.160) en (3.154), siguiendo los mismos
pasos que para obtener la estimación de error anterior, deduciríamos
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F1 = F2 = e
BT
2 ,
con B = C4 + 3ε1 + νL20
= C4 + 4ε2. Además, si εM = máx{ε1/21 , ε
−1/2
2 } y
G = F1εM máx
{
b̃1T





























En (3.128) tenemos las expresiones de las constantes K4, K5 yK6 obtenidas en el Lema 3.8.6.
Sin más que sustituir estas expresiones en la desigualdad obtenida y teniendo en cuenta la
estimación del error de interpolación dada en (3.54) se deduce el resultado. 
Observación 3.8.2. Si observamos la estimación del error del teorema anterior podemos ver
en qué casos perdemos un orden de error espacial, analizando el término de la desigualdad





























Entonces, podemos distinguir dos situaciones:
1. Si Pe ≥ U0
hC2
o, lo que es lo mismo, si 0 < ν ≤ C
2h2
2
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El número de Courant local es justamente Cu =
U0∆t
h
de manera que si












En cualquier caso las constantes del error no tienden a infinito en el límite hiperbólico
ya que la única dependencia de la viscosidad aparece en F y ésta no está en ningún
denominador.
2. Si Pe <
U0
hC2
o, lo que es lo mismo, si ν >
C2h2
2















En este caso, si ∆t <
D3
D1
el término de error A es de la forma
A = O(hm+1),







En esta última situación, dado que D1 depende de ν
−1/2, la constante del error también pero
como estamos en un caso en que la difusión no es demasiado pequeña, no habría problema.
Observación 3.8.3. En la expresión del error, el término procedente del error cometido al
aproximar X por X̃ es O(h2). Por lo tanto, la estimación de error sería válida para el caso
del método de Lagrange-Galerkin estándar sin más que suprimir este término y extendería
las estimaciones hechas por Pironneau [81] y Süli [90]. La observación anterior también se
puede hacer para los métodos estándar y, de esta forma, establecemos el régimen de validez
para las estimaciones de esos artículos.
3.8.3. Convergencia del método (MLG)2
En esta sección presentaremos el análisis numérico del método de Lagrange Galerkin
modificado, de orden 2 en tiempo, dado en (3.88).
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Para simplificar la escritura, en la obtención de los resultados introducimos algunas
notaciones. Así, para una sucesión funcional [ϕ] := {ϕn}Nn=0 definimos
Rn1 [ϕ] = ϕn+1 − ϕn,
Rn2 [ϕ] = ϕn+1 − ϕn−1,
por lo tanto, para la sucesión [‖ϕ‖0] := {‖ϕn‖0}Nn=0 podemos escribir
Rn1 [‖ϕ‖0] = ‖ϕn+1‖0 − ‖ϕn‖0,
Rn2 [‖ϕ‖0] = ‖ϕn+1‖0 − ‖ϕn−1‖0.
Dada una función ϕ ∈ C0(H1(Ω)) utilizaremos las siguientes notaciones:
ϕ̃n,1 = ϕn ◦ X̃ n,n+1,
ϕ̃n,2 = ϕn ◦ X̃ n,n+2,
ϕn,1 = ϕn ◦ X n,n+1,
ϕn,2 = ϕn ◦ X n,n+2.
Lema 3.8.8. Supongamos que se verifican las Hipótesis 3.5 y 3.7 y sea [ϕh] ∈ (Vh)N , en-






























siendo K2 = K2(1 + ∆tK2) y K2 la constante del Lema 3.8.1.




























































n,2 − ϕhn,2, ϕn+1h
)
= I1 + I2 + I3 + I4 + I5 + I6 + I7,
(3.177)
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donde hemos utilizado la igualdad,
1
2




‖2a − b‖2 + 1
4

















Haciendo el cambio de variable y = X n,n+1(x), teniendo en cuenta que X n−1,n+1(x) =
X (x, tn+1; tn) = X (y, tn; tn−1), utilizando el Lema 3.4.1 y (3.92) se tiene
















≤ (1 +K2∆t)‖2ϕnh − ϕhn−1,1‖20
≤ ‖2ϕnh − ϕhn−1,1‖20 + 4K2∆t‖ϕnh‖20 +K2∆t‖ϕn−1h ‖20,








Para I6 se tiene
I6 ≥ − 2‖ϕ̃hn,1 − ϕhn,1‖0‖ϕn+1h ‖0 ≥ −2C2h∆t‖ϕnh‖0‖ϕn+1h ‖0
≥ − C2h0∆t‖ϕnh‖20 − C2h0∆t‖ϕn+1h ‖20,
(3.181)
donde se ha utilizado la desigualdad de Cauchy-Schwartz, el Lema 3.8.3 y la desigualdad










‖ϕ̃hn−1,2 − ϕhn−1,2‖0‖ϕn+1h ‖0
≥ − C2h∆t‖ϕn−1h ‖0‖ϕn+1h ‖0 ≥ −C2h0∆t‖ϕn−1h ‖20 − C2h0∆t‖ϕn+1h ‖20.
(3.182)
Si sustituimos las acotaciones (3.179), (3.180), (3.181) y (3.182) en (3.177), y utilizamos
la desigualdad elemental (3.118), obtenemos el resultado.

Gracias al lema previo podemos probar un resultado de estabilidad del método de
Lagrange-Galerkin modificado, de orden 2 en tiempo, que hemos presentado.
Teorema 3.8.2. (Estabilidad) Si se verifican las Hipótesis 3.1, 3.2, 3.3, 3.5 y 3.7, entonces
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Demostración. Como [ch] es solución del problema (3.88), si usamos la acotación obtenida

































para n = 1, ..., N − 1, donde hemos utilizado la coercitividad de la forma bilineal an+1 y la
desigualdad elemental (3.118) para acotar el término ∆t(fn+1, cn+1h ).
Dado un entero q ≥ 1 sumamos los términos de la desigualdad (3.184) desde n = 1 hasta











































utilizando el Lema 3.8.1 para la última desigualdad.
Si sustituimos (3.185) y 3.186 en (3.184), y eliminamos algunos términos positivos a la
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Además, como [ch] verifica la primera ecuación del problema (3.88) con vh = c1h, siguiendo
los mismos pasos que para obtener la ecuación (3.121) en el Lema 3.8.5 (estabilidad del
método (MLG)1) llegamos a




































Multiplicando (3.8.3) por 8, aplicando el Lema de Gronwall discreto, y tomando el máximo
para q ∈ {1, ..., N} obtenemos inmediatamente el resultado con K = 7e4K̃T .

Veremos a continuación un teorema de estimación de error para el método; para ello
tenemos que probar un lema previo.
Lema 3.8.9. Asumamos que c ∈ Z3 y que v ∈ C2(L∞(Ω))∩C1(W1,∞(Ω))∩C0(W2,∞(Ω))
y se anula en Γ. Entonces la función φ definida por
φn+1(x) = ċ(x, tn+1)−
3cn+1(x)− 4cn,1(x) + cn−1,2(x)
2∆t
, (3.190)
está en L2(Ω) y verifica
‖φ‖0 ≤ b̃2∆t2‖c‖Z2 , (3.191)
siendo b̃2 una constante que depende del campo de velocidad.
Demostración. Definimos la función
G(τ) := c(X (x, tn+1, τ), τ),















Escribiendo esta expresión en función de c tenemos












c (X (x, tn+1, τ), τ)(tn+1 − τ)2dτ.
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Si escribimos
...
c (X (x, tn+1, τ), τ) y tenemos en cuenta las hipótesis del enunciado se verifica










c (X (x, tn+1, τ), τ))2dτ,
de donde se obtiene inmediatamente el resultado, sin más que integrar en el dominio Ω y
tener en cuenta el Lema 3.4.1.

Hipótesis 3.9. La velocidad pertenece al espacio C2(L∞(Ω))∩C1(W1,∞(Ω))∩C0(W2,∞(Ω))
y se anula en la frontera.
Teorema 3.8.3. (Estimación de error) Supongamos que se verifican las Hipótesis 3.1, 3.2,
3.3, 3.4, 3.5 y 3.9 y sea
c ∈ Z3 ∩H1(Hm+1(Ω) ∩H10 (Ω)) ∩C0(Hm+1(Ω) ∩H10 (Ω)), (3.192)
siendo c la solución del problema débil (3.12) y [ch] ∈ (Vh)N la solución del problema discreto
(3.88) sujeta a la condición inicial c0h = R
0
hc
0 ∈ L2(Ω). Entonces, se verifica la estimación
del error siguiente:



















































con K y ε1 constantes positivas independientes de los parámetros ∆t y h, y de la viscosidad
ν, y con K2 la constante del Lema 3.8.1; K2 = K2(1 + ∆tK2) y C es la constante genérica
de las acotaciones del error η.
Demostración. Recordemos que [eh] = [c]− [ch] = [η]− [ξh] y, por lo tanto, como el error
[η] está acotado (véase 3.54), debemos obtener una estimación del error para [ξh]. En primer
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teniendo en cuenta que [c] verifica la ecuación (3.89) y [ch] es solución de (3.88). Si utilizamos
la descomposición dada en (3.176) para D̃n,2e [η] y D̃n,2e [c] y tomamos vh = ξn+1h en (3.194),
































2(ηn − ηn,1)− 1
2
(ηn−1 − ηn−1,2), ξn+1h
〉
= I1 + I2 + I3 + I4 + I5.
(3.195)
Acotemos superiormente cada uno de los términos Ii, i = 1, ..., 5. Para I1 podemos hacer uso









Para acotar I2 podemos proceder de forma similar a la empleada en el Teorema 3.8.1 para la
acotación del término I2 definido en el mismo. Así, haciendo desarrollos de Taylor de grado
1 y usando la desigualdad de Cauchy-Schwartz, tenemos que
∣∣∣∣











































3.8. Análisis numérico de los métodos Lagrange-Galerkin modificados 105
Para acotar I3 e I4 seguimos los mismos pasos que para acotar el término I3 del Teorema
3.8.1; así llegamos a




‖grad cn−1‖0 + ‖grad ηn−1‖0
)
‖ξn+1h ‖0







‖grad cn−1‖0 + ‖grad ηn−1‖0
)2
+ ε∆t‖ξn+1h ‖20.





(1 + Chm)2∆t‖c‖2C0(Hm+1(Ω)) + ε∆t‖ξn+1h ‖20. (3.198)
Finalmente, para I5 podemos utilizar las tres acotaciones distintas dadas en el Lema 3.8.6,
repitiendo los cálculos de éste para obtener las cotas del término ‖ηn−1− ηn−1 ◦X n−1,n+1‖0.
De esta forma, llegamos a
|I5| ≤
(

























usando la primera cota; con la segunda obtenemos










siendo K7 = 3‖v‖C0(L∞(Ω))(1 + 2K2∆t), y con la tercera tenemos































Por otro lado, si en el Lema 3.8.8 hacemos ϕ = ξh y tenemos en cuenta la coercitividad
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Si ahora utilizamos las acotaciones (3.196), (3.197), (3.198) y (3.199) y (3.202) en (3.195)


















































después de haber eliminado algunos términos positivos a la izquierda de la desigualdad.
Dado un entero q ≥ 1, si sumamos la desigualdad anterior desde n = 1 hasta n = q − 1
y tenemos en cuenta que
N∑
n=1
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De esta forma, multiplicando por 8 la desigualdad (3.204) podemos aplicar el Lema de
Gronwall discreto, tomar el máximo para q ∈ {1, .., N − 1} y, calcular raíces cuadradas;
obtenemos






















con F1 = 6e4B1T .
Si en lugar de considerar la cota (3.199) utilizamos (3.200) junto con (3.196), (3.197),
(3.198) y (3.202) en (3.195), hacemos ε = ε2 y repetimos los pasos realizados hasta llegar a
(3.206) obtenemos































suponiendo en este caso, antes de aplicar







Por último, si en lugar de considerar la cota (3.200) utilizamos (3.201) junto con (3.196),
(3.197), (3.198) y (3.202) en (3.195) y hacemos ε = ε2 llegamos a

























suponiendo de nuevo que se cumple (3.208).
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, entonces se verifica
‖ξh‖l∞(L2(Ω)) ≤ F1‖ξ1h‖0 + F1εM b̃2∆t2T 1/2‖c‖Z3
























Por último, veamos cómo acotar el término ‖ξ1h‖0. Para ello tendremos en cuenta que, por












(∆tL − L̃n,1∆t )[c], ξ1h
〉
. (3.211)
Así, como ξ0h = η
















c0,1 − c̃0,1, ξ1h
〉
= I1 + I2 + I3. (3.212)


























































+ 3∆t2b̃1‖c‖Z2 + 3C2h2‖c‖C0(Hm+1(Ω)).
(3.218)
Si utilizamos esta última acotación en (3.210) y definimos
F = 3(1 + 2K2∆t)F1εM máx
{
b̃2T
1/2 + εM b̃1, C2(εM + (1 + Ch
m
0 )T
1/2, C(1 + εM ), CT
1/2
}
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llegamos a












con Di, i = 1, 2, 3, definidas en el enunciado del teorema. Utilizando está acotación junto
con (3.54) se obtiene el resultado.

Observación 3.8.4. Las observaciones hechas para el Teorema 3.8.1 donde se daba una
estimación del error del método (MLG)1 siguen siendo válidas para el teorema del error del
método (MLG)2 que acabamos de ver.
3.9. Resultados numéricos
En esta sección presentamos algunos resultados obtenidos con los métodos que hemos
analizado para dos problemas muy utilizados para la validación de esquemas numéricos
para ecuaciones de convección-difusión. En primer lugar, mostraremos el test de la esfera de
Gauss2 con un movimiento giratorio y, en segundo lugar, consideraremos un cilindro con una
ranura con el mismo movimiento. La diferencia entre los dos test radica en la continuidad de
la solución exacta. La falta de continuidad de la función de Heaviside que define el cilindro
originará la aparición de oscilaciones en la solución aproximada con los métodos LG, en el
entorno de las zonas de la solución con fuertes gradientes. Para evitar estas oscilaciones, en
el caso de tener soluciones con fuertes gradientes, proponemos un método de los llamados
semi-Lagrangianos, introducido por Bermejo et al. en [17] y analizado por Bermejo en [11]
para ecuaciones de convección pura, que suprime las oscilaciones que aparecen al emplear
métodos de alto orden.
3.9.1. Un método semi-Lagrangiano cuasi-monótono
La diferencia entre los métodos Lagrange-Galerkin presentados en esta sección (modifi-
cados o no) con respecto a los métodos semi-Lagrangianos (SL) radica en el cálculo de las
integrales
(cnh ◦ X n,n+1, vh), vh ∈ Vh. (3.220)
En el método SL que proponemos consideraremos la aproximación
cnh ◦ X n,n+1 ≈ I2h(cnh ◦ X n,n+1), (3.221)
siendo I2h ∈ L(C0(Ω),Wh) el operador de interpolación de Lagrange de grado 2 y, en este
caso,
P (Tj) = {p : Tj → R : p = p̂ ◦ F−1j , p̂ ∈ P2(T̂ )}.
2Este es el test clásico de la campana de Gauss pero en 3 dimensiones.





















i (x),∀Tj ∈ Ωh,
y, por lo tanto, si vh|Tj = p
j
k,













donde recordemos que por dji se denotan los nodos de cada símplex. Teniendo en cuenta la





i ) = c
n










con l(i) denotando el índice del tetraedro al que pertenece el punto X n,n+1(dji ).
El método cuasi-monótono propuesto en [17] añade una modificación en el cálculo hecho




































h ◦ X n,n+1(d
j





h ◦ X n,n+1(d
j
i ) < C
−
j ,
cnh ◦ X n,n+1(d
j
i ) en otro caso.
(3.225)
El algoritmo para calcular numéricamente las integrales (3.220) sería el siguiente:
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BUCLE j = 1, ..., Ne
BUCLE i = 1, ..., Nn
(1) Calcular zji = X n,n+1(d
j
i ). Para ello debemos resolver el problema
(3.30) con condiciones iniciales x = dji .







i ) utilizando (3.225)
FIN BUCLE i
Calcular la integral en Tj utilizando la fórmula (3.223). Para ello tendremos
las matriz de masa calculada previamente.
Ensamblar los valores obtenidos en el vector segundo miembro Rn :=





Observación 3.9.1. Como podemos observar, para este método no será necesario utilizar
fórmulas de cuadratura para el cálculo de las integrales (3.220). La cuadratura se utilizará,
si se quiere, solamente en el cálculo de las matrices de masa y rigidez.
Como podemos ver en [11], este método para la ecuación de convección pura es monótono,
mantiene el mismo orden de convergencia que los esquemas SL convencionales en las regiones
donde la solución es suficientemente regular y es conservativo si la velocidad tiene divergencia
nula. Hemos probado también este método pero con la fórmula BDF2 y como podremos ver
por los resultados ya no es monótono.
En los test que presentamos en esta sección, veremos que el error cometido por este
método es mayor que el de los métodos LG o MLG. Como ventaja frente a éstos, elimina las
oscilaciones que aparecen cuando la solución no es continua.
Computacionalmente, el método SL es algo más costoso que el método MLG pues en
el primero tenemos que mover todos los nodos de la malla, mientras que en el último solo
tenemos que mover y localizar los vértices. Sin embargo, es más rápido que el método LG,
pues los nodos de cuadratura suelen ser más que los nodos de la malla.
3.9.2. Integración numérica
En las Secciones 3.6 y 3.7 vimos que tenemos que calcular las integrales
∫
Tj
(cnh ◦ X n,n+1)(x)vh(x)dx (3.226)
para el método estándar, y las integrales
∫
Tj
(cnh ◦ X̃ n,n+1)(x)vh(x)dx, (3.227)
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para el método modificado, en cada uno de los tetraedros de la malla.
En general, estas integrales no se pueden calcular de forma exacta; por lo tanto, en ambos
casos necesitamos utilizar fórmulas de cuadratura. Como consecuencia de la integración
numérica aparecen términos adicionales en la estimación de error, que pueden hacer perder
la estabilidad incondicional del método. Podemos encontrar algunos artículos, como por
ejemplo Morton et al [75], y, más recientemente, Bermúdez et al [23] y Fujima y Tabata [46],
donde se estudia el efecto de la integración numérica en la estabilidad de algunos métodos
de Lagrange-Galerkin.
Hemos visto con nuestro código 3D que, cuando se integran de forma exacta las matri-
ces de masa y rigidez, se hace necesario utilizar fórmulas de alto orden para mantener la
estabilidad del método.
En nuestro caso hemos utilizado, además de fórmulas clásicas como la de los puntos
medios o los vértices, diferentes fórmulas de tipo Gauss-Legendre que integran exactamente
polinomios de grado 4 hasta grado 8 con las que hemos obtenido los mejores resultados.
Estas fórmulas vienen dadas en Keast [61] y Rathod et al [86] y las que usamos tienen pesos
positivos, salvo la de grado 8 cuyo primer peso es negativo 3.
Mostraremos cómo mejora la estabilidad del método al utilizar fórmulas de mayor orden
en el test de la campana de Gauss.











(α1 + α2 + α3 + α4 + 3)!
6vol(T ). (3.228)
En el cálculo de los distintos errores cometidos en los test que veremos a continuación,
tendremos que aproximar la norma ‖·‖0 utilizando integración numérica. A esta aproximación
de la norma en el espacio L2(Ω) la denotaremos por ‖ · ‖L2h(Ω). Para que el error cometido al
realizar esta aproximación sea despreciable utilizaremos la fórmula de cuadratura de orden
más alto. En el espacio l∞(L2(Ω)), para calcular la norma de una sucesión [c] utilizaremos
la aproximación
‖[c]‖l∞(L2h(Ω)) := máx0≤n≤N ‖c
n‖L2h(Ω). (3.229)
3.9.3. Test de la esfera Gaussiana
Este test ha sido desarrollado a partir del que aparece en el artículo [60]. Se considera una
función de distribución normal en un dominio tridimensional Ω = (−0.9, 0.9)× (−0.9, 0.9)×
(−0.3, 0.3) cuya desviación típica y media iniciales son σ0 = 0.08 y xc = (0.25, 0, 0), respec-
tivamente. Suponemos que la velocidad es de la forma v(x, t) = (−x2, x1, 0) y la matriz de
difusión es D(x, t) = νI con ν tomando los valores 10−2 y 10−3. Imponemos condiciones de















3Esta fórmula en el artículo de Keast [61] tiene un error pues el primer peso aparece como positivo.
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donde
x1(t) = x1 cos t+ x2 sin t, x2(t) = −x1 sin t+ x2 cos t, x3(t) = x3.
En este caso es fácil calcular la expresión exacta de las curvas características. En efecto,




cos(tn − tn+1) − sin(tn − tn+1) 0











El tiempo final considerado es el necesario para que la esfera de Gauss complete una vuelta,
es decir, T = 2π.
En este caso, para la discretización espacial utilizaremos elementos finitos P2. Para poder
ver el orden del error obtenido mallamos el dominio espacial con diferentes tamaños y consi-
deramos diferentes pasos de tiempo. Las mallas son estructuradas, formadas por tetraedros
de igual volumen, resultantes de dividir cubos de tamaño h. Las características de las mallas
pueden verse en la Tabla 3.1.
Malla Elementos Vértices Nodos h
1 11664 2527 17797 0.1
2 18522 3872 27735 0.0857
3 54000 10571 78141 0.06
4 93312 17797 133225 0.05
5 182250 33856 256711 0.04
6 432000 78141 600281 0.03
Tabla 3.1: Mallas utilizadas





En la Figura 3.2 podemos ver el orden del error para los métodos (MLG)2 y (LG)2 que
se obtiene fijando el paso de tiempo a ∆t = 2π/1000 y variando el tamaño de la malla,
para el caso de ν = 10−2 y usando la fórmula de cuadratura de orden 6. En este caso, se
tiene que el error es O(h3), como cabe esperar, y, además, se obtiene el mismo error para
el método estándar y el modificado. Aunque conocemos la expresión exacta de las curvas
características, dada por (3.230), para comparar el tiempo de cálculo de ambos métodos
calculamos el pie de las características utilizando un método de Runge-Kutta de orden 4. En
este caso, puesto que la velocidad es independiente del tiempo, podríamos mover una única
vez los nodos de cuadratura pero, con el fin de obtener una comparación realista entre los
dos métodos, repetimos el cálculo en cada iteración. Para la resolución del sistema lineal del
problema discreto utilizamos un método directo, factorizando la matriz una única vez ya que
sus coeficientes son constantes. Los tiempos son, para la malla más fina,
Método Lagrange-Galerkin estándar: 4 horas y 54 minutos.
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Método Lagrange-Galerkin modificado: 2 horas y 38 minutos.
En este ejemplo la reducción de tiempo de cálculo obtenida con el método modificado es de
un 44%. En la Sección 4.7.5 estudiaremos con más detalle la eficiencia de los métodos MLG
y veremos algunas condiciones en la que ésta se puede ver reducida.





















Figura 3.2: Error obtenido para diferentes mallas en escala logarítmica con ∆t = 2π/1000 y
ν = 10−2
En la Figura 3.3 podemos ver la curva del error temporal obtenida para los métodos
(MLG)1 y (MLG)2 utilizando la malla de tamaño h = 0.03 y para la viscosidad ν = 10−2.
Esta curva se obtuvo utilizando la fórmula de cuadratura que integra exactamente polinomios
de hasta grado 6. En esta figura se puede observar orden 1 en tiempo para el método con
la fórmula BDF1 y orden 2 en tiempo con la fórmula BDF2, como predicen los teoremas
de estimación de error 3.8.1 y 3.8.3. A partir de cierto paso de tiempo el error permanece
constante a medida que ∆t se hace pequeño y ambos métodos dan el mismo error. Esto
indica que el error temporal es tan pequeño que queda enmascarado por los errores debidos
a la discretización espacial.



































Figura 3.3: Error obtenido para diferentes pasos de tiempo en escala logarítmica con h = 0.03
y ν = 10−2
En el caso de viscosidad ν = 10−3, la curva del error temporal que podemos ver en
la parte superior de la Figura 3.4 presenta oscilaciones cuando ∆t está entre determinados
valores menores que 1.5 × 10−2, aunque recupera su monotonía para pasos de tiempo más
pequeños. Atribuimos estas irregularidades al uso de fórmulas de cuadratura para el cálculo
de las integrales del tipo (3.227), en el caso de los métodos modificados, y (3.226), en el caso
de los métodos estándar. Como se mencionó en el apartado anterior, hay numerosos artículos
en la literatura que estudian las inestabilidades que la integración numérica introduce en los
métodos de Lagrange-Galerkin, que son incondicionalmente estables si se supone integración
exacta. Para probar que estas irregularidades tienen que ver con la fórmula de cuadratura,
repetimos los cálculos para los métodos (MLG)1 y (MLG)2 utilizando una fórmula de orden
8 en lugar de la de orden 6. Como se puede observar en la gráfica inferior de la Figura
3.4, estas irregularidades desaparecen para el método de orden 1 y se suavizan para el
método de orden 2. Si la viscosidad es más alta, como vimos en el caso ν = 10−2 (Figura
3.3), las irregularidades desaparecen. Estas pruebas ponen de manifiesto la necesidad de
utilizar fórmulas de cuadratura de alto orden cuando la viscosidad y los pasos de tiempo son
pequeños, lo que justifica aún más la necesidad de los métodos modificados en lugar de los
estándar para reducir el coste computacional que conlleva mover más nodos de cuadratura.
En la Figura 3.5 podemos ver el error obtenido para las diferentes mallas al fijar el paso
de tiempo ∆t = 2π/400. Para obtener la solución aproximada se ha utilizado la fórmula de
cuadratura de orden 8. Como puede verse se obtiene el orden de error que predice el teorema
para los dos métodos.









































































Figura 3.4: Error obtenido para diferentes pasos de tiempo en escala logarítmica, con h = 0.03
y ν = 10−3, usando la fórmula de cuadratura de orden 6 (arriba) y de orden 8 (abajo)
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Figura 3.5: Error obtenido para diferentes mallas en escala logarítmica con ∆t = 2π/400 y
ν = 10−3
Por último compararemos los métodos propuestos con los métodos semi-Lagrangianos
descritos en la Sección 3.9.1, para el caso de ν = 10−3. En la Tabla 3.2 podemos ver los
resultados obtenidos para el test de la campana con la malla de tamaño h = 0.04 y con
un paso de tiempo ∆t = 2π/200, para los métodos (MLG)1 y (SLG)1. En esta tabla Cm,






En la Figura 3.6 podemos ver la solución exacta y la obtenida con los dos métodos men-
cionados, en el plano x3 = 0.02. Se puede observar que el método semi-Lagrangiano es más
disipativo, lo que se aprecia con más detalle en la Figura 3.7 donde se han representado los
perfiles de las distintas soluciones en la recta x2 = 0 del plano x3 = 0.02.
Método Cm Error cmax cmin Tiempo
(MLG)1 1.001 2.14 × 10−3 0.1962 −3.73× 10−12 13m 39s
(SLG)1 0.993 1.58 × 10−2 0.1906 −6.46× 10−13 18m 47s
Tabla 3.2: Comparación de los resultados del test de la campana con distintos métodos, para
ν = 10−3, ∆t = 2π/200 y h = 0.04. El valor máximo de la solución exacta es 0.1955 y el
mínimo es 0














































































































Figura 3.6: Solución exacta (arriba) y aproximada por el método (SLG)1 (centro) y por el
método (MLG)1 (abajo) en el plano x3 = 0.02, con viscosidad ν = 10−3, ∆t = 2π/200 y
h = 0.04
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Figura 3.7: Comparación de los perfiles en la recta x2 = 0 del plano x3 = 0.02 de la solución
exacta y aproximadas con los métodos (MLG)1 y (SLG)1 para h = 0.04 y ∆t = 2π/200
3.9.4. El cilindro con ranura
El test del cilindro con ranura “slotted cylinder” fue propuesto por primera vez en [97] para
dos dimensiones. En nuestro caso lo modificaremos para probar el código en tres dimensiones.
Es uno de los test más duros para la ecuación de convección pura. Utilizaremos este test para
ver las diferencias entre los métodos Lagrangianos y semi-Lagrangianos propuestos, cuando
la solución exacta no es regular.
Consideramos el dominio Ω = (−0.5, 0.5) × (−0.5, 0.5) × (0, 0.03). La condición inicial
del problema viene dada por
c0(x) =
{
1 si x ∈ D × [0.01, 0.02]
0 en otro caso,
siendo D el conjunto
D = {x ∈ R2 : (x1 + 0.25)2 + x22 ≤ 0.152} \ {x ∈ R2 : x1 ∈ [−0.28,−0.22], x2 ≤ 0}.
Se puede ver la condición inicial en el plano x3 = 0.015, en la Figura 3.8. La velocidad será
v(x, t) = (−2πx2, 2πx1, 0),
de forma que la solución exacta es
c(x, t) =
{
1 si x(t) ∈ D × [0.01, 0.02]
0 en otro caso,
siendo x(t) = (x1(t), x2(t), x3(t)), con
x1(t) = x1 cos(2πt) + x2 sin(2πt),
x2(t) = x2 cos(2πt)− x1 sin(2πt),
x3(t) = x3.
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Utilizaremos una malla con h = 0.01 constante en las tres direcciones, que estará formada
por 180.000 elementos y 282.807 nodos, y un paso de tiempo ∆t = 0.05 de forma que en












Compararemos los métodos semi-Lagrangianos propuestos con los métodos Lagrangianos
modificados, cada uno de ellos con las fórmulas BDF de órdenes 1 y 2. En este ejemplo
hemos comprobado que los métodos LG y MLG dan los mismos resultados, por lo tanto
mostraremos sólo los obtenidos con los MLG. En la Tabla 3.3 resumimos los resultados
obtenidos para este test con los diferentes métodos. La Figura 3.9 muestra, en un corte con
el plano x3 = 0.015, la solución obtenida con los distintos métodos después de una vuelta,
mientras que la Figura 3.10 muestra los resultados después de cinco vueltas. Por último,
en la Figura 3.11 representamos los perfiles en la recta x2 = −0.0111 para cada uno de
los métodos, después de una y cinco vueltas. En esas figuras se puede ver cómo con los
métodos de Lagrange-Galerkin aparecen oscilaciones espurias, conocidas como “overshoots”
en inglés, en torno a la discontinuidad de la función exacta. Este fenómeno, que se conoce
con el nombre de fenómeno de Gibbs, suele aparecer en métodos basados en la proyección
de Galerkin, como los de elementos finitos. Como se puede observar, el filtro definido en el
método SL usado, elimina estas oscilaciones pero, a cambio, es mucho más disipativo.
Método No vueltas cmax cmin ENr Cm Tiempo
(SL)1 1 1.000 −6× 10−15 0.544 0.974 1m 46s
(SL)1 5 1.000 −1× 10−7 0.573 0.946 4m 52s
(SL)2 1 1.071 -0.132 0.550 0.968 2m 38 s
(SL)2 5 1.059 -0.180 0.599 0.920 9m 36s
(MLG)1 1 1.180 -0.147 0.530 0.992 1m 37s
(MLG)1 5 1.121 -0.201 0.537 0.981 4m 29s
(MLG)2 1 1.229 -0.204 0.533 0.992 2m 0 s
(MLG)2 5 1.117 -0.206 0.540 0.979 7m 28 s
Tabla 3.3: Resultados del test del cilindro para cada uno de los métodos
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Figura 3.8: Condición inicial “slotted cylinder”
(SL)1 (SL)2
(MLG)1 (MLG)2
Figura 3.9: Cilindro después de una vuelta
122 Capítulo 3. Métodos MLG para ecuaciones de convección-difusión-reacción
(SL)1 (SL)2
(MLG)1 (MLG)2
Figura 3.10: Cilindro después de cinco vueltas
3.9. Resultados numéricos 123














































































Figura 3.11: Perfiles de la solución exacta y la aproximada en x2 = −0.0111 después de una
y cinco vueltas
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Capítulo 4
Métodos de Lagrange-Galerkin
modificados para las ecuaciones de
Navier-Stokes
4.1. Introducción
En este capítulo vamos a describir los métodos de Lagrange-Galerkin modificados para
la integración de las ecuaciones de Navier-Stokes incompresibles.
En primer lugar, planteamos el problema de Cauchy en un dominio acotado y establece-
mos el marco funcional del problema de Navier-Stokes que vamos a aproximar.
En segundo lugar, discretizamos el problema utilizando métodos LG estándar de prime-
ro y segundo orden en tiempo. A diferencia de lo que ocurría en el Capítulo 3, en el que
suponíamos que la ecuación de las curvas características se podía resolver exactamente, en
el problema de Navier-Stokes la velocidad es la incógnita y, por lo tanto, esta hipótesis ya
no será válida. Así, las curvas características asociadas a la velocidad exacta v serán apro-
ximadas por las trayectorias de la velocidad vh calculada en el espacio de elementos finitos
correspondiente. Planteamos el problema de Cauchy que verifican estas curvas característi-
cas asociadas a la velocidad calculada numéricamente y distintas fórmulas numéricas para
la integración del mismo.
Los métodos modificados para el problema de Navier-Stokes se basan en el cálculo de
curvas características modificadas que aproximarán a las de los métodos estándar calculadas
con la velocidad vh, definidas de manera análoga a las de los métodos MLG en ecuaciones
de convección-difusión-convección. Al igual que ocurría para estas ecuaciones, los métodos
MLG presentan el mismo orden de convergencia que los estándar, siempre que se utilicen
elementos finitos de tipo Lagrange de orden ≤ 2 como, por ejemplo, el MINI-elemento o el
elemento de Taylor-Hood.
Por último, presentamos algunos resultados numéricos con los diferentes métodos con
los que verificamos el orden de error esperado. Para estas ecuaciones, estos métodos no su-
ponen una mejora tan clara sobre los métodos estándar como en el caso de las ecuaciones
de convección-difusión-reacción. Esto se debe a que gran parte del coste computacional de
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resolver las ecuaciones de Navier-Stokes se encuentra en la resolución de un problema de
tipo Stokes donde ambos métodos tardarían el mismo tiempo. Como cabe esperar, los mé-
todos modificados son tanto más eficientes cuanto menor coste computacional recaiga en la
resolución del sistema lineal y más peso tenga la parte convectiva del problema.
4.2. Problema de Cauchy
Sea Ω un dominio acotado de Rd, d = 2, 3 con frontera Γ Lipschitziana y T una constante
positiva, consideramos el problema con condiciones iniciales y de contorno siguiente:






+ (grad v)v − ν∆v + grad π = f , en Ω× (0, T ),
divv = 0, en Ω× (0, T ),
v = 0, en Γ× (0, T ),
v(0) = v0, en Ω.
(4.1)
Éste es el problema que verifica el flujo no estacionario de un fluido Newtoniano con visco-
sidad cinemática ν constante, siendo la primera ecuación la de conservación de la cantidad
de movimiento y la segunda la condición de incompresibilidad.
La función v : Ω× [0, T ]→ Rd representa la descripción espacial de la velocidad del flujo,
π : Ω × [0, T ] → R la presión y f : Ω × [0, T ] → Rd la densidad de fuerzas volúmicas (en
general, la gravedad).
Nota 4.2.1. Por simplicidad hemos supuesto que el fluido es incompresible y que las con-
diciones de contorno son de tipo Dirichlet homogéneas en toda la frontera, pero este caso se
puede extender con facilidad al caso de un flujo compresible con divergencia conocida y con
condiciones de contorno Dirichlet no homogéneas y de tipo salida libre. En el Apéndice A se
muestran los cálculos para la implementación de los métodos MLG en un caso más general.
Definimos los espacios funcionales
V := {v ∈ H10(Ω) : divv = 0 en Ω},
W := {v ∈ L2(Ω) : divv = 0 en Ω y v · n = 0 en Γ},
L20(Ω) :=
{






y denotaremos por H−1(Ω) el espacio dual de H10(Ω) y por 〈·, ·〉 al par de dualidad entre
estos dos espacios.
Para obtener una solución numérica del Problema 4.1 vamos a utilizar la formulación
débil mixta siguiente:
Problema débil: Dadas f ∈ L2(H−1(Ω)) y v0 ∈ W, encontrar dos funciones v ∈
L2(H10(Ω)) ∩ C0(L2(Ω)) y π ∈ L2(L20(Ω)) tales que para toda w ∈ H10(Ω) y q ∈ L20(Ω)







(v,w) + ((grad v)v,w) + ν(grad v, grad w)− (π,divw) = 〈f ,w〉,
(divv, q) = 0,
(4.2)
y con v(0) = v0.
Nota 4.2.2. Si (v, π) es solución del Problema 4.1, el par (v, π + c), con c una constante,
también lo será. Por ello, elegiremos las presiones pertenecientes al espacio L20(Ω). Otra
opción sería haber elegido el espacio cociente L2(Ω)/R. Esto es necesario cuando tenemos
condiciones Dirichlet para la velocidad en todo el dominio. En el caso de que la presión se
determine en alguna región de la frontera o que se de una condición de tipo salida libre, la
unicidad de la presión está asegurada. La unicidad de la presión para distintas condiciones
de contorno se puede ver en Ern y Guermond [40].
Siguiendo los mismos pasos que para el caso de ecuaciones de convección-difusión-reacción
en el Capítulo 3 y utilizando las notaciones definidas en el mismo, vamos a utilizar métodos
de Lagrange-Galerkin modificados para aproximar la solución del problema débil.
4.3. Discretización temporal: método de las características
Para la aproximación del operador derivada material vamos a utilizar el método de las
características. Si tenemos en cuenta la definición de curva característica dada en 3.3.1 po-
demos escribir la derivada total a lo largo de la trayectoria de las partículas fluidas como
d
ds
v(X (x, t; s), s) = v′(X (x, t; s), s) + grad v(X (x, t; s), s)v(X (x, t; s), s)
= v̇(X (x, t; s), s). (4.3)
Consideramos el intervalo [0, T ] dividido en N subintervalos de igual tamaño ∆t = T/N
y aproximamos la derivada material de la velocidad a lo largo de las curvas características








3vn+1(x)− 4vn(X n,n+1(x)) + vn−1(X n−1,n+1(x))
2∆t
. (4.5)
Introducimos ahora algunas notaciones para simplificar la escritura de los métodos nu-
méricos. Si u ∈ C0(H1(Ω)) definimos




3un+1 − 4un ◦ X n,n+1 + un−1 ◦ X n−1,n+1
)
, (4.7)
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+ ν(grad un+1, grad w), ∀w ∈H1(Ω), (4.8)
〈Fn,w〉 := (fn+1,w), ∀w ∈ H1(Ω). (4.9)
Si w ∈ H1(Ω) definimos el operador Bw ∈ L2(Ω) de la forma
〈Bw, q〉 := − (divw, q) , ∀q ∈ L2(Ω). (4.10)
Utilizando estas notaciones podemos escribir los siguientes problemas semidiscretizados
en tiempo:

















= 〈Fn,w〉 ,∀w ∈ H10(Ω), (4.11)〈
Bvn+1, q
〉
= 0,∀q ∈ L20(Ω), (4.12)
para todo n ∈ {1, ..., N − 1}.





















,∀w ∈ H10(Ω), (4.13)〈
Bv1, q
〉
= 0,∀q ∈ L20(Ω), (4.14)












,∀w ∈ H10(Ω), (4.15)〈
Bvn+1, q
〉
= 0,∀q ∈ L20(Ω), (4.16)
para n ∈ {2, ..., N − 1}.
4.4. Discretización espacial: método de elementos finitos
Consideramos una triangulación del espacio regular y cuasi-uniforme de tamaño caracte-
rístico h, que denotaremos por Ωh, formada for Ne símplices de dimensión d. Por simplicidad
supondremos que el dominio es poliédrico, así, para cada elemento de la triangulación, Tj ,
existirá una aplicación afín invertible Fj definida como vimos en (3.45).
Asociados a la partición Ωh construimos los espacios de elementos finitos H1-conformes
Vh ⊂ H1(Ω), V0h = Vh ∩H10(Ω) y Mh ⊂ L20(Ω). Aproximaremos los espacios V y L20(Ω)
por los espacios de dimensión finita V0h y Mh, respectivamente.
Como ejemplos de espacios de elementos finitos Vh y Mh tenemos:
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1. Elemento P2/P1 (Taylor-Hood): Se definen los espacios
Vh = {wh ∈ C0(Ω) : wh|Tj ∈ P2(Tj), ∀Tj ∈ Ωh}, (4.17)
Mh = {qh ∈ C0(Ω) : qh|Tj ∈ P1(Tj), ∀Tj ∈ Ωh} ∩ L20(Ω), (4.18)
siendo
Pm(Tj) := {p|Tj : p : Rd → Rd polinomio de grado ≤ m}, (4.19)
Pm(Tj) := {p|Tj : p : Rd → R polinomio de grado ≤ m}, (4.20)
con m ∈ N.
2. Elemento P1 − burbuja/P1 (MINI-elemento): La función burbuja se define en cada
elemento Tj como





siendo {λji (x)}d+1i=1 las coordenadas baricéntricas del punto x en el elemento. Si llamamos
Pb(Tj) al espacio
Pb(Tj) := {p : p ∈ P1(Tj)⊕ 〈φj〉d}, (4.22)
podemos definir
Vh = {wh ∈ C0(Ω) : wh|Tj ∈ Pb(Tj), ∀Tj ∈ Ωh}. (4.23)
El espacio al que pertenecerán las presiones aproximadas será el dado en (4.18).
Los espacios Vh y Mh que se elijan deben verificar las siguientes propiedades:







≥ β > 0. (4.24)
2. Sea m el grado de los polinomios de Vh y k un entero verificando m ≥ k ≥ 1, si




(‖v − vh‖0 + h‖v − vh‖1) ≤ Cvhk+1‖v‖k+1, (4.25)
3. Sea l el grado de los polinomios de Mh y s un entero tal que l ≥ s ≥ 1, si π ∈




(‖π − πh‖0 + h‖π − πh‖1) ≤ Cphs+1‖π‖s+1. (4.26)
Nota 4.4.1. Los espacios de elementos finitos que hemos utilizado como ejemplo (Taylor-
Hood y MINI-elemento) verifican las tres propiedades que acabamos de ver (ver, por ejemplo,
Ciarlet [32], Ern y Germond [40] o Parés [79]).
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En el capítulo anterior utilizábamos los métodos de características para las ecuaciones de
convección-difusión-reacción y suponíamos conocidas la velocidad y las curvas características
solución del Problema 3.30 en cada instante de tiempo tn+1. Para las ecuaciones de Navier-
Stokes esta hipótesis no es válida, pues la velocidad v ∈ C0(H10(Ω)) es una incógnita. Esta
velocidad es aproximada en cada instante de tiempo por una función vn+1h ∈ Vh0 entonces,







= vh(Xh(x, tn+1; t), t),
Xh(x, tn+1; tn+1) = x.
(4.27)
Como vh ∈ l∞(Vh), en el problema anterior vh(·, t) puede no existir si t /∈ {t0, ..., tN}; en
este caso será una aproximación calculada generalmente con alguna fórmula de extrapola-
ción utilizando algunos de los valores del conjunto {vmh }nm=0. En nuestro caso, necesitamos
calcular los puntos X n,n+1h (x) y X
n−1,n+1
h (x) y veremos cómo hacerlo en la siguiente sección.
El Problema 4.27 tiene solución y está será única siempre que Vh ⊂ C0,1(Ω), propie-
dad que verifican los espacios de elementos finitos de Lagrange H1-conformes como los que
acabamos de definir.
Utilizando las curvas características aproximadas Xh podemos definir, para [u] ∈ (H1(Ω))N ,
los operadores






















+ ν(grad un+1, grad w), ∀w ∈ H1(Ω). (4.30)





Sea v0h = Rhv












para todo n ∈ {1, ..., N − 1}.
(4.31)





Sea v0h = Rhv

































para n ∈ {2, ..., N − 1}.
(4.32)
4.5. Curvas características aproximadas
En esta sección describiremos los esquemas que utilizamos para calcular la solución del
Problema 4.27 en t = tn y t = tn−1, es decir, veremos cómo calcular los puntos X l,n+1h (x), con
l = n, n− 1. En algún ejemplo del Capítulo 3 se mencionaba que estos puntos se calculaban
utilizando un esquema de Runge-Kutta de orden 4. El inconveniente de utilizar este método
cuando se resuelven las ecuaciones de Navier-Stokes es que hay que extrapolar la velocidad en
los instantes tn+1 y tn+1/2. Para mantener la precisión del método, hay que usar fórmulas de
extrapolación de, al menos, orden 4, lo que implica la necesidad de almacenar la velocidad en
más de dos pasos de tiempo, que son los necesarios para los métodos que vamos a describir.
Los esquemas que veremos a continuación son los más eficientes, en nuestra experiencia,
y tienen una precisión suficiente para mantener el orden de error de los métodos de Lagrange-
Galerkin utilizados. El primero de ellos es de orden 1 y es el único de los propuestos válido
para aproximar X 0,1h (x) porque los otros métodos no se podrían utilizar, pues la velocidad
no está definida en t−1.
Consideramos los siguientes esquemas:
Esquema de Euler explícito de orden 1:
X n,n+1E (x) = x−∆tvnh(x), (4.33)
X n−1,n+1E (x) = x− 2∆tvnh(x). (4.34)
Esquema explícito de dos pasos de orden 2:
X n,n+1TS (x) = x−∆t(2vnh(x)− vn−1h (x)), (4.35)
X n−1,n+1TS (x) = x− 2∆t(2vnh(x)− vn−1h (x)). (4.36)
Esquema implícito multipaso de punto fijo de orden 2:
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Este algoritmo fue inicialmente propuesto en Allievi y Bermejo [3] para un paso de tiempo
fijo y modificado en Galán [47] con la introducción de un paso de tiempo que se modifica para
obtener la convergencia del punto fijo. Por completitud vamos a describirlo aquí aunque para
consultar resultados de existencia de solución y de orden de convergencia se puede recurrir
a las referencias citadas.
Si v ∈ C0(C0,1(Ω)) entonces el Problema 3.16 tiene solución única e integrando este




v(X (x, tn+1; s), s)ds. (4.37)
Si aproximamos la integral de esta expresión utilizando la regla del punto medio tenemos
x−X n,n+1(x) = ∆tv(X (x, tn+1; tn+1/2), tn+1/2) +O(∆t3). (4.38)
Si sustituimos en esta expresión X por Xh y v por vh tenemos
x−X n,n+1h (x) ≈ ∆tvh(Xh(x, tn+1; tn+1/2), tn+1/2). (4.39)
Calculamos Xh(x, tn+1; tn+1/2) de la forma
Xh(x, tn+1; tn+1/2) =
x+ X n,n+1h (x)
2
+O(∆t2) (4.40)











De esta forma, el punto X n,n+1PF (x) que aproxima a X
n,n+1
h (x) se calcula como
X n,n+1PF (x) = x− α, (4.42)














Para resolver esta ecuación podemos utilizar el método de punto fijo definiendo el ope-














Para que el método de punto fijo converja a la solución α de la ecuación (4.43), el ope-
rador G debe ser contractivo, lo que sólo ocurre si el paso de tiempo es suficientemente
pequeño.
La generalización de este algoritmo propuesta por Galán [47] consiste en dividir el paso
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sea contractivo para algún m ∈ N. Si utilizamos las aproximaciones de orden 2
Xh(x, tn+1; tn+1−2−m−1) ≈
1
2













vn−1h ,∀m ∈ N, (4.47)
se verifica que
x−Xh(x, tn+1; tn+1−2−m) ≈ Gm(x−Xh(x, tn+1; tn+1−2−m)). (4.48)
Por lo tanto, si utilizamos un algoritmo iterativo de punto fijo para la ecuación Gm(α) = α,
tenemos el punto
XPF (x, tn+1; tn+1−2−m) = x− α. (4.49)
A partir de este punto, podemos calcular









vn−1h (XPF (x, tn+1; tn+1−2−i−1)),
(4.50)
para i = m− 1,m− 2, ..., 0. Como podemos observar, si m = 0 tenemos el esquema inicial.
Por lo tanto, para cada paso de tiempo tn+1, el algoritmo que deberemos utilizar es:
BUCLE m = 1, ...,Mmax
1. Calculamos un punto fijo, α, para el operador Gm.
2. Si converge hacemos XPF (x, tn+1; tn+1−2−m) = x − α y calculamos los puntos
XPF (x, tn+1; tn+1−2−i) para i = m− 1,m− 2, ..., 0, utilizando la fórmula (4.50) y
acabamos.
FIN BUCLE
El número Mmax es el número máximo de refinamientos del paso de tiempo que permi-
timos.
Observación 4.5.1. El método que acabamos de describir tiene la desventaja de que debemos
evaluar las funciones vnh y v
n−1
h en los puntos obtenidos en cada iteración del algoritmo de
punto fijo, para lo que será necesario conocer el tetraedro en el que se encuentra cada uno
de estos puntos.
Puede ocurrir que, debido a errores numéricos, en alguna iteración n del algoritmo de
punto fijo x − α
n
2
/∈ Ω. Si suponemos que las velocidades vnh y vn−1h se pueden extender
continuamente por cero, bastará con igualar las velocidades a cero en ese punto. Si conside-
rásemos un problema con condiciones de contorno de tipo Dirichlet no homogéneas, es decir,
v|Γ = vd 6= 0, habría que modificar el algoritmo propuesto para tener en cuenta la posibilidad
de que los puntos calculados en alguna iteración salgan del dominio. Si estamos resolviendo
un ejemplo test podemos usar la velocidad exacta conocida para sustituir los valores de vnh
y vn−1h cuando sea necesario. En caso contrario, planteamos la siguiente modificación del
algoritmo:
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BUCLE m = 1, ...,Mmax
1. Calculamos un punto fijo del operador Gm dado por (4.45):
• BUCLE n = 1, ..., Nmax
a) Buscamos αn.
b) Si está fuera del dominio m = m + 1 y vamos al Paso 1. Si no hacemos
αn+1 = Gmαn.
c) Si |αn+1 − αn| < ǫ vamos al Paso 3
• FIN BUCLE n
2. Hacemos m = m+ 1 y vamos al Paso 1.
3. Hacemos Xh(x, tn+1; tn+1−2−m) = x− α y
• BUCLE i = m− 1,m− 2, ..., 0
a) Buscamos Xh(x, tn+1; tn+1−2−i+1).
b) Si está fuera, m = m+ 1 y vamos al Paso 1.
c) Calculamos Xh(x, tn+1; tn+1−2−i) utilizando (4.50).
• FIN BUCLE i
FIN BUCLE m
Hay dos motivos por los que este algoritmo puede no converger: que, para todo m ∈
{0, ...,Mmax} con el que encontramos un punto fijo de Gm, el punto XPF (x, tn+1; tn+1−2−m)
o los que se calculan a partir de él no estén en el dominio, o que el algoritmo de punto fijo
nunca converja porque para todo m hay algún n tal que x − α
n
2
/∈ Ω. En cualquiera de los
casos, consideraremos que XPF (x, tn+1; tn) /∈ Ω.
Si l = n−1 planteamos dos opciones: en primer lugar, utilizar la fórmula del punto medio
y así
X n−1,n+1PF (x) = x− 2∆tvnh(X
n,n+1
h (x)), (4.51)
o, teniendo en cuenta que para las curvas características exactas se verifica X n−1,n+1(x) =
X n−1,n(X n,n+1(x)), hacer





donde el punto X n−1,nPF (X
n,n+1
PF (x)) se aproxima siguiendo los mismos pasos que vimos pa-
ra obtener X n,n+1PF (x), teniendo en cuenta que para calcular los valores de la velocidad en
t ∈ (tn−1, tn) usamos fórmulas de interpolación de orden 2. Aunque esta última opción
implica más coste computacional, la primera da lugar a errores mayores, según nuestra ex-
periencia. Además, en los test numéricos que veremos en la Sección 4.7, en los que se estudia
el comportamiento del error cuando la viscosidad se hace pequeña, las inestabilidades de los
métodos aparecían para pasos de tiempos mayores con la primera opción.
Una vez aproximados los puntos X n,n+1h (x) y X
n−1,n+1
h (x), con cualquiera de los tres
métodos, tendremos que calcular vnh(X
n,n+1




h (x)). El problema apare-
ce si alguno de estos puntos aproximados está fuera del dominio algo que puede ocurrir
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si no tenemos condiciones de Dirichlet homogéneas en toda la frontera o, incluso en caso









h , respectivamente, en la frontera por
la que el punto ha abandonado el dominio.
Observación 4.5.2. El algoritmo de búsqueda implementado (ver [2]) a partir de un elemen-
to de la malla dado (que normalmente será en el que está el punto x) va recorriendo distintos
elementos siguiendo la dirección del punto movido. Así, consideraremos que X n−l,n+1h (x),
l = 0, 1, ha salido del dominio cuando, para salir del elemento en el que estamos, el algo-
ritmo nos dice que hay que atravesar una cara o una arista de la frontera. De este modo,
dependiendo del paso de tiempo y de la precisión del esquema numérico usado para aproximar
Xh, podemos saber con suficiente fiabilidad la cara o arista de la frontera por la que el punto
ha abandonado el dominio.
Observación 4.5.3. Cuando utilizamos el esquema de punto fijo, cada vez que en una
iteración el punto calculado sale del dominio, el paso de tiempo se divide por dos. Por este
motivo, este algoritmo es mucho más preciso para aproximar la trayectoria de los puntos
cercanos a las fronteras y, así, el número de puntos que abandonan debido a errores numéricos
el dominio por las paredes o salidas, es mucho más pequeño que con los otros dos métodos.
4.6. Métodos de Lagrange-Galerkin modificados
En esta sección veremos cómo aplicar los métodos de Lagrange-Galerkin modificados,
descritos inicialmente para las ecuaciones de convección-difusión-reacción en la Sección 3.7,
para la discretización de las ecuaciones de Navier-Stokes. Recordemos que estos métodos
son una modificación de los estándar que consiste en aproximar las curvas características
X por curvas características modificadas X̃ definidas en (3.72). En el caso de un problema
de Navier-Stokes las curvas características son aproximadas, Xh, y tendremos que construir
unas curvas características aproximadas modificadas, que denotaremos como X̃h.
En los métodos MLG para las ecuaciones de convección-difusión se consideraba una
partición del dominio formada por los elementos T nj = X n,n+1(Tj), j ∈ {1, .., Ne}, y, de
forma análoga, podemos definir los elementos curvos
T n,n+1hj = X
n,n+1
h (Tj), 1 ≤ j ≤ Ne. (4.53)
Por simplicidad, utilizaremos una única notación Xh para las curvas características aproxi-
madas, entendiendo que podemos haberlas aproximado con cualquiera de los métodos vistos
en la sección anterior. Por el Lema 4.6.1, que veremos a continuación, se tiene que el con-
junto de los elementos T n,n+1hj forman una nueva partición del dominio que llamaremos Ω
∗n
h .
A partir de la aplicación Fj : T̂ → Tj definimos la aplicación casi-isométrica de clase C0,1,
Fn,n+1hj : T̂ → Tj , como
Fn,n+1hj (x̂) = X
n,n+1
h (Fj(x̂)), ∀x̂ ∈ T̂ . (4.54)
Dado un elemento Tj podemos construir el símplex formado por los vértices movidos de
éste, X n,n+1h (a
j
i ), i = 1, ..., d + 1, que denotaremos como T̃
n,n+1
hj . Estos elementos de caras
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rectas forman una nueva triangulación del dominio (ver Lema 4.6.1) y, además, se verifica
que, para cada j ∈ {1, ..., Ne}, existe una única aplicación afín invertible









siendo B̃n,n+1hj ∈Md(Rd) y b̃
n,n+1
hj ∈ Rd.
El símplex T̃ n,n+1hj es una aproximación lineal del elemento curvo T
n




donde recordemos que Î es el interpolante lineal en el elemento de referencia T̂ .
Definición 4.6.1. Para cada instante de tiempo tn, definimos la curva característica apro-
ximada modificada como la función X̃ n,n+1h : Ω→ Ω tal que
X̃ n,n+1h (x) := (F̃
n,n+1
hj ◦ F−1j )(x), ∀x ∈ Tj , (4.58)
para cada Tj elemento de la triangulación Ωh con 1 ≤ j ≤ Ne y siendo F̃n,n+1hj la aplicación
afín dada por (4.56).
Teniendo en cuenta la definición anterior es inmediato ver que se verifica
X̃ n,n+1h (Tj) = T̃
n,n+1
hj . (4.59)
Observación 4.6.1. Si suponemos que Ω es un polígono o un poliedro y que Tj es un






hj son también “elementos
de la frontera”. En particular, dado que la velocidad en la frontera es nula, si Γj := Tj ∩ Γ,
se verifica que
Tj ∩ Γ = T n,n+1hj ∩ Γ = T̃
n,n+1






T̃ n,n+1hj = Ω
Los métodos de Lagrange-Galerkin modificados consisten en utilizar las curvas X̃h en
lugar de Xh y así, las integrales (vnh ◦ X
n,n+1
h ,wh) se aproximan en cada tetraedro Tj de la
forma ∫
Tj
(vnh ◦ X n,n+1h )(x) ·wh(x)dx ≈
∫
Tj
(vnh ◦ X̃ n,n+1h )(x) ·wh(x)dx. (4.60)
Como es habitual en los métodos de elementos finitos, para calcular una integral en un
tetraedro Tj usamos la aplicación afín Fj para hacer un cambio de variable y hacer la integral
sobre T̂ . De esta forma, si suponemos que wh = p̂
j
k, k ∈ {1, ..., Nn}, se tiene
∫
Tj





|detBj |(vnh ◦ F̃n,n+1hj )(x̂) · p̂k(x̂)dx̂. (4.61)
1Decimos que T ∈ Ωh es un elemento de la frontera, si al menos una de sus caras es un subconjunto de
la frontera del dominio Γ.
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El cálculo de estas integrales sobre el elemento de referencia suele hacerse mediante una
fórmula de cuadratura de alto orden, con el fin de mantener la estabilidad y la precisión que
tendría el método si estas integrales se pudiesen calcular de forma exacta. Por lo tanto,
∫
T̂






siendo {ws}Nqs=1 y {x̂s}
Nq
s=1 los pesos y nodos, respectivamente, de la fórmula de cuadratura
para la integración sobre el símplex T̂ .
Veamos ahora cómo calcular los valores vnh(F̃
n,n+1






i (x),∀x ∈ Ω, (4.63)
siendo pji los polinomios de base del espacio P(Tj) y U
n ∈ RNng son los coeficientes de vnh
en la base de Vh e i(j) el índice global del nodo i del tetraedro Tj. Así, tenemos que
vnh(F̃
n,n+1
hj (x̂s)) = v
n

















donde hemos denotado por l(s) el índice del tetraedro en el que se encuentra el punto
X̃ n,n+1hj (xs).


























































Nota 4.6.1. Para el método de orden 2 debemos calcular además las integrales (vn−1h ◦
X̃ n−1,n+1h ,wh), donde las curvas modificadas X̃
n−1,n+1
h se calculan de la misma forma que
X̃ n,n+1h . Así,
{
X̃ n−1,n+1h : Ω→ Ω
X̃ n−1,n+1h (x) := (F̃
n−1,n+1
hj ◦ F−1j )(x), ∀x ∈ Tj , 1 ≤ j ≤ Ne,
(4.67)
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siendo F̃n−1,n+1hj : T̂ → T̃
n−1,n+1








1), ...,X n−1,n+1h (a
j
d+1).
El algoritmo para el cálculo de estas integrales seguiría los mismos pasos que el visto
en la Sección 3.7 para ecuaciones de convección-difusión-reacción. Así, como ocurría en ese
caso, para calcular las integrales (vnh ◦ X̃
n,n+1




h ,wh), si utilizamos
el método de orden 2 en tiempo, se necesita calcular el pie de las características sólo de los
vértices de la malla; es decir, X n,n+1h (ai) y X
n−1,n+1
h (ai) , con 1 ≤ i ≤ Nv. Como vimos,
en los métodos estándar hay que calcular el pie de los Ne × Nq nodos de cuadratura de la
malla, que suelen ser muchos más que los vértices de la malla si la fórmula de cuadratura es
de orden alto y más aún en problemas en 3D. Como el cálculo y localización de estos puntos
movidos es una parte costosa de los métodos de Lagrange-Galerkin, los modificados serán
más eficientes que los estándar, tal y como veremos en los resultados numéricos de la Sección
4.7.
Utilizando las curvas características modificadas X̃h podemos definir, para [u] ∈ (H1(Ω))N ,
los operadores






















+ ν(grad un+1, grad w), ∀w ∈ H1(Ω). (4.70)





Sea v0h = Rhv


















Sea v0h = Rhv

































para n ∈ {2, ..., N − 1}.
(4.72)
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El siguiente resultado indica que los métodos modificados están bien definidos.
Lema 4.6.1. Si Ω es un dominio poligonal o poliédrico, ∆t y h son suficientemente pequeños
y n ∈ {0, ..., N − 1}, entonces se verifican las siguientes afirmaciones:
1. La aplicación X n,n+1h : Ω→ Ω es un homeomorfismo cuasi-isométrico.
2. La función Fhj : T̂ → T n,n+1hj es de clase C0,1(Ω).
3. La aplicación X̃ n,n+1h : Ω→ Ω es un homeomorfismo cuasi-isométrico.
Este resultado, así como otros relativos al orden de convergencia de estos métodos apare-
cerán en el artículo Bermejo et al [15]. En este artículo se prueba que, bajo ciertas condiciones
de regularidad, suponiendo ∆t y h suficientemente pequeños y usando un método de orden
mayor que 2 para el cálculo de las trayectorias de los puntos de la malla, el orden de conver-
gencia del método (MLG)2 es de la forma
‖[v] − [vh]‖l∞(L2(Ω)) ≤ Cv
(













‖[π]− [πh]‖l2(L2(Ω)) ≤ Cp
(













siendo ǫ = ǫ(T ), K = ‖v‖C0(L∞(Ω)) y Cv y Cp dos constantes positivas que dependen de T ,
ν−1 y de distintas normas de v y π.
4.7. Resultados numéricos
En esta sección vamos a mostrar los resultados obtenidos con los métodos de Lagrange-
Galerkin modificados para algunos problemas de Navier-Stokes en dominios bidimensionales
y tridimensionales. En primer lugar, resolveremos un test académico bidimensional con solu-
ción exacta conocida con el que comprobaremos los órdenes de convergencia de los métodos
(MLG)1 y (MLG)2 con los elementos finitos P1-burbuja/P1 y P2/P1, para diferentes valores
de la viscosidad. Además, estudiaremos la estabilidad de estos métodos en función de la
fórmula de cuadratura empleada para la aproximación de las integrales que no pueden ser
calculadas de forma exacta.
Para el caso tridimensional, hemos diseñado un test no lineal para analizar el orden de
error de estos métodos y su comportamiento cuando disminuimos la viscosidad del problema.
Hemos optado por un test propio por la dificultad de encontrar en la literatura un test de
referencia con solución analítica conocida para validar métodos en dominios tridimensionales.
Para la discretización de los problemas tridimensionales utilizaremos el elemento finito P1-
burbuja/P1.
Por último, mostraremos los resultados obtenidos con el método (MLG)2 para el pro-
blema de referencia del flujo alrededor de un cilindro. Compararemos los coeficientes aero-
dinámicos calculados con los que aparecen en la literatura y con los que calculamos utilizando
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el código comercial FLUENT. Estos coeficientes de arrastre y sustentación se pueden calcular
de dos formas distintas que serán válidas sobre cualquier superficie.
4.7.1. Integración numérica















(x) · pk(x)dx, ∀k ∈ {1, ..., Nng},
en cada instante de tiempo. Para los test que vamos a mostrar a continuación hemos utilizado
fórmulas de cuadratura de tipo Gauss-Legendre. Para el caso bidimensional consideraremos
fórmulas de orden 4, 10 y 14 con 6, 25 y 42 nodos de cuadratura, respectivamente, y para
para aproximar las integrales sobre tetraedros usaremos una fórmula que integra exactamente







(α1 + ...+ αd+1 + d)!
µ(T ), (4.75)
para la integración exacta de las funciones de base sobre triángulos (d=2) y tetraedros (d=3).
Al igual que ocurría para los problemas de convección-difusión-reacción, el uso de fórmu-
las de cuadratura puede hacer perder la estabilidad incondicional de los métodos. Por esto,
es necesario utilizar fórmulas de cuadratura de alto orden.
Para reducir el tiempo de cálculo en problemas tridimensionales, en Parés [79] se propone
el uso de fórmulas de cuadratura menos exactas. Como esta opción da esquemas inestables,




vnh ◦ X̃ n,n+1h
)














en la cual la primera integral de la derecha se calcula usando una fórmula de cuadratura y la
segunda de forma exacta. Esta descomposición permite mantener la estabilidad en muchos
casos. El uso de los métodos MLG permite considerar fórmulas de cuadratura de alto orden
con bajo coste computacional con la ventaja de que los errores obtenidos son más pequeños
que con la descomposición (4.76), como mostraremos más adelante en alguno de los ejemplos.
Observación 4.7.1. Si en la expresión (4.76) usamos fórmulas que integran de forma exacta
polinomios de grado 4, el resultado será igual a usar esa fórmula en la integral de la izquierda
de la igualdad. En el caso de que las integrales no incluyan al polinomio burbuja bastará con
que la fórmula sea de orden 2.
En los test que veremos a continuación, calcularemos los errores para la velocidad y la
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presión como













‖ pn − pnh‖2L2h(Ω))
}1/2
, (4.78)
donde estamos utilizando una aproximación de las normas ‖ · ‖L2(Ω) y ‖ · ‖L2(Ω) mediante
integración numérica, de la misma forma que lo hicimos en la Sección 3.9.2. Para que el
error cometido en esta aproximación sea pequeño, vamos a utilizar la fórmula de orden 14,
en el caso bidimensional, y una fórmula de cuadratura de tipo Gauss-Legendre que integra
de forma exacta polinomios de hasta grado 8, para los problemas en tres dimensiones.
4.7.2. Un test académico bidimensional
Para comprobar el orden de error de nuestros métodos vamos a realizar el test propuesto
en Notsu y Tabata [78]. Consideramos el dominio Ω = (0, 1)2, el intervalo temporal [0, 1] y
tres valores diferentes para la viscosidad,
ν = 1, ν = 10−2, ν = 10−4.
Imponemos la condición inicial y condiciones de contorno Dirichlet adecuadas y elegimos
el segundo miembro de forma que la solución exacta del problema (4.1), (v, p)2, sea
v1(x, t) = (1 + sin(πt)) sin
2(πx1) sin(2πx2), (4.79)
v2(x, t) = (1 + sin(πt)) sin
2(πx2) sin(2πx1), (4.80)
p(x, t) = (1 + sin(πt)) cos(πx1) cos(πx2). (4.81)
Para la discretización espacial usamos mallas estructuradas, cuyas características po-
demos ver en la Tabla 4.1 y utilizaremos dos tipos de elementos finitos, P1-burbuja/P1 y
P2/P1. Estudiaremos la convergencia de los métodos (MLG)1 y (MLG)2 con cada uno de
los elementos y veremos como se obtienen los órdenes de error que predice el análisis teórico.
Malla Elementos Vértices Nodos h
1 128 81 289 1/8
2 512 289 1089 1/16
3 2048 1089 4225 1/32
4 8192 4225 16641 1/64
5 32768 16641 66049 1/128
Tabla 4.1: Mallas utilizadas para el test 2D
2En esta sección utilizaremos la notación p para la presión para distinguirla del número π.
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Para tener la unicidad de la presión y además obtener un mejor condicionamiento del
sistema lineal, sobre todo en el caso del elemento P2/P1, vamos a utilizar el método descrito
en Gunzburger [51]. Este método consiste en la resolución del siguiente sistema iterativo
1. Hacemos P 0 = 0
2. Resolvemos hasta convergencia:
( A Bt








Sn+1p − ǫP̂ l
)
, l = 1, 2, ... (4.82)
3. Hacemos Pn+1 = P̂ l+1 y Un+1 = Û l+1.
En el Apéndice A podemos ver la implementación detallada del método (LG)1 utilizando el
elemento P1-burbuja/P1 y, en particular, la obtención de la matriz C a partir de la elimina-
ción de los grados de libertad relativos a las burbujas. Para el elemento de Taylor-Hood la
implementación sería similar pero la matriz C sería nula y, en este test, también desaparecería
el segundo miembro relativo a la presión. En [51] se afirma que la sucesión U l definida en el
paso 2 del algoritmo converge a la solución Un+1 del problema discreto de la forma
‖Un+1 − Û l+1‖0 ≤ Cǫ‖Un+1 − Û l‖0,
siendo C una constante positiva. Por lo tanto, la convergencia del algoritmo será más rápida
cuanto más pequeño sea el valor de ǫ. En este problema, tomamos ǫ = 10−8, porque la matriz
sigue estando bien condicionada para ese valor y el algoritmo propuesto converge en 3 o 4
iteraciones, dependiendo de la malla que estemos considerando.
Para la aproximación de las curvas características hemos usado el método explícito de
orden 2 de dos pasos, propuesto en la Sección 4.5. Salvo que se indique lo contrario, la
fórmula de cuadratura utilizada en todos los cálculos es la de orden 10.
En primer lugar mostraremos los resultados obtenidos con el elemento P2/P1 de Taylor-
Hood. En la Figura 4.1 representamos los errores obtenidos con el método (MLG)2, fijado
el paso temporal ∆t = 10−5 y variando la malla espacial, para cada uno de los valores de
la viscosidad considerados. Para este elemento finito, la teoría predice un orden espacial de
2 o 3 para la velocidad y de 1 o 2 para la presión, como se puede ver en (4.73) y (4.74),
respectivamente. En esas ecuaciones se puede ver que el orden del error que se tiene en cada
caso depende de ciertas relaciones entre la viscosidad, el tamaño de la malla y la velocidad
media del problema. En la Figura 4.1 podemos ver que el orden de error de la velocidad es
O(h3) cuando ν = 1 y O(h2) cuando ν = 10−2 y que si la viscosidad es 10−4 el orden es 2
o 3 dependiendo del tamaño de la malla. Por otro lado, para la presión se observa un orden
O(h2) independientemente del valor que tome la viscosidad.
En la Figura 4.2 representamos los errores obtenidos para la velocidad fijando la malla
espacial, h = 1/128, y variando el número de pasos de tiempo, para los distintos valores
de ν. En esta figura podemos ver los errores para los métodos (MLG)1 y (MLG)2 cuando
se usa una fórmula de cuadratura de orden 10 para calcular las integrales que involucran a
las curvas características. Para los dos métodos se obtienen los órdenes esperados aunque,
como podemos ver en la curva obtenida para ν = 10−4, el método de orden 2 es inestable
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para pasos de tiempo pequeños. Para analizar la influencia de la integración numérica en la
estabilidad del método (MLG)2, hemos calculado las curvas de error temporal con diferentes
fórmulas de cuadratura, para el caso ν = 10−4. En la Figura 4.3 podemos ver los errores
obtenidos para la velocidad y para la presión. En ambos casos se observa que con la única
fórmula de cuadratura que tenemos un método estable es con la de orden 14. Con las demás
fórmulas existen ciertos pasos de tiempo donde el método se hace inestable, aunque vuelve
a dar errores pequeños al incrementar suficientemente el número de divisiones temporales.
144 Capítulo 4. Métodos MLG para las ecuaciones de Navier-Stokes






































































Figura 4.1: Errores en escala logarítmica para la velocidad (arriba) y para la presión (abajo)
obtenidos con el elemento P2/P1. Fijamos el paso de tiempo, ∆t = 10−5, variamos el número
de divisiones de la malla





































































































Figura 4.2: Error obtenido para la velocidad con el elemento P2/P1 para diferentes pasos de
tiempo en escala logarítmica con h = 1/128





























































Figura 4.3: Errores en escala logarítmica obtenidos para la velocidad (arriba) y la presión
(abajo) con el elemento P2/P1 para diferentes pasos de tiempo fijado h = 1/128
A continuación veremos los resultados calculados usando el MINI-elemento. En la Figura
4.4 podemos ver los errores Errv y Errp obtenidos con el método (MLG)2 fijado el número
de pasos de tiempo N = 105, con las distintas mallas, para cada uno de los valores de la
viscosidad. Se puede observar que se tiene orden O(h2) tanto para la velocidad como para la
presión, cuando ν = 1 o ν = 10−2 y que el orden de error varía entre 1 y 2, para velocidad
y presión, si ν = 10−4. Para este último valor, vemos que hay casos en los que el orden es
incluso algo mayor que 2.
En la Figura 4.2 se pueden ver las curvas de error obtenidas para la velocidad fijando
la malla espacial, h = 1/128, y variando el número de pasos de tiempo, para los distintos
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valores de ν. Al igual que en el caso del elemento P2/P1 (Figura 4.2) se puede observar cómo
el método se hace inestable para pasos de tiempo pequeños cuando la viscosidad disminuye.
Al igual que en el caso anterior, comparamos la estabilidad del método con distintas fórmulas
de cuadratura. Como muestra la Figura 4.6, cuanto mayor es el orden de la fórmula más
estable es el método, aunque con todas las fórmulas tenemos inestabilidades para los pasos
de tiempo más pequeños. Hemos probado a utilizar la descomposición dada en (4.76) junto
con fórmulas de cuadratura de bajo orden como la de los vértices, para la malla de tamaño
h = 1/128, con los distintos valores de la viscosidad. Si ν = 1 el método es estable, pero
los errores obtenidos son aproximadamente 4 veces mayores que si usamos la fórmula de
orden 10. Además, si la viscosidad es más pequeña el método se hace inestable a partir de
∆t = 0.0625, es decir, con pasos de tiempo mucho mayores que con las fórmulas de más alto
orden. Por lo tanto, la única forma de que los métodos de Lagrange-Galerkin propuestos
sean estables es utilizando fórmulas de cuadratura de alto orden, lo que hace necesario el uso
de los métodos MLG con el fin de ahorrar tiempo de cálculo.
Además de que los errores son más pequeños con el elemento de Taylor-Hood, utilizando
este elemento tenemos un método más estable para valores pequeños de la viscosidad. Sin
embargo, el coste computacional es mucho mayor que si usamos el MINI-elemento, sobre
todo en dominios tridimensionales. Por este motivo, este último elemento será el elegido
para nuestro código de simulación 3D.
Por último, comparamos los métodos estándar y modificado de orden 2 en tiempo. En la
Figura 4.7 podemos ver los errores Errv y Errp obtenidos con los dos métodos en diferentes
mallas, fijando N = 1000, para el caso ν = 10−2. Los errores obtenidos con ambos métodos
son similares pero, como veremos en la Sección 4.7.5, el ahorro de tiempo computacional es
de aproximadamente un 45% con todas las mallas.
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Figura 4.4: Errores en escala logarítmica para la velocidad (arriba) y para la presión (abajo)
obtenidos con el elemento P1−burbuja/P1. Fijamos el paso de tiempo, ∆t = 10−5, variamos
el número de divisiones de la malla





































































































Figura 4.5: Error obtenido para la velocidad con el elemento P1−burbuja/P1 para diferentes
pasos de tiempo en escala logarítmica con h = 1/128





























































Figura 4.6: Errores en escala logarítmica de la velocidad (arriba) y la presión (abajo) obte-
nidos con el elemento P1 − burbuja/P1 variando el número de pasos de tiempo y la fórmula
de cuadratura, fijando h = 1/128
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Figura 4.7: Errores en escala logarítmica de la velocidad (arriba) y la presión (abajo) obte-
nidos con los métodos (LG)2 y (MLG)2 y el elemento P1 − burbuja/P1. Variamos la malla
espacial y fijamos el número de pasos de tiempo N = 1000, para el caso ν = 10−2
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4.7.3. Un test académico tridimensional
Construimos un test académico para ver el orden de error de los métodos de Lagrange-
Galerkin modificados en un ejemplo en tres dimensiones. El dominio considerado es Ω =
(−0.5, 0.5)3 y el tiempo final T = 1. La viscosidad tomará los valores ν = 1, 10−2, 10−4,
10−6. Consideramos el segundo miembro f , la condición inicial v0 y condiciones de contorno
Dirichlet adecuadas para que la solución exacta del problema (4.1) sea
v1(x, t) = sin(πx2t), (4.83)
v2(x, t) = − cos(πx3t), (4.84)
v3(x, t) = e
−πx1t, (4.85)
p = cos(π(x1 + x2 + x3)t). (4.86)
Para conseguir unicidad de la presión realizamos el bloqueo de la misma a su valor exacto
en un punto.
Para este test vamos a considerar el elemento P1− burbuja/P1 y mallas estructuradas de
tetraedros de tamaño h = 1/NΩ, siendo NΩ el número de divisiones de cada lado de Ω. Las
características de estas mallas las podemos ver en la Tabla 4.2. Hemos utilizado el método
explícito de dos pasos de orden 2 para el cálculo del pie de las características. Para analizar
Malla Elementos Nodos Vértices h
1 384 729 125 1/4
2 3072 4913 729 1/8
3 24576 35937 4913 1/16
4 196608 274625 35937 1/32
Tabla 4.2: Mallas utilizadas para el test 3D
el orden del error del método (MLG)2 tomamos ∆t = h y calculamos los errores obtenidos









el orden del error en la velocidad es de la forma O(h2 + h) y, en caso contrario, el orden es
O(h2). Así, para valores pequeños de la viscosidad el orden de convergencia obtenido para
la velocidad puede ser 1. En el caso de la presión, si tomamos ∆t = h en (4.74) vemos como
la estimación del error en la presión es siempre de la forma O(h + h2). En la Figura 4.8
podemos ver los órdenes del error obtenidos para la presión y la velocidad, respectivamente,
para las diferentes viscosidades consideradas. En esta figura, se puede observar el cambio de
orden de error mencionado para la velocidad cuando la viscosidad disminuye.
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Figura 4.8: Errores Errv (arriba) y Errp (abajo) en función del número de divisiones de la
malla
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4.7.4. Flujo alrededor de un cilindro
Mostraremos en esta sección los resultados obtenidos con los métodos de Lagrange-
Galerkin descritos en esta memoria para un flujo estacionario 3D en torno a un cilindro
definido en John [59]. El dominio computacional es un canal con un cilindro en su interior
cuyo esquema y dimensiones podemos ver en la Figura 4.9.
La malla empleada para obtener la solución numérica está formada por 491415 elementos
y 86674 vértices. El tamaño característico de la malla alrededor del cilindro es h = 0.008.













Figura 4.9: Esquema del dominio computacional
Figura 4.10: Malla cerca del cilindro
La viscosidad cinemática del fluido es ν = 10−3 m2/s y la velocidad en la entrada viene









con U = 0.45 m/s. El número de Reynolds del flujo es 20, calculado a partir de ν, del
diámetro del cilindro D y de la velocidad media de entrada v0 = 0.2 m/s.
Los coeficientes que vamos a calcular son los coeficientes de arrastre y sustentación en el
cilindro, cd y cl, respectivamente, y la diferencia de presiones entre los puntos (0.45, 0.2, 0.205)
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y (0.55, 0.2, 0.205), que denotaremos por ∆p.














donde Fd y Fl son las fuerzas de arrastre y sustentación, respectivamente. Sea C la superficie
del cilindro, n = (nx, ny, 0)T su vector normal unitario apuntando al interior del dominio Ω y
τ1 = (ny,−nx, 0)T y τ2 = (0, 0, 1)T sus vectores tangentes. Entonces, las fuerzas de arrastre




















Hay dos formas de calcular estas integrales en un código de elementos finitos: una primera
(la habitual) aproximando las integrales de superficie y una segunda como integrales de
volumen. Esta última forma es la que se describe en [59] y nos lleva a las fórmulas
Fn+1d = −
[





(ν∇vn+1h ,∇vl) + ((∇vn+1h )vn+1h ,vl)− (πn+1h ,∇ · vl)
]
, (4.91)
donde vd,vl ∈ Ṽh y
vd(x) = (1, 0, 0)
t, vl(x) = (0, 1, 0)
t, si x ∈ C, (4.92)
y son cero para el resto de los nodos de la malla. El espacio Ṽh es una extensión de Vh
formada por todas las funciones del mismo espacio de elementos finitos y añadiéndole los
grados de libertad sobre C.
Esta forma de calcular las integrales nos permite una implementación muy sencilla. La
formulación matricial del problema de Navier-Stokes para el espacio de elementos finitos
considerado es3
An+1Un+1 + (Bn+1)tPn+1 = Sn+1v ,
Bn+1Un+1 + Cn+1Pn+1 = Sn+1p ,
(4.93)
donde hemos utilizado la notación del Apéndice A. Entonces, si (vNh , π
N
h ) es la solución final
estacionaria, para obtener las fuerzas de arrastre y sustentación debemos calcular
Fd = R
N · Ud, Fl = RN · Ul, (4.94)
donde RN = ANUN + (BN )tPN − SNv y Ud y Ul son los vectores de los valores de vd y vl
en los vértices de la malla. Por supuesto, las matrices AN y BN y el vector SNv no incluyen
el bloqueo en los vértices Dirichlet. Así, calcular las fuerzas de arrastre y sustentación se
reduce a la realización de cuatro productos de una matriz dispersa por un vector y de dos
productos escalares.
3Podemos ver la implementación de método de Lagrange-Galerkin para el elemento P1 − burbuja/P1 en
el Apéndice A.
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Para realizar la simulación, utilizamos el paso de tiempo ∆t = 0.001 y el algoritmo de
punto fijo para el cálculo del pie de las características. Como test de parada, consideramos








En la Tabla 4.3 se muestran los resultados obtenidos con nuestros métodos (LG)2 y
(MLG)2 y los intervalos de referencia para esos coeficientes. Además, comparamos nuestros
resultados con los obtenidos con el software FLUENT, con la misma malla, y eligiendo los
esquemas de volúmenes finitos de orden 2.
Tabla 4.3: Valores obtenidos para los coeficientes aerodinámicos
En la Figura 4.11 se puede ver la evolución de los coeficientes de arrastre y sustenta-
ción calculados de las dos formas posibles con el método de Lagrange-Galerkin modificado.
Además, en la Figura 4.12 se compara la evolución de la diferencia de presiones ∆p con los
métodos (LG)2 y (MLG)2. Por último, en las Figuras 4.13-4.16 se pueden ver los cortes en el
plano z = 0 de cada una de las componentes de la velocidad y de la presión, respectivamente,
calculados con el método (MLG)2.











































Figura 4.11: Evolución de los coeficientes de arrastre (derecha) y sustentación (izquierda)
con el método MLG
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Figura 4.12: Evolución de la diferencia de presiones con los métodos LG y MLG
Figura 4.13: Componente vx de la velocidad en el plano z = 0
Figura 4.14: Componente vy de la velocidad en el plano z = 0
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Figura 4.15: Componente vz de la velocidad en el plano z = 0
Figura 4.16: Presión en el plano z = 0
Figura 4.17: Líneas de corriente a la altura y = 0.2 m coloreadas por vx
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4.7.5. Eficiencia de los métodos modificados
Como se puede observar en el ejemplo del flujo alrededor de un cilindro, los resultados
numéricos obtenidos con los métodos LG y MLG son muy parecidos. La diferencia la encon-
tramos en el tiempo de CPU que requiere cada método. El método de LG estándar necesita
28 horas y 48 minutos para completar 5000 pasos de tiempo, mientras que el método MLG
necesita 18 horas y 37 minutos. Esta gran reducción del tiempo de cálculo, aproximadamente
un 35%, se debe a que la matriz del sistema solo se calcula una vez, dado que la densidad y
viscosidad del problema son constantes. De esta forma, como usamos un método directo para
resolver el sistema, factorizamos una sola vez la matriz y la mayoría de tiempo de cálculo
del problema se emplea en el movimiento de los nodos de cuadratura de la malla. El uso del
algoritmo de punto fijo para integrar la ecuación de las características y de una fórmula de
cuadratura con 25 puntos, hace que este coste sea aún mayor. Por lo tanto, en problemas
de este tipo es en los que se observa una mayor eficiencia de los métodos MLG frente a los
estándar.
En 3.9.3 comparábamos los tiempos de cálculo obtenidos con los métodos Lagrange-
Galerkin estándar y modificados para el test de la esfera de Gauss. En este caso, el ahorro de
tiempo que suponía usar los métodos modificados era aproximadamente de un 46%. Aunque,
en el ejemplo del flujo alrededor de un cilindro, las simplificaciones realizadas han reducido
el coste de la resolución del sistema lineal, se observa que los métodos MLG son menos
eficientes cuando se usan para un problema de Navier-Stokes.
Para analizar la diferencia de los métodos estándar y los modificados en un caso menos
favorable, comparamos los tiempos de cálculo obtenidos al resolver el test de la Sección 4.7.3,
calculando y factorizando la matriz en cada iteración, aunque, de nuevo, sólo sería necesario
hacerlo una vez. Además, vamos a utilizar el método explícito de dos pasos de tiempo, visto
en la Sección 4.5, para mover los nodos de cuadratura, que es mucho menos costoso que el de
punto fijo. La fórmula de cuadratura para las integrales que no se calculan de forma exacta
es la de 25 puntos. En la Tabla 4.4 podemos observar los tiempos de cálculo al realizar 100
iteraciones con un paso de tiempo ∆t = 0.01, con dos mallas distintas. Las características de
las dos mallas utilizadas se pueden ver en la Tabla 4.2. En la malla más gruesa el ahorro que
obtenemos al utilizar el método modificado es de casi un 22%, aproximadamente, mientras
que en la malla más fina el ahorro es de un 9%. Así, en este caso, el coste de la resolución
del sistema lineal aumenta más que el de mover los puntos a medida que la malla es más
fina. Por lo tanto, los métodos serán menos efectivos cada vez. Si en lugar de usar un método
directo para la resolución del sistema usásemos uno iterativo, probablemente la eficiencia de




(LG)2 2m 3.022s 34m 54.743s
(MLG)2 1m 36.412s 29m 52.041s
Reducción 21.62% 9.25%
Tabla 4.4: Tiempos de cálculo de los métodos LG y MLG para un problema de convección-
difusión-reacción
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En el caso de un código bidimensional la eficiencia de los métodos modificados se ve
incrementada, incluso si resolvemos el problema de Navier-Stokes. En la Tabla 4.5 tenemos
los tiempos de cálculo obtenidos para el test de la Sección 4.7.2 con las distintas mallas
consideradas, cuando el número de pasos de tiempo es N = 1000. En este ejemplo estamos
usando un método directo para la resolución del sistema lineal, factorizando la matriz una
única vez, y una fórmula de cuadratura con 42 nodos. En este caso se observa que el tamaño
de la malla no influye en la eficiencia del método, esto se debe a que en dos dimensiones el
coste de resolver el sistema lineal es mucho menor que en el caso tridimensional, pasando
a ser la etapa convectiva (movimiento y localización de los nodos de cuadratura) la que
determina el tiempo de cálculo del método.
Método
Malla
1 2 3 4 5
(LG)2 7.34s 29.98s 2m 8.05s 8m 54.64s 37m 50.75s
(MLG)2 4.05s 15.60s 1m 5.76s 5m 4.93s 20m 26.16s
Reducción 44.73% 47.98% 48.65% 42.99% 46.00%
Tabla 4.5: Tiempos de cálculo de los métodos LG yMLG para un problema de Navier-Stokes
Los resultados que acabamos de ver nos permiten concluir que los métodos modificados
son tanto más eficientes cuanto más eficiente sea la resolución del sistema lineal y más costosa
sea la resolución de la parte convectiva del problema.
Parte III
Resolución numérica. Aplicación a un




En la actualidad, la utilización de códigos para la simulación de procesos industriales
tiene una gran importancia, sobre todo con el fin de abaratar los costes que supondrían la
realización de ensayos en laboratorios, para el diseño y desarrollo de nuevos productos y
procesos.
La tecnología para la combustión de carbón pulverizado en calderas industriales histórica-
mente se ha basado en la experiencia acumulada y en los datos obtenidos con test a pequeña
escala. Es complicado analizar los fenómenos que tienen lugar en el interior de una caldera
industrial por la dificultad de realizar medidas. Los únicos datos que se pueden extraer son
relativos a los productos que salen de la misma como, por ejemplo, la cantidad de carbón
sin quemar o la temperatura del gas en la salida de la caldera. Por lo tanto, la realización
de simulaciones numéricas juega un papel fundamental en la compresión de los procesos que
ocurren, aportando información que no se puede obtener de forma experimental. Para que
estas simulaciones sean fiables es necesario, por un lado, utilizar modelos que estén validados
y, por otro lado, métodos numéricos precisos para la resolución numérica de estos modelos.
La validación de un modelo para la combustión de carbón pulverizado suele realizarse
comparando los resultados de simulaciones con medidas experimentales en llamas obtenidas
en inyectores construidos en laboratorios. Los experimentos elegidos para realizar la compa-
ración, deben incluir distintos aspectos de la combustión turbulenta de carbón. La elección
de experimentos a escala de laboratorio se debe a la facilidad de obtener medidas utilizando
instrumentos como láseres o pirómetros ópticos, y, además, por la posibilidad de controlar las
condiciones de funcionamiento de los test realizados. Podemos encontrar numerosos artículos
para validar modelos de combustión, por ejemplo, Barlow et al [7, 6] donde se dan medidas
de una llama turbulenta formada por la combustión de CO y H2 con aire, o Peters y Weber
[80] donde se dan datos y se modeliza una llama de combustión de carbón pulverizado en un
horno de laboratorio de la fundación IFRF (International Flame Research Foundation).
En cuanto a la elección de los métodos numéricos, debemos tener en cuenta que los
modelos para flujos de gases con combustión de carbón pulverizado están formados por un
conjunto de ecuaciones en derivadas parciales, ecuaciones diferenciales ordinarias y ecua-
ciones algebraicas acopladas entre sí. La complejidad de la resolución numérica del modelo
propuesto reside, por un lado, en encontrar métodos numéricos estables y precisos para la
resolución de cada una de las ecuaciones y, por otro lado, en encontrar un tratamiento ade-
cuado para el acoplamiento de las mismas. Este acoplamiento es aún más complicado en el
caso de ecuaciones no lineales como, por ejemplo, las ecuaciones del modelo k − ǫ.
Por otro lado, aunque la capacidad de los ordenadores en los últimos años ha crecido
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enormemente, no es suficiente en muchos casos para la resolución de problemas industriales en
3D. Por este motivo es importante el desarrollo de nuevos métodos numéricos más eficientes,
como los de Lagrange-Galerkin modificados propuestos en la Parte II de esta memoria.
Esta parte de la tesis está compuesta por dos capítulos.
En el Capítulo 5, describimos los métodos numéricos empleados para la resolución del
modelo propuesto en la Parte I de este trabajo. Este modelo se divide en uno para el flujo
de gases reactivos formado por ecuaciones en derivadas parciales y algebraicas, y otro para
la combustión de las partículas de carbón, que se compone de ecuaciones diferenciales ordi-
narias y algebraicas. Se proponen métodos de resolución numérica para cada uno de ellos.
Aunque en el código desarrollado se ha implementado más de un método para cada ecuación,
en este capítulo mencionaremos los más precisos y eficientes. Por último, escribiremos los
algoritmos implementados para la resolución del modelo completo. En el Apéndice B se hace
una descripción más detallada del programa de simulación que hemos desarrollado.
En el Capítulo 6, mostramos los resultados obtenidos en la simulación de un chorro de
carbón pulverizado. Los objetivos de este capítulo son,por un lado, analizar las posibilidades
que ofrece la el modelo matemático para la combustión de partículas de carbón pulverizado
descrito en el Capítulo 2 y, por otro lado, comprobar la aplicabilidad y fiabilidad de la
herramienta de simulación numérica desarrollada. Para conseguir estos objetivos se consideró
el experimento realizado por Hwang et al en las referencias [55, 56, 57]. La elección de este
experimento se debe a que se trata de un flujo en un dominio abierto, lo que nos permite
despreciar el transporte de energía por radiación y evita el uso de leyes de pared; además,
no es muy turbulento, pudiendo así considerar válido el modelo laminar de combustión
desarrollado.
Capítulo 5
Métodos numéricos y algoritmos
5.1. Introducción
En este capítulo haremos una descripción de los métodos numéricos utilizados y de los
algoritmos implementados en el código que hemos desarrollado para la simulación de flujos de
gases reactivos, incluyendo la combustión de carbón pulverizado. Los modelos matemáticos
utilizados para este tipo de flujos fueron descritos en la primera parte de este trabajo.
En la primera sección se proponen los esquemas numéricos para la resolución de las
ecuaciones del modelo de la fase gaseosa. Para la discretización de las ecuaciones en de-
rivadas parciales de ese modelo utilizamos métodos de Lagrange-Galerkin que podrán ser
de primero o segundo orden en tiempo. La ventaja de los métodos de segundo orden en
tiempo es que permiten considerar pasos de tiempo mayores y, como el objetivo del código
es resolver problemas tridimensionales, se hace necesario prestar especial atención al coste
computacional. Por esta razón, hemos incluido los métodos de Lagrange-Galerkin modifica-
dos con los que, como hemos visto, se tiene la misma precisión que con los estándar pero
con menor tiempo de cálculo. Además, es imprescindible que algunas de las variables del
problema, como k y ǫ, estén acotadas y, por lo tanto, hemos implementado, para las ecua-
ciones de convección-difusión-reacción del modelo, los métodos semi-Lagrangianos descritos
en el Capítulo 3. Estos métodos son menos precisos pero, a cambio, mantienen la solución
acotada. Por simplicidad, únicamente mostraremos, para cada ecuación, el método que me-
jores resultados ha proporcionado con menor coste computacional, para la mayoría de los
problemas.
En la segunda sección se describe la resolución numérica de las ecuaciones del modelo de
fase sólida. Este modelo está compuesto por ecuaciones diferenciales ordinarias, para las que
utilizaremos métodos de Euler, y por ecuaciones algebraicas que se resolverán con métodos
de Newton. Para la integración de las ecuaciones diferenciales se va a considerar un paso
de tiempo variable que dependerá de tiempos característicos relativos al movimiento y a la
gasificación de la partícula. Además, describiremos los diferentes comportamientos que consi-
deramos que puede tener una partícula al alcanzar una frontera del dominio computacional.
La discretización temporal que proponemos en las dos secciones previas nos llevará al
diseño de los algoritmos que hemos implementado en nuestro código y que se describirán en
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la tercera sección. En primer lugar, se propone un algoritmo general para el modelo de fase
gaseosa y su acoplamiento con el correspondiente de fase sólida. Posteriormente se describe el
algoritmo para calcular la evolución seguida por cada partícula, en cada instante de tiempo.
5.2. Resolución numérica de la fase gaseosa
Utilizando la notación introducida en el Capítulo 1, consideramos Ω, un dominio en R3
cuya frontera Γ está divida en tres partes Γ = ΓE ∪ ΓP ∪ ΓS, siendo ΓE las entradas, ΓS las
salidas y ΓP las paredes.
Consideramos un flujo turbulento de gases reactivos que incluye una fase dispersa formada
por partículas de carbón pulverizado. Para simplificar la escritura, denotaremos las variables
promediadas sin la barra o la tilde (por ejemplo, ṽ será denotada por v).
Como vimos en la primera parte de esta memoria, el modelo completo que queremos















































ρ̇+ ρdivv = fm, (5.5)
ρv̇ − div (Tv + Tt) + grad π + fmv = ρg, (5.6)













C1ǫ, C2ǫ, σk, σǫ y Cµ son las constantes del modelo k − ǫ estándar, Pk es la producción de
energía cinética turbulenta dada por






Sct es el número de Schmidt turbulento, kT la conductividad térmica y, por simplicidad,
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Recordemos que las combinaciones de Shvab-Zeldovich eran






YV − 8YH2 ,















H = hT + q6YCO + q7YV + q8YH2 ,
y que, a partir de éstas, se podía recuperar la composición y la entalpía térmica de la mezcla.




Por último, debemos tener en cuenta que la temperatura se relaciona con la entalpía térmica








Las condiciones de contorno para las ecuaciones (5.1)-(5.6) del modelo implementado en
nuestro código son:
En las entradas:




H = HE, (5.18)
k = kE , (5.19)
ǫ = ǫE , (5.20)
siendo vE : ΓE → R3, ZEi : ΓE → R, i = 1, ..., 4, HE : ΓE → R, kE : ΓE → R y
ǫE : ΓE → R funciones dadas.
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En las salidas:


























= hw(θP − θ), (5.25)
siendo v∞ : ΓE → R3 un campo vectorial dado, que será nulo salvo en problemas de
“flujo abierto”, θP : ΓP → R una función dada representando la temperatura de las
paredes del dominio y hw el coeficiente de transferencia de calor a las paredes.
Las condiciones de contorno que acabamos de ver para los escalares de Shvab-Zeldovich se
deducen inmediatamente de las condiciones de contorno establecidas en el Capítulo 1 para
las especies y la entalpía térmica. En el código se pedirán los valores de la composición y la
temperatura en las entradas y se calcularán las condiciones de contorno para los escalares
conservados.
Para resolver numéricamente cada una de las ecuaciones vamos a considerar el intervalo
de tiempo divido en N subintervalos con la misma longitud ∆t = T/N y una malla del domi-
nio Ωh formado por Ne tetraedros Tj de tamaño medio h. Para las ecuaciones en derivadas
parciales hemos implementado métodos de Lagrange-Galerkin, tanto estándar como modi-
ficados, que han sido descritos en la Parte II de esta memoria. La elección de métodos de
Lagrange-Galerkin modificados se aconseja por su menor coste computacional, excepto cuan-
do la divergencia de la velocidad del fluido sea muy alta, lo que invalidaría la aproximación
realizada en ellos.
Si ϕ es una variable cualquiera del modelo (escalar o vectorial), la aproximación de su
derivada material se hará de la forma
ϕ̇(x, tn+1) ≈
ϕn+1(x)− ϕn ◦ X n,n+1h (x)
∆t
, (5.26)
si elegimos el método de orden 1, mientras que si se elige el método de orden 2 se utilizará
ϕ̇(x, tn+1) ≈





excepto para el primer paso de tiempo, en el que se utiliza (5.26). Recordemos que, como
vimos en el Capítulo 4, Xh denota la curva característica solución del problema (4.27).
Supondremos que, para cada instante de tiempo tn+1, n ∈ {0, ..., N − 1}, conocemos los
valores aproximados de la velocidad vn−1h y v
n
h (veremos más adelante cómo se calculan).
Si en lugar del método LG estándar utilizamos el modificado, bastará con sustituir Xh por
X̃h en (5.26) y (5.27). Para simplificar la escritura escribiremos siempre Xh entendiendo que
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cuando hablemos de los modificados será X̃h. Para aproximar las curvas Xh utilizaremos
los métodos descritos en la Sección 4.5. En esa sección vimos que al calcular la posición de
un punto en un instante anterior al presente, aquél podía salir del dominio. Si esto ocurría
aproximábamos el valor de la variable en ese punto exterior utilizando los valores de esa
variable en la frontera. Sea x un punto del dominio, que será un nodo de cuadratura si
el método usado para la discretización es de Lagrange-Galerkin estándar, un vértice si es
de Lagrange-Galerkin modificado o un nodo si es un semi-Lagrangiano, y φ la variable del
problema que queremos evaluar en el punto x movido; si X n,n+1h (x) (o X
n−1,n+1
h (x)) no están
en el dominio, haremos








(a1 + a2 + a3)
)
, si X n,n+1h (x) salió por ΓE,
φ(x), en caso contrario .
(5.28)
siendo ai, i = 1, ..., 3, los vértices de la cara del tetraedro de la frontera ΓE por la que ha
salido el punto. Recordemos que el algoritmo de búsqueda implementado nos dice, además
de si el punto que buscamos ha salido, la cara de la frontera por la que lo hace.
De los métodos descritos en la Sección 4.5 para aproximar Xh, se recomienda el uso del
esquema de punto fijo. Aunque es algo más costoso que los demás, es mucho más preciso,
sobre todo cerca de las fronteras del domino, evitando que los puntos salgan del mismo por
una frontera distinta de ΓE .
5.2.1. Conservación de la masa de las especies y de la energía
Para obtener la composición de la mezcla y su temperatura resolveremos las ecuacio-
nes para las variables de Shvab-Zeldovich y después, utilizaremos la hipótesis de Burke-
Schumann.
Supondremos que conocemos los escalares conservados en el instante inicial
Zi(x, 0) = Z
0
i (x), ∀x ∈ Ω, i = 1, ..., 4, (5.29)
H(x, 0) = H0(x), ∀x ∈ Ω. (5.30)
Definimos el espacio funcional
W0 = {z ∈ H1(Ω) : z = 0 en ΓE}. (5.31)
Si multiplicamos las ecuaciones (5.1) y (5.2) por una función test z ∈ W0, integramos en
el dominio Ω, aplicamos la fórmula de Green y consideramos las condiciones de contorno
(5.22), (5.24) y (5.25), obtenemos una formulación débil para las ecuaciones de las variables
conservadas. Consideramos el siguiente problema:
Problema 5.1. Encontrar funciones Zi : Ω × [0, T ] → R, i = 1, ..., 4, H : Ω × [0, T ] → R
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hw(θP − θ)zdA, ∀z ∈W0, ∀t ∈ (0, T ), (5.33)
con
Zi(x, 0) = Z
0
i (x), ∀x ∈ Ω, i = 1, ..., 4, (5.34)
H(x, 0) = H0(x), ∀x ∈ Ω. (5.35)
Para obtener el problema discreto utilizamos un método de Lagrange-Galerkin de segundo
orden en espacio y tiempo. Así, las derivadas materiales se aproximan con la fórmula (5.26)
para el primer paso de tiempo y con (5.27) para los restantes. Para la discretización espacial
hemos elegido el elemento finito de Lagrange cuadrático. Se define el espacio de polinomios
P2(Tj) = {p|Tj : p : R3 → R polinomio de grado ≤ 2}, (5.36)
con el cual se construyen los espacios funcionales
W 2h = {zh ∈ C0(Ω) : zh|Tj ∈ P2(Tj)}, (5.37)
W 20h = {zh ∈W 2h : zh = 0 en ΓE}, (5.38)
que usaremos para aproximar H1(Ω) y W0, respectivamente. Los nodos de la malla, en este
caso, son los vértices y puntos medios de las aristas de cada tetraedro, como se muestra en
la Figura 5.1.
Vértice
Punto medio de aristas
Figura 5.1: Elemento finito P2
Las ecuaciones del Problema 5.1 están acopladas ya que ρ, µt y cπ dependen de la
concentración y de la temperatura de la mezcla. Para poder desacoplarlas evaluaremos las
ecuaciones del problema en t = tn+1, salvo esas tres variables y la temperatura θ que las
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para n > 1, con u, v ∈ H1(Ω), tendremos los siguientes problemas discretos desacoplados:
Para n = 1:













i,h ◦ X 0,1h zhdx, ∀zh ∈W 20h, i = 1, ..., 4, (5.41)
sujetas a las condiciones de contorno
Z1i,h = Z
1
iE,h, en ΓE, i = 1, ..., 4, (5.42)
donde Z1iE,h y Z
0




i , respectivamente, por interpolación.

















hw(θP − θ0)zhdA, ∀zh ∈W 20h, (5.43)
sujeta a la condición de contorno
H1h = H
1
E,h en ΓE, (5.44)
donde H1E,h y H
0




Para n ≥ 1:
Problema 5.4. Dadas Zn−1i,h , Z
n























h zhdx, ∀zh ∈W 20h, i = 1, ..., 4, (5.45)
y verificando las condiciones de contorno
Zn+1i,h = Z
n+1
iE,h en ΓE, i = 1, ..., 4. (5.46)
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Problema 5.5. Dadas Hn−1h , H
n
h ∈W 2h , encontrar una función Hn+1h ∈W 2h tal que
an+1Z2 (H
n+1


























E,h en ΓE. (5.48)
Una vez resueltos estos problemas en cada instante, se tienen que calcular las fracciones
másicas y la entalpía térmica de la mezcla.
Si suponemos cierta la hipótesis de Burke-Schumann; una vez calculado Z1 podemos
determinar las regiones ΩO y ΩF , así como la zona que ocupa la llama de difusión que las
separa ΓF . Como vimos en el Capítulo 2, si nos encontramos en la región ΩO, se tiene que
YV = YH2 = YCO = 0 y, por lo tanto,
YO2 = Z1, YCO2 = Z2, YH2O = Z3, YSO2 = Z4, hT = H, (5.49)
mientras que si estamos en ΩF tendremos que resolver, además, dos de las tres ecuaciones
de conservación de la masa de los combustibles. Así, por ejemplo, tendremos que resolver
numéricamente el problema continuo siguiente:
Problema 5.6. Encontrar funciones YV , YH2 : Ω× [0, T ]→ R tales que










+ fmYV = f
m
V , en ΩF (5.50)










+ fmYH2 = f
m
H2, en ΩF , (5.51)
YV = YH2 = 0, en ΩO, (5.52)
junto con las condiciones de contorno
YV = YH2 = 0 en ΓF × [0, T ], (5.53)
YV = Y
E
V , YH2 = Y
E






= 0 en (ΓP ∪ ΓS)× [0, T ], (5.55)
y las condiciones iniciales
YV (x, 0) = Y
0
V (x), ∀x ∈ Ω, (5.56)
YH2(x, 0) = Y
0
H2(x), ∀x ∈ Ω. (5.57)
En este caso, como los volátiles y el H2 son nulos en ΩO, vamos a considerar como dominio
computacional ΩF . La frontera de este dominio viene dada por la llama de difusión ΓF y por
las partes de la frontera Γ que intersecan con la clausura ΩF . Por ejemplo, consideremos un
caso simple como el esquematizado en la Figura 5.2. En ese ejemplo suponemos que entran












Figura 5.2: Ejemplo de una configuración de ΩF
combustibles por Γ1E y oxígeno por Γ
2
E . De esta forma, se tendría una llama de difusión
anclada a la entrada Γ1E , siendo la frontera de ΩF igual a ΓF ∪ Γ1E . Para simplificar la
escritura introducimos las siguientes definiciones
ΓFE := ΩF ∩ ΓE , (5.58)
ΓFS := ΩF ∩ ΓS , (5.59)
ΓFP := ΩF ∩ ΓP . (5.60)
Las fracciones másicas YV e YH2 verifican las siguientes condiciones de contorno
YV = Y
E
V , YH2 = Y
E
H2 , en Γ
F






= 0, en (ΓFS ∪ ΓFP )× [0, T ], (5.62)
YV = YH2 = 0, en ΓF × [0, T ]. (5.63)
Utilizando estas notaciones podemos definir los espacios
LF0 = {z ∈ H1(ΩF ) : z = 0 en ΓF}, (5.64)
L0 = {z ∈ H1(ΩF ) : z = 0 en ΓFE ∪ ΓF }. (5.65)
Si multiplicamos las ecuaciones del Problema 5.6 por una función test z ∈ L0, integramos
en ΩF , aplicamos Green y tenemos en cuenta las condiciones de contorno (5.61)-(5.63) ob-
tenemos el problema débil siguiente:







































∀z ∈ L0, ∀t ∈ (0, T ). (5.67)
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Sea n ∈ {0, ..., N − 1} y supongamos que hemos obtenido Zn+11,h resolviendo el Problema
5.2, si n = 0, o el Problema 5.4, si n ≥ 1. Dada la dificultad de definir la geometría de la
llama Γn+1F a partir de la función Z
n+1
1,h y, por lo tanto, del dominio Ω
n+1
F , vamos a emplear
la siguiente metodología:





1,h (βi) > 0
}
. (5.68)
2. Construimos los espacios discretos
LF,n+10h := {zh ∈W 2h : zh(x) = 0, ∀x ∈ Sn+10 }, (5.69)
Ln+10h := {zh ∈ L
F,n+1
0h : zh(x) = 0, ∀x ∈ ΓFE}, (5.70)
para intentar aproximar LF0 y L0, respectivamente, en cada instante de tiempo tn+1.
Aunque estos espacios están formados por funciones definidas en Ω, se anulan en los
nodos de la malla que están en ΩO.
3. Definimos los siguientes problemas:
Para n = 1:
















V,h ◦ X 0,1h zhdx, ∀zh ∈ L10h, (5.71)
sujeta a la condición de contorno
Y 1V,h = Y
1
V E,h en Γ
F
E , (5.72)
con Y 1V E,h obtenida por interpolación a partir de Y
E
V (·, t1).


















h zhdx, ∀zh ∈ L10h, (5.73)
sujeta a la condición de contorno









Para n ≥ 1:
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h zhdx, ∀zh ∈ Ln+10h (5.75)
y verificando
Y n+1V,h = I
2
h,ΓE
(Y EV (·, tn+1)) en ΓFE. (5.76)

































◦ X n−1,n+1h zhdx, ∀zh ∈ Ln+10h (5.77)
y verificando
Y n+1H2,h = I
2
h,ΓE
(Y EH2(·, tn+1)) en ΓFE . (5.78)
Observación 5.2.1. En los problemas que acabamos de definir, las condiciones iniciales
Y 0V,h e Y
0
H2,h
se obtienen con el interpolante I2h y, por lo tanto, están definidas en todo Ω.






) están definidas en toda la frontera ΓE aunque sólo vamos a utilizar sus valores
en los nodos de ΓE ∩ ΓF dado que en ΓE \ (ΓE ∩ ΓF ) valen 0.
Una vez que resolvemos estos problemas, podemos recuperar el valor de las fracciones
másicas y de la entalpía térmica en la región Ωn+1F . Así, dado un nodo de la malla βi, si
Zn+11 (βi) < 0, tendremos
Y n+1O2,h(βi) = 0, (5.79)




















Y n+1V,h , (5.81)





Y n+1V,h − 9Y n+1H2,h, (5.82)
hn+1T,h (βi) = H
n+1
h − q6Y n+1CO,h − q7Y n+1V,h − q8Y n+1H2,h, (5.83)
y, en caso contrario,





CO,h(βi) = 0, (5.84)
Y n+1O2,h(βi) = Z
n+1
1,h (βi), (5.85)
Y n+1CO2 (βi) = Z
n+1
2,h (βi), (5.86)
Y n+1H2O,h(βi) = Z
n+1
3,h (βi), (5.87)
Y n+1SO2 (βi) = Z
n+1
4,h (βi), (5.88)
hn+1T,h (βi) = H
n+1
h (βi). (5.89)
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5.2.2. Conservación de k y ǫ
Suponemos conocidas las funciones ρ, v, µ y fm. Entonces, para obtener la energía
cinética turbulenta y la tasa de disipación turbulenta debemos resolver el problema continuo:

























junto con las condiciones de contorno (5.19), (5.20), (5.22) y (5.24) y las condiciones iniciales
k(x, 0) = k0(x), ∀x ∈ Ω (5.92)
ǫ(x, 0) = ǫ0(x), ∀x ∈ Ω (5.93)
con k0 : Ω→ R y ǫ0 : Ω→ R funciones dadas.
Además de las limitaciones del modelo k − ǫ para simular cierto tipo de flujos como,
por ejemplo, en regiones con número de Reynolds pequeño, la resolución numérica de las
ecuaciones de este modelo presenta dificultades que han sido objeto de numerosos estudios
que podemos encontrar en la literatura. Los principales problemas son la preservación de la
positividad de k y ǫ, algo esencial por razones físicas y matemáticas, y la posible inestabilidad
del método debida a la no linealidad de las ecuaciones. En Mohammadi y Pironneau [74]
encontramos un análisis de estas dificultades cuando se utilizan métodos de tipo Lagrange-
Galerkin y el planteamiento de algunos métodos para solventarlas.
Si consideramos de nuevo el espacio W0 definido en (5.31) y seguimos un procedimiento
análogo al realizado para obtener el Problema 5.1, obtenemos el problema débil siguiente:















































zdx, ∀z ∈W0, ∀t ∈ (0, T ), (5.95)
con
k(x, 0) = k0(x), ǫ(x, 0) = ǫ0(x), ∀x ∈ Ω. (5.96)
Para la discretización de este problema hemos elegido un método de Lagrange-Galerkin de
primer orden en tiempo y segundo orden en espacio. Para la aproximación de las derivadas
materiales de las ecuaciones utilizamos la fórmula (5.26) y para la discretización espacial
de las ecuaciones (5.94) y (5.95) utilizaremos, como en el caso anterior, elementos finitos
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cuadráticos. Si denotamos las aproximaciones de kn = k(·, tn) y ǫn = ǫ(·, tn) en el espacio





































































con u, v ∈ H1(Ω), para cada n ∈ {0, ..., N − 1}.
Nota 5.2.1. La densidad y la viscosidad laminar se obtienen a partir de los valores apro-
ximados de las fracciones másicas y de la temperatura de la mezcla. Si para calcular k y
ǫ en tn+1, resolvemos antes las ecuaciones de las especies y de la energía, tendremos las
aproximaciones de la densidad y de la viscosidad laminar en ese instante, que hemos denotado
como ρn+1h y µ
n+1
h , respectivamente.
Para resolver las ecuaciones del modelo k − ǫ, proponemos una discretización semi-
implícita que nos permite resolver de forma desacoplada las ecuaciones del Problema 5.13.
Así, para cada n ∈ {0, ..., N − 1}, resolveremos los dos problemas siguientes:




h , zh) = (f
n









h ◦ X n,n+1h . (5.102)
Problema 5.15. Dada ǫnh ∈W 2h , encontrar ǫn+1h ∈W 2h verificando ǫn+1h = ǫn+1E,h en ΓE y
an+1ǫ (ǫ
n+1
h , zh) = (f
n











h ◦ X n,n+1h . (5.104)
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En cada instante tn+1, las condiciones de contorno kn+1E,h y ǫ
n+1
E,h son polinomios de grado
2 cuando se restringen a cada cara de la frontera ΓE y se obtienen interpolando las funciones
kn+1E y ǫ
n+1
E , respectivamente, que supondremos continuas sobre ΓE .
Si estos problemas se resuelven para n = 0, debemos tener en cuenta que k0h y ǫ
0
h,
se obtienen a partir de las funciones dadas k0 ∈ C0(Ω) y ǫ0 ∈ C0(Ω), respectivamente,
utilizando interpolación de Lagrange.
Observación 5.2.2. En Mohammadi y Pironneau [74] proponen esta misma discretización
temporal, pero con elementos finitos lineales, y se dice que ese método no es muy estable.
Además, se propone un método combinado de elementos y volúmenes finitos, en el que se
resuelven las ecuaciones en dos etapas: una convectiva y otra difusiva. La etapa de transporte
convectivo la resuelven utilizando el método de características. En Codina y Soto [34] se da
otra discretización temporal que necesita de la realización de dos bucles internos en cada
paso de tiempo, lo que implica un elevado coste computacional inviable para un método LG
tridimensional.
Dado que hemos decidido emplear métodos de elementos finitos de segundo orden pa-
ra todas las ecuaciones de tipo convección-difusión-reacción que aparecen en la memoria,
también empleamos el mismo método para estos problemas. El inconveniente con el que nos
encontramos para estas ecuaciones es que ese método no garantiza la positividad de k y ǫ, por
lo que proponemos algunas estrategias para conseguirla, así como para evitar inestabilidades
debidas a los términos de reacción:
























Los valores µnmax y µ
n
min se definen en función de la viscosidad laminar. Por ejemplo,




−2µnh. La idea para
estas acotaciones se ha tomado de las propuestas dadas en Kuzmin et al [65] y Lew et
al [66] para flujos incompresibles.
Limitación de la producción de k. En Han et al [53] se propone una cota superior para














En FLUENT se propone calcular la producción de k de la forma
Pk = 2(µt + µ)‖D‖2, (5.108)
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en el caso de usar el modelo k − ǫ estándar.
Los resultados obtenidos con estas dos propuestas y con la producción de la turbulencia
calculada por la fórmula (5.10) fueron muy diferentes en las pruebas realizadas. En el
caso de flujos transicionales o poco turbulentos hemos obtenido mejores resultados con
la producción dada por (5.108).
Si utilizamos la fórmula de cuadratura de los vértices para aproximar todas las inte-
grales del problema discreto, hemos visto que el método es más estable, y que k y ǫ
son siempre positivos sin necesidad de acotaciones. Este mismo resultado se obtiene
si utilizamos, con el mismo elemento finito, el método semi-Lagrangiano propuesto en
3.9.1. Para la resolución de las ecuaciones del modelo k − ǫ hemos implementado el
método de Lagrange-Galerkin de segundo orden en tiempo, resultado de utilizar la
fórmula BDF2, pero los resultados obtenidos en los problemas resueltos no fueron sa-
tisfactorios porque, para estas ecuaciones, la precisión no era mucho mayor y aparecían
inestabilidades en muchos casos.
Estas técnicas han funcionado en diversos test académicos pero se hace necesario un
estudio más profundo de la resolución numérica de estas ecuaciones para desarrollar un
método más robusto. Además, como comentamos antes, es necesario la modificación del
modelo para zonas con bajo número de Reynolds, utilizando leyes de pared o con variaciones
del modelo como, por ejemplo, el modelo k− ǫ para bajo número de Reynolds de Chien [30]
probado por Kuzmin et al en [65] para el test del flujo en un escalón.
5.2.3. Conservación de la masa y cantidad de movimiento
Supongamos conocidas las funciones ρ, k, µt y fm. Resolveremos de forma acoplada la
ecuación del movimiento junto con la ecuación de conservación de la masa, que se utilizará
como una restricción para la velocidad. Así, teniendo en cuenta que ρ(x, t) > 0, ∀(x, t) ∈




(fm − ρ̇) , (5.109)
para obtener la velocidad y la presión resolveremos el problema acoplado siguiente:
Problema 5.16. Encontrar dos funciones v : Ω× [0, T ]→ R3 y π : Ω× [0, T ]→ R tales que




(fm − ρ̇) ,
(5.110)
junto con las condiciones de contorno (5.16), (5.21), (5.23) y la condición inicial
v(x, 0) = v0(x), ∀x ∈ Ω, (5.111)
con v0 : Ω→ R3 dada.
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Como se puede observar, las ecuaciones (5.110) son las ecuaciones de Navier-Stokes
generalizadas para fluidos compresibles con divergencia conocida y, como veremos, su re-
solución será similar a la de las ecuaciones para un flujo incompresible vista en el Capítulo
4.
Si definimos el espacio funcional
V0 = {w ∈ H1(Ω) : w = 0 en ΓE ∪ ΓP }, (5.112)


















ϕw · ndΓ, (5.114)
siendo S un campo tensorial, w un campo vectorial y ϕ un campo escalar, podemos obtener
la formulación variacional de las ecuaciones del Problema 5.16, resultando el siguiente:







































(fm − ρ̇) qdx, ∀q ∈ L2(Ω),
(5.115)
sujetas a las condiciones de contorno
v(·, t) = vE(·, t) en ΓE ,v(·, t) = v∞(·, t) en ΓP , (5.116)
y verificando la condición inicial
v(x, 0) = v0(x),∀x ∈ Ω. (5.117)
Para la resolución numérica del problema débil obtenido utilizaremos un método de
Lagrange-Galerkin de segundo orden en tiempo.
En primer lugar, para calcular la divergencia de la velocidad, discretizaremos ρ̇(x, tn+1)










Los elementos finitos elegidos, que podemos ver en la Figura 5.3, son los P1 − burbuja
para la velocidad y P1 para la presión (elemento P1-burbuja/P1 o MINI-elemento). Así,
5.2. Resolución numérica de la fase gaseosa 181
aproximaremos H1(Ω), V0 y H1(Ω) por sus subespacios de dimensión finita Vh, Vh0 y W 1h ,
respectivamente, definidos como
Vh = {wh ∈ [C0(Ω)]3 : wh|Tj ∈ Pb(Tj)3,∀Tj ∈ Ωh}, (5.119)
Vh0 = {wh ∈ Xh : wh = 0 en ΓE ∪ ΓP }, (5.120)
W 1h = {qh ∈ C0(Ω) : qh|Tj ∈ P1(Tj)}, (5.121)
donde P1(Tj) y Pb(Tj) son los espacios
P1(Tj) = {p|Tj : p : R3 → R polinomio de grado ≤ 1}, (5.122)
Pb(Tj) = {p+ αλj5 : p ∈ P1(Tj), α ∈ R}, (5.123)
siendo λj5 = 256
4∏
i=1
λji la función burbuja asociada al elemento Tj con λ
j
i , i = 1, ..., 4 deno-
tando las coordenadas baricéntricas respecto a los vértices del elemento Tj.
Vértice
Baricentro
Figura 5.3: Elementos finitos Pb y P1
Si la condición inicial dada v0 ∈ C0(Ω), definimos v0h como su interpolación sobre el
espacio Vh. Suponemos que, para cada n ∈ {0, ..., N − 1}, las funciones vn+1E y vn+1∞ son
funciones continuas sobre ΓE y ΓP , respectivamente, y definimos vn+1E,h y v
n+1
∞,h como sus
interpolaciones de tipo Lagrange. Estas interpolaciones, restringidas a los tetraedros de la
frontera, serán polinomios de grado 1 que están unívocamente determinadas por los valo-
res de vn+1E y v
n+1
∞ en los vértices de la malla que pertenecen a las fronteras ΓE y ΓP ,
respectivamente.
Para poder desacoplar las ecuaciones del Problema 5.17 del resto de las ecuaciones del
modelo vamos a suponer que conocemos ρn+1h y µ
n+1





para n ∈ {0, ..., N − 1}.
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tenemos los siguientes problemas discretizados:
Para n = 1:








v1,h,wh), ∀wh ∈ Vh0, (5.127)





























Para n ≥ 1:
Problema 5.19. Dadas vn−1h , v
n
h ∈ Vh, encontrar vn+1h ∈ Vh y πn+1h ∈W 1h tales que
an+12 (v
n+1
h ,wh) + b
n+1(wh, π
n+1
h ) = (f
n+1
v2,h ,wh), ∀wh ∈ Vh0, (5.132)
bn+1(vn+1h , qh) = −(fn+1dh , qh), ∀qh ∈W 1h , (5.133)





























verificando las condiciones de contorno
vn+1h|ΓE













h , ∀n ∈ {0, ..., N − 1}. (5.137)
Observación 5.2.3. Si se quiere resolver el problema del movimiento con un método de
orden 1 en tiempo basta considerar el Problema 5.18 para todos los pasos de tiempo.
La formulación matricial de los Problemas 5.18 y 5.19 así cómo la eliminación (condensa-
ción estática) del grado de libertad asociado a las burbujas para reducir el almacenamiento
en este caso1, pueden verse en el Apéndice A.
5.3. Resolución numérica de la fase sólida
En esta sección se presentan los métodos numéricos para la resolución de las ecuaciones
de los modelos para la fase sólida, obtenidos en el Capítulo 2. En ese capítulo se propo-
nían tres modelos diferentes según el tipo de carbón y el tamaño de la partícula. El primer
modelo era válido para partículas grandes con alto contenido en cenizas, el segundo para
partículas pequeñas con alto contenido en cenizas y el tercero para partículas pequeñas y
con bajo contenido en cenizas. Denotaremos estos modelos como BFL, BFLs1 y BFLs2,
respectivamente. Los tres modelos están formados por un conjunto de ecuaciones diferen-
ciales ordinarias y, además, por ecuaciones numéricas no lineales para la obtención de las
velocidades de gasificación del “char”.
Como vimos, en los tres modelos de combustión considerados se hace una descripción
Lagrangiana de la fase sólida. Así, las partículas de carbón se consideran un medio discreto
y para cada una de ellas se caracteriza la velocidad, temperatura, composición y tamaño a lo
largo de su trayectoria. Estas partículas se tratan como fuentes o sumideros de masa y energía
dentro de cada uno de los elementos de la malla por los que pasan. Los modelos que realizan
este tratamiento para una mezcla de gases (medio continuo) y partículas (medio discreto)
se conocen como PSI-cell (“Particle Source In Cell”). Así, en primer lugar calcularemos la
velocidad y la posición en la que se encuentra la partícula. Para obtener la velocidad de la
partícula podemos resolver de forma exacta la ecuación diferencial (2.115). Para ello, basta
suponer que la velocidad del gas es constante en el corto período de tiempo de la integración
1Ver Pironneau [82] para el caso incompresible y con viscosidad constante.
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siendo ∆ts el paso de tiempo utilizado para integrar las ecuaciones de la fase sólida, vn la






Este esquema analítico es muy eficiente aunque puede ser impreciso si se utilizan pasos de
tiempo grandes; por ello, tendremos en cuenta el tiempo de relajación de la partícula para
calcular ∆ts.
Nota 5.3.1. El radio de la partícula, rp, solo varía en el caso del modelo BFLs2 aunque por
simplicidad en la escritura lo escribiremos siempre como dependiente del tiempo, teniendo
en cuenta que en los otros dos modelos rnp = a.
La posición de la partícula se obtiene discretizando la ecuación (2.118) utilizando un






Los valores de las densidades de los volátiles y del agua obtenidos a partir de las ecuaciones















y, a continuación podemos calcular λn+14 y λ
n+1






















f , según el modelo y el tipo de combustión que esté ocurriendo.
En el caso del modelo BFL hay que resolver (2.66) si estamos en ΩF , (2.68) si estamos en
ΩO y hay una llama de difusión en el interior de la partícula, y (2.71) estando en ΩO y
con la llama de difusión en la vecindad, pero fuera, de la partícula. Si estamos considerando
el modelo BFLs1 tendremos de nuevo el sistema (2.66) si estamos en ΩF , mientras que si
estamos en la región con oxígeno resolveremos (2.83). Por último, si el modelo es el BFLs2
tendremos (2.90), si la partícula se encuentra en una región en la que no hay oxígeno, y
(2.92) en caso contrario.
Conocidas las velocidades λn+14 y λ
n+1
5 y las fracciones másicas de oxígeno, dióxido de
carbono y agua en la posición xn+1p de la partícula, que denotaremos como Y
n+1
O2
, Y n+1CO2 e
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Y n+1H2O , respectivamente, y tomando rc = r
n
c , podemos suponer que todos los sistemas de
ecuaciones tienen la forma general
G(λ1, λ2, λ3, rf ) = 0, (5.145)
aunque para algunos modelos se eliminen algunas dependencias. Para obtener una solución
de (5.145) utilizamos el método de Newton discretizado.



















La ecuación de la energía tiene la forma general (2.48) y se diferencia en cada situación
por el aporte o consumo de calor debido a las distintas reacciones que tienen lugar. Para la
discretización de cada una de las ecuaciones se utiliza el método de Euler implícito. Debido
al término de calor por radiación, representado por la ley de Stefan-Boltzmann, queda una
ecuación no lineal de la forma
a(T n+1p )
4 + bT n+1p + c = 0, (5.147)
que se resuelve mediante el método de Newton.
El paso de tiempo utilizado para la integración de las ecuaciones diferenciales de la fase
sólida se calcula de la siguiente forma
∆ts = mı́n (τx, τp, τt, τq,∆tm) , (5.148)























que representa el mínimo de los tiempos característicos para la liberación de volátiles y
humedad. Por último, ∆tm es el paso de tiempo máximo que se definirá teniendo en cuenta
las escalas de cada problema particular.
El paso de tiempo varía en cada instante ya que se calcula a partir de la temperatura de
la partícula, de su densidad, de su tamaño y del tamaño del tetraedro en el que se encuentra.
Para cada partícula se calculará su trayectoria hasta un número máximo de pasos de tiempo
o hasta que abandone el dominio computacional.
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5.3.1. Condiciones de contorno para la fase sólida
Cuando calculamos la trayectoria de una partícula es necesario determinar su comporta-
miento en caso de que se alcance una de las fronteras del dominio. En nuestro código se han
implementado las siguientes condiciones de contorno:
1. Partícula que entra: si una superficie de la frontera se define como entrada de carbón
se considera que las partículas entran de manera uniforme a través de ésta. Esto quiere
decir que por cada uno de los triángulos que forman la superficie entrarán partículas,
a la misma velocidad, cuya posición inicial será el baricentro del mismo. En la Figura
5.4 se puede ver un esquema de una superficie definida como entrada de partículas.







Figura 5.4: Esquema de la condición de contorno de entrada.
considerado multiplicado por el número de intentos que se definen para el modelo de
dispersión. Para tener en cuenta la granulometría del carbón, el número de partículas
real al que representa cada una de las partículas calculadas, se determinará a partir
de la distribución de masa considerada para el carbón, aproximada con una función de
Rosin-Rammler que describiremos con detalle en el Capítulo 6.
2. Partícula que rebota: si definimos esta condición en una frontera, todas las partículas
que llegan hasta ella rebotarán. Cuando esto ocurre la velocidad de la partícula se
determina de la forma
vn+1p = −σn(vnp · n) + σs(vnp · s1 + vnp · s2), (5.152)
siendo n el vector normal a la frontera y s1, s2 los vectores tangentes en el punto de
colisión de la partícula (que será la nueva posición de la partícula xn+1p ). Los coeficientes
σn y σs determinan la cantidad de movimiento que pierde la partícula en el choque















Figura 5.5: Esquema de la condición de contorno de rebote.
tipo de condición de contorno habitual en las paredes. Podemos ver un esquema del
comportamiento de la partícula en este caso en la Figura 5.5.
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3. Partícula que queda atrapada: cuando ponemos esta condición la partícula se queda
parada en la frontera, es decir vn+1p = 0, aunque continuaría gasificando hasta quedar
reducida a cenizas (ver esquema en la Figura 5.6). Este tipo de condición de contorno








, i ≥ n + 1
Parrilla
Fm, F e
Figura 5.6: Esquema de la condición de contorno de partícula atrapada.
4. Partícula que sale: si la condición de contorno es de este tipo la partícula abandona el
dominio. En ese caso se deja de calcular la trayectoria de la partícula y la evolución de
su masa y su temperatura, dando lugar a los correspondientes inquemados.
5.4. Algoritmos utilizados
Hemos visto en las secciones anteriores los métodos numéricos para la resolución de las
ecuaciones del modelo que vamos a resolver. Teniendo en cuenta la discretización temporal
de las ecuaciones, hemos diseñado algoritmos para su implementación. Dado que el modelo
consta de dos fases que están acopladas, éstas se resolverán alternativamente hasta que se
alcance la convergencia deseada, tal y como se muestra en la Figura 5.7. En cada simulación
se podrá establecer la frecuencia con la que se resuelve la fase dispersa en el cálculo global.
Recordamos que el acoplamiento de los dos modelos viene dado porque la fase gaseosa de-
termina la atmósfera en la que se queman las partículas y éstas, al gasificarse, serán fuentes







Figura 5.7: Algoritmo para el acoplamiento de las dos fases
Para facilitar la escritura, en esta sección omitiremos el subíndice h en las funciones,
entendiendo que todas las que mencionemos serán aproximaciones en los espacios discretos
de elementos finitos correspondientes.
Teniendo en cuenta la discretización de las ecuaciones en fase gaseosa, hemos diseñado
el siguiente algoritmo (véase el esquema en la Figura 5.8):
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1. Inicialización de las variables principales: k0, ǫ0, θ0, v0, Y 0i , i = 1, ..., 8 y cálculo de las
secundarias: µ0t , c
0
π, ρ
0, h0T , H
0, Z0i , i = 1, ..., 4.
2. Cálculo de las variables de Shvab-Zeldovich Hn+1 y Zn+1i , i = 1, ..., 4. Para ello, si
estamos en el primer paso de tiempo se resuelven los Problemas 5.2 y 5.3 con los valores
v0, ρ0, c0π dados. Para el resto de los pasos de tiempo consideraremos los Problemas
5.4 y 5.5 utilizando los valores vn−1, vn, ρn, cnπ.
3. Obtención de las variables Y n+1V e Y
n+1
H2
a partir de Zn+11 , mediante los Problemas 5.8
y 5.9 en el primer paso de tiempo y mediante los Problemas 5.10 y 5.11, para el resto
de los pasos de tiempo.
4. Cálculo de la temperatura θn+1. Se usa un método de Newton en la ecuación (5.2).
5. Obtención de ρn+1 de la ecuación de estado (5.7).
6. Cálculo de la divergencia divvn+1 con la fórmula (5.118).
7. Resolución de los Problemas 5.14 y 5.15 para obtener kn+1, ǫn+1 y, por lo tanto,
µn+1t utilizando (5.97). Para obtener k
n+1 y ǫn+1 necesitamos conocer los valores de
la velocidad en tn y tn−1, la densidad en tn+1, y el gradiente y la divergencia de la
velocidad en el instante tn para el cálculo de Pnk .
En este punto proponemos el siguiente algoritmo interno, opcional, para calcular kn+1,
ǫn+1, con vn y ρn fijadas:
DESDE i = 1, NL:
a) Calcular ki+1 y ǫi+1 como el límite de dos sucesiones km y ǫm que resultan
de resolver los Problemas 5.14 y 5.15.
b) Actualizar el valor de la viscosidad µi+1t , de w
i+1 = ǫi+1/ki+1 y de la produc-
ción P i+1k .




d) Si |Li+1 − Li| < C FIN
FIN DESDE
8. Obtención de la velocidad vn+1 y la presión πn+1.
9. Relajación de las variables principales:
vn+1 ← αvvn+1 + (1− αv)vn, (5.153)
πn+1 ← αππn+1 + (1− απ)πn, (5.154)
Zn+1i ← αiZn+1i + (1− αi)Zni , i = 1, ..., 4, (5.155)
Hn+1 ← αhHn+1 + (1− αh)Hn, (5.156)
con αv, απ, α1, α2, α3, α4 y αh números reales en [0, 1] llamados parámetros de rela-
jación.
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10. Comprobación del test de parada:
‖vn+1 − vn‖L2(Ω) ≤ Cv, (5.157)
‖πn+1 − πn‖L2(Ω) ≤ Cp, (5.158)
‖Zn+1i − Zni ‖L2(Ω) ≤ Ci, i = 1, ..., 4, (5.159)
‖Hn+1 −Hn‖L2(Ω) ≤ Ch, (5.160)
con Cv, Cp, C1, C2, C3, C4 y Ch constantes dadas. Si no se verifican simultáneamente
todas esas desigualdades se vuelve al paso 2. Si el problema incluye fase sólida, se
calcularán las fuentes procedentes de ésta antes de volver al paso 2.
Observación 5.4.1. Algunos coeficientes y términos fuente de las ecuaciones del modelo
dependen de otras variables que han sido obtenidas previamente. Por esta razón, para tener
un método estable es necesario controlar los cambios en las variables principales del problema
en cada instante de tiempo. Para ello se relajan las variables como se indica en el paso 9
del algoritmo para la resolución del modelo de fase gaseosa que acabamos de describir. La
elección de los parámetros de relajación se realiza de forma empírica, teniendo en cuenta que
cuanto más pequeños sean estos parámetros más lenta será la convergencia del método pero
mayor su estabilidad. En el algoritmo desarrollado para la fase sólida relajaremos también
las fuentes de masa y energía homogeneizadas en cada iteración. En nuestra experiencia, es
especialmente importante la relajación de la velocidad de la mezcla gaseosa y de las fuentes
provenientes de la fase sólida, siendo conveniente utilizar parámetros pequeños, sobre todo
en las primeras iteraciones.
Observación 5.4.2. Además de la relajación de las variables del problema, otra estrategia
para favorecer la estabilidad es la realización de iteraciones internas en las ecuaciones en
derivadas parciales del modelo. Si se elige esta técnica en una de estas ecuaciones, se fijarán
sus coeficientes y sus términos fuente en cada instante de tiempo, de forma que la matriz
correspondiente permanece constante durante el proceso iterativo interno, y se realizarán
iteraciones hasta alcanzar cierta convergencia.
5.4.1. Algoritmo para la fase sólida
En esta sección se describe el algoritmo empleado para la resolución numérica del modelo
de fase sólida. El algoritmo se caracteriza por su capacidad para distinguir la etapa de
combustión en la que se encuentra la partícula en cada instante de tiempo.
Para cada partícula se siguen los siguientes pasos (que podemos ver de forma esquemática
en la Figura 5.9):
1. Inicialización de las variables: las densidades ρ0V , ρ
0
H2O
, ρ0C , la temperatura T
0
p , los
radios de las dos llamas de difusión r0c , r
0
f , las velocidades de reacción {λ0i }5i=1, la
posición x0p, la velocidad v
0
p y el paso de tiempo ∆t
0
s. Se inicia también el contador
tfluc = ∆t
0
s que permitirá saber cuándo calcular de nuevo la fluctuación de la velocidad
en el modelo de dispersión.
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Ecuaciones de Navier-Stokes:











Modelo BFL para la fase sólida:





Ecuaciones de k − ǫ:
Cálculo de kn+1, ǫn+1 y µn+1
t
Modelo BFL para la fase gaseosa



















0, k0, ǫ0, µ0
t
,
ρ0, T 0, Y 0
i
, i = 1, ..., Ne
Figura 5.8: Algoritmo global del programa
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2. Obtención de vm+1p a partir de (5.138) y de x
m+1
p con (5.140).
3. Localización del tetraedro en el que está la partícula (xm+1p ). Para este paso se utiliza el
algoritmo de búsqueda-localización desarrollado por Allievi y Bermejo [2] que permite
localizar de manera eficiente puntos en mallas no estructuradas2. Si la partícula ha
salido del dominio se aplica una de las condiciones de contorno vistas en 5.3.1. Si la
frontera con la que se encuentra la partícula es una salida, se finaliza el cálculo. La masa
que todavía contenga la partícula se contabiliza para saber la cantidad de combustible
que ha quedado sin quemar al final de la iteración de fase sólida.
4. Interpolación de las fracciones másicas YO2 , YH2O e YCO2 , la temperatura θ, los pará-
metros de la turbulencia k y ǫ, el calor específico cπ y la velocidad v de la fase gaseosa
en la posición xm+1p en la que se encuentra la partícula.
5. Cálculo de ρm+1V , ρ
m+1
H2O
, λm+14 y λ
m+1
5 con las expresiones (5.141)-(5.144).













y vamos al Paso 9.
7. Si rmc = 0, se ha consumido todo el carbono fijo y, por lo tanto, no tendrán lugar las










Además, si estamos en el caso del submodelo BFLs2, como rmp = r
m
c = 0, finaliza el
cálculo de la trayectoria de la partícula.
8. Si rmc > 0 (lo que equivale a decir que todavía hay carbono fijo en la partícula) se
calculan rm+1c , r
m+1
f y {λm+1i }3i=1 de la forma:
8.1. Si el carbón tiene alto contenido en cenizas y a ≥ 50 µm resolvemos el modelo
BFL:
λm+12 = 0.
Si Y m+1O2 = 0 la partícula está en la región ΩF y se resuelve el sistema (2.66).
Si Y m+1O2 > 0 la partícula está en la región ΩO. Se resuelve en primer lugar
el sistema (2.71) correspondiente a la situación en la que la llama está fuera
de la partícula (rm+1f > a). Si al resolver este sistema resulta que r
m+1
f ≤ a,
es que nos encontramos en la situación en la que la llama está dentro de la
partícula y se resolvería el sistema (2.68), comprobando que, efectivamente,
rm+1f ≤ a (y, por tanto, la consistencia del modelo).
2 Este algoritmo es el mismo que hemos usado para buscar los nodos de cuadratura movidos por las curvas
características en los métodos de Lagrange-Galerkin.
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8.2. Si el carbón tiene alto contenido en cenizas y a < 50 µm resolveremos el modelo
BFLs1:
Si Y m+1O2 = 0 se resuelve de nuevo el sistema (2.66) y λ
m+1
2 = 0.
Si Y m+1O2 > 0 se calcula la solución del sistema (2.83).
8.3. Si el carbón tiene bajo contenido en cenizas, se considera el modelo BFLs2:
Si Y m+1O2 = 0, λ
m+1




3 se resuelve (2.90).
Si Y m+1O2 > 0 se calcula la solución de (2.92).
8.4. Se calcula rm+1c utilizando (5.146).
9. Se resuelve la ecuación de la energía.
10. Se calculan las fuentes para la fase gaseosa según el modelo y la región del dominio en
la que se encuentra la partícula, utilizando las expresiones dadas en 2.6.
11. Cálculo de la velocidad instantánea usando el siguiente algoritmo:
11.1. Si tmflu ≤ 0, calculamos de nuevo tres números aleatorios ξm+11 , ξm+12 y ξm+13 y








Para calcular los valores de los tiempos τm+1c y τ
m+1
e evaluamos las fórmulas
(2.129) y (2.130), respectivamente, dadas en el Apartado 2.8.1, en el instante
tm+1, calculando previamente un número aleatorio r.




flu −∆tms y ξm+11 = ξm1 , ξm+12 = ξm2 y ξm+13 = ξm3 .
11.3. Actualizamos el valor de la velocidad instantánea con la fórmula (2.128) evaluada
en el instante tm+1.
12. Si se supera el número máximo de pasos de tiempo, m > Ns, se finaliza el cálculo,
pasando la partícula a contar como incompleta. Antes de que m = Ns la partícula
debería haber salido del dominio o gasificarse por completo. Si el número de partículas
incompletas es elevado debe aumentarse Ns hasta que se complete el cálculo en la
mayoría de partículas.
13. Cálculo del paso de tiempo ∆tm+1s mediante la fórmula (5.148).
Observación 5.4.3. Para obtener las fuentes que la fase sólida aporta a la gaseosa en
el instante tn+1, se sigue la trayectoria de todas las partículas hasta que éstas abandonan
el dominio computacional o se gasifican completamente. Como vimos en la Sección 5.3, las
ecuaciones del modelo para la fase sólida, incluyendo la que nos permite obtener la trayectoria
de una partícula, se discretizan utilizando pasos de tiempo ∆tms y, por lo tanto, tenemos las
variables asociadas a una partícula en los instantes tm+1 = t0 + ∆t
m
s , 0 ≤ m ≤ Ns. De
esta forma, en cada instante tm+1 conocemos la posición de la partícula y su contribución
de masa y energía a las fuentes homogeneizadas que estamos calculando en tn+1.
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Una vez obtenidas las fuentes de masa y energía homogeneizadas en un instante tn+1,
calculamos las fuentes para los escalares de Schvab-Zeldovich dadas en (5.11)-(5.15) y hace-
mos
fn+1i ← αf,ifn+1i + (1− αf,i)fni , i = 1, ..., 4, (5.162)
fn+1H ← αf,hfn+1H + (1− αf,h)fnH , (5.163)
siendo αf,1, αf,2, αf,3, αf,4 y αf,h, los parámetros de relajación elegidos para las fuentes
procedentes de la fase sólida.
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Cálculo de la velocidad y










Cálculo de las fuentes de masa
y enerǵıa que aporta la
part́ıcula y su contribución a
las fuentes homogeneizadas
Cálculo de las atmósfera




































Cálculo de la velocidad
instantánea del gas







Figura 5.9: Algoritmo para la fase sólida
Capítulo 6
Simulación de un chorro de carbón
pulverizado
6.1. Introducción
Uno de los objetivos de este trabajo era el desarrollo de un código para la simulación
de flujos de gases reactivos que podrían incluir la combustión de partículas de carbón pul-
verizado. En este capítulo mostraremos las capacidades de la herramienta desarrollada y
estudiaremos la aplicabilidad y el comportamiento de los modelos de combustión introduci-
dos en el Capítulo 2, así como las ventajas que estos modelos tienen frente a otros que se
pueden encontrar en la literatura. Con este objetivo vamos a simular el experimento llevado
a cabo por Hwang et al [56, 57], en el que se realiza un estudio de la estructura de una
llama de carbón pulverizado. Los autores de estos artículos presentan medidas obtenidas
utilizando herramientas ópticas que ayudan a clarificar los procesos involucrados, así como
la estructura de la llama formada en el experimento. Para obtener esta llama se considera
un chorro de carbón pulverizado arrastrado por aire a temperatura ambiente que se inyecta
en una región con aire casi estancado también a temperatura ambiente. El chorro de carbón
está rodeado a la salida del inyector por una corriente de metano. Después de que la llama
de metano y aire se inicie los productos de la combustión calientan el gas inyectado y, por lo
tanto, las partículas. Éstas, cuando se calientan, actúan como fuentes distribuidas de masa
de volátiles, CO y H2. En nuestras simulaciones, estas especies se queman con el oxígeno
del aire calentado, tan pronto como son liberadas al gas. Las reacciones de oxidación en fase
gaseosa, que inicialmente tienen lugar de forma distribuida, consumen todo el oxígeno en una
región ΩF por la que pasarán las partículas que se están gasificando. Las especies liberadas
durante esta gasificación de las partículas en ΩF se queman en una llama de difusión ΓF ,
que rodea a esta región, cuando se encuentran con el oxígeno procedente del aire ambiente
exterior.
La simulación de esta llama se trata de un problema sencillo pero real, que incluye los
fenómenos más importantes que tienen lugar en flujos con combustión de carbón, y que nos
permitirá analizar el comportamiento y fiabilidad del modelo BFL y sus dos variantes. El
experimento realizado por Hwang et al es transicional, lo que nos permite considerar válida
la formulación laminar empleada en los tres modelos, aunque cabría esperar resultados algo
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mejores con una formulación completamente turbulenta. Además, al tratarse de un problema
de flujo abierto no es necesario incluir leyes de pared y, debido a los tamaños característicos,
también se puede despreciar la transferencia de energía por radiación.
Este capítulo se estructura de la siguiente forma: en la primera sección se hace una des-
cripción del experimento y se dan los datos del mismo; en la segunda se explica la metodología
usada para la realización de las simulaciones; en la última sección se mostrarán los resultados
obtenidos para los distintos modelos de combustión de carbón y se compararán con las
medidas experimentales.
6.2. Descripción y datos del experimento
Para la realización de este experimento se utiliza un quemador diseñado específicamente
para la obtención de una llama de carbón pulverizado en el laboratorio. Este quemador,
cuyo esquema se puede ver en la Figura 6.1, tiene una estructura coaxial formada por un
quemador principal y otro, con forma anular, que lo rodea.
Entrada de metano
Anchura: 0.5 mm
Entrada de carbón y aire
Diametro: 6 mm
Figura 6.1: Esquema del quemador de carbón pulverizado
Cuando se realizan este tipo de experimentos en un laboratorio, el problema principal es
conseguir la estabilización de la llama, para lo cual se utilizan diversas técnicas. Una de ellas
consiste en formar un remolino en el flujo mediante la introducción del combustible con un
movimiento rotatorio (“swirl”). Esta estabilización de la llama es muy frecuente en calderas
y quemadores industriales. Uno de los problemas que aparece al simular este tipo de flujos es
que el modelo k-ǫ, el más extendido, no los predice bien. En Edge et al [39] se comparan los
resultados obtenidos con los modelos k− ǫ y de Smagorinsky para tres quemadores, pudién-
dose observar cómo las simulaciones LES predicen mucho mejor las medidas experimentales.
Otra posibilidad es el uso de una llama piloto, que es la técnica elegida en este experimento.
Así, en este experimento se introduce metano a través del anillo circular que rodea al
quemador para formar una llama de difusión producida por la combustión del metano con
el oxígeno del aire. El caudal de carbón pulverizado introducido es muy pequeño y sin la
utilización del metano sería imposible estabilizar la llama. La cantidad de metano introducida
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es la mínima para conseguir esta estabilización. Por todo esto, el experimento se puede
descomponer en dos etapas: una primera en la que se inyecta aire por el quemador principal
y el metano por el anillo que lo rodea, formándose una llama de difusión y, una segunda
etapa, cuando la llama del metano ya se ha estabilizado, en la que comienzan a lanzarse las
partículas de carbón.
En la Tabla 6.1 se muestran los caudales y temperaturas de entrada consideradas en el
experimento; mientras, en la Tabla 6.2 se pueden ver los análisis inmediato y elemental, y
otras propiedades como densidad, calor específico o poder calorífico, del carbón bituminoso
de la mina de Newlands utilizado en el experimento.
Compuesto Caudal Temperatura
Aire 1.80× 10−4 m3/s 300 K
CH4 2.33× 10−5 m3/s 300 K
Carbón pulverizado 1.49 × 10−4 kg/s 300 K
Tabla 6.1: Condiciones de contorno en el inyector
Poder calorífico superior 29.1 MJ/kg
Poder calorífico inferior 28.1 MJ/kg











Calor específico 1000 J/kgK
Tabla 6.2: Propiedades del carbón
De los artículos de Hwang et al sabemos que la mediana de los diámetros de partículas
medidos en el experimento es 33 µm y la media de la distribución de diámetros, basada
en el número de partículas, es 25 µm. Para obtener la media de 25 µm, hemos considerado
la distribución de tamaños de partículas que se puede ver en la Figura 6.2, en la que se
representan los porcentajes de partículas que hay de cada diámetro. En ella se observa que
el rango de tamaños utilizado es de 5 − 61 µm, en consonancia con los valores mostrados
en los experimentos. Teniendo en cuenta la masa que tiene una partícula de cada diámetro,
obtenemos la distribución en masa de las partículas, es decir, la fracción másica de las
partículas de un determinado diámetro. En la Figura 6.3 podemos ver la distribución en masa
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de las partículas. Para aproximar esta distribución en masa utilizamos una función de Rosin-
Rammler, que establece una relación exponencial entre el diámetro de una partícula, dp, y
la fracción másica que suman las partículas con tamaño mayor que ésta. Así, si denotamos
por Y d la fracción másica de las partículas con diámetro mayor que d, se tiene
Y d = e−(d/d)
n
, (6.1)
siendo d el diámetro medio y n el factor de dispersión. El diámetro medio y el factor de
dispersión que nos permiten ajustar la curva a la granulometría elegida es d = 33.3 µm y
n = 4.02, respectivamente. En la Figura 6.4 podemos ver el ajuste de la curva de Rosin-
Rammler a la distribución de tamaños.






















Figura 6.2: Distribución de tamaños de partículas





















Figura 6.3: Distribución de masa de partículas
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Figura 6.4: Ajuste de la curva de Rosin-Rammler a la granulometría
6.3. Descripción y datos de las simulaciones
En primer lugar definimos la geometría que vamos a considerar para las simulaciones.
Como estamos interesados en la llama, la cual se encuentra en las cercanías del eje del
inyector, si bien en la realidad la combustión ocurre en una cámara con sección octogonal,
simplificaremos esa geometría por una de sección circular. Dado que la altura máxima a la
que se muestran los resultados experimentales es 195 mm, consideramos que la altura del
dominio es igual a 200 mm. Aunque no se proporcionan datos de la distancia a la que se
encuentra la pared con respecto al eje del quemador, suponemos que está lo bastante lejos
como para no distorsionar la llama. Así, hemos situado las paredes laterales del dominio a
una distancia de 60 mm del eje del quemador, de forma que las condiciones de contorno
elegidas no afecten a la llama.
Para mallar el dominio elegido usamos el programa GAMBIT, propiedad de ANSYS, Inc.
La malla es no estructurada y se hizo más fina por la zona central cercana al quemador, con
un tamaño medio en esa región de h = 5.6 × 10−4mm. Está formada por 126268 tetraedros
y tiene 23240 vértices y 176992 nodos1. En la Figura 6.5 podemos ver la malla en un plano
axial con los elementos de la misma coloreados por su volumen.
En el experimento, además de la gasificación del carbón y de la combustión de los gases
producidos, tiene lugar la combustión del metano utilizado para la estabilización de la lla-
ma. En ninguno de los tres modelos desarrollados se tiene en cuenta esta especie y, por lo
tanto, habría que modificarlos. Para evitar hacerlo, se realizó una simulación de la primera
etapa del experimento, con la que se obtuvo la composición y temperatura de la mezcla de
gases producida por la combustión del metano, así como la velocidad y la energía cinética
turbulenta y la tasa de disipación turbulenta.
Para hacer esta simulación se utilizó el código comercial FLUENT (versión 12.1.4). Se
1Recordemos que para resolver las ecuaciones de convección-difusión escalares del modelo utilizamos
elementos finitos de tipo Lagrange de orden 2. Así, cada tetraedro tendrá 10 nodos que serán sus vértices y
los puntos medios de sus aristas.
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Figura 6.5: Malla en un plano axial con los tetraedros coloreados por su volumen
eligió un dominio 2D, para hacer un cálculo axisimétrico, partiendo de 60 mm antes de la
salida del inyector y hasta 40 mm después de dicha salida, de forma que se tiene un flujo
desarrollado en la salida del inyector. Como el flujo de aire alrededor del quemador (también
llamado coflujo) no ha sido proporcionado, hemos obtenido un perfil de velocidad, utilizando
una condición de contorno con presión conocida, en el que la velocidad media es 0.3 m/s. Los
modelos utilizados fueron: para la turbulencia el modelo k−ǫ estándar y para la conservación
de la masa de las especies y de la energía el método de la fracción de mezcla con una tabla
PDF para el tratamiento de la interacción entre turbulencia y química. En la Figura 6.6
podemos ver la fracción másica del metano y la temperatura que resultan de la simulación.
Se puede ver que el metano se consume rápidamente al entrar en contacto con el oxígeno y,
por lo tanto, a la altura h=20 mm de la salida del inyector su contenido será despreciable.
Por esta razón, definimos los perfiles de entrada para las simulaciones 3D como aquellos
obtenidos a esa altura en la simulación 2D axisimétrica. Estos perfiles se muestran en la
Figura 6.7, para las especies y la temperatura, y en la Figura 6.8, para las velocidades axial
y radial, para k y ǫ.
Una vez definidas las condiciones de entrada en el dominio 3D, elegimos para la salida una
condición de tipo salida libre y para la pared, junto con la condición de flujo difusivo de espe-
cies y entalpía nulo, consideramos, por simplicidad y dado que la pared está suficientemente
lejos de la llama,
v = v∞ = (0, 0, 0.3). (6.2)
En cuanto a los métodos numéricos, para la resolución de las ecuaciones de la fase gaseosa
hemos utilizado los métodos de Lagrange-Galerkin modificados de orden 2 en tiempo con




siendo el número mínimo de iteraciones N = 6000, con lo cual el tiempo final será, al menos,
1.2 s.
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Fracción másica de CH4 Temperatura (K)
Figura 6.6: Resultados de la simulación 2D axisimétrica
Figura 6.7: Perfiles radiales de fracciones másicas y temperatura a 20 mm del quemador
Figura 6.8: Perfiles radiales de velocidades, k y ǫ a 20 mm del quemador
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La resolución del modelo de fase sólida se hace cada 50 iteraciones de fase gaseosa y los
parámetros de relajación se fijan para todas las ecuaciones y para las fuentes procedentes de
la fase sólida a 0.6.
6.3.1. Datos sobre el carbón
Para realizar las simulaciones, además de los análisis elemental e inmediato del carbón,
dados en la Tabla 6.2, y de la granulometría, mostrada en la Figura 6.3, necesitamos pro-
porcionar los parámetros cinéticos de las reacciones de liberación de humedad y volátiles y
los correspondientes al modelo de gasificación del “char”.
Los coeficientes de la molécula de volátiles y los coeficientes estequiométricos de la reac-
ción de combustión de los volátiles con oxígeno, calculados a partir de los análisis inmediato
y elemental del carbón, se pueden ver en las Tablas 6.3 y 6.4, respectivamente. Utilizando
los valores de las masas moleculares dados en la Tabla 2.1, los coeficientes de la molécula de
volátiles calculados se escalan para queMV = 30. Una vez conocida la molécula de volátiles
y los coeficientes estequiométricos de su reacción de combustión, podemos calcular todos los
calores de las reacciones de la siguiente forma: suponiendo que la humedad de las partículas
ya se ha evaporado antes de entrar en el dominio, la energía que tiene el carbón se debe a
los volátiles y al carbono fijo. Para tener en cuenta esta energía calculamos el calor de la











siendo Pc el poder calorífico inferior, pV el porcentaje másico de volátiles, pcf el porcentaje
de carbono fijo del carbón (cuyos valores podemos ver en la Tabla 6.2) y qcf el calor de la
reacción global de combustión del carbono con el oxígeno para producir dióxido de carbono.





En ese proceso se ha supuesto que q4 = 0. El resto de los calores de reacción, calculados






Tabla 6.3: Coeficientes de la molécula de volátiles
Podemos considerar, sin cometer un gran error, que la humedad de las partículas se eva-
pora antes de dejar el quemador. Para la devolatilización utilizamos los parámetros cinéticos
E4 = 3.11 × 107 J/kgmol y B4 = 2021 s−1. Estos parámetros se han elegido a partir de la
información mostrada en Kurose et al [64].
Llevaremos a cabo las simulaciones con cada uno de los tres modelos BFL para la fase
sólida, dados en el Capítulo 2. Recordemos que el primer modelo era válido para partículas







Tabla 6.4: Coeficientes estequiométricos molares de la reacción de oxidación de los volátiles
q1 1.43711 × 107 J/kg de C
q2 −9.21163 × 106 J/kg de C
q3 1.09414 × 107 J/kg de C
q6 −1.01069 × 107 J/kg de CO
q7 −1.88479 × 107 J/kg de V
q8 −1.20918 × 108 J/kg de H2
Tabla 6.5: Calores de reacción
grandes con alto contenido en cenizas, el segundo para partículas pequeñas con alto conteni-
do en cenizas, en el que se produce la extinción de la llama de difusión en la vecindad de la
partícula, y el tercero para partículas pequeñas y con bajo contenido en cenizas, en el cual
tampoco se puede anclar una llama de difusión y la capa porosa de cenizas se desprende del
núcleo de “char”. Recordemos que denotábamos estos modelos como BFL, BFLs1 y BFLs2,
respectivamente. Teniendo en cuenta los tamaños de las partículas y su contenido en ceni-
zas, el modelo que mejor se ajustará al experimento que pretendemos simular es el BFLs1.
Ajustaremos los parámetros Tc y De para este modelo, a partir de los resultados obtenidos
en la Sección 6.4.1, y los utilizaremos para los otros dos.
6.4. Resultados obtenidos
En esta sección mostraremos tres tipos de resultados: en primer lugar haremos un análisis
de la sensibilidad del modelo BFLs1 a los parámetros De y Tc. En segundo lugar mostrare-
mos los resultados de los tres modelos para unos valores determinados de estos parámetros.
Por último, compararemos los resultados obtenidos con el modelo BFLs1, con los datos
experimentales.
6.4.1. Sensibilidad de los modelos
La temperatura crítica Tc establece el punto a partir del cual las reacciones de gasificación
del “char” empiezan. Así, cuando la temperatura de la partícula es menor que este valor
crítico, las tres reacciones están congeladas; mientras que, si la partícula supera este valor,
esas reacciones serán muy rápidas y controladas por la difusión. El coeficiente de difusión del
gas en el interior de los poros determinará la velocidad con la que ocurren las reacciones de
gasificación del “char” y la temperatura que alcanza la partícula. Este coeficiente se ha elegido
proporcional al coeficiente de difusión de la mezcla de gases en el entorno de la partícula, de






con C una constante positiva. Esta constante C tomará los valores 5, 50, 500, 5000, 50000 y
500000 y la temperatura Tc será 400 K, 600 K, 800 K y 1100 K.
Para realizar las pruebas fijaremos unos valores para la condición inicial del flujo, para
la energía de activación y para el prefactor de Arrhenius de la reacción de liberación de los
volátiles, y haremos una iteración de fase sólida con cada una de las diferentes combinaciones
de los parámetros del modelo de gasificación.
En primer lugar veremos resultados sobre una partícula de diámetro 29 µm que sale de
la celda por la que pasa el eje. En la Figura 6.9 podemos ver la trayectoria que sigue la
partícula elegida. Dado que la semilla para la generación de números aleatorios utilizada
para la dispersión de la partícula es siempre la misma, si fijamos el paso de tiempo, la
partícula elegida pasará por los mismos puntos del dominio en todas las pruebas y, por lo
tanto, siempre tendrá la misma atmósfera, lo que hace válida la comparación.
Figura 6.9: Trayectoria de la partícula elegida para mostrar los resultados del análisis
En la Figura 6.10 se pueden ver los valores de la temperatura, Tp, de la masa de carbono
fijo, mC , y de las velocidades de reacción adimensionales λi, i = 1, ..., 4, de la partícula en
función del tiempo para los distintos valores del coeficiente de difusiónDe, siendo Tc = 1100K.
Si analizamos las gráficas de esa figura, vemos cómo las velocidades de las tres reacciones de
gasificación del “char” empiezan en el mismo instante de tiempo y que su valor es menor a
medida que disminuye el parámetro De. Así, el valor de la masa de carbono fijo será menor
cuanto mayor sea el parámetro De. Podemos ver también cómo, al bajar ese parámetro,
la temperatura alcanzada por la partícula disminuye y, por lo tanto, el tiempo durante el
que ésta se está gasificando se acorta. Es por esto que en las gráficas de las velocidades de
gasificación podemos ver cómo éstas se anulan antes en los casos con difusión más pequeña.
Además, debido a que la temperatura es mayor cuando De crece, vemos que también λ4 será
mayor.
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Otro detalle que podemos observar es que para todos los valores de De
λ1 < λ3 < λ2, (6.7)
lo que pone de manifiesto que, en este caso en que la partícula pasa siempre por una región
con O2, ésta es la especie que más influye en la gasificación del carbono fijo.
En la Figura 6.11 se mostrarán de nuevo Tp, mC y λi, i = 1, ..., 4, pero para los distintos
valores de Tc y con De = 0.002D. Viendo las gráficas de las velocidades de gasificación, es
claro que, al disminuir Tc éstas empiezan antes y, además, sus valores máximos son más
pequeños, salvo para Tc = 800 K y Tc = 1100 K donde ya son parecidos. Además, si Tc
es pequeña, la partícula se continúa gasificando hasta abandonar el dominio, puesto que la
temperatura de la partícula siempre es mayor que 500 K. La razón para que λ3 y λ1 se hagan
0 antes que λ2 es que siempre hay O2 en el dominio. Esto no sucede con el CO2 y el H2O.
Por último, como cabe esperar, la masa de carbono gasificada aumentará si hacemos que las
reacciones que consumen al carbono empiecen antes, tal y como podemos ver en la gráfica
de mC .
Por último, mostraremos los porcentajes de volátiles liberados y “char” gasificado para
las distintas pruebas. En la Tabla 6.6 podemos ver los distintos porcentajes obtenidos al
variar el coeficiente De, con Tc = 1100 K. De forma análoga, en la Tabla 6.7 podemos ver
estos porcentajes al variar la temperatura crítica Tc, siendo De = 0.002D. En esas tablas se
observa cómo al disminuir el coeficiente De se reduce el porcentaje de carbono fijo gasificado,
mientras que al disminuir la temperatura Tc este porcentaje aumenta, dado que la gasificación
empezará antes.
D/De Volátiles liberados (%) “Char” gasificado (%)
5× 100 86.78 65.65
5× 101 80.99 24.90
5× 102 78.62 7.88
5× 103 77.84 2.19
5× 104 77.71 0.52
5× 105 77.65 0.12
Tabla 6.6: Masa gasificada en función del coeficiente De con Tc = 1100 K





Tabla 6.7: Masa gasificada en función del coeficiente Tc con De = 0.002D
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Figura 6.10: Sensibilidad del modelo de combustión BFLs1 al coeficiente de difusión De
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Figura 6.11: Sensibilidad del modelo de combustión BFLs1 a la temperatura Tc
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6.4.2. Comparación de los modelos de combustión
Teniendo en cuenta los resultados obtenidos en la sección anterior y dado que el porcen-
taje de carbono fijo gasificado en el experimento es 11.3%, elegimos




Así, cuando la temperatura de las partículas cae por debajo de 1100 K, debido al enfriamiento
producido por la entrada de aire ambiente, las reacciones de gasificación del “char” se extin-
guirán. Resolvemos el problema con los tres modelos, considerando en todas las simulaciones
20 intentos para el modelo de dispersión turbulenta.
Como mencionamos antes, el “char” gasificado en el experimento es el 11.3% mientras
que los volátiles liberados son el 44.6% (todos los porcentajes en términos de masa). Los
volátiles que permanecen en la partícula se unen a las cenizas y, probablemente, facilitarán la
estabilidad estructural de la cáscara de cenizas. En la Tabla 6.8 podemos ver los porcentajes
obtenidos con cada uno de los modelos. Como se puede observar en esa tabla, los porcentajes
de volátiles liberados son mucho mayores que en el experimento. Esto nos indicaría que
nuestros modelos deben extenderse para tener en cuenta la presencia de dos tipos de volátiles
con diferentes tasas de volatilización.




Tabla 6.8: Porcentajes de masa liberada
A continuación mostramos en un plano axial algunas de las variables del problema,
obtenidas con los tres modelos. En primer lugar, en la Figura 6.12 podemos ver los contornos
de las dos llamas de difusión ΓF que encontramos con cada uno de los modelos, que encierran
dos regiones ΩF en las que no hay oxígeno, pues las llamas de difusión que las rodean impiden
que éste entre y solo se encuentre en el exterior, en el dominio ΩO. Una de estas llamas de
difusión corresponde a la llama anular de metano utilizada en el experimento, debido a la
ausencia de efectos significativos de la radiación para calentar el aire inyectado y, de esta
forma, calentar las partículas y facilitar la liberación de sus volátiles y la gasificación de su
carbono fijo. Las reacciones de oxidación en fase gaseosa de los combustibles (volátiles, H2
y CO) generados por la gasificación de las partículas, consideradas infinitamente rápidas,
tienen lugar de dos formas: en forma de llama de difusión en la segunda de las llamas ΓF que
encontramos aguas abajo, o en el dominio ΩO, bien de forma distribuida, como se contempla
en los modelos BFLs1 y BFLs2, o bien en forma de llamas de difusión cerradas, en el interior
o en el entorno de las partículas, como se predice en el modelo BFL. Las concentraciones
de combustibles son despreciables en el dominio ΩO como podemos ver, por ejemplo, en la
Figura 6.13 y también en la Figura 6.22, en la que se muestran las fracciones másicas de CO
obtenidas con los tres modelos. En esas figuras se puede ver que los valores distintos de cero
están confinados en los dominios ΩF y cómo esos valores decrecen hasta valer cero a medida
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que se aproximan a la llama de difusión ΓF . En la Figura 6.14 y, como veremos, también en
la Figura 6.22 observamos el comportamiento contrario para el O2.
Modelo BFL Modelo BFLs1 Modelo BFLs2
Figura 6.12: Posición de la llama de difusión ΓF
Modelo BFL Modelo BFLs1 Modelo BFLs2
Figura 6.13: Fracción másica de CO
Modelo BFL Modelo BFLs1 Modelo BFLs2
Figura 6.14: Fracción másica de O2
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Las fuentes de masa y energía homogeneizadas provenientes de la fase sólida, calculadas
con cada modelo, se pueden ver en las Figuras 6.15 y 6.16, respectivamente.
Modelo BFL Modelo BFLs1 Modelo BFLs2
Figura 6.15: Fuente de masa homogeneizada (kg/m3s)
Modelo BFL Modelo BFLs1 Modelo BFLs2
Figura 6.16: Fuente de energía homogeneizada (J/m3s)
Las fracciones másicas de SO2 obtenidas con los tres modelos se muestran en la Figura
6.17. La fracción másica de SO2 (un importante contaminante) se debe, en nuestros modelos,
a la cantidad de S dada en el análisis elemental del carbón que incorporamos a las materias
volátiles que serán oxidadas en fase gaseosa. En la Figura 6.18 se comparan las fracciones
másicas de CO2 que se predicen con cada uno de los modelos. Esta especie aparece aguas
abajo debido a la combustión en fase gaseosa del CO y de los volátiles producidos por la
gasificación de las partículas y, además, encontramos CO2 aguas arriba por la oxidación del
CO procedente de la combustión del CH4. En el caso del H2O, cuya fracción másica se puede
ver en la Figura 6.19, ocurre algo similar: por un lado, se produce por la oxidación del H2 y
de los volátiles que se producen al gasificarse las partículas y, por otro lado, aparece aguas
arriba como producto de la combustión del CH4.
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Modelo BFL Modelo BFLs1 Modelo BFLs2
Figura 6.17: Fracción másica de SO2
Modelo BFL Modelo BFLs1 Modelo BFLs2
Figura 6.18: Fracción másica de CO2
Modelo BFL Modelo BFLs1 Modelo BFLs2
Figura 6.19: Fracción másica de H2O
La temperatura del gas obtenida con nuestros modelos se muestra en la Figura 6.20,
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con algunas isotermas indicadas en la escala de colores. Las irregularidades que se observan
en la llama de difusión y la falta de simetría axial se debe a imprecisiones de la resolución
numérica. En la Figura 6.21 pintamos la distribución axial de la temperatura del gas. La
Figura 6.22 muestra la distribución radial, a la altura z=90 mm, de las fracciones másicas
de O2 y CO obtenidas con el modelo BFLs1 y la temperatura del gas calculada con los tres
modelos. El primer pico de temperatura en la distribución axial de la misma corresponde a
la aparición de la llama de difusión aguas arriba y el segundo pico al corte de la llama de
difusión aguas abajo. Este segundo pico no aparece en el modelo BFLs2 por la interrupción
del dominio computacional. Estos dos picos en la temperatura media del gas no son suaves,
debido a que no usamos un modelo completamente turbulento que incluya una PDF para
modelizar las fluctuaciones turbulentas de los escalares conservados.
Modelo BFL Modelo BFLs1 Modelo BFLs2
Figura 6.20: Temperatura (K) de la mezcla de gases

























Figura 6.21: Distribución de la temperatura del gas en el eje
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Temperatura obtenida con los tres modelos Valores obtenidos con el modelo BFLs1
Figura 6.22: Distribución radial de la temperatura del gas y de YO2 e YCO en z = 90mm
Por último, en la Figura 6.23 se pueden ver las velocidades medias y en la Figura 6.24
las presiones obtenidas para los distintos modelos.
Modelo BFL Modelo BFLs1 Modelo BFLs2
Figura 6.23: Módulo de la velocidad (m/s) de la mezcla de gases
Modelo BFL Modelo BFLs1 Modelo BFLs2
Figura 6.24: Presión (Pa) de la mezcla de gases
La resolución de los tres modelos de combustión, utilizando los mismos parámetros, nos
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permite observar que los dos primeros producen resultados muy parecidos, a diferencia de
lo que ocurre con el tercero. Recordemos que la diferencia entre los dos primeros modelos es
que el BFLs1 supone que las partículas son tan pequeñas que no pueden alojar una llama
de difusión en fase gaseosa en el interior de sus poros ni en su vecindad. Esto se traduce
en que la temperatura de las partículas, alcanzada durante la liberación de volátiles y la
gasificación, es menor en este modelo y, como consecuencia, estas reacciones serán algo más
lentas. Que el coeficiente de difusión De sea tan pequeño hace que, comparado con el modelo
BFL, la diferencia no sea muy importante, ya que impide que en este último la partícula se
caliente demasiado y las reacciones de gasificación del “char” sean demasiado rápidas. En la
Figura 6.15 vemos que, efectivamente, la fuente de masa liberada por las partículas está más
concentrada en el modelo BFL, lo que se refleja también en una mayor cantidad de “char”
gasificado, como podemos ver en la Tabla 6.8. En ambos modelos, la cáscara de cenizas tiene
un efecto inhibitorio sobre la llegada por difusión de las especies gasificantes del “char” y,
por lo tanto, ralentiza la generación de CO y H2 y el calentamiento de la partícula debido
a la oxidación de estas especies. Así, el aire ambiente que entra en la llama pronto enfría
el gas y, en consecuencia, baja la temperatura de las partículas. Por esto, ambos modelos
proporcionan una gran cantidad de carbono fijo sin quemar, ya que, cuando la temperatura
de las partículas cae por debajo de la temperatura crítica de transición Tc, las reacciones de
gasificación del “char” se consideran congeladas. Si ahora observamos la Figura 6.12, vemos
que la región sin oxígeno es mayor, y empieza antes en el modelo BFL que en el BFLs1. Esto
tiene que ver, de nuevo, con la posibilidad de que la llama de difusión esté en la vecindad de
la partícula y, en consecuencia afectando a su gasificación, lo que hace que se acabe antes el
oxígeno y en mayor cantidad.
Por otro lado, el modelo BFLs2 supone que el contenido en cenizas de las partículas
es pequeño y, por lo tanto, éstas disminuyen su tamaño a medida que se gasifican. Esta
hipótesis no es válida para el tipo de carbón que estamos considerando, ya que el porcentaje
de cenizas es aproximadamente el 15%; de ahí los malos resultados obtenidos. Si suponemos
que la partícula pierde su tamaño al gasificarse, aunque no pueda tener la llama de difusión
en su vecindad, ésta se calentará más rápido. Como consecuencia, una vez iniciada esta
segunda etapa, su temperatura difícilmente bajará de Tc y, por lo tanto, la mayoría de las
partículas se gasifican completamente antes de abandonar el dominio. Esto se refleja en los
resultados obtenidos en la fase gaseosa. Así, podemos ver en la Figura 6.15 que con el tercer
modelo la fuente de masa está más extendida que en los otros dos. Dado que en este modelo
el oxígeno ataca al “char” y la gasificación dura más que en los otros dos, la región ΩF es
más extensa (ver Figura 6.12).
6.4.3. Comparación con los resultados experimentales
En esta sección compararemos algunos resultados sobre partículas obtenidos con el mo-
delo BFLs1, con las medidas experimentales.
En primer lugar mostraremos resultados relativos a la temperatura. En los artículos
[55]-[57] se explica que, como las medidas de la temperatura se realizan con un pirómetro
óptico de radiación, éstas son imprecisas. Como dicen los autores: más que la temperatura
de las partículas en un punto concreto, representan la temperatura de las partículas y del gas
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en una región relativamente grande en torno al eje. Por esta razón, nosotros hacemos un
promedio de la temperatura de las partículas que pasan un cilindro de radio 3 mm centrado
en el eje. En la Figura 6.25 podemos ver este promedio pintado con una línea continua y
las medidas experimentales representadas con puntos. En esa figura se puede ver cómo la
temperatura obtenida con la simulación muestra dos picos: uno se alcanza en z = 30 mm,
que coincide con el valor más alto de las medidas experimentales, y otro en z = 120 mm.
El primer pico de temperatura se debe a la llama de difusión del metano que hace que la
temperatura del gas y de las partículas sea muy alta cerca de la salida del inyector. Sin
embargo, el segundo pico no se refleja en las medidas experimentales, porque en ese punto el
valor de la temperatura del gas no es tan alto como en la llama de metano (podemos ver en
la Figura 6.21 que T = 1200 K) lo que baja el promedio de temperatura de gas y partículas
de la medida. En [55] se muestra una fotografía de la llama en la que se puede ver que en
z = 30 mm la combustión de las partículas acaba de empezar y la temperatura más alta
aparece, aproximadamente, en z = 120 mm. En la Figura 6.21, en la que se representaban
las temperaturas de la mezcla de gases en el eje obtenidas con los tres modelos, podemos
ver que el pico de temperatura obtenido con el modelo BFLs1 coincide también con el de la
fotografía.

























Figura 6.25: Temperatura promedio de las partículas que pasan por el eje central
En segundo lugar, mostraremos resultados relativos a la dispersión y tamaños de las
partículas. En la Figura 6.26 se pueden ver las trayectorias de las partículas de los diferentes
radios considerados que salen de la celda situada en el eje del inyector. En esa figura se
observa cómo las partículas se dispersan más cuanto menor es su tamaño. Para ilustrar
el comportamiento de las partículas según su tamaño, pintamos la trayectoria de las más
pequeñas y de las más grandes coloreadas por su velocidad, temperatura y densidad. Así, en
la Figura 6.27 podemos ver, además de que las partículas pequeñas se dispersan más, que
éstas alcanzan una mayor temperatura y se gasifican más. Si observamos en esa figura las
gráficas de las temperaturas de las partículas vemos cómo las pequeñas, al dispersarse más,
alcanzan una temperatura muy alta debido a la llama de metano.
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Figura 6.26: Trayectorias de partículas coloreadas por su tamaño
Partículas de diámetro 5 µm
Partículas de diámetro 61 µm
Figura 6.27: Trayectoria de partículas de carbón coloreadas por vp, Tp y ρp
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siendo N ip el número de partículas que pasan por el tetraedro i y dj el diámetro de la partícula
j-ésima. La Figura 6.28 muestra la distribución de diámetros de las partículas que pasan por
el eje, es decir, el diámetro medio dado por (6.9) en los elementos por los que pasa el eje.
Podemos ver que éste es mayor cuanto más lejos se encuentre de la salida del quemador
hasta z ≈ 120 mm. Esto se debe a que las partículas más pequeñas son las que más se
dispersan y tienden a alejarse de la zona central. La simulación predice que el diámetro
medio vuelve a descender a partir de z ≈ 120 mm, al contrario de lo que ocurre en las
medidas experimentales. Esto se explica si tenemos en cuenta que nuestro modelo supone
constante el radio de las partículas durante el proceso de gasificación y además que, a partir
de esa altura, las partículas grandes comienzan también a dispersarse, como podemos ver en
la Figura 6.27. Este comportamiento se refleja también en la Figura 6.29 en la que se puede
ver la distribución radial de los diámetros medios en z = 60 mm, z = 120 mm y z = 180 mm.
Como podemos ver en estas figuras, el tamaño medio de las partículas es mayor en el centro
de la llama mientras que, a medida que nos movemos hacia el exterior, éste desciende. Se
puede ver que la simulación predice una mayor dispersión de las partículas, sobre todo a
partir de cierta altura. Esto se debe a que utilizamos el modelo k − ǫ estándar para resolver
un problema transicional y, por lo tanto, la simulación es algo más difusa que la realidad.
Por último, en la Figura 6.30 se tienen las distribuciones de tamaños de partículas en
el eje a las distancias z = 60 mm, z = 120 mm y z = 180 mm del quemador, las cuales se
comparan con los valores mostrados en [55]. Para calcular estas distribuciones tenemos en
cuenta las partículas que pasan por el cilindro
Ca =
{
(x, y, z) ∈ R3/x2 + y2 ≤ 0.002, a− 0.001 ≤ z ≤ a+ 0.001
}
,
con a la altura en m a la que calculamos la distribución. De esta forma, se tiene en z = 60 mm
un diámetro medio de 23.60 µm, en z = 120 mm de 25.04 µm y en z = 180 mm de 22.62 µm.


























Figura 6.28: Diámetro promedio de las partículas que pasan por el eje central
218 Capítulo 6. Simulación de un chorro de carbón pulverizado































































Figura 6.29: Distribución radial del diámetro medio de las partículas a distintas alturas
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Figura 6.30: Distribución de masa de partículas en el eje central a distintas alturas
Por último, los artículos [56] y [57] dan una descripción detallada de la estructura de la
llama, incluyendo algunas imágenes. Puede verse que en la región aguas arriba, las reacciones
de combustión 6-8 se producen sólo en la periferia del grupo de partículas, donde el gas a
alta temperatura procedente de la llama piloto de metano es arrastrado y el suministro de
220 Capítulo 6. Simulación de un chorro de carbón pulverizado
oxígeno es suficiente, mientras que en la región aguas abajo las reacciones de combustión
entran en el grupo de partículas, debido a la mezcla de los combustibles procedentes de
la gasificación de las partículas con el oxígeno. Este comportamiento se refleja en nuestros
resultados, como puede verse, por ejemplo, en la Figura 6.12 de la región ΓF obtenida con
el modelo BFLs1.
Los resultados obtenidos muestran un buen ajuste con los resultados experimentales, a
pesar de la incertidumbre en algunas de las medidas realizadas. Podemos observar una mayor
dispersión que la observada en las medidas experimentales que, como hemos mencionado,
creemos que puede deberse al uso del modelo k− ǫ para simular un flujo no muy turbulento.
Para obtener una comparación aún mejor necesitaríamos conocer más datos (velocidad del
coflujo, granulometría, etc.) y deberíamos utilizar técnicas de alta precisión como simulacio-
nes DNS o LES. Además, en caso de no realizar simulaciones DNS, habría que desarrollar
una formulación completamente turbulenta para el modelo BFL con el fin de obtener el va-
lor instantáneo de Z1 y, por lo tanto, de la llama ΓF , teniendo en cuenta las fluctuaciones
debidas a la turbulencia.
Conclusiones
En este trabajo hemos realizado un estudio de diferentes aspectos involucrados en la
simulación de problemas de carbón pulverizado.
En primer lugar, describimos los modelos matemáticos para flujos de gases reactivos
con combustión de carbón. El modelo de combustión propuesto en Bermúdez et al [19] fue
extendido para tener en cuenta partículas de carbón con bajo contenido en cenizas. Además,
se escribió una primera versión de este modelo para flujos turbulentos.
En la segunda parte, analizamos los nuevos métodos de Lagrange-Galerkin modificados
que, como vimos, tienen la misma precisión que los estándar pero son más eficientes. Además,
esta afirmación se probó con varios resultados que dan una idea del tiempo de cálculo que
permiten ahorrar estos nuevos métodos.
Utilizando estos y otros métodos numéricos para la resolución del modelo, hemos desarro-
llado un programa para la simulación de flujos de combustión de carbón pulverizado. En la
última parte de esta memoria, se describieron los métodos numéricos y algoritmos utilizados
en el programa. Además, en el Apéndice B se muestra una descripción detallada del códi-
go. El lenguaje de programación utilizado fue FORTRAN 95 y se realizó una programación
de tipo “orientada a objeto”, aunque debido a las limitaciones del lenguaje se conservaron
algunos programas en forma secuencial.
Por último validamos el modelo de combustión y el programa haciendo la simulación de
un chorro de carbón pulverizado. En primer lugar, estudiamos la sensibilidad a los parámetros
del modelo de combustión para la fase sólida y, en segundo lugar, comparamos los resultados
obtenidos con los tres modelos desarrollados. Esta comparación nos permitió concluir que
el modelo BFLs2 (considera partículas pequeñas con alto contenido en cenizas) es el más
adecuado para simular ese experimento, como cabía esperar por las características del carbón
utilizado en el mismo. Con el modelo BFLs2, obtuvimos una buena coincidencia entre los
resultados obtenidos y los datos experimentales.
Como trabajo futuro tendríamos, entre otras, las siguientes tareas:
Realizar la formulación turbulenta del modelo de combustión.
Incorporar al código leyes de pared o bien modelos de turbulencia para regiones con
bajo número de Reynolds.




Simular una caldera industrial de carbón pulverizado. Una primera simulación, en la
que solo se resolvía el modelo de combustión para la fase sólida, fue realizada con una
primera versión de nuestro código en Saavedra [88].
Desarrollar la interface gráfica para el programa de simulación que hemos desarrollado.
Paralelizar el código para disminuir el tiempo de cálculo.
Apéndice A
Implementación de un método MLG
para Navier-Stokes
En este apéndice mostraremos la formulación matricial obtenida para la implementa-
ción del método de Lagrange-Galerkin (estándar o modificado) descrito en el Capítulo 5
para la resolución de las ecuaciones de Navier-Stokes. Este método utiliza la fórmula BDF2
para la discretización de la derivada material y el elemento finito P1-burbuja/P1 para la
discretización espacial. La motivación para escribir este apéndice es mostrar los cálculos de-
tallados para la formulación más general de las ecuaciones y la metodología seguida para la
eliminación de los grados de libertad asociados a las burbujas en el sistema lineal obtenido.
A.1. Formulación del problema
En primer lugar vamos a escribir la forma general del problema de Navier-Stokes que
vamos a resolver, en el que se enmarcaría el Problema 5.16 visto en 5.2.3.
Sea Ω ⊂ R3 un dominio cuya frontera Γ está dividida en dos partes: ΓD, donde se conoce
el valor de la velocidad, y ΓN , donde se impone una condición natural de tipo salida libre.
Consideramos el siguiente problema de Cauchy:
Problema A.1. Encontrar dos funciones v : Ω× (0, T )→ V y π : Ω× (0, T )→ R tales que
ρv̇ − div
(




+ grad π + lv = f , (A.1)
divv = g, (A.2)
en Ω× (0, T ), y verificando las condiciones de contorno e iniciales
v = vD, en ΓD × (0, T ), (A.3)
−πn + 2µ
(




µdivvn = 0, en ΓN × (0, T ), (A.4)
v(x, 0) = v0(x), ∀x ∈ Ω. (A.5)
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En este problema µ : Ω×(0, T )→ R es una función que representa la viscosidad del gas y
que no podremos considerar constante si el flujo es turbulento, g : Ω× (0, T )→ R representa
la conservación de la masa, y g 6= 0 si el flujo es compresible, ρ : Ω × (0, T ) → R será la
densidad, f : Ω × (0, T ) → R3 serán las fuerzas volúmicas, l : Ω × (0, T ) → R el término
de reacción, vD : ΓD → R3 la velocidad definida en la frontera Dirichlet y v0 : Ω → R3,
la condición inicial dada. Debemos tener en cuenta que, en caso de un flujo turbulento que
haya sido modelizado con una aproximación de tipo RANS, la presión π es, en realidad,




A continuación, introducimos algunas notaciones que vamos a utilizar en este apéndice
y recordaremos otras ya definidas a lo largo de la memoria. Definimos el espacio funcional
VD = {w ∈ H1(Ω) : w|ΓD = 0}. (A.6)
Dividimos el intervalo [0, T ] en N subintervalos de tamaño ∆t = T/N y denotamos por
tn = n∆t y Ωh la malla regular de tetraedros, de tamaño característico h, del dominio Ω.
Para la discretización espacial del problema consideramos los espacios de elementos finitos
V0h y Mh que se definen como
Vh = {wh ∈ C0(Ω) : wh|T ∈ Pb(T )3, ∀T ∈ Ωh}, (A.7)
V0h = Vh ∩VD, (A.8)
Mh = {qh ∈ C0(Ω) : qh|T ∈ P1(T ), ∀T ∈ Ωh}, (A.9)
donde P1(T ) y Pb(T ) son los espacios
P1(T ) = {p : T → R : p = p̂ ◦ F−1j , p̂ ∈ P1(T̂ )}, (A.10)
Pb(T ) = {p+ αλT5 : p ∈ P1(T ), α ∈ R}, (A.11)








4 la función burbuja asociada al elemento T y λ
T
i , i = 1, .., 4 las
coordenadas baricéntricas con respecto a los vértices del elemento T .
Observación A.1.1. Si definimos el espacio funcional
Bh = {v ∈ C0(Ω) : v|T = αTλT5 , ∀T ∈ Ωh, αT ∈ R}, (A.12)
se tiene
Vh = (Mh ⊕Bh)3. (A.13)
El elemento finito asociado a los espacios Pb y P1 se conoce con el nombre de elemento P1-
burbuja/P1 o MINI-elemento. Es el elemento finito con menor número de grados de libertad
que verifica la condición de Babuška-Brezzi (ver [40]).
Por simplicidad en los cálculos, para la discretización de la derivada material conside-
ramos la fórmula BDF1; los cálculos para la implementación de la fórmula BDF2 serían
análogos. Siguiendo los mismos pasos que en 5.2.3 obtenemos el problema discretizado si-
guiente:
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Problema A.2. Sea v0h = I
b
hv0, encontrar sucesiones [vh] ∈ (Vh)N y [πh] ∈ (Mh)N verifi-
cando para cada n ∈ {0, ..., N − 1} que vn+1h = Ibhvn+1D y
an+1(vn+1h ,wh) + b
n+1(wh, π
n+1
h ) = (F
n+1,wh), ∀w ∈ Xh0 (A.14)
bn+1(vn+1h , qh) = −(gn+1, qh), ∀qh ∈Mh, (A.15)
siendo
Fn+1 = fn+1 +
1
∆t
vnh ◦ X n,n+1h , (A.16)

















ln+1u ·wdx, ∀u,w ∈ H1(Ω) (A.17)
bn+1(w, q) = −
∫
Ω
qdivwdx, ∀w ∈ H1(Ω), q ∈ L2(Ω). (A.18)
A.2. Escritura matricial del problema discretizado. Elimina-
ción de las burbujas
Para hacer la formulación matricial del Problema A.2, utilizaremos la siguiente notación:
Nv número de vértices de la malla,
Ne número de tetraedros de la malla,
ai, i = 1, ..., Nv vértices de la malla,
bi, i = 1, ..., Ne baricentros de los tetraedros de la malla,
wi, i = 1, ..., Nv funciones de base del espacio Mh,
φk, k = 1, ..., Ne funciones de base del espacio Bh.














































































kφk, r = 1, 2, 3, (A.20)
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siendo los vectores U r ∈ RNv , los grados de libertad en los vértices y U r ∈ RNe , los grados
de libertad en las burbujas, de cada componente r = 1, 2, 3.





donde P ∈ RNv es el vector de los grados de libertad de la presión en los vértices de la malla.
Las funciones burbuja verifican las siguientes propiedades:
















= 0, si k 6= m, r, l ∈ {1, 2, 3}, ∀k,m ∈ {1, ..., Ne}.(A.24)
Para obtener la formulación matricial del problema vamos a suponer que la viscosidad es
constante por tetraedro. De esta forma, podemos simplificar las cuentas pues las integrales
en las que aparece, y que incluyen las derivadas de las funciones burbujas con funciones de
base del espacio Mh, serán nulas.
Si sustituimos en el Problema A.2 wh por cada uno de los elementos de la base B de Vh,
obtenemos el sistema lineal por bloques siguiente:


A1 L12 L13 N t 0 0 (B1)t
L21 A2 L23 0 N t 0 (B2)t
L31 L32 A3 0 0 N t (B3)t
N 0 0 D1 T 12 T 13 (Q1)t
0 N 0 T 21 D2 T 23 (Q2)t
0 0 N T 31 T 32 D3 (Q3)t
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Observación A.2.1. Las matrices Llr, verifican Lrl = (Llr)t, r, l ∈ {1, 2, 3}. Así, la matriz
del sistema (A.25) será simétrica.
Para ahorrar coste computacional y memoria vamos a eliminar del sistema lineal los
grados de libertad en las burbujas. A partir de las ecuaciones presentes en los bloques 4-6
del sistema (A.25) se tiene


D1 T 12 T 13
T 21 D2 T 23
















1 −NU1 − (Q1)tP
F
2 −NU2 − (Q2)tP
F
3 −NU3 − (Q3)tP

 . (A.36)
Dado que la matriz de este sistema está formada por matrices diagonales, invertirla se reduce



















en cada elemento k.
Nota A.2.1. Si los elementos de las matrices definidas en (A.37) se calculan con integración
exacta, entonces estas matrices son invertibles. Si se quieren usar fórmulas de cuadratura,
habrá que tener cuidado con su elección.
Si denotamos por Ik ∈ M3×3(R) la matriz inversa de la dada en (A.37) para cada
elemento Tk y definimos las matrices diagonales Rrl ∈MNe×Ne(R) de la forma






















1 −NU1 − (Q1)tP
F
2 −NU2 − (Q2)tP
F
3 −NU3 − (Q3)tP

 . (A.39)
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Sustituyendo la igualdad (A.39) en el sistema (A.25), éste se puede escribir como
AU + BtP = Sv,
BU + CP = Sp,
(A.40)
siendo A una matriz por bloques 3× 3, B una matriz por bloques 1× 3 y Sv un vector por























Ãr = A+ L̃rr, (A.44)
L̃rl = Lrl −N tRrlN, (A.45)

























En cada instante de tiempo tn+1, una vez resuelto el sistema (A.40) se obtienen los grados
de libertad de vn+1h en las burbujas utilizando (A.39) que, de nuevo, pueden calcularse como
el producto de una matriz 3× 3 por un vector en cada tetraedro de la malla.
Nota A.2.2. Siguiendo la metodología habitual en los métodos de elementos finitos, una vez
construido el sistema se procedería a su bloqueo en los vértices de la frontera ΓD. Se debe
tener en cuenta que, si ΓN 6= ∅, la presión es única, como se puede ver, por ejemplo, en Ern
y Guermond [40] o Bernardi et al [58]. En caso contrario sería necesario utilizar estrategias
como el bloqueo de la presión en un punto de la frontera, el método de penalización, que
podemos ver en Shen [89] y que también hemos implementado, o la construcción de un
sistema orlado como se describe en Bochev y Lehoucq [24].
Apéndice B
Descripción del programa de
simulación
Utilizando los métodos numéricos y algoritmos descritos en el Capítulo 5 hemos desarro-
llado un paquete de simulación en 3D de flujos para gases reactivos con combustión de
carbón pulverizado. Éste es el caso más general pero el programa se puede utilizar para la
simulación de flujos más simples; bastará con no tener en cuenta las ecuaciones que describen
los fenómenos que no forman parte del problema que se quiera resolver.
El lenguaje de programación utilizado para el código es FORTRAN 90/95 y se ha rea-
lizado, siempre que ha sido posible, una programación orientada a objeto (OOP) para facilitar
la incorporación de nuevos modelos o métodos numéricos. Así, hay un programa principal
programado de forma secuencial que realiza un bucle en tiempo y llama de manera ordenada
a los distintos objetos que integran en código.
La estructura principal del programa (ver Figura B.1) es: introducción de datos, resolu-
ción y postproceso.
B.1. Datos del programa
Los datos que debemos introducir en el programa se estructuran de la siguiente forma
(ver Figura B.2):
Geometría. Como dato referente a la geometría debemos introducir el fichero con la malla
del dominio. La malla se admite en dos formatos: el formato neutral de Gambit o el
formato Modulef.
Modelos. Se eligen los modelos que se van a resolver. En este punto se puede activar uno de
los modelos o todos. Como modelos de turbulencia podemos elegir k-ǫ o Smagorinsky.
Si elegimos este último, no podremos utilizar el modelo de dispersión de las partículas.
Si los modelos permiten la definición de sus parámetros también se introducen en este
punto. Por ejemplo, en el modelo de fase sólida elegiremos el número de intentos, su
frecuencia de resolución, parámetro de difusión, temperatura crítica, etc.
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Figura B.1: Esquema del programa de simulación con todos los modelos activados
Materiales. Hay dos tipos de materiales: gas y carbón. Para el gas debemos definir las
masas moleculares y los calores específicos. Para el carbón se necesitan más datos;
entre ellos el calor específico, la densidad, el análisis inmediato o el poder calorífico.
Además hay que definir la molécula de volátiles, los coeficientes estequiométricos de su
reacción con el oxígeno y los calores de reacción del resto de las reacciones homogéneas
y heterogéneas.
Condiciones de contorno. Se distinguen condiciones de contorno para la fase gaseosa y
para el comportamiento de las partículas sólidas al llegar a una frontera. Las de la fase
gaseosa se pueden determinar dando un valor constante o un perfil radial. Para las
partículas debemos definir si rebotan, quedan atrapadas o salen, en cada una de las
fronteras del dominio.
Algoritmo. Se determinará el algoritmo que vamos a utilizar dando el número de itera-
ciones y el paso de tiempo globales para la fase gaseosa, así como las iteraciones y
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el paso de tiempo locales para cada una de las ecuaciones en derivadas parciales del
modelo. Además, se puede elegir la frecuencia con la que se resuelven algunas de estas
ecuaciones. De igual modo, también se elige la frecuencia con la que se resuelve la fase
sólida, así como el número máximo de pasos de tiempo por partícula calculada.
Métodos numéricos. Para cada una de las ecuaciones en derivadas parciales del modelo
de fase gaseosa se piden los siguientes datos:
Elegir entre los métodos de LG, MLG o SL.
Seleccionar, para cada término de las ecuaciones, la fórmula de cuadratura para la
integración numérica o, si se puede, la posibilidad de hacer la integración exacta.
Seleccionar el esquema para aproximar la curva característica.
Resolución. Los datos necesarios son los parámetros de relajación, el test de parada para
cada ecuación y la frecuencia con la que queremos hacer una copia de seguridad de los
resultados. Además, se pide un parámetro de impresión, de forma que se mostrarán más
datos por pantalla cuanto más alto sea su valor. Para inicializar la solución se puede
empezar de cero, dando unos valores para cada variable que pueden venir dados por
funciones de las variables independientes x y t, o bien a partir de soluciones anteriores.
En este último caso se puede dar un archivo de solución procedente de un cálculo
anterior, o interpolar una solución obtenida con el código comercial FLUENT, la cual
puede corresponder a otra malla.
Postproceso. Antes de iniciar la simulación es necesario definir qué tipo de resultados
vamos a querer extraer para las partículas y la frecuencia con la queremos almacenar
los resultados generales.














































Figura B.2: Esquema de los datos para el programa
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B.2. Resolución
Una vez definidos todos los datos del problema podemos iniciar su resolución. La progra-
mación del código para la simulación es un híbrido entre programación secuencial y orientada
a objeto. La programación secuencial se mantiene principalmente por ser el código una he-
rencia de otro existente (en Fortran 77), pero también por ciertas limitaciones del lenguaje
de programación. Así, el programa principal es secuencial y realiza la llamada a los diferentes
objetos dentro de un bucle en tiempo. Por esto, son necesarios los diagramas de flujo del
Capítulo 5 o el de la Figura B.1.
Para entender mejor la organización e implementación del programa vamos a mostrar dos
diagramas de clases, cada uno relativo a una de las dos fases, en los que veremos las clases
principales y sus asociaciones. En primer lugar, en la Figura B.3 podemos ver el diagrama
















































Figura B.3: Diagrama de clases para la fase gaseosa
En este diagrama aparecen las siguientes clases:
Elemento finito: cada uno de los objetos de esta clase va a definir un elemento finito de la
malla; así, tienen los siguientes atributos privados (es decir, solo accesibles por ellos):
nver, coor_ver, num_glo_ver y ref_ver: el número, las coordenadas, la numeración
global y el número de la referencia de los vértices, respectivamente. Llamamos
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número de referencia al número natural, distinto de cero, que asociamos a cada
una de las fronteras del dominio. Si el vértice está en el interior del dominio su
número de referencia será el 0.
nnod, coor_nod y num_glo_nod: el número, las coordenadas y la numeración
global de los grados de libertad, respectivamente.
ref_caras y ref_aristas: estos atributos asignan un número de referencia a cada
una de las caras, respectivamente aristas, del elemento.
polinomios: hace referencia a los polinomios de base de cada elemento finito. Así,
la implementación solo permite la utilización de elementos de tipo Lagrange.
aplica: es un objeto de la clase Aplicación Afín que definimos a continuación.
Aplicación afín: esta clase definirá los objetos relativos a las aplicaciones afines entre los
tetraedros de la malla y el elemento de referencia. Así, su atributos serán:
B, invB y detB: la matriz de la aplicación, su inversa y su determinante, respecti-
vamente.
b: la constante de la aplicación.
La inclusión de la inversa y el determinante de la matriz se hace para ahorrar el
tiempo que supondría calcularlos cada vez que se utilizan. La asociación entre las clases
Aplicación afín y Elemento finito es inmediata; así, cada elemento conoce la aplicación
afín de la que es imagen. Debido a las limitaciones del lenguaje, las relaciones entre
clases no pueden ser bidireccionales. Por lo tanto, una aplicación afín no sabe a qué
elemento finito está asociada, algo que no es estrictamente necesario.
Malla: a esta clase pertenecerán las distintas mallas del problema. En principio, conside-
ramos la misma malla del dominio para todas las ecuaciones pero la implementación
realizada podría permitirnos utilizar una malla distinta para cada uno de los proble-
mas que resolvemos. Esta clase está asociada a la clase Elemento finito mediante una
asociación de tipo agregación. Esto quiere decir que la malla está formada por una lista
de objetos de la clase Elemento finito. Debido a la relación de esta última con la clase
Aplicación Afín cada elemento de la lista estará relacionado con un objeto de Aplicación
Afín. La clase Malla tiene los siguientes atributos:
lista_elementos: es el array de objetos de la clase Elemento finito que forman la
malla del dominio.
nele: es el número de elementos que forman la malla (es decir, la dimensión de
lista_elementos).
nver y coor_ver: el número global de vértices y sus coordenadas.
nnod y coor_nod: el número global de nodos de la malla y sus coordenadas.
Matriz: los objetos de esta clase tienen que ver con el almacenamiento, que veremos más
adelante, para las matrices de los sistemas lineales que se obtienen en la resolución de
una ecuación en derivadas parciales, utilizando un método de elementos finitos. Todos
los elementos de esta clase tendrán los atributos privados:
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punt_filas: array de enteros que indica la posición en el vector de valores del primer
elemento no nulo de cada fila de la matriz a la que hace referencia el objeto.
punt_columnas: array de enteros que determina la columna en la que se encuentra
un elemento no nulo de la matriz.
Como podemos ver en el diagrama, las clases Malla y Matriz están relacionadas, pues las
posiciones de los elementos no nulos en las matriz de un problema están determinadas
por la malla del mismo. Así, si utilizamos la misma malla para todos los problemas,
todas las matrices tendrán la misma estructura. Esta relación debería ser bidireccional
pero, por las limitaciones de Fortran, se limitará a que la malla conozca la matriz a la
que está asociada.
Cuadratura: cada objeto de esta clase definirá una fórmula de cuadratura que será utilizada
para integrar alguno de los elementos de la ecuación variacional del problema discreto
que vamos a resolver. Así, estos objetos quedarán determinados por los atributos:
nnod: número de nodos de la fórmula.
coor: coordenadas baricéntricas de los nodos de cuadratura en el tetraedro de
referencia.
pesos: pesos asociados a cada uno de los nodos de cuadratura.
Problema EDP: los objetos de esta clase serán cada uno de los problemas asociados a una
ecuación en derivadas parciales de los modelos que vamos a resolver. Así, esta clase está
asociada a la clase Malla, de forma que cada problema tiene una única malla aunque
una malla puede estar asociada a varios problemas. Aunque en principio esta relación
debería ser bidireccional, sólo nos va a interesar que cada objeto de Problema conozca
el elemento de Malla sobre el que va a ser resuelto. Como existe una asociación entre
Malla y Matriz, un objeto de Problema estará asociado a un elemento de cada una de
estas clases. Además cada objeto de Problema tendrá asociados de 1 a 6 objetos de
la clase Cuadratura. Esto se debe a que se puede integrar utilizando una fórmula de
cuadratura distinta (o de forma exacta si se puede) cada uno de los términos de la
ecuación.
Los atributos de esta clase son los siguientes:
malla: será la malla sobre la que se resuelve el problema.
matriz: punteros de almacenamiento de la matriz asociados a la malla.
val_matriz: es un array que contendrá todos los valores no nulos de la matriz del
sistema lineal del problema.
solu: es el único atributo público y será un array con los valores de la solución del
problema en los grados de libertad de la malla.
seg_miembro: este atributo almacenará los valores del segundo miembro del pro-
blema.
resol_sis_lin: con este atributo se determina la forma en la que se va a resolver el
sistema lineal. Las distintas posibilidades se pueden ver en B.2.1.
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resol_LG: este atributo determinará el tipo de método numérico elegido para la
resolución del problema. Así, como vimos a lo largo de esta memoria, esta elección
determinará el cálculo de las integrales de los términos de la ecuación del problema
que incluyen las curvas características.
resol_carac: determinará el método numérico para resolver la ecuación diferencial
que verifican las curvas características.
f_cuad: array con las fórmulas de cuadratura para cada término de la ecuación.
El método público resol_problema se llama desde el programa principal para cada una
de las ecuaciones en derivadas parciales del modelo. Esta subrutina proporciona la
solución del problema y para ello utilizará otros métodos privados de la clase que, por
simplicidad, no hemos escrito en el diagrama, por ejemplo el constructor de la matriz o
del segundo miembro. En el programa principal, la llamada al método resol_problema
de cada objeto de la clase Problema EDP se hará de forma secuencial, tal y como se
indicaba en el diagrama de flujo de la Figura 5.8 del Capítulo 5.
Observación B.2.1. Como se puede ver, algunos atributos de las diferentes clases tienen
el mismo nombre, sin que esto dé lugar a incompatibilidades. Esta característica se conoce
en OOP como polimorfismo.
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Figura B.4: Diagrama de clases para la fase sólida
En este diagrama se incluyen las siguientes clases:
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Partícula: Los objetos de esta clase representarán a cada una de las partículas para las que
se calcula su trayectoria. Cada objeto de la clase tendrá como atributos privados todas
las variables que se asocian a una partícula:
radio: es el radio de la partícula.
pos: la posición que ocupa la partícula en cada instante. Además, incluye la in-
formación sobre el tetraedro de la malla en el que se encuentra.
velo: la velocidad de la partícula.
masa: define la masa total de la partícula así como la masa de cada una de las
especies que la componen.
temperatura: temperatura de la partícula.
composición: son las densidades de volátiles, agua, cenizas y carbono fijo.
etapa: indica la etapa de la combustión en la que se encuentra la partícula. Si está
en la segunda etapa se indica la posición, en relación a la partícula, de la llama
de difusión de las reacciones en fase gaseosa.
paso_tiempo: es el paso de integración para las ecuaciones del modelo de la fase
sólida con el que está asociado el objeto.
atmósfera: valores locales de la composición, temperatura y velocidad del gas.
fuentes: fuentes de masa y energía de la partícula a la fase gaseosa.
modelo: este atributo proviene de la asociación entre las clases Partícula y Modelo.
Modelo: los ejemplares de esta clase van a tener un conjunto de métodos que modificarán
la partícula a la que están asociados. Cada objeto de esta clase tendrá como atributos:
part: el objeto de la clase Partícula al que está asociado.
param: una serie de parámetros que definen el modelo como, por ejemplo, la
temperatura crítica Tc para el modelo de gasificación.
Todos los objetos de Modelo deben incluir los métodos:
vol_agua: calcula las velocidades de las reacciones de liberación de volátiles y
humedad y las densidades de volátiles y agua de la partícula.
char: devuelve las velocidades de gasificación, la densidad del carbono fijo y el
radio de la partícula.
temperatura: donde se calculará la temperatura de la partícula asociada.
fuentes: proporciona la contribución de la partícula a las fuentes de masa y energía.
La asociación entre la clase Partícula y la clase Modelo es bidireccional. De nuevo, el
lenguaje de programación no lo permite pero, a diferencia de otras asociaciones vistas,
en este caso sí es necesaria. Para solventar este problema, en la clase Partícula definimos
el atributo modelo como un número entero en lugar de un objeto de Modelo. Así, este
número se corresponderá con el único objeto de Modelo con el que puede estar asociado
un objeto de Partícula.
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Aunque en nuestro código solo existen 3 objetos de esta clase correspondientes a ca-
da uno de los modelos para la fase sólida, la implementación realizada permitirá la
incorporación de más objetos de esta clase que podrán ir asociados a los objetos de
Partícula.
Fase sólida: esta clase, de la que solo deberá existir un objeto, es una agregación de objetos
de Partícula. Los atributos que definirán este objeto son:
lista_partículas: es un array con todos los objetos de Partícula.
distribución: tiene los datos de la distribución de masa de las partículas de carbón
que están representadas por cada objeto de Partícula.
fuentes_fgas: es una matriz con los valores en los vértices de la malla de las
distintas fuentes para la fase gaseosa. Este atributo es público para que pueda ser
accesible desde el programa principal que los usará como argumentos de entrada
para los objetos de Problema EDP.
El método público de esta clase fuentes_homogeneizadas controlará todos los objetos
de Partícula creados para tener en cuenta su contribución a las fuentes de masa y
energía homogeneizadas para la fase gaseosa. Como el método de esta clase es público,
puede ser llamado desde el programa principal que implementa el algoritmo general del
programa. La subrutina fuentes_homogeneizadas está programada de forma secuencial,
realizando un bucle en partículas, de forma que cada objeto de Partícula esperará a que
acabe el anterior para iniciar sus cálculos. Si tenemos en cuenta que lo que ocurre en
una partícula de carbón no influye en las demás, lo que se traduce en que no hay una
asociación entre dos elementos de la clase Partícula, el método fuentes_homogeneizadas
será fácilmente paralelizable.
B.2.1. Sistemas lineales y tiempos de cálculo
Una de las partes más problemáticas, en cuanto al tiempo de cálculo, es la resolución
de los sistemas lineales. También el movimiento de los nodos de cuadratura de la malla
puede consumir un tiempo similar, si éste se hace con un método de varios pasos (como,
por ejemplo, el algoritmo de paso adaptativo) y si la fórmula de cuadratura tiene muchos
puntos. Sin embargo, este problema ha sido solventado, al menos para la mayoría de casos,
con la introducción de los métodos de Lagrange-Galerkin modificados. Así, el cuello de
botella de nuestro código de elementos finitos es la resolución de los sistemas lineales. Si
resolvemos un flujo con todos los modelos disponibles tendremos que resolver 10 sistemas
lineales en cada iteración del algoritmo global, por lo que es muy importante utilizar un
método eficiente; de hecho, ésta es la única parte paralelizada del código. Para resolver
los sistemas lineales utilizamos las librerías MKL (“Math Kernel Library”) de Intel1 y, en
concreto, la subrutina PARDISO para matrices dispersas almacenadas en un formato que es
una variación del “Compressed Sparse Row” (ver [35]). La elección de estas librerías se debe
a que en la actualidad estamos ejecutando el código en el nodo de un clúster equipado con
1La utilización de estas librerías impide que la totalidad del código desarrollado sea libre.
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dos procesadores Intel Xeon X5570, con lo que esta subrutina está especialmente diseñada
para aprovechar esa arquitectura.
La subrutina de Intel nos da la posibilidad de utilizar un método directo que utiliza
una factorización LU para matrices no simétricas o estructuralmente simétricas, LDLT para
matrices simétricas, o de Cholesky LLT para matrices simétricas definidas positivas. Por otro
lado, nos permite utilizar un método directo/iterativo para matrices generales. Este método
consiste en realizar, en primer lugar, una factorización LU y resolver el sistema de forma
directa para, posteriormente, utilizar un método iterativo que usa como precondicionador la
factorización calculada anteriormente. Si en algún momento el método iterativo no converge
o supera el número máximo de iteraciones, se realiza una nueva factorización de la matriz.
Si tenemos en cuenta que las matrices que tenemos cambian en cada paso debido a que
lo hacen los coeficientes (que suelen ser la densidad, la fuente de masa y la difusión), nos
damos cuenta de que este método es el más adecuado para nuestro caso porque, a medida
que la solución converge, la matriz será muy parecida y el método iterativo converge en muy
pocas iteraciones. Una ventaja del modelo desarrollado para la fase gaseosa y del método
que hemos implementado para su resolución, es que la matriz que se obtiene para todas las
combinaciones de Shvab-Zeldovih es la misma, de forma que en realidad factorizaremos 5
matrices.
En lo que respecta al tiempo de cálculo conviene mencionar que el tiempo de resolución del
modelo de fase sólida es similar al empleado en FLUENT, a pesar de su mayor complejidad.
B.3. Postproceso
Una de las ventajas del diseño de un código propio es la posibilidad de personalizar el
tipo de resultados que se pueden mostrar. Es por esto que en nuestro código se ofrece una
amplia gama de opciones, que no siempre se encuentran en los códigos comerciales, sobre
todo en lo relativo a las partículas de carbón.
Como resultados alfanuméricos de la fase gaseosa podemos calcular:
Los balances de masa y energía dados por
∫
Γ










Las fuerzas y coeficientes de arrastre y sustentación sobre una superficie, de las dos
formas que vimos en el Capítulo 4 para el test del flujo alrededor de un cilindro.
La integral de volumen de una variable cualquiera.
El flujo másico a través de una superficie de una variable ϕ:
∫
Γ
ϕρv · ndA. (B.3)
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El volumen del dominio y el área de su frontera.
Se pueden calcular perfiles axiales y radiales a determinadas alturas.
Para la visualización de resultados, el software que vamos a utilizar es Ensight. Por
lo tanto, usaremos un conversor de nuestros resultados en el formato adecuado para este
visualizador. En los datos sobre el postproceso habremos elegido la frecuencia con la que
guardamos los archivos de resultados; así, tendremos un número de ficheros que podremos
reproducir como un video visualizando cualquier variable por vértices o por tetraedro.
En cuanto a resultados referentes a partículas tenemos las siguientes posibilidades:
Resultados alfanuméricos: cada vez que se hace una iteración de fase sólida se escriben
una serie de resultados como los que podemos ver en la Figura B.5. En primer lugar, se
muestra el número de partículas que se han calculado y el tiempo de cálculo empleado
(en segundos) y, en segundo lugar, se pueden ver los porcentajes de volátiles liberados
y de carbono fijo gasificado y un balance de masa de carbón, en el que se muestra la
integral de la fuente de masa.
Figura B.5: Ejemplo de un fichero de partículas
B.3. Postproceso 241
Por otro lado, se calculan las distribuciones de tamaños, el diámetro medio y la tempe-
ratura media de las partículas que pasan por cada elemento de la malla. De esta forma,
se podrán conocer estos mismos valores en regiones más amplias del dominio, con los
que obtener, por ejemplo, perfiles radiales o axiales si estamos resolviendo un problema
con simetría axial.
Resultados gráficos: se dibujan las trayectorias de las partículas coloreadas por cual-
quiera de sus variables asociadas (Tp, vp, etc.). Se pueden elegir todas o algunas par-
tículas de una determinada celda de una entrada, o todas las de un tamaño concreto.
Además, hay la posibilidad de escribir todas las variables asociadas a una partícula
concreta en función del tiempo.
242 Apéndice B. Descripción del programa de simulación
Nomenclatura
A continuación daremos una lista de las notaciones utilizadas en esta memoria para las
principales variables, con el fin de facilitar la lectura de la misma.






hT entalpía térmica J/kg
h entalpía específica J/kg
cπ calor específico de la mezcla de gases a presión constante J/kgK
cv calor específico de la mezcla de gases a volumen constante J/kgK
D coeficiente de difusión de la mezcla de gases m2/s
µ viscosidad molecular kg/ms
ν viscosidad cinemática m2/s
M masa molecular g/mol
f e fuente de energía homogeneizada en la fase gaseosa J/m3s
fm fuente de masa homogeneizada procedente de las partículas kg/m3s
kT conductividad térmica W/mK
hw coeficiente de transferencia de calor a las paredes W/m2K
R constante universal de los gases J/molK
k energía cinética turbulenta m2/s2
ǫ tasa de disipación turbulenta m2/s3
µt viscosidad turbulenta kg/ms
Pk producción de la energía cinética turbulenta kg/ms3
g gravedad m/s2
ΩF región del flujo sin oxígeno -
ΩO región del flujo con oxígeno -
ΓF llama de difusión que separa las regiones con y sin oxígeno -
Zn, n = 1, ..., 4 combinaciones de Shvab-Zeldovich para las especies -
H combinación de Shvab-Zeldovich para la entalpía térmica J/kg
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Yi fracción másica de la especie i-ésima -
Xi fracción molar de la especie i-ésima -
h0i entalpía específica de formación de la especie i-ésima J/kg
∆H0i entalpía molar de formación de la especie i-ésima J/kg
fmi fuente de masa de la especie i-ésima homogeneizada proce-
dente de las partículas
kg/m3s
2. Notaciones para la reacción química l-ésima:
Notación Descripción Unidades
Bl factor de frecuencia de la reacción l 1/s
El energía de activación de la reacción i J/mol
ql calor de la reacción l J/kg
λl velocidad de reacción adimensional para la reacción i-ésima -
γl velocidad de reacción kmol/m3s
wl masa de combustible gasificada por unidad de volumen y de
tiempo
kg/m3s
ṁl masa gasificada por unidad de tiempo kg/s
Dal número de Damköhler -
3. Símbolos relativos a las partículas:
Notación Descripción Unidades
vp velocidad m/s
xp posición ocupada por la partícula -
cp calor específico J/kgK
ρp densidad kg/m3
mp masa kg
mV masa de volátiles en la partícula kg
mH2O masa de agua en la partícula kg
mC masa de carbono fijo en la partícula kg
mcen masa de cenizas en la partícula kg
ρV densidad de volátiles en la partícula kg/m3
ρH2O densidad de agua en la partícula kg/m
3
ρC densidad de carbono fijo en la partícula kg/m3
ρcen densidad de cenizas en la partícula kg/m3
rp radio m
a radio inicial m
Tp temperatura K
εp coeficiente de emisividad -
q′′p flujo de calor que llega a la partícula por conducción J/m
2s
q′′r flujo de calor que llega a la partículas por radiación J/m
2s
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De coeficiente de difusión efectiva a través de los poros de la
partícula
kg/ms
rc radio del núcleo de carbono fijo de la partícula “shrinking
core”
m
rf radio de la llama de difusión relativa a la partícula m
Tc temperatura de cambio de la partícula K
F e fuente de energía aportada por la partícula a la fase gaseosa J/m3s
Fmi fuente de masa de especie Ei aportada por la partícula kg/m
3s
4. Notaciones para los métodos Lagrange-Galerkin:
Notación Descripción
X curva característica
X̃ curva característica modificada
Tj elemento de la malla
T̂ elemento de referencia
Ne número de elementos de la triangulación o malla
Nn número de nodos o grados de libertad de cada elemento
Nng número de nodos o grados de libertad globales
Nvg número de vértices globales de la malla
aji vértices de cada símplex j
âi vértices del elemento de referencia T̂
αi vértices de la malla
dji nodos de cada símplex j
d̂i nodos del elemento de referencia
βi grados de libertad globales
p̂i polinomios de base del espacio P (T̂ )
pji funciones de base de P (Tj)
Fj aplicación afín de T̂ en Tj
h tamaño característico de la malla
∆t paso de tiempo
Imh interpolador de Lagrange de grado m
Rh operador interpolación elíptica
[φ] sucesión de funciones {φn}Nn=0
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