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Emerging in the 1950s, the multiband superconductivity has been considered for a long time as an
approximate model in the form of a generalization of the BCS theory to the case of two bands for a
more accurate quantitative description of the properties and characteristics of such superconductors
as cuprates, heavy fermions compounds, metal boron carbides, fullerides, strontium ruthenate etc.
due to their complex piecewise-continuous Fermi surfaces. However the discovery of the multiband
structure of the superconducting state in magnesium diboride in 2001 and iron oxypnictides and
chalcogenides in 2008 led to the appearance of many papers in which effects and different 
dependences well known for conventional single-band s-wave superconductors were reexamined. 
The main purpose of these studies was to reveal the symmetry type of the order parameter, which
provides an important information about the mechanism of Cooper pairing in these
superconductors. One of the most effective methods of obtaining information on the symmetry
properties of the order parameter in the multiband superconductors is phase-sensitive techniques.
This review summarizes the results of theoretical and experimental studies of the proximity and
Josephson effects in systems based on multiband superconductors in contact with normal metals,
insulators and other superconductors.
1. Introduction
The microscopic theory of superconductivity by
Bardeen, Cooper, and Schrieffer (BCS) is based on an isotro-
pic metal model.1,2 The results obtained in this approach
agree qualitatively well with experiment, without, however,
providing full quantitative agreement.
Almost immediately after the development of the BCS
model, an attempt has been made to partially take into
account the anisotropic properties of metals, namely, the
effect of overlapping of the energy bands in the vicinity of
the Fermi surface,3,4 which leads to the appearance of inter-
band quantum electron transitions and, as a result, to an addi-
tional indirect attraction between the electrons of each band .
This gives rise to qualitatively new properties of the multi-
band superconductor model in comparison with the model of
independent bands. It should be noted that at that time, the
multiband (two-band) model of superconductivity was con-
sidered solely as an attempt to “fit” the experimental data
obtained by studying various properties of single-band
superconductors and later discovered compounds with so-
called unusual superconductivity (cuprates, heavy-fermion
compounds, borocarbides, fullerides, strontium ruthenate,
organic superconductors) to the BCS theory.
However, the real boom in the study of multiband super-
conductivity began with the discovery of a superconducting
transition in MgB2 in 2001.
5 Using various experimental
techniques, it was established that the superconducting phase
of magnesium diboride has two independent gaps with
different temperature dependences, the existence of which
cannot be interpreted as the manifestation of gap anisotropy,
as was usually the case for the so-called multiband supercon-
ductors mentioned above.6–25
In 2008, it was discovered that (oxy)pnictides and iron
chalcogenides also exhibit a multiband superconducting
state.26 However, unlike MgB2, the interaction between the
order parameters characterizing the multi-gap nature of the
superconductivity of these compounds is repulsive (the inter-
band matrix elements of the interband interaction are nega-
tive). As a rule, the electronic band structure of iron-
containing superconductors consists of two hole pockets in
the center of the Brillouin zone and two electron pockets at
(p, p).27–29 This must lead to the unique s6-wave symmetry
of the order parameter, which is remarkable due to isotropic
superconducting gaps emerging on the hole and electron
sheets of the Fermi surface, which, however, have opposite
signs on these sheets.
It has been first proposed independently in Refs. 30–32
that such an order parameter is realized in iron-containing
superconductors. It is fair to say that the concept of s6 sym-
metry has been introduced even before the discovery of the
superconducting phase in iron-based compounds in relation
with the theoretical description of superconductivity in sev-
eral other materials described by multiorbital models.33–37
Various electronic models of iron-containing supercon-
ductors, as well as the available experimental data,38 also sug-
gest that the s6 superconducting state is nevertheless the most
energetically optimal for this class of superconductors. Despite
the rather large number of experimental facts supporting this
hypothesis, the question of the symmetry of the order parame-
ter, as well as the number of superconducting gaps in iron-
containing superconductors, remains controversial, since for
some members of the iron-based superconductor family, the
two-band approach is not sufficient to provide full qualitative
and quantitative explanation to the available data. Therefore, to
better describe the experimental results, more complex chiral
pairing symmetries have been proposed: s þ id, with s6þ isþþ
and isotropic s-wave tri-gap models.39–42
Obviously, the presence of a complex order parameter
structure in multi-band superconductors generates an interest-
ing new physics. In particular, such superconducting systems
must lead to the emergence of a whole family of topological
defects and quantum phenomena that have no analogs in con-
ventional superconductors. For example, states with time-
reversal symmetry breaking, collective modes of Leggett’s
type, phase solitons and domains, vortices carrying fractional
magnetic flux and generating a unique intermediate state, dif-
ferent from both type-I and type-II superconductivity, as well
as fractional Josephson effect.
Such a large number of new and non-trivial data have
already been summarized in recent reviews devoted to the
theoretical aspects of describing the topological defects of
multiband superconductivity and their experimental detec-
tion.43,44 Along with this, at the moment there are already a
substantial number of papers addressing coherent current
states in systems based on multiband superconductors, in
particular, Josephson states, states in systems with doubly-
connected geometry, and quasi-one-dimensional infinitely
long channels.
It should be noted that, among other things, interest in
the studies of the Josephson effect is due to the fact that
phase-sensitive techniques often provide the most valuable
information on the symmetry of the order parameter in
unusual superconductors and are a sufficiently productive
“tool” for identifying it in compounds where this problem
remains unsolved (see, e.g., Refs. 45–48).
In view of the above, the present paper aims to provide
an overview of the currently known theoretical and experi-
mental results on current states in multiband superconductors
and, in particular, the Josephson systems based on them.
The review is organized as follows: Section 2 addresses
proximity effects that occur on the interface of a multiband
superconductor with a normal metal or other superconduct-
ing material. The Josephson effect in multiband supercon-
ductors and the Josephson systems based on them are
discussed in Sec. 3. The main results are summarized in Sec.
4. Also, for convenience, in Appendixes A and B, we pro-
vide a very brief overview of the microscopic theory of mul-
tiband superconductivity and the phenomenological
Ginzburg-Landau model generalized to the case of multiple
order parameters with s-wave symmetry.
2. Specific aspects of the proximity effect in heterostructures
based on multiband superconductors
2.1. Contact of a normal metal and a two-band superconductor
The proximity effect is the phenomenon of the penetra-
tion of Cooper pairs of a superconductor into a normal metal
or another superconductor over a distance of the order of the
coherence length, leading to an induced energy gap in the
material in contact with the superconductor. This effect has
already been fairly well studied and described in terms of the
Andreev reflection phenomenon and the microscopic formal-
ism of Green’s functions.49–57
Evidently, the presence of several energy gaps in the
spectrum of quasiparticle excitations of a superconductor
should impose certain features on the proximity effect. Such
a problem has become topical, in particular, after the detec-
tion of multiband superconductivity in MgB2, in oxypnicti-
des and iron chalcogenides. The theoretical and
experimental studies that appeared after that were primarily
aimed at understanding how the multiband nature of the
superconducting state influences the proximity effect, in par-
ticular, the density of states at the multiband superconductor–
metal interface, tunnel current and other accompanying
phenomena.
One of the first such studies theoretically investigated
the proximity effect in bilayers consisting of a two-band
superconductor and a single-band superconductor and those
composed of a two-band superconductor and a normal
metal.58 In the paper, the formalism of the Usadel equa-
tions59 and Kupriyanov-Lukichev boundary conditions60,61
has been generalized to the case of two energy gaps (see
Appendix A).
The first object for theoretical studies in this paper is a
heterostructure formed by a single-band superconductor and
MgB2. Figure 1 shows the results of a numerical solution of
the Usadel equations for energy gaps in a system formed by
the superconducting magnesium diboride and a single-band
conventional superconductor.
At temperatures above the critical temperature of the
single-band superconductor (solid lines in Fig. 1), it can be
seen that its gap grows as it approaches the interface, while
Dr (large gap in MgB2) decreases, as, in principle, can be
expected based on the analogy with the proximity effect in
single-band superconducting bilayers. The decrease of the
Fig. 1. Energy gaps of MgB2 (S) and a single-band superconductor (S
0) as a
function of the position in the S0S heterostructure. The coherence lengths of
the superconductors are assumed identical. The dashed line denotes the
bilayer interface.58
second, weaker gap Dp near the interface can be explained
by a relatively strong interband coupling between the two
bands. Due to the weakening of the interband interaction and
the simultaneous increase in the pairing between the contact-
ing superconductors (due to the small values of the barrier
parameters at the heterostructure interface), an opposite
regime has been achieved in which the energy gaps of the
two-band superconductor grow toward the interface (dashed
lines in Fig. 1). This result can be interpreted as a peculiarity
of the proximity effect in the case of a two-band supercon-
ductor, in which the gap increases upon contacting a single-
band superconducting material, which has a lower critical
temperature.
This behavior is confirmed by calculations of the density
of states in an SN bilayer (Fig. 2). As follows from the
graph, three peaks of the density of states are present in the
normal layer of the heterostructure: the lowest layer corre-
sponds to a small gap induced by the superconducting part
of the bilayer, while the other two are the result of the two-
band structure of the contacting superconductor.
2.2. An anomalous proximity effect at the boundary of s and s6-
wave superconductors
Superconducting magnesium diboride in an unperturbed
state has a zero phase difference / between the order param-
eters, or the sþþ-wave pairing mechanism. The results of
experiments with some compounds from the family of super-
conducting oxypnictides and iron chalcogenides imply that
the s6-wave symmetry of the order parameter in these super-
conductors is energetically favorable if / ¼ p in the ground
state.
Obviously, the most convincing detection of the pairing
mechanism is provided by phase-sensitive techniques. It is
logical to assume that one of these tests to determine the
opposite signs of order parameters in a two-band supercon-
ductor can be the proximity effect.
For the first time the possibility of using this effect has
been theoretically substantiated in Ref. 62. For illustration, a
“sandwich” consisting of a thin (compared to the coherence
length) layer of an ordinary s-wave superconductor and a two-
band superconducting material with s6 type of symmetry has
been considered under assumption that both substances have a
high concentration of nonmagnetic impurities. The hypothesis
of dirty superconductors allowed the authors to apply the for-
malism of the Usadel equations with the corresponding
Kupriyanov-Lukichev boundary conditions. Within the frame-
work of this approach and taking into account the assumed
low thickness of the ordinary s-wave superconductor layer,
the density of states on the interface of the system under study
has been estimated analytically (Fig. 3).
Calculations have shown that the s6-wave symmetry
makes a unique “imprint” on the density of states of the het-
erostructure. The parallel orientation of the order parameter
phases (see the inset in Fig. 3) leads to a minor peak in the
density of states, while the antiparallel phases induce a small
dip. While the presence of peaks in the density-of-states plot
is the common effect between two superconductors, the
anomalous dip observed in the calculations should obviously
be considered as a feature arising due to the proximity to an
s6-wave two-band superconductor.
Further theoretical studies have shown that for certain
characteristics of a bilayer formed by a conventional and an
s6-wave superconductors, a nontrivial frustrated state with
broken symmetry with respect to time reversal can be
formed in the heterostructure, corresponding to a phase dif-
ference different from zero or p.63,64 The possibility of real-
izing this proximity effect can be demonstrated at a
phenomenological level. The Josephson coupling energy for
two superconductors in contact in the limit of weak coupling
between the heterostructure layers has the form
E /ð Þ ¼ EJ1  EJ1ð Þ 1  cos/ð Þ þ EJ2
2
1  cos 2/ð Þ; (1)
where / denotes the phase difference between the order
parameter Ds in a single-band superconductor and the first
order parameter D1 in the s6-wave two-band superconduc-
tor, and the coefficient EJ2 arises due to nonzero
Fig. 2. Normalized density of states in an SN (S is the two-band supercon-
ductor, N is the normal metal) bilayer at four different points of the hetero-
structure (indicated by numbered black dots in the inset). The electron-
phonon pairing constants for the two-band superconductor are K11 ¼ 0.5,
K22 ¼ 0.4, K12 ¼ K21 ¼ 0.1.58
Fig. 3. The density of states at the interface of the heterostructure consisting
of an ordinary s-wave superconductor and a two-band superconductor with
s6 symmetry type.
62
transparency of the barrier at the bilayer interface.
Expression (1) corresponds to the Josephson current:
j /ð Þ ¼ jJ1  jJ2ð Þsin/þ j 2ð ÞJ sin 2/: (2)
On the other hand, minimization of the energy (1) with
respect to the phase difference / gives an expression for the
ground state of the heterostructure
cos/0 ¼
jJ1  jJ2
2jj 2ð ÞJ j
: (3)
Evidently, in the ground state, /0 varies smoothly from
0 to p, while the current difference changes from 2jjð2ÞJ j to
2jjð2ÞJ j. Thus, in fact, the state with time-reversal symmetry
breaking creates the so-called /-contact65 (Fig. 4).
However, as the subsequent microscopic analysis
showed, the second harmonic in the Josephson transport and,
accordingly, the state with broken time-reversal symmetry
arises only in the case of a very weak interband interaction
in the two-band superconductor with the s6-symmetry. As
has been proposed in Ref. 64, both the presence of this state
and the s6-wave pairing mechanism can be determined using
specific features in the density of states. The results of an
approximate solution of the Usadel equations for the sand-
wich show the characteristic changes in the density of states
(Fig. 5). In particular, the parallel orientation of the phases
of the first order parameter of the two-band superconductor
and the order parameter of the single-band superconductor
(/ ¼ 0) generates a positive peak in the density of states,
while the antiparallel orientation gives a negative contribu-
tion. In the “maximum” frustrated state, at / ¼ p/2, accord-
ing to calculations, the density of states has two small dips.
A more detailed study of the conditions for the appear-
ance of the state with time-reversal symmetry breaking in the
bilayer formed by a single-band superconductor and a two-
band superconductor with s6-wave symmetry has been car-
ried out in Ref. 66. In the limit of low transparency of the bar-
riers and at a temperature close to zero, the Usadel equations
were solved analytically using the perturbation theory. Based
on these results, a phase diagram was constructed, showing all
possible states that arise due to the proximity effect between a
single-band and two-band superconductors (Fig. 6) as a func-
tion of the barrier transparency at the interface.
Figure 6 illustrates the regions where the “positive” (the
order parameter in the single-band s-wave superconductor
increases) and “negative” (suppression of the order parame-
ter in a single-band superconductor) proximity effects occur,
as well as the small region of the so-called anomalous prox-
imity effect, where the frustrated state is realized, leading, as
was shown earlier, to breaking of time-reversal symmetry.
The proximity effect between a single-band and an s6-
wave superconductor can also be described in the framework
of the Ginzburg-Landau phenomenological theory. In Ref.
67, the following Ginzburg-Landau free energy functional
has been proposed to describe such a system
F D1;D2½  ¼ FL þ FR þ Fc; (4)
where Fv ¼ L,R is the energy of the left and right sides of the
bilayer
Fig. 4. (Left) Josephson junction of s and s6 superconductors with arbitrary
values of the order parameters. (Right) Schematic representation of the
phase diagram of bilayer states as a function of the pairing energy of the
order parameters of the two-band superconductor with the order parameter
of the single-band superconductor.64
Fig. 5. Evolution of the singularities of the density of states in an s-wave
superconductor, induced by the proximity effect with an s6 superconductor.
The difference between the first order parameter of the two-band supercon-
ductor and the order parameter of the single-band superconductor increases
from 0 to p. For clarity, the curves are offset relative to each other. The
dashed line corresponds to the density of states of an isolated massive
single-band superconductor.64
Fig. 6. Phase diagram of the possible states of a junction formed by s and s6
superconductors in the weak-coupling limit between the heterocontact layers
and at zero temperature for different values of the energy gaps shown in the
figure.66
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Fc represents the energy of a junction formed by a single-
band and two-band superconductors
Fc ¼
X
i¼1;2
TijDi 0þð Þ  Di 0ð Þj2
 
; (6)
and jvi , r
v
i and u
v
i denote the standard parameters of the phe-
nomenological model. The term with avi corresponds to an
additional energy created by the superconducting current
between the two superconductors. The coefficient tv
describes the interband interaction. The coefficient Ti is
responsible for the transparency of the barriers at the hetero-
structure interface.
The variation of the free energy (4) with respect to the
phase difference of the order parameter in a two-band super-
conductor with the s6 type of symmetry makes it possible to
classify possible regimes in bilayer behavior (Fig. 7).
Depending on the transparency of the barriers and the
characteristics of the junction materials, there are three quali-
tatively different states: (1) the regime with a single minimum
of the free-energy as a function of the phase difference of the
order parameters of the two-band superconductor / ¼ 2pn (n
is an integer); (2) a state with broken time-reversal symmetry,
where the free-energy minimum is degenerate for / ¼ 2pn
6 /0 and 3) a regime with two minima, one of which at /
¼ 2pn is global and another at / ¼ p(2n þ1) is local.
Besides the formalism of the quasiclassical Usadel equa-
tions and phenomenology of the Ginzburg-Landau theory,
Bogolyubov-de Gennes equations have also been used to
study the characteristics of a junction and its probable singu-
larities. In Ref. 68, they were used to develop the self-
consistent theory of proximity effect in a heterostructure
formed by an s6-wave two-band superconductor and its
single-band analogue. Numerical solution of the Bogolyubov-
de Gennes equations allowed determine the energy of the
system as a function of the phase difference between the order
parameter of the single-band superconductor and the first
order parameter of the s6-wave two-band superconductor
E(/) (Fig. 8).
Since all the obtained dependences are periodic and
have the symmetry E(/) ¼ E(/), the graphs are plotted in
the range 0 to p. Numerical simulation revealed four types
of bilayer states: (a) 0-junction with the energy minimum at
zero phase difference between the order parameter of the s-
wave superconductor and that of the hole region of the
Fermi surface of the two-band superconductor (accordingly,
the phase difference between the order parameters of the
conventional superconductor and that of the electron Fermi
surface sheet of the two-band superconductor is p); (b)
p-junction with the phase difference of p; (c) /-junction for
the case of the energy minimum in the range 0 < / < p; and
(d) double-minimum junction with two minima on the E(/)
dependence, one is local, at zero phase difference, and
another is global, located in the range 0 < /  p.
Since the constructed model contains a rather large num-
ber of parameters of the sandwiched superconductors and
the interface between them, it has been attempted (in the
same paper) to find out the conditions for the formation of
the four above states. To this end, the characteristics of the
s6-superconductor were fixed and the parameters of the
interface and the conventional single-band superconductor
were varied.
If the tunnel amplitudes of the bilayer, wx and wy, are
small, the transition between the 0-contact and the
p-contacts is very sharp, and the region of existence of the
/-contact occupies a very small “silver” region on the phase
diagram (Fig. 9). With increasing wx and wy, the phase space
of the /-junction existence expands.
The chemical potential of the single-band superconduc-
tor l0 also has a significant effect on the behavior of the het-
erostructure and its phase diagram. Figure 9 shows that there
is a certain critical value of the chemical potential lc, such
Fig. 7. (a) Phase diagram of the possible states of an s–s6 bilayer for the fol-
lowing coefficients of the Ginzburg-Landau theory: rvi ¼ 1, jvi ¼ 4, uv1 ¼ 1,
uv2 ¼ 2, tL ¼ tR, avi ¼ a, l ¼ 3, and T1 ¼ T2. Different states correspond to
qualitatively different behavior of the dependences of the energy on the
phase difference of the order parameters in the two-band superconductor: a
state with a single minimum (“single minimum”) at / ¼ 2pn, a phase with
time-reversal symmetry breaking (“TRB”) with a minimum at the points /
¼ 2pn 6 /0 and a state with two minima (“double minimum”) at / ¼ pn.
(b) The same as in panel (a), but with the identical order parameter moduli
in the two-band superconductor. In this case, the state with a single mini-
mum disappears.67
Fig. 8. Examples of the dependences of the energy on the phase difference
between the order parameter in a single-band superconductor and the first
order parameter in an s6 wave two-band superconductor obtained from self-
consistent calculations for a 0-contact (a) and a contact with two minima
(c). Panels (b) and (d) show similar dependences obtained from non-self-
consistent calculations for the same parameters as in panels (a) and (c),
respectively.68
that l0 > lc > 0, for which the energy minimum of the sys-
tem is realized for the phase difference equal to p. For l0
< lc, small changes in the chemical potential lead to transi-
tions from the zero phase difference to p and vice versa. It
was also found that increasing the gap in the single-band
superconductor reduces the number of these transitions at
fixed values of the tunnel amplitudes.
In addition to the fundamental aspects outlined above,
interest in the proximity effect between a normal metal and a
multi-band superconductor is also due to the fact that it is
the theoretical basis for microscopic Andreev spectroscopy,
which serves as a powerful method for diagnosing the sym-
metry of the order parameter in superconducting materials
with several energy gaps.69–71 In Ref. 71, the Blonder-
Tinkham-Klapwijk formalism was generalized to the case of
a two-band superconductor, taking into account the phase
difference of the order parameter in it. The analytical expres-
sion for the conductivity of the microcontact obtained from
the solution of the Bogolyubov-de Gennes equations made it
possible to establish an important difference between sþþ
and s6-wave symmetry in a two-band superconductor, which
can be used to interpret the corresponding experiments of
microcontact spectroscopy of “iron” superconductors.72–76
3. Josephson effect in multiband superconductors
In 1962, Josephson predicted that persistent current can
flow through a tunnel junction formed by two superconduc-
tors. It has been shown that the magnitude of this current
depends sinusoidally on the coherent phase difference
between the left and right superconducting banks.77 This
effect was later called the dc Josephson effect.
In Ref. 78, Josephson established that when the tunnel
current exceeds a certain critical value, a non-zero voltage
appears across the junction, and the current becomes non-
stationary oscillating with a frequency proportional to the
voltage. This phenomenon is called the ac Josephson effect.
These theoretical predictions were soon confirmed
experimentally.79–81
The detection of two-band superconductivity in magne-
sium diboride and the multi-band structure of the energy
spectrum of the superconducting state in oxypnictides and
iron chalcogenides revived the interest in phase-coherent
current states, among which the Josephson effect also plays
an important role. Taking into account the fact that high-
temperature iron-based superconductors probably possess
complex symmetry of the type s6 s þ id, s6 þ isþþ, etc.,
Josephson spectroscopy is in fact the only method that
makes it possible to “sense” the phase difference between
the order parameters in these compounds.
At the same time, the Josephson effect is also of use for
detecting collective modes in multiband superconductors,
first predicted by Leggett.82 These modes can exist indepen-
dently of the signs of the order parameters in the bands and
include oscillations of the phase difference.
3.1. SNS and SIS junctions
The Josephson effect can be realized in different struc-
tures.83 In Josephson’s pioneering work, a tunnel junction
with a delta-barrier was considered. Further theoretical stud-
ies have shown that a nondissipative flow of current is also
possible in SIS tunnel junctions with weak coupling in the
form of an insulating (I) interlayer between two supercon-
ductors (S), as well as SNS sandwiches with a layer of nor-
mal metal (N).
After the discovery of superconductivity in magnesium
diboride, it became clear that, being a phase-sensitive phe-
nomenon, this effect should have unique characteristics in
multiband superconductors that reflect the unusual symmetry
of the order parameter. The first works in search of these fea-
tures were devoted to the SIS and SNS Josephson junctions,
where one or both superconductors have s6 symmetry.
Within the framework of the quasiclassical Eilenberger
equations and the respective generalization of the
Kupriyanov-Lukichev boundary conditions, one can derive
the Ambegaokar-Baratov equation for the junctions formed
by multiband (two-band) superconductors84 (a more detailed
analysis of the equation for iron superconductors has been
carried out in Ref. 85).
Iij ¼ pT
eRij
X
x
DRjDLiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ D2Li
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ D2Rj
q ; (7)
where L and R denote the left and right superconductors,
respectively, and R1ij ¼ minfR1Lij ;R1ij g is the normal junc-
tion resistance for the bands (i, j), defined by a special inte-
gral over the Fermi surface SLi(Rj)
RL Rð ÞijA
 1 ¼ 2e2
h
ð
vx>0
Dijvn;Li Rjð Þd2SLi Rjð Þ
2pð Þ3vF;Li Rjð Þ
: (8)
Fig. 9. Phase diagrams, (a) and (b), showing the states of the s–s6 supercon-
ductor heterostructure as a function of the tunnel amplitudes wx ¼ wy and
the chemical potential l0 of the single-band superconductor with a gap D0.
The white regions correspond to zero phase difference between the s-wave
superconductor and the order parameter for the electron pocket, while the
black regions correspond to the phase difference of p. Gray regions indicate
an intermediate state with a phase difference from 0 to p. The blue symbols
indicate regions with two minima on the energy dependence on the phase
difference. Panel (c) shows schematics of the phase diagram. In black
regions, the energy of the system is reached at the phase difference of p, in
gray regions the entanglement of states with a phase difference of 0, u and p
is realized. The region in which an additional minimum with zero phase dif-
ference can possible exists is marked in blue.68
Here A is the junction, vn is the projection of the Fermi
velocity vF on the normal direction to the interface plane, Dij
denotes the tunneling probability of a quasiparticle from the
band i of the left superconductor L to the band j of the right
bank R. The total current I through the contact is obtained by
summing up I ¼Pij Iij.
Almost immediately after the electron-phonon mecha-
nism of two-band superconductivity in MgB2 was estab-
lished and the coupling constant matrices in this compound
were determined, this equation was applied to the calculating
of the Josephson tunneling in S2IS2 and S1IS2 contacts,
where S1 and S2 are single-gap niobium and double-gap
magnesium diboride, respectively.84 The results of numeri-
cal calculations are shown in Fig. 10.
Owing to strong intra- and interband pairing, the temper-
ature dependence of the critical current of the MgB2-I-MgB2
system for the ab crystallographic plane differs from that for
a single-band isotropic superconductor obtained from the
Ambegaokar-Baratoff relation. Due to the predominant con-
tribution from the p-band, the critical current in the ab plane
shows a positive curvature. For tunneling along the c-axis,
the critical current is formed solely by the contribution from
the p-band.
A similar behavior of the heterostructure is realized also
for the case when one of the junction banks is a single-band
superconductor Nb-I-MgB2. The critical current of the sys-
tem along the c-axis is created only by the p-band.
The most interesting result is produced by the
Ambegaokar-Baratoff relation in the case of a tunnel current
in a Josephson system in which one of the electrodes is a
two-band superconductor with a phase difference in the
banks equal to p, i.e., with s6 symmetry, and the other elec-
trode is a conventional superconductor with a single gap. It
has been shown in Ref. 86 that in the case of equal partial
contributions to the normal junction resistance, the tempera-
ture dependence of the critical current through the hetero-
structure exhibits a maximum that does not coincide with
absolute zero (Fig. 11), as would be the case for the
Josephson effect in single-band superconductors.
If the contributions of each band to the normal resistance
are not equal, the behavior of the temperature dependence
becomes even more exotic. At a certain temperature differ-
ent from the superconducting transition temperature, the crit-
ical current of the contact is zero (Fig. 11). In fact, this
means that an increase in temperature shifts the ground state
of the Josephson system from 0 to p, i.e., there is
temperature-induced switching from a normal contact to p-
contact.
A deeper analysis of the 0–p switching conditions for
the ground state in ballistic SIS heterostructures has been
carried out within the Bogolyubov-de Gennes equations.87 In
this paper, a contact formed by s and s6 superconductors has
been considered. Using numerical simulation, the spectra of
Andreev bound states were calculated as a function of the
interband interaction coefficient in a two-band superconduc-
tor for coinciding energy gaps and zero temperature. While
the intersection of the energy states (blue curve) is observed
for the unpaired non-interacting bands, with increasing the
“force” of interband interaction, they start to “repulse” each
other, and a growing gap is formed in the spectrum of the
Andreev states [Fig. 12(a)].
However, one of the main results of Ref. 87 is the possi-
bility of 0–p switching in an SIS system with a certain ratio
Fig. 10. Temperature dependences of the critical currents of tunnel junctions
MgB2-I-MgB2 and Nb-I-MgB2 for different bands and different crystallo-
graphic orientations.84
Fig. 11. Temperature dependence of the Josephson current in the junction
formed by an s6 two-band superconductor with a critical temperature Tc
¼ 41 K and a single-band superconductor with different TRc shown in the
graph. The parameter e ¼ RN,r/RN,p reflects the partial contributions of the r
and p bands of the superconductor with two gaps to the resistance of the tun-
nel junction. The coupling constants in a two-band superconductor are Vpp
¼ 0, Vrp ¼ Vpr ¼ 0.35jVrrj.86
Fig. 12. Andreev bound states (a) and the critical current sjIjs6 of the junc-
tion as a function of the ratio of the transparency coefficients of the barriers
rZ at the interface of the system (b) for different values of the interband
interaction ~a in the two-band superconductor.87
of transparency coefficients for each band on the interface of
the Josephson junction. It manifests itself as a salient point
in the dependence of the critical current of the system [Fig.
12(b)].
For nonzero temperature and mismatching values of the
energy gaps, the current-phase relations exhibit p-junction
behavior with the dominant component due to the second
harmonic (Fig. 13). This gives the maximum of the
Josephson current at a certain phase difference u* different
from p/2.
The same results, in particular, the temperature-induced
crossover from the conventional to p-junction behavior and
the appearance of the second-harmonic component in the
Josephson transport, can be obtained by applying the method
of tunneling Hamiltonian.88
The diversity of the ground states of sþþIs and s6Is
junctions has also been demonstrated using the Gor’kov
equations for the Green’s functions in the approximation of
strongly coupled electrons89,90 with various orientations of
the interface with respect to the crystallographic axes of
two-band superconductors taken into account. For certain
specific parameters, corresponding to real microscopic
parameters of some iron-based superconductors, the current-
phase dependences of s6Is6 heterostructures exhibit a
p-contact signature.
Iron superconductors, some of which are unique in their
s6 type symmetry, are also noteworthy since their
temperature-doping phase diagram contains a region where
the superconducting dome intersects with the magnetic
phase characterized by spin-density waves (SDW). The
effect of SDW on the characteristics of s6Isþþ, sþþIs6 and
s6Is6 junctions has first been analyzed in Ref. 91. It turned
out that for an s6Is6 heterostructure, its critical current con-
tains a term that depends on the orientation angle of the mag-
netization vector in the SDW state. However, both in the
presence and absence of SDW in two-band superconductors,
there are conditions under which a p-junction in the s6Is6
system can be observed in appropriate experiments with
superconducting oxypnictides and iron chalcogenides.
Replacement of the insulating interlayer in the junction
by a normal metal does not qualitatively change the specific
features of the Josephson effect in an s6 superconductor.
The numerical solution of the Usadel equations with the
generalized Kupriyanov-Lukichev boundary conditions for
the case of a two-gap superconductor has shown that the
ratio of the barrier transparency coefficients for the interfa-
ces of each band rk (k ¼ 1,2) in both SNS and SIS junctions
plays a key role in the realization of the 0–p transition.92,93
In other words, if a two-band superconductor has s6 symme-
try, then for a certain value of rk, the critical current of the
contact exhibits a kink in the Ic(rk) dependence, which corre-
sponds to the crossover from the conventional junction to
p-junction (Fig. 14).
According to the calculations, a similar kink also occurs
in the temperature dependence of the critical current of an
SNS heterostructure for certain parameters of the contacting
superconductors, in which (as above) one of the supercon-
ducting banks has two order parameters with a phase differ-
ence of p in the ground state (Fig. 15).
A more general theory of ballistic Josephson junctions
where both banks are identical multiband superconductors
with sþþ or s6 symmetry has been developed in Refs. 94
and 95 The model is based on the Bogolyubov-de Gennes
formalism, and the Blonder-Tinkham-Klapwijk potential is
employed as an interface barrier, which allows to describe
both the SIS and SNS junction types. Numerical solution of
the equations allowed to obtain the spectrum of the Andreev
bound states of the heterostructure, from which it is possible
to directly extract the current-voltage dependences (Fig. 16).
From Fig. 16, several conclusions can be drawn. First,
the Josephson junction formed by sþþ superconductors
exhibits higher critical current. Second, and most impor-
tantly, only in the case of superconductors with s6 wave
symmetry and only for certain ratios of the parameters of the
Fig. 13. Current-phase relationships for the sjIjs6 contact at T/Tc ¼ 0.4
(blue curve) and T/Tc ¼ 0.7 (red dashed curve) for the ratio of energy gaps
in a two-band superconductor equal to 0.3 and the ratio of the energy gap in
a single-band superconductor and the first gap of a two-band gap of 0.5. The
arrows indicate the position of the maximum of the Josephson current.87
Fig. 14. Dependence of the critical current of sjNjs and sjNjs6 junctions on
the ratio of the transparency coefficients of the barriers at the interface for
each of the bands rc, plotted for the ratio of the energy gaps of the two-band
superconductor rD ¼ jD2j/jD1j ¼ 1 and the ratio of the energy gap of the
single-band superconductor to the first energy gap of the s6 superconducting
layer equal to 1 (a) and 0.5 (b). For both graphs, the ratio of the thickness of
the normal metal layer to the coherence length in the single-band supercon-
ductor was assumed 1.92
Fig. 15. Critical current of an sjNjs6 junction as a function of the tempera-
ture, plotted for the ratio of the energy gap of the single-band superconduc-
tor to the first energy gap of the s6 superconducting layer equal to 0.5 and
the ratio of the thickness of the normal metal layer to the coherence length
in the single-band superconductor equal to 1 for different values of rc (see
Fig. 14). For the graph in panel (a), rD ¼ 0.3; for panel (b) rD ¼ 1.3.92
interface and superconducting banks, it is possible to realize
a p-junction.
The temperature behavior of the critical current further
confirms that the ground state of a Josephson system with a
phase difference of p can be realized (Fig. 17). Furthermore,
it follows that for both types of symmetries, sþþ and s6, the
critical current deviates from the temperature behavior
described by the Ambegaokar-Baratoff relation for the heter-
ostructures formed by single-band superconductors.
In the previous section on the proximity effect, it was
pointed out that in the bilayers with an s6 superconductor it
is possible to realize a state with broken time-reversal
symmetry. A similar state can be also observed under certain
conditions in the Josephson junctions in which one of the
layers is a two-band superconductor of the s6 type, and the
other is a conventional s-wave superconductor. In Ref. 96,
the conditions under which it is energetically favorable for a
Josephson system to acquire a state with broken time-
reversal symmetry have been found phenomenologically.
This can be shown by varying the junction energy in the
absence of a magnetic field and transport current in terms of
/s1 and /s2 (the phase differences between the first/second
order parameter of a two-band superconductor and the order
parameter of its single-band analogue):
E ¼ cos/s1  Js2 cos/s1  J12 cos /s1  /s2ð Þ; (9)
where Js2 is the energy of the Josephson coupling between
the s superconductor and the second band of the s6 super-
conductor, and J12 is the energy of the interband interaction
in the s6 superconducting part of the system (for conve-
nience, both quantities are normalized to the energy of the
Josephson coupling between the single-band superconductor
and the first band of the two-band superconductor Js1).
The result of minimizing energy Eq. (9) is shown in Fig.
18(a), where the region of the phase diagram with broken
time-reversal symmetry is visible, as well as in Fig. 18(b)
showing the energy landscape of all possible states of the
Josephson junction. As follows from the phase diagram, time-
reversal symmetry breaking is observed mainly at J12 < 0,
when the two-band superconductor has the s6 order-parameter
structure. It should be noted that the same conclusion have
been obtained earlier for bilayer systems (see Sec. 2.2).
In addition to the above-mentioned features such as a
kink in the temperature dependence of the critical current,
0–p transitions, unusual current-phase dependences and
states with broken time-reversal symmetry, the s6-wave
symmetry of the order parameter also affects the ac
Josephson effect, in particular the microwave response of a
Josephson junction. In several papers,96,97 it has been shown
theoretically the current-voltage characteristic of a hetero-
structure formed by s and s6 superconductors, exhibit addi-
tional current jumps in addition to the conventional Shapiro
steps. In this case, the step heights at the resonance voltage
Fig. 16. Current-phase dependences for Josephson junctions formed by s6
(a) and (c) and two-band superconductors with sþþ (b) and (d) symmetry for
different interface parameters of the heterostructure and superconducting
banks. Temperature T ¼ 0.001Tc.95
Fig. 17. Temperature dependence of the critical current of the Josephson
junctions formed by s6 (a) and (c) and two-band superconductors with sþþ
(b) and (d) symmetry for different parameters of the heterostructure inter-
face and superconducting banks.95
Fig. 18. (a) Phase diagram of the Josephson junction: the dependence of the
phase difference /s1 and /s2 on the energy of the interband interaction in an
s6-wave superconductor with Js1 ¼ Js2 ¼ 1. The region with noncollinear
“vectors” hs, h1, and h2, bounded by the black and red curves, the state of
the system with time-reversal symmetry breaking (the twofold degeneracy
of the ground state). (b) The contour map of the energy of the Josephson
junction E ¼ E(/s1, /s2) for J12 ¼ 1 and Js2 ¼ 1. The blue regions corre-
spond to the energy minima.96
frequency demonstrate an alternating structure, which corre-
sponds to the presence of two gaps in the superconductor.
Moreover, as shown in Ref. 97, in the case of s6 symmetry,
under certain conditions, there is a significant enhancement
of steps with odd multiplicity with respect to the resonant
frequency of external microwave irradiation, while in the
case of sþþ two-band superconductor, steps with even multi-
plicity dominate.
Two-band s6 superconductivity also generates unique
signatures of topological excitations in the contacts, which,
unlike fractional vortices in massive multi-band supercon-
ductors, possess a finite energy and, as a consequence, are
thermodynamically metastable formations. We are talking
about Josephson vortices and collective modes, the structure
of which reflects the s6 wave symmetry.
98–100 A detailed
description of the characteristics and properties of these
topological defects in multi-band superconductors can be
found in the reviews Refs. 43 and 44.
3.2. ScS microcontacts
An ScS microcontacts, where the letter “c” denotes a
constriction, is the simplest system for the experimental
observation of the Josephson effect. Depending on the rela-
tion between the constriction size d and the mean free path l,
there are two types of contact: the Sharvin microcontact in
the case of d  l,101 and the diffusion microcontact, also
known as the Maxwell microcontact with d  l. A so-called
quantum microcontact deserves a separate mention: its con-
striction size is comparable with the Fermi wavelength. In
this chapter, we imply the Sharvin microcontact.
A Josephson system with a constriction is formed by
placing a superconducting needle on the surface of a massive
superconductor or by depositing a superconductor onto a
bilayer consisting of an insulator and a superconductor with
a microscopic hole made in the insulator.
From the theoretical point of view, a microcontact is
usually modeled as a quasi-one-dimensional thread connect-
ing two massive banks. In the diffusion limit for single-band
superconductors, the Josephson current can be calculated
from the Usadel equations, in which all terms but the gradi-
ent ones are neglected. For symmetric contact (identical
superconductors), the calculation results are known in the lit-
erature as the Kulik-Omelyanchuk theory, or, following the
terminology of Ref. 83, the KO-1 theory.102 The main con-
clusion of the KO-1 theory is the non-sinusoidal form of the
current-phase dependence of a microcontact at zero tempera-
ture, which, as the temperature increases, evolves into a
sinusoidal curve described by the Aslamazov-Larkin
model.103 A generalization of the KO-1 theory to the case of
different contacting superconductors has been carried out in
Ref. 104. It has been shown that there exists a logarithmic
crossover to the sinusoidal form of the current-phase depen-
dence in the limit of an infinitely large ratio of the energy
gaps of superconducting banks.
In the pure limit, the Kulik-Omelyanchuk (KO-2) theory
has been developed, in which the current-phase dependence
of a Josephson system with ballistic conductivity is calcu-
lated within the framework of the Eilenberger equations.105
The characteristics of a microcontact with an arbitrary
barrier transparency in the ScS junction have been obtained
in Refs. 106 and 107.
The Josephson effect in microcontacts formed by “dirty”
two-band superconductors has first been considered in Ref.
108 within the framework of the phenomenological Ginzburg-
Landau theory. Due to the system geometry (Fig. 19), in the
two-component Ginzburg-Landau equations all terms but the
gradient terms are neglected. This approach allows to obtain
an analytic expression for the Josephson current:
j  j0 sin/
¼ 2eh
L
jD01j2
m1
þ jD02j
2
m2
þ 4 sgn cð ÞgjD01jjD02j
!
sin/;
(10)
where /  /R1  /L1 ¼ /R2  /L2, and the phenomenological
constants c and g correspond to the effects of interband
interaction and interband scattering in a two-band
superconductor.
It follows from Eq. (10) that the quantity j0 can take
both positive and negative values, provided that
j0 > 0 for g sgn cð Þ >  1
4m1
jD01j
jD02j þ
1
4m2
jD02j
jD01j

 
; (11)
j0 < 0 for g sgn cð Þ <  1
4m1
jD01j
jD02j þ
1
4m2
jD02j
jD01j

 
: (12)
If condition (12) is satisfied for a given set of parameters
of a two-band superconductor, then the microbridge can
behave as a p-contact.
It should be noted that later in Ref. 109, the criterion for
the absolute minimum of the Ginzburg-Landau functional
has been established (see Appendix B), which imposes a
restriction on the value of the coefficient g
jgj < 1
2
ffiffiffiffiffiffiffiffiffiffiffi
m1m2
p : (13)
Taking into account inequality (13), the quadratic form (12)
is positive definite for any values of jD01j, jD02j, c and
admissible values of g, since
jD01j2
m1
þ jD02j
2
m2
þ 4gjD01jjD02j sgn cð Þ
>
jD01j2
m1
þ jD02j
2
m2
 2jD01jjD02jffiffiffiffiffiffiffiffiffiffiffi
m1m2
p sgn cð Þ
¼ jD01j
m1
 jD02j
m2
sgn cð Þ

 2
	 0; (14)
therefore, within the framework of the phenomenological
description, the existence of p-contact is impossible.
Fig. 19. ScS contact model. The right and left banks are massive two-band
superconductors connected by a thin superconducting filament of length L
and diameter d. The relations d L and d min [n1, n2 are satisfied].108
Nevertheless, the current-phase dependence (10) remains
valid for two-band superconductors with very weak inter-
band scattering when g 1
2
ffiffiffiffiffiffiffiffi
m1m2
p .
A microscopic analysis of the characteristics of the ScS
system (Fig. 19), formed by dirty multiband superconduc-
tors, can be carried out using a suitable generalization of the
KO-1 theory. For two-band superconductors this has been
achieved in Refs. 110 and 111. As in the single-band case,
the one-dimensional Usadel equations (see Appendix A)
allows an analytic solution, which yields the current density
in the form
j¼ 4epT
L
X
i
XxD
x
NiDi
jfijcos v
L
i vRi
2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1jfij2
 
sin2
vLi  vRi
2
þ cos2 v
L
i vRi
2
r

 arctan
jfij sin v
L
i vRi
2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1jfij2
 
sin2
vLi vRi
2
þ cos2 v
L
i vRi
2
r ;
(15)
where fi(x) ¼ jfi(x)jexp(ivi(x)) represent the anomalous
Green’s functions for each band, Di are the intraband diffu-
sion coefficients due to the presence of scattering on non-
magnetic impurities, Ni is the density of states on the Fermi
surface for the i-th band electrons.
This general expression describes the Josephson current
as a function of the energy gaps in the banks jDij and the
phase difference at the junction /  /R1  /L1 ¼ /R2  /L2. If
the interband scattering effect is neglected, the current den-
sity (15) consists of two independent additive contributions
arising from 1 ! 1 and 2 ! 2 transitions. In this case, each
component of the Josephson current is proportional to the
respective values jD1,2j.
I ¼ 2pT
e
X
i
X
x
1
RNi
jDij cos /
2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ jDij2 cos2 /
2
r

 arctan
jDij sin /
2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ jDij2 cos2 /
2
r ; (16)
where RNi are the partial contributions to the Sharvin resis-
tance of the microcontact RN.
At T ¼ 0, it is possible to go in Eq. (16) from summation
to integration over the Matsubara frequencies and substan-
tially simplify the form of the current-phase dependence
I ¼ pjD1j
2eRN1
cos
/
2
Artanh sin
/
2
þ pjD2j
2eRN2
cos
/
2
Artanh sin
/
2
:
(17)
The graphs of the current-phase dependences of a microcon-
tact formed by superconducting magnesium diboride for
different values of the ratio r ¼ RN1/RN2 and temperature
s ¼ T/Tc are shown in Fig. 20.
The temperature behavior of the critical current of the
Josephson junction Ic is shown in Fig. 21. It can be seen that,
depending on the value of r, the curves Ic(T) have both posi-
tive and negative curvature.
An interesting case is the intermixing of various band
contributions, arising as a result of interband scattering. For
arbitrary values and an arbitrary temperature T, the Usadel
equations can be solved numerically. However, in order to
first clarify the effect of interband scattering, the Josephson
effect for an ScS contact can be considered near the critical
temperature.110 In this approximation, by solving the linear-
ized Usadel equations, the current density through the sys-
tem has the form
j ¼ j11 þ j22 þ j12 þ j21; (18)
where j consists of four components arising due to transi-
tions from the right bank to the left bank between different
bands
Fig. 20. Current-phase dependences of an SCS junction formed by MgB2 on
both sides, plotted at different temperatures s ¼ T/Tc: s ¼ 0 (1), s ¼ 0.5 (2),
s ¼ 0.9 (3) and the ratios r ¼ RN1RN2.111
Fig. 21. Temperature dependence of the critical current of an ScS junction
Ic(T) for various ratios r ¼ RN1/RN2.111
j11  jD1j2 sin /R1  /L1
 
;
j22  jD2j2 sin /R2  /L2
 
;
j12  jD1jjD2j sin /R2  /L1
 
;
j21  jD1jjD2j sin /R1  /L2
 
:
(19)
The relative direction of the current density components jik
and the total current density depend on the internal phase dif-
ference of the order parameters in the banks d/L,R (Fig. 22).
For d/L ¼ 0 and d/R ¼ 0 (both superconductors have the
sþþ-wave symmetry), the Josephson current is expressed as
I ¼ pT
eRN N1D1 þN2D2ð Þ

 N1D1
XxD
x
jD1j xþC21ð Þ þ jD2jC12
 2
x2 þ C12 þC21ð Þxð Þ2
 
þN2D2
XxD
x
jD2j xþC12ð Þ þ jD1jC21
 2
x2 þ C12 þC21ð Þxð Þ2
!
sin/ ¼ Ic sin /;
(20)
where Cij corresponds to the interband scattering coefficients
(microscopic analogue of the coefficient g).
For d/L ¼ p and d/R ¼ p (contacting superconductors
with the s6 symmetry), the current is equal to
I ¼ pT
eRN N1D1 þN2D2ð Þ

 N1D1
XxD
x
jD1j xþC21ð Þ  jD2jC12
 2
x2 þ C12 þC21ð Þxð Þ2
 
þN2D2
XxD
x
jD2j xþC12ð Þ  jD1jC21
 2
x2 þ C12 þC21ð Þxð Þ2
!
sin/ ¼ Ic sin /:
(21)
Finally, the most interesting case, when the microcontact
is formed by two-band superconductors with the sþþ and s6
wave symmetries, i.e., d/L ¼ 0 and d/R ¼ p
I ¼ pT
eRN N1D1 þ N2D2ð Þ

 N1D1
XxD
x
D21 xþ C21ð Þ2  D22C212
x2 þ C12 þ C21ð Þxð Þ2
þN2D2
XxD
x
D21C
2
21  D22 xþ C12ð Þ2
x2 þ C12 þ C21ð Þxð Þ2
!
sin/ ¼ Ic sin /:
(22)
It is obvious that for certain values of the constants
C12,21, the ratio N2D2/N1D1 and the gaps jD1j and jD2j, Eq.
(22) allows the existence of a negative critical current of the
Josephson junction Ic. This means that the current-phase
characteristic corresponds to the p-contact.
At an arbitrary temperature 0  T  Tc, the behavior of
the ScS contact with the interband scattering taken into
account can be studied using the perturbation theory in Cij.
In the first approximation, the anomalous Green’s functions
for each shore have the form:111
f1¼ D1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jD1j2þx2
q þC12 2x2þjD1j2
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 
2
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(23)
It follows from Eq. (23) that the presence of interband
impurities leads to the fact that the phases of the anomalous
Green’s functions fi do not coincide with the phases of the
order parameters Di. Correspondingly, the corrections to the
current due to weak interband scattering have the form
dI¼dI1 þ dI2 (24)
dI1 ¼ 2pT C21
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Fig. 22. Current flow directions in an ScS junction of two-band supercon-
ductors for different phase shifts in the banks: (a) phase difference of the
order parameters in the left and right banks is 0; (b) there is a p-shift in the
right superconducting bank, while the phase difference in the left banks is 0;
and (c) the phase difference of the order parameters is p in both banks.110
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The magnitude of the corrections depends on the symme-
try type of the superconducting banks d ¼ 0 or p, and the
structure of the obtained expressions unambiguously indicates
the entanglement of currents from different zones. The same
result was obtained earlier in the study of the characteristics
of a microchip near the critical temperature110 (see Fig. 22).
The behavior of the Josephson ScS system becomes sub-
stantially more complicated when single-band and three-band
superconductors are in contact. This is due to the fact that in a
three-band superconductor, even when all three order parame-
ters have s-wave symmetry, for certain magnitudes of the
interband interaction, a frustration phenomenon occurs, lead-
ing to degeneracy of the ground state and, as a consequence,
to time reversal symmetry breaking. Earlier, it has been pre-
dicted that this state can appear as a result of the anomalous
proximity effect between sþþ and s6 superconducting layers,
as well as in the Josephson junction formed by single-band
and two-band superconductors with sþþ and s6 wave symme-
try of the order parameter, respectively.63,64,66,67 However, in
this case, this phenomenon initially takes place in the massive
banks of the Josephson system.
In Ref. 112, the effect of time reversal symmetry break-
ing on the Josephson effect has been studied in a three-band
superconductor forming an ScS contact together with a
single-band superconducting bank (Fig. 23). The analysis
has been carried out in the ballistic limit using the formalism
of the Bogolyubov-de Gennes equations, the solution of
which in the simplest case when the energy gaps of single-
band and three-band superconductors coincide gives an
expression for the Josephson current:
I uð Þ ¼ ejDj
h
sin
u
2
tanh
jDj cos u
2
2T
þsin uþ u21
2
(

 tanh
jDj cos uþ u21
2
2T
þsin uþ u31
2

 tanh
jDj cos uþ u31
2
2T
; (27)
where jDj is the energy gap, u corresponds to the Josephson
phase difference (the phase difference between the order
parameter phase of the single-band superconductor and the
phase of the first order parameter in the three-band supercon-
ductor), and u21 and u31 are the interband phase differences
in the three-band superconductor, which determine the posi-
tion of its ground state.
As can be seen from the form of Eq. (27), it is actually a
generalization of the KO-2 theory to the case of three gaps.
Figure 24 shows the current-phase dependence of a
microcontact in the case when the three-band superconduc-
tor is in a state with broken time reversal symmetry. Based
on the shape of the current-phase dependence, it is possible
to draw the main conclusion about the features of an ScS
contact between a single-band and three-band superconduc-
tors: the critical currents of the system are not equivalent for
two opposite directions. The reason is that the current-phase
dependence does not satisfy the oddness property, I(u)
6¼ I(u), which is caused by the time reversal symmetry
breaking. The asymmetry of the critical currents can also be
established using the absence of symmetry in the Andreev
spectra (see the inset in Fig. 24).
With increasing temperature, the translational antisym-
metry, which is inherent in ordinary Josephson junctions, is
restored, and the critical currents of different directions
become equal to each other. In other words, the main differ-
ence of the ScS microcontacts involving a three-band super-
conductor with time-reversal symmetry breaking is most
pronounced at low temperatures.
In Ref. 112, the features of the ac Josephson effect, in par-
ticular the microwave response of a contact formed by single-
and three-band superconducting bands, have been also
Fig. 23. Schematic representation of an ScS microcontact between a single-
band and multi-band (three-band) superconductor with time-reversal sym-
metry breaking. The arrows correspond to the phases of the order parameters
in each of the superconducting banks.114
Fig. 24. Current-phase dependence of a ballistic microcontact formed by a
single-band superconductor and a three-band superconductor with time-
reversal symmetry breaking and the ground state parameters u21 ¼ 0.9p and
u31 ¼ 1.3p and temperature T ¼ 0.2jDj. The inset shows the Andreev spec-
trum of the microcontact for the same parameters as the current-phase
dependence.112
analyzed. For the illustration purposes, the case of coincident
gaps has again been considered, while the ground state of the
three-band superconductor was fixed in the form u21 ¼ 2p/3
and /31 ¼ 2p/3. Calculations showed that the current-
voltage characteristic of the microcontact contains fractional
Shapiro steps of the, which are highest at the frequencies mul-
tiple of 1/3 of the applied voltage frequency (Fig. 25).
The opposite case, namely, the diffusion limit of a
microcontact formed by a single-band and three-band super-
conductor with time-reversal symmetry breaking, has been
considered in Ref. 113. As in the KO-1 theory,102 the point-
contact geometry allows to reduce the problem to one-
dimensional Usadel equations, generalized only to three
energy gaps, in which all terms but the gradient are dis-
carded. Since the analytic expression for the Josephson cur-
rent generally looks rather cumbersome, in this paper it was
assumed for simplicity that the energy gaps in the contacting
superconductors coincide, and the study of the characteris-
tics is carried out only for two temperature regimes: T ¼ 0
and T! Tc (critical the temperatures of the superconductors
are approximately equal). In the framework of these approxi-
mations, the current is represented in the form
I ¼ pjDj
eRN1
cos
v
2
arctanh sin
v
2
þ pjDj
eRN2
cos
vþ /
2
arctanh sin
vþ /
2
þ pjDj
eRN3
cos
vþ h
2
arctanh sin
vþ h
2
; (28)
and the energy is
E ¼ jDjU0
2eRN1
2 sin
v
2
arctanh sin
v
2
þ ln cos2 v
2

 
þ jDjU0
2eRN2
2 sin
vþ /
2
arctanh sin
vþ/
2
þ ln cos2 vþ/
2

 
þ jDjU0
2eRN3
2 sin
vþ h
2
arctanh sin
vþ h
2
þ ln cos2 vþ h
2

 
;
(29)
where v determines the Josephson phase difference and /
and h determine the ground state (the phase difference of the
order parameters) of the three-band superconductor.
The time-reversal symmetry breaking in a three-band
superconductor creates complex asymmetric current-phase
dependences of the microcontact (Fig. 26), and the position
of the energy minimum of the Josephson system explicitly
indicates the realization of the u-contact. At the same time,
the realization of a specific type of the current-phase depen-
dence which is observed in the course of the experimental
measurements depends on the “prehistory” of the three-band
superconducting bank, i.e., in which of the two basic states it
“falls.”
In the temperature limit close to critical, the additive
contributions to the Josephson current acquire a sinusoidal
dependence, but despite this, the ScS system retains the sin-
gularity in the form of a u-contact. A further analysis of the
microcontact behavior has shown that if the time-reversal
symmetry is violated in the three-band superconductor, then
the current-phase characteristic has the u-contact properties
in the entire temperature interval. For a three-band supercon-
ductor in which the ground state does not become frustrated,
the u-contact observed at T ¼ 0 evolves as the temperature
increases either into ordinary or p-contact.
The KO-2 theory, known as a model of a microcontact
with ballistic conductivity between single-band
Fig. 25. Schematic view of the current-voltage characteristic with fractional
Shapiro steps in a microcontact formed by a single-band superconductor and
a three-band superconductor with time-reversal symmetry breaking and the
ground state parameters u21 ¼ 2p/3 and u31 ¼ 2p/3. The microcontact is
controlled by an ac voltage of frequency x1.
112
Fig. 26. Current-phase dependences (solid line) and the Josephson energy
(dashed line) of microcontacts at zero temperature between a single-band
superconductor and three-band superconductor with time-reversal symmetry
breaking with the phase difference / ¼ 0.6p, h ¼ 1.2p (a) and / ¼ 1.4p, h
¼ 0.8p (b). The ratio of the partial contributions of each band to the normal
contact resistance RN1/RN2 ¼ RN1/RN3 ¼ 1. The energy gaps of the contact-
ing superconducting banks coincide.113
superconductors, was generalized in Ref. 114 to the case of
the Josephson system formed by single-band and three-band
superconducting shores. At a qualitative level, this behavior
coincides with the behavior observed for a diffusion micro-
contact. The differences are found only in the phase diagram
showing the total number of energy minima for a given sys-
tem as a function of the phase difference of the order param-
eters in a massive three-band superconductor.
The main feature of a system with ballistic conductivity
between a single-band and three-band superconductors is a
substantially wider variety of the states of the Josephson
junction (Fig. 27, left), in comparison with a similar system
in the dirty limit (Fig. 27, right). In other words, for a diffu-
sion microcontact, the existence intervals for additional
(local) minima are much smaller.
In a microcontact formed by identical three-band super-
conductors with time reversal symmetry broken, the critical
current can be significantly suppressed when superconduct-
ing banks are in different ground states compared to the case
of identical ground states.115 From the experimental point of
view, when the superconducting state “reset” and the cooling
process repeated, measurements of the critical current can
produce different values.
3.3. Quantum interferometers based on multiband
superconductors
One of the main motivations for studying the Josephson
effect as well as the proximity effect in multiband supercon-
ductors, is to obtain information about the symmetry of the
order parameter, in the context of a new iron-based family of
superconducting compounds. In the previous sections it was
shown how, using the assumption of the unusual form of the
wave function of Cooper pairs, one can theoretically predict
the features in the behavior of different Josephson junctions
based on superconductors with multiple energy gaps. The
detection of these distinctive features is the basis for a tech-
nique known as the Josephson interferometry (see, for exam-
ple, Ref. 116).
The Josephson interferometry includes the study of the
magnetic response of a contact, its current-phase dependen-
ces, as well as SQUID interferometry. Among this variety of
methods, the last one is often the most useful. From a techni-
cal point of view, it is based on the study of the characteris-
tics of a single-contact interferometer (a Josephson junction
in a superconducting ring) or a dc SQUID (a superconduct-
ing ring with two Josephson junctions). In this geometry,
one of the superconductors in contact usually has isotropic s-
wave symmetry of the order parameter, and the second is a
multi-band superconductor, the symmetry of the order
parameter in which is under study.117,118
To explain the results of the experiment on the magnetic
response of a closed loop formed by a niobium filament and
massive iron oxypnictide NdFeAsO0.88F0.12, in particular,
the observations of transitions corresponding to half of the
magnetic flux quantum,38 in Ref. 67, the Ginzburg-Landau
formalism with functional (4) has been applied to describe
the properties of a composite s–s6 ring (formally, a dc
SQUID). Depending on the phenomenological parameters,
the free Ginzburg-Landau energy as a function of the applied
external magnetic flux exhibits three regimes: a regime with
one minimum at U ¼ nU0 (blue curve); a regime with broken
time-reversal symmetry, which has a degenerate ground state
at U ¼ nU0 6 DU, where the shift DU is determined by the
parameters of the s–s6 SQUID (green curve); and the regime
with two minima, one of which is a local (red curve), real-
ized at U ¼ nþ 1
2
 
U0 (Fig. 28).
Proceeding from this theoretical model, the above-
mentioned experiment can be explained as follows: as the
critical current in the ring increases, the probability of a sys-
tem to jump from the regime with one minimum at U ¼ nU0
to the regime with two minima and metastable state at
Fig. 27. Dependence of the total number of global and local energy minima of the Josephson junction with ballistic (left) and diffusion (right) conductivity
between a single-band and three-band superconductors depending on the “position” of the ground state (values of / and h).114
Fig. 28. Energy of dc SQUID formed by s and s6-wave superconducting
halves as a function of the applied external magnetic flux for different
parameters of the two-band superconductor, described by functional (4).67
U ¼ nþ 1
2
 
U0 increases. The probability of staying in this
local minimum is less than in the ground state with an inte-
ger flux quantum. Therefore, if the system receives a push
and goes into a state with a half-integer flux quantum, then,
most likely, it will be end up in a state with U ¼ nU0. This
means that quantum jumps with half-integer flux quantum
correlate and, as a rule, appear in pairs, which is observed
experimentally.
A similar behavior in a dc SQUID based on s and s6-
wave superconductors has also been confirmed in the frame-
work of a self-consistent microscopic description using the
Bogolyubov-de Gennes equation.68 In addition to the three
regimes that were found earlier using the phenomenological
Ginzburg-Landau approach, the paper has also revealed the
existence of another state, when a single global minimum is
realized at U ¼ nþ 1
2
 
U0.
As in the case of the Josephson effect, a dc SQUID
formed by s-wave single-band and three-band
superconductors, gives rise to a number of fundamentally
new features of macroscopic quantum interference that are
not observed in other similar systems based on two-band and
other superconducting compounds with an unusual type of
symmetry of the order parameter . This has first been shown
theoretically in Ref. 119, in which a dc SQUID with diffu-
sion microcontacts between single-band and three-band
superconductors has been considered.
Figure 29 shows the contour maps of the energy as a
function of the phase differences v1 and v2 at the junctions
for an ordinary dc SQUID formed by s-wave superconduc-
tors [Figs. 29(a) and 29(b)] and a dc SQUID based on a
three-band superconductor with broken time-reversal sym-
metry [Figs. 29(c)–29(e)] and without symmetry breaking
[Figs. 29(g)–29(i)] for zero magnetic flux (left column) and
for half-integer flux (right column) in the zero-temperature
limit.
In the case of a three-band superconductor with time-
reversal symmetry breaking at zero magnetic flux, only a
shift in the minimum position of the dc SQUID from the
zero point v1,v2 ¼ 0 is observed [as is the case for an ordi-
nary dc SQUID in Fig. 29(a)], in spite of the presence of a
frustrated ground state [Figs. 29(c) and 29(e)]. The main dif-
ference between a dc SQUID based on a three-band super-
conductor with broken time-reversal symmetry [Figs. 29(d)
and 29(f)] and an ordinary dc SQUID [Fig. 29(b)] is strong
degeneracy of the ground state at half-integer magnetic flux
quanta.
Fig. 29. Contour map of the energy surface of a dc SQUID for zero external
magnetic flux ve ¼ 0 (U/U0 ¼ 0, left column) and for ve ¼ p (U/U0 ¼ 0.5,
right column) in the absence transport current. Panels (a) and (b) are con-
structed for microcontacts between s-wave single-band superconductors;
(c), (d) and (e), (f) correspond to the microcontacts between a single-band
superconductor and a three-band superconductor with time-reversal symme-
try breaking for the frustrated ground states u ¼ 0.6p, h ¼ 1.2p and u
¼ 1.4p, h ¼ 0.8p; (g), (h) and (i), (j) correspond to the microcontacts
between a single-band and three-band superconductors without time-
reversal symmetry breaking with the ground state u ¼ p, h ¼ p and u ¼ 0,
h ¼ p. Crosses indicate the positions of global minima.119
Fig. 30. Dependence of the critical current of a symmetric dc SQUID on the
applied magnetic flux for a three-band superconductor with time-reversal
symmetry breaking with the frustrated ground states / ¼ 0.6p, h ¼ 1.2p and
/¼ 1.4p, h¼ 0.8p (a) and a three-band superconductor without time-
reversal symmetry breaking with the ground state / ¼ 0, h ¼ p and / ¼ p,
h ¼ p (b).119
For a dc SQUID with a three-band superconductor in
which the time-reversal symmetry is not broken the opposite
behavior is realized. At zero magnetic flux, the ground state
is degenerate [Figs. 29(g) and 29(i)]. However, at a magnetic
flux corresponding to half-integer flux quanta, this degener-
acy is lifted [Figs. 29(h) and 29(j)], and the system behaves
as an ordinary dc SQUID.
One of the most important characteristics of SQUID is
the dependence of the critical current ic on the external mag-
netic flux Ue. A graph of these dependences for a symmetric
system (Josephson junctions have identical critical currents)
is shown in Fig. 30.
Despite the presence of two possible current-phase rela-
tions in Josephson junctions,113 the ic ¼ ic(Ue/U0) depen-
dence is the same for both ground states [Fig. 30(a)]. The
same situation is realized for a three-band superconductor
without time-reversal symmetry breaking with ground states
at the phases u ¼ 0, h ¼ p and u ¼ p, h ¼ p [Fig. 30(b)]. As
follows from Fig. 30, the critical current for a three-band
superconductor with time-reversal symmetry breaking has
more pronounced lateral peaks on the ic ¼ ic(Ue/U0)
dependence.
The introduction of an asymmetry of the critical currents
of the Josephson microcontacts in a dc SQUID leads to an
expected asymmetry of the ic¼ ic(Ue/U0) dependences (Fig.
31). This effect is especially noticeable for a three-band
superconductor with time-reversal symmetry breaking [Fig.
31(a)] and without it [Fig. 31(b)].
Furthermore, in Ref. 119, the S-states of a dc SQUID
have also been studied: the dependence of the total mag-
netic flux through the loop on the external magnetic flux at
zero transport current. In comparison with the hysteretic
behavior of a conventional dc SQUID, a similar system
based on a three-band superconductor with time-reversal
symmetry breaking exhibits a multihysteresis regime (Fig.
32).
In other words, in the process of measuring the
total magnetic flux as a function of the applied flux,
additional jumps in these dependences should occur.
The latter can be regarded as the main feature of a dc
SQUID with diffusion microcontacts between a single-
band and three-band superconductors with time-reversal
symmetry breaking.
For a dc SQUID formed by the Josephson microcontacts
between a single-band and multi-band (two- or three-band)
superconductors with ballistic conductivity, the specific fea-
tures of the system are preserved, differing only
quantitatively.114
4. Experimental results
Despite the predominantly theoretical nature of this
review, it would be unfair not to mention experimental work
in this direction. Josephson structures based on magnesium
diboride have been studied in detail in Refs. 120–155. The
two-band superconductor model with sþþ wave symmetry,
Fig. 31. Dependence of the critical current of an asymmetric dc SQUID on
the applied external magnetic flux for a three-band superconductor with
time-reversal symmetry breaking with frustrated ground states / ¼ 0.6p, h
¼ 1.2p and / ¼ 1.4p, h ¼ 0.8p (a) and a three-band superconductor without
time-reversal symmetry breaking with the ground state / ¼ 0, h ¼ p and /
¼ p, h ¼ p (b).119
Fig. 32. S-states in an ordinary dc SQUID (a) and a dc SQUID based on a
three-band superconductor with time-reversal symmetry breaking (b). The
blue solid and dashed curves show two possible types of S-states in an ordi-
nary dc SQUID. The dependences U(Ue) for the case of a three-band super-
conductor with time-reversal symmetry breaking correspond to the
frustrated ground state / ¼ 0.6p, h ¼ 1.2p (black curve) and / ¼ 1.4p, h
¼ 0.8p (red curve).119
which is realized in MgB2, describes most of the experimen-
tal data well.
In iron-containing superconductors, where probably s6
or more exotic chiral symmetry of the order parameter is
realized, the Josephson effect has first been observed in Ref.
156. The objects under study were planar and microcontacts
formed by ordinary superconducting lead and
Ba1–xKxFe2As2 single crystal. The measured I-V characteris-
tics of the junction showed no significant hysteresis and
were well described by the RSJ model.
Under microwave irradiation, Shapiro steps were also
observed on the I-V characteristics, which appeared at vol-
tages corresponding to a multiple frequency of the external
stimulus. In addition, there was a symmetric Fraunhofer pic-
ture of the modulation of the junction critical current in an
external magnetic field. From the experimental facts
obtained, a preliminary conclusion has been drawn that the
order parameter in Ba1–xKxFe2As2 at least does not demon-
strate the presence of zeros (nodes) and has s-wave
symmetry.
The experimental data on the proximity effect and
Josephson effects in oxypnictides and iron chalcogenides
performed before 2011 were summarized in review Ref.
157. Subsequent experiments have confirmed the multi-band
structure of “iron” superconductors,158–165 while some of the
results,163 specifically, the temperature behavior of the junc-
tion critical current, can be interpreted as the theoretically
predicted possibility of a 0-p transition. More exotic predic-
tions described in the review have not, to our knowledge,
been confirmed experimentally so far.
5. Conclusion
Thus, in this review we considered the proximity effect
and the Josephson effects in various heterostructures in
which one of the components was a multi-band superconduc-
tor. It was established that in the bilayer of s and s6 super-
conductors, peculiar features can appear in the form of a
state with broken time-reversal symmetry, which manifest
themselves in the form of unique peaks and dips in the den-
sity of states at the bilayer interface. It was shown that the
magnitude of these peaks, as well as the dips, is governed by
the phase difference of the order parameters in the two-band
superconductor, induced by time-reversal symmetry
breaking.
The SIS, SNS and ScS Josephson junctions exhibit a
substantially richer behavior. For systems in which one or
both superconducting banks consist of an s6 two-band or
three-band superconductor, depending on the temperature as
well as the type and parameters of the barrier, it is possible
to realize an ordinary junction with the ground state with a
Josephson phase difference equal to zero, a p-junction with
the ground state that has a phase difference of p and an
exotic u-contact, in which the ground state can become
frustrated, leading to time-reversal symmetry breaking. It
was shown that in the case of a p-contact or its
“generalization” in the form of a u-contact, the temperature
dependence of the critical current exhibits kinks, and the
current-phase dependence can acquire a complex shape,
showing the presence of spontaneous currents. Moreover, it
was found that if one of the superconducting banks of the
junction is a three-band superconductor with time-reversal
symmetry breaking, two types of current-phase dependences
can be possible observed in an experiment. The experimen-
tally observed dependence is determined by which of the
two ground states the bulk three-band superconductor was
in prior the measurement. If the Josephson junction is cre-
ated by identical three-band superconductors with broken
time-reversal symmetry, the critical current of the system
can vary its magnitude from the maximum corresponding to
the same ground state of both superconducting banks to the
minimum occurring when the ground states are complex
conjugate.
The multi-band nature of the superconducting state also
affects the ac Josephson effect. It was shown that the frac-
tional Shapiro steps appear on the I-V characteristic under
microwave irradiation of the junction, and the symmetry of
the order parameter (sþþ, s6 or chirality in the case of a
three-band superconductor) governs the unique structure in
the arrangement of these steps.
It was found that the above features of the Josephson
effect are also extended to the systems of Josephson junctions,
in particular dc SQUIDs formed by a conventional and multi-
band superconductors. The presence of s6 wave symmetry in
a two-band superconductor or time-reversal symmetry break-
ing in a three-band superconductor forms a unique energy
spectrum of the SQUID, which is reflected in the unusual
dependences of the critical current on the applied external
magnetic flux and the specific shape of the S-states.
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APPENDIX: MICROSCOPIC AND
PHENOMENOLOGICALTHEORY
OF MULTIBAND SUPERCONDUCTIVITY
For the theoretical investigation of current states in
multi-band superconductors, the quasiclassical formalism of
the Eilenberger equations and their approximation in the
case of strong scattering by impurities in the form of Usadel
equations with a corresponding generalization into several
bands are used in most problems.
From these equations, in the limit of temperatures close
to critical, the Ginzburg-Landau functional and equations
for a superconductor with a multicomponent order parame-
ter can be obtained by standard procedures. In this
Appendix, we present a microscopic theory of multiband
superconductivity based on the Eilenberger and Usadel
equations, as well as the phenomenological formalism of
the Ginzburg-Landau theory under the assumption that the
wave function of Cooper pairs is isotropic (the order
parameters have s-wave symmetry).
A. Eilenberger and Usadel equations
The Eilenberger equations describing an anisotropic
two-band superconductor for the quasiclassical Green func-
tions fi(v, r, x), fi
*(v, r, x) and gi(v, r, x) in the general case
have the form166
2xþ vkPð Þf1 kð Þ  2D1g1 kð Þ ¼ nimp
ð
juk1q1 j2 g1 k1ð Þf1 q1ð Þ  f1 k1ð Þg1 q1ð Þ
  dAq1
vq1
þnimp
ð
juk1q2 j2 g1 k1ð Þf2 q2ð Þ  f1 k1ð Þg2 q2ð Þ
  dAq2
vq2
; (A.1)
2xþ vkPð Þf2 kð Þ  2D2g2 kð Þ ¼ nimp
ð
juk2q2 j2 g2 k2ð Þf2 q2ð Þ  f2 k2ð Þg2 q2ð Þ
  dAq1
vq1
þnimp
ð
juk2q1 j2 g2 k2ð Þf1 q1ð Þ  f2 k2ð Þg1 q1ð Þ
  dAq1
vq1
; (A.2)
together with two more complex conjugate equations. Here P  rþ 2piU0 A, A is the vector potential of the magnetic field, Di
are the energy gaps,
dAq
q
denotes integration over the Fermi surface with a local density of states 1q, the integrand terms take
into account the scattering by nonmagnetic impurities, ukq is the scattering amplitude, nimp is the impurity density, vq is the
normal component of the group velocity on the anisotropic Fermi surface, the wave vectors k and q lie on the Fermi surface,
x ¼ (2n þ 1)pT is the Matsubara frequency (n 2 Z) and the asterisk denotes complex conjugation. Equations (A.1) and (A.2)
are supplemented by the normalization condition
ff  þ g2 ¼ 1 (A.3)
self-consistency equation for the superconducting gap
D k; rð Þ ¼ 2pT
XxD
x>0
ð
V k; qð Þf q; r;xð Þ dAq
vq
; (A.4)
and an expression for the superconducting current density
j ¼ 4pTe Im
XxD
x>0
ð
vqg q; r;xð Þ dAq
vq
; (A.5)
where V(k, q) is the pairing potential.
In the dirty limit (strong scattering on impurities), the Eilenberger equations are reduced to the Usadel equations for two-
band superconductivity by expanding the Green’s functions in spherical harmonics:
2xf1  D1 g1P2f1  f1r2g1
 
¼ 2D1g1 þ C12 g1f2  g2f1ð Þ; (A.6)
2xf2  D2 g2P2f2  f2r2g2
 
¼ 2D2g2 þ C21 g2f1  g1f2ð Þ; (A.7)
with the self-consistency equation
Di ¼ 2pT
X
j
XxD
x>0
kijfj; (A.8)
which for the convenience of numerical calculation can be rewritten as
2pT
X
x>0
jD1jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ jD1j2
q  jD1j
x
0
@
1
Aþ jD1jK  jD1jln TTc ¼
det
jD1j k12
jD2j k22

 
det kij
;
2pT
X
x>0
jD2jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ jD2j2
q  jD2j
x
0
@
1
Aþ jD2jK  jD2jln TTc ¼
det
k11 jD1j
k21 jD2j

 
det kij
:
8>>>>>><
>>>>>>:
(A.9)
In Eqs. (A.6) and (A.7), Di are the intraband diffusion coefficients, Cij ¼ nimpNi
Ð juk;qj2 dAqviðqÞ dAkvjðqÞ denote the interband scatter-
ing coefficients, Ni ¼
Ð
dAk
iðkÞ corresponds to the density of states at the Fermi level for each zone, kij ¼ 1Ni
Ð Vðk;qÞ
viðkÞvjðqÞ dAkdAq is
the matrix of the constants of the intra- and interband interactions, and K is the largest eigenvalue of the matrix kij.
For a three-band superconductor, the Usadel equations can be generalized as follows:167
xf1  D1
2
g1P
2f1  f1r2g1
 
¼ D1g1 þ C12 g1f2  g2f1ð Þ þ C13 g1f3  g3f1ð Þ; (A.10)
xf2  D2
2
g2P
2f2  f2r2g2
 
¼ D2g2 þ C21 g2f1  g1f2ð Þ þ C23 g2f3  g3f2ð Þ; (A.11)
xf3  D3
2
g3P
2f3  f3r2g3
 
¼ D3g3 þ C31 g3f1  g1f3ð Þ þ C32 g3f2  g2f3ð Þ (A.12)
and the self-consistency Eq. (A.8) can be represented in the form
2pT
X
x>0
jD1jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ jD1j2
q  jD1j
x
0
@
1
Aþ jD1jK  jD1jln TTc ¼
det
jD1j k12 k13
jD2j cos/ k22 k23
jD3j cos h k32 k33
0
@
1
A
detkij
;
2pT
X
x>0
jD2j cos/ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ jD2j2
q  jD2j
x
0
@
1
Aþ jD2jK  jD2jln TTc ¼
det
k11 jD1j k13
k21 jD2j cos/ k23
k31 jD3j cos h k33
0
@
1
A
detkij
;
2pT
X
x>0
jD3j cos hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ jD3j2
q  jD3j
x
0
@
1
Aþ jD3jK  jD3jln TTc ¼
det
k11 k12 jD1j
k21 k22 jD2j cos/
k31 k32 jD3j cos h
0
@
1
A
detkij
;
8>>>>>>>>>>>>><
>>>>>>>>>>>>>:
(A.13)
where, as before, K is the largest eigenvalue of the matrix kij, and u and h denote the phase-difference of the order parameters.
The latter can be found from the variation of the energy of a multiband superconductor113
F ¼ 1
2
X
ij
DiD

j Nik
1
ij þ Fi þ Fimp; (A.14)
where k1ij is the inverse matrix of the interaction constants kij and
Fi ¼ 2pT
XxD
x>0
Ni x 1  gið Þ  Re f i Di
 þ 1
4
Di PfiP
f i þrgirgi
  
; (A.15)
Fimp ¼ 2p N1C12 þ N2C21ð Þ
XxD
x>0
1  g1g2  Re f 1 f2
  þ 2p N1C13 þ N3C31ð ÞXxD
x>0
1  g1g3  Re f 1 f3
  
þ2p N2C23 þ N3C32ð Þ
XxD
x>0
1  g2g3  Re f 2 f3
  
:
(A.16)
Introducing the notation
X ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 
k113
 2
k123
 2
jD3j2  k112
 2
k113
 2
jD1j2  k112
 2
k123
 2
jD2j2
2 k112
 2
k113 k
1
23 jD1jjD2j
0
B@
1
CA
2
vuuuut
and assuming the absence of interband impurities for / 2 ½ p
2
; p
2
 and h 2 ½ p
2
; p
2
 we have
/ ¼ 6arcsinX;
h¼7arcsin k
1
12 jD2j
k113 jD3j
X
!
;
8><
>: (A.17)
/¼0;
h¼0;

(A.18)
for / 2 ½p
2
; 3p
2
 and h 2 ½ p
2
; p
2

/ ¼ p6arcsinX;
h¼6arcsin k
1
12 jD2j
k113 jD3j
X
 !
;
8><
>: (A.19)
/¼p;
h¼0;

(A.20)
for / 2 ½ p
2
; p
2
 and h 2 ½p
2
; 3p
2

/ ¼ 6arcsinX;
h¼p6arcsin k
1
12 jD2j
k113 jD3j
X
!
;
8><
>: (A.21)
/¼0;
h¼p;

(A.22)
and, finally, for, / 2 p
2
; 3p
2
 
and h 2 p
2
; 3p
2
 
/ ¼ p6arcsinX;
h¼p7arcsin k
1
12 jD2j
k113 jD3j
X
!
;
8><
>: (A.23)
/¼p;
h¼p:

(A.24)
The choice of the respective solutions (A.17)–(A.24) is determined by a special system of inequalities, which follows
from the stability condition for the energy function F(/,h) [see Eq. (A.14)]
@2F
@/2
< 0;
@2F
@/2
 @
2F
@h2
 @
2F
@/@h
 !2
> 0:
8>><
>>:
(A.25)
B. Phenomenological approach
In the clean limit, the Ginzburg-Landau functional for a two-band superconductor has the form168,169
F ¼
ð
a1jw1j2 þ a2jw2j2 þ
1
2
b1jw1j4 þ
1
2
b2jw2j4 þ K1jPw1j2 þ K2jPw2j2  c w1w2 þ w2w1
  
dV; (B.1)
where
a1;2 ¼ k22k11k22  k12k21ð Þ  ln
2cxD
pT
 
N1;2; b1;2 ¼
7f 3ð ÞN1;2
16p2T2c
; c ¼ k12N1
detkij
¼ k21N2
detkij
; K1;2 ¼ 7f 3
ð ÞN1;2
16p2T2c
hv2F1;2i;
where c under the natural logarithm is the Euler-Mascheroni constant (not to be confused with the phenomenological coeffi-
cient taking into account the interband interaction), and the integration in Eq. (B.1) is carried out over the entire one-, two- or
three-dimensional superconductor.
In the dirty limit, for the case of weak interband scattering C21,C12  1, the Ginzburg-Landau functional becomes more
complicated:170
F ¼
ð
a1jw1j2 þ a2jw2j2 þ
1
2
b1jw1j4 þ
1
2
b2jw2j4 þ K1ijPw1j2 þ K2ijPw2j2  c w1w2 þ w2w1
 
þg Piw1Pi w2 þPi w1Piw2
  jw1j2jw2j2 þ 2 jw1j2 þ jw2j2 Re w1w2ð ÞdV; (B.2)
where
a1 ¼ N1
2
ln
T
Tc1
þ pC12
4Tc

 
; a2 ¼ N2
2
ln
T
Tc2
þ pC21
4Tc

 
; b1 ¼ N1
7f 3ð Þ
16p2T2c
 3pC12
384T3c
!
; b2 ¼ N2
7f 3ð Þ
16p2T2c
 3pC21
384T3c
!
;
K1 ¼ N1D1 p
16Tc
 7f 3ð ÞC12
8p2T2c
!
; K2 ¼ N2D2 p
16Tc
 7f 3ð ÞC21
8p2T2c
!
;
Here
c ¼ N1
2
k12
k11k22  k12k21ð Þ þ
pC12
4Tc

 
þ N2
2
k21
k11k22  k12k21ð Þ þ
pC21
4Tc

 
; g ¼ 7f 3ð Þ
4pTcð Þ2
D1 þ D2ð Þ C12N1 þ C21N2ð Þ;
 ¼ p
384T3c
C12N1 þ C21N2ð Þ:
Here
T1 ¼ Tc exp 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k11  k22ð Þ2 þ 4k12k21
q
 ðk11  k22Þ
2detk
!
; and T2 ¼ Tc exp 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k11  k22ð Þ2 þ 4k12k21
q
þ ðk11  k22Þ
2detk
!
represent the critical temperatures of individual, non-interacting zones.
For C12, C21  Tc, the Ginzburg-Landau functional can be reduced to the diagonal form
F ¼
ð
a1jw1j2 þ a2jw2j2 þ
1
2
b1jw1j4 þ
1
2
b2jw2j4 þ h2
jw1j2
2m1
þ jw2j
2
2m2
þ 2gjw1jjw2j cos /
!
rhð Þ2
"
þh2 c22
jw1j2
2m1
þ c21
jw2j2
2m2
 2gc1c2jw1jjw2j cos /
!
r/ð Þ2  2cjw1jjw2j cos /
#
dV: (B.3)
Here, / ¼ u1  u2 is the phase difference of the order parameters, and h ¼ c1v1 þ c2v2, where
c1 ¼
jw1j2
m1
þ 2gjw1jjw2j cos /
jw1j2
m1
þ jw2j
2
m2
þ 4gjw1jjw2j cos /
; c2 ¼
jw2j2
m2
þ 2gjw1jjw2j cos /
jw1j2
m1
þ jw2j
2
m2
þ 4gjw1jjw2j cos /
: (B.4)
For arbitrary values of the microscopic coefficients of interband scattering C12 and C21, the Ginzburg-Landau functional
in a uniform current-free state can be written as171
F ¼
ð
a11jw1j2 þ a22jw2j2 þ
1
2
b11jw1j4 þ
1
2
b22jw2j4 þ 2a12jw1jjw2j cos /þ b12jw1j2jw2j2

þ2 c11jw1j2jw2j þ c22jw1jjw2j2
 
cos /þ c12jw1j2jw2j2 cos 2/dV; (B.5)
where / is the phase difference of the order parameter, and the phenomenological coefficients are expressed through micro-
scopic parameters:
aii ¼ Ni kii
detkij
 2pT
XxD
x>0
xþ Cij
x xþ Cij þ Cjið Þ
!
; aij ¼ Ni kij
detkij
þ 2pT
XxD
x>0
Cij
x xþ Cij þ Cjið Þ
!
;
bii ¼ NipT
XxD
x>0
xþ Cijð Þ4
x3 xþ Cij þ Cjið Þ4
þ NipT
XxD
x>0
Cij xþ Cjið Þ x2 þ 3xCji þ C2ij
 
x3 xþ Cij þ Cjið Þ4
;
bij ¼ NipT
XxD
x>0
Cij
x3 xþ Cij þ Cjið Þ4
þ NipT
XxD
x>0
Cij Cij þ Cjið Þ Cji xþ 2Cijð Þ þ xCijð Þ
x3 xþ Cij þ Cjið Þ4
;
cii ¼ NipT
XxD
x>0
Cij xþ Cjið Þ x2 þ x xþ Cjið Þ Cij þ Cjið Þ
 
x3 xþ Cij þ Cjið Þ4
; cij ¼ NipT
XxD
x>0
Cij xþ Cijð Þ xþ Cjið Þ Cij þ Cjið Þ
x3 xþ Cij þ Cjið Þ4
:
A three-band superconductor in the clean limit and also in the current-free state can be described by the following
Ginzburg-Landau functional167,172–177
F ¼
ð
a1jw1j2 þ a2jw2j2 þ a3jw3j2 þ
1
2
b1jw1j4 þ
1
2
b2jw2j4 þ
1
2
b3jw3j4 þ K1ijPw1j2 þ K2ijPw2j2

þK3ijPw3j2c12 w1w2 þ w2w1
 c13 w1w3 þ w1w3  c23 w2w3 þ w2w3 idV; (B.6)
where
a1 ¼ ln 2chx0ipT

 
 k22k33  k23k32
det kð Þ
 !
N1; a2 ¼ ln 2chx0ipT

 
 k11k33  k13k31
det kð Þ
 !
N2;
a3 ¼ ln 2chx0ipT

 
 k11k22  k12k21
det kð Þ
 !
N3; Ki ¼ pDiNi
8Tc
; bi ¼
7f 3ð ÞNi
8p2T2c
; c12 ¼
k12k33  k13k32ð ÞN2
det kð Þ ;
c13 ¼
k13k22  k12k23ð ÞN3
det kð Þ ; c23 ¼
k11k23  k13k21ð ÞN3
det kð Þ :
In the dirty limit, in the absence of external currents, the free energy is expressed as178
F ¼
ð
a1jw1j2 þ a2jw2j2 þ a3jw3j2 þ
1
2
b1jw1j4 þ
1
2
b2jw2j4 þ
1
2
b3jw3j4 þK1ijPwij2 þK2ijPw2j2 þK3ijPw3j2

c12 w1w2 þw2w1
  c13 w1w3 þw1w3  c23 w2w3 þw2w3 þ b12jw1j2jw2j2 þ b13jw1j2jw3j2 þ b23jw2j2jw3j2

c11 jw1j3jw2j þ jw1j3jw3j
 
cos u1 u2ð Þ þ c22 jw2j3jw1j þ jw2j3jw3j
 
cos u1 u3ð Þ þ c33 jw3j3jw1j þ jw3j3jw2j
 

 cos u2 u3ð Þ 
 c12jw1j2jw2j2 cos 2 u1 u2ð Þ þ c13jw1j2jw3j2 cos 2 u1 u3ð Þ þ c23jw2j2jw3j2 cos 2 u2 u3ð Þ
þd123jw1j2jw2jjw3j cos 2u1 u2 u3ð Þ þ d231jw2j2jw3jjw1j cos 2u2 u1 u3ð Þ þ d312jw3j2jw1jjw2j cos 2u3 u1 u2ð Þ:
(B.7)
The coefficients in expression (B7) also have a micro-
scopic representation.
By varying the above free-energy functionals in w1, w2
and A, the corresponding Ginzburg-Landau equations
describing a multiband superconductor in the clean or dirty
limit can be obtained.
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