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Abstract
We show that if a Legendrian knot in standard contact R3 pos-
sesses a generating family then there exists an augmentation of the
Chekanov-Eliashberg DGA so that the associated linearized contact
homology (LCH) is isomorphic to singular homology groups arising
from the generating family. In this setting we show Sabloff’s dual-
ity result for LCH may be viewed as Alexander duality. In addition,
we provide an explicit construction of a generating family for a front
diagram with graded normal ruling and give a new approach to aug-
mentation ⇒ normal ruling.
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1 Introduction
Our main objects of study are Legendrian knots in the ‘standard contact
space’, (R3, ker(dz−ydx)), and their invariants of Legendrian isotopy. Aside
from the underlying topological knot type there are two “classical” integer
valued invariants known as the Thurston-Bennequin number and the rotation
(or Maslov) number. For some time it was not known whether there could
exist distinct Legendrian knot types in the standard contact space with the
same classical invariants (including topological knot type). This question
was answered in the affirmative independently by Chekanov and Eliashberg.
Motivated by Floer theory, they developed a rich algebraic invariant which
2
takes the form of a DGA (Differential Graded Algebra) generated by self
intersections of the knot’s Lagrangian projection. The differential is defined
by counting immersed (or holomorphic) disks. Generating families have pro-
vided a second source of non-classical invariants in the work of Traynor and
her collaborators [Tr] [NgTr] [JTr] and Chekanov-Pushkar [ChP]. The main
results of this paper give an interpretation of a linearized version of the
Chekanov and Eliashberg invariant in terms of generating families. This
strengthens previously known links between the two classes of invariants [F]
[FI] [K2] [NgTr] [S2] [JTr].
The Chekanov-Eliashberg DGA of a Legendrian knot ℓ and even its ho-
mology may be infinite dimensional. An augmentation ε is an algebra ho-
momorphism of the Chekanov-Eliashberg DGA into Z2 which allows us to
linearize the DGA to a finite dimensional complex with homology groups
Hε∗(ℓ). These linearized homology groups may depend on the choice of ǫ.
However, the set of graded groups {Hε∗(ℓ)} where ε is any augmentation of
the DGA provides a Legendrian isotopy invariant [Ch].
Given a 1-parameter family of functions F : Rn×R→ R, ft = F (·, t) the
fiber-wise critical set is immersed (under a transversality assumption) into
the standard contact space as a Legendrian submanifold, ℓ, and F is called
a generating family for ℓ. Traynor [Tr] introduced a homological invariant
obtained from generating families for a class of 2-component links in the solid
torus and (with Jordan [JTr]) in R3. A variation1 of the Traynor-Jordan
invariant which applies without additional assumptions on the knot type is
the following:
Given a generating family for ℓ consider the difference function
w : Rn × Rn × R→ R, w(x, y, t) = F (x, t)− F (y, t).
Take δ close enough to 0 so that the interval (0, δ) consists entirely of regular
values of w (0 itself is always a critical value of w) and consider the grading
shifted homology groups GH∗(F ) = H∗+n+1(w ≥ δ, w = δ;Z2). While the
homology may depend on the choice of generating family, the set of graded
groups {GH∗(F )} where F is any generating family (with restrictions on its
behavior outside of a compact set) for ℓ forms a Legendrian isotopy invariant.
1The authors became aware of this version of the generating family invariant through a
letter from Peter Pushkar to the first author. [P]. He considers the homology groups as a
possibility for defining a Legendrian homology invariant, but as far as we know has never
published anything in this regard. The letter also suggests as a method for computing
these groups a complex along the same lines as the one described in Section 5.
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A central result of this paper is
Theorem 5.3 If F is a linear at infinity generating family for ℓ then there
exists a graded augmentation ε for the Chekanov-Eliashberg DGA of ℓ such
that GH∗(F ) ∼= H
ε
∗(ℓ). That is, {GH∗(F )} ⊂ {H
ε
∗(ℓ)}.
It should be noted that a close variant of Theorem 5.3 is proved in [NgTr]
and [JTr] for certain classes of 2-component links where the invariants are
explicitly calculated.
A type of decomposition of a knot’s front diagram known as a normal rul-
ing provides a central connection between generating family and holomorphic
techniques. This notion arose independently in the work of the first author
on the existence of augmentations [F] and as a combinatorial invariant de-
fined by Chekanov-Pushkar [ChP] motivated by generating families. Rulings
provide a link between the Chekanov-Eliashberg invariant and generating
families by combining the following two theorems:
Theorem 2.7 ([F] [FI] [S2]) The Chekanov-Eliashberg DGA of ℓ admits a
(ρ-graded) augmentation if and only if the front diagram of ℓ admits a (ρ-
graded) normal ruling.
Theorem 2.4 ([ChP]) A Legendrian knot ℓ has a generating family if and
only if the front diagram of ℓ has a graded normal ruling.
Considering the two theorems in conjunction we see that it is possible
to form integer graded linearized homology groups Hε∗(ℓ) if and only if ℓ
has a generating family. This suggests a generating family interpretation
for the groups Hε∗(ℓ). Theorem 5.3 shows that the set of possible (isomor-
phism classes) of generating family homology groups is contained in the set
of linearized contact homology groups, {GH∗(F )} ⊂ {H
ε
∗(ℓ)}.
Question. Does the reverse inclusion hold? More precisely, given a graded
augmentation ε of the Chekanov-Eliashberg DGA of ℓ is it possible to find a
linear at infinity generating family F for ℓ so that GH∗(F ) ∼= H
ε
∗(ℓ)?
In [S1] Sabloff established a duality theorem for the linearized contact
homology groups Hε∗(ℓ).
Theorem 6.1 ([S1]) If ℓ is a Legendrian knot and ε : A → Z2 any graded
augmentation, then we have
4
dimZ2 H
ε
k(ℓ) = dimZ2 H
ε
−k(ℓ) k 6= ±1
dimZ2 H
ε
1(ℓ) = dimZ2 H
ε
−1(ℓ) + 1.
From Theorem 5.3 it follows that the dimensions of the generating family
homology groups GH∗(F ) satisfy the same relations. For the cases k 6= ±1,
we show in section 6 how to interpret Sabloff duality from the generating
family perspective as a version of Alexander duality.
Overview of the rest of the paper: In section 2 we recall necessary
notions from Legendrian knot theory. The Chekanov-Eliashberg DGA is
defined as well as augmentations, normal rulings, and generating families.
We review here the construction of a normal ruling from a generating family
from [ChP]. This proves the forward implication of Theorem 2.4. Finally, as
a corollary of Theorem 2.4 and the results in [R] we show that if a Legendrian
knot has a generating family then its Thurston-Bennequin number is maximal
among Legendrian knots with the same underlying topological knot type.
Section 3 gives a proof of the reverse implication in Theorem 2.4 via an
explicit construction of a generating family for a Legendrian link admitting a
normal ruling. Although, this result is stated in [ChP] as far as the authors
know a proof has yet to appear in print.
In section 4, a version of the ‘splash’ construction is presented which we
use for computations with the Chekanov-Eliashberg DGA. We give a proof
of Theorem 2.7 in which the similarity between the construction of a normal
ruling from either a generating family or an augmentation is emphasized.
The statement and proof of Theorem 5.3 occupies all of section 5. The
analogy between the proofs of Theorem 2.4 and 2.7 motivates the construc-
tion of an augmentation directly from a generating family used here. To
compute the generating family homology groups we use a fiber-wise version
of the Morse complex based on bifurcation data in a 1-parameter family of
functions.
In conclusion, section 6 addresses the Sabloff duality. In Theorem 6.2
we include a proof of Sabloff duality for the groups GH∗(F ) purely from the
generating family perspective.
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2 Survey of known results
2.1 Legendrian curves and their projections
A Legendrian curve in R3 (with respect to the standard contact structure) is
an immersed smooth curve x = x(t), y = y(t), z = z(t) satisfying the equa-
tion yx˙− z˙ = 0 (that is, tangent to the distribution C = {y dx − dz = 0}).
The words Legendrian knots, Legendrian links, and Legendrian isotopy have
obvious sense. There are two convenient projections of Legendrian curves.
An xz projection, or a front projection of a generic Legendrian curve is a
smooth curve with finitely many cusps but without vertical tangents. A
front projection uniquely determines the Legendrian curve: the missing y
coordinate is reconstructed as the slope of the tangent line. A front projec-
tion of a Legendrian knot may have self-intersections but no self-tangencies
(the latters would correspond to self-intersections of the Legendrian curve in
space). An xy projection of a Legendrian curve is smooth; it determines the
curve up to a translation in the direction of the z axis: the missing z coor-
dinate is reconstructed as
∫
y dx. An xy projection of a closed Legendrian
curve, in particular, of a Legendrian knot, is a self-intersecting smooth curve
enclosing a region with zero signed area.
2.2 Classical invariants
There are two classical integer-valued Legendrian isotopy invariants of Leg-
endrian knots (and links). The Thurston-Bennequin number TB(ℓ) of a Leg-
endrian knot ℓ is the linking number lk(ℓ, ℓ+) where ℓ+ is a curve obtained
from ℓ by a small shift in the direction of a normal within the distribution
C. (For knots, this number does not depend on the direction of the normal.)
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The rotation number R(ℓ) of an oriented Legendrian knot ℓ may be defined
as the rotation number of its xy projection.
Both TB(ℓ) and R(ℓ) have simple description in terms of a front diagram.
In this article, we will need this only for R(ℓ). Let L be a front diagram of an
oriented Legendrian knot ℓ. Cusps break L into non-self-intersecting parts,
“strands”. Take one of the strands and attach to it some integer, k. Let us
move from the chosen strand in the direction of the chosen orientation of L.
Passing through a cusp to a new strand, we add 1 to our integer, if near the
cusp the new strand is above the old one and subtract 1 otherwise. When
we return to the initial strand, our integer becomes some k′; it is easy to
see that k − k′ = 2R(ℓ). It is important that if R(ℓ) = 0, then every strand
acquires a number (which we will call the index), and of two strands forming
a cusp, the index of the upper one is one more than the index of the lower
one. These indices are defined up to simultaneous adding the same integer
to all of them. If R(ℓ) 6= 0, then indices with similar properties are defined
as residues modulo 2|R(ℓ)|.
2.3 The Chekanov–Eliashberg DGA
Consider a generic xy-diagram Γ of a Legendrian knot ℓ. Let S be the set of
all crossings of Γ, and let A = A(Γ) be a free associative unital Z2-algebra
generated by S. At every crossing s ∈ S, the diagram forms four corners, of
which we declare two positive and two negative: if you approach the crossing
s along the upper strand (that is, the strand with a bigger value of z), then
the corner to the right of you is positive and the corner to the left of you is
negative.
For every n ≥ 0 fix a convex planar domain Pn bounded by a piecewise
smooth curve with n+1 corners numerated counterclockwise as v0, v1, . . . , vn.
For a crossing s, consider the set In(s) of regular isotopy classes of orientation
preserving immersions f : Pn → R
2 such that (1) f(∂Pn) ⊂ Γ, (2) f(v0) =
s, (3) a neighborhood of v0 covers a positive corner at s, and (4) for i =
1, . . . , n, a neighborhood of vi covers a negative corner at f(vi). Put I(s) =
∪nIn(s). The differential d : A → A is defined as a derivation such that
d(s) =
∑
[f ]∈I(s) f(v1) . . . f(vn). It is proved in [Ch] that d
2 = 0.
There exists a natural grading of A which assigns to each crossing s
a degree which is an integer, if R(ℓ) = 0, and a residue modulo 2|R(ℓ)|
otherwise. Here is the definition. At a crossing s choose a path γs which
leaves s along the overcrossing and follows the knot diagram until it returns
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to the crossing along the understrand. Let r(γs) be the number of counter-
clockwise rotations made by the tanget vector to γs. Here we should either
assume that at s strands meet at 90◦ angles or round r(γs) to the nearest
odd multiple of 1/4. Degree of s is given by
|s| = 2r(γs)−
1
2
(mod 2R(ℓ))
and does not depend on the choice of γs. With respect to this grading the
differential d has the degree −1.
The following result is the main achievement of the Chekanov–Eliashberg
theory ([Ch],[El]).
Theorem 2.1 (Chekanov, Eliashberg) The (graded) homology of A(Γ)
is a Legendrian isotopy invariant of ℓ.
Chekanov’s paper contains the following, more precise statement.
Theorem 2.2 (Chekanov) The stable isomorphism type of A(Γ) is a Leg-
endrian isotopy invariant of ℓ.
Let us provide an explanation. A stabilization of A(Γ) is obtained from
A(Γ) by adding two generators a, b with deg(a) = deg(b) + 1 and extending
the differential by the formulas d(a) = b, d(b) = 0. The algebras A(Γ),
A(Γ′) are stably isomorphic if there are iterated stabilizations of each that
are isomorphic. (It is clear that a stabilization does not affect the homology,
so Theorem 2.1 follows from Theorem 2.2.)
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Figure 1: Ng’s construction
In conclusion, let us notice that a Chekanov–Eliashberg DGA of a Legen-
drian knot may be constructed from a front diagram. This was observed by
L. Ng [Ng3] who showed that xy- and xz-diagrams of the same knot, however
different they may seem, may be made to look almost the same.
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A planar isotopy of the front diagram arranges the following. Away from
crossings and cusps the arcs of the front diagram are straight lines such that
the slope of these lines decreases as we move from the top arc towards the
bottom arc. This will appear as several parallel horizontal lines on the xy-
diagram. At a left cusp the newly appearing arcs should have their slopes fit
this criterion. When we come to a crossing the slopes of the two adjacent arcs
on the front diagram interchange causing an immediate crossing to appear
on the xy-diagram and a crossing on the xz-diagram when the two lines
eventually meet. Before a right cusp the slopes of the two arcs that will meet
are interchanged. This produces an additional crossing on the xy-diagram
which does not appear on the front diagram.
A diagram of this shape2 is shown in Figure 1, left. The corresponding
xy diagram (Figure 1, right) looks, at least topologically, almost the same:
crossings remain crossings, left cusps become roundings, right cusps become
roundings preceded by additional crossings.
For this diagram, Γ, the algebra A(Γ) can be reconstructed from the
initial front diagram, L, and we will denote it as A(L). The generators of
A(L) correspond to crossings and right cusps of L. The degree of a generator
corresponding to a crossing of strands S, S ′ where S has slope bigger than
S ′, is ind(S) − ind(S ′) (ind stands for the index, see 2.2); the degree of a
generator corresponding to a right cusp is +1.
2.4 Rulings
The notion of a ruling and its relationship on one hand with generating fam-
ilies and on the other with the Chekanov-Eliashberg DGA is a central moti-
vation for this work. It was introduced in 2000 independently by Chekanov
and Pushkar [ChP] and the first author [F].
Let L be a front diagram of a Legendrian knot ℓ. A ruling of L consists
of
(1) a correspondence between left and right cusps, and
(2) for every pair of corresponding left and right cusps, l and r, two disjoint
(except l and r) paths within the diagram and joining l to r. The paths
should have strictly increasing x-coordinate, and paths joining different pairs
of cusps can meet only at crossings.
2The diagram in Figure 3 does not precisely follow Ng’s construction. Near crossings
strands should change slope only once, but to accurately meet this criterion the diagram
would need to become wider than this page.
9
Obviously, the paths of a ruling never pass through the cusps, except
at the endpoints, and cover the whole diagram; this covering is one-fold,
except at the crossings and the cusps, where it is two-fold. In particular,
any crossing belongs to two paths which may exchange or not exchange the
strands passing through the crossing. In the first case the crossing is called a
switch. A ruling is fully determined by the set of switches, so we can consider
rulings as subsets of the set of crossings. For each value of the x-coordinate
not containing a crossing or cusp the division of the paths of the ruling into
pairs gives rise to a fixed point free involution of the strands of the front
diagram. The constructions of rulings in Theorems 2.4 and 2.7 are given by
describing this involution.
The notion of a ruling turns out to be useful only in the presence of
the following “normality condition”. Assume that no two crossings of the
diagram have the same x-coordinate. Let s be a switch, let pu and pℓ be the
upper and lower paths of the ruling passing through s, and let qu and qℓ be
the other paths joining the same cusps as pu and pℓ. Let z, zu, and zℓ be
the z-coordinates of s and of the intersection points of qu and qℓ with the
vertical line through s. We call the switch normal, if zu > z > zℓ, or zℓ >
zu > z, or z > zℓ > zu. (In the remaining cases, zu > zℓ > z, zℓ > z >
zu, and z > zu > zℓ, the switch is abnormal.) A ruling is called normal if all
the switches are normal.
Example. Let L be the front diagram in Figure 2 (this is a “standard” trefoil
knot), with crossings s1, s2, s3. Then there are four rulings, {s1, s2, s3}, {s1},
{s2}, {s3}, and only one of them, {s2}, is not normal.
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Figure 2: Front diagram of a standard trefoil
In the case when R(L) = 0, a ruling is called graded, if all the switches
have degree 0. For example, all rulings of the diagram in Figure 2 are graded.
In the general case, a ruling of L is called ρ-graded, where ρ is a divisor of
2R(L), if the degrees of all switches are divisible by ρ. It is proved in [S2]
that if R(L) 6= 0, then there never exists a 2-graded normal ruling.
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Not every front diagram has a ruling (see Figure 3). But it is known
[ChP] that not only the existence of a normal ruling, but even the num-
ber of different normal rulings, as well as the number of different graded,
or ρ-graded, normal rulings, is a Legendrian isotopy invariant. Moreover, a
generic Legendrian isotopy between two front diagrams gives rise to a canon-
ical bijection between the sets of normal rulings of these two diagrams. For
further statements of this kind, see section 2.7.
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Figure 3: Front diagrams with no rulings
There are at least three different theorems stating that a certain property
of a Legendrian knot is equivalent to the existence of a (in some cases, graded)
normal ruling. We will observe these results in the three subsections below.
These theorems show, in particular, that some, visibly unrelated, properties
of front diagrams are mutually equivalent. Below, we will establish a relation
between two of them.
2.5 Normal rulings and generating families
Let F : RN × R → R be a smooth 1-parameter family of functions, and let
ft(x) = F (x, t), t ∈ R, x = (x1, . . . , xN) ∈ R
N . Assume as well that 0 is a
regular value for the map
(
∂F
∂x1
, . . . ,
∂F
∂xN
) : RN × R→ RN .
Then, the fiber-wise critical set
SF = {(x, t)|(dft)x = 0}
is a 1-dimensional submanifold which becomes immersed in R3 as a Legen-
drian submanifold ℓF according to the mapping
SF ∋ (x, t) 7→
(
t,
∂F
∂t
(x, t), F (x, t)
)
.
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F is called a generating family for ℓF . We require in addition that a gener-
ating family F be linear at infinity. That is, there exists a non-zero linear
function l : RN → R and C > 0 such that ft(x) = l(x) when |t| > C or
|x| > C. We will often take l(x) = xN or l(x) = x1. Clearly, any linear at
infinity generating family can be given this form by precomposing with an
appropriate linear transformation of RN .
Note that the front diagram L of ℓF may be easily described as
L = {(t, z) ∈ R2 | z is a critical value of ft}.
For a generic generating family F , for all but finitely many t (which we will
call exceptional), ft is a Morse function with all critical values being different,
and each exceptional value of t corresponds to one of the following events: a
generic birth or death of a pair of critical points of adjacent indices; a generic
collision of two critical values. Exceptional values of t appear on the front
diagram L as cusps and crossings.
Which front diagrams possess generating families? One restriction is ob-
vious.
Proposition 2.3 If L possesses a generating family, then R(Li) = 0 for
each component Li of L.
Proof For any strand S = {(t, s(t)), t′ ≤ t ≤ t′′} of Li, there exists a
continuous family {xt ∈ R
n, t′ ≤ t ≤ t′′} where xt is a critical point of ft and
ft(xt) = s(t); obviously, the index of the critical point xt is the same for all
t, and we denote this index by ind(S). At cusps of Li, these indices behave
as prescribed in Subsection 2.2; thus R(Li) = 0.
Theorem 2.4 (Chekanov, Pushkar) A front diagram L with R(L) = 0
possesses a (linear at infinity) generating family, if and only if it possesses a
graded normal ruling.
The only if part of this theorem is proved in [ChP]. For the reader’s
convenience, we recall this construction of a normal ruling for a front diagram
with a generating family of functions. Let f : RN → R be a Morse function
with all critical values different and with f(x) = xN for |x| > C. For a real
c, set Xc = {x ∈ R
N | f(x) ≤ c}. Call critical values c1 > c2 of f related, if,
for a small ε > 0,
dimZ2 H∗(Xc1+ε, Xc2−ε;Z2) + 1 = dimZ2 H∗(Xc1−ε, Xc2+ε;Z2) + 1
= dimZ2 H∗(Xc1+ε, Xc2+ε;Z2) = dimZ2 H∗(Xc1−ε, Xc2−ε;Z2).
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It turns out that the pairs of related critical values are disjoint; moreover,
the whole set of critical values falls into the union of disjoint related pairs;
moreover, the involutions arising in the sets of critical values of the functions
of a generating family compose a graded normal ruling of the front diagram.
(In particular, related critical values have adjacent indices.)
A different way to describe this ruling arises from the following proposi-
tion (which is used in topology since J.H.C.Whitehead’s works of the 1930’s).
Note that this proposition will be important for us in the subsequent parts
of this article.
Proposition 2.5 Let V be a vector space over some field with a fixed ordered
basis e1, . . . , em, and let d : V → V be a linear transformation with the follow-
ing two properties: (1) d is triangular, in the sense that d(ei) =
∑
j>i aijej;
(2) d is exact3 in the sense that Ker d = Im d. Then there exists a fixed point
free involution τ : {1, . . . , m} → {1, . . . , m} and a triangular basis change
e′i = ei +
∑
j>i bijej such that d(e
′
i) = e
′
τ(i), if τ(i) > i, and d(e
′
i) = 0, if
τ(i) < i. Moreover, the involution τ with these properties is uniquely deter-
mined by d.
For a non-exceptional value of t, consider the Z2 Morse complex associated
with the function ft and some Riemannian metric on R
N (compatible with
ft in the sense of Morse-Smale). The total space V of this complex has a
natural basis corresponding to the critical values of ft ordered accordingly
to the decreasing order in the set of critical values, and the differential d is
triangular (obviously) and exact (because the morse complex computes the
homology of the pair (RN , {ft < −C})). According to Proposition 2.5, this
provides an involution in the set of critical values, and it can be checked that
it is the same involution as before (in particular, it does not depend on the
Riemannian metric). The involutions can be seen to piece together to give a
graded normal ruling. In particular, the normality condition may be seen to
hold as in the work of Barannikov [B] (also see the proof of Proposition 4.2).
The if part of Theorem 2.4 was proved by Pushkar, but, as far as we
know, the proof has never been published. We provide a proof in Section 3.
Our proof contains an explicit construction of a generating family for a front
diagram with a graded normal ruling.
3There is a version of this proposition for the more general case d2 = 0, but we do not
need it.
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2.6 Normal rulings and augmentations
An augmentation of the Chekanov-Eliashberg DGA, A = A(Γ), is a unital
ring homomorphism ε : A(Γ)→ Z2 such that ε ◦ d = 0. An augmentation is
completely determined by its restriction to the set of generators of A, that
is, the set S of crossings of the xy-diagram Γ (the set of crossings and right
cusps of the front diagram L for A = A(L)). An augmentation is called
graded (ρ-graded), if ε(s) 6= 0, s ∈ S, implies deg s = 0 (deg s ≡ 0 mod ρ).
For an augmentation ε, set Aε = Ker ε/(Ker ε)2. This is a vector space
with the basis {sε = s+ε(s) | s ∈ S}. If a ∈ Ker ε, then da ∈ Ker ε (actually,
da ∈ Ker ε for any a ∈ A), and if a ∈ (Ker ε)2, then da ∈ (Ker ε)2 (if a =
bc, b, c ∈ Ker ε, then da = (db)c+ b(dc) ∈ (Ker ε)2). Hence, d : A→ A gives
rise to a homomorphism dε : Aε → Aε, and (dε)2 = 0. If the augmentation
ε is graded (ρ-graded), then Aε is graded (ρ-graded), and dε has the degree
−1.
(Aε, dε) is refered to as the linearized complex of A with respect to the
augmentation ε. We denote the corresponding linearized homology as Hε∗(ℓ).
Hε∗(ℓ) is graded (ρ-graded), if so is ε.
Theorem 2.6 (Chekanov [Ch]) The set of all (all graded, all ρ-graded)
homologies {Hε∗(ℓ)} corresponding to all (all graded, all ρ-graded) augmenta-
tions ε of A is a Legendrian isotopy invariant.
The problem of existence of an augmentation is solved by the following
result.
Theorem 2.7 (Fuchs, Ishkhanov, Sabloff) The algebra A(Γ) possesses
a (graded, ρ-graded) augmentation if and only if the corresponding front di-
agram possesses a (graded, ρ-graded) normal ruling.
The if part of this theorem was proved by the first author in [F] (and this
was one of the initial motivations for the notion of a normal ruling). The
only if part was proved in [FI] and, independently, in [S2]. We will discuss
the proofs in Section 4. In particular we give a new approach to the forward
implication based on Proposition 2.5.
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2.7 Normal rulings and estimates for the Thurston-
Bennequin number
Within any fixed topological knot type K there exist Legendrian knots ℓ ∈
K with TB(ℓ) negative of arbitrarily large magnitude. However, the set
{TB(ℓ)|ℓ ∈ K} is bounded from above. For instance, there are estimates in
terms of the two-variable knot polynomials ([FT], [CG], [Ta], [Ng1]):
TB(ℓ) ≤ − dega FK − 1 (1)
TB(ℓ) + |R(ℓ)| ≤ − dega Pk − 1
where FK , PK ∈ Z[a
±1, z±1] denote the Kauffman and HOMFLY polynomials
respectively (see [R] for the particular conventions). It was conjectured in [F]
that a 1-graded normal ruling exists if and only if the estimate (1) is sharp.
This follows from a stronger relationship.
Proposition 2.8 ([R]) The coefficient of a0 in aTB(ℓ)+1FK (resp. a
TB(ℓ)+1PK)
is given by
∑
r z
j(r) where the sum is over all 1-graded (resp. 2-graded) nor-
mal rulings r of ℓ and
j(r) = #{switched crossings} −#{right cusps}+ 1.
It was shown in [ChP] that in general the ρ-graded ruling polynomial ,
Rρℓ (z) =
∑
r z
j(r) where the sum is over all ρ-graded rulings, is a Legendrian
isotopy invariant. Proposition 2.8 shows that in the cases ρ = 1, 2, Rρ de-
pends only on TB(ℓ) and the underlying topological knot type. In contrast,
R0 can distinguish between knots with identical classical invariants [ChP].
The following is a simple corollary of Theorem 2.4 and Proposition 2.8.
Corollary 2.1 If ℓ possesses a generating family then TB(ℓ) is maximal
within the underlying topological knot type of ℓ.
Proof. If ℓ has a generating family then, according to Theorem 2.4, its front
diagram has a normal ruling. Therefore, by Proposition 2.8, the coefficient
of a0 in aTB(ℓ)+1FK is non-zero, and it follows that the estimate (1) is sharp.
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3 Construction of a generating family of func-
tions for a front diagram with a ruling.
Let L be a front diagram in the xz plane equipped with a graded normal
ruling R. The condition of being graded includes an assumption that for
every strand S of L, an integer ind(S) (called the index of S) is assigned
such that of two strands meeting at a cusp, the upper one has the index one
more than the lower one. At switches the two crossing strands have the same
index. We will assume the index of strands to be chosen so that ind(S) ≥ 2
for every S (otherwise add the same constant to all of them). Choose a
number N so that N − 1 exceeds all the indices.
We will construct a family of functions, F : RN × R → R, ft = F (·, t),
such that L and R are the diagram of critical values and the Morse complex
ruling corresponding to {ft} in the sense explained in 2.5. The index of
strands will agree with the Morse index of critical points. For values of t
away from switches, the ft will have a relatively simple form with critical
points divided into pairs in accordance with the ruling R. The necessary
modifications at switches are presented below via description of the level
surfaces. All references to gradient trajectories and Morse complexes make
use of the Euclidean metric.
The conditions imposed above on the indices guarantee that functions ft
will not have critical points of index 0, 1, N − 1, and N . It follows that the
level sets of an ft immediately preceding and following a critical value will
share the same 0-th homology group. In particular, since sufficiently negative
level sets are simply hyperplanes it follows that all the level surfaces ft = a
are connected.
Outside of a compact subset of its domain we will assign F (x, t) = xN .
Our family will have an additional property that for t not equal to the x
coordinates of cusps and not belonging to small neighborhoods of the x co-
ordinates of switches of R, the Morse complex of ft has the simplest possible
structure. Namely, the critical points of ft are arranged into pairs, according
to the ruling, and in every such pair, the indices of critical points differ by
one; we state that for every pair there will be precisely one gradient trajec-
tory joining these two points, and there will be no other gradient trajectories
joining the critical points of adjacent indices.
For t < −K (where K is a positive number such that L is contained in
the domain |t| < K), we put ft(x1, . . . , xN ) = xN . Moving t to the right, we
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reach the leftmost cusp of L. At this moment, we create a pair of critical
points of appropriate indices with appropriate critical values such that the
point with the smaller value (= the smaller index) lies precisely above the
other point (here and below, we regard the direction of the xN axis as vertical
and upward).
Moving further, we create, in a similar way, pairs of critical points at every
left cusp in such a way that every new pair is located at a big distance (in
terms of x1, . . . , xN−1 from the previous pairs. When t grows, but does not
reach an x-coordinate of a switch from R, the critical values change according
to the z-coordinates of points of L, and the pairs of critical points remain
on lines parallel to the xN axis, and the gradient trajectories joining critical
points of adjacent indices are all straight vertical lines. Nothing changes at
non-switch crossings of R (no crossings involve points from the same pair).
If moving t to the right we arrive at a right cusp, then the strands meeting
at the cusp correspond to each other with respect to the ruling R; hence the
corresponding critical points form a removable pair, and we remove them.
It remains to explain what happens when we arrive at a crossing r which
is a switch for R. According to the definition given in 2.4, three cases are
possible (see Figure 4.)
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Figure 4: Three cases for a switch of a ruling
In Case 1, fragments of pairs of paths forming the ruling (directed from
the left to the right) are arb, AA and bra, BB; in Case 2 these fragments are
arb, AA and bra, αα and in Case 3 arb, αα and bra, ββ. In all cases, a and b
have the same index, say, k; then A and B have index k + 1, and α and β
have index k − 1.
A family of functions corresponding to Case 1 is presented in Figure 5.
The upper diagram shows the function Ft′ for some t
′ < t. The critical points
A and a are joined by a gradient trajectory, and so are the critical points B
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and b. The differential of the Morse complex acts as A 7→ a, B 7→ b. Then
the two pairs of critical points are moved to each other. At some instant a
“handle slide” trajectory appears when a gradient trajectory leaving b ends
up at a. This causes the Morse complex to change to A 7→ a, B 7→ b+ a as
it appears in the next diagram. (See Lemma 5.2 for a thorough discussion of
handle slides and there effect on the Morse complex.) Modulo a triangular
transformation this is the same as before: the critical value at b exceeds
the critical value at a. Then these critical values are swapped (it is the
crossing (the middle diagram corresponds to the function Ft where t is the
x coordinate of r), and the differential of the Morse complex (the same as
before), A+B 7→ b, B 7→ a+ b, becomes, after a triangular transformation,
A 7→ b, B 7→ a (now, the critical value at a exceed that at b).
At last, the two new pairs of critical points, A, b and B, a are moved
apart. (By the way, the transition from the second from the bottom diagram
in Figure 5, left to the bottom one may seem not clear in Figure 5, left; the
reason is that our drawings are 2-dimensional, while the actual number of
variables is at least 3; our assumptions on Morse indices have guaranteed the
level surface of the point a shown as a thick curve at the second from the
bottom diagram is, actually, connected, and we can move the critical points
a and B along this surface in an arbitrary way. Handle slide trajectories
connecting a to b as well as A to B will occur during this transition.) The
bottom diagram corresponds to the function ft′′ with a t
′′ > t; here, again, all
gradient trajectories between critical points of adjacent indices are vertical
lines. Remark, that our functions may have many other (pairs of) critical
points, but all of them stay frozen in our deformation.
In Case 2, the family of functions is shown in Figure 5, right. The critical
points A, a, b, α have indices k + 1, k, k, k − 1. In the first diagram (corre-
sponding to a t′ < t), the Morse differential acts as A 7→ a, b 7→ α. Then
we move the two pairs of critical points to each other, and the differential
becomes A 7→ a + b 7→ 0, b 7→ α (a handle slide of b over a has occured)
which is triangular equivalent to the previous differential while the value at
a exceeds the value at b. When these values are swapped (this happens when
we pass from the second diagram to the forth one), then the differential is
unchanged but becomes triangular equivalent to A 7→ b, a 7→ α. It remains
only to move the pairs A, b and a, α of critical points apart (see the bottom
diagram which corresponds to the function Ft′′ , t
′′ > t). During this last step
a handle slide of b over a results in the Morse complex returning to a simple
form A 7→ b, a 7→ α.
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Figure 5: Family of functions (Case 1 on the left, case 2 on the right)
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Case 3 is symmetric to Case 1 and is also illustrated by Figure 5, left (it
is sufficient to reflect all the diagrams in horizontal lines and replace A and
B by α and β).
4 Relations between rulings, augmentations,
and the linearized complex
4.1 Splash construction
Proofs of many results of the Legendrian knot theory, including Theorem
2.7, depend on (various versions of) the “splash construction” which first
appeared in [F]. The goal of this construction is to modify an xy-diagram
of a Legendrian knot in such a way that the differential of the Chekanov-
Eliashberg DGA is described by explicit formulas; this is acheived at the
expense of increasing the number of crossings. The many new generators
may be organized into a sequence of matrices. This perspective is useful
later for the construction of an augmentation from a generating family in
Section 5.
We describe here a version of the splash construction. Begin by applying
Ng’s resolution procedure (Section 2.3) to a Legendrian knot so that the xz
and xy diagram have similar appearance. The xy-diagram is cut by vertical
lines into “laminated zones” separated by “crossings” and “cusps”. Each
laminated zone consists of several horizontal strands stretched between the
vertical boundaries of the zone. The laminated zones are separated by inserts
of four types (“crossings,” “left cusps,” “right cusps,” or “parallel lines”)
shown in Figure 6, left.
In the “laminated zones” we make “splashes” shown in Figure 6, right. We
add a splash to each strand in the zone starting from the second top strand
and ending with the bottom strand. Figure 7, right, shows the diagram of
Figure 1, right, modified by splashes. As to the xz-diagram, the splashes
leave it almost unchanged: low steep steps appear on its strands (Figure 7,
left).
To describe the Chekanov-Eliashberg DGA of the splashed diagram, we
need notations for the crossings in the latter. Numerate the laminated zones
from the left to the right by the numbers 1, 2, . . . , N , and the inserts, also from
the left to the right, by the numbers 1, 2, . . . , N + 1; thus, the insert to the
left of the laminated zone number m has also number m. The strands within
20
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Figure 6: Inserts and splashes.
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Figure 7: Splash construction.
a laminated zone we label, from the top to the bottom, by elements of an
ordered set, usually (but not always, see below), by the numbers 1, 2, . . . , n.
The crossings of the m-th splash between the j-th strand and the i-th strand
(i < j) we denote as x±m;ij , with x
−
m;ij to the left of x
+
m;ij (see Figure 8). The
crossing within m-th insert we denote as ym, if this crossing arises from a
crossing of the front diagram, and as zm, if this crossing arises from a right
cusp.
Adding splashes in the laminated zones has a simplifying effect on d.
The polygons that we need to count become trapped between two adjacent
laminated zones so that d of a generator coming from the m-th laminated
zone is contained in the sub-algebra generated by generators from the m-th
and (m− 1)-st laminated zones and m-th insert.
Labeling convention. The differential dx−m;ij depends only on the m-
th insert and consists of polynomials in the x±m;ij , x
+
m−1;ij and zm or ym.
Unfortunately, if the m-th insert contains a cusp then the convention of
using consecutive integers, 1, 2, . . . , n, to label strands can result in the same
strand having distinct labels in the m-th and m−1-st laminated zones. This
unnecessarily complicates the formulas for dx−m;ij . Instead, when the m-th
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ij
x−m;ij x
+
m;ij
Figure 8: A labeling of the strands produces a labeling of the crossings in
laminated zones.
insert contains a cusp we will use an alternate labeling of strands for the
m-th and m− 1-st when discussing dx−m;ij as follows:
If the m-th insert contains a left (resp. right) cusp, then we numerate the
strands in the m-th (resp. m− 1-st) zone by the numbers 1, 2, . . . , n, and in
the (m − 1)-st (resp. m-th) zone by the same numbers except the numbers
k and k + 1 corresponding to the strands meeting at the cusp are omitted.
(See Figure 9.)
1
3
4
1
4
2
Figure 9: The pictured disk accounts for an x+m−1;12zmx
+
m−1;24 term in dx
−
m;14.
We warn the reader that this convention can cause the same crossing to be
described using two different labels depending on the context. For instance,
when discussing dx−m−1;ij we use a (possibly different) labeling of the strands
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depending on what the (m − 1)-st insert is. In the formula for dx+m;ij we
always use the standard labeling of 1, . . . , n increasing from top to bottom.
Proposition 4.1 For all m,
dx+m;ij =
∑
i<s<j
x+m;isx
+
m;sj.
(i) If the m-th insert contains a crossing ym between k-th and (k + 1)-st
strands, then
dym = x
+
m−1;k,k+1, and
dx−m;ij = x
+
m;ij +
∑
i<s<j
[
x+m;isx
−
m;sj + x
−
m;isx˜
+
m−1;sj
]
+ x˜+m−1;i,j ,
(1)
where x˜+m−1;k,k+1 = 0, and, for u < v, (u, v) 6= (k, k + 1),
x˜+m−1;uv = x
+
m−1;u¯v¯ +
{
ymx
+
m−1;uv, if u = k + 1,
x+m−1;uvym, if v = k,
where, in turn, w = w, if w 6= k, k + 1, k = k + 1, k + 1 = k.
(ii) If the m-th insert contains a left cusp, then (using the labeling con-
vention) the differentials dx−m;ij are expressed by the same formulas (1) with
a simpler formula for x˜+m−1;uv:
x˜+m−1;uv =


x+m−1;uv, if u 6= k, k + 1, v 6= k, k + 1,
1, if u = k, v = k + 1
0 otherwise.
(iii) If the m-th insert contains a right cusp with crossing zm, then, (using
the labeling convention) for i 6= k, k + 1, j 6= k, k + 1,
dzm = 1 + x
+
m−1;k,k+1, and
dx−m;ij = x
+
m;ij +
∑
i<s<j
s6=k,k+1
[
x+m;isx
−
m;sj + x
−
m;isx˜
+
m−1;sj
]
+ x˜+m−1;i,j ,
where
x˜+m−1;uv = x
+
m−1;uv
unless u < k, k + 1 < v in which case
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x˜+m−1;uv = x
+
m−1;uv + x
+
m−1;u,k+1x
+
m−1;k,v
+x+m−1;ukzmx
+
m−1;k,v + x
+
m−1;u,k+1zmx
+
m−1;k+1,v + x
+
m−1;ukz
2
mx
+
m−1;k+1,v
(iv) If the m-th insert is simply n parallel lines (does not correspond to
any crossing or cusp on the front diagram), then
dx−m;ij = x
+
m;ij +
∑
i<s<j
x+m;isx
−
m;sj +x
+
m−1;ij +
∑
i<s<j
x−m;isx
+
m−1;sj
Remark that in all cases the first formula has a short matrix form: if
X+m is the (strictly upper triangular) matrix with the entries x
+
m;ij , then
dX+m = (X
+
m)
2. The other formulas in Proposition 4.1 also have matrix
presentations;
dX−m = X
+
m(I +X
−
m) + (I +X
−
m)X˜
+
m−1
where the matrix X˜+m−1 depends on the location and type of the singularity
within the m-th insert. For instance, if the insert is a crossing between the
k and k + 1-st strands then X˜+m−1 = AX̂
+
m−1A
−1 where X̂+m−1 is the matrix
with the entries x+m−1;ij except for the entry x
+
m−1;k,k+1 which is removed, and
A being the block diagonal matrix with the block in the k-th and (k + 1)-st
rows and columns being
[
0 1
1 ym
]
and all other diagonal blocks being just
[1].
4.2 From an augmentation to a normal ruling: a new
approach
Let L be a Ng front diagram of a Legendrian knot, and let Γ be the xy-
diagram obtained from L by the splash construction (see Figures 1 and 8).
We present here an algorithm which assigns to a (graded) augmentation of
the Chekanov-Eliashberg DGA A(Γ) a (graded) normal ruling of L. This
provides a new approach to the result of Fuchs, Ishkhanov and Sabloff (The-
orem 2.7) and reveals its connection with Proposition 2.5 ( and hence with
generating families).
A(Γ) is described in Proposition 4.1; below we use the notations of this
Proposition. Let ε : A(Γ) → Z2 be an augmentation. Put e
±
m;ij = ε(x
±
m;ij),
and let E±m be the matrix with the entries e
±
m;ij (that is, E
± = ε(X±m)). The
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matrix E±m is triangular (that is, e
±
m;ij = 0 for j ≤ i). Since ε ◦ d = 0, the
relation dX+m = (X
+
m)
2 (see Section 4.1) shows that (E+m)
2 = 0. The matrices
E+m will now play a role similar to that of the Morse complexes of the ft in
Section 2.5.
Let Cm be the vector space with the basis {σi} labelled with the num-
bers of strands in the m-th laminated zone. Put ∂(σi) =
∑
e+m;ijσj . Since
(E+m)
2 = 0, (Cm, ∂) is a complex (with a triangular differential, as in Propo-
sition 2.5). Moreover, if the rotation number of the Legendrian knot is 0 and
the augmentation ε is graded, then Cm is graded and deg ∂ = −1.
Lemma 4.1 The complex Cm is acyclic.
Proof It is sufficient to prove that the homologies of the complexes Cm and
Cm−1 are the same. Since Cm = 0 for m < 0, this implies the acyclicity.
If the m-th insert contains a crossing ym, then the formula
dX−m = X
+
m(I +X
−
m) + (I +X
−
m)AX̂
+
m−1A
−1
(see Section 4.1) implies
E+m = (I + E
−
m)ε(A)ε(X̂
+
m−1)ε(A)
−1(I + E−m)
−1. (2)
But since dym = x
+
m−1;k,k+1 (see Part (i) of Proposition 4.1), ε(x
+
m−1;k,k+1) =
0, and hence ε(X̂+m−1) = E
+
m−1 (the matrices X
+
m−1, X̂
+
m−1 are the same with
the exception of the entry x+m;k,k+1), and the formula shows that the matrices
E+m, E
+
m−1 are conjugated. Hence the complexes Cm and Cm−1 have the same
homology.
The cases when the m-th insert contains the crossing zm, or does not
contain any crossing at all, are easier.
Let the m-th insert contain no crossings. The complex Cm−1 has the basis
{σi | i 6= k, k + 1}. Let (C˜m−1, ∂˜) be (Cm−1, ∂) with basis elements σk, σk+1
added and ∂˜ the same as ∂ with, additionally, ∂̂(σk) = σk+1. Then the
formula (2) becomes
E+m = (I + E
−
m)E˜
+
m−1(I + E
−
m)
−1
where E˜+m−1 is the matrix of ∂˜. Hence, the complex Cm has the same homology
as the complex C˜m−1 which, in turn, has the same homology as Cm−1.
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Let the m-th insert contain the crossing zm. Then the complex Cm−1 has
two generators missing in Cm : σk and σk+1. Since dzm = 1 + x
+
m−1;k,k+1 (see
Part (iii) of Proposition 4.1), in Cm−1, ∂σk = σk+1+ a linear combination of
σj with j > k+1. Consider the complex C˜m−1 as the quotient of the complex
Cm−1 by the (acyclic) two dimensional subcomplex generated by{
σk and ∂σk, if ε(zm) = 0,
σk + σk+1 and ∂σk + ∂σk+1, if ε(zm) = 1.
We can assume that the complex C˜m−1 has the same basis as Cm. The last
formula in Proposition 4.1 shows that
E+m = (I + E
−
m)E˜
+
m−1(I + E
−
m)
−1
and the matrix E˜+m−1, whether ε(zm) = 0 or 1, is the matrix of the differential
of C˜m−1 with respect to the basis [σj ], j 6= k, k + 1. Hence, the complex Cm
has the same homology as the complex C˜m−1 which, in turn, has the same
homology as Cm−1.
This completes the proof of Lemma.
According to Proposition 2.5, there arises a fixed point free involution τm
in the set of generators of the complex Cm, that is, in the set of strands in the
m-th laminated zone of L, such that, after a triangular basis transformation
σ′i = σi +
∑
j>i aijσj , the differential ∂ : Cm → Cm acts as
∂(σ′i) =
{
σ′τm(i), if i < τm(i),
0, if i > τm(i).
Proposition 4.2 The involutions τm form a normal ruling of L, graded, if
the augmentation ε is graded.
This completes our algorithm: it provides a (graded) ruling from a (graded)
augmentation.
Proof of Proposition 4.5 Let m-th insert contain a crossing ym. After
a triangular changes of basis, the complex Cm−1 and Cm have differentials,
respectively,
∂σi =
{
στm−1(i), if τm−1(i) > i,
0, if τm−1(i) < i,
∂σi =
{
στm(i), if τm(i) > i,
0, if τm(i) < i.
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The transition from Cm−1 to Cm (up to an additional triangular transforma-
tion by the matrix I + E−m) is performed by the matrix ε(A), that is,
σi 7→


σi, if i 6= k, k + 1,
ασk + σk+1, if i = k,
σk, if i = k + 1,
where α = ε(ym). There are 6 cases.
Case 1. τm−1(k + 1) < τm−1(k) < k. In Cm−1,
∂στm−1(k+1) = σk+1, ∂στm−1(k) = σk;
then in Cm,
∂στm−1(k+1) = σk, ∂στm−1(k) = ασk + σk+1,
∂(στm−1(k+1) + στm−1(k)) = (1 + α)σk + σk+1.
Hence, if α = 0, then τm(k) = τm−1(k+1), τm(k+1) = τm−1(k) (no switch),
and if α = 1, then τm = τm−1 (a switch).
Case 2. τm−1(k) < τm−1(k + 1) < k. In Cm−1,
∂στm−1(k) = σk, ∂στm−1(k+1 = σk+1;
then in Cm,
∂στm−1(k) = ασk + σk+1, ∂στm−1(k+1) = σk,
∂(στm−1(k) + στm−1(k+1)) = (1 + α)σk + σk+1.
Hence, whether α = 0 or 1, τm(k) = τm−1(k + 1), τm(k + 1) = τm−1(k) (no
switch).
Case 3. τm−1(k) < k, k + 1 < τm−1(k + 1). In Cm−1,
∂στm−1(k) = σk, ∂σk+1 = στm−1(k+1);
then in Cm,
∂στm−1(k) = ασk + σk+1, ∂(ασk + σk+1) = 0, ∂σk = στm−1(k+1).
If α = 0, then τm(k) = τm−1(k + 1), τm(k + 1) = τm−1(k) (no switch). If
α = 1, then
∂στm−1(k) = σk + σk+1, ∂σk+1 = ∂σk = στm−1(k+1),
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hence τm = τm−1 (a switch).
Case 4. τm−1(k + 1) < k, k + 1 < τm−1(k). In Cm−1,
∂στm−1(k+1) = σk+1, ∂σk = στm−1(k);
then in Cm,
∂στm−1(k+1) = σk, ∂(ασk + σk+1) = στm−1(k).
Hence,
∂σk = 0, ∂σk+1 = στm−1(k).
Thus, whether α = 0 or 1, τm(k) = τm−1(k + 1), τm(k + 1) = τm−1(k) (no
switch).
Case 5. k + 1 < τm−1(k + 1) < τm−1(k). In Cm−1,
∂σk = στm−1(k), ∂σk+1 = στm−1(k+1);
then in Cm,
∂(ασk + σk+1) = στm−1(k), ∂σk = στm−1(k+1).
If α = 0, then τm(k) = τm−1(k + 1), τm(k + 1) = τm−1(k) (no switch). If
α = 1, then ∂(σk + σk+1) = στm−1(k), and hence τm = τm−1 (a switch).
Case 6. k + 1 < τm−1(k) < τm−1(k + 1). In Cm−1,
∂σk = στm−1(k), ∂σk+1 = στm−1(k+1);
then in Cm,
∂(ασk + σk+1) = στm−1(k), ∂σk = στm−1(k+1).
If α = 0, then ∂σk+1 = στm−1(k), ∂σk = στm−1(k+1); if α = 1, then ∂(σk+1) =
στm−1(k)+στm−1(k+1). Hence, whether α = 0 or 1, τm(k) = τm−1(k+1), τm(k+
1) = τm−1(k) (no switch).
In addition to this, if the m-th insert contains no crossings, then in Cm,
∂σk = σk+1, and if the m-th insert contains a crossing zm, then in Cm−1,
∂σk = σk+1+ generators with the numbers > k + 1 (see the proof of Lemma
4.2). Thus, in the first case τm(k) = k+1, and in the second case τm−1(k) =
k + 1.
We see that the involution constructed satisfies the requirements of a
normal ruling.
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5 Generating families and the homology of
the linearized Chekanov-Eliashberg DGA
Work of Traynor and collaborators [JTr] [NgTr] [Tr] has used the theory
of generating families to distinguish Legendrian knots (actually usually 2-
component links) with identical classical invariants. A version of their ap-
proach is the following:
Let F : RN×R→ R, ft = F (·, t), be a linear at infinity generating family
for a Legendrian knot ℓ = ℓF , and recall from Section 2.5 that SF denotes
the fiber-wise critical set of F . Define w : RN × RN × R to be the difference
function
w(x, y, t) = ft(x)− ft(y).
Let δ > 0 small enough so that the interval (0, δ) consists entirely of
regular values of w. Define the generating family homology of F as the
grading shifted homology groups GH∗(F ) = H∗+(N+1)(w ≥ δ, w = δ;Z2).
The groups GH∗(F ) may depend on the choice of generating family for ℓ.
The invariance statement is analogous to Theorem 2.6.
Proposition 5.1 (Jordan-Traynor) The set of possible (isomorphism types
of) graded homology groups {GH∗(F )} where F is a linear-quadratic at in-
finity generating family for ℓ is an invariant of Legendrian isotopy.
The more general “linear-quadratic at infinity” condition means that out-
side of a compact subset the generating family F : RN1+N2 × R → R is a
sum, F (x1, x2, t) = L(x1) + Q(x2) where L : R
N1 → R is a non-zero linear
function and Q : RN2 → R is a non-degenerate quadratic function. [JTr]
considers the wider class of “linear-quadratic at infinity” generating families
to allow stabilizations. A stabilization increases the dimension of the domain
of a generating family by summing with a non-degenerate quadratic form in
the new variables.
Remark. Given a linear-quadratic at infinity generating family F as above,
we may obtain a linear at infinity generating family F ′ with LF = LF ′ by
precomposing with a diffeomorphism which preserves the fibers RN1+N2×{t}.
Clearly, GH∗(F ) ∼= GH∗(F
′), so either restriction at infinity produces the
same set of groups {GH∗(F )}.
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Let ℓs, 0 ≤ s ≤ 1 be a Legendrian isotopy and suppose a generating
family F 0 : RN ×R→ R for ℓ0 is chosen. It is shown in [JTr], [Tr] that after
possibly stabilizing the original generating family we can find a homotopy
F s, 0 ≤ s ≤ 1 such that F s is a generating family for ℓs. The invariance
statement is then proved by showing the generating function homologies
GH∗(F
s), 0 ≤ s ≤ 1 are all isomorphic. The reader is referred to [JTr],
[Tr] for the details of this argument in a slightly different setting. A key
point is that for small enough δ > 0 critical values of the corresponding
difference functions ws will not cross into the interval (0, δ).
Proposition 5.2 The critical points of the function w with positive critical
values correspond to the crossings of the xy diagram of ℓ. The critical value
is equal to the height of the crossing. Moreover, the indices of the critical
points are equal to the degrees of the crossings plus N + 1.
Proof. Since
∂w
∂x
=
∂ft(x)
∂x
,
∂w
∂y
= −
∂ft(y)
∂y
,
∂w
∂t
=
∂
∂t
ft(x)−
∂
∂t
ft(y),
the point (x, y, t) is a critical point of w if and only if (1) x and y are critical
points of ft, that is, (x, t), (y, t) ∈ SF , and (2) the y-coordinates of the
corresponding points of LF agree. This happens when x = y in which case
the critical value is 0. When x 6= y, (x, y, t) corresponds to a crossing in
the xy-diagram, and w(x, y, t) = ft(x) − ft(y) is the difference of the two
z-coordinates. (y, x, t) is a second critical point of w corresponding to the
same crossing, but w(x, y, t) = −w(y, x, t), so exactly one will have positive
critical value.
ind(x,y,t)w = indy ft + (N − indx ft) + e
where e = 1, if t is a local maximum of the distance between the strands of the
points (ft(x), t), (ft(y), t), and e = 0 if t is a local minimum of this distance.
Since the degree of the crossing is indy ft−indx ft+e, the proposition follows.
Remark. Proposition 5.2 suggests an approach to proving Theorem 5.3.
One could hope to directly compare the Morse complex for the function w
and the linearized complex for an augmentation of the Chekanov-Eliashberg
DGA (we need to compare only differentials: the chain spaces are the same
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by Proposition 5.2). The difficulty with this approach in general is the lack
of a readily apparent augmentation of A(Γ) where Γ is the xy-diagram of ℓF
itself.
Theorem 5.3 If F is a linear at infinity generating family for ℓ then there
exists a graded augmentation ε for the Chekanov-Eliashberg DGA of ℓ such
that GH∗(F ) ∼= H
ε
∗(ℓ). That is, {GH∗(F )} ⊂ {H
ε
∗(ℓ)}.
Outline of proof. The proof requires associating an augmentation with a
generating family. According to Theorem 2.6, we have the freedom to work
with the Chekanov-Eliashberg DGA of a different representative of the Leg-
endrian isotopy class of ℓF . The analogy between the proofs of Theorem
2.4 and Theorem 2.7 suggests a direct route from F to an augmentation for
the DGA arising after applying Ng’s resolution procedure in combination
with the splash construction as in Section 4.1. In Theorem 2.4, Proposi-
tion 2.5 is applied to the Morse complexes of the individual functions ft,
whereas in Theorem 2.6 the same proposition is applied to complexes arising
from ε(X+m). One could hope to construct an augmentation directly from a
generating family so that (after choosing an appropriate family of metrics )
the ε(X+m) are the matrices for the differentials in the morse complex of ft
at appropriate values of t. Such an augmentation is constructed in Section
5.2.1. The value of ε on the remaining generators from splashes, X−m, reflects
bifurcations in the family of Morse complexes C(ft).
The augmentation and, accordingly, also the differential in the corre-
sponding linearized complex are determined by the fiberwise Morse com-
plexes C(ft) together with their bifurcation data. Therefore, it is convenient
to use a method of computing GH∗(F ) = H∗(R
N × RN × R, {w ≤ δ};Z2)
based on this same information. Such a method is given in section 5.1. We
replace (RN×RN×R, {w ≤ δ}) with the fiberwise descending manifold of the
fiberwise critical set Sw = SF ∗ SF and collapse the sublevel set {w ≤ δ} to
a point. The resulting space is compact, and we use the fiberwise ascending
and descending manifolds of points in SF to provide it with a CW-complex
structure. This is done in Sections 5.1.3-5.1.4 after recalling the standard bi-
furcations of Morse complexes from [L] in 5.1.1-5.1.2. The resulting cellular
chain complex has roughly the same number of generators as the linearized
complex, and its differential is described in terms of the individual Morse
complexes C(ft) and there bifurcations.
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The remaining sections are dedicated to showing that the two complexes
have isomorphic homology groups, and the motivations are purely algebraic.
In 5.1.5 and 5.2.3 we take quotients of both complexes by certain acyclic
subcomplexes. This is done so that the two quotient complexes will have
exactly the same size. After setting up a one-to-one correspondence between
generators, we see that the differential on the quotient complexes agree on
many generators and disagree in a predictable way on the others. The proof
is completed in Section 5.3 by showing that after taking a further homology
preserving quotient the complexes become isomorphic.
Remark. A close variant of Theorem 5.3. is proved in [NgTr] and [JTr]
for certain classes of 2-component links where the invariants are explicitly
calculated.
5.1 Cell decompositions from 1-parameter families
Due to the linear at infinity assumption, for large enough T the spaces {w ≤
δ} ∩ {t ≥ T} ( resp. {w ≤ δ} ∩ {t ≤ −T} ) is a product V × [T,+∞)
(resp. V × (−∞,−T ]) where V is a half-space of RN × RN . Therefore, for
the purpose of computing the homology groups in the statement of Theorem
5.3 we can and will henceforth assume our generating family {ft} is defined
on a compact interval t ∈ [−T, T ] with SF ⊂ R
N × (−T, T ).
We will need to pair our generating family {ft} with a one parameter
family of metrics {gt},−T ≤ t ≤ T which we assume to be Euclidean out-
side of some compact set. Then we can consider the fiber-wise negative
gradient flow Φs : R
N × [−T, T ] → RN × [−T, T ] generated by the vector
field X(x,t) = (−∇gtft)x. This flow preserves the fibers R
N × t and by the
linearity assumption is globally defined. For (x, t), if lims→±∞Φs(x, t) ex-
ists it belongs to (SF )t. Alternatively, Φs(x, t) eventually follows a line with
lims→±∞ ft(Φs(x, t)) = ∓∞.
Definition 5.1 Given a subset B ⊂ SF , let D(B) = {(x, t)| lims→−∞Φs(x, t) ∈
B} and A(B) = {(x, t)| lims→+∞Φs(x, t) ∈ B} denote the fiber-wise descend-
ing and ascending manifolds of B.
5.1.1 The Morse complex
Our main tool for computations is an extension of a beautiful perspective on
Morse theory originally explored by Rene´ Thom. On a compact manifold M
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suppose we are given a single Morse function f with critical points crit(f) =
{p1, . . . , pn} labeled so that f(p1) ≥ . . . ≥ f(pn). Fix a metric g on M
satisfying the Morse-Smale condition:
For all i, j, D(pi) and A(pj) intersect transversally.
In this case the descending manifolds will form the cells of a CW-complex
structure, M =
∐
D(pi). The dimension of D(pi) is given by the Morse index
ind(pi).
If ind(pi) = ind(pj)+1, then the incidence number η(i, j) = [D(pi) : D(pj)]
is the number of descending gradient trajectories from pi to pj (which com-
prise D(pi) ∩ A(pj)). These trajectories should be counted with signs, but
since we consider only modulo 2 homology, we disregard the signs and view
η(i, j) as integers modulo 2.
To simplify some of our formulas we will make the convention that when
ind(pi) 6= ind(pj) + 1, η(i, j) = 0.
We arrive at the Morse complex (C∗(f), ∂) with coefficients in Z2.
Cl(f) = Z2{pi| ind(pi) = l}
∂ : Cl(f)→ Cl−1(f), ∂pi =
∑
ind(pj)=l−1
η(i, j)pj
Note that the differential is strictly upper triangular in the basis {pi}. The
homology of the Morse complex is isomorphic to the singular homology of
M modulo 2.
If we fix two regular values a and b > a of f and restrict the complex to
the critical points pi with a < f(pi) < b, then we get a complex (C∗(f ; a, b), ∂)
whose homology is H∗({f ≤ b}, {f ≤ a};Z2). The latter will work also in the
case when M is non-compact, provided the gradient flow is globally defined.
Indeed, in this case a cellular decomposition of the quotient space
N = (
⋃
a<f(pi)<b
D(pi))/{f ≤ a}
is provided by the descending manifolds D(pi) together with the collapsed set
as an extra 0-cell. (C∗(f ; a, b), ∂) agrees with the corresponding cellular chain
complex mod the 0-cell {f ≤ b} and thus computes the relative homology
H˜∗(N ;Z2) ∼= H∗(
⋃
a<f(pi)<b
D(pi), {f ≤ a};Z2) ∼= H∗({f ≤ b}, {f ≤ a};Z2).
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5.1.2 Bifurcations of the Morse complex
Consider the following two conditions on a C∞ function f :
(i) f is Morse;
(ii) critical values of f are distinct;
These conditions are simultaneously satisfied on a generic (open and
dense) subset of the set of all functions.
After possibly making a small perturbation of F preserving both GH∗(F )
and the Legendrian isotopy type of ℓF we may assume that our family of
functions {ft},−T ≤ t ≤ T , is generic in the following sense:
(i) and (ii) hold for ft at all but a finite number of values −T < t1 ≤ t2 ≤
. . . ≤ tM < T where precisely one of (i) and (ii) fails for fti .
Further, if ftm fails to be Morse it is due to the presence of a single
degenerate critical point p corresponding to either:
(B) a birth of a pair of critical points with adjacent indices λ+ 1 and λ,
or
(D) a death of a pair of critical points with adjacent indices λ+1 and λ.
More formally, in a neighborhood of p in RN ×R one can change coordinates
while preserving t so that
ft(x1, . . . , xn) = f(p) + x
3
1 + ǫ(t− tm)x1 +Q(x2, . . . , xn)
where Q is a non-degenerate quadratic form of index λ and ǫ = −1 at a birth
and ǫ = 1 at a death.
Also, when condition (ii) fails it will be through:
(TCV) transverse intersection of a single pair of critical values.
Remark. On the front diagram of ℓF (B) and (D) points correspond to left
and right cusps respectively. The t-values for which two critical points share
a common critical value correspond to crossings. Note that the genericity
assumption (TCV) guarantees ℓF is an embedded Legendrian submanifold.
In either case (B) or (D) there will be a unique degenerate critical point
p. D(p) (resp. A(p)) will be a half disk of dimension λ + 1 (resp. N − λ
where N = dimM) so the Morse-Smale transversality condition still makes
sense in this setting.
We can choose the family of metrics gt so that the Morse-Smale condition
fails at only a finite number of t-values at which conditions (i) and (ii) are
both satisfied [L]. The manner in which the Morse-Smale condition fails
can be assumed to be a standard ‘handle slide’ as described before Lemma
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5.2 below. We use (M-S) to indicate a value of t where the Morse-Smale
condition fails for (ft, gt).
Definition 5.2 A t-value such that one of (B), (D), (TCV), or (M-S) occurs
will be referred to as a singular t-value.
Remark. Throughout the remainder of the proof we will be considering
each of these singularity types on a case by case basis. The reader is encour-
aged to concentrate on one type of singularity at a time in order to avoid
becoming bogged down.
Let us examine case by case how the Morse complex changes when we
pass a singular t-value and in addition extend the Morse complex to the
types of singular pairs (ft, gt) described above. We will haphazardly add t’s
to our previous notation to indicate which function we are considering. For
instance pi becomes pi(t), η(i, j) becomes η
t(i, j), and the differential of the
Morse complex becomes ∂t.
Case of no singularity: If the open interval (a, b) contains no singular
t-values then the Morse complex is stable through out. We have ηt
′
(i, j) =
ηt
′′
(i, j) for all a < t′, t′′ < b.
In the rest of the cases, for simplicity of notation, we assume that on the
interval (−2, 2) there is a lone singularity at t = 0 of the desired type. The for-
mulas in Lemma 5.1 and 5.2 come from [L], although the cell-decompositions
at singular t-values are not discussed in that reference.
Case (B): Assume the newly born critical points are labeled pk(1), pk+1(1)
with the indices λ + 1, λ. C(f1) has two more generators than C(f−1). To
express the relationship between the two complexes it is convenient to forego
our usual labeling convention by listing crit(f−1) = {p1, . . . , pk−1, pk+2, . . .}
(compare with the labeling convention of Section 4.1). This notation will be
retained in future considerations of (B) t-values.
Differentials are related by the formulas:
∂1pi = ∂−1pi + η
1(i, k + 1)∂1pk + η
1(∂−1pi, pk+1)pk
= ∂−1pi +
∑
j η
1(i, k + 1)η1(k, j)pj +
∑
j η
−1(i, j)η1(j, k + 1)pk
∂1pk = pk+1 +
∑
k+1<j η
1(k, j)pj
∂1pk+1 =
∑
j η
1(k, j)∂−1pj
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Remark. For i 6= k, k + 1, unless ind(pi) = λ+ 2 or λ+ 1 we have simply
∂1pi = ∂−1pi. In the use of η
1(∂−1pi, pk+1) we extend η
1(·, pk+1) as a linear
form.
Let us record some observations.
Lemma 5.1 (i) C(f−1) ∼= C(f1)/Z2{pk, ∂1pk}, pi 7→ [pi] (isomorphism of
complexes).
(ii) In C(f1)/Z2{pk, ∂1pk},
[pk+1] =
∑
k+1<j
η1(k, j)[pj]
.
(iii) The map A : C(f−1)⊕ Z2{pk, pk+1} → C(f1), A(pi) = pi + η
1(i, k +
1)pk for i 6= k, k + 1, A(pk) = pk, A(pk+1) = pk+1 +
∑
k+1<j η
1(k, j)pj is
an isomorphism of complexes where C(f−1)⊕Z2{pk, pk+1} is a direct sum of
complexes with differential defined on the second component as pk 7→ pk+1.
The descending manifolds with respect to (f0, g0) will give a CW-complex
structure and we define the ‘Morse complex’ C(f0) to be the cellular chain
complex. The only abnormality is that the descending manifold of the de-
generate critical point is a half disc so contributes 2 cells. If we label these
cells as pk, pk+1 then C(f0) will be identical to C(f1).
Case (D): The situation is symmetric to the case (B).
Case (TCV): The only thing that changes is the way we should label
critical points. If the crossing occurs between critical points labeled pk, pk+1
then the matrix (η−1(i, j)) agrees with (η1(i, j)) after conjugating by the
permutation matrix of the transposition (k, k + 1). The Morse complex at
t = 0 makes sense as usual. By convention we let the labeling of critical
points at t = 0 agree with the labeling when t < 0.
Case (M-S): The generic way that this will happen is that at some point
a gradient flow line will connect two critical points pk, pl, k < l with the same
index, λ. This prevents a CW-complex structure by descending manifolds
since the closure of D(pk) will intersect D(pl). To rectify this problem we
divide the cell D(pl) into three cells D(pl)
−,D(pl)
+,D(pl)
0 where
D(pl)
0 = D(pk) ∩ D(pl)
D(pl)
− = (D(pk(t), t < 0) ∩ D(pl))−D(pl)
0
D(pl)
+ = (D(pk(t), t > 0) ∩ D(pl))−D(pl)
0
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Here D(pl)
0 is a (λ− 1)-cell while both D(pl)
− and D(pl)
+ are λ-cells.
In the Morse complex for C(f0), which is defined to be the cellular chain
complex obtained from this decomposition, we use p0l , p
−
l , p
+
l to denote the
three pieces of D(pl). Relationships between the complexes C(fi), i = −1, 0, 1
are
∂−1pl = ∂1pl = ∂0p
−
l + ∂0p
+
l
∂0p
+
l = p
0
l + x, ∂0p
−
l = p
0
l + y
where x, y ∈ span{pi|i 6= l},
∂0pk = ∂−1pk + ∂0p
−
l = ∂1pk + ∂0p
+
l ,
and if ind(pi) = λ+ 1, then
∂0pi = ∂−1pi + η(i, k)p
−
l = ∂1pi + η(i, k)p
+
l
where all appearances of pl in the last two formulas should be replaced by
p−l + p
+
l .
We will use some simple consequences.
Lemma 5.2 There are isomorphisms of complexes:
(i) C(f−1) ∼= C(f0)/Z2{p
−
l , ∂0p
−
l } given by pi 7→ [pi], i 6= l and pl 7→ [p
+
l ];
(ii) C(f1) ∼= C(f0)/Z2{p
+
l , ∂0p
+
l } given by pi 7→ [pi], i 6= l and pl 7→ [p
−
l ];
(iii) A : C(f−1)
∼=
→ C(f1) given by A(pi) = pi, i 6= k and A(pk) = pk + pl.
5.1.3 A cell decomposition for D(SF )
Let us refine our partitioning of the interval [−T, T ] to −T = t0 < t1 <
. . . < tM = T to include all singular t-values of the family (ft, gt) and one
non-singular t-value between any two of the singular values.
In the remainder of Section 5.1 we describe a CW-decomposition of
D(Sw)/{w ≤ δ} whose corresponding (reduced) cellular chain complex will be
proved quasi-isomorphic to a linearized complex of the Chekanov-Eliashberg
DGA of a knot Legendrian isotopic to ℓF . The cells will be contained either
within a single t-value, tm, or in the intermediate intervals (tm−1, tm), and the
isomorphism will map such cells to splash generators of the form x+m;ij and
x−m;ij respectively. The reader may significantly simplify matters by concen-
trating on an interval of the form [tm−1, tm+1] where tm is a singular t-value
and tm−1 and tm+1 are non-singular then working through the remainder of
the argument for each singularity type individually.
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We begin with a cellular decomposition of D(SF )/{F ≤ −C} where C is
large enough so that F (SF ) ⊂ (−C,C). As described in Section 5.1.2, for
each tm we have a CW-decomposition of (D(SF ) ∩ {t = tm})/{F ≤ −C}
whose cellular chain complex is the Morse complex C(ftm). We shorten the
notation for cells to pi(m) = D(pi(tm)). On an interval (tm−1, tm) the Morse
complex C(ft) is stable and we can form cells Pi(m) = D(pi(t), tm−1 < t <
tm) of dimension ind(pi) + 1. Finally, let α denote the 0-cell corresponding
to the collapsed set {F ≤ −C}.
The following theorem incorporates the bifurcation data to give formulas
for the differential.
Theorem 5.4 The decomposition
D(SF )/{F ≤ −C} = (
∐
m
(
∐
i
pi(m)))
∐
(
∐
m
(
∐
i
Pi(m)))
∐
α
is compatible with a CW-complex structure. The cellular chain complex mod-
ulo α is as a vector space a direct sum (⊕mA(m))⊕ (⊕mB(m)) where A(m)
is spanned by the cells belonging to M × {tm}, and B(m) is spanned by cells
belonging to M × (tm−1, tm).
(a) For each m, A(m) = C(ftm) is a sub-complex.
(b) For each m, the differential on B(m) is as a sum of three parts,
∂B(m),B(m) : B(m)→ B(m)
∂B(m),A(m−1) : B(m)→ A(m− 1)
∂B(m),A(m) : B(m)→ A(m)
The first part acts according to
∂B(m),B(m)Pi(m) =
∑
j
ηt(i, j)Pj(m),
the formula being independent of the choice of t, tm−1 < t < tm.
The part ∂B(m),A(m−1) : B(m) → A(m − 1) (resp. ∂B(m),A(m) : B(m) →
A(m)) is defined depending on the nature of the singularity at tm−1 (resp.tm).
In the case, when there is no singularity, ∂B(m),A(m−1)Pi(m) = pi(m − 1)
(resp. ∂B(m),A(m)Pi(m) = pi(m)).
In the case (B), ∂B(m),A(m−1)Pi(m) = pi(m− 1) (resp. ∂B(m),A(m)Pi(m) =
pi(m)+η
tm(i, k+1)pk(m). (The convention that critical points on the interval
(tm−1, tm) are labeled to omit pk and pk+1 is used here.)
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In the case (D), ∂B(m),A(m−1)Pi(m) = pi(m) + η
tm−1(i, k + 1)pk(m) under
the convention that critical points on the interval (tm−1, tm) are labeled to
omit pk and pk+1 (resp. ∂B(m),A(m)Pi(m) = pi(m)).
In the case (TCV), ∂B(m),A(m−1)Pi(m) = pσ(i)(m−1) where σ = (k, k+1)
(resp. ∂B(m),A(m)Pi(m) = pi(m)). (The asymmetry is due to the labeling
convention.)
In the case (M-S):
if i 6= k, l, ∂B(m),A(m−1)Pi(m) = pi(m − 1), (resp. ∂B(m),A(m)Pi(m) =
pi(m));
if i = k, ∂B(m),A(m−1)Pk(m) = pk(m−1)+p
+
l (m−1), (resp. ∂B(m),A(m)Pk(m) =
pk(m) + p
−
l (m));
if i = l, ∂B(m),A(m−1)Pl(m) = p
−
l (m−1)+p
+
l (m−1) (resp. ∂B(m),A(m)Pl(m) =
p−l (m) + p
+
l (m)).
5.1.4 Cellular chain complex on the fiber product
Let wt denote the family corresponding to difference function w : R
N ×RN ×
R → R, so that wt(x, y) = ft(x) − ft(y). Rather than apply Theorem 5.4
directly to the pair (wt, gt ⊕ gt), we observe that D(Sw) = D(SF ) ∗ D(S−F )
and use fiber products of the cells arising from the families ft and −ft as
described in Section 5.1.3.
Note that the descending manifolds of −ft are simply the ascending man-
ifolds of ft. As in the previous section we get cell decompositions for both
D(SF ) and A(SF )(= D(S−F )). The notation for the ascending manifold
cells will use q’s instead of p’s, but will otherwise be identical. We use A′(m)
and B′(m) for the vector spaces spanned by qi(m) and Qi(m) respectively.
Note that for a non-singular t-value (and hence for any t-value except for
those where (M-S) fails) the Morse complexes C(ft) and C(−ft) are dual:
∂tqi =
∑
j η
t(j, i)qj . At birth-death t-values the role of pk (resp. pk+1) is
played by qk+1 (resp. qk). Similarly, at t-values where the Morse-Smale
condition fails the role of pk (resp. pl) is played by ql (resp. qk).
There are product cells pi(m) × qj(m) which will have dimension N +
ind(pi) − ind(pj), and since the cells Pi(m) and Qj(m) are fibered over the
interval as Bind(pi)×B1 and BN−ind(pj)×B1 the fiber product Pi(m) ∗Qj(m)
is a 1 + N + ind(pi) − ind(pj) cell. Put together, we get a cell decomposi-
tion of D(SF ) ∗ A(SF ) = D(Sw). A CW-decomposition of D(Sw)/{w ≤ δ}
arises from the above cell decomposition. This is because on the cells in the
descending (resp. ascending) manifold F decreases (resp. increases) as we
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move away from the critical set. Therefore, on the (fiber) product cells w
decreases as we move away from the critical points in the center, and the por-
tion of a cell with w > δ will itself be a cell when non-empty. The collapsing
of {w ≤ δ} results in a compact space and adds an additional 0-cell.
The cellular chain complex (C, ∂) relative to the 0-cell {w ≤ δ} as a
vector space can be realized as a quotient of the direct sum (⊕mA(m) ⊗
A′(m))⊕ (⊕mB(m)⊗B
′(m)) by the subspace generated by
(i) pi(m) ⊗ qj(m) and Pi(m) ⊗ Qj(m) when i ≥ j (including some addi-
tional cells with superscripts +,−, 0 when the Morse-Smale condition fails
).
(ii) pk(m) ⊗ qk+1(m) if tm is a (B), (D), or (TCV) singular t-value and
pk(m), pk+1(m) are the offending critical points.
We denote the images of A(m)⊗A′(m) and B(m)⊗B′(m) in the quotient
asA(m) and B(m), but we will not use a new notation to distinguish between
a generator and its coset.
Our identification with the cellular chain complex is by pi(m)× qj(m)↔
pi(m)⊗ qj(m) and Pi(m) ∗Qj(m)↔ Pi(m)⊗Qj(m).
The A(m) are subcomplexes with the usual tensor product differential,
∂A(m) ⊗ 1A′(m) + 1A(m) ⊗ ∂A′(m)
The differential on B(m) is a sum
∂B(m),B(m) ⊗ 1B′(m)+ 1B(m) ⊗ ∂B′(m),B′(m) : B(m)→ B(m)
+ ∂B(m),A(m−1) ⊗ ∂B′(m),A′(m−1) : B(m)→ A(m− 1)
+ ∂B(m),A(m) ⊗ ∂B′(m),A′(m) : B(m)→ A(m)
All of the above maps are well defined on the quotient.
5.1.5 A quasi-isomorphic quotient
In this section we take a quotient of the complex constructed in the previ-
ous section by an acyclic sub-complex E. Motivated by linearized complexes
coming from the Chekanov-Eliashberg DGA our goal is to make the number
of generators in A(m) and B(m) roughly the same. We then provide sug-
gestive notation for a basis of the quotient complex and record the formula
for the differential.
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The sub-complex E is the direct sum of sub-complexes of the A(m). The
intersection E(m) := E∩A(m) is defined depending on the type of singularity
at tm.
Case (B). Let
F(m) = span{pk(m)⊗ qj(m), pi(m)⊗ qk+1(m) | k + 1 < j and i < k}.
If follows from Lemma 5.1 (since the coefficient of pk+1 in ∂pk is 1, the
coefficient of qk in ∂qk+1 is 1, and pk(m)⊗qk+1(m) = 0 in A(m)) that ∂ maps
F(m) isomorphically onto its image so that E(m) := spanF(m) ∪ ∂F(m) is
an acyclic subcomplex.
Case (M-S). Let
F(m) = span{p−l ⊗ qj , pi ⊗ q
−
k | l < j and i < k}.
It follows from Lemma 5.2 (since the coefficient of p0l in ∂p
−
l is 1, the co-
efficient of q0k in ∂q
−
k is 1, and pl ⊗ qk = 0 in A(m) regardless of super-
scripts) that ∂ maps F(m) isomorphically onto its image so that E(m) =
spanF(m) ∪ ∂F(m) is an acyclic subcomplex.
All other cases: E(m) = {0}.
We now use C = (⊕mA(m))⊕ (⊕mB(m)) for the quotient complex C/E
with inherited direct sum decomposition. We use [x] to denote the coset of
an element x ∈ C. Since E is acyclic the homology groups of C compute
H∗(D(Sw), w ≤ δ;Z2) ∼= H∗(R
N × RN × R, w ≤ δ;Z2).
To set up the desired isomorphism of homology groups, at this stage we
single out a specific basis for C. It will be a union of bases {x+m;i,j} for
A(m) and {x−m;i,j} for B(m). (The reader may notice a similarity between
this notation and the notation in Section 4.1. This is done in purpose: the
similarly denoted generators will be put into correspondence with each other
during the final stage of the proof of Theorem 5.3.)
Not surprisingly the definition of {x+m;i,j} depends on the type of singu-
larity at tm.
Case (B): x+m;i,j = [pi(m)⊗ qj(m)] ∈ A(m), i < j, {i, j} ∩ {k, k + 1} = φ.
Note that from Lemma 3.1
[pk+1(m)⊗ qj(m)] =
∑
l
ηtm+1(k, l)x+m;l,j,
[pi(m)⊗ qk(m)] =
∑
l
ηtm+1(l, k + 1)x+m;i,l.
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Case (M-S) :
x
+
m;i,j = [pi(m)⊗ qj(m)], i < j, i 6= l, j 6= k,
x
+
m;l,j = [p
+
l (m)⊗ qj(m)], x
+
m;i,k = [pi(m)× q
+
k (m)].
All other cases: x+m;i,j = pi(m)⊗ qj(m) ∈ A(m), i < j where if two critical
values pk, pk+1 intersect at tm, x
+
m;k,k+1 is not defined (This is because w is
non-positive on D(pk)×A(pk+1)).
Finally, for each m and i < j define x−m;i,j = Pi(m)⊗Qj(m).
Lemma 5.3 The elements x−m;i,j, x
+
m;i,j as defined above form a basis for C.
To conclude this section we record formulas for the differential of C with
respect to the basis from the lemma.
On the subcomplexes A(m) if tm is a non-singular t-value then
∂x+m;i,j =
∑
i<l<j
ηtm(i, l)x+m;l,j +
∑
i<l<j
ηtm(l, j)x+m;i,l
.
If tm is a singular t-value then the differential for A(m) agrees with the
differential for A(m − 1) except that the term x+m;k,k+1 does not exist if the
singular value is a crossing or a right cusp. (tm−1 was assumed to be non-
singular if tm is singular.) This is a consequence of Lemmas 5.1 and 5.2 and
in fact E was chosen specifically so this would be the case.
∂x−m;i,j = x̂
+
m−1;i,j +
∑
i<l<j
ηt(i, l)x−m;l,j +
∑
i<l<j
ηt(l, j)x−m;i,l + x
+
m;i,j
where the term x̂+m−1;i,j ∈ A(m − 1) depends on the type of singularity at
tm−1.
Case of no singularity:
x̂
+
m−1;i,j = x
+
m−1;i,j
Case (B): Assuming {i, j} ∩ {k, k + 1} = φ, x̂+m−1;i,j = x
+
m−1;i,j. Also,
x̂
+
m−1;k,j = x̂
+
m−1;i,k+1 = x̂
+
m−1;k,k+1 = 0
x̂
+
m−1;k+1,j =
∑
l
ηm(k, l)x+m−1;l,j
x̂
+
m−1;i,k =
∑
l
ηm(l, k + 1)x+m−1;i,l
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Case (D):
x̂
+
m−1;i,j = x
+
m−1;i,j + η
m−1(i, k + 1)x+m−1;k,j + η
m−1(k, j)x+m−1;i,k+1
Case (TCV):
x̂
+
m−1;i,j = x
+
m−1;σ(i),σ(j)
where σ is the transposition (k, k + 1).
Case (M-S): Assuming i 6= k, j 6= l, x̂+m−1;i,j = x
+
m−1;i,j. Also,
x̂
+
m−1;k,j = x
+
m−1;k,j + x
+
m−1;l,j
x̂
+
m−1;i,l = x
+
m−1;i,l + x
+
m−1;i,k
x̂
+
m−1;k,l = x
+
m−1;k,l
Remark. The fact that the term of ∂x−m;i,j belonging to A(m) is always
x
+
m;i,j follows from Lemma 5.1 and 5.2 and the choice of E. In the coefficient
ηt(i, l) (resp. ηt(l, j)) of x−m;l,j (resp. x
−
m;i,l) t needs to satisfies tm−1 < t < tm,
and is independent of the choice since the Morse complex is stable on the
interval (tm−1, tm). Again, if there is a crossing or right cusp at tm then
x
+
m;k,k+1 = 0.
5.2 Construction of the augmentation
Instead of using the Chekanov-Eliashberg DGA as defined by the xy-projection
of ℓF itself, we first apply Ng’s resolution procedure to the front projection
of ℓF and add a certain number of splashes (see Section 4.1).
Specifically, recall that we have made a subdivision −T ≤ t0 < t1 < . . . <
tM ≤ T (T should be large enough so that ft is linear outside this interval)
so that
(i) every singular t-value is a ti and
(ii) the sequence of {tm} alternates between singular and non-singular
t-values.
For Λ′F we add one splash for each of the tm. If tm is a non-singular t-value
the splash is contained in a small interval about tm. If tm is a singular t-value
then place the splash in an interval directly to the left of the singular point.
This is not so important for (M-S) singularities since they are not reflected
by the front diagram of a knot. What is important is that at crossings or
cusps the splash is placed directly to the left of the singularity. We get a
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related partitioning −T ≤ s0 < s1 < . . . < sM ≤ T where sm is a point
chosen from the interval containing the m-th splashing.
Denote the xy-projection of the resulting knot by ΓF .
5.2.1 An augmentation for A(ΓF )
Refer to section 4.1 for notation of generators and formulas for the differen-
tial of the corresponding Chekanov-Eliashberg DGA. We now construct an
augmentation ε : A(ΓF )→ Z2.
On the generators ym, zm coming from crossing and right cusp inserts set
ε(ym) = 0, ε(zm) = 0.
We define
ε(x+m;ij) = η
sm(i, j)
so that ε(X+m) is the matrix of the differential in C(fsm) with respect to the
basis {pi(sm)}. Since ∂X
+
m = (X
+
m)
2, it follows that ε(∂X+m) = 0. Since
two critical points whose critical values meet at a crossing (resp. right cusp)
cannot be (resp. must be) joined by a gradient trajectory we see also that
ε(∂ym) = ε(x
+
m−1;k,k+1) = 0 (resp. ε(∂zm) = ε(x
+
m−1;k,k+1) + 1 = 0).
In general, ∂X−m = X
+
m(I+X
−
m)+(I+X
−
m)X˜
+
m−1 (compare with the similar
formulas in Section 4.1) where the definition of X˜+m−1 depends on the type
of insert appearing between the (m − 1)-th and m-th laminated zones. In
all cases ε(X˜+m−1) is already specified, and turns out to be the matrix of the
differential in a complex closely related to C(fsm−1). The condition ε(X
−
m) =
0 will be satisfied provided I+ε(X−m) is the matrix of an isomorphism between
the two relevant complexes. Such isomorphisms are provided in Section 5.1.2.
Please note that due to our (backwards) conventions for matrices of linear
maps, compositions of linear maps correspond to matrix products in the
reverse order.
ε(X−m) is defined depending on the type of singularity at tm−1.
Case of no singularity. In this case ε(X˜+m−1) = ε(X
+
m−1) = ε(X
+
m) and we
define ε(X−m) = 0.
Case (B). In this case ε(X˜+m−1) is the matrix of the split extension of
C(fsm−1) by Z2{pk 7→ pk+1}, provided we use or usual convention for labeling
critical points. We define ε(X−m) in such a way that I + ε(X
−
m) is the matrix
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of the isomorphism A from Lemma 5.1:
ε(x−m;i,k) = η
sm(i, k + 1), ε(x−m;k+1,j) = η
sm(k, j)
ε(x−m;i,j) = 0 when i 6= k + 1 and j 6= k.
Case (D). In this case, ε(x˜+m−1;i,j) = η
sm−1(i, j)+ηsm−1(i, k+1)ηsm−1(k, j),
and we observe that ε(X˜+m−1) is the matrix of the differential in the quotient
C(fsm−1)/Z2{pk 7→ ∂pk} with respect to the basis {[p1], . . . , [pk−1], [pk+2], . . .}.
According to the Lemma 5.1 this matrix will be the same as ε(X+m), so we
can define ε(X−m) = 0.
Case (TCV). In this case, X˜+m−1 = BX̂
+
m−1B
−1 where B = P(k,k+1) +
ymEk+1,k+1, and B
−1 = P(k,k+1) + ymEk,k. Here P(k,k+1) is the permutation
matrix for the transposition (k, k + 1), and Ek,k, Ek+1,k+1 are matrices with
a single non-zero entry. X̂+m−1 is simply X
+
m−1 with the entry x
+
m−1;k,k+1
replaced by 0.
Since ηsm−1(k, k + 1) = ηsm(k, k + 1) = 0 necessarily due to the crossing,
ε(BX̂+m−1B
−1) = P(k,k+1)ε(X
+
m−1)P(k,k+1) = ε(X
+
m).
The last equality follows since the complexes C(fsm−1) and C(fsm) differ
only by the ordering of generators. We define ε(X−m) = 0.
Case (M-S). In this case, X˜+m−1 = X
+
m−1. We define ε(X
−
m) so that I +
ε(X−m) is the matrix of the isomorphism A : C(fsm−1)
∼=
→ C(fsm) from Lemma
5.2.,
ε(x−m;k,l) = 1, ε(x
−
m;i,j) = 0, (i, j) 6= (k, l)
In the discussion surrounding the definition of ε we have proved
Lemma 5.4 ε is an augmentation of A(ΓF ).
5.2.2 The differential in the linearized complex
We record formulas for the differential in the associated linearized complex
(Aε, dε).
dεym = x
+
m−1;k,k+1, d
εzm = x
+
m−1;k,k+1,
dεx+m;i,j =
∑
l η
sm(i, l)x+m;l,j +
∑
l η
sm(l, j)x+m;i,l.
The formulas for dεx−m;i,j depends on the type of singularity at tm−1.
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Case of no singularity:
dεx−m;i,j = x
+
m−1;i,j + x
+
m;i,j +
∑
l
ηsm(i, l)x−m;l,j +
∑
l
ηsm−1(l, j)x−m;i,l
In this case ηsm(i, j) = ηsm−1(i, j) = ηt(i, j) for any t ∈ [sm−1, sm].
Case (B): Assuming {i, j} ∩ {k, k + 1} = φ,
dεx−m;i,j = x
+
m;i,j + η
sm(k, j)x+m;i,k+1 + x
+
m−1;i,j +
◦x−
dεx−m;k,j = x
+
m;k,j + η
sm(k, j)x+m;k,k+1 +
◦x−
dεx−m;k+1,j = x
+
m;k+1,j +
∑
l η
sm(k, l)x+m−1;l,j +
◦x−
dεx−m;i,k = x
+
m;i,k +
∑
l η
sm(l, k + 1)x+m;i,l +
◦x−
dεx−m;i,k+1 = x
+
m;i,k+1 +
◦x−
dεx−m;k,k+1 = x
+
m;k,k+1 +
◦x−
where ◦x− ∈ span{x−m;i,j} is a term which will be irrelevant to our argument.
Case (D):
dεx−m;i,j = x
+
m;i,j + η
sm−1(i, k + 1)x+m−1;k,j + η
sm−1(k, j)x+m−1;i,k+1
+
∑
i<l<j η
sm(i, l)x−m;l,j +
∑
i<l<j η
sm(l, j)x−m;i,l+
◦
z
where ◦z ∈ span{zm} will be irrelevant to the argument.
Remark. The term
∑
i<l<j η
sm(i, l)x−m;l,j comes from linearizing X
+
m(I +
X−m) while the similar term
∑
i<l<j η
sm(l, j)x−m;i,l comes from linearizing (I +
X−m)X˜
+
m−1. The reason that they both use the Morse complex at sm is that,
as mentioned above, ε(X+m) = ε(X˜
+
m−1).
Case (TCV):
∂x−m;i,j = x
+
m;i,j + x
+
m−1;σ(i),σ(j) +
∑
i<l<j η
sm(i, l)x−m;l,j
+
∑
i<l<j η
sm(l, j)x−m;i,l+
◦
y
where ◦y ∈ span{ym} will be irrelevant to the argument.
Case (M-S). Assuming i 6= k, j 6= l,
dεx−m;i,j = x
+
m;i,j + x
+
m−1;i,j +
◦x−
dεx−m;k,j = x
+
m;k,j + x
+
m−1;k,j + x
+
m−1;l,j +
◦x−
dεx−m;i,l = x
+
m;i,l + x
+
m−1;i,l + x
+
m;i,k +
◦x−
dεx−m;k,l = x
+
m;k,l + x
+
m−1;k,l +
◦x−
where ◦x− ∈ span{x−m;i,j} is a term which will be irrelevant to our argument.
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5.2.3 Another quasi-isomorphic quotient
The extra generators ym, zm from crossings and right cusps generate an
acyclic subcomplex which has the basis {ym, x
+
m−1;k,k+1} ∪ {zm, x
+
m−1;k,k+1}
where m ranges over all values such that the m-th insert is a crossing or
right cusp. We will work with the quotient and retain our previous notation
so that an element now denotes its coset in the quotient. The remaining basis
elements are then exactly the same as the basis elements for the quotient of
the cellular chain complex constructed in Section 5.1.5.
5.3 The isomorphism between homology groups
For the remainder of the proof we use the correspondence x±m;i,j ↔ x
±
m;i,j
to view the two complexes as being defined on the same vector space C
(with a grading shift by N + 1). We denote the differential inherited from
the linearized complex by dε and the differential inherited from the cellular
chain complex as ∂. We use the direct sum decomposition C = (⊕mA(m))⊕
(⊕mB(m)) from section 5.1.5. The proof of Theorem 5.3 will be completed
by the following lemma.
Lemma 5.5 The homology groups of (C, dε) and (C, ∂) are isomorphic.
Proof of Lemma Observe, that dε and ∂ are identical on A(m) for all m,
and also on B(m) in all cases except when tm−1 is a singular t-value of type
(B) or (M-S).
Let
D1 = spanB(m) ∪ d
ε(B(m)), D2 = spanB(m) ∪ ∂(B(m))
wherem ranges over all values with tm−1 a type (B) or (M-S) singular t-value.
The result will follow from two claims.
Claim 1: D1 and D2 are acyclic subcomplexes.
Claim 2: D1 = D2
since then the identity map on the quotient will be an isomorphism of com-
plexes.
Claim 1 is easy to verify since the composition of either differential with
the projection to A(m) is upper triangular with respect to a proper choice
of ordering on the bases.
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For Claim 2, let p1 = πA ◦ d
ε and p2 = πA ◦ ∂ where
πA : A(m− 1)⊕B(m)⊕A(m)→ A(m− 1)⊕A(m)
denotes the projection. Clearly
D1 = span{x
−
m;i,j, p1x
−
m;i,j}, D2 = span{x
−
m;i,j, p2x
−
m;i,j}
To see that D1 ⊂ D2 observe that
Case (B). Assuming {i, j} ∩ {k, k + 1} = φ,
p1x
−
m;i,j = p2x
−
m;i,j + η
sm(k, j)p2x
−
m;i,k+1
p1x
−
m;k,j = p2x
−
m;k,j + η
sm(k, j)p2x
−
m;k,k+1
p1x
−
m;k+1,j = p2x
−
m;k+1,j
p1x
−
m;i,k = p2x
−
m;i,k +
∑
l η
sm(l, k + 1)p2x
−
m;i,l
p1x
−
m;i,k+1 = p2x
−
m;i,k+1
p1x
−
m;k,k+1 = p2x
−
m;k,k+1
Case (M-S). Assuming j 6= l
p1x
−
m;i,j = p2x
−
m;i,j
p1x
−
m;i,l = p2x
−
m;i,l + p2x
−
m;i,k
Remark. It should be apparent at this point why we don’t explicitly need
to know the terms ◦x−, ◦y, ◦z in the formulas for dε.
6 The Sabloff duality is the Alexander dual-
ity
In [S1] Sabloff established a duality theorem for the linearized contact ho-
mology groups Hε∗(ℓ).
Theorem 6.1 (Sabloff) If ℓ is a Legendrian knot and ε : A → Z2 any
graded augmentation, then we have
dimZ2 H
ε
k(ℓ) = dimZ2 H
ε
−k(ℓ) k 6= ±1
dimZ2 H
ε
1(ℓ) = dimZ2 H
ε
−1(ℓ) + 1.
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Together with our Theorem 5.3, this statement gives the following relation
for generating family homology groups.
Theorem 6.2 Suppose F : RN × R → R is a linear at infinity generating
family for a Legendrian knot ℓ.
(i) If k 6= ±1, then GHk(F ) ∼= GH−k(F ).
(ii) GH1(F ) ∼= Z2 ⊕ GH−1(F ).
In this section we provide a proof of Part (i) from the generating family
perspective. Possibly, Part (ii) can be proven by a careful examination of the
homomorphisms in the long exact sequence used below.
(i) is restated in terms of the level sets of the difference function w as
follows:
If k 6= ±1, then HN+k+1(w≥δ, wδ;Z2) ∼= HN−k+1(w≥δ, wδ;Z2).
Lemma 6.1 In the region δ ≥ w ≥ −δ, w is a Morse-Bott function. There
is a single non-degenerate critical submanifold ∆ of index N . Furthermore,
∆ is diffeomorphic to S1 and contained in the level w = 0.
Proof. It is easy to see that for small enough δ the critical set will be
∆ = {(x, x, t) ∈ R2N+1|(x, t) ∈ SF}. The Hessian matrix at (x, x, t) ∈ ∆ has
the block form
H(x,x,t) =

 A 0 b0 −A −b
bT −bT 0


where A = AT =
[
∂2F
∂xi∂xj
(x, t)
]
and b =
[
∂2F
∂xi∂t
(x, t)
]
. Under the transver-
sality assumption on F , [A b] is of full rank. To verify that ∆ is non-
degenerate we must check that kerH(x,x,t) = T(x,x,t)∆. Since
SF =
{
(x, t) ∈ RN × R
∣∣∣∂F
∂xi
(x, t) = 0, 1 ≤ i ≤ N
}
, T(x,t)SF = Ker[A b],
and hence
T(x,x,t)∆ = {(ξ, ξ, τ) ∈ T(x,x,t)(R
N × RN × R)|(ξ, τ) ∈ Ker[A b]}.
Now,
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(ξ, η, τ) ∈ kerH(x,x,t) ⇔

 Aξ + τb−Aη − τb
bT (ξ − η)

 = 0 6.1
We see immediately that T(x,x,t)∆ ⊂ kerH(x,x,t). For the reverse inclusion,
suppose that (ξ, η, τ) ∈ kerH(x,x,t). From (6.1) we see that (ξ, τ), (η, τ) ∈
ker [A b] . In addition, ξ− η ∈ ker [A b]T = {0} ⇒ ξ = η, so T(x,x,t)∆ ⊃
kerH(x,x,t) holds.
For the index computation let T(x,x,t)R
2N+1 = h+⊕h−⊕kerH(x,x,t) where
the direct sum is orthogonal with respect to H(x,x,t) and the hessian is pos-
itive (resp. negative) definite when restricted to h+ (resp. h−). Such a
decomposition exists for any symmetric bilinear form defined on a vector
space over R, and ind(w,∆) = dimh− is well defined. Now, note that the
isomorphism S : T(x,x,t)R
2N+1 → T(x,x,t)R
2N+1, S(ξ, η, τ) = (η, ξ, τ) satis-
fies H(x,x,t)(Su, Sv) = −H(x,x,t)(u, v) for any u, v ∈ T(x,x,t)R
2N+1. Therefore,
T(x,x,t)R
2N+1 = S(h−)⊕ S(h−)⊕ kerH(x,x,t) is another H(x,x,t)-orthogonal di-
rect sum, and now S(h−) is positive definite and S(h+) is negative definite.
It follows that dimh+ = dimh− ⇒ ind(w,∆) = N .
Corollary 6.1 Hj(w≤δ, w≤−δ;Z2) ∼= Hj−N(S
1,Z2), hence
dimHj(w≤δ, w≤−δ;Z2) =
{
1, if j = N,N + 1
0 otherwise.
Proof. It follows from Lemma 6.1 and a fundamental result from the Morse-
Bott theory that w≤δ is homotopy equivalent to w≤−δ with the total space
of a disk bundle E− → ∆ of dimension ind(w,∆) attached along ∂E−. We
have
Hj(w≤δ, w≤−δ;Z2) ∼= Hj(E−, ∂E−;Z2) ∼= Hj−N(S
1;Z2)
where the last ∼= is the Thom isomorphism.
Lemma 6.2 If r 6= N − 1, N,N + 1, then the inclusion homomorphism
Hr(w≤−δ;Z2)→ Hr(w≤δ;Z2)
is an isomorphism.
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Proof. Corollary 6.2 and the homological sequence of the pair (w≤−δ, w≤δ).
The following technical proposition is used to apply Alexander duality in
our non-compact setting.
Proposition 6.3 There exists a fiber preserving change of coordinates ϕ :
R
2N × R → R2N × R, ϕ(x, y, t) = (Φ(x, y, t), t), so that α = w ◦ ϕ has
α(x, y, t) = x1 − y1 outside of a compact subset.
Proof. We can assume F (x, t) = x1 outside of a subset K ⊂ R
N × R of
the form4 K = D(0, R1)× [−T, T ] and that F (x, t) = x1 on an open subset
5
containing ∂K. F (x, t) − x1 is compactly supported and hence uniformly
bounded, and since [x1 − y1] − w(x, y, t) = F (x, t) − x1 − (F (y, t) − y1) we
can find C > 0 such that
[x1 − y1]− w(x, y, t) < C for all (x, y, t) ∈ R
2N+1.
We will make use of a smooth cut off function β : [0,+∞) → [0, 1]
satisfying
• β(r) =
{
0, if r ≤ 2R1
1, if r ≥ R2
,
where R2 is chosen large enough so that we can also arrange
• |β ′(r)| < 1
2C
for all r ∈ [0,+∞).
Using β to blend w into x1 − y1, we define
α = w + β(r) ([x1 − y1]− w)
where r(x, y, t) = |(x, y)| is the radial coordinate on the fiber. Then, for
s ∈ (−ǫ, 1 + ǫ) (ǫ > 0 is small) we set
ws = (1− s)w + sα = w + sβ(r) ([x1 − y1]− w) ,
and hope to find fiber preserving diffeomorphisms
Ψs : R
2N+1 ∼=→ R2N+1 with ws ◦Ψs = w, s ∈ [0, 1]. (1)
4D(0, r) ⊂ R2N denotes a closed disk centered at 0 with radius r.
5This assumption eases smoothness considerations for functions defined in a piecewise
manner below.
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Then, we may take ϕ = (Ψ1)
−1 to complete the proof.
We will realize the Ψs as the flow of a time dependent vector vield Vs =
d
ds
Ψs. Differentiating (1) with respect to s gives
d(ws)(Vs) +
d
ds
(ws) = 0. (2)
(1) is satisfied by Ψ0 = Id when s = 0, so if we can find Vs satisfying (2) with
flow, Ψs, defined for s ∈ [0, 1] then (1) may be deduced via an integration.
Vs will be given in the form Vs = As
∂
∂x1
+Bs
∂
∂y1
, hence the Ψs will indeed
be fiber preserving. (2) then simplifies to
−
d
ds
(ws) =
∂ws
∂x1
As +
∂ws
∂y1
Bs (3)
Now, note that
d
ds
(ws) = β(r) ([x1 − y1]− w)
is uniformly bounded and supported6 in Nx ∪Ny where
Nx = {(x, y, t)| |x| > R1, |y| < R1}, and Ny = {(x, y, t)| |x| < R1, |y| > R1}.
Now, on Nx, w(x, y, t) = x1 − F (y, t), and we compute
∂ws
∂x1
= 1 + sβ ′(r)
∂r
∂x1
([x1 − y1]− w)
which is uniformly bounded below as
|
∂ws
∂x1
| ≥ 1− (1 + ǫ)|β ′(r)|C ≥ 1/2− ǫ/2.
Therefore,
As =
{
− d
ds
(ws)/
∂ws
∂x1
on Nx
0 elsewhere,
defines a uniformly bounded smooth function on all of R2N+1 × (−ǫ, 1 + ǫ).
Similarly, we define
Bs =
{
− d
ds
(ws)/
∂ws
∂y1
on Ny
0 elsewhere.
Clearly, (3) holds and the flow Ψs is globally defined for s ∈ [0, 1] since Vs is
uniformly bounded on R2N+1 × (−ǫ, 1 + ǫ).
Lemma 6.3 H˜N+k(w≥−δ;Z2) ∼= H˜N−k(w≤−δ;Z2).
6If |x|, |y| ≤ R1 then β(r) = 0. If |x|, |y| ≥ R1 then [x1 − y1]− w = 0.
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Proof: We let M+ = w≥−δ and M− = w≤−δ. We consider the 1-point
compactifications M̂+, M̂+ ⊂ S
2N+1. According to Proposition 6.3 outside
of a compact subset M+ is a closed half space and hence outside of the same
subset M̂+ is a closed ball. A closed half space deformation retracts to a
closed ball (and this can be done leaving an arbitrary compact subset fixed),
soM+ and M̂+ are homotopy equivalent (as areM− and M̂−). The Alexander
duality then gives
H˜N+k(M+;Z2) ∼= H˜N+k(M̂+;Z2) ∼= H˜N−k(M̂−;Z2) ∼= H˜N−k(M−;Z2).
Proof of Theorem 6.3 (i) If k = 0, we have nothing to prove. Let
k 6= 0,±1.
HN+k+1(w≥δ, wδ;Z2)
∼= HN+k+1(R
2N+1, w≤δ;Z2) (excision)
∼= H˜N+k(w≤δ;Z2) (homological sequence of (R
2N+1, w≤δ))
∼= H˜N+k(w≥−δ;Z2) (homeomorphism (x, y, t) 7→ (y, x, t))
∼= H˜N−k(w≤−δ;Z2) (Lemma 6.3)
∼= H˜N−k(w≤δ;Z2) (Lemma 6.2)
∼= HN−k+1(R
2N+1, w≤δ;Z2) (homological sequence of (R
2N+1, w≤δ))
∼= HN−k+1(w≥δ, wδ;Z2) (excision)
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