In this paper, we consider the problem of multi-resolution compressed sensing (MR-CS) reconstruction, which has received little attention in the literature. Instead of always reconstructing the signal at the original high resolution (HR), we enable the reconstruction of a better-quality low-resolution (LR) signal when the number of available CS samples is too low. We propose an approximate message passing (AMP)-based solution dubbed MR-AMP, and derive its state evolution and phase transition, which show that in addition to reduced complexity, our method can recover a LR signal with bounded mean squared error (MSE) even when the MSE of the conventional HR reconstruction is unbounded. We then apply the MR-AMP to image reconstruction using either soft-thresholding or total variation denoiser, and develop the corresponding up-/down-sampling operators in transform or spatial domain. The performance of the proposed scheme is demonstrated by both 1-D and 2-D data.
CS-sampling matrix as a non-uniform sampling, which is quite restrictive, since we have to redesign the sampling matrix whenever we need a new result of different resolution. The second solution in [16] is to modify the CS-sampled data of the HR image to be close to the data acquired directly from the target LR image. Although it works empirically, there is no theoretical guarantee. In addition, although it is mentioned in [16] that the CS sampling rate for LR reconstruction is increased, the change of the sparisity rate is not considered. Moreover, the complexity of this approach is even higher than reconstructing the HR image directly. We will show in this paper that the second solution in [16] is a special case of our proposed MR-AMP framework.
The MR compressed sensing (MR-CS) concept has also been used in [17] [18] [19] [20] with different purposes from ours. In [17] , Bayesian CS is used to detect the primary user in cognitive radio. To reduce the complexity, it first performs the detection in low resolution, and then refines the signal around the detected primary user spectrum. In [18] , a CS-based two-layer scalable image coding is proposed, where the encoder employs two measurement matrices with different sizes, and inter-layer prediction is used to reduce the bit rate. In [19] , the authors extended the Kronecker CS [21] to MR measurements, such that the sensing is operated on the LR image, and the goal is to recover the HR signal from LR measurements.
In [20] , a multiscale framework is proposed for compressive sensing of video. The motion vectors are estimated at different resolutions and served as the input to larger resolution frame recovery. Sensing is operated on the same frame of different resolutions, while in our work, sensing is only operated on the original HR image. Therefore, the framework in [20] is more like source coding, but not sensing and coding simultaneously.
In this paper, we develop a general theory for MR-CS reconstruction, and propose a MR-AMP algorithm to reconstruct a LR signal if the sampling rate is too low. Our method does not impose any constraint on the AMP sampling matrix. Therefore it enables more LR reconstruction choices. Also, rigorous theoretical analysis can still be obtained. Instead of having only one phase transition curve (PTC), we obtain a family of PTCs that specifies the sampling rate thresholds to get bounded MSE with different resolutions.
Moreover, the upper bound of the MSE is derived explicitly. The performance of the proposed scheme is verified using both synthetic data and natural images.
The rest of this paper is structured as follows: Sec. II presents the mathematical model of MR-CS problem and provides the necessary condition that the MR downsampling matrix should satisfy. Sec. III is devoted to MR-AMP algorithm and its updating rules. Sec. IV establishes the theoretical analysis of MR-AMP. Sec. V discusses the application of MR-AMP in images, and introduces two operators that satisfy the condition in Sec. II. Sec. VI presents simulation results, validates the state evolution of MR-AMP, and gives guidelines on tuning the parameters of the algorithm. It also compares the performance of MR-AMP with the original HR-AMP with different denoisers, in terms of reconstruction quality and algorithm complexity. Some preliminary results of this paper without proof is reported in [22] .
II. FORMULATION OF MR-CS RECONSTRUCTION
The goal of classical CS is to recover a n 1 × 1 vector x from a m × 1 noisy measurement y with m < n 1 , i.e., y = Ax + w.
(1)
In this paper, each entry of the m × n 1 measurement matrix A is an i.i.d. Gaussian random variable with zero mean and variance 1/m. Each entry of the noise vector w is also i.i.d. Gaussian with zero mean and variance σ 2 w . The CS undersampling ratio is defined as δ 1 = m/n 1 .
Since the system is underdetermined, it cannot be solved without exploiting the special structure of x.
Examples of structured signals include simple sparse signals, block sparse signals, monotone signals, and piecewise constant signals. In [6] , the family of probability measures for a particular type of structured signals over R n1 is denoted as F n1,ε1 , where ε 1 < 1 is a constant, and the amount of useful structured information in the signals of the family is k 1 = n 1 ε 1 . The definition of the useful structured information depends on the nature of the structure. Let υ n1 denote a probability measure in F n1,ε1 , and x be a signal with distribution υ n1 . In this paper, we focus on the following two families of structured signals.
Definition 2.1:
The family of simple sparse signals is defined as
where the 0 norm x 0 gives the number of nonzero entries of vector x. This family therefore has small numbers of non-zero entries in the signals.
Definition 2.2:
The family of piecewise constant signals is defined as
where the #{·} operator returns the number of times the condition in it is true. The family thus has small numbers of changing points in the signals.
In the proposed MR-CS reconstruction framework, instead of always recovering the signal with the original resolution n 1 , we recover a signal with lower resolution n d (n d < n 1 ) when the number of available CS samples is too small. The MR downsampling factor is defined as
Note that this MR downsampling factor should not be confused with the CS undersampling ratio δ 1 = m/n 1 . In this paper, we are interested in the case that m < n d , i.e., the recovery of the LR signal is still an underdetermined CS problem. The equivalent CS undersampling ratio for the LR reconstruction
where the amount of useful information contained in LR signal is written as
Let D d be a n d × n 1 downsampling matrix, U d be a n 1 × n d upsampling matrix, and
The LR-CS problem can be formulated as [14] 
where In [15] , the authors design a special two-resolution CS system such that a m × 1 LR signal can be recovered directly from the m × 1 CS sample y. This can be considered as a special case of our setup.
Since m < n d in our case, the MR-CS problem here cannot be solved directly without exploiting the structure of x d . Moreover, in order for the LR recovery to have better quality than the HR recovery, the LR signal should be easier to recover than the HR signal, i.e., the amount of useful information k d contained in x d should be no more than the amount k 1 in the original HR signal x. We therefore also require the downsampling matrix D d to satisfy the following condition. Our condition in Prop. 2.1 is not restricted to simple sparse vectors, and can be used for other special structures that x follows, such as piecewise constant structure. Without loss of generality, we assume that x belongs to the family F n1,ε1 in the canonical basis in the theoretical analyses in Sec. III and IV. The case that x belongs to the family F n1,ε1 in some transform domains is discussed in Sec. V.
III. MULTI-RESOLUTION APPROXIMATE MESSAGE PASSING
In this section, we develop an approximate message passing (AMP)-based algorithm to solve the MR-CS problem.
The main idea of the original AMP is to transform the CS reconstruction problem into a scalar denoising problem [6] , i.e., estimating x o from its noisy observations x o + e, where e follows i.i.d. Gaussian distribution with zero mean. Each iteration of AMP includes forming a pseudo-data z t = x t + A T r t , denoising the pseudo-data with an appropriate denoising function η σ t (z t ), where σ t is the standard deviation (std) of z t , and then updating the residual of the measurements r t+1 , i.e.,
where b t is the Onsager term determined by
For different structures, different denoisers η σ t (·) can be used. For example, for simple sparse vectors, the denoiser is the well-known soft-thresholding function, while for piecewise constant vectors, total variation (TV) denoiser is more appropriate [6] , which tries to reduce the number of changing points in the signal.
In order to apply the AMP to the MR-CS problem in Eq. (5), we propose the following multi-resolution approximate message passing algorithm (MR-AMP),
where Before presenting the theoretical analysis about LR-AMP, it should be noted that in order to apply LR-AMP, we first need to identify the structure of LR signal x d . Prop. 2.1 states that if certain structure exists in the HR signal x, e.g., simple sparsity, block-sparsity, the same structure still exists in x d by choosing a proper downsampling matrix. In this paper, our focus is on simple sparsity and piecewise constancy.
IV. STATE EVOLUTION AND PHASE TRANSITION OF MR-AMP
In this section, we study the state evolution, phase transition, and noise sensitivity of the MR-AMP.
The theoretical analyses developed in this section are based on the following two conditions:
(Cond. 1) The downsampling matrix D d satisfies the sufficient condition Prop. 2.1.
(Cond.
2) The quality of the measurement matrix for the LR reconstruction is no worse than the one for the HR reconstruction.
For practical applications, different downsampling matrices have different physical meanings. In the next section, we will design downsampling and upsampling matrices for images that satisfy the two conditions above simultaneously. Note that the theory developed in this section is quite general and can be applied to any MR-CS problem. For structures beyond simple sparsity and piecewise constancy, the two conditions can be used to design or check the corresponding downsampling matrix.
A. State Evolution
State evolution plays a key role in the analysis of AMP. Empirical findings show that the MSEs of AMP with various denoisers can be predicted accurately by its state evolution [6] , [10] , which describes the asymptotic limit of the AMP estimates in Eq. (6) as m, n 1 → ∞, for any fixed t [11] . Starting from
2 /n 1 , the state evolution generates a sequence of numbers through the following iterations.
where the expectation is with respect to e ∼ N (0, I). For large values of m and n 1 , the state evolution predicts the mean square error of the AMP algorithm in Eq. (6), i.e., θ t (
To get the state evolution of the MR-AMP, we start from 
proved in Sec. IV-C. The state evolution of the MR-AMP is thus given by the following iterations.
If d = 1, Eq. (10) reduces to that of AMP in Eq. (9) . We will show in Sec. VI that in all cases we studied the MSEs of the MR-AMP can be predicted accurately by the state evolution above.
B. Noiseless Phase Transition of LR-AMP
In CS problems without sampling noise, the phase transition curve defines the minimum number of CS measurements required in order to perfectly recover x o , i.e., θ ∞ (x o , δ 1 , 0) → 0 [6] . In this part, we derive the noiseless phase transition curves of MR-AMP, where we have both σ 2 w = 0 and
The latter is possible for some special signals. An example will be given in Sec. VI.
We first define the asymptotic minimax MSE per coordinate when a denoiser η is used to recover signals in the family F n1,ε1 [6] .
Note that there are usually some parameters in the denoising function η σ (·), e.g., the threshold in the soft-thresholding operator. These parameters should be chosen to minimize the maximum MSE over
. The tuning rules of these parameters are provided in Sec. VI-A.
The expression of M (ε 1 |η) for AMP with various denoisers is derived in [11] and [6] . Since the denoising operator can improve the reconstruction, we have M (ε 1 |η) < 1. In [10] , M (ε 1 |η) is called the denoising level. It is also monotonically increasing with respect to ε 1 [6] , because it is more difficult to recover the signal if it has more useful structured information. In addition, the family F n,ε is scaleinvariant [6] , i.e., η σ (y) = ση 1 (y/σ). Therefore we only need to consider σ = 1, and we can simplify the notation η σ (y) as η(y).
More importantly, it is shown in [6] that M (ε 1 |η) is related to the undersampling ratio δ 1 and the phase transition of AMP as follows.
Theorem 4.1: When using AMP with denoiser η to reconstruct signals in F n1,ε1 , the AMP succeeds with high probability if
Viceversa AMP fails with high probability for δ 1 < M (ε 1 |η).
Combining Theorem 4.1 and Prop. 2.1, we obtain the following phase transition theorem for the MR-AMP problem. When d = 1, it reduces to Theorem 4.1.
Theorem 4.2:
In the compressed sensing of a signal x ∈ F n1,ε1 according to Eq. (1), if σ 2 w = 0 and 
Viceversa LR-AMP fails with high probability for δ 1 < M (dε 1 |η)/d.
Proof: As mentioned before, δ d = dδ 1 . Since there is no approximation error in Eq. (5), Theorem 4.1 can be applied directly to the LR-AMP. Therefore the LR-AMP succeeds with high probability if the CS sampling ratio satisfies
We also know from Prop. 2.1 that
is a monotonically increasing function with respect to ε d . Hence MR-AMP will succeed with high probability if δ 1 satisfies Eq. (13).
Thm. 4.2 confirms the motivation discussed in the introduction of the paper, i.e., if the CS sampling rate is too low, although the full-resolution reconstruction will fail, we can still reconstruct a LR version of the signal perfectly if there is no sampling noise and LR approximation noise. Moreover, the LR phase transition curve can be derived from that of the HR reconstruction.
C. Noise Sensitivity of MR-AMP
In this part, we study the noise sensitivity of LR-AMP in the presence of the two types of noises w and
. As in [5] , [6] , [10] , the noise sensitivity is defined as the MSE per coordinate of the LR-AMP output when the iteration number goes to ∞ in Eq. (10), denoted by N S(σ 2 w , δ 1 ). 
, and the equivalent noise variance for the LR-AMP problem is thus (
According to Prop. 2 in [10] , the noise sensitivity of AMP with various denoisers is bounded by
Applying the result above to the LR-AMP, M (ε 1 |η) becomes M (ε d |η), and σ 2 w becomes (
2 ). We thus have the following bound.
Since M (ε d |η) is monotonically increasing with respect to ε d , it is easy to see that
1−M (εd|η)/δd is also monotonically increasing. The theorem is thus proved by noting
Although in practical, it is difficult to obtain the variance of the LR approximation noise,
we can expect it is finite and limited in certain applications, e.g., 1-D signals and 2-D images in the experimental part. In this sense, Thm. 4.3 is more general than Thm. 4.2, as it allows sampling noise and LR approximation noise. It gives further affirmative answers to the questions raised in the introduction of the paper, i.e., if the CS sampling rate is too low for the full-resolution signal recovery, we can reconstruct a LR version of the signal with bounded MSE. The LR phase transition curve can also be derived from that of the HR reconstruction, which serves as a guideline to determine the critical resolution under which the MSE of the LR recovery is bounded. Thm. 4.3 also shows that the upper bound of the MSE is proportional to the approximation error
. Therefore it is crucial to design better downsampling and upsampling matrices to improve the performance of LR reconstruction.
V. DESIGN OF THE DOWNSAMPLING AND UPSAMPLING MATRICES FOR MR IMAGE RECONSTRUCTION
In [14] , DCT-based and TV-based downsampling and upsampling matrices are designed for videos such that the downsampling matrix D d satisfies Prop. 2.2 and the upsampling matrix
However, the proof provided in [14] is mainly about TV-based downsampling and upsampling matrices and not easy to follow. Moreover, the impact of MR design on the quality of the measurement matrix is not considered.
In this section, we first describe transform-domain and spatial-domain downsampling and upsampling processes that we use for the MR-AMP-based image reconstruction. We then show that the corresponding downsampling and upsampling matrices satisfy the two conditions at the beginning of Sec. IV, i.e., D d satisfies Prop. 2.1, and the quality of the measurement matrix for LR-AMP is equal to the one for HR-AMP.
A. Transform-Domain Downsampling and Upsampling
Natural images are approximately sparse in DCT or wavelet transform domain. The sparse representation of a n 1 × n 1 image X thus belongs to the simple sparse family in Eq. (2). To apply CS to images, we thus need to introduce the transform basis to Eq. (1) and Eq. (5).
For a n 1 × n 1 image X, a n d × n d LR approximation X d can be obtained via transform-domain downsampling by first applying HR 2-D transform, extracting the n d × n d low-frequency coefficients, and then applying the LR 2-D inverse transform [23] , [24] .
Let Ψ n1 and Ψ nd represent the n 1 × n 1 and n d × n d DCT or orthogonal multiple-level wavelet transform respectively. The 1-D transform-domain downsampling operator is defined as [23] 
where the fat identity matrix I nd×n1 serves as a truncation operator, because it only keeps the first n d coefficients of the input after being transformed by Ψ n1 .
Given the downsampling matrix, one way to satisfy the condition D d U d = I is to perform transformdomain zero-padding, and the corresponding upsampling matrix U d is
The 2-D downsampling and upsampling can thus be represented as
It should be noted that according to the definitions in [24] , for the downsampling in DCT domain, we can achieve non-integer downsampling ratio since we simply take the top left n d × n d low-frequency coefficients and apply the LR 2-D inverse DCT transform. However, for the downsampling in wavelet domain, we can only get integer downsampling ratio that is power of 2, since the LR image is the appropriately scaled low-pass subband in the multi-level wavelet transform.
Let x, x d , andx be the vectorized versions of X, X d ,X, respectively, by concatenating the columns of each matrix together. Let ⊗ denote the Kronecker product, the 2-D downsampling and upsampling can be represented by the following 1-D formulas.
Similarly, let B 1 = Ψ n1 XΨ T n1 and B d = I nd×n1 B 1 I n1×nd be the 2-D transform of X and its low-frequency part, and β 1 and β d be their vectorized versions. The 2-D transform can be represented by 1-D transform as follows.
where the two matrices are still orthogonal. Note that the corresponding 1-D downsampling ratio is
We next show that the transform-domain downsampling and upsampling operators defined above satisfy the two conditions at the beginning of Sec. IV.
First, we assume β 1 ∈ F SS n 2 1 ,ε1 . Since the transform-domain downsampling operator simply extracts the low-frequency components of β 1 , the number of nonzero entries in β d is certainly no more than that in
. Prop. 2.1 is thus satisfied. To check the second condition, note that the equivalent 1-D measurement matrix for the HR signal is
, whereas the equivalent 1-D measurement matrix for the LR-CS problem in Eq.
(5) is
Therefore Φ d is the first n method, the quality of the measurement matrix for the LR-AMP is the same as that of the HR-AMP.
B. Spatial-Domain Downsampling and Upsampling
The proposed scheme can also be used with spatial-domain downsampling. In this paper, we assume images are piecewise constant and belong to the family F P C n1,ε1 in Eq. (3), which has a small number of changing points. written as
where x[i] represents the i-th entry of x.
The corresponding upsampling matrix U d used in this part is the prolongation operator which duplicates each input sample by d times.
where 1 d×1 is an all-one column vector. It is easy to check that D d and U d defined above satisfies
Next, we show that these spatial-domain downsampling and upsampling matrices also satisfy Prop.
2.1. 
Proof:
A n 1 × 1 piecewise constant signal x is sparse in the differential domain.
. . .
The inverse transform is
Similarly, the downsampled signal can also be written as
Therefore, calculating the number of changing points in x d is equivalent to counting the number of nonzero entries in β d .
It is easy to check that 
The total variation (TV) of the image is defined as
The vertical differences and the horizontal differences are disjoint and complementary. Thus, we just need to consider the vertical case while the analysis for the horizontal case is similar. By Prop. 5.1, the number of horizontal or vertical changing points of X d is no larger than that of X. However, since the TV in Eq. (27) is isotropic and undifferentiable, 2-D TV denoiser is different from the 1-D TD denoiser in [6] .
To resolve this problem, we propose an AMP with TV denoiser for 2-D images (AMP-TV-2D). Instead of using the denoisers discussed in [10] , such as NLM (non local means) and BM3D (3D block matching),
we use the TV-based denoiser, i.e., η σ (8) while other parts remain the same. To the best of our knowledge, this is the first TV-based AMP for 2D images in the literature. Our simulation shows that it has comparable performance to the TVAL3 method in [25] with manually optimized Lagrangian multiplier and alternating direction optimization. However, the thresholding parameters in TV-AMP-2D
are automatically tuned in each iteration, which will be discussed in Sec. VI-A.
Given the spatial-domain upsampling and downsampling defined above, to ensure that the quality of the measurement matrix for the LR reconstruction is no worse than that of the HR reconstruction, we need to normalize the measurement matrix for LR-CS. That is, the equivalent measurement matrix for the LR-AMP reconstruction in Eq. (5) is Finally, we point out the differences of our scheme with those in [14] , [16] . In [14] , a similar spatialdomain downsampling and upsampling framework was proposed, but the proof in [14] is implicit. Also, TVAL3 is chosen as the reconstruction algorithm, which needs to manually tune the optimized Lagrangian multiplier. Moreover, the reconstruction performance cannot be predicted. Our AMP-TV-2D does not require manually tuned parameter, and its performance can be accurately predicted via state evolution.
In [16] , the same piecewise constant model and the dowmsampling and upsampling matrices as in Eq.
(21) and (22) are used. It first reconstructs the original HR image and uses this estimated HR image to reduce the approximation error
However, there is no theoretical guarantee to ensure such operation will reduce the approximation error, and the algorithm only works when the undersampling rate δ 1 is sufficiently large. Moreover, the complexity of this approach is higher than reconstructing the LR image directly.
VI. EXPERIMENTAL RESULTS
In this section, we demonstrate the performance of the proposed MR-AMP with both transform-domain and spatial-domain downsampling and upsampling, denoted by AMP-ST (soft thresholding) and AMP-TV (total variation), respectively. Empirical results will also be used to verify some theoretical results. In each method, to facilitate comparison with the conventional approach, we use LR-AMP-ST and LR-AMP-TV to denote the proposed LR reconstruction schemes, and HR-AMP-ST and HR-AMP-TV to denote the conventional AMP solutions that always recover the original high resolution. In addition, H2L-AMP-ST and H2L-AMP-TV represent the naive solutions that first reconstruct the HR signal and then downsample to the LR.
All tests in this paper use column-normalized i.i.d. Gaussian measurement matrix A. All simulations are conducted on a PC with 3.4GHz Intel Core i7 quad-core processor and 64GB of memory. The testing images used include popular images Lena, Barbara, Boat, House, and Peppers, as well as some land remote sensing images, including the Memorial Stadium at the University of Nebraska Cornhuskers, and Sea World in San Diego. We follow the setup in [10] to rescale all images to 128 × 128. This enables the entire measurement matrix A to be stored in the memory. We also include some experiments of larger images to demonstrate the visual comparison. These large images are divided into overlapped patches of size 128 × 128 with an overlap of 8 pixels to reduce the blocking artifacts , and each patch is processed using the proposed method, similar to the approach in [26] .
A. Parameter Tuning
One of the main challenges in implementing different MR-AMP algorithms is the tuning of each algorithms's free parameters. A variety of techniques exist to estimate the noise variance in an image. In this paper, we use the following convenient feature of AMP algorithms:
For MR-AMP-ST, we set its threshold using three methods. For the 1-D synthetic examples in Sec.
VI-C, we assume the sparsity rate is known and set the thresholding parameter according to the minimax rule in [11] . [31] and [32] . In this paper, we choose the method in [32] , due to its simplicity and efficiency. In each iteration of AMP-TV-2D, the denoiser η σ
in Eq. (8) is the TV denoiser below where the regularization parameter λ is adaptively determined by
The initial λ suggested in [32] is
In AMP-ST, we have the Onsager term
provided in [6] , where I denotes the indicator function, and τ is the thresholding parameter in softthresholding denoiser. For AMP-TV-1D, the corresponding Onsager term is expressed in [6] as
where K 0 (x) denotes the number of change points in x, plus 1. However, it is difficult to obtain an exact expression of the divergence for AMP-TV-2D. We thus apply the Monte Carlo method in [10] to find a good approximation of the divergence.
B. State Evolution in MR-AMP
We first compare the predicted and observed performances of MR-AMP with soft thresholding denoiser and total variation denoiser respectively. Recall that the state evolution of MR-AMP is defined by where 
C. Performance with Synthetic 1-D Signals
In this part, we demonstrate the performance of the proposed scheme for synthetic 1-D signals, which can verify the theoretical noiseless phase transition curve (PTC) and noise sensitivity. is d times of that of the HR problem, i.e., δ d = dδ 1 , but the useful information in for the LR problem is no larger than that of the HR problem, i.e.,
Recovering the LR signal is thus much easier than recovering the HR signal. In fact, given a δ 1 , we can find a boundary resolution under which all reconstructions are perfect.
The example above does not have approximation error. We next show in Table I achieves the worst MSE δ1γ 1−γ of HR-AMP-ST. The non-zero locations of x are chosen with probability 1.8ε 1 from the first n 2 entries to generate the 3-point distribution, while with probability 0.2ε 1 to generate Bernoulli-Gaussian signals for the second n 2 entries, in order to fix the approximation error in Eq. (8) for different γ's. Then, we apply HR-AMP-ST and LR-AMP-ST to reconstruct x and x d .
HR-AMP-ST HR-AMP-ST LR-AMP-ST LR-AMP-ST
It can be seen from Table I that 2) Spatial Domain Approach: It is difficult to reproduce the theoretical noiseless PTC of HR-AMP-TV-1D in [6] since it relies on complicated numerical optimization and no open source code is available.
Instead, we study the empirical noiseless PTV of HR-AMP-TV-1D by replicating an experiment from [30] using its source code. We fix n 1 = 628, and consider a 30 × 30 uniform grid in the range of sampling ratio δ 1 = m/n 1 at the fixed sparsity rate ε 1 = 0.05, as in [33] . It shows that the LR-AMP-TV-1D has lower NMSE than the HR-AMP-TV-1D. This verifies Theorem 4.3, i.e., the LR reconstruction has better performance than the HR one.
D. Performance with 2-D Images
In this part, we apply the MR-AMP theory to MR 2-D image reconstruction. (21) and (22) can also be applied to 2-D images. However, according to the noise sensitivity analysis in Sec. IV-C, better downsampling and upsampling matrix lead to better reconstruction performance. Therefore we choose to use bicubic downsampling matrix instead of Eq. (21) . As discussed before, Cond. 1 at the beginning of Sec. IV still holds in this case. Two different upsampling matrices are considered, the prolongation operator in Eq. Although this approach cannot exactly normalize the columns and there are some correlations between entries in the new measurement matrix, it works quite well in practice.
3) Noiseless image recovery: Tables II, III From Tables II and III, we can see that LR-AMP-ST almost always outperforms other two algorithms, except when d = 4 for HuskerStadium and SeaWorld. This is partially due to two reasons. First, land remote sensing images contain more details compared to natural images. Second, the suboptimal thresholding rule in [29] is used for d = 4, whereas the optimal SURE-based thresholding method in [28] is used for d = 2.
In the spatial-domain approach, LR-AMP-TV-2D-B and H2L-AMP-TV-2D are the top two algorithms.
Their reconstruction performances are comparable and the PSNR difference between them ranges is within 1 dB. However, H2L-AMP-TV-2D is much slower than the proposed LR-AMP-TV-2D, as detailed in the computational complexity part below. Since the referece HR image is the same for these three approaches listed in Tables II, III and IV, comparing Table IV to Tables II and III , it can be seen that the TV-based approach yields higher PSNRs than the transform-domain ones. Barbara and Stadium images are used respectively. It can be seen that the transform-domain and spatialdomain approaches have different types of reconstruction artifacts. The former preserves more details but also has more high frequency noise, whereas the latter is more blocky, despite higher PSNRs. Table V shows the performance of MR-AMP in different domains when various amounts of measurement noises are added. The proposed LR-AMP still performs better than the HR-AMP and H2L-AMP in almost all cases.
4) Imaging in the presence of measurement noise:

5) Computational complexity:
The computational complexity of various methods are reported in Table   VI , which shows that when d = 2, the proposed LR-AMP is about 3 times as fast as the HR-AMP (the H2L-AMP is even slower than HR-AMP due to the additional downsampling), and the spatial-domain method is faster than the transform-domain one. However, when d = 4 (the size of the LR image is 1/16 of the HR one), the thresholding rule in soft-thresholding denoiser is changed from the time-consuming optimal SURE method in [28] for d = 2 to the fast suboptimal max-min method in [29] . Thus, the LR-AMP-ST is about 36 times faster than HR-AMP-ST, the latter is about 25 times faster than the AWGN with standard deviation 20 HR-AMP-TV, and LR-AMP-ST is about 100 times faster than LR-AMP-TV. Moreover, LR-AMP-TV is about 13 times faster than HR-AMP-TV. This gives some guidelines on how to choose the appropriate method according to the value of d when the complexity is a primary concern.
VII. CONCLUSION AND FUTURE WORK
In this paper, we systematically study the multi-resolution compressed sensing reconstruction poblem, which can recover a low-resolution signal when the sampling rate is too low to recover the full resolution signal. We develop an AMP-based solution and study its theoretical performance. We also develop the d=2 for LR-AMP-ST d=2 for LR-AMP-TV-2D δ 1 % HR-AMP-ST LR-AMP-ST δ 1 % HR-AMP-TV-2D LR-AMP-TV-2D-P LR-AMP-TV-2D-B appropriate downsampling and upsampling operators in both transform domain and spatial domain. The performance of the proposed scheme is demonstrated via simulation results.
The proposed scheme can be further improved or applied to other applications. For example, in [10] , the authors introduce various latest image denoising algorithms into AMP. Better performance can be achieved if downsampling and upsampling operators can be designed for these denoisers. We can also exploit other structures in the signals, and develop the corresponding downsampling/upsampling matrices.
Another topic is to use the recovered LR image to help the reconstruction of HR images. Moreover, the proposed MR-AMP framework can also be applied to videos and multi-view images [20] .
