ABSTRACT Recently, the machine learning method and artificial intelligence algorithm have become increasingly important in classification problems, such as credit scoring. Building an ensemble learning model that has been proven to be typically more accurate and robust than individual classifiers, it is an important information management task of commercial banks and loan lenders. In this paper, a novel noise-adapted two-layer ensemble model for credit scoring based on backflow learning is proposed, in which five widely used base classifiers, i.e., extreme gradient boosting, gradient boosting decision tree, support vector machine, random forest, and linear discriminant analysis, are integrated. To amplify the strength and diversity of the base classifiers, a new backflow learning approach is proposed so that the base classifiers will relearn the misclassified data point. A final predictive result is obtained by fusing the prediction of all base classifiers through two-layer ensemble modeling. In addition, considering that noise data are a major problem that aggravates the accuracy of a predictive model, a new noise adaption approach based on the isolation forest algorithm is proposed to address noise data. It first calculates the outlier score of each data point to detect the noise data that are subsequently boosted in the training set to form the noise-adapted training set. Three credit datasets from the UCI machine learning repository are tested to compare the performance of the proposed model with those of other benchmark models. The experimental results prove that our proposed model outperforms other models by demonstrating satisfactory improvement in various performance measures.
I. INTRODUCTION
With the rapid development of the loan lending market, a decision-making strategy based merely on human experience is no longer practicable. The probability of default (PD), which measures the risk that customers will be unable to repay their debts, has drawn most research attention among all risk management tasks [1] . Loan lenders must decide carefully to avoid loss and maximize profit. Customers who are believed to repay their loans are defined as ''good'' customers, while those who are unwilling or unable to repay are defined as ''bad''. Classifying customers into the wrong category will incur two different types of loss. If an actually ''good'' customer is classified as ''bad'', the loan lenders
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will bear the corresponding opportunity cost. On the contrary, if they lend funds to an actual ''bad'' customer, the loan will be non-performing and the loss will be immeasurable. Building an effective PD model is critical for financial institutions to maximize profit and survive in fierce competitions [2] .
Recently, machine learning techniques have been widely used in credit scoring [3] . Machine learning algorithms such as support vector machine (SVM) [4] , artificial neural network (ANN) [5] , and decision tree (DT) [6] have been adopted to solve such classification problems. Despite the significant progress in machine learning methods, statistical approaches, including linear discriminant analysis (LDA) [7] and logistic regression (LR) [8] , remain popular in industry owing to their implementation simplicity [9] . Although machine learning techniques can be used to understand complex models, no obvious difference is found between machine VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ learning algorithms and traditional statistical approaches in terms of their predictive power [10] . An ensemble strategy that combines the prediction of several classifiers through majority voting, weighted voting, or other combination logic to form a final predictive result is necessary to enhance the accuracy and robustness of a classification model [3] . The rationale behind this is that a base classifier cannot characterize the diversity of realistic datasets, while using an ensemble strategy can reduce the weakness of an individual classifier as it is compensated by the strength of other classifiers [11] . Famous homogeneous ensemble models, including bootstrap aggregating (bagging) [12] , random forest (RF) [13] , random subspace [14] , and heterogeneous ensemble models such as stacking [15] , have constantly shown better performance compared to individual classifiers [16] . Currently, ensemble strategy based on the combination of base classifiers is a promising field of research as the power of ensemble is exploited further.
In real-world data, noise is a problematic factor that degrades predictive performance and increases the computational cost in building classifiers [17] . However, to the best of our knowledge, very few researchers have incorporated methods to address noise data in their predictive models. Noise detection in datasets is increasingly becoming an important part of feature engineering. Developing an effective noise detection method is the focus of this study. Thus, a new noise adaption approach based on the isolation forest (IF) algorithm [18] is proposed to address noise data. The IF algorithm is a tree-based noise detection ensemble method with linear time complexity. Each tree generated by the IF algorithm is independent from other generated trees. The IF algorithm could be applied on the datasets containing large amounts of data. These distinct features are not available in other noise detection algorithms. It first calculates the outlier score of each data point to detect the noise data that are subsequently boosted in the training set to form a noiseadapted training set.
Herein, a novel noise-adapted two-layer ensemble model for credit scoring based on backflow learning is proposed to achieve a good predictive power in credit scoring. First, the IF-based noise adaption (IFNA) approach is proposed to calculate the outlier score of each data point and detect the noise data that are subsequently boosted in the training set to generate a noise-adapted training set. The noiseadapted training set has more noise data than the raw dataset, as would enhance the adaptability of the model to the noise data and reduce the possibility of model overfitting. Next, a new backflow learning approach is proposed and applied on five different base classifiers, i.e., extreme gradient boosting (XGBoost) [19] , gradient boosting decision tree (GBDT) [20] , SVM, RF, and LDA. The primary idea of the proposed backflow learning approach is that in the base classifier training stage, the training set is enlarged by adding data entries with low classification confidence. Subsequently, the base classifiers are trained again with the enlarged training sets to optimize the base classifiers. Further, the optimized base classifiers with the best performance on the validation set are reserved. Finally, all the optimized base classifiers are integrated through two-layer voting and stacking, which not only further enhanced the predictive performance of the proposed model, but also reduced the predictive randomness of the optimized base classifiers. Compared with the existing method, the proposed IF-based noise adaption (IFNA) approach enables the base classifiers to better identify the outlier points and enhance the learning efficiency of the base classifiers in the dataset with outliers; the proposed backflow learning approach achieves an efficient learning strategy on the data entries with low classification confidence in the base classifier training stage.
The remainder of this paper is organized as follows. Section 2 introduces some related work performed by other researchers. In Section 3, a detailed mechanism of our proposed model is explained. Section 4 describes the experimental dataset, procedure, and performance measurements, and the results are analyzed systematically in Section 5. The conclusion of our work is presented in Section 6.
II. RELATED WORK
The proposed model contains three stages: IF-based noise adaption (IFNA) approach, backflow learning approach, and two-layer ensemble approach. The work contributed by other researchers, which are related to the main stages of the proposed model are introduced in subsections 2.1 and 2.2, respectively.
A. TYPES OF NOISE AND NOISE DETECTION METHODS
Noise in dataset is always problematic for data mining researchers. Two major types of noise, class noise and attribute noise, prevail in real-world datasets [17] . Class noise refers to data with incorrect class labels and attribute noise refers to data with wrong attribute values. Studies have been conducted to examine the difference between class noise and attribute noise. Twala [21] discovered that compared to attribute noise, class noise introduces a significant harmful effect on machine learning models. Zhu and Wu [17] drew the same conclusion and suggested that noise cleaning in the test set could be beneficial. However, class noise is still problematic in classification problems as it is extremely difficult to be detected and relabeled [22] .
Studies on distance-based attribute noise detection techniques have been conducted by many researchers [23] - [24] . These methods are based on simple pruning rules and are efficient in terms of computational complexity. Liu et al. [18] proposed an anomaly detection approach, i.e., isolation forest (IF), based on the idea of isolation, which exhibits linear computational complexity and low memory requirement. The research also proves that the IF algorithm performs better than many other noise detection methods and can be used to analyze data with high dimensionality [18] .
Ensemble-based class noise detection is currently a popular research field. Sáez et al. [25] discovered an iterative noise cleaning method that eliminated the reuse of noise data in the 99218 VOLUME 7, 2019 iteration. Luengo et al. [26] suggested that the simple deletion of noise data could be injurious as it may result in information loss. Therefore, the model they presented could correct the label of noise data to support and control the sensitivity of the filtering process.
However, the simple deletion of noise data or correction of the class label will incur information loss [26] . To distinguish between noise data and non-noise data in the dataset, and to eliminate the adverse effects of noise data on the prediction, the method of processing noise data points according to the outlier score of each data point has been adopted. Multivariate outlier detection techniques based on the local outlier factor (LOF) [27] were proposed to improve the out of sample performance of parametric and non-parametric models for credit risk estimation [28] , which improved the results of predictive models in bankruptcy prediction. The credit data is valuable and its size is often limited, so it is especially important for credit data to provide more sufficient information that can help decision making [28] . The LOF algorithm is a density-based noise detection method, and its time complexity is O(n 2 ) [27] . It calculates the local outlier factor of a data point by measuring the relative density of data points adjacent to the current data point. The IF algorithm is a tree-based noise detection method with linear time complexity, and its time complexity is O(n) [18] . It is a stateof-the-art algorithm that meets the requirements of big data processing. Different from the previous studies, the proposed IF-based noise adaption approach does not simply eliminate the noise data detected by the IF algorithm, but first calculates the outlier score of each data point to detect the noise data that are subsequently boosted in the training set to form the noiseadapted training set.
B. ENSEMBLE MODELS
The fact that ensemble learning model is typically more superior than a base classifier has been mentioned previously [29] - [31] . In ensemble learning models, the fusion strategy, i.e., how multiple base classifiers are fused into an ensemble learner, could affect the performance of an ensemble learner significantly [13] . Thus, a comprehensive study of fusion strategy is critical [15] .
Voting is a popular fusion strategy integrating the prediction of base classifiers. In particular, majority voting is widely used owing to its simplicity [32] . In majority voting, each base classifier will vote for their prediction, and the class label with higher votes is used as the final result [13] . The RF that was first introduced by Breiman involves building multiple decision tree models with randomly selected subsets; subsequently, the result is converged by majority voting [13] . Brown and Mues [32] compared several algorithms for credit scoring and the superior performance of RF explains the power of majority voting. Weighted voting is another useful variant of voting. Weighted voting assigns different weights to each voter to discriminate the level of significance of all voters [33] . Adaptive boosting (AdaBoost) is an example of weighted voting that iteratively changes the training set and builds multiple decision tree models sequentially [33] . The result is obtained by weighted voting, where the weight of each decision tree is determined by its accuracy. GBDT and XGBoost are representative algorithms for boosting. Finlay [34] and Wang and Ma [14] proposed novel credit scoring models based on the idea of boosting. In addition to these ideas, Liang et al. [11] performed their experiments using unanimous voting that could minimize type I/II errors of a credit predicting model.
Another type of fusion strategy, i.e., stacking, involves training a higher-level classifier (meta-classifier) based on the result of several low-level classifiers [15] . The meta-classifier trained by stacking typically yields better results than any base classifier. Many extended studies have been conducted on stacking. Xia et al. [35] proposed a heterogeneous ensemble model that combines the method of bagging and stacking to achieve a better predictive performance. Wang et al. [36] concluded that the bagging and stacking algorithm is better for credit analysis. Tsai and Hsu [37] proposed a modified meta-learning model derived from stacked generalization for bankruptcy prediction. Furthermore, the experimental results from our previous work demonstrated the strength of a stacking ensemble compared to other models [38] .
The selection of base classifiers result in the discussion of the homogeneous ensemble model and heterogeneous ensemble model. Homogeneous ensemble models are built on the same base algorithm, such as RF, and AdaBoost, which uses only DT as base classifier. On the contrary, heterogeneous ensemble models integrate different classification algorithms. The heterogeneous ensemble model was not popular until recent years.
Coelho and Nascimento [39] demonstrated the potential of heterogeneous bagging compared to standard homogeneous bagging in terms of the accuracy and diversity level achieved. Lessman et al. [40] argued that a heterogeneous ensemble classifier is advantageous in that different classifiers present their own views on the same data, and can thus complement each other. In other words, as Nascimento et al. [41] concluded in their work, the diversity between base classifiers is key to obtaining satisfactory accuracy-generalization performance on ensemble classifiers.
Despite the significant contributions by these scholars, ensemble models can still be further improved. First, few researchers have considered addressing noise in credit scoring. Thus, an IF-based noise adaption approach is proposed to address noise data. Next, few researchers have considered using different training sets to build a heterogeneous ensemble model. Different from the previous research, in this study, not only the two-layer ensemble modeling approach is considered, but also the backflow learning approach that can improve the efficiency of classifier training is considered. Herein, a new backflow learning approach is proposed to create a respective training set for each base classifier selected to maximize the diversity between the base classifiers. Finally, the two-layer ensemble model is adopted, where both voting and stacking methods are used to obtain the final result. As we VOLUME 7, 2019 have increased the diversity between the base classifiers through the proposed backflow learning approach, the power of ensemble can be increased further with the additional layer of the ensemble model.
III. THE PROPOSED MODEL
The framework of the proposed model is shown in Figure 1 , which contains three main stages: IF-based noise adaption, backflow learning of base classifiers, and two-layer ensemble modeling.
In the first stage, some basic data processing techniques including data normalization and dummy coding are adopted. Data normalization can scale the data to be within a unified, specified range, and dummy coding can transform the continuous input variable to several dichotomous features. For any two explanatory features whose correlation is larger than 0.97, only one of them are maintained. The training data and test data are separated after data preprocessing. The training data are further separated into training set and validation set. Subsequently, the new IFNA approach is proposed in which the IF algorithm is adopted to detect the noise data. The IFNA approach first calculates the outlier score of each data point to detect the noise data that are subsequently boosted in the training set to form the noise-adapted training set. The noise-adapted training set has more noise data than the raw dataset, as would enhance the adaptability of the model to the noise data and reduce the possibility of model overfitting. Next, to address the imbalanced data, the synthetic minority oversampling technique (SMOTE) [42] algorithm is applied to increase the minority class samples, which could enhance the robustness of the model.
In the second stage, the base classifiers in the base classifier pool are trained. Clf 1 represents base classifier 1, Clf 2 represents base classifier 2, and so on. Using the noise-adapted training set obtained from the first stage, a new backflow learning approach is applied to train and optimize the base classifiers so that the best ensemble effects can be achieved in the next stage. The primary idea of the proposed backflow learning approach is that in the base classifier training stage, the training set is enlarged by adding data entries with low classification confidence. Subsequently, the base classifiers are trained again with the enlarged training sets to optimize the base classifiers. In each experiment, the data entries with low classification confidence contained in the enlarged training sets would be used to train the classifiers again to enhance the learning efficiency of the classifiers and reduce the risk of model overfitting.
In the third stage, predictions are performed on the test data using a two-layer ensemble approach based on the optimized classifier pool obtained from the second stage. Eclf 1 1 denotes ensemble classifier 1 of the first layer, Eclf 1 2 denotes ensemble classifier 2 of the first layer, and Eclf 2 1 denotes ensemble classifier 1 of the second layer, and so on.
The details of IFNA approach, backflow learning approach, and two-layer ensemble approach are introduced in subsections 3.1, 3.2, and 3.3 respectively.
A. IF-BASED NOISE ADAPTION
The IFNA approach first calculates the outlier score of each data point to detect the noise data that are subsequently boosted in the training set to form the noise-adapted training set. The outlier score is the outlier value calculated by the IF algorithm for each sample point and is then attached to each sample point, as an additional feature to provide more information for the prediction. The outlier score of an input sample is computed as the mean outlier score of the trees in the forest [18] . To reduce the influence of the accuracy fluctuation of the IF algorithm on detecting the noise data, each experiment was carried out for ten times. The main idea of the IFNA approach is that more noise data are added to the training set to create an enlarged dataset for training, and the noise data are detected by the IF algorithm. It is counter-intuitive to add the noise data into the training set, as this will contaminate the dataset and deteriorate the performance of the trained model. However, the outliers detected by the IF are undersampled samples that can in fact facilitate in simulating the real distribution of the target function. Consequently, the ratio of such samples in the training set needs to be increased. Because the sample size is limited in the credit dataset, enlarging the sample size will improve the performance of the proposed model.
The IF-based noise adaption process is shown in Figure 2 . The IF algorithm is applied on the training set of size N to determine the data points that are ''likely to be separated'', by calculating the outlier score of each data point. The data points with the higher outlier score, i.e., the noise data, are boosted in the training set to generate a noise-adapted training set. The statistical explanation is that in the data space, the data points located in regions where data are sparsely distributed are less likely to occur compared to the data in dense regions; therefore, they can be regarded as an anomaly. To achieve the isolation, multiple isolation trees are built through the IF algorithm, until an IF is built upon M isolation trees, which are binary trees with maximum height H . To build an IF, a subset of size n is first randomly generated from the training set of size N . Subsequently, the data space is divided by a random hyperplane. The data space is divided continually until each subspace contains only one data point or the maximum height H is reached. Intuitively, the outliers will be settled in a subspace earlier than the inliers, implying that the average path length L of an outlier will be shorter among all M isolation trees. Finally, the noise increase operation is performed, where a subset of size k with the higher outlier score is boosted in the training set to generate the noise-adapted training set of size N + k. The training set is vulnerable to noise; however, the noise-adapted training set obtained through noise adaption is insusceptible to noise, and thus the model built will be more robust.
Data imbalance is an issue that need to be addressed for the prediction. Owing to the imbalance of the majority and minority calss samples in the dataset, the misclassification of the classifier may occur, thus affecting the model performance. Chawla et al. [42] proposed the synthetic minority over-sampling technique (SMOTE) algorithm that solves the data imbalance problem by randomly generating minority sample points. After the training set is obtained from the IFNA, the SMOTE algorithm is applied to increase the minority class samples, thus further enhancing the robustness of the model.
B. BACKFLOW LEARNING APPROACH
A backflow learning approach is proposed to focus on the training process of each base classifier. After training, the classifier will output the probability of class label being positive or negative, which represents the level of confidence of the prediction. For instance, if the probability is p =0.95, the classifier is extremely confident in predicting the class label as positive. In another case, if the probability is p =0.05, the classifier is extremely confident that the class label should be negative. However, if the probability is approximately 0.5, the classifier is uncertain about its prediction and loses its discriminative power; hence, the misclassification may occur. As shown in Figure 3 , these data points are represented as P 1 , P 2 , . . ., P n−1 , P n , which are typically close to the decision boundary. Grid search is adopted to obtain the optimal thresholds for each base classifier in backflow learning so that the best predictive accuracy of the ensemble models can be achieved in the next stage. Through backflow learning, data entries with low classification confidence between certain thresholds of predictive probability are boosted in the training set to form the enlarged training set. This lays a good foundation for the two-layer ensemble modeling approach in the next stage. As the weights of those vaguely classified data entries are increased, a more satisfactory decision boundary can be obtained, and thus the classification accuracy can be increased. The procedure of the proposed backflow learning is as follows.
1) The noise-adapted training set T containing N data entries can be denoted as T = {(X 1 , y 1 ) , (X 2 , y 2 ) , . . . , (X N , y N ), where X i = (x i1 , x i2 , . . . , x im ) is a vector of the feature space, m denotes the dimension of the feature space, and y i is the class label for that input data. T is used to train the five selected base classifiers, which is denoted as Clf 1 , Clf 2 , Clf 3 , Clf 4 , and Clf 5 . 2) During the model training, for each base classifier, every data entry (X i , y i ) ∈ T is given the probability of the class label as positive, i.e., where j denotes the index of the classifier. For example, for Clf 1 , a set of predictions Q 1 = {p 1 (y 1 = 1) , p 1 (y 2 = 1) , . . . , p 1 (y n = 1) can be obtained. 3) Loop over all predictions and use grid search to obtain the optimal thresholds in backflow learning. The enlarged training set T after backflow learning for base classifier training is denoted as the modified subset T 1 , modified subset T 2 , and so on, e.g.,
Assume that n data points exist within this range. These data points are shown as P 1 , P 2 , . . ., P n−1 , P n , in Figure 3 . Data point X i with p j (y i = 1) between a certain optimal threshold [p jL , p jH ] boosted in the enlarged training set T are the newly added points through backflow learning and shown as P 1 , P 2 , . . ., P n−1 , P n . Data points P 1 , P 2 , . . ., P n−1 , P n and P 1 , P 2 , . . ., P n−1 , P n are paired respectively at the same locations within the feature space that are close to the decision boundary, as is shown with the dashed contour line in Figure 3 . Perform this for all base classifiers and obtain the modified subset T 1 , T 2 , T 3 , T 4 , T 5 . The values of p jL and p jH can affect the performance of backflow learning significantly. In the current study, the optimal combination of p jL and p jH is obtained through grid search, where various combinations of p jL and p jH are validated on the validation set and the combination with best performance is regarded as the optimal threshold. 4) All base classifiers are retrained based on the new training data T j to obtain the optimized base classifiers Clf 1 , Clf 2 , Clf 3 , Clf 4 , and Clf 5 .
C. TWO-LAYER ENSEMBLE APPROACH
In the final stage, a two-layer ensemble modeling approach is applied to integrate the optimized base classifiers obtained from the last stage. The optimized base classifiers can be combined through voting or stacking because the voting or stacking classifiers are thought to demonstrate good generalization power and performance score. Furthermore, when the two-layer ensemble approach is used, where the second layer ensemble models are built upon the first layer ensemble models, the generalization power can be increased further. Typically, when combining several strong classifiers, a bad classifier whose performance is significantly lower than average can destroy the model. However, the problem is alleviated through the second layer ensemble modeling because its input classifiers are voting or stacking classifiers whose covariance is low. In the proposed model, the optimized base classifiers Clf 1 , Clf 2 , Clf 3 , Clf 4 , and Clf 5 after backflow learning are fused through voting and stacking. Voting yields the predictions of class label according to the sums of predicted probabilities and performs relatively well on ensemble classifiers, which is the case in the proposed model. For a given data point x i , each classifier, e.g., Clf 1 , Clf 2 , Clf 3 , Clf 4 , and Clf 5 , will output the probability of the class label being positive, i.e., Stacking is another powerful ensemble method that combines the prediction of several trained base classifiers to train a meta-classifier. The meta-classifier trained by stacking typically yields better results than any base classifier. Experimentally, LR was found to be the better choice for the meta-classifier in the proposed model.
As is shown in Figure 4 , the two-layer ensemble model is composed of two parts. In the first layer, the ensemble classifiers including voting classifiers and stacking classifiers, e.g., Eclf 1 1 , are trained based on three of five optimized base classifiers that are the outputs from the backflow learning. All ensemble classifiers in the first layer are validated on the validation set to compare their relative performances. In the second layer, the ensemble classifiers, e.g., Eclf 2 1 , are stacked by four ensemble classifiers output from the first layer. Testing all combinations of any three different optimized base classifiers is redundant; therefore, the voting classifier or stacking classifier with constant poor performance is eliminated from the classifier pool. Similar to the ranking statistics approach by Lessmann et al. [40] , each classifier is ranked from one (which obtains the best performance) to eight (which obtains the worst performance) to identify the performance of each classifier in different evaluation measures [43] . The average rank represents the average ranking result of each classifier in several evaluation measures. It is adopted to filter the best ensemble model in the second layer. The ensemble model with the highest average rank is tested on the test set to obtain the final classification result.
IV. EXPERIMENT A. DATASETS
In this experiment, three credit datasets from the UCI machine learning library, i.e., the Australian, Japanese and Polish credit datasets, are studied [44] . These datasets are extremely popular and widely studied by data mining analysts. The details of these datasets are shown in Table 1 .
The Australian credit dataset contains 690 samples, where 307 of them are positive and 383 are negative. The dimension of the input space excluding the class label is 14, where six attributes are continuous and eight are categorical. The labels of the categorical attribute have been modified for the convenience in future computations. For example, the labels of a categorical attribute that contains only three different classes are modified to ''1'', ''2'', and ''3''.
The Japanese credit dataset contains 690 samples and the dimension of the input space is 15. Both the Japanese and Australian datasets are similar as they exhibit the same positive to negative ratio and similar dimension of the input space. The labels of the categorical attribute in the Japanese credit dataset have not been modified.
The Polish credit dataset contains 7027 samples and the dimension of the input space is 65. The Polish credit dataset is selected from the 2007 financial statements of Polish manufacturing companies to predict the bankruptcy status of these companies in 2012 [45] . The labels of the categorical attribute in the Polish credit dataset have not been modified.
For the three datasets above, the names of all attributes are excluded to protect the privacy information of customers.
The raw dataset is divided as follows: 20% of total data are used as the test data. The remaining 80% are used as the training data, which are further separated into two parts where 80% are used as the training set and 20% as the validation set.
B. EXPERIMENTAL DESIGN
The experiment was designed as follows to evaluate the effectiveness of each part of the proposed model. First, several base VOLUME 7, 2019 classifiers were trained to obtain the baseline models. Subsequently, the IF-based noise-adapted model where base classifiers were combined with IFNA approach, was trained. The IF algorithm is imported from the Python module ''sklearn''. The IF algorithm applied in the proposed model is set with the default parameters in the module. The outlier score is the outlier value calculated by the IF algorithm for each sample point by means of the ''decision function'' method in the IF algorithm. A comparative study between these models will be performed to evaluate the significance of the IFNA approach.
The SMOTE algorithm was applied to address the imbalance dataset. As an oversampling algorithm, SMOTE algorithm has the advantages of fast operation speed and simple method [42] . The SMOTE algorithm is imported from the Python module ''imblearn.'' The SMOTE algorithm applied in the proposed model is set with the default parameters in the module. The increased minority class samples generated by the SMOTE algorithm could help the base classifiers to learn the characteristics of minority class samples better, thereby improving the performance of the base classifier when predicting the minority class samples. After creating the noise-adapted training set, the outliers with the higher outlier score in the minority class would be oversampled by the SMOTE algorithm to not only provide sufficient data for the backflow learning approach in the second stage but also enhance the adaptability of the model to the minority class samples with the higher outlier score. The balance ratio of the SMOTE algorithm was set to 1:1. Next, the noise-adapted learning model was trained where both the IFNA approach and backflow learning approach were applied. The noise-adapted backflow learning model is compared with the IF-based noise adapted learning model to demonstrate the effectiveness of backflow learning approach. Finally, to obtain the complete model, the twolayer ensemble approach was applied to integrate with the noise-adapted backflow learning model. The final result is subsequently compared with the result of the noise-adapted backflow learning model.
To enhance the robustness of the experiments and reduce the fortuity, each experiment was carried out for ten times.
The average values of all experimental results were used to evaluate the performance of the model. In each experiment, the raw dataset would be randomly divided, i.e., 80% are used as the training data and 20% are used as the test data. To maintain the objectivity, fairness and matching the real application, the test data would remain unchanged while the training data is adjusted to train the classification model [43] .
The parameters for the base classifiers are described as follows. For the SVM classifier, the radial basis function kernel was used and a penalty parameter C = 10 was applied for a soft margin. For the RF, the number of trees was set to 100 and the maximum depth for each tree was 3. For the GBDT, the number of trees and the maximum depth for each tree were the same as those of the RF, and the learning rate was set to 0.1. For XGBoost, the number of trees was set to 200, the maximum depth for each tree was 6, and the learning rate was set to 0.01.
C. PERFORMANCE MEASUREMENTS
Three performance indicators, i.e., accuracy, precision, and F 1 − score, were derived directly from the confusion matrix and subsequently implemented. The confusion matrix is widely used for evaluating the performance of supervised learning models. By classifying data samples into true positive (TP), false positive (FP), false negative (FN), and true negative (TN) according to the true class label and predicted class label, the selected indicators can be calculated by the following equations [46] :
Accuracy is the simplest statistical measurement to evaluate the goodness of a binary classification model. It is the percentage of correctly classified samples among all sampled data.
Precision is a term typically used by pattern recognition researchers. Precision is the percentage of relevant items among all retrieved items. In a binary classification problem, it refers to the ratio of correctly classified positive samples among all samples predicted as positive.
(c)
The F 1 − score is the harmonic average of precision and recall. The best F 1 − score that a classifier can achieve is 1, while the worst is 0. Because the F 1 −score is computed using both precision and recall, it can be concluded that the F 1 − score is a more comprehensive measurement of information retrieval.
Other performance measurement indicators were considered as well. For example, the area under the receiver operating characteristics (ROC) curve (AUC) [47] was computed. The ROC curve was created by plotting recall versus FP rate at different thresholds. The AUC is a close approximation of the probability of classifying a positive sample as positive. Thus, the larger the AUC, the better the performance of the classification model.
Another performance indicator, i.e., the Brier score [48] , which measures the mean squared difference between the predicted probability and the actual label, was implemented. The Brier score can be regarded as a loss function. Thus, the lower the Brier score, the better the performance of the model. The Brier score is a valid performance measurement indicator for binary classification problems, but is invalid for problems where a variable could assume more than two values. Table 2 shows the performance comparison between the original base classifiers and base classifiers trained with the IFNA approach. For each dataset, the classifiers with the IFNA approach are displayed together with the original classifiers. The values of the performance indicators are shown in bold if the corresponding classifier performs better or at least the same as when IFNA is applied. In the Australian and Japanese datasets, almost all classifiers achieved better results on the performance indicators when the IFNA approach was applied. In the Polish dataset, most classifiers achieved better results on the performance indicators when the IFNA approach was applied. It is worth to mention that in Polish dataset, the F 1 − score and precision value of RF and SVM were zero. This is because the adaptability and learning efficiency of RF and SVM to imbalanced dataset is not as strong as XGBoost and GBDT. The ability of RF and SVM to get valid information and identify the positive samples in severely imbalanced dataset is relatively weak, resulting in the true positive (TP) of 0. It can be seen from the experimental results that IFNA exhibits good adaptability to noise data and reduces the possibility of overfitting in this stage. Therefore, it can be concluded that the IFNA approach VOLUME 7, 2019 is useful for improving the performance and reducing the randomness of the classification model. Table 3 displays the performance of all base classifiers combined with both the IFNA and backflow learning approaches.
V. RESULTS

A. PERFORMANCE EVALUATION OF THE IFNA APPROACH
B. PERFORMANCE EVALUATION OF THE BACKFLOW LEARNING APPROACH
For each dataset and performance indicator, the values are presented in bold if the corresponding classifier performs better than or at least the same as that with the IFNA approach only. As shown in Table 3 , the additional integration of the backflow learning approach can further improve the overall performance of the classifiers, by comparing it to the performance of base classifiers trained with the 99226 VOLUME 7, 2019 IFNA approach obtained in the previous subsection, which is shown in Table 2 . For the Australian and Japanese datasets, almost all classifiers achieved better results on the performance indicators when both IFNA and backflow learning approaches were applied. For the Polish dataset, most classifiers achieved better results on the performance indicators when both IFNA and backflow learning approaches were applied. Similarly, in Polish dataset, the F 1 − score and precision value of RF and SVM were zero. This is because the ability of RF and SVM to get valid information and identify the positive samples in severely imbalanced dataset is relatively weak, resulting in the true positive (TP) of 0. As shown from the results, the performance of all base classifiers combined with both the IFNA and backflow learning approaches has improved on most performance indicators, which proves the effectiveness of the two approaches, reduces the possibility of overfitting, and reflects the adaptability of the approaches to the data entries with low classification confidence.
C. PERFORMANCE EVALUATION OF THE PROPOSED MODEL
The final performance of the proposed model is evaluated in this subsection. The proposed model combines the IFNA, backflow learning, and two-layer ensemble approaches.
The prediction result is compared with the result obtained in the previous subsection. The components of the first layer ensemble modeling are described in Table 4 , and the components of the second layer ensemble modeling are described in Table 5 . Both the first and second layer ensemble models are constructed by the stacking and voting approach. For example, Table 4 shows that Eclf 1 1 (Voting classifier 1 in the first layer) is fused by voting based on three optimized base classifiers, i.e., XGBoost, RF, and GBDT. Meanwhile, Eclf 1 6 (Stacking classifier 6 in the first layer) is fused by stacking based on three optimized base classifiers, i.e., XGBoost, RF, and GBDT. Table 5 shows that Eclf 2 1 (Ensemble classifier 1 in the second layer) is fused by a two-layer stacking integration based on four first layer ensemble classifiers, i.e., Eclf 1 6 , Eclf 1 7 , Eclf 1 8 , and Eclf 1 9 . All the ensemble models adopt LR as the meta-classifier. Table 6 shows the final result of the proposed model and the average rank of each second layer ensemble classifier based on five performance indicators; the performance values of the best proposed model are shown in bold for both datasets. Compared with the performances of the optimized base classifiers with both IFNA and backflow learning obtained in the previous subsection, which is shown in Table 3 , almost all the ensemble classifiers in the second layer are superior on five performance indicators. The higher the average rank of the model, the better its performance, and the better are the generalization and robustness of the ensemble classifiers. Overall, it can be concluded that the two-layer ensemble modeling approach is useful for building a more powerful classification model.
VI. CONCLUSION
Credit scoring is currently a promising research field in data mining. Model performance improvement can be achieved by developing an effective noise detection method and learning method of data entries with low classification confidence. Herein, to address noise data and borderline data samples, a novel noise-adapted two-layer ensemble model for credit scoring based on backflow learning approach was proposed. First, a new IFNA approach was proposed to address noise data, where the outlier score of each data point was first calculated to detect the noise data that were subsequently boosted in the training set to form the noise-adapted training set to increase the adaptability to noise. Next, a new backflow learning approach was proposed and subsequently applied to train the base classifiers. Finally, a two-layer stacking and voting ensemble was applied to reach a final prediction. Five performance indicators, i.e., accuracy, precision, F 1 − score, AUC, and Brier score were used to evaluate the performance of the proposed model. The result demonstrated that the superior performance of the proposed model compared to other benchmark credit scoring models.
Although the proposed model had demonstrated good performance, many deficiencies can still be addressed in future work. For example, for the IFNA approach, only the IF algorithm was tested. Other noise detecting methods such as replicator neural networks can be studied and compared in the future. Additionally, grid search was adopted to obtain the optimal parameters to be used in backflow learning, which was computationally expensive and time-consuming. The two-layer ensemble approach exhibited the similar problem, where the number of possible combinations of base classifiers increased quadratically as the number of available base classifiers increased. In future research, we will explore the application of dynamic clustering and game theory in the field of credit scoring. Additionally, the interpretability of the two-layer ensemble was further reduced compared to the single ensemble, which is unsatisfactory for a real-world credit scoring model. Such issues will be addressed in future work.
SUPPORTING INFORMATION
The raw data for this paper have been uploaded to Figshare (https://doi.org/10.6084/m9.figshare.8068262), the raw data are divided into three parts: the Australian dataset (Australian.csv), the Japanese credit dataset (JapanData.csv), and the Polish dataset (Polish.csv). These raw data are downloaded from the UCI machine learning library.
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