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FAILURE OF SCATTERING TO STANDING WAVES FOR A
SCHRO¨DINGER EQUATION WITH LONG-RANGE
NONLINEARITY ON STAR GRAPH
KAZUKI AOKI, TAKAHISA INUI, AND HARUYA MIZUTANI
Abstract. We consider the Schro¨dinger equation with power type long-range
nonlinearity on star graph. Under a general boundary condition at the vertex,
including Kirchhoff, Dirichlet, δ, or δ′ boundary condition, we show that the
non-trivial global solution does not scatter to standing waves. Our proof is
based on the argument by Murphy and Nakanishi [14], who treated the long-
range nonlinear Schro¨dinger equation with a general potential in the Euclidean
space, in order to consider general boundary conditions.
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1. Introduction
We will consider the following Schro¨dinger equation with the power type nonlin-
earity on a star graph G.
i∂tu+∆Mu+ λ|u|pu = 0, t ∈ R, x ∈ G,
where p > 0, λ = ±1, and ∆M denotes the Laplacian on the star graph G having
the boundary condition which is the determined by a matrix M at the vertex of G.
This equation is recently studied by many researchers [1, 2, 3, 11, 8] from the view
point of the stability of the standing waves. (See also references therein.) Our aim
in the paper is to consider failure of scattering when 0 < p < 1, whose nonlinearity
is called long-range.
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2 K. AOKI, T. INUI, AND H. MIZUTANI
The global behavior of the solution to the following long-range nonlinear Schro¨dinger
equation on the Euclidean space Rd is well studied.{
i∂tu+∆u+ λ|u|pu = 0, (t, x) ∈ R× Rd,
u(0, x) = u0(x), x ∈ Rd
where 0 < p ≤ 2/d, d ∈ N, and λ = ±1. It is studied that no non-trivial solution
can exhibit asymptotically free behavior by Strauss [18], Barab [4], and Cazenave
[5]. They showed that u+ must be 0 if e
−it∆u(t) goes to u+ as t → ∞ in some
function space X . More precisely, Strauss [18] showed such result for X = L2 and
u+ ∈ L2 ∩ L1 when 0 < p ≤ min{1, 2/d}. Barab [4] bridged the gap between
1 < p ≤ 2 when d = 1 under the additional assumption u0 ∈ H1 ∩ H0,1 and
λ = −1(defocusing) by using the pseudoconformal identity, where H0,1 := {f :
(1 + |x|2)1/2f ∈ L2} denotes a weighted L2 space. Cazenave [5] removed the
assumption u+ ∈ L1, which is assumed by both Strauss [18] and Barab [4], when
0 < p ≤ 2/d and d ≥ 2. He also discussed the case d = 1, 1 < p ≤ 2, and
λ = 1(focusing). He proved no asymptotically free result for u0 ∈ H1 ∩ H0,1,
X = H1 ∩ H0,1, and u+ ∈ H1 ∩ H0,1 in that case. (See [19, 15, 7, 10] for the
related works.) When d = 1 and 1 < p ≤ 2, the no asymptotically free problem
without any additional assumption, namely under only the assumption X = L2
and u+, u0 ∈ L2, still remains open. That is why we do not pursue the case of
1 ≤ p ≤ 2.
Recently, Murphy and Nakanishi [14] consider the nonlinear Schro¨dinger equa-
tion with a potential.{
i∂tu+∆u+ V u+ λ|u|pu = 0, (t, x) ∈ R× Rd,
u(0, x) = u0(x), x ∈ Rd
where 0 < p ≤ min{1, 2/d} and
V ∈ L∞(R : X) and X = L 2p−(Rd) +

L
d
2 (Rd) when d ≥ 3,
L1+(R2) when d = 2,
M(R) when d = 1,
a± denotes a±δ for sufficiently small δ > 0, andM(R) denotes the Banach space of
complex Radon measures with finite variation on R. They proved that the solution
does not scatter to the solitary waves when 0 < p < min{1, 2/d}, that is, u+
must be 0 if u0, u+ ∈ L2 and ‖u(t) − eit∆u+ − l(t)‖L2 → 0 as t → ∞ for some
l ∈ L∞(R+ : L2 ∩ Lq) where 1 ≤ q < 2. The function l can describe the solitary
wave if the equation has. It is worth remarking that their result contains the Dirac
delta potential when d = 1. (See [17, 13] for the rerated work.) Such situation is
similar to our equation on a star graph since it may have the Dirac delta interaction
at the vertex. Though their equation is on the full line, our equation is on half-lines
with each other’s interaction. We treat not only Dirac delta interaction but also
general interactions including Kirchhoff, Dirac, δ, and δ′ interactions. This is a
main difference between their equation and ours.
2. Main result
2.1. Preliminaries. Before the main result, we prepare some notations. See [12]
and [9] for details. A finite graph is a 4-tuple (V, I, E , ∂), where V is the finite set
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of the vertices, I is the finite set of internal edges, E is the finite set of external
edges, and ∂ is a map from I ∪ E to the set of vertices and ordered pairs of two
vertices and satisfying ∂(i) = (v1, v2) (possibly v1 = v2) for i ∈ I and ∂(e) = v for
e ∈ E . An element in I ∪ E is called an edge. We call v1 =: ∂−(i) and v2 =: ∂+(i)
initial and final vertex of the internal edge i ∈ I, respectively. We endow the graph
with the metric structure. We assume that for any internal edge i ∈ I there exist
ai > 0 and a map i 7→ [0, ai] corresponding ∂−(i) to 0 and ∂+(i) to ai and that
for any external edge e ∈ E there exists a map e 7→ [0,∞). We call ai the length
of the internal edge i ∈ I. The graph endow with such metric structure is called
metric graph. For given n ∈ N, a star-shaped metric graph with n-edges or simply
star graph is a metric graph ({0}, ∅, {ej}nj=1, ∂ : {ej}nj=1 → {0}). See the figure
below for typical examples. Figure 1 or 2 is a star graph with 3-edges or 5-edges,
respectively.
Fig. 1 Fig. 2
Through out the paper, let G be a star graph. A function f on G is given by
a vector f = (f1, f2, ..., fn)
T , where each fj is a complex-valued function defined
on ej = [0,∞) and fT denotes the transposition of f . The Lebesgue measure on
G is naturally induced by the Lebesgue measures on the half-lines. We define the
function space L2(G) as the set of measurable and square-integrable functions on
each external edge of G. This means
L2(G) =
n⊕
j=1
L2(ej)
whose inner product and norm are defined by
〈f, g〉 :=
n∑
j=1
〈f, g〉j =
n∑
j=1
∫
ej
fj(x)gj(x)dx,
‖f‖2L2(G) := 〈f, f〉 =
n∑
j=1
∫
ej
|fj(x)|2dx =:
n∑
j=1
‖f‖2L2(ej) ,
where f = (fj)
T
j=1,...,n, g = (gj)
T
j=1,...,n with fj , gj ∈ L2(ej) for each j = 1, ..., n.
Then, L2(G) is the Hilbert space. For 1 ≤ p ≤ ∞, Lp(G) can be defined similarly,
i.e., f ∈ Lp(G) if f is the component-wise Lp function. The norms are defined as
follows.
‖f‖Lp(G) :=

(∑n
j=1 ‖fj‖pLp(ej)
)1/p
, if 1 ≤ p <∞,
sup1≤j≤n ‖fj‖L∞(ej) , if p =∞.
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Let Hm(G) for m = 1, 2 be
Hm(G) :=
n⊕
j=1
Hm(ej),
whose norms are defined by
‖f‖Hm(G) :=
 n∑
j=1
‖fj‖2Hm(ej)
1/2 .
We remark that we do not assume any conditions at the joint point 0. If f(x) =∑n
j=1 fj(xj), where fj is defined on ej, then the integral of f on G is defined by∫
G
f(x)dx =
n∑
j=1
∫
ej
fj(xj)dxj .
We introduce the Laplacian on the star graph. Let A,B be complex-valued n×n
matrices satisfying the following two conditions.
(A1) n× (2n) matrix (A,B) has maximal rank, i.e. rank(A,B) = n.
(A2) AB∗ is self-adjoint, i.e., AB∗ = (AB∗)∗, where X∗ := X
T
denotes the
adjoint of the matrix X .
Let M = (A,B). We define the Laplacian ∆M on the star graph as follows.
D(∆M ) := {f ∈ D(G) : Af(0) +Bf ′(0+) = 0},
∆Mf = (f
′′
1 , f
′′
2 , ..., f
′′
n )
T ,
whereD(G) =⊕nj=1Dj(ej) and Dj(ej) is the set of functions fj ∈ L2(ej) satisfying
that fj and f
′
j are absolutely continuous and f
′′
j ∈ L2(ej) for j = 1, · · · , n.Under the
assumption (A1) and (A2), the Laplacian ∆M is self-adjoint on L
2(G) (see [12]). In
fact, the assumption (A1) and (A2) are equivalent to that the differential operator
d2
dx2 f = (f
′′
1 , f
′′
2 , ..., f
′′
n )
T on a space of test functions has self-adjoint extensions in
L2(G). Under the assumption (A1) and (A2), eit∆M can be defined as the unitary
operator on L2(G) by the Stone theorem. Below, we always assume (A1) and (A2)
on M .
The typical examples of ∆M are the following.
(a) Kirchhoff boundary condition: Let M = (A,B) be
A =

1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
...
...
...
...
...
0 0 0 · · · 1 −1
0 0 0 · · · 0 0
 , B =

0 0 0 · · · 0 0
0 0 0 · · · 0 0
...
...
...
...
...
0 0 0 · · · 0 0
1 1 1 · · · 1 1
 .
For such M , Af(0) + Bf ′(0+) = 0 implies that fj(0) = fk(0) for any
j, k ∈ {1, 2, · · · , n} and ∑nj=1 f ′j(0+) = 0. This is called the Kirchhoff
boundary condition. We denote the the Laplacian determined by the Kirch-
hoff boundary condition by ∆K . In the sense that there is no external force,
i.e., no external interaction at the vertex, the Laplacian ∆K is regarded as
free Laplacian on the star graph.
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(b) Dirac delta (δ) boundary condition: Let α 6= 0 and M = (A,B) be
A =

1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
...
...
...
...
...
0 0 0 · · · 1 −1
−α 0 0 · · · 0 0
 , B =

0 0 0 · · · 0 0
0 0 0 · · · 0 0
...
...
...
...
...
0 0 0 · · · 0 0
1 1 1 · · · 1 1
 .
For this M , Af(0) + Bf ′(0+) = 0 implies that fj(0) = fk(0) for any
j, k ∈ {1, 2, · · · , n} and ∑nj=1 f ′j(0+) = αfk(0). This is called the Dirac
delta boundary condition.
(c) Dirichlet (zero) boundary condition: Let M = (A,B) be
A = I, B = 0,
where I is the n× n identity matrix and 0 is the zero matrix. For this M ,
Af(0)+Bf ′(0+) = 0 implies that fj(0) = 0 for any j ∈ {1, 2, · · · , n}. This
is so-called the Dirichlet zero (or, simply, Dirichlet) boundary condition.
The Dirichlet boundary condition means that star graph is not connected
at the vertex. We can regard the star graph as n half lines without each
other’s interaction. We denote the the Laplacian determined by the Dirich-
let boundary condition by ∆D.
(d) δ′ boundary condition: Let α ∈ R and M = (A,B) be
A =

0 0 0 · · · 0 0
0 0 0 · · · 0 0
...
...
...
...
...
0 0 0 · · · 0 0
1 1 1 · · · 1 1
 , B =

1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
...
...
...
...
...
0 0 0 · · · 1 −1
−α 0 0 · · · 0 0
 .
For this M , Af(0) + Bf ′(0+) = 0 implies that f ′j(0) = f
′
k(0) for any
j, k ∈ {1, 2, · · · , n} and ∑nj=1 fj(0+) = αf ′k(0). This is called δ′ boundary
condition.
Remark 2.1. M = (A,B) is not determined uniquely from −∆M . Indeed, A =
−αI and B = (1)1≤i,j≤n, which is different from (b), also imply the Laplacian with
Dirac delta boundary condition. See [12] for details.
We consider the following nonlinear Schro¨dinger equation on the star graph G.{
i∂tu+∆Mu+ λ|u|pu = 0, t ∈ R, x ∈ G,
u(0, x) = u0(x), x ∈ G,
(NLS)
where 0 < p < 1.
2.2. Main result. The global existence of L2-solution to (NLS) is obtained by [9].
We have the following main result.
Theorem 2.1. Let 0 < p < 1, u0 ∈ L2(G). If u is a global solution of (NLS)
satisfying ∥∥u(t)− (eit∆Ku+ + l(t))∥∥L2(G) → 0 (t→∞)
for some u+ ∈ L2(G), where l ∈ L∞((0,∞) : L2(G) ∩ Lq(G)) for some 1 ≤ q < 2,
then u+ ≡ 0. The similar result holds in the negative time direction.
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Since −∆K is the free Laplacian on the star graph, this means the failure of
scattering to standing waves for the long-range nonlinear Schro¨dinger equation on
the star graph. This also means no assympotically free result if l = 0. We note that
we only treat the case of 0 < p < 1 and assume only u0 ∈ L2(G) and v+ ∈ L2(G).
We also have the following. Let Pac(M) denote the projection onto the absolutely
continuous spectral subspace of L2(G) associated to −∆M .
Corollary 2.2. Let 0 < p < 1. If u is a global solution of (NLS) satisfying∥∥u(t)− (eit∆MPac(M)u+ + l(t))∥∥L2(G) → 0 (t→∞)
where l ∈ L∞(0,∞ : L2(G) ∩ Lq(G)) for some 1 ≤ q < 2, then v+ ≡ 0.
This corollary can be proved by Lemma 2.4 below.
Remark 2.2. −∆M may have negative eigenvalues. For instance, the Laplacian
with Dirac delta boundary condition (b) has a negative eigenvalue if α < 0. The
sufficient and necessary condition for −∆M to have negative eigenvalues is known
by [12, Lemma 3.1]. It is worth emphasizing that −∆K has no negative eigenvalues.
Remark 2.3. Yoshinaga investigated the Schro¨dinger equation with the short-
range nonlinearity on the star graph in [20]. He showed that the solution of (NLS)
with λ = −1, p > 2, and M = K behaves like the linear solution at infinite time.
More precisely, if u0 ∈ Σc, where Σc := {u ∈ H1(G) : ‖xu‖L2(G) < ∞ and u1(0) =
· · · = un(0)}, and u denotes the solution to (NLS) with λ = −1, p > 2, andM = K,
then there exist u± ∈ L2(G) such that
lim
t→±∞
∥∥u(t)− eit∆Ku±∥∥L2(G) = 0.
2.3. Idea of the proof. Our proof is based on the argument by Murphy and
Nakanishi [14]. Multiplying the free solution w = eit∆ϕ to the nonlinear equation
and integrating it on whole space, they obtained the weak formula
i
d
dt
〈u,w〉+ 〈V u,w〉+ λ 〈|u|pu,w〉 = 0.
To estimate the third term, they used the so-called Dollard decomposition eit∆ =
MDFM , where M is a multiplier operator, D is a dilation operator, and F is
the usual Fourier transform on the Euclidean space (see [14] for the detalis). The
decomposition eit∆ = MDFM is also called the factorization formula. They also
applied the Strichartz estimates and the local well-posedness argument to estimate
the second term.
For our equation (NLS), eit∆K is the free propagator in the sense that the Kirch-
hoff boundary condition denotes no external force. However, it is not clear that
eit∆K has a factorization formula. That is why we use w = eit∆Dϕ, whose Dollard
decomposition eit∆D = MDFM is used in [6] to analyze a nonlinear Schro¨dinger
equation on the half-line with an inhomogeneous Dirichlet boundary, as a test
function. Multiplying w = eit∆Dϕ to (NLS) and integrating it on ej , we get the
following weak formula:
i
d
dt
〈u,w〉j + uj(t, 0+)∂xwj(t, 0+) + λ 〈|u|pu,w〉j = 0,
where the Dirichlet zero boundary condition also plays a crucial role. Otherwise,
a term involving ∂xu(t, 0+) may appear in the weak formula which seems to be
difficult to estimate in the L2-framework. We will estimate the third term by the
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Dollard decomposition of eit∆D . We will apply the Strichartz estimates of eit∆M
and the local well-posedness argument of (NLS), which are obtained by Grecu and
Ignat [9], to estimate the second term based on the argument in [14].
Lemma 2.3. Let 0 < p < 1. If u is a global solution of (NLS) satisfying∥∥u(t)− (eit∆Dv+ + l(t))∥∥L2(ej) → 0 (t→∞)
for some j ∈ {1, ..., n} and v+ ∈ L2(G), then v+ ≡ 0 on ej.
This seems to be far from Theorem 2.1. To replace eit∆D by eit∆K , we show the
following linear asymptotic lemma.
Lemma 2.4. For any u+ ∈ L2(G), there exists v+ ∈ L2(G) such that∥∥eit∆MPac(M)u+ − eit∆Dv+∥∥L2(G) → 0 (t→∞)
Combining Lemma 2.3 and Lemma 2.4 as M = K, we obtain Theorem 2.1.
Corollary 2.2 comes from Lemma 2.3 and Lemma 2.4 as M .
3. Proofs
3.1. Proof of Lemma 2.3. We define the dilation operator D and multiplier
operator M by
Df(x) = (D(t)f)(x) = (2it)− 12 f
( x
2t
)
, Mf(x) = (M(t)f)(x) = e i|x|
2
4t f(x),
for a function f on G. These operators are invertible. Let u˜ = D−1M−1u, w˜ =
D−1M−1w, and l˜ = D−1M−1l. We define the Fourier-Sine transformation F = F sj
by
Ff(ξj) = F sjf(ξj) =
1
i
√
2
pi
∫ ∞
0
sin(xjξj)f(xj)dxj for ξj ∈ ej.
We remark that F is invertible and F−1 = −F . For the Fourier-Sine transformation
F , the following lemma holds as same as the usual Fourier transform.
Lemma 3.1 (Hausdorff–Young inequality). We have∥∥F sjf∥∥Lp(ej) ≤ ‖f‖Lp′(ej)
for any p ∈ [2,∞], where p′ denotes the Ho¨lder conjugate of p.
Proof. It obviously holds that
∥∥F sjf∥∥L∞(ej) ≤ ‖f‖L1(ej). Moreover, we have L2-
isometry, namely,
∥∥F sjf∥∥L2(ej) = ‖f‖L2(ej). This can be proved by extending f to
the odd function on the real line and L2-isometry of the usual Fourier transform. 
We use a contradiction argument to show Lemma 2.3. We suppose that v+ 6≡ 0.
By multiplying w = eit∆Dϕ such that ϕ(0) = 0, which is a solution of i∂tw +
∆Dw = 0 with the initial data ϕ, which has the Dirichlet boundary condition, to
the nonlinear equation (NLS) and integrating it on an edge ej , we get
i
d
dt
〈u,w〉j = −uj(t, 0+)∂xwj(t, 0+)− 〈F (u), w〉j ,(3.1)
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where we set F (u) = λ|u|pu for simplicity. We take sufficiently smooth and decaying
fast ϕ. We will estimate uj(t, 0+)∂xwj(t, 0+) and 〈F (u), w〉j . First, we treat
〈F (u), w〉j . Since F is gauge invariant, we have
〈F (u), w〉j = t−
p
2 〈F (u˜), w˜〉j .
Lemma 3.2. Let 0 < p < 1. If u is a forward-global solution of (NLS) satisfying∥∥u(t)− (eit∆Dv+ + l(t))∥∥L2(ej) → 0 (t→∞)
for some j ∈ {1, ..., n} and v+ ∈ L2(ej), then
〈F (u˜), w˜〉j = 〈F (Fv+),Fϕ〉j + o(1) as t→∞.
Proof. We show the following two estimates.
w˜ = Fϕ+ o(1) in L2(ej) ∩ L∞(ej) as t→∞,(3.2)
F (u˜) = F (Fv+) + o(1) in L 2p+1 (ej) ∩ L 2p+1−(ej) as t→∞,(3.3)
where we write a± as a ± ε for some sufficiently small ε > 0. It is worth em-
phasizing that L
2
p+1
−(ej) will be used to treat l. First, we show (3.2). Since
eit∆D =MDFM, we have w˜ = FMϕ. Thus, it follows that
‖w˜ −Fϕ‖Lr(ej) = ‖F(M − 1)ϕ‖Lr(ej) ≤ ‖(M − 1)ϕ‖Lr′ (ej) .
1
|t|
∥∥|x|2ϕ∥∥
Lr′ (ej)
,
uniformly in t for 2 ≤ r ≤ ∞. This means (3.2).
Next, we prove (3.3). We have
u− eit∆Dv+ − l =MD(u˜−Fv+ − l˜) +MDF(1−M)v+ on ej.
Let I := u − eit∆Dv+ − l and II := MDF(1 − M)v+. By the assumption,
‖I‖L2(ej) → 0 as t → ∞. We also have ‖II‖L2(ej) = ‖(1−M)v+‖L2(ej) → 0 as
t→∞ by L2-isometry of D and F and the Lebesgue dominated convergence theo-
rem. Therefore, we obtain ‖u˜−Fv+ − l˜‖L2(ej) → 0 as t→∞. Moreover, we have
‖l˜‖Lq = t−(1/q−1/2) ‖l‖Lq → 0 for 1 < q < 2. Thus, we get the following.
‖F (u˜)− F (Fv+)‖
L
2
p+1 (ej)+L
2
p+1
−
(ej)
. (‖u˜−Fv+ − l˜‖L2 + ‖l˜‖L2−)(‖u˜‖pL2 + ‖Fv+‖pL2)
→ 0
as t→∞. Combining (3.2) and (3.3), we get
| 〈F (u˜), w˜〉j − 〈F (Fv+),Fϕ〉j |
≤ | 〈F (u˜), w˜〉j − 〈F (Fv+), w˜〉j |+ | 〈F (Fv+), w˜〉j − 〈F (Fv+),Fϕ〉j |
≤ ‖F (u˜)− F (Fv+)‖
L
2
p+1+L
2
p+1
− ‖w˜‖
L
2
1−p ∪L
2
1−p
+ + ‖v+‖p+1L2 ‖w˜ −Fϕ‖L 21−p
→ 0 as t→∞.

Secondly, we estimate uj(t, 0+)∂xwj(t, 0+) in (3.1).
Lemma 3.3. If ϕ ∈ C∞0 ([0,∞)) and ϕ(0) = 0, it holds that∫ t0+T
t0
∣∣∣uj(t, 0+)∂xwj(t, 0+)∣∣∣ dt . T 34 t− 120 ‖uj‖L4(t0,t0+T ;L∞(ej)) .
FAILURE OF SCATTERING FOR NLS ON STAR GRAPH 9
Proof. We have
(L.H.S) ≤ T 34 ‖uj‖L4(t0,t0+T ;L∞(ej)) ‖∂xw‖L∞([t0,t0+T ]×ej) .
Since we have
w(t, xj) = e
it∆Dϕ =
1√
4piit
∫ ∞
0
(
e
i|xj−yj |
2
4t − e
i|xj+yj |
2
4t
)
ϕ(yj)dyj ,
we get
∂xw(t, xj) =
1√
4piit
∫ ∞
0
(
e
i|xj−yj |
2
4t + e
i|xj+yj |
2
4t
)
ϕ′(yj)dyj
and thus ‖∂xw‖L∞([t0,t0+T ]×ej) ≤ t
− 1
2
0 ‖ϕ′‖L1(ej). 
By the local well-posedness and L2-conservation law, we get
‖uj‖L4(t0,t0+T ;L∞(ej)) ≤ ‖uj‖L4(t0,t0+T ;L∞(G)) . ‖u0‖L2(G)(3.4)
for sufficiently small T > 0 (see [9, Proof of Theorem B]). Thus we get the following
lemma.
Lemma 3.4. If ϕ ∈ C∞0 ([0,∞)) and ϕ(0) = 0, it is true that∫ τ
1
∣∣∣uj(t, 0+)∂xwj(t, 0+)∣∣∣ dt . τ1/2
for any τ > 1.
Proof. Let T ∈ (0, 1) be a small real number satisfying (3.4) and [a] denote the
integer part of a. Then, we have∫ τ
1
∣∣∣uj(t, 0+)∂xwj(t, 0+)∣∣∣ dt ≤ [τ−T ]+1∑
n=1
∫ n+T
n
∣∣∣uj(t, 0+)∂xwj(t, 0+)∣∣∣ dt.
It follows from Lemma 3.3 and (3.4) that
· · · .
[τ−T ]+1∑
n=1
T
3
4n−
1
2 ‖uj‖L4(n,n+T ;L∞(ej))
. T
3
4 ‖u0‖L2(G)
[τ−T ]+1∑
n=1
n−
1
2
. T
3
4 ‖u0‖L2(G) τ1/2.

Lemma 3.5. Let r ∈ [2,∞) and f ∈ Lr([0,∞)). For any ε > 0, there exists
ϕ ∈ {f ∈ C∞0 ([0,∞)) : f(0) = 0} such that
‖f −Fϕ‖Lr(0,∞) ≤ ε.
Proof. Let r′ := rr−1 ∈ (1, 2]. The embedding C∞0,odd(R) ⊂ Lr
′
odd(R) is dense in
Lr
′
-topology, where Xodd = {f ∈ X : f(x) = −f(−x)}. Indeed, the density
C∞0 (R) ⊂ Lr(R) can be shown by a mollifier argument and the mollifier of an
odd function f can be also odd. This density implies that the embedding {f ∈
C∞0 ([0,∞)) : f(0) = 0} ⊂ {f ∈ Lr
′
([0,∞))} is dense in Lr′-topology. By the
Hausdorff–Young inequality, Lemma 3.1, F−1f belongs to Lr′([0,∞)).
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for r ≥ 2, f ∈ Lr, and ε > 0, there exists ϕ ∈ {f ∈ C∞0 ([0,∞)) : f(0) = 0} such
that
‖f −Fϕ‖Lr ≤
∥∥F−1f − ϕ∥∥
Lr′
≤ ε.

Lemma 3.6. There exists ϕ ∈ {f ∈ C∞0 ([0,∞)) : f(0) = 0} and δ > 0 such that
Re 〈F (Fv+),Fϕ〉j < −δ provided that v+ 6= 0.
Proof. Since v+ 6= 0, we may assume that ReFv+ > 0 on a set with non-zero
measure for simplicity. Let f ∨ 0 = max{f, 0}. By Lemma 3.5, there exists a
real-valued function ϕ ∈ {f ∈ C∞0 ([0,∞)) : f(0) = 0} such that ‖(ReFv+ ∨
0)1−p+λFϕ‖
L
2
1−p (ej)
< δ‖ReFv+‖−(p+1)L2 , where δ > 0 is defined later, noting that
ReFv+(0) = 0 by the definition of the Fourier-Sine transformation and (ReFv+ ∨
0)1−p ∈ L 21−p (ej) for 0 < p < 1. Then, we obtain
Re 〈F (Fv+),Fϕ〉j = −
∫ ∞
0
|Fv+|p(ReFv+)(ReFv+ ∨ 0)1−pdx
+
∫ ∞
0
|Fv+|p(ReFv+)((ReFv+ ∨ 0)1−p + λFϕ)dx
≤ −2δ + ∥∥(ReFv+ ∨ 0)1−p + λFϕ∥∥
L
2
1−p (ej)
‖Fv+‖p+1L2
≤ −2δ + δ = −δ,
where δ := 12
∫∞
0
|Fv+|p(ReFv+)(ReFv+ ∨ 0)1−pdx > 0 by the assumption. Thus
we get the statement. 
Proof of Lemma 2.3. We suppose that v+ 6= 0 and take ϕ as in Lemma 3.6. In-
tegrating (3.1) on [1, τ ] and taking the real part, by Lemma 3.2, Lemma 3.4, and
Lemma 3.6, we have∫ τ
1
Re(i∂t 〈u,w〉j)dt & −τ1/2 +
∫ τ
1
t−
p
2 Re 〈F (Fv+),Fϕ〉j dt− C −
δ
2
τ1−
p
2
≥ −τ1/2 + δ
2
τ1−
p
2 − C.
Since p < 1, the left hand side tends to infinity as τ →∞. On the other hand, we
have (L.H.S) . ‖u0‖L2(G) ‖ϕ‖L2(ej) by L2-conservation law. This is a contradiction.

3.2. Linear asymptotics. We will use the following famous lemma.
Lemma 3.7 (Kato–Kuroda–Birman (see e.g. [16, Theorem XI.9])). Let H be a
Hilbert space and A,B are self-adjoint operators on H. If (A+ i)−1 − (B + i)−1 is
a trace class operator, then Ω+ := s-limt→∞ e
itAe−itBPac(B) exists. Namely, for
any u0 ∈ H, there exists u+ ∈ H such that∥∥e−itBPac(B)u0 − e−itAu+∥∥H → 0 as t→∞.
The resolvent formula is known for the Laplacian on the star graph by [12] as
follows.
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Lemma 3.8 ([12, Lemma 4.2]). Let λ2 ∈ C \ R and Imλ > 0. Then (−∆M −
λ2)−1 ∈ B(H) is given by
(−∆M − λ2)−1u(x) =
∫
G
r(x, y, λ)u(y)dy,
r(x, y, λ) = r0(x, y, λ) +
i
2λ
φ(x)G(M)φ(y),
where r0(x, y, λ) := i2λ diag(e
iλ|xj−yj |)nj=1, φ(x) := diag(e
iλxj )nj=1, G(M) := −(A+
iλB)−1(A− iλB).
Letting Gkl be (k, l)-component of G(D) −G(M) and φl be (l, l)-component of
φ and setting ϕk := (Gklφl)1≤l≤n, we have
[(−∆D − λ2)−1 − (−∆M − λ2)−1]u = i
2λ
∫
G
φ(x)(G(D) −G(M))φ(y)u(y)dy
=
i
2λ
φ(x)
∫
G
(
n∑
l=1
Gklφl(yl)ul(yl)
)
1≤k≤n
dy
=
i
2λ
φ(x)
(
n∑
l=1
〈ul, Gklφl〉l
)
1≤k≤n
=
i
2λ
n∑
l=1
(〈ul, Gklφl〉l φk(xk))1≤k≤n
=
i
2λ
(〈u, ϕk〉φk(xk))1≤k≤n .
This means that (−∆D − i)−1 − (−∆M − i)−1 (as λ = (1 + i)/
√
2) is finite rank.
And thus, it also belongs to the trace class. Applying Lemma 3.7 as H = L2(G),
we complete the proof of Lemma 2.4.
3.3. Proof of main result. We give the proof of main result.
Proof of Theorem 2.1. By Lemma 2.4,∥∥u(t)− (eit∆Ku+ + l(t))∥∥L2(G) → 0 (t→∞)
implies that there exists v+ ∈ L2(G) such that∥∥u(t)− (eit∆Dv+ + l(t))∥∥L2(ej) → 0 (t→∞)
for any j = 1, ..., n. By Lemma 2.3, we get v+ ≡ 0 on G. This means that∥∥eit∆Kv+∥∥L2(G) → 0 from Lemma 2.3. However, the L2-conservation law shows
v+ ≡ 0. 
Appendix A. Weak solution
In the appendix, we discuss that an L2-solution is a weak solution. We say that
a pair (q, r) is admissible if 2/q = 1/2 − 1/r and 2 ≤ q, r ≤ ∞. We define the
L2-solution (or the Strichartz class solution) as follows.
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Definition A.1. Let I be a time interval containing 0. We say that u is an
L2-solution (or a Strichartz class solution) to (NLS) on I if u ∈ C(I : L2(G)) ∩⋂
(q,r):admissibleL
q(I : Lr(G)) and u satisfies
u(t) = eit∆Mu0 + iλ
∫ t
0
ei(t−s)∆M (|u|pu)(s)ds
for all t ∈ I and almost all x ∈ G.
A unique L2-solution to (NLS) exists if u0 ∈ L2(G) by Grecu and Ignat [9].
They also showed L2-conservation law, i.e., ‖u(t)‖L2(G) = ‖u0‖L2(G), and thus the
solution is global. The L2-solution is a weak solution in the following sense.
Lemma A.1. If u is an L2-solution and ϕ ∈ {f ∈ H2((0,∞))∩C([0,∞)) : f(0) =
0}, we have
i 〈u(τ), ϕ〉j − i 〈u0, ϕ〉j +
∫ τ
0
〈u, ϕ′′〉j dt+
∫ τ
0
uj(t, 0+)∂xϕ(0+)dt(A.1)
= −λ
∫ τ
0
〈|u|pu, ϕ〉j dt.
Proof. Let H = −∆M . We define uε := (I + ε2H)−1u, where u is the L2-solution.
Then, from the argument in [9], it holds that uε ∈ C(I : D(H)) ∩W 1,1,(I : L2(G))
and {
i∂tuε = Huε − (I + ε2H)−1F (u),
uε(0) = (I + ε
2H)−1u0,
where F (u) = λ|u|pu and (I + ε2H)−1F (u) ∈ L1(I : D(H)). Multiplying the
equation by the complex conjugate of ϕ ∈ {f ∈ H2((0,∞))∩C([0,∞)) : f(0) = 0}
and integrating on an edge ej , it follows from the integration by parts that
i 〈∂tuε, ϕ〉j = −〈uε, ϕ′′〉j + uεj(t, 0+)∂xϕ(0+)−
〈
(I + ε2H)−1F (u), ϕ
〉
j
.
Integrating this on [0, τ) for τ ∈ I, we obtain
i 〈uε(τ), ϕ〉j − 〈uε(0), ϕ〉j = −
∫ τ
0
〈uε, ϕ′′〉j dt+
∫ τ
0
uεj(t, 0+)∂xϕ(0+)dt
−
∫ τ
0
〈
(I + ε2H)−1F (u), ϕ
〉
j
dt.
By the argument in [9], taking ε→ 0, we have (A.1). 
From this lemma, we get the following lemma, which is one of keys to show
Theorem 2.1 (see Section 2.3).
Lemma A.2. Let u be an L2-solution and w = eit∆Dϕ, where ϕ ∈ {f ∈ H2(G) :
f(0) = 0}. Then we have
i 〈u(τ), w(τ)〉j − i 〈u0, ϕ〉j +
∫ τ
0
uj(t, 0+)∂xw(t, 0+)dt = −λ
∫ τ
0
〈|u|pu,w〉j dt.
Proof. Multiplying the equation by the complex conjugate of w and integrating on
an edge ej , it follows from the argument in the proof of Lemma A.1 that
i 〈∂tuε, w〉j = −〈uε, w′′〉j + uεj(t, 0+)∂xw(t, 0+)−
〈
(I + ε2H)−1F (u), w
〉
j
,
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where uε is as in the proof and note that wj(t) ∈ {f ∈ H2((0,∞)) ∩ C([0,∞)) :
f(0) = 0}. Since w is a solution of
i∂tw + w
′′ = 0 and w(t, 0) = 0,
we obtain
i∂t 〈uε, w〉j = uεj(t, 0+)∂xw(t, 0+)−
〈
(I + ε2H)−1F (u), w
〉
j
.
Integrating this on [0, τ) for τ ∈ I and taking ε→ 0, this completes the proof. 
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