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Abstract
We study connected branches of nonconstant 2p-periodic solutions of the Hamilton
equation
’xðtÞ ¼ lJrHðxðtÞÞ;
where lAð0;þNÞ; HAC2ðRn  Rn;RÞ and r2Hðx0Þ ¼ A 00 B
 
for x0ArH1ð0Þ: The
Hessian r2Hðx0Þ can be singular. We formulate sufﬁcient conditions for the existence of such
branches bifurcating from given ðx0; l0Þ: As a consequence we prove theorems concerning the
existence of connected branches of arbitrary periodic nonstationary trajectories of the
Hamiltonian system ’xðtÞ ¼ JrHðxðtÞÞ emanating from x0: We describe also minimal periods
of trajectories near x0:
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1. Introduction
Consider the autonomous Hamiltonian system
’xðtÞ ¼ JrHðxðtÞÞ; ð1:1Þ
where HAC2ðRn  Rn;RÞ and J is the standard 2n-dimensional simplectic matrix.
The problem of ﬁnding periodic solutions of (1.1) is equivalent to the problem of
ﬁnding solutions of the family
’xðtÞ ¼ lJrHðxðtÞÞ;
xð0Þ ¼ xð2pÞ;

ð1:2Þ
with lAð0;þNÞ: Let ðx0; l0ÞArH1ð0Þ  ð0;þNÞ; where rH1ð0Þ 	
ðrHÞ1ðf0gÞ: Having a connected branch of nontrivial solutions of (1.2) bifurcating
(in a suitable space) from ðx0; l0Þ we can ﬁnd the corresponding connected branch of
nonstationary periodic trajectories of (1.1) emanating from x0 with periods tending
to 2pl0 at x0: Our aim is to study such connected branches of bifurcations and
emanations when the Hessian of H at x0 has the block-diagonal form
r2Hðx0Þ ¼
A 0
0 B
 
; ð1:3Þ
where A and B are real symmetric ðn  nÞ-matrices. The critical point x0 can be
degenerate, i.e. r2Hðx0Þ can be singular. However, we assume that x0 is isolated in
rH1ð0Þ and the Brouwer degree of rH around x0 is nonzero.
Condition (1.3) is satisﬁed, for example, if
HðxÞ ¼ Hðy; zÞ ¼ 1
2
/M1y; ySþ VðzÞ; ð1:4Þ
where y; zARn; VAC2ðRn;RÞ and M is nonsingular real symmetric ðn  nÞ-matrix.
In such a case Eq. (1.1) is equivalent to the Newton equation
Mz¨ðtÞ ¼ rVðzðtÞÞ: ð1:5Þ
Two basic results concerning bifurcations of periodic solutions from a
nondegenerate stationary point of Hamiltonian system are due to Liapunov and
Berger. If Jr2Hðx0Þ is nonsingular and has two purely imaginary eigenvalues 7ib
of multiplicity 1 then Liapunov center theorem ensures the existence of a one-
parameter family of nonstationary periodic solutions of (1.1) emanating from
nondegenerate x0ArH1ð0Þ (see [9]). Berger [2,3] proved the existence of a sequence
of nonstationary periodic solutions convergent to the nondegenerate stationary
solution of (1.5) for M ¼ I ; without any assumptions on multiplicity of eigenvalues
of the Hessian of V (see also [4,15]). The above results were generalized in [6,14,16]
to the case of Hamiltonian systems with degenerate stationary points. Szulkin [14]
and Zhu [16] used Morse theory and they obtained, similarly as Berger, sequences of
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periodic solutions. In [6] connected branches of nontrivial solutions of (1.2) were
obtained by using the topological degree theory for SOð2Þ-equivariant gradient
maps (see [5]) and the results from [11]. Global bifurcation theorems of this type can
be also found in [7,13]. In the present paper we apply results from [6] to prove the
existence of connected branches of bifurcations and emanations in degenerate case
under assumptions written in terms of the topological degree of rH around x0 and
eigenvalues of r2Hðx0Þ: In particular, we generalize results from [12], proved for H
satisfying (1.3) with A ¼ I :
2. Preliminaries
In this section we set up notation and summarize without proofs the relevant
material on bifurcation theory for Hamiltonian systems.
The number of elements of any ﬁnite set X will be denoted as xX : Write Mðn;RÞ
for the set of real ðn  nÞ-matrices. Let InAMðn;RÞ stand for the identity matrix.
Deﬁne JnAMð2n;RÞ as
Jn ¼
0 In
In 0
 
:
Usually we abbreviate In and Jn to I and J: Write Sðn;RÞ; Oðn;RÞ and GLðn;RÞ for
the subsets of Mðn;RÞ consisting of symmetric, orthogonal and nonsingular
matrices, respectively. If a1;y; anAR then diagða1;y; anÞ denotes the diagonal
matrix with a1;y; an on the main diagonal.
Let sðAÞ be the spectrum of AAMðn;RÞ: Obviously, if AASðn;RÞ then sðAÞCR:
Symbols sþðAÞ and sðAÞ denote the sets of strictly positive and strictly negative
real eigenvalues of A; respectively. Let mðaÞ be the multiplicity of the eigenvalue
aAsðAÞ and write VAðaÞ for the eigenspace corresponding to a: For symmetric A we
deﬁne the Morse index m of A by the formula
mðAÞ ¼
X
aAsðAÞ
mðaÞ:
If BASðn;RÞ is nonnegative deﬁnite then there exists a nonnegative deﬁnite
CASðn;RÞ such that C2 ¼ B: We denote C by ﬃﬃﬃBp : For any AASðn;RÞ write jAj ¼ﬃﬃﬃﬃﬃﬃ
A2
p
: If A is nonnegative or nonpositive deﬁnite then we write
sgnðAÞ ¼
1; sðAÞ ¼ |; Aa0;
0; A ¼ 0;
1; sþðAÞ ¼ |; Aa0:
8><>:
In such a case A ¼ sgnðAÞjAj:
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For any K ; LASð2n;RÞ and jAN set
Q jðKÞ ¼
K jJt
jJ K
 
;
L jðLÞ ¼ flAð0;þNÞ j detQ jðlLÞ ¼ 0g;
LðLÞ ¼
[
jAN
L jðLÞ:
Obviously, Q jðKÞASð4n;RÞ and since L jðLÞ is a subset of roots of a polynomial, it
is ﬁnite. Moreover, observe that the following lemma holds true.
Lemma 2.1. For every jAN we have
L jðLÞ ¼ jL1ðLÞ 	 f ja j aAL1ðLÞg:
In particular, for every a; bAR; aob; the set LðLÞ-½a; b is finite.
In what follows, we assume that HAC2ðRn  Rn;RÞ: We callTðHÞ ¼ rH1ð0Þ 
ð0;þNÞ the set of trivial solutions of (1.2). The setNTðHÞ of nontrivial solutions of
(1.2) consists of those solutions ðx; lÞ of (1.2) that do not belong to TðHÞ: We will
considerTðHÞ andNTðHÞ as subsets of H12p  ð0;þNÞ; see [10] for the deﬁnition
of the Hilbert space H12p 	 H1ð½0; 2p;R2nÞ: (Recall that xð0Þ ¼ xð2pÞ for every
xAH12p:) The trivial solution ðx0; l0ÞATðHÞ is said to be a bifurcation point of
nontrivial solutions of (1.2) if it is a cluster point of NTðHÞ: We say that a set
CCNTðHÞ bifurcates from ðx0; l0Þ if ðx0; l0ÞAclðCÞ: Denote by Cðx0; l0Þ the
connected component of clðNTðHÞÞ containing the bifurcation point ðx0; l0Þ: If
Cðx0; l0Þafðx0; l0Þg then ðx0; l0Þ is called a branching point of nontrivial solutions of
(1.2). It was proved in [6] that any point ðx; 0Þ; xAH12p; cannot be a cluster point of
NTðHÞ in H12p  R:
The following theorem (see [6]) gives a necessary condition for ðx0; l0Þ to be a
bifurcation point.
Theorem 2.2. Let x0 be isolated in rH1ð0Þ: If ðx0; l0ÞATðHÞ is a bifurcation point
of nontrivial solutions of (1.2) then l0ALðr2Hðx0ÞÞ:
Fix isolated x0ArH1ð0Þ; l0ALðr2Hðx0ÞÞ and choose e40 such that l0  e40
and Lðr2Hðx0ÞÞ-½l0  e; l0 þ e ¼ fl0g (see Lemma 2.1). Deﬁne the bifurcation
index Zðx0; l0Þ ¼ fZ jðx0; l0Þg jAN (originally deﬁned by using topological degree for
SOð2Þ-equivariant gradient mappings, see [5,6]) as follows:
Z jðx0; l0Þ ¼ iðrH; x0Þ 
mðQ jððl0 þ eÞr2Hðx0ÞÞÞ mðQ jððl0  eÞr2Hðx0ÞÞÞ
2
;
ð2:1Þ
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where iðrH; x0Þ is the topological index of x0 with respect to rH; i.e. it is
the Brouwer degree of rH on the neighborhood O of x0 such that
clðOÞ-rH1ð0Þ ¼ fx0g:
Let Y 	 ð0; 0;yÞ: The following theorem gives a sufﬁcient condition for a trivial
solution to be a branching point.
Theorem 2.3. Fix isolated x0ArH1ð0Þ and l0ALðr2Hðx0ÞÞ: If Zðx0; l0ÞaY
then ðx0; l0Þ is a branching point of nontrivial solutions of (1.2). Moreover, if
U ¼ O ða; bÞCH12p  ð0;þNÞ is an open bounded neighborhood of ðx0; l0Þ such that
rH1ð0Þ-clðOÞ ¼ fx0g and Lðr2Hðx0ÞÞ-½a; b ¼ fl0g then Cðx0; l0Þ-qUa|:
The proof of Theorem 2.3 can be obtained by a slight modiﬁcation of the proof of
the following Rabinowitz-type global bifurcation theorem for Hamiltonian systems,
see [6].
Theorem 2.4. Let rH1ð0Þ be finite. Fix x0ArH1ð0Þ; l0ALðr2Hðx0ÞÞ: If
Zðx0; l0ÞaY then ðx0; l0Þ is a branching point of nontrivial solutions of (1.2), and either
(1) Cðx0; l0Þ is unbounded in H12p  ð0;þNÞ or
(2) Cðx0; l0Þ is bounded and, in addition, Cðx0; l0Þ-TðHÞ ¼ fy1;y; ymg for some
mAN; y1;y; ymATðHÞ; and Xm
i¼1
ZðyiÞ ¼ Y:
We will regard the setSðHÞ ¼ rH1ð0Þ of stationary solutions of (1.1) and the set
NSðHÞ of nonstationary periodic solutions as subsets of the Banach space B0 	
B0ðR;R2nÞ of bounded functions with the supremum norm denoted as jj  jj0: If the
stationary point x0ArH1ð0Þ is a cluster point of NSðHÞ then it is said to be an
emanation point of nonstationary periodic solutions of (1.1).
Denote by MH 	MHðR2nÞ the complete metric space of nonempty compact
subsets of R2n with Hausdorff metric dH deﬁned by the formula
dHðA; BÞ ¼ max sup
aAA
distða; BÞ; sup
bAB
distðb; AÞ
 
for A; BAMH : For every x0ArH1ð0Þ; xANSðHÞ we have jjx  x0jj0 ¼
dHðtrðxÞ; x0Þ; where trðxÞ is a trajectory of x: Thus x0 is an emanation point of
nonstationary periodic solutions iff it is an emanation point (in MH ) of
nonstationary periodic trajectories. We say that a set CCMHðR2nÞ of nonstationary
periodic trajectories of (1.1) emanates from x0 if x0AclðCÞ (inMHðR2nÞ). Note that if
C is connected with respect to Hausdorff metric then the union of trajectories from
C is a connected subset of R2n:
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Remark 2.5. Let x0 be isolated in rH1ð0Þ:
(1) Bifurcations of nontrivial solutions of (1.2) can be translated into emanations
of nonstationary periodic trajectories of (1.1). Namely, if ðx; lÞAH12p  ð0;þNÞ is a
solution of (1.2) then the function exlAB0; exlðtÞ ¼ xðtlÞ; is a solution of (1.1) with (not
necessarily minimal) period 2pl: (Notice that in this case x can be regarded as 2p-
periodic function of class C1 deﬁned on R:) Since the mapping
P :TðHÞ,NTðHÞ-MH ; Pðx; lÞ ¼ tr ðexlÞ ¼ trðxÞ ¼ xð½0; 2pÞ; is continuous,
for given connected branch CCCðx0; l0Þ-NTðHÞ bifurcating from a trivial
solution ðx0; l0Þ of (1.2) we obtain a connected branch PðCÞ of nonstationary
periodic trajectories of (1.1) emanating from x0:
(2) It can be proved that there exists a neighborhood UCH12p  ð0;þNÞ of
ðx0; l0Þ such that (not necessarily minimal) periods 2pl of trajectories
trðexlÞAPðCðx0; l0Þ-UÞ are arbitrarily close to 2pl0 for trajectories sufﬁciently
close to x0; i.e. for every e40 there exists d40 such that if ðx; lÞACðx0; l0Þ-U ;
jjexl  x0jj0od (or, equivalently, dHðtrðexlÞ; x0Þod) then j2pl 2pl0joe; see [12].
(3) Moreover, if Z jðx0; l0Þa0 then Cðx0; l0Þ-NTðHÞ contains a connected
subset C j bifurcating from ðx0; l0Þ such that for every ðx; lÞAC j the number 2pj is a
period (not necessarily minimal) of x; which follows from the theory of topological
degree for SOð2Þ-equivariant gradient mappings. Consequently, (not necessarily
minimal), periods 2pl
j
of trajectories trðexlÞAPðC j-UÞ tend to 2pl0j at x0:
(4) If l0leN for all lALðr2Hðx0ÞÞ\fl0g then U can be chosen in such a way that
for every ðx; lÞACðx0; l0Þ-U ; xax0; the minimal period of exl is equal to 2pl;
see [12].
3. Algebraic results
The aim of this section is to prove some algebraic lemmas which will be used for
formulation of bifurcation theorems.
Fix some C; DASðn;RÞ and KASð2n;RÞ of the form
K ¼ C 0
0 D
 
:
For every jAN deﬁne G jðKÞASð2n;RÞ and XAOð4n;RÞ by the formulas
G jðKÞ ¼
C jI
jI D
 
¼ K þ 0 jI
jI 0
 
; X ¼
I 0 0 0
0 0 0 I
0 0 I 0
0 I 0 0
26664
37775;
where I 	 In:
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Lemma 3.1. For any jAN we have
X tQ jðKÞX ¼
G jðKÞ 0
0 G jðKÞ
 
;
dim ker G jðKÞ ¼ dim ker ½CD  j2I  and detG jðKÞ ¼ det½CD  j2I :
Proof. The ﬁrst equality of the lemma can be checked by direct calculation. Note
that the matrix
Y ¼ j
1I D
0 jI
 
is nonsingular and, moreover, det Y ¼ 1: Thus
dim ker G jðKÞ ¼ dim ker ðG jðKÞYÞ ¼ dim ker j
1C CD  j2I
I 0
 
¼ dim ker½CD  j2I 
and, similarly,
det G jðKÞ ¼ detðG jðKÞY Þ ¼ det j
1C CD  j2I
I 0
 
¼ det½CD  j2I : &
In what follows, we assume that A; BASðn;RÞ; sðAÞ ¼ fa1;y; ang; sðBÞ ¼
fb1;y; bng; and
L ¼ A 0
0 B
 
:
Remark 3.2. If AB ¼ BA then there exists EAOðn;RÞ which diagonalizes both A
and B: Thus we may assume, without loss of generality, that
EtAE ¼ JðAÞ ¼ diagða1;y; anÞ; EtBE ¼ JðBÞ ¼ diagðb1;y; bnÞ;
EtABE ¼ JðABÞ ¼ JðAÞJðBÞ ¼ diagða1b1;y; anbnÞ:
We use this order of ak; bk in the whole paper whenever A and B commute.
Lemma 3.3. For any jAN we have
L jðLÞ ¼ flAð0;þNÞ j detG jðlLÞ ¼ 0g ¼ j ﬃﬃnp j nAsþðABÞ
 
:
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Moreover, for any fixed n0AsþðABÞ; j0AN; the multiplicity of the root l0 ¼ j0ﬃﬃﬃn0p of the
polynomial det G j0ðlLÞ is equal to dim ker G j0ðl0LÞ ¼ mðn0Þpn:
Proof. From Lemma 3.1 we obtain det Q jðlLÞ ¼ ðdet G jðlLÞÞ2 and
detG jðlLÞ ¼ det½l2AB  j2I  ¼ l2n det AB  j
2
l2
I
 
: ð3:1Þ
Thus det G jðlLÞ ¼ 0 for lAð0;þNÞ if and only if j2l2 ¼ n for some nAsþðABÞ:
Equality (3.1) implies also that the multiplicity of the root l0 ¼ j0ﬃﬃﬃn0p is equal to
mðn0Þ: On the other hand, by Lemma 3.1 we have dim kerG j0ðl0LÞ ¼
dim ker AB  j20
l20
I
h i
¼ mðn0Þpn: &
Lemma 3.4. If AB ¼ BA then
L jðLÞ ¼ jﬃﬃﬃﬃﬃﬃﬃﬃﬃ
akbk
p j akbk40; kAf1;y; ng
( )
for all jAN:
Proof. By Remark 3.2, sðABÞ ¼ fakbk j kAf1;y; ngg: Applying Lemma 3.3 we
complete the proof. &
Lemma 3.5. If ak0bk040 and VAðak0Þ-VBðbk0Þaf0g for some k0Af1;y; ng then
jﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ak0bk0
p AL jðLÞ for every jAN:
Proof. It is easy to see that n0 ¼ ak0bk0 is a strictly positive eigenvalue of AB;
therefore our claim is a consequence of Lemma 3.3. &
From now on for given l0ALðLÞ we choose e40 such that l0  e40 and
LðLÞ-½l0  e; l0 þ e ¼ fl0g (see Lemma 2.1).
Let
Y jðl0Þ ¼ kAf1;y; ng j akbk40; l0 ¼
jﬃﬃﬃﬃﬃﬃﬃﬃﬃ
akbk
p( );
Yþj ðl0Þ ¼ fkAY jðl0Þ j ak40; bk40g;
Yj ðl0Þ ¼ fkAY jðl0Þ j ako0; bko0g: ð3:2Þ
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For kAf1;y; ng and jAN deﬁne functions g7kj : ð0;þNÞ-R by the formula
g7kj ðlÞ ¼
lðak þ bkÞ7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2ðak  bkÞ2 þ 4j2
q
2
:
Let us gather some basic properties of g7kj :
Lemma 3.6. For every kAf1;y; ng; jAN we have
gþkjðlÞ ¼ 04lAð0;þNÞ3 ak404bk404l ¼
jﬃﬃﬃﬃﬃﬃﬃﬃﬃ
akbk
p ;
gkjðlÞ ¼ 04lAð0;þNÞ3 ako04bko04l ¼
jﬃﬃﬃﬃﬃﬃﬃﬃﬃ
akbk
p :
Moreover, for every fixed l0 ¼ jﬃﬃﬃﬃﬃﬃﬃ
akbk
p we have
ak404bk40 )
gþkjðl0 þ eÞo04gþkjðl0  eÞ40;
gkjðl0 þ eÞo04gkjðl0  eÞo0;
(
ako04bko0 )
gþkjðl0 þ eÞ404gþkjðl0  eÞ40;
gkjðl0 þ eÞ404gkjðl0  eÞo0:
(
Proof. First observe that
gþkjðlÞgkjðlÞ ¼ l2akbk  j2; ð3:3Þ
therefore gþkjðlÞgkjðlÞ ¼ 0 iff akbk40 and l ¼ l0 ¼ jﬃﬃﬃﬃﬃﬃﬃakbkp : If ak40 and bk40 then
gkjðl0Þo0; hence gþkjðl0Þ ¼ 0: For ako0; bko0 we have gþkjðl0Þ40 and thus gkjðl0Þ ¼
0: Moreover, the derivation of (3.3) gives
2l0akbk ¼ ðgþkjÞ0ðl0Þgkjðl0Þ þ gþkjðl0ÞðgkjÞ0ðl0Þ;
and thus
ak404bk40 ) ðgþkjÞ0ðl0Þo0;
ako04bko0 ) ðgkjÞ0ðl0Þ40: &
Lemma 3.7. If AB ¼ BA then for every jAN; lAð0;þNÞ and fixed l0ALðLÞ we have
sðQ jðlLÞÞ ¼ sðG jðlLÞÞ ¼
[n
k¼1
fgþkjðlÞ; gkjðlÞg
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and
mðQ jððl0 þ eÞLÞÞ mðQ jððl0  eÞLÞÞ ¼ 2ðxYþj ðl0Þ  xYj ðl0ÞÞ:
Proof. Set C ¼ lA; D ¼ lB: In view of Lemma 3.1, sðQ jðlLÞÞ ¼ sðG jðlLÞÞ and
mðQ jððl0 þ eÞLÞÞ mðQ jððl0  eÞLÞÞ ¼ 2ðmðG jððl0 þ eÞLÞÞ mðG jððl0  eÞLÞÞÞ:
Moreover, by Remark 3.2 there is EAOðn;RÞ such that
EtAE ¼ diagða1;y; anÞ; EtBE ¼ diagðb1;y; bnÞ:
From Lemma 3.1 we obtain
det½G jðlLÞ  oI  ¼ detG jðlL þ oIÞ ¼ det½ðlA þ oIÞðlB þ oIÞ  j2I 
¼ det½ðlEtAE þ oIÞðlEtBE þ oIÞ  j2I 
¼
Yn
k¼1
ððlak þ oÞðlbk þ oÞ  j2Þ:
But
ðlak þ oÞðlbk þ oÞ  j2 ¼ ðo gþkjðlÞÞðo gkjðlÞÞ
and thus
sðG jðlLÞÞ ¼
[n
k¼1
fgþkjðlÞ; gkjðlÞg:
To compute the change of the Morse index of G jðlLÞ observe that according to
Lemma 3.6 the eigenvalues g7kj ðlÞ may change their signs at l0 only if kAY jðl0Þ; i.e.
akbk40 and l0 ¼ jﬃﬃﬃﬃﬃﬃﬃakbkp : Using this property, the deﬁnition of the Morse index, the
deﬁnitions of Y jðl0Þ; Y7j ðl0Þ; and the results of Lemma 3.6 we obtain
mðG jððl0 þ eÞLÞÞ mðG jððl0  eÞLÞÞ
¼ xfkAf1;y; ng j gþkjðl0 þ eÞo0g þ xfkAf1;y; ng j gkjðl0 þ eÞo0g
 xfkAf1;y; ng j gþkjðl0  eÞo0g  xfkAf1;y; ng j gkjðl0  eÞo0g
¼ xfkAY jðl0Þ j gþkjðl0 þ eÞo0g þ xfkAY jðl0Þ j gkjðl0 þ eÞo0g
 xfkAY jðl0Þ j gþkjðl0  eÞo0g  xfkAY jðl0Þ j gkjðl0  eÞo0g
¼ xYþj ðl0Þ þ xYþj ðl0Þ  0 xðYþj ðl0Þ,Yj ðl0ÞÞ ¼ xYþj ðl0Þ  xYj ðl0Þ;
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since
fkAY jðl0Þ j gþkjðl0  eÞo0g ¼ |
and
fkAY jðl0Þ j gkjðl0  eÞo0g ¼ Yþj ðl0Þ,Yj ðl0Þ: &
Lemma 3.8. If ak0bk040 and VAðak0Þ-VBðbk0Þaf0g for some k0Af1;y; ng then
g7k0jðlÞAsðQ jðlLÞÞ ¼ sðG jðlLÞÞ for every jAN; lAð0;þNÞ and we have
mðg7k0jðlÞÞXdim VAðak0Þ-VBðbk0Þ
(where mðg7k0jðlÞÞ is the multiplicity of g7k0jðlÞ as an eigenvalue of G jðlLÞ). If, in
addition,
dim VAðak0Þ-VBðbk0Þ412 mðn0Þ
for n0 ¼ ak0bk0AsþðABÞ then for every fixed j0AN and l0 ¼ j0ﬃﬃﬃn0p we have
mðQj0ððl0 þ eÞLÞÞ mðQj0ððl0  eÞLÞÞa0:
Proof. For abbreviation of notation put q ¼ dimVAðak0Þ-VBðbk0Þ: Let EAOðn;RÞ
be such that
EtAE ¼ ak0Iq 0
0 eA
" #
; EtBE ¼ bk0Iq 0
0 eB
" #
; eA; eBASðn  q;RÞ:
Using Lemma 3.1, similarly as in the proof of Lemma 3.7, we obtain
det½G jðlLÞ  oI  ¼ det G jðlL þ oIÞ
¼ det½ðlA þ oIÞðlB þ oIÞ  j2I  ¼ det½ðlEtAE þ oIÞðlEtBE þ oIÞ  j2I 
¼ ððlak0 þ oÞðlbk0 þ oÞ  j2Þq  det½ðl eA þ oIÞðleB þ oIÞ  j2I 
¼ ðo gþk0jðlÞÞ
qðo gk0jðlÞÞ
q  det½ðl eA þ oIÞðleB þ oIÞ  j2I 
and thus g7k0jðlÞAsðG jðlLÞÞ with ðg7k0jðlÞÞXq:
Now, ﬁx j0AN and l0 ¼ j0ﬃﬃﬃn0p : According to Lemma 3.6, if ak040; bk040 (ak0o0;
bk0o0) then the eigenvalue gþk0j0ðlÞ (resp. gk0j0ðlÞ) changes its sign from positive to
negative (resp. from negative to positive) when l changes from l0  e to l0 þ e (and
gk0j0ðlÞ (resp. gþk0j0ðlÞ) is nonzero). Thus we have at least q eigenvalues of Gj0ðlLÞ
changing their signs in the same way at l0: The number of other eigenvalues
changing their signs at l0 is less than q because q412 mðn0Þ and mðn0Þ is the maximal
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number of eigenvalues of Gj0ðlLÞ which may change their signs at l0; since
dim ker Gj0ðl0LÞ ¼ mðn0Þ; according to Lemma 3.3. &
Lemma 3.9. If n0AsþðABÞ is of odd multiplicity and l0 ¼ j0ﬃﬃﬃn0p then
mðQj0ððl0 þ eÞLÞÞ mðQj0ððl0  eÞLÞÞa0:
Proof. In view of Lemma 3.1 it sufﬁces to show that the product of eigenvalues of
Gj0ðlLÞ changes its sign at l0: However, according to Lemma 3.3, this product is
equal to det Gj0ðlLÞ ¼ ðl l0Þ2mþ1cðlÞ; where 2m þ 1 is the multiplicity of n0
(for some mAN,f0g) and cðl0Þa0; which completes the proof. &
Lemma 3.10. If A or B is strictly positive or strictly negative definite, n0AsþðABÞ and
l0 ¼ j0ﬃﬃﬃn0p then for every jAN we have
mðQ jððl0 þ eÞLÞÞ mðQ jððl0  eÞLÞÞ
¼
2  s  mðnÞ if l0 ¼ jﬃﬃnp for some nAsþðABÞ;
0 if l0a
jﬃﬃ
n
p for all nAsþðABÞ;
8<:
where s ¼ 1 if A or B is strictly positive definite and s ¼ 1 if A or B is strictly negative
definite.
Proof. Let A be strictly positive or strictly negative deﬁnite and
M ¼ ð
ﬃﬃﬃﬃﬃﬃjAjp Þ1 0
0
ﬃﬃﬃﬃﬃﬃjAjp
" #
:
Note that MASð2n;RÞ-GLð2n;RÞ: In view of Sylvester’s law of inertia, any
nonsingular transformation does not change the Morse index of the symmetric
matrix, hence
mðG jðlLÞÞ ¼mðMtG jðlLÞMÞ ¼ mðMG jðlLÞMÞ
¼m l sgnðAÞI jI
jI l ﬃﬃﬃﬃﬃﬃjAjp B ﬃﬃﬃﬃﬃﬃjAjp
  
:
The matrix
ﬃﬃﬃﬃﬃﬃjAjp B ﬃﬃﬃﬃﬃﬃjAjp is symmetric, so it has n real eigenvalues o1;y;on: On the
other hand, these eigenvalues are exactly those of jAjB because
det½
ﬃﬃﬃﬃﬃﬃ
jAj
p
B
ﬃﬃﬃﬃﬃﬃ
jAj
p
 oI  ¼ det jAj  det½B  ojAj1 ¼ det½jAjB  oI :
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Applying Lemma 3.7 with sgnðAÞI and ﬃﬃﬃﬃﬃﬃjAjp B ﬃﬃﬃﬃﬃﬃjAjp instead of A and B; respectively,
we get
mðG jððl0 þ eÞLÞÞ mðG jððl0  eÞLÞÞ
¼ sgnðAÞ  x kAf1;y; ng j sgnðAÞok404 l0 ¼ jﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sgnðAÞok
p( ):
But sgnðAÞo1;y; sgnðAÞon are the eigenvalues of sgnðAÞjAjB ¼ AB; which
completes the proof for A strictly positive or negative. If B is strictly positive or
negative deﬁnite, consider
M ¼
ﬃﬃﬃﬃﬃﬃjBjp 0
0 ð ﬃﬃﬃﬃﬃﬃjBjp Þ1
" #
: &
Note that the number s in the above lemma is well deﬁned because we assume that
sþðABÞa|: If A and B were nonsingular and of different signs then AB would be
strictly negative deﬁnite, a contradiction. For example, if A is strictly positive and B
is strictly negative then sðABÞ ¼ s ﬃﬃﬃﬃAp B ﬃﬃﬃﬃAp  and for every vARn we have
/
ﬃﬃﬃﬃ
A
p
B
ﬃﬃﬃﬃ
A
p
v; vS ¼ /B
ﬃﬃﬃﬃ
A
p
v;
ﬃﬃﬃﬃ
A
p
vSo0;
where /; S is an inner product in Rn:
4. Local bifurcations
In this section we formulate local bifurcation theorems for autonomous
Hamiltonian systems (with block-diagonal Hessian of the Hamiltonian at a
stationary point) in terms of the topological degree of the gradient of the
Hamiltonian and eigenvalues of its Hessian computed at a stationary point.
Assume that HAC2ðRn  Rn;RÞ and that for ﬁxed x0ArH1ð0Þ; isolated in
rH1ð0Þ; the Hessian of H at x0 has the form
r2Hðx0Þ ¼
A 0
0 B
 
ð4:1Þ
for some A; BASðn;RÞ:
Let sðAÞ ¼ fa1;y; ang; sðBÞ ¼ fb1;y; bng and assume the convention of
Remark 3.2 for the order of ak; bk:
In view of Theorem 2.2 we may suspect that the point ðx0; l0Þ is a bifurcation
point of nontrivial solutions of (1.2) provided that l0ALðr2Hðx0ÞÞ: By Lemma 3.3
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this means that
l0 ¼ j0ﬃﬃﬃﬃn0p ; for some j0AN; n0AsþðABÞ: ð4:2Þ
If AB ¼ BA then every such a l0 can be written as l0 ¼ j0ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃak0bk0p for some
k0Af1;y; ng such that ak0bk040 (see Lemma 3.4). In the case of ABaBA we
cannot write l0 in this form in general, but it is possible to do it if ak0bk040 and
VAðak0Þ-VBðbk0Þaf0g (see Lemma 3.5).
The following conditions will be used in theorems of this section:
(A1) HAC2ðRn  Rn;RÞ; x0ArH1ð0Þ is isolated in rH1ð0Þ and iðrH; x0Þa0;
(A2) r2Hðx0Þ ¼ A 00 B
 
; A; BASðn;RÞ; n0AsþðABÞ;
(A3) l0 ¼ j0ﬃﬃﬃn0p ; j0AN;
(A4) AB ¼ BA and xYþj ðl0ÞaxYj ðl0Þ for some jAN; where Yþj ðl0Þ and Yj ðl0Þ
are given by (3.2).
Theorem 4.1. Assume that all conditions (A1)–(A4) are satisfied. Then ðx0; l0Þ is a
branching point of nontrivial solutions of
’xðtÞ ¼ lJrHðxðtÞÞ;
xð0Þ ¼ xð2pÞ;

where lAð0;þNÞ: Moreover, if U ¼ O ða; bÞCH12p  ð0;þNÞ is an open bounded
neighborhood of ðx0; l0Þ such that rH1ð0Þ-clðOÞ ¼ fx0g and ðx0; l0Þ is the only
trivial solution in clðUÞ satisfying (4.2) then Cðx0; l0Þ-qUa|:
Proof. Observe that l0ALðr2Hðx0ÞÞ (see (A2), (A3), and (4.2)). Moreover, the
assumptions of Lemma 3.7 are satisﬁed for L ¼ r2Hðx0Þ; according to (A2) and
(A4). Using this lemma and equality (2.1) we obtain Z jðx0; l0Þ ¼ iðrH; x0Þ 
ðxYþj ðl0Þ  xYj ðl0ÞÞ and thus Z jðx0; l0Þa0; by (A1) and (A4). Applying
Theorem 2.3 we complete the proof. &
The corresponding theorem concerning emanations of periodic trajectories from a
stationary point can be formulated as follows.
Theorem 4.2. Assume that all conditions (A1)–(A4) are satisfied. Then there exists a
connected (with respect to Hausdorff metric) set of nonstationary periodic trajectories
of
’xðtÞ ¼ JrHðxðtÞÞ
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emanating from x0 with (not necessarily minimal) periods arbitrarily close to
j0
j
2pﬃﬃﬃ
n0
p for
trajectories sufficiently close to x0: Moreover, if j0 ¼ 1 and
ﬃﬃﬃ
n
n0
q
eN for all
nAsþðABÞ\fn0g then there exists a connected set of nonstationary periodic trajectories
emanating from x0 with minimal periods arbitrarily close to
2pﬃﬃﬃ
n0
p for trajectories
sufficiently close to x0:
Proof. Our claim is a consequence of Theorem 4.1, Lemma 3.7, and Remark 2.5. To
obtain minimal periods of trajectories observe that if j0 ¼ 1 and
ﬃﬃﬃ
n
n0
q
eN for all
nAsþðABÞ\fn0g then l0leN for all lALðr2Hðx0ÞÞ\fl0g: &
Notice that if j0 ¼ 1 and
ﬃﬃﬃ
n
n0
q
eN for all nAsþðABÞ\fn0g then condition (A4) in the
above theorem can be satisﬁed only for j ¼ 1; since in this case l0 ¼ 1ﬃﬃﬃn0p ¼ jﬃﬃﬃﬃﬃﬃﬃakbkp only
for j ¼ j0 ¼ 1 and n0 ¼ akbk; see (3.2).
The following theorem can be proved in the same way as Theorem 4.1, by using
Lemma 3.8 instead of 3.7.
Theorem 4.3. Suppose that conditions (A1)–(A3) are satisfied and that for some
k0Af1;y; ng we have
n0 ¼ ak0bk0 ; dim VAðak0Þ-VBðbk0Þ412 mðn0Þ: ð4:3Þ
Then the conclusion of Theorem 4.1 holds true.
Combining Theorem 4.3 and Lemma 3.8 (for j0 ¼ 1) with Remarks 2.5 we obtain
the corresponding emanation result.
Theorem 4.4. Suppose that assumptions (A1), (A2) are satisfied and that condition
(4.3) is fulfilled for some k0Af1;y; ng: Then there exists a connected (with respect to
Hausdorff metric) set of nonstationary periodic trajectories of
’xðtÞ ¼ JrHðxðtÞÞ
emanating from x0 with (not necessarily minimal) periods arbitrarily close to
2pﬃﬃﬃ
n0
p
for trajectories sufficiently close to x0: Moreover, if
ﬃﬃﬃ
n
n0
q
eN for all nAsþðABÞ\fn0g
then there exists a connected set of nonstationary periodic trajectories emanating
from x0 with minimal periods arbitrarily close to
2pﬃﬃﬃ
n0
p for trajectories sufficiently close
to x0:
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Similarly as above, application of Lemma 3.9 gives us the following.
Theorem 4.5. Assume that conditions (A1), (A2) are satisfied and the multiplicity of n0
is odd. Then
(1) the conclusion of Theorem 4.1 is true for every l0 satisfying (A3),
(2) the conclusion of Theorem 4.4 holds.
Finally, applying Lemma 3.10 (for j ¼ j0) we obtain
Theorem 4.6. Let conditions (A1) and (A2) be fulfilled. Suppose that A or B is strictly
positive or strictly negative definite. Then
(1) the conclusion of Theorem 4.1 is true for every l0 satisfying (A3),
(2) the conclusion of Theorem 4.4 holds.
Corollary 4.7. Let HAC2ðRn  Rn;RÞ admit a strict local minimum or maximum at
x0 and
r2Hðx0Þ ¼
A 0
0 B
 
; A; BASðn;RÞ:
If A is nonsingular and Ba0; or B is nonsingular and Aa0; then
(1) sþðABÞa|;
(2) the conclusion of Theorem 4.1 holds for any l0 ¼ j0ﬃﬃﬃn0p ; j0AN; n0AsþðABÞ;
(3) the conclusion of Theorem 4.4 is true for every n0AsþðABÞ:
Proof. Since H admits a strict local minimum (maximum) at x0; we have
x0ArH1ð0Þ; x0 is isolated in rH1ð0Þ; iðrH; x0Þ ¼ 1a0 (see [1]) and r2Hðx0Þ
is nonnegative (resp. nonpositive) deﬁnite, hence sgnðAÞ ¼ sgnðBÞ: If, for example, A
is nonsingular then
sþðABÞ ¼ sþðjAj jBjÞ ¼ sþð
ﬃﬃﬃﬃﬃﬃ
jAj
p
jBj
ﬃﬃﬃﬃﬃﬃ
jAj
p
Þ ¼ sþð
ﬃﬃﬃﬃﬃﬃ
jAj
p tjBj ﬃﬃﬃﬃﬃﬃjAjp Þ:
But Ba0; therefore sþðABÞa0; in view of Sylvester’s law of inertia. Applying
Theorem 4.6 we complete the proof. &
Example 4.8. Consider H : R3  R3-R given by the formula
HðxÞ ¼ Hðx1;y; x6Þ ¼ x21 þ 2ðx2  1Þ2  x23 þ ðx4 þ ðx3  2Þ2Þ6
þ x25 þ ðx6  1Þ2  x5x6:
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In this case we have rH1ð0Þ ¼ fð0; 1; 0;4; 23; 43Þg and iðrH; ð0; 1; 0;4; 23; 43ÞÞ ¼ 1:
(The last equality can be obtained by using an algorithm described in [8].) The
Hessian r2Hð0; 1; 0;4; 2
3
; 4
3
Þ has the block-diagonal form (4.1) with
A ¼
2 0 0
0 4 0
0 0 2
264
375; B ¼ 0 0 00 2 1
0 1 2
264
375:
Moreover, ABaBA and sðABÞ ¼ f0; 2þ 2 ﬃﬃﬃ7p ; 2 2 ﬃﬃﬃ7p g: According to Theorem
4.5, for every j0AN the point ð0; 1; 0;4; 23; 43Þ; j0ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2þ2 ﬃﬃ7pp
 
is a branching point of
nontrivial solutions of (1.2) and there exists a connected set of nonstationary
periodic trajectories of (1.1) emanating from 0; 1; 0;4; 2
3
; 4
3
 
with minimal periods
tending to 2pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2þ2 ﬃﬃ7pp at ð0; 1; 0;4; 23; 43Þ:
Example 4.9. Deﬁne H :R2  R2-R as
HðxÞ ¼ Hðx1;y; x4Þ ¼ x21 þ 2x22 þ x23 þ ðx4 þ ðx3  1Þ3Þ4:
Observe that rH1ð0Þ ¼ fð0; 0; 0; 1Þg and H admits a strict minimum at ð0; 0; 0; 1Þ:
Moreover, r2Hð0; 0; 0; 1Þ is of the form (4.1) with
A ¼ 2 0
0 4
 
; B ¼ 2 0
0 0
 
; AB ¼ BA ¼ 4 0
0 0
 
:
By Corollary 4.7, for every j0AN the point ðð0; 0; 0; 1Þ; j02Þ is a branching point of
nontrivial solutions of (1.2) and there exists a connected set of nonstationary
periodic trajectories of (1.1) emanating from ð0; 0; 0; 1Þ with minimal periods tending
to p at ð0; 0; 0; 1Þ:
5. Global bifurcations
As in the previous section suppose that HAC2ðRn  Rn;RÞ; but rH1ð0Þ is ﬁnite.
Assume also that for every ﬁxed x0ArH1ð0Þ we have
r2Hðx0Þ ¼ Lðx0Þ ¼
Aðx0Þ 0
0 Bðx0Þ
 
; Aðx0Þ; Bðx0ÞASðn;RÞ: ð5:1Þ
According to Lemma 3.3, the set of parameters l0 which satisfy the bifurcation
necessary condition from Theorem 2.2 is equal to Lðr2Hðx0ÞÞ ¼
S
jAN L jðr2Hðx0ÞÞ;
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where
L jðr2Hðx0ÞÞ ¼ j ﬃﬃnp j nAsþðAðx0ÞBðx0ÞÞ
 
:
Let
sðAðx0ÞÞ ¼ fa1ðx0Þ;y; anðx0Þg; sðBðx0ÞÞ ¼ fb1ðx0Þ;y; bnðx0Þg:
Repeat Remark 3.2 and equalities (3.2) for A 	 Aðx0Þ; B 	 Bðx0Þ; ak 	 akðx0Þ;
bk 	 bkðx0Þ and Y7j ðl0Þ 	 Y7j ðx0; l0Þ:
Theorem 5.1. Assume that HAC2ðRn  Rn;RÞ; rH1ð0Þ is finite, and that for every
xArH1ð0Þ we have
r2HðxÞ ¼ AðxÞ 0
0 BðxÞ
 
; AðxÞ; BðxÞASðn;RÞ; AðxÞBðxÞ ¼ BðxÞAðxÞ:
Let x0ArH1ð0Þ and iðrH; x0Þa0: If l0 ¼ j0ﬃﬃﬃn0p ; j0AN; n0AsþðAðx0ÞBðx0ÞÞ; and
xYþl ðx0; l0ÞaxYl ðx0; l0Þ for some lAN then ðx0; l0Þ is a branching point of nontrivial
solutions of
’xðtÞ ¼ lJrHðxðtÞÞ;
xð0Þ ¼ xð2pÞ;

where lAð0;þNÞ; and either
(1) Cðx0; l0Þ is unbounded in H12p  ð0;þNÞ or
(2) Cðx0; l0Þ is bounded and, in addition, Cðx0; l0Þ-TðHÞ ¼ fðx1; Z1Þ;y; ðxm; ZmÞg
for some mAN; xiArH1ð0Þ; Zi ¼ jiﬃﬃﬃﬃoip ; jiAN; oiAsþðAðxiÞBðxiÞÞ; i ¼ 1;y; m;
and for any jAN we haveXm
i¼1
iðrH; xiÞ  ðxYþj ðxi; ZiÞ  xYj ðxi; ZiÞÞ ¼ 0:
Proof. According to Theorem 2.4, if Cðx0; l0Þ is bounded then the sum of bi-
furcation indices of the points from Cðx0; l0Þ-TðHÞ is equal to Y: But Z jðxi; ZiÞ ¼
iðrH; xiÞ  ðxYþj ðxi; ZiÞ  xYj ðxi; ZiÞÞ for i ¼ 1;y; m; in view of equality (2.1) and
Lemma 3.7. &
Theorem 5.2. Assume that HAC2ðRn  Rn;RÞ; rH1ð0Þ is finite, and that for every
xArH1ð0Þ we have
r2HðxÞ ¼ AðxÞ 0
0 BðxÞ
 
; AðxÞ; BðxÞASðn;RÞ;
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where AðxÞ or BðxÞ is strictly positive or strictly negative definite. Let x0ArH1ð0Þ
and iðrH; x0Þa0: If l0 ¼ j0ﬃﬃﬃn0p ; j0AN; n0AsþðAðx0ÞBðx0ÞÞ then ðx0; l0Þ is a branching
point of nontrivial solutions of
’xðtÞ ¼ lJrHðxðtÞÞ;
xð0Þ ¼ xð2pÞ;

where lAð0;þNÞ; and either
(1) Cðx0; l0Þ is unbounded in H12p  ð0;þNÞ or
(2) Cðx0; l0Þ is bounded and, in addition, Cðx0; l0Þ-TðHÞ is finite, for any jAN we
have
Cðx0; l0Þ-
[
xArH1ð0Þ
fxg  L jðr2HðxÞÞ ¼ x1;
jﬃﬃﬃﬃﬃﬃ
o1
p
 
;y; xm;
jﬃﬃﬃﬃﬃﬃ
om
p
  
for some mAN; xiArH1ð0Þ; oiAsþðAðxiÞBðxiÞÞ; i ¼ 1;y; m (if the above
intersection is nonempty), andXm
i¼1
iðrH; xiÞ  sðxiÞ  mðoiÞ ¼ 0;
where sðxiÞ ¼ 1 if AðxiÞ or BðxiÞ is strictly positive definite and sðxiÞ ¼ 1 if AðxiÞ
or BðxiÞ is strictly negative definite.
Proof. According to Theorem 2.4, the sum of bifurcation indices of the points from
Cðx0; l0Þ-TðHÞ is equal to Y; i.e. it vanishes at every coordinate. In view
of equality (2.1) and Lemma 3.10 the set
Cðx0; l0Þ-
[
xArH1ð0Þ
fxg  L jðr2HðxÞÞ
consists of those points from Cðx0; l0Þ-TðHÞ for which the jth coordinate of the
bifurcation index Z can be nonzero. Namely, Z jðxi; jﬃﬃﬃﬃoip Þ ¼ iðrH; xiÞ  sðxiÞ  mðoiÞ for
i ¼ 1;y; m: &
Corollary 5.3. If the assumptions of Theorem 5.2 are satisfied and rH1ð0Þ ¼ fx0g
then Cðx0; l0Þ is unbounded in H12p  ð0;þNÞ:
Example 5.4. Let H be such as in Example 4.9. Then A is strictly positive deﬁnite
and iðrH; ð0; 0; 0; 1ÞÞ ¼ 1: In view of Corollary 5.3, for every j0AN the connected
branch Cðð0; 0; 0; 1Þ; j02Þ bifurcating from ðð0; 0; 0; 1Þ; j02Þ is unbounded in H12p 
ð0;þNÞ:
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From now on we assume that HAC2ðRn  Rn;RÞ satisﬁes the assumptions of
Theorem 5.2. Let sðxÞ be such as in that theorem and set
SþðHÞ ¼ fxArH1ð0Þ j iðrH; xÞ  sðxÞ40g;
SðHÞ ¼ fxArH1ð0Þ j iðrH; xÞ  sðxÞo0g;
pðHÞ ¼ fðx;oÞ j xASþðHÞ;oAsþðAðxÞBðxÞÞg;
nðHÞ ¼ fðx;oÞ j xASðHÞ;oAsþðAðxÞBðxÞÞg;
EðHÞ ¼
X
ðx;oÞApðHÞ,nðHÞ
iðrH; xÞ  sðxÞ  mðoÞ:
Let us formulate further corollaries to Theorem 5.2. If AðxÞ ¼ I for all
xArH1ð0Þ then they imply corresponding corollaries from [12].
Corollary 5.5. If EðHÞa0 then for every jAN there exists ðx;oÞApðHÞ,nðHÞ such
that Cðx; jﬃﬃﬃop Þ is unbounded in H12p  ð0;þNÞ: Moreover, if additionally pðHÞ ¼ | or
nðHÞ ¼ | then Cðx; jﬃﬃﬃop Þ are unbounded for all jAN; ðx;oÞApðHÞ,nðHÞ:
Proof. Fix jAN and observe that if for all ðx;oÞApðHÞ,nðHÞ sets Cðx; jﬃﬃﬃop Þ
were bounded then the sum of iðrH; xÞ  sðxÞ  mðoÞ over pðHÞ,nðHÞ would be
equal to 0; a contradiction. &
Corollary 5.6. If EðHÞa0 and jiðrH; xÞ  mðoÞj ¼ c ¼ const for all
ðx;oÞApðHÞ,nðHÞ then for every jAN sets Cðx; jﬃﬃﬃop Þ are unbounded in H12p 
ð0;þNÞ for at least jxpðHÞ  xnðHÞj of ðx;oÞApðHÞ,nðHÞ:
Proof. Assume, for example, that xpðHÞ4xnðHÞ: Denote by Zp (Zn) the set of such
points ðx;oÞApðHÞ (resp. ðx;oÞAnðHÞ) that Cðx; jﬃﬃﬃop Þ is bounded. The sum of
iðrH; xÞ  sðxÞ  mðoÞ over Zp,Zn is equal to 0; in view of Theorem 5.2. Thus xZp ¼
xZn: But xZnpxnðHÞ; hence the number of ðx;oÞApðHÞ,nðHÞ for which Cðx; jﬃﬃﬃop Þ
is unbounded is equal to ðxpðHÞ  xZpÞ þ ðxnðHÞ  xZnÞ ¼ xpðHÞþ xnðHÞ
2xZnXxpðHÞ þ xnðHÞ  2xnðHÞ ¼ xpðHÞ  xnðHÞ: &
Obviously, unbounded sets Cðx; jﬃﬃﬃop Þ from the above corollary need not be
different for different ðx;oÞApðHÞ,nðHÞ:
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Corollary 5.7. Suppose that degðrH; U ; 0Þa0 for some open and bounded UCR2n
such that rH1ð0ÞCU : Let pðHÞ,nðHÞa|: If xsþðr2HðxÞÞ ¼ b ¼ const; sðxÞ ¼
s ¼ const and mðoÞ ¼ m ¼ const for all ðx;oÞApðHÞ,nðHÞ then for every jAN there
exists ðx;oÞApðHÞ,nðHÞ such that Cðx; jﬃﬃﬃop Þ is unbounded in H12p  ð0;þNÞ:
Proof. Suppose, contrary to our claim, that for some jAN sets Cðx; jﬃﬃﬃop Þ are bounded
for all ðx;oÞApðHÞ,nðHÞ: According to Theorem 5.2 the sum of iðrH; xÞ  sðxÞ 
mðoÞ over these points is equal to 0: On the other hand, this sum is equal to
b  s  m 
X
xArH1ð0Þ
iðrH; xÞ ¼ b  s  m  degðrH; U ; 0Þa0;
a contradiction. &
Note that the condition degðrH; U ; 0Þa0 in the above corollary is satisﬁed if
HðxÞ-þN as jxj-þN (see [1]). For strictly convex H the last condition is
equivalent to the condition rH1ð0Þa| (see [10]).
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