Chaos, oscillations, instabilities, intermittency represent only some nonlinear examples apparent in natural world. These phenomena appear in any field of study, and advances in complex and nonlinear dynamic techniques bring about opportunities to better understand animal signals.
I. INTRODUCTION
The physical and physiological mechanism of sound production are important to understanding mammal vocalization which ranges from periodic vocal fold vibrations to completely aperiodic vibration and atonal noise. Between these two extremes, a large amount of phenomena have been observed and reported [1, 2] : biphonation, cycles, subharmonic and chaotic behavior. These behaviors can be predicted by theoretical models. For example, the two mass model (the most accepted for mammal apparatus of phonation) can exhibit irregular oscillations [3, 4] . The apparatus of phonation can be investigated through the characterization of the animal vocalization, where vocal nonlinearity can be used. According to Tokuda[5] the nonlinear analysis of human speech signal has been carried out extensively, Hz. Fig.1(b) shows a small portion of the analyzed signal and in Fig.1(d) , the spectrogram (512 points FFT) of the signal is shown.
Discrete Fourier Transform ( Fig.1(c) ) was used to perform a preliminary spectral analysis on vocalization units. The presence of regions with high density of unresolved frequencies is a necessary, even if not sufficient, condition for the occurrence of chaotic dynamical regimes [6] . Non-linear dynamics analysis were, therefore, was limited to signal units characterized by broad-band features in the frequency domain. Results reported in the present work refer to a single signal 0.420s long. The time series examined consists of a 9455 points sampled at 22050Hz.
III. COMPUTATIONAL METHODS
The analysis of the time series was performed using the software package TISEAN [16] (TIme SEries ANalysis) [7] , valued as the most well known and robust algorithm set for nonlinear time series analysis. Typical steps are attractor reconstruction from time series and the characterization of the chaotic dynamic by means of Lyapunov exponents and maximum
Lyapunov exponent (MLE).

A. Attractor reconstruction
The attractor of underlying dynamics has been reconstructed in phase space by applying the time delay vector method [6, 8] .
Starting from a time series s(t) = [s 1 , . . . , s N ] the system dynamic can be reconstructed using the delay theorem by Takens and Mañe. The reconstructed trajectory X can be expressed as a matrix where each row is a phase space vector:
where
The matrix is characterized by two key parameters: The Embedding Dimension D E and the Delay Time T . The embedding dimension is the minimum dimension at which the reconstructed attractor can be considered completely unfolded and there is no overlapping in the reconstructed trajectories. If the chosen dimension is lower than D E the attractor is not completely unfolded and the underlying dynamics cannot be investigated. Higher dimension was not used due to the increase in computational effort.
The algorithm used for the computation of D E is the method of False Nearest Neighbors [9] . A false neighbor is a point of trajectory intersection in a poorly reconstructed attractor. As the dimension increases, the attractor is unfolded with greater fidelity, and the number of false neighbors decreases to zero. The first dimension with no overlapping points is D E .
The delay time T represents a measure of correlation existing between two consecutive components of D E -dimensional vectors used in the trajectory reconstruction. Following a commonly applied methodology, the time delay T is chosen in correspondence to the first minimum of the average mutual information function [10] .
B. Lyapunov exponents
Chaotic systems display a sensitive dependence on initial conditions. Such a property deeply affects the time evolution of trajectories starting from infinitesimally close initial conditions, and Lyapunov exponents are a measure of this dependence. These characteristic exponents give a coordinate independent measure of the local stability properties of a trajectory. If the trajectory evolves in a N-dimensional state space there are N exponents arranged in decreasing order, referred to as the Spectrum of Lyapunov Exponents (SLE):
Conceptually these exponents are a generalizations of eigenvalues used to characterize different types of equilibrium points.
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A trajectory is chaotic if there is at least one positive exponent, the value of this exponent, said the Maximum Lyapunov Exponent (MLE) gives a measure of the divergence rate of infinitesimally close trajectories and of the unpredictability of the system and gives a good characterization of the underlying dynamics.
Starting from the reconstructed attractor X, it is possible to compute with the method of Sano and Sawada [11, 12] the SLE consisting of exactly n = D E exponents. This method is a qualitative one, and in presence of a positive exponents, λ 1 , a more accurate method is necessary for the computation.
The method of Rosenstein-Kantz [13, 14] is used to compute the MLE from the time series. This method measures in the reconstructed attractor the average divergence of two close trajectories in the time d j (i). This can be expressed as:
where C j is the initial separation. By taking the logarithm of both sides we obtain:
This is a set of approximately parallel lines (for j = 1, 2, . . . , M) each with a slope roughly proportional to λ 1 . The MLE is easily calculated using a least-squares fit to the average line defined by
where · denotes the average over all values of j. Figure 2 (d) shows a typical plot of ln d j (i) : after a short transition there is a linear region that is used to extract the MLE.
IV. RESULTS AND DISCUSSION
The signal considered was characterized by highly complex patterns in which different transients with both periodic and apparently aperiodic features were identified. The apparently random behavior of the numerical series, easily detectable with a simple visual inspection of the sound pattern, was confirmed by the power spectrum and spectrogram.
Three different regions were put into evidence: at low frequencies, between 0 and 70 Hz, a first distribution of unresolved peaks is present, a sharp peak is also present at 450 Hz, while a broad band of frequencies, ranging between 850 and 1500 Hz, is easily detectable.
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The chaotic characterization was performed calculating the embedding dimension D E by the false nearest method and in Fig.2(a) the result of the computation is shown. The figure reports the fraction of false neighbors with respect to the embedding dimension and a value of D E = 4 was found. The delay Time was considered as the first minimum of the mutual information function, and the value T = 8 was found.
Starting from the time series the attractor was reconstructed using the delay method, and in Fig.2(b) a three dimensional projection of the attractor is shown. The structure of the attractors, related to the chaotic oscillation of the vocal folds, demonstrated that the irregular behavior observed in the time series was not due to noise.
In order to completely characterize the chaotic nature of the vocalization, the Spectrum of Lyapunov Exponents and the Maximum Lyapunov Exponent λ 1 were evaluated. In Fig.2(c 
