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1 Introduction
1.1 Background
In this paper, we study the flow
dF
dt
= −(Hα − ωα)eα ≡ −fαeα (1.1)
where
Ft := F (·, t) : Mn → Rn+k
is a family of smooth immersions with Mt = Ft(M) and M is compact oriented
submanifold in Rn+k, H denotes the mean curvature vector of Mt w.r.t unit
normal field eα, α = n+ 1, . . . , n+ k , ω is a given smooth function in R
n+k, ∇ω
is the standard gradient field of ω in Rn+k , and ωα = 〈∇ω, eα〉 .
This flow generalizes the well-known mean curvature flow, i.e., the case of
ω ≡ const, and it comes directly from the study of the Ginzburg-Landau vortex.
As was shown in [1,2], there are two models which are, respectively, reduced to
the Ginzburg-Landau system of parabolic equations
∂Vε
∂t
= ∆Vε +∇ω∇Vε + AVε + BVε
ε2
(1− |Vε|2) (1.2)
in Rm × (0,∞), where ε is a small positive parameter and ω, A,B, are known
functions. One is a simple equation simulating inhomogeneous type Π supercon-
ducting materials [3], and the other is a three-dimensional superconducting thin
films having variable thickness [4]. An important problem in Ginzburg-Landau
superconductors is to study the vortex dynamics, i.e, the convergence of Vε as
well as of their zero points (which, roughly, are called vortex) as ε→ 0.
When m = 2 and the initial vortex consists of finite isolated points, it was
proved that the vortex dynamics of the Dirichlet problem for (1.2) is described
by the ODE system[1,5,6]:
∂x
∂t
= −∇ω(x).
When m ≥ 2 and the initial vortex consists of a filment or even a codimension k
submanifold, it was proved [2] that as ε → 0, the vortex of Cauchy problem for
(1.2) is approximated by the evolution of the initial vortex according to flow (1.1)
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on the time internal in which the flow is smooth. Similar results were obtained
for Neumann problem in [7] and for case of ∇ω = 0 in [7,8].
Therefore, it is important in physics to consider the long-time existence of the
flow (1.1).
On the other hand, mean curvature flow has been strongly studied in last
decades. It is well-known that the flow must blow up in finite time except that
the initial submanifolds are graphic, see [9-16] for the details. Hence, it is natural
to ask for what kind of functions ω (1.1) has long-time existence.
1.2 Main results
Higher co-dimension mean curvature flow, i.e., (1.1) without external force
field, has been studied in[9-13]], while there are a lot of studies on mean curvature
flow for hypersurfaces, see [14][15][16] for example. All those papers show that
mean curvature flow must blow up and so singularity happens in finite time,
except that the initial surfaces are entire graphs or graphic submanifolds. In this
paper, we are concentrated on the long-time existence of (1.1). Here is the main
results.
Theorem 1.1 If there exist positive constants C,C3, λ, λ with λ < 2λ such
that the following conditions are satisfied:
(1) λ|ξ|2 ≤ ∇2ω(x)ξiξj ≤ λ|ξ|2 and |∇3ω(x)| ≤ C3 for all ξ ∈ Rn+1 and for
x ∈Mt, where Mt is any solution of (1.1) on any finite time interval [0, T ];
(2) |A|2 < C on M0;
(3) there exist a δ > 0 such that 5a4 + |a|C3 + (λ− 2λ)a2 ≤ 0 for all a satisfying√
C − δ < a < √C;
(4) |∇iω(x)| is uniformly bounded for all x ∈ Mt and for i = 1, 2, 3, · · · , where
Mt is any solution of (1.1) on any finite time interval [0, T ];
then the flow (1.1) has a smooth solution for all time t ∈ [0,∞).
Throughout this paper, flow (1.1) is denoted by (1.1)
′
in the case of k = 1, i.e.,
the hypersurfaces case.
Theorem 1.2 Suppose that the assumptions of theorem 1.1 are satisfies
except that (1.1) is replaced by (1.1)
′
and (3) is replaced by
(3)
′
there exist a δ > 0 such that a4 + |a|C3 + (λ− 2λ)a2 ≤ 0 for all a satisfying
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√
C − δ < a < √C + δ;
then the flow (1.1)
′
has a smooth solution for all time t ∈ [0,∞).
Remark 1.3 An easier verification of assumptions (1) and (4) is to assume
that they hold for all x ∈ Rn+k.
The following theorem generalizes the convexity-preserved of mean curvature
flow in [14].
Theorem 1.4 Let T > 0 and Mt be a smooth solution of flow (1.1)
′
on
the time interval [0, T ]. If ∇3ω ≡ 0 and M0 is convex, then Mt is convex for all
t ∈ [0, T ].
Physically, ω is a density function and actually has the form
ω =
1
2
(c1x
2
1 + . . .+ cn+1x
2
n+1)
for ci > 0, ( see [3] for example), but theorems 1.1 and 1.2 can not be applied
directly to this special case, because |∇ω| is not known to be bounded uniformly
at this moment. However, we can give the long-time existence for this ω under
hypersurfaces case.
Corollary 1.5 Suppose that ω = 1
2
(c1x
2
1 + . . . + cn+1x
2
n+1) where ci are
positive constants and let M = max ci and m = min ci. If M < 2m and |A|2 <
2m−M on M0, then for any T > 0 the flow (1.1)′ has a smooth solution for all
t ∈ [0, T ].
We would like to point out that Corollary 1.5 generalizes theorem 1.3 in [17]
which studies (1.1)
′
for the special case ω = c|x|2. That theorem also shows that
flow (1.1)
′
must blow up in finite time either if c < 0, or if c > 0 and |A|2 > c
on M0, which means that the both convexity of ω (as in assumption (1)) and the
small of the initial |A|2 (as in assumptions (2) and (3) ) are necessary.
In section 2 we will give notations and preliminaries , and we will give the
proofs of theorems 1.2, 1.4 and corollary 1.5 in section 3 and the proof of theorem
1.1 in section 4.
2 Preliminaries
Throughout this paper, we use the following notations. 〈, 〉 denotes the usual inner
product in Rn+k. If M is given as in section 1 and F denotes its parametrization
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in Rn+k, the metric {gij} are given by
gij(x) = 〈∂F (x)
∂xi
,
∂F (x)
∂xj
〉, x ∈M.
Let∇ denotes the Levi-Civita connection on M, while∇ denotes the standard gra-
dient in Rn+k. We will use i, j, k, · · · to denote the tangent indexes and α, β, γ, · · ·
for normal ones. Doubled indices always mean to sum from 1 to n for i, j, k, · · ·
and from 1 to k for α, β, γ, · · · . Indices are raised and lowered w.r.t gij and gij.
Moreover, we will identify V ∈ TxM with DF (V ) ∈ TF (x)Rn+k. Also, we will use
〈, 〉 to denote the scalar product on M if there are no confusions.
The second fundamental form in direction eα is denoted by
hαij(x) = −〈eα,∇i∇jF 〉
and the norm of the second fundamental form by
|A|2 = gijgklhαikhαlj .
The mean curvature on M in direction eα is given by
Hα = g
ijhαij .
Let Rijkl denote the curvature tensor and R
⊥
βαjk denote the normal curvature
tensor, and recall Ricci equation and Gauss equation for the submannifold of
Euclid space
R⊥αβij = hαikhβjk − hαjkhβik (2.1)
and
Rijkl = hαikhαjl − hαjkhαil. (2.2)
Of course, R⊥ is zero for hypersurface. Also, we can write Weigarten equation
and Codazzi equation
∇ieβ = hlβi∇lF + Cγiβeγ (2.3)
and
hαik,j = hαij,k (2.4)
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where Cγiβ is the connection coefficient of normal connection and C
γ
iβ = −Cβiγ .
Besides, we will use the following basic facts.
Proposition 2.1[14,18]. For any hypersurfece M in Rn+1, we have
∇i∇jF = −hijν, (2.5)
∇iν = hli∇lF, (2.6)
∇khij = ∇jhik, (2.7)
∇i∇jH = △hij −Hhlihlj + |A|2hij , (2.8)
2hij∇i∇jH = △|A|2 − 2|∇A|2 − 2Z, (2.9)
where ν is the outer normal vector of M , C = gijgklgsthikhsjhlt = tr(A
3), and
Z = HC − |A|4.
Proposition 2.2[12][18]. Suppose flow (1.1)holds true for t ∈ [0, T ) with T ≤ ∞,
then we have the following equations in [0,T):
dgij
dt
= −2fαhαij , (2.10)
dgij
dt
= 2fαhαklg
ikgjl, (2.11)
and letting f ≡ fα = f1 for a hypersurface, we have
dhij
dt
= ∇i∇jf − fhlihlj, (2.12)
d|A|2
dt
= 2hij∇i∇jf + 2fC. (2.13)
The following theorem for short time existence of (1.1) is well-known due to
the theory of PDE and the technique of De Turk[19].
Theorem 2.3[19] The flow (1.1) is a system of qusilinear parabolic equations
and there exists a maximal time 0 < T ≤ ∞ such that (1.1) admits a smooth
solution on [0,T).
3 Hypersurfaces case
In this section, we will prove theorems 1.2 and 1.4 and corollary 1.5. The key
step is to calculate the evolution equations of |A|2.
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Proposition 3.1 Suppose flow (1.1)
′
holds true for t ∈ [0, T ) with T ≤ ∞, then
we have the following equations in [0,T):
d|A|2
dt
= △|A|2 − 2|∇A|2 + 2|A|4 − 2hij(∇i∇2ω)(∇jF, ν)
+ 2|A|2∇2ω(ν, ν)− 4hijhlj∇2ω(∇iF,∇lF )− 〈∇ω,∇|A|2〉. (3.1)
Proof: By (2.13), we have
d|A|2
dt
= 2hij∇i∇jf + 2fC.
By the notation f ≡ fα = f1 and using (2.9), we have
2hij∇i∇jf = 2hij∇i∇jH − 2hij∇i∇j〈∇ω, ν〉
= △|A|2 − 2|∇A|2 − 2Z − 2hij∇i∇j〈∇ω, ν〉. (3.2)
It follows from (2.6) that
∇i∇j〈∇ω, ν〉 = ∇i(〈∇j∇ω, ν〉+ 〈∇ω,∇jν〉)
= ∇i(〈∇j∇ω, ν〉+ hlj〈∇ω,∇lF 〉)
= 〈∇i∇j∇ω, ν〉+ hli〈∇j∇ω,∇lF 〉
+ hli〈∇j∇ω,∇lF 〉+ hlj〈∇ω,∇i∇lF 〉+∇ihlj〈∇ω,∇lF 〉.
Using (2.5) and (2.7), we obtain
∇i∇j〈∇ω, ν〉 = 〈∇i∇j∇ω, ν〉+ hli〈∇j∇ω,∇lF 〉
+ hli〈∇j∇ω,∇lF 〉+ 〈∇ω,∇hij〉 − hljhil〈∇ω, ν〉, (3.3)
which implies
2hij∇i∇j〈∇ω, ν〉 = 2hij〈∇i∇j∇ω, ν〉+ 4hijhlj〈∇i∇ω,∇lF 〉
+ 〈∇ω,∇|A|2〉 − 2hijhljhil〈∇ω, ν〉.
This, together with (3.2),(2.13)and the definitions of f ,C and Z, gives
d|A|2
dt
= △|A|2 − 2|∇A|2 + 2|A|4 − 2hij〈∇i∇j∇ω, ν〉
−4hijhlj〈∇i∇ω,∇lF 〉 − 〈∇ω,∇|A|2〉. (3.4)
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But
〈∇i∇j∇ω, ν〉 = ∇i(〈∇j∇ω, ν〉)− 〈∇j∇ω,∇iν〉
= ∇i(∇2ω(∇jF, ν))− 〈∇j∇ω,∇iν〉
= (∇i∇2ω)(∇jF, ν) +∇2ω(∇i∇iF, ν) + 〈∇j∇ω,∇iν〉 − 〈∇j∇ω,∇iν〉
= (∇i∇2ω)(∇jF, ν)− hij∇2ω(ν, ν), (3.5)
where we have used (2.5) for the last equation. Insert this equality to (3.14) we
can get the desired equality (3.1).
Proposition 3.2 With the same assumption as in Proposition 3.1, the second
fundamental form satisfies the following evolution equation for tensor in [0, T ) :
dhij
dt
= △hij − 2Hhlihlj + |A|2hij − (∇i∇2ω)(∇jF, ν)
+ hij∇2ω(ν, ν)− hli∇2ω(∇jF,∇lF )− hli∇2ω(∇jF,∇lF )
− 〈∇ω,∇hij〉+ 2hljhil〈∇ω, ν〉. (3.6)
Proof: It is a combination of (2.8),(2.12),(3.3) and (3.5).
Proof of Theorem 1.4: Applying the maximum principle for tensor [20] to
equation (3.6), we see that the surface Mt is always convex along the flow if
∇3ω ≡ 0 and M0 is convex.
Lemma 3.3 Suppose that Mt is the solution of (1.1)
′
on [0,T) and the as-
sumptions (1), (2) and (3)
′
in theorem 1.2 are satisfied. Then |A|2 < C for all
t ∈ [0, T ).
Proof : Taking a local orthonomal basis ei on Mt, i = 1 . . . n, by (3.1) we have
d|A|2
dt
≤ △|A|2 + 2|A|4 − 2hij(∇i∇2ω)(ej, ν)
+ 2|A|2∇2ω(ν, ν)− 4hijhjl∇2ω(ei, el)− 〈∇ω,∇|A|2〉.
This, together with assumption (1), implies
d|A|2
dt
≤ △|A|2 + 2|A|4 + 2|A|C3
+ 2|A|2λ− 4hijhjl∇2ω(ei, el)− 〈∇ω,∇|A|2〉. (3.7)
Next, we estimate −4hijhjl∇2ω(ei, el). Since
−4hijhjl∇2ω(ei, el) = −4hijhjl(λE(ei, el) +∇2ω(ei, el)− λE(ei, el))
= −4|A|2λ− 4hijhjl(∇2ω − λE)(ei, el)
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where E is the unit matrix, we have
−4hijhjl∇2ω(ei, el) ≤ −4|A|2λ+ 4|hijhjl||(∇2ω − λE)(ei, el)|
≤ −4|A|2λ+ 4(λ− λ)|A|2
= −4λ|A|2.
Therefore, (3.7) becomes
d|A|2
dt
≤ △|A|2 + 2|A|4 + 2|A|C3 + 2(λ− 2λ)|A|2 − 〈∇ω,∇|A|2〉. (3.8)
Now by the assumptions and Hamilton’s maximum principle one can easily obtain
that |A|2 < C for all time. Otherwise, we can choose the first time t0 such that
a(t0) = C, where a(t) ≡ maxMt |A|2. Then there exists a time t1 < t0 such that
(
√
C − δ)2 < a(t) < C for t ∈ [t1, t0) and a(t1) < C. Hence
2a2(t) + 2
√
a(t)C3 + 2(λ− 2λ)a(t) ≤ 0, ∀t ∈ [t1, t0)
by assumption (3)′. Therefore, applying Hamilton’s maximum principle [20] to
equation (3.8), we have a(t) ≤ a(t1) < C for all t ∈ [t1, t0]. This contradicts
a(t0) = C.
Remark 3.4 We would like to say that the convex condition on ω (as in assump-
tion (1)) and the small condition of the initial |A|2 (as in assumptions (2) and
(3)′) are necessary. If ∇ω = cx with either c < 0, or c > 0 and |A|2 > c on M0,
we have proved in [17] that |A|2 must blow up in finite time and the flow exists
only in finite time.
Proof of Theorem 1.2: From Lemma 3.3 we see that |A|2 are bounded uni-
formly if assumptions (1)-(3) are satisfied. Thus, if we can prove that |∇mA|2 ≤
Cm is bounded when t −→ T , then by a well-known theorem of partial differential
equations the flow (1.1) can be extended to [0,T+ε) for some small ε > 0, where
T <∞ is the maximal time interval for which (1.1)′ has a smooth solution. This
concludes that the maximum time interval must be [0,∞).
To estimate |∇A|2 , the boundedness of |∇4ω| is necessary but is not enough,
because we want to calculate the time derivative of Γkij . As we know that con-
nection is not a tensor, but the difference of two connection is tensor, so is
dΓkij
dt
.
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Taking normal coordinate and using (2.10), we have
dΓkij
dt
=
1
2
d
dt
(glk(
∂gil
∂xj
+
∂gjl
∂xi
− ∂gij
∂xl
))
=
1
2
(glk(
∂
∂xi
(
d
dt
gjl) +
∂
∂xj
(
d
dt
gil)− ∂
∂xl
(
d
dt
gij))
= −glk( ∂
∂xi
(fhjl) +
∂
∂xj
(fhil)− ∂
∂xl
(fhij)).
Noting that ∂if = ∂iH − ∇2ω(∂i, ν) − hil〈∇ω, ∂l〉 and repeating the arguments
of Huisken [14] we obtain the following result.
Lemma 3.5 Suppose that Mt is the solution of (1.1)
′
on [0, T ) for T <∞. If as-
sumptions (1),(2) and (3)
′
of theorem 1.2 are satisfied and |∇iω| for i = 1, . . . , m
is uniformly bounded on Mt, then |∇m−3A|2 is uniformly bounded on Mt.
Using lemma 3.5, we have completed the proof of theorem 1.2.
Proof of corollary 1.5: For the special case, ω = 1
2
c1x
2
1+. . .+
1
2
cn+1x
2
n+1,
we have that
∇ω = (c1x1, . . . , cn+1xn+1), ∇2ω = (ciδij), and ∇3ω = 0 .
Let M = max ci, and m = min ci . Applying lemma 3.3 we get if M < 2m and
|A|2 < 2m −M on M0 , |A|2 < 2m −M as long as flow (1.1)′ exists. To get
the long-time existence we have to get the higher derivative estimate of |A|2. But
lemma 3.5 can not be applied directly, because |∇ω| may turn to be infinite if
the surface expands to infinity. However, we can prove that the surface will not
expand to infinity in finite time as follows. For this purpose, we need a theorem
of [18].
Lemma 3.6[18] Let F be a smooth immersed solution of (1.1)
′
and F˜ be an
immersed solution of this evolution equation. If F˜ is contained in a connected
component of Rn+1 \ F or in the closure of such a component at the beginning
of the evolution, then this remains during the evolution.
Since |A|2 ≤ 2m −M on M0 , we will prove that if the initial surface is sphere,
the sphere will expand to infinity as t→∞ .
Lemma 3.7 Suppose that M0 = S
n(R) is the initial surface of the flow (1.1)
′
and ω, m and M are as above. Let s(t) := 1
2
|Ft|2 whereFt is the position vector
of Mt. If |A|2 < 2m−M on M0 , then C0 ≡ (2ms(0)− n) > 0 and s ≥ n+C02m e2mt
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for all t > 0.
Proof : Note that
ds
dt
= 〈dF
dt
, F 〉 = −(H − 〈∇ω, ν〉)〈F, ν〉
= −n + 〈∇ω, ν〉〈F, ν〉.
Since on the spheres ν = 1
|F |
F, we have
〈∇ω, ν〉 = 1|F |〈∇ω, F 〉
=
1
|F |(c1F
2
1 + . . .+ cn+1F
2
n+1)
≥ 1|F |m|F |
2 = m|F |.
Hence,
ds
dt
≥ −n + 2ms. (3.9)
Therefore, s ≥ n+C0
2m
e2mt for all t > 0 if C0 > 0. Now by the initial condition, we
have
2m−M > |A|2 = 1
n
H2 =
1
n
n2
|F |2 =
n
2s(0)
,
which implies 2s > n
2m−M
and C0 > 0. In this way, we have completed the proof
of lemma 3.7.
Finally, Lemma 3.6 and lemma 3.7 imply Mt will not expand to infinity in
finite time. This, together with the above discussions, finishes the proof of corol-
lary 1.5.
4 Higher co-dimension case
In this section, we will prove theorem 1.1. As the hypersurface case, the key step
is to derive the evolution equation of |A|2. For this purpose, we want to calculate
the evolution equation of the second fundamental form tensor. In the following,
for x ∈Mn we take orthonormal basis e1, · · · , en, en+1, · · · , en+k of Rn+k such that
{e1, · · · , en} is the basis of TxMn and {en+1, · · · , en+k} (denoted by {eα}) is the
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unit normal vector.
Proposition 4.1 Suppose flow (1.1) holds true for t ∈ [0, T ) with T ≤ ∞, then
we have the following equations in [0,T):
dhαij
dt
−△hαij = −Hβhβilhαjl − (∇j∇2ω)(ei, eα) + hβij∇2ω(eβ, eα)
− hαkj∇2ω(ei, ek)− hαik∇2ω(ej, ek) + hβij〈eβ, deα
dt
〉
+ 〈∇ω, eβ〉(hβikhαjk + hβjkhαik)− 〈∇ω,∇hαij〉
− hαim(hγmjhγkk − hγmkhγkj)− hαmk(hγmjhγik − hγmkhγij)
− hβik(−hβkmhαjm + hβjmhαkm). (4.1)
Proof: For both sides are tensor, we calculate in normal coordinate. Since
∇j∇iF = −hαijeα , then by (1.1) we have
dhαij
dt
= − d
dt
〈∇j∇iF, eα〉
= −〈∇j∇i(−Hβeβ + ωβeβ), eα〉 − 〈∇j∇iF, deα
dt
〉
= 〈∇j∇i(Hβeβ), eα〉 − 〈∇j∇i(ωβeβ), eα〉+ hβij〈eβ, deα
dt
〉. (4.2)
By Weigarten equation(2.3), we have
∇j∇ieβ = (∇jhβil)el − hβilhγjleγ + (∇jCγiβ)eγ + Cγiβ∇jeγ
= (∇jhβil)el − hβilhγjleγ + (∇jCγiβ)eγ + Cγiβhγjlel + CγiβCηjγeη
= hβil,jel − hβilhγjleγ + (∇jCγiβ)eγ + CγiβCηjγeη. (4.3)
This, together with (2.3), implies
∇j∇i(Hβeβ) = (∇j∇iHβ)eβ + (∇jHβ)∇ieβ + (∇iHβ)∇jeβ +Hβ∇j∇ieβ
= (∇j∇iHβ)eβ + (∇jHβ)hβilel + (∇jHβ)Cγiβeγ
+ (∇iHβ)hβjlel + (∇iHβCγjβ)eγ +Hβ∇j∇ieβ. (4.4)
Hence,
〈∇j∇i(Hβeβ), eα〉 = ∇j∇iHα +∇jHβCαiβ +∇iHβCαjβ
− Hβhαjlhβil +Hβ∇jCαiβ +HβCγiβCηjγ. (4.5)
Note that
∑
k
hαkk,ij = ∇j∇iHα +∇jHβCαiβ +∇iHβCαjβ
+ Hβ∇jCαiβ +HβCγiβCηjγ − 2hαkl
∂Γlik
∂xj
(4.6)
and the last term of (4.6) is zero because Γlik = −Γkil. Then we use (4.6) to rewrite
(4.5) as
〈∇j∇i(Hβeβ), eα〉 =
∑
k
hαkk,ij −Hβhαjlhβil. (4.7)
Simon’s Identity gives
∑
k
hαkk,ij = △hαij − (hβikR⊥βαjk + hαmkRmijk + hαimRmkjk). (4.8)
Putting (4.8) in (4.7) and using (2.1) and (2.2), we obtain that
〈∇j∇i(Hβeβ), eα〉 = △hαij −Hβhαjlhβil
− hαim(hγmjhγkk − hγmkhγkj)− hαmk(hγmjhγik − hγmkhγij)
− hβik(−hβkmhαjm + hβjmhαkm). (4.9)
Next, we use (2.3) to calculate the term ∇j∇i(ωβeβ) in (4.2). Since
∇j∇i(ωβeβ) = ∇j∇i(∇ω − 〈∇ω, ek〉ek)
= ∇j∇i∇ω −∇j(∇2ω(ei, ek)ek
− hβik〈∇ω, eβ〉ek − hβik〈∇ω, ek〉eβ)
= ∇j∇i∇ω −∇j(∇2ω(ei, ek))ek + hβjk∇2ω(ei, ek)eβ
+ ∇j(hβik〈∇ω, eβ〉)ek − hβikhγjk〈∇ω, eβ〉eγ
+ ∇j(hβik)〈∇ω, ek〉eβ + hβik∇2ω(ej, ek)eβ
− hβikhγjk〈∇ω, eγ〉eβ + hβik〈∇ω, ek〉∇jeβ , (4.10)
we have
〈∇j∇i(ωβeβ), eα〉 = 〈∇j∇i∇ω, eα〉+ hαjk∇2ω(ei, ek) + hαik∇2ω(ej, ek)
− 〈∇ω, eβ〉(hβikhαjk + hαikhβjk)
+ (∇jhαik + Cαjβhβik)〈∇ω, ek〉
= 〈∇j∇i∇ω, eα〉+ hαjk∇2ω(ei, ek) + hαik∇2ω(ej, ek)
− 〈∇ω, eβ〉(hβikhαjk + hαikhβjk) + hαik,j〈∇ω, ek〉. (4.11)
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Due to Codazzi equation (2.4), we have
〈∇j∇i(ωβeβ), eα〉 = 〈∇j∇i∇ω, eα〉+ hαjk∇2ω(ei, ek) + hαik∇2ω(ej, ek)
− 〈∇ω, eβ〉(hβikhαjk + hαikhβjk) + 〈∇ω,∇hαij〉
= (∇j∇ω2)(ei, eα)− hβij∇2ω(eα, eβ)
+ hαjk∇2ω(ei, ek) + hαik∇2ω(ej, ek)
− 〈∇ω, eβ〉(hβikhαjk + hαikhβjk) + 〈∇ω,∇hαij〉. (4.12)
So (4.1) follows from (4.2),(4.9) and (4.12).
Proposition 4.2 Suppose flow (1.1)holds true for t ∈ [0, T ) with T ≤ ∞, then
we have the following equation in [0,T):
d|A|2
dt
= △|A|2 − 2|∇A|2 − 2hαij(∇j∇2ω)(ei, eα)
+ 2hαijhβij∇2ω(eα, eβ)− 4hαikhαij∇2ω(ej, ek)− 〈∇ω,∇|A|2〉
+ 2
∑
α,γ,i,m
(
∑
k
hαikhγmk − hαmkhγik)2 + 2
∑
i,j,k,m
(
∑
α
hαijhαmk)
2 (4.13)
Proof: We calculate it in normal coordinate. Because |A|2 = gijgklhαikhαlj ,
then
d|A|2
dt
= 2
dgik
dt
hαijhαkj + 2
dhαij
dt
hαij . (4.14)
Hence by (2.11) (4.1) and (4.14), we have
d|A|2
dt
= 2hαij△hαij + 4(Hβ − ωβ)hβikhαijhαkj − 2Hβhαijhβilhαjl
− 2hαij(∇j∇2ω)(ei, eα) + 2hαijhβij∇2ω(eβ, eα)
− 4hαijhαkj∇2ω(ei, ek) + 2hαijhβij〈eβ , deα
dt
〉+ 4hαijωβhβikhαjk
− 〈∇ω,∇|A|2〉 − 2hαijhαimhγmjHγ + 2hαijhαimhγmkhγkj
− 2hαijhαmk(hγmjhγik − hγmkhγij)− 2hαijhβik(hβljhαlk − hβlkhαlj).
Observing that 2hαijhβij〈eβ, deαdt 〉 is zero by symmetry and 2hαij△hαij = △|A|2−
2|∇A|2 , we have
d|A|2
dt
= △|A|2 − 2|∇A|2 − 2hαij(∇j∇2ω)(ei, eα) + 2hαijhβij∇2ω(eβ, eα)
− 4hαijhαkj∇2ω(ei, ek)− 〈∇ω,∇|A|2〉+ 2hαijhαimhγmkhγkj
− 2hαijhαmk(hγmjhγik − hγmkhγij)− 2hαijhβik(hβljhαlk − hβlkhαlj).
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But the last three terms can be calculate as follows:
2hαijhαimhγmkhγkj − 2hαijhαmkhγmjhγik
+ 2hαijhαmkhγmkhγij − 2hαijhβik(hβljhαlk − hβlkhαlj)
= 4hαijhαimhγmkhγkj − 4hαijhαmkhγmjhγik + 2hαijhγmkhαmkhγij .(4.15)
Since
2hαijhαimhγmkhγkj − 2hαijhαmkhγmjhγik
= 2hαijhαikhγmkhγmj − 2hαijhαmkhγmjhγik
= 2hαijhγmj(hαikhγmk − hαmkhγik)
= hαijhγmj(hαikhγmk − hαmkhγik) + hαmjhγij(hαmkhγik − hαmkhαik)
=
∑
α,γ,i,m
(
∑
k
hαikhγmk − hαmkhγik)2 (4.16)
and
2hαijhγmkhαmkhγij = 2
∑
i,j,k,m
(
∑
α
hαijhαmk)
2, (4.17)
we have proved the proposition.
Lemma 4.3 Suppose that Mt is the solution of (1.1) on [0,T), and the assump-
tions (1), (2) and (3) of theorem 1.1 are satisfied, then |A|2 ≤ C on Mt for all
t ∈ [0, T ).
Proof: The proof is almost the same as that of lemma 3.3 in the case of
hypersurfaces. It follows from Schwartz inequality that
2
∑
i,j,k,m
(
∑
α
hαijhαmk)
2 ≤ 2 ∑
i,j,k,m
(
∑
α
h2αij)(
∑
α
h2αmk) = 2|A|4
and
∑
α,γ,i,m
(
∑
k
hαikhγmk − hαmkhγik)2 ≤ 4
∑
α,γ,i,m
(
∑
k
hαikhγmk)
2 ≤ 4|A|4.
Consequently, using the same technique from (3.7) to (3.8) we obtain
d|A|2
dt
≤ △|A|2 − 〈∇ω,∇|A|2〉+ 10|A|4 + 2|A|C3 + 2(λ− 2λ)|A|2. (4.18)
then the result follows by copying the arguments below (3.8).
Proof of theorem 1.1: Using Lemma 4.3 and repeating the proof of theorem
1.2, one can easily prove theorem 1.1.
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