Abstract. The reduced implicate trie, introduced in [11] , is a data structure that may be used as a target language for knowledge compilation. It has the property that, even when large, it guarantees fast response to queries. Specifically, a query can be processed in time linear in the size of the query regardless of the size of the compiled knowledge base.
Introduction
The last decade has seen a virtual explosion of applications of propositional logic. One is knowledge representation, and one approach to it is knowledge compilation, introduced by Kautz and Selman [7] . Knowledge bases can be represented as propositional theories, often as sets of clauses, and the propositional theory can then be compiled; i.e., preprocessed to a form that admits fast response to queries. While knowledge compilation is intractable, it is done once, in an off-line phase, with the goal of making frequent on-line queries efficient.
The answering such queries in time polynomial (indeed, often linear) in the size of the compiled theory is not very fast if the compiled theory is exponential in the size of the underlying propositional theory. As a result, many investigators have focused on minimizing the size of the compiled theory, possibly by restricting or approximating the original theory. Another approach, introduced in [11] , extended in [12] , and developed further in this paper, is to admit large compiled theories -stored off-line 3 -on which queries can be answered in time linear in the size of the query. A data structure that has this property is called a reduced implicate trie or, more simply, an ri-trie [11] .
In the knowledge compilation paradigm, the emphasis is typically on performing the "intractable part" of the processing once, during compilation. In the absence of an efficient updating technology, this favors knowledge bases that are stable; i.e., a single compilation is expected to provide a repository that remains useful over a large number of queries. However, updating operations (referred to as transformations in [2] ) for various target languages have been studied. Here, the first small steps are taken towards solving this problem for ri-tries.
In order that this paper be self-contained, basic notions involving formulas, clauses, implicants, and implicates are covered in the next section. The definitions of reduced implicate tries and methods for computing them are presented in Section 3. Some fairly straightforward fundamental properties of ri-tries are presented in Section 4. In Section 5, several types of updates are introduced along with techniques for achieving them. None of these updates require recompilation.
Preliminaries
For the sake of completeness, define an atom to be a propositional variable, a literal to be an atom or the negation of an atom, and a clause to be a disjunction of literals. Clauses are often referred to as sets of literals. Most authors restrict attention to conjunctive normal form (CNF) -a conjunction of clauses -but no such restriction is required in this paper.
Consequences expressed as minimal clauses that are implied by a formula are its prime implicates; (and minimal conjunctions of literals that imply a formula are its prime implicants). Implicates are useful in certain approaches to non-monotonic reasoning [9, 14, 16] , where all consequences of a formula -for example, the support set for a proposed common-sense conclusion -are required. The implicants are useful in situations where satisfying models are desired, as in error analysis during hardware verification. Many algorithms have been proposed to compute the prime implicates (or implicants) of a propositional boolean formula [1, 3, 5, 6, 8, 13, 15, 17, 18] .
A typical query of a propositional theory has the form, is a clause logically entailed by the theory? By definition, an implicate of a logical formula is a clause entailed by the formula, i.e., a clause that contains a prime implicate. So if F is a formula and C is a clause, then C is an implicate of F if (and only if) C is satisfied by every interpretation that satisfies F. Thus asking whether a given clause is entailed by a formula is equivalent to the question, Is the clause an implicate of the formula? Throughout the paper, this question is what is meant by query.
Background
The goal of knowledge compilation is to enable fast queries. Prior approaches had the goal of a small (i.e., polynomial in the size of the initial knowledge base) compiled knowledge base. Typically, query-response time is linear, so that the efficiency of querying the compiled knowledge base depends on its size. The approach we build upon from [11] is to admit target languages that may be large as long as they enable fast queries. The idea is for the query to be processed in time linear in the size of the query.
Thus, if the compiled knowledge base is exponentially larger than the initial knowledge base, the query must be processed in time logarithmic in the size of the compiled knowledge base. The ri-trie is one data structure that admits such fast queries.
Implicate Tries
The trie is a well-known data structure introduced by Morrison in 1968 [10] ; it is a tree in which each branch represents the sequence of symbols labeling the nodes 4 on that branch, in descending order. A prefix of such a sequence may be represented along the same branch by defining a special end symbol and assigning an extra child labeled by this symbol to the node corresponding to the last symbol of the prefix. For convenience, it is assumed here that the node itself is simply marked with the end symbol, and leaf nodes are also so marked. One common application for tries is a dictionary. The advantage is that each word in the dictionary is present precisely as a (partial) branch in the trie. Checking a string for membership in the dictionary merely requires tracing a corresponding branch in the trie. This will either fail or be done in time linear in the size of the string.
Tries have also been used to represent logical formulas, including sets of prime implicates [16] . The nodes along each branch represent the literals of a clause, and the conjunction of all such clauses is a CNF equivalent of the formula represented by the trie. But observe that this CNF formula is significantly larger than the corresponding trie (see Figure 1) . The literal that labels each interior node of the trie would appear once in each of the separate clauses represented by all branches of the subtrie rooted at that node. (The zero root in Figure 1 assures a single trie and prevents a forest.) In fact, the trie can be interpreted directly as an NNF formula, recursively defined as follows: A trie consisting of a single node represents the constant labeling that node. Otherwise, the trie represents the disjunction of the label of the root with the conjunction of the formulas represented by the tries rooted at its children.
Suppose first that all implicates are stored in the trie; the result is called an implicate trie. To define it formally, let p 1 , p 2 , ..., p n be the variables that appear in the input knowledge base D, and let q i be the literal p i or ¬p i . Literals are ordered as follows: q i ≺ q j iff i < j. (This can be extended to a total order by defining ¬p i ≺ p i , 1 ≤ i ≤ n. But neither queries nor branches in the trie will contain such complementary pairs.) The implicate trie for D is a tree defined as follows: If D is a tautology (contradiction), the tree consists only of a root labeled 1 (0). Otherwise, it is a tree whose root is labeled 0 and has, for any implicate C = {q i1 , q i2 , . . . , q im }, a child labeled q i1 , which is the root of a subtree containing a branch with labels corresponding to C − {q i1 }. The clause C can then be checked for membership in time linear in the size of C, simply by traversing the corresponding branch.
Note that the node on this branch labeled q im will be marked with the end symbol. Furthermore, given any node labeled by q j and marked with the end symbol, if j < n, it will have as children nodes labeled q k and ¬q k , j < k ≤ n, and these are all marked with the end symbol. This is an immediate consequence of the fact that a node marked with the end symbol represents an implicate which is a prefix (in particular, subset) of every clause obtainable by extending this implicate in all possible ways with the literals greater than q j in the ordering.
Reduced Implicate Tries
Recall that for any logical formulas F and α and subformula G of F, F[α/G] denotes the formula produced by substituting α for every occurrence of G in F. If α is a truth functional constant 0 or 1 (f alse or true), and if p is a negative literal, we will slightly abuse this notation by interpreting the substitution [0/p] to mean that 1 is substituted for the atom that p negates.
The following simplification rules are useful (even if trivial).
SR1
.
Formally, these rules are defined for (arbitrary) formulas. However, they are also applicable to the tries in this paper: Any such trie corresponds to an NNF formula as described above. To simplify a trie, apply the applicable rules to the corresponding formula and construct the trie that corresponds to the resulting formula. (It is easy to see that each rule preserves NNF, and that the resulting formula will correspond to a unique trie.) As a result, ri-tries and formulas will be treated interchangeably. It is also convenient to regard ri-tries as 3-ary rather than n-ary trees, through the introduction of extra interior nodes labeled 0. Notation (using 4-tuples) that emphasizes the tree structure of these tries will be introduced and used when this viewpoint is convenient. Formula notation is used when it is felt that a more traditional viewpoint is helpful. If C = {q i1 , q i2 , . . . , q im } is an implicate of F, it is easy to see that the node labeled q im will become a leaf if these rules are applied repeatedly to the (formula represented by the) subtree of the implicate trie of F rooted at q im . Moreover, the product of applying these rules to the entire implicate trie until no further applications of them remain will be a trie in which no internal nodes are marked with the end symbol and all leaf nodes are, rendering that symbol merely a convenient indicator for leaves. The result of this process is called a reduced implicate trie or simply an ri-trie. The branches of an ri-trie will in general correspond to a proper subset of all implicates and to a proper superset of the prime implicates.
Consider an example. Suppose that the knowledge base D contains the variables p, q, r, s, in that order, and suppose that D consists of the following clauses: {p, q, ¬s}, {p, q, r}, {p, r, s}, and {p, q}. Both the implicate trie and the ri-trie are indicated in Figure 2 . The latter is simply the sub-trie obtained by making the circled node a leaf. This node is a leaf in the reduced implicate trie
Fig. 2. Implicate Trie and ri-Trie
In the implicate trie, there are eight branches and eleven end markers representing its eleven implicates (nine in the subtree rooted at q, and one each at the two rightmost occurrences of s.)
Computing ri-Tries
The ri-trie of a formula can be obtained by applying the recursive RIT operator introduced in [11] . Let F be a logical formula, and let the variables of F be V = {p 1 , p 2 , ..., p n }. Then the RIT operator is defined by
where p i is the variable of lowest index in V .
Implicit in this definition is the use of simplification rules SR1, SR2, and SR3.
A prefix of a clause {q 1 , q 2 , ..., q k } is defined to be a clause of the form {q 1 , q 2 , ..., q i }, where 0 ≤ i ≤ k. Implicit in this definition is a fixed ordering of the variables; also, if i = 0, then the prefix is the empty clause.
Theorems 1 and 2 below are taken from [11] . Essentially, they guarantee that the RIT operator produces ri-tries. In other words, the resulting trie is logically equivalent to the original formula, its branches are all implicates of the formula, and any implicate has a unique prefix that corresponds precisely to a branch. Theorem 1. If F is any logical formula with variable set V , then RIT(F, V ) is logically equivalent to F, and each branch of RIT(F, V ) is an implicate of F. Theorem 2. Let F be a logical formula with variable set V , and let C be an implicate of F. Then there is a unique prefix of C that is a branch of RIT(F, V ).
Let Imp(F) denote the set of all implicates of F. A pseudocode algorithm that produces ri-tries was given in [11] . The algorithm relies heavily on the following lemma:
The lemma assures us that the branches produced by the third conjunct of the RIT operator are precisely the branches that occur in both of the first two (ignoring, of course, the root labels p i and ¬p i ). In particular, the recursive call For the remainder of this paper, we will assume all isomorphisms to be labelpreserving.
Theorem 3. Let R be a reduced implicate trie, and let f be an isomorphism from R to R. Then f is the identity map on R.
Proof. We proceed by induction on the number of variables in R. The result is trivial if there is only one variable, so assume true for any ri-trie with at most n variables, and suppose R has n + 1 variables. The root has at most three children, labeled p 1 , ¬p 1 , 0. Since each has a distinct label and f is label preserving, f must map each of these children to itself. Note that the edge preservation property of f ensures that f maps each subtrie to itself. The induction hypothesis thus applies to each subtrie, and the proof is complete.
The theorem, while straightforward, is not immediate. In Figure 3 , the dag has a labelpreserving isomorphism that is not the identity because it swaps the nodes labeled "a".
The induction of the last theorem can easily be adapted to prove r b a a Fig. 3 . Non-Identity Label-Preserving Isomorphism Theorem 4. Let F and G be logically equivalent formulas. Then, with respect to a fixed variable ordering, RIT(F) is isomorphic to RIT(G).
Note that F and G may have different variable sets. In that case, we assume that the fixed ordering in the theorem refers to the union of these variable sets. As a result, comparing the ri-tries of two formulas amounts to a (not necessarily practical) test for logical equivalence. On the other hand, if the formulas are known to be equivalent, attention can be restricted to variables in the symmetric difference of their variable sets; all others are redundant.
Updating ri-tries
It is typical in the knowledge compilation paradigm to assume that the intractable part of the processing is done only once (or perhaps just not very often). In the absence of an efficient updating technology, this favors knowledge bases that are stable; i.e., a single compilation is expected to provide a repository that remains useful over a large number of queries. The original knowledge base can always be modified and then recompiled, but in general this is expensive. As a result, updates that can be installed into the compiled knowledge base without recompiling have the potential to considerably widen applicability.
Several operations on ri-tries are developed in this section; unless stated otherwise, the variable set under consideration will be assumed to be fixed. The intersection operation is defined precisely and proved to be correct. This is essentially the process captured informally by the pseudocode routine called buildzero from [11] . Computing the intersection of the implicate sets of two ri-tries is one way to implement their disjunction. The ri-trie produced is precisely the result of applying the RIT operator produces to the disjunction of the two original formulas (with respect to a fixed variable ordering). Thus, given a formula F compiled into ri-trie T F , we can compute the ri-trie for F ∨ G by compiling G to T G and then computing the intersection of T F and T G .
The process of substituting truth values for variables in an ri-trie is also investigated. Even this apparently simple operation requires some care: Preserving equivalence is trivial, but preserving the prefix property is not.
A third operation that developed in this section conjoins a unit clause to an ri-trie. This is a rather specialized update that may not very useful in its own right, but it plays an important role in the operation of conjoining a clause.
The problem of reordering the variables in an ri-trie is also addressed. Suppose formula F has been compiled into ri-trie T F . The techniques developed for unit conjunction can be employed to compute a new ri-trie for F (without recompiling) in which the only change is in the ordering: The i th variable is made first.
Finally, it is shown how the ri-trie for a formula F conjoined with a clause C can be computed directly from T F , the ri-trie for F, without recompiling. This is accomplished by employing conjunction with units, variable reordering, and intersection.
A detailed analysis of the efficiency of the operations developed here is beyond the scope of this paper. Nevertheless, it is easy to see that other than conjoining a clause, all operations are no worse than linear in the size of the ri-trie. The operations could require visiting every node, but at each visited node the computation is O(1). Conjoining a clause is accomplished by executing a loop whose duration is proportional to the size of the clause. The practicality of these operations is likely to be ultimately decided by experimentation. But the goal of knowledge compilation is to avoid recompilation; updating is therefore a desirable alternative.
Intersecting ri-tries
Given any two formulas F and G, fix an ordering of the union of their variable sets, and let T F and T G be the corresponding ri-tries. The intersection of T F and T G , is defined to be the ri-trie that represents the intersection of the implicate sets with respect to the given variable ordering. By Theorems 1 and 4, and Lemma 1, this is the ritrie for F ∨ G. This definition captures the computation expressed in pseudocode as the function buildzero in [11] . There, the entire pseudocode algorithm represents the recursive operator RIT that defines the ri-trie for a formula.
Similarly, the INT operator can be defined recursively. It is again assumed for convenience that the trie is represented as a ternary tree rather than as an n-ary trie. The root of the entire trie is 0 (for non-tautologies), and any node at level i has ordered children that are either empty or are tries whose roots are labeled p i+1 , ¬p i+1 , and 0. As a result, a trie T rooted at p i can be represented notationally as a 4-tuple < p i , T + , T − , T 0 >. This trie represents the formula p i ∨ (T + ∧ T − ∧ T 0 ), and we write T − p i to denote the second disjunct (which is equivalent to T ∧ ¬p i ). The predicate leaf returns true whenever all sub-tries are empty.
Given two identically ordered tries T F and T G , INT(T F , T G ) is defined as follows.
G ) > and r is the root label of both T F and T G .
First note that the INT operator clearly produces a labeled trie that has the structure of a ternary tree exactly like its arguments. Lemma 2 and Theorem 5 show that this trie is precisely the ri-trie that is the intersection of its arguments. Observe also that in case four, the leaf test on T F T G is required. When neither argument is a leaf (as ruled out by previous cases) and yet the intersections of all corresponding sub-tries are empty, T F T G produces a leaf, but the two tries share no branches. Finally, note that when considering the implicates corresponding to a branch in an ri-trie, the zero labels are ignored.
Lemma 2.
Let T F and T G be ri-tries having the same variable ordering. Let C F be a non-empty prefix of C G , where C F is a branch in T F and C G is a branch in
Proof. By induction on n, the number of literals in C F . If n = 1, then C F = {p i } is a singleton; it is also a branch in T F , which in turn must be a root leaf. So case 3 in the definition of INT applies. The intersection will be T G , and C G is by definition a branch in T G and thus also in the intersection.
Otherwise, assume true for 1 ≤ n ≤ k, and suppose n = k + 1. Let p i be the first literal in C F . Since both C F and C G correspond to branches of length greater than one, case 5 must apply. Clearly, p i is the root label of T F and of T G . Each of C F − {p i } and C G − {p i } is non-empty, and the former is a prefix of the latter.
As a result,
Observations.

To apply the induction hypothesis to INT(T
G must themselves be ri-tries. This is immediate: they are each the ri-trie for the clause set that they represent.
2. All non-empty branches of the intersection trie are constructed via zero or more applications of case 5, followed by one application of either case 2 or case 3, in the definition of INT. When the computation terminates from case 2(3), each such branch corresponds to the identical branch in T F (T G ) and to a branch in T G (T F ) that is a prefix of the branch in the intersection.
Theorem 5. Let T F and T G be the ri-tries for F and G having the same variable ordering. Then INT(T F , T G ) is the ri-trie that is the intersection of T F and T G and, as a result, is the ri-trie for F ∨ G with respect to the given variable ordering.
Proof. Let C be an implicate of F ∨G. By Lemma 1, C is an implicate of both F and G. Then by Theorem 2, there is a unique prefix C F of C that is a branch in T F ; similarly, there is a unique prefix C G of C that is a branch in T G . We must show that some unique prefix of C is a branch in the intersection. If C is the empty clause, then both T F and T G are singleton roots labeled 0, so is the intersection, and there is nothing to prove. If either C F or C G is empty, then one of the tries is a singleton root, the intersection is the other trie, and the result is immediate.
So assume C, C F , and C G are not empty. One or both of C F and C G is a prefix of the other; without loss of generality, assume C F is a prefix of C G . Therefore the branch corresponding to C F in T F is a prefix of the branch in
No other prefix C of C can be a branch in the intersection because by Observation 2 after Lemma 2, C would be a branch in one of T F or T G . But this would violate the unique prefix property for either C F or C G .
Using Theorem 5, we can give the following definition for the RIT operator. It differs from the original definition introduced in [11] in that it provides a formal basis for the computation of ri-tries as ternary trees using intersection and structure sharing, exactly as embodied by the pseudocode in that paper.
where p i is the variable of lowest index in V , and
Simplifying ri-Tries
Suppose that formula F has been compiled into ri-trie T F , and consider the problem of computing the ri-trie T F for F[1/p i ]. If we just compute T F [1/p i ] and perform the obvious simplifications, we can get a trie representation of F[1/p i ] in the sense that the branches correspond to a CNF equivalent. This is accomplished merely by removing ¬p from all branches on which it occurs, and cutting off all branches at p on which it occurs (simplifying where necessary). The resulting trie, however, is not in general an ri-trie; the prefix property may no longer hold. In Figure 4 , the ri-trie on the left represents the eleven implicates from Figure 2 . Read as an NNF formula, it represents (p∨(q∧(¬q∨r∨s)∧(r∨s))). The ri-trie on the right represents the result of substituting true (1) for q and simplifying. The resulting trie has the required prefix as a branch, but it is no longer unique. In particular, the third (rightmost) branch is unchanged but is now subsumed by the result of simplifying the second branch. It is shown below that this redundancy follows a predictable pattern and can therefore be avoided. To deal with this problem, we define a new operation called the prefix property preserving substitution, written P 3 S; it is defined as follows. Let ri-trie T = < r, T + , T − , T 0 >, let the variables V = {p 1 , . . . , p n } of T be ordered by index, and let α ∈ {0, 1} be a truth constant. Then
where p m is the variable of lowest index in V.
Theorem 6 below guarantees that P 3 S produces exactly the right object.
Theorem 6. Let T F be the ri-trie for F with respect to variable ordering V , where
Proof. By induction on the number of applications of P 3 S. If n = 1, then in the definition of P 3 S, one of cases one, two, four, or five must apply. Case one is that the trie is a constant, either 0 or 1; case two is that the trie simplifies to a constant after substituting for p m , the only variable in the trie. For these cases, the lemma is immediate, so consider case four.
Note first that the roots of T + and of T − are p m and ¬p m , respectively. Since α = 1, T + is removed because its root has been made true; for T − , the root has become 0, in effect deleting ¬p m along all branches in that sub-trie. So with respect to T + and T − , the P 3 S operator is merely performing routine truth-functional simplifications. The crucial point is that, T 0 , which does not contain p m , is removed. the intersection of (the sub-tries of) T + and T − . By Lemma 2, some prefix
In essence removing ¬p m from any branch of T − results in a branch that subsumes its corresponding branch in T 0 (see Figure 5 ). Therefore, dropping T 0 is equivalence preserving. Also, Assume now that the theorem holds whenever P 3 S is applied at most k times, and suppose k + 1 applications are required to compute P 3 S(T , [α/p i ], V ). The first call to P 3 S must use case three; the root is 0 because this is the initial call on the entire ri-trie, and the result is
The recursive calls to P 3 S will require at most k applications; the induction hypothesis applies in each. As a result, this is precisely
As formulas,
. The formulas may be substituted for the tries and by Theorem 4, the second, third, and fourth elements of the tuple are unchanged; the result is
The boolean replacements can be commuted, the root is 0, and so the trie represents the conjunction
This is precisely what results from the first expansion of RIT(F[α/p i ], (V −{p i })), and this completes the proof.
Conjoining Unit Clauses
Suppose a formula F has been compiled into the ri-trie T F , and consider the problem of computing the ri-trie for F ∧ {p}. (We will treat p as a variable; the dual case when it is a literal that negates its variable is straightforward.) Let V = {p 1 , . . . , p n } be the variables of T F , where p = p i . Suppose the RIT operator is applied to T F ∧ {p} using the variable order V = {p, p 1 , . . . , p i−1 , p i+1 , . . . , p n }. Then
and the result is the ri-trie for F ∧ {p} with respect to the new variable ordering V . This is shown in Figure 6 . The process of computing the ri-trie for F ∧ {p}, given the ri-trie T F can now be summarized. First, compute the ri-trie for F[1/p] by computing T 2 = P 3 S(F, [1/p], V ). Construct T 1 from a copy of T 2 , but with the root replaced by ¬p. Finally, build the trie in which the root is labeled 0 and the children are leaves labeled p, T 1 , and T 2 , in that order.
Reordering ri-tries
In the previous section, the conjunction of a unit clause was aided considerably by adopting a new variable ordering. Using a similar analysis, such a reordering (involving only one variable) can be accomplished alone, without any modification of the knowledge base represented.
Suppose T F = RIT(F, V ), where V = {p 1 , . . . , p n }. Consider the problem of computing a new ri-trie T F = RIT(F, V ), where V = {p i , p 1 , . . . , p i−1 , p i+1 , . . . , p n }. Once again apply the RIT operator, but this time to T F alone using the new variable order. 
RIT(T F
,
Adding New Clauses
The results of the previous sections can be combined to provide a technique for updating an ri-trie to account for a new clause being added to the knowledge base. Assume that formula F has been compiled into ri-trie T F . Now we consider the problem of computing the ri-trie T C F for F ∧ C, where C = {l 1 , . . . , l m }. First observe that F ∧ C = m i=1 (F ∧ {l i }). Therefore, the ri-trie for F ∧ C can be computed as the intersection of the ri-tries for (F ∧ {l i }), 1 ≤ i ≤ m. It will be more convenient to express this as a series of pairwise intersections between (T F ∧ (∨ i j=1 l j )) and (T F ∧{l i+1 }), 1 ≤ i < m. Each unit conjunction can be computed using the techniques of Section 5.3. However, in each case, the ri-trie would be constructed with respect to a variable ordering in which the variable of the unit is first. This can be overcome with the variable reordering results from Section 5.4. This leads to the following process. 
Future Work
The results in this paper provide some progress in the update and maintenance of ritries, but many other questions remain. For example, how can the presence of new variables in clauses or formulas being conjoined to an ri-trie be handled? Are the techniques introduced here sufficient? What if information is to be removed or somehow changed? What operations are there, and which can be performed without recompiling?
There is inherent redundancy in representing implicates that lack many variables early in the ordering. Some techniques for reducing such redundancy were developed in [12] , but they apply directly only to conjunctions of two formulas. Can they be extended to n-ary conjunctions? Can other reduction techniques be developed?
