Introduction
It has been known for some time that the cohomology theories of many classical algebraic objects | monoids, groups, associative algebras and Lie algebras for instance | have a common framework in terms of cohomology of internal monoids in a symmetric monoidal category; see for example 24] . But there are also important examples of algebraic structures which occur as monoids in non-symmetric monoidal categories, such as operads, monads, theories, categories, and square rings as described below. In this article we show that these structures are still susceptible to cohomological investigation, by developing the theory in the absence of the symmetry condition. Later we shall assume that the monoidal structure is left distributive over coproducts and the category is an abelian category; this is the case for operads, our original motivating example.
Monoids and Modules
We de ne monoids in monoidal categories and introduce the \module" objects which will be used later as coe cients in the cohomology of such monoids. We also give some of our motivating examples of monoidal categories and the monoids therein.
Let us start by recalling that a monoidal category is a tuple V = (V; ; I; a; l; r) where V is a category, : V V ! V is a functor, I is an object of V, and a = (a X;Y;Z : (X Y ) Z ! X (Y Z)) X;Y;Z2V ; l = (l X : I X ! X) X2V ; r = (r X : X I ! X) X2V are natural isomorphisms, required to satisfy certain conditions which we omit here (see e.g. 19] ). In many examples our monoidal categories will be strictly associative and have strict units, in the sense that all a X;Y;Z and l X , r X are identity morphisms. The monoidal category V is abelian if the underlying category V is an abelian category. Suppose V has binary coproducts, denoted X t Y ; then the monoidal structure is left distributive if the canonical natural transformation (X 1 Y ) t (X 2 Y ) ! (X 1 t X 2 ) Y is an isomorphism. Right distributivity is de ned similarly. A strict monoidal functor between monoidal categories is a functor between the underlying categories preserving all the existing structure in the obvious way.
Given such a V, a monoid in V, or a V-monoid, is a triple G = (G; ; ) where G 2 V, : G G ! G, : I ! G must satisfy the identities i2I are cones in V, hence they determine maps : G G ! G and : I ! G, respectively. And one then checks that this gives a structure of a limiting cone in Mon(V).
Note that for any monoid G = (G; ; ) in V, there is a natural monoidal structure on V=G, which we will denote by V=G = (V=G; ; I ; a; l; r). Here the functor is determined by (X x ? ! G) (Y y ? ! G) = (X Y x y ??! G G ? ! G); I is just I ? ! M; and a, l and r are those of V (in fact there is a one-to-one correspondence between monoid structures on an object G and those monoidal structures on V=G which turn the forgetful functor U : V=G ! V into a strict monoidal functor). With respect to this monoidal structure one has the equivalence of categories Mon(V=G) ' Mon(V)=G.
So we shall assume henceforward that our category V has pullbacks, and, for a V-monoid G = (G; ; ) we choose the category Ab(Mon(V)=G) of internal abelian groups in Mon(V)=G and their homomorphisms to be the category of coe cients for the cohomology of G. For- tunately, this category has a much simpler description, up to equivalence. This description involves the notion of action of a monoid on an object:
De nition 1.4. A left action of a V-monoid G = (G; ; ) on an object A of V is a morphism u : G A ! A satisfying u( A) = u(G u)a G;G;A ; u( A) = l A :
We will also say that A is a left G-object. Similarly, a right action of a monoid G 0 = (G 0 ; 0 ; 0 ) on A is a morphism u 0 : A G 0 ! A satisfying analogous identities. And given two such actions we say that they are compatible, or that A is an G-G 0 -biobject, if u 0 (u G 0 ) = u(G u 0 )a G;A;G 0:
For example, given any monoid G = (G; ; ), there is an evident G-G-biobject structure on G itself.
It is obvious how to de ne a morphism of left G-, right G 0 -, or G-G 0 -biobjects; the corresponding categories will be denoted by G V, V G 0 , and G V G 0 , respectively. All these categories come with forgetful functors to V (which will be denoted by the same letter U); and just as in the lemma above, these forgetful functors re ect all the limits that happen to exist in V. Hence we also can talk about internal abelian groups in G V G . And we have Proposition 1.5. For any monoid G in V, there is an equivalence of categories Ab(Mon(V)=G) ' Ab( G V G =G):
Proof. To simplify exposition, we will prove the proposition in the particular case when the monoid in question is the terminal object 1 of V, with its unique monoid structure. That is we will prove that there is an equivalence Ab(Mon(V)) ' Ab( 1 V 1 ): By the above remarks on slice categories, this will su ce: for any monoid G, the underlying object G (more precisely, its identity map) is clearly terminal in V=G.
Now an object of the category Ab(Mon(V)) looks like (A; : A A ! A; : I ! A; + : A A ! A; 0 : 1 ! A; ? : A ! A). First of all note that 0 must be a morphism of monoids, in particular = (I ! 1 0 ? ! A), so that is in fact determined by 0. As for , one has the commutative diagram (A A) ( Hence we are left with Ab( G V G =G) as our category of coe cients for the cohomology of the V-monoid G. In the next section we will simplify the category of coe cients even more by imposing the conditions that V be abelian with left distributive monoidal structure.
We nish this section with the examples of monoids in non-symmetric monoidal categories which mainly motivated the results in this paper. Example 1.6 (Bimodules). For any associative ring R, the category R-R-Mod of R-Rbimodules has a non-symmetric monoidal structure given by R . A monoid G in this monoidal category may be identi ed with an R-ring, that is, a ring equipped with a ring homomorphism from R. The coe cients for the cohomology of an R-ring G turn out to be G-G-bimodules, as we will see later.
Example 1.7 (Monads). For any category C, the category End(C) of endofunctors on C carries a monoidal structure induced by composition of endofunctors; we denote the corresponding monoidal category by End(C) = (End(C); ; Id C ; id; id; id). This is an example of a strict monoidal category | the associativity and unit natural transformations are all identities. Note also that as soon as C has coproducts, End(C) is automatically left distributive, but almost never right distributive, nor symmetric. Monoids in End(C) are monads on C.
There are also variations on this example: one may take various full subcategories of End(C) which are closed under the monoidal structure, e.g. the category of nitary endofunctors (that is, those preserving ltered colimits), or the category of cocontinuous endofunctors (preserving all colimits), or the category of endofunctors having a right adjoint. Monoids in these categories are various kinds of monads on C. Example 1.8 (Theories) . Monoids in the category of nitary endofunctors are nitary monads. In the case of nitary endofunctors on Ens the category of nitary monads is equivalent to the category of nitary algebraic theories in the sense of Lawvere 20] . In this particular case, coe cients turn out to be the general coe cients for cohomology of algebraic theories brie y mentioned in 14]. Example 1.9 (Operads). In example 1.7, let C be the category of vector spaces over a characteristic zero eld k. Consider the full subcategory of End(C) consisting of endofunctors which are analytic; recall from 15] that these are functors F admitting a decomposition into a Taylor series
F n Sn V n where (F n ) n>0 is some sequence of linear representations of symmetric groups S n . Since the analytic endofunctors are closed under composition, one obtains an abelian (in fact also k-linear) left distributive monoidal category. This category is equivalent to that considered in 17]; in particular, its category of monoids is equivalent to the category of k-linear operads.
We will identify coe cients in the next section. Pirashvili 25] and calculated by Dreckmann 7] . Now unlike linear endofunctors, the quadratic ones are not closed under composition. However in the cases considered, the inclusion of the full subcategory of quadratic endofunctors into End(C) has a left adjoint ( ) quad . So one may de ne a monoidal structure on Degree 2 (C) by F 2 G = (F G) quad . Monoids in Degree 2 (Gr) correspond under the equivalence with square groups to the square rings of 3] . Similarly one can de ne \rings of degree n" in the category Degree n (Gr). Rings of degree 1 are just the classical rings. Example 1.11 (Categories) . Given an object I in a category with pullbacks S, there is a monoidal structure on the slice category S=(I I): the unit object is the diagonal map in which the square is pullback. This is sometimes termed the \category of matrices", since for S = Ens it is equivalent to the category of families (X ij ) i;j2I of sets, with the operation
Now monoids in this monoidal category may be identi ed with those internal categories in S having I as the object of objects; and morphisms of monoids are those internal functors which are identity on objects. For any two such categories C and D, the C-D-biobjects may be identi ed with internal profunctors from D to C. When S = Ens, these are just bifunctors C D op ! S. In particular, the canonical C-C-biobject structure on C itself corresponds to its hom bifunctor. Coe cients for the cohomology of an internal category C are natural systems on C, that is, abelian group objects in the category of internal profunctors. For S = Ens these are exactly the natural systems in the sense of 5].
Note that even this example may be tted into the general setting of the example 1. 
is a cross-action:
Morphisms between coe cient G-modules are morphisms in A which respect all the structure. We write Coef G for the category of coe cient G-modules M over a xed monoid G in A. We give rst an alternative de nition of coe cient G-modules using the language of additive functors.
De nition 2.5. Lemma 2.7. In the presence of the linearity condition on , the commutativity of (2.6) is equivalent to that of
Proof. Since p 2 = 1 the maps (1 ? p 2 ) and 0 are zero. Thus is the identity on L 0 (M) and the commutativity of (2.8) implies that of (2.6). In the opposite direction, we will show that (1 ) = 1 , so that L 0 ( )(1 2 )(1 2 ) = L 0 ( ) and (2.6) will imply (2.8). (1) , (1) and (2) given by the following commutative diagrams, in which q is the quotient map from L 0 (X) = G 2 (G X) to the additivisation L(X), q 2 is qL 0 (q) and
Lemma 2.9. The natural transformations (1) , (1) and (2) are well-de ned.
Proof. Since X is clearly the additivisation of G X in X, (1) is well de ned. Similarly 
Note that these are just the diagrams in (2.8) and (2.3)(4) made additive.
Proof. Given we obtain by the composite
) is a coe cient G-module in the sense of (2.3), as follows from the previous lemmas. Conversely any coe cient G-module M is obtained in this way since the linearity property in (2.3)(1) is equivalent to the existence of with = q.
We can now give an explicit construction for free coe cient modules. If the monoidal structure is both right and left distributive, the coe cient modules are just bimodules, and it is well known that the free G-bimodule is given by F(V ) = G 2 V 2 G with left and right actions given by the multiplication in G. With the assumption that A is right compatible with cokernels we have a similar explicit presentation of F in our more general situation. Proposition 2.11. Let G = (G; ; ) be a monoid in A . Then the free coe cient G-module on an object V of A is given by
with the structure maps and given by 
respectively, and these satisfy the triangle identities required to de ne an adjunction. We end by interpreting the results of this section for operads, the example promised in (2.2.2). First recall the de nition of an operad from e.g. 17].
Let S be the symmetric groupoid; that is, S is given by the disjoint union of the symmetric groups S n , with S 0 = f g. Let A = R-Mod be the category of R-modules (or R-module chain complexes) for R a commutative ring, with monoidal structure = R and I = R.
Consider the category Cat(S; A) of S-objects in A, given by functors A from the symmetric groupoid to A, or equivalently by families fA n g n>0 together with actions of S n . The category Cat(S; A) is clearly abelian, with the sum A B of S-objects given by the sum in A (A B) n = A n B n
The tensor product of S-objects is de ned as follows. Let P k n be the set of partitions of f1; : : : ; ng into k disjoint subsets (J i ) k i=1 , and write j i for jJ i j. Then for an S-object B let Clearly S k acts on B k n . In fact S n also acts on B k n via the S j i actions. Thus the monoidal structure on Cat(S; A) can be de ned by Thus an operad is speci ed by the objects fA n g n>0 and S n -actions, together with opera-
A n where n = j 1 +: : :+j k , satisfying the obvious unit and associative laws, together with certain equivariance relations as in May 23] .
De nition 2. 
Cohomology
Let G = (G; ; ) be a monoid in a monoidal category V = (V; 2; I). We will avoid mentioning the associativity isomorphisms where possible.
We write G 2n for the n-fold iterated tensor product G 2 G 2 2 G, and let n : G 2n ! G be given by the iterated multiplication map, with 0 = and 1 the identity. We also write i and i for the maps given by applying the multiplication and the unit between the ith and (i + 1)st tensor factors: 
. Since the forgetful functor U : G V G =G ! V=G is monadic, there is also a standard way to de ne cohomology in this setting, the so called cotriple cohomology (see 6]). We will show that this leads to the same result: ?! G), this simplicial object will have G 2(2n+3) in dimension n. In fact direct calculation shows that this simplicial object is exactly the edgewise subdivision Sub(B (G)) of B (G), in the sense of 28]. Now it is not clear whether a simplicial object in a general category is homotopy equivalent to its edgewise subdivision. But to prove our proposition, it is enough to deal with cosimplicial abelian groups obtained by applying to simplicial objects the contravariant functor Hom(?; A), for A an internal abelian group. There is an obvious dual notion of subdivision for cosimplicial objects. And analyzing the proof of the particular case in 28], one can modify it to obtain a proof for cosimplicial internal abelian groups. Therefore the proposition will follow from the following lemma. 1. For V = R-mod in example 1.2 the cohomology H (G; A) is the same as the classical cohomology of an R-algebra G; see 21, X.3]. We saw in proposition 2.1 that the coe cients A are G-bimodules. 
Derivations, extensions and torsors
We now turn to the interpretation of elements in cohomology groups. We rst consider abelian and left distributive monoidal categories A and the low degree cohomology of monoids in A , which we interpret in terms of derivations and extensions. In the second part of this section we deal with the case of a general monoidal category V and the cohomology of monoids in V which in low degrees can be interpreted using torsors. Using the isomorphism s+i we obtain a coe cient G-module structure ( ; ) on M as follows. (p G 2 p G ) = p G c and c G = c(p G 2 p G ) . Clearly p G is a monoid homomorphism, and the monoid structure on G M extends the coe cient G-module structure on M. We now give similar interpretations of low degree cohomology of monoids in the case of a general monoidal category V. Note that there is already a general interpretation of cotriple cohomology by Duskin 8, 9] as in the following remark, which applies to our cohomology by proposition 3.4. Let G be a monoid in V and A an internal abelian group in G V G =G. Let A Mon be the corresponding abelian group in Mon(V)=G according to proposition 1.5. Remark 4.5. Let K(A; n) be the Eilenberg-MacLane object of A in degree n. Then a K(A; n)-torsor relative to the forgetful functor U : G V G =G ! V is a simplicial object X in G V G =G, together with a simplicial map : X ! K(A; n), such that 1. X is isomorphic to the coskeleton of the nth truncation of X , 2. satis es the Kan bration condition exactly in dimension > n, 3 . U(X ) has a contracting homotopy in V=G.
Duskin proves in 9, section 5.2] that there is a natural bijection between the set of equivalence classes of K(A; n)-torsors and the nth cotriple cohomology of G with coe cients in A.
Simpli cation is possible since it turns out that in degrees n = 1; 2 elements of H n (G; A) can also be interpreted using K(A Mon ; n ? 1)-torsors. For higher degrees we make the following observations. Suppose we have a left adjoint to the forgetful functor U : Mon(V=G) ! V=G, giving a free monoid functor. We construct explicitly the free monoid functor in appendix B, if the monoidal category satis es some reasonable conditions. Thus we can assume the cotriple cohomology groups H (G; A Mon ) are de ned. Suppose further that for G a free monoid our cohomology groups H n (G; A) are trivial for n > 1. Then an analysis of the proof of Theorem Finally, it is straightforward to check that any torsor T is isomorphic to T f T and any cocycle f is cohomologous to f T f . and this easily leads to zero.
We now turn to construction of homotopies from fg and gf to the identity morphisms. And recalling that c n = 1tf n?1 , this just expresses the fact that f is a morphism of complexes.
Appendix B. Free monoids Let (C; 2; I) be a monoidal category in which the monoid operation 2 is left distributive over coproducts t and preserves ltered colimits. In this case we are going to de ne an explicit free monoid functor which is the left adjoint of the forgetful functor Mon(C) U / / C If C = R-Mod then the free monoid on V 2 C is the classical tensor algebra T(V ). The assumptions on C also hold for the monoidal category C = Cat(S; R-Mod) in which monoids are operads. In this case the free monoid is the free operad on an S-object in R-Mod which is used for the de nition of the bar construction of operads in 18].
Let V be an object of C and de ne a sequence of objects V n by V 0 = I and inductively V n+1 = I t V 2 V n . The rst few terms are: V 0 = I; V 1 = I t V; V 2 = I t V 2 (I t V ); V 3 = I t V 2 (I t V 2 (I t V )); : : : There are maps i n : V n?1 ! V n given inductively by i n+1 = 1 t 1 2 i n , with i 1 : I ! I t V the natural inclusion of the summand. We de ne V 1 by the colimit Proposition B.1. Suppose the tensor product 2 in C is left distributive over coproducts and preserves ltered colimits, and let V be an object of C. Then the free monoid on V is T(V ) = (V 1 ; ; ), with unit given by the map i : I = V 0 ! T(V ) and multiplication : T(V ) 2 T(V ) ! T(V ) induced by the maps i n;m : V n 2 V m ! T(V ). We also write T 6n (V ) for V n . Note that for C = R-Mod the category of R-modules the tensor product is distributive on both sides and we have T 6n (V ) = L k6n V k . In this situation the maps i n are the natural inclusions of summands, and the multiplication structure is given by the isomorphisms V n V m = V (n+m) .
Proof. To show that the multiplication is well de ned on the colimit we need the relations n+1;m?1 (i n+1 2 Consider the maps ( V ) n : T 6n (V ) ! T 6n (T (V )) and n : T 6n (T (V )) ! T(V ) which de ne T( V ) and T(V ) . Then 0 ( V ) 0 = = i : I ! T(V ), and assuming inductively that n?1 ( V ) n?1 = i : V n?1 ! T(V ) we have n ( V ) n = ( ; (1 2 n?1 ))(1 t (ij 1 ) 2 ( V ) n?1 ) = ( ; i 1;n?1 (j 1 2 1)) = i(i; j n ) = i since 1;n?1 (j 1 2 1) = j n : V 2 V n?1 ! V n . Thus T(V ) T( V ) = 1.
