Extended Abstract
Introduction
The spread between yields on corporate bonds of differing quality is one of the most important measures of the aggregate level of credit risk in the economy and has been widely used as an indicator of overall economic activity and of stock prices. It has also assumed considerable importance in recent years as a fundamental determinant of the profitability of complex investment strategies that depend upon the convergence of yields on securities with differing credit risk. A good forecast of the quality spread is likely to be very useful both for economic forecasting and for investment management. In this paper we find a way to forecast the quality spread by utilizing the idea that the magnitude of the quality spread varies with fluctuations in overall economic activity and hence business cycle indicators are likely to contain information about the future evolution of the spread.
The theory of the quality spread
The calculation of the quality spread requires a theory of valuation of defaultable bonds. There are two principal approaches for the valuation of corporate bonds subject to default risk. The first one goes back to Black and Scholes (1973) and Merton (1974) . A more recent version is Longstaff and Schwartz (1995) . In this "structural model", the assumption is that the underlying value of the firm evolves as an observable diffusion process and default occurs when the firm value hits a pre-specified level for the first time. Longstaff and Schwartz (1995) show that this leads to an expression for the price of a defaultable bond as the price of a default-free bond discounted by an amount determined by the writedown in the case of default and the probability of default (under the risk-neutral measure). This can be rearranged to yield the familiar relation that the yield on a defaultable bond is the sum of the riskfree rate and a premium determined by the default rate and the fractional recovery rate.
A more recent approach is the so-called "reduced-form model", used in Duffie and Singleton (1997) , Lando (1998) and others, where the default process is modeled directly as a point process with a random intensity, i.e., a random rate of default. This leads directly to an expression for the default premium as the product of the random intensity of default and the (also random) rate of recovery, both evaluated under the risk-neutral measure. Duffie and Lando (1998) have recently demonstrated that the two approaches can be reconciled if we make the realistic assumption that the firm value process is unobservable and has to be estimated from infrequent and incomplete accounting data.
Macroeconomic fluctuations can have an impact on all these random quantities: the default rate, the fractional loss rate, i.e. the complement of the fractional recovery rate and the equivalent martingale measure. It is not hard to see that rate of default would tend to rise during business cycle contractions and fall during expansions. This has been borne out been extensive empirical research and the bankruptcy rate is a well known business cycle indicator. There is some reason to believe that the recovery rate is also procyclical. Most interestingly, the market price of risk, i.e., the market's appetite for risk and hence its risk-reward tradeoff may also change according to the stage of the cycle, thus changing the equivalent martingale measure. Thus there is good reason to believe that the quality premium varies with the stage of the cycle It has been known at least since Moore (1956) that the aggregate quality of credit and the aggregate level of credit risk vary systematically across stages of the business cycle. Fama and French (1989) and Chen (1991) have also found that the quality spread tends to rise during business cycle contractions and fall during expansions. In this paper we take the next step by using business cycle indicators such as those measuring expectations, profitability and market variables such as stock prices and treasury bond yields to forecast the quality spread one month ahead.
Methodology and Results
We intend to take a heuristic approach to model formulation and then evaluate the forecasting performance of the model in a more rigorous way. The heuristic approach is necessitated by the fact that there is no econometric method for testing business cycle leads and lags or constructing cyclical forecasting models in a rigorous way. Let us point out the principal reasons for this inadequacy. The natural setting for the cyclical asset pricing problem is a state space identification and filtering problem, with continuous states and observations, markovian state evolution in continuous time and discrete time observations. This is a very well understood problem for linear dynamics and linear observations and we can simplify the problem further by pretending that state evolution does not take place continuously in time. Unfortunately, there is mounting evidence of considerable nonlinearity in the state evolution process and the corresponding nonlinear filtering and identification problem is notoriously difficult, especially with discrete time observations. The state space nonlinearity also means that the usual Fourier based frequency domain methods are invalid. In any case, the short length and low time resolution of economic data make frequency domain methods difficult to apply.
Nevertheless, the success of leading indicators in real time economic forecasting suggests that they contain considerable forecasting power at business cycle frequencies. The best way to take advantage of the information contained in these indicators would be to construct nonlinear tests and forecasts, but in this paper we intend to show, as a first approximation, that even a heuristically formulated linear model provides compelling evidence of the forecasting power of indicator based methods.
We measure the quality spread (QUAL) as the differential between the average of the yields on all corporate bonds rated BAA by Moody's and the average yield on all bonds that are rated AAA. We calculate the spread in logarithmic terms, i.e. the logarithm of the ratio of the BAA yield to the AAA yield. This is to stabilize the variance since the magnitude of the bond yields and their spread has varied considerably in the post war era from low values in the 1950's to very high values in the 1980's and back to lower levels in the 1990's. Next we construct a list of potential indicators. They are:
• Gross Domestic Product, constant dollars (GDPR) These indicators (or very similar variants) have been used for many years to track the business cycle. The first three groups are taken from a list used at the Economic Cycle Research Institute (ECRI) for monitoring and forecasting the state of the cycle. The first group consists of coincident indicators, i.e., indicators that move with the cycle. The second group is made up of leading indicators with leads that are short on average and the ones in third group lead with long leads on average. QUAL itself is a short leading indicator.
The first step in our analysis is exploratory graphical inspection. Inspection of plots of the quality spread against the business cycle immediately reveals that the variable is largely countercyclical. Similar plots of the cyclical indicators against the quality spread reveal that they behave more or less as expected, with the turns in the coincident indicators lagging the turns in QUAL, the short leading indicators roughly coincident and long leaders leading QUAL. However, QUAL turns more often than the business cycle and tends rise even during slowdowns that do not count as recessions. The relation between the long leaders and QUAL appears to have been much closer before 1980 than recently and some of the short leaders appear to have a very but fairly consistent lead over QUAL.
For a somewhat more precise evaluation of the leading indicator properties we turn to a bivariate linear version of Granger's non-causality test. This involves fitting a bivariate time series model, using the AIC for lag order selection, to DQUAL (the first difference of QUAL) using lagged values of DQUAL and of the first difference of the indicator variable and testing that the coefficients on the indicator are not zero using an F test. Unfortunately, since such bivariate linear models are likely to be strongly misspecified since many significant variables are likely to have been omitted and the true lag order is unknown and thus significant lags may also have been omitted. Add to this the fact that the errors may be non-normal and it seems very unlikely that the coefficients have a standard distribution. Indeed, the test seems to reject the null too often and fails to reject in only 5 out of 22 even at the 1% level. We again proceed heuristically by selecting a very high critical level of 1E-05 for rejecting the null. Using this criterion the following series appear to lead DQUAL: vendor performance, industrial materials price inflation, orders for capital goods, stock prices, BAA bond yields and banker's acceptances.
The next test of the leading indicators was to make two-way comparisons of the turning points of QUAL with those of the individual indicators. The turning points were determined using the Bry and Boschan (1971) algorithm, a nonparametric method recommended by Watson (1994) and others. The two sets of turning points were then matched and the leads or lags calculated. All six indicators selected in the last step exhibited consistent leads over QUAL in this test. Of the 16 other indicators, consumer expectations, money supply, services inflation and long term government yields also exhibited consistent leads. Of these money supply and long term bond yields also had low p-values on the Granger test. These tests also clearly indicated that the relation between the indicators and QUAL may be asymmetric over the cycle since both the length and the consistency of the leads was different at the upper and lower turning point. In order to demonstrate that this is indeed an adequate forecast, we convert the magnitude forecast into a directional forecast by replacing the magnitude forecast by its sign. Thus a positive DQUAL forecast would be a forecast that QUAL would widen and a negative DQUAL forecast would forecast a narrowing. The forecast was correct 43 out of 70 months (61%) in the post-sample months. The null hypothesis was no forecastabilty was thus rejected at the 98% level. We can get stronger results if we were to imagine that there is a market where we can buy or sell the quality spread. If one were to "buy" the spread whenever a widening was forecast and "sell" it whenever a narrowing was expected, one would have gained an average of 50 basis points per month in the post-sample period. The average movement in the spread during this period was -2 basis points with a standard deviation of 4 basis points. The excess return was thus 13 standard deviations higher than the mean return, providing compelling evidence of forecasting power.
Conclusion
We have provided evidence that a linear model using lagged values of business cycle indicators can provide reasonable forecasts of the widening or narrowing of the quality spread. This adds to previous findings that the quality spread varies cyclically and indicates that modeling and predicting the quality spread adequately will require understanding its relationship with the business cycle.
As we have stated at the outset, our method of model construction is heuristic and we have fitted a linear model to a process that appears to be nonlinear. This suggests that while the performance of the model is reasonable, it is far from optimal. Thus the model was quite late in forecasting the widening of the spread in 1998. A more adequate methodology would require the use of fully nonlinear models: a nonlinear version of Granger's noncausality test, a nonlinear error correction model to represent the equilibrating mechanisms of the cycle and a method of testing for continuously distributed and nonlinearly integrated lags. We have already initiated research along some of these lines.
Another line of continuation of the present work would be to extend the analysis beyond postwar U.S. data. In future work we intend to explore U.S. data going back to the earlier part of the century and data from other market economies.
