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ABSTRACT

Multivariate Remote Process Sensing for Online
Quality Control of Injection Molding
DECEMBER 2014
XINYAO TANG

B.S., QINGDAO TECHNOLOGICAL UNIVERSITY, CHINA

Directed by:
Professor Robert X. Gao

A new wireless multivariate sensor (MVS) is designed, prototyped, structurally embedded into a mold
structure to provide in situ feedback of four process states within mold cavity: melt temperature, melt
pressure, melt velocity and melt viscosity, which closely correlate to the quality of manufactured products
through the constitutive viscoelastic behavior of the polymer being processed. The developed MVS enables
the improved observability of injection molding and provides a new process instrumentation and control
methodology that sets up, assures, and optimizes the quality of injected products. Relationship between the
key in-process states and quality characteristics (e.g., thickness and width of the part) are established by
incorporating governing physics for pressure-volume-temperature with other mechanistic models.
Detailed design of wireless multivariate sensing system is introduced in Chapter 2. The MVS for
intelligent polymer processing incorporates a piezoelectric ring to acquire melt pressure, a thermopile to
obtain melt temperature and a thermistor to achieve mold temperature. Chapter 3 investigates the
mechanistic models that are derived to estimate melt velocity and melt viscosity. To enable the wireless
data transmission through an enclosed metallic environment, which is a prevalent phenomenon in
v

manufacturing machinery, a coded-acoustic wave modulation scheme is proposed for multi-parameter
transmission through an acoustic transmitter in Chapter 4. Signal attenuation and data loss due to wave
diffraction and refection was theoretically and experimentally studied on the models of representative
machine structures: rectangular and angled structures, where the effect of carrier wav frequency and
placement of receiver and transmitter was also investigated experimentally. The presented acoustic wireless
sensing method can be applied to a wide range of processing monitoring scenarios.
To obtain the desired critical-to-quality attributes (CTQs) of precision manufactured products, process
and instrumentation must be consciously designed such that the key process variables (KPVs) are
observable and controllable. A support vector regression (SVR) model has been developed in Chapter 5 to
relate the MVS-sensor outputs, which are obtained during the injection molding process, to the part
dimensions, which are measured off-line, for establishing a correlation that serves as the basis for online
part quality estimation and future production prediction. The proposed quality control system with a high
accuracy of 3 errors per million opportunities as specified by six sigma methodologies can ultimately enable
fully automatic, high quality production.
A framework of orthogonality analysis based on principle component analysis is established in Chapter
6 for quantification of sensory data correlation, which provides a systematic explanation on why a
multivariate sensor that quantifies four parameters within the same package has consistently outperformed
multiple single-parameter sensors, under various operation conditions, thereby contributing to the theory
of data fusion for measurement enhancement.

Keywords: multivariate sensing; in-process monitoring; acoustic wave; wireless transmission; online
quality control;
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CHAPTER 1
INTRODUCTION
1.1 Objective
The objective of this research project is to improve observability of injection molding and characterize
its relationship with product quality and manufacturing productivity in polymer processing. A new wireless
multivariate sensor is investigated, developed and prototyped to provide online feedback of four key process
states critical to injected product quality: melt pressure, melt temperature, melt velocity, and melt viscosity
measured within the mold cavity. This research, enabled by such a new multivariate sensing method, leads
to a new process instrumentation and quality control methodology that assures and optimizes the quality of
injection molded parts.
1.2 Background of Research
Polymer processing enables mass production of a variety of complex products at low cost. In these
processes, thermoplastic feedstock in the form of pellets is melted through conduction and viscous
dissipation to form a homogeneous melt [1]. Once a melt is collected, it is forced through a die or into a
mold to form an extruded profile or other complex shape. Prior to the 1970s, the majority of plastics molding
machines utilized open-loop control for most subsystems. Since the advent of programmable logic control,
the majority of process conditions have become individually controlled via single-input single-output PID
algorithms [2]. Continuing advances in machine and control system designs have been made such that
response and repeatability of the machinery have improved dramatically [3, 4]. While such advances in
machine control are important, the polymer states within the mold ultimately determine the molded product
quality [5]. However, no single control strategy or system design has been universally successful and
defective components are continuing to be manufactured in high volume production [6].

1

Control of polymer processing is impeded by the transient and distributed state of the polymer melt.
Every plastics manufacturing application is unique with respect to the mold geometry, material properties,
and processing conditions. The ideal sensor suite is therefore unique with respect to the number, type,
position, and use of signals to provide the best process observability at lowest cost. Four key states –
pressure, temperature, velocity, and viscosity – are known to govern the quality of manufactured products
through the constitutive viscoelastic behavior of the polymer being processed [7, 8]. Yet, the vast majority
of production machinery uses conventional machine sensors for closed-loop control. For example, plastics
manufacturers typically use sensors and set control limits assuming linear models that are hopefully “good
enough.” As a result, the in-situ states of the polymer are neither accurately observed nor properly
controlled, leading to suboptimal processes, low yields, and environmental waste [9].
A conventional, closed-loop injection molding machine with varying levels of feedback is illustrated
in Fig. 1. It has been widely acknowledged that obtaining state feedback about the process at many places
within the mold cavity is advantageous [10-13]. Because the mold usually contains fairly complicated
geometry (including cooling lines, side cores, and ejector pins), it is very expensive to run additional wires
through the mold to connect a sensor. As the number of sensors becomes large, the costs of “hardwiring”
those sensors become prohibitive. This leads to a real limit of the number of sensors that can be placed
inside an injection mold, and thus a limit on the amount of information that can be obtained about the
injection molding process. It is clear that in many manufacturing processes today, retrieving the information
is the bottleneck of controlling that process. Because of this limitation, current molding controller
technology relies on machine and other cabled sensors for monitoring clamp force, barrel temperature,
motor toque, screw position, nozzle pressure, and others [14-18]. While somewhat effective for process
control, these sensors are in fact poor estimators of the manufactured part quality [19].
Striving to remain competitive and economically viable, domestic manufacturers are increasingly
relying on fully automated systems for fault diagnosis, quality control, and materials handling [20]. Such
system designs must operate in an on-line, in-process fashion for effective polymer process control and
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optimization. Accordingly, there is an urgent need for more advanced and intelligent in-mold sensors that
can provide comprehensive, real-time state feedback of the process internal to the mold where the product
is formed. The measurement and retrieval of a complete set of process states remains one of the most
significant barriers to the success of more advanced process control systems.

Figure 1-2: Feedback control system for injection molding
Many sensor systems have approached the remote sensing problem by utilizing active energy sensors
such as sonar imaging or X-ray imaging [21-23]. This approach works well for biological systems where
the material interfaces are well defined such as soft tissue and bone. However, when dealing with the
interference of mold steel and the varying electromagnetic and acoustic properties of various kinds of
polymers and fillers, these sensing techniques provide little usable process information. Previous research
has investigated the use of acoustics for melt characterization [24, 25]. These sensors rely on the
transmission and reflection of ultrasonic waves through the mold and polymer material. Although acoustic
waves reflected by the polymer-mold interface provide a non-destructive means to monitor the bulk
movement of the polymer melt, the melt pressure and temperature could not be resolved from the signals.
The underlying issue is that the speed of sound is a function of the melt modulus and density, both of which
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are in turn confounded with the temperature and pressure. Therefore, the approach is dependent on the local
geometry of the mold, cooling lines, material properties, and processing conditions so that validation is
required on an application-specific basis. Prior NSF-funded research [26-28] has led to the realization of a
dual-parameter sensing method for monitoring the polymer melt directly within the mold cavity.
Specifically, the sensor is embedded within the injection mold and acoustic waves were used to transmit
measured signals to an external receiver outside of the mold, where no space limitation is present. The dual
sensing method [29] was realized by exploring the thermal effect on dielectricity in the design of
temperature sensor and temperature modulator, as shown in Fig. 1-3. The sensor harvests energy from the
melt pressure change by means of a stack of piezo-ceramic rings. Besides serving as the energy source for
the on-board electronics, the electrical charges generated also provided a direct measure for the molding
pressure. By means of a threshold modulator, the charges are converted into voltage pulses. The sensor
integrates a temperature-sensitive oscillator module (TSO) to convert the change of temperature into a shift
in the carrier frequency of the ultrasonic pulses through a temperature sensitive capacitor. Thus, the melt
pressure and temperature are respectively differentiated by the variation of two parameters related to the
ultrasonic pulses: the number of the pulses and their carrier frequency. Research on energy harvesting [2629], modulator design [31, 32], and acoustic pulse propagation have enabled the prototyping and
experimental evaluation of a wireless dual-parameter sensor in an injection molding process. Comparison
with commercially available, wired pressure and temperature sensors demonstrates that pressure and
temperature data measured by the dual-parameter sensor well match those from the commercial sensors in
terms of capturing the process dynamics. As shown in Fig. 1-4, key transitions between different molding
stages were accurately captured by the dual-parameter sensor. For example, between approximately 0.6~0.8
sec, a linear increase of the melt pressure is identified (Fig. 1-4a), indicating that polymer melt was injected
into the mold cavity at a constant velocity, until the mold is filled. Successful measurement of the mold
temperature was also observed as shown in Fig. 1-4b.
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Figure 1-3: Working principle of the dual-parameter sensor

(a) pressure

(b) temperature

(c) measurement error

Figure 1-4: Pressure and temperature retrieved in real-time, during injection molding process

1.3 Problem Statement and Research Directions
The fundamental difficulty in polymer process control is the indeterminate and distributed nature of the
polymer throughout the mold. As such, recent control developments have rightly focused on closing the
loop between the machine parameters and the polymer state. For example, closed-loop control of cavity
pressure could automatically compensate for variations in melt viscosity and injection pressure to achieve
a consistent process and uniform set of product attributes [32]. Mann introduced one of the first pressure
control schemes by using modulated pressure relief valves [33], and Abu Fara developed a process control
model by relating the cavity pressure response to open-loop perturbations [34]. Srinivasan later used these
models to propose a learning controller for closed-loop cavity pressure control [35]. Adaptive control
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methods have also been proposed to track cavity pressure profile at usually one location in the mold [35].
Dynamic melt flow regulators have also been developed to allow independent, real-time control of the melt
flow and pressure at multiple points in the mold [36-40]. More recently, Turng integrated weight feedback
into a cascade closed loop control [41]. Yet, these machine and control system designs remain limited by
the lack of observability of the process states.
It should not be surprising that as more process states are obtained, the observability of the process is
improved. The results [42] shown in Fig. 1-1 indicate that 92.5% of the part quality (measured here as
length of a tensile bar specimen) can be explained by retrieving and analyzing information on four process
parameters: melt pressure, melt temperature, melt velocity, and melt viscosity. Further improvement of up
to 95.7% can be expected if the mold temperature can be included. Our prior NSF research investigating
the use of this process data with real time, on-line simulations [43, 44] indicates that this level of
observability can be sufficient for automated process and quality control but must be validated for the
application requirements. Further analysis of alternative sensor streams indicated that the process states
derived from the in-mold sensors [45] were consistently preferred over the machine states with respect to
predicting the influence in the molded part quality. These results suggest that future research should
investigate the feasibility of retrieving multiple process states from a single in-mold sensor with the
concurrent development of optimal instrumentation methodologies.

Figure 1-1: Improved observability with additional signals
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The proposed sensor is self-energized through energy harvested from a stack of piezoelectric (PZT)
rings that extracts energy from the pressure differentials in the molding process. Previous analyses and
validated designs [46, 47] indicate that an average power of ~ 200 mW can be extracted given typical
pressure dynamic per 1 cm3 of PZT volume. Compared to the previous designs, however, there are four
significant challenges to be met: 1) determination of the melt velocity by means of infrared based
temperature sensing, 2) inference of melt viscosity based on the melt velocity and pressure differential, 3)
encoding of acoustic waves for wirelessly transmitting multiple process state parameters from a single
acoustic pulse train, and 4) online optimization of the quality of injection molded parts using support vector
regression to establish the non-linear relationship between processing states and product characteristics.
1.4 Thesis Outline
This thesis is organized as following:


Chapter 2 presents the hardware design and mechanical packaging of a wireless embedded
multivariate sensing system for online measurements of polymer processing states, including
melt pressure, temperature, velocity and viscosity.



Chapter 3 investigates the performance evaluation of the designed wireless multivariate sensor
(MVS) both through the simulation and experimental analysis. Reference of melt velocity by
means of infrared based temperature sensing and melt viscosity based on the melt velocity and
pressure differential is studied as well to further validate the reliability and accuracy of the
MVS measurements.



Chapter 4 proposes an acoustic based wireless signal transmission through the metallic
shielding for multiple state parameters transmission during injection molding process
monitoring. A quantitative analysis of factors affecting the performance of signal transmission
using acoustic wave including frequency, bandwidth, signal-to-noise ratio, data bit-rate, etc.
Signal attenuation and data loss due to wave diffraction and reflections is first numerically
studies using finite element models of representative machine structures. Experimental
7

evaluation of these models with operating production machinery quantifies the accuracy and
reliability of in situ acoustic signal transmission methods for precision metrology in
manufacturing.


Chapter 5 presents the non-linear relationship between the four key in-process states within the
injection cavity, including melt temperature, melt pressure, melt velocity, and melt viscosity,
and quality characteristic (e.g., thickness and width of the part) of the injection molded parts
by incorporating governing physics for pressure-volume-temperature with support vector
regression methods. Good agreement between sensor measurements and experimental results
is confirmed from tests performed on a production-grade machine.



Chapter 6 summarizes both theoretical and experimental contributions of this dissertation,
discusses broader impact and potential applications, and outlines some future research
directions based on the presented research.
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CHAPTER 2
DESIGN OF WIRELESS MULTIVARIATE SENSING SYSTEM
2.1 Overview
Polymer process enables mass production of a variety of complex yet economical products. While
control of polymer processing is impeded by the transient and distributed state of the polymer melt. Every
plastics manufacturing application is unique with respect to the mold geometry, material properties, and
processing conditions. Four key states – pressure, temperature, velocity, and viscosity – are known to
govern the quality of manufactured products through the constitutive viscoelastic behavior of the polymer
being processed [7, 8]. Yet, the vast majority of production machinery uses conventional machine sensors
for closed-loop control. For example, plastics manufacturers typically use sensors and set control limits
assuming linear models that are hopefully “good enough.” As a result, the in-situ states of the polymer
are neither accurately observed nor properly controlled, leading to suboptimal processes, low yields, and
environmental waste [9].
A conventional, closed-loop injection molding machine with varying levels of feedback is illustrated
in Fig. 1. It has been widely acknowledged that obtaining state feedback about the process at many places
within the mold cavity is advantageous [10-13]. Because the mold usually contains fairly complicated
geometry (including cooling lines, side cores, and ejector pins), it is very expensive to run additional wires
through the mold to connect a sensor. As the number of sensors becomes large, the costs of “hardwiring”
those sensors become prohibitive. This leads to a real limit of the number of sensors that can be placed
inside an injection mold, and thus a limit on the amount of information that can be obtained about the
injection molding process. It is clear that in many manufacturing processes today, retrieving the information
is the bottleneck of controlling that process. Because of this limitation, current molding controller
technology relies on machine and other cabled sensors for monitoring clamp force, barrel temperature,
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motor toque, screw position, nozzle pressure, and others [14-18]. While somewhat effective for process
control, these sensors are in fact poor estimators of the manufactured part quality [19].
Striving to remain competitive and economically viable, domestic manufacturers are increasingly
relying on fully automated systems for fault diagnosis, quality control, and materials handling. Such system
designs must operate in an on-line, in-process fashion for effective polymer process control and
optimization. Accordingly, a wireless embedded multivariate sensing system is urgently needed, which can
provide comprehensive, real-time sate feedback of the process internal to the mold where the product is
formed.
2.2 Mechatronic Design Philosophy
2.2.1 Melt pressure
The melt pressure is sensed by acquisition of charge accumulated through the piezoelectric effect from
the imposed stress on the PZT ring. For a melt pressure, P, impinging on a lens radius, R, the static output
voltage can be expressed as:
𝑉=

𝑔33 ∙ 𝑃 ∙ 𝐻 ∙ 𝑅 2
(𝑂𝐷 2 − 𝐼𝐷 2 )/4

(2-1)

where 𝑔33 is a voltage constant, H is the ring thickness, OD and ID are the outside and inside diameter
respectively. For example, the design with H equals to 1 mm and a voltage constant of 25.4 Vm/N, the
voltage sensitivity will be 8.47 V/MPa. The maximum pressure is constrained by the maximum stress that
can be applied to the zinc selenide lens, 𝜏𝑚𝑎𝑥 , which can be determined using the following equation, where
r and h are the radius and thickness of the lens respectively:
𝜏=𝑃∙

𝜋𝑅 2
< 𝜏𝑚𝑎𝑥
𝜋𝑟ℎ

(2-2)

where r and h are the radius and thickness of the lens at the location having the minimum cross-sectional
area. In this design, the maximum shear stress on the lens will occur at the transition in the stepped thickness
where r and R are 1.5 mm and h is 2 mm.
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2.2.2 Melt temperature
The thermopile operates by measuring the incidence of radiation from the heated polymer melt. The
thermal radiation, Q, is related to the fourth power of the temperature, according to the Stefan-Boltzmann
law, T, the constant of proportionality σ (the Stefan-Boltzmann constant equal to 5.67∙10-8 Wm−2K−4),
and the emissivity ε of the object as [48]:
𝑄 = 𝜀 ∙ 𝜎 ∙ 𝑇4

(2-3)

With respect to the thermopile, the output voltage, U, is also dependent on the ambient temperature,
which we can assume is very close to the mold temperature, Tmold :
𝑛
𝑈 = 𝑘 ∙ 𝜀 ∙ (𝑇 𝑛 − 𝑇𝑚𝑜𝑙𝑑
)

(2-4)

where k is the gain related to the detector, and n is dependent on the filter and sensor characteristics (n
equals 4 for a perfect “black” characteristic and unlimited wavelength range). The temperature contains a
thermistor to provide the compensation of ambient temperature, which could also provide the measurement
of the mold temperature, capturing the temperature during the injection molding process.
2.2.3 Melt velocity
Advancements in IR detectors have led to fast response time (1 to 10-2μs), making it possible to capture
the temporal variation of the fast-changing temperature profile during the injection stage of a molding cycle
where the melt front is flowing over the surface of the ZnSe lens, as illustrated in Fig. 2-1(a). The data in
Fig. 2-1(b), acquired with a commercial in-mold pyrometer in our prior research, indicates that the rise time
of the melt temperature is correlated with the melt velocity. The reason for the varying rise times is that the
advancing melt front is traveling relatively slowly over the lens in comparison with the sampling rate, such
that the infrared sensor is being excited by only the area of the polymer melt covering the sensor lens.
Accordingly, a sensing method can be devised that exploits the functionality of the IR detector to provide
for melt front velocity measurement. The relationship between the output of the IR sensor and the melt
front velocity. As illustrated in Fig. 2-2 (b), temperature variation can be expressed as a function of the melt
front location x and melt velocity vx:
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𝑑𝑇
2𝑟
𝑥
= 2 ∙ 𝑇0√1 − (1 − )2 ∙ 𝑣x
𝑑𝑡 𝜋𝑟
𝑟

(a) Melt flowing over IR lens

(2-5)

(b) Polymer states

Figure 2-1: Velocity sensing using the infrared detector
as the maximum temperature slope of the measured temperature curve occurs when the melt front crosses
the centerline of the lens, where x=r. The velocity can be expressed as:
𝑥 = 𝑟 → 𝑣x =

𝜋𝑟 2
𝑑𝑇
∙( )
𝑇0 ∙ 2𝑟 𝑑𝑡 𝑚𝑎𝑥

(2-6)

Equation (2-6) indicates that the maximum temperature ramp can be approximated as a linear function of
the melt velocity, while the coefficient can be determined from the designed or measured parameters

S0, r, and T0. Hence, if the sampling rate for the infrared detector is sufficient to capture the maximum ramp
rate of the melt temperature, the melt front velocity can be determined analytically.
2.2.4 Melt viscosity
Given the measured melt velocity and melt pressure, the melt viscosity, µ, can be accurately inferred
based on its definition [49]:
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𝑑𝑃 12𝜇𝑣𝑥
𝐻 2 𝑑𝑃
=
→
𝜇
=
𝑑𝑥
𝐻2
12𝑣𝑥 𝑑𝑥

(2.9)

where H is the known thickness of the mold cavity, and v and dP/dt are the melt velocity and pressure,
acquired by the multivariate sensor when the melt flow crosses the middle of the sensor. Some preliminary
results from our previous research are shown in Fig. 2-2, for a spectrum of melt temperatures and velocities
corresponding to Fig. 2-1. These results well match the expected rheological behavior of the polymer
including a) shear thinning behavior causing a reduction in the viscosity at increasing melt velocities, and
b) non-isothermal behavior providing a decrease in the melt viscosity at increasing melt temperatures.

Figure 2-2: Viscosity data from previous research

2.3 Hardware Design
2.3.1 Electronic design
Based on literature survey and feedback from experts on polymer processing, the following
requirements are to be satisfied by the multivariate sensing system:
1) Easy to install and battery recharging.
2) Minimal marker print on the final product.
3) Acoustic-based multiple signals transmission.
4) Adjustable data transmission rate and carrier wave frequencies.
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5) Continuous operate for more than 3 hours.
6) Melt temperature, pressure, velocity, viscosity sensing
Since the multiple parameters and constraints are present that can influence the final outcome of the MVS
design (e.g. the degree of functionality to be integrated into the device affects the device’s dimension, and
the same circuit complexity can be satisfied using different form factors, which could affect the power
efficiency), a multi-disciplinary, concurrent design approach must be taken to ensure satisfactory
fulfillment of the design objectives. This is addressed in the present study by established a need-metric
matrix [50], as illustrated in Table 2-1. The need-metric matrix establishes a correlation between the global
design needs and quantifiable design specifications to guide the concrete system design. As an example,
the need for easy installation and recharging is identified as related to the manufacturing precision, packing
dimensions, PCB dimensions, and material for packer, an indicated the dots in the corresponding metric
columns.

•

•

•
•
•

Enable wireless data transmission
System operation > 3 hours

•

•

•

•

•

•
•

Adjustable data transmission rate
•

Multivariate sensing
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Material for packer

Minimal marker print

Accuracy of measurements

•

Robustness

•

Power consumption

PCB board dimensions (D2)

•

Needs

Supply current

Package dimensions (L × D1)

Easy installation and recharging

Metric

Manufacturing precision

`

Sampling rate

Table 2-1: Need-Metric Matrix for the MVS

•

•

•

Given by the need-metric matrix, an embedded multivariate sensor that employs microprocessor and
has the capability of signal sensing, data acquisition, wireless transmission, signal processing, etc., is
needed. Therefore, the proposed system is designed to include basic elements: 1) a sensing interface to
measure melt temperature, melt pressure, and mold temperature; 2) a central processing unit (CPU) for data
acquisition, processing, etc.; 3) multiple parameter modulation unit for wireless data transmission; 4) a
power management unit for energy-efficient operation.
In this study, the proposed MVS takes sensor measurements of melt pressure, melt temperature, mold
temperature of the melt polymer during the injection molding process and inference melt velocity and melt
viscosity through the microprocessor’s further signal processing. A schematic sketch of the sensory
components in the MVS is shown in Figure 2-3. Two sensors and one rechargeable battery are integrated
in the system: 1) one temperature sensor (HMS Z 11GmbH, Dresden, Germany) placed behind the ZnSe
lens, senses the melt temperature and transient temperature change of the polymer flowing across the lens;
2) one piezoelectric sensor (APC-841, Mackeyville, PA) installed behind the stand-off, measure the
expansion and contraction behavior of the melt polymer crossing the lens; 3) one rechargeable li-ion buttonsized battery embedded in the sensor package, provides the power supply for the PCB operation.

Figure 2-3: Circuit scheme of multivariate sensing system

15

Figure 2-3 shows the circuit scheme of multivariate sensor. The interface circuit is realized and
performed by a charger amplifier and two feasible gained amplifiers. The system software acquires all the
sensor signals via the on-chip 10 bit analog-to-digital converter (ADC) before sending to microcontroller
(MCU) for signal processing. The functionality and primary operation of the MVS are controlled and
conducted by the MCU. An amplitude modulation unit constitutes of three programmable carrier wave
generator for multi-parameter modulation. An acoustic transmitter designed and prototyped according to
the special wave frequencies is used for signal transmission. A rechargeable li-ion button sized battery and
associated charging circuitry are employed for enabling long-term operation. The output of the battery is
modulated by a voltage regulator to provide a 3.0-V supply voltage for the MVS. Figure 2-4 illustrates the
PCB layout for the MVS, which is made up of four layers: 1) top signal layer; 2) inner GND layer; 3) inner
+3 V layer; and 4) bottom signal layer. Specifically, the total size is 15 mm in diameter with two small
outreaching ends for support and installation.

Figure 2-4: PCB layout map for multivariate sensing system
2.3.2 Mechanical packing
Figure 2-5 illustrates the details of mechanical packing for MVS. The material for lens are selected
according to the temperature range during the polymer processing. Initially, a sapphire window was used.
Sapphire was found to have significant losses for the given temperature range using Wien’s displacement
law temperature modeling. In the wavelength this range stated earlier (4.83-9.66 μm) it was found that the
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transmittance of sapphire drops from approximately 95% to practically zero, In this same range, the
transmittance of zinc selenide holds steady at roughly 72%, as shown in Figure 2-3. Accordingly this
sapphire window has since been replaced by a zinc selenide window.

Figure 2-5: Transmittance of lens using sapphire and ZnSe

Figure 2-6: Mechanical packaging for multivariate sensing system
The sensor package is wrapped by a special designed metal case and smooth surface head enables a
minimum marker print on the final product. Melt pressure during the polymer processing works on the
piezoelectric ring through lens-stand off-PPS washer. A set screw is placed behind the second PPS washer
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for supporting sensors. A special spring is designed according to an amount of force applied to the acoustic
transmitter for well coupling between the transmitter and mold plate. For other details of the mechanical
packaging, see Table 2-2 for list of components used in the sensor package.
Table 2-2: List of components for mechanical packaging
#
1
2
3
4
5
6
7
8

Component
Transmitter
Spring
End cover
Signal processing
End set screw
Sensor body
Battery package
Insulated tube

#
9
10
11
12
13
14
15
16

Component
Charging probe
Set screw
PPS washer
PZT ring
Copper layer
Front spacer
HMS Z-11
ZnSe lens

Figure 2-7: Multivariate sensor design and prototyping
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Figure 2-7 shows the system proof-of-concept prototype, including both the printed circuit boards and
the system final configuration. Specifically, the size of the MVS is 45 mm (height) × 20 mm (diameter).
The MVS provides measurements of four key state parameters: 1) melt pressure; 2) melt temperature; 3)
melt velocity; 4) melt viscosity and enabling acoustic wireless data transmission.
2.4 Summary
In this chapter, a multivariate sensor is designed, prototyped, and characterized with the capability of
providing in situ feedback of four key in-process parameters: melt pressure, melt temperature, melt velocity
and melt viscosity. Several fundamental aspects on instrumentation and measurement are presented
concerning the design and performance evaluation of the wireless multivariate sensing system. Detailed
analysis are performed for the design of the system hardware, including electronic design and mechanical
packaging, to ensure the system functionality and robustness. The descripted new instrumentation’s small
size (45 mm × 20 mm), low power consumption (~20 mW), acoustic data transmission are suitable for longterm operation of polymer processing and RF-shielded environment, where electromagnetic wave cannot
propagate through. Furthermore, the described MVS provides new capabilities for intelligent polymer
processing, which is key to automated manufacturing system.
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CHAPTER 3
MULTIVARIATE SENSING
3.1 Overview
Injection molding is a widely used mass-production manufacturing process to produce plastic parts. In
each injection molding cycle, raw plastic materials are heated in a barrel, and forced into a mold cavity by
a motor-driven screw under a high pressure (100 MPa or higher). The melt will then cool down in the mold
cavity until it solidifies. Four key states of the plastic melt – pressure, temperature, velocity, and viscosity
– are known to significantly affect the quality of the molded parts through the constitutive viscoelastic
behavior of the polymer being processed. As a result, accurate measurement and control of these parameters
are critical to preventing products from defects such as blistering (layered zones on the part surface due to
high temperature of the melt), flow marks (wavy lines or patterns due to low melt velocity), or short shots
[51,52].
Traditionally, the status of plastic melt inside the mold was estimated from the pressure and temperature
measurement at external check points, e.g., on the screw motor, barrel, cooling water pump, nozzle, or mold
clamp [53]. Numerical models then use the measured data as input to simulate the behavior of plastic melt
flow inside the cavity [54]. Although the simulation model is capable of estimating the relative change of
temperature or viscosity of the melt flow, it has shown to be difficult to accurately account for the temporal
variations of the four parameters, due to the difference between the modeled and actual boundary conditions
within a complex mold structure. The need for advanced sensing method to better monitor the molding
process in real time has motivated researcher in recent years [55], and a dual-parameter sensor has been
demonstrated that simultaneously measures both pressure and temperature of the plastic melt in the mold
cavity, and send data to an external receiver through acoustic wireless communication [56]. For melt
velocity measurement, the application of ultrasound wave has been investigated [56, 57]. An ultrasound
sensor attached to the outside surface of the mold sends an acoustic pulse toward the polymer melt in the
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mold cavity, through the mold steel. Due to the difference in material properties that affect the acoustic
wave deflection, the amplitude of the acoustic pulse reflected by the interface between the mold steel and
air (unfilled cavity) will be different from that reflected by the interface between mold steel and plastic. As
a result, the location of the melt front can be calculated at the receiver’s end by measuring the reflected
acoustic wave amplitude. Another method investigated for velocity detection is the use of magnetic sensor,
which detects the location of the melt front by measuring the magnetic field formed by a mobbing
conductive flow [58]. While both methods are non-invasive, the accuracy of ultrasound detection decreases
as the mold thickness increases, due to the diffusion of acoustic wave. Also, most of the plastic materials
are non-conductive, thus cannot be detected using magnetic sensors.
Different methods have been investigated in order to measure the viscosity of a fluid. The capillary
method defines viscosity based on the time for a specific amount of fluid to flow through a tube under a
specific pressure, in the oscillating vessel method a specific force is applied to fluid in a vessel and fluid
motion is damped due to the energy dissipation, then viscosity is measured based on the related time period
for fluid motion decrement. Rotating cylinder method measures the fluid viscosity based on the induced
torque to a cylinder where there is another coaxial rotating cylinder with a constant speed inside and fluid
is filled between these cylinders [58-61]. In an injection molding process melt viscosity is in direct relation
with pressure variation. Higher viscosity of the melt needs higher melt pressure for injection in the cavity
and on the other hand lower viscosity results in flashing problem. Because of the difficulties in measuring
direct viscosity of the melt, in traditional methods nozzle pressure was used as an estimated indicator for
viscosity. This is due to the fact that the melt shear stress is in a direct relation with nozzle pressure and its
shear rate is in direct relation with flow rate so viscosity is the ratio of nozzle pressure to injection rate and
if the flow rate assumed to be constant the only variable is the nozzle pressure [62].
In this chapter, a new sensing method is proposed for the melt velocity and melt viscosity measuring
in injection molding based on the measured temperature change and pressure change, shown in Figure 3-2.
Melt velocity is calculated according to the melt temperature ramping rate, and time derivation of melt
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pressure. The new MVS can detect melt pressure via a piezoelectric ring and melt temperature is measured
via the installed IR detector in the sensor package.
Pressure Sensor

Multivariate
Sensor

Viscosity
Derivation


Velocity
Derivation

Temperature Sensor
Polymer
Melt

ScrewSpeed
60 mm/s
80 mm/s

H 2 dp
12v x2 dt

vx 

 r  duir 
.

2uir f  dt max

ScrewSpeed
60 mm/s
80 mm/s

Figure 3-1: Illustration of sensor structure to calculation melt velocity and viscosity
3.2 Sensing principles
3.2.1 Pressure and temperature sensing
The melt pressure is sensed by acquisition of charge accumulated through the piezoelectric effect. The
imposed stress on the PZT ring arises from compressive forces applied by the polymer melt to the zinc
selenide lens. For a melt pressure, P, impinging on the lens with radius, R=1.5mm, the output voltage, V,
is:
𝑉 = 4 ∙ 𝑔33 ∙ 𝑃 ∙ 𝐻 ∙ 𝑅 2 /(𝑂𝐷 2 − 𝐼𝐷 2 )

(3-1)

where g33 is the voltage constant, H is the ring thickness of 0.5 mm, ID is the ring inner diameter of 4 mm,
and OD is the ring outer diameter of 8 mm.
The MVS includes an HMSZ11-F5.5 thermopile from Heimann Sensor (Dresden, Germany)
comprising a CMOS infrared detector having a diameter of 1.8 mm. The thermopile operates by measuring
the incidence of radiation from the heated polymer melt. The thermal radiation, Q, is related to the fourth
power of the temperature, T, the constant of proportionality, σ (the Stefan-Boltzmann constant equal to
5.67∙10-8 Wm−2K−4), and the emissivity, ε, of the object according to the equation Q=εσT4. The
thermopile’s output voltage, V, is also dependent on the reference temperature, TR, provided by an
integrated thermistor:
𝑉 = 𝑘 ∙ 𝜀 ∙ (𝑇 𝑛 − 𝑇𝑅𝑛 )

(3.2)

where k is the gain related to the infrared detector, and n is dependent on the filter and sensor characteristics
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(n equals 4 for a perfect “black” characteristic and unlimited wavelength range). For the thermopile with a
sensing area of 0.61 mm2 and the zinc selenide lens of a transmittance of 0.8, an output voltage of 0.0186
V is anticipated for a melt temperature of 200 C and a mold temperature of 20 C, as calibrated [63].
3.2.2 Velocity and viscosity referencing
Figure 3-1 shows the senario when plastic melt is flowing across the sensor top from left to right. The
x axis is represented by the straight line going across the center of the sensor along the melt flow direction.
The point where the x axis intersects with the left boundary of the IR detector is defined as x=0. Based on
the Stephan-Boltzmann law, the heat power rediating from an object is proportional to the fourth power of
the object’s temperature. This relationship is expressed as:
𝜙𝑠 = 𝜀𝜎𝑇 4

(3-3)

where 𝜙𝑠 is the radiating power, 𝜀 is the emissivity factor of the melt, 𝜎 is the Stephan-Boltzmann constant
and T is the melt temperature.
If all the radiation power is absorbed by the IR detector, the electrical charge generated by the sensing
element, q, due to the pyro-electric effect, can be expressed as [9]:
𝑞=

𝑝 ∙ 𝑘 ∙ 𝜙𝑠
𝐴𝑓 √𝐺𝑇2 + 𝜔 2 𝐻𝑝2

𝐴

(3-4)

Where t is the time, p is the pyro-electric coefficient, k is the loss factor of the IR radiation due to attenuation
along the radiation path, A is the effective rediating surface area of the plastic melt (as shown in Figure 31), which is a function of tiem and Af is the surface of the fully coverd lens, ω is the frequency of the infrared,
and H, GT, η are the thermal conductance, heat capacitance, and emissivity coefficient of the sensing
element in the IR detector, respectively. Gernerally, a charge amplifier is used to convert the output charge
of IR detector to a voltage output as:
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𝑢𝑖𝑟 =

𝑞
=
𝐶

𝑝 ∙ 𝑘 ∙ 𝜙𝑠

𝐴

(3-5)

𝐶 ∙ 𝐴𝑓 √𝐺𝑇2 + 𝜔 2 𝐻𝑝2

where C is the feedback capacitance of the charge ampifier. It is seen from Eq. 3-5 that the parameters p,
ω, H, GT, η, are constants determinded by the pyro-electric material properties in the IR detector. Thus, the
output voltage 𝑢𝑖𝑟 is dependent only on the effective radiating surface area A. Considering the fact that the
width of the mold cavity (typicall wider than 20 mm) is much larger than the diameter of the IR detector (<
6 mm), the radiation surface area or the area of the lens exposed to the plastic melt, can be approximatedly
expressed as a function of the melt front location x:
1
𝑟−𝑥
𝐴 = 𝑟 2 2𝑐𝑜𝑠 −1 (
) − (𝑟 − 𝑥)√𝑟 2 − (𝑟 − 𝑥)2
2
𝑟

(3-6)

where r is the radius of the IR detector and the range of x is from 0 to 2r.

Figure 3-2: Schematic illustration of the polymer melt flowing over the lens
By taking the time derivative on both sides of the Eq. 2-4, the changing rate of output voltage

𝑑𝑢𝑖𝑟⁄
𝑑𝑡

can be expressed as:
𝑑𝑢𝑖𝑟
=
𝑑𝑡

𝑝 ∙ 𝑘 ∙ 𝜙𝑠
𝐶 ∙ 𝐴𝑓 √𝐺𝑇2 + 𝜔 2 𝐻𝑝2

∙

𝑑𝐴
∙𝑣
𝑑𝑥 𝑥

(3-7)

where 𝑣𝑥 = 𝑑𝑥/𝑑𝑡 is the velocity of the plastic melt front. From Eq. 3-6, it is seen that the derivative
dA/dx has a maximum value when the condition x=r is stratified. Assuming that the velocity 𝑣𝑥 is
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constant when the melt front flows through the IR detector, Eq. (3-6) can be written as:
(

𝑑𝑢𝑖𝑟
)
=
𝑑𝑡 𝑚𝑎𝑥

𝑝 ∙ 𝑘 ∙ 𝜙𝑠
𝐶

∙ 𝐴𝑓 √𝐺𝑇2

+

∙ 2𝑟 ∙ 𝑣𝑥

𝜔 2 𝐻𝑝2

(3-8)

By substituting Eq. (3-5) into Eq. (3-7), the front velocity can be determined as:
𝑣𝑥 =

𝜋𝑟
𝑑𝑢𝑖𝑟
∙(
)
2𝑢𝑖𝑟𝑓
𝑑𝑡 𝑚𝑎𝑥

(3-9)

where 𝑢𝑖𝑟𝑓 is the voltage output from the charge amplifier when the IR detector is fully coved by the plastic
melt, as described in Eq. (3-5) when A=Af. In realistic injection molding processes, the value of 𝑢𝑖𝑟𝑓 and
(

𝑑𝑢𝑖𝑟
)
𝑑𝑡 𝑚𝑎𝑥

can be measured from the output voltage signal and its time derivative. Thus, the melt front

velocity can be determined according to Eq. (3-9).
The polymer’s shear viscosity is a critical indicator of the polymer morphology, as well as a determinant
of the residual stress distribution and resulting product quality. In order to calculate the melt viscosity and
according to the rectangular shape of the cavity, melt flow is considered as a viscous flow between two
fixed parallel plates. For a Newtonian incompressible flow between two parallel plates in a distance of H
from each other as shown in Figure 3-3, Navier-Stokes equation is used for the x direction [64].
(

du
du
du
du
dp
d 2 u d 2u d 2u
u
v
w )
  gx  ( 2  2  2 )
dt
dx
dy
dz
dx
d x d y d z

(3-10)

The equation is solved in a two-dimensional space (d/dz = 0) and with the assumption of v = w = 0. So
from the continuity equation we know the fluid velocity is just a function of z. Because of the
incompressible fluid flow assumption, du/dx = 0, and the gravity force is also neglected in this problem, so
the viscosity equation is shown as following equation:
dP
d 2u
 2
dx
dz

(3-11)

whereas the momentum equation in z and y directions follows the same mentioned assumptions, they lead
to the pressure derivation equations with respect to y and z which both are equal to zero and as a result it
can be inferred that the pressure is just function of x. Based on these results the two quantities on both sides
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of Eq. (3-11) are independent and equal to a constant and can be solved by using the separation of variables
method. Applying the boundary conditions for Eq. (3-11) and solving it the final equation will be:

dP 12vx

dx
H2

(3-12)

where vx is the average velocity of the fluid across the z axis. Eq. (3-12) can provide fluid viscosity in a
Lagrangian frame of reference when the pressure is monitored at least in two points along the flow direction.
In the new viscosity measuring method we use the basics of Eulerian specification of flow field, where the
fluid motion is considered in a specific location as the fluid flows and time passes. So the time derivative
of the monitored pressure from a single sensor is used as an input for the viscosity calculation. The relating
equation is derived out by dividing the both sides of Eq. (3-12) by a factor of dt.


H 2 dP
12v x2 dt

(3-13)

where dP/dt is the time derivation of the melt pressure as the melt passes the centerline of the sensor.
Although pressure sensor does not provide data about the time by when melt front passes the centerline of
the sensor, but the mentioned time can be considered from the velocity sensor due to the fact that these two
sensors are coaxial in the multivariate sensor structure.

Fixed parallel
plates
z
x

u(z)
H

dp/dx
Figure 3-3: Velocity profile of incompressible viscous flow between two fixed parallel plates
3.3 Experimental Evaluation
3.3.1 Design of experiments
An ASTM test mold with an instrumented flex bar cavity was used for this study, as shown in Figure
3-4. The cavity contains a piezoelectric pressure transducer (Priamus 6001A, Schaffhausen, Switzerland)
near the gate. At the end of the cavity there is an exposed type-N thermocouple (Primaus 4001A) as well
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as an infrared melt pyrometer (Omega OS1562, Stamford, CT). The MVS was installed at the center of the
cavity. This mold was installed on a fully electric injection molding machine (Sumitomo SE75DUZ). Four
machine signals (injection pressure, screw position, screw speed, and screw RPM) as well as data from the
commercial sensors were acquired via a Priamus eDAQ 8102A at 500 Hz. Data from the MVS was acquired
through acoustic data transmission at a rate of 500 Hz.
A 12-run blocked half-fractional DOE, a design of 323-1 as shown in Table 3-1, was implemented to
investigate the effects of melt temperature, mold temperature, packing pressure, and injection velocity. The
polymer resin was high impact polystyrene (HIPS, Dow Styron 478). During experimentation, time was
allowed for the machine to reach the set points for the melt and mold temperature. The injection molding
machine was then operated for fifteen minutes before collecting samples to ensure the process reached
steady-state. Twenty samples were then collected for each run.

Table 0-1: Blocked Half-Fractional Design of Experiments (DOE)

Run Tmelt (°C) Tmold (°C) Ppack (MPa) v (mm/s)
1
190
21
30
10
2
190
21
30
40
3
190
21
30
100
4
190
60
50
10
5
190
60
50
40
6
190
60
50
100
7
220
60
30
10
8
220
60
30
40
9
220
60
30
100
10
220
21
50
10
11
220
21
50
40
12
220
21
50
100

3.3.2 Data analysis
Figure 3-4 illustrates an overview of sensor location installed in flex bar mold cavity, where typical
molding traces for the injection molded product are shown in the graphs obtained through the measurements
of different types of sensor. Typically, there are eight traces corresponding to different location’s
measurement for either temperature or pressure. Graph 1-3 are measurements for mold temperature, melt
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pressure, and melt temperature from MVS located in middle of the cavity; graph 4 is measurement for inmold temperature from Priamus cavity thermocouple installed at the end of cavity; graph 5 is obtained by
Omega IR near the end of cavity for measuring melt temperature; graph 6 is nozzle pressure measured by
Priamus nozzle sensor; graph 7 is the runner pressure and graph 8 is the Priamus gate pressure.
As the melt polymer flowing through the cavity: first reaches the runner sensor, then the gate pressure
sensor, and finally the MVS, there is a significant pressure drop at the peak value between each sensor due
to the viscosity of the melt and its flow resistance. Also a significant pressure decay remains in the packing
stage. At around 10 s, the packing stage ends. The drop in the runner pressure at this instant indicates that
the melt in the feed system is still semi-molten. No similar drop is seen in the cavity, indicating that the
gate is fully solidified. Comparing the melt temperature measured by the MVS to that of the IR detector,
shown in graph 1 and 5 of Figure 3-4, it is seen that the MVS detected the arrival of the melt before IR
detector, and with a slightly higher reading. This is because the commercial pyrometer measures the
intensity at a single wavelength and thus has a minimum temperature of 80 ℃, clapping the process data at
the start and end of its readings. By comparison, the MVS admits a wide wavelength range and captures a
more complex temperature behavior, such as the cooling of the melt in the mould cavity. The mold
temperature from MVS is for melt temperature measurement compensation, which also shows a 10 ℃
temperature change indicating an expected behavior for it is isolated from the melt by the 5 mm height of
the window lens. The otherwise good agreement between MVS and the commercial sensor validates the
functionality of the MVS.
The true velocity of the melt cross over the MVS is unknown, it can be well estimated in the follow
ways. One method to estimate the melt velocity can be used as the product of the ram velocity, Vram, with
the ratio of the ram to cavity cross-section area. The molding machine’s ram has a diameter of 28 mm while
the cross-section dimensions of the cavity are 12.25 mm wide by 3.13 mm thick. Neglecting compressibility,
one should expect about 16 mm/s of melt velocity in the cavity per 1 mm/s of ram velocity. Another
approach is to estimate the melt velocity from process data acquired by multiple in-mold sensors. There is
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a known distance, ∆𝑥, between the sensors as well as a known travel time, ∆𝑡, for the polymer melt to reach
the downstream sensor, so the melt velocity can be calculated as:
𝑣𝑚𝑒𝑙𝑡 =

∆𝑥
∆𝑡

(3-14)

Figure 3-4: Overview for sensor location in flex bar mold cavity (CS: commercial sensor)
Given the potential for velocity estimation errors from polymer compressibility, the melt velocity was
calculated from the time for the melt to travel from the piezoelectric cavity pressure sensor to the
multivariate sensor, noted as PC→PMVS.
The true velocity of the polymer melt in the mold cavity can be well estimated by dividing the distance
between the Priamus and MVS pressure sensors by the difference in the melt arrival time, i.e. dx/dt. The
correlation between the melt velocity and the slope of the melt temperature is shown in Figure 3-5; Figure
3-5 suggests significant correlations with a coefficient of determination, R2, of 0.905 for slow injection
velocity runs. Error exist when fast injection velocity occurs.
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Figure 3-5: comparison of velocity estimation between MVS and sensor to sensor model
Capillary rheometry was performed for this neat high impact polystyrene (Dow Styron 478 ®) having
a melt flow index (MFI) characterized according to ASTM D-1238 of 6.0 g/10min and a density of 1.036
g/cm3. For this investigation, a Dynisco (Franklin, MA) LCR7000 capillary rheometer was used to measure
viscosity in compliance with ASTM D3835-08 for shear rates ranging from approximately 1 to 16,000
inverse seconds at three different temperatures of 190° C and 220° C. The capillary length and diameter
were respectively 30 and 1 mm. The Cross-WLF model described by equations listed in [31] was fit with
the resulting coefficients and statistics provided in Table 3-2.
Table 3-2: Cross-WLF model coefficients for PS
Coefficient

Value

n

0.281

* [Pa]

23.6·10

D1[Pa·s]

9.00·10

3
12

A1 [K]

31.1

A2 [K]

51.6

Correlation

0.9854

R2

0.9733

30

(a)

(b)

Figure 3-6: Rheological model and in-mold apparent viscosity of PS
The viscosity estimation by the MVS is based on the transient pressure signal and the estimated velocity.
The resulting viscosity estimations are compared to the characterized viscosity in Figure 3-6; both the
viscosity and shear rate values are derived solely from the MVS without any other sensor or machine data.
The results show that the MVS’s viscosity estimation are of a correct order of magnitude and exhibit some
of the expected behavior regarding shear thinning dependence. The temperature dependence of the apparent
viscosity as estimated by the MVS is not consistent with that predicted by the Cross-WLF model. This is
because the temperature of the flowing polymer melt in the mold cavity is only loosely correlated with the
molding machine’s set barrel temperature. Lower barrel temperatures may provide an initially cooler melt
having a greater viscosity that will tend to increase the polymer melt temperature through shear heating. As
such, the polymer melt temperature is as strongly dependent on the injection velocity as the barrel
temperature. Another reason is that the apparent viscosity will also depend on the development of the
solidified layer. The thickness of the solidified layer will be dependent on the injection velocity, melt
temperature, and mold temperature so as to induce variances in the apparent viscosity. However, the MVS’
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estimates of in-mold melt viscosity remain useful with respect to verifying process, material, and product
consistency.
3.4 Summary
The proposed multivariate sensor (MVS) in this chapter could provide online in-process measurements
of melt temperature and melt pressure with accuracies comparable to commercial sensors. Estimated melt
velocity from MVS data shows a good coefficient of determination, R 2, equal to 0.939, across all cycles
with results from the sensor-to-sensor model. The remaining estimation error is caused by the slow response
during the melt temperature sensing, thus failing to track fast melt polymer flowing across the lens. The
viscosity estimation from the MVS data based on melt temperature and pressure change during the polymer
processing. The polystyrene material used in this experiment was characterized using a capillary remoter.
The results indicate that the apparent viscosities estimated by the MVS are on a good correlation with those
characterized and fit to the Cross-WLF model. Shear thinning behavior could be observed, though melt
temperature dependence of the viscosity is inconsistent.
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CHAPTER 4
ACOUSTIC-BASED MULTI-PARAMETER TRANSMISSION
4.1 Overview
Ultrasonic wave have been widely explored as varying means to acquire data. No-Destructive Testing
(NDT) techniques are one example of using ultrasonic waves to detect damage or monitor health in machine
tool, workpiece, or structures. The basis for NDT is the principle of pulse-echo reflection. Acoustic wave
generated by a piezoelectric transducer is coupled to the test specimen and propagated through the material.
Part of the acoustic wave energy is reflected when the wave encounters a fracture or an inhomogeneous
region in the material. This reflection characterizes the discontinuity in the monitored structure [66].
Acoustic waves have also been investigated for image acquisition in medical applications [67], and
geometrical measurement in metrology [68]. Wave formats vary but include (1) A-scan, where the
presentation is based on the amount of received ultrasonic energy as a function of time, (2) B-scan, which
is based on the A-scam method as the probe moves, and provides a cross-section view of the test specimen,
or (3) C-scan, where both signal amplitude and the time-of –flight (TOF) are recorded to provide a plan
view of the specimen features. Acoustic waves have further been explored for real-time manufacturing
process monitoring, e.g., in detecting cracks in machine structures [69] or characterizing surface properties
[70].
The pulse echo method is limited in conveying details of locally measured process states. Fig. 1
illustrates examples of manufacturing processes that may benefit from an acoustic wave-based data
transmission method. For this purpose, acoustic sensor are placed at critical locations on the machine for
transmitting state information during the respective manufacturing process, in real-time, to provide input
for enhanced process control. Previous research [71] has demonstrated the feasibility of such a wireless
data transmission method in RF-shielded environments, where the electromagnetic waves are not able to
propagate. This technique opens up the possibility of integrating acoustic sensors into machine tools in
various manufacturing processes, without the need to drill holes through the machine structure to
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accommodate sensors cables, thus minimizing effect on the structural integrity of the machines being
monitored.
In examples shown in Fig. 1, parameters measured by sensors may be encoded in a purposefully
modulated acoustic signal for transmission through representative machine structures in the categories
shaping (e.g., drilling), forming (e.g., stamping), or primary shaping (e.g., injection molding) [72]. Such
acoustic signal transmission, however, is subject to potential data loss due to wave reflection and attenuation.
This chapter investigates the effect of several parameters on the accuracy and reliability of acoustic wavebased signal transmission, such as carrier frequency, bandwidth, signal-to-noise ratio, data bit rate, and
transmitter-receiver misalignment. In Section 4.2, the analytical background of acoustic wave propagation
and radiation is briefly introduced. Section 4.3 presents the model and numerical solution for wave
propagation on the ANSYS platform. Section 4.4 describes the experimental evaluation of the simulation
results, for a range of conditions. In the last section, conclusions are drawn.
Classified Manufacturing Processes
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Figure 4-1: Manufacturing processes as potential candidates for
acoustic-based wireless data transmission
4.2 Acoustic Modulation and Wave Propagation
4.2.1 Coded-wave modulation
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To transmit measured parameters to a data receiver outside of a metallic structure, acoustic waves have
been investigated as an information carrier [70]. Fig. 2 illustrates the process of signal modulation
transmission, and demodulation, where each of the measured parameters is converted into a digital packet,
consisting of “1’s” and “0’s”. Multiple carrier frequencies (𝑓1 to 𝑓3 ) are strategically modulated to encode
digitized data [71]. The transmitted signal is subsequently demodulated on the receiver’s end through a
wavelet transform for parameter extraction.
Wireless Sensor

Metallic Structure

10101011
Measured
Parameter

10101011
Measured
Parameter

Carrier
Wave

Analog
Multiplexer

Modulated
Signal

Signal
Demodulator

Acoustic
Transmitter

Acoustic
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Figure 4-2: Acoustic modulation for wireless data transmission
4.2.2 Wave equation and characteristics
Acoustic transmission occurs in 3D space with the potential for multiple acoustic point sources. A
circular plate is selected to serve as the acoustic transmitter and the pressure in any point of the propagating
environment can be described by modelling the transmitter as an infinite number of small elements wherein
each of them performs as a simple point source that vibrates with the speed of 𝑈0 𝑒 𝑗𝑤𝑡 . The geometry and
coordinates of the transmitter are shown in Figure 4-3. The total pressure generate by these point sources
can be expressed as [73]:

Figure 4-3: Geometry used to represent the circular ultrasonic transmitter
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where 𝑟 is the distance from the transmitter surface to any point in the space, 𝜌 is the density, 𝑈0 is the
amplitude of vibration at the disk surface, 𝑐 is the sound speed in the medium, 𝜔 is the radian frequency
and 𝑘 is the wave number which is equal to 𝜔/𝑐, and 𝑠 is the surface of the transmitter disk. The acoustic
wave along the normal from the disk center where 𝜃 = 0∘ can be calculated with the complex ultrasonic
pressure as:
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(4-2)

And the amplitude of the pressure is the magnitude of the above expression, obtained as below:
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(4-3)

It can be seen that, due to the nature of the sine function, the pressure along the axis of the transmitter
fluctuates between 0 and 2𝜌𝑐𝑈0 . Thus we called the region within which the pressure fluctuates near field.
As the distance 𝑟 increases, the maxima and minima of the pressure become more widely spaced. However,
if 𝑟 is large enough such that 𝑟/𝑎 ≫ 1 and 𝑟/𝑎 ≫ 𝑘𝑎, the pressure along the 𝑥 axis can be expressed as [8]:

p(r , 0)  2  cU 0

a
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(4-4)

This means the acoustic pressure exhibits a monotonically decreasing behavior with a 1/𝑟 dependence.
This region is called the far field. For the fluctuating pressure distribution in the near field, seen in Figure
4-4, it is very likely for the receiver placed within the near field to receive week signals. Therefore, for the
injection mold cavity with fixed mold thickness, the combination of the frequency a radius of the transmitter
needs to be chosen carefully to avoid generating a near field that is longer than the thickness of the typical
injection mold. It can be seen that the last maximum pressure marks approximately the end of the near field.
The near field changes into the far field at a distance 𝑁 from the transmitter surface, this distance can be
approximated as:
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where 𝜆 is the wavelength of the generated acoustic wave. The range of the near field as a function of
frequency is plotted in Figure 4-5 for 𝑎 = 2, 5, 8, and 10 mm. It is clearly shown in Figure 4-5 that the
range of near field increases with increasing of both frequency and radius. For the injection molds with
fixed thickness, to avoid the placement of the receiver within the near field and thus reception of weak
signals, the radius of the transmitter needs to be selected carefully. For example, if the frequency range of
0.5 – 2.0 MHz that is used throughout the data transmission, a transmitter radius of up to 11 mm is chosen
for the mold thickness of up to 45 mm.

Figure 4-4: Illustration of the axis response in near field and far field
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Figure 4-5: Range for near field at different carrier frequencies
In the far field, the pressure varies not only along the different directions but also across the axial axis,
thus exhibiting a strong angular dependence, called the beam pattern. The total acoustic pressure at any
point in the space can be obtained by integrating the acoustic pressure generated by the line sources [8]:
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where 𝐽1 (∗) is the Bessel function of order 1. The amplitude of the acoustic pressure can be expressed as:
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To illustrate the angular dependence, examples of the beam pattern for four different 𝑘𝑎 combinations are
plotted in Figure 4-6, where the acoustic pressure is converted to the decibel as shown below:

PdB (r ,  )  20 log

P(r ,  )
P(r , 0)

(4-8)

In the Figure 4-6, we fix the radius of transmitter 𝑎 = 10 mm, and vary the frequency of carrier wave with
𝑓1 = 500 kHz, 𝑓2 = 1000 kHz, 𝑓3 = 1500 kHz, and 𝑓4 = 2000 kHz.
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(a) 𝑓1 = 500 kHz

(b) 𝑓2 = 1000 kHz

(c) 𝑓3 = 1500 kHz

(d) 𝑓4 = 2000 kHz
Figure 4-6: Beam patterns for the circular transmitter
39

Figure 4-6 shows the relative strength and angular dependence of the acoustic pressures. Take the Figure
4-6 (b) as an example, the pressure maximum is located on the transmitter axis, namely 𝜃 = 0∘ . As the
angle increases, the acoustic pressure decreases until drops to zero at an angle 𝜃1 = 30∘ . The conical shape
within 𝜃1 is called the main lobe of the beam pattern. Further increasing the angle will result in a pressure
increase to its second peak, after which the pressure drops to zero again, which generates a second largest
peak. The main lobe is of considerably larger strength than the side lobes, therefore the angle 𝜃1 is usually
used as a measure of the solid angle of the space that is strongly affected by the sound pressure of the
transmitter.
4.2.3 Wave propagation in typical structures
In general, the typical structures constituting machining tools can be the representatives shown in the
Figure 4-7, including rectangular structures and angled structures. Those structures are very popular in all
different kinds of machines for their easy manufacturing and high stability. Typically, each of these two
typical structures constitutes of two case studies. For rectangular structure, we study the face-to-face case
and perpendicular case, illustrated in details in the left part of Figure 4-7, while for the angled structure, we
study the face-to-face case and end-to-end case, shown in details in the right part of Figure 4-7. In these
different case studies, we fix the position of transmitter and move the receiver at different locations to
investigate received signal strength, which is of critical important to the received signal outside mold cavity
with high signal-to-noise-ratio (SNR), thus enabling successfully acoustic-based data transmission.

Figure 4-7: Typical structures in machine tools
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1) Face-to-face arrangement
In this case study, the transmitter is placed in the middle of one side of rectangular structure while
the receiver is moving from the opposite location on the face-to-face side to further right or left
locations. It’s clear in the Figure 4-8 that the signal amplitude decreases as the receiver misaligns
with the transmitter axis to the further right or the left within a certain distance. It drops to zero at
certain distance and arrive to the second largest peak as the receiver move further right or left. We
can also see that the received signal amplitude increases when receiver is aligned with transmitter.
Figure 4-8 illustrates received signal strength under different carrier frequencies,

(a) 𝑓1 = 500 kHz

(𝑐) 𝑓3 = 1500 kHz

(b) 𝑓2 = 1000 kHz

(d) 𝑓4 = 2000 kHz

Figure 4-8: Received signal strength estimation in face-to-face arrangement
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namely 𝑓1 = 500 kHz, 𝑓2 = 1000 kHz, 𝑓3 = 1500 kHz, and 𝑓4 = 2000 kHz, at different receiver
locations. The fluctuated received signal strength along the face-to-face side is interacted through
the effect of main or side lobes illustrated in Figure 4-6. During the wireless acoustic data
transmission, the receiver should be placed as closely as to the transmitter axis, to avoid these zero
pressure location for the placement of receiver, thus ensuring a high SNR signal on the outside of
metallic shield.
2) Perpendicular Arrangement

(a) 𝑓1 = 500 kHz

(𝑐) 𝑓3 = 1500 kHz

(b) 𝑓2 = 1000 kHz

(d) 𝑓4 = 2000 kHz

Figure 4-9: Received signal strength estimation in perpendicular arrangement
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In this case study, the receiver is placed along the perpendicular side of the rectangular structure
while the transmitter is fixed at the horizontal center location. It’s clear that amplitude of the
received signal depends on both wave intensity and incident angle (angle between the transmitter
axis and receiver axis) as different receiver locations. The location of maximum amplitude of signal
can be analytically determined under different carrier frequencies. From the Figure 4-9, the zero
pressure location is caused by the separated main or side lobes.
3) Effect of diffraction

(a) 𝑓1 = 500 kHz

(𝑐) 𝑓3 = 1500 kHz

(b) 𝑓2 = 1000 kHz

(d) 𝑓4 = 2000 kHz

Figure 4-9: Effect of diffraction on received signal strength
In this case study, the transmitter is placed at one end of the angled structure and the receiver is
moving the side at different locations. The spatial distribution of signal strength varies as the carrier
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frequency increases. It is feasible to achieve signal transmission in angled structure through
leveraging diffraction according the characteristics of each structure.
4.4 Experimental Evaluation
To evaluate the analytical results under different cases in the Section 4.3, acoustic-based wireless data
transmission has been tested on a representative production level machine (Sumitomo SE75DUZ injection
molding machine), as shown in Figure 4-10. Acoustic wave is generated and received using a pair of C1007
Olympus transducers. The receiver is installed on the back surface of a 40 mm thick steel plate, by using a
set of sensor holders to maintain consistent coupling between the plate and receiver. To investigate the
effect of alignment between the acoustic transmitter and receiver on data transmission, the sensor holder is
designed to allow the transmitter and receiver to be misaligned from each other within a range of 0-40 mm.
Based on the frequency of acoustic wave in the steel material [5], the carrier frequency is chosen in the
range of 1.2-1.8 MHz for a signal channel data transmission with 8 digits. To evaluate the quality of signal
received by the transducer on the back of the mold, the power of the signal strength is calculated by
averaging the power of frequency components that is equal to the carrier frequency, which is expressed as

psignal  avg ( p f )

(4-9)

Figure 4-10: Acoustic-based data transmission experimental test set-up
Carrier frequencies ( 𝑓𝑖 , 𝑖 = 1, 2, 3, 4) of 1.2, 1.4, 1.6, and 1.8 MHz are investigated in both the
analytical and experimental study. The axial misalignment between the transmitter and receiver is varied
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by 0-40 mm, with 5 mm increments. For each setting, the experiment is repeated 20 times to characterize
the measurement repeatability. The calculated and measured signals as a function of the misalignment
(represented by the lateral, x-position) are plotted in Figure 4-11, where the red line corresponds to the
calculated signal strength, and the measured signals at different locations are illustrated in blue bar.

(a) 𝑓1 = 1.2 MHz

(𝑐) 𝑓3 = 1.6 MHz

(b) 𝑓2 = 1.4 MHz

(d) 𝑓4 = 1.8 MHz

Figure 4-11: Calculated and measured signal strength (Unit of lateral position, x: mm)
Figure 4-11 shows that the received signal strength scattered along x direction when carrier wave is in
low frequency, indicating that it is feasible for non-aligned data transmission. While for high frequency
carrier wave, the received signal strength concentrated along the axial direction of the transmitter, suitable
for aligned transmission.
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Figure 4-12 shows the experimental set up for face-to-face transmission in angled structure, where the
length of arm is 45 mm, constructing a 90 ° angle. During the experiments, 500 kHz, 600 kHz, 800 kHz,
900 kHz are used as the carrier wave frequencies for acoustic-based data transmission. For each case, the
misalignment between the transmitter and receiver was varied by 0 – 45 mm, with 5 mm increments. For
each setting, the experiment was repeated 20 times to characterize the measurement repeatability. The red
line corresponds to the calculated value from the analytical model, while the mean value during each setting
was highlighted in blue bar. Standard deviation is plotted using error bar in each setting, shown in figure.

Figure 4-12: Face-to-face transmission set up in angled structure

Figure 4-13: Calculated and measured signal strength (Unit of lateral position, x: mm)
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As the horizontal distance (x: mm) increases, the received signal amplitude decreases due to the
concentrated signal on the axial axis of the transmitter. As the carrier frequency increases, it is seen that the
received signal strength increase in near field, between 0 – 10 mm, while shows a decay during the far field,
between 25 – 40 mm. Thus suitable placement of receiver is critical for face-to-face transmission in angled
structure. For example, a low carrier frequency is feasible for non-aligned transmission in far field.
Figure 4-14 (a) shows the details of experimental set up during the end-to-end transmission in angled
structure, the same as that of last experiment. During this experiments, 500 kHz, 600 kHz, 700 kHz, 800
kHz, 900 kHz are used as the carrier wave frequencies for acoustic-based data transmission. The red line
corresponds to the calculated value from the analytical model, while the mean value during each setting
was highlighted in blue bar. Standard deviation is plotted using error bar in the Figure 4-13 (b).
Specially, for such case, signal strength is determined by the structure of side lobes. Optimal frequency
at 600 kHz can be estimated from theoretical model confirmed by the experimental results.

(a) Experimental set up

(b) Experimental results

Figure 4-14: End-to-end transmission in angled structure
4.5 Summary
Acoustic wave propagation in a metallic structure was analytically and experimentally evaluated to
quantify the effect of several parameters that have impact on the accuracy and reliability of acoustic wave
based signal transmission, including transmission distance, carrier frequency, and transmitter–receiver
misalignment. Some representative structures are designed and prototyped for study of the effect of
placement of receiver and transmitter on the accuracy of acoustic-based data transmission. Good correlation
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between the theoretical model predication and experimental observation across a range of frequencies and
misalignment has been confirmed. The modulated sensor signal can be successfully received and extracted
from the acoustic wave when the misalignment between the transmitter and receiver is less than an angular
displacement of approximately 14 °.
High data transmission rates and low bit error rates can best be achieved when the receiver is within
the main lobe of the transmitter wave during the face-to-face transmission in rectangular metal plate. While
the feasible placement for receiver during the face-to-face transmission in angled structure, could be
determined by both the carrier frequency and misalignment. The feasible carrier frequency used in the endto-end transmission in angled structure is selected through the structure of side and main lobe. As
implemented, an 8-bit signal was encoded in a modulated signal having a frequency of 1.4 MHz and
duration 0.1 ms. This paradigm is sufficient for data transmission at rates of 10 kbps. Given the high speed
of sound and low attenuation in metallic structures, acoustic-based data transmission is a viable technique
for embedded wireless sensing in industrial applications.
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CHAPTER 5
ONLINE PRODUCT QUALITY MONITORING
5.1 Overview
Quality is a determining factor that affects the productivity and economy of production, especially in
the case of mass production. Traditionally, quality control is performed offline, after a part is produced, by
measuring the quality attributes either for all the parts or a select batch, based on statistical analysis to
ensure that a pre-defined probability of quality production is achieved [74]. Advancement in sensing
technology over the past decade has made it possible to directly measure or infer the quality of product
during some manufacturing processes. Vibration measurement has been performed during milling process
to detect chatter, which affects part quality [75]. Surface finish quantification at the scale of 10-100 nm has
been performed for fatigue life estimation [76] of hard turned and ground surfaces. Similar quality
measurement techniques have also been applied to sanding and milling, using acoustic and strain sensors
[77].
Compared to machining and additive manufacturing, net-shape manufacturing processes such as
moulding, extrusion, and stamping typically provide significant material and processing cost advantages.
In net-shape manufacturing processes, products are formed directly from constitutive materials without the
need for subsequent processing. However, a fundamental difficulty in such processes is that few of the
product properties can be ascertained in situ. Furthermore, quality attributes (such as part dimensions) are
often sensitive to variations in process states (such as temperature and pressure). For these reasons, netshape manufacturing of precision components has remained challenging even with advances in
instrumentation technology and machine designs. One example is plastic moulding where the melt plastic
is injected into an enclosed metal cavity with high pressure and temperature to form the desired geometry
after cooling and solidification. In injection moulding, industry standards for tight tolerances are specified
as maintaining dimensional variances within 0.1% of the nominal length, sometimes with dimensional
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tolerances at the m-level [78]. Such tight tolerances may be required for locating optical or electrical parts
and ensuring reliable structural performance [79].
Although the initial pressure and temperature of the polymer melt are set and controlled by the machine,
the actual melt states (pressure, temperature, velocity, and viscosity, as shown in Fig. 5-1) varies in the
mould cavity with other environmental parameters (e.g., residual temperature distribution in the mould
cavity), resulting in the part dimension variations of the final product. To obtain the desired critical-toquality attributes (CTQs) of precision manufactured products, processes and instrumentation must be
consciously designed such that the key process variables (KPVs) are observable and controllable. Failure
to understand and control the linkage between KPVs and CTQs may result in undesirable levels of defects
during production, unattained levels of specified precision, and technical and/or economic infeasibility of
the intended application [80]. Prior research [81] has found in blind validation trials that trade-offs exist
between acceptance of defective products and unnecessary rejection of acceptable products. The goal of
this research is to develop a quality control system that can predict product quality to an accuracy of 3 errors
per million opportunities as specified by six sigma methodologies to ultimately enable fully automatic, high
quality production.

Clamp

Nozzle

Barrel

Motor

Melt
Temperature

Figure 5-1: Process parameters affecting part quality in injection molding
Towards this goal, this chapter presents an in-process measurement technique for monitoring the quality
of injection moulded parts, based on the hypothesis that quality metrics, such as the part’s thickness and
width, can be tightly controlled if key states of the process are known in-situ. To quantify the process states,
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a custom-designed multivariate sensor (MVS) is embedded into the mould cavity of a commercial, allelectric injection moulding machine. The sensor measures two parameters of the melt (pressure and
temperature) when the polymer melt is injected into the cavity, and infers another two parameters (velocity
and viscosity) through mechanistic relations [71]. Process features affecting part quality (e.g., maximum
value of measured parameters) are extracted from the raw signals to train a model that correlates newly
moulded parts with new sensor data, and predicts part dimensions in future production runs.
CS1: Mold T

CS2: Melt T

(Thermocouple)

(Infrared)

CS3: Gate P
(Piezo)

CS4: Runner P
(Piezo)

Multivariate
Sensor
Melt Flow
Direction

Figure 5-2: Process instrumentation using commercial sensors and multivariate sensor

5.2 Process Instrumentation
The geometry of the instrumented mould cavity in a production grade injection moulding machine is
illustrated in Figure 5-2 by the moulded part, which is a flexure bar for experimental tests according to the
ASTM (American Society for Testing and Materials) standard. The mould has two piezoelectric pressure
sensors (Priamus 6001A) built into its structure, near the entrance to the runner system and gate to the
cavity, respectively. An in-mould thermocouple (Priamus 4001A) and an infrared melt pyrometer (Omega
OS1562) are located at the end of the melt flow. In addition, a thermopile (Heimann HMSZ11-F5.5) is
placed at the end of the cavity for infrared detection due to its good responsivity across the wavelength
range (4.8-9.7 μm) of this study, together with a thermistor for mould temperature sensing.

51

Figure 5-3 illustrates the working principle of the MVS sensor, which is placed at the mid-point of the
cavity between the gate pressure sensor (CS3) and melt temperature sensor (CS2).

Pressure Sensing

Viscosity

20 MPa

(MVS)

10 s

Temperature Sensing

Velocity

180 ºC

10 s

Physical

Measured

Inferenced

Figure 5-3: Multivariate sensor working principle

Figure 5-4: Overview of multivariate sensor
The MVS in Figure 5-4 incorporates a PZT ring (0.5 mm thickness with an inner and outer diameter of
3.5 and 6.0 mm, respectively) located behind a metal stand-off. A thermopile, set behind a cylindrical glass
window at the top of the MVS package, measures the melt temperature by converting infrared (IR) radiation
from the melt into a proportional voltage signal as it flows across the window. Since the incident radiative
power is proportional to the area of the polymer melt as it crosses the lens, the velocity of the melt front
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can be inferred by taking the maximum rate of sensed temperature increase during the injection of the
polymer melt as:
vx  [ S0 / (T0  2r )]  (dT / dt ) max

(5-1)

where T0 is the peak melt temperature measured by the thermopile, and S0 and r are the footprint area
and radius of the lens, respectively. Assuming viscous flow, the viscosity of melt is inferred from the
pressure ramping rate and melt velocity as:
  ( H 2 /12vx2 )  dP / dt

(5-2)

where H is the height of the mould cavity, and v and dP/dt are the melt front velocity and time rate of

Pressure (MPa)

pressure change, respectively.
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Figure 5-5: Process states for one sample molding cycle
The process states measured by the commercial sensors and MVS are shown in Fig. 5-5 for a
representative moulding cycle in a Design of Experiments (DOE). The upper plot indicates that the injected
melt first reaches the runner pressure sensor, then the gate pressure sensor, and finally the MVS, consistent
with their respective locations. There is a pressure drop between each sensor associated with the viscosity
of the melt and its flow resistance. Comparing the melt temperature measured by the MVS to that of the
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commercial pyrometer (CS2) in the lower plot of Fig. 5-5, it is seen that the MVS detected the arrival of the
melt before CS2, and with a slightly higher reading. This is because CS2 has a minimum temperature of
80 °C and thus clips the process data at the start and end of its readings. By comparison, the MVS admits a
wide wavelength range and captures a more complex temperature behaviour, including the cooling of the
melt in the mould cavity. The otherwise good agreement between MVS and the commercial sensor validates
the functionality of the MVS.

Figure 5-6: The soft margin loss setting in SVR

5.3

System Modelling

5.3.1

SVR framework

The measurement sensor data sets {(𝒙𝟏 , 𝒚𝟏 ), … , (𝒙𝒍 , 𝒚𝒍 )} ⊂ 𝓧 × ℝ, where 𝓧 denotes the space of the
input patterns (𝓧 = ℝ𝒅 ). Our goal is to find a function 𝒇(𝒙) that has at most 𝜺 deviation from the actually
obtained targets 𝒚𝒊 , for all the training data, and at the same time is as flat as possible. In other words, we
do not care about errors as long as they are less than 𝜺, but will not accept any deviation larger than this.
This may be important if we want to be sure not to lose more than 𝜺 accuracy when doing the online product
quality predication.
For pedagogical reasons, we begin by describing the case of linear function 𝒇, taking the form
𝑓(𝑥) = 〈𝜔, 𝑥 〉 + 𝑏 𝑤𝑖𝑡ℎ 𝜔 ∈ 𝒳, 𝑏 ∈ ℝ
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(5-3)

where 〈 ∙ , ∙ 〉 denotes the dot product in 𝓧. Flatness in the case of (5-3) means that on seeks a small 𝝎.
One way to ensure this is to minimize the norm, i.e. ‖𝝎‖𝟐 = 〈𝝎, 𝝎〉. One drawback of such a regression
boundary function built in the original feature space is that it is often times a complex, nonlinear, and
implicit function which is computational demanding for predicating injected product quality for each new
data point added. To overcome this limitation, the part quality are assumed to be predictable in an enlarged
feature space with higher dimensionality than the original feature space. To achieve this, the SVR algorithm
first transforms the data {𝒙𝒊 } from the original lower dimensional space to a higher-dimensional space via
a transformation function 𝝓(𝒙) . A hyper-plane 𝒇(𝒙) = 𝝎𝑻 𝝓(𝒙) + 𝒃 , is then built in the higherdimensional space to predict the part quality (part’s dimension: thickness or width). In this formulation, 𝝎
and 𝒃 are the weighing factors and 𝝓(𝒙) is the transformed data set in high dimension [82]. To allow for
some prediction error during the practical application, analogously to the “soft margin” loss function, one
can introduce slack variable 𝝃𝒊 , 𝝃𝒊∗ to cope with otherwise infeasible constraints of the optimization problem.
Thus, we can write this problem as a convex optimization problem:
ℓ

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒

1
‖𝜔‖2 + 𝐶 ∑(𝜉𝑖 + 𝜉𝑖∗ )
2
𝑖=1

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜

𝑦𝑖 − 〈𝜔, 𝜙(𝑥)〉 − 𝑏 ≤ 𝜀 + 𝜉𝑖
{ 〈𝜔, 𝜙(𝑥)〉 + 𝑏−𝑦𝑖 ≤ 𝜀 + 𝜉𝑖∗
𝜉𝑖 , 𝜉𝑖∗ ≥ 0

(5-4)

The constant 𝑪 > 𝟎 determines the trade-off between the flatness of 𝒇 and the amount up to which
deviations larger than 𝜺 are tolerated. This corresponds to dealing with a so called 𝜺-insensitive loss
function |𝝃|𝜺 described by
|𝝃|𝜺 = {

0
|𝜉 | − 𝜀

𝑖𝑓 |𝜉 | ≤ 𝜀
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(5-5)

Figure 5-6 illustrates the situation graphically. Only the points outside the shaded region contribute to
the cost insofar, as the deviations are penalized in a linear fashion. Utilizing Lagrange multipliers, we could
establish a standard dualization method to convert it into dual formulation with the saddle point.
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ℓ

1
− ∑ (𝛼𝑖 − 𝛼𝑖∗ )(𝛼𝑗 − 𝛼𝑗∗ )〈𝜙(𝑥𝑖 ), 𝜙(𝑥𝑗 )〉
2
𝑖,𝑗=1
ℓ

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒

ℓ

−𝜀 ∑(𝛼𝑖 + 𝛼𝑖∗ )
𝑖=1

{

+ ∑ 𝑦𝑖 (𝛼𝑖 + 𝛼𝑖∗ )

(5-6)

𝑖=1

ℓ

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜

∑(𝛼𝑖 − 𝛼𝑖∗ ) = 0 𝑎𝑛𝑑 𝛼𝑖 , 𝛼𝑖∗ ∈ [0, 𝐶]
𝑖=1

where 𝜶𝒊 , 𝜶∗𝒊 are Lagrange multipliers. Thus we could solved as follows [83]:
𝑓(𝑥) = ∑ℓ𝑖=1(𝛼𝑖 − 𝛼𝑖∗ )〈𝜙(𝑥𝑖 ), 𝜙(𝑥)〉 + b

(5-7)

Compared with Eq. (5-3), we know that 𝝎 = ∑𝓵𝒊=𝟏(𝜶𝒊 − 𝜶∗𝒊 )𝝓(𝒙𝒊 ). It is seen that the decision function can
be determined without specifying the explicit form of the transformation 𝝓, but only the kernel function
𝑲(𝒙𝒊 , 𝒙) = 〈𝝓(𝒙𝒊 ), 𝝓(𝒙)〉 that computes inner products. Replacing the inner product in Eq. (5-7), the
regression function for part quality prediction can be rewritten as:
𝑓(𝑥) = ∑ℓ𝑖=1(𝛼𝑖 − 𝛼𝑖∗ )𝐾(𝑥𝑖 , 𝑥) + b

(5-8)

For the present study, the polynomial kernel was selected due to its reported effectiveness in regression
model.
5.3.2

Feature extraction and SVR based quality estimation

In this quality control technique, the model relating the MVS outputs to the moulded part quality
attributes is first established with characterization experiments. Subsequently, the validated model is
applied continuously to predict the width and thickness of new moulded parts with real-time sensor data in
lieu of intermittent quality acceptance sampling. While this approach requires model development and
validation on an application-specific basis, net-shape manufacturing applications have long production runs
and the benefits associated with higher quality assurance and more timely feedback of production defects
far outweigh the costs of the initial training. In particular, this approach is highly warranted for injection
moulding, wherein the thermal expansion and compressibility behavior of the melt directly governs the
final product dimension while requiring long time periods (e.g., days) for the dimensions to equilibrate.
56

Due to the nonlinear and non-uniform temperature and pressure distributions in the mould cavity, it is
generally difficult to establish an accurate physical model that relates the mould/melt characteristics to part
dimension in real-world operations. To quantify such a relationship, a data-driven model based on the
support vector regression (SVR) algorithm has been developed. The model estimates the correlation
between the features extracted from sensor data obtained through in-process measurement and associated
part dimensions measured off-line. It also minimizes the total error bound for achieving global minima of
the error between the predicted and measured part dimensions. It is noted that some of the features extracted
from the moulding processes are not absolutely independent from each other. For example, although the
melt pressure is primarily determined by the packing pressure setting of the machine, it may change rapidly
in the cavity if the temperature decreases. The SVR-model is able to differentiate the various input
characteristics while maintaining the estimation accuracy.
To correlate part quality with process measurement, features have been extracted from the raw sensor
data. An example of the extracted features is shown in Fig. 5-6:
1)

Peak values of the pressure and temperature as the melt flows across the MVS, which describe the

physical state of the melt such as thermal expansion and volumetric change during the fluid-solid transition;
2)

Melt velocity, calculated from the maximum temperature ramping rate dT/dt (Eq. 5-1) which

describes the flow of the melt within the mould cavity as the melt is injected into it;
3)

Melt viscosity, calculated from the pressure ramping rate dP/dt (Eq. 5-2), which determines the

flow behaviour of the melt that in turn affects the geometry/dimension of the moulded part;
4)

Cooling rate of the melt, which indicates the rate of part cooling during the solidification process.

Variation in the rate affects part shrinking and consequently, part dimension.
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Melt Pressure
(MPa)

Peak Pressure:19.89 MPa

Melt Temperature
(ºC)

Peak Melt Temperature: 178.3 ºC

(dP/dt)max: 13.98 MPa/s

Viscosity

Cooling Rate: 4.7 ºC/s

(dT/dt)max : 302.6 ºC/s

Velocity

Figure 5-6: Features extracted from the MVS
From the commercial sensors, features extracted include the peak pressure at the runner and gate, peak
temperature and cooling rate at the end of the cavity (see Fig. 5-2). The SVR-based quality estimation
model involves two interrelated operations. First, the model extracts features from the historical data and
fuse them to establish the correlation function toward the offline measured part dimension. Assume a
dataset {xi} is established that contains features measured by MVS and/or the commercial sensors, where i
= 1, 2, … N (N: total number of training cycles) and each vector xi contains five features as specified in Fig.
5-6. The model finds the predicted dimension f(x) on a hyper-plane that has the minimal difference from
the actual, measured dimension, for all the training data. Such a function f(x) can be expressed as:

f ( x)  T  ( xi )  b

(5-9)

where ω and b are the weighting factors obtained through the training process, and ϕ(xi) is the
transformation function converting {xi} from the low-dimensional space to a higher-dimensional space. In
the second operation after the training procedure, the established relationship is applied to estimating the
actual part dimension in real moulding process by substituing the measured features, such as xi, in Eq (53).
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5.4 Experimental Evaluation and Data Analysis
To evaluate the developed part quality prediction method, an MVS sensor was prototyped and tested on
a commercial injection moulding machine (model SD750UZ), as shown in Fig. 5-7. The cavity contains a
piezoelectric pressure transducer (Priamus 6001A, Schaffhausen, Switzerland) near the gate. At the end of
the cavity there is an exposed type-N thermocouple (Primaus 4001A) as well as an infrared melt pyrometer
(Omega OS1562, Stamford, CT). The MVS was installed at the center of the cavity. This mold was installed
on a fully electric injection molding machine (Sumitomo SE75DUZ). Four machine signals, including;
injection pressure, screw position, linear screw velocity, and screw rotational speed (RPM), as well as data
from the commercial sensors were acquired via a Priamus eDAQ 8102A at 500 Hz. Data from the MVS
was acquired by a National Instruments X6351 at a rate of 10 kHz.

SD750UZ Injection
Molding Machine

Mold
Cavity

Runner

Nozzle
MVS
CSs
Temp.

CS P:
(Runner)

CS P:
(Gate)

Figure 5-7: Experimental setup
A Design of Experiments (DOE) was performed to characterize the behavior of the moulded part
dimension to the process settings. Specifically, a half fractional factorial design for melt temperature, mould
coolant temperature, and packing pressure was replicated for three different injection velocities. This design
yielded 23-1 · 3 = 12 runs. The polymer resin was high impact polystyrene (HIPS, Dow Styron 478). During
experimentation, time is allowed for the machine to reach the set points for the melt and mold temperature.
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The injection molding machine is then operated for fifteen minutes before collecting samples to ensure the
process reached steady-state. In Table 1, the DOE machine settings and part thickness statistics are shown.
Table 5-1: Design of experiments, factors, and results
Run Tmelt (°C) Tmold (°C) Ppack (MPa) Vinject (mm/s)
190
21
30
10
1
190
21
30
40
2
190
21
30
100
3
190
60
50
10
4
190
60
50
40
5
190
60
50
100
6
220
60
30
10
7
220
60
30
40
8
220
60
30
100
9
220
21
50
10
10
220
21
50
40
11
220
21
50
100
12

Each of the DOE run settings was replicated 20 times. Data measured in the first 15 cycles were used
for training the part dimension-prediction algorithm while data from the remaining five cycles were used
for validation. To measure the dimension of the moulded part, a test rig was designed and prototyped, which
can be seen Figure 5-8. The thickness and width of the part were measured by a micrometer at the center
point between the MVS and commercial pressure sensor (see Fig. 5-2).

(a) measurement structure

(b) 3D product

Figure 5-8: Measurement rig and measurement location
In Figs. 7-8, results of part thickness prediction based on the SVR model are validated using part
thickness measurement. Specifically, Fig. 7 shows the correlation between the predicted and observed part
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thicknesses using data from the MVS sensor (yellow square) and commercial sensors (blue diamond),
respectively. The diagonal represents the ideal case, with data points located near the diagonal having
smaller prediction errors. To restrict the comparison to the sensors only, no machine setting data were
included in the result.
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Figure 5-9: Thickness prediction w/o machine settings
MVS, Avg. Prediction Performance: 93.9%
CS, Avg. Prediction Performance: 79.9%
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Figure 5-10: Performance of thickness prediction w/o machine settings
Figure 8 shows the performance comparison of thickness prediction by the MVS and commercial
sensors. It is seen that MVS outperformed CS in all the DOE runs, with the prediction accuracy equal
93.9%, compared to 79.9% by CS. The result is of significance, in that the single MVS replaces a total of
four commercial sensors installed at three different locations across the mould cavity. The improved
sensing performance results not from the placement of the sensor but rather the mechanistic analysis of the
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acquired sensing schemes to estimate the velocity and viscosity, thereby providing additional information
as to the state of the material being moulded.
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Figure 5-11: Thickness prediction with machine settings

100

Machine Settings W/ MVS, Avg. Prediction Performance: 96.6%
Machine Settings W/ CS, Avg. Prediction Performance: 94.5%

90
80
70
60

50
1

2

3

4

5
6
7
DOE Run Number

8

9

10

11

12

Figure 5-12: Performance of thickness prediction with machine settings
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Figure 5-13: Width prediction w/o machine settings
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Figure 5-14: Performance of width prediction w/o machine settings
Figures 9 and 10 illustrate the results when machine settings, as represented in the first four columns of
Table 1, were added as additional input xi to train the SVR-prediction model. Because these parameters
govern the input state of the polymer melt, they have a significant effect on the final part quality. However,
it is the local state of the polymer melt in the mould cavity that determines the final product quality [84].
As such, the MVS’ increased responsiveness and more advanced analysis of the process states has led to
an overall improvement in the part quality prediction, as indicated by the closeness of the data points to the
ideal case scenario. Specifically, the average performance of part thickness prediction using commercial
sensors combined with machine setting has improved to 94.5%, whereas with MVS, it is 96.7%. This again
verifies that MVS has performed better, in every one of the 12 DOE runs.
Similar analysis has been performed for predicting the part width. As summarized in Table 2, high
correlation between the in-process measurement and part dimension (thickness and width) has been
achieved. Using four parameters measured or inferred by the MVS sensor, coefficient of determination (R 2)
greater than 95% has been achieved, which is significantly higher than using the commercial sensors, due
to the increased amount of information incorporated in the SVR-model.
Furthermore, prediction using MVS sensor also has shown to have improved the robustness, as indicated
by the lower standard deviations when compared with the result from commercial sensors, for all the part
thickness and width predictions, with or without including machine settings. This confirms the hypothesis
that in-process measurement provides an effective tool for online part quality monitoring. From a
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mechanistic viewpoint, the presented technique demonstrates high predictive capability because the
empirical model reflects the underlying physics. Specifically, the thermal expansion and compressibility
behavior of the material being formed directly governs the final product dimensions in injection moulding.
This behavior is well-represented by constitutive models such as the double domain Tait equation, which
presents the specific volume, v, as a function of the melt’s pressure and temperature [85].
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Figure 5-15: Width prediction with machine settings
Machine Setting W / MVS Ave. Accuracy: 96.6%
Machine Setting W / CS Ave. Accuracy: 94.5%
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Figure 5-16: Performance of width prediction with machine settings
The developed SVR model, in effect, derives suitable coefficients that reflect the physics of the process.
The results of Table 2 suggest that higher fidelity models can be obtained by using multiple sensor streams
such as pressure, temperature, velocity, and viscosity that are indicative of different states of the product
being formed. While the models could be derived a priori from the product/tool design and characterized
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material properties, uncertainty in material characterization, boundary conditions, and geometry in practice
will necessitate verification on an application-specific basis, which motivates the presented technique.
Table 5-2: Performance of prediction for thickness and width

5.5 Summary
This chapter presents an online product quality monitoring technique, using injection moulding as an
example. The technique is based on in-process measurement of four process parameters, enabled by a
custom-designed multivariate sensor (MVS) embedded within the mould cavity. A support vector
regression model relating the MVS-sensor outputs and part dimensions has been developed, demonstrating
an average prediction accuracy better than 93.9 % for part thickness and 91.9% for part width, as confirmed
by offline reference measurement using a micrometer. In a broader sense, by estimating intrinsic material
properties from multiple sensor streams, application-specific process quality models can be developed with
high fidelity to guide process control. Considering the large number of parts produced in a mass production
such as injection moulding, sensor-enabled in-situ quality monitoring has the potential to significantly
improve productivity and quality control while reducing waste, for sustainable manufacturing.
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CHAPTER 6
MULTI-SENSOR DATA FUSION FOR MEASUREMENT ACCURACY
6.1 Data Fusion Theory
An ever-increasing interest has been raised in multi-disciplinary research on multisensory data fusion
technology, driven by its versatility and diverse areas of application, such as sensor networks, robotics,
video and image processing, and intelligent system design. Multi-sensor data fusion is a technology that
using synergistic combination of sensory data from multiple sensors to achieve more accurate information
than using each individual sensor separately or a single sensor, thus allowing either improved accuracy
from existing sensors or the same performance from combination of smaller or cheaper sensors [86,87].
Due to the development limitation and perceptive uncertainties of sensors integrated into system,
appropriate data fusion approaches play an important role in reducing overall sensory uncertainties and thus
increasing the accuracy of system performance. Multi-sensor data fusion could achieve not only enhanced
but also complementary perceptions, also provide more timely information via the parallel processing of
sensory data. Other advantages of implementation of multi-sensor data fusion are improved detection,
confidence, and reliability, as well as reduction in data ambiguity.
Numbers of challenging issues related to multi-sensor data fusion include data imperfection, data
correlation, data inconsistency and data disparateness [88], majority of which arise from the sensor inherent
uncertainties caused by noises or device imprecision, diversity of the sensor technologies, and nature of the
application environment. Data correlation is especially problematic in multi-sensor fusion system. Sensory
data correlation could exist in distributed fusion settings, e.g. various sensors distributed in measurement
space, or centralized fusion settings, e.g. multivariate sensor installed at single location. If not accounting
for sensory data correlations among multiple measurements, the fusion approach may suffer from over
confidence in results or unnecessary sensor cost. The strategies of multi-sensor fusion should be able to
deal with these data correlation and produce the consistent results efficiently.
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Taking injection molding as an example, multiple commercial sensors are distributed installed in the
flexure bar cavity for improved observation of polymer processing. Figure 6-1 shows four commercial
sensors (CSi, i=1,2,3,4) are located at runner, gate, near end cavity, and end of cavity for measurements of
melt pressure, melt temperature and in-mold temperature. In addition, a developed multivariate sensor is
placed in the midpoint of mould cavity with the capability of measuring four key in-process parameters
including: melt temperature, melt pressure, melt velocity and melt viscosity. To establish the relationship
between sensory data, e.g. melt temperature or melt pressure, and product quality, e.g. thickness or width
of the part, data correlation among these sensory measurements should be eliminated before fusion or taken
into consideration when fusion. Otherwise, few improvements on the prediction accuracy of part quality
will be achieved through multiple sensor integration and fusion, thus bringing unnecessary installation cost
into online process monitoring system. For example, measurements from CS1 and CS2 are correlated each
other, which means that information extracted from each individual sensor are overlapped, thus reducing
total information content. If two sensory measurements are highly correlated, there is no need to install
another extra one in the mould cavity. Because the same performance can be accomplished with fewer
sensors. In general, orthogonality or low correlation among sensory data is necessary for the
implementation of a meaningful multi-sensor data fusion.

Figure 6-1: Process instrumentation using CS for melt pressure and temperature as well as the
developed MVS within an injection mould cavity
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6.2 Orthogonality Analysis
A quantification of correlation among sensory data is highly desired for representation of how much
two measurements are correlated with each other. Orthogonality analysis based on principle component
analysis (PCA) theory [89] is established for evaluating the data correlation. Generally, PCA can be thought
of as fitting n-dimensional ellipsoid to the data sets, where each axis of the ellipsoid represents a principal
component. Small axis of ellipse standing for small variance along that axis can be omitted as well as their
corresponding principle components from representation of dataset due to a commensurately small loss on
original information. To approximate the information provided by each individual sensor, the first principle
vector, along which maximum variance can be achieved for each data point, is selected as an approximated
representation of original information for the sensory data. Thus principle angle between any two first
principles extracted from sensory data can be an indicator on the correlation of data.
Consider a sensory data set {𝑥𝑖 } where 𝑖 = 1,2, … , 𝑁, and 𝑥𝑖 is a D-dimensional vector. Each of the D
rows represents a set of observations under different machine settings during experiments and each of the
N columns stands for observations on repetition of experiments. Mathematically, maximum variance of
transformed sensory data can be found by projection of sensory data along the first principle axis. The
𝑇 ],
projection is denoted as 𝑦 = 𝐴𝑥 , where 𝐴 = [𝑢1𝑇 , … , 𝑢𝑀
𝑀 < 𝐷 , and 𝑢𝑘𝑇 𝑢𝑘 = 1 for 𝑘 = 1,2, … , 𝑀.

Maximum variance of {𝑦𝑖 }, which is the trace of the covariance matrix of {𝑦𝑖 }, is expressed as:
𝐴∗ = arg max 𝑡𝑟(𝑺𝒚 ) subject to ‖𝑢‖ = 1

(6-1)

where
1

𝑺𝒚 = ∑𝑁
̅)(𝑦𝑖 − 𝑦̅)𝑇
𝑖=1(𝑦𝑖 − 𝑦
𝑁

(6-2)

and
𝑁

1
𝑦̅ = ∑ 𝑥𝑖
𝑁

(6-3)

𝑖=1

Let 𝑆𝑥 be the covariance matrix of sensory data {𝑥𝑖 }. Since 𝑡𝑟(𝑆𝑦 ) = 𝑡𝑟(𝐴𝑆𝑥 𝐴𝑇 ), through using
Lagrangian multiplier and taking the derivative, we obtain:
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𝑺𝒙 𝑢𝑘 = 𝜆𝑘 𝑢𝑘

(6-4)

which means that 𝑢𝑘 is an eigenvector of 𝑆𝑥 . Thus the first principle axis chosen for the representation of
sensory data is the eigenvector of data covariance matrix 𝑆𝑥 with the largest eigenvalue.
A Design of Experiments (DOE) was performed to characterize the sensory data correlation from
distributed CSs or individual MVS. Specifically, a half fractional factorial design for melt temperature,
mould coolant temperature, and packing pressure was replicated for three different injection velocities. This
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design yielded 12 runs. The details for the DOE machine settings are shown in Table 5-1 in Chapter 5.
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Figure 6-2: Cavity pressures and temperatures from commercial sensors (CS)
Each of the DOE run settings was replicated 20 times. Sensory data from each commercial sensors
during each molding cycle are illustrated in Figure 6-2. Specifically, Fig. 6-1, (a) and (b) shows similar
variation on peak melt pressure at the runner and gate of mould cavity under different machine settings, as
69

an indicator of high data correlation. In (c), variation on peak in-mold temperature shows different
temperature changes compared with peak melt temperature along the DOE runs, which may cause low
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Figure 6-3: Process parameters from multivariate sensor (MVS)
Figure 6-3 shows the raw measurements on different process parameters from one single multivariate
sensor located at mid-point of mould cavity. Similar variation can be seen in (a) for peak melt pressure and
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(b) for peak melt temperature for the same location when changing the machine settings, indicating that
overlapped information may exist between these two sensory data.

Figure 6-4: Principle angle between CS measurements
To quantify the correlation among sensory data from the polymer processing, the established principle
angle method can be calculated from the two first principle vectors and act as a criteria for measuring
correlation of data. The more closely the calculated principle angle approaches 90°, the lower correlation
exists between these two sensory data sets. A left upper triangle matrix with each individual principle angle
between every two commercial sensory data is shown in Figure 6-4. The diagonal value for that matrix are
zero showing that two same sensory data sets are totally correlated. Specifically, principle angel between
measurements from CS1 for peak runner pressure measurements and CS2 for peak gate pressure
measurements is 10°, indicating that high correlation between these sensory data, thus showing a good
agreement with the deduction above from Figure 6-2 (a) and (b). During polymer processing, the melt
polymer flow through nozzle, runner, gate, midpoint, and to the end of mould cavity, where a closely linear
pressure drop exist between each mould section due to Newtonian fluid resistance along the cavity. Thereby,
two cavity pressure sensors actually do not provide more process information than a single one does.
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The high correlation, indicated as a 79° angel, between measurements from CS3 for measuring in-mold
temperature and CS4 show low overlapping in the information space. This occurs due to the larger variation
in melt temperature in cavity compared with that in mold temperature in mould plate, which can also be
seen from the measurements form Figure 6-2, (c) and (d). High correlation, shown as more than 50° in
Figure 6-4, could be found between the measurements from pressure and temperature sensors due to
different sensing principles and sensing parameters. In general, more sensors integrated into system don’t
help much on increasing on the amount of information or improving the observation of polymer processing.

Figure 6-5: Principle angle between MVS measurements
Orthogonality analysis is also performed on the four measurements from MVS located at the midpoint
of mould cavity. Figure 6-5 shows the principle angles calculated for each two different parameter
measurements, e.g. melt velocity to melt viscosity or melt temperature to melt pressure. 37° principle angle
between peak melt temperature and pressure shows a certain degree of correlation between these two
measurements at the same location, due to similar trend on pressure change and temperature change when
adjusting machine settings. Although melt velocity is inferred through maximum temperature ramping rate
on melt temperature measurement, large angle 88° implies that these two measurement are almost
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orthogonal to each other. It is known that different ramping rate can be derived under different peak melt
temperature, which means that inferred velocity is little correlated with melt temperature. From Figure 63, it can also be observed that velocity changes a lot while small variation occurs in peak temperature for
each three runs. Very low correlation between melt viscosity and melt pressure can be seen in Figure 6-5
with the angle of 75°. This happens to the same reason between the melt velocity and melt temperature.
Other principle angles, such as 88° for measurements of melt temperature and melt viscosity, 89° for
measurements of melt velocity and melt viscosity, and 85° for measurements of melt velocity and melt
pressure, shows that these measurements are almost orthogonal to each other, thereby proving larger
amount of information compared with using each individual sensor. Compared with four CSs, much more
information are provided by MVS for its low correlations between four parameter measurements.
6.3 Summary
Multi-sensor data fusion enables the integration of multiple sensing data associated with the same
physical process for more comprehensive process representation, thereby improving measurement accuracy
and avoid unnecessary sensor cost. A quantification method of data correlation based principle component
analysis among sensor measurements in distributed fusion settings or centralized fusion settings was
introduced. Orthogonality analysis using the established quantified correlation methodology was performed
on the process measurements from four different CSs distributed in the mould cavity as well as MVS
installed in the midpoint of cavity. The results show that high correlation exists between measurements
from runner pressure sensor and gate pressure sensor and low correlations occur among the measurements
of MVS, thus providing an explanation on why a MVS consistently outperformed multiple single-parameter
sensors, under various operation conditions.
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
7.1 Conclusions
The goal of this research was to develop a new instrumentation to provide online measurements of four
key states critical to the injection molded product quality and wirelessly transmitting the multiple measured
parameters through the metal closure using acoustic wave. A new control methodology based on the
proposed instrumentation was established for online product quality monitoring.
Specifically, a wireless, embedded multivariate sensing system has been designed, analyzed,
prototyped and experimentally evaluated. By taking the mechatronic design approach, the embedded
sensing system meets the design criteria and has demonstrated good performance for providing accurate
measurements of melt temperature, mold temperature, and melt pressure. Secondly, experimental
evaluation on the estimation models for melt velocity and melt viscosity using multivariate sensor (MVS)
data was investigated, showing a good correlation with results from sensor-to-sensor model and cross WLF
model respectively, thus validating the functionality and performance of MVS. Thirdly, an acoustic-based
wireless signal transmission technique was proposed. Signal attenuation and data loss due to wave
diffraction and refection was theoretically and experimentally studied on the models of representative
machine structures: rectangular and angled structures, where the effect of carrier wav frequency and
placement of receiver and transmitter was also investigated experimentally. Lastly, online quality
monitoring through in-process measurements from multi-sensor data was then devised based on data fusion
algorithm, support vector regression. Outperformance form MVS predication compared with multiple
commercial sensor prediction was experimental evaluated.
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7.2 Intellectual Contributions
This research has made fundamental contributions to the science and engineering in process
measurements and quality control for injection molding and beyond. Major intellectual merits are
summarized below.
1) A wireless multivariate sensing system was designed, characterized, and prototyped for in-process
quantification of four parameters critical to product quality: melt pressure, temperature, velocity &
viscosity, thus providing a new processing instrumentation for improved observability of injection
molding.
2) A new acoustic-based wireless signal transmission technique was developed for solving
electromagnetic wave shielding in an injection molding machine. This also opens up possibility of data
transmission through RF-shielding environments in various manufacturing processes.
3) A data fusion algorithm based on support vector regression model for Injection molding machine was
established through in-process measurements using MVS, thus providing a new control methodology
that sets up, assures, and optimizes the molded products. In a broader sense, by estimating intrinsic
material properties from multiple sensor streams, application-specific process quality models can be
developed with high fidelity to guide process control.
4) The developed remote multivariate sensing methodology provides improved observability of process
monitoring and adaptive controllability of injection molded product quality, which is the key to
automated systems for fault diagnosis, quality control, and materials handling.
5) The framework of orthogonality analysis based on principle component analysis is introduced for
quantification of sensor data correlation among multiple measurements, thereby contributing to the
theory of data fusion for measurement enhacement.

7.3 Future Work
The established multivariate sensor provides improved observability of polymer processing. An on-line
model development and quality control methodology can be developed based on the new process
75

instrumentation for manufacturers in the process industries with the goal of enabling automated quality
assurance. This methodology starts with the characterization of statistical variation for the process while
operating in steady state. Significant process conditions are then perturbed by six standard deviations to
bound the expected long-term process variation. The designed model-based methodology for online quality
control can be used accept and reject manufactured parts given real-time process data, with the capability
of detecting of different process faults, such as coolant temperature control off, or barrel temperature adrift
+20 ℃ or low cushion. Different algorithm candidates, such as factor analysis, kernel PCA, will be
investigated during the system modelling.
In order to provide higher fidelity velocity and viscosity estimation, fast response of infrared
temperature sensor is needed to capture the high speed rising front during the melt temperature
measurements. Also to provide a much more wide work range for pressure measurement, high yield stress
and wide wavelength for the sensor lens is desired for the improvement of multivariate sensor. On-chip
scale measuring system with low power consumption, minimized package, and high-signal-to-noise ratio
will improve a lot on the current multivariate sensor both in precision and reliability.
As enormous demand on precision of in-process measurements arises, optical sensor, for example,
using fluorescence light, for measuring multiple key parameters during polymer processing is highly
desired for its successful implementation in chemistry, biology, clinical biology and environmental science.
The classical design of a fluorescent indicator includes two moieties, a receptor responsible for the
molecular recognition of the analyte and a fluorophore responsible of signaling the recognition event. The
fluorescence sensing can provide the measurements of polymeric particles with size ranging from
nanometers to micrometers based on dye molecule solutions. Additionally an advantage of fluorescence
spectroscopy is that different assays can be designed based on different aspects of the fluorescence output,
thus improving the design feasibility during multivariate sensing. Fluorescence techniques are envisioned
as the most important future detection method used in the next generation of multivariate sensor.
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