This paper considers the related problems of using an uncalibrated antenna array to (1) recover an unknown signal transmitted over an unknown (but stationary) multipath channel, and (2) resolve overlapping pulse echoes with unknown shape. Unlike recently proposed multichannel blind equalization techniques, the methods described herein employ a model based on physical channel parameters rather than unstructured single-input, multi-output FIR lters. The algorithms exploit similarities between a model for the data in the frequency domain and the standard direction-of-arrival estimation problem. This connection between the two problems suggests several di erent approaches based on, for example, maximum likelihood, MODE, IQML, and ESPRIT. These approaches are developed in some detail, and the results of several simulation examples are included to compare their performance.
Introduction
Consider the situation depicted in Figure 1 , where an antenna array receives a number of multipath re ections of a signal transmitted by a remote source. The multipath re ections may either be coherent (corresponding to a channel with low delay spread, or at fading) or incoherent (a channel with long delay spread, or frequency selective fading), and they may be closely spaced in angle. The problem addressed in this paper is the \blind" recovery of the transmitted signal and the multipath This work was supported by the National Science Foundation under grant MIP-9408154, and by the O ce of Naval Research under grant N00014-96-1-0934. sity reception, pre-equalization, and downlink transmission. For example, in a time-division duplex communication system, the spatial signatures could be used to form a set of transmit beamformer weights that focus energy toward the \direct" path (the ray with smallest delay) and away from multipath re ections. Such an approach would minimize the amount of multipath present at the remote. In a frequency-division duplex system the directions-of-arrival (DOAs) of the signals would be required, and these are much more easily estimated from individual spatial signatures than from a joint space-time ltering matrix 11] . While the problem could be formulated such that the DOAs instead of the spatial signatures are estimated directly, we prefer the latter parameterization since it leads to a computationally simpler solution.
An added advantage of the model employed in this work is that it easily admits a maximum likelihood (ML) formulation when the noise is white and Gaussian. While a closed-form solution to the ML problem is not possible, and a search-based minimization impractical, we present two methods that attempt to approximate the ML solution with reasonable computational cost. These methods are based on the Iterative Quadratic Maximum Likelihood (IQML) 12] and MODE 13] algorithms for DOA estimation. Since these methods all require some type of initialization, we also present an alternative solution based on the ESPRIT algorithm 14]. While the IQML, MODE, and ESPRIT techniques were originally proposed for DOA estimation problems, they are used here to estimate the relative time delays of the multipath rays (or, as explained below, the relative time delays of overlapping signal echoes). This is possible since the transformation of the data to the frequency domain makes the time delay estimation problem isomorphic to the DOA case.
Owing to the very general nature of the data model considered, the algorithms proposed herein are applicable to many problems in both commercial and military communications, as well as in the surveillance of non-cooperative sources. For example, a related data model arises in many radar, sonar, and seismic applications where it is required to resolve overlapping echoes of a signal with unknown shape. An example of such a situation is illustrated in Figure 2 for the case of a bistatic radar transmitting an unknown waveform. In the next section, we describe the generic model considered in this paper, and brie y address the issue of model identi ability in the frequency domain. A description of the proposed algorithms is given in Section 3, and the results of several simulations are presented in Section 4.
Data Model
Assume that d scaled and delayed copies of a signal waveform are received by an array of m sensors via a stationary channel. The array output at time t is modeled as
a k s(t ? k ) + n(t) ; (1) where n(t) is additive noise, s(t) is the signal, and k ; a k are the unknown delay and spatial signature associated with arrival k. It is clear from (1) that we are invoking the standard \narrowband assumption" common to many array signal processing problems; i.e., we assume that the time required for the signal to propagate across the array is much smaller than its inverse bandwidth.
Note that, rather than parameterizing the array response a k in terms of one or more DOAs, we treat it as an unstructured deterministic vector.
In the frequency domain, equation (1) 
v( k ) = e ?j! 1 k e ?j! N k T :
The problem we address in this paper is the estimation of the signal S, the time delays , and the spatial signatures A from data that obeys the model of (3). Since in practice a nite length DFT must be used to determine x(!), equations (2) and (3) will not hold exactly. However, provided the sampling period is su ciently short to eliminate aliasing, these equations are asymptotically accurate since the error incurred by a nite length DFT in the general case is O(N ?1 ). The DFT output will exactly satisfy (2) and (3) for the special case where s(t) has nite support, or where it is T-periodic and N=T is an integer.
It is interesting to note that the model in (3) is identical in form to that of a certain DOA estimation problem. If we interchange the time and space indices, it is seen that (3) is mathematically equivalent to the model obtained for a uniform linear array with an arbitrary angle-independent receiver gain/phase at each antenna. Under this interpretation, the diagonal matrix S would correspond to the unknown receiver gains and phases, to the unknown DOAs, V( ) to the array response, and A to the signals received by the array. This connection was recently explored in 15].
Identi ability
The parameters of the frequency domain model in (3) are said to be identi able provided that
for all S 6 = S 0 ; 6 = 0 ; A 6 = A 0 . Consequently, the earliest arrival will be assigned the delay 1 = 0, and the remaining delays will be referenced to that point as follows:
Suppose that x(! k ) = 0. If this situation is caused by the fact that the kth row of V( )A is zero, then the value of s(! k ) cannot be determined. To maintain the identi ability of the signal, we thus require 1 e ?j! k 2 e ?j! k d A 6 = 0 8k = 1; ; N : (9) Interestingly, (9) is equivalent to the standard identi ability condition that states that all m channels cannot share a common zero 16, 17] . In terms of the physical channel parameters, (9) implies that a common zero is only possible if a very special -dependent linear combination of the spatial signatures happens to be zero (see also 18] for a more detailed discussion of this phenomenon).
Suppose that x(!) is evaluated at the DFT frequencies ! k = 2 (k ? 1)=N for k = 1; ; N. There is an arbitrary complex scaling that may be associated with either S or A. In a model parameterized by the DOAs with a calibrated array manifold, no such ambiguity exists because the gain of the antennas is known in all directions. Since an unstructured model for A is used here instead, the power of the received signal rays cannot be uniquely determined.
The relative scaling of S and A in (3) can be handled, for example, by simply choosing one element of either S or A to be unity.
Another necessary condition can be obtained by comparing the number of equations and unknowns in X = SV( )A. There are 2mN equations in X (real and imaginary parts), 2N unknowns in S, d?1 in , and 2md?2 in A assuming that one of its elements has been scaled to equal one, as described above. Setting the number of equations to be greater than or equal to the number of unknowns yields the following condition on the number of resolvable signal arrivals:
This suggests that, as in 10], the number of resolvable rays can be much greater than the number of sensors. ; (12) and its elements are taken from the coe cients of the polynomial
Parameterization of the Nullspace
with roots equal toZ = f1; e ?j2 2 =N ; ; e ?j2 d =N g.
Since the roots inZ are on the unit circle, the coe cient vectorb = b 0 ; ;b d ] can be assumed to be conjugate symmetric:b =Ĩ b ; (14) whereĨ is the exchange matrixĨ 
Some Results on the Schur-Hadamard Product
Some of the derivations in the next section will make use of the following easily proved linear algebra identities:
Lemma 1 Given N N matrices Y and Z, an N-element vector , and the diagonal matrix = diagf g, the following equality holds:
where denotes the Schur-Hadamard product. 
Combining equations (17)- (20) 
Except for the unknown diagonal matrices S 1 and S 2 , this is identical to the problem solved using ESPRIT. A similar observation was made in 19], and estimates were obtained using standard ESPRIT under the assumption that S 1 ' S 2 . In 19], the \subarrays" were formed by separating the even and odd numbered samples of V( ), rather than overlapping them as described above. As such, their assumption that S 1 ' S 2 implies that the Fourier transform of the transmitted signal is pairwise constant. In the approach presented below, we will require no such assumption.
With noisy data, we could use estimates of the singular vectorsÊ and set up a least-squares problem based on (21) 
and substituting (24) into (23) (25) where is the vector formed from the diagonal elements of .
Thus, the relative time delays are found by calculating the eigenvalues of using (24) and the diagonal matrix formed from the eigenvector (singular vector) of P ?
with smallest eigenvalue (singular value). Note that and can only be estimated to within an arbitrary complex scale factor. This is no problem for the estimation of the delays, since we simply scale and rotate the eigenvalues of^ so that the one corresponding to the smallest delay is equal to one, and the rest yield positive delay estimates. To make such an association unambiguously, we require that
or in other words that the maximum relative delay is not too large. As explained above, such an assumption is required anyway when a truncated DFT is used. The performance of ESPRIT will improve as is increased 20, 21] , so it is advantageous to choose the largest possible for which (26) is known to be satis ed.
While not a ecting the estimation of the delays, the arbitrary scaling of^ and^ does however imply that we cannot use^ to determineŜ. Given^ = S ? 
After solving for T 0 and using Lemma 1, the solution to (27) can be shown to be equal tô 
Due to the fact that the elements of V( ) are on the unit circle, we have
This fact leads to a considerable simpli cation. Using equation (30) with maximum singular value, and formŜ ES . The steps of the proposed ESPRIT algorithm for estimating and S are summarized in Table 3.1. Once and S are estimated, the spatial signatures can be determined from X using a simple least-squares t. The speci c equation to be solved for A is described below in the context of the maximum likelihood solution.
Maximum Likelihood
Assuming that N is temporally and spatially white Gaussian noise, maximum likelihood (ML) estimates of ; A; and S can be obtained by minimizing the least-squares criterion J ML ( ; S; A) = kX ? SV( )Ak 2 F :
Note that we have modeled A as a deterministic matrix, and so we use the deterministic rather than stochastic ML approach 22]. As the number of rows of X grows (in our application, as N ! 1), we expect that both deterministic and stochastic ML will yield asymptotically equivalent results, as in 23]. The ML criterion of (32) is separable in either S or A, but not both simultaneously. If we set @J ML =@s(! k ) = 0, we getŝ
and the concentrated criterion 
A direct minimization of either (37) or (38) is impractical due to the large number of unknowns in S or ?. Instead, consider the iterative solutions presented below.
IQML and MODE
The re-parameterization of (38) Here, the complication of course is that, not only must the estimate of b be re ned, but also that of ? (or, equivalently, ) . In the approach presented below, we use IQML or MODE to update b, and then return to (31) to update S directly. 
As explained above, this step also yields a closed-form solution. 7. If desired, steps 2-7 can be repeated by settingb 0 =b andŜ 0 =Ŝ. Table 3 .3 more than 1-2 times.
The MODE algorithm has recently been shown 24] to enjoy certain advantages over IQML for the DOA estimation problem, in terms of both its estimation accuracy and numerical properties.
The implementation of MODE for the problem considered here is essentially identical to that of IQML, except XX in (40) There are two other important di erences in the way that MODE and IQML are typically implemented, but they are of less consequence for the problem studied here. First, an initial value of b can be explicitly found in the standard MODE approach by replacing the term corresponding to C(b; ) in (40) with an identity matrix. However, in our problem, an initial estimate of ? would be required for such a procedure. Second, MODE is known to be an asymptotically statistically e cient DOA estimator with only one iteration, where \asymptotically" means either SNR ! 1 or a large number of columns in X, which in DOA estimation implies N ! 1. However, in the application considered here, N denotes the row dimension of X, and m the column dimension.
Thus, the asymptotic arguments used in 13] only apply here for the case where SNR ! 1 or m ! 1; in other cases, additional iterations of the MODE algorithm may improve performance.
Little gain was observed, however, in the simulations presented in the next section.
Exploiting Signals with Known Frequency Support
The algorithms presented above rely on model tting in the frequency domain. One advantage of this fact is that it is only necessary to implement them with contiguous frequency samples where the signal has signi cant energy. This can be a signi cant computational advantage if the received signal is known to have narrower frequency support than the passband (due, for example, to oversampling). This feature of the algorithms is exploited in the simulation studies described below.
Simulations
In this section we present the results of simulations for the two applications considered herein: resolving overlapping echoes of unknown shape, and blind equalization of a frequency selective fading channel. Of the algorithms presented above, we give results only for ESPRIT and MODE.
The IQML approach yielded slightly inferior performance than MODE for the cases considered, but the di erence was not too great.
Unknown Overlapping Echoes
In this example, three echoes of a short duration pulse were assumed to be received by an eight element half-wavelength-spaced uniform linear array. The real part of the signal pulse is shown in the top plot of Figure 3 . The rst pulse occurred near the middle of a 100 sample window of data, while the other two were delayed 5.9 and 9.8 samples from the rst. Fractional delays were achieved by oversampling the data by a factor of ten, and then decimating to form the received signal. The amplitudes and DOAs of the three pulses were taken to be f1; 0:8; 0:6g and f5 ; ?10 ; ?25 g, respectively. The second plot in Figure 3 shows the noise-free output of the rst antenna element for this scenario. The third plot shows the magnitude of the correlation function between the pulse and the rst antenna output, and clearly indicates that this case requires a high-resolution time delay estimator.
ESPRIT, MODE, and the method of 19] were applied to 500 di erent noisy realizations of the 100-sample data block at various signal to noise ratios (SNRs). The DOAs were not estimated, nor was the structure of the array exploited by any of the algorithms. However, it was assumed that the rather narrow frequency support of the pulse was known, and thus the algorithms were applied to only twenty frequency domain samples from each antenna. Figure 4 shows the algorithms' relative performance, which was calculated by taking the delay estimates of the two delayed pulses and averaging the RMS error for both at each SNR. ESPRIT-BD refers to the method of 19]; the other three ESPRIT plots correspond to the ESPRIT method described above for subarray shifts of = 1; 2; 3. Since 4 max < N=2 for max = 9:8 and N = 100, a shift of = 4 could have been used in this case, but we assume that an upper bound for max is not necessarily known. Using a value of = 3 presupposes that we know max < 16:7. It is interesting to note from Figure 4 that higher values of help dramatically reduce the delay estimation error at low SNRs, but lead to a slightly higher residual at high SNRs, where the error is due solely to truncation e ects. The method of 19] is less sensitive to higher levels of noise than the = 1 implementation of ESPRIT, but does not perform as well as the = 2; 3 cases. Its much greater error at high SNR is due to the implicit assumption that the pulse has a pairwise constant Fourier spectrum, which is not exactly satis ed in this case (although the spectrum is rather smooth in the passband). MODE has the best overall performance of all the algorithms, although the = 1 version of ESPRIT appears to be less sensitive to truncation e ects (visible at very high SNR).
Blind Equalization
A communications scenario was simulated in this example. A QPSK signal with 35% excess bandwidth Nyquist pulse shaping was transmitted over a three ray frequency selective channel. The received signal was sampled three times per symbol by a half-wavelength spaced uniform linear array of varying size. The second and third rays were delayed by 2 and 7 samples (2/3 and 7/3 symbol periods) relative to the rst arrival, respectively. The amplitudes and DOAs of the three rays were f1; 0:8; 0:6g and f5 ; ?10 ; 15 g, respectively, and each ray was assigned a uniformly distributed random phase. Spatially and temporally white Gaussian noise was added to each antenna output so that the SNR relative to the rst arrival was 10dB.
Data spanning 10 symbols (N = 30 samples) were collected from the array, and the ESPRIT and MODE algorithms were used to blindly estimate the transmitted waveform. Since the symbol rate and pulse shaping lter were assumed to be known, most of the signal energy was known to be concentrated in 14 of the 30 DFT frequency bins, and only data from these 14 bins were used to estimate the delays. Of course, the values from all 30 bins had to be used to determine the signal waveform. The squared error of the estimated signal was averaged over 500 trials for each of several array sizes. The resulting RMS error was then converted to an approximate symbol error rate by assuming a Gaussian distribution for the residuals, and using standard error function formulas (e.g., see 25]). Figure 5 shows the results of the simulations for ESPRIT implemented with = 1, and for the rst and second iterations of the MODE algorithm. Further iterations of MODE o ered little additional improvement. Note that both algorithms give very good performance, despite the truncation e ects that result from using such a small value for N.
Conclusions
A novel approach for using an antenna array in blind equalization and resolving overlapping echoes has been presented. The time-shift property of Fourier transforms was used to develop a frequency domain model for the data that is similar to models used in direction of arrival estimation. The model is parameterized in terms of both the signal (in the frequency domain) and the physical channel parameters, including the time delays and spatial signatures of the arrivals. Three di erent methods were derived for estimating the signal and channel parameters, based on the ESPRIT, IQML, and MODE algorithms from DOA estimation. ESPRIT provides closed-form estimates that can be used to initialize the IQML or MODE iterations. There are four primary advantages of the techniques developed in this paper over competing approaches. These advantages are as follows:
(1) they estimate physical channel parameters that may be useful for locating or identifying the signal source, or for pre-equalization of the downlink channel; (2) they estimate both the channel parameters and the transmitted signal directly, without a two-step procedure; (3) they are able to more accurately model channels whose impulse responses have inter-sample components; (4) they are able to exploit information about the frequency support of the transmitted signal to reduce the required computational load. 
