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Abstract
This paper presents, by example, an index theory appropriate to algebras without trace. Whilst we
work exclusively with the Cuntz algebras the exposition is designed to indicate how to develop a general
theory. Our main result is an index theorem (formulated in terms of spectral flow) using a twisted
cyclic cocycle where the twisting comes from the modular automorphism group for the canonical gauge
action on the Cuntz algebra. We introduce a modified K1-group of the Cuntz algebra so as to pair
with this twisted cocycle. As a corollary we obtain a noncommutative geometry interpretation for
Araki’s notion of relative entropy in this example. We also note the connection of this example to the
theory of noncommutative manifolds.
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1. Introduction
In this paper we initiate an extension of index theory to algebras without trace. We take the Cuntz
algebras On [Cu] as basic examples. In the absence of a non-trivial trace on the Cuntz algebras, our
approach is to use a KMS state, [BR2], to define an index pairing using spectral flow. The state we
use is the unique KMS state for the canonical T1 gauge action on On. As On is a graph algebra, we
can import many of the techniques of [PR] where the semifinite version of the local index formula was
used to calculate spectral flow invariants of a class of Cuntz-Krieger algebras. The Cuntz algebras give
us an excellent testing ground for the ideas required to deal with index theory in a type III setting.
1
2The approach is motivated by [CPRS2] where a semifinite local index formula in noncommutative
geometry is proved. This semifinite theory is reviewed in Section 2 together with notation for the
Cuntz algebras. In [PR] the semifinite theory was applied to certain graph C∗-algebras. The new
idea explained there was the construction of a Kasparov A,F -module for the graph algebra A of a
locally finite graph with no sources where F = AT
1
is the fixed point algebra for the natural T1 gauge
action. This construction applies to the Cuntz algebra because it is a graph algebra of this type. A
K-theoretic refinement for the index theorem in [PR] was developed in [CPR] where the odd Kasparov
module of [PR] is ‘doubled up’ on a half infinite cylinder to an even Kasparov M(F,A), F -module,
where M(F,A) is the mapping cone algebra for the inclusion of the fixed point algebra. Our idea is
to modify this tracial case so as to extend, as far as is possible, these results to the Cuntz algebra.
We easily observe that there is a Kasparov module for the Cuntz algebra and hence that we have
a K0(F )-valued pairing with M(F,A). However, in the absence of a trace we need a new idea.
The primary result of this paper introduces a modified spectral triple (referred to as a
‘modular spectral triple’) with which we can compute an index pairing. Our method, of
employing a KMS functional instead of a trace, leads to various subtleties. Restricting the KMS state
to the fixed point algebra F gives a trace on F , and so a homomorphism on K0(F ). However, when
we pass to the Morita equivalent algebra of compact endomorphisms on our Kasparov module, we
find that the functional we are forced to employ on this new algebra does not respect all Murray-von
Neumann equivalences. It is this fact that leads to the consideration of finer invariants than those
obtained from ordinary K-theory in the KMS or ‘twisted setting’.
We show that modular spectral triples lead to ‘twisted residue cocycles’ using a variation
on the semifinite residue cocycle of [CPRS2]. It is well known that such twisted cocycles cannot
pair with ordinary K1, rather we introduce, in Section 4, a substitute which we term ‘modular K1’. It
is a semigroup and, as is explained in our main theorem (Theorem 5.5), there is a general spectral flow
formula which defines the pairing of modularK1 with our ‘twisted residue cocycle’. There is an analogy
with the local index formula of noncommutative geometry in the L1,∞-summable case, however, there
are important differences: the usual residue cocycle is replaced by a twisted residue cocycle and the
Dixmier trace arising in the standard situation is replaced by a KMS-Dixmier functional. The common
ground with [CPRS2] stems from the use of the general spectral flow formula of [CP2] to derive the
twisted residue cocycle and this has the corollary that we have a homotopy invariant.
For the Cuntz algebras the main result is Theorem 5.6 and its Corollary where we compute, for
particular modular unitaries in matrix algebras over the Cuntz algebras, the precise numerical values
arising from the general formalism. We use [CPR] to see that these numerical values provide strong
evidence that the mapping cone KK-theory of Section 2 is playing a (yet to be fully understood) role.
In the final Section we note that there is a physical interpretation of the spectral flow invariant we
are calculating in terms of Araki’s notion of relative entropy of two KMS states. We also show that
our modular spectral triples for the Cuntz algebras satisfy twisted versions of Connes’ axioms for
noncommutative manifolds.
We plan to return to this matter and to the appropriate cohomological setting for our index theorem
elsewhere. Already, in work in progress [CRT], we have uncovered further examples which indicate
there is a complex and interesting theory to be understood.
The organisation is summarised in the Contents list. Section 2 is review material which places this
article in context. The Cuntz algebra example begins on Section 3 and the main new material is in
Sections 4 and 5.
Acknowledgements We would like to thank Ian Putnam, Nigel Higson, Ryszard Nest, Sergey
Neshveyev and Kester Tong for advice and comments. The first named author was supported by
3the Australian Research Council, the Clay Mathematics Institute, and the Erwin Schrodinger Insti-
tute (where some of this paper was written). The second named author acknowledges the support of
NSERC (Canada) while the third named author thanks Statens Naturvidenskabelige Forskningsr˚ad,
Denmark. All authors are grateful for the support of the Banff International Research Station where
some of this research was undertaken.
2. Some background
2.1. Semifinite noncommutative geometry. We begin with some semifinite versions of standard
definitions and results following [CPRS2]. Let φ be a fixed faithful, normal, semifinite trace on a
von Neumann algebra N . Let KN be the φ-compact operators in N (that is the norm closed ideal
generated by the projections E ∈ N with φ(E) <∞).
Definition 2.1. A semifinite spectral triple (A,H,D) is given by a Hilbert space H, a ∗-algebra
A ⊂ N where N is a semifinite von Neumann algebra acting on H, and a densely defined unbounded
self-adjoint operator D affiliated to N such that [D, a] is densely defined and extends to a bounded
operator in N for all a ∈ A and (λ−D)−1 ∈ KN for all λ 6∈ R. The triple is said to be even if there
is Γ ∈ N such that Γ∗ = Γ, Γ2 = 1, aΓ = Γa for all a ∈ A and DΓ + ΓD = 0. Otherwise it is odd.
Note that if T ∈ N and [D, T ] is bounded, then [D, T ] ∈ N .
We recall from [FK] that if S ∈ N , the t-th generalized singular value of S for each real t > 0 is
given by
µt(S) = inf{||SE|| : E is a projection in N with φ(1 − E) ≤ t}.
The ideal L1(N , φ) consists of those operators T ∈ N such that ‖ T ‖1:= φ(|T |) < ∞ where |T | =√
T ∗T . In the Type I setting this is the usual trace class ideal. We will denote the norm on L1(N , φ)
by ‖ · ‖1. An alternative definition in terms of singular values is that T ∈ L1(N , φ) if ‖T‖1 :=∫∞
0 µt(T )dt <∞. When N 6= B(H), L1(N , φ) need not be complete in this norm but it is complete in
the norm ||.||1 + ||.||∞. (where ||.||∞ is the uniform norm). We use the notation
L(1,∞)(N , φ) =
{
T ∈ N : ‖T‖
L(1,∞)
:= sup
t>0
1
log(1 + t)
∫ t
0
µs(T )ds <∞
}
.
The reader should note that L(1,∞)(N , φ) is often taken to mean an ideal in the algebra N˜ of φ-
measurable operators affiliated to N . Our notation is however consistent with that of [C] in the
special case N = B(H). With this convention the ideal of φ-compact operators, K(N ), consists of
those T ∈ N (as opposed to N˜ ) such that µ∞(T ) := limt→∞ µt(T ) = 0.
Definition 2.2. A semifinite spectral triple (A,H,D) relative to (N , φ) with A unital is (1,∞)-
summable if (D − λ)−1 ∈ L(1,∞)(N , φ) for all λ ∈ C \R.
It follows that if (A,H,D) is (1,∞)-summable then it is n-summable (with respect to the trace φ) for
all n > 1. We next need to briefly discuss Dixmier traces. For more information on semifinite Dixmier
traces, see [CPS2]. For T ∈ L(1,∞)(N , φ), T ≥ 0, the function
FT : t→ 1
log(1 + t)
∫ t
0
µs(T )ds
is bounded. There are certain ω ∈ L∞(R+∗ )∗, [CPS2, C], which define (Dixmier) traces on L(1,∞)(N , φ)
by setting
φω(T ) = ω(FT ), T ≥ 0
4and extending to all of L(1,∞)(N , φ) by linearity. For each such ω we write φω for the associated
Dixmier trace. Each Dixmier trace φω vanishes on the ideal of trace class operators. Whenever the
function FT has a limit at infinity, all Dixmier traces return that limit as their value. This leads to
the notion of a measurable operator [C, LSS], that is, one on which all Dixmier traces take the same
value.
We now introduce (a special case of) the analytic spectral flow formula of [CP1, CP2]. This formula
starts with a semifinite spectral triple (A,H,D) and computes the φ spectral flow from D to uDu∗,
where u ∈ A is unitary with [D, u] bounded, in the case where (A,H,D) is n-summable for n > 1
(Theorem 9.3 of [CP2]):
(1) sfφ(D, uDu∗) = 1
Cn/2
∫ 1
0
φ(u[D, u∗](1 + (D + tu[D, u∗])2)−n/2)dt,
with Cn/2 =
∫∞
−∞(1+x
2)−n/2dx. This real number sfφ(D, uDu∗) is a pairing of the K-homology class
[D] of A with the K1(A) class [u] [CPRS2]. There is a geometric way to view this formula. It is shown
in [CP2] that the functional X 7→ φ(X(1 + (D+ Y )2)−n/2) determines an exact one-form for X in the
tangent space, Nsa, of an affine space D +Nsa modelled on Nsa. Thus (1) represents the integral of
this one-form along the path {Dt = (1 − t)D + tuDu∗} provided one appreciates that D˙t = u[D, u∗]
is a tangent vector to this path. In [CPRS2], the local index formula in noncommutative geometry of
[CM] was extended to semifinite spectral triples. In the simplest terms, the local index formula is a
pairing of a finitely summable spectral triple (A,H,D) with the K-theory of the C∗-algebra A. Our
approach in this paper is inspired by the following theorem (see also [CPRS2, CM, H]).
Theorem 2.3 ([CPS2]). Let (A,H,D) be an odd (1,∞)-summable semifinite spectral triple, relative
to (N , φ). Then for u ∈ A unitary the pairing of [u] ∈ K1(A) with (A,H,D) is given by
〈[u], (A,H,D)〉 = sfφ(D, uDu∗) = lim
s→0+
s φ(u[D, u∗](1 +D2)−1/2−s).
In particular, the limit on the right exists.
2.2. The Cuntz algebras and the canonical Kasparov module. For n ≥ 2, the Cuntz algebra
[Cu] on n generators, On, is the (universal) C
∗-algebra generated by n isometries Si, i = 1, ..., n,
subject only to the relation
∑n
i=1 SiS
∗
i = 1. The projections SiS
∗
i will be denoted by Pi and more
generally we will write Pµ = SµS
∗
µ. For µ ∈ {1, 2, ..., n}k = nk we write Sµ = Sµ1Sµ2 · · ·Sµk and
S∗µ = S
∗
µk
S∗µk−1 · · ·S∗µ1 . Using the fact that S∗i Sj = δij , one can show that every word in the Si, S∗j
can be written in the form SµS
∗
ν , where µ ∈ nk and ν ∈ nl are multi-indices. We will write |µ| = k
and |ν| = l for the length of such multi-indices. As the family of monomials {SµS∗ν} is closed under
multiplication and involution, we have
(2) On = span{SµS∗ν : µ ∈ nk, ν ∈ nm, k,m ≥ 0}.
If z ∈ T1, then the family {zSj} is another Cuntz-Krieger family which generates On, and the universal
property of On gives a homomorphism σz : On → On such that σz(Se) = zSe. The homomorphism σz
is an inverse for σz, so σz ∈ AutOn, and a routine argument shows that σ is a strongly continuous
action of T1 on On. It is called the gauge action. Averaging over σ with respect to normalised Haar
measure gives a positive, faithful expectation Φ of On onto the fixed-point algebra F := O
σ
n:
Φ(a) :=
1
2π
∫
T1
σz(a) dθ for a ∈ On, z = eiθ.
To simplify notation, we let A = On be the Cuntz algebra and F = A
σ, the fixed point algebra for
the T1 gauge action. The algebras Ac, Fc are defined as the finite linear span of the generators. Right
5multiplication makes A into a right F -module, and similarly Ac is a right module over Fc. We define
an F -valued inner product (·|·)R on both these modules by (a|b)R := Φ(a∗b).
Definition 2.4. Let X be the right F C∗-module obtained by completing A (or Ac) in the norm
‖x‖2X := ‖(x|x)R‖F = ‖Φ(x∗x)‖F .
The algebra A acting by left multiplication onX provides a representation of A as adjointable operators
on X. Let Xc be the copy of Ac ⊂ X. The T1 action on Xc is unitary and extends to X, [PR]. For
all k ∈ Z, the projection onto the k-th spectral subspace of the T1 action is the operator Φk on X:
Φk(x) =
1
2π
∫
T1
z−kσz(x)dθ, z = e
iθ, x ∈ X.
Observe that Φ0 restricts to Φ on A and on generators of On we have
(3) Φk(SαS
∗
β) =
{
SαS
∗
β |α| − |β| = k
0 |α| − |β| 6= k .
We quote the following result from [PR].
Lemma 2.5. The operators Φk are adjointable endomorphisms of the F -module X such that Φ
∗
k =
Φk = Φ
2
k and ΦkΦl = δk,lΦk. If K ⊂ Z then the sum
∑
k∈K Φk converges strictly to a projection in the
endomorphism algebra. The sum
∑
k∈ZΦk converges to the identity operator on X. For all x ∈ X,
the sum x =
∑
k∈ZΦkx =
∑
k∈Z xk converges in X.
The unbounded operator of the next proposition is of course the generator of the T1 action on X. We
refer to Lance’s book, [L, Chapters 9,10], for information on unbounded operators on C∗-modules.
Proposition 2.6. [PR] Let X be the right C∗-F -module of Definition 2.4. Define D : XD ⊂ X to be
the linear space
XD = {x =
∑
k∈Z
xk ∈ X : ‖
∑
k∈Z
k2(xk|xk)R‖ <∞}.
For x ∈ XD define D(x) =
∑
k∈Z kxk. Then D : XD → X is a is self-adjoint, regular operator on X.
Remark. On generators in On (regarded as elements of Xc ⊂ X) we have D(SαS∗β) = (|α|−|β|)SαS∗β.
We will need the following technical result from [PR] later:
Lemma 2.7. For all a ∈ A and k ∈ Z, aΦk ∈ End0F (X), the compact F linear endomorphisms of the
right F module X. If a ∈ Ac then aΦk is finite rank.
Introduce the rank one operator ΘRx,y by Θ
R
x,yz = x(y|z)R. Then by [PR, Lemma 4.7], for k ≥ 0,
Φk =
∑
|µ|=kΘ
R
Sµ,Sµ
where for the Cuntz algebras the sum is finite. For the negative subspaces the
formula in [PR] gives, in the Cuntz algebras Φ−k =
1
nk
∑
|µ|=kΘ
R
S∗µ,S
∗
µ
.
Theorem 2.8. [PR] Let X be the right F module of Definition 2.4. Let V = D(1 + D2)−1/2. Then
(X,V ) is an odd Kasparov module for A-F and so defines an element of KK1(A,F ).
Given the hypotheses of the Theorem, we may write D as D =∑k∈Z kΦk.
Remarks. The constructions in [PR] imply immediately that we obtain a class in KK1(On, F ).
Theorem 2.8 is part of an index theorem proved in [PR]. The pairing of (X,V ) with unitaries u in
K1(A) gives a K0(F ) valued index, and writing P = X[0,∞)(D), it is given by
(4) 〈[u], [(X,V )]〉 = [ker(PuP )]− [coker(PuP )]
6where the square brackets denote the K0 class of the relevant kernel projections. However, the main
result of [PR] (which fails for the Cuntz algebras) requires a faithful semifinite gauge invariant lower
semi-continuous trace φ on A.
2.3. The mapping cone algebra and APS boundary conditions. In [CPR] we refined [PR] by
showing that K0(F )-valued indices could also be obtained from an even index pairing in KK-theory
using APS boundary conditions, similar to [APS3]. We briefly review this result, as it provides an
interpretation of the modular index pairings in Section 5. We use the notation Mk(B) to denote the
algebra of k × k matrices over an algebra B. If F ⊂ A is a sub-C∗-algebra of the C∗-algebra A, then
the mapping cone algebra for the inclusion is
M(F,A) = {f : R+ = [0,∞)→ A : f is continuous and vanishes at infinity, f(0) ∈ F}.
When F is an ideal in A it is known that K0(M(F,A)) ∼= K0(A/F ), [Pu]. In general, K0(M(F,A)) is
the set of homotopy classes of partial isometries v ∈Mk(A) with range and source projections vv∗, v∗v
in Mk(F ), with operation the direct sum and inverse −[v] = [v∗]. All this is proved in [Pu].
Following [CPR] we now explain our noncommutative analogue of the Atiyah-Patodi-Singer index
theorem [APS1]. Note that when we are working with matrix algebras over A or M(F,A) we inflate
D to D ⊗ Ik and so on.
Definition 2.9. Let (X,D) be an unbounded Kasparov module and form the algebraic tensor product
of L2(R+) and X. We complete the linear span of the elementary tensors in the algebraic tensor
product (these are functions from R+ to X) in the norm arising from the inner product
〈ξ, η〉 :=
∫ ∞
0
(ξ(t)|η(t))Xdt
and write the completion as L2(R+) ⊗ X and denote this space by E . An extended L2-function
f : R+ → X is a function of the form f = g + x0 such that g is in L2(R+)⊗X and x0 is a constant
function with D(x0) = 0, that is x0 ∈ ker(D) = Φ0(X). We denote the space of extended L2-functions
by Eˆ and define the F -valued inner product on Eˆ by 〈g + x|h+ y〉Eˆ := 〈g|h〉E + 〈x|y〉X .
Now, certain Kasparov A,F -modules extend to Kasparov M(F,A), F -modules:
Proposition 2.10 ([CPR]). Let (X,D) be an ungraded unbounded Kasparov module for C∗-algebras
A,F with F ⊂ A a subalgebra such that AF = A. Suppose that D also commutes with the left action
of F ⊂ A, and that D has discrete spectrum. Then the pair
(Xˆ, Dˆ) =
(( E
Eˆ
)
,
(
0 −∂t +D
∂t +D 0
))
with APS boundary conditions is a graded unbounded Kasparov module for the mapping cone algebra
M(F,A).
By APS boundary conditions we mean let P = XR+(D) and take the domain of Dˆ to initially be
domDˆ = {ξ ∈ span of elementary tensors in Xˆ : Pξ1(0) = 0, (1− P )ξ2(0) = 0, Dˆξ ∈ Xˆ}.
In [CPR] we show that APS boundary conditions make sense for the self adjoint closure of Dˆ and
no technical obstructions exist to working with this closure on its natural domain. Strictly speaking
we should also mention that the unbounded Kasparov module is defined for a certain smooth algebra
A ⊂ A, and we will suppose that this is the case, and that F ⊂ A. To explain the appearance in the
second component of Xˆ of the right F , C∗-module Eˆ , we have to recall that the different treatment of
ker(D) (which has the restriction of the inner product on X) is to account for ‘extended L2 solutions’
corresponding to the zero eigenvalue of D, just as in [APS1, pp 58-60].
7If v is a partial isometry in Mk(A)∼ (the minimal unitization) setting
ev(t) =
(
1− vv∗1+t2 −iv t1+t2
iv∗ t1+t2
v∗v
1+t2
)
,
defines ev as a projection in Mk(F,A) (the k × k matrices over the mapping cone). When v is a
unitary, denoted u say, then u is trivially a partial isometry with range and source in (the unitization
of) Mk(F ), so we obtain a class in K0(M(F,A)) which we denote by [eu] −
[(
1 0
0 0
)]
. In the
statement of the next result (which is a special case of the main theorem of [CPR]) we suppress the
subscript k.
Proposition 2.11 ([CPR]). Let (X,D) be an ungraded unbounded Kasparov module for (pre-)C∗-
algebras A, F with F ⊂ A a subalgebra such that AF = F . Suppose that D also commutes with
the left action of F ⊂ A, and that D has discrete spectrum. Let (Xˆ, Dˆ) be the unbounded Kasparov
M(F,A), F module of Proposition 2.10. Then for any unitary u ∈ A such that u∗[D, u] is bounded
and commutes with D we have the following equality of index pairings with values in K0(F ):
〈[u∗], [(X,D)]〉 := Index(Pu∗P ) = 〈[eu]−
[(
1 0
0 0
)]
, [(Xˆ, Dˆ)]〉 ∈ K0(F ).
Moreover, if v ∈ A is a partial isometry, with vv∗, v∗v ∈ F and v∗[D, v] bounded and commuting with
D we have
〈[ev ]−
[(
1 0
0 0
)]
, [(Xˆ, Dˆ)]〉 = −Index(PvP : v∗vP (X)→ vv∗P (X)) ∈ K0(F )
= Index(Pv∗P : vv∗P (X)→ v∗vP (X)) ∈ K0(F ).(5)
We remark that the hypothesis that D and v∗[D, v] commute can be considerably relaxed (with
considerable effort). We will see later how this theorem assists us when A¯ = On and On is equipped
with its natural KMS state. Before turning to this we compute K0(M(F,A)) for the examples we have
in mind. Let A = On and let A be any dense smooth subalgebra such that the fixed point algebra for
the modular automorphism, F , is contained in A. Using K1(A) = K1(F ) = 0, the six term sequence
in K-theory becomes
0→ K0(M(F,A))→ K0(F )→ K0(A)→ K1(M(F,A))→ 0.
Now K0(F ) = Z[1/n] while K0(A) = Zn−1, [Dav]. A careful analysis of the map K0(F ) → K0(A)
shows that it is induced by inclusion, [CPR]. Since K0(A) = {0, Id, 2Id, ..., (n − 2)Id} for the Cuntz
algebra, this map is onto. Hence K1(M(F,A)) = 0 and K0(M(F,A)) = (n− 1)Z[1/n].
3. The modular spectral triple of the Cuntz algebras
The Cuntz algebras do not possess a faithful gauge invariant trace. There is however a unique state
which is KMS for the gauge action, namely ψ := τ ◦Φ : On → C, where Φ : On → F is the expectation
and τ : F → C the unique faithful normalised trace. As the Cuntz algebras satisfy the hypotheses of
[PR] (they are graph algebras of a locally finite graph with no sources), the generator of the gauge
action D acting on the right C∗-F -moduleX gives us a Kasparov module (X,D). As with tracial graph
algebras, we take this class as our starting point. However we immediately encounter a difficulty that
there are no unitaries to pair with, since K1(On) = 0. Nevertheless, there are many partial isometries
with range and source in the fixed point algebra (On is generated by such elements), so the APS
pairing of the previous section is available. We would like to compute a numerical pairing using a
spectral triple and we use the Kasparov module for this purpose.
8Let H = L2(On) be the GNS Hilbert space given by the faithful state ψ = τ ◦ Φ. That is, the inner
product on On is defined by 〈a, b〉 = ψ(a∗b) = (τ ◦Φ)(a∗b). Then D extends to a self-adjoint unbounded
operator on H, [PR], and we denote this closure by D from now on. The representation π of On on H
by left multiplication is bounded and nondegenerate, and the dense subalgebra span{π(SµS∗ν)} is in
the smooth domain of the derivation δ = ad(|D|). We denote the left action of an element a ∈ On by
π(a) so that π(a)b = ab for all b ∈ On. This distinction between elements of On as vectors in L2(On)
and operators on L2(On) is sometimes crucial. Thus we see that the central algebraic structures of
the gauge spectral triple on a tracial graph algebra are mirrored in this construction.
What differs from the tracial situation is the analytic information. We begin by obtaining some
information about the trace on F , the corresponding state on On and the associated modular theory.
Lemma 3.1. The trace τ : F → C satisfies τ(SµS∗ν) = δµ,ν 1n|µ| .
Proof. First of all, we must have |µ| = |ν| in order that SµS∗ν ∈ F , and then
τ(SµS
∗
ν) = τ(SµS
∗
µSµS
∗
ν) = τ(SµS
∗
νSνS
∗
ν)
= τ(SµS
∗
νSµS
∗
µ) = τ(SνS
∗
νSµS
∗
ν)
= δµ,ντ(SµS
∗
µ) = δµ,ντ(SνS
∗
ν).
Thus whenever |µ| = |ν| we have τ(SµS∗µ) = τ(SνS∗ν). Since there are exactly nk distinct Sµ all with
orthogonal ranges so that
∑
|µ|=k SµS
∗
µ = 1, the result follows. 
Let S first denote the operator a 7→ a∗ defined on Onc as a subspace of L2(On). The conjugate-linear
adjoint of S exists, is denoted F and will be explicitly calculated on the subspace Onc in the next
lemma. It satisfies
F(SµS∗ν) = n(|µ|−|ν|)SνS∗µ.
In particular, F is densely defined so that S is closable. So we use the same symbol S to denote the
closure and also F will denote the closure of F restricted to Onc. Then S has a polar decomposition
as
S = J∆1/2 = ∆−1/2J, F = J∆−1/2 = ∆1/2J, where ∆ = FS,
where J is an antilinear map, J2 = 1. The Tomita-Takesaki modular theory, [KR], shows that
∆−itπ(On)
′′∆it = π(On)
′′, Jπ(On)
′′J∗ = (π(On)
′′)′,
where π(On)
′′ is the weak closure of the left action of On on L2(On). However, all of these operators
can be explicitly calculated on the subspace Onc which is in fact a Tomita algebra.
Lemma 3.2. The algebra Onc = span{SµS∗ν} with the inner product, 〈a|b〉 = ψ(a∗b) = τ ◦ Φ(a∗b)
arising from the state ψ = τ ◦ Φ is a Tomita algebra (except for the trivial difference that our inner
product is linear in the second coordinate).
Proof. Since the inner product on Onc comes from the GNS construction given by the faithful state
ψ = τ ◦Φ the left action of Onc on itself is involutive, faithful (and hence isometric), and nondegenerate.
This takes care of Takesaki’s Axioms (I), (II), (III) for a Tomita algebra [Ta]. Next, as mentioned
above, the operator S on Onc is just the mapping on On, a 7→ S(a) = a∗, which, on generators, is
S(SµS∗ν) = SνS∗µ. We define the conjugate linear map F on generators (and extend by linearity) via:
F(SµS∗ν) = n(|µ|−|ν|)SνS∗µ.
To see that F is the adjoint of S it suffices to check the defining equation: 〈S(a)|b〉 = 〈F(b)|a〉 on
generators a = SαS
∗
β and b = SµS
∗
ν . Then,
〈S(a)|b〉 = τ ◦Φ(SαS∗βSµS∗ν) while 〈F(b)|a〉 = τ ◦Φ(SµS∗νSαS∗β)n(|µ|−|ν|).
9Now, if |µ|+ |α| − |ν| − |β| 6= 0 then both terms are 0 hence equal. While if |µ|+ |α| − |ν| − |β| = 0,
then
〈S(a)|b〉 = τ(SαS∗βSµS∗ν) while 〈F(b)|a〉 = τ(SµS∗νSαS∗β)n(|µ|−|ν|).
In the second case where |β| − |µ| = |α| − |ν|, we assume that |β| − |µ| = |α| − |ν| ≥ 0 as the case ≤ 0
is very similar.
Now, SαS
∗
βSµS
∗
ν = 0 unless β = µλ, whence SαS
∗
βSµS
∗
ν = SαS
∗
λS
∗
ν and |λ| = |β| − |µ|. Then since
SαS
∗
λS
∗
ν 6= 0 we must have α = νλ, and hence we have
SαS
∗
βSµS
∗
ν = SαS
∗
α where β = µλ and α = νλ and |λ| = |β| − |µ|.
Similary, SµS
∗
νSαS
∗
β = 0 unless SµS
∗
νSαS
∗
β = SβS
∗
β where α = νγ, β = µγ and |γ| = |α| − |ν|. We
note that since |λ| = |β| − |µ| = |α| − |ν| = |γ|, we have that the two expressions SαS∗βSµS∗ν and
SµS
∗
νSαS
∗
β are both nonzero at the same time with the same condition: β = µλ and α = νλ. Finally,
τ(SαS
∗
βSµS
∗
ν) = τ(SαS
∗
α) = n
−|α| while
τ(SµS
∗
νSαS
∗
β)n
(|µ|−|ν|) = τ(SβS
∗
β)n
(|µ|−|ν|) = n−|β|n(|µ|−|ν|) = · · · = n−|α|.
Thus, F is the adjoint of S and so both are closable. This takes care of Takesaki’s Axiom (IX).
We immediately deduce that ∆(SµS
∗
ν) = FS(SµS∗ν) = n(|ν|−|µ|)SµS∗ν so that
∆1/2(SµS
∗
ν) = n
(1/2)(|ν|−|µ|)SµS
∗
ν
and J(SµS
∗
ν) = n
(1/2)(|µ|−|ν|)SνS
∗
µ so that S = J∆1/2, F = ∆1/2J, as required. Moreover, for all z ∈ C
we have:
∆z(SµS
∗
ν) = n
z(|ν|−|µ|)SµS
∗
ν
where for w ∈ C we take nw := ewlog(n). We remark that each SµS∗ν is an eigenvector of ∆ for the
nonzero eigenvalue n(|ν|−|µ|), and so each eigenvalue has infinite multiplicity.
We quickly review Takesaki’s remaining axioms for a Tomita algebra. First, there is the un-numbered
axiom that each ∆z : Onc → Onc is an algebra homomorphism. Clearly, each ∆z is a linear isomor-
phism, and it suffices to check multiplicativity on the generators. This is a calculation based on the
following fact: (SµS
∗
ν)(SαS
∗
β) = 0 unless either |ν| ≥ |α| and ν = αλ where (SµS∗ν)(SαS∗β) = SµS∗βλ
or |ν| ≤ |α| and α = νγ where (SµS∗ν)(SαS∗β) = SµγS∗β. We remind the reader that this axiom says
that as operators on On:
π(∆z(a)) = ∆zπ(a)∆−z in particular, π(∆it(a)) = ∆itπ(a)∆−it.
Axiom (IV): S(∆z(a)) = ∆−z(S(a)) for all a ∈ Onc and all z ∈ C. This is a straightforward calculation.
Axiom (V): 〈∆z(a)|b〉 = 〈a|∆z(b)〉 for all a, b ∈ Onc, and z ∈ C. Another easy calculation.
Axiom (VI): 〈∆(S(a))|S(b)〉 = 〈b|a〉 for all a, b ∈ Onc. This is equivalent to 〈F(a)|S(b)〉 = 〈b|a〉.
Axiom (VII): The function z 7→ 〈a|∆z(b)〉 is analytic onC for each a, b ∈ Onc. Again an easy calculation
since our inner products are linear in the second variable. Finally we have:
Axiom (VIII): For each t ∈ R the subspace (1+∆t)(Onc) is dense in Onc. In fact, each generator SµS∗ν
is an eigenvector of (1+∆t) with positive eigenvalue: 1+nt(|ν|−|µ|), and hence (1+∆t)(Onc) = Onc. 
Lemma 3.3. The group of modular automorphisms of the von Neumann algebra O′′n generated by the
left action of On on L2(On) (which is the same as the von Neumann algebra generated by the left
action of Onc on L2(Onc) = L2(On)) is given on the generators by
(6) σt(π(SµS
∗
ν)) := ∆
itπ(SµS
∗
ν)∆
−it = π(∆it(SµS
∗
ν)) = n
it(|ν|−|µ|)π(SµS
∗
ν).
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Proof. This is a straightforward calculation obtained by evaluating these operators on a generator
SαS
∗
β and using the un-numbered Axiom that ∆
it is an algebra homomorphism on Onc. 
Remarks. A special case of the KMS condition on the modular automorphism group of the state ψ,
[Ta], (for t = i) is the following: ψ(xy) = ψ(σi(y)x) for x, y ∈ π(On). The proof is elementary:
τ ◦ Φ(xy) = 〈x∗|y〉 = 〈S(x)|y〉 = 〈F(y)|x〉 = τ ◦ Φ(SF(y)x) = τ ◦ Φ(∆−1(y)x) = τ ◦ Φ(σ(y)x).
From now on we refer to this as the KMS condition for the state ψ.
Corollary 3.4. With On acting on H := L2(On) we let D be the generator of the natural unitary
implementation of the gauge action of T1 on On. Then we have
∆ = n−D or eitD = ∆−it/logn.
To continue, we recall the underlying right C∗-F -module, X, which is the completion of On for the
norm ‖x‖2X = ‖Φ(x∗x)‖F .
Lemma 3.5. Any F -linear endomorphism T of the module X which preserves the copy of On inside
X, extends uniquely to a bounded operator on the Hilbert space H = L2(On).
Proof. For any x ∈ X we have, by [L, Proposition 1.2], (Tx|Tx)R ≤ ‖T‖2End(x|x)R in F+. Letting
‖T‖∞ denote the operator norm on H we estimate using x ∈ On :
‖T‖2∞ = sup
‖x‖H≤1
〈Tx|Tx〉H = sup
‖x‖H≤1
τ((Tx|Tx)R) ≤ sup
‖x‖H≤1
‖T‖2Endτ((x|x)R) = ‖T‖2End.

In particular, the finite rank endomorphisms of the pre-C∗ module Onc (acting on the left) satisfy this
condition, and we denote the algebra of all these endomorphisms by End00F (Onc).
Proposition 3.6. Let N be the von Neumann algebra N = (End00F (Onc))′′, where we take the commu-
tant inside B(H). Then N is semifinite, and there exists a faithful, semifinite, normal trace τ˜ : N → C
such that for all rank one endomorphisms ΘRx,y of Onc,
τ˜ (ΘRx,y) = (τ ◦ Φ)(y∗x), x, y ∈ Onc.
In addition, D is affiliated to N and On, acting on the left on X, is a subalgebra of N .
Proof. We define τ˜ as a supremum of an increasing sequence of vector states, as in [PR], which ensures
that τ˜ is normal. First for |µ| 6= 0 we define for T ∈ N
ωµ(T ) := 〈Sµ, TSµ〉+ 1
n|µ|
〈S∗µ, TS∗µ〉.
Together with ω1(T ) := 〈1, T1〉, this gives a collection of positive vector states on N . We define
τ˜(T ) = ω1(T ) + lim
Lր
∑
µ∈L
ωµ(T ),
where L ranges over the finite subsets of the finite path space E∗ of the graph underlying On. With
this definition, the proof in [PR, Lemma 5.11] can be applied almost verbatim to this case. The only
real change in the proof occurs on page 121 of [PR]: the line before the phrase “the last inequality
following” should be replaced by:
= ‖T‖
∑
s(µ)=v,|µ|=k
τ(pr(µ)) = ‖T‖nkτ(pv) <∞.
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Rather than repeat the proof here, we simply observe for the reader’s benefit that to check the trace
property (on endomorphisms) only requires that τ is a trace on F , not all of On. Here is the formal
calculation for rank one operators:
τ˜(ΘRw,zΘ
R
x,y) = τ˜(Θ
R
w(z|x),y) = τ ◦Φ(y∗w(z|x)) = τ((y|w(z|x)))
= τ((y|w)(z|x)) = τ((z|x)(y|w))
= τ˜(ΘRx(y|w),z) = τ˜(Θ
R
x,yΘ
R
w,z).
Next we must show that D is affiliated to N . However, we have already noted that the spectral
projections of D are finite sums of rank one endomorphisms of Xc, in the paragraph immediately
preceding Theorem 2.8. This proves the claim. That Ac embeds in N follows from Lemma 2.7 and
the fact that the Φk sum to the identity. Since A is the unique C
∗-completion of Ac we see that π
embeds A in N . 
Unfortunately, in contrast to the situation in [PR], this trace is not what we need for defining summa-
bility. This can be seen from the following calculations. For k ≥ 0
τ˜(Φk) = τ˜(
∑
|ρ|=k
ΘRSρ,Sρ) = τ(
∑
|ρ|=k
(Sρ|Sρ)) = τ(
∑
|ρ|=k
S∗ρSρ) =
∑
|ρ|=k
1 = nk.
Similarly, for k < 0 we have τ˜(Φk) = n
k. Hence with respect to this trace we cannot expect D to
satisfy any summability criterion.
Definition 3.7. We define a new weight on N+: let T ∈ N+ then τ∆(T ) := supN τ˜(∆NT ) where
∆N = ∆(
∑
|k|≤N Φk).
Remarks. Since ∆N is τ˜ -trace-class, we see that T 7→ τ˜(∆NT ) is a normal positive linear functional
on N and hence τ∆ is a normal weight on N+ which is easily seen to be faithful and semifinite.
We now give another way to define τ∆ which is not only conceptually useful but also makes a number
of important properties straightforward to verify.
Notation. LetM be the relative commutant in N of the operator ∆. Equivalently, M is the relative
commutant of the set of spectral projections {Φk|k ∈ Z} Clearly, M =
∑
k∈Z ΦkNΦk.
Definition 3.8. As τ˜ restricted to each ΦkNΦk is a faithful finite trace with τ˜(Φk) = nk we define τ̂k
on ΦkNΦk to be n−k times the restriction of τ˜ . Then, τ̂ :=
∑
k τ̂k on M =
∑
k∈ZΦkNΦk is a faithful
normal semifinite trace τ̂ with τ̂(Φk) = 1 for all k.
We use τ̂ to give an alternative expression for τ∆ below This alternative might be avoidable but at the
expense of a detailed use of [PT]. However, (see the bottom of page 61 of [PT]), the semifiniteness of
τ∆ restricted to M depends on the existence of a normal τ∆-invariant projection (such as Ψ defined
below) from N onto M.
Lemma 3.9. An element m ∈ N is in M if and only if it is in the fixed point algebra of the action,
στ∆t on N defined for T ∈ N by στ∆t (T ) = ∆itT∆−it. Both π(F ) and the projections Φk belong to
M. The map Ψ : N → M defined by Ψ(T ) = ∑k ΦkTΦk is a conditional expectation onto M and
τ∆(T ) = τ̂(Ψ(T )) for all T ∈ N+. That is, τ∆ = τ̂ ◦Ψ so that τ̂(T ) = τ∆(T ) for all T ∈ M+. Finally,
if one of A,B ∈ M is τ̂ -trace-class and T ∈ N then τ∆(ATB) = τ∆(AΨ(T )B) = τ̂(AΨ(T )B).
Proof. The first two statements are immediate. Also, the fact that Ψ is a unital norm one projection
of N ontoM (and hence a normal conditional expectation by Tomiyama’s theorem [T]) is clear. Only
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the last assertions of the Lemma need proof. To this end let T ∈ N+, then
τ∆(T ) = sup
N
τ˜(∆NT ) = sup
N
τ˜ (∆(
∑
|k|≤N
Φk)T ) = sup
N
τ˜(
∑
|k|≤N
∆ΦkT )
= sup
N
τ˜(
∑
|k|≤N
n−kΦkT ) = sup
N
∑
|k|≤N
n−kτ˜(ΦkTΦk) =
∑
k∈Z
n−kτ˜(ΦkTΦk) = τ̂(Ψ(T )).
Hence if T ∈ M then τ̂(T ) = τ̂(Ψ(T )) = τ∆(T ). Finally the last statement follows from the fact that
Ψ(ATB) = AΨ(T )B by Tomiyama’s Theorem [T]. 
Lemma 3.10. The modular automorphism group στ∆t of τ∆ is inner and given by σ
τ∆
t (T ) = ∆
itT∆−it.
The weight τ∆ is a KMS weight for the group σ
τ∆
t , and σ
τ∆
t |On = στ◦Φt .
Proof. This follows from: [KR, Thm 9.2.38], which gives us the KMS properties of τ∆: the modular
group is inner since ∆ is affiliated to N . The final statement about the restriction of the modular
group to On is clear. 
The reward for having sacrificed a trace on N for a trace on M is the following.
Lemma 3.11. Suppose g is a function on R such that g(D) is τ∆ trace-class in M, then for all f ∈ F
we have
τ∆(π(f)g(D)) = τ∆(g(D))τ(f) = τ(f)
∑
k∈Z
g(k).
Proof. First note that τ∆(g(D)) = τ̂(
∑
k∈Z g(k)Φk) =
∑
k∈Z g(k)τ̂ (Φk) =
∑
k∈Z g(k). Now,
τ∆(π(f)g(D)) = τ̂(π(f)
∑
k∈Z
g(k)Φk) =
∑
k∈Z
g(k)τ̂ (π(f)Φk)
=
∑
k∈Z
g(k)τ̂k(π(f)Φk) =
∑
k∈Z
g(k)n−k τ˜(π(f)Φk).
So it suffices to see for each k ∈ Z, we have τ˜(π(f)Φk) = nkτ(f).
For all f ∈ F , f is a norm limit of finite sums of terms like SαS∗β, |α| = |β| = r. So we compute for
f = SαS
∗
β. Recall that we have the formulae
Φk =
∑
|µ|=k
ΘRSµ,Sµ , k > 0, Φk = n
−k
∑
|µ|=|k|
ΘRS∗µ,S∗µ , k < 0. and Φ0 = Θ
R
1,1
where, with µ the path of length zero, we are using the notation 1 = Sµ.
First for k ≥ 0
τ˜(π(f)Φk) = τ˜(π(f)
∑
|µ|=k
ΘRSµ,Sµ) = τ˜(
∑
|µ|=k
ΘRfSµ,Sµ) =
∑
|µ|=k
τ ◦Φ(S∗µfSµ)
=
∑
|µ|=k
τ(S∗µSαS
∗
βSµ) = n
k−rδα,β = n
k 1
n|α|
δα,β = n
kτ(SαS
∗
β) = n
kτ(f).
A similar calculation holds for k < 0 using the other formula for Φk in this case. Since all f ∈ Fc are
linear combinations SαS
∗
β, |α| = |β|, we get for all f ∈ Fc, the formula
τ∆(π(f)g(D)) = τ∆(g(D))τ(f) =
∑
k∈Z
g(k)τ(f).
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Now, the right hand side is a norm-continuous function of f. To see that the left side is norm-continuous
we do it in more generality. Let T ∈ N , then since τ̂ is a trace on M we get:
|τ∆(Tg(D))| = |τ̂(Ψ(Tg(D))| = |τ̂ (Ψ(T )g(D))| ≤ ‖Ψ(T )‖τ̂ (|g(D)|) ≤ ‖T‖τ̂ ((|g(D)|) = ‖T‖τ∆(|g(D)|).
That is the left hand side is norm-continuous in T and so we have the formula:
τ∆(π(f)g(D)) = τ∆(g(D))τ(f) =
∑
k∈Z
g(k)τ(f)
for all f ∈ F. 
Remarks. The inequality above clearly holds in more generality. That is, if T ∈ N and B ∈
L1(M, τ∆) then:
|τ∆(TB)| ≤ ‖T‖∞τ∆(|B|) = ‖T‖∞‖B‖1.(7)
Proposition 3.12. We have (1 + D2)−1/2 ∈ L(1,∞)(M, τ∆). That is, τ∆((1 + D2)−s/2) < ∞ for all
s > 1. Moreover, for all f ∈ F
lim
s→1+
(s− 1)τ∆(π(f)(1 +D2)−s/2) = 2τ(f)
so that π(f)(1 +D2)−1/2 is a measurable operator in the sense of [C].
Proof. Let s > 1. Then τ∆((1 + D2)−s/2) = τ̂(
∑
k∈Z(1 + k
2)−s/2Φk) =
∑
k∈Z(1 + k
2)−s/2. Hence,
(1 +D2)−s/2 is τ∆-trace-class in M for all Re(s) > 1 and
lim
s→1+
(s− 1)τ∆((1 +D2)−s/2) = 2.
By Lemma 3.11 we have the equality:
τ∆(π(f)(1 +D2)−s/2) =
∑
k∈Z
(1 + k2)−s/2τ(f)
for all f ∈ F. Hence,
lim
s→1+
(s− 1)τ∆(π(f)(1 +D2)−s/2) = 2τ(f)
and π(f)(1 +D2)−1/2 is measurable, for all f ∈ F . 
We wish to extend our conclusions about τ∆ and lims→1+(s − 1)τ∆(T (1 +D2)−s/2) to the whole von
Neumann algebra N . Unfortunately, these limits do not exist for general T ∈ N and we are forced to
consider generalised limits as in the Dixmier trace theory.
Definition 3.13. Let ω˜ be a state on L∞(R+) which satisfies the condition that if g ∈ L∞(R+) is
real-valued then
lim inf
t→∞
g(t) ≤ ω˜(g) ≤ lim sup
t→∞
g(t).
Clearly any such state is identically 0 on C0(R+) and also on any function which is essentially com-
pactly supported. Moreover, if g has a limit at ∞ then ω˜(g) = limt→∞ g(t). We define
ω˜− lim
t→∞
g(t) := ω˜(g).
The existence of such states (with even more properties) can be found in [CPS2, Corollary 1.6]. In
order to evaluate such states ω˜ on functions g of the form s 7→ (s− 1)τ∆(T (1 +D2)−s/2) for s > 1 we
need to do a translation: let s = 1 + 1/r then letting s → 1+ is the same as letting r → ∞. And we
consider
(s− 1)τ∆(T (1 +D2)−s/2) = 1
r
τ∆
(
T
(
(1 +D2)−1/2
)1+1/r)
.
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Of course, the limit of the left hand side of this equation exists as s → 1+ if and only if the limit of
the right hand side exists as r →∞ and in this case they are equal.
Abuse of notation:
ω˜− lim
r→∞
1
r
τ∆
(
T
(
(1 +D2)−1/2
)1+1/r)
becomes ω˜− lim
s→1+
(s − 1)τ∆(T (1 +D2)−s/2).
Remarks. Since τ∆(T (1 +D2)−s/2) = τ̂(Ψ(T )(1 +D2)−s/2) these generalised traces are taking place
completely insideM with respect to the trace τ̂ . That is, we are in the now well-understood semifinite
situation.
Proposition 3.14. Let ω˜ be a state on L∞(R+) which satisfies the condition above. The functional
τ̂ω on N defined by
τ̂ω(T ) =
1
2
ω˜− lim
s→1+
(s− 1)τ∆(T (1 +D2)−s/2)
is a state. For T = π(a) ∈ π(On) ⊂ N the following (ordinary) limit exists and
τ̂ω(π(a)) =
1
2
lim
s→1+
(s− 1)τ∆(π(a)(1 +D2)−s/2) = τ ◦ Φ(a),
the original KMS state ψ = τ ◦ Φ on On.
Proof. First we observe that τ∆(T (1 + D2)−s/2) is finite for s > 1 for all T ∈ N , since we showed in
the proof of the previous Proposition that:
|τ∆(T (1 +D2)−s/2)| ≤ ‖T‖τ∆((1 +D2)−s/2).
Therefore, (s−1)τ∆(T (1+D2)−s/2) is uniformly bounded and so the generalised limit exists as s→ 1+.
It is easy to see that this functional is positive on N+ and by the previous proposition τ̂ω(1) = 1, so
that τ̂ω is a state on N .
Now, one easily checks by calculating on generators that for π(a) ∈ π(Onc), Ψ(π(a)) = π(Φ(a)) ∈ π(Fc)
and since Ψ is norm continuous we have that Ψ(π(a)) = π(Φ(a)) ∈ π(F ) for all a ∈ On. Thus by
Proposition 3.12, for a ∈ On (letting f = Φ(a)) we have
τ ◦Φ(a) = 1
2
lim
s→1+
(s− 1)τ∆(π(Φ(a))(1 +D2)−s/2)
=
1
2
lim
s→1+
(s− 1)τ∆(Ψ(π(a))(1 +D2)−s/2) = τ̂ω(π(a)).
Of course τ̂ω is a true Dixmier-trace since for T ∈ N with T ≥ 0, we have Ψ(T ) ∈ M, Ψ(T ) ≥ 0, and
(1 +D2)−1/2 ∈ L(1,∞)(M, τ̂ ). Thus
ω˜− lim
r→∞
1
r
τ∆(T ((1 +D2)−1/2)1+1/r) = ω˜− lim
r→∞
1
r
τ̂(Ψ(T )((1 +D2)−1/2)1+1/r)
and the right hand side is a true Dixmier-trace on the semifinite algebra M provided we choose ω˜ as
in [CPS2, Theorem 3.1]. 
We summarise our construction to date.
0) We have a ∗-subalgebra A = Onc of the Cuntz algebra faithfully represented in N with the latter
acting on the Hilbert space H = L2(On, ψ),
1) there is a faithful normal semifinite weight τ∆ on N such that the modular automorphism group
of τ∆ is an inner automorphism group σ˜ of N with σ˜|A = σ,
2) τ∆ restricts to a faithful semifinite trace τ̂ on M = N σ, with a faithful normal projection Ψ : N →
M satisfying τ∆ = τ̂ ◦Ψ on N .
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3) With D the generator of the one parameter group implementing σ on H we have:
[D, π(a)] extends to a bounded operator (in N ) for all a ∈ A and for λ in the resolvent set of D,
(λ − D)−1 ∈ K(M, τ∆), where K(M, τ∆) is the ideal of compact operators in M relative to τ∆. In
particular, D is affiliated to M.
Terminology/Definition. The triple (Onc,H,D) along with N , τ∆ constructed in this section
satisfying properties (0) to (3) above we will refer to as a (unital) modular spectral triple. For
matrix algebras A = Onc⊗Mk over Onc, (Onc⊗Mk,H⊗Mk,D⊗ Idk) is also a modular spectral triple
in the obvious fashion. In work in progress we have found that this structure arises in other examples
and appears to be a quite general phenomenon.
We need some technical lemmas for the discussion in the next Section. A function f from a complex
domain Ω into a Banach space X is called holomorphic if it is complex differentiable in norm on Ω.
Lemma 3.15. (1) Let B be a C∗-algebra and let T ∈ B+. The mapping z 7→ T z is holomorphic (in
operator norm) in the half-plane Re(z) > 0.
(2) Let B be a von Neumann algebra with faithful normal semifinite trace φ and let T ∈ B+ be in
L(1,∞)(B, φ). Then, the mapping z 7→ T z is holomorphic (in trace norm) in the half-plane Re(z) > 1.
(3) Let B, and T be as in item (2) and let A ∈ B then the mapping z 7→ φ(AT z) is holomorphic for
Re(z) > 1.
Proof. To see item (1) we assume without loss of generality that ||T || ≤ 1. We fix z0 ∈ C with
Re(z0) > 0, and fix R > 0 with R < Re(z0) so that the circle C : z = z0 +Re
iθ for θ ∈ [0, 2π] lies in
the half-plane Re(z) > 0. Temporarily we fix t 6= 0 in the spectrum of T so that t ∈ (0, 1]. Now with
|z − z0| < (1/2)R we apply the complex version of Taylor’s theorem to the function z 7→ tz (see [Ahl,
Theorem 8, pp125-6]) and get:
tz − tz0
z − z0 − t
z0Log(t) = f2(z)(z − z0) where f2(z) = 1
2πi
∫
C
twdw
(w − z0)2(w − z) .
So with |z − z0| < (1/2)R we get the estimate:
|f2(z)| ≤ maxC |t
w| ·R
R2 · (1/2)R ≤
2t(Re(z0)+R)
R2
≤ 2
R2
.
Therefore, ∣∣∣∣ tz − tz0z − z0 − tz0Log(t)
∣∣∣∣ ≤ 2R2 |z − z0|.
Since this is true for all nonzero t in the spectrum of T we have:∥∥∥∥ 1z − z0 (T z − T z0)− T z0Log(T )
∥∥∥∥
∞
≤ 2
R2
|z − z0|.
That is d/dz(T z) = T zLog(T ) for Re(z) > 0 with the limit existing in operator norm.
To see item (2) we fix z0 with Re(z0) > 1 and then fix ǫ sufficiently small so that Re(z0 − (1 + ǫ)) =
Re(z0) − (1 + ǫ) > 0. Then T (1+ǫ) is trace-class, and this factor converts the operator norm limits
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below into trace norm limits:
|| · ||1 lim
z→z0
1
z − z0 (T
z − T z0) = || · ||1 lim
z→z0
T (1+ǫ)
1
z − z0 (T
z−(1+ǫ) − T z0−(1+ǫ))
= T (1+ǫ)
(
|| · ||∞ lim
z→z0
1
z − z0 (T
z−(1+ǫ) − T z0−(1+ǫ))
)
= T (1+ǫ)
(
|| · ||∞ lim
z→z0
1
(z − (1 + ǫ))− (z0 − (1 + ǫ)) (T
z−(1+ǫ) − T z0−(1+ǫ))
)
= T (1+ǫ)(T z0−(1+ǫ)Log(T ) = T z0Log(T ).
Item (3) follows from item (2) and inequality (7): |φ(AB)| ≤ ||A||∞||B||1 if B is φ-trace-class. 
Lemma 3.16. In these modular spectral triples (A,H,D) for matrices over the Cuntz algebras we
have (1 + D2)−s/2 ∈ L1(M, τ∆) for all s > 1 and for x ∈ N , τ∆(x(1 + D2)−r/2) is holomorphic for
Re(r) > 1 and we have for a ∈ Onc τ∆([D, π(a)](1 +D2)−r/2) = 0, for Re(r) > 1.
Proof. Since the eigenvalues for D are precisely the set of integers, and the projection Φk on the
eigenspace with eigenvalue k satisfies τ∆(Φk) = 1, it is clear that (1 + D2)−s/2 ∈ L1(M, τ∆). Now,
τ∆(x(1 + D2)−r/2) = τ̂(Ψ(x)(1 + D2)−r/2) is holomorphic for Re(r) > 1 by item (3) of the previous
lemma.
To see the last statement, we observe that τ∆([D, π(a)](1 +D2)−r/2) = τ∆(Ψ([D, π(a)])(1 +D2)−r/2),
so it suffices to see that Ψ([D, π(a)]) = 0 for a ∈ A = Onc. To this end, let a = SαS∗β be one of
the linear generators of Onc. Then by calculating the action of the operator Dπ(SαS∗β) on the linear
generators SµS
∗
ν of the Hilbert space, H, we obtain:
Dπ(SαS∗β) = (|α| − |β|)π(SαS∗β) + π(SαS∗β)D that is [D, π(SαS∗β)] = (|α| − |β|)π(SαS∗β).
More generally,
[D, π(
m∑
i=1
ciSαiS
∗
βi)] =
m∑
i=1
ci(|αi| − |βi|)π(SαiS∗βi).
If we apply Ψ to this equation, we see that Ψ(π(SαiS
∗
βi
)) = π(Φ(SαiS
∗
βi
)) = 0 whenever (|α|− |β|) 6= 0,
and so the whole sum is 0. We also observe that [D, π(a)] ∈ π(Onc) for all a ∈ Onc. This is not too
surprising since D is the generator of the action γ of T on On. 
In the remainder of this paper we will shed some light on the cohomological significance of these
modular spectral triples. Just as ordinary B(H) spectral triples represent K-homology classes, [C,
CPRS1], and semifinite spectral triples represent KK-classes, [KNR], modular spectral triples provide
analytic representatives of some K-theoretic type data which we now describe.
4. Modular K1
In this Section we introduce elements of A that will have a well defined pairing with our Dixmier
functional τ̂ω. Following [HR] we say that a unitary (invertible, projection,...) in Mn(A) for some n
is a unitary (invertible, projection,...) over A.
Definition 4.1. Let A be a unital ∗-algebra and σ : A → A an algebra automorphism such that
σ(a)∗ = σ−1(a∗). We say that σ is a regular automorphism, [KMT].
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Remark. The automorphism σ(a) := ∆−1(a) of a modular spectral triple is regular. This follows
from AXIOM IV of Lemma 3.2:
(σ(a))∗ = (∆−1(a))∗ = S(∆−1(a)) = ∆(S(a)) = ∆(a∗) = σ−1(a∗).
Definition 4.2. Let u be a unitary over the ∗-algebra A, and σ : A → A a regular automorphism
with fixed point algebra F = Aσ. We say that u satisfies the modular condition with respect to σ
if both the operators uσ(u∗) and u∗σ(u) are matrices over the algebra F . We denote by Uσ the set of
modular unitaries. Of course, any unitary over F is a modular unitary.
Here we are thinking of the case σ(a) = ∆−1(a), where ∆ is the modular operator for some weight on
A. Again, to avoid confusion, we remind the reader that as operators we have:
π(σ(a)) = π(∆−1(a)) = ∆−1π(a)∆.
Hence the terminology modular unitaries. For unitaries in matrix algebras over A we use the regular
automorphism σ ⊗ Idn to state the modular condition, where Idn is the identity automorphism of
Mn(C).
Example. For Sµ ∈ Onc we write Pµ = SµS∗µ. Then for each µ, ν we have a unitary
uµ,ν =
(
1− Pµ SµS∗ν
SνS
∗
µ 1− Pν
)
.
It is simple to check that this a self-adjoint unitary satisfying the modular condition.
Definition 4.3. Let ut be a continuous path of modular unitaries in the ∗-subalgebra A such that
utσ(u
∗
t ) and u
∗
tσ(ut) are also continuous paths in F (this is not guaranteed since σ is not generally
bounded). Then we say that ut is a modular homotopy, and say that u0 and u1 are modular
homotopic. If u and v are modular unitaries, we say that u is equivalent to v if there exist k,m ≥ 0
so that u⊕ 1k is modular homotopic to v ⊕ 1m.
Lemma 4.4. The relation defined above is an equivalence relation. Moreover, if u is a modular unitary
and k ≥ 0 then 1k ⊕ u is modular homotopic to u⊕ 1k. The binary operation on equivalence classes in
Uσ, given by [u] + [v] := [u⊕ v] is well-defined and abelian.
Proof. It is straightforward to show that this is an equivalence relation. To see that 1k ⊕u is modular
homotopic to u ⊕ 1k it suffices to do this for k = 1. If u ∈ Mm(A) is a modular unitary then let
x0 ∈ Mm+1(C) be the (backward) shift matrix whose action on the standard basis of Cm+1 is given
by x0(ek) = ek−1(mod)(m + 1). Then, x0(1 ⊕ u)x∗0 = (u⊕ 1). Let {xt} be a coninuous path of scalar
unitaries from x0 to x1 = 1m+1. Of course each xt ∈ Mm+1(F ) as well. Since σ(xt) = xt, one easily
checks that {xt(1⊕ u)x∗t } is a modular homotopy from u⊕ 1 to 1⊕ u.
To see that addition is well-defined, we must show that u⊕ v is equivalent to (u⊕ 1k)⊕ (v⊕ 1m). But
this equals u⊕ (1k ⊕ v)⊕ 1m. By the previous argument this is equivalent to u⊕ (v ⊕ 1k)⊕ 1m which
equals (u⊕ v)⊕ 1k+m which is equivalent to (u⊕ v).
To see that addition of classes is abelian let u, v be modular unitaries. By adding on copies of the
identity, we can assume that u and v are both the same size matrices. Hence, it suffices to show that
u⊕ v is modular homotopic to v ⊕ u. To this end, let
Rt =
(
cos(t) sin(t)
− sin(t) cos(t)
)
for t ∈ [0, π/2]. Let wt = Rt(u⊕ v)R∗t . Then we have
wt =
(
cos2(t)u+ sin2(t)v cos(t) sin(t)(v − u)
cos(t) sin(t)(v − u) cos2(t)v + sin2(t)u
)
.
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Observe that at t = 0 we have u⊕ v and at t = π/2 we have v ⊕ u. We need to show that wtσ(w∗t ) ∈
M2(F ) for all t ∈ [0, π/2]. Write uˆ for σ(u∗) and similarly for v. Then we compute
wtσ(w
∗
t )
=
(
cos2(t)u+ sin2(t)v cos(t) sin(t)(v − u)
cos(t) sin(t)(v − u) cos2(t)v + sin2(t)u
)(
cos2(t)uˆ+ sin2(t)vˆ cos(t) sin(t)(vˆ − uˆ)
cos(t) sin(t)(vˆ − uˆ) cos2(t)vˆ + sin2(t)uˆ
)
=
(
cos2(t)uuˆ+ sin2(t)vvˆ cos(t) sin(t)(vvˆ − uuˆ)
cos(t) sin(t)(vvˆ − uuˆ) cos2(t)vvˆ + sin2(t)uuˆ
)
and since both uuˆ and vvˆ lie in F , this is in M2(F ). The other half of the modular condition follows
by replacing u, v by u∗, v∗. 
We can now also see why the usual proof that the inverse of u is u∗ in K1(A) is not available to us. This
usual proof is as follows. In the K1 setting one uses: u⊕v = (u⊕1)(1⊕v) ∼ (1⊕u)(1⊕v) = (1⊕uv),
so that addition in K1 arises from multiplication of unitaries, and hence [u] + [u
∗] = [uu∗] = [1] = 0.
However, in the modular setting, while the homotopy from u ⊕ 1 to 1⊕ u is a modular homotopy in
Uσ by the last Lemma, the homotopy from (u ⊕ 1)(1 ⊕ v) to (1 ⊕ u)(1 ⊕ v) is not in general. The
multiplication on the right by (1⊕ v) breaks the modular condition. In particular, the product of two
modular unitaries need not be a modular unitary.
Lemma 4.5. If u ∈Mk(F ) is unitary then u⊕ u∗ ∼ 1.
Proof. There is a path wt from u ⊕ u∗ to 1 through unitaries in Mk(F ) and so wtσ(w∗t ) = 1 for all t
and hence we find u⊕ u∗ ∼ 1. 
We now formalise the above discussion. Compare the following with [HR, Definition 4.8.1]
Definition 4.6. Let K1(A, σ) be the abelian semigroup of equivalence classes of modular unitaries u
over A under the equivalence relation u is equivalent to v if there exist k,m ≥ 0 so that u ⊕ 1k is
modular homotopic to v ⊕ 1m. The following relations hold in K1(A, σ)
1) [1] = 0,
2) [u] + [v] = [u⊕ v],
3) If ut, t ∈ [0, 1] is a continuous paths of unitaries in Mk(A) with utσ(u∗t ) and u∗tσ(ut)
continuous over F then [u0] = [u1].
Corollary 4.7. If u ∈Mk(F ) then −[u] = [u∗] in K1(A, σ).
We can make K1(A, σ) a group by the Grothendieck construction, but this is not needed here. The
following lemma is a clear departure from the situation in [PR] (it implies that the ‘obvious’ map from
K0(M(F,A)) to K1(A, σ) is not well-defined).
Lemma 4.8. Recall, for all paths µ, ν with Pµ = SµS
∗
µ we have a modular unitary
uµ,ν =
(
1− Pµ SµS∗ν
SνS
∗
µ 1− Pν
)
.
Then there is a modular homotopy uµ,ν ∼ uν,µ.
Proof. We do the homotopy in two steps. The first is given by conjugating uµ,ν by the scalar unitary
matrix (
cos θ sin θ
− sin θ cos θ
)
, θ ∈ [0, π/2],
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which takes us to (
1− Pν −SνS∗µ
−SµS∗ν 1− Pµ
)
.
Then for θ ∈ [0, π] we consider (
1− Pν eiθSνS∗µ
e−iθSµS
∗
ν 1− Pµ
)
.
The reader will readily confirm that these two homotopies are modular. 
Example. More generally, if σ is a regular automorphism of a unital ∗-algebra A with fixed point
algebra F , v ∈ A is a partial isometry with range and source projections in F , and furthermore if
vσ(v∗), v∗σ(v) lie in F , then
uv =
(
1− v∗v v∗
v 1− vv∗
)
is a modular unitary over A, as the reader may check. The proof of Lemma 4.8 applies to these
unitaries to show that uv ∼ uv∗ .
Lemma 4.9. Let (A,H,D) be our modular spectral triple relative to (N , τ∆) and set F = Aσ and
σ : A → A. Let L∞(∆) = L∞(D) be the von Neumann algebra generated by the spectral projections
of ∆ then L∞(∆) ⊂ Z(M). Let u ∈ A be a unitary, then π(u)Qπ(u∗) ∈ M and π(u∗)Qπ(u) ∈ M for
all spectral projections Q of D, if and only if u is modular. That is, π(u)∆π(u∗) and π(u∗)∆π(u) (or
π(u)Dπ(u∗) and π(u∗)Dπ(u)) are both affiliated to M if and only if u is modular.
Proof. First, L∞(∆) is an abelian algebra. By Lemma 3.9 all the Φk are in M and since the Φk are
also the spectral projections of ∆, we have L∞(∆) is contained in the centre. (Note that this extends
the fact that D commutes with π(F ) = π(Aσ)). Next we observe that π(u)Qπ(u∗) is a projection in
N . For one direction, suppose u is modular, then we have
∆−1π(u)Qπ(u∗)∆ = ∆−1π(u)∆∆−1Q∆∆−1π(u∗)∆ Q ∈ M
= π(σ(u))Qπ(σ(u∗))
= π(u)π(u∗σ(u))Qπ(σ(u∗))
= π(u)Qπ(u∗σ(u)σ(u∗)), u∗σ(u) ∈ F
= π(u)Qπ(u∗).
Hence π(u)Qπ(u∗) commutes with ∆, and so is inM. Similarly, uσ(u∗) ∈ F implies that π(u∗)Qπ(u) ∈
M. On the other hand if π(u)Qπ(u∗) ∈ M then
π(u)Qπ(u∗) = ∆−1π(u)Qπ(u∗)∆ = π(σ(u))Qπ(σ(u∗))
and so we have
Q = π(u∗σ(u))Qπ(σ(u∗)u) = Q+ [π(u∗σ(u)), Q]π(σ(u∗)u).
As σ(u∗)u is invertible, we see that [π(u∗σ(u)), Q] = 0. Since π(u∗σ(u)) ∈ π(A), and commutes with
all Q, we have π(u∗σ(u)) ∈ M and so lies in π(F ) = M ∩ π(A). That is, u∗σ(u) ∈ F. Similarly,
π(u∗)Qπ(u) ∈ M implies that uσ(u∗) ∈ F. 
The fundamental aspect of the last lemma is that modular unitaries conjugate ∆ to an operator
affiliated to M, and so u∆u∗ commutes with ∆ (and uDu∗ commutes with D). We will next show
that there is a pairing between (part of) modular K1 and modular spectral triples. To do this, we are
going to use the analytic formulae for spectral flow in [CP2].
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5. An L(1,∞) local index formula
In this Section we will couch our results in terms of the notion of a modular spectral triple. That is
we will assume properties (0) to (3) listed in Section 3 apply. Of course at this time the only examples
we have presented are the matrix algebras over the smooth subalgebra Onc of the Cuntz algebra.
However, we know from work in progress that there are other examples and hence it is worth arguing
directly from the general properties and avoiding the explicit formulae of the Cuntz example.
5.1. The spectral flow formula: correction terms. The spectral flow formula of [CP2] is, a priori,
complicated in our setting. This is because we are computing the spectral flow between two operators
which are not unitarily equivalent via a unitary in M. Thus we must consider η-type correction
terms. We will also recognise that the spectral flow we are calculating depends on the choice of trace
φ on M and use the notation sfφ. We now quote [CP2, Corollary 8.11].
Proposition 5.1. Let (A,H,D0) be an odd unbounded θ-summable semifinite spectral triple relative
to (M, φ). For any ǫ > 0 we define a one-form αǫ on M0 = D0 +Msa by
αǫ(A) =
√
ǫ
π
φ(Ae−ǫD
2
)
for D ∈ M0 and A ∈ TD(M0) = Msa. Then the integral of αǫ is independent of the piecewise C1
path in M0 and if {Dt}t∈[a,b] is any piecewise C1 path in M0 then
sfφ(Da,Db) =
√
ǫ
π
∫ b
a
φ(D′te−ǫD
2
t )dt+
1
2
ηǫ(Db)− 1
2
ηǫ(Da) + 1
2
φ ([ker(Db)]− [ker(Da)]) .
where the following integral converges for all ǫ > 0
ηǫ(D) = 1√
π
∫ ∞
ǫ
φ(De−tD2)t−1/2dt.
We note that the η terms are measures of φ-spectral asymmetry. We will show that for the pair
D, τ∆ we use on the Cuntz algebra, and the kinds of perturbations we consider, these η terms vanish.
Moreover we will show that the τ∆-dimension of the kernel of D is unchanged by the particular type
of perturbations we consider, so these correction terms will cancel. First we must show that we are
actually working with the right kinds of perturbations, that is, elements in Msa.
Notation. We denote the densely defined spatial homomorphism on N , T 7→ ∆−1T∆ by σi(T ), so
that for a ∈ A we have π(σ(a)) = σi(π(a)). We observe that M, and π(A) are in the domain of σi,
and that M is exactly the fixed point subalgebra of σi.
Lemma 5.2. Let (A,H,D) be a modular spectral triple. If u is a modular unitary, then
π(u)[D, π(u∗)] ∈ Msa. This is a key fact which allows us to directly use results about semifinite
spectral flow in (M, τ∆) from [CP2].
Proof. We just compute the action of σi on π(u)[D, π(u∗)]. As observed above the operator [D, π(u∗)] ∈
π(A), and we easily calculate:
σi(π(u)[D, π(u∗)]) = π(σ(u))[D, π(σ(u∗))] = π(uu∗σ(u))[D, π(σ(u∗))] = π(u)[D, π(u∗)].

Remarks. In the following few pages we will sometimes abuse notation and write a in place of π(a)
for a ∈ A in order to make our formulae more readable. Whenever we do this, however, we will use
σi(·) = ∆−1(·)∆ the spatial version of the algebra homomorphism, σ. We will generally use the spatial
version σi when in the presence of operators not in π(A).
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Lemma 5.3. Let (A,H,D) be our modular spectral triple for the Cuntz algebra and let u be a modular
unitary. Then
τ∆([ker(D)]− [ker(uDu∗)]) = τ∆((1− σi(u∗)u)[ker(D)]) = τ(1− σ(u∗)u),
and for all ǫ > 0, ηǫ(uDu∗) = τ(σ(u∗)u)ηǫ(D).
Proof. We show the second equality first. By the σi-invariance of τ∆ and the fact that σi(u
∗)u ∈ M
we have, using Lemma 3.11 in the last equality:
τ∆(uDu∗e−t(uDu∗)2) = τ∆(uDe−tD2u∗) = τ∆(σi(u)De−tD2σi(u∗)) = τ˜(u∆De−tD2σi(u∗))
= τ˜(∆De−tD2σi(u∗)u) = τ˜(∆σi(u∗)uDe−tD2) = τ∆(σi(u∗)uDe−tD2) = τ(σ(u∗)u)τ∆(De−tD2).
Thus, we have
ηǫ(uDu∗) = 1√
π
∫ ∞
ǫ
τ(σ(u∗)u)τ∆(De−tD2)t−1/2dt = τ(σ(u∗)u)ηǫ(D),
as was to be shown. For the kernel we simply observe that [ker(uDu∗)] = u[ker(D)]u∗ ∈ N , so that
τ∆([ker(uDu∗)]) = τ˜(∆u[ker(D)]u∗) = τ˜(u[ker(D)]∆∆−1u∗∆) = τ∆(σi(u∗)u[ker(D)]).
Then, by Lemma 3.11, τ∆(σi(u
∗)u[ker(D)]) = τ(σ(u∗)u)τ∆([ker(D)]) = τ(σ(u∗)u) · 1. 
If we have a modular unitary for which we have both ηǫ(uvDuv) − ηǫ(D) = 0 and φ([kerD]) −
φ([ker uDu∗]) = 0, we may apply the Laplace transform technique discussed in [CP2, Section 9] to
reduce the θ-summable formula to the finitely summable formula. For r > 0 this gives us
(8) sfφ(D, uDu∗) = 1
C1/2+r
∫ 1
0
φ(u[D, u∗](1 + (D + tu[D, u∗])2)−1/2−r)dt.
We are now in a position to apply the methods employed in the proof of the semifinite local index
formula, [CPS2] or [CPRS2], to compute an index pairing.
5.2. A local index formula for the Cuntz algebras.
Lemma 5.4 (cf [CP2]). Let (A,H,D) be our (1,∞)-summable modular spectral for the Cuntz algebra
triple for a matrix algebra A over Onc. Let M = N σ be the fixed point algebra for the modular
automorphism group. The functional α defined on the self adjoint elements Msa of M by
αS(T ) = τ̂(T (1 + (D + S)2)−s/2), T ∈Msa
for s > 1 is an exact one form on the tangent space to the affine space M0 = Msa + D of Msa
perturbations of D.
This fact is all that we need to calculate τ̂ -spectral flow along paths in the affine space M0. We will
be interested in τ̂ -spectral flow along the linear path joining D to D+u[D, u∗] where u is a unitary in
EndF (X) such that u[D, u∗] ∈ Msa. Since modular unitaries, u satisfy these requirements, we can now
produce a formula for spectral flow which is analogous to the local index formula in noncommutative
geometry. We remind the reader that τ∆ = τ̂ ◦Ψ where Ψ : N →M is the canonical expectation, so
that τ∆ restricted to M is τ̂ .
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Theorem 5.5. Let (A,H,D) be the (1,∞)-summable, modular spectral triple for the Cuntz algebra
we have constructed previously. Then for any modular unitary such that the difference of eta terms
ηǫ(uDu∗)− ηǫ(D) and τ̂([kerD])− τ̂([ker uDu∗]) vanishes, and for any Dixmier trace τ̂ω˜ associated to
τ̂ , we have spectral flow as an actual limit
sfbτ (D, uDu∗) = 1
2
lim
s→1+
(s− 1)τ̂ (u[D, u∗](1 +D2)−s/2) = 1
2
τ̂ω˜(u[D, u∗](1 +D2)−1/2) = τ ◦ Φ(u[D, u∗]).
The functional on A⊗A defined by a0⊗a1 7→ 12 lims→1+(s−1)τ∆(a0[D, a1](1+D2)−s/2) is a σ-twisted
b,B-cocycle (see the proof below for the definition).
Proof. First we observe that by [CPS2, Lemma 6.1], the difference
(1 + (D + tu[D, u∗])2)−s/2 − (1 +D2)−s/2
is uniformly bounded in trace class norm for t ∈ [0, 1] and s ∈ (1, 4/3). Hence in the spectral flow
formula (8), by the simple change of variable r = 1/2(s − 1), we may write
Cs/2 sfbτ (D, uDu∗) = τ̂(u[D, u∗](1 +D2)−s/2) + remainder.
Where the remainder is bounded as s → 1+. Multiplying this equation by (s − 1)/2 and taking the
limit as s→ 1+ recalling that Cs/2 = Γ((s−1)/2)Γ(1/2)Γ(s/2) so that (s− 1)/2 Cs/2 → 1, we get:
sfbτ (D, uDu∗) = 1
2
lim
s→1+
(s− 1)τ̂ (u[D, u∗](1 +D2)−s/2).
Now by the proof of Lemma 3.16, u[D, u∗] is in A = Onc and since it is also in M it is in Fc and so
by Proposition 3.14 this last limit equals τ ◦ Φ(u[D, u∗]) as claimed.
To see that we obtain a σ-twisted cocycle, we denote by θ the functional
θ(a0, a1) =
1
2
lim
s→1+
(s− 1)τ∆(a0[D, a1](1 +D2)−s/2),
and observe that by the proof of Lemma 3.16 the elements [D, a1] are in A and so by Proposition 3.14
we see that not only do these limits exist, but in fact,
θ(a0, a1) = τ ◦ Φ(a0[D, a1]).
By definition Bσθ(a0) = θ(1, a0), and so by Lemma 3.16
(Bσθ)(a0) = lim
s→1+
(s− 1)τ∆([D, a0](1 +D2)−1/2−r) = 0
By definition,
bσθ(a0, a1, a2) = θ(a0a1, a2)− θ(a0, a1a2) + θ(σ(a2)a0, a1)
= −τ ◦Φ(a0[D, a1]a2) + τ ◦ Φ(σ(a2)a0[D, a1])
This is 0 by the KMS condition (see the Remark prior to Corollary 3.4) for the state ψ = τ ◦Φ. Thus,
both bσθ = 0 and Bσθ = 0, and we’re done. 
Remark. Spectral flow in this setting is independent of the path joining the endpoints of unbounded
self adjoint operators affiliated to M however it is not obvious that this is enough to show that it is
constant on homotopy classes of modular unitaries. This latter fact is true but the proof is lengthy
and we defer it until we have a fuller understanding of the structure of the modular unitaries.
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Theorem 5.6. We let (Onc ⊗M2,H ⊗C2,D ⊗ 12) be the modular spectral triple of (Onc ⊗M2) and
u a modular unitary of the form
uµ,ν =
(
1− Pµ SµS∗ν
SνS
∗
µ 1− Pν
)
.
Then the spectral flow is positive being given by
sfτ∆(D, uDu∗) = (|µ| − |ν|)(n−|ν| − n−|µ|) ∈ (n− 1)Z[1/n]
Proof. Once we have verified that the difference of eta terms and the difference of kernel corrections
vanish, this is just a computation. In fact, by Lemma 5.3,
ηǫ(uDu∗) = τ(σ(u∗)u)ηǫ(D) = τ(σ(u∗)u)
∫ ∞
ǫ
(∑
k∈Z
ke−tk
2
)
dt = 0 =
∫ ∞
ǫ
(∑
k∈Z
ke−tk
2
)
dt = ηǫ(D).
For the kernel corrections we use Lemma 5.3 and first compute 1− σ(u∗v)uv , noting that
σ(v)(1 − v∗v) = σ(v)σ(1 − v∗v) = σ(v − vv∗v) = 0.
1− σ(u∗v)uv = 1− σ(uv)uv =
(
v∗v − σ(v∗)v 0
0 vv∗ − σ(v)v∗
)
.
For τ(1− σ(u∗v)uv) we use the KMS property of ψ = τ ◦ Φ:
τ(1− σ(u∗v)uv) = τ(v∗v − σ(v∗)v) + τ(vv∗ − σ(v)v∗) = τ(v∗v − vv∗) + τ(vv∗ − v∗v) = 0.
Hence both the eta terms and kernel corrections vanish, and the spectral flow can be computed from
the integral of the exact one form of Lemma 5.4.
For the computation we use a calculation in the proof of Lemma 3.16 to get
uµ,ν [D ⊗ 12, uµ,ν ] =
(
1− Pµ SµS∗ν
SνS
∗
µ 1− Pν
)(
0 [D, SµS∗ν ]
[D, SνS∗µ] 0
)
=
(
1− Pµ SµS∗ν
SνS
∗
µ 1− Pν
)(
0 (|µ| − |ν|)SµS∗ν
(|ν| − |µ|)SνS∗µ 0
)
= (|µ| − |ν|)
( −Pµ 0
0 Pν
)
.
So using Theorem 5.5 and our previous computation of the Dixmier trace, Proposition 3.12, we have
sfτ∆(D, uµ,νDuµ,ν) = (|µ| − |ν|)τ(Pν − Pµ) = (|µ| − |ν|)(n−|ν| − n−|µ|).
This number is always positive as the reader may check, and is contained in (n− 1)Z[1/n], the integer
polynomials in 1/n all of whose coeffficients have a factor of (n − 1). 
Remarks. We observe that since this unitary uµ,ν is self-adjoint the spectral flow cannot be inter-
preted simply as the index of the Toeplitz compression of uµ,ν by the non-negative spectral projection
of D ⊗ 12: for one thing this “Toeplitz compression” is not in M and if it were in M its index would
have to be 0. Next we use the viewpoint provided by the noncommutative APS theory of [CPR]. This
gives a partial explanation of the numerical values of the spectral flow obtained for the Cuntz algebras.
Corollary 5.7. Let (Onc ⊗M2,H⊗C2,D⊗ 12) be the modular spectral triple of the theorem and u a
modular unitary of the form uv, where v = SµS
∗
ν so that v
∗v = SνS
∗
ν and vv
∗ = SµS
∗
µ are both in F.
Let (X,D⊗ 12) be the Kasparov module for On⊗M2, F ⊗M2 described earlier. Then from the pairing
K0(M(F ⊗M2, On ⊗M2))× (X,D ⊗ 12)→ K0(F )
we have the classes of the projections
Index(PvPv∗ : vPv∗(X)→ vv∗P (X)) and Index(Pv∗Pv : v∗Pv(X)→ v∗vP (X)) ∈ K0(F ).
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These two classes are negatives of each other in K0(F ), but
sfτ∆(D, uvDuv) = τ∆(Index(PvPv∗ : vPv∗X → vv∗PX)) + τ∆(Index(Pv∗Pv : v∗PvX → v∗vPX)),
where here we apply τ∆ to the difference of projections defining the index as a difference of F -modules.
Proof. In [CPR] Lemma 3.5 and Theorem 5.1, the authors used the following operators and indices:
Index(PvP : v∗vP (X)→ vv∗P (X)) and Index(Pv∗P : vv∗P (X)→ v∗vPX).
Each index is the exact negative of the other, and so if we evaluate both with τ∆ and add we get
exactly 0. The K0(F ) elements given by the indices of these two operators are the same as the ones
considered in this Corollary. However, the point of view of this Corollary is to consider mappings from
say the non-negative spectral subspace of vDv∗ (i.e., vPv∗(X)) to the non-negative spectral subspace
of vv∗D (i.e., vv∗P (X)). Here we get quite a different answer.
Let v = SµS
∗
ν , and m = |µ| − |ν|, m > 0; so that vv∗ = SµS∗µ. A simple computation on monomials
SαS
∗
β gives us the key fact that : vΦkv
∗ = vv∗Φk+m for all k ∈ Z. This easily implies that vPv∗ =
vv∗(
∑
k≥mΦk) ≤ vv∗P so that (PvPv∗)vPv∗ = vPv∗ and so ker(PvPv∗) = {0}. This also shows that:
cokernel(PvPv∗ : vPv∗(X)→ vv∗P (X)) = vv∗P (X) ⊖ vv∗(
∑
k≥m
Φk)(X) =
m−1∑
k=0
vv∗Φk(X).
Similarly, v∗Pv =
∑
k≥−m v
∗vΦk ≥ v∗vP so that (Pv∗Pv)v∗Pv = v∗vP and so Pv∗Pv is onto
v∗vP (X). That is, cokernel(Pv∗Pv) = {0}. This also shows that
kernel(Pv∗Pv : v∗Pv(X)→ v∗vP (X)) =
∑
k≥−m
v∗vΦk(X)⊖ v∗vP (X) =
−1∑
k=−m
v∗vΦk(X).
To see that these indices are negatives in K0(F ) it suffices to see the equivalence between the two
projections
∑m−1
k=0 vv
∗Φk and
∑−1
k=−m v
∗vΦk. This is obtained from our key fact above:
(vΦk)(Φkv
∗) = vv∗Φk+m, (Φkv
∗)(vΦk) = v
∗vΦk.
This is of course the Murray-von Neumann equivalence which τ∆ does not respect.
Assume then that m > 0. Applying τ∆ we have
τ∆(Index(PvPv
∗)) = −mτ(vv∗) = − m
n|µ|
,
while
τ∆(Index(Pv
∗Pv)) = mτ(v∗v) =
m
n|ν|
.
The case m < 0 is similar. 
Remark. This Corollary makes it clear that our new index pairings are non-trivial precisely because
τ∆ does not induce a map on K0(End
0
F (X)). Of course τ̂ω just becomes the trace on elements of F ,
but τ∆ is a weight on N and so on End0F (X), which is Morita equivalent to F . However, since τ∆ is
not a trace on N it does not respect all Murray-von Neumann equivalences in N , and so does not give
a well-defined map on K-theory. So we may think of the spectral flow invariant associated to uµ,ν as a
measure of the failure of τ∆ to respect the Murray-von Neumann equivalence between Index(PvPv
∗)
and −Index(Pv∗Pv).
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More generally we have
sfτ∆(D2, uvD2uv)
= Indexτ∆(P2uvP2uv) = Indexτ∆
((
(1− vv∗)P + PvPv∗ 0
0 (1− v∗v)P + Pv∗Pv
))
.
Since P (1−vv∗) = (1−vv∗)P is an isomorphism from (1−vv∗)PX to itself, and similarly for (1−v∗v)P ,
we see that the index is precisely the sum of the indices of PvPv∗ from vPv∗X to vv∗PX, and Pv∗Pv
from v∗PvX to v∗vPX. Hence the spectral flow for modular unitaries of the form uv arises precisely
because τ∆ does not induce a homomorphism on K0(End
0
F (X)).
Our arguments here rely on the vanishing of the difference of eta terms and kernel corrections. In the
general case these eta and kernel terms contribute and may have cohomological significance. We will
return to this more general set up in a future work.
6. Concluding Remarks
6.1. Relative entropy. In this subsection we give a physical interpretation of our index. Let u be a
modular unitary over On. Recall that ψ is the state on On defined by ψ = τ ◦ Φ. Let ψu be the state
ψ ◦ Adu on On defined by ψu(a) = ψ(u∗au), a ∈ A. The modular group for ψu is t → u∆itu∗ t ∈ R.
The relative entropy of a pair of KMS states on a von Neumann algebra was introduced by Araki [Ar]
(it uses explicitly a cyclic and separating vector). The Hilbert space H = L2(On, ψ) has a cyclic and
separating vector for the action of On. In fact this vector remains cyclic and separating for the weak
closure π(On)
′′ in N of π(On). It may be thought of as the identity element in On but we will use the
notation Ω because of the potential for confusion.
For a ∈ On, ψ(a) = 〈Ω, π(a)Ω〉 so that we may write ψ(T ) = 〈Ω, TΩ〉 for all T ∈ π(On)′′. So we can
regard ψu and ψ as a pair of KMS states on π(On)
′′. Then the relative entropy of ψu and ψ is [Ar]
S(ψu, ψ) = −〈Ω, log(u∆u∗)Ω〉.
This can be written as
S(ψu, ψ) := −ψ(u(log∆)u∗ − log∆)
This is because ∆Ω = Ω implies that (log∆)(Ω) = 0. Now we can relate the relative entropy for this
pair of KMS states on the weak closure of π(On) to spectral flow for the Cuntz algebra example when
we have a modular unitary u. We just use the formula log∆ = −(log n)D and then by Theorem 5.5
we see that this relative entropy is just
(log n)ψ(uDu∗ −D) = (log n)ψ(u[D, u∗]) = (log n)τ ◦Φ(u[D, u∗]) = (log n)sf(D, uDu∗).
That is, the relative entropy is just log n times the spectral flow from D to uDu∗. We remark that the
relative entropy is always positive [Ar].
6.2. Manifold structures. In [PRS2] it was shown that many of the (tracial) examples of semifinite
spectral triples constructed for graph and k-graph algebras satisfied natural generalisations of Connes’
axioms for noncommutative manifolds, [C1].
Much of the discussion of [PRS2] can be applied verbatim to the triple (Onc,H,D) constructed here.
For instance the axiom of finiteness is obvious, as is Morita equivalence (spinc), first order condition,
regularity (or QC∞), and irreducibility. The reality, or spin, condition can be proved as in [PRS2],
and we have proven the closedness condition in Lemma 3.16.
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The chief differences come from the summability/dimension/absolute continuity and crucial orientabil-
ity conditions. We have a version of summability satisfied since (1 +D2)−1/2 ∈ L(1,∞)(M, τ̂ ), and for
a ∈ Onc nonzero and positive,
lim
s→1+
(s− 1)τ∆(a(1 +D2)−s/2) = lim
s→1+
(s− 1)τ̂(Ψ(a)(1 +D2)−s/2) = 2ψ(a) > 0.
Moreover, we have a twisted Hochschild cycle satisfying the (twisted) orientability condition, and
moreover it is given by the same formula as in the tracial case. This cocycle is
c =
1
n
n∑
j=1
S∗j ⊗ Sj .
We have two properties to check: that it is indeed a cocycle, and that it is represented by the identity
operator on H. Applying the twisted Hochschild boundary gives
bσc =
1
n
n∑
j=1
(S∗jSj − σ(Sj)S∗j ) =
1
n
n∑
j=1
(1− nSjS∗j ) = 1−
n∑
j=1
SjS
∗
j = 0.
This Hochschild cycle is represented on H by
π(c) =
1
n
n∑
j=1
S∗j [D, Sj ] =
1
n
n∑
j=1
S∗jSj =
1
n
n∑
j=1
1 = 1.
Hence c has the required representation properties, and the replacement of the Hochschild theory
with its twisted analogue has provided us with an orientation cycle for the ‘modular spectral triple’
of the Cuntz algebra. Thus Cuntz algebras may be a prototype for ‘type III noncommutative one
dimensional manifolds’.
6.3. Outlook. There are many unresolved issues raised by these examples of an index theory for the
KMS state on the Cuntz algebra. The main point is to understand the nature of the invariant being
computed by our spectral flow formula for the modular unitaries. Just as semifinite spectral triples
give rise to KK-classes, modular spectral triples also give rise to KK-classes. This follows in the same
way as the semifinite case, [KNR]. However, the relationship to the KK-index pairing is obviously
very different and we are investigating this now. At this time we do not see a relationship to the
viewpoint of Connes and Moscovici [CoM].
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