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Motivated by the increasing interest in the properties of multimode optomechanical devices, here
we study a system in which a driven mode of a large-area optical cavity is despersively coupled to a
deformable mechanical element. Two different models naturally appear in such scenario, for which
we predict the formation of periodic patterns, localized structures (cavity solitons), and domain
walls, among other complex nonlinear phenomena. Further, we propose a realistic design based on
intracavity membranes where our models can be studied experimentally. Apart from its relevance to
the field of nonlinear optics, the results put forward here are a necessary step towards understanding
the quantum properties of optomechanical systems in the multimode regime of both the optical and
mechanical degrees of freedom.
PACS numbers: 42.65.Sf, 42.50.Wk, 07.10.Cm
Introduction. Since the eighties of the past century,
the advent and rapid growing of quantum information
have boosted the research on quantum technologies that
try to develop microdevices allowing for robust imple-
mentations of controllable quantum interactions for long
coherence times. By today the state of the art permits
the fabrication of devices functioning in such strong cou-
pling regime with unprecedented control and accuracy
in a rapidly growing field. These new quantum devices
are very diverse including cavity–QED [1], optical lat-
tices [2], trapped ions [3], superconducting circuits [4],
quantum dots [5], atomic ensembles [6], etc.
In typical optomechanical cavities [7] the interaction
occurs between a light field and a mechanical oscillator
via radiation pressure. This type of system has been
known for a long time in classical optics [8], and to some
extent resembles a nonlinear Kerr cavity [9] as the cav-
ity length (and consequently the cavity resonance) de-
pends on the intracavity field intensity. At present, the
stress is made on their capability to show quantum co-
herent phenomena such as cooling and amplification [10],
strong (linear) coupling effects like optomechanically in-
duced transparency [11], or to prepare squeezed states of
light dissipatively [12–15]. Attention has also been re-
cently paid to the nonlinear dynamics of optomechanical
arrays [16], cavities in which radiation pressure competes
with the photothermal effect [17], planar dual-nanoweb
waveguides subject to radiation pressure [18], and op-
tomechanical cavities containing atomic ensembles [19].
Except for some of these recent works, up to now most
studies deal with a small number of modes either in the
optical or the mechanical degrees of freedom, while the
nonlinear interplay between many optical and mechanical
modes entails the existence of correlations among them
that can provide optomechanical systems with new ca-
pabilities. At the quantum level, these correlations may
lead to multipartite entanglement [20–22]; at the clas-
sical level, they help for the spontaneous appearance of
dissipative structures that are long range ordered config-
urations, including periodic, quasiperiodic and aperiodic
patterns, as well as localized structures, which may also
exhibit nontrivial temporal behavior [23].
The interplay between the quantum and classical per-
spectives in multimode systems has received theoreti-
cal attention mainly in the context of optical paramet-
ric oscillators for which some exciting phenomena were
predicted [24]. No such studies exist concerning op-
tomechanical systems, and here we make a step towards
this goal by proposing a multimode optomechanical cav-
ity configuration in which dissipative structures are pre-
dicted to appear. We keep our study at the classical level
by concentrating on the analysis of the general conditions
under which such patterns can appear and how they are,
leaving the study of their quantum properties for a fu-
ture publication. As we show below, periodic patterns,
localized structures (cavity solitons), and domain walls
are predicted to occur in a wide region of the two models
that naturally follow from the proposed configuration.
Model. Consider an optical cavity with large-area
mirrors containing a dispersive element which can be
thought of as a thin tense membrane that can be de-
formed locally, but is also allowed to oscillate as a whole
(Fig. 1). Energy is fed in the cavity from the outside
by injecting a coherent laser field through the partially
transmitting mirror, modelled as a paraxial beam
Einj (z, r, t) = iVAinj (z, r, t) ei(kLz−ωLt) + c.c., (1)
where r = (x, y) denotes the position in the plane trans-
verse to the cavity axis (z-axis), and V is a constant
having the dimensions of voltage, which we choose as
V = √~ωc/4ε0L in order to make contact with quantum
optics (see [24, 25]), ωc being the frequency of the longi-
tudinal cavity mode closest to the injected frequency ωL
(with corresponding wave vectors kj = ωj/c and wave-
lengths λj = 2pi/kj). The intracavity field E (z, r, t) can
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2FIG. 1: Cartoon of the system.
be written generically as
E (z, r, t) = iV (A+eikLz +A−e−ikLz) e−iωLt + c.c., (2)
which is the superposition of two waves with slowly vary-
ing complex amplitudes A± (z, r, t), propagating along
the positive (A+) and negative (A−) z direction. We
first derive an evolution equation for the amplitude
A+ (z = L, r, t) at the end mirror’s surface, which we will
denote by A (r, t). The procedure consists in propagating
the field along a full cavity roundtrip [25, 26], which, in
the paraxial approximation, and assuming that the fields
change very little after one roundtrip (with associated
time tc = 2L/c), as well as a small reflectance %
2 of the
membrane, leads to [25–28]
∂tA = γcE + γc
(−1 + i∆ + il2c∇2⊥)A (3)
−i 4γc%
T
cos [2kL (z0 +Q)]A
where T = T1 + T2 is the sum of the mirrors’ trans-
mittances, γc = cT/4L is the cavity damping rate,
∆ = (ωL − ωc) /γc is the dimensionless detuning param-
eter, l2c = 2L/kLT is the diffraction length (squared),
∇2⊥ = ∂2x + ∂2y is the transverse Laplacian, and E =
2
√
T1/T 2Ainj is a scaled version of the injection field
amplitude. The local displacement of the membrane per-
pendicular to its rest position at z = z0 is measured by
the field Q (r, t), so Q = 0 in the absence of illumination.
The equation for the light field must be complemented
with an equation for the displacement field Q(r, t). In
the absence of forcing and dissipation Q obeys a wave
equation ∂2tQ+LQ = 0, where L is a suitable differential
operator whose form depends on the specific implemen-
tation. Including damping, assumed homogeneous for
simplicity, and coupling of the membrane to the light
field, we get [25]
∂2tQ+γm∂tQ+LQ =
4%~kL
σtc
sin [2kL (z0 +Q)] |A|2 , (4)
where σ is the membrane’s surface mass density.
For the sake of simplicity and analyticity, we choose
L = Ω2m − v2∇2⊥, which models a membrane (character-
ized by its sound speed v) that can oscillate as a whole
at frequency Ωm. This choice ensures that the model will
possess spatially homogeneous solutions (invariant under
translations across the transverse plane), which can be-
come unstable in favor of patterns that break such sym-
metry, as usual in spontaneous pattern forming scenarios
[29]. As we show below through numerical simulations,
the existence of such sufficiently homogeneous solutions
turns out to be essential for pattern formation, and later
we propose a specific experimental implementation lead-
ing to this particular choice of L.
Eqs. (3) and (4) constitute the basic model for our op-
tomechanical setup, which coincides with previous single-
mode models [30, 31] in the limit of small reflectance
%2 and ignoring transverse spatial effects. The type of
model that appears depends strongly on the location z0
of the membrane. In this work we consider two typi-
cal situations leading to significantly different scenarios
[30, 31]: either the membrane is located at a node of
the driven mode’s standing wave (z0/λL = 0, 1/2, 1, ...)
or half-way between a node and an antinode (z0/λL =
1/8, 3/8, 5/8, ...). We will refer to the corresponding
models as the quadratic and linear models, respectively,
because this is the dependence that the light’s frequency
shift has on the mechanical field on each case, see Eq.
(5a) below. We simplify the model equations in these
two configurations by following the usual procedure in
which, taking into account that the membrane’s displace-
ment Q is small compared with the laser’s wavelength,
the coupling terms in Eqs. (3) and (4) can be expanded
around Q = 0 to the first nontrivial order in Q. The
two resulting models can be written in a compact and
clean form by introducing an index µ which equals 1 or
2 for the linear or quadratic models, respectively, as well
as normalized variables and parameters. Defining the di-
mensionless time τ = γct, spatial coordinates r¯ = r/lc,
plus parameters γ = γm/γc and Ω = Ωm/γc, we get [25]
∂τF =
[−1 + i (∆µ +∇2 + Zµ)]F + E, (5a)
∂2τZ + γ∂τZ + Ω
2
(
1− ρ2∇2)Z = Ω2Zµ−1 |F |2 , (5b)
where F , Z, and E are normalized dimensionless ver-
sions of the optical field A, the mechanical field Q,
and the pump E , respectively [25], ∇2 = (∂2x¯ + ∂2y¯),
∆µ = ∆ − 4(µ − 1)%/T , and we have defined the ‘ef-
fective rigidity’ parameter ρ = v/Ωmlc, so that the larger
ρ the more rigidly the membrane behaves. Alternatively,
ρ is a measure of how local the response of the membrane
is to a stress: when ρ → 0 the response is local, while
for ρ → ∞ it is completely integrated, that is, only the
homogeneous mode is excited.
Let us remark that we have also considered the situa-
tion in which the end mirror is the deformable mechan-
ical element, optomechanical coupling arising from the
radiation pressure force [7] in such case. The resulting
normalized model coincides with the linear model intro-
duced above, Eq. (5) with µ = 1. Also, note that we have
3FIG. 2: (a-d) Cartoon of the generic steady-states and instabilities of the linear (LM) and quadratic (QM) models introduced
in the text. We plot the mechanical displacement Z¯ of the homogeneous steady-state solution as a function of the injection
E2, with the stable (unstable) regions denoted by solid (dashed) lines. We mark the Pitchfork bifurcation leading to pattern
formation (red squares), as well as the Hopf instability (blue squares) leading to oscillatory solutions, the arrows indicating
the portion of the curve which they make unstable. The insets shown in (a) and (d) show the type of patterns expected for
injections marked by the thin grey line, corresponding to solitons in the linear model and domain walls in the quadratic one.
(e,f) Localized structures found by numerically solving the equations modelling a realistic implementation based on framed
membranes, expected to lead to an effective 1D model with homogeneous mode and patterns occurring along the x axis, as
long as only one or few modes of the membrane are excited in the y direction; in (e) we show a solitonvappearing in the region
marked with a vertical dashed line in (a), while in (f) we show a domain wall appearing in the region marked in (d). The
specific parameters of the simulation can be checked in [25].
not included the case of the membrane being in an antin-
ode (z0/λL = 1/4, 3/4, 5/4, ...), what results in a model
like the one above with µ = 2 but with an extra nega-
tive sign in front of the terms Zµ and Zµ−1, because we
haven’t found any pattern forming instabilities in such
configuration [25].
Homogeneous solutions, their stability, and pat-
tern formation. When the injected field is a plane wave
propagating along z, the amplitude E is a constant that
we take real and positive without loss of generality. In
such a case Eqs. (5) admit spatially homogeneous so-
lutions which coincide with the well-known ones of the
single-mode models [7], Eqs. (5) with ∇ → 0.
For the linear model (LM), µ = 1, the stationary ho-
mogeneous solutions verify Z¯LM = |F¯LM|2 with
E2 =
[
1 +
(
∆ + Z¯LM
)2]
Z¯LM. (6)
(Overbars denote steady homogenous solutions.) This is
the usual state equation of the single-mode optomechan-
ical cavity (or of a Kerr cavity), which shows a bistable
region whenever ∆ < −√3, see Figs. 2(a) and 2(b).
Differently, in the case of the quadratic model (QM),
µ = 2, there are two homogeneous steady states that
bifurcate one into the other: the trivial state, for which
Z¯QM = 0 and F¯QM = E/ (1− i∆), and the nontrivial one
Z¯2QM =
√
E2 − 1−∆, |F¯QM|2 = 1, (7)
which exists only for E2 >
(
1 + ∆2
)
. Note that for ∆ < 0
there is a region where the trivial and nontrivial solutions
coexist, see Figs. 2(c) and 2(d).
These spatially homogeneous steady states can suffer
different instabilities leading to the appearance of new
solutions, such as self-pulsing or space-dependent solu-
tions (through Hopf or pattern-forming bifurcations, re-
spectively). Standard linear stability analysis techniques
[32] allow us to derive the location of these bifurcations in
the parameter space [25]. However the general analysis is
quite involved as up to five parameters enter the models,
and hence we will give the details elsewhere, comment-
ing here only on some general trends and focusing on
examples which show that pattern formation is possible.
Both models show a static pattern forming instability,
as well as a Hopf instability. The latter leads either to a
pulsing homogeneous state (homogeneous Hopf) or to a
pulsing structure (pattern forming Hopf) depending on
the system parameters. Together with the homogeneous
4stationary solutions Z¯, in Fig. 2 we have marked the
typical location of these instabilities, as well as the re-
gions of Z¯ that become unstable. In very general terms,
we can say that the existence of pattern forming insta-
bilities requires a rigidity ρ below some maximum value
which, e.g., for the linear model is unity for most de-
tuning values, and can be even larger for large negative
detunings. As for the Hopf instability, we can also say
that the smaller γ or the larger Ω are, the closer it is to
the limit of existence of the nonzero solutions, in partic-
ular tending to invade the whole domain of existence of
the nontrivial solution for small γ in the quadratic model.
In order to study the type of patterns appearing in the
unstable regions, we have performed a numerical anal-
ysis of the model equations in both one (1D) and two
(2D) transverse dimensions using periodic boundary con-
ditions, check [25] for details. Our analysis has revealed
periodic patterns (hexagonal in 2D) and localized struc-
tures, as well as more complex spatio-temporal phenom-
ena. Remarkably, stable localized structures appear in
the regions where there is coexistence between the sta-
ble lower branch and the unstable upper branch solu-
tions in the linear model (see the inset of Fig. 2a), or
between the stable trivial and unstable nontrivial solu-
tions in the quadratic one. We have checked that these
localized structures can be written, erased, and moved
individually, so that they behave as true cavity solitons
[33]. An important difference between the two models
is that the quadratic one has intrinsic phase bistability,
since Z (r¯, τ)→ −Z (r¯, τ) leaves the equations invariant,
which leads to the existence of domain walls that appear
between two adjacent regions occupied by solutions dif-
fering only in their sign (see the inset of Fig. 2d).
Physical implementation. State-of-the-art optome-
chanical setups allow for the use of silicon nitride mem-
branes both as intracavity elements dispersively coupled
to the light contained in the resonator [30, 31, 34–39] or
directly as end mirrors, hence sensitive to radiation pres-
sure [40–42]. In all these experiments the membrane is
held by a fixed frame, so that the membrane cannot be
displaced as a whole in the axial direction. Such systems
are then described by our 2D model equations (3) and
(4) with L = −v2∇2 and fixed boundary conditions. We
have performed extensive numerical simulations of this
scenario obtaining no stable 2D patterns. This has lead
us to the conclusion that Ωm 6= 0 is a necessary condi-
tion for spatial instabilities to occur, since otherwise it is
not possible to have a sufficiently homogeneous mechan-
ical background to sustain such structures, in agreement
with the intuition we provided when first introducing the
differential operator as L = Ω2m − v2∇2⊥. While it is
true that this condition excludes the possibility of study-
ing the phenomena predicted by our 2D models with the
membrane-based setups mentioned above, in the follow-
ing we show that under conditions leading to the exci-
tation of one or few mechanical modes in one transverse
direction, an effective homogeneous mode appears in the
orthogonal direction, allowing for the observation of the
patterns predicted by our models in 1D.
In order to see this, let us consider a mechanical field
of the form Q(r, t) = cos(piy/Ly)Q1D(x, t), where Ly is
the length of the membrane in the y direction, in which
only the fundamental mode is assumed to be excited for
simplicity. The application of the differential operator
L = −v2∇2 onto it leads to LQ ≡ Ω2m,eff(1 − ρ2eff∂2x¯)Q,
with Ωm,eff = piv/Ly and ρeff = v/Ωm,eff lc = Ly/pilc,
which is the 1D version of the analogous term in Eq.
(5b), allowing for homogeneous excitations along the x
axis. Thus, we obtain an effective 1D rigidity parameter
which is solely controlled by the length of the membrane
in the y direction (normalized to lc). A relevant ques-
tion is whether current setups can reach the condition
ρeff . 1 which typically leads to pattern formation for a
wide range of the rest of parameters, as explained above.
Taking as in [39] a laser at λL = 1064nm and a cavity
of L = 10cm but smaller finesse F = 500 (it is 50,000
in [39]), we get a diffraction length lc =
√
λLLF/2pi ≈
1mm. Since commercial membranes have typical sizes on
the millimeter scale, this shows that current experiments
have indeed access to the desired regime.
We have performed numerical simulations that confirm
this simple picture, using a quasi-planar injection of finite
width (supergaussian) [25]. The conditions for exciting
just one or few mechanical modes are naturally accom-
plished by choosing a membrane short enough along the
y axis for the frequencies of the normal modes to be well
spaced, but long enough along the x axis for the desired
spatial structures to exist. In Figs. 2(e) and 2(f) we
show results for both the linear and quadratic models, in
particular showing a cavity soliton from the linear model
and a domain wall from the quadratic one. The partic-
ular parameters used in the simulations can be checked
in [25], but they are not of real relevance since the struc-
tures are robust and easily found within the region of
the parameter space where they are expected to appear
according to the effective 1D model.
Conclusions. We have proposed an optomechanical
system in which pattern formation can be observed. In
our proposal, the mechanical degrees of freedom come
from a membrane which can be locally deformed by its
interaction with light. Two different models appear in
this scenario, for which we have been able to locate their
pattern forming instabilities. An important conclusion
of our numerical investigations is that the existence of
such structures requires the presence of a sufficiently ho-
mogeneous mechanical mode, and we have proposed re-
alistic implementations of the 1D models based on cur-
rently available membranes, proving how patterns (soli-
tons and domain walls) indeed appear in such systems.
Future venues will include the study of the quantum spa-
tial correlations present on (and between) the optical and
mechanical fields, which may lead to noncritical squeez-
5ing and multipartite entanglement, similarly to what has
been found in optical parametric oscillators [24, 43].
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7Supplemental material
In this supplemental material we offer a detailed
derivation of the model equations, and give more details
about the linear stability analysis performed onto the ho-
mogeneous stationary solutions present in the system, as
well as about the numerical simulations performed both
for the model and the proposed implementation.
Derivation of the light field equation. In this
section we offer a detailed derivation of Eq. (2) of the
main text, which describes the evolution of the optical
field at the plane of the end mirror.
We will denote by r1 (r2) the reflection coefficients of
the left (right) cavity mirrors, 1 − |rj |2 = Tj being the
corresponding transmittances, which are assumed very
close to zero: good cavity limit. The left (right) mirror
is located at z = 0 (L), and we assume for definiteness
that light is injected through the left mirror.
In the absbence of illumination the membrane has an
equilibrium position at z = z0, while in the presence of
optical fields any point r of the membrane will be dis-
placed along the cavity axis by Q (r, t) from equilibrium,
which defines the mechanical field introduced in the main
text. We treat this deformable membrane as a thin, loss-
less symmetric beam splitter, with (complex) transmis-
sion and reflection coefficients denoted by τ± and %±,
where the subscript refers to the side of the membrane
from which the beam emerges after transmission or re-
flection (+ for right and − for left). As in any lossless
beam splitter [27], the phases of these coefficients satisfy
arg (%+) + arg (%−)− arg (τ+)− arg (τ−) = pi, (8)
while further for a symmetric one,
|τ±| = τ, |%±| = %, (9)
with the relation τ2 + %2 = 1.
At any point in space and time, we write the opti-
cal field as E (z, r, t) = E+ (z, r, t) + E− (z, r, t), which
is a sum of two waves traveling to the right (+) and to
the left (−). We choose arbitrarily to derive the evolu-
tion equation for the field E+ (L, r, t) impinging the right
cavity mirror. Such an equation is derived by following
the usual approach of propagating the field along the res-
onator (see e.g. [26]), assuming that any modification of
the field along a cavity roundtrip (due to diffraction and
to transmission and reflection on the membrane or on
the cavity mirrors) is small. This means that we are con-
sidering (i) short enough propagation distances (either
geometrically small, or optically small, as in quasi self-
imaging resonators [28]), and (ii) membranes with very
small reflectivities, %  1. The presence of the intra-
cavity membrane makes the derivation a bit complicated
because, at any instant, E+ (L, r, t) is the superposition
of infinitely many contributions, corresponding to waves
that have travelled in the cavity through paths with dif-
ferent combinations of transmissions and reflections in
the membrane and the mirrors, and meet at the right
mirror. However, as the membrane reflectivities %± are
assumed small, E+ (L, r, t) can be approximated at any
instant as the sum of just four partial waves, as sketched
in Figure 3: (I) the injected field transmitted through
the input mirror and the membrane (call it EI), (II) the
field that, after reflection on the right cavity mirror, has
performed a full cavity roundtrip just by transmitting
through the membrane (call it EII); (III) the field that,
after reflection on the right cavity mirror, relfects back
from the right face of the membrane (call it EIII); and
(IV), the field that, after transmission through the mem-
brane and reflection on the left cavity mirror, has re-
flected from the left side of the membrane, reflected again
from the left mirror, and finally transmitted through the
membrane (call it EIV). Any other partial wave has an
amplitude on the order of %2 or smaller, which we neglect.
Hence we write
E+ (L, r, t) = EI (r, t) +EII (r, t) +EIII (r, t) +EIV (r, t) ,
(10)
where the four partial waves can be written as
EI (r, t) = KIULEinj (0, r, t− tc/2) , (11a)
EII (r, t) = KIIU2LE+ (L, r, t− tc) , (11b)
EIII (r, t) = KIIIUL2e−2ikLQ(r,t−t2) (11c)
×UL2E+ (L, r, t− 2t2) ,
EIV (r, t) = KIVUL+L1e2ikLQ(r,t−tc/2−t1) (11d)
×UL+L1E+ (L, r, t− tc − 2t1) ,
with
KI =
√
T1τ+, (12)
KII = r2r1τ+τ−, (13)
KIII = r2ρ+, (14)
KIV = r
2
1r2τ+τ−%−. (15)
The operator Ud = exp
[
i(d/2kL)∇2⊥
]
accounts for
diffraction in the paraxial approximation, corresponding
to a propagation distance equal to d. Here L1 = z0 and
L2 = L− z0, t1,2 = L1,2/c, and tc = 2 (t1 + t2) = 2L/c is
the cavity roundtrip time. The factors e±2ikLQ(r,t) model
the phase front modification produced by the reflection
on the membrane in the paraxial approximation.
Before continuing it proves useful to express the coef-
ficients KII, KIII and KIV in terms of the modulus and
argument of KII. Let us then write
KII = r exp (iθ) , (16a)
KIII = K+r exp (iθ) , (16b)
KIV = K−r exp (iθ) , (16c)
8FIG. 3: Sketch of the paths travelled by the main waves su-
perposing at the right cavity mirror at a given instant.
with
r = |r1r2τ+τ−| , (17a)
θ = arg (r1) + arg (r2) + arg (τ+) + arg (τ−) , (17b)
K+ =
%+
r1τ+τ−
, (17c)
K− = r1%−. (17d)
Remembering that the mirrors’ transmittances are small,
so we assume in particular Tj = O (%), we have r =
|r1r2| τ2 = |r1r2| + O
(
%2
)
. Expressing |rj | =
√
1− Tj ,
we get then
r = 1− 1
2
(T1 + T2) +O
(
%2
)
. (18)
Further, taking into account that arg (K+) + arg (K−) =
pi , see (17c), (17d), and (8), we note that
K± = ∓% exp (∓iβ) +O(%2), (19)
where we have defined β = arg (r1) + arg (%−).
We will denote the slowly varying complex ampli-
tude of E+ (L, r, t) by A (r, t), so that E+ (L, r, t) =
iVA (r, t) eikLL−iωLt, where V = √~ωc/4ε0L is a suitable
factor with dimensions of voltage, chosen in such a way
that |A (r, t) |2 can be interpreted as the number of pho-
tons per unit area which arrive at point r of the mirror
during a roundtrip, what is convenient to make contact
with quantum theory, see the next section. When the
expressions (11) of the partial waves are introduced into
(10) and all the fields are expressed in terms of the com-
plex amplitude A, we get, shifting time for convenience
as t→ t+ tc,
A (r, t+ tc)−A (r, t) =
√
T1τ−ULAinj (0, r, t+ tc/2)
+
(
reiΨU2L − 1
)
A (r, t) (20)
− %eiΨrUL2e−2ikL[z˜0+Q(r,t+tc−t2)]UL2A (r, t+ 2t1)
+ %eiΨrUL+L1e2ikL[z˜0+Q(r,t+tc+t2)]UL+L1A (r, t− 2t1) ,
where we have subtracted A (r, t) from both sides for con-
venience, and we have defined
Ψ = 2kLL+ θ, (21a)
z˜0 = z0 + β/2kL. (21b)
Note that the left hand side of Eq. (20) can be ap-
proximated by tc∂tA (r, t), whenever its right hand side
is small; more rigorously if it is of the form LA (r, t), with
L a small operator. Inspection of the equation shows that
this is satisfied provided that % 1, as already assumed,
and eiΨrU2L − 1 = O (%). This second condition requires
(i) Ψ = 2mpi + δ, with m ∈ Z and δ an O (%) normalized
detuning whose value is controled by the injection fre-
quency, see Eq. (21a), and (ii) U2L can be approximated
as 1 + i (L/kL)∇2⊥, with the effect of the last term on
the order of %, which is effected by the choice of a suffi-
ciently small value of L (small diffraction). Under these
conditions, eiΨ, r, UL2 , and UL+L1 in the last two terms
can be approximated by 1 (note that these terms already
contain % as a factor), while A (r, t± 2t1) can be set to
A (r, t), since A (r, t± 2t1) ' A (r, t) ± 2t1∂tA (r, t), but
2t1∂tA (r, t) ≤ tc∂tA (r, t) = O(%). Accordingly Eq. (20)
can be approximated as
tc∂tA (r, t) = A0 (r, t)− T
2
A+ i
(
δ +
L
kL
∇2⊥
)
A (22)
+ %
[
e2ikL[z˜0+Q(r,t+tc+t2)] − e−2ikL[z˜0+Q(r,t+tc−t2)]
]
A,
where A0 (r, t) = τ−
√
T1ULAinj (0, r, t+ tc/2) is the in-
jected field at the plane of the right mirror. Note
that A0 (r, t) ≈
√
T1e
i arg(τ−)Ainj (0, r, t+ tc/2). There
remains making a last simplification, consisting in ap-
proximating Q (r, t+ tc ± t2) by Q (r, t). Note that
Q (r, t+ tc ± t2) ≈ Q (r, t) + (tc ± t2) ∂tQ (r, t), and we
have checked self-consistently that the last term is on
the order of % or smaller in our simulations. This last
approximation leads us then to
∂tA (r, t) =
1
tc
A0 (r, t)− T
2tc
A+ i
(
δ
tc
+
L
kLtc
∇2⊥
)
A
+i
2%
tc
sin [2kL (z˜0 +Q)]A, (23)
which coincides with Eq. (3) of the main text once we
introduced the parameters defined there, and the nor-
malized detuning apearing on it is identified with 2δ/T .
In addition, note that in the main text we have chosen
β = −pi/2 and arg (τ−) = 0 to simplify the notation and
make connection with previous works.
Derivation of the coupling in the mechanical
equation. In this section we derive the optomechan-
ical coupling term appearing on the right hand side
of the mechanical equation of motion, Eq. (4) in the
main text. We show in the following that this is eas-
ily done from the coupling term derived for the opti-
cal field in the previous section, together with a (mo-
mentary) quantum description of the system. In such
description, the fields A and Q are replaced by two
operators Aˆ and Qˆ, obeying standard equal-time com-
mutation relations
[
Aˆ (r, t) , Aˆ† (r′, t)
]
= δ2 (r− r′) [24]
9and
[
Qˆ (r, t) , Pˆ (r′, t)
]
= i~δ2 (r− r′), with Pˆ = σ∂tQˆ
the momentum density field of the membrane (σ is its
mass surface density). The coupling between the opti-
cal and mechanical fields is described in the quantum
theory through an interaction Hamiltonian Hˆint, which
contributes to the equation of motion of any operator Oˆ
according to Heisenberg’s equation
∂tOˆ|int = i~
[
Hˆint, Oˆ
]
. (24)
Now, from the optical equation that we derived in the
previous section, we know that when Eq. (24) is applied
to the field Aˆ (r, t), we should get
∂tAˆ (r, t)
∣∣∣
int
= i
2%
tc
sin
{
2kL
[
z˜0 + Qˆ (r, t)
]}
Aˆ, (25)
and hence the interaction Hamiltonian must have the
form
Hˆint = −~
∫
d2r
2%
tc
sin
{
2kL
[
z˜0 + Qˆ (r, t)
]}
(26)
× Aˆ† (r, t) Aˆ (r, t) .
On the other hand, once we know the interaction Hamil-
tonian, we can particularize the Heisenberg equation (24)
to the mechanical momentum density field, obtaining
∂tPˆ (r, t)
∣∣∣
int
=
4kL%
tc
cos
{
2kL
[
z˜0 + Qˆ (r, t)
]}
(27)
× Aˆ† (r, t) Aˆ (r, t) ,
where we have used the property[
F
(
Qˆ (r′, t)
)
, Pˆ (r, t)
]
= i~
(
∂F/∂Qˆ
)
δ2 (r− r′) , (28)
valid for any function F ; the classical limit of this ex-
pression, {Qˆ, Pˆ , Aˆ, Aˆ†} → {Q, σ∂tQ,A,A∗}, provides the
coupling appearing in Eq. (4) of the main text,
∂2tQ (r, t) |int =
4~kLρ
σtc
cos {2kL [z˜0 +Q (r, t)]} |A (r, t) |2,
(29)
where note that in main text we have taken β = −pi/2
and hence 2kLz˜0 = 2kLz0−pi/2 for simplicity and definiti-
ness.
Linear and quadratic models and their normal-
ization. Starting from the general model equations (3)
and (4) of the main text, in this section we provide a
detailed derivation of the quadratic and linear models
introduced in Eqs. (5). Consider the interaction terms
of Eqs. (3) and (4), which can be written as
∂tA|int = −i 4γc%
T
cos [2kL (z0 +Q)]A, (30a)
∂2tQ|int =
4%~kL
σtc
sin [2kL (z0 +Q)] |A|2 . (30b)
Taking into account that the mechanical displacement is
typically much smaller than the optical wavelength, we
can expand the trigonometric functions around Q = 0,
obtaining
cos [2kL (z0 +Q)] ≈ cos(2kLz0)(1− k2LQ2) (31a)
− 2kL sin (2kLz0)Q,
sin [2kL (z0 +Q)] ≈ sin (2kLz0) (1− k2LQ2) (31b)
+ 2kL cos (2kLz0)Q.
The interaction terms admit then different approxima-
tions depending on where the membrane is located. In
particular, when cos(2kLz0) = ±1 and sin(2kLz0) = 0,
that is, z0/λL = n/4 with n = 0, 1, 2, ..., the sign of the
cosine being positive (negative) for even (odd) n, we get
∂tA|int ≈ ±i 4γc%
T
(k2LQ
2 − 1)A, (32a)
∂2tQ|int ≈ ±
8%~k2L
σtc
Q |A|2 , (32b)
leading to the model equations
∂tA = γcE + γc
(−1 + i∆± + il2c∇2⊥)A (33a)
± i 4γck
2
L%
T
Q2A,
∂2tQ+ γm∂tQ+ (Ω
2
m − v2∇2⊥)Q (33b)
= ±8%~k
2
L
σtc
Q |A|2 ,
where ∆± = ∆ ∓ 4%/T is a shifted detuning. It is con-
venient both for the numerical and analytical analysis to
introduce the nomalized time τ = γct and spatial coor-
dinates r¯ = r/lc, plus variables and parameters
Z =
√
8%
T
kLQ, F =
√
8%~k2L
σtcΩ2m
A,
γ =
γm
γc
, Ω =
Ωm
γc
, E =
√
8%~k2L
σtcΩ2m
E ,
which transform the previous equations into
∂τF =
[−1 + i (∆ +∇2 ± Z2)]F + E, (34a)
∂2τZ + γ∂τZ + Ω
2
(
1− ρ2∇2)Z = ±Ω2Z |F |2 , (34b)
where ∇2 = l2c
(
∂2x + ∂
2
y
)
=
(
∂2x¯ + ∂
2
y¯
)
, and ρ = v/Ωmlc is
the ‘effective rigidity parameter’ defined in the main text.
In the case of the positive sign, this is the equation that
we introduced in the main text defining the quadratic
model, Eqs. (5) with µ = 2. The negative sign case is
not interesting because no pattern forming instabilities
are found, and hence we have not introduced it in the
main text.
Let us consider now the case cos(2kLz0) = 0 and
sin(2kLz0) = ±1, that is, z0/λL = (2n + 1)/8 with
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n = 0, 1, 2, ..., the sign of the sine function being pos-
itive (negative) for even (odd) n. This choice leads to
∂tA|int ≈ ±i 8γckL%
T
QA, (35a)
∂2tQ|int ≈ ±
4%~kL
σtc
|A|2 , (35b)
and hence to the model equations
∂tA = γcE + γc
(−1 + i∆ + il2c∇2⊥)A (36a)
± i 8γckL%
T
QA,
∂2tQ+ γm∂tQ+ (Ω
2
m − v2∇2⊥)Q (36b)
= ±4%~kL
σtc
|A|2 .
In this case, the most convenient normalization is the
same as before, except for the fields and pump parameter,
which are normalized as
Z = ±8kL%
T
Q, F =
√
32%2~k2L
σtcΩ2m
A, (37)
E =
√
32%2~k2L
σtcΩ2m
E .
These normalizations transform the previous equations
into
∂τF =
[−1 + i (∆ +∇2 + Z)]F + E, (38a)
∂2τZ + γ∂τZ + Ω
2
(
1− ρ2∇2)Z = Ω2 |F |2 , (38b)
precisely the equation that we introduced in the main
text defining the linear model, Eqs. (5) with µ = 1.
Details of the linear stability analysis. In the fol-
lowing we explain how we have performed the stability
analysis of the homogeneous, stationary solutions asso-
ciated to the model equations (5), which we gave in the
main text. We have followed the standard linear sta-
bility analysis, by studying the evolution of small per-
turbations (δF, δZ) added to the steady solution
(
F¯ , Z¯
)
.
Upon linearizing the model equations (5) with respect
to (δF, δZ), expressing them in terms of the normal
mode basis of the uncoupled mechanical and optical sys-
tems (plane waves) as δF (r¯, τ) =
∑
k φk (τ) e
ik·¯r and
δZ(r¯, τ) =
∑
k ζk (τ) e
ik·¯r (note that ζ∗−k = ζk because
δZ is a real field), and equating coefficients of like expo-
nentials, we get, for each k, a linear system of differential
equations for the modal perturbations v ≡ (φk, φ∗−k, ζk).
Owed to this linearity and the time invariance of the sys-
tem, its solutions have the form v (τ) = v (0) eλτ . Upon
making such substitution, a homogeneous linear system
of algebraic equations in v (0) is got, whose condition
for existence of nontrivial solutions can be written as
C
(
k2;λ
) ≡∑4n=0 cn (k2)λn = 0, where k = |k|.
In the case of the linear model and after simple algebra,
we get
c4 = 1, c3 = 2 + γ, (39a)
c2 = 1 + 2γ + Ω
2
k + ∆
2
k, (39b)
c1 = γ(1 + ∆
2
k) + 2Ω
2
k, (39c)
c0 = 2Z¯LM∆kΩ
2 + (1 + ∆2k)Ω
2
k, (39d)
where Ω2k ≡ Ω2
(
1 + ρ2k2
)
and ∆k ≡ ∆− k2 + Z¯LM. On
the other hand, the quadratic model leads to
c4 = c3 = 0, c2 = 1, c1 = γ, (40a)
c0 = Ω
2[1 + ρ2k2 − E2/(1 + ∆2)], (40b)
for the trivial solution (Z¯QM = 0), and
c4 = 1, c3 = 2 + γ, (41a)
c2 = 1 + 2γ + µ
2
k + Ω
2ρ2k2, (41b)
c1 = γ(1 + µ
2
k) + 2Ω
2ρ2k2, (41c)
c0 = [ρ
2k2(1 + µ2k) + 4µk(Z¯
2
QM −∆)]Ω2, (41d)
for the nontrivial solution Z¯2QM =
√
E2 − 1, with µk =
Z¯2QM − k2.
We observe that the growth exponents λ(k2), solutions
to C
(
k2;λ
)
= 0, depend on k and not on k because of
the rotational invariance of both the steady state and
the model equations. Whenever Re{λ} < 0 for all k the
steady state is stable, while if Re{λ} > 0 for some k
it is unstable. The condition Re{λ} = 0 thus defines a
possible instability, or bifurcation, which is met either
when λ = 0 (static or pitchfork instability: c0 = 0)
or when λ = i
√
c1/c3 (self-pulsing or Hopf instability:
c1c2c3 = c4c
2
1 + c
2
3c0). On the other hand, when the
bifurcation is associated with k = 0 the new state is spa-
tially uniform (homogeneous instability), while if k 6= 0
the instability is pattern forming. In both the linear and
quadratic models the expressions for the cn
(
k2
)
coeffi-
cients are simple enough as to allow us to locate all the
static instabilities analytically, while the Hopf instabili-
ties can be efficiently and systematically found numeri-
cally, and even analytically in the experimentally relevant
limits γ  1 and Ω  1. We will give further details in
future works.
Details of the numerical simulation of the model
equations. As explained in the text, we have performed
an extensive numerical analysis of the patterns appearing
in the model equations (5) of the main Letter, and here
we want to say a few words about the method we have
used, as well as show some examples of the transverse
structures which we have found.
We have performed the numerical simulation of the
evolution equations by using a symmetrized split-step
Fourier method, whose name comes from the fact that
it treats the linear and non-linear terms of the evolu-
tion equations separately, alternating them in short time
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FIG. 4: Numerical simulation of the linear model equations. In (a) we show the bifurcation diagram for ∆ = −2.2, γ = 0.1,
Ω = 10, and ρ = 1.13, parameters which we use in this example. The intensity I¯ of the homogeneous steady-state solution is
plotted as a function of the injection E2, denoting by solid (dashed) lines the stable (unstable) regions. We mark with a yellow
square the static pattern-forming instability at I¯ = I¯PB, as well as the rest of instabilities mentioned in the text. Patterns
are expected to appear for injections within the unstable domain of the upper branch occurring for I¯+ < I¯ < I¯PB. We have
found two types of patterms: periodic (hexagonal in 2D) patterns (b), whose maximum (as obtained from a 1D simulation) is
represented as a yellow dashed-dotted line in their domain of existence; and localized structures (c), represented as a green,
dotted line, which can be “written” and “erased” individually at any desired position in the transverse plane by injecting an
pulse of Gaussian tranverse profile with the proper width and centered at the corresponding point. At I¯ = I¯HB the steady state
undergoes a Hopf bifurcation leading to time-dependent long-time term solutions (limit cycles) not shown in the figure.
steps. The linear evolution is computed in the spatial
frequency domain by using the fast Fourier transform;
as for the evolution coming from the non-linear terms, it
turns out that we can solve it exactly at every step for
these model equations. The method is exact up to second
order in the (normalized) time step, and given that we
move to Fourier domain in the spatial variables, it natu-
rally requires periodic boundary conditions in the chosen
spatial window (although fixed boundary conditions can
be simulated as well, simply by forcing the fields to have
the desired values, typically zero, at the boundaries, as
we do in the last section).
We have carried simulations of the model equations
both in 1D and 2D, finding periodic patterns (which turn
out to be hexagons in 2D) and localized structures which
satisfy all the properties of cavity solitons (e.g., they can
be written and erased individially). In Fig. 4 we show
examples of such structures as obtained from the linear
model, Eqs. (5) with µ = 1 in the main text. From a nu-
merical point of view, in order to find periodic patterns,
the reciprocal spatial lattice which we choose has to con-
tain the wave vectors which form such pattern. In the
case of the localized structures, the spatial window has
to be large enough to hold the number of solitons which
we want to write, as well as allow for their mobility if
thats the case.
Details about the numerical simulation of the
proposed implementation. In the main text we
showed two examples of structures appearing when nu-
merically simulating the quasi-1D implementation ex-
plained in the last section, what indeed proves that pat-
terns can be observed with it; let us here give details
about the actual parameters used for such simulations,
although, as explained in the text, patterns can be eas-
ily found wherever they are expected to appear in the
bifurcation diagram.
Let us first remark that in this case we have not as-
sumed the existence of a prior homogeneous mode, that
is, we have numerically simulated Eq. (5), but setting to
zero the term Ω2Z in (5b), leading to the equations
∂τF =
[−1 + i (∆ +∇2 + Zµ)]F + E, (42a)
∂2τZ + γ∂τZ − Ω2ρ2∇2Z = Ω2Zµ−1 |F |2 , (42b)
with µ = 1 or 2 for the linear or quadratic models, re-
spectively. Note that in both sets of equations Ω can
be eliminated with the change Ωρ → ρ, ΩF → F , and
ΩE → E, but we have decided to keep it just so the def-
inition of normalized fields and parameters is the same
as in the main text. This equation is supplemented with
fixed boundary conditions at the rectangular frame of
the membrane, that is, Z(±L¯x/2, y¯) = 0 = Z(x¯,±L¯y/2),
which we directly impose in the split-step method. Of
course, L¯x and L¯y are the dimensions of the membrane
along the x and y directions, respectively, normalized to
the diffraction length lc.
In Fig. 2(e) of the main text we show a soliton obtained
from the linear model (µ = 1), expected to appear wher-
ever bistability is present and the upper branch is unsta-
ble because of the static pattern forming bifurcation, see
Fig. 2(a). In order to be in this region, we have chosen
the following parameters in (42): Ω = 10, γ = 0.1, ρ = 1,
∆ = −2.2. In addition we have chosen widths L¯y = 3.125
and L¯x = 40 for the membrane, and a quasi-plane injec-
tion of finite width given by the supergaussian profile
E(r¯) = E0 exp[−(x¯20/2σ20x ) − (y¯20/2σ20y )], with σx = 7,
σy = 3, and E0 = 1.45. Note that for these choices, the
effective 1D parameters become ρeff = 3.125/pi ≈ 0.995
and Ωm,eff/γc = Ω/ρeff ≈ 10.05, according to the simple
analysis when only the fundamental mode is assumed to
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be excited in the y axis.
On the other hand, in Fig. 2(f) of the main text we
show a domain wall expected to appear in the quadratic
model (µ = 2) when the nontrivial homogeneous station-
ary solutions with opposite signs coexist, see Fig. 2(d).
In this case we have simulated equations (42), choosing
Ω =
√
0.1, γ = 0.1, ρ = 1, ∆ = 5, L¯y = 6.25 and L¯x = 80,
and the same kind of supergaussian illumination as be-
fore, but with σx = 7.5, σy = 3, and E0 = 6.8. These
parameters lead to effective 1D ones ρeff = 6.25/pi ≈ 2
and Ωm,eff/γc = Ω/ρeff ≈ 0.16. Let us remark that we
haven’t chosen a larger value of Ω because otherwise the
Hopf bifurcation tends to the point where the trivial and
nontrivial solutions connect, making it impossible to find
stationary solutions above that point (although it is pos-
sible to find dynamic ones, such as pulsing domain walls).
