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Abstract
We consider a class of generalized Ste*ensen iterations procedure for solving nonlinear equations on Banach
spaces without any derivative. We establish the convergence under the Kantarovich–Ostrowski’s conditions.
The majorizing sequence will be a Newton’s type sequence, thus the convergence can have better properties.
Finally, a numerical comparation with the classical methods is presented. c© 2002 Elsevier Science B.V. All
rights reserved.
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1. Introduction
When studying an iterative method, the most important aspect to consider is the convergence; then,
in this case, the order of convergence. For this purpose, some theorems (called “Kantarovich type”)
are stated. These theorems establish su@cient conditions on the operator and the Arst approximation to
the solution (called “pivot”) in order to ensure that the sequence of iterates from the pivot converges
to a solution of the equation. They provide also, “a priori error estimates” (i.e., estimates of the
distance between an iterate and the limit, depending only on the operator and the pivot), see [1,3,4].
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H.T. Kung and J.F. Traub presented a class of multipoint iterative functions without derivative and
Chen [2] studied a particular class of these methods which contain Ste*ensen method in special case,
but only in one dimension. Here we generalize these methods and consider the case of nonlinear
operators on a Banach space. We will obtain Chen’s results as a particular case. We will use similar
conditions than Chen in order to And a relation between majorizing sequence and iterative procedure
which it can describe the characteristics of iterations. The majorizing sequences will be a Newton’s
type. The best property of these methods is they do not need to calculate any derivative, but having
similar convergence properties than Newton classical method. The method will depend, in each
iteration, of a parameter n. This parameter will be a control of the good approximation to the
derivative; but without being too small, since numerical errors could take place. In practice, if we
like to solve the equation F(x)=0 then {n} will be an increasing sequence in (0; 1], and ‖nF(xn)‖
will be small enough.
The structure of this paper is as follows: In Section 2, we introduce the generalized Ste*ensen
sequence and we assert a convergence theorem (Kantorovich type) with error estimates. In Section
3, some conclusions and numerical experiments are presented.
2. Convergence and error estimates
In this section, we will prove the main result.
Let F :D ⊂ X → X operator, X a Banach space and D an open set. We consider the following
iterative method
yn = xn + nF(xn); (1)
xn+1 = yn − ([xn; yn;F])−1F(yn): (2)
Let
sn = tn + nf(tn); (3)
tn+1 = sn − f(sn)f′(sn)− n ; (4)
where t0 = 0, n ¿ 0 and f(t) = (k=2)t2 − t + a; a; k¿ 0.
We will assume F is two times FrPechet di*erentiable in D. Let us assume x0 ∈D is such that
F ′(x0) is invertible. Furthermore, a, k are positive real numbers verifying:
‖F(x0)‖6 a; (5)
‖F ′(x0)−1‖6 −1f′t0) ; (6)
‖F ′′(x)‖6 k; for all x∈D; (7)
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where h= ka6 1=2, and∣∣∣∣
∣∣∣∣ In + F ′(x0)
∣∣∣∣
∣∣∣∣6 1n − 1; (8)
B
(
x0;
1
k
)
⊂ D: (9)
Let r1 and r2 the two positive roots of f(t), r16 r2.
In the proof of the theorem, we are going to use two lemmas (we will assume the same hypothesis
and notations in the whole paper).
Lemma 1. If ‖x − y‖6 |t − s| (x; y∈D) then ‖F ′(x)− F ′(y)‖6 |f′(t)− f′(s)|.
Proof 1. We notice; F ′(x)− F ′(y) = ∫ 10 F ′′(y + t(x − y))(x − y) dt; thus
‖F ′(x)− F ′(y)‖6 k‖x − y‖:
Similarly,
f′(t)− f′(s) =
∫ 1
0
f′′(s+ z(t − s))(t − s) dz = k
∫ 1
0
dt(t − s) = k(t − s):
Lemma 2. If x; y∈{z: ‖z − x0‖¡r1} then [x; y;F] is invertible.
Proof 2. As a direct consequence of general invertibility criterium (GIC); applied to F ′(x0)−1[x; y;F];
we will have [x; y;F] is invertible; since
‖F ′(x0)−1[x; y;F]− I‖6 ‖F ′(x0)−1‖
∫ 1
0
‖F ′(x + u(y − x))− F ′(x0)‖ du
6 k
∫ 1
0
‖(x + u(y − x))− x0‖ du
6 kr1¡ 1:
Theorem 1. For all n ¿ 0 there are n ∈ (0; 1] such that
‖xn+1 − xn‖6 tn+1 − tn; (10)
where {xn}; {tn} were de8ned in (1)–(4).
Proof 3. We will proof the theorem by induction.
If n= 0, we have in particular x0 ∈B(x0; 1=k). Let 0 such that y0 ∈B(x0; 1=k) also.
By (5) we have ‖F(x0)‖6 a= f(t0).
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Moreover,
‖F(y0)‖ =
∣∣∣∣
∣∣∣∣
∫ y0
x0
F ′′(x)(y0 − x) dx +
(
I
0
+ F ′(x0)
)
(y0 − x0)
∣∣∣∣
∣∣∣∣
6
k
2
(s0 − t0)2 +
(
1
0
− 1
)
(s0 − t0) = f(s0):
From Lemma 2 [x0; y0;F] is invertible and
‖[x0; y0;F]−1‖ = ‖F
′(x0)−1‖
1− ‖I − F ′(x0)−1[x0; y0;F]‖
6
‖F ′(x0)−1‖
1− ‖F ′(x0)−1(F ′(x0)− [x0; y0;F])‖
=
‖F ′(x0)−1‖
1− ‖F ′(x0)−1(F ′(x0)− F ′(y0) + F ′(y0)− [x0; y0;F])‖
6
−1
f′(t0)
· 1
1− ( 1−f′(t0) |f′(t0)− f′(s0)|+ 0)
6− 1
f′(s0)− 0 : (11)
So,
‖x1 − x0‖= ‖0F(x0)− ([x0; y0;F])−1F(y0)‖6 0f(t0)− f(s0)f′(s0)− 0 = t1 − t0:
Now we assume it is true for “n”, that is ‖xj − xj−1‖6 tj − tj−1 for all 0¡j6 n.
In particular, xn ∈B(x0; 1=k), since
‖xn − x0‖ = ‖xn − xn−1 + xn−1 − · · ·+ x1 − x0‖
6 (tn − tn−1) + (tn−1 − tn−2) + · · ·+ (t1 − t0)
= tn ¡ r1 =
1−√1− 2ak
k
¡
1
k
: (12)
Let k such that yk ∈B(x0; 1=k), then
‖F(yn)‖ =
∣∣∣∣
∣∣∣∣
∫ yn
xn
F ′′(x)(yn − x) dx +
∫ xn
x0
F ′′(x) dx(yn − xn)
+
(
I
n
+ F ′(x0)
)
(yn − xn)
∣∣∣∣
∣∣∣∣
6
k
2
(sn − tn)2 + k(sn − tn)(tn − t0) +
(
1
n
− 1
)
(sn − tn) = f(sn): (13)
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On the other hand,
F(xn) =F(xn)− F(yn−1)− [xn−1; yn−1;F](xn − yn−1)
=
∫ xn
yn−1
F ′(z) dz − [xn−1; yn−1;F](xn − yn−1)
=
∫ 1
0
(F ′(yn−1 + u(xn − yn−1)− [xn−1; yn−1;F]) du(xn − yn−1)
=
∫ 1
0
(F ′(yn−1 + u(xn − yn−1)− F ′(xn−1 + u(yn−1 − xn−1)) du
(xn − yn−1) (14)
so, by Lemma 1
‖F(xn)‖6f(tn):
Finally, from Lemma 2 [xn; yn;F] is invertible and
‖[xn; yn;F]−1‖ = ‖F
′(x0)−1‖
1− ‖I − F ′(x0)−1[xn; yn;F]‖
6
‖F ′(x0)−1‖
1− ‖F ′(x0)−1(F ′(x0)− [xn; yn;F])‖
=
‖F ′(x0)−1‖
1− ‖F ′(x0)−1(F ′(x0)− F ′(yn) + F ′(yn)− [xn; yn;F])‖
6
−1
f′(t0)
· 1
1−
(
1
−f′(t0) |f′(t0)− f′(sn)|+ n
)
6− 1
f′(sn)− n : (15)
and we have,
‖xn+1 − xn‖6 tn+1 − tn:
Theorem 2. Let f(t) = (k=2)(r1 − t)(r2 − t); r16 r2 then
(a) If ak ¡
1
2
⇒ ‖x∗ − xn‖6 (r2 − r1)
2n
1−  2n ; n¿ 0;
(b) If ak = 12 ⇒ ‖x∗ − xn‖6
r1
2n
;
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where = (r1 − t0)=(r2 − t0) and x∗ is the unique root of F(x) = 0 in
E := {x∈D: ‖x − x0‖¡r2}
or in QE; respectively.
Proof 4. From deAnition
tn+1 = tn + nf(tn)− f(sn)f′(sn)− n
= tn+n
k
2
(r1 − tn)(r2 − tn)− (k=2)(r1 − sn)(r2 − sn)−(k=2)[(r1 − sn) + (r2 − sn)]− n :
Let Rn1 = r1 − tn; Rn2 = r2 − tn. Thus;
Rn+1i = R
n
i − n
k
2
(r1 − tn)(r2 − tn)− (k=2)(r1 − sn)(r2 − sn)(k=2)[(r1 − sn) + (r2 − sn)] + n ;
i = 1; 2.
On the other hand,
ri − sn = ri − tn − nf(tn) = ri − tn − n k2 (r1 − tn)(r2 − tn);
and after algebraic manipulations
k
2
(r1 − sn)(r2 − sn) = k2 (r1 − tn)(r2 − tn)
×
[
1− k
2
n(r1 − tn)− k2 n(r2 − tn) +
(
k
2
n
)2
(r1 − tn)(r2 − tn)
]
=
k
2
(r1 − tn)(r2 − tn)
×
[
1− k
2
n[(r1 − tn) + (r2 − tn)] +
(
k
2
n
)2
(r1 − tn)(r2 − tn)
]
:
Then
Rn+1i = R
n
i − n
k
2
Rn1R
n
2 −
((k=2)Rn1R
n
2[1− (k=2)n(Rn1 + Rn2) + ((k=2)n)2Rn1Rn2])= : N
((k=2)[Rn1 + R
n
2 − nkRn1Rn2] + n)= : D
:
So
Rn+11 =
Rn1(1− n(k=2)Rn2)D − N
D
Rn+12 =
Rn2(1− n(k=2)Rn1)D − N
D
∣∣∣∣∣∣∣∣
⇒ R
n+1
1
Rn+12
=
Rn1(1− n(k=2)Rn2)D − N
Rn2(1− n(k=2)Rn1)D − N
:
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Moreover(
1− n k2R
n
2
)
D=
k
2
[Rn1 + R
n
2 − nkRn1Rn2] + n − n
(
k
2
)2
×(Rn1Rn2 + (Rn2)2 − nkRn1(Rn2)2)− n
k
2
Rn2n
and
N =
k
2
Rn1R
n
2
[
1− k
2
n(Rn1 + R
n
2) +
(
k
2
n
)2
Rn1R
n
2
]
=Rn1
[
k
2
Rn2 −
k2
4
nRn2(R
n
1 + R
n
2) +
k
2
(
k
2
n
)2
Rn2R
n
1R
n
2
]
:
Thus, the numerator of Rn+11 =R
n+1
2 is equal to
(Rn1)
2
[
k
2
(1− nkRn2) +
(
1− n k2 R
n
2
)
n
Rn1
+
(
k
2
n
)2 k
2
(Rn2)
2
]
:
Similarly, the denominator of Rn+11 =R
n+1
2 is equal to
(Rn2)
2
[
k
2
(1− nkRn1) +
(
1− n k2 R
n
1
)
n
Rn2
+
(
k
2
n
)2 k
2
(Rn1)
2
]
:
Since 0¡Rn+11 6R
n+1
2 then we And
Rn+11
Rn+12
6
[
Rn1
Rn2
]2
6 · · ·6
[
R01
R02
]2n+1
=
(
r1 − t0
r2 − t0
)2n+1
=  2n+1:
• If ak ¡ 1
2
⇒ r1¡r2 ⇒ ∃d¿ 0; s:t:; r2 = r1 + d
⇒ r1 − tn6 (r2 − tn) 2n = (r1 − tn) 2n+1 + d 2n
⇒ r1 − tn6 d
2n
1−  2n+1 ; n¿ 0
⇒ ‖x∗ − xn‖6 (r2 − r1)
2n
1−  2n ; n¿ 0:
• If ak =1
2
⇒ r1 = r2 = 1k
⇒ Rn1 = Rn2 and Rn+11 6
Rn1
2
(see Remark 1)
⇒ ‖x∗ − xn‖6 r1 − t02n :
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Remark 1. We have to prove
Rn+11 6
Rn1
2
; (Rn1 = R
n
2):
But
Rn+11 = R
n
1 − n
k
2
(Rn1)
2 − ((k=2)(R
n
1)
2[1− (k=2)n(2Rn1) + ((k=2)n)2(Rn1)2])= : N1
((k=2)[2Rn1 − nk(Rn1)2] + n)= : D1
and (
Rn1 − n
k
2
(Rn1)
2
)
D1 =
k
2
(2(Rn1)
2 − nk(Rn1)3) + nRn1 −
(
k
2
)2
n
×(2(Rn1)3 − nk(Rn1)4)− n
k
2
(Rn1)
2n
=:A1:
Then
Rn+11 =
A1 − N1
D1
:
Moreover,
N1 =
k
2
(Rn1)
2
[
1− k
2
n(2Rn1) +
(
k
2
n
)2
(Rn1)
2
]
=
k
2
(Rn1)
2 − k
2
2
n(Rn1)
3 +
(
k
2
n
)2 k
2
(Rn1)
4;
A1 =
(
1− n k2 R
n
1
)
Rn1n + k(R
n
1)
2 − k
2
2
n(Rn1)
3 − k
2
2
n(Rn1)
3 +
k
4
3
2n(R
n
1)
4:
Thus,
A1 − N1
D1
=
(k=2)(Rn1)
2 − (k2=2)n(Rn1)3 + (1− n(k=2)Rn1)Rn1n
kRn1 − n(k2=2)(Rn1)2 + n
6
Rn1
2
: (16)
3. Conclusions
We established a theorem of convergence, for a generalized Ste*ensen method. The best property
of our method is that it does not use any derivative, but have the same good properties of convergence
than Newton method (see Table 1). However, the classical Ste*ensen method has worse convergence
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Table 1
The value of |f(xn)|; f(x) = exp(x)− 1 = 0, x0 = 2, k = 10k−1 if k ∈ (0; 1]) else k = k−1
Number of iter. Stef-0 = 10−4 nonAxed Newton
3 9:58e − 02 9:42e − 02
5 2:00e − 05 7:73e − 06
7 7:76e − 17 0:00e + 00
8 0:00e + 00 0:00e + 00
Table 2
The value of |f(xn)|; f(x) = exp(x)− 1 = 0, x0 = 2
Number of iter. Stef.
3 6:17e + 00
25 1:22e + 00
30 7:02e − 06
32 0:00e + 00
Table 3
Error = errorx + errory, x0 = (4; 1), k = 10k−1
Number of iter. Stef. Stef.-0 = 10−4 nonAxed Stef-n = 10−4 Axed
1 1:76e + 00 7:51e − 01 7:51e − 01
2 1:29e + 00 6:58e − 02 6:56e − 02
3 8:26e + 00 7:73e − 04 7:64e − 04
4 5:91e + 00 0:00e + 00 Nan
12 3:57e − 06 — —
13 0:00e + 00 — —
properties (see Table 2). In Table 3 we consider the following equation in 2-d:
(y2 − 4; x2 − 2y − 21) = (0; 0);
we obtain the same conclusions. Moreover, if you consider  Axed and too small, you will have
numerical problems.
An apparent restriction of Ste*ensen-type methods is that the operator has to go from X into X .
Nevertheless, in practice, the discretizations of several problems lead to operators from Rn itself.
Anyway, if we have a operator from X into Y we could consider the following method
yn = xn + nF ′(x0)−1F(xn); (17)
xn+1 = yn − ([xn; yn;F])−1F(yn) (18)
with similar properties than the original one.
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