Inverse Reinforcement Learning Under Noisy Observations by Shahryari, Shervin & Doshi, Prashant
Inverse Reinforcement Learning Under Noisy Observations
Shervin Shahryari and Prashant Doshi
Institute for AI, University of Georgia, Athens, GA 30602
pdoshi@cs.uga.edu
ABSTRACT
We consider the problem of performing inverse reinforce-
ment learning when the trajectory of the expert is not per-
fectly observed by the learner. Instead, a noisy continuous-
time observation of the trajectory is provided to the learner.
This problem exhibits wide-ranging applications and the
specific application we consider here is the scenario in which
the learner seeks to penetrate a perimeter patrolled by a
robot. The learner’s field of view is limited due to which
it cannot observe the patroller’s complete trajectory. In-
stead, we allow the learner to listen to the expert’s move-
ment sound, which it can also use to estimate the expert’s
state and action using an observation model. We treat the
expert’s state and action as hidden data and present an al-
gorithm based on expectation maximization and maximum
entropy principle to solve the non-linear, non-convex prob-
lem. Related work considers discrete-time observations and
an observation model that does not include actions. In con-
trast, our technique takes expectations over both state and
action of the expert, enabling learning even in the presence
of extreme noise and broader applications.
1. INTRODUCTION
Inverse reinforcement learning (IRL) [10] problems seek to
find the observed expert’s rewards, and usually model the
expert as a Markov decision process (MDP) [12]. Moreover,
most methods assume that the learner has perfect observ-
ability of the expert’s trajectory consisting of a sequence of
state and actions [10, 1]. In this paper, we relax this as-
sumption – the learner is not able to observe expert’s states
and actions directly. Consider the scenario introduced by
Bogert and Doshi [2], in which an intruder wants to learn a
patroller’s behavior in order to penetrate the patrol without
being spotted. In order to do so, the intruder (learner) must
be hidden from the patroller’s view. Therefore, it would not
be able to see the patroller directly most of the time. In-
stead, it may hear its movement sound at all times. Conse-
quentially, the learner can estimate the patroller’s state and
action using an observation model.
In the above example, the complete trajectory of state-
action pairs is not seen by the learner. However, a sequence
of observations is provided to the learner. In this case, the
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Figure 1: The top two images are our experiment in the sim-
ulation. We used ROS to run the simulation. The patroller se-
curing the hallway and the concentric circles around the patroller
is an indication of the magnitude of the sound intensity. As the
distance between the patroller and the intruder increases, the in-
tensity (thickness of the circle boundary) decreases. The lower
images are from the physical experiment done with two Turtle-
bots. The two images on the right-hand side show the moment
that the intruder starts moving, and the two images on the left-
hand side show the observated expert as it patrols.
observation is the intensity over time of the movement sound
of the expert manifesting as a robot. The sound intensity
is inversely proportional to the squared distance from the
sound source [8]. This makes it possible for the learner to
infer the state and action of the expert on receiving a se-
quence of sound intensities. However, due to surrounding
noise, this observation could be noisy.
Specifically, we consider the problem of learning the be-
havior of a robot that patrols a known perimeter using max-
imum entropy IRL. We assume that the environment state
is fully observable to the expert, hence the expert is aware
of its own action and state. However, the state and action
of the expert are not observed by the learner; instead, a
noisy observation of the state and action is provided to the
learner.
This paper makes the following contribution:
1. We generalize IRL to operate under situations in which
the observation of the expert received by the learner
has considerable amount of noise.
2. We incorporate an observation model into IRL, which
ar
X
iv
:1
71
0.
10
11
6v
1 
 [c
s.R
O]
  2
7 O
ct 
20
17
Figure 2: An illustration of the expert’s MDP considering 3
horizons. si , ai and ri shows the state, action and reward
of the agent at time step i.
considers time-extended observations as a function of
both state and action. We generalize expectation-
maximization for IRL [14, 3], which allows the tra-
jectory of the expert to be hidden from the learner,
with this observation model. This generalization en-
ables the learner to fuse data from different sensors
with different levels of noise.
Rest of this paper is organized as follows. We review
IRL and the maximum entropy method in Sec. 2. Obser-
vation model and a generalization of maximum entropy IRL
(Robust-IRL) in the context of noisy observation are pre-
sented in Sec. 3. We provide a detailed algorithm of robust-
IRL in Sec. 4. Finally, we evaluate the performance of the
Robust-IRL on two robotic problem domains in Sec. 5. Af-
ter that, we discuss related work in Sec. 6. In Sec. 7 we
conclude this paper.
2. BACKGROUND
2.1 Inverse Reinforcement Learning
IRL seeks to find the most likely reward function RE ,
which an expert E is executing [5] [1] [10] [9]. Current IRL
methods assume the presence of a single expert that solves
a Markov decision process (MDP). Moreover, they assume
that the MDP is fully known and observable by the learner
except for the reward function. Since the state and action of
the expert is fully observable for the learner, it can construct
a trajectory of an arbitrary length, which is consist of a
sequence of state and action pairs,T = (< s, a >0, < s, a >1
, ..., < s, a >L) , where s and a belong to a set of possible
states and action of the expert respectively and T belongs to
a set of observed trajectories τ , and T is the finite set of all
trajectories of length L; τ ⊆ T . Figure 2 is an illustration
of a typical MDP for an expert.
Since the space of the possible reward function is out-
sized, it is common to represent the reward function as a
linear combination of K > 0 binary features. RE(s, a) =
ΣK1 θkφk(s, a). θk are weights and φk(s, a) → {0, 1} is a
binary feature function that maps a pair of state and ac-
tion to either zero (not activated) or 1 (activated) [1]. The
reward function RE(s, a) takes in a pairs of state and ac-
tion and maps it to a real value number by using the fea-
ture function. Current state of the art IRL algorithms uti-
lize feature expectation as a way of evaluating the qual-
ity of learned reward function [1]. One can use the follow-
ing formulation to calculate the kth feature expectation for
a learned reward function RE :
∑
T∈T
Pr(T )
∑
<s,a>∈T
φk(s, a).
The exceptions are compared with those which are calcu-
lated based on the expert trajectory. The feature excep-
tion of the expert’s trajectory can be calculated as follows:
φˆk =
∑
T∈θ
P˜ r(T )
∑
<s,a>∈T
φk(s, a), where P˜ r(T ) is the empir-
ical probability of trajectory T .
2.2 Maximum Entropy IRL
Inverse reinforcement learning is an ill-posed problem [10];
it means that there is more than one reward function that
can explain the expert’s behavior. State of the art algorithm
max-Ent IRL, proposed by Ziebart et al. [15], utilizes max-
imum entropy principle to mitigate this ill-posed problem.
Max-Ent IRL recovers a distribution over trajectories such
that it has the maximum entropy among all distributions of
trajectories that match the observed feature expectation.
Mathematically this problem can be formulated as a convex
nonlinear optimization [15]:
max
∆
(−
∑
T∈T
Pr(T ) logPr(T ))
subjected to∑
T∈T
Pr(T ) = 1
∑
T∈T
Pr(T )
∑
<s,a>∈T
φk(s, a) = φˆk
(1)
where ∆ is the space of all possible Pr(T ). In order to solve
this optimization problem we can apply Lagrangian relax-
ation to bring both constrains into the objective function
and then solve the dual utilizing exponentiated gradient de-
scent.
L(Pr(T ), θ, η) = −
∑
T∈T
Pr(T ) logPr(T ) +
∑
k
θk
(
∑
T∈T
Pr(T )
∑
<s,a>∈T
φk(s, a)− φˆk)
+ η(
∑
T∈T
Pr(T )− 1)
(2)
Now we take the partial derivative with respect to Pr(T )
and set it to zero to find the optimal value:
∂L
∂Pr(T )
= − logPr(T )− 1 +
∑
k
θk
∑
<s,a>∈T
φk(s, a) + η = 0
(3)
Solving Eq. 3 for Pr(T ) we have:
Pr(T ) =
e
∑
k
θk
∑
<s,a>∈T
φk(s,a)
n(θ)
(4)
where n(θ) is the normalizing factor. By plugging Eq. 4 into
Eq. 2 we get Eq. 5:
Ldual(θ) = log(n(θ))−
∑
k
θkφˆk (5)
Eq. 5 is the dual program, which can be solved by using the
exponentiated gradient descent to find the optimal values of
θ. Eq. 6 is the gradient.
∇Ldual(θ) =
∑
T∈T
Pr(T )
∑
<s,a>∈T
φk(s, a)− φˆk (6)
As it shown above, calculating the gradient involves sum-
ming over the set of all possible trajectories that may be
intractable in most of the problems. However Ziebart et
al. [15] proposed an efficient approach that calculates the
expected edge frequency (state visitation frequency).
3. ROBUST INVERSE REINFORCEMENT
LEARNING
In this paper, we consider a situation when the sensory
information is noisy or information comes from different sen-
sors with different levels of noise. A simple modification of
the maximum entropy inverse reinforcement learning is to
utilize an observation model and construct the most proba-
ble trajectory. As a result, this method would not be appro-
priate when the amount of noise is considerable, therefore it
motivates a principled way of handling the noise in observa-
tion.
On the other hand, we can maintain a distribution over
possible trajectories given the observation. We propose a
principled way to handle the noise through observation model
and expectation maximization. Then we apply our method
to two specific cases: first when the observation comes from
one noisy sensor (microphone), second when the observation
comes from two sensors with two different levels of noise (mi-
crophone and camera).
3.1 Hidden MDP
We consider a setting, where the learner receives the sound
intensity of the expert’s movement sound as observations
instead of observing expert’s state and action directly. This
motivated by the application of utilizing noisy sensory data.
As we mentioned above the expert solves a Markov de-
cision process to construct its policy. However, since the
learner cannot observe expert’s state and action it cannot
model the expert as an MDP. We adopt the hMDP frame-
work, proposed by Kitani et al. [7], to model the expert from
learner’s perspective. Unlike the hMDP proposed by Kitani
et al. our adoption of hMDP incorporates actions into the
observation model. Figure 3 illustrates our proposed hMDP.
3.2 Observation Model
As one may notice observation model plays a crucial role in
robust inverse reinforcement learning. Incorporating actions
into the observation model introduces challenges, which rises
from considering observation in discrete time. Using sound
intensity makes it easy to infer the state, however in order to
infer the action we must have two consecutive sound inten-
sities. For instance, if the intensity decreases we can infer
that the expert most probably moved towards the learner
or if the opposite is true the expert moved away from the
learner. In other words, for inferring the current action we
must have the previous observation (previous sound inten-
sity) in addition to the current observation (current sound
intensity), therefore, the Markovian assumption would not
hold anymore. This problem arises from the fact that obser-
vations are considered in discrete time steps. We can handle
Figure 3: In hMDP, the state and action are hidden from the
learner but an observation of state and action is provided at each
time step
this issue in the following manner.
In our case, we use sound intensities as observations. Sound
intensity is inversely proportional to the square distance of
the sound source to the listener, I = k
R2
[8]. In the pro-
posed hMDP, state and action happen in discrete time steps
(decision epochs), however, observation evolves in continu-
ous time within each decision epoch. Since the observation
evolves in continuous time, we can represent observation at
each decision epoch by a function f(t), where t represents
continuous time.
Theorem 1. Let k, a, b and c be constant then the struc-
ture of f(t) is as follows:
f(t) =
k
at2 + bt+ c
(7)
Modeling observation in continuous time has advantages
over other approaches. Imagine a scenario in which the time
of the observation is stochastic; in this scenario, the length
of the decision epoch serves as bound for the observation
time. The learner receives some samples in a decision epoch
and uses regression to find the function that explains obser-
vation over continuous time. Consequentially, this approach
recovers information about the time that there is no sample
provided for the learner.
Figure 4 illustrates how we can recover information by ex-
trapolating or interpolating when there are not many sam-
ples in that decision epoch.
3.3 Formulation
In inverse reinforcement learning, the observed trajectory
of length L is T = (< s, a >0, < s, a >1, ..., < s, a >L).
As we mentioned before, in our case, this trajectory is not
provided for the learner. Instead a sequence of observation of
length M , ~ω = (o0, o1, ..., oM ), is provided. Lets consider the
sequence of observations ~ω as Y , the observed data, and the
trajectory T as Z, hidden data. In other words X = (Y ∪Z),
where the X is the total data.
Simply one can utilizes observation model Pr(oi| < s, a >
) to calculate the most likely state and action pair at the
time step i with out considering time step i − 1. However,
this approach totally disregards the effect of the transition
function and the policy of the expert in constructing the
trajectory. In contrast, we propose a revised formulation
of maximum entropy inverse reinforcement learning that al-
lows an expectation over trajectories (hidden data) given
di = Decision epoch i.
t = Duration of the decision epoch.
                  Duration of the time that the observation
                  took place, within a decision epoch.
o0
o4
o1
o2
o3
{{
{
We do not have any observation for
these portion, however the function
found through regression provides information for us.
t
Figure 4: Illustration of f(t). di shows the end of each decision
epoch i. t is the continues time and each green bar shows the
portion of the decision epoch which the sound intensity samples
are provided.
the sequence of observations. This method allows consider-
ing the effect of the transition function and expert’s policy
in constructing a distribution over possible trajectories.
max
∆
(−
∑
~ω,T
Pr(~ω, T )log(Pr(~ω, T ))
subjected to∑
~ω,T
Pr(~ω, T ) = 1
∑
~ω∈Ω
∑
T∈τ
Pr(~ω, T )
∑
(s,a)∈T
φk(s, a) = φˆk
(8)
where:
Pr(~ω, T ) = Pr(~ω|T )Pr(T ) (9)
Pr(T ) = Pr(s0)
n−1∏
i=1
Pr(si+1|si, ai)Pr(ai|si) (10)
φˆk =
1
|Ω˜|
∑
~ω∈Ω˜
∑
T
Pr(T |~ω)
∑
(s,a)∈T
φk(s, a) (11)
Pr(T |~ω) = ηPr(~ω|T )Pr(T ) (12)
Where, ∆ is the space of all distribution Pr(~ω, T ) and Ω
is the set of sequence of observations from learner’s view. In
other words ~ω ∈ Ω.
Given the above we can apply Lagrangian relaxation to
bring both constraints into the objective function, however,
because of the presence of conditional probability in the La-
grangian L(Pr(~ω, T ); θ; η) , the relaxed objective function is
not convex.
∂L(Pr(X), θ)
∂Pr(X)
= −log(Pr(X))− 1
+
∑
k
θk
∑
(s,a)
φi(s, a) +
K∑
k=1
θk
(∑
Y ∈Ω
P˜ r(Y )
∑
Z′∈Z
[ ∑
<s,a>∈X′
φk(s, a)−
∑
<s,a>∈X
φk(s, a)
]
Pr(X ′)
Pr(Y )2
)
)
+ η
(13)
where Y = T , Z = ~ω, X = (Y ∪ Z) and X ′ = (Y ∪ Z′).
As one can see, there is no closed form solution for Eq. 13.
However, Wang et al. [14] proposed an approximation with
the following form.
∂L(Pr(~ω, T ), θ)
∂Pr(~ω, T )
≈ −log(Pr(~ω, T ))− 1 +
∑
k
θk
∑
(s,a)
φi(s, a) + η
(14)
Setting Eq. 14 to zero, we have:
Pr((~ω, T ), θ) ≈ e
∑
k
θ
∑
(s,a)
φi(s,a)
n(θ)
(15)
where n(θ) is the normalizer constant.
Now we can approximately calculate the optimal value
of Pr(~ω, T ), therefore we can calculate the value of La-
grangian parameters. By plugging the above equation to
L(Pr(~ω, T ); θ; η) we will have:
L(Dual)(θ) = log(n(θ))−
∑
k
θk
∑
~ω∈Ω˜
1
|Ω˜|
∑
T
Pr(T |~ω)
∑
(s,a)
φ(s, a)
(16)
3.4 Expectation-Maximization
Because of the presence of Pr(T |~ω) in the Eq. 16, we
cannot use exponentiated gradient descent to obtain the op-
timal value of parameter vector. However Wang et al. [14]
proposed an iterative EM approach that can be adapted to
our Maximum entropy model to find the optimum value of
vector parameter.
Likelihood of Lagrangian parameter can be defined as fol-
lows:
LL(θ|~ω) = log
∏
~ω∈Ω
Pr(~ω; θ)P˜ r(~ω)
=
∑
~ω∈Ω
P˜ r(~ω) logPr(~ω; θ)
∑
T∈T
Pr(T |~ω; θ)
=
∑
~ω∈Ω
P˜ r(~ω)
∑
T∈T
Pr(T |~ω; θ) logPr(~ω; θ)
(17)
Rewriting Pr(~ω|θ) as Pr(~ω,T ;θ)
Pr(T |~ω,θ) in Eq. 17:
LL(θ|~ω) =
∑
~ω∈Ω
P˜ r(~ω)
∑
T∈T
Pr(T |~ω; θ) log Pr(~ω, T ; θ)
Pr(T |~ω, θ)
=
∑
~ω∈Ω
P˜ r(~ω)
∑
T∈T
Pr(T |~ω; θ)(log(Pr(~ω, T ; θ))
− log(Pr(T |~ω, θ)))
(18)
Now we may use EM to improve the likelihood in Eq. 18
iteratively. We can reformulate the likelihood as Q(θ, θt) +
C(θ, θt) where:
Q(θ, θt) =
∑
~ω∈Ω
P˜ r(~ω)
∑
T∈T
Pr(T |~ω; θt) log(Pr(~ω, T ; θ))
(19)
C(θ, θt) = −
∑
~ω∈Ω
P˜ r(~ω)
∑
T∈T
Pr(T |~ω; θt) log(Pr(T |~ω, θ))
(20)
Replacing Pr(~ω, T ; θ) in Eq. 19 with Eq.9:
Q(θ, θt) = −(log(n(θ))−∑
k
θk
∑
~ω∈Ω˜
1
|Ω˜|
∑
T
Pr(T |~ω)
∑
(s,a)
φ(s, a)) (21)
One may notice that Q function is the negative of the dual
presented in Eq. 16. Therefore maximizing the Q function is
equivalent to minimizing the dual. Using these facts, we may
reformulate the original problem stated in Eq. 8 as follows.
3.4.1 E-step:
In the E-step we use the parameter θt from the previous
iteration to calculate the feature expectation of the expert.
φˆ
T |~ω,t
k =
∑
~ω∈Ω
P˜ r(~ω)
∑
T∈T
Pr(T |~ω; θt)
∑
<s,a>∈T
φk(s, a) (22)
To calculate Pr(T |~ω) we may use Bayes rule.
Pr(T |~ω) = ηPr(~ω|T )Pr(T ) (23)
where:
Pr(T ) = Pr(s0)
n−1∏
i=1
Pr(si+1|si, ai)Pr(ai|si) (24)
Pr(~ω|T ) =
n∏
i=1
Pr(oi|si, ai) (25)
In Eq. 24, Pr(ai|si) is the expert’s policy give θt and in
Eq. 25, Pr(oi|si, ai) is the observation model.
3.4.2 M-step:
In the M-Step we utilize the feature expectation that has
been calculated in the E-Step to obtain the θ.
max
∆
(−
∑
~ω,T
Pr(~ω, T )log(Pr(~ω, T ))
subjected to∑
~ω,T
Pr(~ω, T ) = 1
∑
~ω∈Ω
∑
T∈τ
Pr(~ω, T )
∑
(s,a)∈T
φk(s, a) = φˆ
T |~ω,t
k
(26)
As it shown in Eq. 22 calculating E-Step involves a sum-
mation over all possible trajectories. Calculating this sum-
mation is infeasible in real domain problem. We utilize
Gibbs sampling [6] to approximate this summation.
4. ALGORITHM
Following is the complete algorithm of Robust-IRL. Algo-
rithm 1 shows the overall steps in Robust-IRL. Algorithm 2
and 3 show a detailed description of the E-step and the
Gibbs sampling needed for the E-step respectively.
In algorithm 1, at line 1 we initialize the reward function
randomly and then we construct the optimal policy accord-
ingly at line 2. Then we do E-step (line 5) and M-Step (lines
7-10) repeatedly till convergence.
Algorithm 2 shows the exact solution for the E-step. At
lines 3 and 4, we calculate the probability of each trajectory
given the transition function, observation model, and cur-
rent policy. Then, at line 5 we multiply this probability by
the feature count of the trajectory and accumulate it into
a variable to calculate the feature expectation of the distri-
bution over trajectories that is under consideration. As we
mentioned before this might become infeasible in domains
with large state and action spaces. Algorithm 3 shows how
to approximate the feature expectation using Gibbs sam-
pling.
Algorithm 1 Robust inverse reinforcement learning
1: RewardWeights← Initialize
2: Policy ← Initialize
3: while FeatureException not converged do
4: E-step:
5: FeatureException ←∑
~ω∈Ω˜
1
|Ω˜|
∑
T
Pr(T |~ω, θ(t)) ∑
(s,a)
φ(s, a)
6: M-step:
7: RewardWeights ← log(n(θ)) −∑
k
θk
∑
~ω∈Ω˜
1
|Ω˜|
∑
T
Pr(T |~ω) ∑
(s,a)
φ(s, a)
8:
9: update Reward Function
10: update Policy
11: end while
Algorithm 2 E-step
1: FeatureException← Initialize to all zero
2: for all T ∈ τ do
3: Pr(T ) = Pr(s0)
∏n−1
i=1 Pr(si+1|si, ai)Pr(ai|si)
4: Pr(T |~ω) = ηPr(~ω|T )Pr(T )
5: FeatureException = FeatureException +∑
~ω∈Ω˜
1
|Ω˜|Pr(T |~ω, θ(t))
∑
(s,a)
φ(s, a)
6: end for
Algorithm 3 E-step Gibbs Sampling
1: T ← Initialize using Observation and current Policy
2: FeatureExpectationV ector ← Initialize to all zero
3: while FeatureExpectationV ector not converged do
4: for all number of sampling steps do
5: Sample one Node in T at random according to its
Markov blanket using observations, transition func-
tion, observation model and current policy
6: Update FeatureExpectationV ector
7: end for
8: end while
5. PERFORMANCE EVALUATION:
In this section, we describe two domains that we used to
evaluate the robust-IRL method that described earlier.
5.1 Metrics and Baseline
First, we need to discuss the baselines and the method
of comparison between Robust-IRL and baseline. At first
glance, it is tempting to directly compare the learned reward
function with the true reward function. However, this may
not be a good metric for comparison because it is possible
for two drastically different reward functions to results into
a very similar policies. Choi and Kim [4] proposed to com-
pare behaviors instead of comparing reward functions. For
doing so we need to calculate the value function by solving
the expert’s MDP with the true reward function, then do
the same process using the learned reward function. Now
the difference between these two value functions indicates
the deviation from desired behavior. This metric is called
inverse learning error (ILE) [4].
ILE = ||V piL − V piE || (27)
Where V pi
L
is the value function calculated by utilizing
policy piL on the expert’s MDP and V pi
E
is the optimal value
function of the expert’s MDP utilizing policy piE .
We propose a method as a baseline for comparison, which
we call it most likely trajectory method. Instead of per-
forming robust-IRL, learner can follow another approach.
At each time-step t after receiving the observation ot the
learner can calculate Pr(ot|s, a) for ∀s ∈ S and ∀a ∈ A and
then choose the (s, a) for the time-step t with the highest
probability. After constructing the trajectory the learner
could use the trajectory and learn the reward function. As
expected this method is faster than robust-IRL method be-
cause it avoids the expectation maximization, however, it
is not as accurate as robust-IRL especially under severely
noisy conditions.
5.2 Learning Drone Reconnaissance Routine
The first domain is a simulation-only domain in which
a robot is tasked with learning the policy of a drone that
protects a corridor. In this domain, the learner is hidden
from the drone’s sight. An important challenge in this do-
main is that the only observation available for the learner
is the sound from drone’s propellers. The drone follows a
policy from its MDP, however, the robot models the drone
as an hMDP. The state of the MDP is the location and
orientation of the drone in the corridor. The drone has 3
actions, going forward, turn around, hover. drone’s transi-
tion function modeled as executing the intended action with
the probability of 0.9 percent and the remaining probabil-
ity is uniformly distributed between two remaining actions.
Moreover, drone’s reward function modeled as a linear com-
bination of following binary features.
• Moved forward: it returns 1 if the drone moves for-
ward, otherwise 0.
• Turned around: it return 1 if the drone make a U-turn
at state s, otherwise 0.
The observations in the hMDP are the parameters of the
function f(t) described in the Sec. 3.2. Since in this domain,
the learner only receives the expert’s movement sound the
observation model is solely constructed based on the sound
intensity. Figure 5 is the illustration of the learning drone
reconnaissance routine problem domain.
Figure 5: The robot disguises in the lower left corner and listen
to sound from drone’s propellers and learns its routine.
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Figure 6: Performance evaluation of two methods for the learn-
ing drone reconnaissance routine simulation. ILE performance
for Robust-IRL method and most likely trajectory method. The
horizontal axis shows the amount of noise added to the observa-
tion. As expected Robust-IRL method has a better performance
compare to the other method as the level of noise increases.
5.3 Penetrating a Patrol
This domain is used for both simulation and physical
robot experiment. In this domain, a Turtlebot (intruder)
is tasked with learning the policy of another Turtlebot (pa-
troller) that is patrolling an area. The intruder must learn
the patroller’s policy and reach to the goal state without
being seen by the patroller. Both robots in our simula-
tion and physical experiments are Turtlebots equipped with
Microsoft XBox 360 Kinect, which provides a camera and
a ranging sensor. Moreover, the learner equipped with a
microphone that enables it to listen to expert’s movement
sound. In this domain, the MDP’s state is consists of the pa-
troller’s location and orientation and the actions are, turning
90 degrees, moving forward, no operation. Patroller’s reward
function modeled as a linear combination of following binary
features.
• Moved forward: it returns 1 if the patroller moves for-
ward, otherwise 0.
• Turned around: it return 1 if the patroller makes a
U-turn at state s, otherwise 0.
In this domain, the observation for the hMDP is consists
of sensory data from the Kinect’s range finder and sound
intensity from the microphone. When the expert is in sight
the learner considers the range finder data as observation
and when the expert is not in sight the learner considers
sound intensities as observations. Moreover, we consider the
case where we disregard the sound from the expert and only
use the visual information. In this observation model when
the expert is not in sight, we consider a uniform distribution
over possible state and actions. As expected, utilizing the
information from the microphone helps the learner. Figure 8
illustrates penetrating a patrol problem domain.
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Figure 7: Performance evaluation of two methods on the Pene-
trating a patrol domain. This comparison is based on the success-
ful runs. The robust-IRL method is evaluated using two different
observation models. The horizontal axis shows the amount of
noise added to the sound. As expected robust-IRL method has a
better performance compare to the other method as the level of
noise increases.
5.3.1 Physical runs
In addition to simulation for penetrating a patrol domain,
we evaluate the performance of robust-IRL with physical
robots. Table 1 shows the obtained results from 10 physical
runs for each method. Due to the limited battery life of
Turtlebots, we limited the experiment time to 30 minutes for
each run. It means we give the total time of 30 minutes to
the learner to observe and learn. If by 30 minutes the learner
could reach the goal without being seen by the patroller, we
count that as a successful run. All other cases we counted
as unsuccessful runs.
For physical runs, we used a random attack approach as
an extra baseline. In random attack the learner wait for a
random amount of time then it attacks.
Table 1: Results from physical runs
Method
Successful
runs
Unsuccessful
runs
Robust-IRL 7 3
Most likely trajectory 4 6
Random Attack 1 9
A video of one of our physical runs is available at:
http://goo.gl/2DA0lz
6. RELATEDWORK
Ng and Russell [10] introduced the idea of inverse rein-
forcement learning as learning the reward function of an ex-
pert, modeled as MDP. Later Obermayer and Muckler [11]
utilized inverse optimal control to model the experts using
other frameworks other than MDP, and Ratliff at el. [13]
modeled the reward function as a linear combination of fea-
tures.
X
Figure 8: The penetrator is hidden in the room and the pa-
troller protecting the goal, indicated by X. The penetrator must
learn how the patroller moves in the hallway then reach the goal
without being seen by the patroller. The blue line indicates the
expert’s patrolling path, and the concentric circles indicate the
magnitude of the sound intensity generated from expert’s move-
ment.
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Figure 9: Performance evaluation of two methods on the pen-
etrating a patrol simulation. ILE performance for Robust-IRL
method and using most likely trajectory method. The horizontal
axis shows the amount of noise added to the observation. As ex-
pected Robust-IRL method has a better performance compare to
the other method as the level of noise increases.
Since the introduction of inverse reinforcement learning
researchers tries to generalize it by relaxing some of the
core assumptions of the IRL problem. Choi and Kim [4]
try to relax the assumption of the full observability of the
environment for the expert. However, there has been no in-
depth research on the cases, where the observation of the
learner is obscured to some extent till Bogert and Doshi [2]
extended the Max-Ent IRL framework to suit multi-agent
settings while they allow for occlusion in learner’s observa-
tion. However, they assumed when the learner receives an
observation, it is completely noise-free.
In this paper, we relax the key assumption that the learner’s
observation is noise free. This has significant implications
for making IRL more robust to noise. Bogert and Doshi [3]
also investigates maximum entropy IRL under the presence
of latent variable. However, the key difference exists in the
assumption of the presence of noise in the observation.
Moreover, Kitani at el. [7] investigate IRL problem un-
der noisy observation. However, key differences exist in
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Figure 10: Performance evaluation of robust-IRL in two do-
mains. The horizontal axis shows the convergence threshold in
calculating the feature expectation in the E-step. The robust-
IRL method is evaluated using two different observation models.
Lower numbers mean a tighter convergence condition. Lower ILE
means higher accuracy.
the method and assumption that the observation model is
dependent on both state and actions. As explained be-
fore incorporating actions into observation model introduces
challenges that need to be addressed. In comparison, our
method is more general and considers cases where we can-
not exclude actions from the observation model.
7. CONCLUSION
In the context of real world robotics problems presence
of noise in observation is usually unavoidable. Our method
proposes a mathematical framework to deal with noise. We
propose an observation model and try to recover a distri-
bution over trajectories given observation. The experiments
show promising results. They indicate that useful policies
can be learned by the learner robot even if the amount of
noise is considerable.
Also, we show that the learner robot can integrate infor-
mation from various sensors with different level of accuracy
through robust-IRL.
APPENDIX
Following is the proof for the Theorem 1.
Proof. Suppose that the expert moves from one point
to another point. If:
First point coordinate = (x0, y0)
Second point coordinate = (x, y)
Velocity along the x axis = vx
Velocity along the y axis = vy
Time at the first point = t0
Time at the second point = t
Then
x = vx(t− t0) + x0 = vxt+ (x0 − vxt0)
y = vy(t− t0) + y0 = vyt+ (y0 − vyt0)
r2 = (x− x0)2 + (y − y0)2
r2 = (vxt+ (x0 − vxt0)− x0)2 + (vyt+ (y0 − vyt0)− y0)2
r2 = (vxt− vxt0)2 + (vyt− vyt0)2
r2 = v2xt
2 + v2xt
2
0 − 2v2xt0t+ v2yt2 + v2yt20 − 2v2yt0t
r2 = (v2x + v
2
y)t
2 + (−2v2xt0 − 2v2yt0)t+ (v2xt20 + v2yt20)
r2 = at2 + bt+ c where: a = v2x + v
2
y b = −2v2xt0 − 2v2yt0
c = v2xt
2
0 + v
2
yt
2
0 I =
k
r2
I = k
at2+bt+c
REFERENCES
[1] P. Abbeel and A. Y. Ng. Apprenticeship learning via
inverse reinforcement learning. In Proceedings of the
Twenty-first International Conference on Machine
Learning, ICML ’04, pages 1–, New York, NY, USA,
2004. ACM.
[2] K. Bogert and P. Doshi. Multi-robot inverse
reinforcement learning under occlusion with
interactions. In Proceedings of the 2014 International
Conference on Autonomous Agents and Multi-agent
Systems, AAMAS ’14, pages 173–180, Richland, SC,
2014. International Foundation for Autonomous
Agents and Multiagent Systems.
[3] K. Bogert, J. F.-S. Lin, P. Doshi, and D. Kulic.
Expectation-maximization for inverse reinforcement
learning with hidden data. In Proceedings of the 2016
International Conference on Autonomous Agents
&#38; Multiagent Systems, AAMAS ’16, pages
1034–1042, Richland, SC, 2016. International
Foundation for Autonomous Agents and Multiagent
Systems.
[4] J. Choi and K.-E. Kim. Inverse reinforcement learning
in partially observable environments. Journal of
Machine Learning Research, 12(Mar):691–730, 2011.
[5] Y. Gao, J. Peters, A. Tsourdos, S. Zhifei, and
E. Meng Joo. A survey of inverse reinforcement
learning techniques. International Journal of
Intelligent Computing and Cybernetics, 5(3):293–311,
2012.
[6] W. K. Hastings. Monte carlo sampling methods using
markov chains and their applications. Biometrika,
57(1):97–109, 1970.
[7] K. M. Kitani, B. D. Ziebart, J. A. Bagnell, and
M. Hebert. Activity forecasting. In European
Conference on Computer Vision, pages 201–214.
Springer, 2012.
[8] M. J. Lighthill. On sound generated aerodynamically.
i. general theory. In Proceedings of the Royal Society
of London A: Mathematical, Physical and Engineering
Sciences, volume 211, pages 564–587. The Royal
Society, 1952.
[9] G. Neu and C. Szepesva´ri. Apprenticeship learning
using inverse reinforcement learning and gradient
methods. arXiv preprint arXiv:1206.5264, 2012.
[10] A. Y. Ng, S. J. Russell, et al. Algorithms for inverse
reinforcement learning. In Icml, pages 663–670, 2000.
[11] R. Obermayer and F. A. Muckler. On the inverse
optimal control problem in manual control systems,
volume 208. Citeseer, 1965.
[12] M. L. Puterman. Markov decision processes: discrete
stochastic dynamic programming. John Wiley & Sons,
2014.
[13] N. D. Ratliff, J. A. Bagnell, and M. A. Zinkevich.
Maximum margin planning. In Proceedings of the 23rd
international conference on Machine learning, pages
729–736. ACM, 2006.
[14] S. Wang, D. Schuurmans, and Y. Zhao. The latent
maximum entropy principle. ACM Transactions on
Knowledge Discovery from Data (TKDD), 6(2):8,
2012.
[15] B. D. Ziebart, A. L. Maas, J. A. Bagnell, and A. K.
Dey. Maximum entropy inverse reinforcement
learning. In AAAI, pages 1433–1438, 2008.
