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higher regularity of solutions and related properties of
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Abstract -We consider the IBVP in exterior domains for the p-Laplacian parabolic system. We
prove regularity up to the boundary, extinction properties for p ∈
(
2n
n+2
,
2n
n+1
)
and exponential
decay for p = 2n
n+1
.
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1 Introduction
The p−Laplace equation is a prototype example of non linear PDE. We consider the
parabolic singular case 1 < p < 2 for vector valued functions, namely
ut −∇ ·
(|∇u|p−2∇u) = 0 , in (0, T )× Ω,
u(t, x) = 0 , on (0, T )× ∂Ω,
u(0, x) = u◦(x), on {0} × Ω.
(1.1)
where Ω is a bounded or exterior C2 domain of Rn and u : Ω −→ RN a vector valued
function, with n ≥ 2 and N ≥ 1.
Problem (1.1) is widely studied in the case of bounded domains Ω and in the case of
the Cauchy problem. We would like to say that, in the case of Ω bounded, the literature
can be split in two branches. A former is a classical theory which is essentially devoted to
the analysis of the Ho¨lder’s regularity of the gradient of weak solutions, see [1], [5], [6], [7],
[8], [13], [14], [15], [16], [17], [21], [23], [24], [25], [27], [30]. The latter is more recent and
it is based on the local or globalW 2,q-regularity for suitable exponents q, see [1], [3], [10],
[20], [26]. In this connection it is important to point out that only in [10] is obtained the
L∞(0, T ;W 2,q(Ω)) regularity up to the boundary with an exponent q ≥ 2. It is deduced
by the aid of the results in [4] and [11] related to the boundary value problem associated
to the elliptic case. On the other hand if we exclude the special case of the Cauchy
problem, the initial boundary value problem in unbounded domains appears overlooked.
The same is for the boundary value problem associated to the steady equations. The
last problem very recently has received contributions for the elliptic problem and for a
perturbed elliptic problem [9, 12].
The aim of this paper is to fill the gap of results between the cases of the IBVP for Ω
bounded and IBVP for Ω exterior domain. Particular regards are posed to the questions
of the regularity and extinction properties of the solutions.
1
2This paper is the natural evolution of a project, concerning the regularity of the p-
Laplace system, whose previous chapters are the papers [10, 9]. The former deals with
the parabolic problem on bounded domains and the latter concerns the elliptic system on
exterior domains. A common feature of the high integrability results in [10, 9] (likewise
[4, 11, 12]) is the connection between the power q of summability of the second spatial
derivatives and the exponent p which describes the singularity of the operator: as q
increases, p must approach 2 from below. Roughy speaking, in the scalar parabolic case,
the second derivatives become more integrable as the equation get closer to the heat
equation. Together with this constraint, even for bounded domains (see [10]) we can find
other restrictions on p which sound to be more technical than intrinsic to the problem.
To get rid of some of these, we refine the duality method exploited in the quoted paper,
resorting to a further adjoint problem. The result is obtained for a bounded domain and
extended to the case of an exterior one. Our technique allows us also to push upward
the exponent of integrability of D2u. In this respect we remark that we obtain a power
that is higher than the space dimension, achieving the Ho¨lder continuity of ∇u up to the
boundary, even for an exterior domain.
We like to point out that the special issue about the square summability of D2u
deserves a particular consideration, since the result becomes very clean requiring simply
p > 2nn+2 .
We want to remark that we do not analyze the regularity of the solution, instead we
exhibit the existence of a regular solution and we use its uniqueness.
In order to tackle the mathematical question related to the extinction of the solutions,
we need a Ls-theory for s ∈ (1, 2). In this respect we point out that the result of
uniqueness holds with the stronger hypothesis of initial data in Ls ∩ L2. We would like
to remark that we cannot omit the L2 assumption on u◦. Actually the difficulties are
related with the non-linear character of the system and the weakness of the Ls-theory
for s < 2. However the same difficulties are met in the IBVP on bounded domains. The
character of unbounded domains and the non-linearity of the p-laplacian give a special
interest to the technique and to the results. Among the results, we obtain the following
generalized energy relation:
‖u(t)‖2s + c
t∫
0
‖∇u(τ)‖psp
2
≤ ‖u◦‖2s, for all t > 0, (1.2)
where c is independent of u◦. The above generalized energy inequality assumes a par-
ticular interest even in the case of linear parabolic systems. Actually, for the following
IBVP
ut −∆u = 0 , in (0, T )× Ω,
u(t, x) = 0 , on (0, T )× ∂Ω,
u(0, x) = u◦(x), on {0} × Ω.
(1.3)
it is well known that the energy equality
‖u(t)‖22 + 2
t∫
0
‖∇u(τ)‖22 = ‖u◦‖22 (1.4)
3holds for any t > 0. In the case of a Lq-theory, q ∈ (1, n], the above relation is replaced
by estimates of the kind
‖∇u(t)‖q ≤ c(t− t0)− 12 ‖u(t0)‖q, for all t > t0 ≥ 0. (1.5)
It is evident that (1.5) cannot imply
t∫
t1
‖∇u(τ)‖2qdτ ≤ c‖u◦‖2q, for all t > t1 > t0,
but it can only furnish the weaker property ‖∇u‖q ∈ L2w(t0,∞), where L2w is the Lorentz
space. Hence estimate (1.2) has a special interest in the case of p = 2 (linear case),
because it reproduces for all s ∈ (1, 2] a property that was relegated only to the L2-
theory.
The following theorems are proved in Sections 6, 7 and 10.
Theorem 1.1. Let be p ∈
(
2n
n+2 , 2
)
, Ω a bounded or exterior C2 domain of Rn, n ≥ 2
and u◦ ∈ L2(Ω). Then, for any ε > 0, D2u ∈ L∞(ε, T ;L2(Ω)), where u is the unique
solution u of (1.1) and
‖D2u(t)‖2 ≤ c
t
1+γ
p−1
‖u◦‖
(2−p)γ+1
p−1
2 +
c
t
1
p
‖u◦‖
2
p
2 (1.6)
with γ = (n−2)(2−p)p(n+2)−2n if n ≥ 3 or γ = r−2r(p−2) for any r ∈
(
2, 2p−1
)
∩
[
2, 2 + 4(p−1)(2−p)2
]
if n = 2.
Moreover, for any q ∈
[
2, 2 + 4(p−1)(2−p)2
]
and ε > 0 we have that ut ∈ L∞(ε, T ;Lq(Ω)) and
‖ut(t)‖q ≤ c
t
1+γ ‖u◦‖(2−p)γ+12 , a.e. in (0, T ), (1.7)
with γ = γ(q′) given by (4.8).
Theorem 1.2. Let E ⊂ Rn, n ≥ 2 be a bounded C2 domain, p > 2nn+2 and q ∈[
2, 2 + 4(p−1)(2−p)2
]
. Moreover, following Definition 2.1, let
φ(q) =
 2−
1
C(q)
if q 6= n
inf
q>n
{
2− 1
C(q)
}
if q = n.
If p > max{φ(2), φ(q)} then, the unique solution of (1.1) belongs to L∞(ε, T ;W 2,q(E)),
for any ε > 0.
Theorem 1.3. Let Ω be an exterior C2 domain of Rn, n ≥ 2 and p > 2nn+2 . For any
q ∈
[
2, 2 + 4(p−1)(2−p)2
]
, there exists p(q) < 2 such that if p ∈ (p(q), 2) and u is the unique
solution of (1.1) then D2u ∈ L∞(ε, T ;Lq(Ω)).
Theorem 1.4. Let Ω be an exterior C2 domain of Rn. Assume p ∈ ( 2nn+2 , 2nn+1 ) and
u◦ ∈ Lsex(Ω) ∩ Ls(Ω), with sex := n( 2p − 1) and s > sex. Then there exists a solution u
of problem (1.1), in the sense of Definition 9.1, which enjoys the extinction property
u(t) = 0 for all t ≥ Tex (1.8)
4where
Tex ≤ c
2− p‖u◦‖
2
sex .
If u◦ ∈ Lsex(Ω) ∩ L2(Ω), then the solution u is unique. Moreover, if p = 2nn+1 and
u◦ ∈ L1(Ω) ∩ Ls(Ω), s ∈ (1, 2], then we get the exponential decay
‖u(t)‖2 ≤ c
εγ
‖u◦‖αs e−c(t−ε)‖u◦‖
−1/(n+1)
1 , for all t > ε > 0. (1.9)
Theorem1.4 furnishes a result typical of the p-laplacian parabolic problem, that is
the extinction of the solution in a finite time. This property depends on the nature of
the domain Ω of the IBVP. For Ω bounded we refer to DiBenedetto [13]. The known
result in the case of unbounded domains is related to the Cauchy problem see [13] and
[18]. This case is characterized by the fact that the extinction of the solution holds with
initial data belonging to Lsex(Ω) with sex := n(
2
p − 1). In Theorem1.4 we prove this
kind of result for p ∈ ( 2nn+2 , 2nn+1 ). It is important to stress that we need an Ls-theory
s < 2 of existence as a key tool in order prove the extinction. This is in harmony with
the result of the Cauchy problem. In Theorem 9.2 we develop a Ls-theory of existence
of solutions which are regular for t > 0. However we are not able to prove uniqueness
unless for initial data u◦ ∈ Ls(Ω) ∩ L2(Ω). We complete this kind of results by proving
that in the case p = 2nn+1 the solutions admit an exponential decay in time.
We complete the introduction furnishing a generalized energy inequality related to
the solutions of the linear IBVP for parabolic systems (1.3)
Theorem 1.5. Let Ω be an exterior domain and u◦ ∈ Lσ(Ω) with σ ∈ (1, 2]. Then there
exists a unique solution to problem (1.3) such that u is smooth for t > 0 and
‖u(t)‖2σ + 2(σ − 1)
∫ t
0
‖∇u(τ)‖2σdτ ≤ ‖u◦‖2σ, for all t > 0. (1.10)
Theorem 1.5 is proved in Section 11.
The plan of the paper is the following. In Section 2 we introduce the notation, the
function spaces, our notion of solution and some results concerning the elliptic problem.
In Section 3 we quote the existence theorem for the parabolic problem on bounded
domains furnishing the explicit estimates which are hidden in the original result; further
we prove our existence theorem on exterior domains. Section 4 contains two adjoint
parabolic problems which are used in Section 5 to estimate the time derivative in Lq(Ω)
by duality. The integrability of the second spatial derivatives is investigated in Section
6 and Section 7, respectively in L2 and Lq, using the elliptic results with ut acting as
a force term. In Section 8 we obtain the Ho¨lder regularity of the gradient by Sobolev-
Morrey embedding results. Section 9 is entirely devoted to the existence theory with
initial data in Ls(Ω). In Section 10 we investigate the extinction and exponential decay
of the solutions. Finally, in Section 11 we apply the methods of Section 10 to prove the
energy inequality in Ls(Ω), with 1 < s < 2, for linear parabolic IBVP.
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2 Notation and preliminary results
We denote by Ω an exterior domain i.e. the complementary of a compact connected set of
R
n. In this context, we can find a real number R0 > 0 such that (R
n \Ω) ⊂ B(0, R0). On
the other hand, we reserve the letter E for bounded subsets of Rn. In some statements
the letter Ω is used at the same time for bounded or exterior domains and the occurrence
is explicitly enhanced.
For any R > 0 we define a smooth cut-off function hR : R
n −→ [0, 1] such that
hR(x) =
{
1 if |x| ≤ R
0 if |x| ≥ 2R, |∇hR| ≤
c
R
. (2.1)
Together with the usual Lebesgue, Sobolev and Bochner spaces we also make use
of some other suitable spaces in the framework of exterior domains. First the space
Ŵ
1,p
0 (Ω) which is the completion of C
∞
0 (Ω) in the norm |ϕ|1,p := ‖∇ϕ‖p and that, in the
case of a bounded domain, coincides with W 1,p0 (Ω). We introduce also the Banach space
V (Ω) := Ŵ 1,p0 (Ω)∩L2(Ω) and the Bochner space V p,p
′
(0, T ; Ω) := {ψ ∈ Lp(0, T ;V (Ω)) :
ψt ∈ Lp′(0, T ;V (Ω)′)} with the norm ‖ψ‖ := ‖ψ‖Lp(0,T ;V (Ω)) + ‖ψt‖Lp′(0,T ;V (Ω)′) (see
[31, Sec. 23.6]). The symbol 〈·, ·〉 stands for the duality pairing between a Banach space
and its dual.
We begin with the definition of a quantity which is crucial in most of our results.
Definition 2.1. Let E be a bounded C2 set of Rn. For any q ≥ 2 we set
C(q) = sup
v∈W 1,20 (E)∩W 2,q(E)
‖D2v‖q
‖∆v‖q .
We remark that C(q) is always finite and it is related to the Caldero´n-Zygmund
Theorem. Moreover it is possible to show that there exists a constant K, not depending
on q (but depending on E), such that C(q) ≤ Kq. For the details see [29].
Let us introduce our notion of solution, which retains more regularity than an ordinary
weak solution. We want to focus the attention also on the set of test functions which
is chosen in order to apply previous regularity results. In Remark 2.3 we state the
equivalence with other sets of test functions to which we will switch from time to time,
as needed by the context.
Definition 2.2. Let Ω be a bounded or exterior domain with boundary of class C2 and
u◦ ∈ L2(Ω). A field u : (0, T )× Ω→ RN is said a solution of system (1.1) if
u ∈ Lp(0, T ;V (Ω)) ∩ C([0, T ];L2(Ω)) , t 1p∇u ∈ L∞(0, T ;Lp(Ω)) , (2.2)
ut ∈ Lp
′
(0, T ;V (Ω)′) , t ut ∈ L∞(0, T ;L2(Ω)) , t
p+2
2p ∇ut ∈ L2(0, T ;Lp(Ω)) , (2.3)
6∫ T
0
[(u, ψt)−
(|∇u|p−2∇u,∇ψ)] dt = −(u◦, ψ(0)), ∀ψ ∈ C∞0 ([0, T )× Ω) (2.4)
and
lim
t→0+
‖u(t)− u◦‖2 = 0 .
Remark 2.3. We observe that, since u(t) ∈ C([0, T ];L2(Ω)), by using a suitable cut-off
function in time, we obtain that, for any 0 ≤ s < t ≤ T∫ t
s
[(u, ψτ )−
(|∇u|p−2∇u,∇ψ)] dτ = (u(t), ψ(t))− (u(s), ψ(s)), ∀ψ ∈ C∞0 ([0, T )×Ω).
(2.5)
Moreover, resorting to a density argument, we can take the test functions ψ in the space
W 1,2(0, T ;L2(Ω)) ∩ Lp(0, T ;V (Ω)), obtaining an equivalent definition of solution which
coincides with the one given in [10]. Always by density (see [31, Prop. 23.23]), u is a
solution in the sense of Definition 2.2, if and only if, for any 0 ≤ s < t ≤ T∫ t
s
[〈u, ψτ 〉 −
(|∇u|p−2∇u,∇ψ)] dτ = (u(t), ψ(t))− (u(s), ψ(s)),
∀ψ ∈ V p,p′(0, T ; Ω) and u(0) = u◦.
(2.6)
hence we can test the equation with the solution itself.
In view of Sections 6 and 7 we report, for the reader’s convenience, three results on
the regularity of the p−Laplacean elliptic system. If we set
rˆ =

2n
n(p− 1) + 2(2− p) if n ≥ 3
any number in
(
2,
2
p− 1
)
if n = 2.
(2.7)
we have
Theorem 2.4 ([9, Theorem 1.2]). Let Ω be a C2 bounded or exterior domain of Rn and
p ∈ (1, 2). Assume that f ∈ Lrˆ(Ω) ∩ (Ŵ 1,p(Ω))′. Then the unique weak solution of the
system
−∇ · (|∇u|p−2∇u) = f in Ω
u = 0 on ∂Ω
(2.8)
has second derivatives in L2(Ω) and
‖D2u‖2 ≤ c
(
‖f‖
1
p−1
−1,p′ + ‖f‖
1
p−1
rˆ
)
.
Theorem 2.5 ([11, Theorem 1.1]). Let be E a bounded C2 domain of Rn, n ≥ 2,
p ∈
(
2− 1
C(2)
, 2
)
with C(2) as in Definition 2.1. If f ∈ Lq(E) with q ≥ 2nn(p−1)+2(2−p)
for n ≥ 3 or q > 2 for n = 2 and
qˆ =

nq(p−1)
n−q(2−p) if q < n
any number < n if q = n
q if q > n
7then there exists a unique u solution of (2.8) such that u ∈ W 1,qˆ0 (E) ∩W 2,qˆ(E) and
‖u‖2,qˆ ≤ c‖f‖
1
p−1
q .
Theorem 2.6 ([9, Theorem 1.1]). Let Ω be a C2 exterior domain of Rn, n ≥ 2. Assume
that f ∈ Lr(Ω) ∩ (Ŵ 1,p0 (Ω))′, with r ∈ (n,∞). Then, there exists p(r) ∈ (1, 2) such that
if p ∈ (p(r), 2) there exists a unique solution u of (2.8) with
‖D2u‖r ≤ c
(
‖f‖
1
p−1
−1,p′ + ‖f‖
1
p−1
r
)
.
We observe that, by Remark 2.3, the notion of solution used in the above results (see
[9, 11]) is compatible with the one given in Definition 2.2.
We end this section with a “reverse” version of the Ho¨lder inequality ([2, Theorem
2.12])
Inequality 2.7. Let 0 < p < 1 and p′ = pp−1 . If f ∈ Lp(Ω) and 0 <
∫
Ω
|g(x)|p′ dx <∞
then ∫
Ω
|f(x)g(x)| dx ≥
(∫
Ω
|f(x)|p dx
)1/p (∫
Ω
|g(x)|p′ dx
)1/p′
.
3 Existence results
In the case of a bounded domain we quote here the following result taken from [10,
Theorem 1.1]. The statement is not exactly as the original one, where the quantitative
estimates are not present. They are somehow hidden in the proof and we want to make
them explicit since we need them in view of the corresponding result in the case of an
exterior domain.
Theorem 3.1. Let E be a bounded C2 subset of Rn and u0 ∈ L2(E). Then, for any
p ∈ (1, 2), there exists a unique solution of problem (1.1) in the sense of Definition 2.2.
Moreover we have the following estimates with constants c not depending on |E|
‖u(t)‖22 ≤ 2‖u◦‖22 for a.e. t ∈ [0, T ], (3.1)
t
1
p ‖∇u(t)‖p ≤ ‖u◦‖
2
p
2 for a.e. t ∈ [0, T ], (3.2)
t
1
p′ ‖ut(t)‖−1,p′ ≤ c‖u◦‖
2
p′
2 for a.e. t ∈ [0, T ], (3.3)
t‖ut(t)‖2 ≤ c‖u◦‖2 for a.e. t ∈ [0, T ], (3.4)∫ T
0
‖∇u(t)‖pp dt ≤ ‖u◦‖22, (3.5)∫ T
0
t
p+2
2 ‖∇ut(t)‖2p dt ≤ c‖u◦‖
4
p
2 . (3.6)
Proof. The proof is based on a two steps approximation of the singular system via
parabolic systems depending on two parameters. Furthermore the authors use the Faedo-
Galerkin approximation method with smooth initial data and then they pass to the limit
by density. It results that the estimates depend on four parameters and the passage to
8the limit has to be carefully managed. It is of no interest to replicate here the actual
existence proof but, for the reader convenience, we perform only the formal computa-
tions treating the solution as it was smooth enough. We refer to the original paper [10,
Appendix] for the rigorous proof.
We begin with the classical energy estimate to get (3.1) and (3.5). We fix s ∈ (0, T ]
and we multiply (1.1)1 by u. Integration in time and space gives
1
2
‖u(s)‖22 +
∫ s
0
‖∇u(t)‖pp dt ≤ ‖u◦‖22 (3.7)
Now we multiply (1.1)1 by ut and integrate over E
‖ut(t)‖22 +
1
p
d
dt
‖∇u(t)‖pp = 0.
Multiplying by t the above equation we get
t‖ut‖22 +
1
p
d
dt
(
t‖∇u‖pp
)
=
1
p
‖∇u‖pp
and integrating this identity over (0, s)∫ s
0
t‖ut(t)‖22 dt+ s‖∇u(s)‖pp ≤
∫ s
0
‖∇u(t)‖pp dt. (3.8)
Hence by (3.8) and (3.7) ∫ s
0
t‖ut(t)‖22 dt+ s‖∇u(s)‖pp ≤ ‖u◦‖22 (3.9)
which gives (3.2).
Let us differentiate (1.1) with respect to t getting
utt −∇ ·
(
(p− 2)|∇u|p−4(∇u⊗∇u) · ∇ut + |∇u|p−2∇ut
)
= 0.
Multiplying the above identity by ut and integrating over E we obtain
1
2
d
dt
‖ut‖22 +
∥∥∥|∇u| p−22 ∇ut∥∥∥2
2
≤ (2 − p)
∥∥∥|∇u| p−22 ∇ut∥∥∥2
2
and, multiplying by t2
1
2
d
dt
(
t2‖ut‖22
)− t‖ut‖22 + (p− 1)t2 ∥∥∥|∇u| p−22 ∇ut∥∥∥2
2
≤ 0.
Finally, integrating in time over (0, s), using (3.8) and (3.7) we achieve
s2‖us(s)‖22 + 2(p− 1)
∫ s
0
t2
∥∥∥|∇u| p−22 ∇ut∥∥∥2
2
dt ≤ 2
∫ s
0
t‖ut‖22 dt
≤ 2
∫ s
0
‖∇u‖pp dt ≤ 2‖u◦‖22
(3.10)
and (3.4) is proved.
9By the definition of negative Sobolev norm and using estimate (3.9) in (1.1) we get
‖us(s)‖−1,p′ = ‖∇ ·
(|∇u(s)|p−2∇u(s)) ‖−1,p′ ≤ ‖∇u(s)‖p−1p ≤ c
s
p−1
p
‖u◦‖
2(p−1)
p
2
that gives (3.3).
Concerning estimate (3.6), by Ho¨lder’s inequality with exponent 2p ,
2
2−p , using (3.9)
and (3.10), we have∫ s
0
t
p+2
p ‖∇ut‖2p dt =
∫ s
0
t
2−p
p t2
(∫
E
|∇u| p(p−2)2 |∇ut|p|∇u|
p(2−p)
2 dx
) 2
p
dt
≤
∫ s
0
t2
(∫
E
|∇u|p−2|∇ut|2 dx
)
t
2−p
p
(∫
E
|∇u|p dx
) 2−p
p
dt
=
∫ s
0
t2
∥∥∥|∇u| p−22 ∇ut∥∥∥2
2
(
t‖∇u‖pp
) 2−p
p dt ≤ c‖u◦‖22‖u◦‖
2(2−p)
p
2 = c‖u◦‖
4
p
2 .
Theorem 3.2. The same results of Theorem 3.1 hold true for an exterior C2 domain.
Proof. To prove the thesis for an exterior domain we define a sequence of bounded sets
invading Ω. For any k ∈ N, k > R0, let be uk the unique solution of problem (1.1) on
Ek := Ω ∩ B(0, k) in place of E. First we extend uk to 0 in [0, T ]× (Ω \ Ek) obtaining
a function defined in [0, T ] × Ω. We remark that the estimates (3.1)-(3.6) in Theorem
3.1 do not depend on the measure of the domain, hence we can consider all the norms
computed on Ω instead of Ek.
Let be k0 the smallest integer greater than R0 and consider the sequence {uk}k≥k0 .
By (3.1), (3.4) and (3.5) we can extract a subsequence (not relabeled) such that
uk
∗
⇀u weakly-∗ in L∞(0, T ;L2(Ω)), (3.11)
uk ⇀ u weakly in Lp(0, T ;V (Ω)), (3.12)
uk(t)⇀ u(t) weakly in L2(Ω) for a.e. t ∈ [0, T ]. (3.13)
Let us fix t ∈ (0, T ] and ψ ∈ V p,p′(0, T ; Ω). By the weak convergences (3.12) and
(3.13) we get at once ∫ t
0
〈
uk(s), ψs(s)
〉
ds −→
∫ t
0
〈u(s), ψs(s)〉 ds, (3.14)
(uk(t), ψ(t)) −→ (u(t), ψ(t)) for a.e. t ∈ [0, T ]. (3.15)
By (3.5) we get that there exists a function χ ∈ Lp′(0, T ;Lp′(Ω)) such that
|∇uk|p−2∇uk ⇀ χ weakly in Lp′(0, T ;Lp′(Ω)). (3.16)
We want to prove that χ = |∇u|p−2∇u. Since uk is a solution of problem (1.1), by
Remark 2.3, we can use uk itself as a test function in (2.6) getting∫ T
0
(|∇uk|p−2∇uk,∇uk) dt = ∫ T
0
〈uk, ukt 〉 dt+ (u◦, uk(0))− (uk(T ), uk(T ))
= −1
2
‖uk(T )‖22 +
1
2
‖u◦‖22.
(3.17)
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For any fixed R > 0 let us consider the function hR defined in (2.1). If k > 2R, we can
use uhR as a test function in equation (2.6) to get∫ T
0
(|∇uk|p−2∇uk,∇(uhR)) dt = ∫ T
0
〈uk, (uhR)t〉 dt+ ‖u◦(hR) 12 ‖22 − (uk(T ), u(T )hR).
By (3.16), (3.14) and (3.15) we can pass to the limit as k →∞ in the above identity to
gain ∫ T
0
(χ,∇(uhR)) dt =
∫ T
0
〈u, (uhR)t〉 dt+ ‖u◦(hR) 12 ‖22 − ‖u(T )h
1
2
R‖22. (3.18)
In order to pass to the limit as R→∞, we will examine each term separately.∫ T
0
(χ,∇(uhR)) dt =
∫ T
0
(χ, (∇u)hR) dt+
∫ T
0
(χ, u⊗∇hR)) dt
As far as the first term is concerned, by dominated convergence we have∫ T
0
(χ, (∇u)hR) dt −→
∫ T
0
(χ,∇u) dt.
For the second one, considering that ∇hR 6= 0 ⇐⇒ R ≤ |x| ≤ 2R, we have
|u⊗∇hR| ≤ c
∣∣∣ u
R
∣∣∣ ≤ 2c ∣∣∣u
x
∣∣∣ .
Since 1 < p < 2, by Hardy inequality (it is not restrictive to suppose that 0 6∈ Ω) we get
‖u⊗∇hR‖p ≤ c
∥∥∥u
x
∥∥∥
p
≤ c‖∇u‖p < +∞ (3.19)
hence∫ T
0
|(χ, u⊗∇hR)| dt ≤
∫ T
0
‖χ‖p′ ‖u⊗∇hR‖p dt ≤ c
∫ T
0
‖χ‖p′‖∇u‖p dt < +∞.
Once again we can apply the dominated convergence theorem to obtain∫ T
0
(χ, u⊗∇hR) dt −→ 0.
Now we remark that
uhR −→ u strongly in Lp(0, T ;V (Ω)). (3.20)
Indeed
∇u−∇(uhR) = ∇u(1− hR)− u⊗∇hR
and, since u ∈ Lp(0, T ;V (Ω)), by the absolute continuity of the Lebesgue integral with
respect to the domain of integration and (3.19), we get the claim. This allows us to pass
to the limit in the term containing the time derivative∫ T
0
〈u, (uhR)t〉 dt =
∫ T
0
〈uhR, ut〉 dt −→
∫ T
0
〈u, ut〉 dt
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by (3.20) and since ut ∈ Lp′(0, T ;V (Ω)′). In the end, by dominated convergence, we also
get
‖u◦(hR) 12 ‖22 − ‖u(T )h
1
2
R‖22 −→ ‖u◦‖22 − ‖u(T )‖22.
Collecting the above results and passing to the limit in (3.18), we have∫ T
0
(χ,∇u) dt =
∫ T
0
〈u, ut〉 dt+ ‖u◦‖22 − ‖u(T )‖22 =
1
2
‖u◦‖22 −
1
2
‖u(T )‖22. (3.21)
By monotonicity we have
0 ≤
∫ T
0
(|∇uk|p−2∇uk − |∇ψ|p−2∇ψ,∇uk −∇ψ) dt
Hence, using (3.17), (3.16), (3.12) and the lower semicontinuity of the norm in the weak
limit, we have
0 ≤ lim sup
k
−1
2
‖uk(T )‖22 +
1
2
‖u◦‖22 −
∫ T
0
(|∇uk|p−2∇uk,∇ψ) dt
−
∫ T
0
(|∇ψ|p−2∇ψ,∇uk −∇ψ) dt
≤ −1
2
‖u(T )‖22 +
1
2
‖u◦‖22 −
∫ T
0
(χ,∇ψ) dt−
∫ T
0
(|∇ψ|p−2∇ψ,∇u −∇ψ) dt.
Substituting (3.21) in the above inequality we get
0 ≤
∫ T
0
(
χ− |∇ψ|p−2∇ψ,∇u−∇ψ) dt.
If we choose ψ = u + λφ for generic φ ∈ V p,p′(0, T ; Ω) and λ 6= 0, we divide by λ and
finally we let λ to 0, by the dominated convergence theorem we get that
χ = |∇u|p−2∇u.
Passing to the limit on k in the definition of solution written for uk, we get that u is a
solution in Ω. The estimates (3.2)-(3.6) for u on Ω follow by the lower semicontinuity of
the norms in the weak limits.
4 Lq estimates for parabolic auxiliary problems
In this section we deduce some estimates on the Lq norm for the solution of some parabolic
systems with smooth coefficients. The aim is to use them in the next section for the
evaluation in Lq of the time derivative of the solution of problem (1.1).
Let v(t, x) be a function such that
sup
s∈[0,t]
s‖ (µ+ |∇v(s)|2) 12 ‖pp =:M(µ, v) < +∞. (4.1)
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In order to apply known regularity results we introduce a time-space Friedrichs’ mollifier
Jη and we define the following smooth tensor
(Bη(t; s, x))iαjβ :=
δij δαβ
(µ+ |Jη(∇v)(t− s, x)|2) 2−p2
−(2− p) (Jη(∇v) ⊗ Jη(∇v))(t − s, x)
(µ+ |Jη(∇v)(t − s, x)|2) 4−p2
.
(4.2)
For any fixed σ ∈ (0, t] and ν > 0 let us consider the parabolic problem
ψτ (τ) − ν∆ψ(τ) −∇ · (Bη(t;σ − τ, x)∇ψ(τ)) = 0, in (0, σ)× E,
ψ(τ, x) = 0, on (0, σ)× ∂E,
ψ(0, x) = ψ◦(x), on {0} × E.
(4.3)
Lemma 4.1. Let E be a bounded C2 domain of Rn. For any ψ◦ ∈ C∞0 (E) let ψ be the
unique solution of (4.3). Then, for any p ∈ (1, 2) and q ∈
[
2, 2 + 4(p−1)(2−p)2
]
it results
‖ψ(τ)‖q ≤ ‖ψ◦‖q, ∀τ ∈ [0, σ].
Proof. The existence and uniqueness of the solution of (4.3) follows, for instance, by [19,
Theorem IV.9.1] which also gives ψ ∈ Lq(0, σ;W 2,q(E)∩W 1,20 (E)), ψτ ∈ Lq(0, σ;Lq(E)).
For brevity of notation we set
aη(µ, v) :=
(
µ+ |Jη(∇v)|2
) (p−2)
2 .
Since q ≥ 2 we can multiply the system by |ψ|q−2ψ and integrate over E obtaining
1
q
d
dt
‖ψ‖qq + ν
∫
E
|ψ|q−2|∇ψ|2 dx+ ν(q − 2)
∫
E
|ψ|q−4|∇ψ · ψ|2 dx
+
∫
E
aη(µ, v(σ − τ))|∇ψ|2|ψ|q−2 dx+ (q − 2)
∫
E
aη(µ, v(σ − τ))|ψ|q−4|∇ψ · ψ|2 dx
= (p− 2)
∫
E
|ψ|q−2|Jη(∇v(σ − τ)) · ∇ψ|2
(µ+ |Jη(∇v(σ − τ))|2)
4−p
2
dx
+(p− 2)(q − 2)
∫
E
|ψ|q−4(Jη(∇v(σ − τ) · ∇ψ)(Jη(∇v(σ − τ) · ψ)(∇ψ · ψ)
(µ+ |Jη(∇v(σ − τ))|2)
4−p
2
dx
=: (p− 2)I1 + (p− 2)(q − 2)I2.
We observe that
|I1| ≤
∫
E
aη(µ, v(σ − τ))|ψ|q−2|∇ψ|2 dx =: J1.
By Cauchy-Schwarz’s and Ho¨lder’s inequalities it results
|I2| ≤
∫
E
(
µ+ |Jη(∇v(σ − τ))|2
) p−4
2 |ψ|q−4|Jη(∇v(σ − τ))|2|∇ψ||ψ||∇ψ · ψ| dx
≤
(∫
E
aη(µ, v(σ − τ))|ψ|q−4|∇ψ|2|ψ|2 dx
) 1
2
(∫
E
aη(µ, v(σ − τ))|ψ|q−4|∇ψ · ψ|2 dx
) 1
2
=: J
1
2
1 J
1
2
2
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hence
1
q
d
dt
‖ψ‖qq+(p−1)J1+(q−2)J2 ≤ (2−p)(q−2)J
1
2
1 J
1
2
2 ≤
1
2ε
J1+
ε
2
(2−p)2(q−2)2J2. (4.4)
We want to choose ε such that
1
2ε
≤ p− 1, ε
2
(2− p)2(q − 2)2 ≤ q − 2 (4.5)
and this is always possible if
1
2(p− 1) ≤
2
(q − 2)(2− p)2 .
An easy computation shows that the above inequality is verified for any p ∈ (1, 2) if
q ∈
[
2, 2 +
4(p− 1)
(2 − p)2
]
.
Choosing an ε satisfying (4.5) and substituting it in (4.4) we get
1
q
d
dt
‖ψ‖qq ≤ 0.
For any fixed t ∈ (0, T ), ν > 0 and ϕ◦ ∈ C∞0 (E) we consider the following problem,
adjoint of (4.3)
ϕs(s)− ν∆ϕ(s)−∇ · (Bη(t; s, x)∇ϕ(s)) = 0 , in (0, t)× E,
ϕ(s, x) = 0 , on (0, t)× ∂E,
ϕ(0, x) = ϕ◦(x), on {0} × E,
(4.6)
Lemma 4.2. Let E be a bounded C2 domain of Rn. For any ϕ◦ ∈ C∞0 (E) let ϕ be the
unique solution of (4.6). Then for any p ∈ (1, 2) and r ∈
[
2− 4(p−1)p2 , 2
]
‖ϕ(s)‖r ≤ ‖ϕ◦‖r, ∀s ∈ [0, t].
Proof. For any arbitrary function ψ◦ ∈ C∞0 (E) and σ ∈ [0, t], let ψ be the solution of
problem (4.3). The system (4.6) has an unique solution, by [19, Theorem IV.9.1], and the
solution ϕ is also regular enough to multiply (4.6) by ψ(σ − s). Integrating the product
by parts on [0, σ]× Ω gives
(ϕ(σ), ψ◦)− (ϕ◦, ψ(σ)) +
∫ σ
0
(ϕ(s), ψs(σ − s)) ds− ν
∫ σ
0
(ϕ(s),∆ψ(σ − s)) ds
−
∫ σ
0
(∇ · (Bη(t; s)∇ψ(σ − s)) , ϕ(s)) ds = 0.
Since ψ is a solution of (4.3), substituting in the integrals σ − s = τ , we get
(ϕ(σ), ψ◦) = (ϕ◦, ψ(σ)) . (4.7)
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Since r ∈
[
2p2+4
p2+4p , 2
]
we have that r′ ∈
[
2, 2 + 4(p−1)(2−p)2
]
and we can apply Lemma 4.1 to
get
|(ϕ◦, ψ(σ))| ≤ ‖ϕ◦‖r‖ψ(σ)‖r′ ≤ ‖ϕ◦‖r‖ψ◦‖r′
for any ψ◦ ∈ C∞0 (E). By a density argument and (4.7) we get the thesis.
Lemma 4.3. Let E be a bounded C2 domain of Rn, p > 2nn+2 , r ∈
[
2− 4(p−1)p2 , 2
]
and
ϕ◦ ∈ C∞0 (E). If ϕ is the solution of problem (4.6) we have
‖ϕ(s)‖2 ≤ cM(µ, v)
(2−p)γ
2 ‖ϕ◦‖r
(
t
1
p − (t− s) 1p
)−pγ
, ∀s ∈ (0, t],
with M(v, η) defined in (4.1) and
γ = γ(r) :=
n(2−r)
r(2p−2n+np)
. (4.8)
Proof. We refer to [10, Lemma 2.4] remarking that even if the range for r is different,
the proof remains unchanged.
5 Estimates for the time derivative
We begin the section gathering some results taken from [10, Section 3] concerning the
following non-singular (µ > 0, ν > 0) parabolic system on the bounded C2 domain E
vt − ν∆v −∇ ·
((
µ+ |(∇v)|2) (p−2)2 ∇v)= 0 , in (0, T )× E,
v(t, x)= 0 , on (0, T )× ∂E,
v(0, x)= v◦(x), on {0} × E .
(5.1)
We have the following results, for which we refer to [10, Propositions 3.1 and 3.2]
Proposition 5.1. Let ν > 0, µ > 0 and p ∈ (1, 2). Assume that v◦ belongs to C∞0 (E).
Then there exists a unique weak solution v of system (5.1) such that
v ∈ C(0, T ;L2(E)) ∩ L2(0, T ;W 1,20 (E)),
vt ∈ L∞(0, T ;L2(E)) ∩ L2(0, T ;W 1,2(E)),
lim
t→0+
‖v(t)− v◦‖2 = 0 .
Moreover
‖t 1p∇v‖L∞(0,T ;Lp(E)) ≤ cB(µ, v◦)
1
p , (5.2)
‖t vt‖L∞(0,T ;L2(E)) ≤ cB(µ, v◦)
1
2 (5.3)
where
B(µ,w) := ‖w‖22 + µ
p
2 T |E| . (5.4)
With this tool at our disposal we can state the following crucial result
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Proposition 5.2. Let p > 2nn+2 , q ∈
[
2, 2 + 4(p−1)(2−p)2
]
and Ω a bounded or exterior C2
domain of Rn. Let u be the unique solution of (1.1) corresponding to u◦ ∈ L2(Ω).
Then t1+γ ut ∈ L∞(0, T ;Lq(Ω)), with γ = γ(q′) given by (4.8). Moreover the following
estimate holds
‖ut(t)‖q ≤ c
t
1+γ ‖u◦‖(2−p)γ+12 , a.e in (0, T ). (5.5)
Proof. The proof follows substantially the one of [10, Proposition 5.1]. For the reader’s
convenience we reproduce here only the main lines to make clear the fundamental role
played by the adjoint problem (4.6). First we consider a bounded C2 domain E and a
solution v of the system (5.1). We have to keep in mind that v depends on the parameters
ν, µ an also another one, say m, used in the approximation of the initial data in L2(E) by
means of smooth functions. We regularize (5.1)1 in time, introducing another parameter
ρ arising from the mollifier, and we differentiate with respect to t. Finally we multiply
the result by ϕ(t− τ) where ϕ is a solution of (4.6) hence it depends on η. Omitting the
indexes ν, µ,m, ρ, η and performing only the formal computations we get(
vττ (τ) − ν∆vτ (τ) − (p− 2)∇ ·
(
µ+ |∇v(τ)|2) p−42 (∇v(τ) ⊗∇v(τ)) · ∇vτ (τ)
+
(
µ+ |∇v(τ)|2) p−22 ∇vτ (τ)) · ϕ(t− τ) = 0
An integration of the above identity on E and between t2 and t with respect to τ , provides
(vt(t), ϕ◦)−
(
vt
(
t
2
)
, ϕ
(
t
2
))
= −
∫ t
t
2
(vτ (τ), ϕτ (t− τ)) dτ − ν
∫ t
t
2
(∇vτ (τ),∇ϕ(t − τ)) dτ
−(p− 2)
∫ t
t
2
((
µ+ |∇v(τ)|2) p−42 (∇v(τ) ⊗∇v(τ)) · ∇vτ (τ),∇ϕ(t − τ)) dτ
−
∫ t
t
2
((
µ+ |∇v(τ)|2) p−22 ∇vτ (τ),∇ϕ(t − τ)) dτ
=
∫ t
t
2
(vτ (τ),−ϕτ (t− τ) + ν∆ϕ(t − τ)) dτ
−(p− 2)
∫ t
t
2
(
∇v(τ) ⊗∇v(τ) · ∇ϕ(t− τ)
(µ+ |∇v(τ)|2) 4−p2
,∇vτ (τ)
)
dτ
−
∫ t
t
2
(
∇ϕ(t − τ)
(µ+ |∇v(τ)|2) 2−p2
,∇vτ (τ)
)
dτ
=
∫ t
t
2
(vτ (τ),−ϕτ (t− τ) + ν∆ϕ(t − τ)) dτ
+
∫ t
t
2
(
∇ ·
(
∇v(τ) ⊗∇v(τ) · ∇ϕ(t− τ)
(µ+ |∇v(τ)|2) 4−p2
+
∇ϕ(t− τ)
(µ+ |∇v(τ)|2) 2−p2
)
, vτ (τ)
)
dτ.
At this point we have to remark that if we replace ∇v with Jη(∇v) in the denominators
of the last integral, we obtain that the right-hand side is zero, since ϕ is a solution of
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(4.6). This can be made rigorous by a careful passage to the limit as η goes to 0. The
details are completely described in the proof of [10, Proposition 5.1]. In the end, by (5.3)
and Lemma 4.3, we get
(vt(t), ϕ◦) =
(
vt
(
t
2
)
, ϕ
(
t
2
))
≤
∥∥∥∥vt( t2
)∥∥∥∥
2
∥∥∥∥ϕ( t2
)∥∥∥∥
2
≤ cB(µ, v◦)
1
2
t
M(µ, v)
(2−p)γ
2 ‖ϕ◦‖q′
tγ
.
Using the definition of M(µ, v) given in (4.1) and (5.2), we get
M(µ, v) ≤ c
(
µ
p
2 T |E|+B(µ, v◦)
)
≤ cB(µ, v◦)
hence
(vt(t), ϕ◦) ≤ cB(µ, v◦)
(2−p)γ
2
t1+γ
‖ϕ◦‖q′
for any ϕ◦ ∈ Lq′(E). It follows that vt(t) ∈ Lq(E) and ‖vt(t)‖q ≤ cB(µ,v◦)
(2−p)γ
2
t1+γ . To
conclude the proof we need to pass to the limit in all the parameters. The process is
quite involved and it is described in [10, Proposition 3.2 and Theorem 1.1]. The result
is the convergence of v to the solution u of (1.1) likewise the smooth initial data v◦
approximate u◦ in L2(E). Moreover we get that B(µ, v◦)→ c‖u◦‖22 and the thesis for a
bounded domain follows.
To extend the result to an exterior domain Ω we use the same sequence {Ek} of
bounded sets invading Ω as in the proof of Theorem 3.2. In estimate (5.5) the norm of
u◦ is evaluated on Ek but it can be increased uniformly with respect to k to the norm on
the whole Ω. Hence we have that t1+γu(t) ∈ L∞(0, T ;Lq(Ω)) and (5.5) holds true also
in Ω.
6 L2 estimates for D2u.
In this section we prove L∞(ε, T ;L2(Ω)) estimates for the solution of problem (1.1).
Despite the fact that our main interest goes towards exterior domains, we consider also
the case of a bounded domain. Indeed, in this case, we improve [10, Theorem 1.2]
removing some constraints on p and moving down its lower bound.
Proof of Theorem 1.1. Let us fix t > 0 and consider the system (1.1) as an elliptic
problem in the variable x. By Proposition 5.2 we get that ut(t) ∈ Lq(Ω) for any
q ∈
[
2, 2 + 4(p−1)(2−p)2
]
. We want to apply Theorem 2.4 using ut(t) as the force term. To
this aim, we show that ut belongs to L
rˆ(Ω) with rˆ defined in (2.7). We remark that the
number 2+ 4(p−1)(2−p)2 is an increasing quantity with respect to p ∈ (1, 2). In our hypotheses
p ∈
(
2n
n+2 , 2
)
, hence we have that, for any p in this interval,
2 +
4(p− 1)
(2 − p)2 >
n2 + 4
4
.
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We need to compare the two quantities n
2+4
4 and rˆ. Consider first the case n ≥ 3. By a
straightforward computation it is easy to check that
n2 + 4
4
>
2n
n(p− 1) + 2(2− p) ⇐⇒ p >
n3 − 4n2 + 12n− 16
(n2 + 4)(n− 2)
and
n3 − 4n2 + 12n− 16
(n2 + 4)(n− 2) <
2n
n+ 2
⇐⇒ n4 − 2n3 + 4n2 − 24n+ 32 > 0.
But
n4 − 2n3 + 4n2 − 24n+ 32 = (n− 2)2(n2 + 2n+ 8) > 0 ∀n ∈ N, n ≥ 3.
Hence, for any p ∈
(
2n
n+2 , 2
)
we have that rˆ ∈
[
2, 2 + 4(p−1)(2−p)2
]
.
If n = 2 it is enough to observe that the intersection
(
2, 2p−1
)
∩
[
2, 2 + 4(p−1)(2−p)2
]
is not
empty.
In both cases, by Proposition 5.2, ut(t) ∈ Lrˆ(Ω) and, by Theorem 3.2, ut(t) ∈
W−1,p
′
(Ω). We can apply Theorem 2.4 with f(x) = ut(t, x) obtaining that u(t) ∈
W 2,2(Ω) and, by (3.3), (5.5)
‖D2u(t)‖2 ≤ c
(
‖ut(t)‖
1
p−1
rˆ + ‖ut(t)‖
1
p−1
−1,p′
)
≤ c
t
1+γ
p−1
‖u◦‖
(2−p)γ+1
p−1
2 +
c
t
1
p
‖u◦‖
2
p
2 (6.1)
with γ = γ(rˆ′) = (n−2)(2−p)p(n+2)−2n if n ≥ 3 (for the notation see (4.8) and (2.7)) or γ = γ(r′) =
r−2
r(p−2) for any r ∈
(
2, 2p−1
)
∩
[
2, 2 + 4(p−1)(2−p)2
]
if n = 2.
7 Higher integrability of D2u
In this section we increase the integrability of D2u to a power greater than 2. The
greatest exponent of integrability depends on p and increases as p approaches 2 from
below. In a fashion that is common to this kind of results, see [3, 4, 9, 10, 11], the
range for p is constrained to be close to 2 in dependence of the summability q required
for the second derivatives. For a bounded domain, the following theorem improves the
previous result obtained in [10, Theorem 1.2] extending the range for q and removing
some constraints on p.
Proof of Theorem 1.2. We set g(p) = 2 + 4(p−1)(2−p)2 and we remark that g is an increasing
function on the interval (1, 2). Hence
g(p) ≥ g
(
2n
n+ 2
)
= 1 +
n2
4
∀p ∈
(
2n
n+ 2
, 2
)
.
Since 1 + n
2
4 > n for any n ≥ 3 we have that g(p) > n for any p, n in the hypotheses of
our theorem, hence the interval for q goes beyond n (in the case n = 2 the whole interval
is trivially beyond n). Since the behavior is different for q over, behind or equal to n, we
will distinguish three cases.
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Let us consider first the case q ∈
(
n, 2 + 4(p−1)(2−p)2
]
. By Proposition 5.2 we have that
ut ∈ L∞(ε, T ;Lq(E)). Since p > max{φ(2), φ(q)} and q > n we can use ut as the force
term in Theorem 2.5 to get that u ∈ L∞(ε, T ;W 2,q(E)).
If q = n, choose any p > inf
q>n
{
2− 1
C(q)
}
. There exists q1 > n such that p >
2 − 1
C(q1)
and, by Proposition 5.2, ut ∈ L∞(ε, T ;Lq1(E)). Again, by Theorem 2.5,
u ∈ L∞(ε, T ;W 2,q1(E)) ⊂ L∞(ε, T ;W 2,n(E)).
If q ∈ [2, n), n ≥ 3 then let q = qnn(p−1)+q(2−p) . We remark that, since 2 ≤ q < n, we
have
q >
2n
n(p− 1) + n(2− p) = 2, q <
qn
q(p− 1) + q(2− p) = n < g(p).
Applying Proposition 5.2 we get that ut ∈ L∞(ε, T ;Lq(E)). Following the notation of
Theorem 2.5 we have that qˆ = q and q > 2nn(p−1)+2(2−p) . Since p > φ(q) we can apply the
quoted theorem achieving that u ∈ L∞(ε, T ;W 2,q(E)).
Proof of Theorem 1.3. Let us fix q ∈
[
2, 2 + 4(p−1)(2−p)2
]
and ε > 0. By Theorem 1.1 we have
that ut ∈ L∞(ε, T ;Lq(Ω)) and by Theorem 3.2 ut ∈ L∞(ε, T ; (Ŵ 1,p0 (Ω))′). As in the
proof of Theorem 1.2 we consider different ranges for q.
If q > n then, by Theorem 2.6 there exists p(q) such that for any p ∈ (p(q), 2),
D2u ∈ L∞(ε, T ;Lq(Ω)).
If 2 ≤ q ≤ n we set pˆ = inf
{
p(q) : n < q ≤ 2 + 4(p−1)(2−p)2
}
. For any p > pˆ there
exists q1 > n such that p > p(q1). Using the result just achieved we get that D
2u ∈
L∞(ε, T ;Lq1(Ω)). By Theorem 1.1 D2u ∈ L∞(ε, T ;L2(Ω)) and we get the thesis by
interpolation.
The above result is at first sight a little bit confusing about a sort of cross refer-
ence between p and q. Which one depends on the other, or there is simply a mutual
dependence between them? For instance, if we choose p > 2nn+2 , which is the best q
we can reach? We point out that, generally speaking, for an exterior domain, the high-
est does not necessarily means the best. Fortunately, for our solution we always have
D2u ∈ L∞(ε, T ;L2(Ω)) hence we can interpolate and the best q is actually the highest we
can achieve. Hence, for fixed p > 2nn+2 we can expect to find q which is at best 2+
4(p−1)
(2−p)2 .
But now we have to take one step back and check if p > p(q). In this framework, the
best q is sup{q ≤ 2 + 4(p−1)(2−p)2 : p(q) < p}. As a result, the statement of the theorem is
not very charming, especially because we are not able to prove (although it sounds very
reasonable) that the quantity p(q) is increasing with respect to q. Hence we choose to
give the result leaving someway implicit the relation between p and q. On the other side,
if we ask which is the lowest p that is allowed to get D2u in Lq there is a very clean
answer which is stated in the following
Corollary 7.1. Let Ω be an exterior C2 domain of Rn and q > 2. If
p > max
{
2n
n+ 2
,
2(q − 1−√q − 1)
q − 2 , p(q)
}
with p(q) as in Theorem 1.3, then D2u ∈ L∞(ε, T ;Lq(Ω)), where u is the unique solution
of (1.1).
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Proof. The result follows straightforward solving the inequality q ≤ 2 + 4(p−1)(2−p)2 with
respect to p. We only remark that the condition q > 2 in the statement is not necessary,
since for q = 2 the quantity 2(q−1−
√
q−1)
q−2 tends to 1, giving a trivial constraint for p.
This is perfectly in line with the result of Theorem 1.3 which holds true also for q = 2.
Nevertheless we want to notice that the case q = 2 is covered also by Theorem 1.1 which
is sharper, since allows the whole range p ∈
(
2n
n+2 , 2
)
.
8 Ho¨lder continuity of ∇u
In this section we investigate the Ho¨lder continuity of ∇u, up to the boundary of the
exterior domain Ω. We start introducing the relevant quantity for evolution problems
that is the parabolic Ho¨lder seminorm defined by
[w]λ = sup
t
sup
x 6=y
|w(t, x) − w(t, y)|
|x− y|λ + supx supt6=s
|w(t, x) − w(s, x)|
|t− s|λ2
. (8.1)
We rely on the following result on Bochner spaces (see [28, Theorem 2.1] and [10, Lemma
2.7]).
Lemma 8.1. Let Ω be a bounded or exterior C2 domain of Rn, ε > 0 and q > n.
There exists a constant C, such that if u ∈ L∞(ε, T ;W 2,q(Ω) ∩ W 1,q0 (Ω)) and ut ∈
L∞(ε, T ;Lq(Ω)) then
[∇u]λ ≤ C
(
sup
t
(‖ut(t)‖q + ‖D2u(t)‖q)+ sup
t
‖u(t)‖q
)
with λ = 1− nq .
Proof. The case Ω bounded is considered in [10, Lemma 2.7]. If Ω is exterior it is enough
to remark that [28, Theorem 2.1] is based on an extension argument and does not make
use of the boundedness of Ω.
Let u be the solution of problem (1.1). We choose q > n and we consider p satisfying
the hypotheses of Corollary 7.1. By the Sobolev-Nirenberg-Gagliardo inequality we have
‖u(t)‖q ≤ c‖D2u(t)‖θq‖u(t)‖1−θ2 (8.2)
with θ = (q−2)n(q−2)n+4q . Hence, by Corollary 7.1 and (3.1), u ∈ L∞(ε, T ;W 2,q(Ω)). Since p >
2(q−1−√q−1)
q−2 we have that q < 2+
4(p−1)
(2−p)2 hence, by Proposition 5.2, ut ∈ L∞(ε, T ;Lq(Ω)).
We are now in the position to apply Lemma 8.1 and obtain the Ho¨lder continuity of ∇u.
Gathering together the estimates for ‖ut‖q, ‖D2u‖q and the interpolation estimate (8.2)
we can formulate the following result. In a fashion similar to Corollary 7.1, we write the
statement choosing the Ho¨lder exponent λ and finding the correct range for p
Theorem 8.2. Let Ω be an exterior C2 domain of Rn, ε > 0 and λ ∈ (0, 1). If
p > max
{
2n
n+ 2
,
2(n+ λ− 1−
√
(1− λ)(n+ λ− 1)
n+ 2λ− 2 , p
(
n
1− λ
)}
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with p(·) as in Theorem 1.3, and u is the unique solution of problem (1.1), then ∇u is
Ho¨lder continuous in [ε, T ]× Ω and its parabolic seminorm (8.1) is evaluated by
[∇u]λ ≤ c
εβ
‖u0‖α2
where
θ =
n− 2 + 2λ
n+ 2 + 2λ
, α = max
{
(2− p)γ + 1, 2
p
, (2− p)γθ + 1
}
, β = max{1 + γ, p′}
and γ = γ
(
n
n−1+λ
)
(see (4.8)).
9 Existence with data in Ls(Ω)
In this section we investigate the existence of a solution of problem (1.1) when the initial
data are in Ls(Ω) with 1 ≤ s < 2. To this purpose we need to adapt the definition of
solution to the new framework in the following way
Definition 9.1. Let Ω be a bounded or exterior domain with boundary of class C2 and
u◦ ∈ Ls(Ω), 1 ≤ s < 2. A field u : (0, T )× Ω→ RN is said a solution of system (1.1) if
u ∈ L∞(0, T ;Ls(Ω)) ∩ L ps2 (0, T ; Ŵ 1,
ps
2
0 (Ω)) ,∫ T
0
[(u, ψt)−
(|∇u|p−2∇u,∇ψ)] dt = −(u◦, ψ(0)), ∀ψ ∈ C∞0 ([0, T )× Ω) (9.1)
and
lim
t→0+
‖u(t)− u◦‖s = 0 .
Before we state the main theorem of this section, we need to define a number which
will be crucial for the existence of the solution. Let be
sex =
{
n
(
2
p − 1
)
if 2nn+2 < p <
2n
n+1
1 if 2nn+1 ≤ p < 2.
Theorem 9.2. Let Ω be a bounded or exterior domain of class C2 and p ∈
(
2n
n+2 , 2
)
. If
u◦ ∈ Ls(Ω) with s ∈ (sex, 2), then there exists a solution u of problem (1.1) in the sense
of Definition 9.1. Moreover we have that, for any ε > 0 the estimates (3.1)-(3.6) hold
true in the interval t ∈ [ε, T ] assuming u(ε) as initial data in place of u◦ and, for suitable
γ, α > 0
‖u(t)‖2 ≤ c ‖u◦‖
α
s
tγ
∀t > 0. (9.2)
Proof. Let be Ω an exterior domain and, for any k ∈ N, Ek = Ω ∩ B(0, k). We take
k large enough to have (Rn \ Ω) ⊂ B(0, k). If Ω is a bounded domain we simply take
Ek = Ω for any k. We can find a sequence {uk◦} ⊂ C∞0 (Ek) converging to u◦ in Ls(Ω).
Since uk◦ ∈ L2(Ek), by Theorem 3.1, there exists a unique solution of problem (1.1)
in (0, T ) × Ek, corresponding to the initial data uk◦ , that we denote by uk. Following
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Remark 2.3 we fix δ > 0 and we use (δ+ |uk|2) s−22 uk as a test function in equation (2.6).
Integrating by parts we get∫ t
0
〈ukt , (δ + |uk|2)
s−2
2 uk〉 dτ +
∫ t
0
∫
Ek
|∇uk|p−2∇uk · ∇
(
(δ + |uk|2) s−22 uk
)
dx dτ = 0
hence
1
s
‖(δ + |uk(t)|2) 12 ‖ss +
∫ t
0
∫
Ek
|∇uk|p(δ + |uk|2) s−22 dx dτ
+(s− 2)
∫ t
0
∫
Ek
|∇uk|p−2|∇uk · uk|2(δ + |uk|2) s−42 dx dτ = 1
s
‖(δ + |uk◦ |2)
1
2 ‖ss.
Since
|∇uk|p−2|∇uk · uk|2(δ + |uk|2) s−42 ≤ |∇uk|p(δ + |uk|2) s−22
we have that
‖(δ+ |uk(t)|2) 12 ‖ss + s(s− 1)
∫ t
0
∫
Ek
|∇uk|p(δ + |uk|2) s−22 dx dτ ≤ ‖(δ+ |uk◦|2)
1
2 ‖ss. (9.3)
Since 1 < s < 2 it follows that
‖uk(t)‖ss ≤ ‖(δ + |uk(t)|2)
1
2 ‖ss ≤ δ
s
2 |Ek|+ ‖uk◦‖ss. (9.4)
We can apply the Inequality 2.7 with exponents s2 and
s
s−2 to obtain∫
Ek
|∇uk|p(δ + |uk|2) s−22 dx ≥
(∫
Ek
|∇uk| ps2 dx
) 2
s
(∫
Ek
(
δ + |uk|2) s2 dx) s−2s .
Hence, by (9.3)∫
Ek
|∇uk| ps2 dx ≤
(∫
Ek
|∇uk|p(δ + |uk|2) s−22 dx
) s
2
(∫
Ek
(
δ + |uk|2) s2 dx) 2−s2
≤ c
(∫
Ek
|∇uk|p(δ + |uk|2) s−22 dx
) s
2 ∥∥∥(δ + |uk◦|2) 12∥∥∥ s(2−s)2
s
.
Integrating in time, by means of the Ho¨lder inequality and (9.3), we have∫ t
0
∫
Ek
|∇uk| ps2 dx dτ ≤ c
∥∥∥(δ + |uk◦|2) 12 ∥∥∥s
s
t
2−s
2 ≤ c (δ s2 |Ek|+ ‖uk◦‖ss) t 2−s2 . (9.5)
Since the sequence {uk◦} converges to u◦ in Ls(Ω), we have that ‖uk◦‖ss ≤ c‖u◦‖ss and,
letting δ → 0, by (9.4) we get
‖uk(t)‖ss ≤ ‖uk◦‖ss ≤ c‖u◦‖ss ∀k ∈ N, ∀t ∈ [0, T ] (9.6)
and, by (9.5), also ∫ t
0
∫
Ek
|∇uk| ps2 dx dτ ≤ c‖u◦‖ss, ∀t ∈ [0, T ]. (9.7)
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Extending to 0 the functions uk in Ω \ Ek and using the uniform bounds (9.6),(9.7) we
can extract a subsequence (not relabeled) and find a function u such that
uk
∗
⇀u weakly∗ in L∞(0, T ;Ls(Ω)), ∇uk ⇀ ∇u weakly in L ps2 (0, T ;L ps2 (Ω)). (9.8)
By the strong convergence of uk◦ towards u◦ in L
s(Ω) and by the weak convergence of
∇uk, letting k →∞ in (9.6) and in (9.7) we get
‖u‖L∞(0,T ;Ls(Ω)) ≤ ‖u◦‖s, ‖∇u‖Lps2 (0,T ;L ps2 (Ω)) ≤ c‖u◦‖
2
p
s . (9.9)
Let us define vk = uk(δ + |uk|2) s−22p . A straightforward computation shows that
|∇vk|p ≤
(
1 +
(
2− s
2p
)p)
|∇uk|p (δ + |uk|2) s−22 . (9.10)
The Sobolev’s inequality, (9.10) and (9.3) lead to∫ t
0
(∫
Ek
|vk|p∗ dx
)n−p
n
dτ ≤ c
∫ t
0
∫
Ek
|∇vk|p dx dτ ≤ c
∥∥∥(δ + |uk◦ |2) 12 ∥∥∥s
s
.
In terms of uk the above inequality becomes∫ t
0
(∫
Ek
|uk| npn−p (δ + |uk|2) (s−2)n2(n−p) dx)n−pn dτ ≤ c (δ s2 |Ek|+ ‖uk◦‖ss) .
Since s < 2, letting δ → 0, by monotone convergence we get∫ t
0
(∫
Ek
|uk|n(p+s−2)n−p dx
)n−p
n
dτ ≤ c‖u◦‖ss.
If we set s1 =
n(p+s−2)
n−p we have that u
k ∈ L s1(n−p)n (0, T ;Ls1(Ek)) uniformly in k. We
have that
s1 − s = p(s+ n)− 2n
n− p
and if s > sex then s1 − s > 0 hence, iterating the process, we obtain an increasing
sequence {sm} such that sm+1 − sm > sm − sm−1. In a finite number of steps we get
that uk ∈ L s¯(n−p)n (0, T ;Ls¯(Ek)) with s¯ ≥ 2. We remark that, if p > 2nn+1 then s1 − s > 0
for any s ∈ (1, 2) and we have no restrictions on s. On the contrary, if p ≤ 2nn+2 then
s1 − s ≤ 0 for any s ∈ (1, 2) and the iteration is useless. In the end we get∫ t
0
‖uk‖
s¯(n−p)
n
s¯ dτ ≤ c‖u◦‖ss (9.11)
and, since s¯ ≥ 2 we can interpolate L2 between Ls and Ls¯ obtaining
‖uk‖2 ≤ ‖uk‖1−ϑs ‖uk‖ϑs¯ , ϑ =
(2− s)s¯
2(s¯− s) . (9.12)
It we set a = s¯(n−p)nϑ =
2(n−p)(s¯−s)
2−s , by (9.12), (9.6) and (9.11) we get∫ t
0
‖uk‖a2 ≤ sup
τ
‖uk(τ)‖a(1−ϑ)s
∫ t
0
‖uk‖aϑs¯ ≤ c‖u◦‖
s((n−p)(s¯−2)+2−s)
2−s
s . (9.13)
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Now we go back to the equation (2.6), we use uk as a test function and we differentiate
with respect to t getting
1
2
d
dt
‖uk(t)‖22 + ‖∇uk(t)‖pp = 0 ∀ t ∈ [0, T ]. (9.14)
By the above equality it follows that, if there exists t¯ such that ‖uk(t¯)‖2 = 0 then
‖uk(t)‖2 = 0 for any t ≥ t¯ hence we can suppose ‖uk(t)‖2 > 0 for any t, otherwise what
follows is trivially true. Multiplying by t we have
0 ≥ t
2
d
dt
‖uk(t)‖22 = t‖uk(t)‖2
d
dt
‖uk(t)‖2 = t‖uk(t)‖2−a2
(
‖uk(t)‖a−12
d
dt
‖uk(t)‖2
)
=
t
a
‖uk(t)‖2−a2
d
dt
‖uk(t)‖a2
and, multiplying by a‖uk(t)‖a−22
0 ≥ t d
dt
‖uk(t)‖a2 =
d
dt
(
t‖uk(t)‖a2
)− ‖uk(t)‖a2 .
Integrating the above inequality, by (9.13), we have
‖uk(t)‖2 ≤ c
t
1
a
‖u◦‖
s((n−p)(s¯−2)+2−s)
2(n−p)(s¯−s)
s ∀ t ∈ (0, T ] (9.15)
with the constant c not depending on k. Fixing ε > 0 and integrating in time the identity
(9.14), by (9.15) we get∫ T
ε
∫
Ek
|∇uk(τ)|p dx dτ ≤ c
ε
2
a
‖u◦‖
s((n−p)(s¯−2)+2−s)
(n−p)(s¯−s)
s . (9.16)
Estimates (9.15) and (9.16) are enough to say that, up to a subsequence
uk
∗
⇀u weakly∗ in L∞(ε, T ;L2(Ω)), (9.17)
∇uk ⇀ ∇u weakly in Lp(ε, T ;Lp(Ω)).
We remark that the limit point of above convergences is actually u by the convergences
(9.8) and the uniqueness of the weak limit.
By (9.15) and up to further subsequences, we can find Θ,Λ ∈ L2(Ω) such that
uk(ε)⇀ Θ, uk(T )⇀ Λ weakly in L2(Ω). (9.18)
The estimate (9.16) allows to find a function χ ∈ Lp′(ε, T ;Lp′(Ω)) such that, up to a
subsequence
|∇uk|p−2∇uk ⇀ χ weakly in Lp′(ε, T ;Lp′(Ω)). (9.19)
Let us choose ψ ∈ C∞0 ((ε, T ) × Ω) and k large enough to have ψ(t, x) = 0 for any
(t, x) ∈ (ε, T )× (Ω \Ek). Since uk is a solution on Ek we can use ψ as a test function in
(2.4) (substituting uk in place of u and Ek in place of Ω). Integrating by parts we get∫ T
ε
(uk, ψt) dt−
∫ T
ε
(|∇uk|p−2∇uk,∇ψ) dt = 0.
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Passing to the limit as k →∞, thanks to (9.17) and (9.19), we have∫ T
ε
(u, ψt) dt−
∫ T
ε
(χ,∇ψ) dt = 0 ∀ψ ∈ C∞0 ((ε, T )× Ω) .
As a consequence of the above identity ut ∈ Lp′(ε, T ; Ŵ 1,p0 (Ω)′) and, by density∫ T
ε
〈ut, ψ〉 dt+
∫ T
ε
(χ,∇ψ) dt = 0 ∀ψ ∈ Lp(ε, T ; Ŵ 1,p0 (Ω)). (9.20)
Now we take ψ ∈ C∞0 ([ε, T ]× Ω) in (2.6) to get∫ T
ε
(uk, ψt)−
(|∇uk|p−2∇uk,∇ψ) dt = (uk(T ), ψ(T ))− (uk(ε), ψ(ε)) . (9.21)
Passing to the limit for k →∞ and remembering (9.18) we obtain∫ T
ε
(u, ψt)− (χ,∇ψ) dt = (Λ, ψ(T ))− (Θ, ψ(ε)) . (9.22)
Since u ∈ C([ε, T ];L2(Ω)) we can integrate (9.20) by parts to gain
−
∫ T
ε
(u, ψt) dt+ (u(T ), ψ(T ))− (u(ε), ψ(ε)) +
∫ T
ε
(χ,∇ψ) dt = 0. (9.23)
Comparing the identity (9.23) with (9.22), by the arbitrariness of ψ we get
u(ε) = Θ, u(T ) = Λ. (9.24)
Now we choose an arbitrary function ψ ∈ C∞0 ([ε, T )× Ω) and we use it in equation
(9.21) obtaining∫ T
ε
(uk, ψt)−
(|∇uk|p−2∇uk,∇ψ) dt = − (uk(ε), ψ(ε)) . (9.25)
If we apply Theorem 1.1 to the function uk on
(
ε
2 , T
)× Ek, using uk( ε2 ) as initial data,
we get
‖D2uk(t)‖2 ≤ c(
t− ε2
)γ ∥∥∥uk (ε2)∥∥∥α2 , ∀t ∈ (ε2 , T ]
for suitable α, γ > 0. We remark that the constant c does not depend on k. This is not
totally trivial but it is a consequence of Theorem 2.4 and [9, Corollary 3.1] and it relies
on the fact that c depends on the geometric properties of the boundary of Ek and not
on its measure. Now we use (9.15) with t = ε to get
‖D2uk(t)‖2 ≤ c
εγ1
‖u◦‖α1s , ∀t ∈ [ε, T ] (9.26)
for suitable α1, γ1 > 0 and c not depending on k. Now let be K ⊂ Rn an open bounded
set such that ψ(t, x) = 0 for any (t, x) ∈ [ε, T ]× (Rn \K). By estimate (9.26) we have
that uk ∈ L∞(ε, T,W 2,2(K)) uniformly in k and, by the Rellich-Kondrachov theorem,
∇uk(t, x) −→ ∇u(t, x) a.e. in [ε, T ]×K
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up to a subsequence. Since, by (9.16)∫ T
ε
∫
K
∣∣|∇uk|p−2∇uk∣∣p′ dx dt ≤ c
uniformly in k, we can apply [22, Lemma I.1.3] to obtain that
|∇uk|p−2∇uk ⇀ |∇u|p−2∇u weakly in Lp′(ε, T, Lp′(K)) (9.27)
and, by (9.19)
χ = |∇u|p−2∇u for a.e. (t, x) ∈ (ε, T )×K.
We remark once again that the function u is defined by the global weak convergences
(9.8) hence, by the arbitrariness of ψ and ε, we get that the above identity holds almost
everywhere in (0, T )×Ω. Passing to the limit for k →∞ in equation (9.25) with the aid
of (9.27) we have
T∫
ε
(u, ψt)−
(|∇u|p−2∇u,∇ψ) dt = − (u(ε), ψ(ε)) . (9.28)
Now we complete the existence proof taking a test function ψ ∈ C∞0 ([0, T )× Ω). By
equation (9.28) we get∫ T
0
(u, ψt)−
(|∇u|p−2∇u,∇ψ) dt = ∫ ε
0
(u, ψt)−
(|∇u|p−2∇u,∇ψ) dt− (u(ε), ψ(ε)) .
(9.29)
Using the continuity of the Lebesgue integral with respect to the domain of integration
we get that the first integral on the right-hand side of the above identity vanishes as
ε→ 0. It resmains to estimate the term (u(ε), ψ(ε)). We have
|(u(ε), ψ(ε))− (u◦, ψ(0))|
≤
∣∣(u(ε)− uk(ε), ψ(ε))∣∣+ ∣∣(uk(ε), ψ(ε))− (uk◦ , ψ(0))∣∣+ ∣∣(uk◦ − u◦, ψ(0))∣∣
=: Ak(ε) +Bk(ε) + Ck
(9.30)
By (9.18) and (9.24) we get, for any ε > 0
lim
k→∞
Ak(ε) = 0.
Since uk is a solution in Ek, for any k large enough to contain the spatial support of ψ,
we have (see (2.5))
Bk(ε) ≤
∫ ε
0
∣∣(uk, ψt)− (|∇uk|p−2∇uk,∇ψ)∣∣ dt
≤ ‖uk‖L∞(0,T ;Ls(Ω))‖ψt‖L1(0,ε;Ls′(Ω))
+‖∇uk‖p−1
L
ps
2 (0,T ;L
ps
2 (Ω))
‖∇ψ‖
L
( ps2(p−1) )
′
(0,ε;L
( ps2(p−1) )
′
(Ω))
≤ B(ε)
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where, by (9.6) and (9.7), B(ε) is a function not depending on k and infinitesimal as
ε→ 0. Finally,
Ck ≤ ‖uk◦ − u◦‖s‖ψ(0)‖s′ −→ 0 for k →∞
by hypothesis on uk◦ . Passing to the limit for k →∞ in (9.30) we get
|(u(ε), ψ(ε))− (u◦, ψ(0))| ≤ B(ε) (9.31)
and passing to the limit for ε→ 0 in (9.29) we get that u is a solution with initial data
u◦ ∈ Ls(Ω).
It remains to prove that the initial datum is assumed strongly in Ls(Ω). Let us fix
ϕ ∈ C∞0 (Ω), 0 < δ < T and set Φ(x, t) = ϕ(x)θ(t) with θ ∈ C∞ ([0, T )) and θ(t) = 1 for
any t ∈ [0, δ]. Using Φ as a test function and reasoning exactly as in the evaluation of
Bk(ε), by (9.31) we can get
|(u(t)− u◦, ϕ)| ≤ B(t)
for any t ∈ [0, δ], hence
lim
t→0+
(u(t)− u◦, ϕ) = 0 ∀ϕ ∈ C∞0 (Ω).
The density of C∞0 (Ω) in L
s(Ω) gives the weak convergence in Ls(Ω) of u(t) to u◦. By
lower semicontinuity we also get
‖u◦‖s ≤ lim inf
t→0+
‖u(t)‖s.
By (9.9) we have
lim sup
t→0+
‖u(t)‖s ≤ ‖u◦‖s
hence
lim
t→0+
‖u(t)‖s = ‖u◦‖s
and the uniform convexity of Ls(Ω) gives the strong convergence
lim
t→0+
‖u(t)− u◦‖s = 0.
Finally, the estimate (9.2) follows passing to the limit as k → ∞ in (9.15) using (9.17)
and lower-semicontinuity.
10 Extinction of the solutions
Proof of Theorem 1.4. Let us consider, for any R > 0, the smooth cut-off function hR
defined in (2.1). Let us fix σ ∈ (sex, s] and consider the solution u solution obtained in
Theorem 9.2 with initial data u◦ ∈ Lσ(Ω). Then, for any ε > 0 we have that u solves
equation (2.6) in (ε, T )× Ω hence we can differentiate it with respect to t obtaining
〈ut, ψ〉 = −
(|∇u|p−2∇u,∇ψ) ∀ψ ∈ V p,p′(ε, T ; Ω). (10.1)
For any δ > 0, and R suitably large, we have that
hRu(|u|2 + δ)
σ−2
2 ∈ V p,p′(ε, T ; Ω)
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hence we can use it as a test function in (10.1) obtaining
− 1
σ
d
dt
∥∥∥h1/σR (|u|2 + δ)1/2∥∥∥σ
σ
=
∫
Ω
|∇u|p−2∇u · (∇hR ⊗ u)
(|u|2 + δ)σ−22 dx
+
∫
Ω
|∇u|phR
(|u|2 + δ)σ−22 dx+ (σ − 2)∫
Ω
|∇u|phR|u|2
(|u|2 + δ)σ−42 dx.
Since σ ≤ 2, setting ER,2R = {x ∈ Ω : R < |x| < 2R}, we have
1
σ
d
dt
∥∥∥h1/σR (|u|2 + δ)1/2∥∥∥σ
σ
+ (σ − 1)
∫
Ω
|∇u|phR
(|u|2 + δ)σ−22 dx
≤ c
R
∫
ER,2R
|∇u|p−1 (|u|2 + δ)σ−12 dx. (10.2)
Applying the Ho¨lder inequality with exponents pσ2(p−1) ,
σ
σ−1 and
σp
2−p on the integral on
the right-hand side of (10.2) we get∫
ER,2R
|∇u|p−1 (|u|2 + δ)σ−12 dx ≤ c‖∇u‖p−1
L
pσ
2 (ER,2R)
∥∥∥(|u|2 + δ)1/2∥∥∥σ−1
Lσ(ER,2R)
R
n(2−p)
σp .
(10.3)
Using Inequality 2.7 with exponents σ2 and
σ
σ−2 on the integral on the left-hand side of
(10.2) we have∫
Ω
|∇u|phR
(|u|2 + δ)σ−22 dx = ∫
Ω
|∇u|ph3−σR
((|u2|+ δ)h2R)σ−22 dx
≥
∥∥∥∥|∇u|h 3−σpR ∥∥∥∥p
pσ
2
∥∥∥(|u|2 + δ)1/2 hR∥∥∥σ−2
σ
≥
∥∥∥∥|∇u|h 3−σpR ∥∥∥∥p
pσ
2
∥∥∥(|u|2 + δ)1/2 h1/σR ∥∥∥σ−2
σ
.
(10.4)
Now we remark that
d
dt
∥∥∥(|u|2 + δ)1/2 h1/σR ∥∥∥2
σ
=
2
σ
∥∥∥(|u|2 + δ)1/2 h1/σR ∥∥∥2−σ
σ
d
dt
∥∥∥(|u|2 + δ)1/2 h1/σR ∥∥∥σ
σ
hence we multiply inequality (10.2) by
∥∥∥(|u|2 + δ)1/2 h1/σR ∥∥∥2−σ
σ
obtaining, by (10.3) and
(10.4)
1
2
d
dt
∥∥∥(|u|2 + δ)1/2 h1/σR ∥∥∥2
σ
+ (σ − 1)
∥∥∥∥|∇u|h 3−σpR ∥∥∥∥p
pσ
2
≤ c‖∇u‖p−1
L
pσ
2 (ER,2R)
∥∥∥(|u|2 + δ)1/2∥∥∥
Lσ(E2R)
R
n(2−p)
σp −1.
Let us integrate in time the above inequality to get
∥∥∥(|u(t)|2 + δ)1/2 h1/σR ∥∥∥2
σ
+ 2(σ − 1)
∫ t
ε
∥∥∥∥|∇u|h 3−σpR ∥∥∥∥p
pσ
2
dτ
≤ cR n(2−p)σp −1
t∫
ε
‖∇u‖p−1
L
pσ
2 (ER,2R)
∥∥∥(|u|2 + δ)1/2∥∥∥
Lσ(E2R)
dτ +
∥∥∥(|u(ε)|2 + δ)1/2 h1/σR ∥∥∥2
σ
.
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Keeping count that all the above integrals are evaluated on the bounded set E2R, we can
apply the dominated convergence theorem letting δ → 0 in order to obtain∥∥∥u(t)h1/σR ∥∥∥2
σ
+ 2(σ − 1)
∫ t
ε
∥∥∥∥|∇u|h 3−σpR ∥∥∥∥p
pσ
2
dτ
≤ cR n(2−p)σp −1
∫ t
ε
‖∇u‖p−1
L
pσ
2 (ER,2R)
‖u‖Lσ(E2R) dτ +
∥∥∥u(ε)h1/σR ∥∥∥2
σ
.
(10.5)
We remark that
n(2− p)
σp
− 1 < 0 ⇐⇒ σ > n
(
2
p
− 1
)
= sex
hence, passing to the limit as R→∞ in (10.5) we have
‖u(t)‖2σ + 2(σ − 1)
∫ t
ε
‖∇u‖ppσ
2
dτ ≤ ‖u(ε)‖2σ. (10.6)
Using the strong continuity of u in Lσ for t = 0 (see Theorem 9.2) we can pass to the
limit for ε→ 0 in the above inequality obtaining
‖u(t)‖2σ + 2(σ − 1)
∫ t
0
‖∇u‖ppσ
2
dτ ≤ ‖u◦‖2σ. (10.7)
Now we remark that, being the right-hand side of (10.7) bounded, we have
lim
σ→sex
‖u(t)‖σ = ‖u(t)‖sex , lim
σ→sex
‖u◦‖σ = ‖u◦‖sex , lim
σ→sex
‖∇u(t)‖ pσ
2
= ‖∇u(t)‖ psex
2
(10.8)
and, by Fatou lemma ∫ t
ε
‖∇u‖ppsex
2
dτ ≤ lim inf
σ→sex
∫ t
ε
‖∇u‖ppσ
2
dτ.
Passing to the lim inf in inequality (10.6) we get
‖u(t)‖2sex + 2(sex − 1)
∫ t
ε
‖∇u‖ppsex
2
dτ ≤ ‖u(ε)‖2sex . (10.9)
By means of the Sobolev inequality, observing that
(
psex
2
)∗
= sex, we have
‖u(t)‖2sex + c
∫ t
ε
‖u(τ)‖psex dτ ≤ ‖u(ε)‖2sex . (10.10)
Now we set w(t) = ‖u(t)‖2sex obtaining
w(t) + c
∫ t
ε
w(τ)
p
2 dτ ≤ w(ε), ∀ 0 ≤ ε ≤ t. (10.11)
Let us consider the Cauchy problem
z′ + cz
p
2 = 0
z(0) = ‖u◦‖2sex
z(t) ≥ 0
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whose solution is z(t) =
(‖u◦‖2−psex − c 2−p2 t) 22−p which exists if t ≤ 2c(2−p)‖u◦‖2sex =: Tex.
We want to prove that w(t) ≤ z(t) for any t. By contradiction, let us suppose that
there exists t¯ < Tex and δ > 0 such that w(t¯) = z(t¯) and w(t) > z(t) for any t ∈ (t¯, t¯+ δ)
(we remind that u ∈ C([0, T ];L2(Ω)). By integration we get
z(t) + c
∫ t
t¯
z(τ)
p
2 dτ = z(t¯). (10.12)
Writing (10.11) with ε = t¯ and subtracting from it identity (10.12) we have
w(t) − z(t) + c
∫ t
t¯
w(τ)
p
2 − z(τ) p2 dτ ≤ w(t¯)− z(t¯) = 0, ∀t ∈ (t¯, t¯+ δ)
which is impossible since w(t) > z(t). This concludes the proof in the case of finite time
extinction.
The uniqueness of the solution if u◦ ∈ Lsex(Ω) ∩ L2(Ω) follows by Theorem 3.2.
Let us now consider the case p = 2nn+1 and u◦ ∈ L1(Ω) ∩ Ls(Ω) with 1 < s ≤ 2. We
remark that in this case sex = 1 and, as before, we consider the solution u provided by
Theorem 9.2. With this choice of exponents, inequality (10.9) becomes
‖u(t)‖1 ≤ ‖u◦‖1. (10.13)
Substituting ψ with u in equation (10.1) we get
d
dt
‖u(t)‖22 + 2‖∇u(t)‖
2n
n+1
2n
n+1
= 0 ∀t ∈ (ε, T ). (10.14)
By means of the Gagliardo-Nirenberg inequality we have
‖u(t)‖2 ≤ c‖∇u(t)‖
n
n+1
2n
n+1
‖u(t)‖
1
n+1
1
hence, by (10.13), we obtain
‖∇u(t)‖
2n
n+1
2n
n+1
≥ c ‖u(t)‖
2
2
‖u(t)‖
2
n+1
1
≥ c ‖u(t)‖
2
2
‖u◦‖
2
n+1
1
.
Substituting the above estimate in identity (10.14) we get the differential inequality
d
dt
‖u(t)‖22 +
c
‖u◦‖
2
n+1
1
‖u(t)‖22 ≤ 0 ∀t ∈ (ε, T )
which gives
d
dt
log
(‖u(t)‖22) ≤ − c
‖u◦‖
2
n+1
1
and, integrating on (ε, t)
‖u(t)‖22 ≤ ‖u(ε)‖22 e−c(t−ε)‖u◦‖
−2/(n+1)
1 .
Thanks to (9.2) we finally get
‖u(t)‖2 ≤ c
εγ
‖u◦‖αs e−c(t−ε)‖u◦‖
−1/(n+1)
1 ∀t > ε.
30
11 The energy relation for linear parabolic systems:
an extension to Lq norm, q ∈ (1, 2]
In this last section we prove Theorem 1.5.
Proof. The existence and uniqueness for this problem is a classical result. To obtain the
estimate (1.10) we multiply equation (1.3)1 by u(|u|2+δ)σ−12 hR, with hR defined in (2.1).
We remark that, Theorem 1.4 is stated for p < 2 but the computations in its proof make
perfectly sense also for p = 2, since the existence is known. Hence we can proceed as in
the proof of Theorem 1.4, substituting p = 2 to get (10.7) that becomes
‖u(t)‖2σ + 2(σ − 1)
∫ t
0
‖∇u‖2σ dτ ≤ ‖u◦‖2σ, ∀t > 0.
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