Abstract. This paper introduces a new notion of the intelligent SSD and presents its potential benefits in terms of data mining applications. With intelligent SSDs, a large volume of data can be directly processed by CPU and DRAM inside intelligent SSDs, and the final result of a very small size needs to be transferred to the host CPU instead of all the data stored in intelligent SSDs. We first discuss design considerations of intelligent SSDs compared with the current SSD architecture. We then analyze the execution costs of data mining applications running on intelligent SSDs by formulating their cost models. Finally, we show the efficiency of performing data mining on intelligent SSDs by comparing it with those of traditional ones through a series of simulations. Through the experimental results, we show that the intelligent SSDs provide significant improvement in performance over the host CPUs in processing data-intensive data mining applications.
Introduction
Recently, due to the growing of Internet-related business, the avalanche of e-mails, the spread of smart devices, and the emergence of various social network services, the amount of data generated and accumulated is growing at a significantly increasing rate. Owing to the high I/O bandwidth and low access latency, solid state drives (SSDs) have been rapidly replacing hard disk drives (HDDs) for data storage [1, 2] . SSD manufacturers such as Micron, Samsung, SanDisk, and Toshiba try to overcome the physical limitations of flash memory and to provide higher I/O bandwidth for faster data accesses.
However, such efforts made us face a new performance bottleneck in data-intensive applications [3] . In HDD environment, the I/O bandwidth of HDDs is a main performance bottleneck in data-intensive applications because HDDs read data by rotating a magnetic disk physically. However, SSDs employ no mechanical devices and provide much higher internal I/O bandwidth thanks to multi-way and multi-channel interleaving [4] . Therefore, in SSD environment, overall I/O performance is bound to the I/O bandwidth of a host interface, which subsequently becomes a new performance bottleneck in data-intensive applications such as big data analysis [3] . As a result, although the internal I/O bandwidth in SSDs can easily scale up by increasing the numbers of ways and channels for more effective multi-way and multi-channel interleaving, enlarging the internal bandwidth of SSDs as such is currently meaningless due to the problem of the host interface bottleneck.
In this paper, as a fundamental solution to the problem of the I/O performance bottleneck in the host interface, we propose an approach called intelligent SSD (iSSD) in which a large volume of data are directly processed by computing resources (cores) inside the iSSD and then only the final result of a very small size is transferred from the iSSD to the host instead of all the entire data stored in the iSSD. With this approach, the host interface becomes free from the I/O performance bottleneck when processing data-intensive applications even with the enlarged internal I/O bandwidth of the SSD. As a result, the iSSD enables the significant performance improvement in processing data-intensive applications. Moreover, since the data is processed by the cores inside the iSSD that are so close to the location where it is stored, we can save both the resources and energy for data transfer between the host and the storage [4] .
There have been several researches on processing data within storage devices, mainly focusing on HDDs [5, 6] . Since HDDs have a limitation to the expansion of the internal I/O bandwidth due to their physical characteristics (i.e., very long times for seek and rotational latency), their approaches have not been practically adopted [4] . However, the SSD employs no mechanical mechanism and also provides high scalability of internal I/O bandwidth. Moreover, by adding a general-purpose core and memory to each channel inside the SSD that has a multi-channel structure, we can process the data in parallel. This enables the iSSD to have inside computing power large enough to process data-intensive applications efficiently.
In this paper, we focus on data mining as our primary applications of the iSSD. Data mining is a typical example of data-intensive applications and has the following characteristics: (1) It frequently accesses the stored data during its execution; (2) It conducts relatively simple operations repeatedly applied to the accessed data; and (3) the scalability of data parallelism in data mining fairly is high 5 [7, 8] . Thus, the iSSD could be a good solution to the problem of dealing with such big data mining applications.
In this paper, we first discuss design considerations of the iSSD compared to a current SSD architecture for processing data within the iSSD efficiently (in Section 3). With the iSSD, the bandwidth of the host interface is no longer the performance bottleneck of data-intensive applications. Therefore, we can provide the iSSD internal I/O bandwidth significantly higher than that of a current SSD by increasing the numbers of channels and ways inside the iSSD. Moreover, in order to fully exploit the internal I/O bandwidth and to avoid becoming a new performance bottleneck in in-storage processing, the iSSD should have sufficient inside processing power by adding a general-purpose processor to each channel.
We then propose strategies for executing data mining efficiently inside the iSSD (in Section 4.1). Our strategies are (1) to process all the data in parallel over all the channels and (2) to use the flash memory cell as virtual memory for channel memory when an application needs more memory during its execution. This allows us to make up for the weakness of the iSSD (i.e, low computation power compared with the host side) and to reinforce the strength of the iSSD (i.e., high I/O internal bandwidth owing to the multichannel structure).
We also formulate cost models of data mining applications (in Section 4.2) and then validate them (in Section 5.1). We show our cost models are quite accurate in terms of the correlation between the execution time in the real machine and the estimated execution time obtained from our cost models. We finally verify the potential of the iSSD by comparing its performance with those of traditional ones through a series of simulations (in Sections 5.2 and 5.3). The results show that the iSSD achieves significant speed up by up to 83 times compared with the host CPU in data mining applications.
This paper is an extension of its preliminary version that has been presented as a short paper (4 pages) in ACM CIKM 2013 [9] 6 . New materials in this extended version are as follows. We present basic strategies to process the data efficiently in intelligent SSD (Section 4); in the experimental section, we verify the validity of our cost model for processing of data mining applications in intelligent SSD (Section 5.1); we show the performance of data mining applications according to different sizes of channel memory in intelligent SSD (Section 5.3).
The rest of this paper is organized as follows. Section 2 reviews related work for intelligent SSD. Section 3 reviews the architecture of current SSD and introduces the notion of intelligent SSD. Section 4 proposes our approach to data mining in intelligent SSD. Section 5 demonstrates and analyzes the results of experimental evaluation. Finally, Section 6 summarizes and concludes the paper.
Related Work
The attempts to process data inside storage devices have continued from the end of 1970. A database machine, appeared in 1970s and 1980s, is special-purpose hardware for simple but core database operations such as sort and join [8, 10] . However, database machines have low price-efficiency due to the high cost of extra hardware and failed to be commercially successful [11] .
In late 1990s, as the prices of processor and memory decrease, the low-cost generalpurpose CPU and DRAM are equipped inside HDDs. Some researchers explored the concept of active (or intelligent) disks that execute database operators such as scan, selection, sorting, and join using CPU and DRAM inside HDDs [12, 13, 14] . Reference [12] focused on scan-based algorithms for nearest neighbor searches, frequent sets, finding and image edge detection. Reference [13] also focused on similar applications but assumed more powerful in-storage processing and also higher memory capacity. Reference [14] also handled more general applications.
However, their approaches have not been practically adopted due to insignificant performance gain, the lack of data-intensive killer applications, and the limitations of storage interface. In particular, due to the physical limitations of HDDs, the low internal I/O bandwidth of HDDs became the main performance bottleneck in processing data inside the active disk. There is another research effort that re-explores the concept of active disk for unstructured data processing applications [16] . However, it also has not been practically adopted due to the same reasons.
Recently, in order to fully utilize the internal I/O bandwidth of the SSD, some studies to adopt the concept of active disk to the SSD have been done. References [4] and [17] tried to attach special-purpose hardware for scan operations in DBMSs to each channel in the SSD. Reference [3] ported some query processing components within real SSD devices. Reference [18] also ported map operations in the MapReduce framework in real SSD devices.
While these studies and our approach all focus on the SSD, their target applications and inside architecture assumed for the SSD are different. The operational mechanisms of efficient data mining applications are quite different from one another [19, 20] . Thus, it is infeasible to employ special-purpose hardware for every data mining application inside the SSD as done in References [4] and [17] . Moreover, in order to perform data mining applications inside our iSSD, unlike the simple scan operations and map operations, the iSSD requires more processing power and memory capacity.
Nevertheless, the iSSD could be a very good solution for large-scaled data mining applications because data mining applications have the following data-intensive characteristics: (1) frequent accesses of data and repeated executions of simple operations and (2) high scalability of data parallelism. Furthermore, we note that current internal I/O bandwidth of the SSD is bound to that of the host interface even if the internal I/O bandwidth in SSDs can easily scale up. Therefore, we expect that exploiting the iSSD for data mining applications should be successful.
Intelligent SSD
In this section, we review the architecture of the current SSD and then present design considerations and the potential benefits of the iSSD in terms of data mining. Figure 1 shows the overall architecture of an existing SSD with multi-way and multichannel interleaving [2] . Typically, the SSD contains 8∼32 channels. In each channel, there are (1) 8∼16 NAND flash memory cells for storing data, (2) a flash memory controller (FMC) for managing all the flash memory cells in each channel, and (3) DRAM for reading/writing data from/to flash memory cells [2] . All the channels are managed and controlled by firmware called flash translation layer (FTL) [4] . Embedded CPUs (SSD cores) execute the FTL and DRAM saves FTL metadata (core memory) in the SSD. Table 1 shows the I/O bandwidth of each part [4] . The internal I/O bandwidth of the SSD with 8-way and 16-channel is 6.4GB/s [4] . This indicates that the internal bandwidth of the SSD is bound to that of the host interface (PCIe x16: 6GB/s). Therefore, 
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Intelligent SSD: A Proposal
In this section, we first discuss our design considerations of the intelligent SSD (iSSD) for efficient in-storage data processing 7 . Based on this, we then analyze the suitability of the iSSD in terms of data mining applications.
The iSSD should have the following structural characteristics. First, the iSSD should have internal I/O bandwidth higher than that of a current SSD. With the iSSD having in-storage processing power, the bandwidth of the host interface is not the performance bottleneck of data-intensive applications anymore. Therefore, by expanding the internal I/O bandwidth of the SSD, the iSSD will be able to access and to process a large volume of data more efficiently. As mentioned earlier, the internal I/O bandwidth in iSSDs can easily scale up by increasing the number of channels and the number of ways inside the iSSD [4] .
Second, in order to fully exploit the internal I/O bandwidth, reasonable processing power needs to be equipped inside the iSSD; otherwise, it could become a new performance bottleneck of in-storage processing. We could add a cheap (while having relatively-low performance) processor called channel core and a small memory called channel memory to each channel inside the iSSD. The advantages with this approach are as follows: (1) Data can be processed over all channel cores in parallel. The size of the data processed in a channel core is in inverse-proportion to the number of channels in the iSSD. Therefore, the cheap channel core and small channel memory sufficiently take advantage of the channel I/O bandwidth if we increase the number of channels inside the iSSD; (2) Adding a channel into the iSSD provides not only the expansion of the internal bandwidth but also the improvement of the inside processing power, thereby not burdening both the host interface and the host CPU; (3) A number of cheap channel cores are better than a single or a few high performance SSD cores inside an iSSD in the thermal aspect [21] .
The processing power and memory size of each part in the iSSD assumed in this paper are as follows.
-Processing power: host CPU >> SSD core > channel core -Memory size: host CPU >> SSD core > channel core Data processing in the iSSD (1) requires a data access cost lower than data processing based on the host CPU and (2) can process data over all channel cores in parallel. Therefore, we expect that data mining applications having data-intensive characteristics can be performed efficiently in the iSSD. In Section 4, we discuss the strategies for data processing in the iSSD, and analyze the execution costs of data mining applications for predicting their performance in the iSSD.
Data Mining in iSSD
In this section, we first propose three strategies for running data mining functions efficiently in the iSSD. Then, we formulate the cost models for estimating the performance of data processing in the iSSD (In-Storage Processing, ISP) with our strategies and that of traditional data processing based on the host CPU (In-Host Processing, IHP).
Strategies for running data mining functions in the iSSD
In this paper, we use the following three strategies for efficient in-storage processing of data mining functions in the iSSD.
-Strategy 1: Process data over all channel cores in parallel. A parallel paradigm is general and has also been employed in other frameworks such as MapReduce [17] using multiple nodes and GPGPU [25] using multiple cores. Our first strategy is to have the parallel paradigm realized inside the iSSD by giving an FMC core to each channel. Each channel core in the iSSD performs the same task on its own dataset. While the strategy itself is not novel, its application to SSD could be regarded novel and also makes ISP more efficient inside the iSSD via the parallelism. It is fairly beneficial to data-intensive applications including data mining and databases. -Strategy 2: Using the internal memory. It is to make each channel possible to process its data inside the iSSD without soliciting the usage of main memory in host. We get rid of transferring time between main memory in host and a flash memory cell in the iSSD and use only the internal memory in the iSSD. As a result, we can reduce the total execution time by removing the data transfer cost between main memory in host and flash memory cell.
-Strategy 3: Conduct the global merge in SSD cores. Some data mining applications require global merge that aggregates multiple local results obtained independently from channel cores. The global merge adversely affects the performance in the ISP because it cannot be performed over channel cores in parallel. We assume to have global merge conducted in SSD cores since they directly communicate with every channel core and have computing power higher than channel cores.
Cost models of data mining applications
In this section, we analyze the execution costs of data mining applications. Table 2 summarizes the notations used throughout this paper. We note that there are no real-world iSSDs (no hardware and no firmware) provided yet by SSD manufacturers. This makes us unable to evaluate the effectiveness of the in-storage processing based on our iSSD in comparison with that of the traditional in-host processing. Thus, we instead formulate two cost models for the IHP and the ISP by estimating the performance of data mining applications in the host and iSSD, respectively. With the cost models, we can easily investigate the performance change affected by parameter settings under different host and iSSD architectures. Figure 2 shows the steps of processing data stored in cells. The IHP requires three steps for data accesses: (1) from a cell to SRAM of a channel core, (2) from SRAM of a channel core to DRAM of a SSD core, and (3) from DRAM of a SSD core to main memory in the host. The steps of transferring data processed in the host to cells are performed in the reverse order.
In contrast, the ISP requires only steps (1) and (2) during processing data stored in cells because it does not need to transfer data to the host. Also, we note step (2) is unlikely to occur frequently because SSD cores are mainly used for merging data obtained from channel cores that are in charge of processing data stored in their cells. It is noteworthy that we formulate the execution cost of a target data mining application in a unit of a function. This is because, even though functions belong to the same data mining application, their execution times could be quite different depending on their characteristics.
Data access cost
We begin by defining some preliminaries to describe the cost to transfer d bytes in each path, similar to the derivation in [4] . 
|F |
Number of functions in the target data mining application
Time for performing function f k in the host CPU
Time for performing function f k in the channel core
Size of memory required for storing an immediate result for function f k t merge(f k ) Time for performing a global merge for function f k in the SSD core M merge(f k ) Size of memory required for performing global memory for function f k N Size of total data R(f k )
Size of a local result from the channel core for function f k
• Cell → channel: Equation 1 represents the cost to read d bytes from flash memory cell to channel memory.
• Channel → core: For efficiency, data transfer between channel memory and core memory employs the direct memory access (DMA) operation and the pipeline strategy [4] . Equation 2 represents the cost to read d bytes from channel memory to core memory.
• Core → host: Similar to t ch→core , the data transfer between core memory and host memory also employs the DMA operation and the pipeline strategy. Equation 3 represents the cost to read d bytes from core memory to host memory.
The data access costs to transfer d bytes in each path, derived from above preliminaries, with the IHP and the ISP are shown in Equations 4 and 5, respectively.
data access(IHP) =
As shown in Figure 2 , the data transfer path of the ISP is shorter than that of the IHP. Moreover, in the ISP, data do not move through the host interface that is a new bottleneck in the iSSD. Consequently, the data access cost in the ISP is much smaller than that in the IHP.
Data processing cost
The data processing costs of the target data mining application in the IHP and in the ISP are formulated as shown in Equations 6 and 7. Note that
is the swap cost for function f k in the IHP (in the ISP) as shown in Equations 8 and 9. The data processing cost depends mainly on a CPU rate of the place where the function is performed. The processing power of each channel core is much lower than that of host CPU. However, the iSSD performs data mining applications on a number of channel cores in parallel. Therefore, the aggregated processing power from all the channel cores in the iSSD is enough to execute data-intensive applications efficiently.
data processing(IHP) =
The swap cost is influenced by (1) the memory size required for storing an immediate result for function f k , (M (f k )), (2) the memory size of the place where the function f k is performed, and (3) the input data size for function f k , (N (f k ) ). The swap cost is also influenced by the swapping strategy such as round robin and LRU. In this paper, we assume that LRU is used as a swapping strategy. However, since most data mining applications access the whole data sequentially during their execution [5, 6, 24] , the buffering effect due to the LRU strategy would be insignificant.
As mentioned above, in the ISP, some data mining applications require the global merge that aggregates all the local results produced by channel cores. The global merge adversely affects the performance in the ISP because it cannot be performed over multiple channel cores in parallel. The global merge cost in the ISP is shown in Equation 10 .
The global merge cost is influenced by (1) the size of a local result from each channel core, (2) the number of channels in the iSSD, and (3) the complexity of the global merge: i.e., the global merge cost increases as the size of a local result, the number of channels, or the complexity of the global merge increases.
Total execution cost Equations 11 and 12 show the total execution costs of a data mining application in the IHP and in the ISP, respectively.
total cost(IHP) = data access(IHP) + data processing(IHP) (11) total cost(ISP) = data access(ISP) + data processing(ISP) + merge(ISP)
With these equations, we can compare the performance of the ISP with that of the IHP. In Section 5, we first validate our cost models and then quantify the degree of the performance improvement in the ISP over the IHP by using the cost models.
Performance Evaluation
Cost model validation
We first validate the proposed cost models by using three well-known data mining applications of k-means (for data clustering) [26] , PageRank (for web page ranking) [27] , and Apriori (for frequent pattern mining) [28] . Note that, Apriori requires the global merge to aggregate all the local results, each of which is the local frequency of a candidate itemset obtained by each channel core, in order to get its global frequency [28] . Table 3 shows the execution characteristics of the primitive functions in those data mining applications. To extract the number of cycles per instruction (CPI) and the number of instructions (#INS) in each function of the target data mining application, we executed the application with V-Tune 8 . The data and parameter settings to obtain the results are shown in Table 4 . As a result, we have a total of 27 cases obtained by varying the sizes of data and the parameter values of data mining applications.
We can estimate the total execution time of each data mining application in the IHP (ISP) to substitute the execution characteristics shown in Table 3 into Equation 11 (12) . For the data access cost, we used the Samsung SSD datasheet 9 . To obtain the time for performing each function in the data processing cost, we used Equation 13 . To validate the accuracy of our cost models, we computed the Pearson Correlation Coefficient (PCC) between (1) the execution time of k-means, PageRank, and Apriori estimated by our IHP model and (2) the execution time obtained by executing them separately in a real machine. We measured the total execution times in the same way as in Table 4 . Figure 3 shows the results. The x-axis indicates the execution time in a real machine and the y-axis does the execution time estimated by our model. A single point indicates the execution time results for each case. We observe they are correlated significantly as all the points are located closely on the graph of y = x. The PCC between two values for 27 cases is shown to be 0.997, indicating that the proposed cost model is very accurate.
Experimental Setup
For experiments, we measured the performance of the IHP and the ISP under different iSSD architectures as shown in Table 5 . A boldface letter represents a pivot value of each parameter. While changing the values of one parameter, the other parameters are fixed to their pivot value. We used 1GB data obtained from MineBench [18] .
Both of data mining applications and their data are stored in the iSSD. For processing, a data mining application is first loaded from the iSSD to memory in host and then is offloaded to memory on the iSSD. Inside the iSSD, the application performs its task by processing the data stored in channels. The time for offloading the application is a new one additionally required for ISP. However, a data mining application is normally quite small in size, compared with data. Specifically, the size of a data mining application is only several tens of kilobytes while that of data is typically several gigabytes as in the experimental section. Moreover, the data need to be loaded multiple times during data analysis while the application is offloaded only once. Therefore, we did not include the offload time, which is negligible in the total execution time. 
Results and analyses
ISP with different iSSD settings In this experiment, we first changed the number of channels in the iSSD as 32, 64, 128, and 256, respectively. Other parameters were set to pivot values shown in Table 5 . As shown in Figure 4 , the performance of the ISP in all cases dramatically increases as the number of channels increases. In particular, it increases almost linearly with the number of channels for k-means and PageRank which do not have the stage of the global merge in their execution. However, in the case of Apriori, the performance is improved much less, which is due to its global merge. We also changed the channel core rates as 200MHz to 800MHz in step of 200MHz. Other parameters were also set to pivot values shown in Table 5 . In Figure 5 , we observe linear performance improvement with channel core rates in k-means and PageRank. This indicates that the internal processing power may become a new performance bottleneck of data mining applications which do not have the stage of global merge leading to (high parallelism) in the iSSD. Then, we changed the channel memory size as 2KB, 4KB, 8KB, and 16KB, respectively. Table 6 indicates the performance result. The performance of the ISP is almost the same and is independent of the channel memory size. This result indicates that k-means, PageRank, and Apriori require just a small memory to store an intermediate result during their execution, and the small channel memory is enough to hold all the intermediate result. Therefore, we can perform those data mining applications in the iSSD efficiently. Comparison of the ISP with the IHP For showing the potential benefits of the iSSD quantitatively, we compared the performance of the IHP and the ISP with k-means, PageRank, and Apriori. For the IHP, we deployed not only SSD but also HDD for examining performance change with different storage media. For the ISP, we considered two iSSD architectures: iSSD C (typical settings in the current SSD) with 32 channels and their CPUs of 200MHz and iSSD F (settings in the future iSSD) with 256 channels and their CPUs of 800MHz. Figure 6 shows the results. The ISP in both iSSD architectures outperforms the IHP for k-means and PageRank that do not require a global merge stage. Even with the current settings (iSSD C), the ISP outperforms the IHP about 2 ∼ 3 times. With the future settings (iSSD F), the ISP dramatically improves the performance of the IHP up to 83 times.
On the other hand, Apriori with a global merge shows opposite results. In Apriori, ISP(iSSD C) shows lower performance than the IHP(SSD), and ISP(iSSD F) also shows insignificant performance improvement over the IHP(SSD). This is because the SSD core that performs the global merge becomes a new performance bottleneck in the execution of data mining applications. Such findings are vividly illustrated in Figure 7 . Figure 7 shows the breakdown result of the ISP(iSSD C) and ISP(iSSD F). In this figure, transfer and process indicate the data transfer time between a channel and an SSD core and the data processing time on channels, respectively. In the ISP, the figure shows that the internal communication time is not significant. In particular, as the number of channels and channel core rates increase, the execution time on each channel core decreases.
The global merge costs of Apriori in both ISP(iSSD C) and ISP(iSSD F) are almost same. This is because, as the number of channels increases, the number of local results to be merged in the SSD core also increases. As a result, in Apriori, the data processing in the SSD core becomes a new performance bottleneck. As a possible solution to solve the performance bottleneck in the SSD core, we can consider the method to conduct the global merge with the help from the host CPU which has much higher processing power than the SSD core. Fig. 7 . Breakdown of the ISP cost.
We indeed measured the performance of Apriori to conduct the global merge in the host CPU (denoted as IHP+ISP). Figure 8 shows the results. The figure shows that the IHP+ISP outperforms the others about 3.3 ∼ 8 times. We think that this result gives us a future research direction to collaborate the iSSD with the host CPU in order to maximize the overall performance.
Correlation between the execution times obtained by the iSSD simulator and the cost model In this section, we performed an experiment to show the correlation between the execution times obtained by the iSSD simulator [29] and the cost model. We developed our iSSD simulator to verify our cost model on top of the gem 5 simulator. The gem 5 simulator [30] provides a virtual computing environment that makes it possible to run applications as in someones target system.
Simulation-based evaluation normally consumes a huge amount of time even with a small size of data because it requires to run algorithms in the simulation environment. Thus, it is infeasible to evaluate the performance of ISP on the iSSD by using our iSSD simulator in the case of a large size of data. In contrast, a cost model predicts the execution time very quickly based on a simple formula, but could have a problem of producing inaccurate results. Therefore, we verify our cost model to evaluate the performance of the iSSD by comparing its results with those of our iSSD simulator. If the cost model shows reasonable coincidence with the simulator, we can use it to estimate quickly the execution time of data mining algorithms even with the large size of data. To compare the execution times, we used results shown in Table III of [29] . We computed the Pearson correlation coefficient between the time by simulation and that by the cost model to show their coincidence. Table 7 shows the results, which indicate that the Pearson correlation appears to be very close to one in all the three data mining algorithms. Table 7 . Execution times with the iSSD simulator and the cost model 
Conclusions
In this paper, we introduced the iSSD as a turbo for big data mining. The detailed contributions of this paper are summarized as follows.
-First, we presented our design considerations for the iSSD. The iSSD should have (1) enlarged internal I/O bandwidth and (2) sufficient inside processing power. Our ISP
(1) incurs a low data access cost compared with the conventional IHP and (2) handles data over all channel cores in parallel. -Second, we proposed the strategies for the ISP. Our strategy is (1) to process data over all channel cores in parallel, (2) to use flash memory cell as virtual memory of channel memory, and (3) conduct the global merge in SSD cores since they efficiently communicate with every channel core and have performance higher than channel cores. -Third, we formulated the execution cost models of data mining applications for predicting their performance in the iSSD. In the ISP, the execution cost is composed of (1) a data access cost, (2) a data processing cost for accessed data, and (3) a global merge cost for aggregating all the local results in SSD cores. -Finally, we validated our cost models and showed the potential of the ISP with data mining applications through a series of simulations. The results show that the ISP achieves dramatical speed up by up to 83 times compared with the current the IHP.
As future work, we plan to do research on a novel job scheduling algorithm where the iSSD and the host CPU collaborate with each other in order to maximize the overall performance. To the end, the job scheduling algorithm should be intelligent enough to know the characteristics of applications and hardware specifications such as the local result size, the global merge overhead, and the I/O bandwidth of a host interface. Also, we plan to do research on efficient ways to exploit a large number of iSSDs in super-computer environment. For this, we are devising a data placement strategy that minimizes the dependency among data to be analyzed. 
