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The intuitiveness of the tensor network graphical language is becoming well known
through its use in numerical simulations using methods from tensor network algo-
rithms. Recent times have also seen rapid progress in developing equations of motion
to predict the time evolution of quantum entanglement [Nature Physics, 4(4):99,
2008]. Here we cast these recent results into a tensor network framework and in do-
ing so, construct a theory which exposes the topological equivalence of the evolution
of a family of entanglement monotones in arbitrary dimensions. This unification was
accomplished by tailoring a form of channel state duality through the interpretation
of graphical tensor network rewrite rules. The introduction of tensor network meth-
ods to the theory of entanglement evolution opens the door to apply methods from
the rapidly evolving area known as tensor network states.
∗ jacob.biamonte@qubit.org
I INTRODUCTION
I. INTRODUCTION
There has been increasing recent interest in the topic of evolution of quantum
entanglement — inspired by the work [1]. Konrad et al. considered the evolution
equation for quantum entanglement for qubits [1] and its later extension to higher
dimensions can be found in [2, 3]. The multipartite case was characterized by
Gour [4]. Before [1], people have generally dealt with entanglement evolution
on a case-by-case basis. In this spirit, several authors considered non-Markovian
entanglement evolution [5–8]. Similarly, upper and lower bounds can be obtained
for special classes of states such as graph states [9].
Our approach aims to develop a tensor network diagrammatic method and to
show which aspects of entanglement evolution can be described in those terms. We
found that key results of Tiersch [2] can be reproduced in the language of tensor
networks with several appealing features. Konrad et al. themselves developed and
relied on a sequence of diagrams, that aided in their exposition of the topic at
hand [1]. These diagrams were utilitarian in nature and used to convey a point.
However, there exists a diagrammatic graphical language, of which Hilbert spaces
are a complete model, known as Penrose tensor networks or string diagrams [10].
These diagrams can aid in intuition and also represent mathematical equations
[11].
The diagrammatic language built on to describe the tensor networks dates back
to Penrose [10]. Recently, we have also done work on the theory and expressive-
ness of tensor network states [12–14, 17]. What we add to the literature on tensor
network states is the development of some theory which connects these ideas to a
specific version of channel-state duality. This offered an advancement and exten-
sion of the prior graphical aid of [1]. Through this rigorous graphical language a
unified common topological structure of the networks representing the evolution
of entanglement also emerges.
The introduction of a tensor network theory of entanglement evolution opens
the door to apply numerical methods from the rapidly evolving area known as
tensor network states [15, 16, 18]. In recent times, tensor networks states have
been successfully used to simulate a wide class of quantum systems using classical
computer algorithms. In addition, theory has been developed to use these methods
to simulate classical stochastic systems [18]. At the heart of these methods are
tensor network contraction algorithms, pairing physical insight with a new theory
behind making approximations to truncate and hence minimize the classical data
needed to represent a quantum state. The key properties and functions of these
algorithms are known to be described in the graphical language we have adapted
to entanglement evolution [10, 12, 13].
Structure. We will begin in Section II by reviewing those tensor network com-
ponents that we will use. This introduction paves the way for a review of the so
called snake equation. This equation is then used to prove a graphical version of
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map-state duality — inspired by and tailored specifically to the problem at hand.
Section III then applies these building blocks and associated tools from tensor
network states to the theory of entanglement evolution. We begin by recalling
the fundamental definitions and a quick outline of the known theory, we then cast
these methods into our framework and pinpoint a wide class of measures which all
share the same network topology in the tensor network language. The conclusion
presents an overview of potential future directions by listing some open problems
and new directions.
II. PENROSE GRAPHICAL NOTATION AND MAP-STATE DUALITY
We begin by showing how quantum states and operators may be represented
graphically using the tensor network language. We then proceed to more complex
topics, including the state-map duality and its graphical equivalents.
It is typical in quantum physics to fix the computational basis and consider a
tensor as an indexed multi-array of numbers. For instance,
(a) (b)
represent the tensor (a) ψi and (b) T
i
jk. The scenario readily extends.
Graphically a two party quantum state |ψ〉 would have one wire for each index.
We can write |ψ〉 in abstract index notation as ψij or in terms of the Dirac notation
convention (which we mainly adopt here) as |ψ〉 = ∑ij cij |i〉 |j〉. Appropriately
joining a flipped (transpose) and conjugated (star or overbar) copy of the quantum
state |ψ〉 allows one to represent the density operator ρ = ∑ cijckl |ij〉 〈kl| as
follows [10].
ψ
ψ*
= =
FIG. 1: Penrose’s graphical representation of a pure density matrix.
Here a box with two inputs (i, j) and two outputs (k, l) would be used to rep-
resent a general density operator ρ =
∑
ρ klij |ij〉 〈kl|, with no known additional
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structure. Those familiar with quantum circuits will recognize this graphical lan-
guage as their generalization [13].
Remark II.1 (Tensor valence) A tensor with n indices up andm down is called
a valence-(n,m) tensor and sometimes a valence-k tensor for k = n +m.
Remark II.2 (Diagram convention — top to bottom, or right to left)
Open wires pointing towards the top of the page, correspond to upper indices
(bras), open wires pointing towards the bottom of a page correspond to lower in-
dices (kets). For ease of presentation, we will often rotate this convention 90
degrees counterclockwise.
We are interested in the following operations: (i) tensor index contraction by
connecting legs of different tensors, (ii) raising and lowering indices by bending a
leg upwards or downwards, respectively and thus taking the appropriate conjugate-
transpose and (iii) a duality between maps, states and linear maps in general, called
Penrose wire bending duality. This duality will play a major role in our application
of the language to entanglement evolution. The duality is obtained by noticing
that states are tensors with all open wires pointing in the same direction. Bending
some of the wires in the opposite direction makes various linear maps out of a given
state. Given the computational basis, this amounts to turning all kets belonging
to one of the Hilbert spaces into bras and vice versa. A bipartite state in the fixed
standard basis
|ψ〉 =
∑
i,j
Ai,j |i〉 |j〉 , (1)
for example, is dual to the operator
[ψ] =
∑
i,j
Ai,j |i〉 〈j| . (2)
This result can be shown by considering components of the equation (A⊗ 1) |Φ+〉
where |Φ+〉 is the Bell state (5).
The Choi-Jamio lkowski isomorphism can be cast as a case of Penrose Duality.
To do this we must recall Penrose’s cups, caps and identity wires. As in [10], these
three tensors are given diagrammatically as
(a) (b) (c)
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By thinking of these tensors now in terms of components, e.g. δij is 1 whenever
i = j and 0 otherwise, we note that
1 =
∑
ij
δij |i〉 〈j| =
∑
k
|k〉 〈k| (3)
〈00|+ 〈11|+ · · ·+ 〈nn| =
∑
ij
δij 〈ij| =
∑
k
〈kk| (4)
|00〉+ |11〉+ · · ·+ |nn〉 =
∑
ij
δij |ij〉 =
∑
k
|kk〉 (5)
where the identity map (a) corresponds to Equation (3), the cup (b) to (4) and
the cap (c) to (5). The relation between these three equations is again given by
Penrose’s wire bending duality: in a basis, bending a wire corresponds to changing
a bra to a ket, and vise versa, allowing one to translate between Equations (3),
(4) and (5) at will.
The contraction of two tensor indices diagrammatically amounts to appropri-
ately joining open wires. Given tensors T ijk, A
l
n and B
m
q we form a contraction
by multiplying by δjl δ
q
k resulting in the tensor
T ijkA
j
lB
k
m := Γ
i
lm (6)
where we use the Einstein summation convention (repeated indices are summed
over) and the tensor Γi lm is introduced per definition to simplify notation. In
quantum physics notation, this is typically expressed in equational form as
Γ =
∑
ilm
Γi lm |lm〉 〈i| =
∑
ijklm
T ijkA
j
lB
k
m |lm〉 〈i| . (7)
Result II.3 (Graphical trace — Penrose [10]) Graphically the trace is per-
formed by appropriately joining wires. The following depiction in Figure 2 (b) is
Penrose’s representation of a reduced density operator, where the stars on the Ψ’s
represents complex conjugation.
We have now presented the key tensor network building blocks used in this
study. In practice, tensor networks contain an increasing number of tensors, mak-
ing it difficult to form expressions using (inherently one-dimensional) equations.
The two-dimensional diagrammatic depiction of tensor networks can simplify such
expressions and often reduce calculations. Here we tailor this graphical tool to
depict internal structure and lend insight into presenting a unified theory of en-
tanglement evolution. A key component of this unified view relies on the natural
equivalence induced by the so called snake equations, which we will review next.
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=
ψ
ψ
ψ*
ψ*
=
(a) (b)
FIG. 2: Graphical representation of a partial trace. The network (b) is due to Penrose.
(Note that Penrose used reflection across the page to represent adjoint, yet we have
placed a star on Ψ to represent conjugate for illustrative purposes.)
The snake equation [10] amounts to considering the transformation of raising
or lowering an index. One can raise an index and then lower this index or vice
versa, which amounts essentially to the net effect of doing nothing at all. This is
captured diagrammatically by the so called, snake or zig-zag equation, as
=
together with its vertical reflection across the page. In tensor index notation, it is
given by δjiδ
ik = δ kj .
As a tool to aid in our analysis of entanglement evolution, we have noticed a
succinct form of map state duality that works by considering the natural equiv-
alence found by the snake equations inside an already connected diagram. We
expect that this formulation and its interpretation will have applications outside
of the area of entanglement evolution. To date, the snake equation has already
been used to model quantum teleportation [19, 20] and so the interpretation here
is a different one.
Lemma II.4 (Graphical map-state duality) Every bipartite quantum state
|ψ〉 is naturally equivalent to a single sided map [ψ] acting on the Bell state |Φ+〉
with graphical depiction as follows.
We will make a few remarks related to Lemma II.4. To prove the result using
equations (instead of diagrams which was already done) we proceed as follows. To
consider |ψ〉 as a map [ψ], we act on it with a Bell state as [ψ] := (1⊗ 〈Φ+|) |ψ〉.
(Notice that the net effect is to turn kets of one of the spaces into bras and vice
versa, i.e. |0〉 ⊗ |0〉 becomes |0〉 〈0|.) We then note that |ψ〉 = ([ψ]⊗ 1) |Φ+〉 and
hence that |ψ〉 = ([(1 ⊗ 〈Φ+|) |ψ〉] ⊗ 1) |Φ+〉. The result seems more intuitive by
considering the graphical rewrites.
To explain the diagrammatic manipulations, begin with Figure 3 (a), represent-
ing the state |ψ〉. We can think of this (vacuously, it would seem) as a state being
6
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ψ =
(a) (b)
ψ = ψ
(c)
FIG. 3: Graphical channel state duality of a state acted on by the identity channel. (a)
The state |ψ〉 can be thought of as being acted on by the trivial or identity channel on
both sides. (b) From the snake equation an identity wire can be equivalently replaced
with its ‘S’ shaped deformation. This can then be thought of as a map [ψ] (enclosed
by a box with dashed lines on its edges) acting on a Bell state (enclosed with a triangle
with dashed lines on its edges). (c) An equivalent expression found by redrawing the
shape of the tensor representing |ψ〉, into a box.
acted on by the identity operation. Application of the snake-equation to one of
the outgoing wires allows one to transform this into the equivalent diagram (b).
We can think of (b) as a Bell state (left) being acted on by a map found from
coefficients of the state |ψ〉. We have illustrated this map acting on the bell state
in (b) by a light dashed line around |ψ〉. We then rewrite the figure, capturing the
duality and arriving at (c).
Remark II.5 (Properties of the map ψ) The map [ψ] := (1 ⊗ 〈Φ+|) |ψ〉 evi-
dently has close properties with the quantum state |ψ〉. For instance, Tr[ψ][ψ]† =
〈ψ ψ〉. The state |ψ〉 is invariant under the permutation group on two elements
iff [ψ] = [ψ]⊤. The state |ψ〉 is SLOCC equivalent to the generalized Bell state
iff det[ψ] 6= 0 and the operator rank of [ψ] gives the Schmidt rank of |ψ〉. Rank
is a natural number and although it is invariant under action of the local unitary
group, it is not what is called a polynomial invariant or algebraic invariant since
rank is not expressed in terms of a polynomial in the coefficients of the state. The
eigenvalues of the map [ψ] are all that is needed to express any function of the
entanglement of the bipartite state |ψ〉.
Remark II.6 (Extending Lemma II.4) One can readily extend Lemma II.4
and consider instead the scenario given in the following Figure.
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ψ =
(a)
(b)
$
$
= $
ψ
(c)
ψ
FIG. 4: Graphical formulation of channel state duality. (a) The diagram representing
($⊗ 1) |ψ〉. (b) The tensor network of the same state and the application of the natural
equivalence induced by the snake equation per Lemma II.4. (c) We then think of the
state ψ as a map
∑
ψij |i〉 〈j| acting on the state |$〉.
III. ENTANGLEMENT EVOLUTION
Remark III.1 (Background reading) For more details on standard results in
the area of open systems theory, see for instance [21]. For result results unifying
several pictures of open systems evolutions see [17].
Quantum operations are maps acting on quantum states ρ such that they pre-
serve the positivity and boundedness of the corresponding density operator [21].
Such maps are known as completely positive. They can be used to represent the
action of unitary maps or, more generally, decoherence and measurement or com-
binations thereof. In general a completely positive map $, called a superoperator,
may be described in terms of Kraus operators Ak,
$ [ρ] =
∑
k
AkρA
†
k. (8)
The map $ is said to be trace-preserving iff Tr(ρ) = Tr($ρ) for all positive operators
ρ and it can be shown that this is true iff
∑
kAkA
†
k = 1. Such maps faithfully
preserve the normalization of ρ.
We consider bipartite states ρ ∈ HA⊗HB. Since such states may be entangled,
one is often particularly concerned with how entanglement evolves or changes under
completely positive maps. Thus, given an entanglement measure C and a local
completely positive map $ = $A ⊗ $B acting as $ [ρ] =
∑
k(Ak ⊗Bk)ρ(A†k ⊗B†k)
we will want to compute C[($A ⊗ $B)ρ], for some entanglement measure C. An
elementary, but still critically important, example of such maps are one-sided maps
of the form $ = $A ⊗ 1B.
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Entanglement evolution under one-sided maps has been characterised in the
literature. In [1] Konrad et al. showed that for pure bipartite qubit states
C[($A ⊗ 1) |ψ〉 〈ψ|
]
= C [($A ⊗ 1)|Φ+〉〈Φ+|
] · C[|ψ〉 〈ψ|] (9)
and so they factored the function C[$, |ψ〉] of two variable arguments into a product
of functions, one depending only on the starting state and the other only on the
completely positive map characterising the one-sided evolution. Thus, calculating
the evolution of entanglement for a single initial state, |Φ+〉, allows us to compute
it for all other pure initial states. As will be seen later, this provides an upper
bound on the quantity of evolved entanglement for all initial mixed states. Here
∣∣Φ+〉 = 1√
2
(|00〉+ |11〉) (10)
is again the typical Bell state and C is the concurrence. For mixed states they
found the upper bound to be given by the product [1]
C[($A ⊗ 1)ρ
] ≤ C [($A ⊗ 1)|Φ+〉〈Φ+|
] · C[ρ]. (11)
In [2] the analogous result was obtained for higher-dimensional systems, but
where C was replaced by the G-concurrence, defined for d-dimensional pure states
|ψ〉 =
d∑
i,j=1
Aij |i〉 ⊗ |j〉 (12)
with A := [ψ] as
Cd[|ψ〉] = d ·
[
det(A†A)
]1/d
(13)
For mixed states the G-concurrence is defined through the convex roof construc-
tion [22]
Gd[ρ] = inf
∑
i
piCd
[|ψi〉
]
(14)
where the infimum is taken over all convex decompositions of ρ into pure states,
i.e., all decompositions of the form
ρ =
∑
i
pi |ψi〉 〈ψi| (15)
with pi > 0,
∑
i pi = 1 and the |ψi〉 need not be orthogonal. Hence, we note in
9
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particular that it is not sufficient to consider only the spectral decomposition.
The results on factorisation of entanglement evolution were further extended to
the multipartite case in [4], where Gour showed that the same factorization result
holds for all SL-invariant entanglement measures. These are defined as:
Definition III.2 (SL-invariant measures [4, 22]) Let G be the group G =
SL(d1,C)⊗SL(d2,C)⊗ . . .⊗SL(dn,C). The groups SL(dk,C) are the special linear
groups represented by all dk×dk matrices with determinant 1. A SL-invariant mea-
sure of multipartite entanglement C : B(H) → R+ maps the bounded operators on
the Hilbert space H (not necessarily normalised density matrices) to non-negative
real numbers. C must satisfy the following properties:
1. For every g ∈ G and ρ ∈ B(H) we have that C[gρg†] = C[ρ].
2. It is homogenous of degree 1, C[rρ] = rC[ρ].
3. For all valid mixed states it is given in terms of the convex roof construction:
C[ρ] = min
∑
i
piC
[|ψi〉〈ψi|
]
. (16)
Here the minimum is taken over all convex decompositions of ρ, i.e. all
decompositions into ρ =
∑
i pi |ψi〉 〈ψi| where 〈ψi ψj〉 is not necessarily zero.
Now we will show how the above results, both those for mixed and pure states
and generally for qudits, can be described through the use of Penrose graphical
calculus and the Choi-Jamio lkowski isomorphism. More precisely, we will show
that
C[($A ⊗ 1) |ψ〉 〈ψ|] = C[($A ⊗ 1)
∣∣Φ+〉 〈Φ+∣∣] · C[|ψ〉 〈ψ|]. (17)
The factorised form of the entanglement evolution is desirable as it simplifies and
unifies calculations of entanglement once a one-sided map has been applied. To
arrive at the factorisation formula we first require one further result.
Given an n× n matrix A with det(A) 6= 0 and an SL-invariant n-dimensional
entanglement measure C, we find that
C[AρA†] = C[| det(A)|2/ngρg†] = ∣∣det(A)2/n∣∣ C[ρ]. (18)
where we have defined A := det(A)1/ng, with g ∈ SL(n).
As will be seen, this calculation (18) will be applied to maps A that arise under
wire bending duality from states. Consider
ψ =
(a) (b)
ψ
10
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and by Lemma II.4 we establish equality of (a) and (b). Hence, every bipartite
quantum state |ψ〉 can be represented as the generalized Bell state |Φ+〉 acted on by
a single sided map [ψ]. Let A := [ψ] then the rank of A determines entanglement
properties of |ψ〉. A is full rank iff |ψ〉 is SLOCC equivalent to |Φ+〉. In fact, A is
full rank iff det(A) 6= 0 or equivalently iff det(A†A) > 0. This will soon become
relevant as we will use this duality to view |ψ〉 as a single sided map and rely on
the determinant to evaluate the entanglement measure of interest.
Now that we have established a factorisation of the above formula (18) we will
show that the factor det(A)2/n is nothing other than C[($⊗ 1B) |φ+〉 〈φ+|]. Let us
then consider evolution of the bipartite state |ψ〉 under the superoperator $, with
a tensor network given as
ψψ
A A
We then apply Lemma II.4 to both sides and arrive at
ψψ
A A
So |ψ〉 becomes a superoperator acting on the density operator
ρ$ =
∑
k
|Ak〉 〈Ak| (19)
which can be equivalently expressed in Figure 5 (c) where the remaining subfigures
(a, b) summarize the duality behind entanglement evolution. Hence, Lemma II.4
allows us to show the equivalence of the states (a) and (c) in Figure 4 and from
this it follows that
($⊗ 1) |ψ〉 〈ψ| = (1⊗ $ψ) ρ$. (20)
which is alternatively expressed as (1⊗ [ψ])∑k |Ak〉 〈Ak|.
Furthermore, notice that any state |ψ〉 may be written using the Schmidt de-
composition as |ψ〉 = ∑k
√
ωk |kk〉. Thus, the map $ψ may be considered simply
as an action of a matrix
A =
√
n
∑
k
√
ωk |k〉 〈k| , (21)
where the factor of
√
n enters because of normalization. Because of the purity of
|ψ〉 we arrive at only a single Kraus operator. Thus we find that
C[($⊗ 1) |ψ〉 〈ψ|] = det(A)2/nC[ρ$] (22)
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Notice, that det(A)2/n = n
∏n
k=1 ω
1/n
k . This is exactly the definition of G-
concurrence, reflecting the fact that G-concurrence is the only SL-invariant measure
of entanglement for bipartite qudits. The second factor in the above equation (22)
is simply equivalent to
C[ρ$] = C
[
($⊗ 1)|Φ+〉〈Φ+|] (23)
where
∣∣Φ+〉 = 1√
n
n∑
k=1
|kk〉 . (24)
We can therefore rewrite the equation as
C[($⊗ 1) |ψ〉 〈ψ|] = C[($⊗ 1)|Φ+〉〈Φ+|] · C[|ψ〉 〈ψ|]. (25)
= C[($⊗ 1)|Φ+〉〈Φ+|] · n
n∏
k=1
ω
1/n
k (26)
The term C[($ ⊗ 1)|Φ+〉〈Φ+|] still needs to be evaluated. However, its value
tells us how concurrence evolves under $⊗1 for all pure states. It thus only needs
to be computed once. Here the entanglement measure C is now understood to be
the G-concurrence. The equation factorises concurrence into a part entirely due to
evolution dynamics and a part entirely due to the initial state.
Having established the evolution equation (25), we will now consider an upper
bound. Since the measure C is given by a convex roof construction for mixed
states, it is a convex measure — i.e.
C
[∑
k
pkρk
]
≤
∑
k
pkC[ρk]. (27)
We can use the convexity of the measure C to find an upper bound on the entan-
glement evolution for mixed states. This upper bound is given by
C[($⊗ 1)ρ] ≤ C[($⊗ 1)|Φ+〉〈Φ+|] · C[ρ]. (28)
IV. CONCLUSION
We have shown how entanglement evolution can be understood and even unified
in terms of a tailored variant of the Penrose graphical calculus. We developed a key
graphical tool to simplify the derivation of several important recent result in quan-
12
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=
(a) (b)
ψψ
ψψ
=
ψψ
(c)
AA
A A
FIG. 5: Tensor network summary of the crucial duality behind the theory of entangle-
ment evolution. (a) State |ψ〉 acted on by a single sided superoperator $. (b) Applica-
tion of Lemma II.4 establishes a duality mapping the scenario in (a) into view where
|ψ〉 becomes a single sided superoperator [ψ] which acts on the bipartite mixed state
ρ$ =
∑
k |Ak〉 〈Ak|. (c) An equivalent expression for the valence four tensor ρ$.
tum information theory — that of entanglement evolution of bipartite quantum
states. The result was originally obtained through the Choi-Jamio lkowski isomor-
phism, which we have shown in the diagrammatic language reduces to bending
a contracting wire into a snake. We introduced the necessary tensor networks
and showed how the evolution of G-concurrence, the only SL-invariant measure of
bipartite entanglement, can be obtained from these network diagrams. We thus
developed a tensor network approach that, through the use of Penrose duality,
recovers the known theory of entanglement evolution. This goal necessitated the
introduction of several new methods which could prove useful in other areas. In
particular, we anticipate the existence of other problems that could be simplified
through the use of the diagrammatic variant of channel state duality we have de-
veloped for our purposes here. This cross pollination could lead to further insights
into the strengths and limitations of the approach we have presented here.
As for the entanglement evolution itself, it is now fairly well understood for
pure initial states and one-sided channels, few results are known for more general
maps and for mixed initial states. Progress in this direction through the use of
the Choi-Jamio lkowski technique is inhibited by the fact that the dual equivalent
of a mixed state is a super-operator rather than a simple matrix. Mathematically,
given a mixed state in its spectral decomposition ρ =
∑
k pk |ψk〉 〈ψk|, its wire bent
dual is the map (see part (a) of figure 5)
$ρ =
∑
k
pkAk ·A†k, (29)
where Ak is the wire bent dual of the state |ψk〉. With pure states we have the
fortune that $ρ reduces to a single matrix and we can thus greatly simplify the
calculation. The fact that it is now a genuine super-operator limits the applicability
of this approach. One would thus expect that a qualitatively different approach is
needed to find a closed form expression for entanglement evolution of mixed states.
And in fact, the very existence of such an expression is not guaranteed. However,
13
IV CONCLUSION
finding it would immediately also yield a closed form expression for the evolution
under maps acting on more than one subsystem $1 ⊗ $2. To see this, notice that
$1 ⊗ $2 = ($1 ⊗ 1) · (1⊗ $2) thus treating the map as a sequence of two maps
acting on only one subsystem.
As with the purely algebraic approach, the drawback of the tensor network
approach is that it relies on the simplifying properties of bipartite SL-invariant
measures of entanglement. The key contribution being a conceptual aid and expo-
sure of the underlying mathematical structure at play. Namely, the property that
acting on a single subsystem of a quantum state with a non-singular matrix as
(A⊗ 1) ρ (A† ⊗ 1) multiplies an SL-invariant entanglement measure with a func-
tion of det(A). Other entanglement measures may not satisfy this property, and
indeed the usual concurrence only satisfies it in two dimensions.
Acknowledgments. We would like to thank Michele Allegra, Dieter Jaksch,
Stephen Clark, Mark M. Wilde, James Whitfield and Zoltan Zimboras.
[1] Thomas Konrad, Fernando de Melo, Markus Tiersch, Christian Kasztelan, Adriano
Aragao, and Andreas Buchleitner. Evolution equation for quantum entanglement.
Nature Physics, 4(4):99, 2008.
[2] Markus Tiersch, Fernando de Melo, Thomas Konrad, and Andreas Buchleitner.
Equation of motion for entanglement. Quantum Information Processing, 8(2):523–
534, 2009.
[3] Zong-Guo Li, Shao-Ming Fei, Z. D. Wang, and W. M. Liu. Evolution equation of
entanglement for bipartite systems. Phys. Rev. A, 79:024303, Feb 2009.
[4] Gilad Gour. Evolution and Symmetry of Multipartite Entanglement. Physical
Review Letters, 105(19), 2010.
[5] B. Bellomo, R. Lo Franco, and G. Compagno. Non-markovian effects on the dy-
namics of entanglement. Phys. Rev. Lett., 99:160502, Oct 2007.
[6] Xiao-Zhong Yuan, Hsi-Sheng Goan, and Ka-Di Zhu. Non-markovian reduced dy-
namics and entanglement evolution of two coupled spins in a quantum spin envi-
ronment. Phys. Rev. B, 75:045331, Jan 2007.
[7] J. Dajka, M. Mierzejewski, and J. Luczka. Non-Markovian entanglement evolution
of two uncoupled qubits. Physical Review A, 77(4):042316, 2008.
[8] Ting Yu and J.H. Eberly. Entanglement evolution in a non-Markovian environment.
Optics Communications, 283(5):676–680, 2010.
[9] Daniel Cavalcanti, Rafael Chaves, Leandro Aolita, Luiz Davidovich, and Anto-
nio Acin. Open-system dynamics of graph-state entanglement. Phys. Rev. Lett.,
103:030502, Jul 2009.
[10] Roger Penrose. Applications of negative dimensional tensors. Combinatorial Math-
ematics and its Applications, pages 221–244, 1971.
14
IV CONCLUSION
[11] J. C. Baez and M. Stay. Physics, Topology, Logic and Computation: A Rosetta
Stone. ArXiv e-prints, March 2009.
[12] J. D. Biamonte, S. R. Clark, and D. Jaksch. Categorical Tensor Network States.
AIP Advances, 1(4):042172, 2011.
[13] V. Bergholm and J. D. Biamonte. Categorical quantum circuits. Journal of Physics
A: Mathematical General, 44(24):245304, 2011.
[14] S. J. Denny, J. D. Biamonte, D. Jaksch, and S. R. Clark. Algebraically contractible
topological tensor network states. accepted, Journal of Physics A: Mathematical
General, August 2011.
[15] F. Verstraete, V. Murg, and J. I. Cirac. Matrix product states, projected entan-
gled pair states, and variational renormalization group methods for quantum spin
systems. Advances in Physics, 57:143–224, 2008.
[16] J. I. Cirac and F. Verstraete. Renormalization and tensor product states in spin
chains and lattices. J. Phys. A Math. Gen., 42:4004, 2009.
[17] Christopher Wood, Jacob Biamonte, and David Corey. Tensor networks and graph-
ical calculus for open quantum systems. ArXiv e-prints, 2011.
[18] T. H. Johnson, S. R. Clark, and D. Jaksch. Dynamical simulations of classical
stochastic systems using matrix product states. Phys. Rev. E, 82(3):036702, Sep
2010.
[19] L. H. Kauffman. Teleportation topology. Optics and Spectroscopy, 99:227–232,
August 2005.
[20] S. Abramsky. Temperley-Lieb Algebra: From Knot Theory to Logic and Compu-
tation via Quantum Mechanics. ArXiv e-prints, October 2009.
[21] Ingemar Bengtsson and Karol Z˙yczkowski. Geometry of Quantum States. Cam-
bridge University Press, Cambridge, 2006.
[22] Gilad Gour. Family of concurrence monotones and its applications. Physical Review
A, 71(1), 2005.
15
