Let Ω ⊂ [0, 1] × [0, 1] be the solution of the set equation: 
Introduction
Assume that k is an integer where k ≥ 2, that satisfies the following set equation [2] :
We refer to Ω as a self-affine set of Brownian motion type. Self-affine sets of Brownian motion type were studied in [4] , [5] , and [7] from the perspective of stochastic or functional analysis. McMullen's notion of general Sierpiński carpets [3] is similar to our notion, but there are some differences, i.e., our notion has more freedom to choose the position and the orientation of J i , whereas log |J i |/ log |I i | is not necessarily 1/2 in McMullen's notion and there can be more than one rectangle on the same vertical line. In addition, continuous self-affine functions with
were studied previously [6] , where it was proved that functions with different coprime k and k that coincide are linear functions.
The self-affine sets were studied in a general framework by Feng and Hu [9] . They considered the iterated function system
are contracting injections, and they considered the attractor K with the probability measure P•π −1 , where P is a shift-invariant measure on {1, · · · k} ∞ and π :
In this context, our case is
∞ , and
We provide actual examples to demonstrate their general theory, where we obtain the local times by solving jigsaw puzzle problems (Section 3). For the solution ρ of the jigsaw puzzle {J i , τ i ; i = 1, · · · , k}, we refer to a piecewise continuous function ρ :
} is decomposed into self-similar images with the support J i and the orientation τ i modulo of the vertical isomorphism (Definition 4). This jigsaw puzzle is completely combinatorial and its solution is sensitive to the positions and the orientations of J i and τ i .
Basic notions and preliminary results
Let
be the linear map from [0, 1]×[0, 1] to a small rectangle, such as I i 1 ···i l ×J i 1 ···i l , which is upward or downward depending on whether
We refer to ψ i 1 ···i l as a fundamental map of level l. Moreover, it is easy to see that 
The following facts are well known, but we give proofs to ensure that our study is self-contained.
Proof Take a sufficiently small δ > 0. Take a positive integer l such that C l 1 < δ. Take the j-th fundamental rectangle from the left, such as
Fact 2. There exists a Borel function f
where
Proof Take any x ∈ [0, 1] such that
Since these closed intervals are decreasing in l and 
Then by Fact 2, λ Ω (Ω) = 1 holds. Moreover, the marginal distribution of λ Ω is λ to the first coordinate and µ Ω to the second coordinate.
Definition 3.
If µ Ω is absolutely continuous with respect to λ, the density dµ Ω dλ is denoted by ρ Ω , which is called the local time of Ω.
In the present study, we prove the following results.
Lemma 1.
The measure µ Ω is the unique probability Borel measure µ that satisfies
In particular, µ Ω depends only on the totality of ( 
ρ is the local time of Ω if and only if ρ is the solution of the jigsaw puzzle for [3] that dim H Ω = log 2 (1 + √ 3), while it was proved in [9] that dim H λ Ω = 2 − (3/8) log 2 3. Figure 5 : Solution of the jigsaw puzzle in Example 2. Figure 6 . In this case, f Ω is a continuous function, which is related to the Rudin-Shapiro sequence [4] .
Proof of the results

Proof of Lemma 1
By (1.1) and Fact 2, it holds that
) for any i = 1, 2, · · · , k and for all but countably many x ∈ [0, 1]. Moreover, since
If a probability Borel measure µ satisfies (2.2), then by applying (2.2) l times, we have 
for any probability Borel measures µ and ν. Therefore, if both µ and ν satisfy (2.2), and hence (4.1), then
Thus, letting l → ∞, we have ∫ gdµ = ∫ gdν. Since this holds for any Hölder continuous function g, we have µ = ν. Thus, the probability Borel measure µ that satisfies (2.2) is unique. 2
Proof of Lemma 2
If Ω has the local time ρ, then by (2.2), we have
Conversely, if ρ satisfies (2.3) and (2.4), then the probability Borel measure
Assume that Ω has a bounded local time
Lemma 3. Let I be a fundamental interval and J be any closed interval. Then, it holds that
Proof Let I × J be the fundamental rectangle that corresponds to I. To estimate λ Ω (I × J) from the above, we may assume that 
we have
Lemma 4. For any rectangle U , which is a product of the intervals on the x-axis and the y-axis, it holds that
Take at most two fundamental intervals I i (i = 1, 2) (one of them can be the empty set) such that [a, b] is contained in I 1 ∪ I 2 and
2
Proof of Theorem 2
For any δ > 0 and rectangles U i ∈ R (i = 1, 2, · · · ), which are products of the intervals on the x-axis and y-axis such that |U i | < δ (i = 1, 2, · · · ) and 
for almost all x ∈ [0, 1]. Hence, by Lemma 2, ρ is the local time of Ω. Conversely, if ρ is the local time of Ω, then we have
for almost all x ∈ [0, 1]. Since ρ is piecewise continuous, the functions
We define the vertically convex and mutually disjoint (in their interiors) subsets Λ 1 , · · · , Λ k of Γ ρ so Λ i is vertically isomorphic to Γ i for i = 1, 2, · · · , k. Let Λ 1 = Γ 1 . We pile up the amount of Γ 2 above Λ 1 and define Λ 2 as the piled part. Next, we pile up the amount of Γ 3 above Λ 1 ∪ Λ 2 and define Λ 3 as the piled part (Figure 7) . In this manner, we can define a partition Λ 1 , · · · , Λ k of Γ ρ , as in Definition 5, with respect to
Hence, ρ is the solution of the jigsaw puzzle for
5 Further examples
2)/2, 1] and τ 1 , τ 2 ∈ {−1, 1} be arbitrary. Then,
is the solution of the jigsaw puzzle shown in Figure 8 .
Example 7.
For any 0 ≤ a ≤ 1, let
and either τ 2 = −1 and τ 1 = τ 3 = τ 4 = 1 or τ 3 = −1 and
where ρ(0) = 2 if a = 0 and ρ(1) = 2 if a = 1 is the solution of the jigsaw puzzle shown in Figure 9 . If a = 1, this is the same as Example 5.
Example 8.
If
and τ 1 = −1, τ 2 = τ 3 = τ 4 = 1, then the local time ρ := ρ Ω exists and it satisfies
This is the solution of the jigsaw puzzle for {J 1 , J 2 , J 3 , J 4 ; 1, 1, 1, −1}, which is shown in Figure 10 .
Example 9.
and only two of τ 1 , τ 2 , τ 3 , τ 4 are −1 and the others are 1, then the local time ρ := ρ Ω exists and it satisfies
This is the solution of the jigsaw puzzle for (Figure 11) . 
