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Partitionseigenschaften endlicher affiner und projektiver Riiume 
W. DEuBER UND B. VOIGT 
We give short proofs of the partition theorems for parameter sets and finite vectorspaces. 
In [1] bewiesen Graham, Leeb, Rothschild erstmalig die folgende Vermutung von Rota. 
SATZ. Sei g; ein endlicher Korper und m, k, 8 seien naturliche Zahlen. Dann gibt es 
eine Zahlll mit folgender Eigenschaft: 
Farbt man im n-dimensionalen Vektorraum uber g; die k-dimensionalen Unterraume 
mit 8 Farben an, so gibt es stets einen m-dimensionalen Unterraum, in dem alle k-
dimensionalen Unterraume gleich gefarbt sind. 
Ein entsprechendes Resultat fUr Mengen ist der zum Allgemeingut der Kombinatorik 
gehorende Satz von Ramsey [5]. Fur eine gemeinsame Verallgemeinerung dieser 
Ergebnisse vgl. [8]. 
Wahrend der Satz von Ramsey durch elementare Induktion bewiesen werden kann 
(vgl. etwa [6]), gelang der Beweis des Satzes von Graham, Leeb, Rothschild erst, nachdem 
in [2] die Hilfsmittel bereitgestellt waren und dann einer der drei Autoren mit massivem 
Einsatz von kategoriellen Hilfsmitteln den Beweis vollenden konnte. 
Eine kategorielle Version des Beweises findet man in [1], eine etwas kurzere Fassung 
in [4]. Spater konnte Spencer [7] durch gewisse geometrische Uberlegungen dies en 
Beweis vereinfachen. 
Hier geben wir einen neuen Beweis des Satzes von Graham, Leeb, Rothschild. Die dabei 
entwickelte Beweistechnik fuhrt auch in anderen Fallen zum Ziel [9], insbesondere ergibt 
sich in AbschnittC ein einfacher Beweis des Partitionssatzes fur Parametermengen [2]. 
In Abschnitt 1 stellen wir das kombinatorische Hilfsmittel-die Parameterworte-dar. 
Der Vollstandigkeit halber wird dann der Partitionssatz von Hales-Jewett [3] bewiesen. 
In Abschnitt 4 schlief3lich beweisen wir den Satz von Graham, Leeb, Rothschild, indem 
wir Untervektorraume durch geeignete Matrizen darstellen und darauf dann die 
bereitgestellten Hilfsmittel anwenden. 
Die in dieser Arbeit benutzte Notation schlief3t sich an die von Leeb [4] eingefuhrten 
Schreibweisen an. 
1. PARAMETER-WORTE, DER SATZ VON HALES-JEWETT 
In diesem Abschnitt wollen wir den Satz von Hales-Jewett vorstellen und beweisen. 
Dieser Satz spielt eine zentrale Rolle in der Partitionstheorie endlicher Strukturen, 
insbesondere auch beim Beweis des Partitionssatzes fUr endliche Vektorraume von 
Graham, Leeb, Rothschild. Ahnlich wie man den Satz von Ramsey durch geschickte 
Iteration des Schubfachprinzips beweist, so werden wir spater den Satz von Hales-Jewett 
iteriert anwenden. 
DEFINITION 1.1. Es sei A eine endliche Menge. Fur naturliche Zahlen m ::;;;; n bestehe 
der Binomialkoeffizient [A](;:') aus allen Abbildungen f: n ~ Au {A Q, ••• , Am-I} 
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-wobei wir natiirlich stets verlangen werden, daJ3 A disjunkt zu {Ao, A 10 ••• } ist-fiir die 
gilt: 
(i) I wirkt surjektiv auf {A o, A 10 ••• , Am-I}, d.h. fiir jedes j < m gibt es ein i < n mit 
l(i) = Aj • 
(ii) Die jeweils ersten Vorkommen der Parameter Ai geschehen hintereinander, 
d.h. min r\A i ) <minrI(A j ) fUr aIle i <j <m. 
BEISPIEL. Betrachte den Fall A = 2 = {O, I}. Dann besteht [2](~) aus allen 0-1 Folgen 
der Lange n. Diese konnen interpretiert werden als die Eckpunkte des n -dimensionalen 
Wiirfels 2" bzw. als Elemente des Booleschen Verbandes B(n) mit 2" vielen Elementen. 
Betrachtet man fUr IE [2](::') die Menge derjenigen 0-1 Folgen, die entsteht, wenn man 
nacheinander die Parameter Ao, ... ,Am - I durch 0 und 1 ersetzt, so ergibt sich ein 
m-dimensionaler Subwiirfel in 2" bzw. ein B(m)-Subverband von B(n). Umgekehrt 
bekommt man aus jedem B (m )-Subverband von B (n) ein solches IE [2](::'). Abbildung 
1 skizziert den entsprechenden Subwiirfel fiir 1= (1, Ao, AI) E [2](~). Analog verhalt es 
sich mit beliebigen Mengen A. Durch die Bedingung 1.1 (ii) gehort zu jedem m-
dimensionalen Subwiirfel von A" genau ein IE [A](::'). In diesem Sinne beschreibt [A](::') 
die Menge der m -dimensional en Subwiirfel in A". 
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ABBILDUNG 1. 
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Es ist klar, daJ3 ein k-dimensionaler Subwiirfel eines m-dimensionalen Subwiirfels 
in A" gleichzeitig ein k-dimensionaler Subwiirfel in A" ist. 
Eine prazise Beschreibung dieses Sachverhaltes erhalt man durch die Komposition 
von Parameterworten I E [A ](::.) und g E [A ](0,:') zu einem f. g E [A ](k). 
DEFINITION 1.2. Fiir IE [A](::') und g E [A](o,:') wird 
I. g E [A ](k) erkllirt durch 
I· g(i) = l(i) 
=g(j) 
falls l(i) E A, 
falls l(i) = Aj • 
Zum Beispiel beschreibt fiir g = (Ao, Ao) E [2](i) und I wie oben die Komposition 
I.g = (1, Ao, Ao) die Diagonale in der schraffierten Ebene von Abbildung 1. 
Die Elemente IE [A](,'.:) heiJ3en m- Parameterworte in A". Der Partitionssatz fUr 
Parameterworte lautet. 
SATZ 1.3 [1], [3]. Es sei A eine endliche Menge. Dann gibt es zu jedem Tripel8, m, k 
von naturlichen Zahlen eine naturliche Zahl n, so dafJ gilt: 
(*) Zu jeder Fiirbung.::1: [A](k) ~ 8 der k-Parameterworte in A" gibt es ein m-Parameter-
wort IE [A](::'), so dafJ lur aile g E [A](k') die k-Parameterworte I. g in A" gleich-
geliirbt sind, d.h. die Fiirbung .::1f : [A](o,:') ~ 8 mit .::1f (g) =.::1 (t. g) ist konstant. 
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NOTATION. Wir werden die Aussage (*) abgekurzt darstellen durch "n ~ [A\m )~". 
Fur den Fall A = 2 erhalt man insbesondere: 
KOROLLAR. Zu 8, m, k gibt es ein n, so dafJ es zu jeder Fiirbung der B (k )-Subverbiinde 
von B (n) einen B (m )-Subverband gibt, dessen B (k )-Subverbiinde alle gleichgefiirbt sind. 
BEMERKUNG. Fur k = 0 stellt Satz 1.3 ein Resultat von Hales und Jewett [3] dar. 
Die Verallgemeinerung fUr beliebiges k stammt von Graham und Rothschild [1]. Die 
hier benutzte elegante Schreibweise haben wir bei Leeb [4] entnommen. 
Es wird zunachst in diesem Abschnitt der Fall k = 0 bewiesen. 
NOTATION. Fur f E [A](;;') u!ld g E [A](k) ist die Verkettung f®g E [A](m;,') definiert 
durch 
f®g(i) = f(i) falls i < m, 
= g (i - m) falls m ~ i < m + n, 
d.h. das Wort g wird hinter das Wort f geschrieben. 
Das nachste Lemma zeigt, daj3 man sich im Fall k = 0 im wesentlichen auf m = 1 
beschranken kann. 
~ LEMMA 1.4. Angenommen fur jedes 8 gibt es ein n mit n ~ [A\l)~. Dann gibt es zu 
jedem Paar 8, m ein n mit n ~ [A\m )~. 
BEWEIS. Man fUhrt eine Induktion uber m durch. Es sei n" so, daj3 (gemaj3 
Induktionsvoraussetzung) n,,~[Al(m)~ und sei n' so, daj3 (gemaj3 Voraussetzung) 
n' ~[Al(1)2" wobei 8' = 81[Al(';,")I. Es bleibt zu zeigen, daj3 dann (n' +n,,)~[Al(m + 1)~. Fur 
beliebige Farbungen .1 :[A]c'~n') ~ 8 betrachte zunachst die Farbung .1': [A](o) ~ 8' mit 
.1'(g) = (.1(g ®h )Ih E [A](~)). Es sei f E [A]n') so, daj3 .1f : [A]@ ~ 8' einfarbig ist, also 
gilt insbesondere .1(fa®g)=.1(fb®g) fUr aIle a,bE[A]@ und gE[A](~'). Betrachte 
nun die Farbung .1": [A](~) ~ 8 mit .1"(g) = .1 (fa ®g) fUr a E [A](~). Es sei g E [A](~) 
so, daj3 .1; einfarbig ist, d.h. fUr aIle a E [A](~) und hE [A](;;') bekommen die Worte 
fa ®gh stets dieselbe Farbe. Mit anderen Worten, das Parameter-Wort f®g E [A]C;:;:.'') 
mit 
f@g(i)=f(i) fallsi<n', 
=g(i -n') falls n' ~ i <n' +n" und g(i -n') EA, 
=Aj + 1 falls n' ~ i <n' +n" und g(i -n') = Aj 
hat die Eigenschaft, daj3 .1f @g konstant ist. 
BEWEIS VON SATZ 1.3 FUR k = O. Man fUhrt eine Induktion uber IAI durch. Fur 
A = 0 bzw. IA 1= 1 ist nichts zu zeigen. Nach Lemma 1.4 reicht es fur A = A' u {b} mit 
bi A' den Fall m = 1 zu beweisen. Man fUhrt eine weitere Induktion, diesmal uber 8 
durch. Die FaIle 8 = 0 bzw. 8 = 1 sind trivial. Um die Aussage fUr 8 + 1 zu beweisen, 
wahle n' so, daj3 n'~[Al(l)~ gilt (Induktionsvoraussetzung fUr 8). Dann wahle n so, 
daj3 n ~ [A'l(l + n ')~+1 gilt (Induktionsvoraussetzung fUr A'). Es bleibt zu zeigen, daj3 
dann n ~ [Al(l)~+l gilt. Zu beliebigen Farbungen .1 : [A](~) ~ 8 + 1 betrachte die Farbung 
.1A':[A'](~)~8+1 mit .1A'(g)=.1(g), mit anderen Worten, die Restriktion von.1 auf 
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solche Worte g E [A](~), die den Buchstaben b nicht enthalten. Es sei IE [A'](I:n ') so, 
daj3 J.t' konstant ist, o.B.d.A. J.(fg) = 0 fiir alle g E [A']C~n,>. Falls nun fiir irgendein 
gE[A]C~n')\[A']C~"')-mit anderen Worten, fUr ein g:l+n'-+A'u{b} mit g-I(b)¥-
0--ebenfalls J. (f. g) = 0 gilt, so betrachte h E [A](~), welches definiert ist durch 
h(i)=Ao 
=I·g(i) 
falls Ig(i) = b, 
sonst. 
Die Vorkommen von b inf.g werden also durch den Parameter Ao ersetzt. Offensichtlich 
ist J. h konstant. Falls es kein solches g E [A]C~")\[A'JC~n) gibt, so betrachte die Fiirbung 
J.': [A](~') -+ S + 1 \{O}, die durch J.'(g) = J.(f. (b ® g» erkliirt ist. Beachte, daj3 tatsachlich 
J.'(g) ¥- 0 fUr alle g E [A](~'). J.' ist also eine Farbung mit S vielen Farben, folglich gibt 
es ein g E [A]G\ so daj3 J.~ konstant ist. Doch dann ist offenbar fiir I. (b@g)E[A]G) 
die Farbung J.[.(b®g) konstant. 
2. DIE * -VERSION YOM SA TZ YON HALES-JEWETT 
In diesem Abschnitt wird der oben bewiesene Satz von Hales und Jewett verall-
gemeinert. Es zeigt sich, daj3 diese Verallgemeinerung das richtige Handwerkzeug 
darstellt, urn weitere Partitionssatze-insbesondere die Falle k > 0 von Satz 1.3 (siehe 
Abschnitt 3) oder den Partitionssatz fiir endliche Vektorraume (siehe Abschnitt 4)-
beweisen zu konnen. 
DEFINITION 2.1. Es sei A eine endliche Menge. Fiir natiirliche Zahlen m :,,;;; n bestehe 
der Binomialkoeffizient [A ]*(;:.) aus allen Abbildungen I: n -+ A u {A o, ... , Am - I} U 
{*}-wobei wir natiirlich stets verlangen werden, daj3 A disjunkt zu {A o, A b ... } u {*} 
ist-fiir die gilt: 
(i) I wirkt surjektiv auf {Ao, A!, ... ,Am-I}, d.h. fur jedes j < m gibt es ein i < n mit 
l(i) = Aj • 
(ii) Die jeweils ersten Vorkommen der Parameter Ai geschehen hintereinander, d .h. 
minrl(Ai)<minrl(Aj) fiir alle i <j <m. 
(iii) Das Vorkommen eines Sterns in I signalisiert das Ende des Wortes, d.h. wenn 
l(i) = * fiir ein i < n -1 so ist ebenfalis l(i + 1) = *. 
BEMERKUNG. [A]*(;:') ist die Menge der m- Parameter-Worte variabler Lange in A". 
Man kann [A]*(;:') auffassen als die Vereinigung aller [A](~), ~:,,;;; n, wobei Sterne am 
Ende von I E [A](~) formal wohldefinierte Worte sichern. 
Es bleibt noch zu erklaren, wie *-Parameter-Worte miteinander komponiert werden. 
NOTATION: 11111 = minr 1(*) bezeichnet die Lange von I, wobei wir 11111 = n setzen, 
falls r 1(*) = 0 ist. 
DEFINITION 2.2. Fiir I E [A]*(;:') und g E [A]*(k') wird f. g E [A]*(~) erkHirt durch 
I.g(i) = * falls es ein ~<i gibt mit f.g(~) = *, 
=I(i) falisl(i)EAu{*} und f.g(~)¥-*fiiralle~<i, 
= g(j) falls l(i) = Aj und I. g(~) ¥- * fiir alle ~ < i. 
BEISPIEL. Fiir I = (a, AD, b, Abc, Ao, *) und g = (d, *) ist I. g = (a, d, b, *, *, *, *) und 
111·gll=3. 
Es gilt nun 
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SATZ 2.3 [8]. Es sei A eine endliche Menge. Dann gibt es zu jedem Tripe/8, m, k von 
natiirlichen Zahlen eine natiirliche Zahl n, so daft gilt 
(*) Zu jeder Fiirbung .a: [A]*(k) ~ 8 gibt es ein IE [A]*(;:'), so daft die Fiirbung 
.at : [A ]*(r) ~ 8 mit .at(g) = .a (f. g) konstant ist. 
NOTATION. Die Aussage (*) wird verkiirzt dargestellt dureh "n ~[Al*(m)~". 
Der Fall k = 0 erweist sich als geeignetes Hilfsmittel beim Beweis der noeh folgenden 
Satze, insbesondere aueh :l!um Beweis der Faile k > 0 von Satz 1.3. 1m folgenden benotigen 
wir lediglieh Satz 2.3 fiir k = 0 und beweisen nur diesen Fall. 
LEMMA 2.4. Es sei A eine endliche Menge. Zu jedem Paar 8, m gibt es ein n, so daft 
es zu jeder Fiirbung.a : [A]*(3) ~ 8 ein IE [A]*(;:', gibt, so daft 
.a (Ig) =.a(fh) liir aile g, h E [A]*(~) mit Ilgll = Ilhll· 
BEMERKUNG. I garantiert zwar noeh keine konstante Fiirbung .afo aber immerhin 
wirkt .af konstant auf Worten gleieher Lange. 
BEWEIS VON LEMMA 2.4. Man fiihrt eine Induktion iiber m dureh. Der Fall m = 0 
ist trivial. Fur m + 1 wahle zunaehst nil entspreehend der Induktionsvoraussetzung fiir 
m und dann n' so, da~ n' ~ [Al(1)~' mit 8' = 8 I[Al*<';,")1 gilt. n' existiert gema~ Satz 1.3 
fiir k = O. Es bleibt zu zeigen, da~ n' + n II die gewiinsehten Eigensehaften fUr m + 1 und 
8 besitzt. Zu der Farbung.a : [A]*("'~"') ~ 8 betrachte zunachst die Farbung.a': [A](3) ~ 
8' mit .a'(g)=(.a(g®h)ihE[A]*(3''». Es sei IE[A](~:) so, da~.at einfarbig ist. Dann 
betraehte die Farbung .a":[A]*(3")~8 mit .a"(g)=.a«f.a)®g), fiir aE[A]a). Es sei 
g E [A]*(;::) so, da~ .a"(gh) = .a"(gh *) fur aile h, h * E [A]*(3') mit Ilhll = IIh *11. Dann besitzt 
f®g E [A]*G':';:") mit . 
I®g(i) = l(i) falls i < n', 
=g(i-n') fallsn'~i<n'+n" und g(i-n')EAu{*}, 
=A j + 1 fallsn'~i<n'+n" und g(i-n')=A j 
die geforderten Eigenschaften fUr 8 und m + 1. 
BEWEIS VON SATZ 2.3 FUR k = O. Naeh Lemma 2.4 kann man sich auf Farbungen 
.a :[A]*(3)~8 besehranken, fUr die .a(g)=.a(h) gilt, falls Ilgll=llhll. Das induziert eine 
Farbung .a*:{O, ... ,n}~8 durch .a*(llgll)=.a(g} fur jedes gE[A]*(3). Es sei n= 
8. m. Naeh dem Schubfachprinzip gibt es Zahlen ao < ... < am mit .a *(ao) = ... = 
.::i *(am). Es sei a E A beliebig gewahlt. f E [A]*(;:') wird definiert durch 
l(i)=a fallsO~i<ao, 
=A j fallsaj~i<aj+loj=O, ... ,m-1, 
=* fallsam~i<n. 
Noeh Konstruktion ist Ilf.gll = allgll fur jedes g E [A]*(3'), also ist.::if konstant. 
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3. BEWEIS DES SATZES 1.3 FUR k >0 
In diesem Abschnitt wird Satz 1.3 fiir k > 0 bewiesen, indem eine Induktion iiber k 
durchgefUhrt wird. Man zeigt zunachst, daJ3 aus der Induktionsvoraussetzung folgt, daJ3 
man sich auf sogenannte "In-gute Farbungen" beschranken kann. Fiir In-gute Farbungen 
folgt das gewiinschte ResuItat durch Anwendung von Satz 2.3 mit k = O. Das gleiche 
Schema kann spater noch beim Beweis des Partitionssatzes fiir endliche Vektorraume 
benutzt werden. 1m folgenden sei die endliche Menge A fest gewahlt. 
DEFINITION 3.1. Es sei g E [A )(~) mit 0 < k ~ n. Das Anfangsstiick In(g) E [A ]*(0) 
ist definiert durch 
In(g)(i) = g(i) falls i <min g - l(A o), 
=* sonst. 
Zum Beispiel ist fiir g = (a, b, a, Ao, a, b) das Anfangsstiick In(g) = (a, b, a, *, *, *). 
DEFINITION 3.2. Eine Farbung.::1 :[A](k)~8 ist In-gut fiir m, wenn .::1(g)=.::1(h) fUr 
aIle g, h E [A](~) mit In(g) = In(h) und Illn(g)11 < m. 
BEMERKUNG. Eine Farbung ist In-gut, wenn die Farbe .::1 (g) jeweils nur vom 
Anfangsstiick In(g) abhangt. 
LEMMA 3.3. Es sei k > O. Dann gibt es zu jedem Paar 8, m von natiirlichen Zahlen 
ein n, so dafJ es zu jeder Fiirbung .::1 : [A](~) ~ 8, die In-gut fiir n ist, ein f E [A](;;') gibt, 
so dafJ .::1f konstant ist. 
BEWEIS. Es sei n so, daJ3 n ~ [Al" (m)2 gilt. Zu beliebigem.::1 betrachte eine Farbung 
.::1*:[A)*(o)~8 mit .::1*(ln(g»=.::1(g) fUr aIle gE[A](~). Nach Voraussetzung ist .::1* 
wohldefiniert. Dann sei f* E [A]*(;;') so, daJ3 .::11. konstant ist. Es sei f E [A)(;;') dasjenige 
Parameterwort, welches man aus f* erhalt, indem man eventuell in f* vorkommende 
Sterne durch Aoersetzt . Dann gilt In(f.g) = In(f* .g) = f* . In(g) fiir aIle g E [A](k). Also ist 
.::1f konstant. 
Zum Beweis von Satz 1.3 mit k > 0 reicht es also zu zeigen, daJ3 man sich tatsachlich 
auf In-gute Farbungen beschranken kann: 
BEWEIS VON SATZ 1.3 FUR k >0. Man fiihrt eine Induktion iiber k durch. Der 
Induktionsanfang k = 0 ist in Abschnitt 1 bewiesen worden. Nach Lemma 3.3 geniigt 
es, fiir k + 1 die folgende Aussage zu beweisen: 
Es seien 8, m, p natiirliche Zahlen. Dan"f! gibt es eine natiirliche Zahl n mit folgender 
Eigenschaft: Zu jeder Fiirbung .::1 : [A](l~k) ~ 8 gibt es ein f E [A)(m:p), so dafJ .::1f In-gut 
fiir mist. 
Diese Aussage wird durch Induktion iiber m bewiesen. Der Fall m = 0 ist trivial nach 
Definition 3.2. Fiir m + 1 wahle n' gemafJ der Induktionsannahme fiir 8', m, p, wobei 
8' = 8 1[Al(3)1. 
Ferner sei n so gewahlt, daJ3 n ~ [Au{A. *}\n ')~ gilt, wobei A * .i A. Ein solches n existiert 
nach Induktionsvoraussetzung fiir k. Es bleibt zu zeigen, daJ3 1 + n die gewiinschten 
Eigenschaften fiir 8, m + 1 und p besitzt. 
Zur Farbung .::1 : [AJ(}!;;) ~ 8 betrachte die Restriktion .::1' auf jene Parameterworte, 
die mit einem Ao beginnen; also .::1':{gE[A](~ !k)lg(0)=Ao}~8 mit .::1'(g)=.::1(g). Man 
beobachtet, daJ3 {g E [A]( ~!k)lg(O) = Ao} isomorph ist zu [A u {A *}](~) ; zu f E 
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[A u {A *}](k) betrachte t* E {g E [A]d!;:)ig(O) = Ao}, welches definiert ist durch 
t*(i) = Ao falls i = 0 oder l(i -1) = A *, 
= Aj +1 falls l(i -1) = Ai> 
= l(i -1) sonst. 
Nach Wahl von n gibt es also ein (1 + n ')- Parameterwort I E [A](~!:') mit 1(0) = Ao, so 
dall ti(fg)=ti(fh) fUr alle g,hE[A](~!;:') mit g(O)=h(O)=Ao gilt. Nun betrachte die 
Farbung ti": [A](1:k) ~ 8' mit 
ti"(g) = (ti(f. (a ® g ))ia E [A](ci)). 
Nach Wahl von n' gibt es ein g E [A](mn;p), so dall die Farbung ti; In-gut fur mist. 
Schlielllich sei g = (Ao)®g E [A](1!-;;.n;p) definiert durch 
g(i) = Ao falls i = 0, 
= g(i -1) falls g(i -1) E A, 
=A j +1 falls g(i -1) = Aj • 
Es bleibt zu zeigen, dall tir.1l In-gut fur m+1 ist: Wenn IIIn(h)II=IIIn(h')II=O, d.h. 
h(O)=h'(O)=Ao ist, so folgt gh(O)=gh'(O)=A o und also tir.g(h)=tir.g(h') nach Wahl 
von f. Wenn 0<IIIn(h)ll<m+1 und In(h)=In(h'), so ist h =a®h und h'=a®h' fur 
1 ... ... m+ ...... ... 
ein a E[A](o), wobei h, h' E [A]( 1+t) und In(h) = In(h') sowie IIIn(h )11 < m. Also folgt 
tir.g(h) = ti(/. (a ®g. h)) = ti(/. (a ®g. ii')) = tir.g(h') nach Wahl von g. 
BEMERKUNG. Indem man in dies em Beweis [A](:) ersetzt durch [A]*U erhalt man 
einen Beweis fur Satz 2.3 fUr k > O. 
4. DER PARTITIONSSATZ VON GRAHAM-LEEB-RoTHSCHILD UBER 
ENDLICHE VEKTORR.AUME 
Fur diesen Abschnitt sei der endliche Korper ffF = GF(q) beliebig aber fest gewahlt. 
Bewiesen wird folgender Satz: 
SATZ 4.1 [1]. Zu jedem Tripel 8, m, k von natiirlichen Zahlen gibt es eine natiirliche 
Zahl n, so da/l gilt: 
(i) Zu jeder Fiirbung der k-dimensionalen Untervektorriiume des n-dimensionalen 
Vektorraumes iiber ffF gibt es einen m-dimensionalen Untervektorraum, dessen k-
dimensionale Unterriiume aile gleichgeliirbt sind. 
(ii) Zu jeder Fiirbung der k-dimensionalen affinen Unterriiume des n-dimensionalen 
affinen Raumes iiber ffF gibt es einen m-dimensionalen affinen Unterraum, dessen 
k-dimensionale affine Unterriiume aile gleichgeliirbt sind. 
BEMERKUNG. Urn diese Resultate zu beweisen, benutzen wir Koordinaten und 
Matrizen zur bequemen Darstellung von Unterraumen. Daruber hinaus sind die in Frage 
kommenden Matrizen so definiert, dall die Methoden, die schon in Abschnitt 3 benutzt 
wurden, wieder urn erfolgreich angewendet werden konnen. 
KONVENTION. Fur t;:. 0 bezeichnet ffFt die Menge der Abbildungen a : N ~ ffF, wobei 
a (g) = 0 mindestens fur alle g;:. t ist. Insbesondere bezeichnet lOt E ffFt+1 das Wort mit 
et(g) = 1 genau wenn g = t und et(g) = 0 in allen anderen Fallen. Also ist eo = (1, 0, ... ), 
101 = (0,1,0, ... ) usw. Anschaulich ist ffFt gerade die Menge der Worte der Lange t mit 
Elementen aus ffF, wobei ffFt <;; ffFt+l durch Anhangen von Nullen erreicht wird. 
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DEFINITION 4.2. Es sei t ;;. O. Flir natlirliche Zahlen m ~ n besteht der 
Binomialkoeffizient .~A;:') aus allen Abbildungen [: n ~ g;t+m, flir die gilt 
(i) [ wirkt surjektiv auf {e/o ... ,et+m-l}, d.h. flir jedes j < m gibt es ein i < n mit 
[(i) = et+j, 
(ii) vor jedem ersten Auftreten von et+i stehen nur Elemente aus g;t+i, d.h. wenn 
i < min r\et+i) flir ein j < m, so ist [(i) E g;t+i. 
BEMERKUNGEN 
(i) Diese Definition iihnelt den Definitionen 1.2 sowie 2.2. Die Rolle der Parameter 
Ai wird hier von den ausgezeichneten Elementen et+i libernommen. Insbesondere 
ist [g;t](~) =g;t(~). 
(ii) Es ist [E g;t(;:') genau wenn (eo, ... , et-l)®[ E g;a(::;:'), wobei die Verkettung ® 
wie in Abschnitt 1 durch das Hintereinanderschreiben von (eo, ..... ,et-d und [ 
erkHirt ist (siehe Abbildung 2). 
(iii) Definition 4.2 ist motiviert durch die in der Iinearen Algebra libliche 
Beschreibung von Unterriiumen durch Matrizen: Wenn [E g;a(;:'), etwa [= 
([0, ... ,[n-l), so betrachte die MatrixA([), die aus den Zeilenja, ... ,[n-l besteht. 
Die Bedingungen 4.2(i) und (ii) sichern, daJ3 rang A (f) = m; mit anderen Worten 
A(f) beschreibt einen m-dimensionalen Untervektorraum de!Vfl-dimensionalen 
Vektorraums liber g;. Die Spaltenvektoren der Matrix A(f) bilden eine Basis des 
durch A (f) beschriebenen Unterraumes. Uberdies besitzt jeder m -dimensionale 
Untervektorraum des n -dimensionalen Vektorraums genau eine derartige Basis, 
d.h. g;a(;:') beschreibt die Menge aller m -dimensionalen Untervektorriiume des 
n -dimensionalen Vektorraumes liber g;. 
(iv) Analog beschreiben die [E g;t(;:') gewisse (t + m )-dimensionale Unterriiume des 
(t + n )-dimensionalen Raumes, niimlich die durch die Matrizen 
A((ea, . .. ,et-l)®f) beschriebenen Unterriiume (siehe Abbildung 2). 
(v) Es lohnt sich, den Fall t = 1 genauer zu studieren: wenn [E g;1(;:'), so ist die erste 
Spalte von A(ea®f) yom Typ (1, aa, . .. ,an-I? Der durch ea®[ bess;hriebene 
Unterraum schneidet also die Hyperebene {(l, Xa, . •• , Xn _l)T/ Xi E ~ in einem 
m-dimensionalen affinen Raum. Mit anderen Worten, g;1(;:') beschreibt die Menge 
der m-dimensionalen affinen Unterriiume des n-dimensionalen affinen Raumes 
iiber g; (vgI. Abbildung 3). 
Wir miissen noch die Verkniipfung [E g;t(;:') und g E ~(k) zu f. g E g;t(k) erkliiren. 
Erinnern wir uns, daJ3 die Matrizen A((ea, .. . , et-l)®[), bzw. A((ea, ... , et-d®g) 
Untervektorriiume beschreiben und daJ3 das Matrizenprodukt der Verkniipfung der 
A((EO,"" Et-Il@f)= 
l~! 1 1 
0--01 0,---0 
('" 
Et-l 
10 
I 
I 
I 
0 .. . 0 I 10 ... 0 
I 
I 
I 
I In-I 
ABBILDUNG 2. f E gji,(;:'). 
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ABBILDUNG 3. f E 8F(i). 
Einbettungen derselben entspricht. Also wird [. g = hE [JitCk) so erkHirt, da~ 
.>4«so, . .. , et-l)@(f.g)) = A«eo, ... , et-l)@f).A«eo, ... ,et-l)@g). 
Ausfiihrlich: 
DEFINITION 4.3. Fiir [E [Jit(;:') und g E [Jit(k') wird [. g E [Jit(k) wie folgt erklart: 
(f. gU))" = (fU))" + L (fU))". (g(v))" falls ~ < t, 
v~t 
falls ~ ~ t, 
v~t 
wobei ([U))" die v-te Komponente von [U) E fjit+m ist. 
Der Satz, den wir nun beweisen wollen, lautet: 
SATZ 4.4 [4]. Es sei t ~ O. Dann gibt es zu jedem Tripe I 8, m, k von natiirlichen Zahlen 
eine natiirliche Zahl n, so dafJ gilt: 
(*) Zu jeder Fiirbung .1 : [Jit(k) ~ 8 gibt es ein [E [Jit(;;'), so dafJ die Fiirbung .1r: [Jit(k) ~ 8 
mit .1r(g) = .1 (f. g) konstant ist. 
NOTATION. Wir werden die Aussage (*) abgekiirzt darstellen durch "n ~ t(m)}". 
BEMERKUNG. Aus den obigen Bemerkungen (iii) und (v) folgt, da~ der Fall t = 0 
Satz 4.1(i) und der Fall t = 1 Satz 4.1(ii) ergibt. 
BEWEIS VON SATZ 4.4 FUR k = O. Es sei n so, da~ n ~ [:?l"\m)2 gilt. Ein solches n 
existiert nach Satz 1.3 mit k = O. Es bl~ibt zu zeigen, daWfiir ein solches n auch n ~ t (m)~ 
gilt. Wegen [Jit(3) = [[Jit](3) existiert zu jeder Farbung .1 : [Jit(3) ~ 8 ein [E [[Jit](;;,), so daf3 
.1r : [[Jit](;;') ~ 8 konstant ist. Betrachte! E [Jit(;;') mit 
!U) = [U) falls [(i) E [Jit, 
=St+j falls[U)= Aj . 
Aus Definition 4.3 folgt sofort, daf3 f. g = f. g fiir aIle g E [Jit(;;') = [[Jit](;;') gilt. Also ist 
auch .11 einfarbig. 
Der Beweis von Satz 4.4 fiir k > 0 verlauft ahnlich. wie der Beweis fiir Satz 1.3 fiir 
k > O. Zunachst werden gute Farbungen definiert. 
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DEFINITlON 4.5. Es sei g E fJP,(k) mit 0 < k ,;;; n. Das Anfangsstiick In(g) E [fJP']*(3) ist 
definiert durch 
In(g )(i) = g(i) falls i < min g -1(13,), 
=* sonst 
(vgl. Bild 4). 
f 
~ 
, I 0 0 In(f) I I 
0 0 
[(0) 
[(i -1) 
1 { 0 0 10 0 ti, 
" -,111 
[(i + 1) 
[(n -1) 
ABBILDUNG 4. In(f) fur [E :f',(;:'). 
DEFINITION 4.6. Eine Farbung .:1 : fJP,(k) ~ 8 ist In-gut fiir m, wenn .:1 (g) =.:1 (h) fiir 
aIle g, h E fJP,(k) mit In(g) = In(h) und IIIn(g )11 < m. 
BEMERKUNG. Eine Farbung ist In-gut, wenn die Farbe .:1 (g) nur noch vom 
Anfangsstiick "In(g) abhangt. 
LEMMA 4.7. Es sei t ;;,: 0 und k > O. Dann gibt es zu jedem Faar 8, m von natiirlichen 
Zahlen ein n, so dafJ zu jeder Fiirbung .:1 : fJP,(~) ~ 8, die In-gut liir n ist, ein IE fJP,(':,.) 
existiert, so dafJ .:1f konstant ist. 
BEWEIS. Es sei n so, daj3 n ~ [.0/"1]* (m)~ gilt. Zu .:1 betrachte eine Farbung 
.:1*:[fJP']*(3)~8 mit .:1*(In(g))=.:1(g) fiir aIle gEfJP,(k). Nach Voraussetzung ist.:1* 
wohldefiniert. Dann sei t* E [fJP']*(':,.) so, daj3 .:1 * f* konstant ist. Es sei IE fJP,(':,.) definiert 
durch 
lCi) = t*Ci) falls t*(i) E fJP', 
=e'+j faIlst*(i) = Ai> 
=13, falls t*(i) = *. 
Aus Definition 4.3 folgt sofort, daj3 In(f. g) = t* . In(g) fiir aIle g E fJP,G;') gilt, also ist .:1 f 
konstant. 
Also reicht es zum Beweis von Satz 4.4 fiir k > 0 zu zeigen, daj3 man sich tatsachlich 
auf die Betrachtung von In-guten Farbungen beschranken kann: 
BEWEIS VON SATZ 4.4 FUR k >0. Man fiihrt eine Induktion iiber k durch. Der 
Induktionsanfang k = 0 ist oben gefiihrt worden. Nach Lemma 4.7 reicht es fiir k + 1 zu 
zeigen, daj3 man sich auf In-gute Farbungen beschranken kann, man beweist folgende 
Aussage: 
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Es seien t, 8, m, p natiirliche Zahlen. Dann gibt es eine natiirliche Zahl n mit folgender 
Eigenschaft: Zu jeder Farbung L1 : ~t(l:k) -+ 8 gibt es ein f E ~t(m:p), so daf3 L1f In-gut fiir 
mist. 
Diese Aussage wird durch Induktion iiber m bewiesen. Der Fall m = 0 ist trivial. Es 
sei n' gemaj3 der Induktionsannahme fiir 8', m, p mit 8' = 8 i[:fi t ](b)i gewahlt. Ferner sei 
n so gewahlt, daj3 n -+ t+l(n ')~ gilt. Ein solches n existiert nach der Induktionsvorausset-
zung iiber k. Es bleibt zu zeigen, daj3 1 + n die gewiinschten Eigenschaften fiir 8, m + 1 
und p besitzt. 
Zu gegebener Farbung L1: ~t(~:~) -+ 8 betrachte die Restriktion von L1 auf {g E 
~ta:~)lg(O) = et}, also L1 *: {g E ~ta:~)lg(O) = et}-+ 8 mit L1 *(g) = L1(g). Nach Bemerkung 
(ii) ist {g E ~ta:~)lg(O) = et} isomorph zu ~t+l(~). Also gibt es nach Wahl von n ein 
fE ~ta:::·) mitf(O) = e" so daj3 L1([.g) =L1(f.h) fiir aIle g, h E~t(;:~) mit g(O) = h(O) = et 
gilt. Nun betrachte die Farbung L1": ~t(t':-'k) -+ 8' mit L1"(g) = (L1([. (a ®g))la E ~t@). 
Nach Wahl von n' gibt es ein g E ~t(mn;p) so, daj3 die Farbung L1; In-gut fiir mist, 
d.h. fiir aIle h' E ~t(,f:{) mit IIIn(h ')11 < m hangt die Farbe L1(f(a ®gh')) nur von a ®In(h') 
abo Betrachte die Operation A: ~m+p -+ ~1+m+p mit 
a (~) = a (~) fiir ~ < t, 
=0 fiir~=t, 
=a(~-1) fiir~>t. 
Die Operation A fiigt an der t- ten Stelle eine 0 ein und schiebt dementsprechend die 
alten Eintrage der Stellen t, t + 1, ... urn jeweils eine Stelle nach rechts. Es ist :fj;t =~! 
und insbesondere ist ei = ei fiir i < t und ei = ei+l fiir i ~ t. Durch komponentenweise 
Anwendung der Operation A auf das oben gefundene g E ~t(mn;p), sowie durch 
zusatzliches Voranstellen von et erhalt man g E ~t(l~;;.n;p), genauer: 
g(i) = et fiir i = 0, 
= g(i -1) sonst 
(vgl. Abbildung 5). 
0 000 0 1 0 000 0 
0 
a(O)oooa(t-l) 0 a (t) a(t+l) 00 ' 
0 
"'{ «(0) ... «(,-1) aU) aU+1) ... 
'---v----' 'yo' , v 
, 
~... ~------'" 
m+p m+p 
ABBILDUNG 50 g E .'F!(m"';'p)~g E .'F(ll;;."';'p)0 
Es oleibt zu zeigen, daj3 f. g E ~t(lJ;;;:p) die gewiinschten Eigenschaften hat, d.h. daj3 
L1fog tatsachlich In-gut fiir m + 1 ist. 
Dazu sei h E ~t(l~:,:~. Man unterscheidet zwei FaIle: 
1. Fall IIIn(h )11 = 0, d.h. h (0) = et, wegen g(O) = et folgt sofort aus Definition 4.3, daj3 
auch g. h (0) = et. Nach Wahl von f bekommen aIle so entstehenden g. h die gleiche 
Farbe, namlich L1fog(h)=L1(f.g.h). Insbesondere hangt also die Farbe L1fg(h) nur noch 
von In(h)-hier das leere Wort (*, *, ... , *)-ab. 
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2. Fall 0 < IIIn(h )11 < 1 + m, d.h. h (0) = a E :!F', dann HiJ3t sich h schreiben als h = 
a®h' fiir ein h'E:!F,(7:t) mit IIIn(h')II<m. Nach Definition 4.3 ist g.(a®h')=a®g.h', 
d.h. 
Lif.g(h) =Lif. (a ®g.h') 
und nach Wahl von g hangt die Farbe von h = a ®h' nur noch von a ®In(h') = In(h) abo 
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