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Abstract
Carleson–Sobolev measures for weighted Bloch spaces on the unit ball of Cn are described. The classical
Carleson measures for growth spaces on special circular domains are characterized.
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1. Introduction
Let H(Bn) denote the space of holomorphic functions on the unit ball Bn = {z ∈ Cn: |z| < 1}.
1.1. Weighted Bloch spaces
For α  0, the weighted Bloch space Bα(Bn) consists of those f ∈ H(Bn) for which
sup
z∈Bn
∣∣Rf (z)∣∣(1 − |z|)1+α < ∞, (1)
where
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n∑
j=1
zj
∂f
∂zj
(z), z ∈ Bn,
is the radial derivative of f . In particular, B0(Bn) is the classical Bloch space B(Bn). If α > 0,
then Bα(Bn) coincides with the growth space A−α(Bn) (see, e.g., [10, Corollary 8.4]). Recall
that A−α(Bn) consists of those f ∈ H(Bn) for which
sup
z∈Bn
∣∣f (z)∣∣(1 − |z|)α < ∞.
For α < 0, the weighted Bloch space Bα(Bn) consists of those f ∈ H(Bn) for which
sup
z∈Bn
∣∣Rj f (z)∣∣(1 − |z|)j+α < ∞, (2)
where j is the least positive integer such that j +α > 0. Note that Bα(Bn), α < 0, coincides with
the holomorphic Lipschitz–Zygmund space Λ−α(Bn) (see, e.g., [20, Chapter 7]).
Let I denote the identity operator. It is well known that we obtain the same spaces Bα(Bn),
α ∈ R, if we replace R by R + I in (1) and (2).
The above parametrization of the scale {Bα(Bn)}α∈R is not standard. In fact, the present paper
is motivated by [10, Theorem 9.3], so, we adopt the notation used in [10].
1.2. Carleson measures
Definition 1.1. Let X ⊂ H(Bn) and let 0 < q < ∞. A positive Borel measure μ on Bn is called
q-Carleson for X provided that
I : X → Lq(μ) is a bounded operator.
Carleson [2] solved the problem when n = 1 and X is the Hardy space Hq(B1). By now,
characterizations of q-Carleson measures are known for various spaces X of holomorphic func-
tions.
The first result of the present paper is the following theorem.
Theorem 1.2. Assume that μ is a positive Borel measure on Bn, 0 < q < ∞ and α > 0. Then the
following properties are equivalent:
μ is a q-Carleson measure for Bα(Bn) = A−α(Bn); (3)∫
Bn
(
1 − |z|)−αq dμ(z) < ∞; (4)
I : Bα(Bn) = A−α(Bn) → Lq(μ) is a compact operator. (5)
If α < 0, then 1 ∈ Bα(Bn) and Bα(Bn) ⊂ H∞(Bn). So, the following assertion holds.
Proposition 1.3. Assume that μ is a positive Borel measure on Bn, 0 < q < ∞ and α < 0. Then
μ is a q-Carleson measure for Bα(Bn) if and only if μ is finite.
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Proposition 1.4. Assume that μ is a positive Borel measure on Bn and 0 < q < ∞.
1. If
∫
Bn
(
log
e
1 − |z|
)q
dμ(z) < ∞,
then μ is a q-Carleson measure for B(Bn).
2. Let μ be a q-Carleson measure for B(Bn). Then
∫
Bn
(
log
e
1 − |z|
) q
2
dμ(z) < ∞.
As far as the author is aware, for n = 1, Proposition 1.4 was obtained in [12]; see also [9]. The
author is grateful to S. Stevic´ for reference [12]. Also, we obtain a characterization of the radial
q-Carleson measures for B(Bn) (see Proposition 2.3 below).
The logarithmic growth space A− log(Bn) consists of those f ∈ H(Bn) for which
‖f ‖− log = sup
z∈Bn
|f (z)|
log(e/(1 − |z|)) < ∞.
It is well known that B(Bn) ⊂ A− log(Bn); moreover, this embedding is, in a sense, optimal. For
A− log(Bn), we have the following analogue of Theorem 1.2.
Theorem 1.5. Assume that μ is a positive Borel measure on Bn and 0 < q < ∞. Then the
following properties are equivalent:
(i) μ is a q-Carleson measure for A− log(Bn);
(ii) ∫
Bn
(log e1−|z| )
q dμ(z) < ∞;
(iii) I : A− log(Bn) → Lq(μ) is a compact operator.
For n = 1, Theorem 1.5 was obtained in [9].
1.3. Radial differential operators and Carleson–Sobolev measures
For u, s ∈ R, Kaptanog˘lu [10] introduced radial differential operators Dus : H(Bn) → H(Bn)
as follows. Let f =∑∞k=0 Fk be the homogeneous expansion of a function f ∈ H(Bn). Then
Dus f (z) =
∞∑
u
s dkFk(z), z ∈ Bn.k=0
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fact, we will not use the explicit values of us dk . The main property that we need is Theorem 1.7
below.
Note that each operator Dus is invertible on H(Bn) with two-sided inverse (Dus )−1 = D−us+u.
Also, we have D1−n = R + I and D0s = I for any s ∈ R.
Given s, u ∈ R and f ∈ H(Bn), put
Ius f (z) =
(
1 − |z|)uDus f (z), z ∈ Bn.
Definition 1.6. Assume that X ⊂ H(Bn), 0 < q < ∞ and u, s ∈ R. A positive Borel measure μ
on Bn is called (q;u, s)-Carleson–Sobolev for X provided that
Ius : X → Lq(μ) is a bounded operator.
In particular, the (q;0, s)-Carleson–Sobolev measures coincide with the q-Carleson measures.
The following result allows to translate the results about the q-Carleson measures for Bα(Bn)
into results about the (q;u, s)-Carleson–Sobolev measures for weighted Bloch spaces.
Theorem 1.7. (See [10, Corollary 8.5].) For any α,u, s ∈ R, Dus (Bα(Bn)) = Bα+u(Bn) is an
isomorphic isomorphism under the equivalence of norms.
For example, we have the following corollary of Theorem 1.2.
Corollary 1.8. Assume that ρ is a positive Borel measure on Bn, 0 < q < ∞, α,u, s ∈ R and
α + u > 0. Then the following properties are equivalent:
(i) ρ is a (q;u, s)-Carleson–Sobolev measure for Bα(Bn);
(ii) ∫
Bn
(1 − |z|)−αq dρ(z) < ∞;
(iii) Ius : Bα(Bn) → Lq(ρ) is a compact operator.
Proof. Let (i) hold. Then Dus (Bα(Bn)) ⊂ Lq((1 − |z|)uq dρ(z)). By Theorem 1.7, we have
Dus (Bα(Bn)) = Bα+u(Bn). Recall that α + u > 0, hence, the implication (3) ⇒ (4) guarantees
that
∫
Bn
(1 − |z|)−αq dρ(z) < ∞.
Now, assume that (ii) holds. Represent the operator Ius : Bα(Bn) → Lq(ρ) as the following
composition:
Bα(Bn) D
u
s−−→ Bα+u(Bn) I−→ Lq
((
1 − |z|)uq dρ(z)) M(1−|z|)u−−−−−→ Lq(ρ),
where M(1−|z|)u is the operator of multiplication by (1 − |z|)u. Clearly, M(1−|z|)u is bounded;
Dus : Bα(Bn) → Bα+u(Bn) is bounded by Theorem 1.7. Finally, we have α + u > 0, hence,
property (ii) and the implication (4) ⇒ (5) guarantee that I : Bα+u(Bn) → Lq((1 − |z|)uq dρ(z))
is a compact operator. So, property (iii) holds.
Clearly, (iii) ⇒ (i), so, the proof is complete. 
Corollary 1.9. Assume that τ is a positive Borel measure on Bn, α,u, s ∈ R and α+u > 0. Then
τ is a finite measure if and only if
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((
1 − |z|)αq dτ(z)) is a bounded operator for some q > 0.
Proof. Put dρ(z) = (1 − |z|)αq dτ(z) and apply Corollary 1.8. 
Note that Corollary 1.9 coincides with [10, Theorem 9.3]. Unfortunately, the proof of Theo-
rem 9.3 in [10] is incorrect for n 2, since it uses the following assertion:
There exist holomorphic homogeneous polynomials Fk , degFk = mk > 0, such that
mαk 
∣∣Fk(z)∣∣ Cmαk |z|mk for some C > 0 and all z ∈ Bn. (6)
Let n  2. Note that Fk(0) = 0, hence, for any r ∈ (0,1), there exists a point ζ ∈ ∂Bn such
that Fk(rζ ) = 0. In other words, estimate (6) is false for n 2.
Using Propositions 1.3 and 1.4 in the place of Theorem 1.2, we obtain the following corollar-
ies.
Corollary 1.10. Assume that ρ is a positive Borel measure on Bn, 0 < q < ∞, α,u, s ∈ R and
α + u < 0. Then ρ is a (q;u, s)-Carleson–Sobolev measure for Bα(Bn) if and only if
∫
Bn
(
1 − |z|)uq dρ(z) < ∞.
Corollary 1.11. Assume that ρ is a positive Borel measure on Bn, 0 < q < ∞, α,u, s ∈ R and
α + u = 0.
1. If
∫
Bn
(
log
e
1 − |z|
)q(
1 − |z|)uq dρ(z) < ∞,
then μ is a (q;u, s)-Carleson–Sobolev measure for Bα(Bn).
2. Let μ be a (q;u, s)-Carleson–Sobolev measure for Bα(Bn). Then
∫
Bn
(
log
e
1 − |z|
) q
2 (
1 − |z|)uq dρ(z) < ∞.
1.4. Organization of the paper
Carleson measures for B(Bn) are investigated in Section 2; in particular, we prove Proposi-
tion 1.4. In Sections 3 and 4, we prove generalizations of Theorems 1.2 and 1.5. Namely, we
investigate the growth spaces A−α(Ω), α > 0, and A− log(Ω), where Ω is a circular domain of
a special type. The key technical result is Lemma 3.3. Note that Lemma 3.3 is also useful in the
study of weighted composition operators and extended Cesàro operators (see [5–7]).
Some results of this paper have been announced in [5].
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In this section, we use the following norm on the Bloch space B(Bn):
‖f ‖B(Bn) =
∣∣f (0)∣∣+ sup
z∈Bn
(
1 − |z|)∣∣Rf (z)∣∣< ∞.
Also, recall that the space A− log(Bn) consists of those f ∈ H(Bn) for which
‖f ‖− log = sup
z∈Bn
|f (z)|
log(e/(1 − |z|)) < ∞.
2.1. Aleksandrov–Ryll–Wojtaszczyk polynomials
Ryll and Wojtaszczyk [17] constructed holomorphic polynomials which proved to be very
useful for many problems of function theory in the unit ball (see, e.g., [16]). The results of the
present section are based on the following improvement of the Ryll–Wojtaszczyk theorem.
Theorem 2.1. (See Aleksandrov [1, Theorem 4].) Let n ∈ N. Then there exist δ = δ(n) ∈ (0,1)
and J = J (n) ∈ N with the following property: For every d ∈ N, there exist holomorphic homo-
geneous polynomials Wj [d] of degree d , 1 j  J , such that
∥∥Wj [d]∥∥L∞(∂Bn)  1 (7)
and
max
1jJ
∣∣Wj [d](ζ )∣∣ δ for all ζ ∈ ∂Bn. (8)
2.2. Proof of Proposition 1.4
Part 1. If
∫
Bn
(
log
e
1 − |z|
)q
dμ(z) < ∞,
then A− log(Bn) ⊂ Lq(Bn,μ) by the definition of A− log(Bn). Recall that B(Bn) ⊂ A− log(Bn),
so, μ is a q-Carleson measure for B(Bn).
Part 2. Assume that 0 < q < ∞ and μ is a q-Carleson measure for B(Bn). Let the constant
δ ∈ (0,1) and the polynomials Wj [d], 1 j  J , d ∈ N, be those provided by Theorem 2.1. For
k ∈ Z+, let Rk denote the Rademacher function:
Rk(t) = sign sin
(
2k+1πt
)
, t ∈ [0,1].
For each non-diadic t ∈ [0,1], consider the functions
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∞∑
k=0
Rk(t)Wj
[
2k
]
(z), z ∈ Bn, 1 j  J.
Estimate (7) guarantees that
(
1 − |z|)∣∣(RFj,t )(z)∣∣ (1 − |z|) ∞∑
k=0
2k|z|2k  2(1 − |z|) ∞∑
m=1
|z|m  2
for all z ∈ Bn. We have (RFj,t )(0) = 0, hence, ‖Fj,t‖B(Bn)  2. By assumption, B(Bn) ⊂
Lq(Bn,μ), thus, applying the closed graph theorem, we obtain
∫
Bn
∣∣Fj,t (z)∣∣q dμ(z) C∥∥Fj,t∥∥qB(Bn)  C, 1 j  J.
Changing the order of integration, we have
∫
Bn
1∫
0
∣∣Fj,t (z)∣∣q dt dμ(z) =
1∫
0
∫
Bn
∣∣Fj,t (z)∣∣q dμ(z) dt  C, 1 j  J.
Ref. [21, Chapter V, Theorem 8.4] guarantees that
∫
Bn
( ∞∑
k=0
∣∣Wj [2k](z)∣∣2
) q
2
dμ(z) C
∫
Bn
1∫
0
∣∣Fj,t (z)∣∣q dt dμ(z) C.
Given positive numbers aj , 1 j  J , we have
(
J∑
j=1
aj
) q
2
 Cq,n
J∑
j=1
a
q/2
j .
Hence,
∫
Bn
(
J∑
j=1
∞∑
k=0
∣∣Wj [2k](z)∣∣2
) q
2
dμ(z) C
J∑
j=1
∫
Bn
( ∞∑
k=0
∣∣Wj [2k](z)∣∣2
) q
2
dμ(z)
 CJ
 C.
Since Wj [2k] is a homogeneous polynomial of degree 2k , estimate (8) guarantees that
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k=0
J∑
j=1
∣∣Wj [2k](z)∣∣2  δ2 ∞∑
k=0
|z|2k+1
 δ2
∞∑
m=1
|z|2m
m
= δ2 log 1
1 − |z|2 , z ∈ Bn.
So,
∫
Bn
(
log
1
1 − |z|2
) q
2
dμ(z) < ∞.
Finally, remark that 1 ∈ B(Bn), thus, μ is a finite measure. Hence,
∫
Bn
(
log
e
1 − |z|2
) q
2
dμ(z) < ∞,
as required.
2.3. Radial Carleson measures
Let σn denote the normalized Lebesgue measure on the sphere ∂Bn. The following lemma is
essentially known (see, e.g., [20, Exercise 3.19]).
Lemma 2.2. Let 0 < q < ∞. Then
∫
∂Bn
∣∣f (rζ )∣∣q dσn(ζ ) C‖f ‖B(Bn)
(
log
e
1 − r
) q
2
, 0 r < 1, (9)
for all f ∈ B(Bn).
Proof. Let f ∈ B(Bn). Given ζ ∈ Bn, put fζ (λ) = f (λζ ) for λ ∈ B1. So, fζ ∈ H(B1). Remark
that (Rf )(λζ ) = λf ′ζ (λ), hence,
max
|λ|1/2
∣∣f ′ζ (λ)∣∣ 4‖f ‖B(Bn)
by the maximum principle. Also, we have
sup
1/2<|λ|<1
(
1 − |λ|)∣∣f ′ζ (λ)∣∣ 2 sup
1/2<|λ|<1
(
1 − |λζ |)∣∣(Rf )(λζ )∣∣ 2‖f ‖B(Bn).
Since fζ (0) = f (0), we obtain ‖fζ‖B(B1)  C‖f ‖B(Bn) for all ζ ∈ ∂Bn.
Now, remark that Clunie and MacGregor [3] and Makarov [13] proved (9) for n = 1. So,
applying [15, Proposition 1.4.7], we obtain
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∫
∂Bn
∣∣f (rζ )∣∣q dσn(ζ ) =
∫
∂Bn
∫
∂B1
∣∣fζ (rw)∣∣q dσ1(w)dσn(ζ )
 C
∫
∂Bn
‖fζ‖B(B1)
(
log
e
1 − r
) q
2
dσn(ζ )
 C‖f ‖B(Bn)
(
log
e
1 − r
) q
2
for 0 r < 1, as required. 
Proposition 2.3. Assume that n ∈ N, 0 < q < ∞ and ρ is a positive measure on [0,1). Then the
following properties are equivalent:
1∫
0
∫
∂Bn
∣∣f (rζ )∣∣q dσn(ζ ) dρ(r) < ∞ for all f ∈ B(Bn); (10)
1∫
0
(
log
e
1 − r
) q
2
dρ(r) < ∞. (11)
Proof. Let (11) hold. Assume that f ∈ B(Bn), then
1∫
0
∫
∂Bn
∣∣f (rζ )∣∣q dσn(ζ ) dρ(r) C‖f ‖B(Bn)
1∫
0
(
log
e
1 − |z|
) q
2
dρ(r) < ∞
by Lemma 2.2. So, (11) implies (10). It remains to remark that the converse implication holds by
Proposition 1.4. 
As far as the author is aware, for n = 1, Proposition 2.3 was obtained in [12]; see also [9].
3. Growth spaces on circular domains
3.1. Definitions
In what follows we assume that n ∈ N and Ω ⊂ Cn is a bounded, circular and strictly convex
domain with the boundary of class C2. Given z ∈ Ω , put
rΩ(z) = inf{r > 0: z/r ∈ Ω}.
Clearly, rΩ(z) < 1 for all z ∈ Ω . If Ω is the unit ball Bn, then rΩ(z) = |z|.
Let H(Ω) denote the space of all holomorphic functions in Ω . Given α > 0, the growth space
A−α(Ω) consists of those f ∈ H(Ω) for which
2810 E. Doubtsov / Journal of Functional Analysis 258 (2010) 2801–2816‖f ‖−α = sup
z∈Ω
∣∣f (z)∣∣(1 − rΩ(z))α < ∞.
The logarithmic growth space A− log(Ω) consists of those f ∈ H(Ω) for which
‖f ‖− log = sup
z∈Ω
|f (z)|
log(e/(1 − rΩ(z))) < ∞.
The spaces A−α(Ω), α > 0, and A− log(Ω) with norms ‖ · ‖−α and ‖ · ‖− log are Banach spaces.
3.2. Generalized Aleksandrov–Ryll–Wojtaszczyk polynomials
Theorem 3.1. (See Kot [11, Theorem 2.6].) Given a domain Ω ⊂ Cn, there exist J = J (Ω) ∈ N
and m0 = m0(Ω) ∈ N with the following property: For every d ∈ N, there exists a holomorphic
homogeneous polynomial R[d] of degree d such that
∥∥R[d]∥∥
L∞(∂Ω)  2
and
J (m+1)∑
d=Jm
∣∣R[d](ζ )∣∣2  1/4 for all ζ ∈ ∂Ω, m = m0,m0 + 1, . . . .
We will use the following modification of the above theorem.
Theorem 3.2. (Cf. Theorem 2.1.) Given a domain Ω ⊂ Cn, there exist δ = δ(Ω) ∈ (0,1) and J =
J (Ω) ∈ N with the following property: For every d ∈ N, there exist holomorphic homogeneous
polynomials Wj [d] of degree d , 1 j  J , such that
∥∥Wj [d]∥∥L∞(∂Ω)  1 (12)
and
max
1jJ
∣∣Wj [d](ζ )∣∣ δ for all ζ ∈ ∂Ω. (13)
To prove Theorem 3.2, it suffices to repeat mutatis mutandis the argument used in the proof
of [11, Theorem 2.6].
3.3. Main lemma
The proof of the following key technical result is based on Theorem 3.2 and uses ideas
from [14].
Lemma 3.3. Given an Ω ⊂ Cn, there exists M = M(Ω) ∈ N such that the following properties
hold.
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M∑
m=0
∣∣fm(z)∣∣ 1
(1 − rΩ(z))α , z ∈ Ω. (14)
2. There exist functions hm ∈ A− log(Ω), 0mM , such that
M∑
m=0
∣∣hm(z)∣∣ log e1 − rΩ(z) , z ∈ Ω. (15)
For Ω = B1, the above lemma is known. Namely, the first part of Lemma 3.3 was proved by
Ramey and Ullrich [14] for Ω = B1 and α = 1; see [8,19] for the case Ω = B1 and α > 0. The
second part of Lemma 3.3 was proved in [9] for Ω = B1.
Proof of Lemma 3.3. Part 1. Let the constants δ ∈ (0,1), J ∈ N and the polynomials Wj [d],
1 j  J , d ∈ N, be those provided by Theorem 3.2. Put
fj (z) =
∞∑
k=0
QαkWj
[
Qk
]
(z), z ∈ Ω, 1 j  J,
where Q ∈ N is sufficiently large.
For z ∈ Ω , by (12), we have
∣∣fj (z)∣∣ ∞∑
k=0
Qαkr
Qk
Ω (z) C
∞∑
=1
α−1rΩ(z) C
(
1 − rΩ(z)
)−α
.
In other words, fj ∈ A−α(Ω), 1 j  J .
Claim. For all Q ∈ N large enough, we have
J∑
j=1
∣∣fj (z)∣∣ C
(1 − rΩ(z))α (16)
for 1 − Q−k  rΩ(z) 1 − Q−(k+1/2), k ∈ N. (17)
Proof. The argument below is similar to that used in the proof of [14, Proposition 5.4], where
Ω = B1.
For any z ∈ Ω , we have
J∑
j=1
∣∣fj (z)∣∣Qαk J∑
j=1
∣∣Wj [Qk](z)∣∣− J k−1∑
m=0
Qαmr
Qm
Ω (z) − J
∞∑
m=k+1
Qαmr
Qm
Ω (z)
= Σ0 − Σ− − Σ+, k ∈ N.
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Σ0  δQαkrQ
k
Ω (z), k ∈ N. (18)
Below we assume that (17) holds. So, we have
(
1 − Q−k)Qk  rQkΩ (z) ((1 − Q−(k+1/2))Qk+1/2)Q−1/2 , k ∈ N.
Thus, if Q is large enough, then
1/3 rQ
k
Ω (z) 2−Q
−1/2
, k ∈ N. (19)
Therefore, Σ0  δQαk/3 by (18). Also, we have
Σ−  J
k−1∑
m=0
Qαm  JQ
αk
Q − 1 .
Now, consider the third term. Remark that
(
rΩ(z)
)Qm(Q−1)  (rΩ(z))Qk+1(Q−1) for m k + 1, z ∈ Ω.
So, the ratio of two successive terms in Σ+ is not greater that the ratio of the first two terms.
Hence, the series Σ+ is dominated by the geometric series having the same first two terms.
Thus, putting x = rQkΩ (z), we obtain
Σ+/J Q(k+1)αrQ
k+1
Ω (z)
∞∑
m=0
(
Qα
(
rΩ(z)
)(Qk+2−Qk+1))m
= Q
(k+1)αrQ
k+1
Ω (z)
1 − Qα(rΩ(z))(Qk+2−Qk+1)
= Qkα Q
αxQ
1 − Qαx(Q2−Q)
Qkα Q
α2−Q1/2
1 − Qα2(Q1/2−Q3/2)
by (19). In sum, we have
J∑
j=1
∣∣fj (z)∣∣ δ4Qαk = δ4Qα/2 Qα(k+1/2)  δ4Qα/2 1(1 − rΩ(z))α
if Q is sufficiently large and z satisfies (17). The proof of the claim is complete. 
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fJ+j (z) =
∞∑
k=0
Qα(k+1/2)Wj
[
Qk+1/2
]
(z), z ∈ Ω, 1 j  J,
where Q = q2 and q ∈ N. If q is sufficiently large, then fJ+j ∈ A−α(Ω) and
J∑
j=1
∣∣fJ+j (z)∣∣ C
(1 − rΩ(z))α (20)
for 1 − Q−(k+1/2)  rΩ(z) 1 − Q−(k+1), k ∈ N. (21)
The proof of the above estimate is analogous to that of the claim; so, we omit it.
Now, fix Q so large that (16) and (20) hold under assumptions (17) and (21), respectively. Put
M = 2J and multiply the functions fm, 1mM , by a sufficiently large constant. Then
M∑
m=1
∣∣fm(z)∣∣ 1
(1 − rΩ(z))α for 1 − Q
−1  rΩ(z) < 1.
It remains to define f0 ≡ Q. The proof of part 1 is complete. 
Proof of Lemma 3.3. Part 2. Put
gj (z) =
∞∑
k=0
QkWj
[
QQ
k ]
(z), z ∈ Ω, 1 j  J,
where the notation from the proof of the first part of Lemma 3.3 is used. Then gj ∈ A− log(Ω),
1  j  J , by Theorem 12 from [9]. The argument used in the proof of Theorem 2 from [9]
guarantees that
J∑
j=1
∣∣gj (z)∣∣ C log 11 − rΩ(z) for 1 − Q−Q
k  rΩ(z) 1 − Q−Q(k+1/2) , k ∈ N,
if Q ∈ N is large enough (see also the proof of the first part of Lemma 3.3).
Similarly, let
gJ+j (z) =
∞∑
k=0
Q(k+1/2)Wj
[
QQ
(k+1/2)]
(z), z ∈ Ω, 1 j  J,
where Q = q2 and q ∈ N. If q is large enough, then gJ+j ∈ A− log(Ω) and
2814 E. Doubtsov / Journal of Functional Analysis 258 (2010) 2801–2816J∑
j=1
∣∣gJ+j (z)∣∣ C log 11 − rΩ(z)
for 1 − Q−Q(k+1/2)  rΩ(z) 1 − Q−Q(k+1) , k ∈ N.
To finish the proof, put M = 2J and f0 ≡ C > 0, where the constant C is sufficiently
large. 
4. Carleson measures for the growth spaces
The following compactness criterion is well known (see, e.g., [4, Proposition 3.11], [18,
Lemma 3.7]).
Lemma 4.1. Let X = A−α(Ω), α > 0, or X = A− log(Ω) and let Y be a linear metric space
with translation invariant metric. Consider a linear operator T : X → Y . Then the following
implication holds.
Assume that {T hj } converges to zero in the metric of Y for any bounded in X sequence {hj }
such that hj → 0 uniformly on compact subsets of Ω . Then T is a compact operator.
We have the following generalization of Theorems 1.2 and 1.5.
Theorem 4.2. Let 0 < q < ∞ and let μ be a positive Borel measure on Ω .
1. Assume that α > 0. Then μ is a q-Carleson measure for A−α(Ω) if and only if
∫
Ω
dμ(z)
(1 − rΩ(z))αq < B < ∞ (22)
if and only if I : A−α(Ω) → Lq(Ω,μ) is a compact operator.
2. The measure μ is q-Carleson for A− log(Ω) if and only if
∫
Ω
(
log
e
1 − rΩ(z)
)q
dμ(z) < ∞
if and only if I : A− log(Ω) → Lq(Ω,μ) is a compact operator.
Proof. Part 1. Assume that μ is a q-Carleson measure for A−α(Ω). Let the number M = M(Ω)
and the functions fm ∈ A−α(Ω), 0  m M , be those provided by Lemma 3.3. By (14), we
have
1
(1 − rΩ(z))α 
M∑
m=0
∣∣fm(z)∣∣ ∈ Lq(Ω,μ).
In other words, (22) takes place.
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I : A−α(Ω) → Lq(Ω,μ). Indeed, assume that hj ∈ A−α(Ω), ‖hj‖q−α < H < ∞ and hj → 0
uniformly on compact subsets of Ω .
Fix an ε > 0. By (22), if a compact K ⊂ Ω is large enough, then
∫
Ω\K
dμ(z)
(1 − rΩ(z))αq <
ε
2H
.
Hence, ∫
Ω\K
∣∣hj (z)∣∣q dμ(z) < H
∫
Ω\K
dμ(z)
(1 − rΩ(z))αq <
ε
2
for all j .
By assumption, |hj (z)|q < ε2B for all z ∈ K , j  j0. Hence,∫
K
∣∣hj (z)∣∣q dμ(z) < ε2Bμ(Ω) < ε2
for all j  j0. Therefore, Lemma 4.1 guarantees that I is a compact operator from A−α(Ω) to
Lq(Ω,μ). The proof of part 1 is complete. The proof of part 2 is analogous, so, we omit it. 
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