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ABSTRACT
On 22 September 1982, an intense windstorm caused considerable damage in northern Finland. Local
forecasters noted that this windstorm potentially was related to Hurricane Debby, a category 4 hurricane that
occurred just 5 days earlier. Due to the unique nature of the event and lack of prior research, our aim is to
document the synoptic sequence of events related to this storm using ERA-Interim reanalysis data, best track
data, and output fromOpenIFS simulations. During extratropical transition, the outflow fromDebby resulted
in a ridge building and an acceleration of the jet. Debby did not reintensify immediately in the midlatitudes
despite the presence of an upper-level trough. Instead, ex-Debby propagated rapidly across the Atlantic as a
diabatic Rossby wave–like feature. Simultaneously, an upper-level trough approached from the northeast and
once ex-Debby moved ahead of this feature near the United Kingdom, rapid reintensification began. All
OpenIFS forecasts diverged from reanalysis after only 2 days indicating intrinsic low predictability and strong
sensitivities. Phasing between Hurricane Debby and the weak trough, and phasing of the upper- and lower-
level potential vorticity anomalies near the United Kingdom was important in the evolution of ex-Debby. In
the only OpenIFS simulation to correctly capture the phasing over the United Kingdom, stronger wind gusts
were simulated over northern Finland than in any other simulation. Turbulent mixing behind the cold front,
and convectively driven downdrafts in the warm sector, enhanced the wind gusts over Finland. To further
improve understanding of this case, we suggest conducting research using an ensemble approach.
1. Introduction
On 22 September 1982, an intense windstorm affected
northern Finland causing two fatalities and significant
damage to forests destroying three million cubic meters
of timber. The storm, which was given the name Mauri,
is one of the most intense windstorms Finland has
experienced. Windstorms in northern Europe and
Finland are primarily caused by extratropical cyclones
that have their genesis regions in the midlatitudes and
develop due to baroclinic instability (Hoskins and
Hodges 2002; Zappa et al. 2013). However, it was argued
back in 1982 that Mauri was caused by the remnants of a
category 4 hurricane, Debby, which had undergone ex-
tratropical transition (ET).
In the North Atlantic, almost half of hurricanes un-
dergo ET; a process where a tropical cyclone transforms
into an extratropical cyclone due to entering the mid-
latitude environment (Hart and Evans 2001; Jones et al.
2003; Evans et al. 2017). Tropical cyclones that undergo
ET can occasionally lead to severe weather along the
east coast of the United States and Canada (e.g., Palmén
1958; Ma et al. 2003; Galarneau et al. 2013) but there
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are also cases that have caused damage in Europe.
For example, Hurricane Iris in 1995 became extra-
tropical and its remnants reached northwest Europe
(Thorncroft and Jones 2000) whereas Hurricane Lili
underwent ET in October 1996 and then passed over
the United Kingdom leading to heavy rain and strong
wind gusts (Browning et al. 1998; Agustí-Panareda
et al. 2005). More recently, in 2017, Hurricane Ophelia
transitioned into an extratropical system and its
hurricane-force winds caused significant damage in
Ireland and the United Kingdom and three fatalities
(Stewart 2018). However, it is rare that transitioned
cyclones result in high-impact events in Fenno-
Scandinavia. Thus, if storm Mauri did originate from
Hurricane Debby it would be a unique storm. Despite
this, and that Mauri is a well-known event in Finland,
no in-depth dynamic study has yet been performed
about Mauri.
During the ET process, the structural characteristics
of the cyclone change. The cyclone transforms from
being a symmetric, warm core cyclone to an asym-
metric, cold core cyclone, and the spatial extent of the
cloud and precipitation increases and fronts become
evident (e.g., Klein et al. 2000; Hart and Evans 2001).
The vertical structure of the potential vorticity (PV)
field associated with the cyclone also undergoes no-
table changes during ET. In general, when the cyclone
is tropical, a positive PV anomaly associated with la-
tent heating is evident in the center of the cyclone (as a
vertical ‘‘PV tower’’) (e.g., Hoskins et al. 1985; Jones
et al. 2003). After ET, the PV structure of the cyclone
is typically characterized by an upper-level positive
PV anomaly that is tilted westward with height (e.g.,
Hoskins et al. 1985; Jones et al. 2003). A transitioned
cyclone can then directly interact with an upper-level
trough and reintensify (Evans et al. 2017). The upper-
level PV anomaly of a preexisting trough might lead to
a strong reintensification of the transitioned cyclone,
however the phasing between these two systems is
critical in determining whether or not reintensification
will occur (Ritchie and Elsberry 2007). Scheck et al.
(2011) developed the concept of bifurcation points to
highlight that a track bifurcation can occur when a
small change in one aspect of the flow (e.g., the mid-
latitude trough) can result in significant changes to the
subsequent circulation. In an idealized modeling
study, Riemer and Jones (2014) identified a bi-
furcation (stagnation) point at the base of the mid-
latitude upstream trough that governs the bifurcation
of cyclone tracks into a regime where ET occurs and
another when no ET occurs.
A tropical cyclone can also affect midlatitudes by di-
rectly modulating the downstream flow [see section 2a
of Keller et al. (2019) for an overview]. This typically
manifests as ridge building poleward and downstream
of the transitioning tropical cyclone, downstream trough
amplification, and jet streak modifications. These fea-
tures have all been identified in idealized experiments
(Riemer et al. 2008) and in a climatological study by
Archambault et al. (2013) where time-lagged compos-
ites of the midlatitude flow were created. A case study
of Hurricane Irene by Agustí-Panareda et al. (2004)
highlighted that diabatically produced low-PV air at
upper levels can be advected by the divergent outflow
of a tropical cyclone leading to both ridge amplification
and, by the subsequent steepening of the tropopause,
an acceleration of the upper-level jet downstream.
Similar results were also obtained more recently by
Grams et al. (2013) for Typhoon Jangmi in which dia-
batic PV reduction at upper levels and the advection of
low-PV air toward a jet streak by the tropical cyclone
outflow resulted in weak ridge building. Furthermore,
the impact of the transition of an extratropical cy-
clone on the midlatitude flow can also be transmitted
farther downstream by modifying Rossby wave packets
and leading to the development of new cyclones and an-
ticyclones downstream (Riemer et al. 2008; Archambault
et al. 2013). As an example, Supertyphoon Nuri (2014)
amplified the downstream ridge–trough couplet that
then resulted in a new cyclone developing farther
downstream, amplifying the upper-level wave pattern
even more and resulting in a heat wave and a cold air
outbreak far downstream from the transitioned ex-Nuri
(Keller et al. 2019).
In addition to direct interaction and downstream
development, a less common way for a transitioned cy-
clone to regenerate and travel in the midlatitudes is as a
diabatic Rossby wave (DRW).ADRW is a positive low-
level PV anomaly embedded in a baroclinic and moist
environment. Downstream of the vortex center, where
poleward winds are present, isentropic ascent is in-
duced, which leads to condensation and diabatic heating
(e.g., Parker and Thorpe 1995; Moore and Montgomery
2004, 2005). Beneath the localized diabatic heating,
there is a positive PV tendency, which generates positive
PV downstream of the original position of the DRW.
Thus, the DRW can maintain itself by this constant di-
abatic PV generation (Moore and Montgomery 2004).
If a rapidly propagating DRW interacts with an upper-
level trough it can result in an explosive intensification
of the cyclone (Boettcher and Wernli 2013). Boettcher
andWernli (2013) developed an algorithm to objectively
identify DRWs which states that a DRW must have
the following characteristics: a closed sea level pressure
contour, a positive low-level PV anomaly, substan-
tial low-level baroclinicity, fast propagation, sufficient
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moisture, and very weak upper-level forcing. An ex-
ample case in which a DRW played an essential role
was storm Lothar in 1999 where a positive low-level
PV anomaly moved rapidly across the North Atlantic
and intensified to become a damaging windstorm over
Europe (Wernli et al. 2002).
In meteorological case studies, the evaluation of the
synoptic-scale weather patterns is generally analyzed
by using reanalysis datasets (e.g., Schenkel and Hart
2012; Hewson and Neu 2015). However, the relatively
coarse resolution of most reanalysis datasets can
result in small-scale cyclones, such as mesocyclones
or polar lows, being completely absent or resolved
but with intensities that are much weaker than ob-
served (e.g., Uotila et al. 2009; Laffineur et al. 2014;
Pezza et al. 2016). In addition, too low spatial reso-
lution decreases the maximum wind speed and in-
tensity of windstorms whereas too low temporal
resolution may shift the location of the windstorm
maximum impacts (Gregow 2013; Jokinen et al.
2014). Thus, in this study a reanalysis dataset is used
only for examining the general synoptic-scale evo-
lution whereas higher-resolution numerical simula-
tions are employed to investigate the mesoscale
features of storm Mauri.
The aims of this study are to 1) conduct a detailed
analysis of the synoptic and dynamic evolution of
Debby and Mauri, and 2) identify the reasons for the
damaging winds over Finland on 22 September 1982.
The data, model, and additional datasets used in this
study are presented in section 2 and the analysis
methods applied are described in section 3. Section 4
introduces the case with a brief synoptic overview
based on ERA-Interim reanalysis and more in-depth
analysis based on OpenIFS model simulations is pre-
sented in section 5. The conclusions are given in
section 6.
2. Data, model simulations, and additional datasets
a. ERA-Interim reanalysis data
To give a general overview of this historic weather
event, we use ERA-Interim reanalysis data from the
European Centre for Medium-Range Weather Fore-
casts (ECMWF). ERA-Interim covers the years from
1979 onward, has a spatial resolution of approximately
80 km (T255 in spectral space) and there are 60 non-
uniformly spaced levels with the model top at 0.1 hPa
(Dee et al. 2011). The temporal resolution of the
analysis fields is six hours. ERA-Interim uses a four-
dimensional variational (4D-Var) data assimilation
system. The limited spatial and temporal resolution
of the analysis (6 h) and forecast (3 h) fields from
ERA-Interim means that ERA-Interim alone cannot
be used to fully understand the dynamic evolution of
this weather event. Hence, numerical simulations
of this case study are also performed with the OpenIFS
model.
b. OpenIFS
ECMWF maintains and develops the Integrated
Forecast System (IFS), which includes a data assimilation
system, forecast systems for the atmosphere and ocean, as
well as a wave and sea ice model. The IFS is a global,
hydrostatic spectral model that uses semi-implicit semi-
Lagrangian time stepping that enables long time steps
while remaining numerically stable (Staniforth and Côté
1991; Ritchie et al. 1995; Temperton et al. 2001; Hortal
2002). Parameterizations for radiation, microphysics,
turbulence, convection, gravity wave drag, and surface
fluxes are included. The full IFS documentation is avail-
able online (ECMWF 2019). The IFS is used operationally
to produce weather forecasts as well as extended-range
and seasonal predictions. In addition, the IFS is also the
forecast system used to produce the ERA-Interim re-
analysis (Dee et al. 2011).
OpenIFS is a version of the IFS that is available to
academic and research institutions free of charge but
under license for use in research and teaching (Szépszó
and Carver 2018; Szépszó et al. 2019). OpenIFS has
exactly the same dynamics and physical parameteriza-
tions as the atmospheric model of the full version of the
IFS and also includes the same wave model. However,
OpenIFS does not contain the data assimilation system,
sea ice model nor ocean model. OpenIFS version
Cy40r1v1 is used in this study to perform numerical
simulations of Hurricane Debby and its evolution into
extratropical stormMauri. The equivalent version of the
IFS was operational between November 2013 and May
2015. All simulations included here are global simula-
tions initialized from ERA-Interim reanalysis data and
are run with a horizontal spatial resolution of approxi-
mately 16 km (T1279 in spectral space) and with 137
vertical levels. Coarser-resolution simulations, when
compared to ERA-Interim reanalysis data, were found
to not correctly capture the complete evolution of Hur-
ricane Debby/extratropical storm Mauri (not shown).
The simulations were run with a 10-min time step and
model fields were output every hour.
c. 10-m wind speed and gust parameterization
The OpenIFS simulations are used to assess the
physical mechanisms that resulted in the strong winds
over northern Finland. Therefore, a brief overview of
how the full IFS and thus OpenIFS parameterizes the
10-m wind speed and the 10-m wind gust is given here.
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A full description is available in the IFS documentation
(ECMWF 2015).
The method used to compute the 10-m wind in the
operational IFS and thus OpenIFS is designed so that
the resulting wind speeds are as comparable as possible
to 10-m wind speeds measured at SYNOP stations. Of-
ficial SYNOP stations are located in open terrain and
are well exposed to the wind. Therefore, standard
SYNOP observations of 10-m wind are not necessarily
representative of a larger area, for example, the area of a
grid box in a model. A model grid box is likely to be
inhomogeneous and include rougher elements, for ex-
ample forest, which results in a higher aerodynamics
roughness value than for open homogeneous terrain. To
account for this, an exposure correction is applied online
during the model run (i.e., it is part of the OpenIFS
model code) to grid boxes where the roughness length
exceeds 0.03m. This uses wind values at a level (40m
above ground level) that are not strongly affected by the
surface and interpolates these to 10m using an aero-
dynamic roughness length, which is representative of
open terrain with grassland and thus comparable to the
terrain at SYNOP stations. Therefore, it should be noted
that 10-m wind speeds output from OpenIFS may be
higher than reality at some locations but that overall
they should compare well with observations.
Wind gusts are also computed by the OpenIFS code
and the method employed is designed to ensure the
model output is directly comparable to how wind gusts
are observed following the World Meteorological
Organization’s recommendations. InOpenIFS, the wind








where F10 is the 10-mwind speed calculated as described
above, Cugn is an empirically derived parameter and
has a value of 7.71, u* is the friction velocity,Cconv is the
convective mixing parameter and has a value of 0.6, and
U850 and U950 are the wind speeds at 850 and 950hPa,
respectively (ECMWF 2015). The second term on the
right-hand side represents turbulent driven wind gusts
and thus includes the effects of surface friction (through
surface roughness) and boundary layer stability. The
third term represents wind gusts generated by the
downward transport of higher momentum air that can
occur in convective situations (Bechtold and Bidlot
2009), which may be organized downdrafts in a sheared
environment or evaporatively driven downdrafts. This
convective term only becomes active during time steps
and at grid points where the horizontal wind speed in-
creases with height and where the convection scheme is
active. In practice, this term contributes to forecast wind
gusts in frontal systems and in organized mesoscale
convective systems.
The wind gust (Fgust) is computed every time step
during the simulation and its maximum value since the
last postprocessing is written to the output files. Here we
output model variables every hour so the wind gusts we
obtain are the maximum gust to have occurred in the
previous hour. We do not directly output the turbulent
or convective wind gust terms [second and third terms
on the right-hand side of Eq. (1)]. Instead, these two
terms are approximated offline from the hourly out-
puts of the instantaneous eastward and northward
turbulent surface stress components and wind speeds
at 850 and 950 hPa. Since the third term is active only
during deep convection, we include only grid points
where convective precipitation exceeds 1mm per hour
for this term.
d. Observations and additional datasets
IBTrACS (the International Best Track Archive for
Climate Stewardship) best track dataset (Knapp et al.
2010) is used to identify the location of Hurricane
Debby during the tropical phase and extratropical
transition. The data includes longitude and latitude co-
ordinates of the cyclone, theminimum sea level pressure
and the 1-min averaged sustained surface wind speeds.
We also investigated SYNOP observations from
Finnish Meteorological Institute (FMI) from the time
the storm was over Finland (22 September 1982). We
obtained 10-mwind speed observations in total from 130
automated and manual weather stations. In 1982, when
storm Mauri occurred, wind speed observations were
made as 10-min average SYNOP observations every 3h
or every 6 h. Therefore, taking into account the temporal
(and spatial) resolution, the highest wind speeds asso-
ciated with storm Mauri are likely to be missing from
FMI’s observational dataset. No wind gust observations
were made at that time.
Additionally, we obtained several thermal infrared
satellite images from the Advanced Very High Resolu-
tion Radiometer (AVHRR) from the NERC Satellite
Receiving Station, Dundee University, Scotland.
3. Analysis methods
a. Cyclone space phase diagram
Hart (2003) developed an objective methodology that
can be used to visually detect the evolution of the ET
process through a phase diagram. A phase diagram has
2VLT values on the x axis and B values on the y axis,
which represent the thermal wind and storm symme-
try, respectively. ET onset is defined to occur when the
storm symmetry parameter B becomes greater than
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10m denoting that the cyclone changes from symmetric
to asymmetric. Tropical cyclones are warm cored and
thus, the geostrophic wind decreases with height (neg-
ative thermal wind) whereas extratropical cyclones are
cold cored and the geostrophic wind increases with
height (positive thermal wind). Therefore, ET comple-
tion is defined to occur when 2VLT becomes negative
denoting that the cyclone changes to cold cored.
b. Quasigeostrophic omega equation
The quasigeostrophic omega equation is a diagnostic
equation which can be solved for the vertical velocity.
The traditional form of the omega equation partitions
the forcing for vertical motion into a thermal advection
term and a differential vorticity advection term (Holton
and Hakim 2013), which due to the linearity of the
equation can be solved separately. Warm-air advection
and vorticity advection increasing with height are forc-
ings for ascent, whereas cold-air advection and vorticity
advection decreasing with height are forcings for
descent.
Here we solve the following version of the omega









[V  =(z1 f)]1R
p
=2(V  =T) ,
(2)
where s0 is the hydrostatic static stability, taken here to
be the average on each pressure surface, p is pressure,
v is the vertical velocity in pressure coordinates (units
Pa s21), f is the Coriolis parameter, V is the horizontal
wind vector, z is the relative vorticity and T is temper-
ature. In this formulation the full winds and relative
vorticity are used, rather than the geostrophic values
typically applied in the traditional formulation as this
increases the agreement between the diagnosed omega
and the model output omega. The vertical motion di-
agnosed with Eq. (2) was compared to the model output
omega values (Fig. S1 in the online supplemental ma-
terial) and in general a good agreement was found
particularly on synoptic scales. Furthermore, in this
version of the omega equation the contribution of fric-
tion and diabatic heating have been neglected.
OpenIFS model output on evenly spaced pressure
surfaces every 50 hPa at the native model resolution
(T1279) is used as input to Eq. (2). The terms on the
right-hand side are first calculated in grid-point space
and then the equation is solved in spectral space. Due
to the high resolution, the resultant omega fields are
rather noisy when calculated at T1279 resolution.
Therefore, a smoothing is applied when solving the
omega equation such that the Fourier coefficient
associated with wavenumbers larger than T255 are
set to zero. This effectively smooths the output from
the omega equation to T255 resolution, approximately
80 km.
Sutcliffe’s development theorem (Sutcliffe 1947) links














Assuming the standard boundary condition thatv5 0 at
the surface, Eq. (3) shows that if there is ascent in the
low-to-mid troposphere, ›v/›p . 0, and thus this will
cause an increase in low-level relative vorticity. Ascent
therefore leads to the intensification of a surface cy-
clone, and therefore when vertical motions due to dif-
ferent forcings are diagnosed from the omega equation,
we can subsequently infer how the surface cyclone will
develop.
4. Synoptic overview
In this section, we provide a brief synoptic overview of
Debby and other relevant synoptic-scale features in the
North Atlantic based on ERA-Interim reanalysis. An
animation of the 850-hPa relative vorticity with 6-hourly
time steps is included in the supplemental material to
show that a coherent low-level positive vorticity anom-
aly can be tracked from Hurricane Debby across the
Atlantic and finally to northern Finland. Four distinct
stages of the evolution of the hurricane and the extra-
tropical windstorm are considered here: 1) Hurricane
Debby, 2) extratropical transition, 3) reintensification
over the United Kingdom, and 4) storm Mauri in
northern Finland.
a. Hurricane Debby
Debby was a category 4 hurricane, with maximum
sustained winds of 58m s21, that formed from a trop-
ical depression north of the Dominican Republic on
13 September 1982 (Clark 1983). It developed into a
tropical storm at 1200 UTC 14 September and was
upgraded to a hurricane 12 h later at 0000 UTC
15 September while moving north from the Bahamas
(Clark 1983). Between 15 and 17 September, Debby
took a more northeastward course both in the IBTrACS
best track data and minimum central pressure track
of ERA-Interim, which we produced manually by fol-
lowing the minimum mean sea level pressure center
associated with Debby (Fig. 1a). The hurricane deep-
ened rapidly, which was captured only in IBTrACS
(Fig. 1b); reanalysis datasets, like ERA-Interim, are
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known to often underestimate hurricane intensity
(Schenkel andHart 2012; Hodges et al. 2017). The phase
diagram, created based on ERA-Interim data, shows
that Debby had a warm core (2VLT . 0) and symmetric
structure (B , 10m) as typical for a tropical system
(Fig. 2).
At 1200 UTC 16 September, Debby was located at
328N, 658W and the symmetrical vortex of the hurricane
was visible in the 850-hPa relative vorticity andmean sea
level pressure (MSLP) fields (Fig. 3a). At that time,
there was a small, additional 850-hPa relative vortic-
ity maximum evident at 478N, 738W that was in the
FIG. 1. (a) IBTrACS best track for Hurricane Debby (black) and ERA-Interim manual
minimum sea level pressure track (orange). Dots are plotted every 6 h and the labeled numbers
are days of September 1982 at 0000 UTC. The inset figure shows maximum 10-m wind gusts
between 21 and 24 Sep 1982 fromERA-Interim (colors, m s21). Borders of Finland are colored
red. (b) Time series of minimummean sea level pressure for Hurricane Debby from IBTrACS
best track (black) and ERA-Interim (orange).
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left-hand exit region of a jet streak, an ideal location for
further development. Debby potentially enhanced the
development of this feature by advecting warm and
moist air poleward, although the favorable location
relative to the jet streak likely contributed to the cy-
clone development. The jet streak over North America
reached wind speeds of 50m s21 at 300 hPa and another
jet streak with wind speeds exceeding 60m s21 at
300 hPa extended from the central North Atlantic to
northern Europe. Twelve hours later, at 0000 UTC
17 September, Debby moved northward and a surface
low (hereinafter referred to as ‘‘ETC1’’) became evi-
dent north of Debby at 508N, 728W (Fig. 3b). ETC1
traveled east and at 1200 UTC 17 September it had
reached Newfoundland (Fig. 3c).
b. Extratropical transition
Based on the phase diagram, ET onset occurred at
1800 UTC 17 September as Debby became asymmetric
i.e., theB value exceeded 10m (Fig. 2). Debby reached a
minimum surface pressure of 950hPa at 0000 UTC
18 September (Fig. 1b) while located at 378N, 628W
(Figs. 1a and 3d). The 850-hPa relative vorticity maxi-
mum related to ETC1 had increased and spatially ex-
tended, while another closed low center formed between
Greenland and Iceland at 658N, 358W with a minimum
MSLP of 1000hPa (hereinafter referred to as ‘‘ETC2’’).
At 1200 UTC 18 September, Debby still had a rather
symmetrical vortex noted from the 850-hPa relative
vorticity and MSLP patterns (Fig. 4a). ETC1 traveled
east over the Atlantic while ETC2 remained stationary.
There was a jet streak that had wind speeds exceed-
ing 60m s21 at 300 hPa over northern Europe and a
weaker jet of 40m s21 at 300 hPa over the northeastern
Atlantic.
Debby moved slowly toward the north and east, and
by 0000 UTC 19 September it had reached Newfound-
land (Figs. 1a and 4b). At 0600 UTC 19 September, the
phase diagram shows Debby becoming cold cored
(2VLT turning negative) indicating the ET completion
and a transformation of Hurricane Debby to an extra-
tropical cyclone, now referred to as ‘‘ex-Debby’’ (Fig. 2).
The shape of MSLP and 850-hPa relative vorticity near
the center of the storm started to spread zonally
(Figs. 4c,d). ETC2 moved east toward Iceland and at
1200 UTC 19 September it had intensified with the
minimumMSLP of 996hPa while ETC1, also deepening
to a minimum of 998 hPa, rapidly traveled eastward
across the Atlantic (Fig. 4c). ETC1 was located at the
left exit of the intensifying jet, now exceeding 60m s21
at 300 hPa.
At 1200 UTC 19 September, ex-Debby came under
the influence of the midlatitude westerlies and moved
rapidly across the Atlantic; between 1200 UTC
19 September (Fig. 4c) and 0000 UTC 21 September
(Fig. 4f) ex-Debby traveled almost 2700km in 36h.
FIG. 2. Phase diagram of Hurricane Debby based on ERA-Interim. Dots are plotted every
6 h and the labeled numbers above the dots are days of September 1982 at 0000 UTC (starting
with letter ‘‘A’’ at 1200 UTC 14 Sep and ending with letter ‘‘Z’’ at 1800 UTC 23 Sep). The dot
colors indicate mean sea level pressure of the cyclone.
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By 1200 UTC 20 September, when located at 508N,
258W (Fig. 4e), ex-Debby had a much larger zonal than
meridional extent, values of 850-hPa relative vorticity
reaching 33 1024 s21 and a minimumMSLP of 994hPa.
Farther east and north of ex-Debby, between Iceland
and the United Kingdom, ETC1 merged with ETC2,
leading to the development of a large intense low pres-
sure system with 984-hPa minimum pressure.
c. Reintensification over the United Kingdom
At 0000 UTC 21 September, the 850-hPa positive
vorticity anomaly associated with ex-Debby had a co-
herent structure (Fig. 4f) but 12 h later, the vorticity
anomaly magnitude had decreased (Fig. 5a). Between
those 12 h, 0000–1200 UTC 21 September, ex-Debby
traveled from southwestern Ireland (508N, 108W,
Fig. 4f) across the southern United Kingdom to the
North Sea (558N, 58E, Fig. 5a). The MSLP pattern
resembled a frontal trough rather than a closed low
(Figs. 4f and 5a), which is also detected in the satel-
lite image valid at 0422 UTC 21 September (Fig. 6);
there was a frontal wave visible over the central
United Kingdom alongside the cold front of the mature
extratropical cyclone.
To the north of ex-Debby, the large low pressure
system (mergedETC1 andETC2) continued to intensify
over the Norwegian Sea reaching a minimum MSLP
of 968 hPa (Fig. 5a). The 850-hPa relative vorticity
indicated a strong bent-backwarm front to the north and
east of the low pressure center and a cold front to the
south. Such a frontal structure resembles the T-bone
structure of the Shapiro–Keyser cyclone model (Shapiro
and Keyser 1990). The occurrence of the mature extra-
tropical cyclone is confirmed from the satellite image
(Fig. 6) with a pronounced hook cloud and dry intrusion
wrapping around the center of the cyclone.
At 1200 UTC 21 September, ex-Debby was situated
beneath the right-hand side of jet entrance region, which
likewise the left-hand side exit region is a favorable area
for further cyclone development (Fig. 5a). At that time,
the asymmetric and cold core structure of ex-Debby
started to change as the high B values began to decrease
and highly negative 2VLT values began to increase to-
ward zero (Fig. 2). The surface pressure of ex-Debby
FIG. 3. 850-hPa relative vorticity (colors, s21), 300-hPa wind speed (red contours at 40, 50, and 60m s21), and
mean sea level pressure (black contours at 4-hPa interval) from ERA-Interim at (a) 1200 UTC 16 Sep,
(b) 0000 UTC 17 Sep, (c) 1200 UTC 17 Sep, and (d) 0000 UTC 18 Sep.
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started to rapidly deepen (Fig. 1b) and 12h later, at
0000 UTC 22 September, the 850-hPa positive vorticity
anomaly of ex-Debby had reintensified (Fig. 5b).
d. Storm Mauri in northern Finland
At 0000 UTC 22 September, there were two closed
low pressure centers evident and three separate lo-
calized 850-hPa relative vorticity maxima (Fig. 5b).
The relative vorticity maximum associated with ex-
Debby was in southern Sweden at 618N, 158E and did
not have a closed low pressure contour. The second
relative vorticity maximum was located over the
Norwegian Sea, related to the occlusion, and had a
972 hPa minimum pressure. The third relative vorticity
maximum was north of 708N, had a minimumMSLP of
976 hPa, and was related to the warm front extending
toward the east in the Barents Sea. Twelve hours later
at 1200 UTC, the low pressure center and vorticity
maximum associated with ex-Debby had strengthened
and moved northward (Fig. 5c). Two other vorticity
FIG. 4. 850-hPa relative vorticity (colors, s21), 300-hPa wind speed (red contours at 40, 50, and 60m s21), and
mean sea level pressure (black contours at 4-hPa interval) from ERA-Interim at (a) 1200 UTC 18 Sep, (b) 0000 UTC
19 Sep, (c) 1200 UTC 19 Sep, (d) 0000 UTC 20 Sep, (e) 1200 UTC 20 Sep, and (f) 0000 UTC 21 Sep.
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centers, one in the Norwegian Sea and one in the
Barents Sea, remained at this time but only the Barents
Sea vorticity maximum was associated with a closed
pressure contour (Fig. 5c). The low related to the re-
mains of the warm front had moved farther north. The
low center associated with ex-Debby, now located in
northern Sweden at 688N, 218E, was clearly the more
intense of the two with minimum pressure of 965 hPa.
The region of 850-hPa relative vorticity maximum was
widely spread and exceeded 3 3 1024 s21. This strong
low center moved over northern Finland and was
named storm Mauri. The maximum 10-m wind gusts
attained in ERA-Interim during storm Mauri were up
to 26m s21 and there was a large area over Finland
where the gusts exceeded 20m s21 (enlarged box in
Fig. 1a). The phase diagram shows that ex-Debby/storm
Mauri became warm cored at 1800 UTC 22 September
and regained symmetric structure at 0000 UTC
23 September (Fig. 2). This change in the structure was
due to the warm air seclusion, a feature typically ob-
served in fully developed T-bone structure cyclones,
which trapped the warm air in the center of the cy-
clone. The occluded phase of stormMauri is evident in
Figs. 5c and 5d and in the animation included in the
supplemental material.
5. Meso- and synoptic-scale dynamic evolution
a. Overview and verification of OpenIFS simulations
We used OpenIFS to simulate the meso- and synoptic-
scale dynamic evolution of ex-Debby and storm Mauri.
Three simulations with different initialization dates were
conducted. The first simulation was initialized at
0000UTC 17 September and produces a cyclone track of
Hurricane Debby that is in reasonable agreement with
ERA-Interim for the first two days (Fig. 7). During those
48h OpenIFS simulated Debby, still as a hurricane, to
move northeast roughly parallel to the east coast of
North America. After two days of simulation, errors
develop in theOpenIFS forecast initializedon17September
and ex-Debby is simulated to track farther south than
in ERA-Interim. During 19 and 20 September, the
minimum MSLP simulated is 3–15 hPa higher than in
ERA-Interim. Therefore, the forecast from 17 September
is only used to investigate how Debby modified the
midlatitude flow in section 5b.
FIG. 5. 850-hPa relative vorticity (colors, s21), 300-hPa wind speed (red contours at 40, 50, and 60m s21), and
mean sea level pressure (black contours at 4-hPa interval) from ERA-Interim at (a) 1200 UTC 21 Sep,
(b) 0000 UTC 22 Sep, (c) 1200 UTC 22 Sep, and (d) 0000 UTC 23 Sep.
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The second simulation was initialized at 0000 UTC
19 September; the track of ex-Debby in this OpenIFS
forecast compareswell against ERA-Interim for two days
(19 and 20 September) during which time the cyclone
traveled from Newfoundland across the Atlantic to the
south of Ireland (Fig. 7). However, on 21 September
when ex-Debby traveled over the south of the United
Kingdom and reintensified, large differences appear be-
tween the OpenIFS forecast and ERA-Interim. The
OpenIFS simulated track of ex-Debby is farther south
than in ERA-Interim and the simulated minimumMSLP
increases during 21 September demonstrating that the
OpenIFS forecast initialized on 19 September cannot
correctly capture the reintensification that took place
over the United Kingdom. Hence, the forecast from
19 September is only used to analyze the large-scale flow
and dynamical evolution and structure of ex-Debby as it
traveled across the Atlantic in section 5c.
The third simulation was initialized at 0000 UTC
21 September. Both the simulated track location and in-
tensity agree well with ERA-Interim during 21 and
22 September (Fig. 7). Therefore, the forecast from
21 September is used to investigate the reintensification
of ex-Debby over the United Kingdom (section 5d) and
the high winds over Finland (section 5e). Since in the
OpenIFS forecast initialized on 19 September ex-Debby
decayed anddid not reintensify over theUnitedKingdom,
we compared that to the forecast initialized on
21 September to attempt to identify the reasons for the
redevelopment. In addition, as there was no ex-Debby
over northern Finland in the forecast initialized on
19 September, we qualitatively estimate the role that ex-
Debby played in leading to the strong winds and to the
occurrence of storm Mauri by comparing the winds sim-
ulated in the forecast initialized on 19 September to those
in the forecast initialized on 21 September (section 5f).
b. Did Debby modulate the downstream
upper-level flow?
Debby did not begin the process of ET until 1800UTC
17 September but had already started to impact the
evolution of the midlatitude flow before this time. As
noted in section 4a, Debby may have affected the mid-
latitude flow on 16 September by enhancing the devel-
opment of ETC1. Later on Debby started to directly
impact the midlatitude flow. At 0600 UTC 18 Septem-
ber, 12 h after the transition process began, Debby was
located at 418N, 608W (Figs. 7a and 8a). The upper-level
waveguide, indicated by the 2 potential vorticity unit
(2 PVU) contour (1 PVU5 1.03 1026m2 s21Kkg21) in
Fig. 8a, was already somewhat amplified at this time. A
trough, visible in the 200-hPa PV, was located upstream
of Debby, a pronounced ridge was present to the north
and downstream of Debby and ETC1 was at 518N, 508W
collocated with a 200-hPa jet streak that had amaximum
speed of 69ms21 (Fig. 8a). In addition, at 0600 UTC
18 September strong divergent (irrotational) winds at
200 hPawere associated withDebby. Directly above and
slightly west of Debby’s center, upper-level divergent
winds, which were likely a result of the outflow from
Hurricane Debby, were directed toward the west that
may have impeded the eastward progression of the up-
stream trough. Strong divergent winds were also present
to the north of Debby, over Newfoundland, and were
almost perpendicular to the PV gradient at 200hPa. The
divergent winds were directed from a region of low-PV
air at 200 hPa, which most likely arose due to diabatic
heating in the low-to-mid troposphere, to an area of high
FIG. 6. Thermal infrared satellite image obtained from the
Advanced Very High Resolution Radiometer (AVHRR) at
0422 UTC 21 Sep 1982. Copyright NERC Satellite Receiving
Station, Dundee University, Scotland.
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PV. Therefore, the upper-level divergent winds resulted
in negative PV advection at upper levels.
At 1800UTC 18 September, strong 200-hPa divergent
winds remained collocated with the PV gradient, and
the upper-level ridge to the north of Debby had
amplified slightly (Fig. 8b). Furthermore, at 1800 UTC
18 September the jet streak had strengthened slightly
and now had a maximum speed of 76m s21. The jet
likely accelerated due to the influx of low-PV air on the
equatorward side of the jet, which would act to steepen
the tropopause and consequently accelerate the jet
stream. This sequence of events, namely weak ridge
FIG. 7. (a) Manual 850-hPa maximum vorticity tracks from ERA-Interim (black) and
OpenIFS simulations initialized on 17 Sep (orange), 19 Sep (green), and 21 Sep (blue). Dots are
plotted every 6 h for ERA-Interim and every hour for the OpenIFS forecasts. The labeled
numbers above the enlarged dots are days of September 1982 at 0000 UTC, in addition
1200 UTC 21 Sep is labeled. Borders of Finland are colored red. (b) Time series of minimum
mean sea level pressure for ERA-Interim (black) and OpenIFS simulations initialized on 17
Sep (orange), 19 Sep (green), and 21 Sep (blue).
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building and jet streak acceleration, is similar to that
observed during the transition of Typhoon Jangmi in
2008 (Grams et al. 2013). It is notable that the minimum
MSLP of Debby did not decrease between 0600 and
1800 UTC 18 September despite the presence of an
upper-level trough immediately to the west. Previous
studies (e.g., Riboldi et al. 2019) have shown that re-
intensification of tropical cyclones can be very sensitive
to the exact location and propagation speed of the
trough axis. Thus, a small shift in the position of Debby,
or the upper-level trough, could have easily resulted in a
very different evolution of ex-Debby.
c. Why was ex-Debby able to travel across the
North Atlantic?
Ex-Debby moved rapidly across the North Atlantic
between 19 and 21 September 1982 in ERA-Interim and
in the OpenIFS forecast initialized on 19 September
(Fig. 7a) but did not intensify during this time (Fig. 7b).
At 0000 UTC 19 September, Debby was located east of
Newfoundland but during the next 48h ex-Debby trav-
eled almost 3200km and by 0000 UTC 21 September was
located south of Ireland. In this section, we address the
cause of this rapid propagation and the cause for the lack
of any intensification.
Ex-Debby had completed ET by 0600 UTC
19 September and was located at 46.58N, 52.58W, just east
of Newfoundland (Fig. 9a). At this time, ex-Debby was
positioned under a large-scale upper-level ridge with a
trough to the west and another trough to the north-
east. The trough to the west, which was associated
with potential temperature values of ;300K on the
dynamic tropopause (Fig. 9a), was too far west rela-
tive to ex-Debby to provide notable upper-level
forcing (this point is further discussed below). This
explains the lack of intensification of ex-Debby at this
point in time. The second trough, which was located to
the east of Greenland at 0600 UTC 19 September, was
also at this time unable to interact directly with ex-
Debby. This second trough was intense, had closed
contours of low (,290K) potential temperature on
the dynamic tropopause at its base (60.88N, 398W,
Fig. 9a), and was collocated with a surface low pres-
sure center (ETC2).
Twelve hours later, at 1800 UTC 19 September, ex-
Debby had tracked eastward and slightly northward
and was now located at 49.58N, 44.88W whereas the
downstream trough had moved east and south (the base
of the trough was now located at 58.08N, 26.28W)
(Fig. 9b). Consequently, ex-Debby was still located un-
der an upper-level ridge and lacked any interaction with
this downstream trough. However, as the upper-level
downstream trough approached the jet from the north-
ern side it resulted in a further accelerate the jet: at
0600 UTC the maximum 200-hPa wind speed in this
jet core was 64.3m s21 whereas 12 h later it was
70.1m s21. This upper-level trough proves critical for
the reintensification of ex-Debby over the United
Kingdom, discussed below in section 5d.
At 0000 UTC 20 September, ex-Debby was located at
508N, 408W (Fig. 10a) and remained under the upper-
level ridge (Fig. 10e). The minimumMSLP of ex-Debby
had not changed over the preceding 24 h yet the PV
anomaly and cyclonic circulation associated with ex-
Debby remained (Fig. 10a). One physical reason that
explains how a PV anomaly of a transitioned tropical
cyclone can remain and subsequently redevelop in a
baroclinic zone is a diabatic Rossby wave (DRW, e.g.,
Moore and Montgomery 2004, 2005). Using the criteria
of DRW characteristics developed by Boettcher and
FIG. 8. OpenIFS simulation initialized on 17 Sep valid at
(a) 0600 UTC 18 Sep, and (b) 1800 UTC 18 Sep. 200-hPa potential
vorticity (colors, 2 PVU contour also in dark blue), 200-hPa di-
vergent wind (vectors), 200-hPa wind speed (orange contours
starting at 40m s21 with 10m s21 interval), and mean sea level
pressure (black contours at 4-hPa interval).
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Wernli (2013) (and discussed in section 1), we now test
our hypothesis that ex-Debby propagated rapidly across
the Atlantic as a DRW.
The first requirement for a DRW is that the MSLP
minima is enclosed by a closed MSLP contour. This
requirement is clearlymet by ex-Debby at both 0000 and
1200 UTC 20 September (Figs. 10a,b). The second re-
quirement is that there must be a positive 850-hPa PV
anomaly close to the MSLP minimum. Ex-Debby again
meets this criterion as there is a strong positive 850-hPa
PV anomaly at both 0000 and 1200 UTC 20 September
(Figs. 10a,b), which at 0000 UTC exceeded 5 PVU near
the center of the cyclone (Fig. 10a). Vertical cross sec-
tions of PV at 0000 UTC 20 September further confirm
the presence of a low-level PV anomaly with maximum
PV values exceeding 5 PVU between 900 and 700 hPa
(Fig. 11). These cross sections also show that ex-Debby
still had a vertically coherent PV tower structure re-
maining from the ET process and consequently the PV
anomaly was deeper than typically found in DRWs.
The third requirement is that there must be substantial
low-level baroclinicity.At 0000UTC20 September, there
was a strong horizontal potential temperature gradient
(and equivalent potential temperature gradient—not
shown) downstream of ex-Debby (Fig. 10c). In the cli-
matological study by Boettcher and Wernli (2013),
the specific criteria for low-level baroclinicity is that
the difference between the 10th and 90th percentile
of 950-hPa potential temperature difference evaluated
over a box downstream of the cyclone center must ex-
ceed 5K. This box starts 1.28E of the MSLP minima and
extends a further 3.68E and extends 1.88S and 4.88N
of the cyclone center. However, in case studies values
much higher than 5K can occur. For example, a DRW
event from December 2005 had baroclinicity values
exceeding 14K (Boettcher and Wernli 2011). The same
method for estimating baroclinicity as used byBoettcher
andWernli (2011) and Boettcher andWernli (2013) was
applied to the OpenIFS output. At 0000 (1200) UTC
20 September a value of 15.5K (12.3K) was found that
exceeds the threshold and confirms that the requirement
of a strong baroclinic zone is also met.
The fourth requirement of Boettcher and Wernli
(2013) is that the cyclone must travel more than 250km
within 6 h to meet the requirement of fast propagation.
Between 0000 and 0600 UTC 20 September ex-Debby
traveled 480 km and between 0600 and 1200 UTC
20 September ex-Debby traveled another 510km
(Fig. 7a). Hence, ex-Debby fulfills the fast propagation
speed criterion. Ex-Debby also had sufficient moisture
(the fifth requirement); 850-hPa relative humidity
around the cyclone center exceeded 90% at both 0000
and 1200 UTC 20 September (Figs. 10c,d). In addition,
at both 0000 and 1200 UTC 20 September, diabatic
heating due to microphysics and convection averaged
over the 900–700-hPa layer exceed 1Kh21 immediately
downstream of ex-Debby (Figs. 10e,f). Thus, based on
the first five criteria, ex-Debby qualifies as a DRW at
both 0000 and 1200 UTC 20 September and certainly at
low-level has strong similarities with DRWs.
The final requirement of a DRW is that there is very
weak upper-level forcing. Vertical cross sections in-
dicate that there were strong, large-scale troughs
(positive PV anomalies descending from the strato-
sphere) both to the northwest (Fig. 11a) and northeast
(Fig. 11b) of ex-Debby but that neither of these
FIG. 9. OpenIFS simulation initialized on 19 Sep valid at (a) 0600 UTC 19 Sep, and (b) 1800 UTC 19 Sep.
Potential temperature on the dynamic tropopause (PV5 2 PVU; colors, K), 200-hPa wind speed (orange contours
starting at 40m s21 with 10m s21 interval), and mean sea level pressure (black contours at 4-hPa interval).
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features connected directly to the low-level PV
anomaly. In contrast, Fig. 10e indicates that although
ex-Debby was situated beneath a large-scale ridge,
there was a localized region to the south where the
250-hPa PV exceeded 2 PVU. This small-scale feature
is also evident in vertical cross sections (Fig. 11a, top-
right of the panel, Fig. 11b, top-left of the panel) and is
relatively close to the low-level PV anomaly of ex-
Debby. For the weak upper-level forcing criterion to be
met Boettcher andWernli (2013) require that the mean
FIG. 10. OpenIFS simulation initialized on 19 Sep valid at (left) 0000 UTC 20 Sep and (right) 1200 UTC 20 Sep:
(a),(b) 850-hPa potential vorticity (colors, PVU), and mean sea level pressure (black contours at 4-hPa interval).
(c),(d) 850-hPa relative humidity (colors, %), 950-hPa potential temperature (red contours at 2-K interval), and
mean sea level pressure (black contours at 4-hPa interval). (e),(f) 250-hPa potential vorticity (colors, 2 PVU
contour also in dark blue), diabatic heating (sum of temperature tendencies from the microphysics and convection
schemes) averaged over 900–700-hPa (orange contour at 0.2 K h21, red contour at 1.0 K h21), and mean sea level
pressure (black contours at 4-hPa interval). Dashed lines in (a),(e) mark the locations of vertical cross sections
shown in Fig. 11.
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250-hPa PV in a box that extends 4.88E and 4.88W, 3.68S
and 3.08N of the cyclone center must be less than
1 PVU. Ex-Debby as simulated by OpenIFS meets this
requirement between 1200 UTC 19 September and
1200 UTC 20 September but the averaged values of
250-hPa PV are close to the threshold and range from 0.89
to 0.97 PVU. Boettcher and Wernli (2013) also require
that the averaged upper-level-induced quasigeostrophic
ascent at 700hPa in the same box as the PV was averaged
over must be smaller than 0.5 3 1022ms21. This di-
agnostic is not calculated from the OpenIFS simulation
but in ERA-Interim, the upper-level-induced quasigeo-
strophic ascent at 700hPa was less than 0.153 1022ms21
between 1200 UTC 19 September and 1200 UTC
20 September (Maxi Boettcher, personal communication).
However, the area-averaged 250-hPa PV in ERA-Interim
had slightly larger values (0.89 to 1.17 PVU, Maxi
Boettcher, personal communication) than in the OpenIFS
simulation and was less than 1 PVU only at 1800 UTC
19 September. Ex-Debby therefore did not convincingly
meet the requirements of very weak upper-level forc-
ing for a prolonged period of time. Thus, ex-Debby was
not a classical DRW as there was some (albeit weak)
upper-level forcing and also because the PV tower was
deeper than observed in other DRW cases (e.g., Wernli
et al. 2002; Moore et al. 2008; Boettcher and Wernli
2011). Therefore, we conclude that ex-Debby traveled
rapidly across the North Atlantic as a DRW-like fea-
ture between 1200 UTC 19 September and 1200 UTC
20 September.
d. Why did ex-Debby reintensify over the
United Kingdom?
ERA-Interim reanalysis showed that ex-Debby rap-
idly reintensified on 21 and 22 September as it moved
over the south of the United Kingdom and toward
Finland. To investigate the reasons for ex-Debby’s re-
intensification over the southern United Kingdom, we
analyze the model output from the OpenIFS simulation
initialized on 21 September. This forecast was able to
capture the track of ex-Debby and the rapid decrease in
MSLP on 21 and 22 September (Fig. 7).
At 0300 UTC 21 September, ex-Debby was located
south of Ireland, had aMSLPminimum of 990hPa and a
strong 850-hPa PV anomaly which exceeded 5 PVU
(enlarged box in Fig. 12b). This low-level PV anomaly
was small in scale but a coherent feature that was likely
present in this location as a result of ex-Debby traveling
across the Atlantic as a DRW-like feature. The low-
level PV anomaly could constantly regenerate itself due
to diabatic processes. The continued presence of the
low-level positive PV anomaly is also indicative of dia-
batic heating in the layer above 850 hPa. At upper levels,
there was a pronounced trough, which is identified from
the 2-PVU contour on the 315-K isentropic surface
(Fig. 12b). This is the same feature that was first identified
to the east of Greenland at 0600 UTC 19 September
but did not interact with ex-Debby at that time (Fig. 9a).
Between 1800 UTC 19 September (Fig. 9b) and
1200 UTC 20 September (Fig. 10f), this trough moved
southeast while ex-Debby moved northeast. Ex-
Debby propagated eastward faster than the upper-
level trough and, hence, at 0300 UTC 21 September,
the surface PV anomaly of ex-Debby was located
ahead (east) of the trough (Fig. 12b). Thus, at 0300
UTC 21 September this upper-level trough could in-
teract with, and intensify, the low-level anomaly.
The trough, and associated upper-level positive PV
anomaly, can also be inferred from the satellite image
(Fig. 6), which shows relatively clear skies over Northern
Ireland and to the north.
Figure 12e shows that at 0300 UTC 21 September, in
the OpenIFS simulation initialized on 21 September,
FIG. 11. Potential vorticity (colors, PVU) cross sections for the
OpenIFS simulation initialized on 19 Sep valid at 0000UTC 20 Sep:
(a) (558N, 608W)–(488N, 308W), (b) (478N, 478W)–(628N, 158W).
Black contours are potential temperature at 3.25-K interval.
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FIG. 12. OpenIFS simulations valid at 0300UTC 21 Sep 1982, initialized on (left) 19 Sep, (middle) 21 Sep, and (right) the difference field
21 Sep minus 19 Sep: (a),(b) 850-hPa (colors, PVU) and 315-K (red contour at 2 PVU) potential vorticity, and mean sea level pressure
(gray contours at 4-hPa interval). (c) 315-K potential vorticity at 2 PVU with 19 Sep (green contour) and 21 Sep (blue contour) simu-
lations, and difference of 21 Sep–19 Sep (colors, PVU). (d),(e) 500-hPa quasigeostrophic omega due to vorticity advection (colors, Pa s21)
andmean sea level pressure (black contours at 4-hPa interval). (f) Difference of 21 Sep–19 Sep of 500-hPa quasigeostrophic omega due to
vorticity advection (colors, Pa s21). (g),(h) 850-hPa quasigeostrophic omega due to thermal advection (colors, Pa s21) and mean sea level
pressure (black contours at 4-hPa interval). (i) Difference of 21 Sep–19 Sep of 850-hPa quasigeostrophic omega due to thermal advection
(colors, Pa s21).
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there was ascent due to vorticity advection at 500 hPa
over Ireland and to the north and east of ex-Debby that
had values of20.5Pa s21 (approximately 5 cm s21). This
suggests that relative vorticity will increase below this
level in the area just north of ex-Debby [e.g., Eq. (3)].
The vertical velocity at 850 hPa due to thermal advection
(Fig. 12h) shows there was strong ascent (21.5Pa s21,
approximately 15 cms21) collocated and slightly down-
stream of ex-Debby that would also promote the in-
tensification of the low-level cyclonic vorticity. This
ascent at 850hPa was east of the ascent at 500hPa
indicating a westward tilt with height. Finally, it should be
noted that the low-level PV anomaly of ex-Debby was
located in the right-hand side of the jet entrance (not
shown). Thus, the rapid reintensification of ex-Debby
over the United Kingdom occurred as the large-scale
environment was favorable, with both warm-air and cy-
clonic vorticity advection present, and because the low-
level and upper-level PV anomalies had now become
constructively aligned, that is, the surface PV anomaly of
ex-Debby was ahead of the upper-level trough, which
enabled enhanced development.
To further elucidate the reasons why ex-Debby rein-
tensified, the forecast initialized on 19 September, which
did not show any reintensification (Fig. 7), is compared
to the forecast from 21 September. Hence, by examining
the differences between these two forecasts we can
further clarify which factors likely led to the re-
intensification of ex-Debby.
When the left-hand column of Fig. 12 is compared to
the middle column, no major differences are evident
yet a number of small differences are present (difference
fields are shown in the right-hand column). First, the
850-hPa PV anomaly in the forecast initialized on
19 September was weaker, less coherent, and located
farther south and west than in the forecast initialized on
21 September. The 850-hPa PV values were more than
2PVUhigher in the simulation initialized on 21September
compared to the simulation initialized on 19 September
(enlarged boxes in Figs. 12a and 12b). This difference
suggests that more diabatic heating occurred at midlevels
in the forecast initialized on 21 September, which sub-
sequently increased the PV values below. The differences
in the location, and also the strength, of the low-level PV
anomaly may also result from earlier errors in the forecast
when ex-Debby was simulated to travel rapidly across
the Atlantic as a DRW-like feature.
The second notable difference between the two
forecasts is the location of the low-level PV anomaly
relative to the upper-level PV anomaly. There was a
coherent positive PV anomaly on the 315-K isentrope
directly above the surface anomaly in the forecast ini-
tialized on 19 September. This feature is evident as a
dipole in the vertical motion due to vorticity advection
(Fig. 12d). This suggests that the forecast initialized on
19 September did not predict rapid intensification of
ex-Debby as the upper-level and low-level PV
anomalies were already vertically stacked and thus
unable to mutually enhance one another. Differences
in location of the upper-level anomaly are confirmed
when the red contours in Figs. 12a and 12b are con-
sidered that show that on synoptic scales the upper-
level PV anomaly (associated with the trough that
originated near Greenland) was farther west in the
forecast initialized on 21 September compared to the
forecast initialized on 19 September (Fig. 12c). This
westward shift in the upper-level PV anomaly in the
forecast from 21 September compared to the forecast
initialized on 19 September, combined with an east-
ward shift in the lower-level PV anomaly, confirms
that the vertical phasing differed between the two
forecasts.
The third difference between the two forecasts is that
the area of vertical motion due to thermal advection
to the south of Ireland was shifted northeast in the
simulation initialized on 21 September compared to
19 September (Figs. 12g–i). This displacement is di-
rectly related to the difference in the position of the
surface low. However, the ascent due to thermal ad-
vection was stronger in the forecast from 21 September
than from 19 September.
These differences discussed so far were valid at
0300 UTC 21 September, the time at which the two
forecasts started to diverge. Additional times between
0600 and 1200 UTC were also considered. The ascent
due to vorticity advection was further southwest and
closer to ex-Debby particularly at 0600 and 0900 UTC in
the forecast from 21 September (Fig. S2). This indicates
that the more favorable phasing evident at 0300 UTC in
the forecast from 21 September continued to exist at
later times. The vertical velocity due to thermal advec-
tion is stronger at 0600, 0900, and 1200 UTC in the
forecast from 21 September compared to the fore-
cast from 19 September (Fig. S3). Furthermore, by
1200 UTC 21 September the vertical velocities due to
thermal advection have started to weaken in the forecast
from 19 September (Fig. S3), which demonstrates that
ex-Debby weakens in this forecast due to limited cou-
pling with upper levels.
e. What were the reasons for the strong winds over
northern Finland?
On 22 September 1982, when storm Mauri traveled
across northern Finland, the strongest observed 10-min
average 10-m wind speeds were 23m s21, which were
recorded by three weather stations located over
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land in central and northern parts of Finland (Fig. 13).
Nine stations in total, situated on the west coast and
northern areas of Finland, observed wind speeds of
20m s21 or more. The OpenIFS simulation initialized
on 21 September shows that on 22 September the
simulated 10-m wind speeds were the strongest over
the Bay of Bothnia with a maximum of 22m s21 and
maximum values over land were up to 14m s21
(Figs. 13b and 14c). There is a strong gradient in the
simulated 10-m wind speeds across the coastline that
is due to changes in surface roughness; in OpenIFS the
surface aerodynamic roughness over sea depends on
wave parameters and is typically of order 1 3 1024m
whereas over land the 10-m wind speed is calculated
using a surface roughness of 0.03m (see section 2c).
The high winds simulated over the northern part of
the Bay of Bothnia and nearby inland areas were
collocated with a strong large-scale pressure gradient
(Fig. 15b). When the simulated 10-m winds from the
forecast initialized on 21 September are compared to
the SYNOP observations from FMI (Fig. 13b), it is
apparent that OpenIFS underestimates the wind
speeds. The largest underestimation is over northern
Finland where observed winds are 16–24m s21 but the
model simulated values are only 10–12m s21. The
large underestimation of wind speeds in OpenIFS
occurs mainly over land. Coastal locations and points
near Lake Inari in the far northeast of Finland have
better agreement between the observations and
modeled values. Moreover, the regions of strongest
modeled winds (dark brown areas in Fig. 13b) corre-
spond well to the locations of the strongest observed
winds. Hence, we can conclude that while at least over
land areas the model forecast underestimates the
magnitude of the wind speed it can correctly predict
the location of the strongest winds.
In Finland, the volume of forest damage follows
approximately a power relation as a function of wind
gust speed with a power of ;10 (Valta et al. 2019).
Considering European scales, it has been shown that
wind gusts that exceed 35ms21 cause the largest dam-
ages (e.g., Gardiner et al. 2013). Therefore, wind gusts
are considered here in addition to the sustained wind
speeds as it is likely that wind gusts were responsible for
most of the damage. The 10-m wind gust, from the
OpenIFS forecast initialized on 21 September, shows
extremely high values reaching up to 31m s21 over the
Bay of Bothnia at 1200 UTC and also a considerable
area over northern Finland where values exceed
24ms21 (Fig. 14a). The physical reasons for the cause of
FIG. 13. Maximum observed 10-min average 10-m wind speeds during 22 Sep 1982 from
Finnish Meteorological Institute’s automated and manual weather stations (circles) and from
OpenIFS simulations initialized on (a) 19 Sep, and (b) 21 Sep. The red circles denote the three
stations that obtained the highest values of 23m s21. Borders of Finland are colored magenta.
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these wind gusts are now examined using the wind gust
parameterization [Eq. (1)] described in section 2c as a
basis. This parameterization has contributions to the
total wind gust from the 10-m wind speed, turbulent
mixing and convective downdrafts.
With respect to the component of the total gust due
to turbulent mixing, the highest values of 18m s21 at
1200 UTC were over land behind the cold front
(Fig. 14d). The location of the cold front is evident
from the 850-hPa potential temperature, which shows
an enhanced gradient oriented north–south in western
Finland (Fig. 14). The surface roughness generates
more boundary layer turbulence over land than over
sea and thus the turbulent gusts are larger over land.
The turbulent gusts are also larger behind the cold
front than ahead of it suggesting that the boundary
layer is more unstable behind the cold front than
ahead of it. This is supported by model soundings
(vertical profiles—not shown), which confirm that
there was a very steep lapse rate denoting an unstable
boundary layer in the same location as the strongest
turbulent driven gusts. This change in boundary layer
FIG. 14. OpenIFS simulation valid at 1200UTC 22 Sep initialized on 21 Sep. (a)Maximum 10-mwind gust (colors, m s21) in the last 1 h.
(b) Sum of all wind gust components in OpenIFS gust computation. (bottom) Wind gust components: (c) 10-m wind speed, (d) turbulent
mixing term, and (e) convective downdrafts term. Black contours are 850-hPa potential temperature at 18C interval. Borders of Finland
are colored magenta.
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stability across cold fronts has been noted previously
by Sinclair et al. (2010).
With respect to the 10-m wind gusts driven by con-
vective downdrafts, the maximum values of 16ms21 at
1200 UTC were ahead of the cold front, in the warm
sector of Mauri, close to the Finnish–Russian border
(Fig. 14e). In addition, there were weaker values behind
the zonally extended warm front to the north. This in-
dicates that in those regions there was strong vertical
wind shear and convection present. Convective down-
drafts in these regions likely induced downward mixing
of high momentum air from upper levels allowing the
winds reach such high values also near the surface.
However, in comparison to the turbulent driven part of
the 10-mwind gusts, the convective driven gusts occur in
much more localized areas.
The model output gives the maximum 10-m wind gust
since the previous output i.e., 1 h in this study. However,
we estimated two of the three gust components from
instantaneous values offline. Therefore, the sum of the
three components does not exactly match with the direct
model output of 10-m wind gust. By comparing Figs. 14a
and 14b, we can still conclude that the patterns and
magnitudes of these gusts are similar and thus the offline
method can be used to identify the physical causes for
the wind gusts in different regions. Three noticeable
regions with elevated 10-m wind gusts were identified:
1) the Bay of Bothnia where the gusts are due to the
strong large-scale pressure gradient and low surface
roughness, 2) behind the cold front where turbulent
mixing in an unstable boundary layer resulted in strong
gusts, and 3) in the warm sector and on the warm side
of the warm front where convective downdrafts likely
caused the gusts.
f. What role did ex-Debby play in contributing to the
strong winds?
As identified from Fig. 7, the OpenIFS forecast ini-
tialized on 21 September simulated ex-Debby to re-
intensify and travel to Finland whereas in the forecast
initialized on 19 September ex-Debby was simulated to
decay and did not travel to Fenno-Scandinavia. There-
fore, by comparing these two OpenIFS forecasts, we
attempt to make a first-order estimate of the possible
role that ex-Debby played in the occurrence of storm
Mauri and in the high winds in northern Finland.
FIG. 15. Maximum 10-m wind gust (colors, m s21) during the previous hour and mean sea
level pressure (contours at 1-hPa interval) at 1200UTC 22 Sep 1982 fromOpenIFS simulations
initialized on (a) 19 Sep and (b) 21 Sep. Borders of Finland are colored magenta.
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At the time of the strongest observed winds in Finland
(1200 UTC 22 September), the mean sea level pressure
in both forecastswas broadly similarwhen only large scales
are considered. Both forecasts simulated a low pressure
center over the Barents Sea and a southwesterly flow over
Finland (Fig. 15). However, there was one notable and
critical smaller scale exception; the prominent low center
of ex-Debby, which was present in the forecast initialized
on 21 September was absent from MSLP pattern of the
forecast from 19 September. Furthermore, there was a
significant difference between the two simulations in terms
of the simulated 10-m wind gust values. Although both
forecasts had strong gusts, in the forecast initialized on
21 September, maximum wind gusts exceeded 31ms21
(Fig. 15b) whereas in forecast initialized on 19 September
the gusts had values of up to 23ms21 (Fig. 15a). In addi-
tion, in the forecast initialized on 19 September, only a
small area of land had gusts exceeding 20ms21 whereas in
contrast, in the simulation from21September, almost all of
Finland had simulated wind gusts exceeding this value (the
exception being southwest inland areas). Moreover, in the
forecast initialized on 21 September, there was a large
area over land where the simulated wind gusts ex-
ceeded 24m s21. In addition to wind gusts, also maxi-
mum wind speeds during 22 September were 6m s21
higher over sea and 2–4m s21 higher over land in the
simulation from 21 September (Fig. 13b) compared to
the one from 19 September (Fig. 13a).
Storm Mauri was a high-impact storm in Finland and
almost all of the impacts (e.g., felled forest) were caused
by the extreme winds. Based on the comparison of the
two OpenIFS forecasts, one initialized on 19 September
that did not correctly capture the evolution of ex-Debby
and the other on 21 September that agrees better with
reanalysis and surface wind observations, it is likely
that without ex-Debby the winds observed in northern
Finland on 22 September 1982 would have been weaker
and hence, the impacts likely would have been smaller.
Thus, we conclude that ex-Debby contributed to the
damaging winds but the large-scale cyclone (merged
ETC1 and ETC2), and its associated upper-level trough,
played a nonnegligible role.
6. Conclusions
This study investigated the extratropical transition of
Hurricane Debby and the subsequent evolution of an
intense extratropical windstorm, Mauri, which occurred
in Finland on 22 September 1982 and led to two fatalities
and extensive forest damage. The main aims were to
analyze the synoptic and dynamic evolution of Debby
and Mauri and to examine the causes for the strong
winds over Finland.
A brief synoptic overview based on ERA-Interim
reanalysis was performed before the case was analyzed
in more detail using OpenIFS model simulations that
had a horizontal grid spacing of 16 km. The case proved
very difficult to simulate accurately. To cover the whole
evolution from Debby to Mauri, with good agreement
between the model forecast and ERA-Interim re-
analysis, three different simulations with initialization
dates on 17, 19, and 21 September were required as all
three OpenIFS forecasts diverged from reanalysis after
only two days. One potential reason for this could be
that there were notably fewer observations in 1982 than
today and thus the initial states may be less accurate
than for more recent case studies. Another likely reason
is that the atmospheric state was characterized by in-
trinsic low predictability and was strongly sensitive to
the positioning and speed of certain dynamical features.
Hurricane Debby began extratropical transition on
17 September 1982, five days before the damaging winds
occurred in northern Finland. At the time of extra-
tropical transition, the upper-level waveguide was al-
ready amplified, however the divergent outflow of
Debby and negative PV advection resulted in weak
ridge building and an acceleration of the jet. Previous
studies have noted similar evolutions, for example, Ty-
phoon Jangmi in the Pacific also resulted in weak ridge
building and jet acceleration (Grams et al. 2013). De-
spite the presence of a positive PV anomaly at 200hPa
immediately to the west, Debby did not reintensify im-
mediately in the midlatitudes. This was the first critical
moment in the evolution of ex-Debby. Previous studies
have indicated that subsequent development and
downstream modifications can be very sensitive to the
phasing between the low-level PV anomaly of the
tropical cyclone and the upper-level trough/PV anomaly
(Riemer et al. 2008; Riboldi et al. 2019). Thus, it is
possible that a very small difference in the position of
Debby or in the position, intensity or phase speed of the
upper-level trough could have resulted in a very differ-
ent synoptic evolution over the North Atlantic.
Ex-Debby did not decay as it moved into the mid-
latitudes and instead retained a strong positive PV
anomaly in the lower troposphere, moved into a very
moist and strongly baroclinic zone, maintained a closed
pressure contour and traveled rapidly east. Using the
objective criteria described by Boettcher and Wernli
(2013) we determined that ex-Debby evolved into a
DRW-like feature and could thus maintain itself via
diabatic processes as it traveled across the Atlantic. At
low levels ex-Debby had all the required characteristics
of a DRWbut due to the presence of some (albeit weak)
upper-level forcing and a PV tower we conclude that ex-
Debby differs somewhat from a classical DRW.
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During 19 and 20 September as ex-Debby was
propagating east as a DRW-like feature, a large-scale,
intense trough became evident to the east of Greenland.
Initially this featurewas too far north and east of ex-Debby
to provide any upper-level forcing for the reintensification
of ex-Debby. However, by 21 September, this upper-
level PV anomaly had moved slowly east and south
and had eventually become constructively aligned with
ex-Debby. Ex-Debby, which was located ahead (east)
of the upper-level anomaly in a region of warm-air
advection and positive vorticity advection, started
rapidly intensifying near the United Kingdom on
21 September. This was the second critical point in the
evolution of ex-Debby. The comparison of the OpenIFS
forecasts initialized on 19 and 21 September revealed
that the interaction between the upper-level trough and
the low-level PV anomaly of ex-Debby was important
for the reintensification of ex-Debby. In the forecast
initialized on 21 September, in which ex-Debby did
reintensify over the southern United Kingdom, the ex-
act locations of ex-Debby and the upper-level PV
anomaly were in a favorable position to enhance the
redevelopment of ex-Debby. The subsequent develop-
ment of Mauri over Finland was most likely very sensi-
tive to this phasing that was less optimal in the forecast
initialized on 19 September. Furthermore, the forecast
evolution was likely also heavily dependent on the in-
tensity and coherence of the low-level PV anomaly,
which was the result of the DRW-like feature. These
sensitivities were apparent in the OpenIFS forecasts
with differing lead times: the strong winds over Finland
only became evident with a lead time of ;2 days. To
further understand the sensitivities in ex-Debby’s evo-
lution, an ensemble sensitivity analysis could be used to
attain additional diagnostics.
During storm Mauri on 22 September 1982, the
highest observed 10-min average 10-m wind speeds
were 23m s21 over central and northern Finland.
Compared to the observations, the forecast initialized
on 21 September underestimates the wind speeds al-
though the locations of the highest values are similar.
Since the damage was most likely caused by strong
wind gusts, we also investigated these with the forecast
from 21 September. There were three distinct regions
with high wind gusts. The first was over the Bay of
Bothnia and was related to the strong large-scale
pressure gradient and low surface roughness. The sec-
ond area was behind the cold front over land where the
wind gusts were primarily related to turbulent mixing
in an unstable boundary layer. The third and final area
of strong gusts was in the warm sector and on the warm
side of the warm front where the gusts were related to
convectively driven downdrafts. By comparing these
wind gusts to the forecast initialized on 19 September,
in which ex-Debby did not travel to Fenno-Scandinavia,
it is very likely that without ex-Debby the winds over
Finland would have been weaker and that less damage
would have occurred.
To conclude, this analysis has shown that stormMauri
was related to Hurricane Debby but in a complex
manner: the interaction with the preexisting upper-level
trough near the United Kingdom was as critical a part of
Mauri’s development as the occurrence of Hurricane
Debby. During this critical part of the evolution of ex-
Debby, the low-level PV anomaly was a small-scale
feature. Such small features are particularly challeng-
ing to forecast accurately and we speculate that such
anomalies, and therefore the rather unconventional
way in which a damaging midlatitude windstorm Mauri
evolved, may be difficult to capture in coarser-resolution
models, such as climatemodels. This potential limitation
of climate models should be considered when assessing
future changes to winds and extratropical storms.
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