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4Abstract
In this thesis,we have studied the statistics and dynamics
of the self-avoiding walks and lattice aniaals by the constant
fugacity Nonte Carlo method. In particular,we are able to
characterise lattice aninals on a 2 dimensional square lattice by
two parameters (their aasses and perimeters or backbones) and
find a new universasl (independent of aass)law. In order to
study the anisotropy of lattice animais on a 2 dimensional square
lattice, we introduce one more parameter,namely, the differnce
between the horizontal and vertical number of backbones,and
obtain a simpie Gaussian distribuion for lattice animals whose
backbones are not far from theier masses.
Moreover, by taking the self-avoiding walks and lattice
animals as sratistical fractals,we use the constant fugacity
Monte carlo method and the exact-enumeration approach to evaluate
the spectral dimensions of them in 2 dimension.we then put
forward a new conjecture concerning the spectrai dimension of a
general fractal,namely,the spectral dimension renains unchanged
even in the presence of allowed hoppings beyond the nearest
5neighbours.
Finally, we have introduced a new family of
Hentschel-Procaccia type dimension for random-walk processes on
fractals. We have then estimated these dimensions for the 2
impnsinnal self-avoiding walks and lattice animals.
1rhnnPr 1. Introduction
1.1 Motivation
Polymers and random walks
The theory of polymers configurations has a lively history.
Polymers are macromolecules formed by the chemical bonding of many
repeat,units called monomers. The typical mass or' degree of
polymerisation', i.e. the number of monomers, of polymers is
about 104. We suppose here that all the monomers are identical,
each having f functional groups which can bond with any one of the
f groups of another monomer. The simplest case f= 0 produces no
polymerisation at all, while the next simplest case f= 1 results
in dimers only. Of particular interest are the cases for f? 2. If
f= 2, one is able to form unbranched linear polymers. An example
of a linear polymer chain is shown in Fig.1.1. In the simplest
freely jointed chain model( Mayer et al 1932, Guth et al 1934).,
the molecular bonds are modelled as rigid rods of negligible
•
volume and joined together one by one regardless of the positions
and orientations of the previous rods. This freely jointed chain
is manifested in mathematics as a random walk, in which each step
in the walk points to a random direction (Fig.1.2a).The steps
lengths simply represent the bond lengths and the total number of
14
Fig.1.1 Schematic representation of polymer cnain.
(a) A monomer with 2 reactive functional groups. In the
figure, the functional groups are represented by the
solid lines.





Fig.1.2 (a) Schematic representation of a free jointed chain consisting
ofs=l8 rods.
(b)..A random walk on a 2D square lattice. Each step of the walk
has 4 available directions. The lattice is sometimes called
the Flory-Huggins lattice.
2steps imitates the degree of polymerisation. A still simpler
model is to confine the walks on a regular lattice( Orr 1947),
always referred to as the Flory-Huggins lattice (Fig.1.2b).It has
been shown that this procedure simplifies the calculations a lot
but still preserves the basic features of a polymer chain. It is
well-known that, on a periodic lattice, the total number of
configurations Cs for a random walk with s steps is just
(1.1.1)
where z is the coordination number of the lattice. In Fig.1.3, two
common 2D lattice types are shown. The square lattice has z= 4
while the hexagonal lattice has z= 6. A more detailed description
is the total number of distinct walks Cs(r) going from an origin
of the lattice to a lattice point r in s steps. It can easily be
shown that the distribution function defined by
(1.1.2)
has a Gaussian shape, i.e.,
(1.1.3)
where a is the lattice spacing. By (1.1.3) or others, the mean
end-to-end distance Ros of an s-step walk can be seen to be
2(a)
Fig.1.3 (a) A 2D square lattice with coordination number 4.
(b) A 2D hexauonal lattice with coordination number 6.
Fig.1.4 A SAW of mass s= 25
3related to s by
(l.1.4)
independent of the lattice type and the lattice dimension.( The
subscript o is to emphasize that we are talking about pure random
walks.) These properties can readily be compared with
experimental results for real polymer chains. For example, the
configuration entropy S(r) associated with all chain
configurations starting from the origin o and ending at r in s
steps is related to Cs (r) by,
(1.1.5)
in units where the Boltzmann constant is unity. And the free
energy F(r), which determines the 'equilibrium' configuration of a
polymer chain, is given by.
(1.1.6)
There T is the temperature and E is the energy. In the Orr model
the monomers are assumed to have no interaction among themseleves
so E is taken as a constant and hence can be discarded. If the
simple random walk model holds, then the free energy becomes, by
(1.1.3),
4(1.1.7)
where we have put sa= Ros. Once the free energy is known, the
elastic force f can be obtained by differentiating (1.1.7) with
respect to r:
(1.1.8)
In other words, such a polymer behaves like a'harmonic oscillator
with zero natural length, a property which is called rubber
elasticity. The force constant k of a polymer can be measured
experimentally and thus can be compared to (1.1.8) which shows
that k= 3T/R 2.
OS
SAWs
Real polymer chains are actually' more complicated. Real
chains configurations result from a competition between
configuration energy( due to solvent-solute, solute-solute
interactions) and configuration entropy( Flory 1971). This
means that the energy E in (1.1.6) is not a constant. In poor
solvents, the solvent-solute interactions are weak and hence the
5simple random walk model holds good. On the other hand, the
solvent-solute interactions are so strong in good solvents that
the so-called excluded volume effect dominates. Here two monomers
are prohibited from overlapping too much and results in swelling
( i.e. increase in length) of the polymers. This can be accounted
for by taking E in (1.1.6) as a repulsive energy. The local
repulslve energy per unit volume E can be written as:
rep
(1.1.9)
there v is called the excluded volume parameter( v> 0 in good
solvents) and c is the local concentration of monomers( Flory
1971). The average polymer configuration is thus obtained by
ninimising the total free energy. Kuhn( 1934) has suggested a
self-avoiding walks( SAWs) model( Fig.1.4) which has been
shown to yield satisfactory approximation to real chains
configurations( Domb 1969, Makenzie 1976). Naturally, this
non-Markovian nature( i.e. the building up of the chains depends
on the positions and orientations of previous constituents) of
linear volvmer chains or SAWs renders the subject more difficult.
Branched polymers
On the other hand, if the number of functional groups is greater
6than 2, branched polymers can be formed, which exhibit an even
more complex configuration problem. An example of branched polymer
is shown in Fig.1.5. The above Flory type argument for linear
polymer chains also applies here, although it is not trivial to
see what the behaviour of branched polymers in poor solvents
should be( Isaacson and Lubensky 1980). The simplest model of
branched polymers in good solvents is lattice animals( LAs),
Fig.1.6( Lubensky and Isaacson 1979, Stainley et al 1980).
Again, the use of a lattice does not alter the essential
statistics although it does restrict the maximum value of f: f
z where z is the usual coordination number of the lattice.
Large polymers and phase transitions
Further interest in understanding linear polymers in dilute
solutions stems from the important discovery of a correspondence.
between this system and then i 0 limit of the n-vector model of,
ferromagnetism( de Gennes 1972, des Cloiseaux 1975). A
remarkable feature of a ferromagnet is the existence of a critical
temperature Tc. For temperature T >Tc, the average magnetisation
M( in general, M is a n dimensional vector where n may be any
integer) is zero in the absence of an. external magnetic field.
However, as T Tc M becomes nonzero and the magnetic
6b)a)
Fig. 1. 5 Schematic representation of branched polymers.
(a) A monomer with 4 reactive functional groups( solid
lines).
(b) A branched polymer consists of 13.monomers.
Fie. 1.6 A LA of mass s 25.
7fluctuation becomes larger and larger. It turns out LnaL Lne
reciprocal of the mass in the polymer system corresponds to the
variable T- T in the magnetic system, i.e.
(1.1.10)
Thus the limit of' large molecular weight corresponds to the
.i
approach to a second order phase transition. This correspondence
allows the application of modern techniques developed in studying
phase transitions to polymer systems, which in. turn provides 'new
insights about the critical phenomena.
Likewise, LAs are also studied in connection wits
clustering, nucleations( Penrose and Lebouity 1979} and ii
percolation theory( Freche et al 1985, Stauffer 1979}. It is foi
all these reasons that the statistics of SAWs and LAs attract!
intensive studies in recent years.
Fractals
Polymer systems also resemble thermal systems in that both
have the characteristic of self-similarity near their respective
critical points. As one approaches the critical point of a magnet,
fluctuation occurs on larger and larger length scales, until at
8the critical points the characteristic length diverges, so znaz
when viewed on a large length scale, the system is self-similar,
or scale invariant. We shall see later that when the mass of -a.
polymer is large enough, the polymer is also self-similar in some
sense( equation (1.1.10)). In this connection, a modern notion in
statistical physics called fractals( Mandelbrot 1982) turns out
to be very useful. In this way, SAWs and LAs can be looked at from
another angle and many common techniques in studying fractals can
be borrowed, which inevitably leads to a deeper understanding of
l
these geometric objects.'
Some common techniques employed in studying the statistics
of SAWs and LAs include exact enumeration and the series method
( London group 1976-78), Monte Carlo methods( Berretti and Sokal
1985), Monte Carlo enrichment methods( Brender et al 1983),
momentum space renormalisation group( Harris and Lubensky 1981)
and real space renormalisation group (Family 1980). We adapt here.
the constant fugacity Monte Carlo method proposed by Redner et al
( 1981) and Yang et al( 1985.). Our goal is two-fold: to get
new insights about the statistics of these geometric objects and
at the same time to characterise them by using the 'fractal
language'. Our method is advantageous for being direct, unbiased,
efficient and simple. In this way, we have found some interestinE
9results as will be discussed in the following sections.
About the thesis
The plan of this thesis is as follows: In chapter 2 we will
introduce the basic notions of SAWs and LAs and their various
statistics. Sections 2.2 and 2.3 are devoted to discuss the
constant fugacity Monte Carlo method. We then use this method to
obtain two new scaling laws concerning the statistics of LAs on a
2D square lattice. In particular, we are able to characterise LAs
by two parameters: their masses and their perimeter bonds or
their backbones.( Note that in percolation theory one is mainly
interested in the perimeter sites whereas we find that the
perimeter bonds or backbones are more relevant in some
applications. )We then proceed to describe the anisotropy of the
LAs by adding one more parameter,( section 2.5). In section 2.6,
we will briefly mention a relation between the counting and the
geometry of LAs and the reason for taking SAWs and LAs as
fractals. Starting from chapter-3, we will be guided by this new
view point and take SAWs and LAs as good examples for testing
various conjectures. Specifically, we claim that the spectral
dimensions of fractals are not altered by introducing interactions
which extend more than a nearest neighbour separation among the
10
constituents. Section 3.1 introauces the nation of classical
diffusion on fractals. The random-walk dimension and the spectral
dimension are then introduced in section 3.2. Our motivation for
studying the spectral dimensions for SAWs and LAs is discussed in
section 3.3. The exact-enumeration approach developed by Majid et
al( 1984) will be discussed in sectiuon 3.4. We will then
displaylour results for evaluating the spectral dimensions for
SAWs( in the presence of cross jumps) and LAs when incroporating
more than nearest neighbour hoppings. Our results for LAs are new
and we will also mention a difficulty in our studies. Motivated by
Argyrakis's introdution of information dimension for random-walk
processes in fractals( Argyrakis 1988), we introduce in chapter
4 a new host of Hentschel-Procaccia type dimensions Dq( where q
may be any positive number) in SAWs and LAs. Our motivation for
introducing metric independent exponents in characterising a
fractal is shown in section 4.1. The original works' by Argyrakis
and our generalisation are discussed in section 4.2. Finally, the
results for SAWs and LAs are displayed in section 4.3. Our results
are new but we reserve the point. that SAWs and LAs are indeed
'multifractals' with respect to random-walk processes
(Arcangelis et al 1988).
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Chapter 2. Statistics of self-avoiding walks and lattice animals
2.1 Self-avoiding walks and lattice animals
Masses
We review here some basic facts about SAWs and LAs. A SAW
is an ordered sequence of s distinct points on a regular lattice
such that each point is a nearest neighbour of its predecessor.
That is, no two steps in the walk can lead to the same point on
the lattice, which differentiates a SAW from a random walk. An
example for s= 25 is shown in Fig.2.1. From now on, we will
simply call s the length or the mass( borrowed from the polymer
language) of the SAW.-
A LA is, on the other hand, a connected cluster of points,
i.e. any two points in the animal can be connected by a' nearest
neighbour' path. An example of animal of mass s= 25 is shown in
Fig.2.2. Again, by mass we mean the total number of points in the
animal.
Counts
Of particular interest is the counts C of SAWs or LAs of a
s
given mass s on a particular lattice. The count C is the total
s
number of distinct configurations( up to translations) that a
11
Fig.2.1 A LA of mass s = 25
Fig.2.2 A SAW of mass s =25
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SAW or a LA of given mass can take on the lattice For instance
C2= 12 for SAWs and C= 19 for LAs on a square lattice (Fig.2.3)
2 4
Although the counts of SAWs and LAs of very small masses
are trivial, exact enumeration for greater masses is a classic
difficulty. Nevertheless, the counts of both the SAWs and, lattice
animals are believed to show the following -asymptotic form
London group 1976-78):
(2.1.1)
,There bi is a lattice-dependent constant anti T is a UIl1VCibd:1
-.onstant which depends only on the dimension but not the type of
the lattice.
For SAWs, people prefer to write T as y -I( y> 1, de
Gennes 1979) because in the n 4 0 limit of the n-vector model, y
becomes the exponent describing the limiting behaviour of the
Q,ucuPntibility above the critical temperature( section 1.1). u=
is called the connective constant because asymptotically
and on the average, tnere exists to add (connect )a
step to an existing walk to form the next larger walk. The factor
s for the SAWs case is analogous to zs in (1.1.1) for pure random
walks, although now due to the self-avioding condition, one




Distinct configurations of SAWs with mass 2 on 20 square
lattice. The arrows represents the direction of the walks.
in the i th step.
(b) Distinct.configurations of CAS of mass 4 on 213 square Iattice
13
lattice( Berretti and Sokal 1985) compares to the coordination
On the other hand, in the case of LAs, people use to write
T as- ( a> 0) and call p the growth parameter, as in the
enumeration of LAs of a given mass, one finds asymptotically P
times as many animals as at the previous order( London group
1976-78). For instance, p 4.06 on 2D square lattice. The London
group( 1976-78) has published a series of papers concerning the
determination of p and T of SAWs and LAs on various lattices and
in various dimensions by using exact enumerations and the series
methods.
The exact enumeration algorithm developed by Martin( 1972
enables one to enumerate all SAWs and LAs by hand or by
computer. Still one faces the exponentially increasing counts
eq. (2.1.1)) and hence only counts for small values of s can be
obtained and sophisticated extrapolation methods( mainly the Pa de
approximation) have to be employed. The constant fugacity Monte
Carlo method proposed by Redner et al( 1981) and Yang et al
1985) is a stochastic version of Martin's algorithm which samples
a representative subset of the Cs configurations. The size of the
subset need not grow exponentially with s, so the computational
effort becomes manageable. It has been shown to yield satisfactory
number z=4.
4results for SAWs and LAs. In appendix A, Martin's exact
enumeration algorithm is briefly reviewed and the constant
fugacity Monte Carlo method is discussed in the next section. we
will then make use of it to generate representative subsets and
hence study the various statistics and dynamics of SAWs and LAs
the following sections.
spatial extent
Another interesting quantity that characterises SAWs and
LAs is their spatial extent. For ordinary objects, one expects the
linear dimension R, the volume V and the mass s to be related by V
oc s and s oc Rd, where d is the dimension of the underlying space.
However, any reasonable definition of linear dimension R( e.g.
the end-to-end distance or the radius of gyration) of SAWs and
LAs gives, after taking some suitable average over all the
possible configurations of a given size s,
(2.1.2)
where df d and may even be non-integral. For example,on 2D, df
= 4/3 for SAWs( Domb 1969) and df 1.56 for LAs( Derrida and
Sze 1982, Lam 1986). This sort of anomalous dependence of linear
15
dimension on mass is typical of a class of objects called
fractals, which will occupy us in the later sections. .The
determination of the values of df in various cases is nontrivial
and we will discuss one of the methods. Moreover, we will briefly
mention a remarkable relation between T in (2.1.1) and df it
(2.1.2).
2.2 Constant fugacity Monte Carlo method
In order to implement the large cell- real space
renormalisation scheme for SAWs, Redner et al( 1981) proposed a
constant fugacity Monte Carlo method. Later Yang et al( 1985)
generalised it to study the statistics of SAWs and LAs in a
general setting. Although the method is intended for studying SAWs
and LAs, we will speak in terms of polymers and simply call a
system of SAWs or LAs a polymer system. To introduce the method,
let us start with the more familiar case for studying a thermal
system. It is well-known that a knowledge of the density of states
g(E)( i.e. the number of distinct microstates with energy E)
suffices to determine all the thermodynamics of the system. One
may study a microcanonical ensemble at fixed E then the entropy S
of the system would be
16
(2.2.1
This is similar to the configuration entropy defined for a single
polymer system of fixed mass s in equation (1.1.5). Table 2.1
shows such a comparison between a thermal system and a single
polymer system.
The exact enumeration of g(E) would be extremely difficult
because g(E) grows exponentially with E( Reif 1965). However,
for all practical purposes, it suffices to enumerate a
representative subset of g(E). A physical way to motivate the
choice of the representative subset is to imagine putting the
system in contact with a heat bath at temperature T= 13( i.e.,
we consider the canonical ensemble). Then the energy E of the
system will no longer be fixed. Instead the system will make
transitions between states of different E and the probability of
the system being in any state is proportional to a-E. This leads
naturally to the partition function Z defined by
(2.2.2)
For ordinary temperature, e and hence the contribution or
states of hivher ener9v are suppressed. Similarly, we may imagine
S(E)=In(g(E))
16
Tab 1e 2.1 Comparison between a thermal system whose states are
characterised by the energy and a polymer system whose
states are characterised by the mass.
Pn I Irm X1Y cvctca?nThermal system
s( mass)E( energy)
1,
g(E)( density of Cs( counts)
states)
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that the mass s in a single polymer system is allowed to change.
The 'states' of the system is now characterised by the mass s of
the polymer. Motivated by (2.2.2), one may suppress the
contributions of states of larger masses s by a factor kS, where k
( 0= k= 1) is called the fugacity. This leads to the definition
of the following generating function: I
(2.2.3
for all values of k for which the sum converges. It is clear that
by the limiting behaviour of CG (2.1.1), k must satisfy
Obviously, k- is analogous to e in (2.2.2). Note that since the
polymer system may take different masses, we are considering the
grand canonical ensemble in contrast to the canonical ensemble of
the thermal system. Of course, equation (2.2.3) is just the
definition of G, which can bear no resemblence to the partition
function of a thermal system.
A practical computational way to deal with a thermal system
in canonical ensemble is the Metropolis algorithm( Metroplois et
al 1954). In this algorithm, the system is set initially in an.
arbitrary state. In order to establish the final equilibrium
(2.2.4)
distributioi } of the states , the system is allowed to
jump to another state of different E by any rule with' transitio
rates { W(i - j) } satisfying the detailed balance condition :
(2.2.5
In this way, the system will trace out a representative subse
} of the phase space ( i.e. the set of all possibl
1
microstates ) according to the distribution I- in hhp lrm
' time ' limit ( i.e. N 1 ), where N is number of transitions
in the simulation ( Binder 1986 ). One may imagine that the
sequence { Ti ,T2 ,.... ,Tn } is actually the states traced out by
the system in ' real time ', so that any thermodynamic quantity A
at temperature T can be calculated as
10 o
Of course, only the relative ratios of the equilibrium
distribution is taken into account in (2.2.5). In other
words, the densities of states g(E) of the system can be
determined only up to a multiplicative ( common ) factor.
Likewise, the partition function Z in (2.2.2) or the free energy F
5 -T ln(Z) cannot be fixed uniquely. Nevertheless, this factor is
unimportant in calculating any quantities defined as configuration
averages ( 2.2.6). More importantly, although we require that N
1, N need not be exponentially large for equation (2.2.6) to be a
good approximation ( Binder 1986 ). This is in contrast to the




iOn the other hand, Martin's algorithm ( Martin 1979 )
allows one to enumerate exactly all the possible counts of a
single polymer system of variable mass from 1 up to a maximum mass
S ( arbitrarily set ) in one trial. This time the system is set
max
initially to have mass 1. The system is then allowed to 'grow' and
cover the whole ' phase space ' ( i.e. the set of all the states
characterised by the mass of the polymer ) by a definite rule
called the canonical labelling. That is, the system would trace
out a sequence co = { fl,T2....... ,Tn } where now
(2.2.7)
and co is partitioned into s subsets ( not neccessarily
max
according to the order of I in co ) each of which consists of
states of the same mass s and the number of
elements of each is C . To sample a representative subset of the
s
s
phase space according to distribution { k } ( see (2.2.3)), it
then suffices to give a probability k for each step Nin Martin's
algorithm which will lead to an increase of the mass by one. This
is possible because k 1 for any lattice (2.2.4) and hence can be
interpreted as a probability. It is important to note that the
•t
canonical labelling is a continuous process and • if any
4
intermediate step is interrupted ( not allowed ), then all the
possible growth chain from that step should be discarded. Martin's
algorithm is then followed for the state with the next priority (
••
Appendix A ). In contrast to the Metropolis algorithm, the
transition rate from a state of mass s to a state of artribary
mass s' is quite complicated and it is believed that the detailed
balance condition is not satisfied ( Berretti and Sokal 1985 ).
Anyway, our procedure simply reduces the chance of occurrence of a
s
state with mass s by a factor k . In this way, after one trial (
i.e. the underlying Martin's algorithm is completed ), the system
will trace out a sequence where now N' is
expected to be
(2.2.8)
where .. denotes expectation value ( see (2.2.7)). is
likewise expected to be partitioned into s subsets of different
max
s
masses and the number of elements of each is expected to be C k •
s-
More precisely, denote the number of times ( a random variable )




( 9 . 9. Q
If one is interested in quantity F defined as configuration
average for polymer with a fixed mass s only, then F can be
esti hv
9 9 in
where we have added an extra label s to the
, •q i r ' o n rfn i PT7I ncf
that the states have the same mass s and I reDresent the
value that F takes in state
In practice, the above procedure is repeated many many
times and all the results (2.2.9) and (2.2.10) are in the form of
arithmetic means. The choice of k is to make the algorithm
terminate in a reasonable time but at the same time get a
representative sampling. To implement the weight for each step
leading to an increase in mass, one may proceed as follows : When
a new site is grown according to Martin's algorithm, a
psuedorandom number i ) is generated and compared to k
. When r is less than k, the new site is kept and
Martin's algorithm is followed. Otherwise, the new site position
is marked and both the site and the possible growth chain emerging
•T
from the site are deleted. Martin's algorithm is then followed by
A
generating another new site with the next priority according to
the rules. In this way, each site is given a weight k as required.
Note that this method is unbiasd as it makes use of the
Martin's algorithm, which is believed to give all possible states
of the ensemble and each state is just given a weight according to
the mass. And it is fast because one expects C to increase
s
exponentially with s (2.1.1), whereas by equation (2.2.9), with a
s
suitable choice of k, one can suppress the exponential factor J .
In practice, k is chosen close to the reciprocal of the connective
constant in equation (2.1.1) to ensure sufficient realisations.
For example, we choose on 2D square lattice,
i for SAWs but k = 0.275 for
LAs. Of course, the choice of k is not unique. Results using other
choices of k will be shown in the next section together with those
obtained by our preferred choice ( due to the available computing
time and the acceptable data fluctuation ). It will be clear that
both chioces for k give the same results and only the variances of
the data and the CPU times may differ.
2.3 Two dimension results
To illustrate the appropriateness of the constant • fugacity
l
method Tables 2.2 and 2.3 show the results obtained for SAWs and
LAs on a 2D square lattice. The number of independent trials in
each case is 15000. ( An independent trial is said to be completed
if the underlying Martin's algorithm is completed, section 2.2. )
Note that exact results ( London group 1976-78) are available only
for small s ( maximum s is 22 and 19 for SAWs and LAs
respectively). It can be seen from Tables 2.2 and 2.3 that the
agreement is good and the relative errors with respect to the
exact values are only a few percent. The uncertainty in the
stochastic results are estimated by standard means: the estimate
A
of the variance of each C ( the value that C takes in the i th
s s
trial ) is simply
(2.3.1)
Table 2.2 Counts of self-avoiding walks ( SAWs ) in 2D square lattice by
constant fugacity Monte Carlo method ( CF ) with fugacity k
= 0.38. The maximum mass is 30 and the number of independent
trials is 15000. Note that exact countings are available only
for SAWs with mass 1 to 22. The estimated errors of the Cs(CF)
results are quoted as percentages with respect to Cs(CF) 's.


































































9.0 e05 ± 1.6%
2.42e06 ± 1.6%












8.8 ell ± 2.0%
2.24el2 ± 2.2%
























mean percentage error 1.9% 1.3%
Table 2.3 Counts of lattice animals in 2D square lattice by constant
fugacity Monte Carlo method ( CF ) using fugacity k. = 0.275.
The maximum mass is 30 and the number of independent trials is
15000. Note that exact countings are avaliable only for.animals
with mass 1 to 19. The estimated errors of the Cs(CF) 's are
quoted as percentages with respect to the Cs(CF)'s.



























































9.8 e03 ± 3.6%
3.7 e04 ± 3.8%
1.38e05 ± 4.2%
5.2 e05 ± 4.6%
1.96e06 ± 4.8%
7.6 e06 ± 5.1%
2.9 e07 ± 5.5%
1.10e08 ± 5.7%
4.2 e08 ± 6.0%
1.6 e09 ± 6.3%
6.2 e09 ± 6.5%
2.4 elO ± 6.7%
9.2 elO ± 6.8%
3.7 ell ± 6.8%
1.4 el2 ± 7.1%
5.5 el2 ± 7.5%
2.1 el3 ± 7.6%
8.2 el3 ± 8.0%
3.2 el4 ± 8.1%
1.3 el5 ± 8.5%
5.1 el5 ± 8.6%





















mean percentage error 5.2% 2.5%




where N is the number of independent trials. Of course, the
variances increase with the sizes but the percentage errors ( with
1
respect to the stochastic results ) quoted are close to the
percentage errors of the stochastic results with respect to the
exact results. Note that it only takes about 10.6 and 43 CPU time
to obtain our results for SAWs and LAs respectively. Tabids 2.4
and 2.5 show the results obtained by choosing k = 0.4 for SAWs and
k = 0.29 for LAs. It can be seen that both corresponding tables
agree with each other. The variances are more or less the same.
And the CPU time is 295 for SAWs and 100 for LAs respectively.
Since we will mainly concern with larger masses results, we will
stick to our preference for k in the following discussion. Anyway,
we conclude that the constant fugacity Monte Carlo method is
efficient and accurate.
As a cross check, note that equation (2.1.1) implies that
for large s :
(2.3.3)
Table 2.4 Counts of SAWs on 2D square lattice using constant fugaeity
Monte Carlo method with fugaeity k = 0.4. The maximum mass
is 30 and the total number of independent trials is 15000.
The notations are the same as in Table 2.2 and the results
are consistent to those obtained in Table 2.2 using k = 0.38.










































































































mean percentage error 1.3% 1.7%
Table 2.5 Counts of LAs on 2D square lattice using the constant
fugacity method with fugacity k = 0.29. The maximam mass is
30 and the number of independent trials is 15000. The
notations are the same as Table 2.3 and the results are
consistent to those shown in Table 2.3 using k = 0.275.




































































































mean percentage error 4.1% 6.2%
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wherea is constant. We use the method of least square to fit
(2.3.3) for SAWs and LAs on a 2D square lattice using''the constant
fugacity Monte Carlo method for s in the range far beyond those
obtained by exact enumerations. The results are displayed in Table
2.6 together with the accepted values obtained by other means(
Berretti and Sokal 1985, London group 1976-78). Note that the
fittediresults of T depend sensitively on the fitting range chosen
while those of p do not. It may be due to the significant role of
p a slight change of p will make T change appreciably. For this
reason, it is reasonable to plot ln(C)- s ln(p) against in(s) to
s
find T using the previously fitted value of p. The graphs for SAWs
and LAs are shown in Fig.2.4a and 2.4b respectively. From the
graphs, we get T= 0.55 for SAWs and T= -1. 2. for LAs consistent
to those obtained by least square fitting. Anyway, our results are
quite satisfactory.
2.4 Joint distribution
It is not sufficient to specify an LA by just giving its
mass. Fig.2.5 shows two animals of the same mass. Clearly, the
configurations are quite different. A more detailed description is
to add one more macroscopic parameter. We are particularly
25
Table 2.6 2D square lattice constants for SAWs and LAs. The
constant fugacity results for SAWs are obtained for a
run with 15000 trials and maximum mass 80. The fitting
range is from s= 50 to s= 80. The accepted values
are taken from Berretti and Sokal( 1985). The constant
fugacity LAs results are obtained from a run with 15000
trials and maximum mass 60. The fitting range is from s
= 50 to s= 60. The accepted values are taken from the'
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Fig.2.4a A cross check for the fitted values of and Y for SAWs on 2D
square lattice. The masses used are from 50 to 80 andyU.is taken
as 2.63 . The slope of the graph is 0.55 compared with the three-
parameter fitted value 0.52 ( c.f. 2.33 ).
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A cross check for the fitted values of Jj- and for LAs on 2D
square lattice. The masses used are from 50 to 60 and JL is taker
as 4.09 . The slope of the graph is -1.2 compared with the 3-
parameter fitted value -1.38 ( c.f. 2.33 ).
25
Fig.2.5 Two animals with the same mass 10. but
different configurations. Animal A has
20 perimeter bonds and 10 backbones.
Animal B has 14 perimeter bonds and 13
backbones.
interested in the number of perimeter bonds t ( i.e. the nearest
neighbour bonds joining a site of the animal and an outside site )
and the number of backbones a (ie. the nearest neighbour bonds
joining the sites of the animal), Fig.2.5 Still this is not
sufficient but we are interested instead in the distribution.
•r
Specifically, denote by G the total number of configurations
st
that a LA of mass s, perimeter t can take. Fig.2.6 shows the plot
of G C vs t for three masses using the constant fugacity Monte
st s
Carlo method for a run with maximum mass 60 and number of trials
40000. The shape of the graphs for different masses are quite
similar and hence suggests that there may be some universal
features ( independent of mass ) about the distribution. To search
for these universal features, we first reduce the graphs to have
the same first and second moment. This can always be done for a
general distribution. Specifically, define the mean perimeter t (
first moment ) and the width of the perimeters A ( second moment
t
of the distribution by
(2.4.1)
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Fig.2.7 • A change of variable from t to t - t.to make the graphs have
the same mean.
to have the same mean 0, Fig.2.7. Still the graphs show different
'widths' and suggest normalisation to the same Widths. This
follows by changing the independent variable t-t to.
Fig.2.8. In this way, the distributions have the same means 0 and
the same widths 1. But now the distributions in Fig.'2.8 are not
properly normalised. Since
or
Height of width in t (2.4.2)
one can achieve proper normalisation by dividing the graphs by
their height Fig.2.9. The resultant distribution
where is in general a function of both s and
although when plotted against r, the graphs for various s have the
same mean and width by construction. However, Fig.2.10 clearly
displays a universl feature : the graphs of yj for any s are
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Fig.2.10 Sc aling plot of G t for masses 48 (Y), 51 (), 54 (+),
57 (x) and 60 ().
(2.4.3)
where yj is a universal function ( ie. independent of mass ).
Further evidence comes from Fig.2.10 which shows the vs
t
plots for another masses with minimum mass 48 and maximum
mass 60-for the same set of data as Fig.2.9. A close inspection
shows that the small masses results do not fit (2.4.3) very well.
This is expected as formula (2.4.3) is assumed to hold only
asymptotically. Note also that the function is quite
asymmetric about the origin. It is tempting to find a geometric
reason for this fact and hence it remains to study the limiting
behaviour of t and A .
t
Clearly, both the t and A depend on the mass. For
L»
ordinary objects such as a disk or a droplet, one expects that the
perimeter t ( surface ) and the area ( mass ) scale with linear
dimension R as
where d is the spatial dimension. Hence, the perimeter varies with
the area s ( mass ) as
29
(2.4.4)
In general cases, when the object concerned can take various
shapes, t in (2.4.4) should be replaced by the mean value t. To
check the behaviour of t for LAs, Fig.2.11a shows the result of
ln(t) vs in(s) for s= 48 to s= 60 using the same set of, data as
in Figs2.9. The plot shows a nice straight line with slope equal
to 0.97 ti 1 and y-intercept 0.74. Therefore, this leads us to
believe that
(2.4.5)
within statistical errors. The At behaviour is similar( Fig.2.llb
), only the slope and y-intercept differ. The slope gives 0.51 and
hence, we claim that
(2.4.6)
Equation (2.4.5) and (2.4.6) seem at first unreasonable
when compared-with (2.4.4). However, since the perimeter bonds
include internal perimeters( Fig.2.12), the number of perimeter
bonds actually behaves like a volume term. This suggests that LAs
are very porous or ramified( Domb 1974, 1976). Instead, the
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Fig.2.11b ln( At) vs ln(s) for s = 48 to s = 60.
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Fig.2.12 A LA with internal perimeter bonds marked
as. Note that internal perimeter bonds
are associated with loops and holes of the
Fig.2.14 Two animals with the same mass( s= 8) and
backbone number( a= 8). Animal A has ax= 6,
a 2 while animal B has a= 4 and a 4
y x y
a is the number of horizontal backbone anc
x




wheret, represents the number of internal perimeters, is
tnternal
expected to behave like a surface although there is still
controversy( Stauffer 1979). We will not pursue this subject and
leave it to the above reference for more details
2.5 More structures
The backbone distribution can be obtained easily once the
perimeter distribution is known. One simply notes that the
perimeter t and the backbone a are related by-
(2.5.1)
where z is the coordination number of the lattice. This implies
that
(2.5.2)




As usual, G is the number of configurations that an animal of
sa
mass s and backbone a can take. Monte Carlo results for the same»
set of data as in Fig.2.11 confirm (2.52), which shows that within
statistical errors ( Fig.2.13 ),
(2.5.4)
compared with (2.4.5) and (2.4.6). Thus any function of
1
becoms functions of So the distribution of the backbones
follows a similar equation as (2.4.3).
To gain more insights of the structures of the animals, one
may still add one more parameter to specify the animals. Fig.2.14
shows two animals with the same mass and the same backbone number
on a 2D square lattice. Clearly, the configurations are still
different and show some sort of asymmetry with respect to the x-
and y-direction. This suggests a natural choice of the extra
parameter on a square lattice. Specifically, let us denote by a
x




is a measure of the animal's asymmetry with respect to the two







c1nno = 1 t
' 1 • ' • i • • • i • • i • 1 i • 1 1 i 1 • i • ' • i • • • j •
.0 3.H 3.0 3.32 3.3 .00 !o .0t 12















ilnnp s 0 51
T—'—;—:—r—!—p-T—I—I—|—I—I—I—;—'•—r—t—[i i i ;—: i » ; i i i—; i ' i ; ! ;
Fig.2.13 b ln( Aot. ) vs ln(s) plot for £ = 48 to s = 60.
that an animal of mass s, backbone a and backbone difference % can
take by F
s,c
. Note that for any animal with a particular s,. a
and ? , there exists a corresponding animal with the same s and a
but opposite
o
( corresponding to a rotation of 90 ), so the
distribution F should satisfy
(2.5.6)
In fact, the data show that ( Fig. 2.15 ) for a not far from s, F
satisfies the Gaussian distribution in £ :
j2.5.7)
where f = f(s,a) and the prefactor A is chosen such that
(2.5.8)
Fig.2.15 shows the graphs of F
s
for various s and a
using the same set of data as in Fig. 2.9-. The solid curves are
drawn according to the following estimation : Since a is fixed,
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Fig.2.15 for various s and
or (2.5.9)
Similarly, f(s,a) can be estimated by
(2.5.10)
From the graphs, it can be seen that for a not far from s,
equation (2.5.7) holds quite well. The unsatisfactory results for
a much larger than s may be due to insufficient computer time or
really show a qualitative difference between animals with large a
and those with a not far from s.
It remains to study the behaviour of f(s,a). By the same
reasoning as in the motivation for the scaling law (2.4.3), we
claim that
(2.5.11)
where and T) is a universal function (independent of
mass ). Fig.2.16 shows the f(s,a)g(s) vs for thirteen
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is approximated by linear interpolation
(2.5;12)
where and is the greatest integer equal to or
smaller than a. It can be seen that for a not far from a, the
•t
points all lie on a smooth curve. Compared with the limiting
behaviour of a (2.5.4), it is clear that an animal with very large
a is somewhat more compact than other animals of the same mass.
From Fig.2.15 and 2.16, we think that it may be convenient to
classify animals according to the ratio Those
animals with r 2.0 may be classified as compact ; otherwise
they are ramified. The graph of the approximation for g are shown
in Fig.2.17. In this way, we have completely characterised lattice
animals in 2D square lattice by using 3 parameters.
2.6 A relation between counting and geometry
We have seen in section 2.1 that there are two important
quantities characterising SAWs and LAs. One is the exponent
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(2.1.2)
••f
for sufficiently large s. is called the fractal dimension of
the SAWs or LAs for reasons discussed below. The other is the
counts C which is believed to scale as :
s
(2.1.1)
Again, this formula holds only for large s. For LAs, T is usually
written as Parisi and Sourlas ( 1981 ) have discovered a
relation between d and 0 for LAs by using sophisticated field
theoretical method, namely,
(2.6.1)
This result is shocking as the two exponents seem at first to be
quite independent, d is a parameter which just describes the
geometry of the LAs while $ is mainly for counting. We will
discuss relation (2.6.1) in detail in this section. Our treatment
mainly follows Family (1982) because we think that it is more
related to our previous studies. Moreover, it pinpoints one
characteristic of LAs ( and SAWs ) which will occupy us in the
later sections.
To begin with, recall that the basic quantity to describe a
36
system of polymers( SAWs or LAs) in a canonical ensemble
remember that this actually corresponds to the grand canonical
ensemble in ordinary thermodynamic system the mass of the polymer
resembles the particle number) is the generating function G(k)
section 2.2):
(2.2.3)
where k is the fugacity. The' states of the system are
characterised by the mass s of the polymer. This system may
exhibit 'critical behaviour' in the sense that G(k) may diverge as
k approaches a critical value k. From (2.1.1), it is not
c
difficult to see that k is given by
(2.6.2)
For k k, we may write
(2.6.3)
where c is a small positive number. Substituting (2.1.1) and
(2.6.3) into (2.2.3), we get
(2.6.4)
-i
Note that the dominant values of s in (2.6.4) is s ~ £ . Hence,
one can see that £ and s are actually conjugate variables, i.e. in
order for the system to be well defined ( G(k) finite ), s must be




The physical picture of this fact is obvious. Near the
critical point, only states of large polymer masses dominate. And
at the critical point, . the system suddenly shows a global
connectiveness. That is, an incipient infinite polymer appears
which 'spans' the whole system. ( It is the same as the case of
percolation at percolating threshold, when an incipient
percolating cluster appears and spans the system. ) Our problem
is, what is special about this infinite polymer ?
To see this, note that the correlation length £ which
essentially measures the extent of fluctuation (or connectiveness)
of the system can be well described by the spatial dimension of
the largest polymer. It is well-known that near the critical
point, ? diverges with £ as, in usual notation ( Stanley 1970 )
(2.6.6)
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But we have seen that- R, where R is the spatial extent of the
largest polymer. Hence, comparing (2.1.2) and (2.6.6),'' we arrive
at
(2.6.7)
In the same way, the 'order parameter' M can be taken as
derivative of G(k) with respect to the 'field variable'. Although
in defining our system, k is a 'temperature variable', it can also
be taken as a 'field variable'( Redner and Reynolds 1981, Family
1982). Thus, by (2.1.1) and (2.2.3), we have..
(2.6.8)
Similarly, the susceptibility X(k) is given by
(2.6.9)
Recall the usual definitions of the critical exponents aqs ana r
In comparing (2.6.4), (2.6.8) and (2.6.9), we find
(2.6.10)
Family( 1983) has used the Ginzburg-type argument
concerning the fluctuation of the order parameter and the critical
volume ( Als-Nielsen and Birgeneau 1977 ) to propose a modified
hyperscaling law concerning LAs, i.e.
for LAs (2.6.11)
Therefore, by (2.6.7), (2.6.10), (2.6.11) and remember T = for
LAs, we get our desired relation (2.6.1).
The impressive success of the so-called renormalisation
t
techniques in studying critical phenomena reveals the fact that an
important characteristic of a system at the critical point is its
scale invariance, or self-similarity ( Wilson and Kogut 1974 ).-We
have seen above that the 'critical object' of a system of polymers
in a canonical ensemble is an incipient infinite polymer and hence
one may speculate that this infinite polymer is also self-similar.
Indeed, Mandelbrot ( 1982 ) has devised a method to characterise
these self-similar objects ( coined as fractals ) by introducing
an exponent called the fractal dimension. A formal definition of
self-similarity and the fractal dimension will be given in
Appendix B. We will also mention a few important consequence of
this scale invariant property. In the meantime, we simply note
that one consequence is just the anomalous mass-to-radius relation
(2.1.2) in the 'strong' form ( Stanley 1985 ). That is, if we are
given a fractal as shown in Fig.2.18, we can choose an arbitrary
point inside the fractal and then measure the mass M inside a
circle of variable radius R. The result will be simply
(2.6.12)
where d is the fractal dimension. Equation (2.6.12) is a stronger
requirement than (2.1.2), since (2.1.2) is only a measure of the
global property of the LAs or SAWs while (2.6.12) is essentially a
1
local property. Moreover, no ensemble average is required in
••
(2.6.12) but (2.1.2) is meaningful only after taking ensemble
average. In fact, Tasaki and Hara ( 1987 ) have-shown that under
this strong assumption for the structures of LAs, another
derivation of the relations between the various exponents is
possible. By this or other methods, we now believe that LAs do
satisfy (2.6.12) in a statistical sense. Another argument is given
by Havlin and Ben-Avarham ( 1982 ) in the studies of SAWs. They
have introduced the notion of local fractal dimension, which
essentially reduces to d as defined in (2.6.12) for sufficient
long SAWs.
In conclusion, we now believe that SAWs and LAs belong to
the class of homogeneous ( i.e. conforming to the strong form
(2.6.12 ) ) statistical ( ensemble average required ) fractals.
The fractal dimension is a useful quantity in describing both
their geometry and their countings. It is then interesting to
study their properties by taking this new viewpoints For this t
reason, we will turn to the 'dynamics' part in our following
studies.
Fig. 2.18 Schematic representation of a fractal. The point
0 is chosen arbitrarily inside the fractal and
the mass enclosed by the circle is proportional
to R4 .
Chapter 3 Diffusion in fractals
3.1 Motivation
Classical diffusion in regular and random media has been a
subject of growing interest in the last few years. It is
•r
interesting as it provides a simple mechanism to explain the
various' transport processes observed in solids. In this
connection, the transport of some macroscropic quantities such as
electricity is a consequence of the migration of some suitable
carriers such as electrons. The carriers can be taken to be a
random walker which undergoes transitions between the 'sites' of
the medium according to some predetermined transition rate
distribution. The transition rate distribution is determined by
such factors as the thermal fluctuation inherent to any
structures, external forces, the distortion of the lattice
structure of a crystal, the effect of boundaries of a finite
substance or the random structure of the medium. For example,
ft
there have been considerable efforts to explain the conductivity
of one dimensional disordered systems along this 1 ine (
Alexander et al 1981 ). The introduction of a random walker
supplements the use of mere static disorder models ( such as
percolations ) for conductivity in some amorphous materials (
Kirkpatrick 1973 ). Clearly, a complete description for transport
processes must be quantum mechanical in nature. However, under
suitable conditions ( Haus and Kehr 1988 ), the model of classical
diffusion is adequate. Some classic reviews of this subject
include Chandrasekhar ( 1943 ), Wang and Uhlenbeck ( 1945 ),
•t
Montroll and West ( i979 ) and Haus and Kehr ( 1988 ).
tin the last few years, the use of fractals as models for
disordered materials has stimulated more attention on this
subject. The results of such intensive studies not only provide a
picture of many real amorphous materials but also yield much
useful information about the models ( i.e. the various fractals )
themselves. The 'ant in a labyrinth' problem ( de Gennes 1976 )
was the first construct put forward to study the properties of
fractals by classical diffusion. Others include the important
discovery of anomalous diffusion in percolation clusters ( Gefen
et al 1982 ), the connection between the autocorrelation functions
for random-walk processes and the vibrational densities of states
( Alexander et al 1981 ) and the famous Alexander-Orbach
conjecture concerning diffusion in percolation clusters (
Alexander and Orbach 1982 ). Recent interests include the study of
conductivity in linear polymers ( Chowdhury and Chakrabarti 1985,
Havlin and Ben-Avarham 1983 ), the parasite problem ( random walk
on LAs ) of Wilke et al ( 1984 ) and the ' superuniversal'
conjecture concerning diffusion on homogeneous fractals such- as
percolation clusters and LAs ( Sahimi and Jerauld 1984 ). By the
above mentioned correspondence between diffusion and vibration, we
may call the following studies in later sections of this chapter
•t
and chapter 4 the studies of the 'dynamics' of fractals in
contrast to the sole 'statistics' studied in the previous
chapters.
The central objects of these investigations are the
%•
probability distribution function which describes the chance of
finding a random walker at a particular place at a particular
time, and the transition rate distribution mentioned before. The
master equation ( Reif 1965 and Appendix C ) is believed to govern
the behaviour of all the properties of the random walker. Of
particular interest are the mean-square end-to-end distance of the
walk, the range ( i.e. the average number of visited sites in a
•
walk of N step ) and the probability of visiting a particular site
in a long run. For diffusion on fractals, we will see later that
these lead to the introduction of a host of exponents. In
particular, the spectral dimension d is introduced to study the
s
range ( Rammal and Toulouse 1983 ) of random walks on fractals.
The correspondence between diffusion and vibration makes it
possible to relate d to the low-frequency density of states (
s
Alexander and Orbach 1982 ). The information dimension is
constructed to provide a universal description of random-walk
processes on fractals ( Argyrakis 1987, 1988 ). The determination
of the d and D in various systems is an active reseach subject,
si
Except for a few exact fractals, exact values-of d and D; cannot
s I»
be obtained analytically.
Some common techniques employed in these studies include
real space renormalisation group ( Wilke et al 1984, Sahimi et al
1984 ), effective medium approximation ( Webman 1981, Haus et al
1982 and Sahimi et al 1983 ) and Monte Carlo simulation (
Ben-Avarham and Havlin 1982 ). In this thesis, we will study the
d of SAWs and LAs by using the constant fugacity Monte Carlo
s
method and the exact enumeration approach propoesd by Majid et al
( 1984 ). Our result for SAWs is consistent with previous studies
( Yang et al 1985 ), while the result for LAs is new and leads us
to rule out the ad hoc argument of Sahimi and Jerauld ( 1984 ),
%
who conjected that d for LAs is a superuniversal constant ( i.e.
s
independent of dimension ) and equals 43. Some basic notions for
random walks on fractals are briefly reviewed in section 3.2. Our
motivation for studying d for SAWs and LAs is discussed in
s
section 3.3. The exact enumeration approach is introduced in
section 3.4. Our results for SAWs and LAs are shown in section 3.5
and we will then put forward a conjecture concerning .the
dependence of d on the range of transitions. Finally, in chapter
s
4, we will introduce a family of Hentschel-Procaccia-like
dimensions to describe random-walk processes in fractals. Our
t
motivation will be discussed in sections 4.1 and 4.2. Our results
for SAVs and LAs are new and will be shown in section 4.3. And we
will mention the precaution in using these exponents to explain •
experimental results. Finally, for the sake of completeness, we
include a discussion of the master equation and the correspondence
between the autocorrelation function describing random-walk
processes and the vibrational density of states in appendix C.
3.2 Random walk dimension, spectral dimension and the range
»
of random walks
In this section, we will briefly review some basic
interesting quantities for random-walk processes. Of particular
interest are the random-walk dimension, spectral dimension, the
range and the probability of return to the starting point for a
47
random, walk. Clearly, these quantities will depend on the
structure of the medium on which the random walk is performed. ,In
particular, we will study the case in which the medium possesses
self-similarity property. The calculations of these quantities are
always nontrivial even for a perfect lattice. For this reason and
for the sake of comparison, let us start with the familiar case of
random,walks on a periodic lattice.
On perfect lattice
We have seen many times that on an ordinary Euclidean
lattice, the root-mean-square end-to-end distance r(t) after t
steps follows a simple relation to t:
(3.2.1)
The power of r(t) can be taken as an exponent characterising the
underlying space although it is now 'superuniversl' and equals 2
in all dimensions. Another interesting quantity is the probability
P (t) that a random walker returns to the starting point after t
0
steps( sometimes called the autocorrelation function). We will
see in Appendix C that this quantityis closely related to the
vibrational density of states of an elastic medium having the same
structure as the periodic lattice. It is reasonable to assume that
(3.2.2)
where d is the dimension of the lattice. This is expected as the
the 'volume5 V available for the final position of the walker is
t
just r(t)d . Hence, P (t) ~ V and (3.2.2) follows by (3.2.1).
o t T
V is a measure of the average number of accessible sitest after t
t
steps. tIn contrast, the averaged number of distinct sites visited
after t steps S is a more relevant parameter in describing
t
random-walk processes. For example, it has been used to simulate
exciton transfer in guest-host and guest-trap systems ( Coniglio
and Liberto 1986 ) and in chemical reactions ( Argyrakis and
Kopelman 1984 ). Clearly, it is different from V but intuition
suggests that S should not be greater than V or t. On Euclidean
t t
lattices, the asymptotic behaviour of S has been worked out as (
Montroll and West 1979 )
(3.2.3)
where C and C' denotes lattice-dependent factors. Our problem is
then : how do these quantities change if the underlying space %
becomes a fractal ?
On fractals
We have seen before that fractals differ from ordinary
4
objects1 by being self-similar in nature. Since we are mainly
concerned with random walks on fractals embedded in a lattice (
like SAWs or LAs ), let us consider an example of random walks on
a LA in a 2D square lattice as shown in Fig.3.1. Actually, the way
to perform a random walk on a fractal requires careful definition.
On a perfect lattice, a random walker flips a fair coin with z
outcomes at each time step ( where z is the coordination number of
the lattice ) and walks in the direction indicated by the coin. In
this way, it moves at every time step. For a random walker on a
fractal, the number of allowed move directions at each time step
may vary due to the geometric constraint imposed by the fractal
structure. In our example, if the random walker starts from site o
in Fig.3.1, then two cases may happen ( Majid et al 1984.) : the
walker either flips a coin with 4 outcomes ( or in general z
outcomes, where z is the coordinatin number of the underlying
Euclidean lattice ) and if the coin indicates a prohibited
Fig. 3.1 Random walk on a LA. 0 is the starting point and r(t) is the
root-mean-square distance travelled after t steps. The. area
enclosed by the circle is the accessible volume; the number of
distinct sites inside the circle S r df .
•»
Fig. 3.2 A walker of 0 does not know whether he can go to C or not.
direction ( i.e. to sites not occupied by the LA ), it stays at
the original position and one time step is said to have elapsed.
f
Or it may just flip a coin with 3 outcomes only ( or in general z'
outcomes, where z' is the number of accessible sites connected to
o ); so that it can walk in every time step. Majid et al call the
former walker the blind ant wheras the latter the myopic £.nt. The
»
outcome of these two cases are not a prior equal even in a
s
statistical sense, although simulation results do show that the
•
various exponents calculated by these two methods agree ( Majid et
al 1984, Argyrakis 1987 ). We will always assume that this is the
case in the following discussion. Clearly, such difficulty does
not appear if the fractal can be defined without a lattice ( say a
Koch curve or a Sierpinski gasket ).
With the above consideration in mind, we can go on to
discuss the various exponents. Gefen et al ( 1983 ), in the
context of percolating clusters, have discovered the so-called
anomalous diffusion in fractals by using a scaling argument.
»
Namely, the root-mean-square end-to-end distance r(t) for a random
walk of t steps on a fractal, to a good approximation, is given by
(3.2.4)
where now d , called the random-walk dimension, is not
w
neccessarily 2 as in (3,2.1). For example, Gefen et al ( 1981 )
have shown that d of a 2D Sierpinski gasket is 2.322 while
w
Alexander et al ( 1982 ) gives d == 2.8 for 2D percolating
w i
clusters. Moreover, it is clear that the number of accessible
sites V is effectively located within a sphere of radius r(t) of
t
the starting point. But if the fractal is homogeneous, then by the
df
definition of fractal- dimension d , there should be r (t) sites
f
within the sphere. That is
(3.2.5)
So it is reasonable to guess that the probability of return to th
starting point is
(3.2.6)
where we have written is called the spectral
dimension of the fractal. Compared with (3.2.2), the only change
is that the spatial dimension d is replaced by the spectral
dimension d . Moreover, using an argument similar to our previous
s
consideration for the number of distinct sites visited S , Rammal
t
et al ( 1983 ) have suggested that S should be the lower bound of
t




in contrast to (3,2.3). This conjecture is confirmed by computer
simulations for the percolation clusters ( Havlin andr Ben-Avraham
1983, Argyrakis and Kopelman 1984 ). For most fractals of
1
interests, d is found to be less than 2 and nowadays (3.2.7a)
s
seems to be taken as the definition of d ( Argyrakis 1987 ). •
s
By using the correspondence between the vibrational density
of states and P ( Appendix C ), one finds that the low-frequency
o
vibrational density of states p(to) of an elastic medium having a
fractal structure is given by
I 3.2.8)
This should be compared with the low-frequency density of states
of the accoustic mode of a periodic lattice, which reads
( Callaway 1976 ),
where d is the dimension of the lattice. Again, the change is to
replace d by d . In ordinary lattices, the vibrations can be
s
viewed as excitations of phonons while in fractals, Alexander and
Orbach ( 1982 ) have called the excitations as in (3.2.8) thei
'fracton' modes. At higher frequencies, one may expect that the
usual phonon modes dominate and it is then interesting to find out
if there is any such ' crossover ' behaviour of the density of
states of some fractal-like structures experimentally. Direct and
indirect evidence such as specific heat measurement ( Kelham and
Rosenberg 1981, Alexander et al 1983 ) and slow neutron scattering ••
experiment ( Buchenau et al 1984 ) have been accumulated in the
•»•
past few years and we refer to Orbach's paper ( Orbach 1985 ) for
more details.
In conclusion, we see that one needs at least 3 exponents
( or dimensions ) to characterise a fractal structure : (a) the
spatial dimension of the underlying space in which the fractal
lies; (b) the fractal dimension which directly measures the
geometry of the fractal and finally (c) the spectral dimension
which essentially measures the 'dynamics' of the fractal ( since
it is related to the vibrational density of states via (3.2.7) ).
Actually, we do not know the complete set of exponents for
characterising a fractal yet. Indeed, in chapter 4 we will
introduce more exponents. In the meantime, we will concentrate on
a practical way to estimate d for various fractals. We will
s
mention in the next section our motivation for studying the
spectral dimensions of SAWs and LAs. Section 3.4 willNdiscuss the
exact-enumeration approach and our results will be shown in
section 3.5.
3.3 SAWs as proteins backbones
In the low-spin hemoprotein and ferredoxin the dominant
••
two-phonon process ( Raman ) leads to a relaxation rate of the
3+
spin lattice relaxation of the Fe ions with the temperature
dependence
(3.3.1)
where $ is the Debye temperature and f is a smooth function of
T$. The dimension d is that characterising the low-frequency
s
density of states by
(3.3.2)
Within experimental errors, the value of d was found to be 43 for
ferredoxin and 53 for hemoproteins. These values are precisely
the fractal dimensions of SAWs in two and three dimension
respectively ( using Flory's approximation ). This led Stapleton
et al ( 1980 ) to suggest that SAWs may be a good model for the
proteins backbones and this is consistent with structural analysis
of the proteins. However, as we know the d in (3.3.2K should be
j
the spectral dimension d instead of the fractal dimension d„ ..
s . f
And it can be shown that d for SAWs is 1 independent of
s
dimension. Hence, a conflict between theory and experiment arises.
To see why d = 1 for SAWs, let us consider a SAW lying on
s
a square lattice ( Fig.3.2 ). A random walker is allowed to hope
to a nearest neighbour open site ( i.e. the site belonging to the
SAW ). Non-trivial situation arises when the walker reaches a site
like 0 in Fig.3.2. He can surely go to site A and B but depending
on the rule defining the random walk, he may or may not be able to
go to site C. If he is not allowed to 5 cross jump5 to sites like
C, then the problem is just equivalent to ordinary random walk
along a straight line ( Fig.3.3a). We will call this case the
random walk along the SAW. The proof that d = 1 in this case is
s
simple. We give here two different arguments, the first one is
somewhat sloppy : Note that in unit of lattice spacing, the walker
after t steps will on average be at a distance measured
along the chain from the starting point ( see (3.2.1) ). Hence,
the Euclidean distance r(t) from the starting point is given by
1
Fig. 3.3a Random walk, along the SAW is equivalent to random walk along a
straight line.
Fig. 3.3b More than nearest neighbour transitions occur when cross1 fc
' jumps ( such as 0 to C ) are allowed. t
(3.3.3)
where we have used the definition of fractal dimension d. Henc
by the definition of random-walk dimension d ,
w
along the SAW (3.3.4)
or sino
alone the SAW (3.3.5)
Clearly, (3.3.3 - 5) hold in any dimension of the underlying
f
lattice, as (3.2.1) holds in any dimension. Thus, for random walk
along the chain, d = 1 independent of the dimension.
s
The other argument is more direct and heuristic : one
simply notes that d is related to the average number of distinct
s
sites visited in a walk, which is independent of the metric of the
underlying medium. ( The metric defined on a SAW embedded in an
Euclidean space clearly differs from the metric of the Euclidean
space as the SAW is 'winded' ). Hence, if the case for random walk
along the SAW in any dimension is equivalent to that along a
striaght line, then by (3.2.3), on a straight line and
this should hold also for SAWs. As a result, d = 1 by (3.2.7a)
s
for walks along the SAW independent of dimension.
On the other hand, if the walker is allowed to cross jump
to sites like C, the walk is non-trivial. Fig.3.3b shows the
possible transitions when the SAW is stretched into Na straight
line. The figure clearly suggests that a non-trivial distribution
of more than nearest neighbour hoppings. And this is clearly
dependent on the state of ' winding ' of the SAW ( i.e. the
fractal dimension ). In order to overcome the above Mentioned
conflict between theory and experiment in the studies of proteins,
Helman et al ( 1984, 1985 ) suggested a SAWs model with cross
jumpings across the proteins backbones. This is precisely the same
situation as in Fig.3.3b. Helman et al suggested that if the
number of such cross jump channels is sufficiently large, then the
• i
spectral dimension of SAWs will change to the same values as the
fractal dimension. Later Chowdhury and Chakrabarti ( 1985 ) using
real space renormalisation group techniques and Yang et al ( 1985
) using computer simulation rejected Helman's suggestion. They all
claimed that d of SAWs remains unchanged even in the presence of
s
cross jumps. Their results are somewhat unexpected since intuition
%
would suggest that d would be smaller and hence d would be
w s
larger. To check their results, we have used the constant fugacity
Monte Carlo method to generate SAWs on a 2D square lattice and
have estimated d ( in the presence of cross jumps ) by the exact
s
enumeration approach discussed in the next section. At the same
time, we will use the same methods to estimate d for LAs. Our
s
results will be shown in section 3.5.
3.4 Exact-enumeration approach to random-walk process -
A practical computational algorithm which essentially
follows the spirit of the master equation to implement random-walk
processes in any structure is the exact-enumeration approach
••
developed by Majid et al ( 1984 ). This method is advantageous
over the conventional Monte Carlo method in being fast and
unbiased. It is suitable in particular for the studies of
random-walk processes on fractal structures and the results always
allow a smooth extrapolation to infinite 'time' ( number of steps
) limit. We will use this method in section 3.5 in studying the
dynamics of SAWs and LAs. In the meantime, we just breifly
summarise the essentials, and our treatment mainly follows Majid
et al.
As noted in section 3.2, there are two ways to perform
random walks on fractals embedded in a lattice. One is the blind
ant method and the other is the myopic ant method. To illustrate
the idea further, suppose we have a 2D square lattice randomly
filled with open and prohibited sites with respect to a random
walker, Fig.3.4. The theme of the exact-enumeration approach is
that instead of actually performing the random walks (• flip coins» »
and walk at each time step ), one may just concentrate on the
distribution function P(n,t) of finding the walker at position n
at time t starting at the origin o at time 0. Now, given the
distribution function at time t, one can calculate the
«
distribution function at time t+1 by
(3.4.1)
where w(n,m) is the transition probability from site m to n in one
time step. Clearly, this is nothing but the Chapman-Kolmogoroff
equation ( Appendix C ) in the continuous time random walk case,
only now the time interval is restricted to be one. Having
obtained P(n,t+1), one may obtain the distribution function at
time t+1, P(n',t+1); and so on. The only trick here is the
treatment of the transition probability { w(n,m) }. In Appendix C,
{ w(n,m) } is fixed or is a given distribution but now the lattice
is randomly prohibited and so { w(n,m) } is dependent on the
particular configuration of the fractal and cannot be written down
in general. Fig.3.4a and 3.4b show the time evolution of the
distribution function for the blind ant and the myopic ant
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(a) Blind ant (b) Myopic ant
Fig.3.4 Time evolution of the probability distribution function for
3 successive instant of time for the 2 walkers. ( Reprinted
from Majid et al 1984. )
perform nearest neighbour jumps only. For the blind ant, at each
time step, a coin with four ( in general, the coordination number
of the lattice ) possible outcomes is tossed. If the outcome
corresponds to an allowed posssibility, it moves; otherwise it
remains at its original position and one unit of time is said to?
elapse. On the other hand, the myopic ant is not so blind; it
«
realises that not all sites are accessible and chooses only among
those open sites. For example, if only two sites are open, then it
flips a coin with only two outcomes ( Fig.3.4 ). Hence, the myopic
ant always moves at every time step.
In this way, the distribution function is completely
determined by the structure of the lattice. In other words, one
may get information about the structure by observing some
measurable quantities. For example, the mean-square end-to-end
2
distance r (t) after t time steps is given by
(3.4.1)
-2
where n denotes the square of the distance of n from the origin.
Of course, when a perfect ( non-fractal ) lattice is used, this
method reduces to the ordinary case with a fixed transition rate
1z to any nearest neighbour, where z is the coordination number
of the lattice.
This method has been shown to yield good estimates of the
various exponents for the percolation clusters. And it is believed
( Majid et al 1984, Argyrakis 1987 ) that both the blind ant and
the myopic ant yield the correct results asymptotically. We will
use both the blind ant and myopic ant method in the following
•r
investigations.
3.5 Spectral dimensions for SAWs and LAs
In this section, we will report our results for estimating
the spectral dimensions d for SAWs and LAs on 2D square lattice
s
using the constant fugacity Monte carlo method ( section 2.2 ) and
the exact-enumeration approach ( section 3.4 ). This route has
been followed in studying d for SAWs ( Yang et al 1985 ) but our
s
result for LAs is new. We then propose a conjecture concerning the
d when more than nearest neighbour hoppings are allowed. We
s
cannot show a firm verification but we believe that it is mainly
due to limited computational memory and time.
SAWs
We use the constant fugacity Monte Carlo method to generate
SAWs of mass 80 on a 2D square lattice and perform exact-
enumeration for random walks with cross jumps ( section 3.3 ). The
starting point is chosen arbitrarily at a point generated near the
middle of the growth chain ( section 2.2 ). This helps to prevent
the random walker from reaching the edge of the SAWs too
frequently, which may alter the statistics. We record both the
root-mean-square distance r(t) and the probability of return to
the starting point P (t) ( see (3.2.4)) for t from 1 to '80. The
o«
indices' d and d are calculated by the method of successive
w s
slopes ( Majid et al 1984 ); in the same manner as getting the
fractal dimension from the local fractal dimensions ( section 2.6
). That is, we first calculate a nominal d ( a = w or s ) for
a
each step t :
(3.5.4)
where A(t) stands for r(t) or P (t), and extrapolate the values to
o
infinite t. Fig.3.5a and 3.5b show our results for d (t)2 and
w




These two resits are consistent as we know that d
for 2D SAWs ( Stanley 1985 ) and hence d
s
( by using d = 2.64 ) which agrees with the previous value 0.98
w
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Wilke et al ( 1984 ) used a shape fluctuation algorithm
( Stauffer 1979 ) to generate about two thousands samples' of LAs
«
of sizes 625 and 900 on a 2D square lattice and obtained
In that connection, LAs are taken as i limit of large
percolation clusters. Gould et al ( 1984 ) used a five-cell
position space renormalisation group technique and obtained
and Sahimi and Jeranld ( 1984 ) even suggested
that the d for LAs was a superuniversal constant ( i.e.
s
independent of dimension ) and equals 43. Table 3.1 summaries
the results obtained so far. In our simulation, we generated 2604
samples of LAs of mass 100 by the constant fugacity Monte Carlo
method and performed exact enumeration up to 100 steps. The
s
results of d (t) and d (t) calculated by P (t) are shown in
w s o
Fig. 3.6. From the graphs, we get and Derrida
and Seze ( 1982 ) has given a rather accurate estimation of d for
LAs on 2D; namely Hence, combined with our estimation
for d , we get d = 1.19. It is clear that our result for d
w s s
obtained by P (t) is too small compared with 2d d„. It also shows
o w f
Table 3.1 Random-walk dimension and spectral dimension for LAs
estimated by different methods
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a considerable deviation from Wilke et al ' s or Gould et al's
value. However, since the constant fugacity Monte Carlo method -is
expected to get an unbiased sampling, the only error that may
arise in our estimation is the edge effect, i.e. the underlying
LAs are too small such that the random walker can easily reach the
edges of them. Gefen et al ( 1983 ) has shown 'if the
i
root-mean-square distance of a random walk is comparable to the
spatial extent of the underlying fractal, the statistics may be
altered significantly. And this affects the calculation of d by
s
P (t) more appreciably as the value of d calculated by P (t) is
o s o _
in general less accurate than that calculated by d ( Majid et al
w
1984 ). In any case, our results do not support the conjecture of
Sahimi and Jerauld ( 1984 ) who claim that d = 43 for LAs in all
s
dimension. This is possible as the famous conjecture that d = 43
s
for percolation clusters ( Alexander and Orbach 1982 ) is now
rejected ( Stanley 1985 ).
Finally, we put forward a conjecture concerning d of
s
fractals in general. Intuition suggests that the spectral
dimension would not be changed even if longer than nearest
neighbour transitions are allowed. One support comes from the
negative result of Helman et al ' s conjecture : d remains
s
unchanged even in the presence of cross jumps ( section 3.3 and
our result for SAWs ). This is plausible as the system is scale
invariant. Under a scale transformation ( say reduces the
magnification by half ), any next nearest neighbour transition is
just like a nearest neighbour transition and the physics should
i
not be changed. Fig.3.7 shows the results obtained for SAWs and
LAs when incroporating such allowance. In our algorithm, the blind
ant flips a coin with z' possible outcomes at each time step,
where z' = 12 for next nearest neighbours transitions and so on.
The graphs do show some deviation from each other but since the
difference is signficant only after many steps ( t large ), we
believe that this is mainly due to the edge effect encountered
when the random walker reaches the egdes of the fractal after a
long time as mentioned before. Clearly, this effect is more
serious when longer range transitions are allowed. In conclusion,
we still think that our conjecture is plausible but we lack
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Chapter 4 Non-metric characterisation of random-walk processes on
fractals
4.1 Motivation
We have seen in the previous sections that the spectral
•f
dimension plays an important role in the studies of dynamics of
fractals. Besides the fact that the low-frequency vibrational
density of states of a fractal network is related to d via
s
(3.2.8), d is also the first parameter which does not depend on
s
the metric of the underlying space. This is clear as d is related
s
to the average number of distinct sites visited S during a random
N
walk of N steps by (3.2.7a)
and S is clearly independent of the metric. This is in contrast
N
to the definition of fractal dimension d ( 2.1.2 ) or the random
walk dimension d (3.2.4), where the notion of metric is
w
important. This situation is quite satisfactory from a
philosophical point of view : since the very basic idea of
fractals is the scale invariant property, one may expect that any
significant physical quantity should be independent of the length
scale ( metric ) chosen. So one may be led to find other
quantities ( or exponents ) which supplement the characterisation
of a fractal and at the same time do not depend onN any metric%
concept.
The first attempt along this line has been worked out by
Argyrakis ( 1987 ), who has defined the information dimension D
•' I
for random-walk processes on fractals, although his motivation was
not the same as ours. Essentially, D. is a measure of the visit
distribution, i.e. the chance of visiting a site repeatedly. The
original work of Argyrakis will be discussed in details in section
«
4.1. We have generalised Argyrakis's definition and have defined a
family of Hentschel-Procaccia type dimension D , where q is a
q
non-negative real number. Arcandelis et al ( 1988 ) have suggested
such a possibility and argued that for perfect lattices and the
percolating clusters, such D 's are all equal. We think that this
q
result is interesting as it reveals that a given fractal may show
different characteristics with respect to different processes. (
For instance, a percolating cluster is a 'multifractal' with
respect to voltage drops in a random resistor network but it is
not a multifractal with respect to random-walk processes. ) So it
is interesting to study the corresponding behaviour of SAWs and
LAs. We have computed D for various q 's for SAWs ( with cross
q
jumps ) and LAs on 2D square lattice. Our results are new and will
be shown in section 4.3. However, we are not able to draw a
conclusion whether SAWs ( with cross jumps ) or LAs are
multifractals with respect to random-walk processes for reasons
discussed below.
4.2 Information dimension and its generalisation
To illustrate Aygyrakis's idea, consider a random walker on
a lattice ( non-fractal or fractal ). On the average, the walker
will visit S distinct sites in a long walk of N steps ( section
N
3.2 ). Denote the number of times that the k th site has been
visited by i, , where
k
Clearly, The
probability P of visiting the k th site is then
K
(4.2.1)
The information dimension is defined by ( Argyrakis 1987 )
where (4.2.2)
I is a measure of the relative probability that each site is
N
accessed at some time in the walk; and it is clearly a notion
independent of any metric. A special case is that allN sites have
exactly the same prability of visit, i.e.
and Dj. reduces
to d 2 ( see (3.2.7a)). For example, Argyrakis gives
s
for a 2D Sierpinski gasket and for 2D percolating
clusters. Even for perfect lattices, the calculation of D is
non-trivial; for instance D for a 2D square lattice is found to
be 0.89 by Argyrakis.
A generalisation to Henstchel-Procaccia type dimension D
q
is immediate. In the studies of multifractals, one wishes to
characterise the objects concerned ( say a diffusion-limited
aggregate ) and describe the events occuring on them ( Halsey et
al 1986 ). For example, in diffusion-limited aggregation, one is
interested in the probability of a random walker landing next to a
given site on the aggregate. Or one may be interested in the
distribution of voltages across the different elements in a
random-resistor network. This may be done by dividing the object
%
into many pieces of size 1 ( say ) and studying the distribution
of the scaling exponent a defined by
(4.2.3)
where p. is the probability of some events occuring in the i th
l
piece and q is a non-negative real number. Hentschel and Procaccia
( 1983 ) have defined a family of exponents DM by
q
(4.2.4)
where ( The superscript (M) is to emphasise
that we? are dealing with the geometric aspect of fractals. ) It
can be shown that ( Hentschel and Procaccia 1983 ) DM is closely
q
related to the distribution of a . For q - 0, DM gives the
q
fractal dimension d , is the information dimension ( not the
D defined above ) and D M)is the correlation dimenion. Clearly,
I 2
DM as defined in (4.2.4) are constructed for studying the
q
geometry of the fractals. Motivated by Argyrakis's work, we are
led to define another set of D ' s to characterise random-walk
q
processes on fractals. We interpret p. in (4.2.4) as the
probabilty of a random walker visiting the i th site in a long




Hence, like DM ' s, the D 's as defined here give a unified
q q
picture to describe random-walk processes on fractals and they.- do
satisfy our requirement of being metric independent. Since the
mathematics involved is the same as in (4.2.4), it can easily be
(M)
shown that for q - 0, D reduces to d 2 in contrast to Dn = d„;
q s 0 f
while for q - 1, D is just the information dimension defined by
q
Argyrakis. It is then interesting to compare the values of D for
q
various q 's. Borrowing from the language of multifractals, one
may say that if D D , for q q} for a particular fractal, then
q q
the fractal has multifractal character with respect to random-walk
processes.
Arcangelis et al ( 1988 ) have argued that for diffusion on
perfect lattices and percolating clusters,
for all q (4.2.7)
The essential argument is the use of the scaling relation ( Havlin
et al 1985 ) for the probability P(r,N) that a random walker,
starting at the origin, visits a site at a distance r after N
steps :
(4.2.8)
where f(x) is an exponential-type function of the argument. Later
Argyrakis ( 1988 ) has shown support of (4.2.7) after a further
extended study. His results are only confined to studies of -and
numerical supports for (4.2.7) for other values of q are still
lacking. If (4.2.7) really holds, then a percolating cluster is
not a multifractal with respect to random-walk processes while it
is a multifractal with respect to voltage drop measured in a
random-sresistor network ( Arcangelis et al 1985 ). So it is
interesting to study the behaviour of SAWs and LAs with respect to
random-walk processes. For SAWs and LAs, (4.2.8) has not been
verified so far and thus we will mainly resort to numerical
studies.
4.3 D 5 s for SAWs and LAs on 2D square lattices
q
We have seen in section 3.3 that for diffusion along SAWs,
d for SAWs is the same as that for a straight line ( namely unity
s
). This is really the result of the independence of d on the
s
metric. Hence, one may expect that for diffusion along the SAWs,
D ' s defined in (4.2.5) for SAWs are again the same as those for
q
a straight line. Hence, we begin to study the D 's on a straight
q
line. Fig.4.1 shows the results of plotting In «(q) vs ln(N) for q
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Fig.4.1 lnX(q) vs ln( N ) for q = 0,1,2,...,7 for a straight line. The range
is fronr'N = 100 tff N = 150. The data are averages of 6000 distinct walks.
Table 4.1 Weighted average of generalised dimensions for random-




















where ST(r) is the number of distinct sites visited in that walk
N
and p. is calculated through (4.2.1). » is then averaged over
i q,r
6000 distinct walks and taken as estimation for «(q) rin (4.2.6).
The graphs show a nice linear dependence and the exponents are
1
calculated by least square fitting for range from N=100 to N=150.
The results are summaried in Table 4.1. A cross check of our
results is to note that for a straight line d = 1 and we find d
s • s
So our results are satisfactory. But our results•
show a decreasing trend for D 's ( i.e. D D , for q q' )
q q q
which seems to violate (4.2.7). This is consistent with
Argyrakis's comment ( 1988 ) that formula (4.2.7) only holds in
the truly asymptotic limit. That is, for most quantities studied
so far, such as the root-mean-square distance or the average
number of distinct sites visited, finite, short times ( i.e.
relatively small suffice to bring out the fractal
behaviour wheras this is not the case for D Js. One has to go
q
further i and resemblence to (4.2.7) is restored.
Fig.4.2 and Table 4.2 show the results obtained for SAWs on
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Fig. 4.2 1 nTc(q) vs ln( N) for q = 0,1,2,.... ,7 of SAWs. The SAWs sizes are
170 and N is from 100 to 150. Note that the number of 'hitting
edge' is 20 out of 5798 distinct walks.
Table 4.2 Weighted average of generalised dimensions for random-




















fugacity Monte Carlo method and in each configuration generated,
we perform the random walk by using the myopic ant approach and
allow for cross jumps ( section 3.3 ). The final results are the
weighted average over 3 distinct trials, with 6187, 5377 and 5798
different configurations respectively. The fitting range for the
exponents is from N=100 to N=150. We also recorded the number of
events taf 'hitting edges' ; i.e. the number of times that the
random walker reaches the edges of the SAWs. The typical number is
20 out of 5798 different walks, so we think that this error can be
»•
neglected. Clearly, (4.2.7) is still violated and it is
interesting to compare the results with those obtained for a
straight line. The two results ( Tables 4.1 and 4.2 ) are quite
close.
The results for 2D square lattice LAs are shown in Fig.4.3
and Table 4.3. However, the edge effect is more significant in
this case ( the typical number is 21193 out of 13886 distinct
,
walks of 85 steps ) but the nice linear dependence in Fig.4.3
%
suggests that our results are acceptable. A cross check is the
spectral dimension calculated by this method
which is close to the results obtained in section 3.5. Again,
(4.2.7) is still violated. Since we do not know a formula like
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Fig.4.3 ln(q) vs 1n(N) for q = 0,1,...,6 of LAs. The animal sizes are 100
and N is from 60 to 85. Note that the number of 'hitting edge' is
21193 in 13886 distinct walks.
Table 4.U Weighted average of generalised dimension for random-


















(4.2.7) is really not vioated in these cases or the apparent
violation is just because our results have not reached the truly
asymptotic limit.
In conclusion, we think that the set { D } are useful
q
metric independent dimensions in describing random walk processes.
The studies of them first reveals the fact one has to be' careful
in interpreting experimental results by using the various
exponents such as d or D ; the 'time' range ( number of steps )
s q
of validity of the use of them may differ in general.
Appendix A Martin's algorithm and Canonical labelling
In this appendix, we will discuss Martin's algorithm for
• •
generating SAWs or LAs on any regular lattice. As we have seen in
section 2.2, the constant fugacity Monte Carlo method is
essentially a stochastic version of this method. And because of
its historical importance in the studies of critical phenomena
( Domb 1979 ), we present the method here in details.
To illustrate the idea, it is convenient to start with LAs
on 2D square lattice. A primitive idea of enumerating all the
%
possible configurations ( up to translations ) of LAs of a given
mass, i.e. the counts ( section 2.1 ), is the recognition that a
LA of mass s ( 1 ) is built up from a LA of mass s-1. Fig.Al
shows a LA of mass 4. One can add a mass at any neighbourhood of
the LA to form a LA of mass 5. However, if we add arbitrarily,
then we cannot identify the resulting LA uniquely. Fig.A2
illustrates the situation : we do not know whether configuration
comes from configuration 1 or 2 or others. If this is the case,
then we are surely not able to enumerate exactly the counts of the
LAs. Hence, the first citerion of such enumeration is a rule of
labelling which enables one to identify a given configuration of
LAs of a given mass uniquely. Martin ( 1979 ) has developed such a
Fig.Al A LA of mass 4. One can add a mass in any
neighbourhood ( marked as x ) of it to form
a LA of mass 5.
(1) (2)
Fig.A2 Where does configuration () come from ?
Configuration (l)or(2)?
scheme. His method is to give each site of each configuration of
the LAs a number. The order of these numbers determines .the
sequence of generating the sites of that configuration; the site
with the smallest number is generated first. The assignment of
these numbers is called canonical labelling. For LAs, it works as•
follows : •
1. For a given configuration, arbitrarily choose a site and
give it the number one.
2. Define a sequence of adjacent labelling priority, i.e. a rule
to assign the numbers of the nearest neighbouring sites of a
previously numbered site. For example, the priority ( on 2D
square lattice ) may be
direction
priority 1 2 3 (4)
3. Always start the sequence of labelling from the site of
the smallest number, i.e. 1. If all the neighbours of the
number 1 site are numbered, then go on to number the
neighbours of the number 2 site ; and so on.
Two examples of such labelling are shown in Fig.A3. From
this, we can see that once the number 1 site is fixed, .-the
labelling is unique. This clearly solves the difficulty
encountered in Fig.A2. If the number 1 site of configuration in
Fig.A2 is known, say as in Fig.A3a, then clearly, comes from
configuration 1 but not 2 in Fig.A2; otherwise the added mass will
I
not be 'labelled as the number 5. ( This is in accord with the rule
that the order of generating the sites follows the order of the
numbers of the sites ). In summary, we have devised a scheme to
identify any given configuration uniquely and from this we also
know 'where1 the configuration comes from, i.e. the previous
growth chain.
In practice, we start the growth chain from one site and
call it the number 1 site. Then we add the other masses according
to the adjacent labelling priority described above. If all the
neighbours of the number 1 site are occupied, then one goes on to
add masses to the neigbourhood of the number 2 site; and so on.
Clearly, one has to fix the maximum mass s of the LAs first. And
the only trouble now is the treatment of the finally grown site. A
natural choice is that after the final site ( numbered s ) has
been grown, delete the site and proceed to add the final site to





Fig.A3 Canonical labelling of the LAs. If the number 1 site is
fixed, the sequence of generating the LAs is fixed.
priority. If all the neighbours of the 'growing centre' ( at
present, it is the number s-1 site ) has been tried, mark the
position of the growing centre and shift the growing centre to
the previous site ( i.e. the s-2 site ). One then starts the
growth chain again and remembers that the marked position cannot
be occupied again by any site until the growing centre is shifted
again.iThe process goes on until the growing centre becomes the
•
number 1 site again and the number 2 site cannot be added further
( all the neighbouring positions are marked ). In this way, it is
not difficult to see that after the process ends ( or quoted as
%
the Martin's algorithm ends in section 2.2 ), one has enumerated
exactly all the counts of the LAs of masses starting from 1 up to
the previously fixed maximum mass. Each configuration of the LAs
appears once in the algorithm; as we can give it an unique label (
the numbers of the sites ) and generate the configuration
according to its label.
To illustrate the idea further, Fig.A4 shows the sequence
ft
of generating LAs up to mass 4 and the canonical labels of each
configuration. Note that to prevent repetition by translation, we
have added some permanent prohibited marks on the bottom two
lines. The labelling for SAWs is similar. In that case, a obvious
choice is to label the SAWs according to the natural sequence of
Fig. A4 Canonical labelling of LAs of mass 4. The number inside
the circles are the canonical labels. The dots are temp¬
orary prohibited marks and-the crosses are permanent
prohibited marks to prevent repetitions by translation.
the steps ( i.e. the end-point of the i th step is called the
number i site ). An example of the generating sequence-of SAWs .of
mass up to 2. is shown in Fig.A5. Again, the adjacent labelling
priority follows the previous choice.
Fig.A5
4.
Canonical labelling of SAWs of mass 2. The numbers
inside the circles are canonical labels and the dots
are temporary prohibited marks. The shaded circles
are the starting points of the walks.
Appendix B Fractals
It is now recognised that there are many self-similar
structures in nature. Well-known examples are large polymers and
gels ( Stanley 1980 ), seacoast, fractal error, turbulence (
«
Mandelbrot 1982 ), aggregated metal smokes particles ( Forrest and
Witten 1979 ) and electrolytic depositions ( Brady and Ball 1984
). Definitely, the various mathematical models to these phenomena
also share this intersting property. We have already come across
SAWs and LAs ( section 2.6 ); others include the well-studied
percolating clusters, diffusion limited aggregates and the
critical Ising spin patchs. The word 'fractals' is invented by
Mandelbrot ( 1982 ) who tried to unify this wild range of
phenomena by a unique concept. It turns out that this gimick is
very useful and we have come to a stage far beyond pure geometric
characterisations. Of particular interest are the physical
implications for a structure having self-similarity property and
their relevance to experimental measurements ( chapter 3 and 4 ).
In this appendix, we will display a formal definition of fractals
• •
and study few examples. Moreover, we are interested in some
important consequence of the self-similarity property.
It is sometimes convenient to think of any geometirc object
as pure point set ( S, say ) in an Euclidean space. S consists of
points with position vector ) where d is.-the
dimension of the Euclidean space. Under a similarity transform
%
with real scaling ratio 0 r 1 , the set becomes rS with points
= ( rxi, rx2, ...., rxd ). The set S ( assumed bounded ) is
said to be self-similar if it is the union of N ( depends on r )
«
distinct ( non-overlapping ) subsets each of which is congruent to
rS for any 0rl. 'Congruent' means identical under translations
and rotations. The similarity or fractal dimension d is defined
by ( Voss 1985 )
(B.l)
We will discuss one of the argument in arriving this definition
later. Moreover, a set S is statistically self-similar if it is
composed of N distinct subsets each of which is scaled down by the
ratio r from the original and is identical in all statistical
aspects to rS.
Sierpinski gasket
A well-studied example of exact fractals is the Sierpinski
gasket ( Mandelbrot 1982 ) which can be built up by an iteration
process in any dimension. The iteration process for the 2D
Sierpinski gasket is shown in Fig.Bl. Note that the final figure
is similar to 3 smaller gaskets each of linear size 12 of -the
original gasket. Hence,
(B. 2
Generalisation to arbitrary dimension is simple. One simply note
that the gasket then consists of d+1 similar subsets and thus
{B. 3)
A fractal curve
Let us consider a special long chain looked from a great
distance or at a large length scale ( L, say ). In this length
scale, the chain appears as a single object with no structures (
Fig.B2a ). However, on closer inspection ( or using a smaller
length scale 1 = L r, where 0rl ), one finds that the chain
actually consists of N distinct pieces each of them is not unlike
the original chain ( Fig.B2b ). If one changes the scale factor r
to any rJ ( again 0r'l ) and still finds many pieces ( say N' )
which look like the original chain, then the chain is said to be
self-similar. Of course, the pair ( N,r ) must be somehow related
to ( N',r' ). To see this, note that the length or perimeter P(l)
of the chain in scale 1 should be given b
(B.4a]
while in length scale V = Lr', it becomes
(B. 4b
On the other hand.
wher . (B.4) then gives
or (B. 5;
A possible solution to (B.5) for P as function of 1 is
(B.6;
where t, may be any real number. This implies that ( by (B.5))
or (B. 7)
Initially, we have N = 1 and r = 1, therefore we arrive at our
promise (B.l)
where we have defined Accepting this, one find that
' the perimeter of the curve is given bs
(B.8)
t
From this, one can see that for a curve whose d is greater than 1
' I
1
( say, a Koch curve ), its perimeter increases without bound by
looking at it by a stronger and stronger magnifying glass !
Mass-to-length relation
Finally, one can also estimate the 'volume' or 'mass' of a
fractal set S by covering with box of linear size 1. If one
considers only distances of order 1 about a given point in S, one
just finds a single box of size 1 with volume 1 , where d is the
dimension of the underlying space. However, if the length scaley
about the same point is increased t one now
finds a total of N
.d
f boxes of mass 1 covering
the set. Thus, the mass within a distance L of some point in S is
or fFL 9
%
This relation is a very important one. Rammal ( 1983 ) has simply
I
' taken (B.9) as the definition of fractals. Generalisation of this
'definition' to more general cases ( say for inhomogeneous
T
fractals or multifractals ) can be found in a good review bj
Broomhead ( 1985 ).
Appendix C. The master equation and the vibrational density of
states
Let us begin with the simple case of continuous time random
walk on a periodic lattice. The quantity of interest is the
conditional probability P(n,t|l,0) of finding the random walker at
4 •'
site n -at time t when it starts at site 1 at time 0. We may drop
the dependence of P(n,t| 1,0) on the initial conditions if no
ambiguity will arise. The transitions of the particle from one
site to another are assumed to represent a Poisson process in
time. Denote the transition rate from site m to n by W(n,m). Note
that W(n,m) = W(m,n) by translation symmetry of the lattice. For a
homogeneous Markovian process, the present state of the particle
is determined by the past state at a earlier time, but not by a
more detailed sequence of states and no time point is
distinguished. This Markovian property requires that the
conditional probability obeys the Chapman-Kolmogoroff equation
(C.l)
where t t' 0. If t = t'+T with T sufficient small, then
(C. 2)
by the assumption of Poisson process. In the limit oi
infinitesimally small T, the master equation is found :
(C.3)
where we have suppressed the explicit dependence on the initial
conditions and used the fact that
t
One may
simplify the notations further by introducing a new transition
matrix . contains off-diagonal elements the transition
rate from site i to W ) and diagonal elements the tota.
transition rate leaving the site n. In the new notation, (C.3)
reads
(C. 4)
The master equation can easily be solved in the Fourier
space. Laplace transform of the time coordinate, (C.4) gives
(C. 5)
where s is the spectral parameter and we have assumed that
depends only on the difference n-ra. Assume further that the
Fourier transform of both P and X. exist ( by using periodic
condition, say ), the R.H.S. of (C.5) becomes
(C.6
where r(k) is the Fourier transform of X , sometimes called the
characteristic function of the lattice, v(k,s) is the spatial and
time transform of P(n,t) and d is the dimension of the lattice. In
deriving (C.6), we have assumed a finite lattice ( the number of
lattice points is N ) and used the fac i by lattice
1
symmetry. On the other hand, imposing the initial condition
(C.7)
L.H.S. of (C.5) becomes
I r q
Comparing (C.6) and (C.8), we have
(r cn
In principle, one can get back P(n,t) by using (C.9).
However, the inverse process always involves difficulties.
Nevertheless, one can derive the relation between the density of
the eigenvalues ( per lattice point ) of the master equation (C.4)
and the autocorrelation function P(o,t) from (C.9). At n = o,
where ('pp denotes principal part. In the continumm limit, N -• oo
and the density of eigenvalues per lattice point p(v) is given by
1
(C.10)
It is now simple to relate the autocorrelation to the
vibrational density of states ( section 3.2 ). One simply notes
that the master equation (C.3) bears the same form as the
equations of motion describing the vibration :
(C.11)
where m is the mass attached to each lattice site , u(n,t) is the
displacement at site n and at time t and k is the force
n ,m
constant coupling sites n and m ( compare the Laplace transform of
the time coordinate of the master equation with the Fourier
transform of the time coordinate of the eqution of motion ).
2
Hence, the eigenfrequency square oo for vibration corresponds to
the spectral parameter s for diffusion. Hence, the density of
eigenstates for vibration is obtained by repacing s by co2 in -the
density of states for diffusion and multiplying the result by (0.
As a result, by (C.10) and the fact tha in th
long time limit ( section 3.2 ), one arrives at the conclusion
that the low-frequency vibrational density of states for a fractal
4
network is given by
. (CA2
as promised in section 3.2.
Reference
. Alexander S., Bernasconi J. Schneider W.R. and Orbach R. 1981,
Rev. of Mod. Phys., 53, 175.
Alexander S. and Orbach R 1982, J.Physique, 43, L625.
Alexander S., Laermans C., Orbach R. and Rosenberg H.M. 1983,
t
Phys. Rev. B, 28, 4615.
Als-Nielsen J. and Birgeneau R.J. 1977, Am. J. Phys., 45, 554.
Arcangelis L.de, Coniglio A. and Paladin G. 1988, Phys. Rev. Lett.
61 , 2156.
Argyrakis P. and Kopleman R. 1984, Phys. Rev. B, 29, 511.
Argyrakis P. 1987, Phys. Rev. Lett., 59, 1729.
Argyrakis P. 1988, Phys. Rev. Lett., 61, 2157.
Brady R. and Ball R.C. 1984, Nature, 309, 225.
Ben-Avarham D. and Havlin S. 1982, J. Phys. A., 15, L691.
Berretti A. and Sokal A.D. 1985, J. Stat.. Phys., 40, 483.
Binder K. 1986, ed. Monte Carlo Methods in Statistical Physics,
2nd edition, Springer-Verlag.
Brender C., Ben-Avraham D. and Havlin S. 1983, J. Stat. Phys. 31 ,
661.
Broomhead D.S. 1985, 5 th International Symposium on Continuum
Models of Discrete Systems, Nottingham.
Buchenau U., Nucker N. and Dianoux A.J. 1984, Phys. Rev. Lett.,
53, 2316.
Chandrasekhar S. 1943, Rev. Mod. Phys., 15, 1.
Chowdhury D. and Chakrabarti B.K. 1985, J. Phys. A, 18, L377.
Coniglio A. and di Liberto F. 1986, Phys. Rev. Lett., 571016.
de Cloibeaux J. 1975, J. Physique, 36, 281.
de Gennes P.G. 1972, Phys. Lett., 38A, 339.
de Gennes P.G. 1976, La Recherche, 7, 919.
de Gennes P.G. 1979, Scaling Concepts in Polymer Physics, Cornell
University Press, Ithaca and London.
Derrida B. and De Seze L. 1882, J. Physique, 43, 475.
Domb C. 1969, Adv. Chem. Phys., 15, 229.
Family F. 1980, J. Phys. A, 13, L325.
Family F. 1982, J. Phys. A, 15, L583.
Flory P. 1971, Principle of Polymer Chemistry, Cornell University
Press, Ithaca, N.Y.
Forrest S.R. and Witten T.A. 1979, J. Phys. A, 12, 1109.
Freche P., Stauffer D. and Stanley H.E. 1985, J. Phys. A, 18,
L1163.
Gefen Y., Aharony A. and Alexander S. 1983, Phys. Rev. Lett., 50,
77.
94
Gould H. and Kohin R.P. 1984, J. Phys. A, 17, L159.
Guth E. and Mark H. 1934, Monatsch., 65, 93.
Halsey T.C., Jensen M.H., Kadanoff L.P., Procaccia I. and Shraiman
B. 1986,. Phy. Rev. A, 33, 1141.
Harris A.B. and Lubensky T.C. 1981, Phys. Rev. B, 234 3591.
Haus J.W., Kehr K.W. and Kitahara K. 1982, Phys. Rev. B, 25, 4918.
Haus J.% W. and Kehr K.W. 1987, Phys. Rep., 150, 263.
Havlin S. and Ben-Avraham D. 1982, J. Phys. A, 15, L311.
Havlin S., Movshovitz D., Trus B.L. and Weiss G.H. 1985, J. Phys.
A, 18, L719.
Helman J.S., Coniglio A. and Tsallis C. 1984, Phys. REv. Lett.,
53, 1195 and 1985, 54, 1735.
Hentschel H.G.E. and Procaccia I. 1983, Physica 8D, 435.
Isaacson J. and.Lubensky T.C....1980, J. Physique Lett., 41, L469.
Kelham S.and Rosenberg H.M. 1981, J. Phys. C, 14, 1737.
Kirkpatrick S. 1973, Rev. of Mod. Phys., 45, 574.
Kuhn W. 1934, Kolloid-z,,68, 2.
Lam P.M. 1986, J. Phys. A, 19, L155.
London Group: (a) Gaunt D.S., Sykes M.F. and Ruskin H. 1976, J.
Phys. A, 9, 1899. (b) Guttmann A.J. and Gaunt D.S. 1978, J. Phys.
A, 11, 949. (c) Sykes M.F. and Glen M. 1976, J. Phys. A, 9, .87.
(d) Sykes M.F., Gaunt D.S. and Glen M. 1976, J. Phys. A,!9, 1705.
Lubensky T.C. and Isaacson J. 1979, Phys. Rev. A, 20, 2130.
Majid I., Ben-Avraham D. , Havlin S. and Stanley H.E. 1984, Phys.
Rev. B, 30, 1626.
Mandelbrot B.B. 1982, The Fractal Geometry of Nature, Freeman Co.,
N.Y.
Mayer K.H., von Susich G. and Valko F. 1932, Kolloid-z, 59, 208.
Martin1J.L. 1974, in Phase Transitions and Critical Phenomena,
vol.3, ed. by Domb C. and Green M.S., N.Y. : Academic Press, P.97.
Mckenzie D.S. 1976, Phys. Rept., 27C, 2.
Montroll E.W. and West B.J. 1979, in Fluctuation Phenomena, ed. by
Montroll E.W. and Lebowitz J.L., North-Holland, Amsterdam, P.61.
Orbach R. 1985, in Scaling Phenomena in Disordered Systems,ed. by
Pynn R. and Skjeltorp A., Plenum Press, N.Y. and London.
Orr W.J. 1947, Trans. Faraday Soc., 43, 12.
Parisi G. and Sourlas N. 1981, Phys. Rev. Lett., 46, 871.
Penrose 0. and Lebowitz J.L. 1979, in Fluctuation Phenomena, ed.
s
by Montroll E.W. and Lebowitz J.L., North-Holland, Amsterdam.
M
Rammal R. and Toulouse G. 1983, J.Physique Lett., 44, L13.
Redner S. and Reynolds P.J. 1981, J. Phys. A, 14, 2679.
Reif F. 1965, Fundamentals of Statistical and Thermal Physics,
McGraw-Hill Int. Book Co..
Sahimi M., Hughes B.D., Scriven L.E. and Davis H.T. 1983, J. Chem.
Phys., 78 , 6849.
Sahimi M. and Jerauld G.R. 1984, J.Phys. A, 17, L165.
Stanley H.E. 1970, Introduction to Phase Transitions and Critical
Phenomena, Oxford U. Press, London.
Stanley H.E., Reynolds P.J., Redner S. and Family ,F. 1982, in
Real-space Renormalisation, ed. by Burkhardt T. and van' Leeuwen
4
J.M.J.1, N.Y. : Springer, P.169.
•
Stanley H.E. 1985, in Scaling Phenomena in Disordered Systems, ed.
by Pynn R. and Skjeltorp A., Plenum Press, N.Y. and London, P.49.
Stapleton H.J., ALlen J.P., Flynn C.P., Stinson D.G. and Kurtz
»
S.R. 1980, Phys. Rev, Lett., 45, 1456.
Stauffer D. 1979, Phys. Rep., 54, 1.
Tasaki H. and Hara T. 1987, Prog. Theor. Phys. Suppl., 92, 14.
Voss R.F. 1985, in Scaling Phenomena in Disordered Systems, ed. by
Pynn R. and Skjeltorp A., Plenum Press, N.Y. and London.
Wang M.C. and Uhlenbeck G.E. 1945, Rev. Mod. Phys., 17, 323.
Webman I. 1981, Phys. Rev. Lett., 47, 1496.
Wilke S., Gefen Y., Ilkovic V., Aharnoy A. and Stauffer D. 1984,
J. Phys. A, 17, 647.
Wilson K.G. and Kogut J. 1974, Phys. Rep. 12C, 75.
Yang Y.S., Liu Y. and Lam P.M. 1985, Z. Phys. B, 59, 445.
Yang Y.S. nad Lam P.M. 1985, Commun. in Theor. Phys. 4, 497.


