In this paper, we describe an algorithm for solving systems of linear Diophantine equations based on a generalization of an algorithm for solving one equation due to Fortenbacher 3]. It can solve a system as a whole, or be used incrementally when the system is a sequential accumulation of several subsystems. The proof of termination of the algorithm is di cult, whereas the proofs of completeness and correctness are straightforward generalizations of Fortenbacher's proof.
Introduction
Linear Diophantine equations occur frequently in mathematics and computer science, namely in the decision procedure of the accessibility property for Petri-Nets, in associative-commutative uni cation 1], in constrained logic programming, in the vectorization of FORTRAN programs, etc. The case where the system S is reduced to a single equation has been thoroughly investigated during the last decade. Two main approaches can be distinguished: the rst searches the space of p-tuples within bounds on minimal solutions obtained by Huet 10] and re ned by Lambert 11] . All tuples below these bounds must be checked. Due to Fortenbacher, the second searches the space of p-tuples while trying to minimize the absolute value of Q. Unfortunately neither method is well-suited to solve simultaneously several Diophantine equations.
Let S be the system Q = 0^S 0 of n equations, and B Q and B 0 the respective sets of minimal solutions of Q = 0 and S 0 . Since solutions of S are linear combinations of solutions in B Q = fs 1 ; : : : ; s k g we can substitute such combinations c 1 s 1 + : : : + c k s k in S 0 resulting in a new system S 00 of (n ? 1) equations whose variables are the coe cients c 1 ; : : : ; c k . Solving S 00 yields a basis B 00 for the solutions of S 00 . Substituting back in the combinations c 1 s 1 + : : : + c k s k yields a set B of solutions for S. Finally, as the set of minimal solutions of S is included in B, B must be cleaned up.
This method, that we call Gaussian elimination, solves linear Diophantine equations one at a time and, consequently, it can use either one of Huet's and Fortenbacher's algorithms. However, it has three severe drawbacks : rst, the algorithm for solving one Diophantine equation is called as many times as there are equations in S; second, the number of variables in the new system S 00 is equal to the cardinality of B Q , an exponential of the value of the coe cients of the monomials in Q in the worst case, which can quickly lead to untractable computations; third, the values of the solutions in the basis themselves grow, which causes the values of the coe cients in the successive systems to grow; fourth, B contains some useless (i.e. non minimal) solutions. In practice, the second and third drawbacks forbid solving systems containing too many equations See the example in section 11.4 ].
Based on a simple geometric interpretation of Fortenbacher's method, our algorithm was the rst to solve a system as a whole 4, 5]. Pottier then described a variation of our algorithm. Two other completely di erent algorithms were also later proposed by Domenjoud 7] and Pottier 12] .
Mathematical puzzles often lead to solving linear Diophantine systems. Gardner suggested once the following 9]: 5 sailors and a monkey escape from a naufrage and reach an Island with coconuts. Before dawn, they gather a few of them and decide to sleep rst and share the next day. At night however, a rst of them awakes, counts the nuts, makes ve parts, gives the only remaining nut to the monkey, saves his share away and sleeps back in. The other four in turn wake up and do the same. When they all wake up in the morning, they again count the nuts, divide them into ve parts take their share and give the last remaining nut to the monkey. How many nuts were there at the beginning? Let x i be the number of nuts taken away by the ith sailor, x 6 be the number of nuts obtained by each of them at the last sharing, and x 0 the total number of nuts. These integer variables are solutions of the following linear Diophantine system:
x 0 = 5x 1 + 1 4x 1 = 5x 2 + 1 4x 2 = 5x 3 + 1 4x 3 = 5x 4 + 1 4x 4 = 5x 5 + 1 4x 5 = 5x 6 + 1 Since these equations are not homogeneous, the set of solutions is obtained by adding a minimal solution of the above system to an arbitrary solution of the homogeneous part of the system. We will see that our algorithm can handle non-homogeneous systems in a straightforward way. In the above case, our algorithm nds the general solution of the above system (x 0 = ?4+k 5 6 ) in 197 seconds. On the other hand, solving this system by using Gaussian elimination is simply impossible for the reasons indicated above. This ability of our method to solve non-homogeneous systems is part of the exibility of our algorithm: we will describe variants for solving linear Diophantine systems together with various ordering constraints. In addition, these algorithms can all be used within constraint logic programming applications, since they are incremental: solving the system S 1^S2 can be done in two steps: solve S 1 rst, then use the minimal solutions of S 1 to solve S 2 with a modi ed version of our algorithm. Of course, this modi ed version does not use Gaussian elimination.
The paper is organized as follows: Section 2 introduces the notations. The geometric interpretation in a one-dimension space of Fortenbacher's algorithm for solving one equation is described in section 3. Its generalization to a p-dimension space is discussed in section 4. The dimension p turns out to be the number of equations to be solved. This yields a new algorithm which solves systems of linear Diophantine equations by using computations on vectors. The proof of the basic version of the algorithm is given in section 5, and several improvements are discussed in section 6. The cases of non-homogeneous systems and more general constrained systems are presented in sections 7 and 8 respectively. The incremental version of the algorithm is given in section 9, which yields an incremental satis ability test described in section 10. Finally, a short comparison with Domenjoud's and Pottier's algorithms is done in section 11.
Basic notations
An homogeneous linear Diophantine system with p equations and q variables may be written In the following, we will freely refer to this de nition of a(x) as a sum of default vectors. a(x) is therefore a vector, the vectorÕM, where O is the origin of the p-dimension space. Note that the tuple x can be seen as a mechanism for selecting particular default vectors (with possibly repetitions), and we will sometimes identify x with the vectors it selects.
We will also use for the scalar product and k k for the Euclidean norm. Fortenbacher's restriction can be expressed by the following simple condition:
(C 1 ) increase by 1 some x j satisfying a(x) a(e j ) < 0 whose geometric interpretation is displayed below:
Fortenbacher's method consists in choosing between di erent possibilities the vectors a(e j ) heading to the "right direction", that is, the origin.
The notion of \right direction" is easy in the case of one equation because vectors are in ZZ. But, for a system of several equations, the image of a tuple by a lies in ZZ p and the notion of "right direction" must be made precise.
A generalization of Fortenbacher's algorithm
In the case of an equation as well as in the case of a system of equations, the value of a(x) given in (*) shows that any solution of the system can be seen as a collection of default vectors whose sum is0. Choosing an arbitrary order among these vectors allows to construct a sequence of default vectors starting from the origin and returning to the origin. The basic idea underlying the algorithm is therefore a stepwise construction of such sequences, starting from the empty sequence, and such that new default vectors are non-deterministically added until a solution is eventually found or no minimal solution can be obtained. Di erent sequences may however correspond to the same solution (up to permutation of vectors in the sequence). Fortenbacher's restriction for systems of equations by forbidding at each step in the construction of a sequence the half-space which does not contain the origin, as shown in gure 2.
Formally, a tuple x (denoting a sequence of default vectors), whose sum a(x) is non-null can be increased by 1 on its j th component provided a(x + e j ) = a(x) + a(e j ) lies in the half-space containing the origin and delimited by the a ne hyperplan perpendicular to the vector a(x) at its extremity when originating from the origin O of the space.
Mathematically, this constraint can be expressed by the following simple condition:
(C p ) increase by 1 some x j satisfying a(x) a(e j ) < 0.
In case of a single equation (p = 1), the scalar product is reduced to the standard product on integers, so that the condition (C 1 ) is actually a particular case of (C p ).
Such a restriction reduces the search space without losing any minimal solution, since every sequence of vectors which corresponds to a solution can be rearranged in a sequence satisfying the restriction as exampli ed on gure 3. Let us now give a rst (na ve) version of our algorithm for computing the basis B of a linear Diophantine system de ned by its matrix a. 
The sequence of default vectors displayed on the left, that is a(e 1 ) + a(e 1 ) + a(e 1 ) + a(e 1 ) + a(e 2 ) + a(e 2 ) + a(e 3 ), corresponds to the solution (4; 2; 1; 0), but is obtained by a sequence which does not satisfy the condition (C 2 ).
This sequence can be rearranged so as to ful ll the restriction, yielding the new sequence a(e 1 ) + a(e 2 ) + a(e 3 ) + a(e 1 ) + a(e 2 ) + a(e 1 ) + a(e 1 ) displayed on the right part of the gure. P := fe 1 ; : : : ; e q g B := ; while P 6 = ; do B := B fx 2 P j a(x) = 0g Q := fx 2 P n B j 8s 2 B x 6 sg P := fx + e i j x 2 Q; a(x) a(e i ) < 0g end output: B the basis of the set of solutions of a(x) = 0.
Let n be the n-th execution of the while loop. The algorithm can be seen as constructing a directed acyclic graph such that P n is the set of nodes at depth n ? 1, B n is the subset of P n whose elements are minimal solutions, and Q n is the set of internal nodes at depth n ? 1: P 1 = fe j j j 2 1::q]g 8n 1; P n+1 = fx + e j j x 2 Q n ; a(x) a(e j ) < 0g B n = fx 2 P n j a(x) = 0g Q n = fx 2 P n nB n j 8s 2 S k<n B k ; x 6 sg ?
? X X X X X X X X X X X z The ability to compute directly minimal solutions is a key advantage of this algorithm over the \classical method" based on Gaussian elimination which requires an expensive process for eliminating non-minimal solutions.
Termination is the hard part of the proof. It is based upon the following lemma which follows from the use of the condition (C p ) : Lemma 1 Let (v n ) n2I N be an in nite sequence satisfying the constraint (C p ). Then
Proof. -We prove by induction on n that ka(v n )k C p n, where C = max 1 j q ka(e j )k. It is obvious for n = 1. Let us assume it is true for n 1 and let v n+1 be in P n+1 . v n+1 can be written as v n + e j with v n 2 P n and j 2 1::q] such that a(v n ) a(e j ) < 0. We get:
It is worth noting that any restriction implying the above lemma yields termination, since the forthcoming proof does only rely on the lemma.
Proposition 3 (Termination)
There is no in nite sequence (v n ) n2I N satisfying lemma 1 and such that for all n, v n is not greater than a solution of a(x) = 0, i.e. 9n 1; P n = ;.
Proof. -Assume there exists an in nite sequence (v n ) n 1 satisfying lemma 1. We will prove that there exists a solution smaller than v n for some n. As usually, for all n 1, v n+1 = v n + e j for some j in 1::q]. The tuple v n may be written (v 1n ; : : : ; v qn ); for all j in 1::q], v jn is a natural number, and P q j=1 v jn = n.
We rst prove the existence of a solution in strictly positive real numbers. For this purpose, let us consider the sequence (u n ) n 1 de ned by : 8n 1; u n = v n n Since the sequence (v n ) satis es lemma 1,
On the other hand, for all n 1, u n takes its value in 0; 1] q (where 0; 1] is the real interval). Since 0; 1] q is a compact subset of R q , the sequence (u n ) n 1 has an adherence value l = (l 1 ; : : : ; l q ), limit of a subsequence (u '(n) ) n 1 (where ' is an increasing mapping on I N).
Using now the continuity of the mapping v 7 ! ka(v)k,
Hence a(l) = 0, and l is a tuple in 0; 1] q solution of S in R q . Note that P q j=1 l j = 1, hence l is not the null tuple. This ends up the rst step of the proof.
Starting now from the solution l, our goal is to construct a solution in I N q smaller than v n for all n greater than some n 0 . Using continuity arguments, we will rst construct a solution l 0 in l Q q . Using standard techniques in arithmetic, l 0 will then be transformed into a solution l 00 2 I N q . Let us now proceed with the rst of these two steps. We have established that every component l j in l is positive and that at least one of them is non negative. Let k be the number of non zero components in l. Then 1 k q and by reindexing the components (l j ) 1 j q of l if necessary, we can suppose that these k components are l 1 ; : : : ; l k . Let us furthermore notice that, as l j (where 1 j k) is non null, the sequence (v jn ) n 1 takes in nitely large values.
The reals l 1 ; : : : ; l k generate a vector space on l Q whose dimension is m (1 m k). Let We can now proceed with the last step: multiplying the components of l 0 by the least common multiplicator of the denominators yields a solution l 00 in I N q .
As the rst k components of v n are increasing with n without bound, the following property is satis ed :
9n 0 > 1; 8n > n 0 ; 8j 2 1::k]; v jn > l 00 j :
Hence :
8n > n 0 ; v n l 00 :
Therefore, v n0+1 cannot have been generated by the algorithm, a contradiction. Hence the algorithm terminates. 2
Remarks. -The previous proof is highly depending on Lemma 1. Whichever algorithm satisfying the property that a(v n ) is in the limit in nitely smaller than n will terminate. We have not explored this direction any further, but Pottier has found another condition ensuring this property 12]. Another characteristic of this proof is that it does not provide bounds for the solutions, since it works by contradiction. Here is the main di erence with Fortenbacher's algorithm for which there exists a very simple bound on the length of the computation. Namely, for an equation a 1 x 1 + : : : + a q x q = 0, the depth of the dag is bounded by max aj 0 (a j ) + max aj<0 (?a j ). A bound has been found too in the case of two equations by Romeuf 13] B n :
6 Improvements
From dags to forests
The algorithm we have given deals with sets P n of tuples x such that P q j=1 x j = n. But such a tuple x in P n may appear as successor of several di erent tuples in P n?1 , hence the underlying structure is actually a dag,
and not a forest. In order to avoid such redundancy, we need an ordering on the successors of a node in order to avoid having di erent paths leading to a same node. What is required for is to provide a total ordering x on the successors of each node x (i.e. a locally total ordering on a subset of the variables in S). Suppose now that a node x has two successors x + e j1 and x + e j2 such that x j1 x j2 : then we may forbid in the subdag originating from the node labeled by x + e j2 to add the vector e j1 ; the j 1 -th component of the tuple becomes frozen in this subdag. This will of course reduce the search, and some nodes of the previous algorithm may become leaves. Several orderings may be chosen. The simplest one is obtained by arbitrarily ordering the q unknowns, for example : x 1 x 2 : : : x q .
This particular ordering is denoted by q . Such an ordering is not nodedependent and was already used by Fortenbacher in order to improve his own algorithm. Another interesting one, denoted by k k is based on the idea of a minimal norm :
x j1 k k x j2 i ka(x + e j1 )k > ka(x + e j2 )k or ka(x + e j1 )k = ka(x + e j2 )k and j 1 > j 2 .
This ordering may provide shorter forests than the previous one : an intuitive reason is that the computed paths stay as close as possible to the origin. Moreover, it is almost independent of the ordering on the variables.
Example 2
We consider the same example as in Example 1. According to the previous description, the forest associated with the ordering 4 is represented on gure 5, whereas the forest associated with the ordering k k is represented on gure 6. The nodes labeled by (1; 1; 0; 1), (1; 1; 1; 2) and (1; 1; 2; 2), which appeared in the dag of gure 4, do not exist any longer in the forest above. The underlined components are those which are frozen by the 4 ordering.
The symbol 2 appears below a node without successors. The underlined components are those who are frozen by the k k ordering. The ordered version of the algorithm is of course terminating and sound, since it does less computation than the rst version. We now prove that it is still complete: Proposition 4 (Completeness A) The ordered version of the algorithm is complete.
Proof. -Let s be a minimal solution of S. We have shown in Proposition 1 that there exists at least a nite sequence e = (e j1 ; : : : ; e jn ) leading to s with the rst algorithm, i.e. such that P l k=1 e j k = v l 2 Q l and P n k=1 e jn = s. Let us now consider the set of these sequences and order it in the following way. Let e and e 0 two such sequences and l the greatest index (eventually 0) satisfying: 8k l e j k = e 0 j k ; e > e 0 i x j l+1 vj l x 0 j l+1 .
It clearly appears that the smaller sequence w.r.t. is the one computed by the new version of the algorithm. 2 
From a forest to a stack
The forests computed by the new version of the algorithm owns an interesting topological property, if all successors of a node are written from left to right according to the ordering .
Proposition 5 If a tuple x in the forest is greater than a solution s, then
the leaf labeled by s is on the right of the leaf labeled by x.
Proof. -Suppose that there is some solution s in the forest on the left side of x. It will be shown that such a solution cannot be smaller than x w.r.t. to the ordering . Let x 0 be the last common ancestor of x and s (eventually (0; : : : :0)).
x = x 0 + w 1 s = x 0 + w 2 With the previous convention, since s is on the left side of x, w 2 contains some e j0 forbidden in w 1 . Hence the j 0 component of s is greater than that of x. Hence, s cannot be smaller than x w.r.t. to . 2
As a consequence, it is enough to check whether a tuple is greater than the solutions on its right side. And indeed, there is a way for enumerating solutions from right to left, by using a stack. Such a stack searches the forest depth rst, but from right to left.
The initial stack is lled in with e 1 ; : : : ; e q , the roots of the dag (e 1 at the bottom, e q at the top). The top is poped and its successors are pushed onto the stack with respect to the ordering , the greatest one being pushed rst. The forest has been completely searched once the stack is empty.
Note moreover that the size of the stack is bounded by q. This results immediately from the following straightforward property : a tuple at level j (1 j q) in the stack has exactly j ? 1 frozen components. As a consequence we obtain an extremely space-e cient algorithm. This stackversion, with the simple ordering q , is described below:
input: a(x) = 0, a system of linear homogeneous Diophantine equations. 
Constrained Diophantine systems
In this section, we consider more general problems, whose one part is a set of linear Diophantine equations, and other part is an ordering constraint. For example, we may need to compute the set of minimal solutions greater (or smaller) than some x 0 2 N q or the set of minimal solutions "between" x 1 and x 2 .
Since our algorithm considers a system as a whole and not as a list of equations, it can be very easily modi ed in order to compute such sets, without computing useless solutions.
Constraints s x 1
Instead of starting with the tuples e 1 ; : : : ; e q , we simply start with the tuple x 1 . The rest of the algorithm remains the same.
It should however be noticed that Minfs j As = 0 ; s x 1 g does not give us all solutions of fs j As = 0 ; s x 1 g. Such a solution may be written as a sum of one tuple in Minfs j As = 0 ; s x 1 g and an arbitrary number of tuples in Minfs j As = 0g: fs j As = 0 ; s x 1 g = Minfs j As = 0 ; s x 1 g + Minfs j As = 0g Constraints x 2 s
We compute Minfs j As = 0 x 2 sg as in the standard algorithm from the q-tuples e 1 ; : : : ; e q , but the j-th component of a tuple becomes frozen as soon as it reaches the j-th component of x 2 .
If we want to compute fs j As = 0 x 2 sg instead of Minfs j As = 0 x 2 sg, we can remove the minimality test.
Constraints x 2 s x 1
The two previous techniques combined give the solution.
Theorem 2
The previous algorithms are sound ,complete and terminating.
The proof follows directly from Proposition 2 and the previous remarks.
Remark. -These algorithms compute the set of minimal solutions provided not all components of the tuples are bounded.
Incrementality
In constraint logic programming, the set of constraints is usually increased at each logical inference. Hence, a crucial point is to build incremental algorithms for solving linear systems of Diophantine equations. Our al- This mapping is not, in general, compatible with the ordering , and the proposition 5 is no longer true.
Hence two di erent choices can be made: either the forest version, with a minimality check involving all the solutions above a tuple, or the stack version, with a minimality check involving all the solutions at the right of a tuple. Since the proposition 5 is false in the incremental case, the incremental stack version computes always at most as many nodes as the incremental forest version (see the example below). The incremental version of the algorithm for solving a system S made of n subsystems a 1 (x) = 0; : : : ; a n (x) = 0 of linear Diophantine equations is therefore as follows : -8 P 8 2 j n; P j 1 = M j?1 ; 8 2 j n; 8k 1; B j k = fx 2 P j k j a j (x) = 0g ; 8 2 j n; 8k 1; Q j k = fx 2 P j k nB j k j 8s 2 l<k B j l ; x 6 sg ; 8 2 j n; M j = k B j k :
10 Satis ability: an incremental test
For some applications (AC-uni cation), all the minimal solutions for a linear Diophantine system are required, but in constraint logic programming, one may only need a single solution. As explained above, all the constraints are not known when starting the resolution of a problem. Hence a important point is to check for satis ability incrementally. This is possible with the stack version of our algorithm: Theorem 3 Let S be a linear Diophantine system S 1^S2 . Let S t be the stack computed by the stack version of the algorithm with the input S 1 when the rst solution is encountered. Then S has a solution if and only if the stack version of the algorithm with the input S 2 , and starting from the stack S t , nds a solution.
Remark. -The proof amounts to consider a particular combination of minimal solutions where the rst solution only has a non-null coe cient. The details are left to the reader.
It should be noticed that the above process can be iterated.
Comparison with other algorithms
Our algorithm was the rst algorithm for solving a system of linear Diophantine equations without using Gaussian elimination. Other algorithms have been later described by Pottier and by Domenjoud. We will give a short description of these algorithms, and make some comparisons.
Pottier's rst algorithm
Pottier has suggested the use of an alternative to our condition (C p ) where the current tuple x is forced to remain as close as possible to the straight line de ned by a solution 12]. More precisely a(x) has to belong to an hypercube depending on the system only. Formally Pottier's condition is as follows:
(NC p ) increase by 1 some x j satisfying for all l, the l th component of a(x 1 ; : : : ; x j?1 ; x j + 1; x j+1 ; : : : ; x q ) belongs to the interval ? P q l=1 maxfa il ; 0g, P q l=1 maxf?a il ; 0g]. In fact, Pottier gives an even more precise bound depending on the rank of the matrix a.
Pottier's condition and our condition (C p ) are not comparable, since no one implies the other. Hence, there is no systematic inclusion relation between the sets of nodes computed by both algorithms. Note however that our condition is much simpler to express and to compute. In all our practical (hand-made) experiments, our algorithm computed a smaller set of nodes, but both sets were always of the same order of magnitude.
Pottier's second algorithm
Pottier's second algorithm 12] is derived from the computation of a standard (or Gr obner) basis for a particular ideal associated with any linear Diophantine system. A q-tuple is considered as the exponent of a monomial in K Y 1 ; : : : ; Y q ], where K is a eld. An algorithm for the computation of a standard basis has a rewrite system as output 2]. All solutions can be obtained as the exponents of some monomials emumerated by using this rewrite system from right to left, and starting from the trivial monomial 1 associated with the trivial solution0. In order to obtain the minimal solutions, one has to enumerate all the generated tuples below a previously known bound (given for example by the previous method). This ensures termination.
Although elegant and simple, this method leads to intractable computations, hence is outperformed by all the others.
Domenjoud's algorithm
Domenjoud's algorithm is the juxtaposition of two distinct algorithms 7]. The rst one computes all minimal solutions with a minimal support for a given linear Diophantine system. This step is performed by a new method di erent from Farkas' algorithm used in Petri nets 8]. Then these particular minimal solutions are combined (using rational positive coe cients) so as to provide all minimal solutions. Before applying Domenjoud's algorithm, one has to be sure that the matrix p q associated with the linear Diophantine system a(x) = 0 has a rank equal to p (no redundant equation), and that q p + 1 (at least one non-zero solution in ZZ q ). There of course always exists such a system which admits the same set of solutions than a(x) = 0.
The computation of the set of minimal solutions with a minimal support is based on the following theorem: Domenjoud's algorithm and our algorithm are hard to compare formally, since the methods are quite di erent. On a practical basis, no one is better than the other for all examples. Both algorithms can however be compared with respect to their respective advantages.
Domenjoud's algorithm can be parallelized 7], whereas ours cannot.
On the other hand, our algorithm can be made incremental, whereas Domenjoud's cannot. Moreover, our algorithm allows to control and bound the generated tuples component by component. Hence it is suitable for solving non-homogeneous linear Diophantine systems as well as linear Diophantine equations associated with monotonous linear inequalities. This is an important advantage for logic programming applications.
Implementation and benchmarks
The implementation of the non incremental stack-version of our algorithm has revealed that checking whether a tuple x is bigger than an already where c j = max(s j ? xj; 0) If x + e j is a successor of x for the algorithm, its positive di erences are easy to compute from those of x. When a positive di erence of x becomes null, this means that x is greater than the solution it is associated with.
The trick is that most of the time, there are less positive di erences for a tuple than there are solutions: if two di erences are comparable for , it is su cient to keep the smallest one. We have implemented two di erent versions of the algorithm, one "with" and the other "without constraints". The one which performs best for the case of a single equation is "with constraints" because of the large number of solutions in the general case, whereas it depends for systems. The following benchmarks for our algorithm were performed on a SUN 4/330 workstation, with a program written in C, whereas Domenjoud's benchmarks come from 7] and were performed on a SUN 4/390 workstation. A bad case for our algorithm is when a system has a few solutions whose size is large. Hence we have tried to run it on some randomly generated systems, and we give the results we got for three such systems. Although the sizes of the minimal solutions are quite large, the algorithm answers in a reasonable time. 12 Conclusion
Gaussian Elimination
To summarize the main advantages of this new algorithm, it allows to solve a system of linear Diophantine equations as a whole rather than by using Gaussian elimination (as a consequence the number of variables does not change during the computation), it can handle non-homogeneous linear equations and monotonous inequalities without overhead, it can be made incremental, it provides an incremental satis ability test. Solving a system sequentially, equation by equation, yields as many variables as there are solutions for each single equation built during the computation, and this number can be really huge. Experiments exemplify this remark: each time such an equation is generated, our algorithm outperforms Gaussian elimination. When it does not happen (for example for systems of one equation) all algorithms perform very closely.
The last three advantages are speci c to our algorithm, and are very important for an integration in a constraint logic programming language. This integration is currently under way in the CHIP system 6].
