We present a novel data set made up of omnidirectional video of multiple objects whose centroid positions are annotated automatically. Omnidirectional vision is an active field of research focused on the use of spherical imagery in video analysis and scene understanding, involving tasks such as object detection, tracking and recognition. Our goal is to provide a large and consistently annotated video data set that can be used to train and evaluate new algorithms for these tasks. Here we describe the experimental setup and software environment used to capture and map the 3D ground truth positions of multiple objects into the image. Furthermore, we estimate the expected systematic error on the mapped positions. In addition to final data products, we release publicly the software tools and raw data necessary to re-calibrate the camera and/or redo this mapping. The software also provides a simple framework for comparing the results of standard image annotation tools or visual tracking systems against our mapped ground truth annotations.
I. INTRODUCTION
This paper presents a new data set for omnidirectional vision together with a novel approach to ground truth image annotation. Our work is motivated by the emerging use of omnidirectional imagery in vision applications, where new dedicated image processing techniques are yet to reach levels of maturity and benchmarking generally found elsewhere in computer vision (e.g. see [1] and references therein). In order to facilitate the development and evaluation of new algorithms in this area, we have built a large data set with consistent ground truth image annotations.
Current benchmarks for multi-object visual tracking and recognition (e.g. [2] , [3] , [4] , [5] ) have employed human annotators together with semi-automatic image annotation tools to supply ground truth data, which introduces unknown bias into the performance evaluation of machine vision systems [6] . Unlike this previous work, our data set provides ground truth image annotations that have been automatically mapped from 3D object positions measured by a VICON motion capture system, using a process illustrated in Figure 1 . This approach avoids ad hoc error prone human annotation and allows the systematic error on the ground truth image annotations to be estimated.
Omnidirectional vision systems have found application in autonomous driving technology [7] , traffic surveillance [8] and threat warning [9] , where large fields of view may be coupled with machine vision to provide complete situational awareness of surroundings. Such systems can consist of multiple sensors Fig. 1 : Overview of the UniSA omnidirectional data set acquisition and automatic annotation. RICOH THETA m15 image (2D) and VICON positional (3D) centroid data were captured (CAP) in the lab. Point correspondences from chessboard calibration images (CLB) and training data from a VICON calibration wand (TRN) were used to compute the intrinsic camera parameters and its pose, respectively. This enabled the projection (MAP) of 3D target object positions measured by the VICON system to 2D image centroids. These annotations may then be used to evaluate (CMP) the performance of a human annotator or visual tracking system (ANT). whose images are fused together [10] . Alternatively, they may employ dioptric (fisheye lenses) or catadioptric (hyperbolic/parabolic/spherical mirrors) optics to provide a spherical field of view. Omnidirectional cameras enable object tracking and recognition over a wider area and longer length of time than can be achieved using standard perspective projection cameras, but this typically comes at the expense of image resolution and additional distortion. The UniSA omnidirectional data set aims to promote research in this area by enabling the training and evaluation of omnidirectional vision algorithms for the detection, tracking and fine-grained recognition of multiple generic objects.
In this paper we describe the UniSA omnidirectional data set, which is made available publicly through our website 1 . Fig. 2 : RICOH THETA m15 omnidirectional camera mounted on a tripod and a target object in the background. Each target consists of a MechBot covered by a container whose surface is sparsely covered with 9 mm diameter markers, which define a unique constellation that can be tracked by the lab's VICON system.
The work presented consists of the following key contributions:
• A novel approach to ground truth image annotation for visual tracking and object recognition data sets that is automated and avoids the need for human annotators. • A set of 43 omnidirectional videos of moving and stationary target objects in a variety of scenarios, which include occlusions, lighting changes, clutter and fog. • A corresponding set of ground truth centroid positions for each object unique identifier (ID), which have been mapped into the image from precisely measured 3D world coordinates. • The publicly available software environment, which provides a suite of tools for data capture, camera calibration, ground truth mapping and comparison with results obtained by human annotators or visual tracking systems. • Raw calibration and 3D position data to which the software tools may be applied to re-calibrate the camera and/or re-map the ground truth annotations, respectively. The rest of this paper is organized as follows. Section II presents a review of key recent developments in omnidirectional vision research and relevant benchmark data sets. Section III describes the experimental setup, methodology and the resulting data products of the UniSA omnidirectional data set. Section IV outlines how these data may be used to evaluate omnidirectional vision systems. Finally, section V concludes the paper, outlining directions of future work to advance the data set.
II. RELATED WORK
Benchmarks for multi-object visual tracking typically exercise only a specific type of object, such as pedestrians in the MOT Challenge [2] , [3] or vehicles in UA-DETRAC [4] , to which highly tuned object detectors can be applied. By contrast, the DARPA Neovision2 benchmark [5] captured video of multiple object types to assist the development of detection and recognition algorithms. A subset of its ground truth data has also been extended to include unique object IDs for tracking evaluation [11] . In addition, the KITTI [12] and ImageNet VID [13] benchmarks are designed for multi-class, multi-object detection and tracking. Unlike the aforementioned data sets, ours captures both stationary and moving targets that are generic objects of rigid shape. Moreover, our videos were recorded using an omnidirectional camera, as shown in Figure 2 .
Depending on the specific geometry of the omnidirectional camera optics, the resultant projection can lead to severe image distortion. This presents a challenge for standard image processing techniques and a number of dedicated solutions have been proposed in the context of structure from motion [1] , [14] , 3D reconstruction [15] , visual odometry [16] , object detection [17] and tracking [18] , [8] using omnidirectional imagery.
Research in these areas has also led to the release of several task-specific omnidirectional data sets focusing on structure from motion [19] , [20] , visual odometry [7] , [21] , human detection [22] and tracking [23] , [24] , and vehicle detection [25] and recognition [26] , [27] . We note that the ground truth image annotations provided with each of these data sets are reliant on human input, with the exception of AMUSE [7] . Similar to our approach, the authors provide raw sensor recordings of the environment, however, unlike our data set, they leave it to the end user to determine the ground truths.
The KITTI benchmark [12] consists of video captured using two stereo camera rigs (grayscale and color) that are combined with localization sensor data for the recording platform and 3D point cloud data from a Velodyne laser scanner. The aim is to evaluate computer vision tasks required in autonomous driving, which include stereo estimation, optical flow, visual odometry and 3D object tracking. While not omnidirectional, this data set is conceptually similar to ours in terms of its ground truth data, which is mapped into the image [28] . We note, however, that their ground truth 3D bounding box tracklets are still assigned to dynamic objects by human annotators, and this is a key point of difference to our approach, which removes humans from the ground truth annotation process.
III. UNISA OMNIDIRECTIONAL DATA SET
The UniSA omnidirectional data set consists of 43 spherical videos and corresponding ground truth object positions measured in 3D world coordinates by a VICON system. These raw data were captured over four sessions in the UniSA Mechatronics Laboratory. This section describes the experimental setup and software tools used to implement the process illustrated by Figure 1 , together with the resulting data set.
A. Experimental Setup
Videos were recorded with a RICOH THETA m15 spherical camera whose dual fisheye lens system provides a spherical (4 steradian) field of view. The camera remained stationary during each recording session, being mounted on a tripod as shown in Figure 2 and having recordings triggered via a smart phone application. Raw videos were recorded at 15 frames per second in MOV format with MPEG-4 AVC/H.264 compression. Each HD (1920 × 1080) resolution image frame contains two fisheye images that correspond to opposite hemispheres, which are treated separately as side-by-side 960 × 1080 pixel sized images [29] .
Up to six targets were captured as part of the data set and these are shown in Figure 3 , with their dimensions listed in Table I . Remote controlled round ground-based robots of diameter 250 mm with two drive wheels and two jockey wheels (MechBots), such as that seen in Figure 4 , were placed under each container to enable target motion. The position of each object was tracked with sub-mm accuracy by a VICON system recording at around 40 Hz. The 3D tracking is based on the unique constellation of markers on each object that is observed by eight Bonita B10 cameras, and this is illustrated in Figure 5 for one of the camera views. Our Python software environment includes the VICON capture tool (CAP), which interfaced with the VICON system to record the raw ground truth data. For each target object, a CSV file was written containing the object position ( , , ) and orientation (pitch, roll, yaw) in VICON world coordinates together with the number of markers detected by the system, the VICON frame number and synchronization information.
B. Data Synchronization
A custom built synchronization circuit was connected via serial port to the data acquisition PC and used to trigger a camera flash near the start and end of each video recording. This allowed the two flash events to be logged within a designated synchronization field of each raw CSV file produced by the capture tool. The two video frames containing each flash were subsequently specified manually and these correspondences were used on the fly by the toolkit to line up in time each video frame with its nearest VICON frame.
C. Camera Calibration
Our camera calibration and pose estimation procedures both leverage OpenCV library implementations of [30] and [31] through its Python API to calculate the intrinsic and extrinsic camera parameters.
1) Intrinsic Parameters: A perspective projection model was computed separately for each lens using the camera calibration tool (CLB). This used the corner points extracted from multiple views of a chessboard pattern as input, and these images are provided as part of the data set, with one example shown in Figure 6 . The parameters include the focal lengths ( and ) and principal point coordinates ( and ), which are in pixel units and serve as the elements of the camera matrix A in the following transform [32] : 
Ignoring distortion, Eqn. 1 describes the projection of a corner position M in world coordinates defined by the chessboard plane (such that = 0) to its corresponding image point m with pixel coordinates ( , ), where is a scale factor. The rotation matrix R and translation vector t relate the (fixed) camera pose to the coordinate system defined by a given chessboard orientation.
To handle real cameras, the intrinsic parameters also include distortion coefficients, which are used to model the radial ( 1 , ..., 6 ) and tangential ( 1 , 2 ) image distortion in Eqn. 2 below. In order to handle the strong radial distortion induced by the fisheye projection, we applied the OpenCV rational model, which activates three additional radial coefficients:
3 , 4 , 6 . This provides a denominator term Eqn. 2, which would otherwise be 1 under default settings. Expanding out Eqn. 1 to an equivalent series of expressions, this distortion model is incorporated into the transform as follows [32] :
2) Extrinsic Parameters: The camera pose estimation must be performed separately for each lens and for each of the four data capture sessions. The procedure relies on a set of 2D image and 3D object training point correspondences, where each point is the marker at the 'T-junction' of the VICON calibration wand seen in Figure 6 . Training sets for each lens were built by performing the data acquisition with the wand as the target to collect object points. A human operator then used the training tool (TRN) to annotate a number of image points through mouse clicks on the marker at different frames, as the wand moved throughout the room. While a minimum of 4 training points are required for each lens, in excess of 20 were used in practice. These were output by the training tool in XML file format and are provided as part of the data set.
Given the appropriate training set and intrinsic parameters, the camera pose is estimated on the fly for each lens by the mapping tool (MAP). The training point correspondences and fixed intrinsic parameters are passed to the OpenCV function solvePnP, where the camera pose is first estimated by the Direct Linear Transform method and then optimized through an iterative procedure based on the Levenberg-Marquardt algorithm. This finds the rotation matrix R and translation vector t necessary to describe the transformation from the VICON world coordinate system to a camera world coordinate system.
D. Mapping Ground Truth Positions
Once the camera was calibrated and a pose estimation training set had been built, the VICON coordinates of new target objects were mapped automatically in order to generate ground truth data for every video.
1) Switching between the lenses: In order to perform the mapping, the appropriate lens must first be selected. To this end, the mapping tool applies extrinsic parameters of each lens to each VICON position ( , , ) in order to convert the object position to camera world coordinates for that particular lens:
By converting this into spherical coordinates:
the zenith angle is used to determine in which of the hemispheres the object is located, and hence which set of parameters should be used to perform the mapping.
2) Mapping 3D positions to 2D centroids:
The projection into the image of object positions measured by the VICON system was performed using the mapping tool according to Eqn. 2, where the extrinsic parameters R and t were computed from the wand training points. Table II presents a overview of the the 43 mapped videos contained in the UniSA omnidirectional data set. Figure 7 illustrates some sample results in two fisheye images. Furthermore, these can be stitched and converted into an equirectangular image by using the RICOH THETA Spherical Viewer [33] , which displays it on the sphere.
Although the annotations tend to look reasonable by eye, mapping errors do occur in some cases. Figure 7a shows one such case, where the annotation of the nearest object (EE1) is not well centered on the object. This is likely due to poor mapping near the edge of the lens field of view, where the distortion given by the fisheye projection is strong and not well modeled (see below). In section V we outline a future direction for improving our current calibration method, which may overcome this type of problem. Here on the other hand we seek to quantify the systematic error on the ground truth annotations.
3) Expected Error:
In order to estimate the systematic error on mapped centroids, the Compare Trainer utility tool compared re-projected VICON calibration wand marker points with their corresponding image training points. Using the wand for this is necessary because it is known a priori precisely to which 3D position (marker) the measured VICON coordinates belong. Figure 8 provides an example of one such comparison, which captures errors induced by imperfections in both the camera model (including distortion) and the pose estimation. The Euclidean distances between the training and re-projection points were measured using all training examples for each of the two lenses and every data capture session. Their spatial distribution across each image, shown in Figure 9 , suggests that mapped points near the edge of the field of view are subject to some of the largest systematic errors, although examples of good mappings are also found in the outer regions. Tables III, IV, V and VI summarize the re-projection error in terms of the sample mean and standard deviation , while the number of training points used is also listed. 
IV. PERFORMANCE EVALUATION FRAMEWORK
This section outlines the way in which the performance of visual tracking systems or human annotators may be compared and evaluated against the automatic ground truth annotations produced for the UniSA omnidirectional data set.
A. Wizard GUI
A graphical user interface (GUI) called Wizard exists to guide users through the process summarized by Figure 1 . Rather than running tools from the command line, users can opt to replicate the work flows described in previous section using the Wizard, starting with the camera calibration and/or the trainer tools, or alternatively, by using the mapped ground truths provided. Furthermore, Wizard sessions save metadata in an XML header file, which maintains a record of input files and allows a zipped data set to be re-loaded.
B. Ground Truth Data Format
If re-calibration and re-mapping are not required, the user may simply compare (CMP) our ground truth data, which are the mapped image annotations, against results from their vision system. This requires both inputs to the comparison tool to have a common format, which is described below. The example above illustrates the ground truth annotation format. Each object name is associated with a unique ID. The choice of lens is defined by which half of the 1920 × 1080 pixel frame the centroid is located: Backside/Buttonside refers to the left/right image in the frame. The visbility tag indicates the quality of the VICON tracking and this is used by the comparison tool to decide whether ground truth data is available for that object and at that frame. A boxinfo attribute is provided as a place holder and currently has rather arbitrary values that prescribe the corner and dimension of a rectangular bounding box centred on the centroid. The reason behind this [33] . Of the four target objects (EE1, EE3, EE4, EE5) in this frame, two are obscured by fog from a fog machine. The Euclidean distance between the two points measures the re-projection error given by the mapping, which in this example is 2.78 pixels.
is that only the projected position (and not the projected shape) is available. In future releases we intend to refine the bounding boxes and automatically scale them with the distance to the object.
C. Evaluation of vision systems
The evaluation tool (CMP) provides a simple frame-byframe calculation of the the Euclidean distance between each ground truth annotation and the position of that object output by vision system. Here we provide a semi-automated annotation tool (ANT) based on [34] as a demonstrator for a vision system that outputs its results in the required format. Comparisons are made for ground truth and system objects with the same name and on the same lens. One of the requirements for the vision system is therefore to assign the correct ID to the each object, in every frame and multi-object trackers can perform this task. The comparison tool output includes frame-by-frame display of the Euclidean error, which can be toggled between each ground truth object present in the video.
V. CONCLUSION
This paper has presented a novel approach to automatic ground truth annotation for multi-object visual tracking. To our best knowledge, the idea of automatically mapping 3D ground truth positions into the image has not been implemented without input from human annotators in public benchmarks for visual tracking. We use our approach to create the UniSA omnidirectional data set, which provides the research community with 43 spherical annotated videos of moving and stationary targets under a variety of challenging scenarios. We also supply the raw world coordinate data and raw calibration data.
Based on the video and ground truth data provided, the UniSA omnidirectional data set may be used to train and evaluate algorithms for the object detection, tracking and finegrained recognition of multiple objects. In the latter case, the omnidirectional vision system could, for example, be required to detect all target objects while ignoring all others (e.g. people and furniture) considered to be clutter, and then reconize a particular object type (e.g. only the elongated containers).
A key aspect of this data set is that the camera can be recalibrated (e.g. with a refined camera model) and the ground truth annotations can be subsequently re-mapped. To this end, we plan to investigate the application of the spherical OcamCalib Toolbox for Matlab [35] to our data. An outstading issue is that unlike the toolbox by Bouguet [30] , which is Fig. 9 : Wand re-projection errors in all sessions shown at their image training points in the (a) left and (b) right lens images, where the axes are oriented as those in Figures 7a and 7b , respectively. The re-projection error is indicated by the marker color in units of pixels, while the marker size also scales linearly with this value, such that larger markers indicate larger error.
implemented in OpenCV to handle 3D calibration structures, OCamCalib only solves the extrinsic parameters of planar homographies, and so can not be directly applied to find our extrinsic parameters based on calibration wand points. Nevertheless, we expect that any future release of our data set will involve the application of its spherical camera model to handle the perspective projection of the dual fisheye lens camera.
