Abstract In this paper I study two ways of transforming decision problems on the basis of previously adopted intentions, ruling out incompatible options and imposing a standard of relevance, with a particular focus on situations of strategic interaction. I show that in such situations problems arise which do not appear in the single-agent case, namely that transformation of decision problems can leave the agents with no option compatible with what they intend. I characterize conditions on the agents' intentions which avoid such problematic scenarios, in a way that requires each agent to take account of the intentions of others.
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Synthese (2009) 169:335-349 There is, however, a gap in this philosophical and formal literature, as it does not address the question of how agents in interactive situations transform their decision problems on the basis of what they intend. Philosophers have studied in detail the roles of intentions in coordinated and shared agency (Bratman 1999; Searle 1995; Tuomela 1995; Alonso 2008) , but the philosophical work on how intentions transform decision problems have so far overlooked the multi-agent case. The situation is similar in AI and in BDI models: much attention has been paid to rational interaction, but the models of intention-based transformation of decision problems remain individualistic (see the references above). This is a serious shortcoming in the theory of intentions, as in recent years interaction has become one of the key issue in formal theories of rational agency (Aumann 1999; Parikh 2002; van Benthem 2006; Brandenburger 2007) .
In this paper I undertake the task of filling this gap by studying how intentions transform decision problems in genuine interactive situations. I formalize two ways of transforming decision problems on the basis of the agents' intentions. For both of them it is shown that problems arise in interactive situations that do not appear in the single-agent case, namely that transformation of decision problems can leave the agents with no option compatible with what they intend. I characterize conditions on the agents' intentions that avoid such problematic scenarios, arguing that they require each agent to take account of the intentions of others.
This paper thus aims to contribute to the theory of intention by pointing out the importance of examining interactive situations, and to the theory of interactive rationality by bringing in intentions and their role in the shaping of decision problems. The paper is not aimed at application to AI architectures or multi-agent systems, and for that reason I shall not attempt to compare or even relate the present framework to those cited above. While such a comparison might be fruitful, it would stray too far from the main concern here. The paper is organized as follows. In Sect. 1 I introduce strategic games and the representation of intentions therein. In Sects. 2 and 3 I study in turn how intentions rule out incompatible options and impose a standard of relevance. In Sect. 4 I study the interaction of these two operations, and in Sect. 5 I discuss a general issue regarding the relation between intentions and preferences. Proofs of the technical results can be found in the Appendix.
Framework and definitions
In this section I first introduce the formal framework in which the various results of this paper are couched. I first present games in strategic forms. I then introduce a simple model of previously-adopted intentions in such games.
Games in strategic from
I use standard strategic form games, as in e.g. (Osborne and Rubinstein 1994) , except that preferences are represented qualitatively. I also restrict myself to finite sets of "pure" strategies, leaving an extension to mixed strategies for future work. A decision problem or strategic game G is thus a tuple I, X, {S i , ≤ i } i∈I , π such that :
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-S i is a finite set of actions or strategies for i. A strategy profile σ ∈ i∈I S i is a vector of strategies, one for each agent in I . The strategy s i which i plays in the profile σ is denoted σ (i) . -X is a finite set of outcomes. -π : i∈I S i → X is an outcome function that assigns to every strategy profile σ ∈ i∈I S i an outcome x ∈ X . I use π(s i ) to denote the set of outcomes that can result from the choice of s i . Formally: π(s i ) = {x : x = π(s i , σ j =i ) for some σ j =i ∈ j =i S j }. -≤ i is a reflexive, transitive and total preference relation on X .
Previously adopted intentions and intention sets
In this paper I study the effect of previously adopted intentions on such games in strategic form. These are intentions that an agent adopts beforehand, i.e. some time before entering a given situation of interaction. Previously adopted intentions are thought of as relatively stable motivational states: i.e. they are "conduct controlling" in that they guide the agent toward the realization of their content, and they "persist" from their formation until their realization, except of course in the face of unexpected circumstances (Bratman 1987) . Such intentions are usually distinguished from intentions "in action" (Searle 1983) , which are seen as the "mental component" (O'Shaughnessy 1973) of intentional actions.
Given a game in strategic form G, I model previously adopted intentions by assigning to each agent i ∈ I an intention set ι i ⊆ X . Attention is thus restricted here to intentions to realize certain outcomes in the game, in contrast to intentions to play a certain strategy-although there is an obvious connection between the two. The intention set ι i of agent i should be thought of as the intentions that i has formed some time before entering the game, and on the basis of which he now has to make his decision. An intention profile ι is a vector of intention sets, one for each agent. This representation of previously adopted intentions in games, and of their effects on decision problems, closely follows (van Hees and Roy 2008) .
The intentions of an agent i are consistent if ι i = ∅, and inconsistent otherwise. Similarly, these intentions are unrealizable if for all x ∈ ι i there is no profile σ such that π(σ ) = x. Having inconsistent or unrealizable intentions, at least knowingly, is for many philosophers of action a blatant case of irrationality (Bratman 2009; Velleman 2008; Wallace 2006) . I show in the next sections that the fulfilment of this standard of rationality turns out to be much more complex in interactive situations, especially when intentions filter the available options or impose a standard of relevance on them.
Throughout this paper I do not impose constraints on the relation between intention sets and preferences, and in view of this one might ask how the two stand against each other, and how the intention-based transformations of decision problems that I study next relate to known game-theoretic transformations. Could intentions be reduced to preferences? And similarly for the transformations they induce? These are legitimate questions which, however, will be easier to address when one is in possession of the results set out below, so I postpone them to the end of the paper (Sect. 5). For now I
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Filter of admissibility
I take "providing a filter of admissibility" to mean ruling out options that are incompatible with the agents achieving their intentions. Agents, in this sense, discard some of their strategies because they are incompatible with what the agents intend.
As a generic approach to this discarding process I define the notion of cleaned strategy set and cleaned decision problem as follows. Given a strategic game G with intentions, the cleaned version cl(S i ) of the strategy set S i of agent i is defined as cl(S i ) = {s i | s i is admissible for deliberation for i} with various notions of "admissibility" to be inserted. The cleaned version of G with intention profile ι is the tuple
I assume that the agents adapt their intentions to the decision problem they face after cleaning by abandoning the achievement of those outcomes that are no longer achievable. The question of intention revision is thus left for future research. I take the cleaned version ι cl i of the intention set ι i to be ι i ∩ X cl , recalling the expansion operation in belief revision theory, see e.g. (Alchourron et al. 1985) and (Rott 2001) .
I study only two of the many ways one could define admissibility of strategies on the basis of the agent's intentions, which I call individualistic and altruistic admissibility. I choose them because they show clearly how the interactive character of strategic games influences the process of ruling out inadmissible options.
I say that a strategy s i is individualistically admissible for agent i when choosing it can yield at least one outcome he intends. Formally, a strategy s i of agent i is individualistically admissible with respect to his intention set
Conversely, a strategy is not admissible for i when choosing it would not realize any of his intentions.
Even if an agent has consistent intentions, in case his intentions are unrealizable no strategy will survive cleaning with individualistic admissibility. In such a case I say that individualistic cleaning empties a decision problem for the agent.
In the single-agent case, emptying a decision problem with individualistic cleaning coincides exactly with having unrealizable intentions: cleaning does indeed empty a decision problem if and only if ι i is not realizable. Potential problems arising from cleaning a strategy set on the basis of one's intentions thus boil down, when there is only one agent, to meeting a rationality requirement that is well known in the philosophical theory of action.
In situations of interaction, however, more complex situations arise, since agents who clean individualistically can make the intentions of others unrealizable. provides an example, with the numbers in the cells representing which outcomes are in ι i for the corresponding agent, 1 being the row and 2 being the column player. After the first round of cleaning, s 2 is eliminated by agent 1, making the intentions of agent 2 inconsistent. It is thus not sufficient to have realizable intentions to avoid emptying strategy sets after cleaning. To pinpoint the conditions which ensure such non-emptiness in the general case, I look at iteration, in a way that draws from (van Benthem 2007) and (Apt 2007) .
Given a strategic game G,
In what follows I ignore the "smallest" and only write about the fixed point.
Every game has a unique cleaning fixed point with individualistic cleaning but, as just noted, it may be empty. Under which conditions is this avoided? To answer this question one has to isolate the condition under which a set of strategy profile survives iterated cleaning. Let me call the cleaning core of a strategic game G the set of strategy profile S * inductively defined as follows, with
For each strategy s i and profile σ in the cleaning core such that σ (i) = s i , there is at least one agent j for whom strategy σ ( j) is individualistically admissible, by looking only at what can result from the profiles in the core. This definition is close to that of a cleaning fixed point-except that it looks at strategy profiles instead of at each agent's strategy set-and indeed it exactly captures the sets of profiles which survive iterated cleaning.
Fact 1 For any strategic game G and intention profile ι, S * is empty iff cl # (G) is empty as well, for individualistic cleaning.
With this in hand we get as a direct corollary the answer to the question of characterizing the conditions on the intentions sets which avoid empty fixed-points for individualistic cleaning.
Corollary 1 For any strategic game G and intention profile ι, cl # (G) is empty iff there is an agent i such that
This corollary shows that the individualistic character of admissibility must be compensated by an interlocking web of intentions and strategies if cleaning is not to [743] 340 Synthese (2009) 169:335-349 make the game empty. Intentions which yield a non-empty cleaning must contain at least some outcomes achievable by one of the profiles in the cleaning core. Observe that this does not mean that there must be one outcome which all agents intend, except if S * is a singleton. Profiles in the cleaning core, in turn, are profiles which remain compatible with the intentions of all agents, throughout the cleaning process. This means that no agent can rule out the achievement of another agent's intentions by choosing according to a profile in the cleaning core, i.e. by choosing σ (i) for σ ∈ S * . In this sense, by intending outcomes that are realizable in the cleaning core, an agent can be thought of as acknowledging that he interacts with other agents who, like him, clean inadmissible options from their strategy set on the basis of what they intend.
The following alternative form of admissibility emphasizes this interactive character: a strategy s i of agent i is altruistically admissible with respect to his intention set ι i when there is a j ∈ I such that π(s i ) ∩ ι j = ∅. Following this second criterion, a strategy of agent i is admissible whenever it can yield an outcome that some agent, not necessarily i, intends. When agents discard options on the basis of this criterion, there is no risk of emptying the game, and the process does not need to be iterated.
Fact 2 For G an arbitrary strategic game, cl # (G) = cl(G) for cleaning with altruistic admissibility.
Fact 3 For any strategic game G, intention profile ι and cleaning with altruistic admissibility, there is, for all i, a realizable x ∈ ι i iff cl # (G) is not empty.
It is thus crucial for agents to take each others' intentions into account when ruling out options in strategic games. If, on the one hand, agents rule out options without taking care of what the others intend (individualistic cleaning), they run the risk of ending up with no admissible strategy at all, unless their intentions are already attuned to those of their co-players (i.e. they intend outcomes realizable by profiles in the cleaning core). If, on the other hand, their intentions do not fit well with those of others (no further constraints on the intention sets), then they should at least take heed of what the others intend when ruling out options (altruistic cleaning).
By focusing on the single-agent case, existing studies in philosophy of action and artificial intelligence have hitherto overlooked this genuine interactive aspect of intention-based transformation of decision problems. I now turn to the other transformation I mentioned in the introduction: the imposition of a standard of relevance for options. I show that similar issues arise once we take interaction into account.
Standard of relevance
I take the transformation of a decision problem based on a "standard of relevance" imposed by previously adopted intentions to mean discarding options with differences that are not relevant in terms of what one intends. I say that such options are equivalent means to achieve what the agent intends. Formally, two strategies s 1 and s 2 in S i are equivalent, denoted s 1 ≈ s 2 , whenever π(s 1 , σ j =i ) ∈ ι i iff π(s 2 , σ j =i ) ∈ ι i for all combinations of actions of other agents σ j =i ∈ j =i S j . Strategies s 1 and s 2 in Table 2 are equivalent for the row player in that sense. The relation ≈ clearly induces I take here the standard of relevance imposed by intentions as inducing such a means-oriented perspective on decision problem, in the sense that the options upon which an agent i will deliberate will be the equivalence classes [s i ] G ≈ , or representative of them, instead of strategies in S i . The agents will discard the differences between strategies which are equivalent means to achieve what he intends.
To make a decision from the means-oriented perspective, the agents still have to sort out these means according to some preference ordering, and there is no unique or obvious way to do so on the basis of the underlying preference ordering ≤ i on the outcome set. There is no guarantee that the agents will be indifferent between the outcomes which could be yielded by the strategies in a given equivalence class [s i ] G ≈ , and even less that all these outcomes would be, say, at least as good as those in a different equivalence class [s i ] G ≈ . Here I take one of the many ways to construct such a preference ordering on means, by assuming that the agents "pick" a representative strategy for each means, and collect them to form their new strategy set. This allows preferences to be defined in the game that result from this transformation from those in the original game. Regarding the picking process itself, I adopt an abstract point of view and leave implicit the criterion which underlies it.
Given a strategic game G, a function θ i : P(S i ) → S i such that θ i (S) ∈ S for all S ⊆ S i is called i's picking function. A profile of picking functions is a combination of such θ i , one for each agent i ∈ I . These functions return, for each set of strategiesand in particular each equivalence class [s i ] G ≈ -the strategy that the agents picks in that set. I define them over the whole power set of strategies to facilitate the technical analysis.
The pruned version pr (S i ) of a strategy set S i , with respect to an intention set ι i and a picking function θ i is defined as:
Pruned version of a strategic game G are defined similarly to cleaned ones: given an intention profile ι and a profile of picking function , the pruned version of G is the tuple pr (G) = I, X pr , { pr (S i ), ≤ pr i } i∈I , π pr such that:
-π pr is π with the restricted domain i∈I pr (S i ).
[745] I once again adopt a general point of view and analyze iterations of pruning. Given a strategic game G, let pr k (G) be the strategic game that results after k iterations of the pruning of G. That is, pr 0 (G) = G and pr k+1 (G) = pr ( pr k (G)). The pruning fixed point pr # (G) of G is defined as pr k (G) for the smallest k such that pr k (G) = pr k+1 (G) .
As for cleaning, it can occur that agents end up with inconsistent or unrealizable intentions after a few rounds of pruning, but no pruning makes a game empty.
Fact 4 For all strategic game G and agent i ∈ I, pr # (S i ) is not empty.
The existence of pruning fixed points where all agents have non-empty intention sets depends on whether they intend what I call safe outcomes. Given a strategic game G, an intention profile ι and a profile of picking functions , the outcome x = π(σ ) is:
-Safe for pruning at stage 1 iff for all agents i,
-Safe for pruning at stage n + 1 whenever it is safe for pruning at stage n and for all agents i,
-Safe for pruning when it is safe for pruning at all stages n.
Safe outcomes are those which the picking functions retain, whatever happens in the process of pruning. Intending safe outcomes is necessary and sufficient for an agent to keep his intention set non-empty in the process of pruning. Similarly to cleaning, intending outcomes safe for pruning is a way for agents to take account of the fact that they are interacting with other agents who are pruning their decision problems on the basis of what they intend. In this case this not only means taking account of the intentions of others, but also of their picking criteria. In single-agent cases pruning never makes the intention set of the agent empty, as long as the agent has realizable intentions.
This shows, once again, that new issues arise when one transforms decision problems on the basis of ones intention in situations of interaction. In the next section I look at how the pruning and cleaning interact with one another, in order to obtain a more general picture of these intention-based transformations.
Putting the two transformations together
I investigate here sequential applications of these cleaning and pruning operations, focusing on individualistic admissibility. Given a strategic game G, let t (G) be either The first notable fact about cleaning and pruning sequences, already observed by van Hees and Roy (2008) , is that these operations do not in general commute. Table 3 is a counterexample, with θ 2 ([t 1 ]) = t 1 . The two operations do commute, however, in the single-agent case.
pr (G) or cl(G). A sequence of transformation of length k is any t k (G) for k ≥ 0, where t 0 (G) = G and t k+1 (G) = t (t k (G)). A sequence of transformation t k (G) is a transformation fixed point whenever both cl(t k (G)) = t k (G) and pr (t k (G)) = t k (G).

Fact 6 (van Hees and Roy 2008) For any strategic game G with only one agent, intention set ι i and picking function θ i : pr (cl(G)) = cl( pr (G)).
Sequential cleaning and pruning create new possibilities for empty fixed points, since neither the existence of a cleaning core nor of safe outcomes, and not even a combination of the two criteria, are sufficient to ensure non-emptiness. Furthermore, there might not be a unique fixed point, as in the example of Table 4 , with θ 1 ({s 1 , s 2 }) = s 2 , θ 1 ({s 1 , s 2 , s 3 }) = s 1 and θ 1 ({s 2 , s 3 }) = s 2 . If the agents start by cleaning this game, then t 3 is ruled out in the first round. A round of pruning then leaves only s 1 for agent 1, after which a round of cleaning leaves him with inconsistent intentions. If, on the other hand, the agents first prune G, then strategy s 1 of agent 1 is eliminated. After a round of cleaning and one further round of pruning only (s 2 , t 1 ) remains, which is the obvious fixed point of this sequence.
Ignoring redundant transformations, all sequences of cleaning and pruning reach a fixed point in a finite number of steps, for every finite strategic game. Non-emptiness of this fixed point is ensured by the following strengthening of safety for pruning and cleaning the core. The outcome x of profile σ ∈ i∈I S i is:
-Safe for iterated transformations at stage 1 whenever, for all i ∈ I :
-Safe for iterated transformations at stage n + 1 whenever it is safe for iterated transformation at stage n and for all i ∈ I :
-Safe for iterated transformations whenever it is safe for transformation at all n.
Fact 7 For any strategic game G, intention profile ι and profile of picking function , if π(σ ) is safe for transformation in G then for all fixed points t # (G), σ ∈ i t # (S i ).
[747] The presence of safe outcomes is thus sufficient not only to ensure that a game has no empty fixed point of iterated transformation but also that all fixed points have a non-empty intersection. It is a direct corollary that it is sufficient to avoid empty fixedpoints that all agents intend outcomes which are safe for iterated transformations, not necessarily the same ones.
Corollary 2 For any strategic game G, intention profile ι and profile of picking function , if for all i ∈ I there is a x = π(σ ) ∈ ι i that is safe for iterated transformation, then for all fixed points t # (G), i t # (S i ) is not empty.
It is still open, however, whether intending safe outcome is necessary, in the general case. We do know, however, that it is necessary if the picking function satisfies the following constraint, recalling Sen's (2002) 
Fact 8 For any strategic game G, intention profile ι and profile of consistent picking functions , if σ ∈ i t # (S i ) for all fixed points t # (G), then π(σ ) is safe for transformation in G.
From this and Corollary 2 we thus get that, for consistent picking functions, intending outcomes that are safe for iterated transformation is indeed necessary and sufficient to avoid empty fixed points.
Corollary 3 For any strategic game G, intention profile ι and profile of consistent picking function , i t # (S i ) is not empty iff for all i ∈ I there is a x ∈ ι i that is safe for iterated transformation.
By intending outcomes which are safe for iterated transformations the agents strongly acknowledge that they are interacting with agents whose intentions also transform the decision problem. The fact that the pruning and cleaning do commute when there is only one agent is in that respect illuminating: in the single agent case it is rather "simple" to transform one's decision problem on the basis of what one intends. This highlights, once again, the subtleties that interaction brings into intentions-based reasoning.
Discussion: intentions and preferences
In this closing section I want briefly to address the question of the relation between, on the one hand, intentions sets, cleaning and pruning and, on the other hand, preferences and known game-theoretic solutions concepts. This will put the results of the previous sections in perspective, and will position the main claims of this paper in relation to known claims in philosophy of action and game theory.
It has been claimed in philosophy of action that previously adopted intentions are not reducible to compounds of beliefs and desires-see e.g. (Bratman 1987) . Intentions, like desires, are motivational states. They are, however, subject to stronger norms of coherence and consistency (Bratman 2009; Velleman 2008; Roy 2008 ). An agent, for instance, can rationally desire inconsistent or impossible things, but he cannot rationally intend such things. Intentions are furthermore thought of as providing a stronger commitment to action and to practical reasoning than desires-again see (Bratman 1987 ) for a discussion of the "commitment to action" and the "reasoning-centred commitment" of intentions. Finally, intentions are more resistant to reconsideration than desires. While one's changes of preferences and desires can be irregular and not necessarily based on reasons, the reconsideration of rational intentions is subject to much stronger constraints, and arguably occurs less frequently.
This thesis is of great importance for the theory of intentions, but the analysis of cleaning and clustering does not need to, and in fact does not take a stance on it. I have shown that if one accepts that previously adopted intentions are states that carry a reasoning-centred commitment and that are subject to consistency requirements, then significant complications arise in situations of interaction.
It is clear that the analysis of iterated transformation presupposes many of the purportedly distinguishing features of intentions. The filtering effect and the standard of relevance, which cleaning and pruning are intended to reflect, are parts of what it means for intentions to carry a reasoning-centred commitment (Bratman 1987) . Furthermore, intention sets satisfy some of the consistency constraints mentioned above: agents cannot intend impossible things (ι i = ∅) and much of the discussion in Sect. 3 revolved around avoiding cases of unrealizable intentions.
This analysis of the reasoning-centred commitment, however, does not rest on whether these features really do distinguish intentions from beliefs and preferences. If it can be shown that they really do so, then cleaning and pruning constitute a genuine extension of game-theoretic models. But it is not the purpose of the analysis I propose in this paper to provide such an argument. Rather, the goal was to show that if one accepts that previously adopted intentions are states that carry a reasoning-centred commitment and that are subject to consistency requirements, then important complications arise in situations of interaction. Indeed, this thesis remains of interest even if one denies that the reasoning-centred commitment and the consistency constraints suffice to sustain the non-reductionist thesis. For in this case one has available the tools to investigate the conditions under which cleaning and pruning can be recaptured by standard game-theoretical solution concepts, as the current model is sufficiently general to support this investigation.
This raises another point, namely that the philosophical thesis concerning the (non-) reducibility of intentions to beliefs and desires does not preclude that intentions could or should in some way be aligned to these cognitive and conative states, and the model presented here is neutral regarding this issue as well. Indeed, in this paper no constraints have been imposed on the relation between intentions and preferences, which means that the model is sufficiently general to carry investigations along the line proposed by Sen (2005) , who argues that intentions and commitments are of interest especially when they diverge from preferences, or to explore cases where intentions and preferences do converge, as e.g. (van Hees and Roy 2008) and (Roy 2008) . Observe that the latter case could be used to further the reductionist perspective, by investigating the possibility of re-capturing cleaning in terms of a dynamic elimination of strictly dominated strategies (van Benthem 2007) , via an alignment of intentions to "Bayesian rationality" (Aumann 1987) .
The analysis proposed here is thus neither committed to the reductionist thesis, nor to a particular view of the relation between intentions and preferences, and this [749] should be seen as one of its assets. The aim of this paper was to bring the analysis of intention-based transformation of decision problems to situations of interaction, and to show important issues that arise at this level. The lesson is valuable, I have just argued, for both side of the reductionist/non-reductionist debate.
Conclusion
I have taken steps towards filling an important gap in the literature on philosophy of action, artificial intelligence and multi-agent systems concerning the role of intentions in the transformation of a decision problem, by studying this role in genuine interactive situations. I have shown that in such situations new issues readily arise as agents can make each others' intentions unrealizable or even inconsistent. I have characterized conditions under which such cases are avoided and in so doing have revealed an important interactive characteristic of intention-based transformation of decision problems, one which has hitherto passed unnoticed in the philosophical and formal literature.
At this point two future directions of research seem most pressing. First is the issue mentioned in the introduction: comparing and relating the current approach to the existing formal work in AI or multi-agent systems. This would not only gear the present approach towards application, but would also surely unveil even more new issues concerning intentions in interaction. Second, it would be very worthwhile to make explicit the recurring idea of taking others intentions into account by enriching the game theoretical models I use with the information that players might have about each others' choices, preferences and intentions. This kind of epistemic perspective has proved fruitful in game theory, see e.g. (Brandenburger 2007) , and would move us even further towards a unified account of rational interaction.
