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In Brief
Using single-unit recording and optogenetic manipulations in a fearconditioning paradigm, Rozeske et al. demonstrate that activation of a subpopulation of cells in the prefrontal cortex projecting to the periaqueductal gray is necessary and sufficient for context fear discrimination.
INTRODUCTION
The expression of adaptive behavior is critical for the survival of an organism, and it is heavily governed by the surrounding environment (Nadel, 1991) . Depending on the perceived threat of an environment, organisms can express a broad spectrum of behaviors, ranging from exploration and foraging to defensive behaviors, including fear and avoidance (LeDoux, 2000; Maren, 2001) . Although defensive behaviors are often adaptive, in humans, pathologic expression of these defensive behaviors is a hallmark of anxiety disorders (Bonne et al., 2004; McCullough et al., 2016; Rosen and Schulkin, 1998) . To develop novel treatments for clinical populations, an understanding of the fundamental circuits and mechanisms governing transitions between exploratory and defensive behaviors during periods of contextual uncertainty is necessary.
It is well documented that the encoding and retrieval of contextual memories rely on pattern completion and separation processes within the hippocampal formation (Kim et al., 1993; Knierim and Neunuebel, 2016; Maren et al., 2013; Rudy and O'Reilly, 2001) ; however, the mechanisms underpinning behavioral selection among different environments remain unknown. Interestingly, anatomical and physiological data indicate that the dorsal medial prefrontal cortex (dmPFC) receives neuronal projections from the hippocampus (Cenquizca and Swanson, 2007; Hoover and Vertes, 2007; Jay and Witter, 1991) . Moreover, the dmPFC is recruited during periods of uncertainty (Antoniadis and McDonald, 2006; Burgess et al., 2001; Hyman et al., 2012; Ma et al., 2016; Mobbs et al., 2007; Sharpe and Killcross, 2015; Xu and S€ udhof, 2013; Yoshida and Ishii, 2006) , and it is critical for the regulation of emotional memory (Bukalo et al., 2015; Courtin et al., 2014; Dejean et al., 2016; Likhtik et al., 2014; Livneh and Paz, 2012; Milad and Quirk, 2002; Motzkin et al., 2015; Rozeske et al., 2015; SotresBayon and Quirk, 2010) . In particular, the dmPFC projects to both the basolateral amygdala (BLA) and the lateral and ventrolateral periaqueductal gray (l/vlPAG) (Floyd et al., 2000; Mcdonald et al., 1996; Vertes, 2004; Vianna and Brandã o, 2003) , two critical structures for the acquisition and expression of fear behavior (De Oca et al., 1998; Kim et al., 1993; Nader et al., 2001; Tovote et al., 2016; Vianna et al., 2001) . Thus, the dmPFC is well positioned to integrate contextual information (Cenquizca and Swanson, 2007; Hoover and Vertes, 2007; Jay and Witter, 1991) and select appropriate emotional behavior (Del Arco et al., 2017; Karlsson et al., 2012; Yoshida and Ishii, 2006) during periods of ambiguity.
In rodents, environmental control of adaptive behavior can be investigated using contextual fear conditioning, in which an aversive stimulus is associated with a particular context. Following conditioning, rodents exhibit high levels of freezing behavior due to the perceived threat of that context (Blanchard and Blanchard, 1969) , a response that is absent when exposed to a context sufficiently different from the conditioned one, a process termed contextual fear discrimination (Frankland et al., 1998) . It has been previously shown that pharmacological prefrontal lesion or blockade of prefrontal synaptic transmission prevented contextual fear discrimination (Antoniadis and McDonald, 2006; Xu and S€ udhof, 2013) . However, to date, the precise prefrontal circuits involved in discriminating a previously threatening context from a neutral context are virtually unknown.
Here we developed a novel contextual fear discrimination paradigm in which the rodent remains undisturbed during a series of context presentations. During context fear expression and discrimination, we used single-unit recordings to monitor changes in activity within the dmPFC. This approach was combined with optogenetic and antidromic electrical identification of dmPFC neurons projecting to the BLA or l/vlPAG to determine the precise neuronal circuits that control the selection of appropriate behavioral responses during contextual fear discrimination. Finally, optogenetic manipulations were used to investigate the role of specific dmPFC circuits during context fear discrimination. We found that dmPFC single-unit activity was modulated during switching between threatening and non-threatening contexts. Moreover, we identified a subpopulation of dmPFC neurons projecting to the l/vlPAG that controlled freezing behavior during context fear discrimination.
RESULTS

Behavioral Expression of Context Fear Discrimination
To evaluate the contribution of dmPFC neurons in contextual fear discrimination, we developed an innovative contextual fear-conditioning paradigm in which the conditioning context is sequentially transformed into distinct contexts during testing. In this paradigm, following fear conditioning, we tested mice for contextual fear in the same physical chamber while contextual features were rapidly modified to create generalized and discriminated contexts ( Figures 1A-1D ). In a first set of experiments, mice were exposed to a suite of four sequentially transformed contexts, termed configuration ABCA' ( Figure 1C ). This consisted of successive 3 min exposures to first the original conditioning context A, then to context B, followed by context C, and back to the original conditioning context, A'. Sensory elements were manipulated to create different contexts as follows: (1) context A contained lime odor, tonic white noise, and house lights; (2) context B was identical to A, except no lime odor was delivered; (3) context C was identical to B, except lighting was altered to ambient levels and tonic white noise was turned off; and (4) context A' was identical to A.
In these conditions, mice exhibited high contextual fear in contexts A, B, and A' while showing virtually no contextual fear in context C (group ABCA'; Figure 1E ). This gradient of fear behavior was not observed in mice exposed to context A for 12 min (group A; Figure 1E ), nor was it attributable to pre-conditioning levels of immobility or differences in the acquisition of context fear (Figures S1A-S1C ). To assess whether fear discrimination during context C was due to novelty, order, or timing effects of context presentations, a subset of mice was re-exposed 24 hr later to configuration ABCA' and 72 hr later to configuration CAC'A' (Figure 1D) . Consistent with our previous observation, mice exhibited contextual fear discrimination in context C during exposure to configurations ABCA' and CAC'A', compared to control mice (Figures 1F and 1G) . Importantly, contextual fear discrimination in context C could not be attributed to a low associability of this context with foot shock conditioning ( Figures S1D and S1E) . Furthermore, pre-exposure to configuration ABCA' before conditioning was not associated with changes in basal contextual fear levels (Figures S1F-S1I), revealing the specificity of the behavioral changes observed upon post-conditioning ABCA' exposure.
dmPFC Unit Population Activity Encodes Context Transitions To identify dmPFC activity changes related to contextual fear discrimination, we performed single-unit recordings in the anterior cingulate and prelimbic cortices of the dmPFC in freely behaving mice submitted to our behavioral paradigm . We evaluated whether the switch between high-and low-fear states during contextual fear discrimination was represented in the firing activity of dmPFC neurons (Figure 2B) . To identify if the firing of dmPFC neurons contained context-related information, we performed population analyses (B) Schematic depiction of the paradigm developed to study contextual fear discrimination. Auditory, visual, and olfactory sensory elements were manipulated to produce contexts that more, or less, resembled the conditioned context. The conditioned context A contained tonic white noise, house lights, and vaporized lime odor. Control mice were tested for 12 min in context A. (C) Configuration ABCA' consisted of 3 min sequential exposures to four contexts while the mouse remained in the same testing chamber. Context B was identical to context A except the lime odor was aspirated from the testing chamber. Context C was the most distinct from context A, specifically the audible white noise was removed, the house lights were dimmed, and the lime odor was aspirated. Context A' was identical to context A. (D) Configuration CAC'A' was used to assess timing effects of context C presentation. Context C' was identical to C and all other contexts were as described previously. (E and F) Left: dynamics of freezing behavior 24 hr (E) and 48 hr (F) after conditioning for mice tested in configuration ABCA' and control mice tested in configuration A (bin size = 30 s; day 3: ABCA' group, n = 22; A group, n = 14; day 4: ABCA' group, n = 13; A group, n = 9). Right: corresponding average freezing values during context exposure 24 hr (E) and 48 hr (F) after conditioning reveal robust freezing behavior in contexts A, B, and A' and a significant reduction in freezing behavior in mice exposed to context C compared to controls (day 3: two-way repeated-measures ANOVA [RM ANOVA], F (3, 102) = 13.09, p < 0.0001; day 4: two-way RM ANOVA, F (3, 60) = 11.96, p < 0.0001, Bonferroni multiple comparison post hoc tests). Testing in configuration ABCA' on day 4 was to assess novelty effects of context C. (G) Left: dynamics of freezing behavior 5 days after conditioning for mice tested in configuration CAC'A' and control mice tested in configuration A (bin size = 30 s; day 7: CAC'A' group, n = 13; A group, n = 9). Right: corresponding average freezing values during context exposure are shown. Context C produced fear discrimination independently of timing, and presentation of context A' produced a robust renewal of freezing (two-way RM ANOVA, F (3, 60) = 29.58, p < 0.0001, Bonferroni multiple comparison post hoc tests). Data are expressed as mean ± SEM (*p < 0.05 and ***p < 0.001).
to evaluate the ensemble activity of dmPFC neurons during ABCA' exposure before and after fear conditioning ( Figures  2C-2E ). This analysis revealed that during pre-conditioning exposure to ABCA', the dmPFC neuronal population was largely undifferentiated, as revealed by minor changes in the Mahalanobis distance between clusters representing individual contexts (I) Top: transition between contexts A and B was not associated with a significant change in the probability of freezing. Bottom: transition between contexts A and B was not associated with a significant change in dmPFC network activity. Dotted black horizontal lines in top and bottom panels indicate significance thresholds (mean ± 5 SD).
(J) Transition between contexts B and C was associated with a significant reduction in freezing probability (top) and a significant alteration in dmPFC population activity (bottom). Dotted red vertical line indicates time of significant change in freezing probability, and dotted blue vertical line indicates time of significant change in dmPFC population activity.
(K) Transition between contexts C and A' was associated with a significant increase in freezing probability (top) and a significant change in dmPFC population activity (bottom). Data are expressed as mean ± 95% confidence interval, so an absence of overlap indicates significance ( # p < 0.05 and ## p < 0.01 based on the confidence interval). ( Figures 2D and 2F ). In contrast, following conditioning, we observed an expansion of Mahalanobis distances between context clusters associated with switching between high-and low-fear states (from B to C and C to A'), a phenomenon not observed for contextual transitions between the two high-fear contexts A and B ( Figures 2E and 2F ). Strikingly, we observed that the overall activity profile of dmPFC neurons during context A' at the end of the session was significantly different compared to context A. This instability is in line with previous reports of gradual shifts in the contextual representation across dmPFC populations (Hyman et al., 2012) . However, during the pertinent time point when mice transitioned from context B to C, we observed significant changes in the Mahalanobis distance when comparing ABCA' to conditioned control mice exposed to context A for 12 min ( Figures S3A and S3B ), demonstrating that transition from high-to low-fear contexts dominantly alters the dmPFC neuronal representation compared to the passage of time or unstable dmPFC representations evoked by context reinstatement. Moreover, we controlled that the neuronal representation of context was not biased by a particular animal ( Figure S3F ). Next, to evaluate the temporal relationship of dmPFC neuronal changes at the population level and the animal's behavioral state during periods of contextual transitions, we identified time points when significant changes in freezing behavior and dmPFC network activity were present ( Figures 2G and 2H ). Our results indicated that the transition between high-fear contexts A and B was not associated with significant alterations in freezing behavior or network activity around the transition period ( Figures  2H and 2I ). In contrast, context transitions associated with switching between high-and low-fear states were characterized by substantial changes in dmPFC network activity, followed by a significant change in freezing behavior ( Figures 2H, 2J , and 2K). Importantly, these context transition-induced alterations in dmPFC network states were absent in non-conditioned mice exposed to configuration ABCA' or post-conditioning control mice only exposed to context A ( Figures S3G-S3N ). Together these data strongly suggest that transitions between high and low contextual fear states, regardless of directionality, are represented in dmPFC population activity.
Context Transitions Activate Principal Neurons in the dmPFC
This previous observation raises the question as to whether a dmPFC neuronal subpopulation is selectively activated during contextual fear discrimination in context C. Single-unit firing rate analyses revealed that dmPFC putative excitatory principal neurons (PNs, n = 212) exhibited a strong increase in firing activity in the discriminative context C ( Figure 3A) , a phenomenon not observed in mice only exposed to context A (PNs, n = 116) or for dmPFC putative interneurons ( Figure S2G ). Moreover, this increase in firing activity in context C was not due to sensory alterations of the contexts ( Figure S2H ). Importantly, neuronal activity in mice exposed to contexts A, B, and A' was not different from control animals, suggesting selective dmPFC PN modulation during contextual fear discrimination ( Figure 3A) .
We subsequently investigated if subpopulations of dmPFC PNs were activated during contextual discrimination using a bootstrap-resampling approach (Figures S4A and S4B; STAR Methods) . This analysis revealed that $50% (n = 112/212) of significantly activated dmPFC PNs exhibited an increase in firing activity during contextual discrimination in context C when freezing behavior was minimal ( Figures 3B, 3C , and 3F). We obtained an analogous result using a more conservative analysis that identified dmPFC PNs exclusively activated in a single context ( Figures S4C and S4D ). Additionally, we observed that only a minority of PNs had reduced activity during context C (Figure S4E) . Importantly, to determine whether the increased firing rate of dmPFC PNs activated in context C was due to locomotion, we correlated locomotor activity with firing rate of dmPFC neurons significantly activated during context C (PNs, n = 112) and the units that were significantly activated in context C and kept from the baseline recording session (PNs, n = 26). Our results indicated that the vast majority of dmPFC PNs active in context C, or active in context C and recorded during baseline session, were not significantly correlated with the locomotion of the animal (n = 103/112, 91.96% and n = 20/26, 76.92%, respectively; Figures S4F and S4G) .
Finally, we performed population analysis of dmPFC PNs significantly active in context C that was restricted to nonfreezing periods throughout ABCA' exposure. This analysis (B) Bootstrap-resampling method used to identify neurons significantly active in a context. Among the neurons selected, a larger fraction than expected by chance was highly active in context C (two-tailed binomial test, p < 0.0001, Bonferroni multiple comparison post hoc test), whereas a smaller fraction than expected by chance was highly active in context A (two-tailed binomial test, p < 0.05, Bonferroni multiple comparison post hoc test). (C) The firing rates of PNs selected by the bootstrap method as significantly active in context C were elevated in C compared to contexts B and A' (Friedman's rank test, p < 0.0001, Dunn's multiple comparison post hoc test). (D) PNs selected by the bootstrap method as significantly active in context C (n = 112) with activity restricted to non-freezing periods in the 2D PCA space. Inset: analysis in the full dimensional space revealed a 2-fold increase in Mahalanobis distances for context C in comparison to contexts A/B. (E) Firing rate of PNs restricted to non-freezing periods during ABCA'. PNs selected by the bootstrap method as active during context C (C active) displayed a selective and significantly higher firing rate in context C as compared to contexts A, B, and A' (Friedman's rank test, p < 0.0001, Dunn's multiple comparison post hoc test). Firing rate for C active PNs was also significantly elevated compared to units not selected by the bootstrap method as active in context C (non-active) for all contexts (Wilcoxon rank-sum tests, p < 0.0001, Bonferroni multiple comparison post hoc test). (F) Top: representative firing rate of a PN selected by the bootstrap method as highly active in context C (bin size = 5 s). Gray bars represent freezing epochs and at the top is a raster plot of firing rate. Middle: heatmap of the normalized firing activity (Z score) of all PNs selected by the bootstrap method as highly active in context C is shown (bin size = 5 s). Bottom: mean firing activity of all PNs that were selected by the bootstrap method as significantly active during context C is shown (bin size = 5 s). Data are expressed as mean ± SEM (*p < 0.05 and ***p < 0.001). revealed that the network state during non-freezing periods in context C was associated with a 2-fold increase in Mahalanobis distance compared to that in contexts A/B ( Figure 3D ). Moreover, firing rates during non-freezing periods for PNs significantly activated in context C were significantly elevated compared to non-freezing periods in contexts A, B, and A', as well as to neurons not significantly activated in context C ( Figure 3E ). These data indicate that contextual fear discrimination is represented in the population activity of dmPFC PNs significantly activated in context C. All together our results strongly suggest that a subset of dmPFC PNs mediates contextual fear discrimination through a sharp increase in their firing activity.
A Subpopulation of dmPFC Units Active during Context Fear Discrimination Project to the l/vlPAG
We next used two complementary strategies to evaluate the connectivity of dmPFC neurons significantly activated in context C to the l/vlPAG and the BLA, two structures critical for fear expression (Floyd et al., 2000; Mcdonald et al., 1996; Vertes, 2004; Vianna and Brandã o, 2003) . In one group of mice, we antidromically activated dmPFC efferents using electrical extracellular stimulation of l/vlPAG in anesthetized mice, following the completion of behavior ( Figures 4A-4D ). In a second group, we used an intersectional infection strategy to photo-identify dmPFC-l/vlPAG-projecting neurons. For this purpose, mice were injected with a retrogradely transported canine adenovirus type 2 expressing Cre-recombinase (CAV2-Cre) in the l/vlPAG. Mice were then injected with a conditional adeno-associated viral vector (AAV) encoding for archaerhodopsin (ArchT) locally into the dmPFC such that opsin expression was restricted to dmPFC PNs projecting to l/vlPAG ( Figures 4E-4H , S5A, S6A, and S6B). In these animals, optrodes for simultaneous singleunit recording and optogenetic identification were implanted in the dmPFC. We found that the vast majority of dmPFC PNs projecting to the l/vlPAG that were identified using antidromic stimulation of the l/vlPAG or photo-identification approaches (n = 17/23, 73.91%; 9 PNs using antidromic stimulation and 8 PNs using photo-identification approaches) displayed a significantly higher firing activity in context C when freezing levels were low ( Figures 4I-4K ), a phenomenon that was absent from dmPFC PNs projecting to the BLA ( Figures 4L-4O ). Together, these data indicate that dmPFC PNs active during contextual fear discrimination preferentially project to the l/vlPAG, where they could directly regulate conditioned fear responses.
Optogenetic Manipulation of the dmPFC-to-l/vlPAG Circuit Alters Context Fear Discrimination
To evaluate if the changes in the firing activity of dmPFC-l/ vlPAG-projecting neurons were causally related to contextual fear discrimination, CaMKIIa-Cre mice received intra-dmPFC injections of a conditional AAV encoding for ArchT or channelrhodopsin-2 (ChR2), and optic fibers were placed dorsal of the l/vlPAG ( Figures 5A, S5C , S5D, and 6A). In a subset of injected CaMKIIa-Cre mice in which optrodes were implanted in the l/vlPAG, we observed that photoactivated and inhibited l/vlPAG neurons displayed homogeneous electrophysiological properties ( Figures 5B-5E ). Moreover, optogenetic inhibition or activation of dmPFC inputs to the l/vlPAG was associated with a decrease and increase of l/vlPAG unit firing activity, respectively (Figures 5F and 5G). These results thereby confirmed that our optogenetic strategy was efficient in blocking or facilitating dmPFC excitatory inputs to the l/vlPAG. Optogenetic inhibition or activation of dmPFC inputs to the l/vlPAG before contextual fear conditioning did not produce any light-induced changes in freezing or locomotor behavior in comparison to GFP control animals ( Figures 6B, 6C , 6E, and S5E-S5G). Moreover, opsin-expressing and control mice displayed similar levels of freezing behavior during conditioning to context A ( Figures  S5H and S5I ). Interestingly, photo-inhibition of dmPFC inputs to the l/vlPAG applied during exposure to context C, 24 hr following conditioning, prevented contextual fear discrimination when compared to GFP controls ( Figure 6D ). Conversely, optical activation of dmPFC inputs to the l/vlPAG when mice were exposed to the threatening contexts A or B reduced contextual fear behavior ( Figures 6F, S5J , and S5K).
To control that optogenetic manipulations within the midbrain were specific to the l/vlPAG, and not due to activation of en passant dmPFC fibers, we used an intersectional strategy in which mice were injected with CAV2-Cre in the l/vlPAG and a Cre-dependent AAV encoding either ArchT or ChR2 in the dmPFC, and later optic fibers were implanted in the dmPFC ( Figures S6A-S6C ). Our results indicated that specific inhibition of the dmPFC-l/vlPAG pathway prevented contextual fear discrimination, whereas optical activation reduced contextual freezing ( Figure S6D ). Moreover, to evaluate whether these findings were specific to our contextual discrimination paradigm, we performed optogenetic activation or inhibition of the dmPFC-l/ vlPAG pathway in a classical auditory fear-conditioning and extinction paradigm associated with high-and low-freezing levels. Following conditioning, optogenetic activation of the dmPFC-l/vlPAG pathway did not reduce freezing levels. Conversely, following extinction learning, optogenetic inhibition of the dmPFC-l/vlPAG pathway did not increase freezing levels ( Figures S6E and S6F) . Finally, to control that reduced freezing behavior upon light activation of dmPFC PNs in context B did not simply generate escape or avoidance fear behavior, mice were submitted to a place avoidance task in which they could actively avoid the compartment in which they received optical stimulation of dmPFC PNs projecting to the l/vlPAG. Our analyses revealed that optogenetic stimulation did not produce place aversion ( Figures S6G-S6J context A or B was not due to augmented escape or avoidance behavior. All together, these results demonstrate that the increased activity of dmPFC PNs projecting to the l/vlPAG is a necessary and sufficient condition to drive the expression of contextual fear discrimination.
DISCUSSION
A dmPFC-to-l/vlPAG Circuit for Context Fear Discrimination Using single-unit recordings and optogenetic manipulations in a novel behavioral paradigm, we demonstrated that contextual fear discrimination is dynamically represented in the firing activity of a subpopulation of dmPFC neurons projecting to the l/vlPAG. Moreover, our results indicate that the elevated firing activity of this neuronal subpopulation is both a necessary and sufficient condition for contextual fear discrimination. In classical contextual fear generalization and discrimination studies, animals are usually conditioned in a given context and subsequently transferred to variant contexts, which precludes investigating the precise neuronal changes occurring during contextual transitions. Our behavioral paradigm goes beyond these limitations by manipulating contextual features while the rodent remains in the same physical environment. This model allowed us to investigate the changes in dmPFC firing activity during contextual transitions, and it revealed that the overall changes in firing activity of dmPFC neurons precedes behavioral expression of context-dependent highand low-fear states, independently of transition directionality. Importantly, our results also indicated that the increased activity of dmPFC-l/vlPAG-projecting PNs is highly specific of contextual fear discrimination, as it was not influenced by locomotor activity, sensory elements, order, or timing effect of the context presentations.
An alternative hypothesis is that this elevated activity is simply suppressing freezing behavior. However, several pieces of evidence suggest that this was not the case. First, when considering non-freezing intervals in all contexts, we observed that the neuronal representation of context C was significantly different from other contexts, and this was also accompanied by a significant increase in firing rate during non-freezing periods, compared to other contexts ( Figures 3D and 3E) . Moreover, when the optogenetic manipulation of the dmPFC-l/vlPAG pathway was performed in high-or low-fear conditions in behavioral paradigms different from our contextual fear discrimination paradigm, we failed to observe any effect of the stimulation (Figures S6E and  S6F ). This strongly suggests that (1) the effect we observed upon optogenetic activation or inhibition of the dmPFC-l/vlPAG pathway is specific to our contextual fear discrimination paradigm and (2) our findings are specifically related to contextual fear discrimination as opposed to the suppression of fear behavior. Additionally, we also observed that, within the entire dmPFC population, elevated PN activity was not concomitant with low fear behavior ( Figure 3A ) but rather could also reflect the passage of time (Hyman et al., 2012; MacDonald et al., 2011; Manns et al., 2007; Naya and Suzuki, 2011) , as observed in both A and ABCA' groups.
Our experiments used a 3 min context exposure to assess fear conditioning. Accordingly, optogenetic manipulations investigating the necessity of the dmPFC-l/vlPAG pathway in context fear discrimination were temporally identical. However, appropriate caution is warranted when using prolonged light administration for photosilencing (Mahn et al., 2016) . Our study did not assess intracellular activity during yellow light delivery; therefore, we cannot exclude the possibility that mice expressing ArchT had elevated presynaptic excitatory postsynaptic current (EPSC) activity. However, our photo-inhibition of dmPFC CaMKII+ cells led to reduced firing activity of postsynaptic l/vlPAG single units (Figure 5 ), suggesting that our silencing protocol was effective.
Comparisons to Other Fear-Conditioning Paradigms Interestingly, whereas classical cued fear-conditioning studies reported elevated dmPFC neuronal activity during fear expression (Burgos-Robles et al., 2009; Chang et al., 2010; Courtin et al., 2014; Fitzgerald et al., 2014) , our data revealed increased activity of dmPFC projections to the l/vlPAG, but not BLA, concurrent with low-fear expression during discrimination in context C. These data suggest that dmPFC projections targeting the l/ vlPAG or BLA are differentially recruited during cued or contextual fear expression. Previous studies examining the dmPFC during fear behavior have correlated PN activity with conditioned auditory stimuli (CSs) (Courtin et al., 2014; Likhtik et al., 2014 ), but they did not examine the physiology of CS-responsive units during contextual fear behavior. This leaves the open question of whether separate circuits exist in the dmPFC that are responsive to auditory CSs and that support context fear discrimination.
Previous studies examining fear discrimination between auditory CSs have also found engagement of the dmPFC. For example, when mice were fear-conditioned to discriminate between CS + and CS À auditory cues, a selective synchrony of theta oscillations was observed between the dmPFC and BLA in mice that were able to discriminate between CSs (Likhtik et al., 2014) . Interestingly, similar engagement of the BLA was observed in non-human primates during discrimination tasks (Resnik and Paz, 2015) . In contrast to the abovementioned reports, our data did not identify a dmPFC-to-BLA circuit that was preferentially engaged during context fear discrimination. However, the absence of dmPFC-BLA engagement during our paradigm could be attributed to several factors. As discussed earlier, it remains to be resolved whether separate dmPFC circuits support the expression of freezing following cue and context fear conditioning. Additionally, differential context fear conditioning was not used in the present fear discrimination paradigm. Therefore, mice were never conditioned to context C in the absence of electric shock, which would preclude a safety learning framework for the interpretation of our results. To date, the mechanisms leading to the activation of dmPFC-l/vlPAG-projecting neurons during fear discrimination are unclear but could be related to excitatory hippocampal or thalamic inputs (Knierim and Neunuebel, 2016; Rudy and O'Reilly, 2001; Xu and S€ udhof, 2013; Yassa and Stark, 2011) . Alternatively, disinhibitory mechanisms, which have been previously found in the cortex (Courtin et al., 2014; Letzkus et al., 2011; Pi et al., 2013) , could also lead to dmPFC activation during context fear discrimination, although in this study we did not observe preferential activity of cortical interneurons during fear discrimination. Moreover, it will be important in future studies to investigate how dmPFC PNs interact with l/vlPAG microcircuits during contextual fear discrimination and whether this circuit overlaps with central amygdala (CeA)-PAG circuits mediating cued fear behavior (Tovote et al., 2016) . It is, however, very likely that contextual fear conditioning and discrimination recruit different neuronal circuits compared to those recruited during cued fear expression, as recently suggested (Tovote et al., 2016; Xu et al., 2016) .
Synaptic Targets of dmPFC Units in the l/vlPAG
Currently, the synaptic targets within the l/vlPAG of dmPFC units active during fear discrimination are unknown. Nevertheless, previous studies investigating the microcircuity within the PAG (Tovote et al., 2016) reveal that defensive behavior is governed by two major cell types expressing glutamate decarboxylase 2 (Gad2+) and vesicular glutamate transporter 2 (Vglut2+). The existence of these two cell types in the l/vlPAG suggests several hypotheses that could explain how activation of the dmPFC-l/vlPAG pathway leads to low-fear states during contextual fear discrimination. A likely possibility is that inhibitory CeA and excitatory dmPFC afferents impinge upon the very same Gad2+ neurons in the l/vlPAG. Thus, activation of CeA inhibitory inputs during cued fear expression would lead to fear responses, as already documented (Tovote et al., 2016) , whereas the activation of dmPFC excitatory inputs would induce the opposite effect, that is, a low-fear state. Alternatively, it is still possible that dmPFC excitatory inputs could also project onto Vglut2+ cells in the l/vlPAG directly involved in the reduction of fear behavior, although, to date, the activation of Vglut2+ cells in the l/vlPAG has only been linked to fear expression (Tovote et al., 2016) .
In summary, our findings together indicate that the dmPFC encodes contextual changes and becomes active during switching between emotional states. Moreover, specific manipulation of dmPFC-l/vlPAG-projecting neurons is a necessary and sufficient condition to produce context fear discrimination. Future studies investigating this pathway could consider targeting this circuit for therapeutic strategies to treat contextual fear generalization, a core symptom of anxiety disorders.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: 
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METHOD DETAILS Behavior
Context fear discrimination
Mice were habituated to handling for at least 3 days before experimentation began. Mice that were implanted with recording electrodes in the dmPFC were submitted to the following procedure ( Figures 1A-1D) . On day 1, a subset of mice were placed in context D (25 3 25 cm square arena) for 5 min to record baseline behavior and neuronal activity. Testing chambers were cleaned with 70% ethanol following all behavioral procedures. On day 2 mice were conditioned to context A (24 3 24 cm diameter cylinder) with 5 scrambled foot shocks delivered via a grid floor (inter-trial interval 60-120 s) lasting 1 s each at an intensity of 0.7 mA (Imetronic). Context A contained tonic white noise (85 dB), vaporized lime odor (3%, Aroma-Zone) delivered via a port located in the floor of the testing chamber, and house lights (53 lux). Behavioral data were automatically collected using infrared beams spaced 1 cm apart in the x and y planes, located at the floor of the testing chamber. Freezing behavior was recorded following the cessation of movement for at least 2 s. Mice were tested in context A or configuration ABCA' on day 3. Mice assigned to configuration ABCA' underwent a suite of four contexts presented for 3 min each, sequentially, while left undisturbed in the testing chamber. Context B was identical to context A, except the lime odor was aspirated from the chamber. Context C was identical to context B, except the tonic white noise was turned off (72 dB), and the house lights dimmed to ambient levels (3 lux), and context A' was identical to context A. We incrementally subtracted sensory elements from the conditioning context as this is the most effective method to produce fear discrimination (Gonzá lez et al., 2003) . Mice exposed to context A for 12 min served as controls. Additionally, to control for novelty-associated behavioral phenomena during configuration ABCA', mice were exposed to either configuration ABCA' or context A on day 4. Lastly, to control for timing effects, mice were exposed to configuration CAC'A' or context A on day 7. Context C' was identical to context C. These data were collected in four distinct replicates. An additional experiment was designed to investigate pre-and post-conditioning exposure to configuration ABCA'. Mice were exposed to configuration ABCA' on day 1. The following day mice were conditioned to context A as described above. On day 3 mice were tested in configuration ABCA'. Lastly, to assess the associability of context C with foot shock, mice were fear conditioned to context C with an identical shock protocol as mice conditioned to context A.
The following day mice were tested in context C for fear expression.
For optogenetic studies, mice underwent locomotor testing in context D on day 1. Testing on day 1 lasted 7 min with 2-5 min containing photo stimulation. Three minutes of light exposure was chosen as this is the length of a single context exposure during ABCA' testing. Mice were conditioned to context A on day 2, as previously described. On day 3 mice were submitted to configuration ABCA' as previously described. Mice infected with channelrhodopsin-2 (ChR2) and green fluorescent protein (GFP) controls received 10 Hz photo stimulation during context B. Mice infected with archaerhodopsin (ArchT) and GFP controls received 3 min constant photo stimulation during context C. These data were collected in 2 distinct replicates. To control for the generality of the behavioral consequences of photo stimulation of ChR2, mice were submitted to a 9 min exposure to context A and received 10 Hz photo stimulation during 3-6 min. Additionally, to assess the specificity of 10 Hz stimulation, mice infected with ChR2 were tested in configuration ABCA' and received 5 Hz stimulation during context B. Auditory fear conditioning A discriminative auditory fear conditioning paradigm was used as previously described (Courtin et al., 2014) . On Day 1, mice received 5 CS + presentations (30 s, 50 ms pips at 0.9 Hz repeated 27 times, 2 ms rise and fall, pip frequency 7.5 kHz, 80 dB) paired with a US (1 s foot-shock, 0.6 mA). The onset of the US coincided with the offset of the CS + . The CS -was presented after each CS + -US association but was never reinforced (5 CS -presentations, 30 s, 50 ms pips at 0.9 Hz repeated 27 times, 2 ms rise and fall, pip frequency white noise, 80 dB). The following day, in a different context from that of conditioning, mice were presented with blocks of 4 CS -and CS + . Extinction to auditory CS + was tested on day 3, where one block of CS -was presented, followed by 3 blocks of CS + .
Avoidance behavior
To control that photo stimulation of ChR2 was not producing aversion or escape behavior mice underwent testing in a closed-loop light stimulation avoidance paradigm. Mice underwent 15 min of baseline testing in the avoidance apparatus comprised of 2 compartments (20 3 10 3 14 cm, each) that contained either gray smooth or clear diamond studded plastic flooring (Imetronic). The time spent in each compartment was automatically recorded with infrared beams located near the floor of the testing chamber and mice were assigned to receive photo stimulation in one of the two compartments in a counterbalanced manner. On day 2, mice were tested for 15 min in the avoidance apparatus. The infrared beams detected the location of the mouse and upon complete entry into the photo stimulation-assigned compartment 10 Hz of 473 nm light stimulation was delivered until the mouse completely exited the compartment. On day 3 mice were tested in the avoidance apparatus for 15 min with no photo stimulation. Locomotion Locomotor behavior was calculated using beam break counts automatically acquired from infrared beams spaced 1 cm apart in the x and y planes, located at the bottom of the testing chamber. For correlational analysis of single unit activity and locomotion during day 1 baseline and day 3 testing in configuration ABCA', PN spike trains and beam breaks were binned at 2 s (based upon the criteria for freezing behavior) and correlated over the course of 3 min ( Figures S4F and S4G ). In the optogenetic manipulations ( Figures S5F and S5G ) locomotion was assessed by dividing the number of beam breaks per bin by the number of beam breaks during the entire 7 min habituation session. Data were plotted (bin size = 1 min) to illustrate locomotor dynamics, but analyses were performed by the experimental blocks of pre-light stimulation (0-2 min), light stimulation (2-5 min), and post-light stimulation (5-7 min).
Surgery and recordings
Mice were anaesthetized with isoflurane (induction 3%, maintenance 1.75%) in O 2 . Body temperature was maintained at 37 C with a temperature controller system (FHC) and eyes were hydrated with Lacrigel (Europhta Laboratories). Mice were placed in a stereotaxic frame (Kopf Instruments) and 3 stainless steel screws were attached to the skull. Following craniotomy, mice were unilaterally implanted in the left dmPFC with an electrode array at the following coordinates relative to bregma: +1.98 mm AP; À0.35 mm ML; and À1.50 mm DV from dura. The electrode arrays consisted of 16 or 32 individually insulated nichrome wires (13 mm diameter, impedance 30-100 KU; Kanthal) fixed to an electrode guide. Depending on the array, the electrode bundle was attached to either one or two 18-pin connectors (Omnetics). Connectors were referenced/grounded via a silver wire (127 mm diameter, A-M Systems) placed above the cerebellum. All implants were secured using Super-Bond cement (Sun Medical). During surgery long-and short-lasting analgesic agents were injected (Metacam, Boehringer; Lurocaïne, Vetoquinol). After surgery mice were allowed to recover for at least 7 days. Electrodes were connected to a headstage (Plexon) containing sixteen unity-gain operational amplifiers. Each headstage was connected to a 16-channel PBX preamplifier (gain 1000 3 , Plexon) with bandpass filters at 300 Hz and 8 kHz. Spiking activity was digitized at 40 kHz and isolated by time-amplitude window discrimination and template matching using an Omniplex system (Plexon). At the conclusion of the experiment, electrolytic lesions were administered before transcardial perfusion to verify electrode tip location using standard histological techniques.
Single unit analyses
Single-unit spike sorting was performed using Offline Sorter software (Plexon) and analyzed using Neuroexplorer (Nex Technologies) and MATLAB (MathWorks) for all behavioral sessions. Waveforms were manually defined while visualizing in a threedimensional space using principal components, timing, and voltage features of the waveforms. A single unit was defined as a cluster of waveforms that formed a discrete, isolated, cluster in the feature space, and did not contain spikes with a refractory period less than 1 ms, based upon auto-correlation analyses. Additionally, multivariate ANOVA and J3 statistics were used to quantify separation of clusters in the principal component space. Cross-correlation analyses were performed to control that a single unit was not recorded on multiple channels. Target neurons that displayed a peak of activity when the reference neuron fired were considered duplicates and only a single neuron was considered for analysis. Units that met these criteria were separated into putative inhibitory interneurons (INs) and putative excitatory principal neurons (PNs) using a hierarchical cluster algorithm based on Ward's method. Briefly, the Euclidian distance was calculated between all unit pairs based on the threedimensional space defined by each neuron's average trough to peak latency, firing rate, and the area under the peak of the spike waveform. An iterative agglomerative procedure was then used to combine neurons into groups based on the matrix of distances in the feature space so that the total number of groups was reduced to produce the minimal within-group sum of square deviation. Comparisons of firing rate among ABCA' and context A groups on day 3 was normalized to the first 3 minutes of testing as both experimental groups were in context A during that period. Firing rates during non-freezing periods were obtained by calculating the minimum duration of ''non-freezing'' across contexts for each mouse. For each context and each mouse, random 2 s samples (1,000 repetitions) from non-freezing periods, for a total duration of the minimum non-freezing duration, were selected. The random sampling produced an empirical distribution of the non-freezing firing rates and the average firing rate across these samples was calculated for each unit. This procedure controlled for the variable duration of non-freezing periods and allowed direct comparison of the firing rate of units across contexts and animals. To assess unit stability between baseline (day1) and fear expression (day 3) recordings, the waveforms recorded on each day were averaged and then correlated. Correlations with r values greater than 0.97 were considered stable units (Jackson and Fetz, 2007) . Antidromic identification Following behavioral testing in configuration ABCA', mice were anesthetized with urethane (1.4 g kg -1 ) and secured in a stereotaxic frame. Concentric stimulating electrodes (FHC) were lowered in the PAG at the following coordinates relative to bregma, À4.55 mm AP; À0.60 mm ML; À1.45 to À1.80 mm DV from dura and into the BLA, À1.70 mm AP; À3.10 mm ML; À3.80 to À4.60 mm DV from dura. During electric identification the stimulation electrodes were advanced in steps of 2 mm by a motorized micromanipulator (FHC) and evoked responses were recorded in the dmPFC. Stimulation-induced and spontaneous spikes were recorded and sorted as described in ''Surgery and recordings'' and ''Single unit analyses.'' To ensure the same neurons were recorded during ABCA' behavior and electric identification, waveforms were averaged during behavior and anesthesia and correlated as previously described. To be classified as antidromic, evoked-responses had to meet at least two out of three criteria (Lipski, 1981) : stable latency (< 0.3 ms jitter), collision with spontaneously occurring spikes, and follow high-frequency stimulation (250 Hz). At the end of the experiments, stimulating sites were marked with electrolytic lesions before perfusion, and electrode locations were verified as described in ''Histological analyses.''
Context responsive unit identification A bootstrap resampling method was used to identify units that were significantly excited or suppressed during a particular context ( Figures S4A and S4B) . For each unit, we considered the number of spikes that occurred in each context following ABCA' presentation. We then created a surrogate distribution of expected spike counts for each context by shuffling the inter-spike intervals from the original spike train (10,000 repetitions). Units that fell outside of the surrogate distribution (p < 0.01) were considered to be context responsive. This method identifies units that are exclusively modulated during a single context and units that may be modulated during one or more contexts. All analyses (except Figures S4C and S4D ) considered units that may be significantly modulated during one or more contexts.
Population analyses
To investigate dmPFC neuronal activity during context fear discrimination we performed population analyses. This approach was suitable for our paradigm as mice were tested during a single-trial with a broad timescale containing few controlled stimuli (Cunningham and Yu, 2014; Hyman et al., 2012) . Additionally, although the variability of freezing behavior within each context was minimal ( Figure 1E ), freezing epochs throughout contexts and during transitions were heterogeneous among mice ( Figure 2H ) and therefore averaging neuronal activity across subjects at fixed time points may not produce easily interpretable results. Spike train activity from units recorded in all mice were compiled for population analyses. For each unit the instantaneous spike count was temporally smoothed with a sliding-window of 2 s (0.1 s steps) and normalized by z-score. The instantaneous population vector (iPV(t)) was formed by pooling the individual instantaneous z-scores at time t ( Figure 2C ). Therefore, the activity of the dmPFC ensemble recorded for a particular time point is represented by a vector with a dimension equal to the total number of units. A 2-dimensional projection of the iPV obtained using principal component analysis (PCA) was used for data visualization purposes in a low dimensional space. To assess how the population varied among different contexts, we measured the distance between the clusters formed by the iPV during the different context exposures. The 20 s after a context transition were excluded from this analysis to minimize the impact of the transitions between contexts. We used the Mahalanobis generalized distance (Legendre and Legendre, 1998) as a way to assess whether dmPFC population activity was uniform across context presentations. The generalized Mahalanobis distance between iPV in contexts C1 and C2 was defined as:
where each column of the matrix iPV(Ck) contains the instantaneous population vector for time bins (n bins) defined in context k, whereas iPVðCkÞ is the mean of the iPV for the different n bins in context k, and S À1 is the inverse of the pooled covariance matrix, defined as:
ððnC1 À 1Þ CovðiPVðC1ÞÞ + ðnC2 À 1Þ CovðiPVðC2ÞÞÞ; where CovðiPVðCkÞÞ refers to the covariance matrix of iPVðCkÞ. In order to compare the Mahalanobis generalized distance between pre-and postconditioning exposure to configuration ABCA' (n = 285) we randomly sampled (10,000 repetitions) the same number of neurons as in the pre-conditioning ABCA' exposure (n = 60) ( Figure 2F ). We used an identical method for comparing the Mahalanobis generalized distance between configuration ABCA' (n = 285) and the 12 min exposure to context A (n = 141) (Figures S3A and S3B) . This resampling method was used given the differences in subject number and neurons recorded between experiments, as the Mahalanobis distance can expand as dimensions increase, preventing direct comparisons among groups.
To estimate the number of units required to realize an iPV that formed discretized context clusters during ABCA' exposure ( Figures S3C-S3E ) a resampling procedure was used. Units were randomly sampled with replacement (10,000 repetitions) from post-conditioning exposure to ABCA' (n = 285) or pre-conditioning exposure to ABCA' (n = 60). This resampling procedure was performed at increments of 5 units and the mean Mahalanobis distance was calculated for each iteration. When the pre-conditioning and post-conditioning curves diverged, this represented an estimate of the number of units hypothetically required to differentiate the dmPFC representation of contexts ABCA' after conditioning. Lastly, to control that a single mouse did not inordinately contribute to the fear conditioning-induced expansion of the context clusters formed by the iPV, a jackknife procedure was used ( Figure S3F ).
Context transitions
To compare the dynamics of freezing behavior and the dmPFC population during context transitions (A/B, B/C, C/A'), we used sliding windows of 5 s (0.5 s step) during 20 s before and after each transition time. First, freezing probability ( Figure 2H , S3G, and S3K) was calculated by the presence of freezing divided by the number of mice for each bin (bin size = 0.1 ms). Second, we computed the difference of the Euclidean distance between the iPV and the centroid of the previous context and the distance to the following context (see schematic Figure 2G ). The 95% confidence interval of the centroid distances was calculated by randomly sampling with replacement (10,000 repetitions) from the total number of neurons recorded during the particular behavioral session. To determine when context transitions altered freezing behavior and dmPFC population activity we calculated from the previous context the values for significant (mean ± 5 s.d.) alteration in freezing and iPV values.
Virus injections and optogenetics
For optical control of CaMKIIa-expressing neurons, conditional AAV encoding ChR2 (AAV5-EF1a-DIO-hChR2(H134R)-EYFP, UNC Vector Core Facility) or ArchT (AAV9-FLEX-ArchT-GFP, UNC Vector Core Facility) were bilaterally injected into the dmPFC of CaMKIIa-Cre mice from glass pipettes (tip diameter 10-20 mm) connected to a picospritzer (Parker Hannifin Corporation; $0.4 mL per hemisphere) at the following coordinates relative to bregma: +1.98 mm AP; +0.35 mm ML; À1.35 mm DV from dura. At least 3 weeks after the injection mice were implanted bilaterally with custom-built optic fibers (diameter: 200 mm; numerical aperture: 0.39; Thorlabs) above the l/vlPAG at the following coordinates relative to bregma: À4.50 mm AP; ± 0.90 mm ML; À1.90 mm DV from dura; lowered at an angle of 10 . A subset of mice were also implanted in the left hemisphere of the l/vlPAG with a custombuilt optrode consisting of a 16-wire electrode bundle, as described in ''Surgery and recordings,'' attached to an optic fiber to record l/vlPAG unit activity during presynaptic photo stimulation. Due to the known functional heterogeneity of the PAG (Tovote et al., 2016) mice with optic fibers terminating in the dPAG were excluded from optogenetic experiments due to photo stimulation-induced locomotor effects. Control experiments were performed using an AAV containing the construct for only GFP (AAV5-FLEX-GFP, UNC Vector Core Facility). All implants were secured using 3 stainless steel screws and Super-Bond cement. Behavioral and recording experiments were performed at least 1 week post-implantation. Light delivery in l/vlPAG Blue light of 473 nm ($8 mW at fiber tip) was bilaterally delivered from a diode-pumped solid state laser (CNI Laser) to the mice via two fiber-optic patch cords (diameter: 200 mm, Doric Lenses), connected to a rotary joint (1 3 2 fiber-optic rotary joint, Doric Lenses) that allowed mice to freely move during behavioral testing. Similarly, yellow light of 593 nm ($6 mW at fiber tip) was delivered from a diode-pumping solid state laser (CNI Laser). For optogenetic manipulation of ArchT-expressing CaMKIIa neurons, and matched GFP controls, we delivered 180 s of continuous light. Mice expressing ChR2 in CaMKIIa neurons, and matched GFP controls, all received 5 ms light pulses delivered at 10 Hz (except Figure S5K) . Single unit activity in the l/vlPAG was recorded during ABCA' behavior on days 3 and 4 to maximize the number units, owing to the low yield in this brain region (Tovote et al., 2016) . Recorded l/vlPAG units were analyzed as described in ''Single unit analyses.'' To determine whether presynaptic photo stimulation modulated l/vlPAG unit activity, firing activity was z-scored (bin size = 5 s), normalized to context A, and the average z-score was calculated for the 3 min of photo stimulation. Due to the poor temporal precision of presynaptic photo stimulation on unit firing, units with a positive z-score averaged during blue light delivery, or negative z-score averaged during yellow light delivery, were considered to be photo responsive. This criterion, albeit broad, was adopted to survey general neuronal activity in the l/vlPAG and would otherwise be inadequate for dissection of mono-synaptic circuits in the midbrain. Light delivery in dmPFC For pathway specific photo manipulation of the dmPFC-l/vlPAG pathway during behavior or photo identification we used both C57BL6/J wild-type (n = 11) and hCAR mice (n = 6). Mice were bilaterally injected ($0.4 mL per hemisphere) with a cocktail of CAV2-Cre retrograde virus (Montpellier Vector Platform) and AAV-hSyn-mCherry in the l/vlPAG at the following coordinates relative to bregma: À4.50 mm AP; ± 0.55 ML; À1.55 DV from dura, and AAV9-FLEX-ArchT-GFP or AAV5-EF1a-DIO-hChR2(H134R)-EYFP in the dmPFC relative to bregma: +1.98 mm AP; ± 0.40 ML; À1.35 DV from dura. Importantly, virus recombination using this intersectional infection strategy ( Figures S6A-S6C ) and behavior during contexts ABCA' (Figures 4I and S5B ) between wild-type and hCAR mice was similar. Following 4 weeks of recovery from injections, mice were implanted with a custom-built optrode consisting of 32-wire electrode, as described in ''Surgery and recordings,'' attached to an optic fiber at the following coordinates relative to bregma: +1.98 mm AP; ± 0.60 mm ML; À1.50 mm DV from dura; lowered at an angle of 10 . For mice tested during auditory fear behavior ( Figures S6E and S6F) , only optical fibers were implanted in the dmPFC. Optogenetic stimulation during CS + consisted of 10 Hz blue light delivery for 500 ms at CS + pip onset. Alternatively, photo inhibition consisted of constant yellow light during CS + presentation for 500 ms at CS + pip onset. Mice implanted with optrodes for photo identification were given pulses of yellow light ($8 mW at the tip) lasting 200 ms ( Figure 4G ) or 300 ms ( Figure S5A ). To avoid false-positive photo identification due to recurrent network excitation with stimulation of ChR2, we opted for photo inhibition in ArchT infected mice. Units were classified as photo responsive if they displayed at least one significant bin with a z-score value below À1.65 within the stimulation period. Although inhibition-mediated photo identification of a low firing frequency neuronal population has temporal limitations, among the 10 cells photo identified, 8 displayed significant inhibition within 100 ms of light delivery and 8 of 10 began inhibition within 50 ms of light onset. Additionally, to confirm our photo identification results we complemented these studies with classical electric antidromic identification and observed analogous results. Due to the low yield of units identified with photo and antidromic techniques, units demonstrating a maximal firing rate during context C were classified as context C active. After behavioral and recording experiments, mice were perfused and histological analysis was performed.
Histological analyses
Mice were administered a lethal dose of isoflurane and underwent transcardial perfusions via the left ventricle with 4% w/v paraformaldehyde (PFA) in 0.1 M PB. Following dissection, brains were post-fixed for 24 h at 4 C in 4% PFA. Brain sections of 60 mm-thick were cut on a vibratome, mounted on gelatin-coated microscope slides, and dried. To identify electrolytic lesions sections were stained with toluidine blue, dehydrated, mounted, and verified using conventional transmission light microscopy. Only electrodes terminating in the anterior cingulate, prelimbic, and l/vlPAG were included in our analyses. For verification of viral injections and optic fiber location in dmPFC and l/vlPAG, serial 60 mm-thick slices containing the regions of interest were mounted in VectaShield (Vector Laboratories) and were imaged using an epifluorescence system (Leica DM 5000) fitted with a 10x dry objective. For imaging of slices at different wavelength ( Figure 6A ), we always started imaging the higher wavelength (green) and then the lowest one (blue). In some cases, the microscope setting was not optimum and revealed stripes on the acquired images ( Figures 6A and S6B) . The location and the extent of the injections/infections were visually controlled. Only infections accurately targeted to the dmPFC and optic fibers terminating in the anterior cingulate, prelimbic cortex, and dorsal to the l/vlPAG were considered for behavioral and electrophysiological analyses.
The specificity of CaMKIIa neuron infection was assessed with immunofluorescence to visualize colocalization of CaMKII-positive neurons and GFP expression. Two naive CaMKIIa-Cre mice were injected with AAV5-FLEX-GFP to avoid confounding effects of brain damage associated with optic fiber implantation. Mice were given a lethal dose of isoflurane and perfused with PB (pH 7.4), and fixed with 4% PFA at 4 C (TAAB, pH 7.3). Following post-fixation, 50 mm-thick coronal sections were cut and kept in 0.1 M PB. All reagents were diluted in 0.1 M PB containing Triton X-100 0.3% v/v. Free-floating sections were blocked in 20% normal goat serum (NGS, Vector laboratories) for 2 h at room temperature and incubated at 4 C for 2 days in 1:500 anti-CaMKII mouse monocolonal antibody (Abcam ab22609) with 2% NGS. Sections were washed and incubated at 4 C overnight in 1:500 Alexa 647-conjugated goat anti-mouse (Invitrogen) with 2% NGS. After extensive washes, sections were mounted in Vectashield (Vector Laboratories). Two confocal image stacks (1 mm steps, slice thickness 1 Airy unit) were acquired (Leica DM2500 TCS SPE 40x oil immersion 1.3 NA objective) for each animal, from different sections of dmPFC, close to the virus injection sites. Immunoreactivity of cell bodies for GFP was assessed independently for each stack (n = 231 GFP + cells 
QUANTIFICATION AND STATISTICAL ANALYSIS
For all datasets normality was tested using the Kolmogorov-Smirnov test (a < 0.05) and homogeneity of variance with Levene's test (a < 0.05) to determine whether parametric or non-parametric analyses were required. Parametric analyses included t tests and oneand two-way repeated-measures ANOVA followed by Bonferroni's multiple comparison post hoc test if a significant main effect or interaction was observed. If either homogeneity of variance or normality assumptions were not met, non-parametric analyses were used. When required, non-parametric Wilcoxon rank sum, Wilcoxon signed rank, or Friedman's rank tests were used. If significance was observed, these non-parametric analyses were followed by Bonferroni's or Dunn's multiple comparison post hoc tests to protect from false positive errors. For frequency data analyzed in the bootstrap resampling procedure to identify context responsive units, binomial probabilities were calculated by approximating to a normal distribution, owing to the large sample size. To analyze the significance of the number of context responsive units we considered the number of k units that were modulated by a particular context divided by the sum of n instances that a unit was significantly modulated by any context. Therefore in the calculations of binomial probabilities n is larger than the number of units recorded for a particular experiment (except Figures S4C and S4D ). Chance level was calculated based upon the null hypothesis that PNs selected by the bootstrap method would be equally distributed among the 4 contexts. Analyses of this frequency data are reported as the number of context responsive units. All tests were twotailed and data are expressed as either mean ± s.e.m.; median, interquartile range, and extreme values; or mean ± 95% confidence interval. Sample sizes were determined based upon previous publications. Analyses were performed with MATLAB and Prism (GraphPad Software). Apart from t tests, the asterisks in the figures represent the P-values of post hoc tests corresponding to the following values *p < 0.05; **p < 0.01; ***p < 0.001 based on mean ± s.e.m. The pound signs represent significance levels # p < 0.05 and ## p < 0.01 based upon mean ± 95% confidence interval.
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