Abstract. Higher dimensional analogs of the Painlevé equations have been proposed from various aspects. In recent studies, 4-dimensional analogs of the Painlevé equations were classified into 40 types. The aim of the present paper is to geometrically characterize these 40 types of equations. For this purpose, we study the autonomous limit of these equations and degeneration of their spectral curves. We obtain two functionally independent conserved quantities H1 and H2 for each system. We construct fibrations whose fiber at a general point hi is the spectral curve of the system with Hi = hi for i = 1, 2. The singular fibers at Hi = ∞ are one of the degenerate curves of genus 2 classified by Namikawa and Ueno. Liu's algorithm enables us to give degeneration type of spectral curves for our 40 types of integrable systems. This result is analogous to the following observation; spectral curve fibrations of the autonomous 2-dimensional Painlevé equations PI, PII, PIV, P
Introduction
The Painlevé equations are 8 types of nonlinear second-order ordinary differential equations with the Painlevé property 1 which are not solvable by elementary functions. The Painlevé equations have various interesting features; they can be derived from isomonodromic deformation of certain linear equations, they are linked by degeneration process, they have affine Weyl group symmetries, they can be derived from reductions of soliton equations, and they are equivalent to nonautonomous Hamiltonian systems. Furthermore, their autonomous limits are integrable systems solvable by elliptic functions. We call such systems the autonomous Painlevé equations. Various generalization of the Painlevé equations have been proposed by focusing on one of the features of the Painlevé equations. The main two directions of generalizations are higher-dimensional analogs and difference analogs. We focus on higher-dimensional analogs in this paper. The eight types of the Painlevé equations are called the 2-dimensional Painlevé equations in this context, and higher-dimensional analogs are 2n-dimensional Painlevé-type equations (n = 1, 2, . . . ).
Recently, classification theory of linear equations up to some transformations have been developed. Since these transformations of linear equations leave isomonodromic deformation equations invariant [23] , we can make use of classification theory of linear equations to the classification of Painlevé-type equations 2 . As for the 4-dimensional case, classification and derivation of the Painlevé-type equations from isomonodromic deformation have been completed [62, 32, 30] . According to their result, there are 40 types of 4-dimensional Painlevé-type equations. Among these 40 types of equations, some of them coincides with previously-known equations from different derivations. Such well-known equations along with new equations are all organized in a unified way: isomonodromic deformation and degeneration.
There is a problem to their classification. They say that there are "at most" 40 types of 4-dimensional Painlevé-type equations. There is no guarantee that these 40 equations are actually different. Some Hamiltonians of these equations look very similar to each other. Since the appearance of Hamiltonians or equations may change significantly by changes of variables, we can not classify equations by their appearances. Intrinsic or geometrical studies of these equations may be necessary to distinguish these Painlevé-type equations. The aim of this paper is to start such intrinsic studies of 4-dimensional Painlevé-type equations.
Let us first review how the 2-dimensional Painlevé equations are geometrically classified. Okamoto initiated the studies of the space of initial conditions of the Painlevé equations [58] . He constructed rational surfaces, whose points correspond to the germs of meromorphic solutions of the Painlevé equations, by resolving singularities of the differential equations. Sakai extracted the key features of Okamoto's spaces of Painlevé equations and classified what he calls "generalized Halphen surfaces" with such features [61] . The classification of the 2-dimensional difference Painlevé equations correspond to the classification of generalized Halphen surfaces, and 8 types of such surfaces produce Painlevé differential equations. Such surfaces are distinguished by their anticanonical divisors. For the autonomous 2-dimensional Painlevé equations, the spaces of initial conditions are elliptic surfaces and their anticanonical divisors are one of the Kodaira types [63] . We can say that the 2-dimensional autonomous Painlevé equations are characterized or distinguished by the corresponding Kodaira types.
It is expected to carry out a similar study for the 4-dimensional Painlevé-type equations. However, the straightforward generalization of 2-dimensional case seems to contain many difficulties. One of the reason is that the classification of 4-folds is much more difficult than that of surfaces. In this paper, we try to propose a way to overcome such difficulties. We consider the autonomous limit of these Painlevé-type equations. While the geometry is made simple considerably in the autonomous limit, the autonomous systems still retain the important characteristics of the original non-autonomous equations.
Integrable systems are Hamiltonian systems on symplectic manifolds (M 2n , ω, H) with n functions f 1 = H, . . . , f n in involution {f i , f j } = 0. The regular level sets of the momentum map F = (f 1 , . . . , f n ) : M → C n are Liouville tori. The image under F of critical points are called the bifurcation diagram, and it is studied to characterize integrable systems [10] . However, studying the bifurcation diagrams may become complicated for higher dimensional cases. When an integrable system is expressed in a Lax form, it is not difficult to determine the discriminant locus of spectral curves. We can often find correspondence between the bifurcation diagrams and the discriminant locus of spectral curves [7] . Therefore, we mainly study degeneration of spectral curves in this paper.
Let {H i } i=1,...,g be a set of functionally independent conserved quantities of an integrable system (M, ω, H). We construct relatively minimal smooth projective surfaces over P 1 , whose fiber at a general point h i ∈ P 1 is the spectral curve with H i = h i . We examine the singular fibers at H i = ∞ of such "spectral curve fibrations". One of the advantage in studying the spectral curve fibrations is that the following theorem holds for the autonomous 2-dimensional Painlevé equations.
Theorem (cf. Theorem 5) . Each autonomous 2-dimensional Painlevé equation defines an elliptic surface, whose general fibers are spectral curves of the system. The Kodaira types of the singular fibers at H J = ∞ are listed as follows. The Dynkin's types in the above diagram are well-known to appear as the configurations of vertical leaves of the Okamoto's spaces of initial conditions [58] .
For the autonomous 4-dimensional Painlevé-type equations, general invariant sets ∩ i=1,2 H −1
i (h i ) are 2-dimensional Liouville tori. Such Liouville tori are related to the Jacobian varieties of the corresponding spectral curves. Instead of studying the degenerations of 2-dimensional Liouville tori, we study the degenerations of the spectral curves of genus 2. As an analogy of the above theorem for the 2-dimensional Painlevé equations, we find the following:
Main theorem (cf. Theorem 9) . Each autonomous 4-dimensional Painlevé-type equation defines two smooth surfaces with relatively minimal fibrations φ i : X i → P 1 (i = 1, 2), whose general fibers are the spectral curves of genus 2. The Namikawa-Ueno type of their singular fibers at H 1 = ∞ and H 2 = ∞ are as in Table 7 and Table 8 
Classification of 4-dimensional Painlevé-type equations
In this section, we review some of the recent progresses in classification of the 4-dimensional Painlevé-type equations, and introduce notation we use in this paper. The contents of this section is a summary of the other papers [62, 32, 30] and references therein.
The Painlevé equations were found by Painlevé through his classification of the second order algebraic differential equations with the "Painlevé property": equations possess at most poles as movable singularities. However, a straightforward application of Painlevé's classification method to higherdimensional cases seems to face difficulties. 4 Therefore other properties which characterize the Painlevé equations become important for further generalization. The Painlevé equations P J (J = I, . . . , VI) can be expressed as Hamilton systems [51, 58] .
We list the Hamiltonian functions for all the 2-dimensional Painlevé equations for later use.
The Painlevé equations have another important aspect initiated by R. Fuchs [19] . Namely, they can be derived from (generalized) isomonodromic deformation of linear equations [28] . This aspect is crucial for the classification of the 4-dimensional Painlevé-type equations.
Furthermore, these eight types of Painlevé equations are linked by processes called degenerations. In fact, P I , · · · , P V can be all derived from P VI through degenerations. Along with the degenerations of the Hamiltonian systems, the corresponding linear equations degenerate too. The notations used in the degeneration scheme are also explained in Appendix A.2.
2.1. Isomonodromic deformation and classification of linear equations. We review the classification of the 4-dimensional Painlevé-type equations [62, 32, 30] based on the classification of (Fuchsian) linear equations.
2.1.1. The classification of Fuchsian equations and isomonodromic deformation. If we fix the number of accessory parameters and identify the linear equations that transforms into one another by Katz's operations (addition and middle convolutions) [29, 16] , we have only finite types of linear equations. The symbols for spectral types are explained in Appendix A.2.
Theorem 1 (Kostov [43] ). Irreducible Fuchsian equations with two accessory parameters result in one of the four types by successive additions and middle convolutions: 11, 11, 11, 11, 11 has two singularities t 1 and t 2 to deform after fixing three of singularities to 0, 1, ∞. The next three types of equation with four singularities have a singularity t to deform after fixing three of singularities to 0, 1, ∞. The nine equations with only three singularities do not admit isomonodromic deformation.
Sakai derived explicit Hamiltonians of the above mentioned four equations with four accessory parameters.
Theorem 4 (Sakai [62] ). There are four 4-dimensional Painlevé-type equations governed by Fuchsian equations.
• The Garnier system in two variables (11, 11, 11, 11, 11) .
• The Fuji-Suzuki system (21,21,111, 111).
• The Sasano system (31, 22, 22, 1111 ).
• The Sixth Matrix Painlevé equation of size 2 (22, 22, 22, 211) .
In this paper, we call these 4 equations derived from Fuchsian equation the "source equations".
2.2.2.
Degeneration scheme of 4-dimensional Painlevé-type equations. In order to obtain all the 4-dimensional Painlevé-type equations, we now present the degeneration scheme of these source equations. The degenerations corresponding to unramified linear equations are treated in KawakamiNakamura-Sakai [32] . The degenerations corresponding to ramified linear equations are written in Kawakami [30] . 
2+1+1
(2)(2), 22, 211 (2)(11), 22, 22
Here the symbol in the each upper box indicates singularity pattern of the linear equation. There are one or more than one spectral types corresponding to each singularity pattern. In the each lower box, we write the spectral types and the corresponding Hamiltonian. Explicit forms of the Hamiltonians and the Lax pairs can be found in other papers [32, 30] . Some pairs of linear equations transform one into another by the Laplace transformations. Since isomonodromic equations are invariant under the Laplace transformations, we identify isomonodromic equations corresponding to linear equations that transform one into another by a Laplace transformation. This is why the some Hamiltonians such as H Yamakawa proved that analogous theorem of Haraoka-Filpuk (Theorem 2) holds for unramified nonFuchsian equations [76] . From their studies, we can assure that the all unramified equations come from 4 Fuchsian source equations by degenerations, and our list of the unramified case is complete. 
One of the key motivations of the present paper is to geometrically distinguish such cases. We will show in a later chapter that the types of singular fibers in their spectral curve fibrations are different.
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Let us review some of the historical origins of these equations. The classification of the Garnier systems are studied beforehand by Kimura [36] . The cases corresponding to ramified linear equations are completed by Kawamuko [35] . Koike clearfied some of the relations between the Painlevé hierarchies and the degenerate Garnier systems. He showed that P I , P 34 , P II and P IV -hierarchies can also be obtained by the restrictions of certain Garnier systems [41, 42] . These relations are listed in 
as systems of equations for the unknown functions f 0 , . . . , f l (l = 4) [55] . This systems coincide with the Hamiltonian system H A 4 NY by putting p 1 = f 2 , q 1 = −f 1 , p 2 = f 4 , and q 2 = −f 1 − f 3 . Here the parameters are α = −α 1 , β = −α 2 , γ = −α 3 , δ = −α 4 , = −α 5 [65] . Adler [5] and Veselov-Shabat [74] also studied these equations independently prior to Noumi-Yamada [55] . In their terminology, equations (2.1) is the Darboux chain with period 5. Note that the A 5 and A 4 -type Noumi-Yamada systems also appear in the degeneration diagram of D 6 -Sasano equation. Kawakami [30] further obtained H 
+2
KSs , H KSs through degenerations. 5 To the author's knowledge, the classification of ramified equations is still an open problem. 6 The following transformation to the H Mat II in [32] yieldsH
, p2 → −q2, q2 → p2, κ1 → −θ0 −κ2. 7 It is hoped to prove a theorem stating "If the types of singular fibers in the spectral curve fibrations are different, the equations are not equivalent." 
Here the matrices P and Q satisfy the relation [P, Q] = (α − ω)K (K = diag(1, −1)), and canonical variables can be written as
We have denoted the (1, 2)-component of matrix P as P 12 , and so on. . The matrix Painlevé equations are also found by Boalch from a different approach [8, 9] .
Autonomous limit of Painlevé type equations
In the previous section, we saw that there are 40 types of 4-dimensional Painlevé-type equations. In this section, we consider the autonomous limit of these 40 types equations. We consider isospectral limit of isomonodromic deformation equations. Using the Lax pair, we obtain two functionally independent conserved quantities for each system. Therefore, the autonomous limit of 4-dimensional Painlevé-type equations are integrable in Liouville's sense.
3.1. Intgrable system and Lax pair representation. Let us recall the definition of integrability in Liouville's sense. A Hamiltonian system is a triple (M, ω, H), where (M, ω) is a symplectic manifold and H is a Hamiltonian function on M ; ι X H ω = dH. It is easily verified that {f, H} = 0 if and only if f is constant along integrable curve of the Hamiltonian vector field X H . Such a function f is called a conserved quantity or first integral of motion. A Hamiltonian system is (completely) integrable in Liouville's sense if it possesses n := 1 2 dim M independent integrals of motion, f 1 = H, f 2 , . . . , f n , which are pairwise in involution with respect to the Poisson bracket; {f i , f j } = 0 for all i, j. This definition of integrability is motivated by Liouville's theorem. Let (M, ω, H) be a real integrable system of dimension 2n with integral of motion f 1 , . . . , f n , and let c ∈ R n be a regular value of f = (f 1 , . . . , f n ). Liouville's theorem states that any compact component of the level set f −1 (c) is a torus. The complex Liouville theorem is also known [4] .
Many integrable systems are known to have Lax pair expressions:
where A(x) and B(x) are m by m matrices and x is a spectral parameter. From this differential equation, tr A(x) k are conserved quantities of the system:
Therefore, the eigenvalues of A(x) are all conserved quantities since the coefficients of the characteristic polynomial are expressible in terms of these traces. In fact, the Lax pair is equivalent to the following isospectral problem:
where A 0 (x) is a matrix satisfying
The curve defined by the characteristic polynomial is called the spectral curve: det (yI m − A(x)) = 0. Spectral curves are the main tools in this paper.
Isomonodromic deformation to isospectral deformation.
Recall from the previous section that the isomonodromic problems have the following forms:
and the deformation equation is expressed as
We find the similarities in isospectral and isomonodromic problems; the only difference is the existence of the term ∂B ∂x in isomonodromic deformation equation. In fact, we can consider isospectral problems as the special limit of isomonodromic problem with a parameter δ. We restate the isomonodromic problem as follows
wheret is a variable which satisfies dt dt = δ. The integrability condition
∂t∂x is equivalent to the following:
The case when δ = 1 is the usual one.
9 When δ = 0, the term δ ∂B ∂x drops off from the deformation equation and we have a Lax pair in a narrow sense. 10 The deformation equation 3.2 with δ is solved by a Hamiltonian H(δ). When δ = 1, the Hamiltonian H(1) coincides with the original Hamiltonian 8 In some literature such as Levin-Olshanetsky [46] , it is customary to use κ instead of δ. 9 The Montreal group studied finite dimensional integrable systems by embedding them into rational coadjoint orbits of loop algebras [3, 2] . Harnad further generalized their theory as applicable to the isomonodromic systems. Such nonautonomous isomonodromic systems are obtained by identifying the time flows of the integrable system with parameters determining the moment map. 10 In another word, we mean a Lax pair in the sense of integrable systems. The isomonodromic problems are often called as Lax pairs, but they do not give conserved quantities.
of the isomonodromic problem. Therefore, H(δ) is a slight modification of the Hamiltonian. When δ = 0, H(0) is a conserved quantity of the system. Taking the isospectral limit of 8 types of 2-dimensional Painlevé equations, we can state the following classically-known result. Proposition 1. As the autonomous limits of 2-dimensional Painlevé equations, we obtain 8 types of integrable systems with a conserved quantity for each system 11 .
Proof. We take the second Painlevé equation as an example to demonstrate a proof. Proofs of the other equations are similar.
The deformation equation (3.3) is equivalent to the following differential equations.
The first two equations are equivalent to the Hamiltonian system
, it is the usual Hamiltonian of H II . Taking the limit δ → 0, we obtain an autonomous system with a Hamiltonian
Since it is an autonomous system, the Hamiltonian is a conserved quantity. The dimension of the phase space is two, and we have the half the number of conserved quantity. Therefore, the autonomous second Painlevé equation is integrable in Liouville's sense. The Lax pair 12 and the spectral curve of the autonomous second Painlevé equation are
Remark 7. For the 2-dimensional cases, parameters of the Painlevé equations can be thought as roots of affine root systems, and δ corresponds to the nulroot [61, 63] .
3.3. The autonomous limit of the 4-dimensional Painlevé-type equations. We can also consider such autonomous limit for higher dimensional Painlevé-type equations. From the coefficients of the spectral curves, we obtain conserved quantities.
Theorem 5. As the autonomous limits of 4-dimensional Painlevé-type equations, we obtain 40 types of integrable systems with two conserved quantities for each system 13 
.
Proof. One of the simplest 4-dimensional Painlevé-type equation is the first matrix Painlevé equation [30] . The linear equation is given by
where
The spectral curve is defined by the characteristic polynomial of the matrix A(x);
The explicit forms of h and g are
Since h and g are coefficient of the spectral curve, they are conserved quantities of the autonomous system. We can also check that h and g are conserved quantities by direct computation:
where X h is the Hamiltonian vector field associated to the Hamiltonian h. The Poisson bracket in the above equations is defined by for the general value of (q 1 , p 1 , q 2 , p 2 ), we have two functionally independent conserved quantities of the system. Hence the number of independent conserved quantities is the half the dimension of the phase space. Thus the autonomous Hamiltonian system of Hamiltonian H Mat I is integrable in Liouville's sense.
From similar direct computations, we obtain the desired results for all the rest of 4-dimensional Painlevé-type equations. We have listed Hamiltonians and the other conserved quantities for the ramified types in Appendix A.1. These spectral curves and conserved quantities can be calculated from the data in the papers [62, 32, 30] . The only troublesome part is to find appropriate modifications of the Hamiltonians in the presence of δ. Otherwise, the computation is straightforward.
Remark 8. It is an interesting problem to study the invariant surfaces defined by
where H and G are functionally independent conserved quantities of the system. As in other integrable systems [4] , these Liouville tori would be completed into Abelian surfaces by adjoining suitable divisors. However, the actual computation seems tough in our cases. Therefore, the spectral curves are the main tool in this paper.
Spectral curve fibrations of integrable systems and their singular fibers
This section is the main part of this paper. We construct "spectral curve fibrations" associated with integrable Lax equations and study their singular fibers. Applying this construction to our 40 types of autonomous 4-dimensional Painlevé-type equations, we obtain the list of Namikawa-Ueno types of fibers at H i = ∞ for i = 1, 2.
4.1. Genus 1 fibration and Tate's algorithm. Before discussing the genus 2 cases, corresponding to autonomous limit of 4-dimensional Painlevé type equations, we discuss the genus 1 cases, corresponding to autonomous 2-dimensional Painlevé equations.
Let us recall some of the basics we need: the Kodaira-Néron model and Tate's algorithm. We can construct the Kodaira-Néron model of elliptic curve E over the function field C(C) of a curve C by compactification and minimal desingularization of the affine surface defined by the defining equation of E in the Weierstrass form. The possible types of singular fibers of elliptic surfaces were classified by Kodaira [40] . Tate's algorithm provides a way to determine the Kodaira type of singular fibers without actually resolving the singularities [70] .
In our case, we take P 1 (C) as the curve C. Let E be an elliptic curve over C(C) in the Weierstrass form:
We may assume that for a(h) and b(h), the polynomials l(h) such that l(h) 4 |a(h), l(h) 6 |b(h) are only constants. Otherwise, we may divide both sides of the equations by l(h) 6 and replace x, y by x/l(h) 2 , y/l(h) 3 if necessary. Let X 1 be the affine surface defined by the equation (4.1):
In general, a fiber of a morphism defined by the projection ϕ 1 : X 1 → A 1 h is an affine part of an elliptic curve in general. Let n be the minimal positive integer satisfying deg a(h) ≤ 4n and deg b(h) ≤ 6n. Dividing equation (4.1) by h 6n and replacingx = x/h 2n ,ȳ = y/h 3n ,h = 1/h, we obtain the "∞-model":
are polynomials in h. Let X 2 be the affine surface defined by equation (4.2). Let X 1 and X 2 be the projectivized surfaces in
h . We glue X 1 and X 2 by identifying (x, y, h) and (x,ȳ,h) by the equations above. Let us denote the surface obtained this way by W . We call W the Weierstrass model. The surface W has a morphism to φ :
. After the minimal resolution of the singular points of W , we obtain a nonsingular surface X. This nonsingular projective surface X together with the fibration φ : X → P 1 is called the Kodaira-Néron model of the elliptic curve E over C(h).
The types of the singular fibers of the elliptic surface X can be computed from the equation (4.1) using Tate's algorithm. From the Weierstrass form equation (4.1), we can associate two quantities: ∆ := 4a 3 + 27b 2 , j := 4a 3 /∆. Here, ∆ is the discriminant of the cubic x 3 + a(h)x + b(h) and j is the j-invariant. The Kodaira types of the singular fibers are determined as in Table 4 by the order of ∆ and j which we denote ord v (∆), ord v (j).
10 ≥0 We introduce the main subject of this article, spectral curve fibrations associated with integrable Lax equations. Let us consider a 2n-dimensional integrable system with n functionally independent conserved quantities H 1 , . . . , H n and a Lax pair. Spectral curve fibrations of this integrable system are surfaces φ i : X i → P 1 whose general fiber at h i ∈ P 1 is a spectral curve of the system with H i = h i (i = 1, . . . , n).
Theorem 6. Each autonomous 2-dimensional Painlevé equation defines elliptic surface as the spectral curve fibration. The types of singular fiber at H = ∞ are listed as follows. Proof. First, let us consider the first Painlevé equation
The first Painlevé equation has a Lax form
The spectral curve associated with its autonomous equation is defined by det (yI 2 − A(x)) = 0. This is equivalent to
Let us write H I as h for short. We view it as the defining equation of an elliptic curve over A 1 h . We compactify this affine surface to obtain the Weierstrass model. After the minimal desingularization, we obtain the desired elliptic surface.
The actual computation we need to carry out are as follows. Upon replacingh = h −1 ,x = h −2 x,ȳ = h −3 y we obtain the "∞-model":
Thus we get fibration ϕ :
h is obtained from W by the minimal desingularization. The Kodaira-type of singular fiber at h = ∞ can be computed using the equation Thus order of zero of ∆ and j ath = 0 is ord ∞ (∆) = 10, ord ∞ (j) = 2. Using Tate's algorithm, we find that the surface X → P 1 has the singular fiber of type II * . In Dynkin's notation, this fiber is of type E
8 . Let us express the other two zeros of the discriminant ∆ by h + and h − . Since h + and h − are both simple zeros of ∆, the Kodaira type of the fibers at h + and h − are I 0 , from Tate's algorithm. The dual graph of the singular fiber of the Kodaira type II * (Dynkin type E
8 ). The numbers in circles denote the multiplicities of components in the reducible fibers.
In the same manner, we construct the spectral curve fibrations from integrable Lax equations. As in the case of the first Painlevé equation, spectral curves of the other autonomous 2-dimensional Painlevé equations define elliptic surfaces. Other spectral curves too are curves of genus one for the general values of the Hamiltonians. It is well known that curves with genus one can always be transformed into the Weierstrass normal form. With the aid of computer programs, we can transform the spectral curves of autonomous 2-dimensional Painlevé equations into the Weierstrass normal form
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. Once the spectral curves are in the Weierstrass form, we are able to construct the Weierstrass model. After the minimal desingularizations, we obtain the elliptic surfaces. We apply Tate's algorithm to find the Kodaira types of the singular fibers of these elliptic surfaces. 4.1.2. Liouville torus fibration. We introduce another type of fibrations, the Liouville torus fibrations. It is to view the defining equations of the autonomous Hamiltonians as elliptic fibrations. We think of the time variablet as a constant. Proof. Let us first consider the easiest case: the first Painlevé equation. We write h = H I for short. The Hamiltonian of the first Painlevé equation is h = p 2 − (q 3 +tq). We view it as an elliptic curve over C(h):
As in the case of the spectral curve fibration, we can construct the Kodaira-Néron model of the elliptic surface from the equation. Replacingq = q/h 2 ,p = p/h 3 ,h = 1/h, we obtain the ∞-model:
After a compactification and the minimal desingularization, we obtain a regular elliptic surface whose general fiber at h is the elliptic curve defined by p 2 = q 3 +tq + h. 27 + 4t 3h2 .
Thus the order of zero of ∆ and j ath = 0 are ord ∞ (∆) = 10, ord ∞ (j) = 2. It follows from Tate's algorithm that the singular fiber at h = ∞ of the autonomous P I -Hamiltonian fibration is of type II * , or E
8 in the Dynkin's notation. We use computer programs to transform the other Hamiltonians into the Weierstrass normal form. The rest of the proof is similar to the proof of H I .
The agreement of singular fibers at h = ∞ of spectral curve fibrations and Hamiltonian fibrations is not a coincidence. Autonomous Liouville fibrations are genus 1 cases of the Liouville tori fibrations. Liouville tori are related to the Jacobian varieties of spectral curves, and taking Jacobians are isomorphism in genus 1 cases by Abel's theorem. It might be natural to study the Liouville tori fibration, but we have to deal with families of 2-dimensional Abelian varieties to study the autonomous 4-dimensional Painlevé-type equations. So the actual computation might be harder compared to cases of 2-dimensional Painlevé equations. On the other hand, we only need to deal with genus 2 curves to study spectral curve fibrations of 4-dimensional autonomous Painlevé type equations. Thus, spectral curve fibration is the main object of the rest of this paper.
Using blowing-up process, Okamoto resolved the singularities of 2-dimensional Painlevé differential equations and constructed the "spaces of initial conditions" [58] . While he deals with singularities of the systems of differential equations, we deal with spectral curves or Hamiltonians themselves for autonomous cases.
A space of initial conditions can be characterized by a pair (X, D) of a rational surface X and the anti-canonical divisor D of X. Each irreducible component of D is a rational curve and, in the case of the Painlevé equations, is called as a vertical leaf [61] . The intersection diagram of D is given by that of the certain root lattice listed above.
Remark 9. The spaces of initial conditions are also considered for several cases of 4-dimensional Garnier systems and Noumi-Yamada systems [37, 38, 68, 69] .
Restricting our attention to autonomous cases as in this paper, the geometrical studies are much simpler. The autonomous 2-dimensional Painlevé equations constructed from the spaces of initial conditions were studied by Sakai [63] . 4.2. Genus 2 fibration and Liu's algorithm. We apply a similar method as in the previous subsection to our 40 kinds of autonomous 4-dimensional Painlevé-type equations. While the genus of spectral curves of autonomous 2-dimensional Painlevé equations are one, those of 4-dimensional Painlevé-type equations are two. We construct spectral curve fibrations from explicit forms of spectral curves in the Weierstrass form. Gluing two affine models byx = x/h,ȳ = y/h 3 ,h = 1/h, we obtain the Weierstrass models. As we have used Tate's algorithm to determine the fibers at h = ∞ of minimal models for genus 1 cases, we use Liu's algorithm for the genus 2 cases.
Let E be an hyperelliptic curve of genus 2 over the functional field C(h) with one variable h in the Weierstrass form:
We may assume that for a i (h), the polynomials l ∈ k[h] such that l i |a i (h) are only constants. (We can divide both sides of equations by l 6 and replace x, y by x/l, y/l 3 if necessary.) Let X 1 be the affine surface defined by equation (4.4):
A general fiber of the morphism defined by the projection ϕ 1 : X 1 → A 1 h is an affine part of genus 2 hyperelliptic curve. From projectivized equation
of (4.4), we also obtain
Let n be the minimal positive integer satisfying degā i (h) ≤ i. Dividing the both sides of equation (4.4) by h 6n and replacing
we obtain the "∞-model":
are polynomials in the variable h. Let X 2 be the affine surface defined by the equation (4.6):
Similarly, we have the closure
. We glue X 1 and X 2 by identifying (x, y, h) and (x,ȳ,h) by equations (4.5). Let us denote the surface obtained this way by W . The surface W has morphism to A 1 h ∪ A 1 h (h ·h = 1), φ : W → P 1 . After the minimal resolution of singular points of W , we obtain a nonsingular surface X.
4.2.1.
Liu's algorithm. We briefly review related works. The numerical classification of the fibers in pencils of genus 2 curves are given by Ogg [56] and Iitaka [27] . Namikawa and Ueno [53] have completed the geometrical classification of such fibers (and a few missing types in [56] and [27] are also added). There are 120 types in Namikawa-Ueno's classification, while there are only 10 types in Kodaira's classification of the fibers in pencils of genus 1 curves. 15 Liu gave an algorithm similar to Tate's algorithm for genus 2 case [48, 49] . Using his result, we can determine the Namikawa-Ueno type of singular fibers from explicit equations of pencils of genus 2 hyperelliptic curves in the Weierstrass form 16 . genus of types of singular algorithm to determine spectral curve fibers in pencils types of fibers 2-dim. Painlevé 1 Kodaira Tate's algorithm 4-dim. Painlevé 2 Namikawa-Ueno Liu's algorithm 15 Kodaira type In (n ≥ 1) and I * n (n ≥ 1) are counted as 1 type, respectively. 16 This algorithm is implemented by Liu and Cohen using PARI/GP library for the arithmetic situation: underlying curve is Spec Z and consider the reduction at a prime p. This command can also be used from Sage. Although our situation is different from the above arithmetic situation and such useful implementation is not applicable, Liu's paper is written in very general setting, so we can apply the algorithm written in his paper.
We actually use the case when
, k = C in this paper. Let C be a smooth projective curve, geometrically connected and of genus 2 over K. The curve C is defined by the equation
with a 0 = 0 or a 1 = 0. The curve C admits a minimal model X over R. That is proper flat and regular R-scheme, where generic fiber X η is isomorphic to C, such that for all R-scheme X satisfying these properties, the isomorphism X η → X η extends to a morphism X → X , where X η and X η are the generic fibers.
Since the notion of stable model is effectively used in Liu's paper [49] for the identification of the minimal model, we review basic notions. Definition 1. Let C be an algebraic curve over an algebraically closed field k. We say that C is semi-stable if it is reduced, and if its singular points are ordinary double points. We say that C is stable if, moreover, the following conditions are verified:
(1) C is connected and projective, of arithmetic genus p a (C) ≥ 2. (2) Let Γ be an irreducible component of C that is isomorphic to P 1 (k). Then it intersects the other irreducible components at at least three points.
It is easily shown that there exist seven possible stable curves of genus 2 over k [50] .
Definition 2. Let C be a curve over K, R a dominant discrete valuation ring for R. A stable model of C over R is a stable curve C over R with generic fiber isomorphic to C × K Fr R , where Fr R is the field of fractions of R .
Let F be a finite extension of K and R F the integral closure of R in F . We call C has stable reduction over F if it admit a stable model C over the localization R of R F at the maximal ideal. We denote Cs the special geometric fiber of C over R .
According to Viehweg [75] , the special fiber X s is completely determined by the three data: The point is that all three information can be computed from an explicit equation in the Weierstrass form thanks to Liu's theorems indicated in parentheses. 17 Let us cite one of them. In the following theorem, J 2i (i = 1, . . . , 5) are Igusa invariants [26] and I 2i (i = 1, . . . , 6) are degree 2i homogeneous elements of Z[J 2 , J 4 , J 6 , J 8 , J 10 ] as in Liu [48] .
Theorem 8 (Liu [48] ). Let C be a smooth projective curve over K, geometrically connected and of genus 2, and let J 2i , 1 ≤ i ≤ 5, be the invariants of C associated to the equation y 2 = f (x). Then we have [2] finite V parabolic [3] infinite II, VI parabolic [4] infinite III,VII parabolic [5] infinite IV Table 6 : Namikawa-Ueno's elliptic and parabolic types and Liu's stable model types (V * ) Cs is the union of two irreducible components intersecting transversally at one point if and only if: 
4.3.
List of singular fibers of the spectral curve fibrations. Let us state the main theorem of this paper. We write H 1 = h, H 2 = g for simplicity.
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Theorem 9. Each autonomous 4-dimensional Painlevé-type equation defines two smooth surfaces with relatively minimal fibrations φ i : X i → P 1 (i = 1, 2), whose general fibers are the spectral curves of genus 2. The Namikawa-Ueno type of their singular fibers at H 1 = ∞ and H 2 = ∞ are as in Table 7 and Table 8 respectively.
Remark 10. Let us explain the notations used in Table 7 . The Hamiltonians are the Hamiltonians of 4-dimensional Painlevé-type equations. The explicit forms of non-autonomous counterparts can be found in [62, 33, 30, 36, 35] . The spectral types indicate the type of the corresponding linear equations. Such notations are explained in Subsection 2.1. "N-U type" means the Namikawa-Ueno type in the paper [53] . When the fiber contains components expressible by the Kodaira-type, we also write its Dynkin's name in the column noted "Dynkin". The column named "stable" tells us the type of the stable model. This stable model is determined by the Liu's theorem cited above (Theorem 8). The "Φ" indicates the group of connected components of the Néron model of the Jacobian J(C). The symbol (n) means the cyclic group with n elements.
19 H n is isomorphic to (2) × (2) if n is even and to (4) otherwise. We also write Ogg's type written in "On pencils of curves of genus two" [56] . Ogg uses the notation "Kod" to express Kodaira-type and do not distinguish them, while Namikawa and Ueno does. Ogg's type might be helpful to see the rough classification. For example, all 8 types of matrix Painlevé equations have the same Ogg's type 14. The column "NU" means 5 types in Namikawa-Ueno. Elliptic types are those with finite degrees of monodromy, while parabolic types have infinite degrees. Elliptic [1] are those with stable model "I" in Liu's notation (Theorem 8). We abbreviate as "ell [1] ". We summarize such correspondences in the following table. The column named "page" indicate the page number of Namikawa-Ueno's paper where some data of the corresponding type can be found.
18 H1 = h = H Gar,t 1 , H2 = g = H Gar,t 2 for Garnier equations and H1 = h = H, H2 = g = G for the other ordinary differential systems. 19 When n = 0, (n) is the trivial group. . Note that it is already in the Weierstrass form. Upon a replacement x = x/h,ȳ = y/h 3 ,h = 1/h, we have an equation of the "∞"-model:
We obtain the Weierstrass model by gluing these affine surfaces. After the minimal desingularization, we obtain the desired surface. In order to see the type of the singular fiber at h = ∞ of the surface, we apply Liu's algorithm. The Igusa invariants of the quintic can be calculated as follows. Similarly, we can associate another surface to this system: the spectral curve fibration with respect to another conserved quantity "g". After replacingx = x/g,ȳ = y/g 3 ,ḡ = 1/g in the above equation, we obtain an affine equation around g = ∞;
From Liu's algorithm, the fiber at g = ∞ is type VIII − 4 in Namikawa-Ueno's notation. The numbers in circles denote the multiplicities of components in the reducible fibers. All curves are (-2)-curves except the one expressed as "B", which is a (-3)-curve.
With the help of computer, we can transform the spectral curves of the other autonomous 4-dimensional Painlevé equations into the Weierstrass normal form.
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Remark 11. The dual graph of the singular fiber at H lattice is important for fibrations of genus g on rational surfaces [60] . The classification of rational elliptic surface by Oguiso-Shioda [57] owes to the classification of root lattices contained in E 8 , which is equivalent to the classification of regular semisimple subalgebras of the exceptional Lie algebra of type E 8 by Dynkin [17] . Sakai [63] studied autonomous 2-dimensional Painlevé equations corresponding to rational elliptic surfaces in Oguiso-Shioda's list. We can speculate that there are (autonomous) 4-dimensional Painlevé-type equations corresponding to sublattices of D 20 We used Maple's command "Weierstrassform" implemented by van Hoeij. 21 The notation is as in Conway-Sloane [13] . In some literatures, this lattice is expressed as Γ12. Recall that the lattice Dn is defined by Dn = {(x1, . . . , xn) ∈ Z + , . . . , 1 2 + Dn , which is lattice when n is even. 22 e 2 i = 2 for i = 12 and e 2 12 = 3. 23 The Mordell-Weil group is the group of C(t)-rational points of the Jacobian of the generic fiber of φ : X → P 1 . Under suitable conditions, the Mordell-Weil group is a finitely generated abelian group. Shioda [66, 67] viewed Mordell-Weil groups as Euclidean lattices and studied them using their connection between intersection theory. 24 Saitō-Sakakibara [60] gave the bound of Mordell-Weil rank for fibration on curves of genus g as 4g + 4, and studied the case when the Mordell-Weil rank is maximal. Nguen [54] studied Mordell-Weil lattices of hyperelliptic type with higher ranks rank J(K) ≥ 4g + 1. 
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(2)(1),(1)(1)(1)
(1)(1),(1)(1),11
( (1))((1)),11,11
( (1))( (1)
(1) 2 , ( (1))( (1)) 
( (2))((11)),22, 2IV 25 One of the reason is that the other conserved quantities than the Hamiltonians have long expressions. Writing them for "less-degenerated" systems take huge spaces. But they are easily computable from data in the previous paper [32] . We only give conserved quantities for autonomous version of equations in Kawakami [30] . The Lax pairs for these ramified equations will be written in his forthcoming paper [30] . We list Hamiltonians H's with δ, 26 and the other conserved quantities G's.
There are 5 ramified cases from the degeneration of A 5 Fuji-Suzuki system.
There are also 4 systems that are ramified derived from D 6 -Sasano system.
We do not write conserved quantities of the Garnier equations here, since the conserved quantities are just autonomous limit of two Hamiltonians. Such Hamiltonians are listed by Kimura [36] and Kawamuko [35] . 26 Hamiltonians for the case δ = 0 is the conserved quantity. 27 Although we obtain Garnier equations of ramified types from degenerations of A5-type Fuji-Suzuki system, we are excluding Garnier systems.
We have three ramified systems of matrix Painlevé equations. A.2. Local data of linear equations. In this subsection, we explain the notion of spectral type used in this paper. We follow the notion used in Oshima [59] for Fuchsian linear equations, KawakamiNakamura-Sakai [32] for unramified linear equations and Kawakami [30] for ramified equations.
For the classification of linear equations, we need to discern the types of linear equations. We review the local normal forms of linear equations, and introduce symbols to express such data. We study linear systems of first-order equations
We first consider the Fuchsian case where
We assume that each matrix A i is diagonalizable. The equation can be transformed into
by the transformation Y = P (x)Ŷ . We express the multiplicity of the eigenvalues by a non-increasing sequence of numbers. a, a, b, b, c) , we write the multiplicity as 321.
Collecting such multiplicity data for all the singular points, the spectral type of the linear equation is defined as the n + 1-tuples of partitions of m,
where m is the size of matrices. Example 2. When T (1) (x) = diag(a, a, a, b) , T (2) f, g, g) , T (4) (x) = diag(h, i, j, k) we write 31,22,22,1111. Now we explain the way to obtain the formal canonical form around each non-Fuchsian singular point. We also explain that these canonical forms can be expressed by the refining sequences of partition. Let us assume that the coefficient matrix A(x) of the equation has a singularity at the origin, and that A(x) is expanded in Laurent series as follows:
Here, A j (j = 0, 1, . . .) are m×m matrices. We assume that A 0 is diagonalizable. With an appropriate choice of the gauge matrix, we can assume that A 0 is diagonal and that its eigenvalues are t 0 1 , . . . , t 0 m . When r = 0, then the origin is a regular singular point. Let us assume that r > 0. If
, then a gauge transformation by a formal power series Y = P (x)Z (P (x) = I + P 1 x + P 2 x 2 + · · · ) leads to the following form:
Here, we can transform B i into the following form:
With successive application of this process, the equation (A.9) is formally decomposed to direct sum of equations whose leading terms have only one eigenvalues respectively. When the leading term of the block is diagonalizable, that is when it is scalar matrix, then this part can be canceled by a gauge transformation by a scalar function, so that the equation is reduced to a equation with smaller r.
Remark 12. When A 0 is not diagonalizable, in order to decompose the system into equations of smaller sizes, we need to take an appropriate covering x = ξ k . In that case, the transformation matrix P (x) is a Puiseux series in x. The equations with this property are called ramified. When we do not need to take coverings, that is when k = 1, we say that the equations are unramified.
Unramified non-Fuchsian case. When the equation (A.9) is unramified, it can be transformed into the following form:
We can assume that T j s are diagonal matrices and that T 0 = A 0 . Furthermore, we can eliminate the regular terms by an appropriate diagonal matrix with formal power series components. Thus, the equation (A.9) can be transformed into the following form by gauge transformation of a formal power series:
If we write the diagonal components of T i as t i j (j = 1, . . . , m), then a canonical form around the origin can be described by the following data:
We write down such formal canonical forms for each singular point, and put them together. This kind of table is called the Riemann scheme of the linear equation. As we can see from the procedure to obtain the canonical form, the leftmost column splits into several groups as equivalence class of values.
In the second column from the left, these groups splits further, and so on, we get a nested columns. We describe such nesting structure by refining sequences of partitions of m and call it the spectral type of the singular point. We line up such spectral types of each singular point, and separate them by commas. We call it the spectral type of the equation. In such a case,
Tr is the fundamental solution matrix for the formal canonical form (A.10). The degree r of the polynomial is called the Poincaré rank of the singular point. When the singular point is of regular type, the Poincaré rank is 0. When the equation is ramified, this part is a polynomial in x −1/k , and the Poincaré rank is non-integer rational number. If we want to express only Poincaré ranks at each singularity, we attach Poincaré rank plus 1 to each singularity, and line them up, and separate them by + signs. When the equation is unramified, Poincaré rank plus 1 is as same as numbers of columns appeared in refining sequences of partitions at each singularities.
Example 3. For instance, let us consider the following normal form:
We align the diagonal entries as In order to express the degeneracy of the eigenvalues shortly, we use parentheses. Firstly, write the finest partition of m in the lowest row, which expresses the degeneracy of the eigenvalue of T (i) . Secondly, put the numbers that are grouped together in the second lowest partition in parentheses. We continue this process until the highest row.
Example 4. The local data of the example above can be expressed concisely using the parentheses. The way to restore the degeneracy of eigenvalues from the symbol ( (11))((1) (1)) is as follows.
• Add the numbers in the outermost parenthesis → 22
• Add the numbers in the inner parenthesis →211
• Write the numbers in the innermost parentheses →1111
We express the types of linear equations by aligning such data for each singular point. Ramified non-Fuchsian case. We have the following formal normal form at each singularities (Hukuhara [25] , Levelt [45] and Turrittin [73] ). Let us assume that x = 0 is an irregular singular point. Then, there exist a positive integer q, rational numbers with the common denominator q such that r 0 < r 1 < · · · < r n−1 < r n = −1, diagonal matrices T 0 , . . . , T n , a transformation z = F (x 1/q ) in the class of formal series in x 1/q , such that the transformed system have the following form;
Let us assume that the diagonal matrix T k has t k i for i = 1, . . . , m as diagonal components. We express the local data by the following table:
Let us introduce a way to express such local data compactly with examples. (1))) )) 3 .
Example 6. We show some other examples. A.3. The dual graphs of the singular fibers. We list the dual graphs of singular fibers appeared in the table. The numbers in circles indicate multiplicities of the components. We adopt, as in Ogg [56] , the following symbol for component Γ of singular fibers (Table 9 ). K X is the canonical divisor of surface X. The matrices next to or below the dual graphs are the monodromy [53] . 
