Abstract. We study NSOP 1 theories. We define Kim-independence, which generalizes non-forking independence in simple theories and corresponds to non-forking at a generic scale. We show that Kim-independence satisfies a version of Kim's lemma, local character, symmetry, and an independence theorem and that, moreover, these properties individually characterize NSOP 1 theories. We describe Kim-independence in several concrete theories and observe that it corresponds to previously studied notions of independence in Frobenius fields and vector spaces with a generic bilinear form.
Introduction
The class of simple theories was one of the first classes of unstable theories to receive extensive study. The starting point is Classification Theory, where, in the course of studying stable theories, Shelah isolates local character as a key property of non-forking independence and observes a dichotomy in the way local character can fail, a theorem we now recognize as saying that a non-simple theory must have the tree property of the first or second kind [She90, Theorem III.7.11]. Shortly after the publication of the first edition of [She90] , Shelah defined the class of simple theories and characterized them in terms of a certain chain condition of the Boolean algebra of non-weakly dividing formulas, which in turn led to consistency results on their saturation spectra [She80] . The aim of that work was to obtain an 'outside' set-theoretic definition of the class to support the claim that simplicity marked a dividing line. In separate developments, questions concerning concrete examples Date: January 9, 2019. The first author would like to thank the Israel Science Foundation for partial support of this research (Grant no. 1533/14). created the need for new methods to treat unstable structures. Hrushovski and Pillay used local stability and S 1 -rank in the study of the definability of groups in pseudo-finite and PAC fields in [HP94] , and these methods were situated in the broader context of PAC structures studied by Hrushovski [Hru91] , where an independence theorem was proved. Moreover, Lachlan's far-reaching theory of smoothly approximated structures furnished examples of tame unstable theories. After Kantor, Liebeck, and Macpherson [KLM89] classified the primitive smoothly approximable structures, Cherlin and Hrushovski [CH03] used stability theoretic methods concerning independence and amalgamation to describe how these primitive pieces fit together to form a quasi-finite structure.
Kim's thesis and subsequent work by Kim and Pillay showed how to regard these developments as instances of a common theory, with non-forking independence at its center [Kim98] , [KP97] . Kim proved that in a simple theory, forking and dividing coincide, non-forking independence is symmetric and transitive, and Kim and Pillay proved that the independence theorem holds over models. Moreover, Kim showed that symmetry and transitivity of non-forking both individually characterize the simple theories, and Kim and Pillay showed that any independence relation satisfying the basic properties of non-forking independence must actually coincide with non-forking independence, giving both a striking characterization of the simple theories and a powerful method for showing that a particular theory is simple, namely by observing that it has an independence relation of the right kind.
Here, we study the class of NSOP 1 theories. These are the theories which do not have the property SOP 1 , which form a class of theories that properly contain the simple theories and which are contained inside the class of theories without the tree property of the first kind. SOP 1 was defined by Džamonja and Shelah in their study of the * -order [DS04] and later studied by Shelah and Usvyatsov in [SU08] . The NSOP 1 theories were characterized as the theories satisfying a weak independence theorem for invariant types by Chernikov and the second-named author in [CR16] . This characterization provided a point of contact between the combinatorics of model-theoretic tree properties and the study of definability in particular algebraic examples. Chatzidakis [Cha99] , [Cha02] studied independence in ω-free PAC fields and, more generally, Frobenius fields and showed that the independence theorem holds for these structures even though they are not simple. Similarly, Granger showed in his thesis that the model companion of the theory of infinite-dimensional vector spaces with a bilinear form is not simple but nonetheless comes equipped with a good notion of independence. The amalgamation criterion of [CR16] established that these structures have NSOP 1 theory by appealing to the existence of these independence relations, but what was missing was a theory of independence in NSOP 1 theories more generally. The purpose of this paper is to establish exactly such a theory.
One central tool in the study of forking in simple theories is Kim's lemma: in a simple theory, a formula divides over a set A if and only if it divides with respect to some Morley sequence over A if and only if it divides for all Morley sequences over A. In [CK12] , this was shown to hold over models in NTP 2 theories, provided that the Morley sequence is a strict invariant Morley sequence. In the setting of NSOP 1 theories, we find a new phenomenon: forking which is never witnessed by a generic sequence. In fact, we show that any NSOP 1 theory with a universal witness to dividing must be simple (Proposition 8.7 below) and that forking need not equal dividing in an NSOP 1 theory. Nonetheless, we find that, by restricting attention to the forking that is witnessed by a generic sequence, one can recover many of the properties of forking in simple theories. We show moreover that this kind of simplicity at a generic scale is characteristic of NSOP 1 theories.
There is considerable freedom in the choice of notion of generic sequence. One suggestion which inspired our work is due to Kim, who proposed in his 2009 talk on NTP 1 theories [Kim09] that one might develop an independence theory for NTP 1 theories or a subclass therein by considering only formulas which divide with respect to every non-forking Morley sequence. Compared to invariance or finite satisfiability, forking is a relatively weak notion of independence and this notion proved unwieldy at the beginning stages of developing the theory presented here. However, Hrushovski's study of q-dividing [Hru12] and Malliaris and Shelah's characterization of NTP 1 theories in terms of higher formulas [MS15] provided evidence that one might be able to build a theory around an investigation of formulas that divide with respect to a Morley sequence in a global invariant or finitely satisfiable type. Building off this work, we introduce the notion of Kim-dividing -a formula Kim-divides over a set A if it divides with respect to a Morley sequence in a global A-invariant type -and the associated notion of independence, Kim-independence. Our first observation is that a theory is NSOP 1 if and only if Kim-dividing satisfies a version of Kim's lemma over models, where a formula divides with respect to a Morley sequence in some global invariant type extending the type of the parameters if and only if it divides with respect to every Morley sequence in an appropriate invariant type. From Kim's lemma for Kim-dividing, many familiar properties of non-forking independence follow: Kim-forking equals Kim-dividing, Kim-independence satisfies extension and a version of the chain condition, etc. In subsequent sections, we investigate additional properties of Kim-independence in NSOP 1 theories and prove that, in many cases, these properties are characteristic of NSOP 1 . In Section 4 we observe a form of local character for Kim-independence in the context of NSOP 1 theories. In Section 5, we show additionally that Kim-independence is symmetric over models. The argument there centers upon the notion of a tree Morley sequence which is defined in terms of indiscernible trees. We show that tree Morley sequences always witness Kim-dividing and prove a version of the chain condition for them. In Section 6, we prove the independence theorem. In Section 7, we prove that in an NSOP 1 theory a formula Kim-divides over a model if and only if it divides with respect to every non-forking Morley sequence in the parameters and this too characterizes NSOP 1 theories. This means that Kim-independence could have been defined from the outset in essentially the way Kim proposed, but curiously, proving anything about this notion without making use of invariant types seems quite difficult. In Section 8, we state our main theorem: Kim's lemma for Kim-dividing, symmetry over models, and the independence theorem both hold in NSOP 1 theories and individually characterize NSOP 1 theories. We also show that the simple theories can be characterized in several new ways in terms of Kim-independence. In particular, we show that Kim-independence coincides with non-forking over models if and only if the theory is simple, which means that our theorems imply the corresponding facts for non-forking independence in a simple theory.
We conclude the paper with Section 9 where we describe Kim-independence explicitly in several concrete examples. We show it may be described in purely algebraic terms in the case of Frobenius fields, where Kim-independence turns out to coincide with weak independence, as defined by Chatzidakis. We also show that in Granger's two-sorted theory of a vector space over an algebraically closed field with a generic bilinear form, Kim-independence is closely related to Granger's Γ-independence and may be given a simple algebraic description. These results suggest the naturality and robustness of Kim-dividing, but also serve to explain the simplicity-like phenomena observed in these concrete examples on the basis of a general theory. We additionally describe a combinatorial example of a NSOP 1 theory, based on a variant of T * f eq introduced by Džamonja and Shelah, which furnishes counter-examples to some a priori possible strengthenings of the results we prove. In particular, we give the first example of a simple non-cosimple type, answering a question of Chernikov [Che14] , and the first example of an NSOP 3 theory in which every complete type has a global non-forking extension but forking does not equal dividing, answering a question of Conant [Con14] .
Syntax
In this section we will define SOP 1 and prove its equivalence with a syntactic property of a different form. This will allow us to relate SOP 1 to dividing. We will often work with arrays and trees. Suppose (c ij ) i<κ,j<λ is an array. Write c i = (c i,j ) j<λ for the ith row of the array and c <i for the sequence of rows with index less than i, i.e. (c k ) k<i . Suppose T is a tree, (a η ) η∈T is a collection of tuples indexed by T . We write for the tree partial order and < lex for the lexicographic order on T . For a node η ∈ T , write a η for the sequence a ν : ν η , and likewise a η for a ν : ν η . We use the notation a η and a η similarly. If the tree T is contained in 2 <κ or ω <κ , we write 0 α to denote the element of the tree of length α consisting of all zeros. Throughout the paper, T denotes a complete theory and M |= T is a monster model of T .
Definition 2.1. [DS04, Definition 2.2] The formula ϕ(x; y) has SOP 1 if there is a collection of tuples (a η ) η∈2 <ω so that
• For all η ∈ 2 ω , {ϕ(x; a η|α ) : α < ω} is consistent.
• For all η ∈ 2 <ω , if ν η 0 , then {ϕ(x; a ν ), ϕ(x; a η 1 )} is inconsistent. We say T is SOP 1 if some formula has SOP 1 modulo T . T is NSOP 1 otherwise.
The following lemma is close to [CR16, Lemma 5.2], but with a key strengthening which will allow us to relax the 2-inconstency in the definition of SOP 1 to a version with k-inconsistency.
Lemma 2.2. Suppose (c i,j ) i<ω,j<2 is an array where c i,j = (d ij , e ij ) for all i, j and χ 1 (x; y) and χ 2 (x; z) are formulas over C. Write ψ(x; y, z) for χ 1 (x; y) ∧ χ 2 (x; z) and suppose
(1) For all i < ω, e i,0 ≡ Cc<i,0e<i,1 e i,1 .
(2) {ψ(x; c i,0 ) : i < ω} is consistent.
Proof. By adding constants, we may assume C = ∅. By Ramsey and compactness, we may assume (c i ) i<ω is a C-indiscernible sequence. By compactness again, we may extend the array to an array whose rows are indexed by the integers (c i ) i∈Z . We will construct, for each n < ω, a tree (c η ) η∈2 ≤n so that
To define (c η ) η∈2 ≤0 , we put c ∅ = c 0,0 . Now suppose we are given S n = (c η ) η∈2 ≤n satisfying the requirements. There is an automorphism σ taking e −n,0 to e −n,1 fixing c <−n,0 e <−n,1 . Define S n+1 = (c η ) η∈2 ≤n+1 by c ∅ = c −(n+1),0 and, for all η ∈ 2 ≤n , c 0 η = c η , c 1 η = σ(c η ). Clearly all branches have the same type over
. Now note that in both S n and σ(S n ) conditions (1) and (2) are preserved and that ψ(x; c 1 ) is inconsistent with ψ(x; c 0 η ) for any η ∈ 2 ≤n since χ 2 (x; e −n,1 ) ∧
Likewise, instantiating ψ(x; y) along any branch through this tree yields something consistent: any branch in S n or σ(S n ) has the same type over c −(n+1),0 as (c i,0 ) −n≤i≤0 and {ψ(x; c i,0 ) : −(n + 1) ≤ i ≤ 0} is consistent. We conclude by compactness.
Lemma 2.3. Suppose ϕ(x; y) is a formula, k is a natural number, and (c i ) i∈I is an infinite sequence with c i = (c i,0 , c i,1 ) satisfying:
Proof. By compactness and Ramsey, it suffices to prove this when I = Q -so suppose (c i,0 , c i,1 ) i∈Q is an indiscernible sequence with c i,0 ≡ c<i c i,1 , {ϕ(x; c i,0 ) : i ∈ Q} is consistent, and {ϕ(x; c i,1 ) : i ∈ Q} is k-inconsistent.
For integers l < l , define a partial type Γ l,l (x) by {ϕ(x; c i,0 ) : i ∈ (l+m, l+m+1), m ∈ ω, m < l −l}∪{ϕ(x; c l+m,1 ) : m < l −l, m ∈ ω}.
Let Γ l,l (x) = ∅. Note that if Γ l,l (x) is consistent then Γ l+z,l +z (x) is consistent for any integer z by indiscernibility of the sequence (c i ) i∈Q . Let n ∈ ω be maximal so that Γ 0,n (x) is consistent. Note that Γ 0,0 (x) is consistent, as it is the empty partial type and we have Γ 0,k (x) {ϕ(x; c i,1 ) : i ∈ ω, i < k}, which is inconsistent, so 0 ≤ n < k. So now we know Γ −n,0 (x) is consistent and Γ −n,1 (x) = Γ −n,0 (x) ∪ Γ 0,1 (x) is inconsistent. By indiscernibility and compactness, we may fix some integer N > 0 so that
Let z indicate the tuple of variables (y 0 , . . . , y N −2 ) and let χ(x; z) be the formula χ(x; z) = i<N ϕ(x; y i ) ∧ ∆(x). Let (a i,j ) i<ω,j<2 be defined as follows:
To conclude, we have to establish the following: Claim: The array (a i,j ) i<ω,j<2 and the formulas ϕ(x; y), χ(x; z) satisfy the following:
Proof of claim: (1) follows from the fact that a i,0 ≡ c<i a i,1 and both a <i,0 and c <i,1 are enumerated in c <i . Note that Γ −n,0 (x) is consistent so, by indiscernibility,
By indiscernibility of (c i ) i∈Q and the fact that l ≤ l , this set is consistent if and only if {ϕ(x; c 0,1 )} ∪ {ϕ(x; c j+1 N ,0 ) : j ∈ ω, j < N − 1} ∪ ∆(x) is consistent. As this latter set is inconsistent, this shows (3), which proves the claim. The lemma now follows by Lemma 2.2.
Finally, we note that the criterion for SOP 1 from Lemma 2.3 is an equivalence. This was implicit in [CR16] , at least in its 2-inconsistent version, but we think that the property described by Lemma 2.3 is, in most cases, the more fruitful way of thinking about SOP 1 and therefore worth making explicit.
Proposition 2.4. The following are equivalent, for a complete theory T :
(1) T has SOP 1 . (2) There is a formula ϕ and an array (c i,j ) i<ω,j<2 so that:
There is a formula ϕ and an array (c i,j ) i<ω,j<2 so that:
(1) =⇒ (2). This follows from the proof of [CR16, Proposition 5.6].
(2) =⇒ (3) is obvious.
Remark 2.5. Though the configurations described in (2) and (3) are not obviously preserved by expansion, SOP 1 as defined in Definition 2.1 clearly is. It follows, then, that one can take (c i ) i<ω to be indiscernible with respect to some Skolemization in the language L Sk of T and, moreover, obtain c i,0 ≡ A global type q is invariant if there is some small set A such that q is A-invariant. If q(x) and r(y) are A-invariant global types, then the type (q ⊗ r)(x, y) is defined to be tp(a, b/M) for any b |= r and a |= q| Mb . We define q ⊗n (x 0 , . . . , x n−1 ) by induction:
Chapter 2] Given a global A-invariant type q and positive integer n, q ⊗n is a well-defined A-invariant global type. If N ⊃ A is an |A| + -saturated model and p ∈ S(N ) satisfies ϕ(x; b) ∈ p ⇐⇒ ϕ(x; b ) ∈ p whenever b, b ∈ N and b ≡ A b , then p extends uniquely to a global A-invariant type.
Definition 3.3. Suppose q is an A-invariant global type and I is a linearly ordered set. By a Morley sequence in q over A of order type I, we mean a sequence (b α ) α∈I such that for each α ∈ I, b α |= q| Ab<α where b <α = (b β ) β<α . Given a linear order I, we will write q ⊗I = q ⊗I (x α : α ∈ I) for the A-invariant global type so that if
The above definition of q ⊗I generalizes the finite tensor product q ⊗n -given any global A-invariant type q and linearly ordered set I, one may easily show that q ⊗I exists and is A-invariant, by Fact 3.2 and compactness.
Definition 3.4. Let I ⊆ M n be a collection of tuples, A ⊆ M a set, and D an ultrafilter over I. We define the average type of D over A to be the type defined by Av(D, A) = {ϕ(x; a) : a ∈ A and {b ∈ I : M |= ϕ(b; a)} ∈ D}. (1) For every set C, Av(D, C) is a complete type over C.
One important consequence of Fact 3.5 for us is that every type over a model M extends to a global M -invariant type: given p ∈ S(M ), one chooses an ultrafilter D so that Av(D, M ) = p. Then Av(D, M) is a global type extending p which is M -invariant. In the arguments below, it will often be convenient to produce global invariant types through a particular choice of ultrafilter. 
Proof. We prove by induction on n that (a i ) i≤n is mututally indiscernible over M . For n = 1, there's nothing to prove. Suppose it's been shown for n and consider (a i ) i≤n+1 . As q is an indiscernible type, a n+1 is M a ≤n -indiscernible. For i ≤ n, we know, by induction, that a i is M a <i a i+1 . . . a n -indiscernible. As a n+1 |= q| M a ≤n , this entails a i is indiscernible over M a <i a i+1 . . . a n+1 , which completes the induction.
3.2. Kim-dividing. In this subsection, we define Kim-dividing and Kim-forking, the fundamental notions explored in this paper. To start, we will need the definition of q-dividing, introduced by Hrushovski in [Hru12, Section 2.1]:
Definition 3.11. Suppose q(y) is an A-invariant global type. The formula ϕ(x; y) q-divides over A if for some (equivalently, any) Morley sequence b i : i < ω in q over A, {ϕ(x; b i ) : i < ω} is inconsistent.
We note that we will consistently use the letters p, q, r to refer to types, n, m, k, l to refer to numbers. In this way, no confusion between q-dividing and the more familiar k-dividing will arise.
The related notion of a higher formula was introduced by Malliaris and Shelah in [MS15] on the way to a new characterization of NTP 1 theories:
Definition 3.12. [MS15, Definition 8.6] A higher formula is a triple (ϕ, A, D) where ϕ = ϕ(x; y) is a formula, A is a set of parameters, and D is an ultrafilter on
We can rephrase the above definition as: (ϕ, A, D) is a higher formula if, setting q = Av(D, M), ϕ(x; y) does not q-divide over A. We call this notion Kim-dividing to make explicit the fact that this definition was inspired by a suggestion of Kim in his 2009 BIRS talk [Kim09] , where he proposed an independence relation based on instances of dividing that are witnessed by every appropriate Morley sequence. A rough connection between Kim's notion and ours is provided by Theorem 3.16 below, which shows that, in an NSOP 1 theory, dividing with respect some invariant Morley sequence is equivalent to dividing with respect to all. An even tighter connection is established by Theorem 7.7, which shows that we can drop the assumption that the Morley sequences are generated by an invariant type. (We note that for technical reasons our notion is still different from Kim's -the proposal of [Kim09] forces a kind of base monotonicity and we do not).
In general, we only know that a type over A has a global A-invariant extension when A is a model. Thus, when working with Kim-independence below, we will restrict ourselves almost entirely to the case where the base is a model.
The next two propositions explain how the notions of higher formula and qdividing interact with SOP 1 .
Proposition 3.14. Suppose T has SOP 1 . Then there is a model M |= T , a formula ϕ(x; b), and ultrafilters
Proof. Fix a Skolemization T Sk of M . As T has SOP 1 , there is, by Proposition 2.4, a formula ϕ(x; y) and an array (c i,j ) i<ω+1,j<2 such that (1) (c i ) i<ω+1 is an indiscernible sequence (with respect to the Skolemized language)
However, by (4), {ϕ(x; c j,1 ) : j < ω} is 2-inconsistent hence ϕ(x; y) q 1 -divides, so (ϕ, M, D 1 ) is not higher.
Proposition 3.15. Suppose A is a set of parameters and ϕ(x; b) is a formula which q-divides over A for some global A-invariant type q ⊇ tp(b/A). If there is some global A-invariant r ⊇ tp(b/A) such that ϕ(x; y) does not r-divide, then T has SOP 1 .
Proof. As ϕ(x; y) q-divides over A, there is k so that instances of ϕ(x; y) instantiated on a Morley sequence of q are k-inconsistent.
We have to check that the sequence satisfies the following properties:
(
Note that (c i,0 ) i∈Z |= r ⊗Z | M so (1) follows from our assumption that ϕ(x; y) does not r-divide. Likewise, (c i,1 ) i∈Z |= q ⊗Z | M so (2) follows from the fact that ϕ(x, y) q-divides. Finally, for any i ∈ Z, we have c >i realizes a global M -invariant type over M c i,0 c i,1 . Hence (3) follows from the fact that c i,0 ≡ M c i,1 . Note that in an NSOP 1 theory, by Kim's Lemma for Kim-dividing, we could have replaced (2) by: there is a global A-invariant q ⊇ tp(b/A) and I = b i : i < ω |= q ⊗ω | A with b 0 = b, so that for some a ≡ Ab a I is Aa -indiscernible (and similarly for (3)), provided tp(b/A) extends to a global A-invariant type.
The following proposition is proved by the same argument one uses to prove forking = dividing via Kim 
Then for any
Proof. This is exactly as in the usual proof that forking satisfies extension. Let p(x; b) = tp(a/M b). We claim that the following set of formulas is consistent:
If this set of formulas is not consistent, then by compactness, 
Proof. By the basic characterization of Kim-dividing, Lemma 3.18, given a |
Section 5 will be dedicated to the proof that | K is symmetric in NSOP 1 theories. The argument will require more tools, but at this stage we can already observe the converse: even a weak form of symmetry for | K will imply that a theory is NSOP 1 .
Proposition 3.22. The following are equivalent for a complete theory T :
NSOP 1 theory, there is a cardinal κ so that, given a model M |= T and a type p ∈ S(M ), there is an elementary submodel M M of size < κ such that p does not Kim-fork over M . We give a simple and soft argument showing first that κ can be taken to be the first measurable cardinal above |T |. Then, in a more difficult argument, we show that κ can be taken to be (2 |T | ) + . The argument involving large cardinals is, of course, implied by the stronger result, but we thought that the conceptual simplicity of the first argument might be helpful in understanding the second. Lastly, we show that for any regular κ, we can construct a model which satisfies local character-this clarifies the situation for cardinals between |T | and 2
|T | . In order to prove our first theorem, we will use the following facts about measurable cardinals:
Fact 4.1. [Kan03, Theorem 7.17] Suppose that µ > |T | is a measurable cardinal and that U is a normal (non-principal) ultrafilter on µ. Suppose that (a i ) i<µ is a sequence of finite tuples in M, then for some set X ∈ U, (a i ) i∈X is an indiscernible sequence.
a continuous increasing union of sets where |A i | < µ, B ⊆ M is some set of cardinality < µ, and (a i ) i<µ , U are as in Fact 4.1 with a i tuples from A, then for some set X ∈ U, (a i ) i∈X is fully indiscernible over B (with respect to A and (A i ) i<µ ), which means that for every i ∈ X and j < i in X, we have a j ⊆ A i , and (a j ) i≤j∈X is indiscernible over A i ∪ B.
Theorem 4.3. Suppose that T is NSOP 1 and that |T | < µ is measurable. Suppose that M |= T . Then for every p ∈ S (M ) there is a model N ≺ M with |N | < µ such that p does not Kim-fork over N .
Proof. Suppose not. Construct by induction on
• (M i ) i<µ is an increasing continuous sequence of models.
• For i < µ, M i is some model containing {b j : j < i} of size |T | + |i|. We can construct such a sequence by our assumption.
Note that all clubs E ⊆ µ are in U (see the proof of Fact 4.2 in [KLS16, Fact 2.9]). By Fodor's lemma for normal ultrafilters [Kan03, Exercise 5.10], applied to the function
Let X 2 ⊆ X 1 in U be such that for all i ∈ X 2 if j < i then there is j < α < i such that α ∈ X 1 (as X 1 is unbounded, the set of all i < µ such that for all j < i there is such an α is a club, so in U).
Lemma 4.4. Suppose that N is some model and that p ∈ S (M) is a global type finitely satisfiable in N which extends tp (c/N ). Given any set A ⊆ N , there is some B ≺ N of size ≤ |T | + |A| such that A ⊆ B and p ⊗ω | B is a type of a Morley sequence generated by some global type finitely satisfiable in B.
In particular, if ϕ (x, c) Kim-divides over N then ϕ (x, c) Kim-divides over B.
Proof. Let p ∈ S (M) be a global type extending tp (c/N ), finitely satisfiable in N . Let B 0 be any model containing A of size ≤ |A| + |T |, and letc |= p ⊗ω | N . Let N ⊇ B 1 ⊇ B 0 be such that for every n < ω and every formula ψ (y, c <n ) over B 0 , if M |= ψ (c n , c <n ) then ψ (y, c <n ) is satisfiable in B 1 and let B 1 be any model containing B 1 of size |T | + |A|. Continue like this, and finally, let B = i<ω B i . Thenc is still a Morley sequence sequence over B in a B-finitely satisfiable type (note that it is indiscernible).
Theorem 4.5. Suppose T is NSOP 1 . Then for any M |= T and p ∈ S(M ), there is M M so that p does not Kim-fork over M and |M | ≤ 2 |T | .
Proof. Let κ = (2 |T | ) + -κ is a regular cardinal, greater than 2 |T | , and µ < κ implies µ |T | < κ (these are the only properties of κ we will use). Suppose not. Then there is some p ∈ S (M ) witnessing this. Clearly |M | ≥ κ. For every i < κ we can find c i , d i , N i , and ϕ i (x, y i , z i ) such that:
Then S is a stationary set. For every δ ∈ S, fix some global coheir q δ ∈ S (M) over N δ extending tp (c δ /N δ ). Given a partition of a stationary subset of κ into < κ parts, one of these has to be a stationary set. Hence, we may assume that for every δ ∈ S, ϕ δ = ϕ and ϕ (x, c i ,
is k-Kim-dividing for some fixed k, witnessed by any Morley sequence in q δ . Define the regressive function f : S → κ by f (δ) = min{i < δ : d δ ∈ N i } (this set is non-empty by continuity of the sequence). By Fodor's lemma, we may assume that f is constant on S, and further restricting it, we may even assume that d δ = d is fixed for every δ ∈ S. This allows us to assume for simplicity that d = ∅.
By Lemma 4.4, for every δ ∈ S there is some M δ ≺ N δ of size |T | such that ϕ (x, c δ ) Kim-divides over M δ , and moreover, such that q ⊗ω δ | M δ is a type of a Morley sequence of some global coheir r δ over M δ .
As cof (δ) = |T | + for every δ ∈ S, for each such δ there is some i < δ such that M δ ≺ N i . Hence by Fodor's lemma, there is some i < κ and a stationary S ⊆ S such that for every δ ∈ S , M δ ≺ N i . Then we can find some model M * 0 , a global coheir r * 0 over M * 0 and a stationary S 0 ⊆ S such that for every
and moreover, such that q ⊗ω δ | M δ is a type of a Morley sequence of some global coheir over M δ . Thus, as above, we can find some stationary
. Let δ 1 = min S 1 and e 1 = c δ1 . Continuing like this we find and increasing sequence δ i : i < ω of ordinals in κ, an increasing sequence of models M * i : i < ω , e i ∈ M for i < ω and global coheirs (over M * i ) r * i such that:
Denote e = e i : i < ω . Note that {ϕ(x; e i ) : i < ω} is a subset of p, hence consistent. Claim: Suppose i 0 < . . . < i n−1 < ω and for each j < n,
Proof of claim: By induction on n, we prove that if i 0 < . . . < i n−1 < ω, then e ij ≡ M * i 0 e<i j f<j f j . For n = 0 there is nothing to prove. Suppose the claim is true for n and we are given i 0 < . . . < i n and (
, hence {ϕ(x; f j ) : j < n} is k-inconsistent, by our assumption that ϕ(x; c δ0 ) k-Kim-divides with respect to Morley sequences in q δ0 .
By compactness, we can find an array (c i,0 , c i,1 ) i<ω so that {ϕ(x; c i,0 ) : i < ω} is consistent, {ϕ(x; c i,1 ) : i < ω} is k-inconsistent, and c i,0 ≡ c<i c i,1 for all i < ω. By Lemma 2.3, we obtain SOP 1 , a contradiction.
Corollary 4.6. Suppose that T is a complete theory. The following are equivalent.
(1) For some uncountable cardinal κ, there is no sequence N i , ϕ i (x, y i ) , c i :
i < κ such that N i : i < κ is an increasing continuous sequence of models of T of size < κ,
Proof. (2) implies (1) by the proof of Theorem 4.5 (with κ = (2 |T | ) + ). (1) implies (2). This is a variation on the proof of Proposition 3.14. Suppose T has SOP 1 as witnessed by some formula ϕ(x, y). Let T sk be a Skolemized expansion of T . Then T sk also has SOP 1 as witnessed by ϕ(x, y). Thus by Proposition 2.4, we can find a formula ϕ(x, y) and an array (c i,j ) i<ω,j<2 such that c i,0 ≡ c<i c i,1 for all i < ω, {ϕ(x, c i,0 ) : i < ω} is consistent and {ϕ(x, c i,1 ) : i < ω} is 2-inconsistent (all in M sk ). By Ramsey and compactness we may assume that c i : i < ω is indiscernible (with respect to M sk ). Extend this sequence to one of length κ.
. Then for every limit ordinal δ < κ, ϕ(x, c δ,1 ) Kim-divides over N δ as the sequence c j,1 : δ ≤ j < κ is indiscernible and for all δ ≤ j, c j | u N δ c >j . As c δ,1 ≡c <δ c δ,0 , it follows that c δ,1 ≡ N δ c δ,0 , and hence ϕ (x, c δ,0 ) also Kim-divides. As κ is uncountable, otp (lim (κ)) = κ, so N δ , ϕ(x, y), c δ,0 : δ < κ contradicts (1).
Question 4.7. Suppose T is NSOP 1 . Must it be the case that if M |= T , and p ∈ S(M ), there is M M so that p does not Kim-fork over M and |M | ≤ |T |?
Theorem 4.8. Suppose that T is NSOP 1 . Then for every regular cardinal κ > |T | there is a model M of size κ such that for all p ∈ S (M ) there is N ≺ M with |N | < κ such that p does not Kim-fork over N .
Proof. Let I = (a i ) i<κ be an indiscernible sequence with respect to T sk -a Skolemized expansion of T . Let M = dcl (I). Let p ∈ S (M ). For i < κ let
Suppose for contradiction that for every i < κ, p Kim-forks over N i . This means that for every i < κ there is a formula ϕ i (x, t i (b i , b i )) witnessing Kimdividing over N i , where t i is a Skolem term, b i ⊆ {a j : j ≥ i}, b i ⊆ {a j : j < i}, and both are increasing tuples.
Let E ⊆ κ be the set of limits α ∈ κ such that for all i < α, b i ⊆ (a j ) j<α . Then E is a club of κ. Define F : E → κ by F (α) = max{j : a j ∈ b α }. By Fodor's lemma there is a stationary set S ⊆ E on which F is constant γ. Reducing to an unbounded subset of S, we may assume that for every α ∈ S, ϕ α = ϕ, t α = t and b α = b (all the b α come from {a j : j < γ} which has size |γ| < |S| = κ). By choice of E, for all α <β from S, b α < b β (i.e., every coordinate of b β is greater than every coordinate of b α ). Hence (t(b α , b )) α0≤α∈S is an indiscernible sequence over N α0 such that t (b α , b ) | 
Remark 4.9. Note that this theorem is most interesting for the case |T | < κ ≤ 2 |T | , as this is not covered by Theorem 4.5.
5. Symmetry 5.1. Generalized indiscernibles and a class of trees. For an ordinal α, let the language L s,α be , ∧, < lex , (P β ) β<α . We may view a tree with α levels as an L s,α -structure by interpreting as the tree partial order, ∧ as the binary meet function, < lex as the lexicographic order, and P β interpreted to define level β. For the rest of the paper, a tree will be understood to be an L s,α -structure for some appropriate α. We will sometimes suppress the α and refer instead to L s , where the number of predicates is understood from context. We define a class of trees T α as follows.
Definition 5.1. Suppose α is an ordinal. We define T α to be the set of functions f so that
• dom(f ) is an end-segment of α of the form [β, α) for β equal to 0 or a successor ordinal. If α is a successor, we allow β = α, i.e. dom(f ) = ∅.
• finite support: the set {γ ∈ dom(f ) : f (γ) = 0} is finite. We interpret T α as an L s,α -structure by defining
• f g if and only if f ⊆ g. Write f ⊥ g if ¬(f g) and ¬(g f ).
•
non-empty (note that β will not be a limit, by finite support). Define f ∧ g to be the empty function if this set is empty (note that this cannot occur if α is a limit). It is easy to check that for all n < ω, T n ∼ = ω ≤n . For α infinite, however, T α will be ill-founded (as a partial order). In particular, P 0 names the level at the top of the tree, P β+1 names the level immediately below P β , and so on. We remark that condition (1) in the definition of T α was stated incorrectly in the first version of this paper via the weaker requirement that dom(f ) is an end-segment, non-empty if α is limit. The inductive constructions involving the T α typically assume that T α+1 consists of the empty function (the root) and countably many copies of T α given by { i η : i < ω, η ∈ T α }. But if α is a limit, this becomes false if we allow functions with domain {α} since the empty function is not an element of T α and therefore the function α → i is not of the form i η for some η ∈ T α . This is rectified by omitting functions whose domain is an end-segment of the form [β, α) for β limit.
As many arguments in this paper will involve inductive constructions of trees of tuples indexed by T α , it will be useful to fix notation as follows:
Definition 5.2. Suppose α is an ordinal.
(1) (Restriction) If w ⊆ α \ lim(α), the restriction of T α to the set of levels w is given by
(2) (Concatenation) If η ∈ T α , dom(η) = [β + 1, α), and i < ω, let η i denote the function η ∪{(β, i)}. We define i η ∈ T α+1 to be η ∪{(α, i)}.
The function i αβ includes T α into T β by adding zeros to the bottom of every node in T α . Clearly if α < β < γ, then ι αγ = ι βγ • ι αβ . If β is a limit, then T β is the direct limit of the T α for α < β along these maps. Visually, to get T α+1 from T α , one takes countably many copies of T α and adds a single root at the bottom. Lastly, note that the function ζ β will only be an element of T α if β ∈ α \ lim(α).
Definition 5.3. Suppose I is an L -structure, where L is some language.
(1) We say (a i : i ∈ I) is a set of I-indexed indiscernibles if whenever (s 0 , . . . , s n−1 ), (t 0 , . . . , t n−1 ) are tuples from I with qftp L (s 0 , . . . , s n−1 ) = qftp L (t 0 , . . . , t n−1 ), then we have tp(a s0 , . . . , a sn−1 ) = tp(a t0 , . . . , a tn−1 ).
(2) In the case that L = L s,α for some α, we say that an I-indexed indiscernible is s-indiscernible. As the only L s,α -structures we will consider will be trees, we will often refer to I-indexed indiscernibles in this case as s-indiscernible trees. (3) We say that I-indexed indiscernibles have the modeling property if, given any (a i : i ∈ I) from M, there is an I-indexed indiscernible (b i : i ∈ I) in M locally based on (a i : i ∈ I) -i.e., given any finite set of formulas ∆ from L and a finite tuple (t 0 , . . . , t n−1 ) from I, there is a tuple (s 0 , . . . , s n−1 ) from I so that
and also tp ∆ (b t0 , . . . , b tn−1 ) = tp ∆ (a s0 , . . . , a sn−1 ).
Fact 5.4. [KKS14, Theorem 4.3] Let denote I s be the L s,ω -structure (ω <ω , , < lex , ∧, (P α ) α<ω ) with all symbols being given their intended interpretations and each P α naming the elements of the tree at level α. Then I s -indexed indiscernibles have the modeling property.
Remark 5.5. Note that the tree ω <ω is not the same tree as T ω , which is ill-founded.
Corollary 5.6. For any α, T α -indexed indiscernibles have the modeling property.
Proof. By Fact 5.4 and compactness.
Definition 5.7. Suppose (a η ) η∈Tα is a tree of tuples, and C is a set of parameters.
(1) We say (a η ) η∈Tα is spread out over C if for all η ∈ T α with dom(η) = [β + 1, α) for some β < α, there is a global C-invariant type q η ⊇ tp(a η 0 /C) so that (a η i ) i<ω is a Morley sequence over C in q η . (2) Suppose (a η ) η∈Tα is a tree which is spread out and s-indiscernible over C and for all w, v ∈ [α \ lim(α)] <ω with |w| = |v|,
then we say (a η ) η∈Tα is a Morley tree over C. (3) A tree Morley sequence over C is a C-indiscernible sequence of the form (a ζ β ) βinα\lim(α) for some Morley tree (a η ) η∈Tα over C.
Remark 5.8. With regards to condition (1), if β is a limit ordinal, then η i describes a function which is not an element of T α (as the least element of its domain is not 0 or a successor). In this case, we will abuse notation, writing a η i for the tuple enumerating {a ν : ν ∈ T α , η i ⊆ ν}. Additionally,if (a η ) η∈Tα is s-indiscernible over C, then, in order to be spread out over C, it suffices to have global C-invariant types as in (1) for all η identically zero-i.e. those nodes in the tree of the form ζ β for some β ∈ α \ lim(α). Note that the condition in (2) forces (a ζ β ) β∈α\lim(α) to be C-indiscernible-in fact, (1) and (2) together can be shown to be equivalent to demanding that the tree is indiscernible with respect to the language L = , < lex , ∧, ≤ len , where ≤ len is interpreted as the pre-order which compares the lengths of nodes in the tree. Finally, in (3) we speak of (a ζ β ) β<α , the sequence indexed by the all-zeroes path in the tree, simply because this is a convenient choice of a path. In an s-indiscernible tree over C, any two paths will have the same type over C. Hence, (3) may be stated more succinctly as: a tree Morley sequence over C is a path in some Morley tree over C.
Lemma 5.9. Suppose (a i ) i<ω is a tree Morley sequence over C.
(1) If a i = (b i , c i ) for all i < ω, where the b i 's are all initial subtuples of a i of the same length, then (b i ) i<ω is a tree Morley sequence over C.
is a tree Morley sequence over C.
Proof.
(1) is immediate from the definition: s-indiscernibility, spread-outness, and being a Morley tree over C are all preserved under taking subtuples.
(2) Suppose (a η ) η∈Tω is a Morley tree over C with a ζi = a i . Define a function j : T ω → T ω so that if η ∈ T ω with dom(η) = [k, ω), then dom(j(η)) = [n(k + 1), ω) and
It is easy to check that this is also an s-indiscernible tree over M (more formally, this construction corresponds to the n-fold elongation of the tree (a η ) η∈Tω as defined in 
<ω , let w = {n(k +1)−l : k ∈ w, l < n}.
<ω and |w| = |v|, then |w | = |v | so (a η ) η∈Tω w ≡ C (a η ) η∈Tω v so (b η ) η∈Tω w ≡ C (b η ) η∈Tω v . It follows that (b ζi ) i<ω is a tree Morley sequence over C. We have
= (a n(i+1) , a n(i+1)−1 , . . . , a n(i+1)−(n−1) ), so by reversing the order of the tuple, we deduce that (d i ) i<ω is a tree Morley sequence over M .
From the existence of a sufficiently large tree which is spread out and s-indiscernible over M , one can obtain a Morley tree which is based on it. The proof is via a standard Erdős-Rado argument. We follow the argument of [GIL02, Theorem 1.13].
Lemma
Proof. Let λ = 2 |M |+|T | and set κ = λ + (λ). Given a tree (a η ) η∈Tκ s-indiscernible and spread out over M , let
By induction on n, we will find a sequence of types p n ∈ Γ n so that
is consistent. Construct by induction on n cofinal subsets F n ⊆ λ + and subsets
For n = 0, we let F 0 = λ + and X ξ,0 = κ \ lim(κ) for all ξ < λ + . Suppose F n and (X ξ,n ) ξ∈Fn have been constructed. Write F n = {ξ α : α < λ + } where the ξ α enumerate F n in increasing order. Then for all α < λ + ,
For a moment, fix ξ = ξ α+n+1 . Define a coloring on [X ξ,n ] n+1 by
This is a coloring with at most λ many colors so by Erdős-Rado there is a homogeneous subset X ξ,n+1 ⊆ X ξ,n with |X ξ,n+1 | > α (λ). Let p n+1,α+n+1 denote its constant value. By the pigeonhole principle, as the set of possible values is λ and {α+n+1 : α < λ + } has size λ + , there must be some subset Y ⊆ {α+n+1 : α < λ + } of cardinality λ + so that β, β ∈ Y implies p n+1,β = p n+1,β . Let p n+1 = p n+1,β for some/all β ∈ Y . Put F n+1 = {ξ β : β ∈ Y }. Then p n+1 , F n+1 , and (X ξ,n+1 ) ξ∈Fn+1 clearly satisfy the requirements.
By compactness, this shows that ∆(x η : η ∈ T ω ) is consistent. Let (b η ) η∈Tω be a realization-now to show (b η ) η∈Tω is a Morley tree over M , we must show that (b η ) η∈Tω is s-indiscernible and spread out over M . To see that it is spread out over M , fix any η ∈ T ω with dom(η) = [n + 1, ω). Setting w = {0, . . . , n}, there
This basic proof-strategy will be repeated several times throughout the paper. Proof. By Lemma 5.11, for arbitrarily large cardinals κ, there is a tree (c η ) η∈Tκ which is spread out and s-indiscernible over M so that if η ν and dom(ν) = κ then c η c ν ≡ M ab. Note that T = T κ \{ν ∈ T κ : dom(ν) = κ} = {η ∈ T κ : dom(η) ⊆ [1, κ)} is isomorphic to T κ . So we may enumerate (c η ) η∈T as (d η ) η∈Tκ . Note that for all η ∈ T κ , d η ≡ M a and d ζα = c ζ1+α for all α < κ. By Lemma 5.10, there is a Morley tree over
Proposition 5.13. Suppose T is NSOP 1 and M |= T . Suppose (a i ) i<ω is a tree Morley sequence over M . Then {ϕ(x; a i ) : i < ω} is inconsistent if and only if ϕ(x; a 0 ) Kim-divides over M .
Proof. Suppose (a i ) i<ω is a tree Morley sequence over M . Let (a η ) η∈Tω be a Morley tree over M with a ζi = a i . Let η i ∈ T ω be the function with dom(η i ) = [i, ω) and
Consider the sequence I = (a ηi , a ζi ) i<ω . Because (a η ) η∈Tω is a Morley tree over M , I is an M -indiscernible sequence. Moreover, by s-indiscernibility, a η0 ≡ M I>0 a ζ0 . By indiscernibility, for all i, we have a ηi ≡ M I>i a ζi . By NSOP 1 , it follows that {ϕ(x; a ηi ) : i < ω} is consistent if and only if {ϕ(x; a ζi ) : i < ω} is consistent: if exactly one of them is consistent, then we have SOP 1 by Proposition 2.4.
Because (a η ) η∈Tω is a spread out tree over M , a ηi | i M a η<i for all i. Using the fact that (a ηi ) i<ω is an M -indiscernible sequence and the compactness of the space of M -invariant types, we have (a ηi ) i<ω is a Morley sequence in some global M -invariant type extending tp(a/M ), so ϕ(x; a) Kim-divides over M if and only if {ϕ(x; a ηi ) : i < ω} is inconsistent.
Corollary 5.14. (Kim's lemma for tree Morley sequences) Suppose T is NSOP 1 and M |= T . The following are equivalent:
(1) ϕ(x; a) Kim-divides over M .
(2) For some tree Morley sequence (a i ) i<ω over M with a 0 = a, {ϕ(x; a i ) : i < ω} is inconsistent. (3) For every tree Morley sequence (a i ) i<ω over M with a 0 = a, {ϕ(x; a i ) : i < ω} is inconsistent. a, there is some ϕ(x; a) ∈ tp(b/M a) which Kim-divides over M . By Corollary 5.14, {ϕ(x; a i ) : i < ω} is inconsistent. But |= ϕ(b; a i ) for all i < ω by indiscernibility, a contradiction.
Corollary 5.17. Assume the complete theory T is NSOP 1 and M |= T . Then
Proof. By symmetry, it is enough to prove acl(a) | 
The Independence Theorem
The full independence theorem will be deduced from a weak independence theorem, which has an easy proof: As p(x; a) does not Kim-fork over M , we know i<ω p(x; a i ) is consistent. But, by Kim's lemma for Kim-dividing, we know {ϕ(x, y; a i ) : i < ω} is inconsistent and a fortiori {ϕ(x, b; a i ) : i < ω} is inconsistent, a contradiction. So the given partial type is consistent. Let c realize it. Then ac ≡ M a c and c b | K M a, which proves the claim.
As b | is consistent and non-Kim-forking over M .
Proof. The proof is by induction on α. For α = 0, there is nothing to show. For α limit, it follows by induction, using that T α is the direct limit of the T β for β < α along the maps ι βα . Now suppose given (b η ) η∈Tα+1 as in the statement. We know that b ζα = (b ιαα+1(η) ) η∈Tα is a tree spread out over M so that, for all ν ∈ T α , (1) Say (a i ) i<ω is a witness for Kim-dividing over M if, whenever ϕ(x; a 0 ) Kim-divides over M , {ϕ(x; a i ) : i < ω} is inconsistent. (2) Say (a i ) i<ω is a strong witness to Kim-dividing over M if, for all n, the sequence (a n·i , a n·i+1 , . . . , a n·i+n−1 ) : i < ω is a witness to Kim-dividing over M .
Corollary 5.14 and Lemma 5.9 show that tree Morley sequences are strong witnesses for Kim-dividing. The following proposition shows the converse, giving a characterization of strong witnesses as exactly the tree Morley sequences.
Proposition 7.9. Suppose T is NSOP 1 and M |= T . Then (a i ) i<ω is a strong witness for Kim-dividing over M if and only if (a i ) i<ω is a tree Morley sequence over M .
Proof. If (a i ) i<ω is a tree Morley sequence, then (a n·i , a n·i+1 , . . . , a n·i+(n−1) ) i<ω is also a tree Morley sequence over M by Lemma 5.9. It follows that (a i ) i<ω is a strong witness to Kim-dividing by Corollary 5.14.
For the other direction, suppose (a i ) i<ω is a strong witness to Kim-dividing over M . Given an arbitrary cardinal κ, we may, by compactness, stretch the sequence to I = (a i ) i∈κ\lim(κ) which is still a strong witness to Kim-dividing over M . By recursion on α < κ, we will construct trees (a Taking κ to be sufficiently large, we may extract a Morley tree from the tree we just constructed by Lemma 5.10 -in particular, we may obtain a Morley tree (b η ) η∈Tω so that (b ζi ) i<ω ≡ M (a i ) i<ω . This shows that (a i ) i<ω is a tree Morley sequence over M . (1) We say p is a simple type if there is no ϕ(x; y), (a η ) η∈ω <ω and k < ω so that {ϕ(x; a η i ) : i < ω} is k-inconsistent for all η ∈ ω <ω and p(x) ∪ {ϕ(x; a η|i ) : i < ω} is consistent for all η ∈ ω ω . Equivalently, p(x) is simple if, whenever B ⊇ A, q ∈ S(B), and p ⊆ q, then q does not divide over AB for some B ⊆ B, |B | ≤ |T | (for the definition of dividing, see Definition 7.1 above).
(2) We say p(x) is a co-simple type if there is no formula ϕ(x; y) ∈ L(A) for which there exists (a η ) η∈ω <ω and k < ω so that {ϕ(x; a η i ) : i < ω} is k-inconsistent for all η ∈ ω <ω and {ϕ(x; a η|i ) : i < ω} is consistent for all η ∈ ω ω and moreover a η |= p for all η ∈ ω <ω .
Proposition 8.3. Assume T is NSOP 1 and let π(x) be a partial type over A. Proof. Fix a Skolemization T Sk of T . Throughout the proof, indiscernibility will be with respect to the language L Sk of the Skolemization.
(1) Suppose π is not simple. Then by compactness, there is a formula ϕ(x; y) over A and a tree (a η ) η∈ω <ω+1 sindiscernible over A so that for some k < ω
Moreover we may assume (a 0 α : α < ω + 1) is an A-indiscernible sequence. Let b |= π(x) ∪ {ϕ(x; a 0 α ) : α < ω + 1}. By Ramsey, compactness, and automorphism, we may assume (a 0 α : α < ω + 1) is Ab-indiscernible. Let C = {a 0 α : α < ω}. Then s-indiscernibility implies (a 0 ω β : β < ω) is indiscernible over A ∪ C and {ϕ(x; a 0 ω β ) : β < ω} is k-inconsistent by our assumption. As b |= ϕ(x; a 0 ω 0 ),
, by symmetry. (2) We argue similarly. Suppose (a η ) η∈ω <ω+1 is a collection of realizations of π, forming a tree s-indiscernible over A, with respect to which ϕ(x; y) witnesses that π is not co-simple. Let a |= {ϕ(x; b 0 α ) : α < ω + 1}. By Ramsey, compactness, and automorphism, we may assume (b 0 α :
In a similar vein, we have: 
We also can give an interesting new proof of the following well-known fact:
Corollary 8.5. The complete theory T is simple if and only if T is NSOP 1 and NTP 2 .
Proof. In an NTP 2 theory, if ϕ(x; b) divides over a model M , there is a Morley sequence sequence over M in some global M -finitely satisfiable type witnessing this [CK12, Lemma 3.14]. So | d = | K , which implies T is simple.
Definition 8.6. [YC14, Definition 2.5] We say (a i ) i∈κ is a universal Morley sequence in p ∈ S(A) if
• (a i ) i∈κ is indiscernible with a i |= p • If ϕ(x; y) ∈ L(A) and ϕ(x; a 0 ) divides over A then {ϕ(x; a i ) : i ∈ κ} is inconsistent.
Proposition 8.7. Suppose T is NSOP 1 . Then T is simple if and only if, for any M |= T and p(x) ∈ S(M ), there is a universal Morley sequence in p.
Proof Remark 9.2. The condition (6) can be weakened to quantifying only over global coheirs of tp(b/M ), or asserting the existence of one such coheir -this is sometimes slightly easier in practice.
Remark 9.3. Axioms (1)-(5) do not, by themselves, suffice to characterize | K . See Remark 9.39 below.
9.2. Combinatorial examples. In this section, we study some combinatorial examples of NSOP 1 theories which are not simple. They are structures which encode a generic family of selector functions for an equivalence relation. The theories defined below provide a different presentation of a theory defined by Džamonja and Shelah in [DS04] (where it was called T * f eq -though this name is now typically reserved for a different theory) and later studied by Malliaris in [Mal12] (where it was called T s ). We give a family of theories T * n as n ranges over positive integers, but we will only be interested in the case of n = 1, 2. Among non-simple NSOP 1 theories, the theory T * 1 is probably the easiest to understand, and we show that already T * 1 witnesses many of the new phenomena in our context: with respect to this theory, we give explicit examples of formulas which divide but do not Kim-divide, formulas which fork and do not divide over models, and types which contain no universal Morley sequences. We use T * 1 to answer a question of Chernikov from [Che14] concerning simple and co-simple types and a question of Conant from [Con14] concerning forking and dividing. A type is simple if no instance of the tree property is consistent with the type and a type is co-simple if the tree property cannot witnessed using parameters which realize the type (see Definition 8.2 above for the precise definition). For stability, no such distinction arises, but Chernikov was able to show that, in general, there are co-simple types which are not simple. In fact, examples can be found in the triangle-free random graph. It was asked if there can exist simple types which are not co-simple and he showed that there can be no such types in an NTP 2 theory. In [Con14] , Conant gave a detailed analysis of forking and dividing in the Henson graphs and showed that forking does not equal dividing for formulas, though every complete type has a global non-forking extension. As the Henson graphs all have the property SOP 3 , Conant asked if there could be an NSOP 3 example of this behavior. We show the answer to both questions is yes already within the class of NSOP 1 theories.
Lastly, we use T * 2 to give a counter-example to transitivity for | K . Because Kim-dividing does not behave well with respect to changing the base, the normal formulation of transitivity does not necessarily make sense. Nonetheless, there is a natural way to formulate a version which does make sense. Suppose T is NSOP 1 , M |= T and both a | For the remainder of this subsection, if A is a structure in some language and X ⊆ A, write X A for the substructure of A generated by X. We write just X when A is the monster model.
For a natural number n ≥ 1, let L n = O, F, E, eval where O, F are sorts, E is a binary relation symbol, and eval is an n + 1-ary function. The theory T n will say
• O and F are sorts-O and F disjoint and the universe is their union.
• E ⊆ O 2 is an equivalence relation on O.
• eval : F n × O → O is a function so that for all f ∈ F n , eval(f, −) is a function from O to O which is a selector function for E -more formally, for all b ∈ O, we have E(eval(f, b), b) and if b, b ∈ O and E(b, b ) then we have eval(f, b) = eval(f, b ). The letter F is for 'function' and O is for 'object'-we think of a tuple f ∈ F n as naming the function eval(f, −). Let K n be the class of finite models of T n .
Recall that a Fraïssé class K is said to have the strong amalgamation property (SAP) if, whenever A, B, C ∈ K, and e : A → B and f : A → C are embeddings, then there is a structure D ∈ K and embeddings g : B → D, h : C → D so that ge = hf and, moreover, (img) ∩ (imh) = (imge) (and hence also = (imhf )).
Lemma 9.4. The class K n is a Fraïssé class with SAP. Moreover, it is uniformly locally finite.
Proof. HP is clear as the axioms of T n are universal. The argument for JEP is identical to that for SAP, so we show SAP. Suppose A, B, C ∈ K n where A ⊆ B, C and B ∩ C = A. It suffices to define a L n -structure with domain D = B ∪ C, extending both B and
Let E D be the equivalence relation generated by E B ∪ E C . It follows that if b ∈ B, c ∈ C and (b, c) ∈ E D , then there is some a ∈ A so that (a, b) ∈ E B and (a, c) ∈ E C and, moreover, (O D , E D ) extends both (O B , E B ) and (O C , E C ) as equivalence relations.
We are left with interpreting eval D . Let {a i : i < k 0 } enumerate a collection of representatives for the E A -classes in A. Then let {b i : i < k 1 } and {c i : i < k 2 } enumerate representatives for the E B -and E C -classes of elements not represented by an element of A, respectively. Then every element of O D is equivalent to a unique element of
) for the unique d ∈ X equivalent to e. This is well-defined as B and C agree on A and the D defined in this way is clearly in K n .
Finally, note that a structure in K n generated by k elements is obtained by applying ≤ k n functions of the form eval(f, −) to ≤ k elements in O, so has cardinality ≤ k n+1 + k. This shows K n is uniformly locally finite.
It follows that there is a complete ℵ 0 -categorical theory T * n extending T n whose models have age K n [Hod93, Chapter 7] . By the uniform local finiteness of K n , T * n has quantifier-elimination so T * n is the model completion of T n . Let M n |= T * n be a monster model. (
. where X/E = {[x] E : x ∈ X} denotes the collection of E-classes represented by an element of X.
Lemma 9.6. The relation | * satisfies the independence theorem over structures:
C then there is a with a ≡ M B a, a ≡ M C a , and a | * M
BC.
Proof. We may assume M is a substructure of M n , M ⊆ B, C and that B and C are definably closed. Write a = (d 0 , . . . , d k−1 , e 0 , . . . , e l−1 ) with d i ∈ F and e j ∈ O and likewise a = (d 0 , . . . , d k−1 , e 0 , . . . , e l−1 ). Fix an automorphism σ ∈ Aut(M n /M ) with
Let, then, a * be defined by
We will construct by hand an L-structure D extending BC with domain U V BC in which a * ≡ B a, a * ≡ C a and a * | * M
There is a bijection ι 0 : dcl(aB) → BU given by ι 0 (b) = b for all b ∈ B and ι 0 (f ) = u f for all f ∈ dcl(aB)\B. Likewise, we have a bijection ι 1 : dcl(a C) → CV given by ι 1 (c) = c for all c ∈ C and ι 1 (f ) = v f for all f ∈ dcl(a C) \ C. The union of the images of these functions is the domain of the structure D to be constructed and their intersection is ι 0 ( aM ) = ι 1 ( a M ). Consider BU and CV as L nstructures by pushing forward the structure on dcl(aB) and dcl(a C) along ι 0 and ι 1 , respectively. Note that
We are left to show that we can define an L n -structure on U V BC extending that of BU , CV , and BC in such a way as to obtain a model of T * n . To begin, interpret the predicates by
Let E D be defined to be the equivalence relation generated by E BU , E CV , and E BC . The interpretation of the predicates is well-defined since if f is an element of ι 0 ( aM ) = ι 1 ( a M ) then ι −1 0 (f ) is in the predicate O if and only if ι −1 1 (f ) is as well, and, moreover, it is easy to check that our assumptions on a, a , B, C entail that no pair of inequivalent elements in BU , CV , or BC become equivalent in D.
All that is left is to define the function eval D extending eval BU ∪eval CV ∪eval BC .
We first claim that eval BU ∪ eval CV ∪ eval BC is a function. The intersection of the domains of the first two functions is (in a Cartesian power of) ι 0 ( aM ) = ι 1 ( aM ). If b, b are in this intersection, we must show
Since eval BU and eval CV are defined by pushing forward the structure on aB and a C along ι 0 and ι 1 , respectively, this shows that eval BU ∪ eval CV defines a function. Now the intersection of BC with BU ∪ CV is BC and, by construction, all 3 functions agree on this set. So the union defines a function.
Choose a complete set of E D -class representatives {d i : i < α} so that if 
We note that | K satisfies (a form of) local character in T Proof. That O(x) implies a complete type is clear from quantifier-elimination. In O(M 1 ), choose an array (a α,β ) α,β<ω of distinct elements so that, for all α < α < ω, given β, β , M 1 |= E(a α,β , a α,β ) and M 1 |= ¬E(a α,β , a α ,β ). Let ϕ(x; y) be the formula eval(x, y) = y. It is now easy to check • For all functions f : ω → ω, {ϕ(x; a α,f (α) ) : α < ω} is consistent • For all α < ω, {ϕ(x; a α,β ) : β < ω} is 2-inconsistent, so ϕ(x; y) witnesses TP 2 with respect to parameters realizing O(x). This shows O(x) is not co-simple.
Proof. The equality of acl(A) and A follows from SAP for K 1 [Hod93, Theorem 7.1.8]. The axioms of T * 1 imply that every term of L 1 is equivalent to one of the form x or eval(x, y), so A = A ∪ eval(F (A) × O(A)).
We will see that | * characterizes dividing when elements on the left-hand side come from O. The following lemma is the key ingredient in proving this:
Lemma 9.11. Suppose A = dcl(A) ⊆ M 1 and A = a, B for some a ∈ O(A) and B = dcl(B) ⊆ M 1 , where l(a) = 1. Given a sequence (B i ) i<N of substructures of M 1 isomorphic to B over C = dcl(C) where for i = j, B i ∩ B j = C. Then if a | * C B, then there is a structure D |= T 1 and some a ∈ D so that
Proof. Suppose A = a, B , (B i ) i<N and C are given as in statement, satisfying (1). If a ∈ C, the lemma is clear so assume it is not, and therefore a ∈ B by our assumption that A |= a = b for all b ∈ B \ C. Moreover, we may assume B 0 = B. Note that the underlying set of A is B ∪ {a} ∪ eval(F (B), a). Let X = (B i ) i<N .
Case 1:
A |= E(a, c) for some c ∈ C. In this case, the underlying set of A is B ∪ {a} ∪ eval(F (B), c) = B ∪ {a}. Let D be the extension of X with underlying set X ∪ {a} with relations interpreted so that D |= a ∈ O ∧ E(a, c) and the function eval defined to extend eval X and so that eval
It is easy to check that this satisfies (2).
Case 2: A |= ¬E(a, c) for all c ∈ C. By our assumption that A satisfies (1), it follows that A |= ¬E(a, b) for all b ∈ B and hence the underlying set of A is the disjoint union of B and {a} ∪ eval A (F (B), a) . Let Y = {a} ∪ eval A (F (B) , a). We will define an L 1 -structure extending X with underlying set X ∪ Y . Interpret the sorts
This defines D |= T 1 and, by construction, the map extending σ i and sending a → a induces an isomorphism a, B i D → a, B 0 D = A for all i < N . This completes the proof. Remark 9.14. This answers Problem 6.10 of [Che14] .
We note that graph-theoretic examples of theories for which forking and dividing are different, but coincide for complete types have been studied by Conant [Con14] .
Lemma 9.20. Any a be a tuple in F , b a tuple in O, and C = dcl(C) ⊆ M. Then tp(a, b/C) extends to a global C-invariant type.
Proof. Write a = (a 0 , . . . , a n−1 ), b = (b 0 , . . . , b k−1 ). We may assume that no equalities occur between the elements of a and of b, or between a, b and C. We define a C-invariant global type p(x, y) ∈ S(M) as follows. The type p(x, y) contains all formulas of tp(a, b/C) together with the following axiom scheme:
eval(x i , m) = eval(x j , m) ∈ p(x, y) for all i < j < n, m ∈ M with m/E ∈ C/E.
It is clear that this type is consistent and C-invariant. We claim it implies a complete type over M: note that because eval(x, eval(y, z)) = eval(x, z), every term is equivalent to x or eval(x, y). Because E(x, eval(y, z)) is equivalent to E(x, z), every atomic formula is equivalent to an equality of terms or of the form E(x, y). Equalities of the form eval(x i , y j ) = eval(x i , y j ) are implied or negated by tp(a, b/C), so the truth value of every atomic formula in the variables x, y with parameters in M is determined by the above.
Corollary 9.21. The theory T * 1 is an NSOP 1 theory for which forking does not equal dividing, yet every type has a global non-forking extension.
Remark 9.22. This answers Question 7.1(1) of [Con14] , which asked if forking = dividing in every NSOP 3 theory in which every type has a global non-forking extension, as every NSOP 1 theory is NSOP 3 [DS04, Claim 2.3].
Finally, the following proposition gives a counter-example to the form of transitivity mentioned at the beginning of the subsection. As Proposition 9.7 showed | K = | * , we are done.
9.3. Frobenius Fields. In this section, we study a class of NSOP 1 fields. If F is a field, we write F alg and F s for the algebraic and separable closures of F , respectively.
Definition 9.24. Suppose F is a field.
(1) We say F is pseudo-algebraically closed (PAC) if every absolutely irreducible variety over F has an F -rational point. (2) We say F is a Frobenius field if F is PAC and its absolute Galois group G(F ) has the embedding property (also known as the Iwasawa property), that is, if α : G(F ) → A and β : B → A are continuous epimorphisms and B is a finite quotient of G(F ), then there is a continuous epimorphism γ : G(F ) → B so that β • γ = α as in the following diagram:
The free profinite group on countably many generatorsF ω has the embedding property so the ω-free PAC fields are Frobenius fields. However, there are many others-see, e.g., [FJ08, 24.6 ].
Definition 9.25. Suppose G is a profinite group. Let N (G) be the collection of open normal subgroups of G. We define
Let L G the language with a sort X n for each n ∈ Z + , two binary relation symbols ≤, C, and a ternary relation P . We regard S(G) as an L G -structure in the following way:
• The coset gN is in sort X n if and only if [G : N ] ≤ n.
• gN ≤ hM if and only if N ⊆ M • C(gN, hM ) ⇐⇒ N ⊆ M and gM = hM .
• P (g 1 N 1 , g 2 N 2 , g 3 N 3 ) ⇐⇒ N 1 = N 2 = N 3 and g 1 g 2 N 1 = g 3 N 1 . Note that we do not require that the sorts be disjoint (see [Cha98,  Section 1] for a discussion on the syntax of this structure).
Interpretability of S(G(F )) in (F alg , F ) is proved in [Cha02, Proposition 5.5]. The "moreover" clause is clear from the proof.
Fact 9.26. Both F and S(G(F )) are interpretable in (K, F ) where K is any algebraically closed field containing F . Call the interpretation π. Moreover, if L ⊆ F is a subfield so that F is a regular extension of L, then the restriction of π to (K, L) produces an interpretation of S(G(L)), contained in S(G(F )) in a natural way.
Lemma 9.27. Let F be a large sufficiently saturated and homogeneous field (i.e. a monster model of its theory) and M ≺ F a small elementary substructure. Suppose A = acl(A), B = acl(B) are subsets of F with M ⊆ A ∩ B.
(1) If A ≡ M B in F , then S(G(A)) ≡ S(G(M )) S(G(B)). 
S(G(B)) in Th(S(G(F ))).
Proof. Chatzidakis [Cha98] shows that the Galois group S(G(F )) is ω-stable. Let (B i ) i<ω be a Morley sequence in a global type finitely satisfiable in F extending tp(B/F ). As A | Theorem 9.32. [Cha02, Theorem 6.1] Let F be a Frobenius field, sufficiently saturated, and E = acl(E) a subfield of F . Assume, moreover, that acl(S(G(E))) = S(G(E)) and if the degree of imperfection of F is finite, that E contains a p-basis of F . Assume that the tuples a, b, c 1 , c 2 of F satisfy:
(1) a and c 1 are weakly independent over E, b and c 2 are weakly independent over E, c 1 ≡ E c 2 (2) acl(Ea) and acl(Eb) are SCF-independent over E. Then there is c realizing tp(acl(Ea)) ∪ tp(c 2 /acl(Eb)) such that c and acl(Eab) are weakly independent over E. S(G(B)) by Proposition 9.28. Hence A and B are weakly independent over F . For the other direction, suppose A and B are weakly independent over F . Let (B i ) i<ω be a Morley sequence in a global F -invariant type with B 0 = B and set p(X; B) = tp(A/B). We will show by induction that i≤n p(X; B i ) has a realization weakly independent from (B i ) i≤n over F . For n = 0, this is by the assumption that A and B are weakly independent over F . If it has been shown for n, then note that, because, B n+1 | i F B 0 . . . B n , we have, in particular, B n+1 and (B i ) i≤n are weakly independent over F . By Theorem 9.32, p(X; B n+1 ) ∪ i≤n p(X; B i ) has a realization weakly independent from (B i ) i≤n+1 . By compactness, we conclude i<ω p(X; B i ) is consistent. As (B i ) i<ω was arbitrary, this shows A | K F B.
9.4. Vector spaces. The theories of a vector space over a field equipped with a symmetric or alternating bilinear form have model companions-they are the theories of an infinite dimensional vector space over an algebraically closed field equipped with a generic nondegenerate alternating or symmetric bilinear form. We use T ∞ to refer to both the model companion where the form is symmetric and where it is alternating, as this choice makes no difference for our analysis below. to a basis for (B i ) V corresponding to the (w 0,j ) j<β -i.e. w i,j = σ i (w 0,j ). By our assumptions, {u i : i < α} ∪ {v i : i < β} ∪ {w i,j : i < ω, j < γ} is a set of linearly independent vectors in M V . LetṼ be theK-vector space with basis {u i : i < α} ∪ {v i : i < β} ∪ {w i,j : i < ω, j < γ}. To define the model N = (Ṽ ,K), we are left with definining the form onṼ -for this it suffices to define the form on a basis. First, interpret the form so that N extends the structure on D-i.e.
And likewise, interpret the structure so that it extends the structure on A-i.e.
Then finally, we interpret the form so that the structure generated by 
