Abstract-Solving a multiple-valued problem means to assign values to a given set of multiple-valued variables such that certain conditions are satisfied. The solution of a multiplevalued problem is a subset of v k v-valued tuples of the length k, where k is the number of variables and v is the number of their possible values. This paper compares several approaches which solve such problems. These approaches are applied to the well-known Sudoku problem of 81 9-valued variables. Hence, the search space for this finite problem has a size of 9
I. INTRODUCTION
Recently we solved some extremely complex multiplevalued problems [10] , [11] . Special approaches were necessary to solve these problems. This raises the problem of how to find general approaches for the solution of these multiple-valued problems. A comprehensible description of such approaches on a small space requires an example which is easy to understand, but sufficiently complicated to see the respective effects.
Encouraged by the recent proof [4] that there is no 16-clue Sudoku with a unique solution we decided to use Sudoku as a multiple-valued example in this paper.
Sudoku is a 9-valued problem. Exactly one of the numbers 1, . . . , 9 must be assigned to each field of a 9×9 grid. Some of these numbers, the clue, are given, and the remaining numbers must be found. The smaller the number of elements of the clues, the more difficult it is to find a solution. Figure 1 shows one of the most complicated Sudokus that has a unique solution. Figure 1 fixed numbers. The only valid solution to this clue is the assignment of the 81 9-valued numbers in Figure 1 (b). Each solution of a Sudoku must satisfy the following conditions:
1) each row must contain each of the nine numbers 1, . . . , 9 exactly once, 2) each column must contain each of the nine numbers 1, . . . , 9 exactly once, 3) each block of nine position surrounded by thick lines in Figure 1 must contain each of the nine numbers 1, . . . , 9 exactly once, and 4) each field of the 9 × 9 grid must contain exactly one of the nine numbers 1, . . . , 9. We implemented a basic approach of a multiple-valued problem solver and applied this program to the Sudoku of Figure 1 (a). This program found the unique solution of Figure 1 (b) within few milliseconds. Therefore we complicated the task to solve as shown in Figure 2 such that the number 2 in the second column of the bottom row of Figure 1 (a) is removed. There are 3,222 different solutions for this more difficult problem which are found by the given basic approach in about 13 seconds which is a good starting point for the evaluation of alternative approaches.
We like to emphasize that the approaches to solve a multiple-valued problem determine the focus of this paper, but not the problem itself. This aim distinguishes our paper e.g., from [5] , where the explored Sudoku puzzles are restricted with regard to the following properties: 1) the Sudoku has only one solution, and 2) the Sudoku can be solved only by reasoning, because in each stage in the course of solving at least one necessary assignment exists for one blank entry. Obviously, these restrictions define a subclass of Sudoku puzzles. Skipping these restrictions leads to a more difficult and more general problem class which we consider here.
The rest of the paper is organized as follows. Section II summarizes a multiple-valued model of the problem. Our basic approach solves the complete system of problem equations and will be presented in Section III. Possible restrictions of these equations are explained and evaluated in Section IV. To conclude this evaluation we suggest a controlled soft-computing approach in Section V. As an alternative to all previous approaches we describe the recursive accumulation of single solutions in Section VI. Finally, we study the generation of a huge SAT-formula [1] and the application of a SAT-solver in Section VII before we conclude this paper.
II. MULTIPLE-VALUED MODEL
The solution of a 9 × 9-Sudoku can be expressed by 81 nine-valued variables y ij , where i, 1 ≤ i ≤ 9, indicates the row and j, 1 ≤ j ≤ 9, indicates the column.
The nine different decimal values of one variable y ij can be encoded by nine Boolean variables
This encoding requires 9 3 = 729 Boolean variables. Alternatively, the four Boolean variables b Example 1: Let be given a clue of only three assignments: y 1,2 = 3, y 3,7 = 5, and y 9,9 = 8. It can be concluded that 
. Hence, it must be stored that three different numbers cannot appear in the entry (1, 9) .
This set property of a nine-valued variable y ij can be well expressed by 9 ternary variables x ijk :
where k, 1 ≤ k ≤ 9, indicates the value. We use this encoding in all further models. Ternary variables are used as basic data type in XBOOLE [7] , [8] , [9] . Hence, the ternary variables x ijk can directly be used in all XBOOLE operations. Table I shows the mapping of the ternary values to two Boolean values. This encoding is one of the keys for fast computations in XBOOLE.
The conditions of Sudoku consist of restrictions and requirements. The assignment of the value k to the field (i, j) causes restrictions to avoid conflicting entries of k involving: This observation leads to 9 * 9 * 9 = 729 basic restrictions. Each of these restrictions is a conjunction C ijk of one nonnegated variable x and 28 associated negated variables x. For y 11 = 1 we have for example: The four requirements of Sudoku can be expressed by the following equations:
Equation (1) describes that each value k must be assigned in each ROW i to one of the columns j. Equation (2) describes that each value k must be assigned in each COLUMN j to one of the rows i. In order to specify the blocks we enumerate the blocks top down by B i and from the left to the right by B j . The entries within a block are enumerated top down by b i and from the left to the right by b j . Using this enumeration Equation (3) describes that each value k must be assigned to one of the entries within each BLOCK. The last Equation (4) describes that one of the k VALUES must be assigned to each entry (i, j).
It is important to mention that the requirements in terms of nine variables x ijk are not taken into consideration, but the conjunctions C ijk of 29 variables. Hence, all the consequences resulting from a given setting are used immediately.
III. COMPLETE SYSTEM OF PROBLEM EQUATION
The system of equations (1), . . . , (4) describes together with the clue the unique solution of the problem. All conjunctions C ijk are needed in each of these four equations. Hence, these conjunctions C ijk can be generated once and reused to build the equations (1), . . . , (4) .
The conjunctions C ijk can be beneficially utilized to map the given clue into the encoded representation. Each given value k on the entry (i, j) restricts the remaining search space by the associated conjunction C ijk .
The AND-operation of (5) can be calculated using the intersection-operation ISC of XBOOLE [7] , [8] , [9] . The result of (5) is a single ternary vector in which the variables x ijk of the clue are equal to 1, the caused restrictions are manifested by x ijk = 0, and the remaining unknown variables carry dash (−) values. This start-up procedure significantly reduces both the search space and the solution time.
This initial solution step must be followed by consideration of the general rules of Sudoku which are formalized in Equations (1), . . . , (4) . The parts in parentheses in each of these equations can be expressed by a ternary vector list (TVL) in disjunctive form. The nine rows of such a TVL describe conjunctions, where each conjunction contains one non-negated variable represented by a value 1 and 28 negated variables represented by values 0, respectively. Some of these variables occur in more than one conjunction. A straightforward approach can solve the system of equations (1), . . . , (5) using the ternary vector of the clue by 4 * 81 = 342 additional ISC-operations.
We solved the 16-clue Sudoku given in Figure 2 by the calculation of the explained 15 + 324 intersections which solve the complete system of equations (1), . . . , (5) using XBOOLE [7] , [8] , [9] . Figure 3 shows the number of rows of the intermediate TVLs in logarithmic scale and the time t in seconds needed to calculated this sequence of operations. The course of computation follows the well-known easyhard-easy pattern [6] . The small number of dots on the line in the range of about one million ternary vectors shows that most of the time is needed to calculate such large TVLs. Approximately ten percent of all intersections starting with the intersection number 50 consume almost all of the time needed to calculate the solution. Hence, avoiding such large TVLs is a source for improvement. Each of the finally calculated 3,222 binary vectors describes one solution of the given 16-clue Sudoku which are found after 11.34 seconds.
The detailed analysis of the densely packed points at the end of the curve in Figure 3 leads to the result that the 3,222 solutions are already found using only Equation (5) followed by Equation (1) . Is this observation a peculiarity of this particular example or do there exist some general properties which can be utilized for an improved approach? The next Section will answer this question.
IV. RESTRICTED SYSTEMS OF PROBLEM EQUATIONS
Motivated by the result of Section III, it can be supposed that not all four equations (1), . . . , (4) of this system of equations are needed to solve, together with the clue (5), the given Sudoku. The following Theorem confirms this assumption.
Theorem 1: Each of the four equations (1) (1) column (2) block (3) value (4) Proof: Due to the limited space we restrict ourselves to a sketch of the proof. The solution of each of the equations (1), . . . , (4) is built by the intersection of 81 disjunctive forms of 9 conjunctions using the same 729 basic conjunctions C ijk exactly once. The application of the distributive law results for each of these expressions in 9
81 ≈ 1.97 * 10 77 conjunctions of a disjunctive form. All of these conjunctions except those covered by (6) are equal to 0 due to the law x ∧ x = 0, and the complete restrictions are covered by the 729 conjunctions C ijk .
Theorem 1 enables four alternative solution procedures for a given Sudoku clue. Each of these procedures solves a restricted system of problem equations as follows:
• system of equations (5), (1) (row-dominated),
• system of equations (5), (2) (column-dominated),
• system of equations (5), (3) (block-dominated),
• system of equations (5), (4) (value-dominated). Which of these procedures should be preferred? In a second experiment we solved the Sudoku given by the clue of 16 numbers in Figure 2 by each of these four restricted systems of problem equations. Figure 4 shows the result.
It can be seen that the row-dominated approach coincides with the first part of Figure 3 , the column-dominated approach requires two more seconds, and the block-dominated approach finds the solution nearly one second earlier than the row-dominated approach. Hence, these three approaches calculate the same 3,222 solutions in slightly different durations. The time needed is influenced by the given clue. We found out that the intermediate length of TVLs to solve the three equations (1), (2) , and (3) are identical. Hence, these three approaches to solving a restricted system of problem equations are comparable.
The value-dominated approach runs out of memory so that the solution was not found. The reason for this behavior is that the disjunctive forms as kernel of (4) do not overlap so strongly as in all the other cases. The intersection of two disjunctive forms of (4) results in a TVL of 72 ternary vectors because the nine values in one field can be combined with eight values of the second field.
The intersection of two disjunctive forms of the other three equations (1), (2) , and (3) requires only 54 ternary vectors for such a result because, e.g., each value 1 in the first row can be combined only with six possible entries of the value 1 in the second row since this value cannot be assigned to the three entries of the associated block. Hence, the restricted value-dominated approach has a significant drawback in comparison to the other restricted approaches.
V. CONTROLLED SOFT-COMPUTING APPROACH
We choose the most critical case of the restricted valuedominated approach of Section IV as the basis for an alternative soft-computing approach. This approach utilizes the commutativity of the outer conjunctions of Equation (4) . The final result of the intersections between the 81 disjunctive forms as kernel of (4) does not depend on the order of the used disjunctive forms. For comparison, we use in Figure 5 the so fare best block-dominated approach. Using these relationships we implemented a soft-computing approach for the Sudoku task such that after the solution of the clue equation (5) as a preprocessing step the numbers of dashes which remain in the encoded 81 fields is determined. The following 81 intersections are calculated in increasing order of the number of dashes. Figure 5 shows the result of this soft computing approach in comparison to the so far fastest solution of the block-dominated restricted system of problem equations.The solution of (5) Figure 5 shows the experimental results. It can be seen that the most critical value-dominated approach could strongly be improved using a very simple heuristic to control the order of intersections. This soft-computing approach finds the 3,222 solutions of the 16-clue Sudoku in less than one half of the time needed by the so far best blockdominated approach. In the recent implementation, this very simple soft-computing approach is controlled by the static information known after the evaluation of the clue. Further improvements are possible using the decreased numbers of dashes after each intersection as dynamic control parameter.
VI. RECURSIVE ACCUMULATION OF SINGLE SOLUTIONS
Despite the significant shortening of the time to calculate the 3,222 solutions, the controlled soft-computing approach must handle intermediate TVLs of more than one million ternary vectors. Our approach of this section aims to avoid such large TVLs and takes advantage of a more detailed evaluation of the information known from the solution of the clue equation (5).
The controlled soft-computing approach utilizes only the number of dashes associated to the nine-valued variables but not their semantic. A dash of the ternary variable x ijk of an intermediate ternary vector means that the value k can be assigned to the entry (i, j). We utilized this information in a recursive algorithm.
The recursive algorithm evaluates depth-first the 81 entries. In case of a dash of a Boolean variable x ijk the intersection of the intermediate solution and the conjunction C ijk is calculated. An empty result of this intersection indicates a conflict and causes the return to the calling level of the recursion. The additional values 0 caused by C ijk in the result of the intersection restricts the future search space. The recursive algorithm returns also to the calling level if no dash exists for an entry that does not belong to the clue.
This approach of recursive accumulation of single solutions utilizes in a comprehensive manner the properties of the given problem and follows the idea of a SAT-solver [1] that single solutions are sequentially detected. However, the left-hand side of the characteristic equation to solve must not be given by a conjunctive form as required for a SAT-solver.
The benefit of this recursive algorithm is that at each point in time only a single ternary vector must be handled. If the recursion level 81 is reached and the intersection is not empty then a binary solution vector is calculated that will be accumulated to the set of solutions. Figure 6 shows that the approach of recursive accumulation of single solutions halves again the so far shortest time to find the 3,222 solutions of the studied 16-clue Sudoku. 
VII. UTILISATION OF A SAT-SOLVER
As many other finite discrete problems, the clue and the rules of a Sudoku can be mapped into a satisfiability (SAT) problem [1] . A SAT equation is a characteristic Boolean equation with a conjunctive form on the left-hand side. It is the aim of a SAT-solver to find assignments to all Boolean variables of this conjunctive form such that this expression on the left-hand side evaluates to 1. Variants of the SAT problem are given relating the number of solutions needed, which can be exactly one solution, a certain number of solutions, or even all existing solutions.
The clue equation (5) satisfies this requirement if the conjunctions C ijk are replaced by the necessary variables x ijk . However, the embedded disjunctive forms of conjunctions C ijk of 29 Boolean variables in the problem equations (1), . . . , (4) violate this requirement. One way to create a SAT-formula for the Sudoku conditions consists in the application of the distributive law to the disjunctions of the left-hand sides of these equations. The direct result of the application of this law will be a conjunctive form of 81 * 29 9 = 1.175.078.824.045.389 ≈ 1.2 * 10 15 disjunctions (clauses). It is a time-consuming process to simplify such a large expression using many absorptions and identity rules.
Alternatively, the SAT formulas can be directly generated from the known description of the problem. Each of the 729 conjunctions C ijk can be split into 28 implications which can be transformed into clauses of two negated variables. E.g., the restriction if a value 1 appears in the field (1, 1) then the value 2 cannot be assigned to the same field can be expressed be the implication (7) and transformed into the 
Not only the clause (8) but 729 * 28 = 20.412 such clauses are needed to describe the general restriction of a 9 × 9 Sudoku. Additionally, the requirements must be taken into account. There are four alternative possibilities to specify the necessary requirements due to Theorem 1 where each of them consists of 81 clauses of 9 non-negated variables.
Each of the four possible SAT-formulas for the studied 16-clue Sudoku of Figure 2 consists at all of 20.412+81+16 = 20.509 clauses and depends on 729 Boolean variables. We generated cnf-files for the four alternative SAT formulas. Each of these files has a size of 257 KB. We used the SATsolver clasp-2.0.0-st-win32 [3] to solve the studied 16-clue Sudoku of Figure 2 . Table II summarizes the results of this experiment.
The SAT-solver finds the 3,222 solutions of the studied Sudoku for each of the four SAT formulas in less than one second despite the large number of clauses. The reasons for these good results are the simple clauses of only two variables and the optimized internal data structure of the SAT-solver.
One may argue that the example is too small for comparison. Therefore we used another example recently published in a master thesis [12] . Figure 7 shows this 25-clue Sudoku example for which 44,664 solutions exists.
Both the SAT-solver clasp-2.0.0-st-win32 and XBOOLE solved the value-dominated system of equations 2 6 Table III summarizes the runtime to find these 44,664 solutions using the SAT-solver and XBOOLE. The same SAT-solver as before needed 14.29 seconds to find all 44,664 solutions for this Sudoku. Using the same CPU and the 32-bit XBOOLE library the solution of the worst value-dominated system of equations needed only 4.76 seconds to find the same solution; this is three times faster. The solution time is further reduced by the utilization of the 64-bit XBOOLE library; the time needed to calculate the 44,664 solutions using the value-dominated system of equations is equal to 2.42 seconds; this is 5.9 times faster than the SAT-solver.
The used XBOOLE-CUDA libraries were developed in [12] and utilize both a CPU and a GPU. The best suitable hardware is automatically selected by these libraries, but can also be controlled by the programmer. Table III shows that the time needed to solve the value-dominated system of equations for the Sudoku of Figure 7 ranges between 0.58 and 0.69 seconds depending on the used GPU and version of the XBOOLE library. In each case, XBOOLE found the 44,664 solutions on each GPU more than 20 times faster.
XBOOLE stores the solutions in an sdt-file that takes care of the used computer architecture. The 44,664 solutions are stored in a 8,258 KB sdt-file (32 bit) or 8,598 KB sdt-file (64 bit). The SAT-solver stores the 44,664 solutions in a txt-file of 157,840 KB. This example verifies the advantage of a well created model of the multiple-valued problem in comparison to the plain SAT-formula.
VIII. CONCLUSION
We evaluated several approaches to solve a multiplevalued problem using as comprehensible example a 16-clue Sudoku for which 3,222 solutions exist. Based on the problem to solve an appropriate encoding of the multiplevalued variables must be chosen. Due to the set property of the nine-valued variable y ij nine ternary variables x ijk are an appropriate encoding.
Each solution procedure of a multiple-valued problem requires a formal model. We specified the comprehensive model for the example of a 9 × 9 Sudoku using both restrictions and requirements with regard to rows, columns, blocks, and values. This model is a set of Boolean problem equations that can be solved using a sequence of intersection operations of XBOOLE [7] , [8] , [9] .
A detailed analysis of a basic solution is an important source for further improvements. We discovered the large number of ternary vectors of intermediate TVLs and alternative restricted models as sources for improvement. Despite the same size of the four restricted models, we observed in some cases slightly differences and in one case an extreme effort solving the problem. Hence, a detailed analysis of the model is a key for the successful solution.
In case of a sequence of commutative operations a selection of their order may have a strong influence to the necessary effort of the solution process. Using a very simple soft-computing approach the memory overflow of the valuedominated approach could be avoided and the run-time could be reduced to one half of the best restricted approach.
An alternative to the global calculation of all solutions is the calculation and accumulation of single solutions. Such an approach avoids large intermediate TVLs but requires an optimal dynamic restriction of the search space.
Multiple-valued problems can be modeled by a Boolean SAT formula. SAT solvers are strongly improved in the last years so that despite of the large number of clauses a SAT solver can find the solutions very quickly.
The solution time of a SAT solver grows when a large number of solutions exists and all of them must be calculated. In such a case, the direct solutions of a well modeled system of equations were found 3 to 5.9 times faster by XBOOLE in comparison to the SAT-solver clasp-2.0.0-stwin32 using a single core of the same CPU.
Without any change in the program, the library XBOOLE-CUDA could be used to solve the worst value-dominated system of equations 20 times faster than the SAT-solver clasp-2.0.0-st-win32 utilizing a GPU.
The course of actions applied in this paper to difficult 9×9 Sudokus can be used for other multiple-valued problems, such as, for instance, Latin squares etc.
