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Abstract
In the nonlinear ltering model with signal and observation noise independent, we show that
the lter depends continuously on the law of the signal. We do not assume that the signal process
is Markov and prove the result under minimal integrability conditions. The analysis is based on
expressing the nonlinear lter as a Wiener functional via the Kallianpur{Striebel Bayes formula.
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1. Introduction
In a recent paper (Bhatt et al., 1995), we had proved that the lter depends con-
tinuously on the law of the signal process (in the signal noise-independent case). The
approach in this paper was via the characterization of the lter as the unique solution to
the Zakai (and FKK) equation and thus was applicable to the case of Markov signals.
Moreover, the proof required an exponential integrability condition to be satised by
the signal (see (8.5) in the paper cited above).
Here we will again restrict attention to the case when the signal and the observation
noise are independent. Using only the Kallianpur{Striebel Bayes formula we will show
continuous dependence of the lter on the signal. This allows us to consider signal
processes which may not be Markov. Also, we are able to do away with the exponential
integrability condition.
The Bayes formula allows us to view the lter as a functional on the Wiener space
evaluated at the observation path (see (2.8) below). Careful analysis of this functional
is the crucial step in deducing the robustness of the lter.
Recently, Goggin (1992,1993,1994) has looked at the robustness question from
the point of view of convergence of conditional expectations. This result requires
 Corresponding author. Tel.: +91-11-651-6200; fax: +91-11-685-6779.
E-mail address: abhay@isid.ac.in (A.G. Bhatt)
1 Research supported by Department of Science and Technology, Government of India, India.
0304-4149/99/$ { see front matter c© 1999 Elsevier Science B.V. All rights reserved.
PII: S0304 -4149(98)00106 -9
248 A.G. Bhatt et al. / Stochastic Processes and their Applications 81 (1999) 247{254
assumptions such as equicontinuity of the Radon{Nikodym derivatives of the respective
reference probability measures. A result due to (di Masi and Runggaldier, 1982) on
robustness of lter for the case when observation noise includes Poisson noise is de-
duced by her. In the case of Wiener observation noise, she has also obtained a result
on robustness when the approximating sequence of signal process arises via a specic
approximation scheme and approximation of the Wiener noise is done via a Gaussian
random walk. Stettner (1989) and Kunita (1991) also show that the lter is a Feller
continuous Strong Markov process (under some suitable conditions) and thus contin-
uous dependence of the lter on the initial condition follows. In all the papers cited
above, the convergence of the lter is shown for each xed t.
It should be noted that here we are considering a fairly general case. In particular,
the result is applicable when the state space is a complete separable metric space and
when the observation function h may be unbounded. The signal process is allowed to
be fairly general (only r.c.l.l. paths are assumed) and the only condition required is
(4.7). Also, we consider convergence of the lter in D([0; T ];P(E)).
2. The ltering model
Consider the nonlinear ltering model
Yt =
Z t
0
h(Xs) ds+Wt; 06t6T; (2.1)
where X is the signal process, assumed to take values in a complete separable metric
space E and having r.c.l.l. paths, the observation noise W is assumed to be an Rk
valued Brownian motion, h is a measurable function and Y is the observation process.
The optimal lter t is given by
ht; fi= E[f(Xt)jFYt ]; 8f 2 Cb(E): (2.2)
Here Cb(E) is the class of bounded continuous functions on E, the processes X and
W are dened on a probability space (
;F; P) and
FYt = fYs: 06s6tg
is the observation -eld.
The function h is assumed to satisfy
=
Z T
0
jh(Xs)j2 ds<1 a:s: [P]: (2.3)
In this paper, we will restrict our attention to the case when the signal process X is
independent of the observation noise W . In this case, there is an explicit expression for
the lter t given by the Kallianpur{Striebel Bayes formula which we describe below.
It is straight forward to verify that the measure P0 dened by
dP0
dP
= exp
(
−
Z T
0
kX
i=1
hi(Xs) dWis −
1
2
kX
i=1
Z T
0
jhi(Xs)j2 ds
)
(2.4)
is a probability measure on (
;F). Further, under P0; Y is a Brownian motion inde-
pendent of X and the law of X under P0 is same as the law of X under P.
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Let 
0 =C([0; T ];Rk);F0 be the Borel -eld on 
0 and Q be the Wiener measure
on (
0;F0). Let ~Y be the coordinate process on 
0. Let ~X be a process dened on
some probability space (
^; F^; P^) where the law of ~X is same as the law of X . Let
( ~
; ~F; ~P) = (
^; F^; P^)⊗ (
0;F0; Q).
Note that the law of (X; Y ) on (
;F; P0) is the same as the law of ( ~X ; ~Y )
on ( ~
; ~F; ~P).
Dene F by
hFt(!0); fi=
Z
f( ~X t(!^))qt(!^; !0) dP^(!^); 8f 2 Cb(E); (2.5)
where
qt(!^; !0) = exp
(
kX
i=1
Z t
0
hi( ~X s(!^)) d ~Y
i
s(!
0)− 1
2
kX
i=1
Z t
0
(hi( ~X s(!^)))2 ds
)
: (2.6)
Also let H be dened by
hHt(!0); fi= Ft(!
0)
hFt(!0); 1i : (2.7)
Then
E[f(Xt)jFYt ] =
hFt(Y ); fi
hFt(Y ); 1i = Ht(Y ) a:s: P: (2.8)
This is the Kallianpur{Striebel formula. See (Kallianpur and Karandikar, 1988,
appendix). In view of (2.8) we dene the conditional distribution t of Xt given
FYt under P by
ht; fi(!) = hHt(Y (!)); fi: (2.9)
Here is a simple result needed in the sequel.
Lemma 2.1. Let
t(!0) =
Z
qt(!^; !0) dP^(!^); 06t6T:
Then t admits a continuous modication ~P (under Q) and further
Q

!0 : inf
06t6T
~Pt(!0)> 0

= 1: (2.10)
Proof. Note that (qt;Gt) is a martingale on ( ~
; ~F; ~P) where
Gt = f( ~X s; ~Y s): 06s6tg:
This follows from the independence of ~X and ~Y . See Kallianpur (1980).
As a consequence (t;Ft) is a martingale on (
0;F0; Q) whereFt=f ~Y s: 06s6tg.
Since ~Y is a Brownian motion, this implies that t admits a continuous modication.
The last part follows from the fact that Q(T > 0) = 1.
This result along with a classical result due to Yor on path properties of the nonlinear
lter give us the following result.
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Theorem 2.2. (Ft) admits a r.c.l.l. modication (under Q).
Proof. The classical result due to Yor (1977) implies that t(!) has r.c.l.l. modication
under P. Since the law of Y under P is equivalent to the Wiener measure Q, it follows
from (2.9) that the process Ht has r.c.l.l. modication under Q. Noting that hFt; 1i=t
it now follows from the equation
Ht(!0) =
Ft(!0)
~Pt(!0)
and the observation that ~Pt has continuous paths a.s. Q, we conclude that Ft has a
r.c.l.l. modication under Q.
3. Robustness of the lter
Let X n; X be D[(0; T ]; E)-valued processes, dened respectively on (
n;Fn; P n)
and (
;F; P) such that X n ) X . Here and in the sequel, ) denotes convergence in
distribution of random variables as well as weak convergence of probability measures.
We take the observation models to be
Y nt =
Z t
0
hn(X ns ) ds+W
n
t ; 06t6T
and
Yt =
Z t
0
h(Xs) ds+Wt; 06t6T;
where for every n; X n and Wn are independent processes dened on (
n;Fn; P n). Also
X and W dened on (
;F; P) are independent. Wn and W are Rk -valued Brownian
motions and hn; h are measurable functions from E into Rk . Also, as in (2.3), we
assume that
n =
Z T
0
jhn(X ns )j2 ds<1 a:s: [Pn]: (3.1)
Let us dene
Zt =
Z t
0
h(Xs) ds;
Znt =
Z t
0
hn(X ns ) ds:
We will assume that
(X n; Zn; n)) (X; Z; ) (3.2)
in the sense of convergence in distribution as D([0; T ]; E)  C([0; T ];Rk)  R-valued
random variables.
Under this assumption, we will prove that the conditional distribution of X nt
given fY ns : 06s6tg converges weakly to the conditional distribution of Xt given
fYs: 06s6tg as measure-valued processes.
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Before proceeding, we will give a set of sucient conditions that imply (3.2).
hnconverges to h uniformly on compacts; (3.3)
h is a continuous function; (3.4)
X n ) X; (3.5)
lim
n!1 E
pn
Z T
0
jhn(X ns )j2 ds

= Ep
Z T
0
jh(Xs)j2 ds

: (3.6)
It can be seen that conditions (3.3){(3.6) imply (3.2). Also (3.6) can be replaced
by the weaker condition
lim
K!1
sup
n
P n
Z T
0
jhn(X ns )j21fjhn(X ns )j>Kg ds>

= 0; 8> 0: (3.7)
Let P0 be dened by (2.4). Dene Pn0 similarly with X
n in place of X; Wn in place
of W and hn in place of h.
It should be noted that the law of Y under the reference probability measure P0 is
same as the law of the approximating sequence Y n under the corresponding reference
probability measures Pn0 (both the laws are Wiener measure). This fact is crucially used
in the sequel. When this is not the case, the method given below needs to be modied
and would require additional assumptions. Work on this aspect is under progress.
Using Skorokhod’s representation theorem, get ~X
n
; ~Z
n
; ~
n
; ~X ; ~Z; ~ on (
^; F^; P^)
such that
( ~X
n
; ~Z
n
; ~
n
)! ( ~X ; ~Z; ~) a:s: [P^] (3.8)
and
L( ~X
n
; ~Z
n
; ~
n
) =L(X n; Zn; n); L( ~X ; ~Z; ~) =L(X; Z; ): (3.9)
Lemma 3.1.
R T
0 jhn( ~X
n
s )− h( ~X s)j2 ds! 0 a:s: [P^]:
Proof. It follows from the denitions of Zn; n; Z;  and (3.9) that
~Z
n
t =
Z t
0
hn( ~X
n
s ) ds a:s: [P^];
~
n
=
Z T
0
jhn( ~X ns )j2 ds a:s: [P^];
~Zt =
Z t
0
h( ~X s) ds a:s: [P^];
~=
Z T
0
jh( ~X s)j2 ds a:s: [P^]:
Thus, (3.8) and the observation that for gn; g 2 L2[0; T ];Z t
0
gn(s) ds!
Z t
0
g(s) ds; 8t 2 [0; T ]
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and Z T
0
jgn(s)j2 ds!
Z T
0
jg(s)j2 ds
impliesZ T
0
jgn(s)− g(s)j2 ds! 0
gives the required result.
Recall from Section 2 the denitions of 
0, ~
 and ~Y . We will consider ~X
n
; ~X
as processes on ~
.
Again let F; qt be dened by (2.5), (2.6) and similarly, Fn; qnt by
hFnt (!0); fi=
Z
f( ~X
n
t (!^))q
n
t (!^; !
0) dP^(!^); 8f 2 Cb(E) (3.10)
and
qnt (!^; !
0) = exp
(
kX
i=1
Z t
0
hn; i( ~X
n
s (!^)) d ~Y
i
s(!
0)− 1
2
kX
i=1
Z t
0
(hn; i( ~X
n
s (!^)))
2 ds
)
:
(3.11)
Then we have that like Ft; Fnt also admits a r.c.l.l. modication. We will continue to
denote these r.c.l.l. modications by Ft , Fnt .
Let us note that if ~P
n
is dened by d ~P
n
=qnT d ~P then the law of ~X
n
under ~P
n
is the
same as the law of X n under Pn. Let us note that the law of ( ~X
n
; ~Y ) under ~P
n
equals
the law of (X n; Y n) under the reference probability measure Pn0. The fact that we can
achieve this with the second component (in ( ~X
n
; ~Y )) not depending upon n simplies
lots of arguments that follow.
Let d be the Prohorov metric on M+(E) { the set of positive nite measures on E.
We will also denote by P(E) { the set of probability measures on E.
The following is our main result on robustness.
Theorem 3.2. Assume that X is continuous in probability and that (3:2) holds.
Then for > 0;
lim
n!1Q
 
sup
t2[0;T ]
d(Fnt ; Ft)>
!
= 0: (3.12)
In particular; Fn ! F in Q-probability as D([0; T ];M+(E))-valued random variables.
Proof. It suces to prove that for tn ! t; Fntn converges to Ft in Q-probability,
i.e. 8> 0
lim
n!1Q(d(F
n
tn ; Ft)>) = 0:
This in turn is implied by
lim
n!1Q(jhF
n
tn ; gi − hFt; gij>) = 0 (3.13)
for all bounded continuous functions g on E and 8> 0.
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From Lemma 3.1 it follows that qntn ! qt in P^ ⊗ Q probability. Further note thatZ
qntn d(P^ ⊗ Q) = 1
and Z
qt d(P^ ⊗ Q) = 1:
Hence (by Schee’s Lemma)
qntn ! qt in L1(P^ ⊗ Q): (3.14)
Since X (and hence ~X ) is continuous in probability we get (using Ethier and Kurtz
(1986, Proposition 3.6.5)) that for g 2 Cb(E)
g( ~X
n
tn)! g( ~X t) a:s: [P^]: (3.15)
Thus
g( ~X
n
tn)q
n
tn ! g( ~X t)qt in L1(P^ ⊗ Q): (3.16)
Eq. (3.13) now follows from Eqs. (3.16), (2.5), (3.10) and Fubini’s theorem.
Let
Hnt =
Fnt
hFnt ; 1i
; Ht =
Ft
hFt; 1i :
As seen in (2.9)
E[f(Xt)jFYt ] = hHt(Y ); fi
and similarly
E[f(X nt )jFY
n
t ] = hHnt (Y n); fi:
As seen in Lemma 2.1, hFt(Y ); 1i is a martingale and
inf
t
hFt(Y ); 1i> 0 a:s:-P: (3.17)
Similarly, we have
inf
t
hFnt (Y n); 1i> 0 a:s:-Pn: (3.18)
An immediate consequence of the above theorem is the following.
Theorem 3.3. (a) Hn ! H in Q-probability as D([0; T ];P(E))-valued random
variables.
(b) Pn  (n)−1 ) P  ()−1:
Proof. The rst part follows immediately from Theorem 3.2 and (3.17), (3.18). For
(b) note that for any G 2 Cb(D([0; T ];P(E))):
EP
n
[G(n)] = EP
n
[G(Hn(Y n))]
= E ~P[G(Hn)qnT ]
! E ~P[G(H)qT ]
= EP[G(H (Y ))]
= EP[G()]:
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