In this extended abstract, we develop a polynomial time primal network simplex algorithm that runs in O(min(n%n log nC, &n* log n)) time, where n is the number of nodes in the network, m is the number of arcs, and C denotes the maximum absolute arc costs if arc costs are integer and m otherwise. We first introduce a pseudopolynomial variant of the network simplex algorithm called the "premultiplier algorithm." A vector 7c of node potentials is called a vector of premultipliers with respect to a rooted tree if each arc directed towards the root has a non-positive reduced cost and each arc directed away from the root has a non-negative reduced cost. We then develop a costscaling version of the premultiplier algorithm that solves the minimum cost flow problem in O(min(nm log nC, nm2 log n)) pivots. With certain simple data structures, the average time per pivot can be shown to be O(n).
INTRODUCTION
A fundamental problem within the area of network optimization is the minimum cost flow problem.
The problem has applications to a remarkably wide range of fields, including chemistry and physics, computer networking, most branches of engineering, manufacturing, public policy and social systems, scheduling and routing, telecommunications, and transportation (see, for example, Ahuja, Magnanti and Orlin [AM093] ). There are a number of different polynomial-time algorithms for the minimum cost flow problem. Currently, the fastest algorithms for the minimum cost flow problem are due to Ahuja, Goldberg, Orlin, and Tarjan [AGOT92] , Goldberg and Tarjan [GT90] , and Orlin [093] .
However, the algorithm of choice in practice is the network simplex algorithm due to its simplicity and speed. Although the network simplex algorithm seems to be excellent in practice, several natural pivot rules take an exponential number of pivots in the worst case, as proved by Zadeh [Z73] . To this date, there are no specializations of the primal network simplex algorithm that run in polynomial time for the minimum cost flow problem. The current best bound on the number of pivots for the primal network simplex algorithm is O(n'Og n/2 + O(l)), due to Tarjan [T91] . In this abstract, we present the first polynomial time primal network simplex algorithm for the minimum cost flow problem. The number of pivots performed by this algorithm is O(nm log nC) or O(nm* log n), whichever is smaller.
This resolves a long-standing open research question.
In this extended abstract, we omit proofs of lemmas and theorems. A complete version of this paper appears in 10951.
We note that there are other closely related algorithms. There are polynomial time primal network simplex algorithms for (i) the assignment problem (see, for example, Ahuja [T91] established that there are primal network simplex algorithms that have a polynomial number of pivots if one permits pivots that increase the objective function value. The number of pivots for Tarjan's rule is O(nm min((log nC), m log n)), which is the same as the number of pivots of the rule given in this abstract. These algorithms are not primal network simplex rules in the usual sense that the objective function value is monotonically nonincreasing.
We present a cost-scaling variant of a novel network simplex pivot rule, called the premultiplier algorithm.
Normally for the network simplex algorithm, one maintains a vector of simplex multipliers so that the reduced cost is 0 for each arc (ij) of the spanning tree, Here we relax this condition and maintain a vector of "premultipliers" so that the reduced cost is non-positive for each arc that is directed towards the root in the spanning tree and the reduced cost is non-negative for each arc directed away from the root. An unusual feature of this implementation is that the root of the spanning tree is permitted to change at each pivot; indeed, it is often required to change. This feature is also shared by one of Tarjan's algorithms [T91] . For convenience here, we modify the network flow problem by adding artificial arcs (1, j) and (j,l) for each node j f 1. The capacity of each of these artificial arcs is 00, the lower bound on flow is 0, and the cost is 1 + max(n Icijl : (i, j) E A). These arcs may be used in the initial feasible basic feasible solution, but no artificial arc will have a strictly positive flow in an optimal solution unless the original minimum cost flow problem is infeasible.
For each feasible flow x, we associate residual capacities of the arcs as follows: If (i,j) E A, then the residual capacity of (ij) is r.. = u.. -xi., and the cost of (ij) is cij. If (j.i) E A, then &e reiduai capacity of (ij) is r.. =
1'
Xji -Zji and the cost of (ij) is Cij = -Cji. The residual network, denoted by G(x), consists of all arcs whose residual capacity is strictly greater than 0. Thus, for any arc (ij) E A, the residual network may contain arc (ij) or (j,i) or both.
We will use the notation "(ij)" as though there is at most one arc directed from i to j in the residual network. The algorithm readily accomodates multiple arcs from i to j, but representing them as different arcs can be cumbersome. In general, this should cause no confusion in describing and analyzing the algorithm. (The reader may prefer to assume that there is at most one arc from i to j in the residual network.) In this abstract, we define walks, directed walks, paths, directed paths, cycles, directed cycles, and cuts as in Ahuja et al. [AM093 1.
A vector of node potentials for the network G is a vector n with n components. For each vector x of node potentials, the reduced costs cX are defined as follows: C; = cij -Xi + 7Cj. It is well known that minimizing the objective function cXx for a network flow problem is equivalent to minimizing the objective function cx. Let W be any directed cycle, and let c(W) denote the sum of the costs of arcs of W. It is also well known that c(W) = c?(W). A flow x is said to be Eoptimal with respect to the node potentials n if c; I -e for all arcs (ij) in the residual network G(x). A flow x that is O-optimal is also optimal.
Overview of the Abstract
In Section 2, we describe the network simplex algorithm in a general form. We describe the pseudopolynomial version of the premul tiplier algorithm in Section 3 and show that this algorithm is a special case of the network simplex algorithm. In Section 4 of this abstract, we give the details of the cost scaling variant of the premultiplier algorithm and show that the number of pivots per scaling phase is O(nm). We also show that the number of scaling phases is O(min (log nC. m log n)), and the amortized time per pivot is O(n).
The primary focus of this abstract is on the worst case analysis and on developing polynomial time primal network simplex pivot rules. Although we conjecture that the premultiplier algorithms introduced here can be implemented in a manner that is efficient in practice, we will not investigate practical implementations in this extended abstract.
THENETWORKSIMPLEXALGORITHM
The network simplex algorithm maintains a basic feasible solution at each stage. A basic solution of the minimum cost flow problem is denoted by a triple (T, L, U); T, L, and U partition the arc set A. The set T denotes the set of basic arcs, that is, arcs of the spanning tree. L and U respectively denote the sets of nonbasic arcs at their lower and upper bounds. We refer to the triple (T, L, U) as a basis structure. The flow x associated with the basis structure is the flow obtained as follows:
for each arc (ij) E U, set xij = uij; for each arc (ij) E L, set yij = lij; obtain xij for each arc (i, J) E T so that constraints in (lb) are satisfied.
We say that the basis structure (T, L, U) is feasible if lij 5 xij I uij for each arc (ij) E T.
Non-degeneracy Assumption. We will assume that every basic feasible solution is non-degenerate; that is, no tree arc is either at its lower bound or at its upper bound.
The non-degeneracy assumption may sound like a severe restriction, but it is easily satisfied without loss of generality using a standard perturbation technique (see, for example, Orlin [085] , and Ahuja et al.
[AM093], and Cunningham [C76] ).
The non-degeneracy assumption implies that if x is the solution associated with the basis structure (T, L, U), then G(x) contains all arcs of T as well as reversals of all arcs of T, that is, if (i, j) E T, then both (ij) and (j,i) will be in G(x).
Our algorithms use two additional concepts. Definition 1. We denote by G*(x) the subgraph of G (x) in which all arcs of T and their reversals have been deleted. (By the non-degeneracy assumption, G*(x) consists of those arcs (ij) E G(x) such that (j.i) ti G(x). Therefore, G*(x) is fully determined by thejlow x.) Definition 2. For any tree T and a root node v, we denote by T(v) a subgraph of G(x) which is a directed spanning in-tree and in which all arcs are directed towards node v. Costs ana' capacities of arcs in T(v) are defined as in G(x).
Suppose that x is a basic feasible flow, and let T be the associated spanning tree. If (k, I) E G*(x), then the basic cycle W created by adding (k, Z) to T is (k, I) together with the directed path from node 1 to node k in T(k). To send flow around W is to decrease the residual capacity of each arc of W by 6 = min(rij : (ij) E W), and correspondingly increase the residual capacity of all the reverse arcs of W by 6. By sending 6 units of flow around W, one of the arcs of W has its residual capacity reduced to 0. By the non-degeneracy assumption, 6 > 0, and prior to sending flow around W there is a unique arc of W with residual capacity of 6. A simplexpivot consists of adding arc (k,l) to the tree, sending S units of flow around W, and pivoting out the arc whose residual capacity is reduced to 0. In the case that the cost of the cycle is negative and 6 > 0, the solution obtained by the simplex pivot has a strictly lower objective function than the solution prior to the pivot. The network simplex algorithm uses the following well-known fact:
Optimality Conditions. A basis structure (T, L, U) is optimal if the cost of each basic cycle is non-negative.
We now describe the network simplex algorithm in a very general form. 
THE PREMULTIPLIER ALGORITHM
In our implementation of the simplex algorithm, we will be maintaining a set of node potentials that we refer to as "premultipliers." In this section, we define premultipliers and also describe a simple way of implementing the simplex algorithm using premultipliers, which we call the premultiplier algorithm. In the premultiplier algorithm, we define eligible arcs differently than in the standard network simplex algorithm. We also need the concept of eligible nodes. Definition 4. Let T denote a tree and let x denote a vector of premultipliers with respect to T(v) for some node v. We say that node i is eligible if w is a vector of premultipliers with respect to T(i). We call an arc (i, j) E G*(x) eligible ifnode i is eligible and c,; < 0. Lemma 1. Let T be a tree, and suppose that a is a set of premultipliers with respect to the rooted in-tree T(v). Then the basic cycle induced by each eligible arc has a negative cost.
In the premultiplier algorithm described below, the entering arc is always an eligible arc. (observe 'that A > 0 whenever S # N for each node j E S, increase Xj by A; end;
The subroutine simplex-pivot pivots n the arc (k.1) and pivots out the arc (p,q) so as to maintain primal feasibility. It also adjusts the root node of the tree.
As stated in the lemma and theorem below, the premultiplier algorithm solves the minimum cost flow problem correctly in a finite number of iterations. At each iteration the algorithm either increases the number of eligible arcs or performs a non-degenerate pivot. As there can be at most n eligible nodes, the algorithm will perform a non-degenerate pivot within n iterations. Each non-degenerate pivot obtains a new basis structure with lesser objective function value. Since the minimum cost flow problem has a finite number of basis structures, the premultiplier algorithm terminates finitely.
Lemma 2. The premultiplier algorithm maintains a vector of premultipliers at every step. Moreover, each call of modify-premultipliers strictly increases the number of eligible nodes. Theorem 1. The premultiplier algorithm is a special case of the network simplex algorithm.
As such, it solves the minimum cost flow problem in a finite number of iterations.
THE SCALING PREMULTIPLIER
ALGORITHM.
In this section, we apply the Goldberg-Tarjan [GT90] cost scaling algorithm to the premultiplier algorithm of Section 3. The resulting specialization of the primal network simplex algorithm runs in O(min(log nC, m log n)) scaling phases, each of which performs O(nm) pivots. So the total number of pivots is 0( min(nm log nC, nm2 log n)). We also show how to implement the algorithm so that the average time per pivot is O(n) and the total running time is O(min(n2m log nC, n2m2 log n)). The cost scaling version of the premultiplier algorithm uses four additional notations which we define next.
Definition 5. The set N * denotes a subset of nodes whose multipliers have yet to change during the Escaling phase.
For example, if 8 denotes the multipliers at the beginning of the current scaling phase, and if n denotes the current multipliers, then N* = {i : 5 = 41. The cost scaling version of the premultiplier algorithm is similar to Goldberg and Tarjan's [GT90] cost scaling algorithm and performs a number of scaling phases. The algorithm maintains a set of Epremultipliers. A scaling phase, called an E-scaling phase, consists of an execution of the procedure improve-approximation which takes in a vector n of Epremultipliers with respect to a basic feasible solution x and transforms it into a vector n' of E/2-premultipliers with respect to a basic feasible solution x'. The phase terminates when N* = $. The formal description of the cost scaling algorithm is as follows. Observe that n;(mod &/4) E [O, &/4). In the procedure modify-&-premultipliers, we define A2 to be the least positive real number such that for some eligible node i, Xi + A2 is an integral multiple of E/4. The subroutine simplex-pivot is the same subroutine as in the premultiplier algorithm described earlier. It pivots in the arc (k,l) and pivots out arc (p,q) so as to maintain primal feasibility. If arc (p,q) is pivoted out, then node p is set to be the root of the new spanning tree. By the non-degeneracy assumption, there is a unique choice for the leaving arc.
In order to guarantee an amortized average time of O(n) per pivot, we need to be careful in how we identify admissible arcs. For this purpose, we maintain a widely used data structure, called the current arc data structure (see, for example, Ahuja et al.
[AM093]). Each node i has a current arc, which is an arc in G(x) and is the next candidate for admissibility testing. Initially, the current arc of node i is the first arc emanating from node i. We assume that arcs emanating from each node are ordered in some fashion and this ordering once defined remains unchanged throughout the algorithm. Whenever the algorithm attempts to find an admissible arc emanating from node i, it tests whether the node's current arc is admissible. If not, it designates the next arc in the arc list as the current arc. The algorithm repeats this process until it either finds an admissible arc or reaches the end of the arc list. When the arc list is exhaused, the current arc of i is set to be @, representing the fact that there are no arcs to scan. The current arc of node i is reset to FirstArc when i is reawakened, that is, when the premultiplier of node i has increased to the next integral multiple of E/4. Lemma 6. During the E-scaling phase, set is increased by at most 312 nE units.
In a search for an admissible arc, the algorithm will first perform a depth first search starting at the root node to identify nodes that are eligible. For each node that is both eligible and awake, the algorithm will scan the node's arc list starting with its current arcs. The time to identify nodes that are both eligible and awake and for which the current arc is not null is O(n) per pivot. We conclude that the number of times that arc (ij) is scanned per scaling phase is at most the number of times in which node is awakened.
In principle, one could once again scan arcs emanating from node i as soon as Xi increases; however, if one were to do so, then scanning for admissible arcs would become the bottleneck operation of the algorithm, In order to eliminate this bottleneck, we say that node i goes to sleep subsequent to scanning its arc list, and does not wake up until "i has increased by a total of c/4 units. Since each node is awakened O(n) times per scaling phase, each arc is scanned O(n) times per scaling phase, for a total running time of O(nm) per scaling phase for scanning arc lists for admissible arcs.
Moreover, suppose that the premultipliers are n' and the flow is x' when node i goes to sleep and the multipliers are n: and the flow is x when node i awakens. Then for each arc (ij) E G(x'), c~' > -~/4. Also Ki = "'i + e/4, and one CCUI show that for each arc (ij) E G(x), $ > -&/2. So s/2-optimality is maintained for all arcs emanating from a node not in N". Lemma 4. Either some node becomes awake subsequent to the execution of modifi-E-premultipliers or the number of eligible nodes strictly increases.
Lemma 5. Let n and x' denote any two distinct nondegenerate basic feasible jlows. Then for any pair of nodes i and j, there is a path P in G(x) from node i to node j such that the reversal of P is a path from node j to node i in G(x').
Lemma 5 is needed to establish Lemma 6.
The following Lemma can be proved using ideas first developed by Tardos [T85] . Lemma 7. The scaling premultiplier algorithm terminates in O(min(m log n, log nC)) scaling phases with an optimalflow.
Theorem 2. The scaling premultiplier algorithm solves a minimum cost jlow problem in a sequence of O(min(m log n, log nC)) scaling phases, each of which has O(nm) pivots. Moreover, the running time per scaling phase is O(n2m).
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