When a minimum on the potential energy surface is surrounded by multiple saddle points with similar energy barriers, the transition pathways with a greater prefactor are more important than those that have a similar energy barrier but a smaller prefactor. In this paper, we present a theoretical formulation for the prefactors, computing the probabilities for transition paths from a minimum to its surrounding saddle points. We apply this formulation to a system of two degrees of freedom and a system of 14 degrees of freedom. The first is Brownian motion in a two-dimensional potential whose global anharmonicities play a dominant role in determining the transition rates. The second is a Lennard-Jones (LJ) cluster of seven particles in two-dimensions. Low lying transition states of the LJ cluster, which can be reached directly from a minimum without passing through another minimum, are identified without any presumption of their characteristics, nor of the product states they lead to. The probabilities are computed for paths going from an equilibrium ensemble of states near a given minimum to the surrounding transition states. These probabilities are directly related to the prefactors in the rate formula. This determination of the rate prefactors includes all anharmonicities, near or far from transition states, which are pertinent in the very sophisticated energy landscape of LJ clusters and in many other complex systems.
I. INTRODUCTION
Rates for transitions (or reactions) in many systems of practical importance conform to the Arrhenius form because the energy barriers involved are usually many times larger than the thermal energy factor k B T = 1/β. Specifically, the rate of transition out of a reactant state, a minimum on the potential energy surface (PES), can be well approximated as
where the transition energy barrier (E TSi − E R ) is the energy difference between the ith transition state (the i-th saddle point on the PES) and the reactant state. ν i is the corresponding prefactor. Within the framework of this approximation, the determination of the transition rate involves two studies. The first is to find the set of all relevant (low lying) transition states for transitions from a given reactant state. The second is to evaluate the prefactor for each of the transitions through those low barrier transition states. Either of the two is a very challenging task, especially when the mechanism of the transition is unknown. Significant efforts have been devoted to the study of transition states, and effective algorithms have been developed to identify transitions from a minimum to the saddle points around it. [1] [2] [3] [4] [5] [6] [7] [8] The prefactor determination has been based on the harmonic approximation of transition state theory (TST) 9 or is embedded in the overall schemes of transition path sampling. [10] [11] [12] [13] [14] [15] [16] To illustrate the importance of the prefactors, we rewrite Eq.(1) as follows:
where ν = i ν i is an "overall" prefactor and p i = ν i /ν is the probability distribution of the pathway that goes through i-th saddle point (apart from the Boltzmann exponential factor). When multiple saddle points with similar energy barriers are in the periphery of a minimum of interest, it is through the prefactors that some reaction pathways are favored over others. Consider, for example, a system that has two saddle points (transition states TS1 and TS2) accessible from a minimum. If the difference between the TS1 barrier and TS2 barrier is on the order of k B T , then the Boltzmann factors for the pathways through TS1 and TS2 are comparable. In such a case the prefactors p 1 and p 2 play the major role in deciding the relative importance of the two pathways. The determination of the prefactors in Eq. (2) is as important as the determination of transition state barriers because many systems have multiple transition states of similar energies. Examples of such systems may be found in Refs. 12, 17, 18 .
Within the harmonic approximation of TST, the prefactors are determined as the ratios between the product of all the eigenmode frequencies at the minimum and that of all the real eigenmode frequencies at the saddle points. This approximation is adequate for systems with slowly varying PES's, to the extent that no anharmonicities are involved. In TST with anharmonicity corrections, involving only local anharmonic terms near the minimum and saddle points, the effects of anharmonicities far from the saddle points on a PES are not taken into account. To illustrate this point, we consider Brownian motion in a two-dimensional potential,
with a = 2 and b = 100. As shown in Fig. 1 , this system has a local minimum at (0,0) and two identical saddle points at (±1, 0). However, the system is not at all symmetrical because there is a blockade between the minimum and saddle point 2 but none such between the minimum and saddle point 1. The blockade has a narrow channel and it does not give rise to additional saddle points. A particle is initially trapped in the minimum. Our interest is on the thermal activated escape of the particle through the two saddle points. It can be readily verified that the two energy barriers (potential energies at the saddle points) of this two-dimensional system are the same, E TS1 = E TS2 = 1. Furthermore, the harmonic modes at the two saddle points are identical and, therefore, the harmonic approximation of TST would have p 1 = p 2 = 1/2. However, on the contrary, an accurate formula should reflect the physical dictate that p 1 >> p 2 . Our theoretical study predicts p 1 = 0.86 and p 2 = 0.14.
Indeed, in systems such as this, the prefactors can not be determined solely by the local harmonic modes at the saddles points and at the minimum alone. The global landscape of the PES must be taken into account.
The objectives of this paper are (1) to develop a theoretical formulation for proper determination of the prefactor probability {p i } and (2) to apply it to the study of a Lennard-Jones cluster of seven particles (LJ7). The rest of the paper is organized as follows: In Section II, our theoretical formulation is presented. In Section III, an algorithm is developed to sample and account transitions from a minimum to its surrounding saddle points. In Section IV, results for the LJ cluster will be presented. Section V summarizes our results.
II. THEORETICAL FORMULATION
We start with the Langevin equation in its overdamped limit, 19 as given by
in dimensionless form (throughout this paper every quantity is properly scaled to be dimensionless). r is the state coordinate vector (set of position vectors of the particles) having D components in total. (D is the total number of degrees of freedom of the system; D = 2 for the system represented in Fig. 1 and D = 14 for the system that will be presented in Section IV.) ξ(t) = (ξ 1 (t), . . . , ξ D (t)) is the white noise random force having zero mean and Gaussian correlations; ξ j (t) = 0 and
is the potential energy as a function of the state coordinate vector and ∇ is the D-dimensional gradient operator.
In terms of paths (trajectories) governed by the Langevin equation, Eq. (4), the transition probability for the particle, being in state r 0 at t = t 0 , to be in state r f at t = t f (t f > t 0 ) is
Here, r ξ (t) is a solution of the Langevin equation, (4), for a sample of random force, ξ(t), subject to the initial condition r ξ (t 0 ) = r 0 . The random force ξ(t) is generated with its statistical weight functional given by
In the path (functional) integral formalism 17, 19 , the transition probability of Eq. (5) can be equivalently expressed as
with the boundary conditions r(t 0 ) = r 0 and r(t f ) = r f . The path integration measure may be written as [Dr]
with t l = t 0 + ldt and dt = (t f − t 0 )/(N + 1). The action functional is given by
with the boundary conditions r(t 0 ) = r 0 and r(t N +1 ) = r f . In principle, N should be taken in the infinitely large limit. In practice, N is considered large enough when the finite potential energy difference between two consecutive steps is well approximated in terms of its gradient. As usual, the discrete form is the definition of the path integral that should always be consulted when ambiguities arise. It should also be noted that Ito's scheme 19 is followed in this paper.
Sampling transition paths by dynamic importance, the path integral for the transition probability may be expressed as
Here
is simply a statistical average along the transition paths sampled with the effective action
In order to sort out the Boltzmann exponential factors and the prefactors dictated in Eq. (2), we choose
It is straightforward to verify that
and that
where E f = V (r f ) and E 0 = V (r 0 ) are the energies of the states at t 0 and t f respectively.
Our interest is to determine the probabilities for transitions going from a local equilibrium ensemble of states near a minimum to the saddle points surrounding that specific minimum on the PES. This requires integration over all the states r 0 at t 0 with the probability distribution P 0 (r 0 ) = e −βE 0 /Z where Z = dr 0 e −βE 0 . In this, we have
Here, the Boltzmann factor stands out explicitly in the statistical weight for pathways from the local equilibrium ensemble of states to a final state r f . Comparing Eq. (15) with Eq. (2), we see that the prefactor probabilities are determined as
The summation invloved in Eq. (16) is over all paths that go from all initial states in the local equilibrium ensemble near the reactant state to the i-th transition state r f = r iTS . The normalization factor
involves summation over all paths to all transition states.
Eq. (16) is the central result of our theoretical formulation for determination of the prefactors. It is valid wherever the overdamped Langevin equation holds. Its utility rests on the facts that it can be used with all algorithms for finding transition states starting from a local minimum on the PES and that the required computational effort for determining the prefactors is minimal. One has only to evaluate the following integral
along each sampled path, r 0,i (t), which goes from r 0 at t = t 0 near the local minimum to the transition state r iTS at t = t f . The prefactors for transitions from a given minimum on the PES to other minima on the PES through the saddle points surrounding that minimum are determined through Eq.(16) when paths are sampled from each of the initial states, r 0 , of a local equilibrium ensemble near that minimum.
It should be pointed out that the validity of Eq. (16) (16) works with any one-point boundary algorithm for reaching saddle points from a minimum, we pursue the "gentlest ascent" approach. 2 Starting from an initial state r(t 0 ) = r 0 near a minimum on the PES, the system state is advanced in time according to the following algorithm,
Its continuous form is the following differential equation,
Here we have the usual force field −∇V and an "extra" force introduced as
The adjustable parameter α measures the strength of the "extra" force field. A path is generated as follows: Starting from r 0 , Eq. (19) is run until a saddle point is reached or a cut-off value of potential energy is exceeded. Each iteration in Eq.(19) involves two steps:
First is to climb up along the gradient of the potential, ∇V , from r l = r(t l−1 ) to r l * = r(t l−1 ) + ∇V (r(t l−1 )dt/γ. Second is to evaluate the force −∇V (r l * ) at r l * and project out its component that is parallel to the force −∇V (r(t l−1 )) at r(t l−1 ). Adjusting the strength of this projected force with α, the system state is advanced from r l * to r l = r l * +Fdt/γ. The path so sampled, r(t l ) (l = 1, 2, . . . , N), can be readily used in the integration of Eq.(18) in the evaluation of prefactors using Eq.(16).
Obviously, this algorithm may or may not lead to a saddle point in a given trial. If we define the sampling efficiency as the ratio between the number of the paths that actually go from the reactant state to one of the transition states and the total number of the paths sampled, the efficiency of this algorithm can be over 50% when α is adjusted to its optimal value in our studies of Brownian motion in a two-dimensional potential shown in Fig. 1 and the LJ cluster that is a 14-dimensional system. At the end of the path, the Langevin equation, Eq. (4), can be run for the system to relax down to a nearby local minimum. Naturally, some of the paths so generated will settle down to new stable/metastable (product) states and others go back to the vicinity of the initial state.
IV. NUMERICAL RESULTS FOR LENNARD-JONES CLUSTER REARRANGE-MENTS
The numerical results for Brownian motion in the two-dimensional potential of Fig. 1 are already stated in the Introduction. Throughout this paper, we assume the damping constant γ = 1 and the inverse temperature β = 10. Now we consider a 14-dimensional system, a cluster of seven particles in two dimensions that interact with one another by the LJ pair potential,
where r is the distance between two particles and we take w 0 = 1. This pair potential has its minimum V min. = 0 at r = 1 and its well depth is 1. The cluster has one stable state (global minimum) C0 and three meta-stable states (local minima) C1, C2, and C3. They are shown in Fig.2 and their energies are, respectively, V (C0)=0, V (C1)=1.03, V (C2)=1.06, and V (C3)=1.13.
This LJ7 cluster has been well studied in the literature. [20] [21] [22] [23] [24] [25] What this study adds is the determination of anharmonic prefactor probabilities for transitions through low-lying saddle points. These prefactor probabilities are computed beyond the local anharmonicity correction to the harmonic TST approximation.
Figs. 3 and 4 exhibit the histograms of two typical paths sampled with the algorithm given in Eq. (19) . One path goes from C0 through TS1 to C2. The other goes from C0 through TS2 to C1. Table I . It is interesting to note that four of the five transition states involve concerted displacements of multiple particles out of their initial equilibrium positions. The energy barrier of transition state TS3 that involves displacement of only one particle is not the lowest. It should also be noted that transition states TS4 and TS5 are distinct but their energy barriers are very close to one another. For a range of temperatures, TS5 is no less important than TS4 because it has a greater prefactor than that of TS4. Table II . Again, in this case, many of the transition states involve concerted displacements of multiple particles out of their initial equilibrium positions. TS2, TS3, TS10, and TS11 each involve one particle displacement. TS1 involves four displacements and its energy barrier is the lowest. TS6 and TS7 involve displacing all seven particles but in two different ways. TS7 has a higher prefactor than that of TS6 and their energy barriers are very close. TS8 and TS9 are distinct from one another but their prefactors and energy barriers are very similar. TS12 involves displacing three particles but it has a higher energy barrier and higher prefactor than those of TS10 and TS11 that involve displacement of one particle. Table III . The analysis of the transition states from C2 is similar to that for C1, but it should be pointed out that the transition states directly reachable from C2 do not completely overlap with those from C1. It's interesting to see that TS11 and TS12 are similar in energy but very different in prefactor because TS11
involves displacing three particles in a straight manner but TS12 involves twisting two pairs of particles. Fig. 8 shows the first seven low lying transition states that can be reached directly from C3 without going through other stable or metastable states. The transition state energies and the prefactors are tabulated in Table IV . TS2 has a slightly higher energy barrier than that of TS1 but it has a greater prefactor than that of TS1. They are equally important in the in the temperature range of interest. TS6 is very different from TS5 but its energy is very close to that of TS5. The prefactor for TS6 is more than 60 times that of TS5.
Therefore, TS6 is dominantly favored over TS5. 
V. SUMMARY
In summary, we have established a theoretical formulation of prefactors for transition rates that can be used with any one-point boundary algorithm for finding saddle point without knowing the final state. We applied it to a system of two degrees of freedom and also to a system of 14 degrees of freedom. In Brownian motion in a two-dimensional potential, we clearly see that the global PES landscape plays a dominant role in determining the prefactors. This is similar in spirit to entropy barrier phenomenology in physical and biological systems. 26, 27 The 14-dimensional system is an LJ cluster of seven particles in twodimensions that has been thoroughly studied here using a "gentlest ascent"-type algorithm for generating transition paths. Low lying transition states of the LJ cluster, which can be reached directly from a minimum without passing through another minimum, are identified without any presumption of their characteristics nor of the product states they lead to.
Technically, this algorithm requires two force computations per step. In addition to locating the transition states, we have computed the prefactors for rearrangement transitions through those transition states. This determination of prefactors includes all anharmonicity effects that are important in the very sophisticated energy landscape of LJ clusters. This approach is expected to be applicable to many other complex physical and biological systems. Table I.   TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10 TS11 Table I.   TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10 TS11 TS7 from C3
