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HYDRODYNAMIC LIMIT WITH GEOMETRIC CORRECTION OF STATIONARY
BOLTZMANN EQUATION
LEI WU
Abstract. We consider the hydrodynamic limit of a stationary Boltzmann equation in a unit plate with
in-flow boundary. We prove the solution can be approximated in L∞ by the sum of interior solution which
satisfies steady incompressible Navier-Stokes-Fourier system, and boundary layer with geometric correction.
Also, we construct a counterexample to the classical theory which states the behavior of solution near
boundary can be described by the Knudsen layer derived from the Milne problem.
Keywords: ǫ-Milne problem, Boundary layer, Geometric correction.
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1
1. Introduction
1.1. Problem Formulation. We consider stationary Boltzmann equation for F ǫ(~x,~v) in a two-dimensional
unit plate Ω = {~x = (x1, x2) : |~x| ≤ 1} with velocity Σ = {~v = (v1, v2) ∈ R2} as{
ǫ~v · ∇xF ǫ = Q[F ǫ, F ǫ] in Ω× R2,
F ǫ(~x0, ~v) = B
ǫ(~x0, ~v) for ~x0 ∈ ∂Ω and ~n(~x0) · ~v < 0,
(1.1)
where ~n(~x0) is the outward normal vector at ~x0 and the Knudsen number ǫ satisfies 0 < ǫ << 1. Here we
have
Q[F,G] =
∫
R2
∫
S1
q(~ω, |~u− ~v|)
(
F (~u∗)G(~v∗)− F (~u)G(~v)
)
d~ωd~u, (1.2)
with
~u∗ = ~u+ ~ω
(
(~v − ~u) · ~ω
)
, ~v∗ = ~v − ~ω
(
(~v − ~u) · ~ω
)
, (1.3)
and the hard-sphere collision kernel
q(~ω, |~u− ~v|) = q0 |~u− ~v| |cosφ| , (1.4)
for positive constant q0 related to the size of ball, ~ω · (~v − ~u) = |~v − ~u| cosφ and 0 ≤ φ ≤ π/2. We intend to
study the behavior of F ǫ as ǫ→ 0.
Based on the flow direction, we can divide the boundary γ = {(~x0, ~v) : ~x0 ∈ ∂Ω} into the in-flow boundary
γ−, the out-flow boundary γ+, and the grazing set γ0 as
γ− = {(~x0, ~v) : ~x0 ∈ ∂Ω, ~v · ~n(~x0) < 0}, (1.5)
γ+ = {(~x0, ~v) : ~x0 ∈ ∂Ω, ~v · ~n(~x0) > 0}, (1.6)
γ0 = {(~x0, ~v) : ~x0 ∈ ∂Ω, ~v · ~n(~x0) = 0}. (1.7)
It is easy to see γ = γ+ ∪ γ− ∪ γ0. Hence, the boundary condition is only given on γ−.
We assume that the boundary data can be expanded as
Bǫ(~x0, ~v) = µ+
√
µbǫ(~x0, ~v) = µ+
√
µ
( ∞∑
k=1
ǫkbk(~x0, ~v)
)
, (1.8)
where the standard Maxwellian is defined as
µ(~v) =
1
2π
exp
(
−|~v|
2
2
)
, (1.9)
and bk(~x0, ~v) is independent of ǫ. We further require∣∣∣∣〈~v〉ϑ eζ|~v|2 Bǫ − µ√µ
∣∣∣∣
L∞
≤ C0ǫ, (1.10)
for 0 ≤ ζ ≤ 1/4 and ϑ ≥ 3, where C0 > 0 is sufficiently small. The solution F ǫ can be expressed as a
perturbation of the standard Maxwellian
F ǫ(~x,~v) = µ+
√
µf ǫ(~x,~v). (1.11)
Then f ǫ satisfies the equation{
ǫ~v · ∇xf ǫ + L[f ǫ] = Γ[f ǫ, f ǫ],
f ǫ(~x0, ~v) = b
ǫ(~x0, ~v) for ~n · ~v < 0 and ~x0 ∈ ∂Ω,
(1.12)
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where
Γ[f ǫ, f ǫ] =
1√
µ
Q[
√
µf ǫ,
√
µf ǫ], (1.13)
L[f ǫ] = − 2√
µ
Q[µ,
√
µf ǫ] = ν(~v)f ǫ −K[f ǫ], (1.14)
ν(~v) =
∫
R2
∫
S1
q(~v − ~u, ~ω)µ(~u)d~ωd~u (1.15)
K[f ǫ](~v) = K2[f
ǫ](~v)−K1[f ǫ](~v) (1.16)
=
∫
R2
k(~u, ~v)f ǫ(~u)d~u =
∫
R2
k2(~u, ~v)f
ǫ(~u)d~u−
∫
R2
k1(~u, ~v)f
ǫ(~u)d~u,
K1[f
ǫ](~v) =
√
µ(~v)
∫
R2
∫
S1
q(~v − ~u, ~ω)
√
µ(~u)f ǫ(~u)d~ωd~u, (1.17)
K2[f
ǫ](~v) =
∫
R2
∫
S1
q(~v − ~u, ~ω)
√
µ(~u)
(√
µ(~v∗)f ǫ(~u∗) +
√
µ(~u∗)f ǫ(~v∗)
)
d~ωd~u. (1.18)
1.2. History. Hydrodynamic limit is one of the main steps to tackle Hilbert’s Six Problems, i.e. to derive
macroscopic physical rules from elementary atomic laws, especially, Newton’s law in the framework of classical
mechanics. In particular, it is well known the fluid-type equations can be formally derived from Boltzmann
equation by applying Hilbert expansion to obtain the leading order term. A lot of works of evolutionary
Boltzmann equation in the whole space domain have been presented (see [13], [15], [2], [3], [4], [5]) for either
smooth solutions or renormalized solutions.
Unfortunately, despite its importance in both theory and practice, much less results are known for steady
problem in a bounded domain, as [11] pointed out. In [8] and [9], the hydrodynamic limit of stationary
Boltzmann equation with diffusive boundary were studied, both of which do not involve boundary layer
approximation. However, for general boundary conditions, the presence of boundary layer effects is inevitable.
It is noticeable that a lot of works, even for evolutionary Boltzmann equation in a bounded domain, cite the
results from the classical paper [6] and take boundary layer analysis as being completely solved (see [16],
[17]). Surprisingly, in [18], it was shown the boundary layer approximation based on Milne problem as in [6]
breaks down both in the proof and result, due to intrinsic singularity of normal derivative. Therefore, any
results on kinetic equations involving boundary layer effects from [6] should be reexamined.
In this paper, we will give a complete asymptotic analysis of stationary Boltzmann equations with in-flow
boundary and construct a boundary layer with geometric correction, which has been proved to be effective
in neutron transport equation by [18].
1.3. Main Theorem.
Theorem 1.1. For given Bǫ > 0 satisfying (1.10) and 0 < ǫ << 1, there exists a unique positive solution
F ǫ = µ+
√
µf ǫ to the stationary Boltzmann equation (1.1), where
f ǫ = ǫ3RN +
( N∑
k=1
ǫkF ǫk
)
+
( N∑
k=1
ǫkF ǫk
)
, (1.19)
for N ≥ 3, RN satisfies (5.2), F ǫk and F ǫk satisfy (3.60) and (3.53). Also, there exists a C > 0 such that f ǫ
satisfies ∥∥∥〈~v〉ϑ eζ|~v|2f ǫ∥∥∥
L∞
≤ Cǫ, (1.20)
for any ϑ > 2, 0 ≤ ζ ≤ 1/4.
Theorem 1.2. For given Bǫ > 0 satisfying (1.10) with
b1√
µ
=
(
vφe
−(v2φ−1)−Mv2η
)
= h(vη, vφ), (1.21)
where vη and vφ are defined as in (3.34) and M is sufficiently large such that
h(0, 1) = 1, (1.22)
|h|L2− << 1, (1.23)
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there exists C > 0 such that
‖f ǫ − (F1 + F1)‖L∞ ≥ Cǫ, (1.24)
where the interior solution F1 is defined in (6.44) and boundary layer F1 is defined in (6.38).
1.4. Notation and Structure of This Paper. Throughout this paper, C > 0 denotes a constant that
only depends on the parameter Ω, but does not depend on the data. It is referred as universal and can
change from one inequality to another. When we write C(z), it means a certain positive constant depending
on the quantity z. We write a . b to denote a ≤ Cb.
Our paper is organized as follows: in Section 2, we establish the L∞ well-posedness of the linearized
Boltzmann equation; in Section 3, we present the asymptotic analysis of the equation (1.12); in Section 4,
we prove the well-posedness and decay of the ǫ-Milne problem with geometric correction; in Section 5, we
prove Theorem 1.1; finally, in Section 6, we show the classical approach and prove Theorem 1.2.
2. Linearized Stationary Boltzmann Equation
We consider the linearized stationary Boltzmann equation{
ǫ~v · ∇xf + L[f ] = S(~x,~v) in Ω,
f(~x0, ~v) = h(~x0, ~v) for ~x0 ∈ ∂Ω and ~v · ~n < 0.
(2.1)
Let 〈·, ·〉 be the standard L2 inner product in Ω× R2. We define the Lp and L∞ norms in Ω× R2 as usual:
‖f‖Lp =
(∫
Ω
∫
R2
|f(~x,~v)|p d~vd~x
)1/p
, (2.2)
‖f‖L∞ = sup
(~x,~v)∈Ω×R2
|f(~x,~v)| . (2.3)
Define dγ = |~v · ~n| d̟d~v on the boundary ∂Ω × R2 for ̟ as the surface measure. Define the Lp and L∞
norms on the boundary as follows:
|f |Lp =
(∫∫
γ
|f(~x,~v)|p dγ
)1/p
, (2.4)
|f |Lp± =
(∫∫
γ±
|f(~x,~v)|p dγ
)1/p
, (2.5)
|f |L∞ = sup
(~x,~v)∈γ
|f(~x,~v)| , (2.6)
|f |L∞± = sup
(~x,~v)∈γ±
|f(~x,~v)| . (2.7)
Also, we define
‖f‖L2ν =
∥∥√νf∥∥
L2
. (2.8)
Denote the Japanese bracket as
〈~v〉 =
√
1 + |~v|2 (2.9)
Define the kernel operator P as
P[f ] =
√
µ
(
af (t, ~x) + ~v ·~bf(t, ~x) + |~v|
2 − 2
2
cf (t, ~x)
)
, (2.10)
and the non-kernel operator I− P as
(I− P)[f ] = f − P[f ]. (2.11)
with
∫
R2
(I− P)[f ]


1
~v
|~v|2

d~v = 0 (2.12)
Our analysis is based on the ideas in [8, 14].
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2.1. Preliminaries.
Lemma 2.1. (Green’s Identity) Assume f(~x,~v), g(~x,~v) ∈ L2(Ω × R2) and ~v · ∇xf, ~v · ∇xg ∈ L2(Ω × R2)
with f, g ∈ L2(γ). Then∫∫
Ω×R2
(
(~v · ∇xf)g + (~v · ∇xg)f
)
d~xd~v =
∫
γ+
fgdγ −
∫
γ−
fgdγ. (2.13)
Proof. See the proof of [8, Lemma 2.2]. 
Lemma 2.2. For any λ > 0, there exists a unique solution fλ(~x,~v) ∈ L∞(Ω×R2) to the penalized transport
equation {
λfλ + ǫ~v · ∇xfλ = S(~x,~v) in Ω,
fλ(~x0, ~v) = h(~x0, ~v) for ~x0 ∈ ∂Ω and ~v · ~n < 0,
(2.14)
such that ∥∥∥〈~v〉ϑ eζ|~v|2fλ∥∥∥
L∞
+
∣∣∣〈~v〉ϑ eζ|~v|2fλ∣∣∣
L∞+
≤ C
(
1
λ
∥∥∥〈~v〉ϑ eζ|~v|2S∥∥∥
L∞
+
∣∣∣〈~v〉ϑ eζ|~v|2h∣∣∣
L∞−
)
, (2.15)
for all ϑ ≥ 0, ζ ≥ 0, and
‖fλ‖2L2 +
ǫ
λ
|fλ|2L2+ ≤ C
(
1
λ2
‖S‖2L2 +
ǫ
λ
|h|2L2−
)
. (2.16)
Proof. The characteristics (X(s), V (s)) of the equation (2.14) which goes through (~x,~v) is defined by

(X(0), V (0)) = (~x,~v)
dX(s)
ds
= ǫV (s),
dV (s)
ds
= 0.
(2.17)
which implies {
X(s) = ~x+ ǫs~v
V (s) = ~v
(2.18)
Define the backward exit time tb(~x,~v) and backward exit position ~xb(~x,~v) as
tb(~x,~v) = inf{t > 0 : ~x− ǫt~v /∈ Ω}, (2.19)
~xb(~x,~v) = ~x− ǫtb(~x,~v)~v /∈ Ω. (2.20)
Hence, we can rewrite the equation (2.14) along the characteristics as
〈~v〉ϑ eζ|~v|2fλ(~x,~v) = 〈~v〉ϑ eζ|~v|2h(~xb, ~v)e−λtb +
∫ tb
0
〈~v〉ϑ eζ|~v|2S(~xb + ǫs~v, ~v)e−λ(tb−s)ds. (2.21)
Then we can naturally estimate∥∥∥〈~v〉ϑ eζ|~v|2fλ∥∥∥
L∞
≤ e−λtb
∣∣∣〈~v〉ϑ eζ|~v|2h∣∣∣
L∞−
+
1− e−λtb
λ
∥∥∥〈~v〉ϑ eζ|~v|2S∥∥∥
L∞
(2.22)
≤
∣∣∣〈~v〉ϑ eζ|~v|2h∣∣∣
L∞−
+
1
λ
∥∥∥〈~v〉ϑ eζ|~v|2S∥∥∥
L∞
,
which further implies ∣∣∣〈~v〉ϑ eζ|~v|2fλ∣∣∣
L∞+
≤
∣∣∣〈~v〉ϑ eζ|~v|2h∣∣∣
L∞−
+
1
λ
∥∥∥〈~v〉ϑ eζ|~v|2S∥∥∥
L∞
. (2.23)
Since fλ can be explicitly traced back to the boundary data, the existence naturally follows from above
estimate. The uniqueness and L2 estimates follow from Green’s identity and ‖fλ‖L2 ≤ C
∥∥∥〈~v〉ϑ eζ|~v|2fλ∥∥∥
L∞
.

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2.2. L2 Estimates of Linearized Stationary Boltzmann Equation.
Lemma 2.3. For any λ > 0, m > 0, there exists a unique solution fλ,m(~x,~v) ∈ L2(Ω×R2) to the equation

λfλ,m + ǫ~v · ∇xfλ,m + Lm[fλ,m] = S(~x,~v) in Ω,
fλ,m(~x0, ~v) = h(~x0, ~v) for ~x0 ∈ ∂Ω and ~v · ~n < 0,
(2.24)
with Lm the linearized Boltzmann operator corresponding to the cut-off cross section qm = min{q,m}. Also,
the solution satisfies
ǫ ‖fλ,m‖2L2ν + |fλ,m|
2
L2+
≤ C(λ,m)
(
‖S‖2L2 + ǫ |h|2L2−
)
. (2.25)
Proof. We divide the proof into several steps:
Step 1: Definition of iteration.
Denote Lm = νm −Km. We define the iteration in l: f0λ,m = 0 and for l ≥ 0,

λf l+1λ,m + ǫ~v · ∇xf l+1λ,m + (1 +M)νmf l+1λ,m = S(~x,~v)− (Km +Mνm)[f lλ,m],
f l+1λ,m(~x0, ~v) = h(~x0, ~v) for ~x0 ∈ ∂Ω and ~v · ~n < 0,
(2.26)
where M > 0 is a fixed real number to be determined later. Since∥∥(Km +Mνm)[f lλ,m]∥∥L∞ ≤ C(m,M)∥∥f lλ,m∥∥L∞ , (2.27)
Lemma 2.2 implies f lλ,m ∈ L∞(Ω × R2) are well-defined for l ≥ 0. However, we cannot directly obtain the
existence of limit f lλ,m as l→∞.
Step 2: The limit l→∞.
Based on Green’s identity in Lemma 2.1, multiplying f l+1λ,m on both sides of (2.26), we have
λ
∥∥∥f l+1λ,m∥∥∥2
L2
+
ǫ
2
∣∣∣f l+1λ,m∣∣∣2
L2+
+
〈
(1 +M)νmf
l+1
λ,m, f
l+1
λ,m
〉
(2.28)
=
〈
(Km +Mνm)[f
l
λ,m], f
l+1
λ,m
〉
+
ǫ
2
|h|2L2− +
〈
f l+1λ,m, S
〉
.
Since Lm = νm − Km is a non-negative symmetric operator, we can always find M sufficiently large such
that Km +Mνm is also a non-negative operator. Then we deduce〈
(Km +Mνm)[f
l
λ,m], f
l+1
λ,m
〉
(2.29)
≤
√〈
(Km +Mνm)[f lλ,m], f
l
λ,m
〉√〈
(Km +Mνm)[f
l+1
λ,m+1], f
l+1
λ,m
〉
≤ 1
2
(〈
(Km +Mνm)[f
l
λ,m], f
l
λ,m
〉
+
〈
(Km +Mνm)[f
l+1
λ,m+1], f
l+1
λ,m
〉)
≤ 1
2
(〈
(1 +M)νm[f
l
λ,m], f
l
λ,m
〉
+
〈
(1 +M)νm[f
l+1
λ,m], f
l+1
λ,m
〉)
.
Considering the fact 〈
(1 +M)νm[f
l
λ,m], f
l
λ,m
〉 ≤ (1 +M)m ∥∥f lλ,m∥∥L2 , (2.30)
we obtain (
λ
(1 +M)m
+ 1
)〈
(1 +M)νm[f
l+1
λ,m], f
l+1
λ,m
〉
+
ǫ
2
∣∣∣f l+1λ,m∣∣∣2
L2+
(2.31)
≤ 1
2
(〈
(1 +M)νm[f
l
λ,m], f
l
λ,m
〉
+
〈
(1 +M)νm[f
l
λ,m], f
l+1
λ,m
〉)
+
ǫ
2
|h|2L2− +
λ
2(1 +M)m
〈
(1 +M)νm[f
l+1
λ,m], f
l+1
λ,m
〉
+
(1 +M)m
2λ
‖S‖2L2 .
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Since
λ
(1 +M)m
+ 1− 1
2
− λ
2(1 +M)m
>
1
2
, (2.32)
by iteration over l, for
C1(λ,m) =
1
1 + λ(1+M)m
< 1, (2.33)
C2(λ,m) =
1
1 + λ(1+M)m
(1 +M)m
λ
> 0, (2.34)
we have
ǫ
∣∣∣f l+1λ,m∣∣∣2
L2+
+
(
1 +
λ
(1 +M)m
)〈
(1 +M)νm[f
l+1
λ,m], f
l+1
λ,m
〉
(2.35)
≤ C1(λ,m)
(
ǫ
∣∣f lλ,m∣∣2L2+ +
(
1 +
λ
(1 +M)m
)〈
(1 +M)νm[f
l
λ,m], f
l
λ,m
〉)
+ C2(λ,m)
(
‖S‖2L2 + ǫ |h|2L2−
)
.
Taking the difference of f l+1λ,m− f lλ,m, we conclude that f lλ,m is a Cauchy sequence. We take l →∞ to obtain
fλ,m as a solution to the equation (2.24) satisfying
ǫ |fλ,m|2L2+ +
(
1 +
λ
(1 +M)m
)
〈(1 +M)νm[fλ,m], fλ,m〉 ≤ C2(λ,m)
1− C1(λ,m)
(
‖S‖2L2 + ǫ |h|2L2−
)
. (2.36)
Then our results naturally follows. 
Note that the estimate is not uniform in λ as λ→ 0. We need to find a stronger estimate of fλ,m.
Lemma 2.4. The solution fλ,m to the equation (2.24) satisfies the estimate
ǫ ‖P[fλ,m]‖L2 ≤ C
(
ǫ |fλ,m|L2+ + ‖(I− P)[fλ,m]‖L2 + ‖S‖L2 + ǫ |h|L2−
)
, (2.37)
for 0 ≤ λ ≤ ǫ << 1.
Proof. Applying Green’s identity in Lemma 2.1 to the equation (2.24), for any ψ ∈ L2(Ω × R2) satisfying
~v · ∇xψ ∈ L2(Ω× R2) and ψ ∈ L2(γ), we have
λ
∫∫
Ω×R2
fλ,mψ + ǫ
∫
γ+
fλ,mψdγ − ǫ
∫
γ−
fλ,mψdγ − ǫ
∫∫
Ω×R2
(~v · ∇xψ)fλ,m (2.38)
= −
∫∫
Ω×R2
ψ(I− P)[fλ,m] +
∫∫
Ω×R2
Sψ.
Since
P[f ] =
√
µ
(
a+ ~v ·~b+ |~v|
2 − 2
2
c
)
, (2.39)
our goal is to choose a particular test function ψ to estimate a, ~b and c.
Step 1: Estimates of c.
We choose the test function
ψ = ψc =
√
µ(~v)
(
|~v|2 − βc
)
(~v · ∇xφc(~x)) , (2.40)
where {
−∆xφc(~x) = c(~x) in Ω,
φc = 0 on ∂Ω,
(2.41)
and βc is a real number to be determined later. Based on the standard elliptic estimates, we have
‖φc‖H2 ≤ C ‖c‖L2 . (2.42)
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With the choice of (2.40), the right-hand side(RHS) of (2.38) is bounded by
RHS ≤ C ‖c‖L2
(
‖(I− P)[fλ,m]‖L2 + ‖S‖L2
)
. (2.43)
We have
~v · ∇xψc =
√
µ(~v)
2∑
i,j=1
(
|~v|2 − βc
)
vivj∂ijφc(~x), (2.44)
so the left-hand side(LHS) of (2.38) takes the form
LHS = λ
∫∫
Ω×R2
fλ,m
√
µ(~v)
(
|~v|2 − βc
)( 2∑
i=1
vi∂iφc
)
(2.45)
+ ǫ
∫
∂Ω×R2
fλ,m
√
µ(~v)
(
|~v|2 − βc
)( 2∑
i=1
vi∂iφc
)
(~n · ~v)
− ǫ
∫∫
Ω×R2
fλ,m
√
µ(~v)
(
|~v|2 − βc
) 2∑
i,j=1
vivj∂ijφc

 .
We decompose
(fλ,m)γ = 1γ+fλ,m + 1γ−h on γ, (2.46)
fλ,m =
√
µ
(
a+ ~v ·~b + |~v|
2 − 2
2
c
)
+ (I− P)[fλ,m] in Ω× R2. (2.47)
Note that the operator P and I− P are defined independent of cut-off parameter m. We will choose βc such
that ∫
R2
√
µ(~v)
(
|~v|2 − βc
)
v2i d~v = 0 for i = 1, 2. (2.48)
Since µ(~v) takes the form
µ(~v) = C exp
(
−|~v|
2
2
)
, (2.49)
this βc can always be achieved. Now substitute (2.46) and (2.47) into (2.45). Then based on this choice of βc
and oddness in ~v, there is no P[fλ,m] contribution in the first term and no a contribution in the third term
of (2.45). Since ~b contribution and the off-diagonal c contribution in the third term of (2.45) also vanish due
to the oddness in ~v, we can simplify (2.45) into
LHS = λ
∫∫
Ω×R2
(I− P)[fλ,m]
√
µ(~v)
(
|~v|2 − βc
)( 2∑
i=1
vi∂iφc
)
(2.50)
+ ǫ
∫
∂Ω×R2
1γ+fλ,m
√
µ(~v)
(
|~v|2 − βc
)( 2∑
i=1
vi∂iφc
)
(~n · ~v)
+ ǫ
∫
∂Ω×R2
1γ−h
√
µ(~v)
(
|~v|2 − βc
)( 2∑
i=1
vi∂iφc
)
(~n · ~v)
− ǫ
2∑
i=1
∫
R2
µ(~v) |vi|2
(
|~v|2 − βc
) |~v|2 − 2
2
d~v
∫
Ω
c(~x)∂iiφc(~x)d~x
− ǫ
∫∫
Ω×R2
(I− P)[fλ,m]
√
µ(~v)
(
|~v|2 − βc
) 2∑
i,j=1
vivj∂ijφc

 .
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Since
∫
R2
µ(~v) |vi|2
(
|~v|2 − βc
) |~v|2 − 2
2
d~v = C, (2.51)
we have
(2.52)
ǫ
∣∣∣∣
∫
Ω
∆xφc(~x)c(~x)d~x
∣∣∣∣ ≤ C ‖c‖L2
(
ǫ |fλ,m|L2+ + (1 + ǫ+ λ) ‖(I− P)[fλ,m]‖L2 + ‖S‖L2 + ǫ |h|L2−
)
,
where we have used the elliptic estimates and the trace estimate: |∇xφc|L2 ≤ C ‖φc‖H2 ≤ C ‖c‖L2 . Since
−∆xφc = c, we know
ǫ ‖c‖2L2 ≤ C ‖c‖L2
(
ǫ |fλ,m|L2+ + (1 + ǫ+ λ) ‖(I− P)[fλ,m]‖L2 + ‖S‖L2 + ǫ |h|L2−
)
, (2.53)
which further implies
ǫ ‖c‖L2 ≤ Cǫ |fλ,m|L2+ + (1 + ǫ+ λ) ‖(I− P)[fλ,m]‖L2 + ‖S‖L2 + ǫ |h|L2− . (2.54)
Step 2: Estimates of ~b.
Step 2 - Phase 1: Estimates of (∂ij∆
−1
x bj)bi for i, j = 1, 2.
We choose the test function
ψ = ψi,jb =
√
µ(~v)
(
v2i − βb
)
∂jφ
j
b, (2.55)
where {
−∆xφjb(~x) = bj(~x) in Ω,
φjb = 0 on ∂Ω,
(2.56)
and βb is a real number to be determined later. Based on the standard elliptic estimates, we have∥∥∥φjb∥∥∥
H2
≤ C
∥∥∥~b∥∥∥
L2
. (2.57)
With the choice of (2.55), the right-hand side(RHS) of (2.38) is bounded by
RHS ≤ C
∥∥∥~b∥∥∥
L2
(
‖(I− P)[fλ,m]‖L2 + ‖S‖L2
)
. (2.58)
Hence, the left-hand side(LHS) of (2.38) takes the form
LHS = λ
∫∫
Ω×R2
fλ,m
√
µ(~v)
(
v2i − βb
)
∂jφ
j
b (2.59)
+ ǫ
∫
∂Ω×R2
fλ,m
√
µ(~v)
(
v2i − βb
)
∂jφ
j
b(~n · ~v)
− ǫ
∫∫
Ω×R2
fλ,m
√
µ(~v)
(
v2i − βb
)( 2∑
i=1
vi∂ijφ
j
b
)
.
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Now substitute (2.46) and (2.47) into (2.59). Then based on the oddness in ~v, there is no ~b contribution in
the first term and no a and c contribution in the third term of (2.59). We can simplify (2.59) into
LHS = λ
∫∫
Ω×R2
(I− P)[fλ,m]
√
µ(~v)
(
v2i − βb
)
∂jφ
j
b (2.60)
+ λ
∫∫
Ω×R2
a(~x)µ(~v)
(
v2i − βb
)
∂jφ
j
b
+ λ
∫∫
Ω×R2
c(~x)µ(~v)
|~v|2 − 2
2
(
v2i − βb
)
∂jφ
j
b
+ ǫ
∫
∂Ω×R2
1γ+fλ,m
√
µ(~v)
(
v2i − βb
)
∂jφ
j
b(~n · ~v)
+ ǫ
∫
∂Ω×R2
1γ−h
√
µ(~v)
(
v2i − βb
)
∂jφ
j
b(~n · ~v)
− ǫ
2∑
l=1
∫∫
Ω×R2
µ(~v)v2l
(
v2i − βb
)
∂ljφ
j
b(~x)bl
− ǫ
2∑
l=1
∫∫
Ω×R2
(I− P)[fλ,m]
√
µ(~v)
(
v2i − βb
)
vl∂ljφ
j
b.
We will choose βb such that ∫
R2
µ(~v)
(
|vi|2 − βb
)
d~v = 0 for i = 1, 2. (2.61)
Since µ(~v) takes the form
µ(~v) = C exp
(
−|~v|
2
2
)
, (2.62)
this βb can always be achieved. Based on this choice of βb,we have
λ
∫∫
Ω×R2
afλ,mµ(~v)
(
v2i − βb
)
∂jφ
j
b = 0 (2.63)
For such βb and any i 6= l, we can directly compute∫
R2
µ(~v)
(
|vi|2 − βb
)
v2l d~v = 0, (2.64)∫
R2
µ(~v)
(
|vi|2 − βb
)
v2i d~v = C 6= 0. (2.65)
Then we deduce
− ǫ
2∑
l=1
∫∫
Ω×R2
µ(~v)v2l
(
v2i − βb
)
∂ljφ
j
b(~x)bi (2.66)
= − ǫ
∫∫
Ω×R2
µ(~v)v2i
(
v2i − βb
)
∂ijφ
j
b(~x)bl − ǫ
∑
l 6=i
∫∫
Ω×R2
µ(~v)v2l
(
v2i − βb
)
∂ljφ
j
b(~x)bl
= C
∫
Ω
(∂ij∆
−1
x bj)bi,
and
λ
∫∫
Ω×R2
c(~x)µ(~v)
|~v|2 − 2
2
(
v2i − βb
)
∂jφ
j
b = λ
∫∫
Ω×R2
c(~x)µ(~v)
v2i − 2
2
(
v2i − βb
)
∂jφ
j
b. (2.67)
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Hence, by (2.54), we may estimate
ǫ
∣∣∣∣
∫
Ω
(∂ij∆
−1
x bj)bi
∣∣∣∣ (2.68)
≤ C
∥∥∥~b∥∥∥
L2
(
ǫ |fλ,m|L2+ + (1 + ǫ + λ) ‖(I− P)[fλ,m]‖L2 + ‖S‖L2 + ǫ |h|L2− + λ ‖c‖L2
)
≤ C
∥∥∥~b∥∥∥
L2
(
(ǫ+ λ) |fλ,m|L2+ + (1 + ǫ+ λ) ‖(I− P)[fλ,m]‖L2 + (1 + λ) ‖S‖L2 + (ǫ + λ) |h|L2−
)
.
Step 2 - Phase 2: Estimates of (∂jj∆
−1
x bi)bi for i 6= j.
We choose the test function
ψ =
√
µ(~v) |~v|2 vivj∂jφib i 6= j. (2.69)
The right-hand side(RHS) of (2.38) is still bounded by
RHS ≤ C
∥∥∥~b∥∥∥
L2
(
‖(I− P)[fλ,m]‖L2 + ‖S‖L2
)
. (2.70)
Hence, the left-hand side(LHS) of (2.38) takes the form
LHS = λ
∫∫
Ω×R2
fλ,m
√
µ(~v) |~v|2 vivj∂jφib (2.71)
+ ǫ
∫
∂Ω×R2
fλ,m
√
µ(~v) |~v|2 vivj∂jφib(~n · ~v)
− ǫ
∫∫
Ω×R2
fλ,m
√
µ(~v) |~v|2 vivj
(
2∑
l=1
vi∂ljφ
i
b
)
.
Now substitute (2.46) and (2.47) into (2.71). Then based on the oddness in ~v, there is no P[fλ,m] contribution
in the first term and no a and c contribution in the third term of (2.71). We can simplify (2.71) into
LHS = λ
∫∫
Ω×R2
(I− P)[fλ,m]
√
µ(~v) |~v|2 vivj∂jφib (2.72)
+ ǫ
∫
∂Ω×R2
1γ+fλ,m
√
µ(~v) |~v|2 vivj∂jφib(~n · ~v)
+ ǫ
∫
∂Ω×R2
1γ−h
√
µ(~v) |~v|2 vivj∂jφib(~n · ~v)
− ǫ
∫∫
Ω×R2
µ(~v) |~v|2 v2i v2j (∂ijφib(~x)bj + ∂jjφib(~x)bi)
− ǫ
2∑
l=1
∫∫
Ω×R2
(I− P)[fλ,m]
√
µ(~v) |~v|2 vivjvl∂ljφib.
Then we deduce
− ǫ
∫∫
Ω×R2
µ(~v) |~v|2 v2i v2j (∂ijφib(~x)bj + ∂jjφib(~x)bi) = C
(∫
Ω
(∂ij∆
−1
x bi)bj +
∫
Ω
(∂jj∆
−1
x bi)bi
)
. (2.73)
Hence, we may estimate for i 6= j,
ǫ
∣∣∣∣
∫
Ω
(∂jj∆
−1
x bi)bi
∣∣∣∣ ≤ C
∥∥∥~b∥∥∥
L2
(
ǫ |fλ,m|L2+ + (1 + ǫ+ λ) ‖(I− P)[fλ,m]‖L2 (2.74)
+ ‖S‖L2 + ǫ |h|L2−
)
+ Cǫ
∣∣∣∣
∫
Ω
(∂ij∆
−1
x bi)bj
∣∣∣∣
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Moreover, by (2.68), for i = j = 1, 2,
ǫ
∣∣∣∣
∫
Ω
(∂jj∆
−1
x bj)bj
∣∣∣∣ ≤ C ∥∥∥~b∥∥∥L2
(
(ǫ+ λ) |fλ,m|L2+ + (1 + ǫ+ λ) ‖(I− P)[fλ,m]‖L2 (2.75)
+ (1 + λ) ‖S‖L2 + (ǫ+ λ) |h|L2−
)
.
Step 2 - Phase 3: Synthesis.
Summarizing (2.74) and (2.75), we may sum up over j = 1, 2 to obtain, for any i = 1, 2,
ǫ ‖bi‖2L2 ≤ C
∥∥∥~b∥∥∥
L2
(
(ǫ+ λ) |fλ,m|L2+ + (1 + ǫ+ λ) ‖(I− P)[fλ,m]‖L2 (2.76)
+ (1 + λ) ‖S‖L2 + (ǫ + λ) |h|L2−
)
,
which further implies
(2.77)
ǫ
∥∥∥~b∥∥∥
L2
≤ C
(
(ǫ+ λ) |fλ,m|L2+ + (1 + ǫ+ λ) ‖(I− P)[fλ,m]‖L2 + (1 + λ) ‖S‖L2 + (ǫ + λ) |h|L2−
)
.
Step 3: Estimates of a.
We choose the test function
ψ = ψa =
√
µ(~v)
(
|~v|2 − βa
)
(~v · ∇xφa(~x)) , (2.78)
where 

−∆xφa(~x) = a(~x) in Ω,
φa = 0 on ∂Ω,
(2.79)
and βa is a real number to be determined later. Based on the standard elliptic estimates, we have
‖φa‖H2 ≤ C ‖a‖L2 . (2.80)
With the choice of (2.78), the right-hand side(RHS) of (2.38) is bounded by
RHS ≤ C ‖a‖L2
(
‖(I− P)[fλ,m]‖L2 + ‖S‖L2
)
. (2.81)
We have
~v · ∇xψa =
√
µ(~v)
2∑
i,j=1
(
|~v|2 − βa
)
vivj∂ijφa(~x), (2.82)
so the left-hand side(LHS) of (2.38) takes the form
LHS = λ
∫∫
Ω×R2
fλ,m
√
µ(~v)
(
|~v|2 − βa
)( 2∑
i=1
vi∂iφa
)
(2.83)
+ ǫ
∫
∂Ω×R2
fλ,m
√
µ(~v)
(
|~v|2 − βa
)( 2∑
i=1
vi∂iφa
)
(~n · ~v)
− ǫ
∫∫
Ω×R2
fλ,m
√
µ(~v)
(
|~v|2 − βa
) 2∑
i,j=1
vivj∂ijφa

 .
We will choose βa such that∫
R2
√
µ(~v)
(
|~v|2 − βa
) |~v|2 − 2
2
v2i d~v = 0 for i = 1, 2. (2.84)
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Since ∫
R2
√
µ(~v)
|~v|2 − 2
2
v2i d~v 6= 0, (2.85)
this βa can always be achieved. Now substitute (2.46) and (2.47) into (2.83). Then based on this choice of
βa and oddness in ~v, there is no a and c contribution in the first term, and no ~b and c contribution in the
third term of (2.83). Since ~b contribution and the off-diagonal c contribution in the third term of (2.83) also
vanish due to the oddness in ~v, we can simplify (2.83) into
LHS = λ
∫∫
Ω×R2
(I− P)[fλ,m]
√
µ(~v)
(
|~v|2 − βa
)( 2∑
i=1
vi∂iφa
)
(2.86)
+ λ
∫∫
Ω×R2
µ(~v)
(
|~v|2 − βa
)( 2∑
i=1
biv
2
i ∂iφa
)
+ ǫ
∫
∂Ω×R2
1γ+fλ,m
√
µ(~v)
(
|~v|2 − βa
)( 2∑
i=1
vi∂iφa
)
(~n · ~v)
+ ǫ
∫
∂Ω×R2
1γ−h
√
µ(~v)
(
|~v|2 − βa
)( 2∑
i=1
vi∂iφa
)
(~n · ~v)
−
2∑
i=1
ǫ
∫
R2
µ(~v) |vi|2
(
|~v|2 − βa
)
d~v
∫
Ω
a(~x)∂iiφa(~x)d~x
− ǫ
∫∫
Ω×R2
(I − P)[fλ,m]
√
µ(~v)
(
|~v|2 − βa
) 2∑
i,j=1
vivj∂ijφa

 .
Since ∫
R2
√
µ(~v) |vi|2
(
|~v|2 − βa
)
d~v = C, (2.87)
we have
− ǫ
∫
Ω
∆xφa(~x)a(~x)d~x (2.88)
≤ C ‖a‖L2
(
ǫ |fλ,m|L2+ + (1 + ǫ + λ) ‖(I− P)[fλ,m]‖L2 + ‖S‖L2 + ǫ |h|L2− + λ
∥∥∥~b∥∥∥
L2
)
.
Since −∆xφa = a, by (2.77), we know
ǫ ‖a‖2L2 ≤ C ‖a‖L2
(
(ǫ+ λ) |fλ,m|L2+ + (1 + ǫ+ λ) ‖(I− P)[fλ,m]‖L2 (2.89)
+ (1 + λ) ‖S‖L2 + (ǫ+ λ) |h|L2−
)
,
which further implies
(2.90)
ǫ ‖a‖L2 ≤ C
(
(ǫ+ λ) |fλ,m|L2+ + (1 + ǫ+ λ) ‖(I− P)[fλ,m]‖L2 + (1 + λ) ‖S‖L2 + (ǫ+ λ) |h|L2−
)
.
Step 4: Synthesis.
Collecting (2.54), (2.77) and (2.90), we deduce
ǫ ‖P[fλ,m]‖L2 (2.91)
≤ C
(
(ǫ+ λ) |fλ,m|L2+ + (1 + ǫ+ λ) ‖(I− P)[fλ,m]‖L2 + (1 + λ) ‖S‖L2 + (ǫ + λ) |h|L2−
)
.
This completes our proof. 
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Theorem 2.5. There exists a unique solution f ∈ L2(Ω×R2) to the equation (2.1) that satisfies the estimate
‖f‖L2 +
1
ǫ1/2
|f |L2+ ≤ C
(
1
ǫ2
‖(I− P)[S]‖L2 +
1
ǫ
‖P[S]‖L2 +
1
ǫ1/2
|h|L2−
)
. (2.92)
Proof. We square on both sides of (2.37) to obtain
ǫ2 ‖P[fλ,m]‖L2 ≤ C
(
ǫ2 |fλ,m|L2+ + ‖(I− P)[fλ,m]‖L2 + ‖S‖L2 + ǫ
2 |h|L2−
)
. (2.93)
On the other hand, by Green’s identity, multiplying fl,m on both sides of (2.24) implies
λ ‖fλ,m‖2L2 + 〈Lmfλ,m, fλ,m〉+
1
2
ǫ |fλ,m|2L2+ =
1
2
ǫ |h|2L2− +
∫∫
Ω×R2
fλ,mS. (2.94)
We deduce from the spectral gap of Lm,
λ ‖fλ,m‖2L2 + ‖(I− P)[fλ,m]‖L2 +
ǫ
2
|fλ,m|2L2+ ≤ ǫ |h|
2
L2−
+
∫∫
Ω×R2
fλ,mS. (2.95)
Multiplying a small constant on both sides of (2.93) and adding to (2.95), we obtain
ǫ2 ‖P[fλ,m]‖2L2 + ‖(I− P)[fλ,m]‖2L2 + ǫ |fλ,m|2L2+ ≤ C
(
ǫ |h|2L2− +
∫∫
Ω×R2
fλ,mS + ‖S‖L2
)
. (2.96)
Since∫∫
Ω×R2
fλ,mS =
∫∫
Ω×R2
fλ,mP[S] +
∫∫
Ω×R2
fλ,m(I− P)[S] (2.97)
=
∫∫
Ω×R2
(I− P)[fλ,m]P[S] +
∫∫
Ω×R2
P[fλ,m](I− P)[S]
≤
(
C ‖(I− P)[fλ,m]‖2L2 +
1
4C
‖P[S]‖2L2
)
+
(
Cǫ2 ‖P[fλ,m]‖2L2 +
1
4Cǫ2
‖(I− P)[S]‖2L2
)
,
for C sufficiently small, we have
ǫ2 ‖P[fλ,m]‖2L2 + ‖(I− P)[fλ,m]‖2L2 + ǫ |fλ,m|2L2+ ≤ C
(
1
ǫ2
‖(I− P)[S]‖2L2 + ‖P[S]‖2L2 + ǫ |h|2L2−
)
. (2.98)
Hence, we deduce
‖fλ,m‖L2 ≤ C
(
1
ǫ2
‖(I− P)[S]‖L2 +
1
ǫ
‖P[S]‖L2 +
1
ǫ1/2
|h|L2−
)
. (2.99)
Then based on (2.96), we have
|fλ,m|L2+ ≤ C
(
1
ǫ3/2
‖(I− P)[S]‖L2 +
1
ǫ1/2
‖P[S]‖L2 + |h|L2−
)
. (2.100)
This is a uniform estimate in λ, so we can obtain a weak solution fλ,m → fm with the same estimate (2.99)
and (2.100). Moreover, we have{
λ(fλ,m − fm) + ǫ~v · ∇x(fλ,m − fm) + Lm[fλ,m − fm] = λfm,
(fλ,m − fm)(~x0, ~v) = 0.
(2.101)
Then we have the estimate
‖fλ,m − fm‖L2 ≤ C
(
λ
ǫ2
‖(I− P)[fm]‖L2 +
λ
ǫ
‖P[fm]‖L2
)
. (2.102)
Hence, fλ,m → fm strongly in L2(Ω × R2) as λ → 0. Then we can take the limit fm → f as m → ∞. By
a diagonal process, there exists a unique weak solution such that fm → f weakly in L2(Ω× R2). Then the
weak lower semi-continuity implies f satisfies the same estimate (2.99). 
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2.3. L∞ Estimates of Linearized Stationary Boltzmann Equation. The characteristics (X(s), V (s))
of the equation (2.1) which goes through (~x,~v) is defined by

(X(0), V (0)) = (~x,~v)
dX(s)
ds
= ǫV (s),
dV (s)
ds
= 0.
(2.103)
which implies {
X(s) = ~x+ ǫs~v
V (s) = ~v
(2.104)
Define the backward exit time and exit position as
tb(~x,~v) = inf{t > 0 : ~x− ǫt~v /∈ Ω}, (2.105)
xb(~x,~v) = ~x− ǫtb(~x,~v)~v /∈ Ω. (2.106)
We define a weight function
w(~v) = wϑ,ζ(~v) = 〈~v〉ϑ eζ|~v|2 , (2.107)
and
w˜(~v) =
1√
µ(~v)w(~v)
=
√
2π
e(
1
4−ζ)|~v|2
〈~v〉ϑ
. (2.108)
Lemma 2.6. We have
|k(~v,~v′)| ≤ C
(
|~v − ~v′|+
∣∣∣∣ 1~v − ~v′
∣∣∣∣
)
exp
(
− 1
8
|~v − ~v′|2 − 1
8
∣∣∣|~v|2 − |~v′|2∣∣∣2
|~v − ~v′|2
)
. (2.109)
Let 0 ≤ ζ ≤ 1/4. Then there exists 0 ≤ C1(ζ) < 1 and C2(ζ) > 0 such that for 0 ≤ δ ≤ C1(ζ),
(2.110)
∫
R2
(
|~v − ~v′|+
∣∣∣∣ 1~v − ~v′
∣∣∣∣
)
exp
(
− 1− δ
8
|~v − ~v′|2 − 1− δ
8
∣∣∣|~v|2 − |~v′|2∣∣∣2
|~v − ~v′|2
)
eζ|~v|
2
eζ|~v′|2
d~v′ ≤ C2(ζ)
1 + |~v| .
Proof. See [14, Lemma 3]. 
Theorem 2.7. There exists a unique solution f ∈ L∞(Ω × R2) to the equation (2.1) that satisfies the
estimate for ϑ > 2 and 0 ≤ ζ ≤ 1/4,∥∥∥〈~v〉ϑ eζ|~v|2f∥∥∥
L∞
+
∣∣∣〈~v〉ϑ eζ|~v|2f ∣∣∣
L∞+
(2.111)
≤ C
(
1
ǫ
‖f‖L2 +
∥∥∥〈~v〉ϑ eζ|~v|2S∥∥∥
L∞
+
∣∣∣〈~v〉ϑ eζ|~v|2h∣∣∣
L∞−
)
≤ C
(
1
ǫ3
‖(I− P)[S]‖L2 +
1
ǫ2
‖P[S]‖L2 +
1
ǫ3/2
|h|L2− +
∥∥∥〈~v〉ϑ eζ|~v|2S∥∥∥
L∞
+
∣∣∣〈~v〉ϑ eζ|~v|2h∣∣∣
L∞−
)
.
Proof. The existence and uniqueness follow from Theorem 2.5, so we focus on the estimate. We divide the
proof into several steps:
Step 1: Mild formulation.
Denote
g = wf, (2.112)
Kw[g] = wK
[ g
w
]
=
∫
R2
kw(~v,~v
′)g(~v′)d~v′. (2.113)
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Since L = ν −K, we can rewrite the equation (2.1) along the characteristics by Duhamel’s principle as
g(~x,~v) = w(~v)h(~x − ǫtb~v,~v)e−ν(~v)t1 +
∫ tb
0
wS(~x − ǫ(tb − s)~v,~v)e−ν(~v)(tb−s)ds (2.114)
+
∫ tb
0
Kw[g(~x− ǫ(tb − s)~v,~v)]e−ν(~v)(tb−s)ds
= w(~v)h(~x − ǫtb~v,~v)e−ν(~v)tb +
∫ tb
0
wS(~x − ǫ(tb − s)~v,~v)e−ν(~v)(tb−s)ds
+
∫ tb
0
(∫
R2
kw(~v,~vt)g(~x − ǫ(tb − s)~v,~vt)d~vt
)
e−ν(~v)(tb−s)ds,
where ~vt ∈ R2 is a dummy variable. We may apply Duhamel’s principle again to g(~x − ǫ(tb − s)~v,~vt) to
obtain
(2.115)
g(~x,~v)
= w(~v)h(~x− ǫtb~v,~v)e−ν(~v)tb +
∫ tb
0
wS(~x− ǫ(tb − s)~v,~v)e−ν(~v)(tb−s)ds
+
∫ tb
0
(∫
R2
kw(~v,~vt)w(~vt)h(~x− ǫtb~v − ǫsb~vt, ~vt)e−ν(~vt)sbd~vt
)
e−ν(~v)(tb−s)ds
+
∫ tb
0
∫
R2
kw(~v,~vt)
(∫ sb
0
wS(~x − ǫ(tb − s)~v − ǫ(sb − r)~vt, ~vt)e−ν(~vt)(sb−r)dr
)
d~vte
−ν(~v)(tb−s)ds
+
∫ tb
0
∫
R2
kw(~v,~vt)
(∫ sb
0
∫
R2
kw(~vt, ~vs)g(~x− ǫ(tb − s)~v − ǫ(sb − r)~vt, ~vs)d~vse−ν(~vt)(sb−r)dr
)
d~vte
−ν(~v)(tb−s)ds,
where
sb(~x,~v, ~vt, s) = inf{r > 0 : ~x− ǫ(tb − s)~v − ǫr~vt /∈ Ω}, (2.116)
and ~vs ∈ R2 is another dummy variable. We need to estimate each term in (2.115).
Step 2: Estimates of source terms and boundary terms.
We can directly obtain ∣∣∣w(~v)h(~x− ǫtb~v,~v)e−ν(~v)tb ∣∣∣ ≤ C |wh|L∞− , (2.117)
∣∣∣∣
∫ tb
0
wS(~x − ǫ(tb − s)~v,~v)e−ν(~v)(tb−s)ds
∣∣∣∣ ≤ C ‖wS‖L∞ , (2.118)
∣∣∣∣
∫ tb
0
(∫
R2
kw(~v,~vt)w(~vt)h(~x− ǫtb~v − ǫsb~vt, ~vt)e−ν(~vt)sbd~vt
)
e−ν(~v)(tb−s)ds
∣∣∣∣ (2.119)
≤ |wh|L∞−
∣∣∣∣
∫ tb
0
(∫
R2
kw(~v,~vt)e
−ν(~vt)sbd~vt
)
e−ν(~v)(tb−s)ds
∣∣∣∣ ≤ C |wh|L∞− ,
(2.120)∣∣∣∣
∫ tb
0
∫
R2
kw(~v,~vt)
(∫ sb
0
wS(~x − ǫ(tb − s)~v − ǫ(sb − r)~vt, ~vt)e−ν(~vt)(sb−r)dr
)
d~vte
−ν(~v)(tb−s)ds
∣∣∣∣
≤ ‖wS‖L∞
∣∣∣∣
∫ tb
0
∫
R2
kw(~v,~vt)
(∫ sb
0
e−ν(~vt)(sb−r)dr
)
d~vte
−ν(~v)(tb−s)ds
∣∣∣∣ ≤ C ‖wS‖L∞ .
Step 3: Estimates of Kw terms.
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We consider the last and most complicated term I in (2.115) defined as
(2.121)∫ tb
0
∫
R2
kw(~v,~vt)
(∫ sb
0
∫
R2
kw(~vt, ~vs)g(~x− ǫ(tb − s)~v − ǫ(sb − r)~vt, ~vs)d~vse−ν(~vt)(sb−r)dr
)
d~vte
−ν(~v)(tb−s)ds.
We can divide it into four cases:
I = I1 + I2 + I3 + I4. (2.122)
Case I: |~v| ≥ N .
Based on Lemma 2.6 with δ = 0, we have∣∣∣∣
∫
R2
∫
R2
kw(~v)(~v,~vt)kw(~vt)(~vt, ~vs)d~vsd~vt
∣∣∣∣ ≤ C1 + |~v| ≤ CN . (2.123)
Hence, by Fubini’s Theorem, we get
I1 ≤ C
N
‖g‖L∞ . (2.124)
Case II: |~v| ≤ N , |~vt| ≥ 2N , or |~vt| ≤ 2N , |~vs| ≥ 3N .
Notice this implies either |~vt − ~v| ≥ N or |~vt − ~vs| ≥ N . Hence, either of the following is valid correspond-
ingly: ∣∣kw(~v)(~v,~vt)∣∣ ≤ e− δ8N2 ∣∣∣kw(~v)(~v,~vt)e δ8 |~v−~vt|2 ∣∣∣ , (2.125)∣∣kw(~vt)(~vt, ~vs)∣∣ ≤ e− δ8N2 ∣∣∣kw(~vt)(~vt, ~vs)e δ8 |~vt−~vs|2 ∣∣∣ . (2.126)
Then based on Lemma 2.6, ∫
R2
∣∣∣kw(~v)(~v,~vt)e δ8 |~v−~vt|2 ∣∣∣d~vt <∞, (2.127)∫
R2
∣∣∣kw(~vt)(~vt, ~vs)e δ8 |~vt−~vs|2 ∣∣∣d~vs <∞. (2.128)
Hence, we have
I2 ≤ Ce− δ8N2 ‖g‖L∞ . (2.129)
Case III: s− r ≤ δ and |~v| ≤ N , |~vt| ≤ 2N , |~vs| ≤ 3N .
In this case, when 0 < δ << 1 is sufficiently small, since the integral in r is restricted to this short interval,
we have
I3 ≤ Cδ ‖g‖L∞ . (2.130)
Case IV: s− r ≥ δ and |~v| ≤ N , |~vt| ≤ 2N , |~vs| ≤ 3N .
Since kw(~v)(~v,~vt) has possible integrable singularity of 1/ |~v − ~vt|, we can introduce kN (~v,~vt) smooth with
compact support such that
sup
|p|≤3N
∫
|~vt|≤3N
∣∣kN (p,~vt)− kw(p)(p,~vt)∣∣ d~vt ≤ 1
N
. (2.131)
Then we can split
kw(~v)(~v,~vt)kw(~vt)(~vt, ~vs) = kN (~v,~vt)kN (~vt, ~vs) (2.132)
+
(
kw(~v)(~v,~vt)− kN (~v,~vt)
)
kw(~vt)(~vt, ~vs)
+
(
kw(~vt)(~vt, ~vs)− kN (~vt, ~vs)
)
kN (~v,~vt).
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This means we further split I4 into
I4 = I4,1 + I4,2 + I4,3. (2.133)
Based on the estimate (2.131), we have
I4,2 ≤ C
N
‖g‖L∞ , (2.134)
I4,3 ≤ C
N
‖g‖L∞ . (2.135)
Therefore, the only remaining term is I4,1. Note we always have ~x− ǫ(tb − s)~v − ǫ(s− r)~vt ∈ Ω. Hence, we
define the change of variable ~y = (y1, y2) = ~x− ǫ(tb − s)~v − ǫ(s− r)~vt such that∣∣∣∣ d~yd~vt
∣∣∣∣ =
∣∣∣∣∣
∣∣∣∣∣ ǫ(s− r) 00 ǫ(s− r)
∣∣∣∣∣
∣∣∣∣∣ = ǫ2(s− r) ≥ ǫ2δ2. (2.136)
Since kN is bounded and |~vs| ≤ 3N , we estimate
(2.137)
I4,1 ≤ C
∣∣∣∣∣
∫
|~vt|≤2N
∫
|~vs|≤3N
∫ s
0
1{~x−ǫ(tb−s)~v−ǫ(s−r)~vt∈Ω}g(~x− ǫ(tb − s)~v − ǫ(s− r)~vt, ~vs)drd~vtd~vs
∣∣∣∣∣
≤ C
ǫδ
∣∣∣∣∣
∫ s
0
∫
|~vs|≤3N
∫
Ω
1{~y∈Ω}g(~y,~vs)d~yd~vsdr
∣∣∣∣∣
≤ C
(
1 +N2
)ϑ
2 eζN
2
ǫδ
∥∥∥∥g(~y,~vs)w(~vs)
∥∥∥∥
L2
=
C
(
1 +N2
)ϑ
2 eζN
2
ǫδ
∥∥∥ g
w
∥∥∥
L2
.
Summarize all above in Case IV, we obtain
I4 ≤ C
N
‖g‖L∞ +
C
(
1 +N2
)ϑ
2 eζN
2
ǫδ
∥∥∥ g
w
∥∥∥
L2
. (2.138)
Therefore, we already prove
I ≤
(
Ce−
δ
8N
2
+
C
N
+ Cδ
)
‖g‖L∞ +
C
(
1 +N2
)ϑ
2 eζN
2
ǫδ
∥∥∥ g
w
∥∥∥
L2
(2.139)
Step 4: Synthesis.
Collecting all above in Step 2 and Step 3, we have shown
‖g‖L∞ ≤
(
Ce−
δ
8N
2
+
C
N
+ Cδ
)
‖g‖L∞ +
C
(
1 +N2
)ϑ
2 eζN
2
ǫδ
∥∥∥ g
w
∥∥∥
L2
+ C ‖wS‖L∞ + C |wh|L∞− .(2.140)
Choosing δ sufficiently small and then taking N sufficiently large such that Ce−
δ
8N
2
+
C
N
+Cδ ≤ 1
2
, we have
‖g‖L∞ ≤
C
ǫ
∥∥∥ g
w
∥∥∥
L2
+ C ‖wS‖L∞ + C |wh|L∞− . (2.141)
Based on Theorem 2.5, we obtain
‖g‖L∞ ≤ C
(
1
ǫ
∥∥∥ g
w
∥∥∥
L2
+ ‖wS‖L∞ + |wh|L∞−
)
(2.142)
= C
(
1
ǫ
‖f‖L2 + ‖wS‖L∞ + |wh|L∞−
)
≤ C
(
1
ǫ3
‖(I− P)[S]‖L2 +
1
ǫ2
‖P[S]‖L2 +
1
ǫ3/2
|h|L2− + ‖wS‖L∞ + |wh|L∞−
)
.
This completes the proof. 
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3. Asymptotic Analysis
In this section, we construct the asymptotic expansion of the equation (1.12).
3.1. Interior Expansion. We define the interior expansion
F ǫ ∼
∞∑
k=1
ǫkF ǫk(~x,~v). (3.1)
Plugging it into the equation (1.12) and comparing the order of ǫ, we obtain
L[F ǫ1 ] = 0, (3.2)
L[F ǫ2 ] = − ~v · ∇xF ǫ1 + Γ[F ǫ1 ,F ǫ1], (3.3)
L[F ǫ3 ] = − ~v · ∇xF ǫ2 + Γ[F ǫ1 ,F ǫ2] + Γ[F ǫ2 ,F ǫ1], (3.4)
. . .
L[F ǫk] = − ~v · ∇xF ǫk−1 +
k−1∑
i=1
Γ[F ǫi ,F ǫk−i]. (3.5)
The solvability of
L[F ǫk] = − ~v · ∇xF ǫk−1 +
k−1∑
i=1
Γ[F ǫi ,F ǫk−i] (3.6)
requires ∫
R2
(
− ~v · ∇xF ǫk−1 +
k−1∑
i=1
Γ[F ǫi ,F ǫk−i]
)
ψ(~v)d~v = 0 (3.7)
for any ψ satisfying L[ψ] = 0. Based on the analysis in [16, 17], each Fk consists of three parts:
F ǫk(~x,~v) = Aǫk(~x,~v) +Bǫk(~x,~v) + Cǫk(~x,~v), (3.8)
where
Aǫk(~x,~v) =
√
µ
(
Aǫk,0(~x) +A
ǫ
k,1(~x)v1 +A
ǫ
k,2(~x)v2 +A
ǫ
k,3(~x)
(
|~v|2 − 1
2
))
, (3.9)
is the fluid part,
Bǫk(~x,~v) =
√
µ
(
Bǫk,0(~x) +B
ǫ
k,1(~x)v1 +B
ǫ
k,2(~x)v2 +B
ǫ
k,3(~x)
(
|~v|2 − 1
2
))
, (3.10)
with Bǫk depending on A
ǫ
s,i for 1 ≤ s ≤ k − 1 and i = 0, 1, 2, 3 as
Bǫk,0 = 0, (3.11)
Bǫk,1 =
k−1∑
i=1
Aǫi,0A
ǫ
k−i,1, (3.12)
Bǫk,2 =
k−1∑
i=1
Aǫi,0A
ǫ
k−i,2, (3.13)
Bǫk,3 =
k−1∑
i=1
(
Aǫi,0A
ǫ
k−i,3 +A
ǫ
i,1A
ǫ
k−i,1 +A
ǫ
i,2A
ǫ
k−i,2 +
k−1−i∑
j=1
Aǫi,0(A
ǫ
j,1A
ǫ
k−i−j,1 +A
ǫ
j,2A
ǫ
k−i−j,2)
)
, (3.14)
and Ck(~x,~v) satisfies
∫
R2
√
µCǫk(~x,~v)


1
~v
|~v|2

d~v = 0, (3.15)
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with
L[Cǫk] = − ~v · ∇xF ǫk−1 +
k−1∑
i=1
Γ[F ǫi ,F ǫk−i], (3.16)
which can be solved explicitly at any fixed ~x. Hence, we only need to determine the relations satisfied by
Aǫk. For convenience, we define
Aǫk =
√
µ
(
ρǫk + u
ǫ
k,1v1 + u
ǫ
k,2v2 + θ
ǫ
k
(
|~v|2 − 1
2
))
, (3.17)
Then the analysis in [16, 17] shows that Aǫk satisfies the equations as follows:
0th order equations:
P ǫ1 − (ρǫ1 + θǫ1) = 0, (3.18)
∇xP ǫ1 = 0, (3.19)
1st order equations:
P ǫ2 − (ρǫ2 + θǫ2 + ρǫ1θǫ1) = 0, (3.20)
~u · ∇x~uǫ1 − γ1∆x~uǫ1 +∇xP ǫ2 = 0, (3.21)
∇x · ~uǫ1 = 0, (3.22)
~uǫ1 · ∇xθǫ1 − γ2∆xθǫ1 = 0, (3.23)
kth order equations:
P ǫk+1 −
(
ρǫk+1 + θ
ǫ
k+1 +
k+1−i∑
i=1
ρǫiθ
ǫ
k+1−i
)
= 0, (3.24)
k∑
i=1
~uǫi · ∇x~uǫk+1−i − γ1∆x~uǫk +∇xP ǫk+1 = Hǫk,1, (3.25)
∇x · ~uǫk = Hǫk,2, (3.26)
k∑
i=1
~uǫi · ∇xθǫk+1−i − γ2∆xθǫk = Hǫk,3, (3.27)
where
(3.28)
Hǫk,j = G
ǫ
k,j [~x,~v; ρ
ǫ
1, . . . , ρ
ǫ
k−1; θ
ǫ
1, . . . , θ
ǫ
k−1; ~u1, . . . , ~u
ǫ
k−1],
is explicit functions depending on lower order terms, and γ1 and γ2 are two positive constants. Since in most
cases, we are only interested in the leading order terms, so we omit the detailed description of Gǫk,j . In order
to determine the boundary condition for ~uǫk, θ
ǫ
k and ρ
ǫ
k, we have to define the boundary layer expansion.
3.2. Boundary Layer Expansion with Geometric Correction. In order to define the boundary layer,
we need several substitutions:
Substitution 1:
Define the substitution into polar coordinate f ǫ(x1, x2, ~v)→ f ǫ(r, φ, ~v) with (r, φ, ~v) ∈ [0, 1)× [−π, π) × R2
as 

x1 = r cosφ,
x2 = r sinφ,
~v = ~v.
(3.29)
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The equation (1.12) can be rewritten as
 ǫ(~v · ~n)
∂f ǫ
∂r
+
ǫ
r
(~v · ~τ )∂f
ǫ
∂φ
+ L[f ǫ] = Γ[f ǫ, f ǫ],
f ǫ(1, φ, ~v) = bǫ(1, φ, ~v) for ~v · ~n < 0,
(3.30)
for ~n the outer normal vector and ~τ the counterclockwise tangential vector on ∂Ω.
Substitution 2:
We further perform the scaling substitution f ǫ(r, φ, ~v)→ f ǫ(η, φ,~v) with (η, φ,~v) ∈ [0, 1/ǫ)× [−π, π)×R2 as

η = (1− r)/ǫ,
φ = φ,
~v = ~v,
(3.31)
which implies
∂f ǫ
∂r
= − 1
ǫ
∂f ǫ
∂η
, (3.32)
Then the equation (1.12) in (η, φ,~v) becomes
 −(~v · ~n)
∂f ǫ
∂η
+
ǫ
1− ǫη (~v · ~τ )
∂f ǫ
∂φ
+ L[f ǫ] = Γ[f ǫ, f ǫ],
f ǫ(0, φ, ~v) = bǫ(0, φ, ~v) for ~v · ~n < 0.
(3.33)
Substitution 3:
We define the velocity substitution f ǫ(r, φ, ~v)→ f ǫ(η, φ,~vr) with (η, φ,~vr) ∈ [0, 1/ǫ)× [−π, π)× R2 as

η = η,
φ = φ,
~vr = −~v.
(3.34)
This substitution is for the convenience of Milne problem and specifying the in-flow boundary. Then the
equation (1.12) in (η, φ,~v) becomes
 (~vr · ~n)
∂f ǫ
∂η
− ǫ
1− ǫη (~vr · ~τ)
∂f ǫ
∂φ
+ L[f ǫ] = Γ[f ǫ, f ǫ],
f ǫ(0, φ, ~vr) = b
ǫ(0, φ, ~vr) for ~vr · ~n > 0.
(3.35)
Substitution 4:
We further define the velocity decomposition with respect to the normal and tangential directions at boundary
as f ǫ(η, φ, vr,1, vr,2)→ f ǫ(η, φ, vη , vφ) with (η, φ, vη, vφ) ∈ [0, 1/ǫ)× [−π, π)× R2

η = η,
φ = φ,
vη = vr,1 cosφ+ vr,2 sinφ,
vφ = −vr,1 sinφ+ vr,2 cosφ.
(3.36)
Denote ~v = (vη, vφ). Then the equation (1.12) can be rewritten as

vη
∂f ǫ
∂η
− ǫ
1− ǫη
(
vφ
∂f ǫ
∂φ
+ v2φ
∂f ǫ
∂vη
− vηvφ ∂f
ǫ
∂vφ
)
+ L[f ǫ] = Γ[f ǫ, f ǫ],
f ǫ(0, φ,~v) = bǫ(φ,~v) for vη > 0.
(3.37)
We define the boundary layer expansion
F
ǫ ∼
∞∑
k=1
ǫkF ǫk(η, φ,~v), (3.38)
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where F ǫk can be determined by plugging it into the equation (3.37) and comparing the order of ǫ. In a
neighborhood of the boundary, we have
vη
∂F ǫ1
∂η
− ǫ
1− ǫη
(
v2φ
∂F ǫ1
∂vη
− vηvφ ∂F
ǫ
1
∂vφ
)
+ L[F ǫ1 ] = 0, (3.39)
vη
∂F ǫ2
∂η
− ǫ
1− ǫη
(
v2φ
∂F ǫ2
∂vη
− vηvφ ∂F
ǫ
2
∂vφ
)
+ L[F ǫ2 ] =
1
1− ǫη vφ
∂F ǫ1
∂φ
(3.40)
+ Γ[F ǫ1 ,F
ǫ
1 ] + 2Γ[F ǫ1,F ǫ1 ],
. . .
vη
∂F ǫk
∂η
− ǫ
1− ǫη
(
v2φ
∂F ǫk
∂vη
− vηvφ ∂F
ǫ
k
∂vφ
)
+ L[F ǫk ] =
1
1− ǫη vφ
∂F ǫk−1
∂φ
(3.41)
+
k−1∑
i=1
Γ[F ǫi ,F
ǫ
k−i] + 2
k−1∑
i=1
Γ[F ǫi ,F ǫk−i].
3.3. Construction of Asymptotic Expansion. The bridge between interior solution and boundary layer
is the boundary condition
f ǫ(~x0, ~v) = b
ǫ(~x0, ~v). (3.42)
Plugging the combined expansion
f ǫ ∼
∞∑
k=1
ǫk(F ǫk + F ǫk), (3.43)
into the boundary condition and comparing the order of ǫ, we obtain
F ǫ1 + F ǫ1 = b1, (3.44)
F ǫ2 + F ǫ2 = b2, (3.45)
. . .
F ǫk + F ǫk = bk. (3.46)
This is the boundary conditions F ǫk and F ǫk need to satisfy. We divide the construction of asymptotic ex-
pansion into several steps for each k ≥ 1:
Step 1: ǫ-Milne Problem.
We solve the ǫ-Milne problem

vη
∂gǫk
∂η
+G(ǫ; η)
(
v2φ
∂gǫk
∂vη
− vηvφ ∂g
ǫ
k
∂vφ
)
+ L[gǫk] = Sǫk(η, φ,~v),
gǫk(0, φ,~v) = h
ǫ
k(φ,~v) for vη > 0,∫
R2
vη
√
µgǫk(0, φ,~v)d~v = mf [g
ǫ
k](φ),
lim
η→∞
gǫk(η, φ,~v) = g
ǫ
k(∞, φ,~v),
(3.47)
for gǫk(η, φ,~v) with the in-flow boundary data
hǫk = bk − (Bǫk + Cǫk) (3.48)
and source term
Sǫk =
Υ(ǫ1/2η)
1− ǫη vφ
∂F ǫk−1
∂φ
+
k−1∑
i=1
Γ[F ǫi ,F
ǫ
k−i] + 2
k−1∑
i=1
Γ[F ǫi ,F ǫk−i], (3.49)
where
G(ǫ; η) = − ǫΥ(ǫ
1/2η)
1− ǫη , (3.50)
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Υ(z) =
{
1 0 ≤ z ≤ 1/2,
0 3/4 ≤ z ≤ ∞. (3.51)
Here the mass-flux mf [g
ǫ
k](φ) will be determined later. Based on Theorem 4.15, there exist
h˜ǫk =
√
µ
(
D˜ǫk,0 + D˜
ǫ
k,1vη + D˜
ǫ
k,2vφ + D˜
ǫ
k,3
(∣∣~v∣∣2 − 2
2
))
, (3.52)
such that the problem

vη
∂Gǫk
∂η
+G(ǫ; η)
(
v2φ
∂Gǫk
∂vη
− vηvφ ∂G
ǫ
k
∂vφ
)
+ L[Gǫk] = Sǫk(η, φ,~v),
Gǫk(0, φ,~v) = hǫk(φ,~v)− h˜ǫk(φ,~v) for vη > 0,∫
R2
vη
√
µGǫk(0, φ,~v)d~v = mf [Gǫk](φ),
lim
η→∞
Gǫk(η, φ,~v) = 0,
(3.53)
is well-posed, where we need to specify
mf [Gǫk](φ) = mf [gǫk](φ)−
∫
R2
vη
√
µh˜ǫk(φ,~v)d~v. (3.54)
Step 2: Definition of Interior Solution and Boundary Layer with Geometric Correction.
Define
F
ǫ
k = Gǫk ·Υ0(ǫ1/2η) (3.55)
where Gǫk the solution of ǫ-Milne problem (3.53) and
Υ0(z) =
{
1 0 ≤ z ≤ 1/4,
0 1/2 ≤ z ≤ ∞. (3.56)
Naturally, we have
lim
η→0
F
ǫ
k(η, φ,~v) = 0. (3.57)
The interior solution
F ǫk(~x,~v) = Aǫk(~x,~v) +Bǫk(~x,~v) + Cǫk(~x,~v), (3.58)
where Bǫk and C
ǫ
k are defined in (3.11) and (3.16), and A
ǫ
k satisfies
Aǫk =
√
µ
(
ρǫk + u
ǫ
k,1v1 + u
ǫ
k,2v2 + θ
ǫ
k
(
|~v|2 − 1
2
))
, (3.59)
and
P ǫk+1 −
(
ρǫk+1 + θ
ǫ
k+1 +
k+1−i∑
i=1
ρǫiθ
ǫ
k+1−i
)
= 0, (3.60)
k∑
i=1
~uǫi · ∇x~uǫk+1−i − γ1∆x~uǫk +∇xP ǫk+1 = Hǫk,1, (3.61)
∇x · ~uǫk = Hǫk,2, (3.62)
k∑
i=1
~uǫi · ∇xθǫk+1−i − γ2∆xθǫk = Hǫk,3, (3.63)
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with boundary condition
Aǫk,0 = D˜
ǫ
k,0, (3.64)
Aǫk,1 = − D˜ǫk,1 cosφ+ D˜ǫk,2 sinφ, (3.65)
Aǫk,2 = − D˜ǫk,1 sinφ− D˜ǫk,2 cosφ, (3.66)
Aǫk,3 = D˜
ǫ
k,3. (3.67)
where D˜ǫk,i comes from the boundary data of ǫ-Milne problem h˜
ǫ
k. This determines A
ǫ
k,0, A
ǫ
k,1, A
ǫ
k,2 and A
ǫ
k,3.
Now it is easy to verify the boundary data are satisfied as
F ǫk + F ǫk = bk. (3.68)
Step 3: Boussinesq relation and Vanishing Mass-Flux.
Note that the fluid-type equations satisfied by Aǫk imply Boussinesq relation. In detail,
P ǫk+1 −
(
ρǫk+1 + θ
ǫ
k+1 +
k+1−i∑
i=1
ρǫiθ
ǫ
k+1−i
)
= 0 (3.69)
yields
ρǫk + θ
ǫ
k +
k−i∑
i=1
ρǫiθ
ǫ
k−i = Ek (3.70)
which is actually
ρǫk + θ
ǫ
k = Ek −
k−i∑
i=1
ρǫiθ
ǫ
k−i (3.71)
for some constant Ek which is free to choose. To enforce this relation, we need to adjust the mass-flux in the
ǫ-Milne problem (3.53). Note that the Boussinesq relation (3.71) leads to a given D˜ǫk,0(φ)+D˜
ǫ
k,3(φ) for any φ
up to a constant in the ǫ-Milne problem. Theorem 4.8 implies we can always adjust the mass-flux mf [Gǫk](φ)
to guarantee the Boussinesq relation. Based on the proof of Theorem 4.8, we know this can determine the
mass-flux mf [Gǫk](φ) up to a constant.
On the other hand, f ǫ(~x,~v) satisfies the vanishing mass-flux∫
∂Ω
∫
R2
f ǫ(~x,~v)d~vdγ = 0. (3.72)
Then we need ∫
∂Ω
∫
R2
(F ǫk + F ǫk)(~x,~v)d~vdγ = 0. (3.73)
for any k ≥ 1. The definition of F ǫk implies∫
∂Ω
∫
R2
F
ǫ
k(~x,~v)d~vdγ = 0. (3.74)
Then the remaining relation ∫
∂Ω
∫
R2
F ǫk(~x,~v)d~vdγ = 0. (3.75)
finally determines the free constant in mass-flux mf [Gǫk](φ).
In summary, the free mass-flux mf [Gǫk](φ) can help to enforce two relations: the Boussinesq relation
ρǫk + θ
ǫ
k = Ek −
k−i∑
i=1
ρǫiθ
ǫ
k−i, (3.76)
and vanishing mass-flux relation ∫
∂Ω
∫
R2
F ǫk(~x,~v)d~vdγ = 0. (3.77)
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Therefore, mf [Gǫk](φ) is completed determined and so are F ǫk and F ǫk .
In particular, when k = 1, F ǫ1 satisfies

F ǫ1 (η, φ,~v) = Gǫ1(η, φ,~v) ·Υ0(√ǫη)
vη
∂Gǫ1
∂η
+G(ǫ; η)
(
v2φ
∂Gǫ1
∂vη
− vηvφ ∂G
ǫ
1
∂vφ
)
+ L[Gǫ1] = 0,
Gǫ1(0, φ,~v) = b1(φ,~v)− h˜ǫ(φ,~v) for vη > 0,∫
R2
vη
√
µGǫ1(0, φ,~v)d~v = mf [Gǫ1],
lim
η→∞
Gǫ1(η, φ,~v) = 0,
(3.78)
where
h˜ǫ1 =
√
µ(~v)
(
D˜ǫ1,0 + D˜
ǫ
1,1vη + D˜
ǫ
1,2vφ + D˜
ǫ
1,3
( |~v|2 − 2
2
))
, (3.79)
and F ǫ1 satisfies
F ǫ1 =
√
µ
(
ρǫ1 + u
ǫ
1,1v1 + u
ǫ
1,2v2 + θ
ǫ
1
( |~v|2 − 2
2
))
, (3.80)
with 

∇x(ρǫ1 + θǫ1) = 0,
~uǫ1 · ∇x~uǫ1 − γ1∆x~uǫ1 +∇xP ǫ2 = 0,
∇x · ~uǫ1 = 0,
~uǫ1 · ∇xθǫ1 − γ2∆xθǫ1 = 0,
ρǫ1(~x0) = D˜
ǫ
1,0(~x0),
uǫ1,1(~x0) = −D˜ǫ1,1(~x0) cosφ+ D˜ǫ1,2(~x0) sinφ,
uǫ1,2(~x0) = −D˜ǫ1,1(~x0) sinφ− D˜ǫ1,2(~x0) cosφ,
θǫ1(~x0) = D˜
ǫ
1,3(~x0),
(3.81)
where the free mass-flux mf [Gǫ1](φ) is chosen to enforce the Boussinesq relation
ρǫ1 + θ
ǫ
1 = E1, (3.82)
and vanishing mass-flux relation ∫
∂Ω
∫
R2
F ǫ1(~x,~v)d~vdγ = 0. (3.83)
Similarly, we can define any F ǫk and F ǫk for k ≥ 1.
4. ǫ-Milne Problem with Geometric Correction
We consider the ǫ-Milne problem for gǫ(η, φ,~v) in the domain (η, φ,~v) ∈ [0,∞)× [−π, π)× R2 as

vη
∂gǫ
∂η
+G(ǫ; η)
(
v2φ
∂gǫ
∂vη
− vηvφ ∂g
ǫ
∂vφ
)
+ L[gǫ] = Sǫ(η, φ,~v),
gǫ(0, φ,~v) = hǫ(φ,~v) for vη > 0,∫
R2
vη
√
µgǫ(0, φ,~v)d~v = mf [g
ǫ](φ),
lim
η→∞ g
ǫ(η, φ,~v) = gǫ∞(φ,~v),
(4.1)
where the velocity variables
~v = (vη, vφ), (4.2)
the standard Maxwellian
µ(~v) =
1
2π
exp
(
−
∣∣~v∣∣2
2
)
, (4.3)
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mf [g
ǫ] is the mass-flux given a priori, the limit function
gǫ∞(φ,~v) =
√
µ
(
Dǫ0(φ) +D
ǫ
1(φ)vη +D
ǫ
2(φ)vφ +D
ǫ
3(φ)
∣∣~v∣∣2 − 2
2
)
, (4.4)
the forcing term
G(ǫ; η) = − ǫΥ(ǫ
1/2η)
1− ǫη , (4.5)
and the cut-off function Υ(z) ∈ C∞ is defined as
Υ(z) =
{
1 0 ≤ z ≤ 1/2,
0 3/4 ≤ z ≤ ∞. (4.6)
We assume the boundary data and source term satisfy for 0 ≤ ζ ≤ 1/4 and ϑ ≥ 0,∣∣∣〈~v〉ϑ eζ|~v|2hǫ(φ,~v)∣∣∣ ≤M, (4.7)
and ∣∣∣〈~v〉ϑ eζ|~v|2Sǫ(η, φ,~v)∣∣∣ ≤Me−Kη, (4.8)
for M(ζ, ϑ) ≥ 0 and K(ζ, ϑ) > 0 uniform in ǫ and φ, where the Japanese bracket is defined as〈
~v
〉
= (1 +
∣∣~v∣∣2)1/2. (4.9)
We define a potential function W (ǫ; η) as G(ǫ; η) = −∂ηW (ǫ; η) with W (ǫ; 0) = 0. Our main goal is to find
h˜ǫ(φ,~v) =
√
µ
(
D˜ǫ0(φ) + D˜
ǫ
1(φ)vη + D˜
ǫ
2(φ)vφ + D˜
ǫ
3(φ)
∣∣~v∣∣2 − 2
2
)
, (4.10)
such that the ǫ-Milne problem for Gǫ(η, φ,~v) in the domain (η, φ,~v) ∈ [0,∞)× [−π, π)× R2 as

vη
∂Gǫ
∂η
+G(ǫ; η)
(
v2φ
∂Gǫ
∂vη
− vηvφ ∂G
ǫ
∂vφ
)
+ L[Gǫ] = Sǫ(η, φ,~v),
Gǫ(0, φ,~v) = hǫ(φ,~v)− h˜ǫ(φ,~v) for vη > 0,∫
R2
vη
√
µGǫ(0, φ,~v)d~v = mf [Gǫ](φ),
lim
η→∞
Gǫ(η, φ,~v) = 0,
(4.11)
is well-posed, where
mf [Gǫ](φ) = mf [gǫ](φ) −
∫
R2
vη
√
µh˜ǫ(φ,~v)d~v. (4.12)
For notational simplicity, we omit superscript ǫ and φ dependence in gǫ and Gǫ in this section. The same
convention also applies to G(ǫ; η), W (ǫ; η), Sǫ(η, φ,~v) and hǫ(φ,~v). It is easy to see the estimates are uniform
in ǫ and φ. Our analysis is based on the ideas in [1, 7, 19, 18].
In this section, we introduce some special notations to describe the norms in the space (η,~v) ∈ [0,∞)× R2.
Define the L2 norm as follows:
‖f(η)‖L2 =
(∫
R2
∣∣f(η,~v)∣∣2 d~v)1/2, (4.13)
‖|f |‖L2L2 =
(∫ ∞
0
∫
R2
∣∣f(η,~v)∣∣2 d~vdη)1/2. (4.14)
Define the inner product in ~v space
〈f, g〉 (η) =
∫
R2
f(η,~v)g(η,~v)d~v. (4.15)
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Define the weighted L∞ norm as follows:
‖f(η)‖L∞
ϑ,ζ
= sup
~v∈R2
(〈
~v
〉ϑ
eζ|~v|2 ∣∣f(η,~v)∣∣ ), (4.16)
‖|f |‖L∞L∞
ϑ,ζ
= sup
(η,~v)∈[0,∞)×R2
(〈
~v
〉ϑ
eζ|~v|2 ∣∣f(η,~v)∣∣ ), (4.17)
‖f‖L∞L2
ζ
= sup
η∈[0,∞)
(∫
R2
∣∣∣e2ζ|~v|2f(η,~v)∣∣∣2 d~v)1/2. (4.18)
Since the boundary data h(~v) is only defined on vη > 0, we naturally extend above definitions on this
half-domain as follows:
‖h‖L2 =
(∫
vη>0
∣∣h(~v)∣∣2 d~v)1/2, (4.19)
‖h‖L∞
ϑ,ζ
= sup
vη>0
(〈
~v
〉ϑ
eζ|~v|2 ∣∣h(~v)∣∣ ). (4.20)
Since the null of operator L is N = √µ
{
1, vη, vφ,
∣∣~v∣∣2 − 2
2
}
= {ψ0, ψ1, ψ2, ψ3}, we can decompose the
solution as
g = wg + qg, (4.21)
where
qg =
√
µ
(
qg0 + qg1vη + qg2vφ + qg3
∣∣~v∣∣2 − 2
2
)
= qg0ψ0 + qg1ψ1 + qg2ψ2 + qg3ψ3 ∈ N , (4.22)
and
wg ∈ N⊥. (4.23)
When there is no confusion, we will simply write g = w + q.
Lemma 4.1. When ǫ ≤ 1/2, the force G(η) and potential W (η) satisfy the following properties:
1. W (η) is an increasing function satisfying for any η > 0,
0 ≤W (η) ≤ 1, (4.24)
2.
lim
ǫ→0
W (∞) = 0. (4.25)
3. ∫ ∞
0
(
e−W (η) − e−W (∞)
)2
dη ≤ C. (4.26)
4. ∫ ∞
0
G2(η)dη ≤ C. (4.27)
5. ∫ ∞
0
∫ ∞
η
G2(y)dydη ≤ C. (4.28)
Proof. Since G(η) is always zero or negative, we know W (η) is increasing. Then we directly compute∫ ∞
0
|G(ǫ; η)| dη =
∫ ∞
0
ǫΥ(ǫ1/2η)
1− ǫη dη ≤
∫ 3
4
√
ǫ
0
ǫ
1− ǫηdη (4.29)
= − ln(1 − ǫη)
∣∣∣∣
3
4
√
ǫ
0
= − ln
(
1− 3
4
ǫ1/2
)
.
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This naturally implies (4.24) and (4.25). Also, we have
∫ ∞
0
(
e−W (η) − e−W (∞)
)2
dη = e−2W (∞)
∫ 3
4
√
ǫ
0
(
eW (∞)−W (η) − 1
)2
dη. (4.30)
Then we obtain∫ 3
4
√
ǫ
0
eW (∞)−W (η)dη =
∫ 3
4
√
ǫ
0
exp
(
−
∫ 3
4
√
ǫ
η
G(y)dy
)
dη =
∫ 3
4
√
ǫ
0
exp
(∫ 3
4
√
ǫ
η
ǫΥ(ǫ1/2y)
1− ǫy dy
)
dη.
Note that
1 ≤ exp
(∫ 3
4
√
ǫ
η
ǫΥ(ǫ1/2y)
1− ǫy dy
)
≤ exp
(∫ 3
4
√
ǫ
η
ǫ
1− ǫydy
)
= exp
(
− ln(1− ǫy)
∣∣∣∣
3
4
√
ǫ
η
)
=
1− ǫη
1− 3
√
ǫ
4
(4.31)
Hence, we have(
eW (∞)−W (η) − 1
)2
≤ max
{(
1− ǫη
1− 3
√
ǫ
4
)2
− 1, 2
(
1− ǫη
1− 3
√
ǫ
4
− 1
)}
≤ Cǫη + C√ǫ, (4.32)
for some constant C independent of ǫ. Then we have
∫ 3
4
√
ǫ
0
(
eW (∞)−W (η) − 1
)2
dη ≤ C
∫ 3
4
√
ǫ
0
(
ǫη +
√
ǫ
)
dη ≤ C. (4.33)
This proves (4.26). Furthermore,
(4.34)∫ ∞
0
G2(η)dη =
∫ ∞
0
(
ǫΥ(ǫ1/2η)
1− ǫη
)2
dη ≤
∫ 3
4
√
ǫ
0
(
ǫ
1− ǫη
)2
dη = −ǫ ln(1− ǫη)
∣∣∣∣
3
4
√
ǫ
0
= −ǫ ln
(
1− 3
√
ǫ
4
)
.
Therefore, (4.27) is obvious. Moreover, we compute
∫ ∞
0
∫ ∞
η
G2(y)dydη =
∫ ∞
0
∫ ∞
η
(
ǫΥ(ǫ1/2y)
1− ǫy
)2
dydη =
∫ 3
4
√
ǫ
0
∫ 3
4
√
ǫ
η
(
ǫΥ(ǫ1/2y)
1− ǫy
)2
dydη (4.35)
≤
∫ 3
4
√
ǫ
0
∫ 3
4
√
ǫ
η
(
ǫ
1− ǫy
)2
dydη = −
∫ 3
4
√
ǫ
0
(
ǫ
1− ǫy
∣∣∣∣
3
4
√
ǫ
η
)
dη
=
∫ 3
4
√
ǫ
0
(
ǫ
1− ǫη −
ǫ
1− 3
√
ǫ
4
)
dη
= − ln(1− ǫη)
∣∣∣∣
3
4
√
ǫ
0
+
3
√
ǫ
4
1− 3
√
ǫ
4
≤ C.

Lemma 4.2. For the operator L = ν −K, we have the estimates
ν0(1 +
∣∣~v∣∣) ≤ ν(~v) ≤ ν1(1 + ∣∣~v∣∣), (4.36)
〈g,L[g]〉 (η) = 〈w,L[w]〉 (η) ≥ C ∥∥√νw(η)∥∥2
L2
, (4.37)
for ν0, ν1 and C positive constants.
Proof. See [10, Chapter 3]. 
4.1. L2 Estimates.
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4.1.1. L2 Estimates in a finite slab. We first consider the case with zero source term for gL(η,~v) in a finite
slab [0, L]× R2 as

vη
∂gL
∂η
+G(η)
(
v2φ
∂gL
∂vη
− vηvφ ∂g
L
∂vφ
)
+ L[gL] = 0,
gL(0,~v) = h(~v) for vη > 0,
gL(L,R[~v]) = gL(L,~v),
(4.38)
where
R[vη, vφ] = (−vη, vφ). (4.39)
Similarly, we can decompose gL as
gL = wL + qL. (4.40)
Lemma 4.3. There exists a solution of the equation (4.38) satisfying the estimates∫ L
0
∥∥√νwL(η)∥∥2
L2
dη ≤ C, (4.41)
∥∥qL(η)∥∥2
L2
≤ C
(
1 + η +
∥∥√νwL(η)∥∥2
L2
)
, (4.42)
where C is a constant independent of L. Also, the solution satisfies the orthogonal relation〈
vηψi, w
L
〉
(η) = 0, for i = 0, 2, 3. (4.43)
Proof. The existence follows from a standard argument by adding penalty term λgL on the left-hand side of
the equation for 0 < λ << 1 and estimate along the characteristics. Hence, we concentrate on the estimates.
We divide the proof into several steps:
Step 1: Estimate of wL.
Multiplying gL on both sides of (4.38) and integrating over ~v ∈ R2, we have
1
2
d
dη
〈
vηg
L, gL
〉
+G(η)
〈
v2φ
∂gL
∂vη
− vηvφ ∂g
L
∂vφ
, gL
〉
= −(gL,L[gL]). (4.44)
An integration by parts implies〈
v2φ
∂gL
∂vη
− vηvφ ∂g
L
∂vφ
, gL
〉
=
1
2
〈
v2φ,
∂(gL)2
∂vη
〉
− 1
2
〈
vηvφ,
∂(gL)2
∂vφ
〉
=
1
2
〈
vηg
L, gL
〉
. (4.45)
Therefore, using Lemma 4.2, we obtain
1
2
d
dη
〈
vηg
L, gL
〉
+
1
2
G(η)
〈
vηg
L, gL
〉
= −(wL,L[wL]). (4.46)
Define
α(η) =
1
2
〈
vηg
L, gL
〉
(η), (4.47)
which implies
dα
dη
+G(η)α = −(wL,L[wL]). (4.48)
Then we have
α(η) = α(L) exp
(∫ L
η
G(y)dy
)
+
∫ L
η
exp
(
−
∫ y
η
G(z)dz
)(〈
wL,L[wL]〉 (y))dy, (4.49)
α(η) = α(0) exp
(
−
∫ η
0
G(y)dy
)
+
∫ η
0
exp
(∫ η
y
G(z)dz
)(
− 〈wL,L[wL]〉 (y))dy. (4.50)
Since α(L) = 0 due to reflexive boundary, (4.49) implies
α(η) ≥ 0. (4.51)
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By
α(0) =
1
2
∫
vη>0
vη(g
L)2(0)d~v+
1
2
∫
vη<0
vη(g
L)2(0)d~v ≤ 1
2
∫
vη>0
vηh
2d~v ≤ C, (4.52)
and (4.50), we obtain
α(η) ≤ C. (4.53)
Hence, (4.49) and (4.53) lead to∫ L
0
exp
(
−
∫ y
0
G(z)dz
)(〈
wL,L[wL]〉 (y))dy ≤ C, (4.54)
which, by Lemma 4.1 and Lemma 4.2, further yields∫ L
0
∥∥√νwL(η)∥∥2
L2
dη ≤ C (4.55)
Step 2: Estimate of qL.
Multiplying vηψj with j 6= 1 on both sides of (4.38) and integrating over ~v ∈ R2, we obtain
d
dη
〈
v2ηψj , g
L
〉
+G(η)
〈
vηψj , v
2
φ
∂gL
∂vη
− vηvφ ∂g
L
∂vφ
〉
= − 〈vηψj ,L[wL]〉 . (4.56)
Define q˜L = qL − qL1 ψ1 and
βj(η) =
〈
v2ηψj , q˜
L
〉
(η), (4.57)
β(η) =
(
β0(η), β1(η), β2(η), β3(η)
)T
(4.58)
β˜(η) =
(
β0(η), β2(η), β3(η)
)T
. (4.59)
By definition, β1 = 0. For j 6= 1, using integration by parts, we have
d
dη
〈
v2ηψj , g
L
〉
= G(η)
〈
∂
∂vη
(vηv
2
φψj)−
∂
∂vφ
(v2ηvφψj), g
L
〉
− 〈vηψj ,L[wL]〉 , (4.60)
which further implies
(4.61)
dβj
dη
= G(η)
〈
∂
∂vη
(vηv
2
φψj)−
∂
∂vφ
(v2ηvφψj), q˜
L + qL1 ψ1 + w
L
〉
− 〈vηψj ,L[wL]〉− d
dη
〈
v2ηψj , w
L
〉
.
Put q˜Li = q
L
i − δi1qL1 . Then we can write〈
∂
∂vη
(vηv
2
φψj)−
∂
∂vφ
(v2ηvφψj), q˜
L
〉
(η) =
∑
i
Bjiq˜
L
i (η), (4.62)
for i, j = 0, 2, 3, where
Bji =
〈
∂
∂vη
(vηv
2
φψj)−
∂
∂vφ
(v2ηvφψj), ψi
〉
. (4.63)
Moreover,
βj(η) =
∑
k
Ajk q˜
L
k (η), (4.64)
where
Ajk =
〈
v2ηψj , ψk
〉
, (4.65)
is a non-singular matrix such that we can express back
q˜Lj (η) =
∑
k
A−1jk βk(η). (4.66)
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Hence, (4.61) can be rewritten as
dβ˜
dη
= G(BA−1)β˜ +D, (4.67)
where
Dj = G(η)
〈
∂
∂vη
(vηv
2
φψj)−
∂
∂vφ
(v2ηvφψj), q
L
1 ψ1 + w
L
〉
− 〈vηψj ,L[wL]〉− d
dη
〈
v2ηψj , w
L
〉
. (4.68)
We can solve for β as
β˜(η) = exp
(
−W (η)BA−1
)
θ − ζ(η) +
∫ η
0
exp
(
(W (η) −W (y))BA−1
)
Z(y)dy, (4.69)
where
θj =
〈
v2ηψj , g
L
〉
(0), j 6= 1, (4.70)
ζj(η) =
〈
v2ηψj , w
L
〉
(η), (4.71)
and
Z = D +
dζ
dη
+G(BA−1)ζ, (4.72)
where we use the fact∫ η
0
exp
(
(W (η) −W (y))BA−1
)
dζ
dy
dy = ζ(η) − exp
(
−W (η)BA−1
)
ζ(0)−
∫ η
0
G(BA−1)ζ(y)dy.(4.73)
Hence, using the boundedness of W (η) and BA−1 due to Lemma 4.1, we can directly estimate (4.69) to get
|βj(η)| ≤ C |θj |+ |ζj(η)|+ C
∫ η
0
|Zj(y)| dy for i = 0, 2, 3. (4.74)
By Cauchy’s inequality, we obtain
|ζj(η)| ≤
∥∥√νwL(η)∥∥
L2
(4.75)
|Zj(η)| ≤ C
(∥∥√νwL(η)∥∥
L2
+
∥∥qL1 (η)ψ1∥∥L2
)
. (4.76)
Multiplying
√
µ on both sides of (4.38) and integrating over ~v ∈ R2, we have
d
dη
〈√
µvη, g
L
〉
= G(η)
〈
∂
∂vη
(v2φ)−
∂
∂vφ
(vηvφ),
√
µgL
〉
= −G(η) 〈√µvη, gL〉 , (4.77)
which is actually
dqL1
dη
= −G(η)qL1 . (4.78)
Since qL1 (L) = 0, we have for any η ∈ [0, L],
qL1 (η) = 0. (4.79)
Also, 〈
v2ηψj , g
L
〉
(0) ≤ C 〈|vη| gL(0), gL(0)〉1/2 〈|vη|3 , ψ2j〉1/2 ≤ C 〈|vη| gL(0), gL(0)〉1/2 , (4.80)
〈|vη| gL(0), gL(0)〉 =
∫
vη>0
µvηh
2 −
∫
vη<0
µvη(g
L(0))2. (4.81)
Since ∫
vη>0
µvηh
2 +
∫
vη<0
µvη(g
L(0))2 = 2α(0) ≥ 0, (4.82)
we have
θj =
〈
v2ηψj , g
L
〉
(0) ≤ 2C
∫
vη>0
µvηh
2 ≤ C. (4.83)
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In conclusion, collecting (4.74), (4.75), (4.76), (4.79), and (4.83), we have
|βj(η)| ≤ C
(
1 +
∥∥√νwL(η)∥∥
L2
+
∫ η
0
∥∥√νwL(y)∥∥
L2
dy
)
for j = 0, 2, 3, (4.84)
which further implies
∣∣qLj (η)∣∣ ≤ C
(
1 +
∥∥√νwL(η)∥∥
L2
+
∫ η
0
∥∥√νwL(y)∥∥
L2
dy
)
for j = 0, 2, 3, (4.85)
and qL1 (η) = 0. An application of Cauchy’s inequality leads to our desired result.
Step 3: Orthogonal Properties.
In the equation (4.38), multiplying
√
µ on both sides and integrating over ~v ∈ R2, we have
d
dη
〈√
µvη, g
L
〉
= G(η)
〈
∂
∂vη
(v2φ)−
∂
∂vφ
(vηvφ),
√
µgL
〉
= −G 〈√µvη, gL〉 . (4.86)
Since
〈√
µvη, g
L
〉
(L) = 0, we have 〈√
µvη, g
L
〉
(η) = 0. (4.87)
It is easy to check that 〈
vηψi, q
L
〉
= 0 i 6= 1, (4.88)〈
vηq
L, qL
〉
= 0. (4.89)
Multiplying ψi for i = 2, 3 on both sides of (4.38) and integrating over ~v ∈ R2, we have
d
dη
〈
vηψi, w
L
〉
= = −CG 〈vηψi, wL〉 . (4.90)
Since
〈
vηψi, w
L(L)
〉
= 0, then we have 〈
vηψi, w
L(η)
〉
= 0. (4.91)
In summary, we have 〈
vηψi, w
L(η)
〉
= 0 for i = 0, 2, 3. (4.92)

4.1.2. L2 Estimates in an infinite slab. We consider the case with zero source term and zero mass flux in an
infinite slab 

vη
∂g
∂η
+G(η)
(
v2φ
∂g
∂vη
− vηvφ ∂g
∂vφ
)
+ L[g] = 0,
g(0,~v) = h(~v) for vη > 0,∫
R2
vη
√
µg(0,~v)d~v = 0
lim
η→∞
g(η,~v) = g∞(~v).
(4.93)
Lemma 4.4. There exists a unique solution of the equation (4.93) satisfying the estimate∥∥∣∣√νw∣∣∥∥
L2L2
≤ C, (4.94)
|qi,∞| ≤ C, (4.95)
‖|q − q∞|‖L2L2 ≤ C, (4.96)
where q∞ =
∑3
i=0 qi,∞ψi and the orthogonal properties:
〈vηψi, w〉 = 0 for i = 0, 2, 3. (4.97)
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Proof. We divide the proof into several steps:
Step 1: Weak convergence.
We can extend the solution gL by passing L→∞. Hence, we can always take weakly convergent subsequence
qLi (η)→ qi(η) in L2loc([0,∞)), (4.98)
wL → w in L2loc([0,∞), L2(R2)). (4.99)
Therefore,
g =
3∑
i=0
qiψi + w, (4.100)
is a weak solution of the equation (4.93). Also, by the weak lower semi-continuity, the estimate (4.94) of w
is obvious. Also, we can show the orthogonal properties (4.97) when L→∞.
Step 2: Estimate of q∞.
It is easy to see
q1(η) = mf [g] = 0, (4.101)
so we do not need to bother with it. Since L : L2(R2) → N⊥ with null space N and image N⊥, we have
L˜ : L2/N → N⊥ is bijective, where L2/N = N⊥ is the quotient space. Then we can define its inverse, i.e.
the pseudo-inverse of L as L−1 : N⊥ → N⊥ satisfying LL−1[f ] = f for any f ∈ N⊥.
We intend to multiply L−1[vηψi] for i = 2, 3 on both sides of (4.93) and integrating over ~v. Notice that
vηψ2 ∈ N⊥, but vηψ3 /∈ N⊥. Actually, it is easy to verify vη(ψ3 − ψ0) ∈ N⊥. To avoid introducing new
notation, we still use ψ3 to denote ψ3 − ψ0 in the following proof and it is easy to see there is no confusion.
Then we get
d
dη
〈L−1[ψivη], vηg〉+G(η)
〈
L−1[ψivη],
(
v2φ
∂g
∂vη
− vηvφ ∂g
∂vφ
)〉
= − 〈L−1[ψivη],L[w]〉 . (4.102)
Since L is self-adjoint, combining with the orthogonal properties, we have
〈L−1[ψivη],L[w]〉 =
〈
L
[
L−1[ψivη]
]
, w
〉
= 〈ψivη, w〉 = 0. (4.103)
Therefore, we have
d
dη
〈
vηL−1[ψivη], g
〉
+G(η)
〈
L−1[ψivη],
(
v2φ
∂g
∂vη
− vηvφ ∂g
∂vφ
)〉
= 0. (4.104)
Since ψ1 ∈ N and L−1[ψivη] ∈ N⊥, we have〈
ψ1,L−1[ψivη]
〉
= 0. (4.105)
For i, k = 2, 3, put
Ni,k =
〈
vηL−1[ψivη], ψk
〉
, (4.106)
Pi,k =
〈(
v2φ
∂
∂vη
− vηvφ ∂
∂vφ
+ vη
)
L−1[ψivη], ψk
〉
. (4.107)
Thus,
Ωi =
〈
vηL−1[ψivη], q
〉
=
3∑
k=2
Ni,kqk(η), (4.108)
and 〈(
v2φ
∂
∂vη
− vηvφ ∂
∂vφ
+ vη
)
L−1[ψivη], q
〉
=
3∑
k=2
Pi,kqk(η). (4.109)
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Since matrix N is invertible (see [12]), from (4.104) and integration by parts, we have for i = 2, 3,
dΩi
dη
= − d
dη
〈
vηL−1[ψivη], w
〉
(4.110)
+
3∑
k=2
G(η)(PN−1)ikΩk +G(η)
〈(
v2φ
∂
∂vη
− vηvφ ∂
∂vφ
+ vη
)
L−1[ψˆivη], w
〉
.
Denote
Ω′ = exp
(
W (η)PN−1
)
Ω. (4.111)
Let ψˆ = (ψ2, ψ3)
T , we can solve
Ω′(η) =
〈
vηL−1[ψˆvη], g
〉
(0)− exp
(
W (η)PN−1
)〈
vηL−1[ψˆvη], w
〉
(η) (4.112)
+
∫ η
0
exp
(
W (y)PN−1
)
G(y)
(〈(
v2φ
∂
∂vη
− vηvφ ∂
∂vφ
+ vη
)
L−1[ψˆvη], w
〉
(y)
+
3∑
k=2
PN−1
〈
vηL−1[ψˆvη], w
〉
(y)
)
dy.
By a similar method as in the proof of Lemma 4.3 to bound θi(0), we can show〈
vηL−1[ψˆvη], g
〉
(0) <∞. (4.113)
Since w ∈ L2([0,∞)× R2), considering W (η) and PN−1 are bounded, and G(η) ∈ L∞, we define
(4.114)
Ω′∞ =
〈
vηL−1[ψˆvη], g
〉
(0) +
∫ ∞
0
exp
(
W (y)PN−1
)
G(y)
(〈(
v2φ
∂
∂vη
− vηvφ ∂
∂vφ
+ vη
)
L−1[ψˆvη], w
〉
(y)
+
3∑
k=2
PN−1
〈
vηL−1[ψˆvη], w
〉
(y)
)
dy.
Let qˆ = (q2, q3)
T . Then we can define
qˆ∞ = N−1 exp
(
−W (∞)PN−1
)
Ω′∞. (4.115)
Finally, we consider q0. Multiplying ψ1 on both sides of (4.93) and integrating over ~v, we obtain
d
dη
〈ψ1g, vη〉 = −G(η)
〈
ψ1,
(
v2φ
∂g
∂vη
− vηvφ ∂g
∂vφ
)〉
= G(η)
〈
g, (v2φ − v2η)
√
µ
〉
. (4.116)
Then integrating over [0, η], we obtain
〈ψ1g, vη〉 (η) = 〈ψ1g, vη〉 (0) +
∫ η
0
G(y)
〈
g, (v2φ − v2η)
√
µ
〉
dy (4.117)
= 〈ψ1g, vη〉 (0) +
∫ η
0
G(y)
〈
w, (v2φ − v2η)
√
µ
〉
(y)dy.
Since w ∈ L2([0,∞)× R2) and we can also bound 〈vηg, vη〉 (0), we have
lim
η→∞
〈ψ1g, vη〉 (η) = 〈ψ1g, vη〉 (0) +
∫ ∞
0
G(y)
〈
w, (v2φ − v2η)
√
µ
〉
(y)dy (4.118)
exists. Note that
lim
η→∞
〈ψ1q1,∞, vη〉 (η) = lim
η→∞
〈ψ1q2,∞, vη〉 (η) = 0. (4.119)
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Then we define
q0,∞ =
limη→∞ 〈ψ1g, vη〉 (η) − q3,∞ 〈ψ1ψ3, vη〉
〈vηψ0, vη〉 . (4.120)
Then to summarize all above, we have defined q∞ which satisfies |qi,∞| ≤ C for i = 0, 1, 2, 3.
Step 3: L2 Decay of w.
The orthogonal property and zero mass-flux imply
〈vηq, w〉 (η) =
3∑
k=0
〈vηψk, w〉 (η) = 0. (4.121)
The oddness and zero mass-flux imply
〈vηq, q〉 (η) = 0. (4.122)
Therefore, we deduce that
〈vηg, g〉 (η) = 〈vηw,w〉 (η). (4.123)
Multiplying e2K0ηg on both sides of (4.93) and integrating over ~v, we obtain
1
2
d
dη
(
e2K0η+W (η) 〈vηw,w〉
)
− e2K0η+W (η)
(
K0 〈vηw,w〉 − 〈w,Lw〉
)
= 0. (4.124)
Since
〈L[w], w〉 ≥ ν0
〈
(1 +
∣∣~v∣∣)w,w〉 , (4.125)
and W (η) is bounded, for K0 sufficiently small, we have
〈L[w], w〉 − 〈K0vηw,w〉 ≥ C 〈w,w〉 . (4.126)
Then by a similar argument as in Lemma 4.3, we can show∫ ∞
0
e2K0η 〈νw,w〉 (η)dη ≤ C. (4.127)
Step 4: Estimate of q − q∞.
We first consider qˆ = (q2, q3)
T , which satisfies
qˆ(η) = N−1 exp
(
−W (η)PN−1
)
Ω′(η), (4.128)
Let
δ =
〈
vηL−1[ψˆvη], g
〉
(0) (4.129)
∆ = G
(〈(
v2φ
∂
∂vη
− vηvφ ∂
∂vφ
+ vη
)
L−1[ψˆvη], w
〉
+
3∑
k=2
PN−1
〈
vηL−1[ψˆvη], w
〉)
(4.130)
Then we have
qˆ(η) = N−1 exp
(
−W (η)PN−1
)
δ −N−1
〈
vηL−1[ψˆvη], w
〉
(η) (4.131)
+
∫ η
0
exp
(
(W (y)−W (η))PN−1
)
∆(y)dy.
Also, we know
qˆ∞ = N−1 exp
(
−W (∞)PN−1
)
δ +
∫ ∞
0
exp
(
(W (y)−W (∞))PN−1
)
∆(y)dy. (4.132)
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Then we have
qˆ(η)− qˆ∞ = N−1
(
exp
(
−W (η)PN−1
)
− exp
(
−W (∞)PN−1
))
δ −N−1
〈
vηL−1[ψˆvη], w
〉
(η) (4.133)
+N−1
(
exp
(
−W (η)PN−1
)
− exp
(
−W (∞)PN−1
))∫ ∞
0
exp
(
W (y)PN−1
)
∆(y)dy
+N−1
∫ ∞
η
exp
(
(W (y)−W (η))PN−1
)
∆(y)dy.
Then we have
‖|qˆ − qˆ∞|‖L2L2 (4.134)
≤
∥∥∥∥∥
∣∣∣∣∣N−1
(
exp
(
−W (η)PN−1
)
− exp
(
−W (∞)PN−1
))
δ
∣∣∣∣∣
∥∥∥∥∥
L2L2
+
∥∥∥∣∣∣N−1 〈vηL−1[ψˆvη], w〉∣∣∣∥∥∥
L2L2
+
∥∥∥∥∥
∣∣∣∣∣N−1
(
exp
(
−W (η)PN−1
)
− exp
(
−W (∞)PN−1
))∫ ∞
0
exp
(
W (y)PN−1
)
∆(y)dy
∣∣∣∣∣
∥∥∥∥∥
L2L2
+
∥∥∥∥
∣∣∣∣N−1
∫ ∞
η
exp
(
(W (y)−W (η))PN−1
)
∆(y)dy
∣∣∣∣
∥∥∥∥
L2L2
.
We need to estimate each term on the right-hand side of (4.134). By Lemma 4.1, we have∥∥∥∥∥
∣∣∣∣∣N−1
(
exp
(
−W (η)PN−1
)
− exp
(
−W (∞)PN−1
))
δ
∣∣∣∣∣
∥∥∥∥∥
2
L2L2
(4.135)
≤ Cδ
∥∥∥∣∣∣e−W (η) − e−W (∞)∣∣∣∥∥∥
L2L2
≤ C. (4.136)
Since w ∈ L2([0,∞)× R2), we have∥∥∥∣∣∣N−1 〈vηL−1[ψˆvη], w〉∣∣∣∥∥∥
L2L2
≤ C‖|w|‖L2L2 ≤ C. (4.137)
Similarly, we can show∥∥∥∥∥
∣∣∣∣∣N−1
(
exp
(
−W (η)PN−1
)
− exp
(
−W (∞)PN−1
))∫ ∞
0
exp
(
W (y)PN−1
)
∆(y)dy
∣∣∣∣∣
∥∥∥∥∥
L2L2
(4.138)
≤ C
∥∥∥∣∣∣e−W (η) − e−W (∞)∣∣∣∥∥∥
L2L2
‖|r|‖L2L2 ≤ C.
For the last term, we have to resort to exponential decay of w. We estimate∥∥∥∥
∣∣∣∣N−1
∫ ∞
η
exp
(
(W (y)−W (η))PN−1
)
∆(y)dy
∣∣∣∣
∥∥∥∥
L2L2
(4.139)
≤ C
∫ ∞
0
(∫ ∞
η
∆(y)dy
)2
dη ≤
∫ ∞
0
(∫ ∞
η
e−2K0ydy
)(∫ ∞
η
w2(y)e2K0ydy
)
dη
≤
∫ ∞
0
Ce−2K0ηdη ≤ C.
Collecting all above, we have
‖|qˆ − qˆ∞|‖L2L2 ≤ C. (4.140)
Then we turn to q0. We have
q0(η) =
〈ψ1g, vη〉 (η) − q3(η) 〈ψ1ψ3, vη〉
〈vηψ0, vη〉 , (4.141)
where
〈ψ1g, vη〉 (η) = 〈ψ1g, vη〉 (0) +
∫ η
0
G(y)
〈
w, (v2φ − v2η)
√
µ
〉
(y)dy. (4.142)
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Also, we have
q0,∞(η) =
limη→∞ 〈ψ1g, vη〉 (η)− q3,∞ 〈ψ1ψ3, vη〉
〈vηψ0, vη〉 , (4.143)
where
lim
η→∞
〈ψ1g, vη〉 (η) = 〈ψ1g, vη〉 (0) +
∫ ∞
0
G(y)
〈
w, (v2φ − v2η)
√
µ
〉
(y)dy. (4.144)
Therefore, we have
q0(η)− q0,∞ =
∫ ∞
η
G(y)
〈
w, (v2φ − v2η)
√
µ
〉
(y)dy − (q3(η)− q3,∞) 〈ψ1ψ3, vη〉
〈vηψ0, vη〉 (4.145)
Then we can naturally estimate
‖|q0 − q0,∞|‖L2L2 ≤ C
∥∥∥∥
∣∣∣∣
∫ ∞
η
G(y)
〈
w, (v2φ − v2η)
√
µ
〉
(y)dy
∣∣∣∣
∥∥∥∥
L2L2
+ C‖|q3(η)− q3,∞|‖L2L2 (4.146)
‖|q3(η)− q3,∞|‖L2L2 is bounded due to the estimate of ‖|qˆ(η)− qˆ∞|‖L2L2 . Then by Cauchy’s inequality and
Lemma 4.1, we obtain∥∥∥∥
∣∣∣∣
∫ ∞
η
G(y)
〈
w, (v2φ − v2η)
√
µ
〉
(y)dy
∣∣∣∣
∥∥∥∥
L2L2
≤
∫ ∞
0
(∫ ∞
η
G(y) ‖r(y)‖L2 dy
)2
dη (4.147)
≤ ‖|r|‖L2L2
∫ ∞
0
∫ ∞
η
G2(y)dydη ≤ C. (4.148)
Therefore, we have shown
‖|q0(η)− q0,∞|‖L2L2 ≤ C. (4.149)
In summary, we prove that
‖|q − q∞|‖L2L2 ≤ C. (4.150)
Step 5: Uniqueness.
If g1 and g2 are two solutions of (4.93), define g
′ = g1 − g2. Then g′ satisfies the equation

vη
∂g′
∂η
+G(η)
(
v2φ
∂g′
∂vη
− vηvφ ∂g
′
∂vφ
)
+ L[g′] = 0,
g′(0,~v) = 0 for vη > 0,∫
R2
vη
√
µg′(0,~v)d~v = 0,
limη→∞ g′(η,~v) = g′∞(~v),
(4.151)
Similarly, we can define g′ = w′ + q′. Define the linearized entropy as
H [g′](η) = 〈vηg′, g′〉 (η). (4.152)
Multiplying g′ on both sides of (4.151) and integrating over ~v, we get
1
2
d
dη
〈vηg′, g′〉 = 〈w′,L[w′]〉 − 1
2
G(η) 〈vηg′, g′〉 . (4.153)
Hence, we have
1
2
d
dη
(
eW 〈vηg′, g′〉
)
= −eW 〈w′,L[w′]〉 , (4.154)
which implies eWH [g′] is decreasing. Furthermore, we have
eW (η)H [g′](η) = H [g′](0)−
∫ η
0
eW (y) 〈w′,L[w′]〉 (y)dy <∞. (4.155)
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Hence, we can take a subsequence such that ‖√νw′(ηn)‖L2 goes to zero. Then we can always assume q′(ηn)
goes to q′∞. Therefore, we have
eW (ηn)H [g′](ηn)→ 〈vηq′∞, q′∞〉 . (4.156)
Since mf [g
′] = 0, we naturally obtain
eW (ηn)H [g′](ηn)→ 0 as ηn →∞. (4.157)
Hence, we have
eW (η)H [g′](η) ≥ 0, (4.158)
and
eW (η)H [g′](η)→ 0 as η →∞. (4.159)
In (4.154), integrating over [0,∞), we achieve
−
∫
vη<0
vη(g
′)2(0)d~v+
∫ ∞
0
eW (η) 〈w′,L[w′]〉 (η)dη =
∫
vη>0
vη(g
′)2(0)d~v = 0. (4.160)
Hence, we have ∫
vη<0
vη(g
′)2(0)d~v =
∫ ∞
0
〈w′,L[w′]〉 (η)dη = 0, (4.161)
which implies g′(0) = 0 and w′ = 0. Hence, g′ = q′ and satisfies
vη
∂g′
∂η
+G(η)
(
v2φ
∂g′
∂vη
− vηvφ ∂g
′
∂vφ
)
= 0. (4.162)
mf [g
′] = 0 implies q′1 = 0. Therefore, multiplying vηψi for i 6= 1 on both sides of (4.162) and integrating over
~v, we obtain a linear system on q′k for k = 1, 2, 3 with initial data zero, which possesses a unique solution
zero. This means g′ = 0. Hence, the solution is unique. 
4.1.3. L2 Estimates with general source term and non-vanishing mass-flux. We consider the Milne problem
with general source term and non-vanishing mass-flux.

vη
∂g
∂η
+G(η)
(
v2φ
∂g
∂vη
− vηvφ ∂g
∂vφ
)
+ L[g] = S,
g(0,~v) = h(~v) for vη > 0,∫
R2
vη
√
µg(0,~v)d~v = mf [g]
limη→∞ g(η,~v) = g∞(~v).
(4.163)
Lemma 4.5. There exists a unique solution of the equation (4.163) satisfying the estimate∥∥∣∣√νw∣∣∥∥
L2L2
≤ C, (4.164)
|qi,∞| ≤ C, (4.165)
‖|q − q∞|‖L2L2 ≤ C, (4.166)
where q∞ =
∑3
i=0 qi,∞ψi.
Proof. For the non-vanishing mass flux problem, we can see gˆ = g − mf [g]√µe−ηvη satisfies the ǫ-Milne
problem with zero mass flux with the source term
Sˆ = S +mf [g]
√
µ
(
v2η −G(η)v2φ
)
e−η, (4.167)
and the boundary data
hˆ = h−mf [g]√µvη. (4.168)
Therefore, we only need to consider the case with general source term and zero mass-flux. However, if∫
R2
√
µS(η,~v)d~v 6= 0, the mass-flux is not conserved when η changes. The construction of solutions can be
divided into several steps:
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Step 1: Decomposition of the source term.
We decompose the source term as
S = SQ + SW , (4.169)
where SQ ∈ N is the kernel part and SW = S − SQ ∈ N⊥.
Step 2: Construction of g1.
We first solve the problem with source term SW as

vη
∂g1
∂η
+G(η)
(
v2φ
∂g1
∂vη
− vηvφ ∂g1
∂vφ
)
+ L[g1] = SW ,
g1(0,~v) = h(~v) for vη > 0,∫
R2
vη
√
µg1(0,~v)d~v = 0
limη→∞ g1(η,~v) = g1,∞(~v).
(4.170)
In this case, we apply similar techniques as in the analysis of S = 0 case. All the results can be generalized
in a natural way. Hence, we know g1 is well-posed.
Step 3: Construction of g2.
We try to find a function g2 such that
L
[
vη
∂g2
∂η
+G(η)
(
v2φ
∂g2
∂vη
− vηvφ ∂g2
∂vφ
)
+ SQ
]
= 0. (4.171)
which further means ∫
R2
ψi
(
vη
∂g2
∂η
+G(η)
(
v2φ
∂g2
∂vη
− vηvφ ∂g2
∂vφ
)
+ SQ
)
d~v = 0. (4.172)
for i = 0, 1, 2, 3. Consider
SQ =
√
µ
(
a(η) +~b(η) · ~v+ c(η) ∣∣~v∣∣2). (4.173)
We make an ansatz that
g2 =
√
µ
(
A(η)vη +B1(η) +B2(η)vηvφ + C(η)vη
∣∣~v∣∣2). (4.174)
Plugging this ansatz into the equation (4.172), we obtain a system of linear ordinary differential equations
which is well-posed. Hence, we can naturally obtain g2. Furthermore, g2 decays exponentially with respect
to η as long as the boundary data are taken properly.
Step 4: Construction of g3.
We may directly verify
L
[
vη
∂g2
∂η
+G(η)
(
v2φ
∂g2
∂vη
− vηvφ ∂g2
∂vφ
)
+ L[g2] + SQ
]
= 0 (4.175)
Then we may define g3 as the solution of the equation
(4.176)

vη
∂g3
∂η
+G(η)
(
v2φ
∂g3
∂vη
− vηvφ ∂g3
∂vφ
)
+ L[g3] = vη ∂g2
∂η
+G(η)
(
v2φ
∂g2
∂vη
− vηvφ ∂g2
∂vφ
)
+ L[g2] + SQ,
g3(0,~v) = −g2(0,~v) for vη > 0,∫
R2
vη
√
µg3(0,~v)d~v = 0
limη→∞ g3(η,~v) = g3,∞(~v).
We can obtain g3 is well-posed.
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Step 5: Construction of g4.
We may directly verify g4 = g2 + g3 satisfies the equation

vη
∂g4
∂η
+G(η)
(
v2φ
∂g4
∂vη
− vηvφ ∂g4
∂vφ
)
+ L[g4] = SQ,
g4(0,~v) = h(~v) for vη > 0,∫
R2
vη
√
µg4(0,~v)d~v = 0
limη→∞ g4(η,~v) = g4,∞(~v).
(4.177)
In summary, we know g = g1 + g4 satisfies the equation (4.163) with zero mass-flux and is well-posed. 
Lemma 4.6. Assume (4.7) and (4.8) hold. There exists a unique solution g(η,~v) to the ǫ-Milne problem
(4.1) satisfying
‖|g − g∞|‖L2L2 ≤ C. (4.178)
Proof. Taking g∞ = q∞, we can naturally obtain the desired result. 
Then we turn to the construction of h˜ and the well-posedness of the equation (4.11).
Theorem 4.7. Assume (4.7) and (4.8) hold. There exists h˜ satisfying the condition (4.10) such that there
exists a unique solution G(η,~v) to the ǫ-Milne problem (4.11) satisfying
‖|G|‖L2L2 ≤ C. (4.179)
Proof. The key part is the construction of h˜. Our main idea is to find h˜ ∈ N such that the equation

vη
∂g˜
∂η
+G(η)
(
v2φ
∂g˜
∂vη
− vηvφ ∂g˜
∂vφ
)
+ L[g˜] = 0,
g˜(0,~v) = h˜(~v) for vη > 0,∫
R2
vη
√
µg˜(0,~v)d~v =
∫
R2
vη
√
µh˜(~v)d~v,
lim
η→∞
g˜(η,~v) = g˜∞(~v),
(4.180)
for g˜(η,~v) is well-posed, where
g˜∞(~v) = g∞(~v) = q0,∞ψ0 + q1,∞ψ1 + q2,∞ψ2 + q3,∞ψ3, (4.181)
is given by the equation of g. Note that
h˜ǫ(~v) = D˜ǫ0ψ0 + D˜
ǫ
1ψ1 + D˜
ǫ
2ψ2 + D˜
ǫ
3ψ3. (4.182)
We consider the endomorphism T in N defined as T : h˜ → T [h˜] = g˜∞. Therefore, we only need to study
the matrix of T at the basis {ψ0, ψ1, ψ2, ψ3}. It is easy to check when h˜ = ψ0 and h˜ = ψ3, T is an identity
mapping, i.e.
T [ψ0] = ψ0 (4.183)
T [ψ3] = ψ3 (4.184)
Multiplying
√
µ on both sides of (4.180) and integrating over ~v ∈ R2 imply conserved mass-flux, which
further leads to
T [ψ1] = ψ1 (4.185)
The main obstacle is when h˜ = ψ2. In this case, define g˜
′ = g˜ − ψ2. Then g˜′ satisfies the equation

vη
∂g˜′
∂η
+G(η)
(
v2φ
∂g˜′
∂vη
− vηvφ ∂g˜
′
∂vφ
)
+ L[g˜′] = G(η)√µvηvφ,
g˜′(0,~v) = 0 for vη > 0,∫
R2
vη
√
µg˜′(0,~v)d~v = 0,
lim
η→∞
g˜′(η,~v) = g˜′∞(~v).
(4.186)
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Although G(η)
√
µvηvφ does not decay exponentially, based on Lemma 4.1, L
1 and L2 norm of G can be
sufficiently small as ǫ → 0 and G(η)√µvηvφ ∈ N . Using a natural extension of Lemma 4.4 for L[S] = 0,
we know |q˜′∞| is also sufficiently small, where q˜′ is the projection of g˜′ on N . Note that we do not need
exponential decay of source term in order to show the bound of q˜∞. This means
T [ψ0, ψ1, ψ2, ψ3] = [ψ0, ψ1, ψ2, ψ3]


1 0 q˜′0,∞ 0
0 1 q˜′1,∞ 0
0 0 1 + q˜′2,∞ 0
0 0 q˜′3,∞ 1

 (4.187)
For ǫ sufficiently small, this matrix is invertible, which means T is bijective. Therefore, we can always
find h˜ such that g˜∞ = g∞, which is desired. Then by Lemma 4.6 and superposition property, when define
Gǫ = gǫ − g˜, the theorem naturally follows. 
In the ǫ-Milne problem (4.11), even if the boundary data and source term are determined, we still have
the freedom to choose mass-flux mf [g]. Next theorem shows that we can adjust the mass-flux mf [G] to
obtain desired properties of h˜.
Theorem 4.8. Assume (4.7) and (4.8) hold. In the ǫ-Milne problem (4.11), for any constant C0, there
exists an mf [g] such that γ˜ = D˜
ǫ
0 + D˜
ǫ
3 = C0.
Proof. The key point is to study the equation for g¯ as

vη
∂g¯
∂η
+G(ǫ; η)
(
v2φ
∂g¯
∂vη
− vηvφ ∂g¯
∂vφ
)
+ L[g¯] = 0,
g¯(0,~v) = 0 for vη > 0,∫
R2
vη
√
µg¯(0,~v)d~v = mf [g¯],
lim
η→∞
g¯(η,~v) = g¯∞(~v),
(4.188)
where
g¯∞(~v) = E0ψ0 + E1ψ1 + E2ψ2 + E3ψ3, (4.189)
with zero boundary data and source term but non-vanishing mass-flux, i.e. mf [g¯] 6= 0. We claim E1 +E3 6=
0. If this claim is true, then by superposition property, in the equation (4.1), we can obtain the desired
γ = g0,∞+g3,∞ by adding a multiple of the equation (4.188). Then as in the proof of Theorem 4.7, we know
the endomorphism T leads to g0,∞ + g3,∞ = D˜ǫ0 + D˜
ǫ
3. Then our work is done.
Next, we prove this claim by contradiction. Let us assume the claim is not true, i.e E1+E3 = 0 for some
mf [g¯] 6= 0. We decompose g¯ = w¯ + q¯. By the construction in the proof of Lemma 4.5, we know
0 < ‖|w¯|‖L2L2 ≤ C. (4.190)
Note there the first inequality is valid since we can directly verify g¯ ∈ N cannot be a solution. Define the
linearized entropy as
H [g¯](η) = 〈vηg¯, g¯〉 (η). (4.191)
Multiplying g¯ on both sides of (4.188) and integrating over ~v, we get
1
2
d
dη
〈vη g¯, g¯〉 = 〈w¯,L[w¯]〉 − 1
2
G(η) 〈vη g¯, g¯〉 . (4.192)
Hence, we have
1
2
d
dη
(
eW 〈vη g¯, g¯〉
)
= −eW 〈w¯,L[w¯]〉 , (4.193)
which implies eWH [g¯] is decreasing. Furthermore, we have
eW (η)H [g¯](η) = H [g¯](0)−
∫ η
0
eW (y) 〈w¯,L[w¯]〉 (y)dy <∞. (4.194)
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Hence, we can take a subsequence such that ‖√νw¯(ηn)‖L2 goes to zero. Then we can always assume q¯(ηn)
goes to q¯∞. Therefore, we have
eW (ηn)H [g¯](ηn)→ 〈vη q¯∞, q¯∞〉 = 2E1(E0 + E3) = 0. (4.195)
Then we naturally obtain
eW (ηn)H [g¯](ηn)→ 0 as ηn →∞. (4.196)
Hence, we have
eW (η)H [g¯](η) ≥ 0, (4.197)
and
eW (η)H [g¯](η)→ 0 as η →∞. (4.198)
In (4.193), integrating over [0,∞), we achieve
−
∫
vη<0
vη g¯
2(0)d~v+
∫ ∞
0
eW (η) 〈w¯,L[w¯]〉 (η)dη =
∫
vη>0
vη g¯
2(0)d~v = 0. (4.199)
Hence, we have ∫
vη<0
vηg¯
2(0)d~v =
∫ ∞
0
〈w¯,L[w¯]〉 (η)dη = 0, (4.200)
which implies g¯(0) = 0 and w¯ = 0. This contradicts (4.190). Therefore, the claim is valid. 
4.2. L∞ Estimates.
4.2.1. Mild formulation in a finite slab. Consider the ǫ-transport problem for gL(η,~v) in a finite slab

vη
∂gL
∂η
+G(η)
(
v2φ
∂gL
∂vη
− vηvφ ∂g
L
∂vφ
)
+ νgL = Q(η,~v),
gL(0,~v) = h(~v) for vη > 0,
gL(L,R[~v]) = gL(~v),
(4.201)
We define the characteristics starting from (η(0), vη(0), vφ(0)) as (η(s), vη(s), vφ(s)) defined by
dη
ds
= vη (4.202)
dvη
ds
= G(η)v2φ (4.203)
dvφ
ds
= −G(η)vηvφ (4.204)
which leads to
v2η(s) + v
2
φ(s) = C1, (4.205)
vφ(s)e
−W (s) = C2, (4.206)
where C1 and C2 are two constants depending on the starting point. Along the characteristics, the equation
(4.201) can be rewritten as
vη
∂g
∂η
+ νg = Q. (4.207)
Define the energy
E(η,~v) = v2η(η) + v
2
φ(η). (4.208)
and
v′φ(η,~v; η
′) = vφeW (η
′)−W (η). (4.209)
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For E ≥ v′2φ , define
v′η(η,~v; η
′) =
√
E − v′2φ (η,~v; η′), (4.210)
~v′(η, η′) = (v′η(η,~v; η
′), v′φ(η,~v; η
′)), (4.211)
R[~v′(η, η′)] = (−v′η(η,~v; η′), v′φ(η,~v; η′)). (4.212)
Basically, this means (η, vη, vφ) and (η
′, v′η, v
′
φ) are on the same characteristics. Moreover, define an implicit
function η+(η,~v) by the equation
E(η,~v) = v′2φ (η,~v; η
+). (4.213)
We know (η+,~v) at the axis vη = 0 is on the same characteristics as (η,~v). Finally put
Gη,η′ =
∫ η
η′
ν(~v′(η, y))
v′η(η,~v, y)
dy, (4.214)
R[Gη,η′ ] =
∫ η
η′
ν(R[~v′(η, y)])
v′η(η,~v, y)
dy. (4.215)
We can rewrite the solution to the equation (4.201) along the characteristics as follows:
Case I:
For vη > 0,
gL(η,~v) = h(~v′(η,~v; 0)) exp(−Gη,0) +
∫ η
0
Q(η′,~v(η,~v; η′))
v′η(η,~v, η′)
exp(−Gη,η′)dη′. (4.216)
Case II:
For vη < 0 and
∣∣E(η,~v)∣∣ ≥ v′φ(η,~v;L),
gL(η,~v) = h(~v′(η,~v; 0)) exp(−GL,0 −R[GL,η]) (4.217)
+
(∫ L
0
Q(η′,~v(η,~v; η′))
v′η(η,~v, η′)
exp(−GL,η′ −R[GL,η])dη′
+
∫ L
η
Q(η′, R[~v(η,~v; η′)])
v′η(η,~v, η′)
exp(R[Gη,η′ ])dη
′
)
.
Case III:
For vη < 0 and
∣∣E(η,~v)∣∣ ≤ v′φ(η,~v;L),
gL(η,~v) = h(~v′(η,~v; 0)) exp(−Gη+,0 −R[Gη+,η]) (4.218)
+
(∫ η+
0
Q(η′,~v(η,~v; η′))
v′η(η,~v, η′)
exp(−Gη+,η′ −R[Gη+,η])dη′
+
∫ η+
η
Q(η′, R[~v(η,~v; η′)])
v′η(η,~v, η′)
exp(R[Gη,η′ ])dη
′
)
.
4.2.2. Mild formulation in an infinite slab. Consider the ǫ-transport problem for g(η,~v) in an infinite slab

vη
∂g
∂η
+G(η)
(
v2φ
∂g
∂vη
− vηvφ ∂g
∂vφ
)
+ νg = Q(η,~v),
g(0,~v) = h(~v) for vη > 0,
limη→∞ g(η,~v) = g∞(~v),
(4.219)
We can define the solution via taking limit L→∞ in (4.216), (4.217) and (4.218) as follows:
g(η,~v) = A[h(~v)] + T [Q(η,~v)], (4.220)
where
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Case I:
For vη > 0,
A[h(~v)] = h(~v′(η,~v; 0)) exp(−Gη,0), (4.221)
T [Q(η,~v)] =
∫ η
0
Q(η′,~v(η,~v; η′))
v′η(η,~v, η′)
exp(−Gη,η′)dη′. (4.222)
Case II:
For vη < 0 and
∣∣E(η,~v)∣∣ ≥ v′φ(η,~v;∞),
A[h(~v)] = 0, (4.223)
T [Q(η,~v)] =
∫ ∞
η
Q(η′, R[~v(η,~v; η′)])
v′η(η,~v, η′)
exp(R[Gη,η′ ])dη
′. (4.224)
Case III:
For vη < 0 and
∣∣E(η,~v)∣∣ ≤ v′φ(η,~v;∞),
(4.225)
A[h(~v)] = h(~v′(η,~v; 0)) exp(−Gη+,0 −R[Gη+,η]),
(4.226)
T [Q(η,~v)] =
(∫ η+
0
Q(η′,~v(η,~v; η′))
v′η(η,~v, η′)
exp(−Gη+,η′ −R[Gη+,η])dη′
+
∫ η+
η
Q(η′, R[~v(η,~v; η′)])
v′η(η,~v, η′)
exp(R[Gη,η′ ])dη
′
)
.
Notice that
lim
L→∞
exp(−GL,η) = 0, (4.227)
for vη < 0 and
∣∣E(η,~v)∣∣ ≤ v′φ(η,~v;∞),. Hence, above derivation is valid. In order to achieve the estimate of
g, we need to control A[h] and T [Q].
4.2.3. Preliminaries.
Lemma 4.9. There is a positive 0 < β < ν0 such that for any ϑ ≥ 0 and 0 ≤ ζ ≤ 1/4,∥∥eβηA[h]∥∥
L∞
ϑ,ζ
≤ C ‖h‖L∞
ϑ,ζ
. (4.228)
Proof. Based on Lemma 4.2, we know
ν(~v′(η, y))
v′η(η,~v, y)
≥ ν0 (4.229)
ν(R[~v′(η, y)])
v′η(η,~v, y)
≥ ν0 (4.230)
It follows that
exp(−Gη,0) ≤ e−βη (4.231)
exp(−Gη+,0 −R[Gη+,η]) ≤ e−βη (4.232)
Then our results are obvious. 
Lemma 4.10. For any integer ϑ ≥ 0, 0 ≤ ζ ≤ 1/4 and β ≤ ν0/2, there is a constant C such that
‖|T [Q]|‖L∞L∞
ϑ,ζ
≤ C
∥∥∥∥
∣∣∣∣Qν
∣∣∣∣
∥∥∥∥
L∞L∞
ϑ,ζ
. (4.233)
Moreover, we have ∥∥∣∣eβηT [Q]∣∣∥∥
L∞L∞
ϑ,ζ
≤ C
∥∥∥∥
∣∣∣∣eβηQν
∣∣∣∣
∥∥∥∥
L∞L∞
ϑ,ζ
. (4.234)
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Proof. The first inequality is a special case of the second one, so we only need to prove the second inequality.
For vη > 0 case, we have
β(η − η′)−Gη,η′ ≤ β(η − η′)− ν0(η − η
′)
2
− Gη,η′
2
≤ −Gη,η′
2
. (4.235)
It is natural that ∫ η
0
ν(~v′(η, η′))
v′η(η,~v, η′)
exp(β(η − η′)−Gη,η′)dη′ ≤
∫ ∞
0
exp
(
− z
2
)
dz = 2. (4.236)
Then we estimate∣∣∣〈~v〉ϑ eζ|~v|2eβηT [Q]∣∣∣ ≤ eβη ∫ η
0
〈
~v
〉ϑ
eζ|~v|2
∣∣Q(η′,~v(η,~v; η′))∣∣
v′η(η,~v, η′)
exp(−Gη,η′)dη′ (4.237)
≤
∥∥∥∥
∣∣∣∣eβηQν
∣∣∣∣
∥∥∥∥
L∞L∞
ϑ,ζ
∫ η
0
ν(~v′(η, η′))
v′η(η,~v, η′)
exp(β(η − η′)−Gη,η′)dη′
≤ C
∥∥∥∥
∣∣∣∣eβηQν
∣∣∣∣
∥∥∥∥
L∞L∞
ϑ,ζ
.
The vη < 0 case can be proved in a similar fashion, so we omit it here. 
Lemma 4.11. For any δ > 0, ϑ > 2 and 0 ≤ ζ ≤ 1/4, there is a constant C(δ) such that
‖T [Q]‖L∞L2
ζ
≤ C(δ)
∥∥∥∣∣∣ν−1/2Q∣∣∣∥∥∥
L2L2
+ δ‖|Q|‖L∞L∞
ϑ,ζ
. (4.238)
Proof. We divide the proof into several cases:
Case I: For vη > 0,
T [Q(η,~v)] =
∫ η
0
Q(η′,~v(η,~v; η′))
v′η(η,~v, η′)
exp(−Gη,η′)dη′. (4.239)
We need to estimate ∫
R2
e2ζ|~v|2
(∫ η
0
Q(η′,~v(η,~v; η′))
v′η(η,~v, η′)
exp(−Gη,η′)dη′
)2
d~v. (4.240)
Assume m > 0 is sufficiently small, M > 0 is sufficiently large and σ > 0 is sufficiently small which will be
determined in the following. We can split the integral into the following parts
I = I1 + I2 + I3 + I4. (4.241)
Case I - Type I: χ1: M ≤ v′η(η,~v, η′) or M ≤ v′φ(η,~v, η′).
By Lemma 4.2, we have ∣∣~v(η,~v; η′)∣∣+ 1 ≤ Cν(~v(η,~v; η′)). (4.242)
Then for ϑ > 2, since
∣∣~v∣∣ is conserved along the characteristics, we have
I1 ≤ C‖|Q|‖2L∞L∞
ϑ,ζ
∫
R2
χ1
(∫ η
0
1〈
~v′
〉ϑ exp(−Gη,η′)v′η(η,~v, η′) dη′
)2
d~v (4.243)
≤ C
Mϑ
‖|Q|‖2L∞L∞
ϑ,ζ
∫
R2
1〈
~v
〉ϑ
(∫ η
0
exp(−Gη,η′)
v′η(η,~v, η′)
dη′
)2
d~v
≤ C
Mϑ
‖|Q|‖2L∞L∞
ϑ,ζ
.
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since ∣∣∣∣
∫ η
0
exp(−Gη,η′)
v′η(η,~v, η′)
dη′
∣∣∣∣ ≤
∣∣∣∣
∫ η
0
−ν(~v′(η, η′)) exp(Gη,η′ )
v′η(η,~v, η′)
dη′
∣∣∣∣ (4.244)
≤
∫ ∞
0
e−ydy = 1.
Case I - Type II: χ2: m ≤ v′η(η,~v, η′) ≤M and v′φ(η,~v, η′) ≤M .
Since along the characteristics,
∣∣~v∣∣2 can be bounded by 2M2 and the integral domain for ~v is finite. Then
by Cauchy’s inequality, we have
I2 ≤ C e
4ζM2
m
∫ η
0
Q2
ν
(η′,~v(η,~v; η′))dη′
∫ η
0
ν(~v′(η, η′)) exp(−2Gη,η′)
v′η(η,~v, η′)
dη′ (4.245)
≤ C e
4ζM2
m
∥∥∥∣∣∣ν−1/2Q∣∣∣∥∥∥2
L2L2
,
where ∫ η
0
ν(~v′(η, η′))
v′η(η,~v, η′)
exp(−2Gη,η′)dη′d~v ≤
∫ ∞
0
e−2ydy =
1
2
. (4.246)
Case I - Type III: χ3: 0 ≤ v′η(η,~v, η′) ≤ m, v′φ(η,~v, η′) ≤M and η − η′ ≥ σ.
In this case, we know
Gη,η′ ≥ σ
m
. (4.247)
Then after substitution, the integral is not from zero, but from −σ/m. Hence, we have
I3 ≤ C‖|Q|‖2L∞L∞
ϑ,ζ
∫
R2
χ3
(∫ η
0
1〈
~v′
〉ϑ exp(−Gη,η′)v′η(η,~v, η′) dη′
)2
d~v (4.248)
≤ C‖|Q|‖2L∞L∞
ϑ,ζ
∫
R2
χ3〈
~v
〉2ϑ
(∫ η
0
ν(~v′(η, η′)) exp(−Gη,η′)
v′η(η,~v, η′)
dη′
)2
d~v
≤ C‖|Q|‖2L∞L∞
ϑ,ζ
(∫ ∞
−σ/m
e−ydy
)2
≤ Ce− σm ‖|Q|‖2L∞L∞
ϑ,ζ
.
Case I - Type IV: χ4: 0 ≤ v′η(η,~v, η′) ≤ m, v′φ(η,~v, η′) ≤M and η − η′ ≤ σ.
For η′ ≤ η and η − η′ ≤ σ, we have
vη ≤ Cv′η(η,~v, η′) ≤ C(m+ σ). (4.249)
Therefore, the integral domain for vη is very small. We have the estimate
I4 ≤ C‖|Q|‖L∞L∞
ϑ,ζ
∫
R2
χ4
(∫ η
0
1〈
~v′
〉ϑ exp(−Gη,η′)v′η(η,~v, η′) dη′
)2
d~v (4.250)
≤ C‖|Q|‖L∞L∞
ϑ,ζ
∫
R2
χ4〈
~v
〉ϑ d~v
≤ C(m+ σ)‖|Q|‖L∞L∞
ϑ,ζ
.
Collecting all four types, we have
I ≤ C e
4ζM2
m
∥∥∥∣∣∣ν−1/2Q∣∣∣∥∥∥
L2L2
+ C
(
1
Mϑ
+m+ σ + e−
σ
m
)
‖|Q|‖L∞L∞
ϑ,ζ
. (4.251)
Taking M sufficiently large, σ sufficiently small and m << σ, this is the desired result.
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Case II:
For vη < 0 and
∣∣E(η,~v)∣∣ ≥ v′φ(η,~v;∞),
T [Q(η,~v)] =
∫ ∞
η
Q(η′, R[~v(η,~v; η′)])
v′η(η,~v, η′)
exp(R[Gη,η′ ])dη
′. (4.252)
We need to estimate ∫
R2
e2ζ|~v|2
(∫ ∞
η
Q(η′, R[~v(η,~v; η′)])
v′η(η,~v, η′)
exp(R[Gη,η′ ])dη
′
)2
d~v. (4.253)
We can split the integral into the following types:
II = II1 + II2 + II3. (4.254)
Case II - Type I: χ1: M ≤ v′η(η,~v, η′) or M ≤ v′φ(η,~v, η′).
Similar to Case I - Type I, we have
II1 ≤ C‖|Q|‖L∞L∞
ϑ,ζ
∫
R2
χ1
(∫ ∞
η
1〈
~v′
〉ϑ exp(R[Gη,η′ ])v′η(η,~v, η′) dη′
)2
d~v (4.255)
≤ C 1
Mϑ
‖|Q|‖L∞L∞
ϑ,ζ
.
Case II - Type II: χ2: m ≤ v′η(η,~v, η′) ≤M and v′φ(η,~v, η′) ≤M .
Similar to Case I - Type II, by Cauchy’s inequality, we have
II2 ≤ C e
4ζM2
m
∫ ∞
η
Q2
ν
(η′,~v(η,~v; η′))dη′
∫ ∞
η
exp(2R[Gη,η′ ])
v′η(η,~v, η′)
dη′ (4.256)
≤ C e
4ζM2
m
∥∥∥∣∣∣ν−1/2Q∣∣∣∥∥∥
L2L2
.
Case I - Type III: χ3: 0 ≤ v′η(η,~v, η′) ≤ m and v′φ(η,~v, η′) ≤M .
In this case, we can directly verify the fact
vη ≤ v′η(η,~v, η′) (4.257)
for η ≤ η′. Then we know the integral of vη is always in a small domain. Similar to Case I - Type IV, we
have the estimate
II3 ≤ Cm‖|Q|‖L∞L∞
ϑ,ζ
. (4.258)
Hence, collecting all three types, we obtain
II ≤ C e
4ζM2
m
∥∥∥∣∣∣ν−1/2Q∣∣∣∥∥∥
L2L2
+ C
(
1
Mϑ
+m
)
‖|Q|‖L∞L∞
ϑ,ζ
. (4.259)
Taking M sufficiently large and m sufficiently small, this is the desired result.
Case III:
For vη < 0 and
∣∣E(η,~v)∣∣ ≤ v′φ(η,~v;∞),
(4.260)
T [Q(η,~v)] =
(∫ η+
0
Q(η′,~v(η,~v; η′))
ν(~v(η,~v; η′))
exp(−Gη+,η′ −R[Gη+,η])dη′
+
∫ η+
η
Q(η′, R[~v(η,~v; η′)])
ν(~v(η,~v; η′))
exp(R[Gη,η′ ])dη
′
)
.
This is a combination of Case I and Case II, so it naturally holds. 
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4.2.4. Estimates of ǫ-Milne problem.
Lemma 4.12. Assume (4.7) and (4.8) hold. The solution g(η,~v) to the ǫ-Milne problem (4.1) satisfies for
ϑ > 2 and 0 ≤ ζ ≤ 1/4,
‖|g − g∞|‖L∞L∞
ϑ,ζ
≤ C + C‖|g − g∞|‖L2L2 . (4.261)
Proof. Define u = g − g∞. Then u satisfies the equation

vη
∂u
∂η
+G(η)
(
v2φ
∂u
∂vη
− vηvφ ∂u
∂vφ
)
+ L[u] = S(η,~v) + g2,∞G(η)√µvηvφ = S˜,
u(0,~v) = (h− g∞)(~v) = p(~v) for vη > 0,∫
R2
vη
√
µu(0,~v)d~v = mf [g]− g1,∞,
limη→∞ u(η,~v) = 0,
(4.262)
Since u = A[p] + T [K[u] + S˜], based on Lemma 4.11, we have
(4.263)
‖u−A[p]‖L∞L2
ζ
=
∥∥∥T [K[u] + S˜]∥∥∥
L∞L2
≤ C(δ)
(∥∥∥∣∣∣ν−1/2K[u]∣∣∣∥∥∥
L2L2
+
∥∥∥∣∣∣ν−1/2S˜∣∣∣∥∥∥
L2L2
)
+ δ
(
‖|K[u]|‖L∞L∞
ϑ,ζ
+
∥∥∥∣∣∣S˜∣∣∣∥∥∥
L∞L∞
ϑ,ζ
)
≤ C(δ)
(
‖|u|‖L2L2 +
∥∥∥∣∣∣S˜∣∣∣∥∥∥
L2L2
)
+ δ
(
‖|K[u]|‖L∞L∞
ϑ,ζ
+
∥∥∥∣∣∣S˜∣∣∣∥∥∥
L∞L∞
ϑ,ζ
)
,
where we can directly verify ∥∥∥∣∣∣ν−1/2K[u]∣∣∣∥∥∥
L2L2
≤ ‖|u|‖L2L2 , (4.264)∥∥∥∣∣∣ν−1/2S˜∣∣∣∥∥∥
L2L2
≤
∥∥∥∣∣∣S˜∣∣∣∥∥∥
L2L2
. (4.265)
In [10, Lemma 3.3.1], it is shown that
‖|K[u]|‖L∞L∞
ϑ,ζ
≤ ‖|u|‖L∞L∞
ϑ−1,ζ
, (4.266)
‖|K[u]|‖L∞L∞0,ζ ≤ ‖u‖L∞L2ζ . (4.267)
Since u = A[p] + T [K[u] + S˜], for ǫ and δ sufficiently small, we can estimate
(4.268)
‖|u|‖L∞L∞
ϑ,ζ
≤ C
(
‖|T [K[u]]|‖L∞L∞
ϑ,ζ
+ ‖|T [S]|‖L∞L∞
ϑ,ζ
+ ‖A[p]‖L∞
ϑ,ζ
)
≤ C
(
‖|K[u]|‖L∞L∞
ϑ,ζ
+ ‖|S|‖L∞L∞
ϑ,ζ
+ ‖A[p]‖L∞
ϑ,ζ
)
≤ C
(
‖|u|‖L∞L∞
ϑ−1,ζ
+ ‖|S|‖L∞L∞
ϑ,ζ
+ ‖Ap‖L∞
ϑ,ζ
)
≤ . . .
≤ C
(
‖|K[u]|‖L∞L∞
0,ζ
+ ‖|S|‖L∞L∞
ϑ,ζ
+ ‖A[p]‖L∞
ϑ,ζ
)
≤ C
(
‖u‖L∞L2
ζ
+ ‖|S|‖L∞L∞
ϑ,ζ
+ ‖A[p]‖L∞
ϑ,ζ
)
≤ C(δ)
(∥∥∥∣∣∣ν−1/2K[u]∣∣∣∥∥∥
L2L2
+
∥∥∥∣∣∣ν−1/2S˜∣∣∣∥∥∥
L2L2
)
+ δ
(
‖|K[u]|‖L∞L∞
ϑ,ζ
+
∥∥∥∣∣∣S˜∣∣∣∥∥∥
L∞L∞
ϑ,ζ
)
+ C
(
‖|S|‖L∞L∞
ϑ,ζ
+ ‖A[p]‖L∞
ϑ,ζ
)
.
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Therefore, absorbing δ‖|K[u]|‖L∞L∞
ϑ,ζ
into the right-hand side of the second inequality implies
‖|K[u]|‖L∞L∞
ϑ,ζ
≤ C
(∥∥∥∣∣∣ν−1/2K[u]∣∣∣∥∥∥
L2L2
+ ‖|S|‖L∞L∞
ϑ,ζ
+ ‖p‖L∞
ϑ,ζ
)
(4.269)
Therefore, we have
‖|u|‖L∞L∞
ϑ,ζ
≤ C
(
‖|K[u]|‖L∞L∞
ϑ,ζ
+ ‖|S|‖L∞L∞
ϑ,ζ
+ ‖A[p]‖L∞
ϑ,ζ
)
≤ C
(
‖|u|‖L2L2 + ‖|S|‖L∞L∞
ϑ,ζ
+ ‖p‖L∞
ϑ,ζ
)
.
Then our result naturally follows. 
Lemma 4.13. Assume (4.7) and (4.8) hold. There exists a unique solution g(η,~v) to the ǫ-Milne problem
(4.1) satisfying for ϑ > 2 and 0 ≤ ζ ≤ 1/4,
‖|g − g∞|‖L∞L∞
ϑ,ζ
≤ C. (4.270)
Proof. Based on Lemma 4.6 and Lemma 4.12, this is obvious. 
Theorem 4.14. Assume (4.7) and (4.8) hold. There exists a unique solution G(η,~v) to the ǫ-Milne problem
(4.11) satisfying for ϑ > 2 and 0 ≤ ζ ≤ 1/4,
‖|G|‖L∞L∞
ϑ,ζ
≤ C. (4.271)
Proof. Based on Theorem 4.7 and Lemma 4.13, this is obvious. 
4.3. Exponential Decay.
Theorem 4.15. Assume (4.7) and (4.8) hold. For sufficiently small K0, there exists a unique solution
G(η,~v) to the ǫ-Milne problem (4.11) satisfying for ϑ > 2 and 0 ≤ ζ ≤ 1/4,∥∥∣∣eK0ηG∣∣∥∥
L∞L∞
ϑ,ζ
≤ C. (4.272)
Proof. Define U = eK0ηG. Then U satisfies the equation

vη
∂U
∂η
+G(η)
(
v2φ
∂U
∂vη
− vηvφ ∂U
∂vφ
)
+ L[U ] = eK0ηS(η,~v) +K0vηU,
U(0,~v) = eK0η(h− h˜)(~v) for vη > 0,∫
R2
vη
√
µU(0,~v)d~v = mf [g]−
∫
R2
√
µh˜(~v)d~v,
limη→∞ U(η,~v) = 0,
(4.273)
We divide the proof into several steps:
Step 1: L2 Estimates for S = 0 and mf [U ] = 0.
In the proof of Lemma 4.4, we already show∫ ∞
0
e2K0η 〈wG , wG〉 (η)dη ≤ C. (4.274)
We can decompose G = wG + qG . Since limη→∞ G(η,~v) = 0, we naturally have qG = 0. Then using the
orthogonal relation and zero mass-flux, we have∫ ∞
0
e2K0η
∫
R2
G2(η,~v)d~vdη =
∫ ∞
0
e2K0η 〈qG , qG〉 (η)dη +
∫ ∞
0
e2K0η 〈wG , wG〉 (η)dη. (4.275)
Similar to Step 4 in the proof of Lemma 4.4, using the exponential decay of wG , we have∫ ∞
0
e2K0η 〈qG , qG〉 (η)dη ≤ C
∫ ∞
0
e2K0η 〈wG , wG〉 (η)dη (4.276)
This shows
‖|U |‖L2L2 < C. (4.277)
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Step 2: L2 Estimates for general source term and mass flux.
We follow the idea in the proof of Lemma 4.5. Note that all the auxiliary functions we construct decays
exponentially. Hence, the result naturally follows.
Step 3: L∞ Estimates.
By a similar argument of Lemma 4.12, Since u = A[p] + T [K[u] + S˜], similar to the proof of Lemma 4.12,
we have ∥∥∣∣eK0ηG∣∣∥∥
L∞L∞
ϑ,ζ
≤ C
(∥∥∣∣eK0ηG∣∣∥∥
L2L2
+
∥∥∣∣eK0ηS∣∣∥∥
L∞L∞
ϑ,ζ
+ ‖p‖L∞
ϑ,ζ
)
(4.278)
Then we naturally obtain the result. 
Our results can also be applied to the Milne problem without geometric correction.
Remark 4.16. Taking G = 0, we consider the Milne problem

vη
∂g
∂η
+ L[g] = S(η, φ,~v),
g(0, φ,~v) = h(φ,~v) for vη > 0,∫
R2
vη
√
µg(0, φ,~v)d~v = mf [g],
lim
η→∞ g(η, φ,
~v) = g∞(φ,~v).
(4.279)
Then there exists
h˜(φ,~v) = D˜0(φ)ψ0 + D˜1(φ)ψ1 + D˜2(φ)ψ2 + D˜3(φ)ψ3, (4.280)
such that the Milne problem for G(η, φ,~v) in the domain (η, φ,~v) ∈ [0,∞)× [−π, π)× R2

vη
∂G
∂η
+ L[G] = S(η, φ,~v),
G(0, φ,~v) = h(φ,~v)− h˜(φ,~v) for vη > 0,∫
R2
vη
√
µG(0, φ,~v)d~v = mf [g]−
∫
R2
vη
√
µh˜(φ,~v)d~v,
lim
η→∞
G(η, φ,~v) = 0.
(4.281)
is well-posed in L∞ and decays exponentially.
5. Diffusive Limit and Well-Posedness
We prove the diffusive limit and well-posedness of the Boltzmann equation (1.12).
Theorem 5.1. For given Bǫ > 0 satisfying (1.10) and 0 < ǫ << 1, there exists a unique positive solution
F ǫ = µ+
√
µf ǫ to the stationary Boltzmann equation (1.1), where
f ǫ = ǫ3RN +
( N∑
k=1
ǫkF ǫk
)
+
( N∑
k=1
ǫkF ǫk
)
, (5.1)
for N ≥ 3 and RN satisfies{
ǫ~v · ∇xRN + L[RN ] = ǫ3Γ[RN , RN ] + 2Γ[RN ,QN + QN ] + SN in Ω,
RN (~x0, ~v) = hN for ~v · ~n < 0 and ~x0 ∈ ∂Ω,
(5.2)
with
SN = −
i+j≥N+1∑
1≤i,j≤N
ǫi+j−3Γ[F ǫi ,F ǫj ]− Υ0
i+j≥N+1∑
1≤i,j≤N
ǫi+j−3
(
Γ[F ǫi ,F
ǫ
j ] + 2Γ[F ǫi ,F ǫj ]
)
− ǫN−2~v · ∇xF ǫN −
N∑
k=1
ǫk−3vη
∂Υ0
∂η
Gǫk + ǫN−2
Υ0
1− ǫη vφ
∂GǫN
∂φ
,
GEOMETRIC CORRECTION FOR HYDRODYNAMIC LIMIT OF BOLTZMANN EQUATION 51
and
hN =
∞∑
k=N+1
ǫk−3bk,
F ǫk and F ǫk satisfy (3.60) and (3.53). Also, there exists a C > 0 such that f ǫ satisfies∥∥∥〈~v〉ϑ eζ|~v|2f ǫ∥∥∥
L∞
≤ Cǫ, (5.3)
for any ϑ > 2 and 0 ≤ ζ ≤ 1/4
.
Proof. We divide the proof into several steps:
Step 1: Remainder definitions.
We combine the interior solution and boundary layer as follows:
f ǫ ∼
∞∑
k=1
ǫkF ǫk +
∞∑
k=1
ǫkF ǫk . (5.4)
Define the remainder as
RN =
1
ǫ3
(
f ǫ −
N∑
k=1
ǫkF ǫk −
N∑
k=1
ǫkF ǫk
)
=
1
ǫ3
(
f ǫ −QN −QN
)
, (5.5)
where
QN =
N∑
k=1
ǫkF ǫk, (5.6)
QN =
N∑
k=1
ǫkF ǫk . (5.7)
Noting the equation (3.37) is equivalent to the equation (1.12), we writeL to denote the linearized Boltzmann
operator as follows:
L [f ] = ǫ~v · ∇xu+ L[f ] (5.8)
= vη
∂f
∂η
− ǫ
1− ǫη
(
vφ
∂f
∂φ
+ v2φ
∂f
∂vη
− vηvφ ∂f
∂vφ
)
+ L[f ].
Step 2: Estimates of L [RN ].
The interior contribution can be estimated as
L [QN ] = ǫ~v · ∇xQN + L[QN ] =
N∑
k=1
ǫk
(
ǫ~v · ∇xF ǫk + L[F ǫk]
)
(5.9)
= L[F ǫ1 ] +
N∑
k=2
ǫk
(
~v · ∇xF ǫk−1 + L[F ǫk]
)
+ ǫN+1~v · ∇xF ǫN
= ǫN+1~v · ∇xF ǫN +
i+j≤N∑
1≤i,j≤N
ǫi+jΓ[F ǫi ,F ǫj ].
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The boundary layer is F ǫk = Gǫk ·Υ0 where Gǫk solves the ǫ-Milne problem. Notice Υ0Υ = Υ0, so the boundary
layer contribution can be estimated as
L [QN ] = vη
∂QN
∂η
− ǫ
1− ǫη
(
vφ
∂QN
∂φ
+ v2φ
∂QN
∂vη
− vηvφ ∂QN
∂vφ
)
+ L[QN ] (5.10)
=
N∑
k=1
ǫk
(
vη
∂F ǫk
∂η
− ǫ
1− ǫη
(
vφ
∂F ǫk
∂φ
+ v2φ
∂F ǫk
∂vη
− vηvφ ∂F
ǫ
k
∂vφ
)
+ L[F ǫk ]
)
=
N∑
k=1
ǫk
(
vη
∂Gǫk
∂η
Υ0 − ǫΥ0
1− ǫη
(
vφ
∂Gǫk
∂φ
+ v2φ
∂Gǫk
∂vη
− vηvφ ∂G
ǫ
k
∂vφ
)
+Υ0L[Gǫk]
)
+
N∑
k=1
ǫkvη
∂Υ0
∂η
Gǫk
=
N∑
k=1
ǫk
(
vη
∂Gǫk
∂η
Υ0 − ǫΥ0Υ
1− ǫη
(
vφ
∂Gǫk
∂φ
+ v2φ
∂Gǫk
∂vη
− vηvφ ∂G
ǫ
k
∂vφ
)
+Υ0L[Gǫk]
)
+
N∑
k=1
ǫkvη
∂Υ0
∂η
Gǫk
= Υ0
N∑
k=1
ǫk
(
vη
∂Gǫk
∂η
− ǫΥ
1− ǫη
(
v2φ
∂Gǫk
∂vη
− vηvφ ∂G
ǫ
k
∂vφ
)
+ L[Gǫk]
)
+
N∑
k=1
ǫkvη
∂Υ0
∂η
Gǫk −
N∑
k=1
ǫk+1
Υ0
1− ǫη vφ
∂Gǫk
∂φ
=
N∑
k=1
ǫkvη
∂Υ0
∂η
Gǫk − ǫN+1
Υ0
1− ǫη vφ
∂GǫN
∂φ
+ Υ0
i+j≤N∑
1≤i,j≤N
ǫi+j
(
Γ[F ǫi ,F
ǫ
j ] + 2Γ[F ǫi ,F ǫj ]
)
.
Note that for any f, g ∈ L2,
P[Γ(f, g)] = 0. (5.11)
Since
L [f ǫ] = Γ[f ǫ, f ǫ], (5.12)
then we can naturally obtain
L [RN ] =
1
ǫ3
L [f ǫ −QN −QN ] = 1
ǫ3
L [f ǫ]− 1
ǫ3
L [QN ]− 1
ǫ3
L [QN ] (5.13)
=
1
ǫ3
Γ[QN + QN + ǫ3RN ,QN + QN + ǫ3RN ]
−
i+j≤N∑
1≤i,j≤N
ǫi+j−3Γ[F ǫi ,F ǫj ]− ψ0
i+j≤N∑
1≤i,j≤N
ǫi+j−3
(
Γ[F ǫi ,F
ǫ
j ] + 2Γ[F ǫi ,F ǫj ]
)
− ǫN−2~v · ∇xF ǫN −
N∑
k=1
ǫk−3vη
∂Υ0
∂η
Gǫk + ǫN−2
Υ0
1− ǫη vφ
∂GǫN
∂φ
= ǫ3Γ[RN , RN ] + 2Γ[RN ,QN + QN ]
−
i+j≥N+1∑
1≤i,j≤N
ǫi+j−3Γ[F ǫi ,F ǫj ]− ψ0
i+j≥N+1∑
1≤i,j≤N
ǫi+j−3
(
Γ[F ǫi ,F
ǫ
j ] + 2Γ[F ǫi ,F ǫj ]
)
− ǫN−2~v · ∇xF ǫN −
N∑
k=1
ǫk−3vη
∂Υ0
∂η
Gǫk + ǫN−2
Υ0
1− ǫη vφ
∂GǫN
∂φ
.
Step 3: Estimates of RN .
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RN satisfies the equation


ǫ~v · ∇xRN + L[RN ] = ǫ3Γ[RN , RN ] + 2Γ[RN ,QN + QN ] + SN in Ω,
RN (~x0, ~v) = hN for ~v · ~n < 0 and ~x0 ∈ ∂Ω,
(5.14)
where
SN = −
i+j≥N+1∑
1≤i,j≤N
ǫi+j−3Γ[F ǫi ,F ǫj ]− ψ0
i+j≥N+1∑
1≤i,j≤N
ǫi+j−3
(
Γ[F ǫi ,F
ǫ
j ] + 2Γ[F ǫi ,F ǫj ]
)
− ǫN−2~v · ∇xF ǫN −
N∑
k=1
ǫk−3vη
∂Υ0
∂η
Gǫk + ǫN−2
Υ0
1− ǫη vφ
∂GǫN
∂φ
,
and
hN =
∞∑
k=N+1
ǫk−3bk.
By the classical estimate of two-dimensional Stokes-Fourier equations, exponential decay of F ǫk and (5.11),
we can directly verify
∥∥∥〈~v〉ϑ eζ|~v|2SN∥∥∥
L∞
≤ CǫN−2, (5.15)∣∣∣〈~v〉ϑ eζ|~v|2hN ∣∣∣
L∞−
≤ CǫN−2. (5.16)
Based on Theorem 2.5, we have
(5.17)
‖RN‖L2 + |RN |L2+ ≤ C
(
1
ǫ2
‖SN‖L2 +
1
ǫ
∥∥ǫ3Γ[RN , RN ]∥∥L2 + 1ǫ ‖2Γ[RN ,QN + QN ]‖L2 + 1ǫ1/2 |hN |L2−
)
.
Then since
∣∣∣〈~v〉ϑ eζ|~v|2(Bǫ − µ)∣∣∣
L∞
≤ C0ǫ, (5.18)
for C0 is sufficiently small, we deduce b1 is sufficiently small. Hence, small boundary data naturally yields
∥∥∥〈~v〉ϑ eζ|~v|2(QN + QN )∥∥∥
L∞
≤ δǫ, (5.19)
which further implies
1
ǫ
‖2Γ[RN ,QN + QN ]‖L2 ≤
C
ǫ
‖RN‖L2
∥∥∥〈~v〉ϑ eζ|~v|2(QN + QN )∥∥∥
L∞
≤ δ ‖RN‖L2 , (5.20)
for some small δ > 0. Hence, absorbing them into the left-hand side of (5.17) yields
‖RN‖L2 + |RN |L2+ ≤ C
(
1
ǫ2
‖SN‖L2 + ǫ ‖Γ[RN , RN ]‖L2 +
1
ǫ1/2
|hN |L2−
)
. (5.21)
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Based on Theorem 2.7, we have∥∥∥〈~v〉ϑ eζ|~v|2RN∥∥∥
L∞
+
∣∣∣〈~v〉ϑ eζ|~v|2RN ∣∣∣
L∞+
(5.22)
≤ C
(
1
ǫ
‖RN‖L2 +
∥∥∥〈~v〉ϑ eζ|~v|2SN∥∥∥
L∞
+
∣∣∣〈~v〉ϑ eζ|~v|2hN ∣∣∣
L∞−
+
∥∥∥〈~v〉ϑ eζ|~v|2ǫ2Γ[RN , RN ]∥∥∥
L∞
+
∥∥∥2 〈~v〉ϑ eζ|~v|2Γ[RN ,QN + QN ]∥∥∥
L∞
)
≤ C
(
ǫ ‖Γ[RN , RN ]‖L2 +
1
ǫ3
‖SN‖L2 +
1
ǫ3/2
|hN |L2− +
∥∥∥〈~v〉ϑ eζ|~v|2SN∥∥∥
L∞
+
∣∣∣〈~v〉ϑ eζ|~v|2hN ∣∣∣
L∞−
+ ǫ3
∥∥∥〈~v〉ϑ eζ|~v|2Γ[RN , RN ]∥∥∥
L∞
+
∥∥∥2 〈~v〉ϑ eζ|~v|2Γ[RN ,QN + QN ]∥∥∥
L∞
)
≤ C
(
ǫ ‖Γ[RN , RN ]‖L2 + ǫ3
∥∥∥〈~v〉ϑ eζ|~v|2Γ[RN , RN ]∥∥∥
L∞
+ ǫ
∥∥∥〈~v〉ϑ eζ|~v|2RN∥∥∥
L∞
+ ǫN−5
)
.
Moreover, we can directly estimate
‖ǫΓ[RN , RN ]‖L2 ≤ Cǫ
∥∥∥〈~v〉ϑ eζ|~v|2RN∥∥∥2
L∞
(5.23)
ǫ3
∥∥∥〈~v〉ϑ eζ|~v|2Γ[RN , RN ]∥∥∥
L∞
≤ Cǫ3
∥∥∥〈~v〉ϑ eζ|~v|2RN∥∥∥2
L∞
. (5.24)
Then if N ≥ 3, we obtain∥∥∥〈~v〉ϑ eζ|~v|2RN∥∥∥
L∞
+
∣∣∣〈~v〉ϑ eζ|~v|2RN ∣∣∣
L∞+
≤ CǫN−5 + Cǫ
∥∥∥〈~v〉ϑ eζ|~v|2RN∥∥∥2
L∞
, (5.25)
which further implies ∥∥∥〈~v〉ϑ eζ|~v|2RN∥∥∥
L∞
+
∣∣∣〈~v〉ϑ eζ|~v|2RN ∣∣∣
L∞+
≤ C
ǫ2
. (5.26)
for ǫ sufficiently small. This means we have shown
1
ǫ3
∥∥∥∥∥〈~v〉ϑ eζ|~v|2
(
f ǫ −
N∑
k=1
ǫkF ǫk −
N∑
k=1
ǫkF ǫk
)∥∥∥∥∥
L∞
= O
(
1
ǫ2
)
, (5.27)
which naturally leads to the desired result. 
Hence, combining the estimate of steady Navier-Stokes-type equations and ǫ-Milne problem, we have
f ǫ = ǫ3RN +QN + QN , (5.28)
exists and is well-posed. The uniqueness and positivity follows from a standard argument as in [8].
6. Counterexample for Classical Approach
In this section, we present the classical approach with the idea in [16, 17] to construct asymptotic ex-
pansion, especially the boundary layer expansion, and provide counterexamples to show this method is
problematic.
6.1. Interior Expansion. Basically, the expansion for interior solution is identical to our method, so we
omit the details and only present the notation. We define the interior expansion
F ∼
∞∑
k=1
ǫkFk(~x,~v), (6.1)
with
Fk(~x,~v) = Ak(~x,~v) +Bk(~x,~v) + Ck(~x,~v), (6.2)
where
Ak(~x,~v) =
√
µ
(
Ak,0(~x) +Ak,1(~x)v1 +Ak,2(~x)v2 +Ak,3(~x)
(
|~v|2 − 2
2
))
, (6.3)
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Bk(~x,~v) =
√
µ
(
Bk,0(~x) +Bk,1(~x)v1 +Bk,2(~x)v2 +Bk,3(~x)
(
|~v|2 − 2
2
))
, (6.4)
with Bk depending on As,i in 1 ≤ s ≤ k − 1 and i = 0, 1, 2, 3 as
Bk,0 = 0, (6.5)
Bk,1 =
k−1∑
i=1
Ai,0Ak−i,1, (6.6)
Bk,2 =
k−1∑
i=1
Ai,0Ak−i,2, (6.7)
Bk,3 =
k−1∑
i=1
(
Ai,0Ak−i,3 +Ai,1Ak−i,1 +Ai,2Ak−i,2 (6.8)
+
k−1−i∑
j=1
Ai,0(Aj,1Ak−i−j,1 +Aj,2Ak−i−j,2)
)
,
and Ck(~x,~v) satisfies
∫
R2
√
µ(~v)Ck(~x,~v)


1
~v
|~v|2

 d~v = 0, (6.9)
with
L[Ck] = − ~v · ∇xF ǫk−1 +
k−1∑
i=1
Γ[F ǫi ,F ǫk−i], (6.10)
which can be solved explicitly at any fixed ~x. We define
Ak =
√
µ
(
ρk + uk,1v1 + uk,2v2 + θk
(
|~v|2 − 1
))
, (6.11)
Then Ak satisfies the equations as follows:
0th order equations:
P1 − (ρ1 + θ1) = 0, (6.12)
∇xP1 = 0, (6.13)
1st order equations:
P2 − (ρ2 + θ2 + ρ1θ1) = 0, (6.14)
~u · ∇x~u1 − γ1∆x~u1 +∇xP2 = 0, (6.15)
∇x · ~u1 = 0, (6.16)
~u1 · ∇xθ1 − γ2∆xθ1 = 0, (6.17)
kth order equations:
Pk+1 −
(
ρk+1 + θk+1 +
k+1−i∑
i=1
ρiθk+1−i
)
= 0, (6.18)
k∑
i=1
~ui · ∇x~uk+1−i − γ1∆x~uk +∇xPk+1 = Gk,1, (6.19)
∇x · ~uk = Gk,2, (6.20)
k∑
i=1
~ui · ∇xθk+1−i − γ2∆xθk = Gk,3, (6.21)
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where
(6.22)
Gk,j = Gk,j [~x,~v; ρ1, . . . , ρk−1; θ1, . . . , θk−1; ~u1, . . . , ~uk−1],
is explicit functions depending on lower order terms, and γ1 and γ2 are two positive constants.
6.2. Boundary Layer Expansion. By the idea in [16, 17], the boundary layer expansion can be defined
by introducing substitutions (3.29), (3.31) and (3.34). Note that we terminate here and do not further use
substitution (3.36). Hence, we have transformed the equation (1.12) into

(~vr · ~n)∂f
ǫ
∂η
− ǫ
1− ǫη (~vr · ~τ)
∂f ǫ
∂φ
+ L[f ǫ] = Γ[f ǫ, f ǫ],
f ǫ(0, φ, ~vr) = b
ǫ(0, φ, ~vr) for ~vr · ~n > 0.
(6.23)
We define the boundary layer expansion
F ∼
∞∑
k=1
ǫkFk(η, φ,~vr), (6.24)
where Fk can be determined by plugging it into the equation (6.23) and comparing the order of ǫ. Thus in
a neighborhood of the boundary, we have
(~vr · ~n)∂F1
∂η
+ L[F1] = 0, (6.25)
(~vr · ~n)∂F2
∂η
+ L[F2] = 1
1− ǫη (~vr · ~τ )
∂F1
∂φ
+ Γ[F1,F1] + 2Γ[F1,F1], (6.26)
. . .
(~vr · ~n)∂Fk
∂η
+ L[Fk] = 1
1− ǫη (~vr · ~τ )
∂Fk−1
∂φ
+
k−1∑
i=1
Γ[Fi,Fk−i] + 2
k−1∑
i=1
Γ[Fi,Fk−i]. (6.27)
The bridge between the interior solution and boundary layer is the boundary condition
f ǫ(~x0, ~v) = b
ǫ(~x0, ~v). (6.28)
Plugging the combined expansion
f ǫ ∼
∞∑
k=1
ǫk(Fk + Fk), (6.29)
into the boundary condition and comparing the order of ǫ, we obtain
F1 + F1 = b1, (6.30)
F2 + F2 = b2, (6.31)
. . .
Fk + Fk = bk. (6.32)
This is the boundary conditions Fk and Fk need to satisfy.
6.3. Classical Approach to Construct Asymptotic Expansion. We divide the construction of asymp-
totic expansion into several steps for each k ≥ 1:
Step 1: ǫ-Milne Problem.
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We solve the ǫ-Milne problem

(~vr · ~n)∂gk
∂η
+ L[gk] = Sk(η, φ,~vr),
gk(0, φ, ~vr) = hk(φ,~vr) for ~vr · ~n > 0,∫
R2
(~vr · ~n)√µgk(0, φ, ~vr)d~vr = mf [gk](φ),
lim
η→∞
gk(η, φ,~vr) = gk(∞, φ, ~vr),
(6.33)
for gk(η, φ,~vr) with the in-flow boundary data
hk = bk − (Bk + Ck) (6.34)
and source term
Sk =
Υ(
√
ǫη)
1− ǫη (~vr · ~τ )
∂Fk−1
∂φ
+
k−1∑
i=1
Γ[Fi,Fk−i] + 2
k−1∑
i=1
Γ[Fi,Fk−i], (6.35)
where
Υ(z) =
{
1 0 ≤ z ≤ 1/2,
0 3/4 ≤ z ≤ ∞. (6.36)
Here the mass-flux mf [gk](φ) will be determined later. Based on Remark 4.16, there exist
h˜k =
√
µ
(
D˜k,0 + D˜k,1vr,1 + D˜k,2vr,2 + D˜
ǫ
k,3
( |~vr|2 − 2
2
))
, (6.37)
such that the problem

(~vr · ~n)∂Gk
∂η
+ L[Gk] = Sk(η, φ,~vr),
Gk(0, φ, ~vr) = hk(φ,~vr)− h˜k(φ,~vr) for ~vr · ~n > 0,∫
R2
(~vr · ~n)√µGk(0, φ, ~vr)d~vr = mf [Gk](φ),
lim
η→∞
Gk(η, φ,~vr) = 0,
(6.38)
is well-posed.
Step 2: Definition of Interior Solution and Boundary Layer with Geometric Correction.
Define
Fk = Gk ·Υ0(ǫ1/2η) (6.39)
where Gk the solution of ǫ-Milne problem (6.38) and
Υ0(z) =
{
1 0 ≤ z ≤ 1/4,
0 1/2 ≤ z ≤ ∞. (6.40)
Naturally, we have
lim
η→0
Fk(η, φ,~vr) = 0. (6.41)
The interior solution
Fk(~x,~v) = Ak(~x,~v) +Bk(~x,~v) + Ck(~x,~v), (6.42)
where Ak satisfies
Ak =
√
µ
(
ρk + uk,1v1 + uk,2v2 + θk
(
|~v|2 − 1
2
))
, (6.43)
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and
Pk+1 −
(
ρk+1 + θk+1 +
k+1−i∑
i=1
ρiθk+1−i
)
= 0, (6.44)
k∑
i=1
~ui · ∇x~uk+1−i − γ1∆x~uk +∇xPk+1 = Hk,1, (6.45)
∇x · ~uk = Hk,2, (6.46)
k∑
i=1
~ui · ∇xθk+1−i − γ2∆xθk = Hk,3, (6.47)
with boundary condition
Ak,0 = D˜k,0, (6.48)
Ak,1 = − D˜k,0, (6.49)
Ak,2 = − D˜k,0, (6.50)
Ak,3 = D˜k,3. (6.51)
where D˜k,i comes from the boundary data of Milne problem h˜k. This determines Ak,0, Ak,1, Ak,2 and Ak,3.
Now it is easy to verify the boundary data are satisfied as
Fk + Fk = bk. (6.52)
Step 3: Boussinesq relation and Vanishing Mass-Flux.
Similarly, the free mass-flux mf [Gk](φ) can help to enforce two relations: the Boussinesq relation
ρk + θk = Ek −
k−i∑
i=1
ρiθk−i, (6.53)
and vanishing mass-flux relation ∫
∂Ω
∫
R2
Fk(~x,~v)d~vdγ = 0. (6.54)
Therefore, mf [Gk](φ) is completed determined and so are Fk and Fk.
The analysis in [16, 17] anticipates this process can be generalized to arbitrary k. However, In order to
show the hydrodynamic limit, we at least need to expand to k = 2 at least. Therefore, based on Remark
4.16, we require S2 ∈ L∞ to obtain a well-posed F2, i.e. we need
∂F1
∂φ
∈ L∞, (6.55)
which further requires
∂F1
∂η
∈ L∞. (6.56)
Theorem 6.1 states that for certain boundary data Bǫ, this is invalid. Hence, this formulation breaks down.
6.4. Singularity in Derivative of Milne Problem. Now we present the singularity of the normal deriv-
ative in the Milne problem. For convenience, we use the notation ~v = (vη, vφ).
Theorem 6.1. For the Milne problem

vη
∂g
∂η
+ L[g] = 0,
g(0,~v) = h(~v) for vη > 0,∫
R2
vη
√
µg(0,~v)d~v = 0,
lim
η→∞
g(η,~v) = g∞(~v).
(6.57)
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with
h = vφe
−(v2φ−1)−Mv2η , (6.58)
where vη and vφ are defined as in (3.34) and M is sufficiently large such that
h(0, 1) = 1, (6.59)
|h|L2− << 1, (6.60)
then we have ∥∥∥∥∂g∂η
∥∥∥∥
L∞
/∈ L∞([0,∞)× R2). (6.61)
Proof. We divide the proof into several steps: We first assume ∂ηg ∈ L∞([0,∞)×R2) and then show it can
lead to a contradiction.
Step 1: Definition of trace.
It is easy to see ∂ηg satisfies the Milne problem
vη
∂(∂ηg)
∂η
+ L[∂ηg] = 0. (6.62)
Since k(~u,~v) = k2(~u,~v) − k1(~u,~v) is in L1 with respect to ~u uniformly in ~v, then we have K[∂ηg] ∈
L∞([0,∞) × R2). For fixed N > 0, ν(~v) is bounded in the domain S = {∣∣~v∣∣ ≤ N}. Hence, we have
ν(~v)∂ηg ∈ L∞([0,∞)× S), which further implies L[∂ηg] ∈ L∞([0,∞)× S). Therefore, by a standard cut-off
argument and Ukai’s trace theorem, we deduce ∂ηg(0) ∈ L∞(S) is well-defined.
However, we can define the trace of ∂ηg in another fashion. For any vη 6= 0, since we have ν(~v)g ∈
L∞([0,∞) × S) as well as K[g] ∈ L∞[0,∞) × S, by the Milne problem (6.57), it is naturally to define for
η > 0
∂ηg(η,~v) =
K[g](η,~v)− νg(η,~v)
vη
. (6.63)
Since ∂ηg ∈ L∞([0,∞)× S, we know g is continuous with respect to η for a.e. ~v. Taking η → 0 defines the
trace for ∂ηg at(0,~v)
∂ηg(0,~v) =
K[g](0,~v)− νg(0,~v)
vη
. (6.64)
Since the grazing set {~v : vη = 0} is zero-measured on the boundary η = 0, then we have the trace of ∂ηg is
a.e. well-defined.
By the uniqueness of trace of ∂ηg, above two types of traces must coincide with each other a.e.. Then
we may combine them both and obtain ∂ηg(0,~v) ∈ L∞(S) is a.e. well-defined and satisfies the formula
∂ηg(0,~v) =
K[g](0,~v)− νg(0,~v)
vη
. (6.65)
Step 2: Limiting Process.
Therefore, we may consider the limiting process
lim
~v→(0,1)
∂g
∂η
(0,~v) = lim
~v→(0,1)
K[g](0,~v)− νg(0,~v)
vη
. (6.66)
Based on [10, Lemma 3.3.1], we have
‖K[g](0)‖L∞0,0 ≤ ‖|K[g]|‖L∞L∞0,0 ≤ C‖g‖L∞L20 . (6.67)
By Lemma 4.11, we have
‖g‖L∞L20 ≤ C(δ)‖|g|‖L2L2 + δ‖|g|‖L∞L∞ϑ,0 , (6.68)
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for δ > 0 sufficiently small and ϑ > 2. Combining this with Theorem 4.7 and Theorem 4.14, we know
‖|g|‖L2L2 ≤ C ‖h‖L2 (6.69)
‖|g|‖L∞L∞
ϑ,0
≤ C <∞. (6.70)
Taking δ sufficiently small, and then taking M sufficiently large, we have
‖g‖L∞L20 << 1. (6.71)
On the other hand, we can see
ν(0, 1)g(0, 0, 1) ≥ Ch(0, 1) ≥ C0 > 0, (6.72)
for some positive constant C0. Therefore, we have shown
L[g](0,~v) ≥ C0
2
> 0, (6.73)
when ~v→ (0, 1) which implies vη → 0. Hence, we can solve the normal derivative as
∂g
∂η
= −L[g](0)
vη
→∞, (6.74)
which contradicts our assumption that ∂ηg(0,~v) ∈ L∞(S). 
6.5. Counterexample to Classical Approach. We present a counterexample to show this classical ap-
proach can lead to wrong result.
Theorem 6.2. For given Bǫ > 0 satisfying (1.10) with
b1√
µ
=
(
vφe
−(v2φ−1)−Mv2η
)
= h(vη, vφ), (6.75)
where vη and vφ are defined as in (3.34) and we take M sufficiently large such that
h(0, 1) = 1, (6.76)
|h|L2− << 1, (6.77)
there exists C > 0 such that
‖f ǫ − (F1 + F1)‖L∞ ≥ Cǫ, (6.78)
where the interior solution F1 is defined in (6.44) and boundary layer F1 is defined in (6.38).
Proof. Define W ǫ = F ǫ1 + F ǫ1 and W = F1 + F1. Consider the ǫ-Milne problem

vη
∂W ǫ
∂η
+G(ǫ; η)
(
v2φ
∂W ǫ
∂vη
− vηvφ ∂W
ǫ
∂vφ
)
+ L[W ǫ] = 0,
W ǫ(0, vη, vφ) = h(vη, vφ) for vη > 0,∫
R2
vη
√
µW ǫ(0, vη, vφ)dvηdvφ = mf (φ),
lim
η→∞
W
ǫ(η, vη, vφ) = W
ǫ
∞(vη, vφ),
(6.79)
and Milne problem 

vη
∂W
∂η
+ L[W ] = 0,
W (0, vη, vφ) = h(vη, vφ) for vη > 0,∫
R2
vη
√
µW (0, vη, vφ)dvηdvφ = mf (φ),
lim
η→∞
W (η, vη, vφ) = W∞(vη, vφ).
(6.80)
For convenience, we use the same velocity variables. Note that W ǫ actually satisfies an ǫ-Milne problem with
non-trivial source term. However, based on the proof of Theorem 4.7, this source term will add a O(ǫ1/2)
perturbation to W ǫ, so we can omit it and concentrate on above simpler form.
We divide the proof into several steps:
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Step 1: Continuity of K[W ǫ] and K[W ] at η = 0.
For any R0 > r0 > 0 and ~u = (uη, uφ), we have∣∣K[W ](0,~v)−K[W ](η,~v)∣∣ (6.81)
≤
∫
uη≤r0
∣∣k(~u,~v)∣∣ |W (0,~u)−W (η,~u)| d~u+ ∫
uη≥R0
∣∣k(~u,~v)∣∣ |W (0,~u)−W (η,~u)| d~u
+
∫
r0≤uη≤R0
∣∣k(~u,~v)∣∣ |W (0,~u)−W (η,~u)| d~u
Since we know W ∈ L∞([0,∞)× R2), then for any δ > 0 we can take r0 sufficiently small such that∫
uη≤r0
∣∣k(~u,~v)∣∣ |W (0,~u)−W (η,~u)| d~u ≤ C ∫
uη≤r0
∣∣k(~u,~v)∣∣d~u ≤ δ
3
. (6.82)
Since we know ∥∥∥〈~v〉ϑ eζ|~v|2(W −W∞)∥∥∥
L∞
≤ C <∞, (6.83)
then there exists a R0 > 0, such that for uη ≥ R0,
|W (η,~u)| ≤ δ˜, (6.84)
where δ˜ is sufficiently small. Therefore, we have∫
uη≥R0
∣∣k(~u,~v)∣∣ |W (0,~u)−W (η,~u)| d~u ≤ 2δ˜ ∫
uη≥R0
∣∣k(~u,~v)∣∣ d~u ≤ δ
3
. (6.85)
For fixed r0 and R0 satisfying above requirement, we estimate the integral on r0 ≤ uη ≤ R0. By Ukai’s trace
theorem, we have W (0,~v) is well-defined and
∂ηW (0,~u) =
K[W ](0,~v)− ν(~v)W (0,~v)
vη
. (6.86)
The in r0 ≤ uη ≤ R0, ∂ηW is bounded, which implies W (η,~v) is uniformly continuous at η = 0. Then there
exists a η0 such that for 0 ≤ η ≤ η0,∫
r0≤uη≤R0
∣∣k(~u,~v)∣∣ |W (0,~u)−W (η,~u)| d~u ≤ Cδ˜ ∫
r0≤uη≤R0
∣∣k(~u,~v)∣∣ d~u ≤ δ
3
. (6.87)
In summary, we have shown for any δ > 0, there exists a η0 > 0 such that for any 0 ≤ η ≤ η0 and fixed ~v,∣∣K[W ](0,~v)−K[W ](η,~v)∣∣ ≤ δ. (6.88)
Therefore, K[W ] is continuous at η = 0. A similar argument can be implemented to W ǫ. It is easy to see
above estimate is uniform in ~v since L1 estimate of k(~u,~v) in ~u is uniform with respect to ~v. Also, it is
obvious to see K is continuous with respect to ~v at η = 0.
Step 2: Milne formulation.
We consider the solution at a specific point η = nǫ, vη = ǫ and vφ =
√
1− ǫ2 for some fixed n > 0. The
solution along the characteristics can be rewritten as follows:
W (nǫ, ǫ,
√
1− ǫ2) = h(ǫ,
√
1− ǫ2)e− ν(1)ǫ nǫ +
∫ nǫ
0
e−
ν(1)
ǫ
(nǫ−κ) 1
ǫ
K[W ](κ, ǫ,
√
1− ǫ2)dκ, (6.89)
(6.90)
W
ǫ(nǫ, ǫ,
√
1− ǫ2) = h(ǫ0,
√
1− ǫ20)e−
∫
nǫ
0
ν(1)
vη(ζ)
dζ
+
∫ nǫ
0
e
− ∫ nǫ
κ
ν(1)
vη(ζ)
dζ 1
vη(κ)
K[W ǫ](κ, vη(κ), vφ(κ))dκ,
where ν(1) denote the value of ν(~v) at
∣∣~v∣∣ = 1 and we have the conserved energy along the characteristics
E(η, vη, vφ) = vφe
−W (η), (6.91)
in which (0, ǫ0,
√
1− ǫ20) and (ζ, vη(ζ),
√
1− v2η(ζ)) are in the same characteristics of (nǫ, ǫ,
√
1− ǫ2).
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Step 3: Estimates of (6.89).
We turn to the Milne problem for W . We have the natural estimate
∫ nǫ
0
e−
ν(1)
ǫ
(nǫ−κ) 1
ǫ
dκ = e−nν(1)
∫ nǫ
0
e
ν(1)κ
ǫ
1
ǫ
dκ = e−nν(1)
∫ n
0
eν(1)ζdζ =
1
ν(1)
(
1− e−nν(1)
)
. (6.92)
Then for 0 < ǫ ≤ η0, we have
∣∣K[W ](0, 0, 1)−K[W ](κ, ǫ,√1− ǫ2)∣∣ ≤ δ + ǫ, which implies
∫ nǫ
0
e−
ν(1)
ǫ
(nǫ−κ) 1
ǫ
K[W ](κ, ǫ,
√
1− ǫ2)dκ =
∫ nǫ
0
e−
ν(1)
ǫ
(nǫ−κ) 1
ǫ
K[W ](0, 0, 1)dκ+O(δ) +O(ǫ) (6.93)
=
1
ν(1)
(1− e−nν(1))K[W ](0, 0, 1) +O(δ) +O(ǫ).
For the boundary data term, it is easy to see
h(ǫ,
√
1− ǫ2)e− ν(1)ǫ nǫ = e−nν(1)h(ǫ,
√
1− ǫ2). (6.94)
In summary, we have
W (nǫ, ǫ,
√
1− ǫ2) = 1
ν(1)
(1− e−nν(1))K[W ](0, 0, 1) + e−nν(1)h(0, 1) +O(δ) +O(ǫ). (6.95)
Step 4: Estimates of (6.90).
We consider the ǫ-Milne problem for W ǫ. For ǫ << 1 sufficiently small, ψ(ǫ) = 1. Then we may estimate
vφ(ζ)e
−W (ζ) =
√
1− ǫ2e−W (nǫ), (6.96)
which implies
vφ(ζ) =
1− nǫ2
1− ǫζ
√
1− ǫ2. (6.97)
and hence
vη(ζ) =
√
1− v2φ(ζ) =
√
ǫ(nǫ− ζ)(2 − ǫζ − nǫ2)
(1 − ǫζ)2 (1− ǫ
2) + ǫ2. (6.98)
For ζ ∈ [0, ǫ] and nǫ sufficiently small, by Taylor’s expansion, we have
1− ǫζ = 1 + o(ǫ), (6.99)
2− ǫζ − nǫ2 = 2 + o(ǫ). (6.100)
Hence, we have
vη(ζ) =
√
ǫ(ǫ+ 2nǫ− 2ζ) + o(ǫ2). (6.101)
Since
√
ǫ(ǫ+ 2nǫ− 2ζ) = O(ǫ), we can further estimate
1
vη(ζ)
=
1√
ǫ(ǫ+ 2nǫ− 2ζ) + o(1) (6.102)
−
∫ nǫ
κ
ν(1)
vη(ζ)
dζ = ν(1)
√
ǫ+ 2nǫ− 2ζ
ǫ
∣∣∣∣
nǫ
κ
+ o(ǫ) = ν(1)
(
1−
√
ǫ+ 2nǫ− 2κ
ǫ
)
+ o(ǫ). (6.103)
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Then we can easily derive the integral estimate∫ nǫ
0
e
− ∫ nǫ
κ
ν(1)
vη(ζ)
dζ 1
vη(κ)
dκ = eν(1)
∫ nǫ
0
e−ν(1)
√
ǫ+2nǫ−2κ
ǫ
1√
ǫ(ǫ+ 2nǫ− 2κ)dκ+ o(ǫ) (6.104)
=
1
2
eν(1)
∫ (1+2n)ǫ
ǫ
e−ν(1)
√
σ
ǫ
1√
ǫσ
dσ + o(ǫ)
=
1
2
eν(1)
∫ 1+2n
1
e−ν(1)
√
ρ 1√
ρ
dρ+ o(ǫ)
= eν(1)
∫ √1+2n
1
e−ν(1)tdt+ o(ǫ)
=
1
ν(1)
(1− eν(1)(1−
√
1+2n)) + o(ǫ).
Then for 0 < ǫ ≤ η0, we have |K[W ǫ](0, 0, 1)−K[W ǫ](κ), vη(κ), vφ(ǫ)| ≤ δ, which implies∫ nǫ
0
e
− ∫ nǫ
κ
ν(1)
vη(ζ)
dζ 1
vη(κ)
K[W ǫ](κ, vη(κ), vφ(ǫ))dκ (6.105)
=
∫ nǫ
0
e
− ∫ nǫ
κ
ν(1)
vη(ζ)
dζ 1
vη(κ)
K[W ǫ](0, 0, 1)dκ+O(δ) +O(ǫ)
=
1
ν(1)
(1− eν(1)(1−
√
1+2n))K[W ǫ](0, 0, 1) +O(ǫ) +O(δ).
For the boundary data term, since h(vη, vφ) is C
1, a similar argument shows
h(ǫ0,
√
1− ǫ20)e−
∫
nǫ
0
ν(1)
vη(ζ)
dζ
= eν(1)(1−
√
1+2n)h(
√
1 + 2nǫ,
√
1− (1 + 2n)ǫ2) +O(ǫ). (6.106)
Therefore, we have
W
ǫ(nǫ, ǫ) =
1
ν(1)
(1− eν(1)(1−
√
1+2n))K[W ǫ](0, 0, 1) + eν(1)(1−
√
1+2n)h(0, 1) +O(ǫ) +O(δ). (6.107)
Step 5: Estimate of Difference.
Collecting all above, we can estimate the value at point η = nǫ, vη = ǫ and vφ =
√
1− ǫ2 as
(6.108)
W
ǫ(nǫ, ǫ,
√
1− ǫ2) = 1
ν(1)
(1 − eν(1)(1−
√
1+2n))K[W ǫ](0, 0, 1) + eν(1)(1−
√
1+2n)h(0, 1) +O(ǫ) +O(δ),
(6.109)
W (nǫ, ǫ,
√
1− ǫ2) = 1
ν(1)
(1 − e−ν(1)n)K[W ](0, 0, 1) + e−ν(1)nh(0, 1) +O(ǫ) +O(δ).
By our assumptions on h and a similar argument as in the proof of Theorem 6.1, we know |K[W ǫ](0, 0, 1)| <<
1 and |K[W ](0, 0, 1)| << 1. However, h(0, 1) = 1. Since n is arbitrary and eν(1)(1−
√
1+2n) 6= e−ν(1)n, we
always have ∣∣∣W ǫ(ǫ, nǫ,√1− n2ǫ2)−W (ǫ, nǫ,√1− n2ǫ2)∣∣∣ ≥ C > 0, (6.110)
which further implies
‖|W ǫ −W |‖L∞L∞0,0 ≥ C > 0. (6.111)

References
[1] L. Arkeryd, R. Esposito, R. Marra, and A. Nouri, Ghost effect by curvature in planar Couette flow, Kinet. Relat.
Models, 4 (2011), pp. 109–138.
[2] C. Bardos, F. Golse, and L. D., Fluid dynamical limits of kinetic equations i: formal derivations, J. Statist. Phys., 63
(1991), pp. 323–344.
64 LEI WU
[3] , Fluid dynamical limits of kinetic equations ii: convergence proofs for the Boltzmann equation, Comm. Pure Appl.
Math., 46 (1993), pp. 667–753.
[4] , Acoustic and Stokes limits for the Boltzmann equation, C. R Acad. Sci. Paris, Serie 1 Math, 327 (1998), pp. 323–328.
[5] , The acoustic limit for the Boltzmann equation, Arch. Rational Mech. Anal., 153 (2000), p. 177C204.
[6] A. Bensoussan, J.-L. Lions, and G. C. Papanicolaou, Boundary layers and homogenization of transport processes,
Publ. Res. Inst. Math. Sci., 15 (1979), pp. 53–157.
[7] C. Cercignani, R. Marra, and R. Esposito, The Milne problem with a force term, Transport Theory Statist. Phys., 27
(1998), pp. 1–33.
[8] R. Esposito, Y. Guo, C. Kim, and R. Marra, Non-isothermal boundary in the Boltzmann theory and Fourier law,
Comm. Math. Phys., 323 (2013), pp. 177–239.
[9] , Stationary solutions to the Boltzmann equation in the hydrodynamic limit, Arxiv, (2015), p. 1502.05324.
[10] R. T. Glassey, The Cauchy problem in kinetic theory., Society for Industrial and Applied Mathematics (SIAM), Philadel-
phia, PA, 1996.
[11] F. Golse, Hydrodynamic limits, Eur. Math. Soc. Zurich, (2005), p. 699C717.
[12] F. Golse and F. Poupaud, Stationary solutions of the linearized Boltzmann equation in a half-space, Math Meth. Appl.
Sciences, 11 (1989), p. 503C524.
[13] F. Golse and L. Saint-Raymond, The Navier-Stokes limit of the Boltzmann equation for bounded collision kernels,
Invent. Math, 155 (2004), p. 81C161.
[14] Y. Guo, Decay and continuity of the Boltzmann equation in bounded domains., Arch. Ration. Mech. Anal., 197 (2010),
pp. 713–809.
[15] A. D. Masi, R. Esposito, and J. L. Lebowitz, Incompressible Navier-Stokes and Euler limits of the Boltzmann equation,
Comm. Pure and Appl. Math., 42 (1989), p. 1189C1214.
[16] Y. Sone, Kinetic theory and fluid dynamics., Birkhauser Boston, Inc., Boston, MA, 2002.
[17] , Molecular gas dynamics. Theory, techniques, and applications., Birkhauser Boston, Inc., Boston, MA, 2007.
[18] L. Wu and Y. Guo, Geometric correction for diffusive expansion of steady neutron transport equation, Comm. Math.
Phys., 336 (2015), pp. 1473–1553.
[19] X. Yang, Asymptotic behavior on the milne problem with a force term, J. Differential Equations, 252 (2012), pp. 4656–4678.
Department of Mathematical Sciences, Carnegie Mellon University, Wean Hall 6113, 5000 Forbes Avenue,
Pittsburgh, PA 15213, USA
E-mail address, L. Wu: lwu2@andrew,cmu.edu
