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Abstract 
Accurate estimation of low 3D blood velocities, such as near the wall in recirculation or 
disturbed flow regions, is important for accurate mapping of velocities to improve 
estimations of wall shear stress and turbulence, which are associated risk factors for vascular 
disease and stroke. Doppler ultrasound non-invasively measures blood-velocities but suffers 
from two major limitations addressed in this thesis. These are angle dependence of the 
measurements, which requires the knowledge of beam-to-flow angle, and the wall-filter. The 
high-pass wall filter that is applied to attenuate the high-intensity low-frequency signal from 
tissue and slowly moving vessel wall also attenuates any low velocity signals from blood 
thus causing inaccurate estimation of these velocities. This thesis presents two methods to 
alleviate the angle-dependence limitation and to minimize the effect of the wall filter on low 
blood-velocity estimates: a multi-receiver technique – vector Doppler ultrasound (VDUS), 
and a novel method called aperture-translation technique.  
For the first method – VDUS, theoretical and experimental studies were performed to 
assess the comparative benefit of three to eight receivers (3R–8R) in Doppler ultrasound 
configurations in terms of the number of receiver beams, inter-beam angle, and beam-
selection method (criterion for discriminating between tissue and blood Doppler signals) for 
a range of velocity orientations. Accuracy and precision for ≥5 receivers were consistently 
better over all flow velocity orientations and for all beam-selection methods. Asymmetry in 
the 5R configuration led to improved accuracy and precision compared to symmetrical 6R 
and 8R configurations.  
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Second, a novel 2D-VDUS aperture-translation technique using mechanical or 
electronic translation of the transmit-receive apertures was introduced and assessed 
experimentally. Both versions of the technique outperformed the conventional 2D-VDUS 
method for detection of low flow velocities in terms of accuracy and precision. The 
electronic version, which is more relevant and feasible clinically, showed comparable 
reliability and better accuracy compared with the idealized mechanical version, therefore 
suggesting its potential for future development. This work demonstrated that a minimum of 
five receivers, preferably with an inherent asymmetry with respect to the flow direction, 
should be considered when designing a 2D-array configuration for improved estimation of 
low velocities. For estimation of low velocities not measurable with conventional VDUS 
methods, the aperture-translation technique could be a potential candidate.  
Keywords 
Crossbeam, multi-receiver configuration, vector Doppler ultrasound, blood velocities, wall 
filter cut-off, aperture-translation. 
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Chapter 1  
1 Introduction and Background 
1.1 Overview 
The overall focus of this work is towards improved diagnosis and management of 
vascular disease in large arteries, such as in the aorta, femoral, renal, and carotid arteries. 
Vascular disease such as atherosclerosis (thickening or hardening of an arterial wall), 
plaque ulceration (irregular plaque surface), and aneurysm (localized enlargement of an 
artery) in these arteries, if left untreated, can form emboli and can eventually lead to heart 
attack or stroke. It is understood that initiation and progression of the disease can 
manifest into changes in the blood flow. Therefore, better understanding and accurate 
measurement of blood flow and related parameters may be useful in early diagnosis and 
management of the disease and prevention of cerebrovascular events.  
 Accuracy in blood velocity estimation in the carotid arteries is important for 
improved diagnostic assessment of stroke risk, both in terms of accurately determining 
the jet velocity and estimating the related shear stress and turbulence. The jet velocity is a 
surrogate measure of stenosis severity (narrowing) and a known correlate of stroke risk 
(ECST 1991; NASCET 1991). The shear stress and turbulence have been known to play 
an important role in plaque development, plaque rupture, and thrombus formation (Stein 
and Sabbah 1974; Reininger et al. 1995; Holme et al. 1997; Tambasco and Steinman 
2003; Nesbitt et al. 2009). Flow in arteries is not always laminar (moving in constant-
velocity layers) especially after passing through bifurcations, curvatures, or bends, which 
introduce disturbances and out-of-plane flow, especially if the artery is diseased. 
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 Doppler ultrasound (DUS) is commonly used as a diagnostic tool for non-invasive 
blood flow imaging and velocity estimations. However, the DUS technique has inherent 
limitations, such as aliasing, frequency-dependent attenuation, angle-dependent velocity 
estimations, and the effect on these estimates from a high-pass filter, where the last two 
are major limitations addressed in this thesis. Aliasing limits the maximum measurable 
velocity, which is affected by how fast the data is sampled. The frequency dependent 
attenuation can distort the transmitted/received pulse because higher frequencies 
attenuate more than the lower frequencies. Due to the angle dependence of DUS, i.e. 
measuring only a component of the velocity vector along the beam direction, the standard 
clinical implementation requires a priori knowledge of the Doppler angle and generally 
assumes flow is parallel to the vessel wall. Vessel tortuosity, as well as flow complexity 
exacerbated by the diseased arterial flow, introduces large variances in the velocity 
magnitude and direction estimation, both due to incorrect flow assumptions and operator 
variability in terms of sample-volume placement (Lui et al. 2005; Mynard and Steinman 
2013). Vector Doppler ultrasound (VDUS), a multi-receiver technique, obtains Doppler 
shifted signal from multiple directions from moving scatterers (i.e. blood cells). These 
signals are then added using vector addition to estimate the resultant velocity of these 
scatterers. VDUS alleviates the angle dependence of the blood-velocity estimations and 
therefore can improve the accuracy in estimation of velocities in 2D and 3D, as 
introduced by Fahrbach (1973) and Fox (1978), respectively. 
 The other well-known limitation, common to both conventional DUS and VDUS, 
relates to the effect of the high-pass filter on the low velocity estimates. The filter is 
applied to the received signal in order to attenuate the high-intensity, low-frequency 
3 
 
signal of stationary or slowly moving tissue. The filter is applied to the received signal in 
order to attenuate the high-intensity, low-frequency signal of the stationary or slowly 
moving tissue. Any low or near-transverse blood-velocity signal, if present, is also 
attenuated, thus leading to incorrect velocities. This high-pass filter is commonly called 
‘wall’ or ‘clutter’ filter; the term may be used interchangeably throughout the thesis. 
Recent work to overcome this limitation has been done using 2D speckle tracking with 
plane-wave imaging (Fadnes et al. 2015); the technique is only good for 2D vector 
velocities, and the 3D speckle tracking is computationally demanding. Another approach 
presented in a recent work (Karabiyik et al. 2016), investigated the effect of adaptive 
power spectral estimators to determine the accuracy of low blood velocity estimations in 
color flow imaging without using clutter filtering. Given the assumption required to 
define an adaptive algorithm, it is unclear that this technique would be effective in 
applications with disturbed flow. Also, the technique is computationally very demanding 
compared to the autocorrelation algorithm, which requires only a few computational 
steps. The focus of this thesis is on improving the effect of the more commonly used 
filtering method, which uses a fixed value finite impulse response (FIR) filter.  
 The two studies presented in this thesis attempt to overcome or minimize the 
effect of the wall-filter to improve the estimation of 3D blood velocities that lie near or 
within the effective wall filter cut-off (WFeff). The WFeff, which is determined from the 
data and the parameters of the wall filter, is defined as the frequency at which the 
Doppler signal attenuation is high enough to cause highly inaccurate and unreliable 
velocity estimations. The first study is an investigation of the benefit of increasing the 
number of receivers above three, for improved low 3D velocity estimations, with a 
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suitable beam-selection criterion. The second study introduces a novel method for 
improving the signal-to-noise-ratio (SNR) of low SNR Doppler signals. It uses two 
receivers for proof of concept, but the technique could be extended to 3D velocity vector 
estimations, as discussed in Chapter 4. Both studies use a crossbeam VDUS technique in 
which multiple receive-beams cross at the region of interest (ROI) to obtain information 
from the same ROI. The technique is discussed later in this chapter (section 1.4.2). 
 Accurate estimation of these low blood velocities would improve wall shear stress 
estimations and provide accurate mapping and visualization of abnormal hemodynamics. 
Wall shear stress is measured from the spatial gradient of velocities near the wall, and 
velocities near the wall are expected to be low. The overall improved quantification of 
hemodynamics and understanding of how it might affect the initiation and progression of 
the vascular disease may therefore help in better assessment and diagnosis of the disease. 
A primary example of this is the carotid artery bifurcation, which is a common site for 
atherosclerosis causing potential risk of stroke. 
1.2 Clinical Motivation – Stroke 
Globally, stroke is the second leading cause of death and the third leading cause of 
lifetime disability (Feigin et al. 2014). In the USA each year, approximately 0.8 million 
people experience a new or recurrent stroke, out of which 0.6 million are first attacks 
(Mozaffarian et al. 2015). According to the Canadian Heart and Stroke Association 
statistics (2012), 6% of all deaths are due to stroke, out of which approximately 80% are 
ischemic.  The major cause of ischemic stroke is the blockage of arteries in the brain by 
thrombo- or athero-emboli (blood clots or bits of plaque), stopping the blood supply to 
that part of the brain (Fig. 1.1). These are often formed due to atherosclerosis – a disease 
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causing narrowing of the vessel due to plaque build-up. Although, most of the strokes can 
be prevented by lifestyle changes (Warlow et al. 2003), and surgical or drug therapy 
(Gorelick 1994), early diagnosis and monitoring of the carotid disease can greatly reduce 
the onset of a new or recurring stroke (Chen et al. 2000; Warlow et al. 2003; Mendis et 
al. 2005; Strong et al. 2007; Swanepoel and Pretorius 2015).   
The initiation (atherogenesis), development, and progression of atherosclerosis 
are highly focal, occurring in regions of arterial curvatures (aortic arch), branching 
(femoral, renal artery), and bifurcations (carotid artery). These geometric features have 
been known to cause hemodynamic changes, such as flow separation (regions where the 
fluid separates from the surface of a body), generation of vortices and recirculation 
regions, which induce localized wall shear and tensile stresses, and therefore are linked to 
atherogenesis (Glagov et al. 1988). One of the most common sites for such disease 
progression is the carotid artery bifurcation, which is particularly important, as it is one of 
the major arteries supplying blood to the head (Fig. 1.1). The common carotid artery 
(CCA) originates in the aortic arch and bifurcates into the external and the internal artery 
at the neck level. The external carotid artery (ECA) supplies blood to the face, whereas 
the internal carotid artery (ICA) supplies blood to the brain. A unique feature of the 
internal carotid artery is its bulb at the bifurcation, referred to as the sinus. The presence 
of the sinus, which is a pressure regulator, increases the curvature at the bifurcation, 
therefore further enhances flow separation and hemodynamic stresses that make the 
carotid artery most vulnerable to atherosclerotic disease (Ku et al. 1985). 
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Large multi-center randomized clinical trials, such as the North American 
Symptomatic Carotid Endarterectomy Trial (NASCET) (NASCET 1991) and the 
European Carotid Surgery Trial (ECST) (ECST 1991), had emphasized the importance of 
stenosis severity as a primary risk factor of stroke.  The criterion used in the NASCET 
clinical trial has widely been adopted as the standard definition [Eq. (1.1)] to measure 
stenosis severity for categorization of carotid artery disease severity, defined as the 
following:  
 
Figure 1.1: Carotid artery bifurcation showing the common, internal, and external 
carotid artery. The internal carotid is shown with plaque built-up and an embolus 
blocking the blood flow. Source: National Heart Lung and Blood Institute (NIH) 
(National Heart Lung and Blood Institute (NIH)) [Public domain], via Wikimedia 
Commons. 
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  % Stenosis = 100 * (1 – DICA,min / DICA,distal),                                         (1.1) 
where DICA,min is the minimum luminal diameter (in the stenosis), and DICA,distal is the 
diameter distal (downstream) to the bulb in the ICA provided the walls are parallel and 
disease free (Fox 1993). 
The imaging modality used in the NASCET trial was x-ray digital subtraction 
angiography, which is considered the gold standard for defining stenosis severity. 
However, the procedure is highly invasive and has been observed to cause neurological 
complications, negative contrast reactions and renal dysfunctions due to the iodinated 
contrast agent (Fayed et al. 2002). Non-invasive imaging techniques have been 
introduced to replace digital subtraction angiography. Currently, duplex ultrasound 
(Doppler and B-mode displayed simultaneously) has widely been adopted as the first-line 
diagnostic tool to evaluate carotid artery disease and assess the associated stroke risk 
(Brott et al. 2013; Gokaldas et al. 2015), and has the advantage of low cost, accessibility, 
portability, and non-invasive nature in comparison to its counterparts magnetic resonance 
imaging (MRI) and computed tomography. However, the latter techniques are used when 
the results from duplex ultrasound are inconclusive (Dawson et al. 1997; Back et al. 
2000). The current standard strategy for stroke risk assessment for both asymptomatic 
and symptomatic patients has been outlined in (Brott et al. 2013), which still suggests 
DUS as the initial diagnostic tool. 
Although stenosis severity has been considered a primary factor in assessing 
cardiovascular disease, studies have shown that stenosis severity is not the sole risk factor 
for stroke, especially in asymptomatic patients (Gupta and Marshall 2015). The plaque 
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vulnerability (Chalela 2009; U-King-Im et al. 2009; Huibers et al. 2015; Brinjikji et al. 
2016) and abnormalities in the hemodynamics (Gupta and Marshall 2015) are two major 
factors, in addition to stenosis severity, that play an important role in assessing the risk of 
stroke. Plaque vulnerability is currently assessed primarily based on the plaque 
composition using MRI or ultrasound (US), and hemodynamics generally are assessed 
using DUS or phase-contrast MRI (PC-MRI). Vector Doppler ultrasound and ultrasound 
velocimetry have potential impact on improved assessment of the hemodynamics. The 
relevance of hemodynamics in vascular disease is described further in the next section. 
1.3 Significance of Hemodynamics for Vascular Disease 
Diagnosis 
Hemodynamic effects are associated with athero-prone bifurcations and curvatures, as 
well as subsequent diseased atherosclerotic stenosis (Bakker 1991; Ganger 1995; Fung 
1997). Studies have shown that other vessel features, such as vessel tortuosity, surface 
irregularities, plaque geometries (e.g. eccentricity), as well as flow pulsatility, introduce 
increased abnormalities in the blood flow (Lesniak et al. 2002a; Lesniak et al. 2002b; 
Tang et al. 2003; Poepping et al. 2010; Wong et al. 2013; Kefayati et al. 2014). Plaque 
surface irregularities have been shown to change the size and/or the shape of regions with 
reversed or reduced flow, the behaviour of the jet (Lesniak et al. 2002a; Lesniak et al. 
2002b), and significantly elevate levels of flow disturbances (Wong et al. 2013) distal to 
the stenosis in the carotid bifurcation. Stenosis asymmetry in arteries has shown larger 
flow separation regions (Tang et al. 2003) and change in size and location of the 
recirculation zones and path of the velocity jet (Poepping et al. 2010) compared to that of 
symmetric stenosis. Some of the main flow features linked with these vessel features are 
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the high-velocity jet, flow separation and reattachment (fluid layer separates and then re-
attaches with the surface of a body), vortex and eddy formation, and disturbed or 
turbulent flow. An example of these flow features is demonstrated in Fig. 1.2 below. 
High-velocity jet with a larger recirculation region is seen, which occurs due to 
asymmetric stenosis. The low velocity regions (in green) with varying flow directions, 
such as in the recirculation zones, downstream of the stenosis and near wall, are difficult 
to map accurately using DUS due to its angle-dependence and wall filter effect. 
 
Figure 1.2: Example of a velocity map in an asymmetric 50% stenosed carotid 
bifurcation model generated using computational fluid dynamics. Black arrows 
represent velocity vectors overlaid on color-encoded map showing a range of 
velocities in forward and reverse direction. The presence of high-velocity jet, large 
recirculation regions, and downstream turbulent flow, such as vortices are shown 
(as labeled). (Courtesy of E. Y. Wong, Western University).  
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These flow features, shown in Fig. 1.2, can lead to complex patterns of low and high 
shear stress at the vessel wall (Zarins et al. 1983; Ku et al. 1985; Asakura and Karino 
1990). Both shear stress and turbulence are known to play an important role in the 
initiation and progression of atherosclerotic disease such as plaque development, plaque 
rupture, and thrombus formation (Stein and Sabbah 1974; Reininger et al. 1995; Holme et 
al. 1997; Tambasco and Steinman 2003; Nesbitt et al. 2009). Studies have shown that low 
and oscillatory shear stress (due to pulsatile flow) is atherogenic (initiates plaque build-
up), whereas high shear stress protects from plaque build-up (Malek et al. 1999). 
However, high shear stress regions, such as upstream of a plaque segment can cause 
intra-plaque hemorrhage, thinner fibrous cap and greater incidence of plaque rupture 
(Dirksen et al. 1998; Slager et al. 2005; Cicha et al. 2011). Once plaque is initiated, shear 
stress further progresses the disease causing vessel stenosis and plaque surface 
irregularities. These features in turn can cause further changes in the level of shear stress 
and turbulence. A recent review on the role of disturbed hemodynamics related to 
geometric features in the carotid and the coronary arteries (the two most studied arteries) 
on vascular disease initiation and progression has been given in Morbiducci et al 
(Morbiducci et al. 2016). 
Overall, the effect of all the vessel features is encompassed in the changes in the 
above mentioned flow parameters. Hence, quantification and characterization of these 
flow parameters, such as shear stress and turbulence intensity, are important for vascular 
disease diagnoses, which require accurate 3D velocity vector estimations as the initial 
step. The work presented in this thesis focuses on accurate estimation of low blood 
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velocities, such as would be present in regions of recirculation and near the wall, for 
improved estimation of shear stress. 
1.4 Modalities for In-vivo Blood Flow Characterization 
Magnetic resonance imaging and ultrasound are the two main modalities used for non-
invasive blood flow characterization in vivo.  
 For MRI, the technique for blood flow characterization is PC-MRI. It is based on 
the observation that changes in the MR signal phase along a magnetic field gradient are 
directly related to the blood flow velocity. The first in-vivo velocity maps using PC-MRI 
were presented in the early 80’s (Moran 1982; Bryant et al. 1984).  Recently, time-
resolved (“CINE”) 3D PC-MRI with velocity encoding in all three dimensions has been 
introduced and is increasingly used to quantify and visualize 3D hemodynamics in the 
human vasculature (Wigstrom et al. 1999; Frydrychowicz et al. 2007); this technique is 
called 4D flow. In addition to cardiovascular 3D flow mapping, 4D flow data have been 
used to estimate flow parameters such as turbulence intensity (Dyverfeldt et al. 2007), 
turbulence kinetic energy (Dyverfeldt et al. 2008), and wall shear stress (Sotelo et al. 
2016). Further details and applications are discussed in recent review article (Markl et al. 
2012; Ha et al. 2016).  
Although MRI offers advantages in anatomic regions where acoustic windows are 
limited, it is time consuming, expensive, and can be invasive for patients with 
pacemakers and metallic implants due to its strong magnetic field. Ultrasound, on the 
other hand, measures blood velocities using a DUS technique. It is usually considered the 
first-line diagnostic tool for blood-velocity measurements due to its low cost, 
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accessibility, portability and non-invasive nature. A more detailed description on DUS 
and its background is presented in the next section. 
1.5 Background of Ultrasound 
This section provides a brief introduction to ultrasonography and modes used in 
ultrasound imaging systems. DUS for estimation of blood velocities is presented in more 
detail along with the basics of signal processing and the two most common velocity 
estimation approaches used in pulsed-wave Doppler (PWD) ultrasound. The last sub-
section discusses the clutter-filter limitation of the DUS systems addressed in this thesis. 
1.5.1 Ultrasound 
Ultrasonography was invented for underwater sonar imaging by Paul Langevin in 1923 
(Chilowski and Langevin 1923). It emerged into the medical field in the late 1950’s and 
since then has seen great advances both in the field of anatomical as well blood-flow 
imaging.  
Diagnostic ultrasound uses frequencies ranging from 2 to 15 MHz, the choice of 
which provides a trade-off between imaging parameters, such as spatial resolution, depth 
penetration and bio-effects. Ultrasound imaging is based on the principle of transmission 
and reception of pulsed waves in which pulses of ultrasound frequency are transmitted 
from an acoustic transducer and the echoes are returned from the tissue or blood.  The 
intensity of the returned signal depends mainly on the differences in acoustic impedance 
in the tissue structure and the size of the scatterers relative to the wavelength. Anatomical 
structure viewing takes advantage of this property by forming intensity-based images 
commonly known as the brightness mode (B-mode) images. The depth information from 
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the echoes is determined from the time of flight and the speed of sound (~1540 ms-1 in 
soft tissue) to obtain a 2D structural image of the insonified region.  
Other useful modes for ultrasound imaging are the amplitude mode (A-mode), 
motion mode (M-mode), spectral Doppler, and color Doppler (color-encoded velocity 
maps), where color Doppler is of primary relevance to this thesis. Currently, all clinical 
ultrasound systems have the capability for duplex and triplex imaging. Duplex imaging 
combines 2D B-mode imaging with Doppler-mode in the same system. B-mode imaging 
provides visual guidance, which helps in volume placement and beam-to-vessel angle 
determination for Doppler velocity measurements. An overlay of color flow imaging is 
also available on the duplex mode to obtain a triplex mode (i.e. B-mode, Doppler-mode, 
and color-mode ultrasound combined). 
1.5.2 Doppler Ultrasound 
For blood flow or tissue motion estimations, the methodology used is DUS, which uses 
the principle of Doppler effect – introduced by Christian Doppler in 1843 where one 
hears a shift in the transmitted frequency due to the relative motion of the source and the 
listener. The shift in the frequency is referred to as the Doppler shift, which is 
proportional to the relative velocity between the source and the listener. The Doppler 
equation for the shift in the ultrasound frequency !! is then given by:  
    !! = !!! − !!! = 2!!! cos!! /c                                     (1.2) 
where !! is the received frequency, !! is the transmitted frequency, V is the velocity of the 
reflecting target, c is the speed of sound, and !! is the Doppler angle, which is the angle 
between the ultrasound beam and the direction of motion of the target (e.g. red blood 
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cells). Note, since ! cos!! gives the magnitude of the velocity component along the 
received beam, the angle !! must be known accurately in order to obtain the correct 
velocity. The schematic in Fig. 1.3 shows the basic principle of DUS and the component 
of the scatterer velocity along the transmit and receiver beam axis. 
1.5.2.1 Pulsed-Wave Doppler Ultrasound 
The direct method for estimating the Doppler shift in frequency is applicable for 
continuous wave Doppler (CWD) method, which transmits and receives continuously. 
Due to continuous transmission and reception, it becomes difficult to have good depth 
resolution, except having a sense of the sound to be coming from a shallower or deeper 
region assessed from its strength (i.e. loudness) because signal from shallower regions is 
attenuated less. Also, the knowledge of the distance and the angle between the 
transmitting and receiving crystals can provide information on the depth to where the 
                      
Figure 1.3: Schematic showing the basic working principle of Doppler ultrasound. 
Velocity component Vc along the beam direction is estimated from blood scatterer 
velocity, V, at a Doppler angle, !!.  
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transmitting and receiving beams might overlap. CWD is usually used in hand-held and 
pocket-Doppler devices for auscultation (listening to internal sounds of the body organs) 
of valvular movements and blood flow sounds, which may be undetected with a 
stethoscope. The other commonly used transmission method is pulsed-wave Doppler 
(PWD), introduced by Peronneau (Peronneau et al. 1976), which sends a burst of short 
pulses at a regular time interval (pulse repetition interval) and with a specific central 
frequency.  The authors used a single transducer to transmit and receive alternatively 
from a given depth by a time-gated window. Multiple gates could also be used, which 
would provide a profile of velocity values across a vessel (Plett et al. 2001).  
It has been shown [(Jensen 1996(a), Chp.4] that the method for directly measuring 
the frequency shift as has been suggested for the classical Doppler effect could not be 
applied to the PWD method. As short duration pulses used in PWD correspond to broad 
bandwidth pulses with a particular central frequency. The frequency-dependent 
attenuation with depth, observed for ultrasound waves, would downshift the central 
frequency of the pulses. This effect makes it difficult to assess the frequency shift in the 
received signal specifically due to relative motion of the scatterers. Therefore, in PWD, a 
shift in time or phase between at least two consecutively received signals is relatable to 
the shift in the frequency, !!, leading to the estimation of velocity of the scatterers using 
Eq. (1.2). 
1.5.2.2 Basic Signal Processing of Doppler Ultrasound 
A block diagram of the basic signal processing used in PWD method is shown in Fig. 1.4. 
In this method, bursts of short pulses of some specific central frequency are transmitted at 
a specified rate (the pulse repetition frequency, PRF). These pulses are generated from 
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the master oscillator, which controls the central frequency of the transmitted pulses and 
provides a reference signal for the demodulation stage. The interval between these pulses 
is controlled by the time-gated transmitter amplifier. The reflected received signal is 
amplified and low-pass filtered to improve its SNR. The signal then passes through a 
demodulator to remove the carrier frequency. Various demodulation techniques can be 
used, such as Hilbert transform, in-phase/quadrature (IQ) demodulation, or quadrature 
heterodyning [(Evans 2000), Chp. 6]. The aim is to obtain a complex signal with the in-
phase, usually the original signal, and the quadrature signal (the signal shifted in phase by 
90°).   
A low-pass filter is applied to remove the high frequency signal, which removes the sum 
of the frequency signal in the case of IQ-demodulation and quadrature heterodyning or 
removes high-frequency noise from the signal when using the Hilbert transform (method 
used in this thesis). The demodulated signal is then passed through a beamformer, where 
it is focused at various depths, and then a sample-and-hold circuit. The sample-and-hold 
circuit opens the receive-gate after the signal is transmitted. The time difference between 
the transmission of the signal and opening of the receive-gate determines the depth from 
 
Figure 1.4: Block diagram of basic signal processing used in pulsed wave Doppler 
ultrasound for velocity estimations. 
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which the signal is received. The length of the pulse determines the length of the sample 
volume.  
 An example of a sampled signal at one depth is shown in Fig. 1.5. Due to the 
motion of the scatterers, each received signal is slightly shifted in phase relative to the 
previous one.  
The signal generated from typically 8 to 20 samples is called the slow-time signal, which 
is then passed through a high-pass filter to attenuate the high- amplitude, low-frequency 
        
Figure 1.5: Schematic showing the sample-and-hold operation using (a) ‘n’ number 
of backscattered RF signal from a scatterer moving away from the transducer. First 
signal received when the scatterer enters the sample volume and moves away for 
each transmission. (b) Doppler signal (slow time signal) constructed from sampling 
‘n’ RF pulses at a specified time indicated by the vertical dashed line in (a). 
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echo signals from the stationary or nearly stationary targets, such as slowly moving 
vessel walls. Finally, the velocity estimator outputs the Doppler shift or the velocity 
magnitude and directional information (forward or reverse). The two commonly used 
methods implemented on clinical machines for the estimation of mean blood velocities 
are spectral analysis and 1D lag-one autocorrelation, which are presented in the next two 
subsections. 
 The PWD system is limited in its ability to detect velocities beyond a finite 
maximum dependent on PRF. To prevent interference between echoes coming from 
different depths, the PRF has to be low enough such that the echo received from the first 
pulse is received before the second pulse is transmitted. Therefore, the deeper the sample 
volume position, the longer the interval between the pulses needs to be. The resulting 
reduced PRF reduces the maximum measurable velocity that would lie within the Nyquist 
limit. According to the Nyquist theorem, the PRF of the transmitted pulses should at least 
be equal to or greater than twice the maximum Doppler frequency, which is needed to 
measure the velocities without being aliased. PRF needs to be reduced (increased pulse 
repetition interval) to measure velocities in a deeper vessel, which could become a 
problem when high-velocity jets need to be measured in deeper vessels or locations, e.g. 
in the heart. As mentioned earlier, the other two major limitations of the system are the 
angle dependence of the measurements, requiring a priori knowledge of the flow 
direction, and the application of the wall filter, which limits the minimum velocity that 
can be measured. 
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1.5.2.3 Mean Velocity Estimation Using Spectral Analysis 
The spectral analysis method of estimating Doppler frequencies is used virtually in all 
clinical systems for the PWD mode. In this method, which commonly applies fast Fourier 
transform on the demodulated signal, a spectrum of frequencies is obtained 
corresponding to the range of blood velocities and to the finite beam dimensions 
(typically 0.5 mm for clinical scanners). A spectrogram from the sample volume of 
interest is displayed along with the B-mode of the vessel, together commonly referred to 
as the duplex mode. This capability is available on all clinical scanners. Fig. 1.6 shows a 
B-mode image and the velocity spectrum of the velocities within the sample volume 
placed in the lumen of a carotid artery flow phantom, which was used in this thesis.  
 
Figure 1.6: Duplex ultrasound display of a carotid bifurcation flow phantom 
showing a B-mode image (upper half) and Doppler spectrogram (lower half). 
The direction of the flow is from right to left. 
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Quantitative flow information, such as peak, mean, and minimum velocity, in the volume 
of interest can be obtained from the spectrogram. 
 The two most significant causes of broadening in the spectrum are the range of 
velocities within the sample volume and the beam width. The range of velocities within a 
sample volume can occur both due to intrinsic and extrinsic factors. The intrinsic factors 
– inherent to the measurements and to the system – are beam width and beam geometry 
(Newhouse et al. 1976; Newhouse et al. 1977; Guidi et al. 2000). The beam width causes 
transit-time broadening due to the time spent crossing the beam whereas beam geometry 
creates a range of insonation angles thus causing a range of frequencies received by the 
receiver. The extrinsic factors – associated with the nature of the velocity field – are the 
velocity gradient and/or varying directions in the sample volume, which can occur due to 
spatially or temporally varying velocity fields, e.g. due to turbulence and acceleration. 
(Fish 1991; Cardoso et al. 1996; Bastos et al. 1999). 
 Broadening of the frequency spectrum has been used in several studies to provide 
insight into the dynamics of flow, such as in regions of turbulence downstream of 
stenosis, vortices, and recirculation (Shung et al. 1984; Zuech et al. 1984; Hutchison and 
Karpinski 1985; Shung et al. 1992; Hutchison 1995; Cloutier et al. 1996). Since several 
factors mentioned above cause broadening of the Doppler spectrum, it becomes difficult 
to assess the exact contribution from each in practice (Hoeks et al. 1991). 
1.5.2.4 Mean Velocity Estimation Using Autocorrelation 
The second method for mean velocity estimation is the autocorrelation method, which 
estimates only the mean Doppler shift and was first introduced in 1972 (Miller and 
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Rochwarg 1972; Kasai et al. 1985)). In autocorrelation method, one scanline 
measurement is compared with another one so that it gives maximum value when 
correlated. The autocorrelation processor compares the echoes from two A-lines 
(amplitude-based signal) separated by a pulse repetition interval (!!"# = !1 !"#). The 
phase difference, Δ!, which is related to the mean Doppler shift, !!, is calculated when 
the two A-lines correlate, as follows:  
2!!! = ! (1 !!"#)Δ!                                                          (1.3) 
The mean Doppler shift in terms of lag-one autocorrelation is: 
2!!! = !1 !!"# arg!(! !!"# )                                                (1.4) 
where !(!!"#) is the autocorrelation coefficient with a lag of one time period. 
The advantage of using Eq. (1.4) is that it requires a very small number of 
operations, making it useful for real-time imaging. This is often used in color DUS 
(color-mode), which provides a 2D visual display of moving blood in the vasculature 
superimposed on the conventional gray-scale B-mode image. In the color-mode, only the 
mean velocities and the directions (forward and reverse) within a sub-area of the B-mode 
image are determined and then color-encoded – usually with hot shades of red to yellow 
for blood moving towards the transducer and cold shades of blue to cyan for blood 
moving away from it. An example of a triplex mode (B-mode, spectral, and color 
Doppler modes displayed simultaneously) is shown in Fig. 1.7, which is taken on the 
same carotid flow phantom shown previously (Fig. 1.6).  
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A smaller region for the velocity map on the B-mode image allows for faster updating of 
the changes in blood velocity information. 
 The purpose of implementation of color-mode is to provide close to real-time 
imaging of the flow in the vasculature. Therefore only the mean velocities, requiring very 
few computations are determined in order to reduce the computation time. However, the 
time delay still occurs between the real-time B-mode image and the color flow 
information. This is because in color flow imaging (CFI) the velocities are averaged over 
8 to 20 pulses (i.e. 35 to 98 ms/scanline, respectively) at a PRF of 223 Hz compared to 
only a single pulse signal used for the B-mode imaging. The color maps are therefore 
updated for a smaller window than the B-mode imaging window to allow for faster 
 
Figure 1.7: Triplex ultrasound display of a carotid bifurcation flow phantom 
including B-mode, Doppler-mode, and color Doppler-mode combined. The 
direction of the flow is from right to left. 
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updating of the changes in the flow. Plane wave imaging, discussed in a later section, has 
improved on this limitation, increasing the frame-rate by at least 16 times than that of a 
standard 2D CFI system (Bercoff et al. 2011).  
A good review on the development of CFI has been presented in (Evans et al. 
2011; Hoskins and Kenwright 2015), with some introduction to the principles behind 
CFI, clinical applications, description of methods used to obtain velocity information, and 
some new techniques to overcome the angle dependence of CFI. Other current work on 
visualization includes combining plane wave imaging (PWI) with transverse oscillation 
technique (Lenge et al. 2015) or with some optimization algorithms (Yiu et al. 2014). In 
contrast, the work presented in this thesis is not aimed towards qualitative flow 
visualization but towards more accurate estimation of low velocities, which can be 
incorporated with flow visualization at a later stage. 
1.5.3 Clutter Filter and its Effect on the Doppler Signal 
The phase-shifted Doppler signal obtained (after demodulating the beamformed signal) 
has very high intensity contribution from the walls of the vessel and surrounding tissue 
compared to the low-intensity signal coming from the flowing blood. This signal is 
usually 20 to 60 dB higher than that of the blood signal. As mentioned earlier (section 
1.3.2.2), a high-pass filter is applied to attenuate the high-intensity low-frequency signal 
of stationary or slowly moving tissue due to pulsatile motion of the walls of the arteries. 
Any blood signal with velocity components lying close to the wall velocities will fall 
within the wall filter’s transition region, thus partly attenuating the blood signal and 
therefore reducing its SNR. This is demonstrated in Fig. 1.8, where a hypothetical 
frequency response of a filter is shown to attenuate the wall signal also attenuates the 
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blood signal that lies in the range of the wall signal. The low SNR signal leads to highly 
unreliable estimations of the Doppler signal for the low velocity components.  
This limitation, common to both conventional DUS and VDUS, is especially of concern 
for wall shear stress measurements as the blood velocities close to the vessel wall usually 
lie in the lower range, thus causing difficulty in the estimation of these velocities. 
Without near-wall velocity estimates, various models to estimate the wall shear stress 
have been implemented, which make assumptions regarding the velocity profile, for 
example, using maximum Doppler velocity as the centerline velocity and assuming fully 
developed flow (Mitchell et al. 2004; Davies et al. 2006). The velocity profile is then 
used to extrapolate for the velocities near the vessel wall. Unfortunately, these 
 
Figure 1.8: Illustration of hypothetical Doppler spectra from the high-intensity, 
low-frequency signal from the stationary and slowly moving walls (red) with the 
very low-intensity blood signal (blue). A hypothetical frequency response of a wall 
filter is shown in black to demonstrate its effect on the low frequency blood signal 
when the two signals overlap in frequency. 
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assumptions fail where the flow is not well behaved, such as recirculating flow in the 
ICA bulb and disturbed flow distal to the stenosis or where the arteries are curved (Ford 
et al. 2008; Manbachi et al. 2011). Several studies have demonstrated that these 
assumptions cause error in the wall shear estimations such as due to over-simplified 
model of Poiseuille flow (Leguy et al. 2009; Mynard and Steinman 2013; Mynard et al. 
2013). However, the closer and more accurate velocity measurements can be made to the 
vessel wall, the more accurate the wall shear stress estimations will be, which can lead to 
improved understanding and diagnosis of arterial disease. 
Recent work (Fadnes et al. 2015) made 2D vector estimations of low velocities 
bypassing the wall filter issue by using speckle tracking combined with PWI. However, 
accurate wall shear stress estimation requires 3D velocity vector estimation, especially 
for the low velocities spanning the wall-filter cut-off, such as in regions near the wall that 
include vortices, recirculation zones, or regions downstream of a destabilizing jet in a 
diseased artery. 3D speckle tracking with compounding could improve the accuracy of 
these velocities, but the method is computationally very demanding.  
The work in this thesis used a crossbeam multi-receiver technique, the most 
commonly used VDUS technique. The crossbeam VDUS technique is discussed in more 
detail later in this chapter. The focus on overcoming the wall-filter limitation and 
reducing its impact on the accuracy of low blood velocity estimations that lie close to the 
wall filter cut-off is addressed in two ways.  
The first study focused on investigating the potential of VDUS technique in terms 
of number of receivers with a suitable beam-selection method to obtain low 3D blood 
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velocities as close to the wall filter cut-off as possible. It is based on the argument that the 
estimation of a 3D velocity vector requires at least three ‘good’ (high SNR Doppler 
signal) estimates, but the wall filter can reduce the number of available estimates to less 
than three for velocities near the wall-filter cut-off thus reducing the accuracy in both the 
velocity magnitude and the direction. Increasing the number of receivers, when also 
combined with a suitable selection method, may reduce the impact of the wall filter for 
low blood velocities. An increase in the number of receivers will therefore increase the 
probability of having at least three receiver beams with a Doppler signal that exceeds the 
wall-filter cut-off. 
In the second study, a novel technique is introduced, referred to as the ‘VDUS 
Aperture-Translation’ technique. In this technique, an increased phase shift is introduced 
in the blood velocities via aperture translation by increasing the relative velocity of the 
moving scatterer. This improves the SNR of the received signal as the Doppler 
frequencies are shifted to the passband of the filter thus improving the velocity estimates. 
Therefore, lower velocities even within the WFeff region could be measured with better 
accuracy and precision. The technique is initially performed for 2D vector velocities as 
proof of concept. 
The next section presents a background and literature review of various 
techniques developed for 2D and 3D blood velocity estimations with an emphasis on the 
crossbeam VDUS technique. 
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1.6 Background and Overview of Vector Doppler 
Ultrasound Techniques 
Vector Doppler ultrasound was introduced in the early 70’s to resolve the ambiguity in 
the velocity estimations due to the angle dependence of DUS. Several techniques have 
been introduced since then. The work in this thesis uses a crossbeam VDUS technique. 
The term crossbeam is used when one transmit beam and at least one separate receiver 
beam cross at an ROI with some known angle between them. Note that there are other 
techniques that use a crossed-beam method, but these add modifications, such as 
modulating the beams in different directions, as in the transverse oscillation technique 
(Jensen and Munk 1998; Jensen 2001), to extract the velocity information or using a 
signal from one beam to estimate the direction of the flow and a second one to estimate 
the velocity as is done in a dual-beam tracking method (Tortoli et al. 2006). In this thesis, 
‘crossbeam’ terminology is used in its original form without any modifications. A 
detailed review of VDUS crossbeam technique is given in sub-section 1.6.2. However, a 
brief overview of other key VDUS and non-Doppler techniques using ultrasound for 
2D/3D vector velocity estimation is presented here for completeness. 
1.6.1 Key 2D/3D Vector Velocity Techniques 
1.6.1.1 Spectral Broadening and Dual-Beam Tracking 
The idea of using spectral broadening as a measure of blood velocities was introduced by 
Newhouse et al (Newhouse et al. 1987). A 3D vector velocity estimation method was 
introduced (Newhouse et al. 1994) that replaced one of the three transducers by 
exploiting the fact that the bandwidth of the Doppler spectrum is proportional to the 
velocity component perpendicular (transverse) to the beam direction (Censor et al. 1988; 
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Newhouse et al. 1994; McArdle et al. 1995). It reduces the number of receivers and 
allows blood velocity estimations in regions where flow is perpendicular to the beam 
axis. However, inaccuracies arise due to confounding sources of spectral broadening, 
such as the velocity gradient across the finite sample volume size and shape (McArdle 
and Newhouse 1996; Tortoli et al. 2001), noise in the signal, and geometric broadening 
(Bastos et al. 1999). In contrast, Tortoli et al (Tortoli et al. 2006) in their dual-beam 
tracking method used the transverse Doppler relation to align the beam perpendicular to 
the flow to determine the velocity direction. The second beam is then set at a known 
angle relative to the first one for Doppler measurements. It is a 2D-vector technique that 
assumes flow in the plane in which the two beams lie, therefore requiring another beam 
to remove this assumption. 
1.6.1.2 Speckle Tracking (Non-Doppler Technique) 
Speckle tracking was introduced in ultrasound (Trahey et al. 1987) to measure 2D blood 
velocities. The method is a non-Doppler technique, which tracks the speckle pattern to 
estimate the local particle velocities. The velocity of the particle is estimated in a kernel 
region from the first B-mode image and one of the surrounding same-sized regions with 
the best match from the next image taken after some time. It can measure velocities as 
low as a few mm/s, which is a challenge for other techniques due to the wall-filter cut-
off, but requires high temporal resolution and extensive computing. Several methods 
were introduced to improve the temporal resolution and reduce the computing power of 
the 2D speckle tracking technique (Bohs and Trahey 1991; Bohs et al. 1998; Bohs et al. 
2001; Lovstakken et al. 2006; Liu et al. 2009). A 3D speckle tracking method has been 
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introduced but tested only for tissue motion (Morsy and von Ramm 1998), strain imaging 
(Malik et al. 2016), and echocardiography (Seo et al. 2014). 
1.6.1.3 Transverse Oscillation 
The transverse oscillation (TO) technique was introduced by Jensen and Munk (Jensen 
and Munk 1998) for 2D blood flow imaging. It is based on the principle that transverse 
motion influences the received signal through transverse spatial modulation. It uses 
spatially oscillating fields in the axial direction and one or two transverse directions, for 
velocity estimations in 2D or 3D respectively, relative to the transducer. The velocity 
components along these directions are estimated from the measurements of their in-phase 
and quadrature signals. The method employs the currently used conventional phase-shift 
estimation processing and therefore has similar limitations as that of a crossbeam 
technique. The TO technique has been tested through simulations (Udesen and Jensen 
2006), validated in vivo (Hansen et al. 2009a; Hansen et al. 2009b; Hansen et al. 2011), 
and tested for real-time 2D velocity vector estimations (Hansen et al. 2014b; Pedersen et 
al. 2014). The 3D TO system has been tested and evaluated (Pihl et al. 2012; Pihl and 
Jensen 2014; Pihl et al. 2014) in Poiseuille flow to obtain the 3D velocity vector 
estimation with good accuracy for higher velocities (≥ 50 cm/s). Review on the 
development of this technique can be found here (Jensen et al. 2012; Jensen et al. 2013). 
1.6.1.4 Vector Velocity Techniques with PWI 
Recently, several new 2D vector methods have emerged that use PWI, where the entire 
width of the region of interest is insonified simultaneously using a plane wave. The main 
aim of PWI is to improve the temporal resolution for real-time visualization. PWI for 
medical applications was introduced in 2002 (Tanter et al. 2002). Bercoff et al. (Bercoff 
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et al. 2011) introduced an ultrafast compound Doppler imaging technique in which 
backscattered signals from several tilted planes were coherently summed to produce 
high-resolution images. These new 2D vector methods coupled with PWI for ultrafast 
vector Doppler imaging include speckle tracking (Fadnes et al. 2015), transverse 
oscillation (Jensen and Munk 1998), multi-gated Doppler (Ricci et al. 2014), vector 
projectile imaging (Yiu et al. 2014), frequency-domain imaging (Lenge et al. 2014) 
plane-wave excitation (Hansen et al. 2008; Flynn et al. 2012; Ekroll et al. 2013; Hansen 
et al. 2014a), and 2D cross-correlation (Udesen et al. 2008). These techniques 
demonstrate the capability of producing ultrafast high quality images in a 2D plane and 
thus providing only 2D velocity estimations. For these 2D velocity vector techniques, an 
underestimation of velocities occurs when the flow is out of the imaging plane. To obtain 
an estimate of the out-of-plane velocity magnitude component, Osmanski (Osmanski et 
al. 2015) used a spectral-bandwidth technique in conjunction with PWI for simple 
Poiseuille flow. A review article (Tanter and Fink 2014) on PWI is available for the 
interested reader. A comprehensive review on the state-of-the-art vector-flow imaging 
techniques, both Doppler and non-Doppler, is given in recent review articles (Jensen et 
al. 2016a; Jensen et al. 2016b). 
1.6.2 Crossbeam VDUS Technique 
The crossbeam technique is the most fundamental technique used in VDUS. The first 
VDUS system was implemented as a 2D crossbeam technique (Fahrbach 1970; Fahrbach 
1973). It used two single-element transducers transmitting and receiving from both, 
referred to as transceivers. The beams crossed perpendicular to each other at a region of 
interest. The resultant velocity was estimated using simple trigonometry. A more 
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generalized form of Fahrbach’s system was later developed (Peronneau 1974), which 
would work for any angle between the two transceiver beams (Fig. 1.9).  The 2D VDUS 
systems successfully estimated the resultant 2D-vector velocity in the plane formed by 
the two receiver beams using PWD triangulation (Umetsu 1981) to quantify blood flow 
measurements in superficial arteries. The estimated velocity magnitude, ! , and its 
direction, !!, relative to transceiver 1 were given as follows: 
! = ! ! 2!! sin! !! + !!! − 2!!!! cos !                               (1.5) 
!! = ! tan!! cos ! − !!! !! sin ! !                                   (1.6) 
where !! is the central transmit frequency, !! and !! are the Doppler frequencies 
measured from transceivers 1 and 2 respectively, and ! is the angle between them.  
The first 3D-vector crossbeam system was introduced by Daigle et al. (Daigle 
1974) which consisted of three transceivers for independent (non-simultaneous) flow 
measurements and a fourth central transceiver for wall motion. Later, Fox and Gardiner 
 
Figure 1.9: Schematic of a general crossbeam vector Doppler ultrasound system for 
estimation of 2D velocities with two transceivers separated by an angle !. 
32 
 
(Fox and Gardiner 1988) used only three transceivers to measure the higher jet velocities. 
A detailed summary on the development and the design of 2D and 3D-vector crossbeam 
techniques has been presented in a review article (Dunmire et al. 2000). 
The initial VDUS systems were a single-element design, which were later 
implemented on a linear or a 2D array by grouping elements into sub-apertures 
(Papadofrangakis et al. 1981) acting as dedicated transmitter and receivers or all 
transceivers. The single-element design gave flexibility in the range of inter-beam angles 
and the acquisition depth but required mechanical adjustment to change the angle and the 
imaging depth. The mechanical adjustment could cause sample volume misregistration 
due to possible misalignment of multiple beam crossings. Also, larger angles and greater 
acquisition depth would increase the overall size of the probe. On the other hand, the sub-
aperture design electronically steered the beams to change the inter-beam angle and the 
acquisition depth. This sub-aperture design reduced the sample volume misregistration 
errors and allowed multi-gating (acquisition from multiple depths by electronically 
sliding the aperture) and dynamic focusing (re-adjustment of focusing when changing the 
ROI), both of which are necessary for real-time 2D acquisitions. Although arrays could 
be smaller in size, this tends to limit the range of inter-beam angles and the acquisition 
depth. Currently, several research systems are available (e.g. Ultrasonix, Verasonics, and 
Visualsonics), which have the capability of acquiring simultaneously from all channels 
and allow separate transmit and multi-receiver sub-apertures.  
To obtain 3D velocity estimations, a 2D-array could be used. A simulated version 
of a 2D-array, such as used in this work, can be achieved by using a linear array rotated 
about a central transmit-beam axis to mimic the out-of-plane receiver beams as in a 2D 
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array. The data acquisition in this case would not be simultaneous and error in velocity 
estimations may occur for time-varying flow (e.g. pulsatile flow, vortex shedding), as 
each receiver beam potentially would obtain a signal from an uncorrelated set of 
scatterers at a later time.  However the method suffices for steady flow velocity 
estimations as was used in this work.  
 The crossbeam technique suffers from the same limitations as other VDUS 
techniques, such as aliasing, frequency-dependent attenuation, and intrinsic spectral 
broadening. However, limitations specific to the crossed beam method due to multiple 
beam crossing have been identified as sample volume translation and angle 
misregistration, which cause bias in the velocity vector estimation of multi-receiver 
crossbeam systems (Ashrafzadeh 1988; Steel and Fish 2003; Steel et al. 2004). Although, 
as mentioned above, linear and 2D arrays minimize the volume misregistration errors 
inherent in the single-element systems, the refraction errors are still present which are due 
to tissue inhomogeneity causing sample volume translation. 
 Crossbeam VDUS systems have successfully been used in a wide range of 
applications. Some examples are velocity mapping of spiral flow in prosthetic grafts for 
peripheral arterial disease (Kokkalis et al. 2013) and for arteriovenous fistula (Kokkalis et 
al. 2015), estimation of post-stenotic flow disturbances (Dunmire et al. 2001), mapping of 
blood hemodynamics in a diseased carotid artery (Forsberg et al. 2008; Tortoli et al. 
2015), and wall shear stress measurements in the carotid artery (Akagawa 2016). Recent 
work by Tortoli et al. (Tortoli et al. 2015) has demonstrated an overestimation in the peak 
systolic jet velocity when using spectral Doppler. The accuracy in the velocity estimation 
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improved when 2D VDUS system was used, justifying the need for implementing VDUS 
as a clinical diagnostic tool. 
1.6.2.1 3D-VDUS Crossbeam Systems 
To date, 3D crossbeam-VDUS systems, which used separate central transmit (Tx) 
surrounded by multiple receiver (Rc) probes, consisted of three, four, and six receivers 
(3R, 4R, and 6R) symmetrically surrounding the central transmit (Fox and Gardiner 
1988; Dunmire 1998; Calzolai et al. 1999; Vilkomerson et al. 2005). Fox and Gardiner 
(Fox and Gardiner 1988) introduced a 3R VDUS system and tested velocities of 10 cm/s 
and higher. Calzolai et al. (Calzolai et al. 1999) assessed a 3R system with a thread 
phantom for velocities ranging from 33 to 133 cm/s for varied angles with an inter-beam 
angle of 15.5°. Dunmire et al. (Dunmire 1998) designed a 4R configuration probe and 
qualitatively showed its potential to measure post-stenotic disturbances (Dunmire et al. 
2001). Vilkomerson et al. (Vilkomerson et al. 2005) fabricated a 6R prototype to measure 
high jet velocities in vivo. Three receiver beams oriented in 3D space may likely be 
sufficient for such velocity ranges, but it becomes challenging to accurately measure low 
3D vector velocities (≤ 2 cm/s) that lie close to the wall and are greatly attenuated by the 
wall filter, for reasons previously explained in section 1.3.3. Such a range of velocities 
may require a greater number of receivers oriented in 3D space with an optimal inter-
beam angle, the choice of which may be affected by factors such as the magnitude and 
orientation of the velocity vector, beam-selection criterion, and/or the choice of wall filter 
parameters. The choice of filter parameters is usually limited by the frequencies of the 
clutter signal present, thus affecting the velocity signal preserved in that range. The 
impact of this limitation can be lowered either by increasing the number of receiver 
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beams (>3) and carefully eliminating the ‘noisy’ beams, by applying a suitable beam-
selection criterion, with an optimal inter-beam angle or by improving the SNR of these 
velocity components. In this thesis, the results in Chapter 3 address the wall-filter 
limitation by investigating the benefit of increasing the number of receivers and applying 
a suitable beam-selection criterion, whereas Chapter 4 tackles this limitation by 
demonstrating a method of increasing the Doppler shift and thus improving the SNR of 
the retained signals from low velocity components. 
1.7 Research Objectives and Thesis Outline 
Accurate and early diagnosis of vascular disease in large arteries is important in 
management of the disease and possible prevention of fatal incidences such as stroke and 
heart attack. As discussed in Section 1.1.2, hemodynamic factors play a key role in 
vascular hemostasis and vascular disease progression (Kwak et al. 2014). The effects of 
these factors are encompassed in the changes in the level of shear stress and turbulence, 
which are known risk factors for initiation and progression of vascular disease (Stein and 
Sabbah 1974; Reininger et al. 1995; Holme et al. 1997; Tambasco and Steinman 2003; 
Nesbitt et al. 2009). Accurate measurement and mapping of 3D blood velocities is 
essential for improved estimation of shear stress and turbulence, especially low blood 
velocities that are near the vessel wall, in recirculation regions, and dissipative flow distal 
to the stenosis.   
Currently, DUS is the first line diagnostic tool for noninvasive blood flow 
imaging, but suffers from angle dependence and wall-filter limitations for 3D and low 
blood velocities, as explained earlier. Vector Doppler ultrasound implementing at least 
three beams oriented in 3D-space can overcome the angle-dependence limitation if the 
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velocity components along each beam exceed the wall-filter cut-off. However, for low 
velocities, initially applying more than three possible receiver beams may be helpful, 
along with an appropriate beam-selection criterion or a method for improved SNR of the 
low velocity signals along each component.  
The overall goal of the work in this thesis is to improve the estimation of low 
blood velocities using two Doppler methods – multi-receiver and aperture-translation 
methods – which target the improvement of the estimations of individual velocity 
projections by optimizing the number of receivers and their orientations with a suitable 
beam-selection criterion or by reducing the variability of these velocity projections to 
improve the estimation of low 3D-vector velocities.   
The primary objectives are as follows: 
I. Theoretically determine the performance of various multi-receiver configurations 
in terms of minimum inter-beam angle for which ≥ 3 receiver beams exceed the 
wall-filter cut-off for all velocity orientations in 3D-space. 
II. Experimentally assess the benefit of increasing the number of beams while using 
a reasonable inter-beam angle and choice of beam-selection criteria to achieve 
accurate and reliable estimation of 3D velocities whose Doppler shifts lie near the 
wall-filter cut-off. 
III. Investigate the potential of a novel technique that uses translating apertures for 
accurate and reliable estimations of low velocities that lie within the wall-filter 
cut-off. 
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 The following sections outline the content of each chapter, where the 
contributions of co-authors for each work were previously given in the ‘Co-Authorship 
Statement’, p. (iii). 
1.7.1 Chapter 2: Methods and Materials 
This chapter describes the apparatus and experimental setups used in this thesis, methods 
for data acquisition and data processing for the studies presented in this thesis, and the 
algorithm used for velocity reconstruction from multiple velocity components. The 
theoretical analysis was performed using a single 3D velocity vector, and experimental 
data were acquired in simple Poiseuille flow using a gravity-flow setup. For the initial 
development of these methods, it was necessary to use simple Poiseuille flow instead of 
complex flow (such as relevant in the ICA of a carotid). Therefore, preliminary 
experiments were completed in a straight vessel with the idea that the developments 
could be applied in the future to more complex geometries (e.g. stenosed carotid 
bifurcation) as suggested in the future work in Chapter 5. Data acquisition and data 
processing for the first study was part of the published work “Investigation of Crossbeam 
Multi-Receiver Configurations for Accurate 3D Vector Velocity Estimation”, in IEEE 
Transactions on Ultrasonics Ferroelectrics and Frequency Control, vol. 63, pp. 1786-
1798, Nov 2016. 
1.7.2 Chapter 3: Crossbeam Multi-Receiver Configurations 
This chapter addresses the first two objectives stated above. It presents the results and 
discussion for work aimed at accurate and reliable estimation of low 3D blood velocities. 
In this work the potential benefit of various multi-receiver configurations, oriented at 
various inter-beam angles, is assessed and the effect of different beam-selection criteria is 
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studied. A major portion of the work is part of an article entitled “Investigation of 
Crossbeam Multi-Receiver Configurations for Accurate 3D Vector Velocity Estimation”, 
which has been published in IEEE Transactions on Ultrasonics Ferroelectrics and 
Frequency Control, vol. 63, pp. 1786-1798, Nov 2016. 
1.7.3 Chapter 4: Vector Doppler Ultrasound Aperture-Translation 
The work in this chapter presents the results and discussion of a novel technique ‘VDUS 
aperture translation’ to improve the estimation of low blood velocities that lie close to 
and within the WFeff. The results of the two versions of the technique – mechanical and 
electronic translation of the aperture – are presented and compared with the conventional 
2D VDUS technique. The work will form the basis for a manuscript to be submitted to 
IEEE Transactions on Ultrasonics Ferroelectrics and Frequency Control. 
1.7.4 Chapter 5: Summary, Conclusion, and Future Directions 
This chapter closes the thesis with the summary and conclusion of the presented work 
and suggests future studies to extend this work. 
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Chapter 2  
2 Materials and Methods 
This chapter describes the apparatus and the methodology used, as well as the related 
theory and principles for the work presented in this thesis. The velocity reconstruction 
theory for the crossbeam multi-receiver study and the working principle for the aperture-
translation study are explained in section 2.1. Section 2.2 describes the apparatus; section 
2.3 describes phantom fabrications and flow setup. Data acquisition and processing is 
described in section 2.4. 
2.1 Theory and Principles 
2.1.1 Velocity Vector Reconstruction from Doppler Shifts 
The equations presented here are used in this thesis for pulsed-wave vector Doppler 
velocity reconstruction for N receivers arranged symmetrically around a central transmit 
beam axis. The mean Doppler frequency (fn) of an nth receiver, where the mean is defined 
based on the ensemble, is given by [Eq. (2.1)] (Calzolai et al. 1999):  
!! = !− !!! (! ∙ !!! + !! ∙ !!)                                                          (2.1) 
The index n takes values from 1 to N, !! is the transmitted signal frequency, c is the speed 
of sound in tissue, ! is the 3D velocity vector, and!!!!and !!! are the unit vectors along the 
transmit beam and nth receiver beam directions, respectively, as illustrated in Fig. 2.1(a). 
The velocity component ! ∙ !!!along the transmit axis and !. !! along the nth receiver are: 
! ∙ !!! = !−!!                                                                              (2.2) 
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!. !! = − !!! sin! cos!!! + !!!! sin! sin!!! + !!!! cos!                (2.3) 
 
Figure 2.1: (a) Schematic of a linear array showing the central-transmit aperture 
and two sliding receiver apertures (labeled Rc) to maintain constant inter-beam 
angle (!) with changing depth. The 3D velocity vector with magnitude V and 
direction specified by ! (elevation angle) and Δ! (azimuthal rotation angle) is 
shown. (b) Top view of the linear array showing azimuthal rotations of !! = 60° 
and 120° (in gray) to simulate a 3R and 6R, (c) 4R and 8R, and (d) 5R 
configurations. The dotted and dashed lines in (b, c, & d) show geometric shapes 
and receiver orientations used for each configuration. 
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The parameter ! is the inter-beam angle, and !!!  is the azimuthal angle that the nth 
receiver makes relative to the x axis. The general relation to calculate !! for an NR 
configuration with N receivers uniformly spaced around the transmit axis (z axis) is given 
as follows: 
  !! = !!2!(! − 1)/!                                                  (2.4) !!! = !! + !/2                                                 (2.5) 
 For an NR configuration, using [Eq. (2.2)] and [Eq. (2.3)] in [Eq. (1)], N 
simultaneous equations are generated and can be solved for !!, !!, and !! velocity 
components from the known Doppler shifts, !!, inter-beam angle, !, and azimuthal angle, !!! . Note that when the number of simultaneous equations exceeds three (n > 3), a linear 
least-squares method was used to solve for the three velocity components. 
2.1.1.1 Velocity Reconstruction Algorithm for Two Receivers  
A velocity reconstruction algorithm was developed to obtain the resultant velocity when 
Doppler shifts from only two receivers were available for NR configurations with N ≥ 3. 
The algorithm determines the in-plane velocity vector from the Doppler shifts that 
contribute to the estimation of the resultant velocity. The 3D orientations of vectors 
(!!!and !!!) of the two receiver beams with respect to the 3D global reference system 
defined in Fig. 2.1 are given as: 
          !!! = !!! + !!!! + !!!                                                    (2.6) 
           !!! = !!! + !!!! + !!!                                                    (2.7) 
42 
 
The coefficients !!,!!!, !!, !!, !!, and !! are determined from each beam’s orientation 
relative to the global reference system. 
 A local 2D orthogonal reference axis was set up with one axis !!!taken along 
vector !!!such that: 
             !! = !!!! !!!                                                                 (2.8) 
The unit vector normal to the plane of the two receiver vectors is then: 
          ! = !!!×!!!!! !!×!!!!!                                                     (2.9) 
The second axis orthogonal to !! is: 
    !! = !!!!×!!!        (2.10) 
The coefficients of !!!and !!!in the new reference axis are given by: 
               !!" = !!!! ⋅ !!                                                               (2.11) 
 For i = 1, 2 and j = 1, 2, the resultant velocity components !!!and !! along !! and !!, respectively, were calculated using simultaneous equations: 
                !! = !!!"!!!!                                                               (2.12) 
where !! is the velocity magnitude corresponding to receiver vector !!!. The resultant 
velocity vector can now be written in the 3D global reference system as: 
   !! = ! (!!"!!!! !!! + !!"!!! + !!!"!!!)                                  (2.13) 
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The magnitude and direction are: 
          ! = √(!!! + !!!! + !!!!)                                        (2.14) 
          ! = ! tan!!(!! !!)                                                   (2.15) 
          ! = ! cos!!(!!" |! |)                                                   (2.16) 
where ! is the azimuthal angle and ! is the elevation angle of the velocity vector. The 
algorithm provides the 3D directional information of the resultant velocity vector but in 
the plane of the two receivers. The velocity magnitude agrees well with the relation 
derived by Steel and Fish (Steel and Fish) but provides the directional information in 
terms of the global rectangular coordinate system. 
2.1.2 Basic Equations 
2.1.2.1 Poiseuille’s Law 
Steady-state parabolic flow in straight vessels was used for testing, where the theoretical 
parabolic velocities were calculated using Poiseuille flow conditions as follows: 
! = !!"#!(1− !! !!)                                                         (2.17) 
for which ! is the velocity magnitude at a distance ! from the central axis of the tube, 
and !!"#! = 2(! !!!) is the peak velocity at the center of the tube of radius ! with flow 
rate !. 
2.1.2.2 Velocity Bias and Relative Error  
The mean bias, ϵ!, and mean relative error, ϵr!, are calculated as below:  
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ϵ! = !1 ! |x!!!!! − X!|                                                         (2.18) 
ϵr! = !1 ! ( x! − X! X!)!!!!                                                  (2.19) 
where x! is the ith experimental value and X! is the theoretical value. The index i runs 
from 1 to m measurements. 
2.1.2.3 Standard Deviation and Standard Error  
The standard deviation, σ!, and standard error, SE!, formulae are given below: 
σ! = ! (x!!!!! − x)! m− 1                                                 (2.20) 
SE! = !σ! m                                                                      (2.21) 
2.1.3 Vector Doppler Ultrasound Aperture-Translation Principle 
The aperture-translation method relies on a simple concept of relative motion. It adds a 
velocity to the moving or stationary scatterers either by mechanically translating the 
transducer (M-sweep) or simulating this motion electronically, i.e. sweeping the transmit-
beam electronically along the linear array (E-sweep). Motion in both cases is established 
opposite to the velocity of the scatterers to increase their relative velocity with respect to 
the DUS pulse. A schematic is shown in Fig. 2.2 representing the transmit-sweep motion 
with a sweep velocity vector, !!, opposite to the flow velocity vector, !, which is along 
the +y-direction. Note that for the M-sweep method, the physical translation of the linear 
array causes changes in the location of the transmit-receive apertures relative to the 
scatterers. For the E-sweep method the transmit-aperture (Tx1) with receiver apertures 
(RcL1 and RcR2) on each side are electronically stepped along the linear array with a 
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minimum step-size of one element-pitch. The estimated resultant relative velocity, !!, is 
the vector sum of flow and the sweep velocity vector: 
!! = ! + !!!                                                               (2.12) 
 Fig. 2.3 demonstrates the working principle for the two methods. Only one of two 
receive-beams (left) is shown in the schematic for clarity. The displacement, Δy, of the 
transmit aperture from Tx1 to Tx2 between two consecutive pulses is the element-pitch of 
the transducer for the E-sweep method or the distance travelled by the transducer for the 
M-sweep method. Fig. 2.3(a) shows the echoes coming from two different locations but 
from the same moving sample volume [Fig. 2.3(b)] if Δy were smaller than the lateral 
size of the sample volume. These echoes are received at different locations along the 
array as the receiver aperture also moves with the transmit aperture, keeping a constant 
 
Figure 2.2: Schematic showing a transmit-aperture with left and right receive-
apertures swept along the length of the linear array, i.e. –y direction. The 
transmit-sweep velocity, VS, is opposite to the flow velocity vector, V. VS is the 
velocity of the transmit-receive apertures for E-sweep or the velocity of the 
transducer for the M-sweep method.  The step size of the motion is equal to the 
element-pitch of the transducer, Δy in the E-sweep, whereas for M-sweep it is the 
distance travelled by the transducer during one pulse repetition period. 
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inter-beam angle. Therefore, the distance travelled by each echo is different, introducing 
a path difference, Δd, related to the phase difference, Δ!, by the relation below: 
Δ! = ! (2! !)Δd!                                                         (2.13) 
This additional phase difference accounts for the increase in the Doppler frequency, 
hence the resultant flow velocity along the sweep direction. 
 There can be different ways to introduce this phase difference. One way would be 
to electronically move the receive-aperture while keeping the transmit-aperture at a fixed 
location. Another would be to move only the transmit-aperture keeping the receive-
aperture fixed. Theoretically, both methods work but would require un-equal and 
 
Figure 2.3: Schematic for working principle for both the M-sweep and E-sweep 
methods. (a) An exaggerated step Δy is shown for two consecutive transmit pulses 
from depth, d, received with an interbeam angle, !. (b) Schematic showing signal 
received from the same sample volume but received at a distance Δy away from the 
first receiver location. The path difference due to the receiver displacement is Δd. 
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fractional steps to maintain a constant path-difference as the aperture (receive/transmit) 
moves away from the fixed aperture. In practice, the minimum step-size possible on a 
linear array is its element-pitch (0.3 mm for the array used in this study). A step-size of a 
fraction of the element-pitch is not possible. Alternatively, making the element-pitch 
extremely small, i.e. 0.01 mm, which is impractical, could allow more flexibility in 
choosing a step-size equal to multiples of the element-pitch. A different approach 
demonstrated in Fig. 2.3, in which both transmit and receive apertures are translated to 
maintain a fixed step-size and a constant inter-beam angle, is presented in this thesis. 
2.2 Apparatus and Experimental Setup 
The experimental setup and apparatus used for data acquisition, along with their key 
specifications, are described in this section. 
2.2.1 SonixRP System 
The SonixRP (Ultrasonix Corporation) scanner is a diagnostic ultrasound system with a 
programmable research interface, which allows control over transmit and receive 
parameters. The transmit beam can be programmed to introduce delays and steering, 
while the receive beam can be programmed to apply delays, focusing, steering, and 
apodization (reduce the affect of side-lobes). The scanner provides 128 channels where a 
maximum of 64 elements can be active for a single transmit at any given time. The 
transmit pulse can be a maximum of 96 samples at sampling rates of 40 MHz or 80 MHz. 
The receive-beam, with a maximum aperture of 32 elements, is digitized at a 10-bit 
resolution with 20 MHz RF sampling.  Besides other common imaging modes available 
in all ultrasound scanners, the SonixRP includes an RF-imaging mode to allow 
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acquisition of raw RF-data (i.e. modulated pre-filtered data). It uses the Microsoft 
Windows XP Professional operating system. Work in this thesis uses the scanner with 
SonixDAQ component (explained below); specifications for the received data match that 
of the SonixDAQ. 
2.2.2 SonixDAQ 
The SonixDAQ (Ultrasonix Corporation) is a data acquisition plug-in module, which 
allows simultaneous acquisitions from multiple channels, for collecting raw (RF data) 
ultrasound data. Its relevant capabilities for the study in this thesis are discussed here 
briefly, whereas a detailed description of the design and its functionality is found in 
(Cheung et al. 2012). The receive end of the module is connected to a SonixRP scanner 
via one of the probe-connector ports to capture raw pre-beamformed received-data from 
all 128 channels simultaneously with no control over transmits. The data are digitized, 
after amplification and filtering, with a 12-bit resolution at a sampling rate of 40-MHz. 
Internal and external triggering and clocking is available at 40 MHz and 80 MHz; the 
work in this thesis uses an external trigger with a clocking rate of 40 MHz. The module 
uses field-programmable gate arrays, which allow programming of functions such as, 
controlling of the transmit/receive switches, defining time-gain compensation curves, and 
coordinating data retrieval. The maximum data buffer size is a 16 GB RAM, which can 
capture received data from about 8,000 to 25,000 transmit firings, depending on the 
acquisition depth. This captured data is then transferred to a Windows based computer 
through a USB port. 
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2.2.3 TEXO Software Development Kit 
Several software development kits (SDK) are provided with the SonixRP, which can be 
used to control and perform various functionalities. The SDK used in this thesis is the 
TEXO SDK (version 5.7.4, Ultrasonix Corp.), which allows low-level beamforming both 
in transmit and receive. Another SDK used in this work is the ‘TexoDAQ’, which 
combines the Exam software (i.e. clinical-mode software) and SonixDAQ controller 
software to provide full control over both the receive- and transmit-sequencing. 
2.2.4 Linear Array Transducer 
A 128-element linear array transducer (L14-5/38, Ultrasonix Corporation) was used in 
this research. According to the manufacturer’s specifications, the physical footprint of the 
transducer is 4 mm x 39 mm with an element-pitch and kerf of 0.304 mm and 0.025 mm, 
respectively. Its operating central frequency is 7.2 MHz with a fractional bandwidth of 
70% at -6 dB level. The elevation aperture is 4 mm wide with a fixed focus at 16 mm. 
2.2.5 Translational Motion Control Stages 
Three high performance linear translational stages (ILS50PP, ILS100PP, and ILS20PP; 
Newport Corporation) (Fig. 2.4) are assembled to enable accurate and precise linear 
motion along all three dimensions (x, y, and z direction). A motion controller device 
(XPS Controller, Newport Corp.) is electronically connected to the stages and was used 
to control their motion via a remote control (XPS-RC, Newport Corp.) device. The 
maximum translational speed along each direction is 5 cm/s with a maximum 
acceleration/deceleration of 20 cm/s2 and a displacement resolution of 0.5 µm detected by 
an encoder (4000 counts/rev). It is capable of moving a maximum load of 40 N without 
any changes in its performance. The transducer holder, which is designed to allow 
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rotations about the vertical axis (z-axis) and one horizontal axis (x-axis) with a resolution 
of 1°, is attached to the stage and weighs less than the specified maximum limit allowed.  
2.3 Flow Phantoms Fabrication 
Two different phantoms were used in this study, a straight-tube flow phantom with large 
internal diameter (ID) and a carotid flow phantom. Fabrication and dimensions of each 
are described in the following sub-sections. The large ID phantom was used in the ‘multi-
receiver study’ and the carotid-flow phantom was used in the ‘aperture-translation study’. 
                    
Figure 2.4: Transducer holder attached to the vertical translational stage of the 
three-axis system. The linear motion along x, y, and z axes (dashed yellow arrows) 
and rotational motion about the z and x axis of the holder are shown (yellow 
circled arrows). The yellow arrows represent the direction of motion of the linear 
stages. 
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2.3.1 Wall-less Straight-tube Flow Phantom 
For the multi-receiver study (presented in Chapter 3), a straight-tube flow phantom (Fig. 
2.5) with 2.46-cm ID was fabricated in-house to generate parabolic flow.  
The phantom is referred to as a ‘straight large-ID flow phantom’. The acrylic tube, with 
an inlet length of 1.1 m adjoined to a wall-less flow channel for scanning purposes, was 
fabricated using an agar-based tissue-mimicking material (TMM) (Ramnarine et al. 
2001). The TMM matches the acoustic properties of soft tissue (speed of sound of 1540 
cm·s-1 and attenuation of 0.3 dB·cm-1·MHz-1). A coarse-meshed foam collar was wrapped 
around the inlet and the outlet tubes to reinforce the acrylic-TMM interface and prevent 
fluid leakage.  A thin sheet of the coarse-meshed foam was also attached to the bottom 
                       
Figure 2.5: Agar-based wall-less straight-vessel phantom with 2.46 cm internal 
diameter. 
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surface of the phantom to diffuse strong reflections from the base. To protect the TMM 
from drying, a thin Lexan™   sheet was placed at the top of the phantom. 
 The flow channel was perfused with a blood-mimicking fluid (BMF) (Ramnarine 
et al. 1999), modified according to Thorne et al. (Thorne et al. 2008), with measured 
viscosity of 4.10±0.05 cP and a flow rate of 13.3±0.7 mL/s. A centerline velocity of 
5.4±0.3 cm/s [Eq. (2.17)] was generated which resulted in ~344 Reynolds number. The 
volumetric flow rate was calculated by measuring the time taken for a fixed volume (275 
ml) of the fluid to flow through the outlet and averaged over six measurements. Note that 
a large diameter vessel was used to generate a range of low velocities (~5 cm/s) such as 
would lie within 2 mm of the walls of a carotid artery during the diastolic phase 
(Holdsworth et al. 1999) and to specifically obtain a shallow velocity gradient (i.e. 
narrow velocity range) within any given sample volume. The velocity range obtained was 
≤ 0.09 cm/s within each sample volume. 
2.3.2 Wall-less Carotid Flow Phantom 
A carotid flow phantom (Fig.2.6) with 50% stenosis at the bifurcation (Smith et al. 1996) 
was also fabricated in-house. While the flow in the bifurcation was used for a study not 
presented here, only the flow in the common carotid artery (CCA) of this phantom was 
used as a straight vessel for the aperture-translation study (presented in Chapter 4). The 
phantom is therefore, referred to as the ‘straight small-ID flow phantom’ in the rest of the 
thesis. The diameter of the CCA was 8 mm.  
The phantom was fabricated using polyvinyl alcohol (PVA) cryogel as a tissue 
mimicking material (TMM) (Surry et al. 2004). The gel contained 10% PVA solution 
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with 1% of silicon oxide and 0.3% of potassium sorbate added as a preservative. Silicon 
oxide was used to introduce speckle and to match the attenuation to that of tissue. The 
phantom was contained in an acrylic box with dimensions 24 cm x 10 cm x 7.6 cm. Each 
side was attached using screws and springs [Fig. 2.6(a)–(b)]. This combination was used 
to allow for PVA expansion during the freeze-thaw-cycle (FTC). In addition, thick sheets 
of Styrofoam were placed at either end to allow expansion along the length of the 
phantom. The PVA is usually expected to expand by ~ 10% in length. As was done for 
the large-ID vessel a thin sheet of a coarse-meshed foam was attached to the inside of the 
bottom face of the box [Fig. 2.6(a)–(b)] to diffuse specular reflections that may introduce 
artifacts and noise to the received signal. To create the wall-less flow channel, a lost-
material casting technique (Smith et al. 1999) was used. The technique used a low 
melting point alloy (cerro-low) to create the metal core, and the PVA solution was poured 
around it. The heated PVA solution was poured into the assembled phantom box [Fig. 
2.6(c)]. The assembly went through three FTCs, where each cycle was a 24-hr freeze at -
31°C and a 24-hr thaw at room temperature, to attain an approximately tissue-matching 
speed of sound of ~1540 m/s and attenuation of ~0.3 dB/cm/MHz (Zell et al. 2007). The 
core was then melted out by heating the phantom in a water-bath at a constant 
temperature of 50°C (King et al. 2011), leaving a hollow channel. 
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The same modified BMF was used to perfuse the CCA vessel channel with a low 
constant flow rate of ~1 ml/s using gravity-fed flow, generating a parabolic centerline 
velocity of 3.4±0.5 cm/s with Reynolds number of ~68. The B-mode image with its 
velocity spectrogram is shown in Fig. 2.7. 
 
Figure 2.6: Key fabrication steps (a-c) of a CCA flow phantom (d). 
55 
 
2.3.3 Gravity-Flow Setup 
Fig. 2.8. shows the gravity-fed flow setup, which was used to generate parabolic flow in 
the straight large-ID and the small-ID vessel. The reservoir system consisted of two 
reservoirs (Fig. 2.8, bottom). The lower reservoir is used as a pressure head and the top 
reservoir, used to minimize the amount of air bubbles entering the pressure-head 
reservoir, collects the fluid from the feedback tank. Air bubbles are highly attenuating 
and therefore undesired for ultrasound imaging. These last longer than normal in the 
BMF due to presence of surfactant (Jet-Dry), which is used as a wetting agent for 
dispersing the ultrasound-scattering (nylon) particles in the fluid. 
       
Figure 2.7: Duplex display of the B-mode image and the Doppler spectral mode 
showing the CCA vessel and the velocity spectrogram from a sample volume placed 
at the center of the vessel, as indicated by the cursor in the B-mode image. 
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Figure 2.8: Schematic (top) and photo (bottom) of the gravity-fed flow setup. 
Blood-mimicking fluid in a raised reservoir (1) flows through the phantom (2) at a 
gravity-driven rate determined by the height of the reservoir and then into the 
collector tank (3). Fluid is returned to the reservoir via the intermediate feedback 
tank (4). 
3 
2 
4 
1 
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 The feedback system consists of a collector and a feedback tank (box 3 and 4, 
respectively). To minimize fluid agitation (causing air bubbles) when fluid flows into a 
container (e.g. pressure head reservoir or the collector), it first flows onto a flat smooth-
surfaced acrylic sheet placed at an angle inside the container. To maintain a constant 
pressure head, the fluid in the pressure head reservoir is allowed to overflow, which is 
then collected by the collector (box 3). The height of the pressure head reservoir and the 
valve at the outlet are adjusted to set the desired constant flow rate through the vessel 
phantom.  
2.4 Data Acquisition and Processing 
2.4.1 Crossbeam Multi-Receiver Configurations  
The raw data were acquired using the programmable ultrasound system (Sonix RP and 
SonixDAQ, Ultrasonix Medical Corp., Richmond, B.C. Canada) with the linear array 
transducer (L14-5/38, Ultrasonix Medical Corp.). Custom data-acquisition code was used 
to generate a central 32-channel transmit beam focused at the center of the wall-less flow 
channel (30-mm focal length) using a central transmit frequency of 5 MHz, a pulse length 
of 5 cycles, and a PRF of 223 Hz. The 12-bit RF signal, with a sampling rate of 40 MHz, 
was recorded from all 128 channels for offline processing. The imaging parameters are 
summarized in Table 1. These parameters were based on the capabilities of the 
sonixDAQ except for the pulse-length and the PRF. The pulse-length of 5 cycles was 
chosen to strike a balance between the high frequency resolution due to a narrow 
bandwidth versus high spatial resolution from a broadband pulse. A low PRF of 223 Hz 
was chosen, as the focus is on estimation of low blood velocities. The sonixRP limited 
the PRF to 670 Hz, which was then lowered in post-processing to 223 Hz by picking the 
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data from every third beam. For each acquisition, >1300 pulses of received data were 
recorded, and the data acquisition was repeated 10 times. A single acquisition from the 
linear array provided only two receiver beams, i.e. a 2R configuration [Fig. 2.1(a)]. To 
achieve configurations with 3R and higher, data acquisition was repeated after rotating 
the linear array around the vertical transmit (z) axis through a suitable azimuthal angle 
[Fig. 2.1(b)–(d)]. To obtain the 3R and 6R configuration, the transducer was oriented at 
azimuthal rotations of 0°, 60° and 120° relative to the vessel axis (y-axis), as illustrated in 
Fig. 2.1(b), to acquire the 0°- and 180°-, 60°- and 240°-, and 120°- and 300°-beams, 
respectively. Note that !! in [Eq. (4)] is the azimuthal rotation angle of the nth receiver 
beam for an NR configuration. For a 3R configuration, only the 0°, 120°, and 240° beams 
were selected from the three transducer azimuthal rotations mentioned above, whereas all 
six beams were used to construct the 6R configuration. A similar scenario is shown in 
Fig. 2.1(c) for 4R and 8R. To achieve the 5R configuration, the transducer was positioned 
at five unique azimuthal rotation angles of 0°, 72°, 144°, 216°, and 288° relative to the y-
axis in the xy-plane [Fig. 2.1(d)]. Additionally, to simulate a range of 3D velocity 
vectors, the data acquisition was repeated at intermediate azimuthal rotation angles (Δ! = 
0°, 15°, 30°, 45°, and 60°) such that each NR configuration was effectively rotated as a 
whole assembly. 
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The received raw pre-beamformed data were processed offline (MATLAB) to 
achieve two 32-channel receiver beams on either side of the central transmit beam. A 
Hanning-windowed apodization was applied to each receive-aperture. The two beams 
were focused at a given depth with a specified inter-beam angle relative to the vertical 
transmit beam. The inter-beam angles were kept constant with increasing depths by 
sliding the 32-element receiver apertures away from the center in lateral steps to achieve 
a vertical gate length of 0.1 mm along the depth and a lateral resolution of ~1 mm at the 
focus (-6 dB attenuation) for a focal length of 30 mm, close to the center of the lumen 
(~28.5 mm depth). The constant inter-beam angle was used to allow for a fair comparison 
of the performance of each configuration as a function of velocity, which varies with 
depth. Due to the limited size of the array, depths greater than 31 mm were not 
achievable without reducing the inter-beam angle below 25°. The decrease from 25° to 
~19° in the inter-beam angle was taken into account when calculating the resultant 
Table 2.1: Ultrasound Imaging Parameters 
Parameters Transmit (Tx) Receiver (Rc) 
Transmit Frequency 
(fo) 
5 MHz --- 
Pulse length 5λ = 0.15 cm --- 
Number of elements 32 32 
Focal length 3 cm Multi-gated 
PRF 223 Hz --- 
PRF (E-sweep) 335, 223, 168, 134, 112 Hz --- 
Steer angle 0° 10°, 15°, 20°, 25° 
Steer Angle (E-sweep) 
Frame rate 
0°  
14 fps 
15°  
14 fps 
Sampling rate 40 MHz 40 MHz 
Quantization Bipolar pulse 12-bit 
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velocities for depths greater than 31 mm, which extended to the bottom vessel wall at ~41 
mm (i.e. lower-half of the parabolic flow profile). These data were processed to show the 
complete parabolic profile. Note that unless specified otherwise, all results presented here 
were from the shallow half of the parabolic flow profile for which the inter-beam angle 
was kept constant. This was also done to separate the effect of attenuation on the 
performance of our results, as each beam effectively extends through the same thickness 
of TMM. Estimations from the deeper half of parabola would have lower SNR due to 
greater difference in the depths, which would not justify combining the results from the 
upper and lower halves of the parabola. 
2.4.1.1 Beam-Selection Methods  
Three examples of beam-selection methods – power threshold (PT), minimum Doppler 
standard deviation (MDSD), and weighted least squares (WLS) – were compared to 
assess their ability to selectively eliminate or minimize the influence of beams with noisy 
or low-power Doppler signal. Remaining or appropriately weighted velocity estimates 
from individual receivers were combined to obtain the resultant velocity estimation from 
an NR configuration. To assess the validity of the signal from each beam the PT method 
applied a user-defined minimum power threshold of 40% above the average tissue-signal 
power for the data set. This user-defined percentage was chosen by plotting velocity 
residuals (i.e. difference between theory and experiment) for the entire velocity profile 
over a range of power thresholds for each configuration. A value close to the common 
minima was chosen. Any beam whose signal power was below this threshold was 
ignored, and the remaining Doppler shifts (if any) were used to calculate the resultant 
velocity vector estimate. The MDSD method selected the three beams with signals 
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showing the lowest standard deviation calculated from 10 independent Doppler shift 
measurements in order to calculate the resultant 3D velocity vector, whereas the WLS 
method used information from all N beams but weighted them according to their 
variance. No arbitrary user-defined criterion was needed for these latter two methods. 
Also, for comparison, a no-threshold (NT) method used Doppler shifts from all N beams 
in each configuration to obtain the resultant velocity vector estimate without any 
selection criterion and was used as a reference method.  
2.4.2 Vector Doppler Ultrasound Aperture-Translation 
To demonstrate the proof of concept of a new method – aperture translation – to improve 
the accuracy of low 2D velocities that lie close and within the effective wall-filter cutoff, 
simple Poiseuille flow was established in the straight small-ID flow phantom. Two 
versions consisting of a mechanical and an electronic version were tested and compared. 
2.4.2.1 Mechanical Sweep 
The raw data for the M-sweep method were acquired using the same gravity-flow setup 
as was used in the multi-receiver-experiment, described in section 2.3.1, but in the 
straight small-ID flow phantom, with the same acquisition code and the imaging 
parameters summarized in Table 2.1. The pre-beamformed data were also received 
simultaneously from all 128 channels using the SonixDAQ, which were beamformed to 
obtain signals from two 32-element receivers on either side of the transmit-beam. To 
increase the phase-shift for the blood mimicking scatterers the transducer was translated 
opposite to their velocities (Fig. 2.2) acquiring data while the transducer was moving. 
This caused the data from each pulse to be obtained from a slightly different location 
laterally, i.e. along the direction of the transducer motion. The amount of this lateral 
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displacement would depend on the PRF, the sweep speed of the aperture (VS), and the 
ensemble size used to obtain the mean Doppler shift. Data for a range of sweep speeds 
from 0 to 5 cm/s were acquired where 0 cm/s is the conventional method. The data were 
processed at different ensemble sizes (4 – 16) at a PRF of 223 Hz. Ten independent 
measurements were made at each sweep speed and for each acquisition, >800 pulses of 
the received-data were recorded. The start of data acquisition and the start of the 
transducer motion were done at approximately the same time by simultaneously hitting 
the start keys on both the SonixRP and the XPS-RC. This helped in estimating an 
approximate number of pulses to be discarded, which would potentially be affected by 
the acceleration/deceleration of the translational stage. A maximum allowed acceleration 
of 20 cm/s2 was chosen for each sweep speed of the translational stage to attain the 
desired constant speed with the least possible displacement. The total distance spanned 
by the transducer was adjusted to collect at least one second of data. The acceleration 
time for the stage to reach a constant maximum speed of 5 cm/s is 250 ms (specification 
given by Newport Corp.). The maximum number of frames acquired during these times 
at a PRF of 670 Hz (minimum PRF allowed by the scanner) were ~168, which were not 
included in the analysis. 
The 2D-velocity reconstruction from the Doppler signal was performed in the 
same manner as was done for the multi-receiver experiment for the 2R configuration [Eq. 
(2.13)]. A constant power threshold of ~8.4 dB was applied to all the data irrespective of 
the sweep speed before re-constructing the resultant 2D velocity. This constant user-
defined value was set at 40% above the average tissue Doppler power (~6 dB), which 
was chosen by comparing the Doppler signal power from within the lumen and the tissue 
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background of the phantom. This was applied to remove the low SNR Doppler signal 
from the stationary tissue. The average velocity and the standard deviation were 
calculated from the 10 independent velocity estimations and at seven different locations 
in the vessel. To obtain the true estimated velocity of the moving scatterers the sweep 
speed was subtracted from the measured estimated velocity of the scatterers. Relative 
error and SD in the velocity estimations were calculated using Eq. (2.19) and Eq. (2.20). 
2.4.2.2 Electronic Sweep 
The E-sweep method simulates the effect of the M-sweep method. In this electronic 
version of the method, a phase difference was introduced between pulses sent from two 
adjacent transmit-center locations, as shown in Fig. 2.2(b) and described in section 1.1.4. 
 The acquisition code was modified to electronically sweep the transmit-beam 
center along the length of the linear array transducer, commonly done for a B-mode 
swept-scan. The transmit sequences were set to send a fixed number of pulses (2 – 6) 
before the aperture moved to the next element, with each element corresponding to a 
vertical line of dots in Fig. 2.9. This was done to achieve different sweep speeds. For 
example, when the number of pulses from a given transmit-center was set to two at a 
maximum PRFmax of 670 Hz, the sweep speed attained was ~10 cm/s for a displacement 
of 0.3 mm (element-pitch of the transducer). Therefore, the range of sweep velocities 
achieved, for 2 to 6 pulses sent from each transmit-center, ranged from 10 cm/s to 3.4 
cm/s, respectively. To achieve the desired sweep speed, before signal processing, the data 
were downsampled as shown in Fig. 2.9 (picking the red dots) so that the correct number 
of pulses are skipped each time. The acquisition was repeated 10 times for each number 
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of pulses per transmit-center. The ultrasound imaging parameters used are shown in 
Table.2.1 with changed parameters for the method labeled as ‘E-sweep’. 
 The data were signal processed in a similar manner as was done in the multi-
receiver experiment except the Doppler shift was calculated taking the ensemble size 
along the lateral direction, shown in Fig. 2.4, instead of in the axial direction 
(conventional). The velocity reconstruction was done in a similar manner as was done for 
the M-sweep to estimate the 2D velocity using the signal from the two receive-beams on 
either side of the transmit-aperture. The average velocities were calculated from the 10 
independent measures at five different locations. A comparison was made with the 
velocities estimated from the M-sweep method and the conventional method. The bias 
and relative error were calculated using Eq. (2.18) and Eq. (2.19) from the theoretical 
flow velocities to assess the accuracy of the method. For reliability and precision of the 
estimates the standard deviation and standard error were calculated using Eq. (2.20) and 
Eq. (2.21).  
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Figure 2.9: Schematic representing the principle of the E-sweep method. One scan-
line is obtained from an ensemble of N taken along the transmit sweep direction 
with a sliding step of two elements. The red dots represent one subset of data 
chosen for velocity estimations. The slow time (1/PRFflow) sampling is equal to the 
maximum PRF (PRFmax) divided by the total number of pulses (n) sent from one 
transmit center. The purple line shows the number of pulses skipped (slow time 
period) to process only the pulses shown in red. 
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Chapter 3  
3 Crossbeam Multi-Receiver Configurations  
This chapter presents the results and discussion of investigating the potential of various 
multi-receiver configurations for improved low 3D velocity estimations that lie close to 
and below the WFeff, defined in Chapter 1, including testing of a suitable beam-selection 
criterion. Section 3.1 discusses the wall filter used in this study and justification of 
choosing the WFeff cut-off. Section 3.2 presents the theoretical analysis of various multi-
receiver configurations in terms of minimum inter-beam angle and exceeding the wall-
filter cut-off for all velocity orientations in 3D-space. Section 3.3 presents the 
experimental results and section 3.4 discusses the results. 
3.1 Effective Wall Filter 
Fig. 3.1 shows the frequency response of the equiripple (equal ripples in stopband and 
passband) minimum phase FIR wall filter, which was used to remove any clutter signal 
(e.g. sidelobe reverberations) originating from the tissue. Fig. 3.1(a) shows the frequency 
magnitude response curve of the filter, where the vertical dashed-line indicates the 
effective wall-filter (WFeff) cut-off of 10 Hz corresponding to a signal magnitude 
suppression of -20 dB. The -20 dB filter suppression was chosen as the acceptable WFeff 
suppression by examining our pilot data (Fig. 3.2, A-1.1). It was observed that the 
Doppler signal showed dramatically high variance (~100% or higher) when Doppler shift 
was below 10 Hz. Hence, 10 Hz was chosen as the WFeff. Note that the WFeff is 
dependent on the choice of the filter parameters. Fig. 3.1(b) represents the phase of the 
filter’s frequency response. The equiripple minimum phase response FIR filter is chosen 
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for the study over, for example, an infinite impulse response filter, because it is easier to 
achieve a linear phase response using FIR filter, which is desirable in this study. 
 Justification of the choice of WFeff is presented in Fig. 3.2. It is a plot of the 
theoretical and experimentally obtained mean Doppler shifts from each of three receiver 
beams of a 3R configuration, sampling a velocity magnitude of 2 cm/s located at ~2 mm 
depth below the top vessel wall and with each experimental value averaged over 160 
independent measurements. The receiver beams were oriented at various azimuthal 
angles with the transmit beam maintaining an elevation angle of 90°. The gray band 
represents the 10-Hz WFeff cutoff region. Theoretically calculated Doppler shifts for the 
third beam (beam3) generally lie close to or within the 10-Hz cutoff, thus the 
experimental mean Doppler shifts for this beam have higher standard deviations for 
nearly all orientations, ranging from 10 Hz to 18 Hz (i.e., ≥96%), reflecting the effect of 
        
Figure 3.1: Frequency response of the equiripple minimum-phase FIR filter of 
order 21 and 60-dB suppression. The effective wall filter cut-off is indicated by the 
vertical dashed line corresponding to a normalized frequency of 0.05. 
(a) 
(b) 
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the 10-Hz WFeff. For Doppler shifts > 10 Hz the standard deviation is usually <7 Hz (i.e. 
<40%). Similar results were observed for other inter-beam angles (! = 15° and 25°) and 
are shown in appendix (Fig. A-1). For context, although velocities of magnitude ≤ 5 cm/s 
used in our study encompass the whole vessel with diameter of 2.46 cm (i.e. farther away 
from the wall), this range of velocities would lie within 0.7 mm (< 5λ) from the wall of 
an 8-mm diameter carotid artery with average diastolic flow rate of ~4 ml/s [(Holdsworth 
et al. 1999), Fig. 11] and centerline diastolic velocity of ~16 cm/s. 
                         
Figure 3.2: Experimental mean Doppler shifts (solid) averaged over 160 
independent measurements of a velocity of 2 cm/s with a 3R configuration with an 
inter-beam angle of 20°. The corresponding theoretical Doppler shifts are shown 
with gray markers. The gray band represents the effective wall-filter cut-off range 
(±WFeff). Error bars represent standard deviations over 160 independent 
measurements. 
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3.2 Theoretical Geometric Analysis 
Fig. 3.3 presents results from a geometric analysis of the number of valid velocity-
component estimates expected for a velocity magnitude of 2 cm/s using 3R to 8R 
configurations.  
                 
Figure 3.3: Color-encoded plots demonstrating theoretical determination of the 
number of receivers with Doppler shifts exceeding a WFeff of 10 Hz for each of the 
3R to 8R configurations (as labeled) for inter-beam angles varying from ! = 5° to 
30°. Each is shown for a 2 cm/s velocity vector rotated through elevation angles Δ! 
between 75° to 105° relative to the x axis and for the worst-case of azimuthal angles, 
Δ!. The data points labeled with an asterisk correspond to parameters applied in 
the experiments and the worst-case Δ!  (one column per configuration) included in 
Fig. 3.4. The black dashed-line represents the minimum inter-beam angle for which 
≥ 3 receivers’ Doppler shifts are above the WFeff for all velocity orientations. 
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Each of these is shown for a range of inter-beam angles (5° ≤ ! ≤ 25°), a critical range of 
elevation angles (75° ≤ ! ≤ 105°), and the worst-case of azimuthal angle Δ! (0° for 3R, 
6R, and 8R, 15° for 5R, and 45° for 4R configurations). The critical range of elevation 
angles refers to the range for which the number of receivers with Doppler shifts 
exceeding WFeff is impacted by the inter-beam angle and azimuthal orientation. The 
worst-case of Δ! is the azimuthal orientation for which the region with ≥ 3-receivers’ 
Doppler shifts exceeding WFeff is minimum compared to other ∆!s for each 
configuration. The results show that with ≥ 5R, a minimum inter-beam angle exists above 
which Doppler shifts always exceed the WFeff for at least 3 receivers across the entire 
range of elevation angles. For 5R and 6R, this minimum inter-beam angle is ~25° and 
~21° respectively, and ~13° for the 8R configuration [(Fig. 3.3(c), (d), and (e)]. No such 
minimum inter-beam angle exists for 3R and 4R [Fig. 3.3(a) and (b)]. 
 This is further demonstrated in Fig. 3.4 specifically for an elevation angle ! = 
90°, as indicated by asterisks in Fig. 3.3; each is shown for four inter-beam angles (! = 
10°, 15°, 20°, 25°) and five velocity vector azimuthal angles in the range 90° ≤ !!!  ≤ 150° 
corresponding to azimuthal rotations of 0° ≤ Δ! ≤ 60° of each configuration relative to 
the flow-direction vector. Beyond this range of azimuthal rotations the relative azimuthal 
orientations are repeated; e.g. for the 6R configuration, the velocity vector orientation 
relative to six equally spaced receivers is the same at ∆! = 0° as for ∆! = 60°. The 
numbers of receivers whose Doppler shifts exceed the WFeff for each configuration are 
color-encoded. The azimuthal rotations presented span the entire range of unique 
azimuthal orientations for all configurations; beyond this the relative azimuthal 
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orientations are repeated, e.g. for the 6R configuration, the velocity vector orientation 
relative to six equally spaced receivers is the same at Δ! = 0° as for Δ! = 60°.  
Ideally, an accurate assessment of a 3D velocity vector requires accurate estimations of 
the Doppler shifts from at least three beams oriented in 3D space. The performance of 
each configuration was assessed in terms of a possible minimum inter-beam angle (10° ≤ ! ≤ 25°) for which at least three or more beams exceed the WFeff for all relative velocity 
             
Figure 3.4: Color-encoded plots demonstrating theoretical determination of the 
number of receivers with Doppler shifts exceeding the effective wall filter cutoff of 
10 Hz for 3R - 8R configurations (as labeled) each shown for ! = 10°, 15°, 20°, and 
25° for a 2 cm/s velocity vector rotated through azimuthal angles of Δ! = 0°, 15°, 
30°, 45°, and 60° relative to y axis with an elevation angle θ = 90°. 
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orientations. No such inter-beam angle ≤ 25° exists for 3R and 4R configurations [Fig. 
3.4(a) and (b), whereas this was achievable with ! ≥ 20° for 5R [Fig. 3.4(c)] and 6R [Fig. 
3.4(d)] configurations, and ! ≥ 15° for the 8R [Fig. 3.4(e)] configuration, each shown by 
a black dashed line.  
3.3 Experimental Results 
3.3.1 Doppler Power and Velocity Components 
Figure 3.5 and Fig. 3.6 show the averaged Doppler powers and estimated velocity 
components, respectively, with their corresponding standard deviations calculated from 
160 independent measurements for receiver-beams oriented at various azimuthal angles, 
which would contribute in calculating the resultant velocity vector oriented along the +y 
axis i.e. Δ! = 0°, θ = 90° to achieve 3R-8R configurations for the selected inter-beam 
angle of ! = 20°. For example, a 5R configuration oriented at Δ! = 0° would require 
velocity-components from receiver-beams oriented at 0°, 72°, 144°, 216°, and 288°. As 
expected the Doppler power is lower for larger Doppler angles reducing the SNR [Fig. 
3.5(d)], the effect of which is observed in the reliability of velocity estimations [Fig. 
3.6(d)] showing higher standard deviations. One or more of these low-SNR velocity-
components contributing in the estimation of the resultant velocity will reduce the 
accuracy and precision of the resultant velocity estimates. The PT beam-selection method 
mentioned in Chapter 2, applies a Doppler power threshold, which is indicated by the 
dotted lines in Fig. 3.5, to each beam’s Doppler signal in order to eliminate the low SNR 
beams’ signal before calculating the resultant velocity. The resultant mean velocity 
magnitude and direction are calculated from the respective velocity-components shown in 
Fig. 3.6, to obtain the estimations from 3R–8R configurations using the PT method. 
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Figure 3.5: Mean Doppler power from each receiver beam oriented at various 
azimuthal rotation angles (legend labels), averaged over 160 independent 
measurements, to achieve 3R to 8R configurations, with ! = 20°, for velocity vectors 
oriented at an azimuthal angle of 90° (i.e. azimuthal rotation, Δ! = 0° relative to y 
axis) and elevation angle θ = 90°, for a parabolic flow data. The beam-selection 
method used is the PT method, indicating the Doppler power chosen as shown by 
the black dashed lines in each sub-plot. The legend labels represent the azimuthal 
rotations of the receiver beams with respect to the velocity vector. The error bars 
represent SDs. Vertical dashed-lines separate the lumen and TMM regions. 
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These estimates are presented in Fig. 3.7(a)–(c). The estimated resultant-velocities (Fig. 
3.7) were aligned with the theoretical profile by locating the position of the shallower 
vessel-wall, which was done by matching the measured depth with that obtained from the 
        
Figure 3.6: Mean Doppler velocities from each receiver beam oriented at various 
azimuthal rotation angles each with an elevation angle of 20°, averaged over 160 
independent measurements, to achieve 3R to 8R configurations, with ! = 20°, for 
velocity vectors oriented at an azimuthal angle of 90° (i.e. azimuthal rotation, Δ! = 
0° relative to y axis) and elevation angle θ = 90°, for parabolic flow. The legend 
labels represent the azimuthal rotations of the receiver beams relative to the 
velocity vector (i.e. vessel axis). For example, a 3R configuration would be 
reconstructed from beams at 0°, 120°, and 240°; this could be extended to 6R by 
including beams at 60°, 180°, and 300°. The error bars represent SD. Vertical 
dashed lines separate the lumen and TMM regions. 
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Doppler power plot. For all configurations, the estimated velocity magnitudes agree with 
the theoretical parabolic profile of Poiseuille’s Law to within 15% for velocities as low as 
3 cm/s, which also held true for all azimuthal rotations Δ!  = 0° to 60° with remaining 
estimated resultant-velocities for Δ! ≥ 15° shown in Fig. A-2.  
                                 
Figure 3.7: Sample parabolic flow data representing mean Doppler velocity vector 
estimations for (a) magnitude, (b) azimuthal direction, and (c) elevation direction, 
averaged over 160 independent measurements for each of 3R to  8R configurations, 
with ! = 20°, for velocity vectors oriented at an azimuthal angle of 90° (i.e. 
azimuthal rotation, Δ! = 0° relative to y axis) and elevation angle θ = 90°, after 
applying the PT method. Theoretical velocity magnitude profile and direction are 
shown in solid black line. Note that velocity estimations from only the upper half of 
the profile were used for the analysis. 
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For velocities ≥ 3 cm/s, the velocity azimuthal angle error was within 5° for ≥ 5R 
configurations for all rotations, but varied up to ±10° for 3R and ±15° (at Δ!!=15°) for 
4R. The error in the elevation angle of the estimated velocity was within ±2° for all 
configurations for velocities ≥ 2 cm/s. This is also true for all three beam-selection 
methods therefore the results for the elevation angle are not shown in the subsequent 
figures. Note, for the PT method, a small fraction (≤ 5%) of the angle estimations were 
undefined at lower velocities, i.e. signal power from every receiver in the configuration 
was below the selected power threshold, and thus all were considered invalid. These 
values were not included when calculating the average error presented here, or in the 
remaining results that follow.  
3.3.2 Relative Performance of Multi-Receiver Configurations for 
Velocity Estimations 
Fig. 3.8 presents a comparison of beam-selection methods (PT, MDSD, WLS) and the 
reference NT method for selecting the best receiver beams in terms of their SNR to 
estimate a velocity vector with a magnitude of 2 cm/s. The velocity magnitude and the 
direction bias are plotted for five different configurations, each for an elevation angle of 
90° and inter-beam angles of 15°, 20°, and 25°. Each data point represents the bias in 
velocity, averaged over 160 independent repeated measurements for each of the five 
azimuthal rotations (Δ!), giving a total of 800 measurements. Note that the velocity bias 
for each rotation may be either positive or negative. As mentioned in the methods, 
Chapter 2, we applied an azimuthal rotation, Δ!, to the entire configuration to emulate 
various relative vector orientations in a 2D (xy) plane perpendicular to the transmit (z) 
axis (i.e. vertical axis in Fig. 2.1). For any given elevation angle (i.e. along a given 
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vertical line in Fig. 3.3) within the critical range, the number of receivers with a Doppler 
shift exceeding WFeff changes with the azimuthal orientation of the velocity vector 
relative to the configuration, as demonstrated in Fig. 3.4. It is observed from Fig. 3.3 that 
there is no one case of elevation angle for which the number of receivers with Doppler 
shifts exceeding the WFeff is the same for all azimuthal rotations for each configuration. 
Hence, choosing one elevation angle is a representative example of the system’s 
performance compared to any other elevation angle within the critical range. An 
elevation angle of 휃 = 90° was chosen here due to ease of the set-up. 
     
Figure 3.8: Bias in velocity magnitude (a – c) and direction bias (d – f) averaged 
over all orientations comparing beam-selection methods for 3R - 8R configurations 
and ! = 15° (a, d), 20° (b, e) and 25° (c, f) when measured a theoretical velocity 
vector of 2 cm/s. Biases represent the averaged differences between the 
experimental and theoretical values over all five azimuthal orientations (Δ!  = 0°, 
15°, 30°, 45°, 60° relative to y axis). Error bars represent SDs over 800 
measurements. 
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3.3.2.1 Velocity Estimations Improve with Increasing Inter-beam Angle 
As expected, an overall improvement, both in terms of reduced bias and standard 
deviation, is seen in the velocity vector magnitude and direction estimation with 
increasing the inter-beam angle for all configurations and for all methods. This 
improvement is greater when the inter-beam angle is increased from !!= 15° to 20°. In 
the case of the PT method, increasing ! from 15° to 20° for 5R [Fig. 3.8(a), (b)], 
substantially reduced the error and uncertainty in the velocity magnitude from 66%±43% 
to 33%±26% with a further drop to 19%±20% when ! increased to 25°. Average 
direction bias stayed within 15° overall, but it was within 5° with ≥ 5R and ! ≥ 20°, with 
small improvement of ≤4° in the standard deviation when ! increased from 15° to 20°. 
Similarly, results from the theoretical geometric analysis suggested that ≥ 5R and a 
minimum of ! = 20° would be needed in order to obtain at least three beams with 
Doppler shifts exceeding WFeff for all azimuthal directions, as necessary to obtain 
accurate 3D velocity vector estimations. Hence, experimental results here agree with the 
findings of the geometric analysis. 
3.3.2.2 Beam-Selection Methods Perform Equally Well for ≥ 5R at Low 
Velocities 
For all !, both the velocity magnitude and direction biases [Fig. 3.8(a)–(f)] decreased as 
the number of receiver beams increased. When using a 5R configuration to measure a 
velocity vector of 2 cm/s, overall the velocity magnitude bias was lowest for both the 
MDSD and WLS methods (0.43 cm/s; ~22%,) with WLS showing the least standard 
deviation (0.26 cm/s or 13%), shown in Fig. 3.8(b). For ≥ 5R and ! ≥ 20° [Fig. 6(b), (c), 
(e), and (f)], all three selection methods, excluding the NT method, led to a bias of 0.65 
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cm/s (~33%) and 5° at worst. Note that the NT method is used as a reference therefore, 
results for this method are not included in the quantitative comparison unless stated 
otherwise. For 3R, the WLS and MDSD methods used all three beams and were therefore 
identical to the NT method. Differential weighting was not applicable on a fully 
determined system (3R) and only played a role in an over-determined system (≥ 4R). The 
PT method consistently improved estimates compared to the NT method for most of the 
configurations. The WLS method showed reduced variability compared to all other 
selection methods for all configurations, especially when ≥ 5R. However, for 4R, the 
WLS and the MDSD methods gave large velocity magnitude bias, while the PT method 
showed lower magnitude bias but with higher direction bias, especially for ! = 15°.  With 
the PT method, the selection of valid Doppler shifts from amongst low SNR beams 
reduces the bias in magnitude but increases it for the direction estimation when the 
number of included receiver signals is reduced to less than three. As mentioned 
previously, the PT method can have reduced precision in some cases because it 
eliminates Doppler shifts from all of the receivers for a subset of the data, e.g. ~1% of all 
the estimates at a velocity of 2 cm/s for 4R in this case. Overall, with ≥ 5R, performance 
became relatively insensitive to the selection method. 
3.3.2.3 Velocity Orientation Sensitivity Reduced for ≥ 5R 
Fig. 3.9 provides insight into the results from Fig. 3.8 (where bias was averaged over all 
orientations) by showing the velocity vector biases as a function of the individual 
azimuthal rotations representing the different relative velocity vector orientations. Results 
are shown for configurations with ≥ 4R and ! = 20°. For 4R [Fig. 3.9(a) and (d)], a 
greater velocity magnitude bias with higher variability is observed, especially at Δ!  = 0° 
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and 15° with the MDSD method, which explicitly includes a third beam’s Doppler shift 
regardless of SNR, thus reducing the reliability and accuracy. Bias and variance for the 
WLS method was similar to the NT method for these two Δ!s for 4R with no effect of 
weighting observed. This was attributed to large velocity overestimations contributed 
from the two very noisy signals from beams transverse to the flow.  
Comparison with Fig. 3.4(b) explicitly shows that for these Δ!s, only two beams should 
be expected to have Doppler shifts exceeding WFeff. The PT method, on the other hand, 
     
Figure 3.9: Velocity magnitude bias (a – c) and direction bias (d – f) comparing 
beam-selection methods for 4R to 6R configurations (as labeled) versus azimuthal 
rotation for ! = 20° when measured a theoretical velocity of 2 cm/s. Biases are 
averaged differences with respect to the theoretical value over 160 independent 
measurements for each orientation. Error bars represent the standard deviations 
(SD) over 160 measurements. Note the error bars in (d) extend beyond the plotted 
region (40° ≤ SD ≤ 51°). 
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eliminated the noisy transverse beams leading to improved velocity magnitude estimates, 
but with < 3 beams, the velocity direction estimation is then compromised, as illustrated 
in Fig. 3.9(d), where angle bias increased from < 1° at Δ! = 0° to ~8° at Δ! ≥ 15°. With 
the PT method, the angle bias (3.9) stayed within 10° when averaged over these 
orientations, but often with higher standard deviations, especially for 4R (>40°). The PT 
method at ! = 20° [Fig. 3.9(b) and (e)] shows an average bias of ~30% in the velocity 
magnitude but with relative standard deviation decreasing from 50% for 4R to 25% for 
5R, and the direction bias decreased from 5° to < 2° with slightly reduced standard 
deviation when using 5R. In general, with ≥ 5R, all three beam-selection methods 
performed well over all azimuthal rotations, with WLS showing the least variance in both 
magnitude and direction for all orientations. 
3.3.2.4 Beam-Selection Methods Perform Equally Well for ≥ 4R at Higher 
Velocities 
Fig. 3.10 extends the analysis to higher-magnitude velocity vectors, comparing the 
relative error in velocity magnitude and direction, averaged over all azimuthal 
orientations, for the different selection methods for 4R to 6R configurations, again at ! = 
20°. Results confirm an overall improvement in terms of reduced bias and variance in the 
velocity magnitude and direction estimation for all selection methods for increasing 
velocity magnitudes. At high velocities (≥ 5 cm/s), all configurations with ≥ 4R perform 
equally well with relative error ≤ 3% in magnitude and a bias of ≤ 4° in direction. 
Notably, for 5R, the bias in the angle estimation is within 2° for all velocities ≥ 2 cm/s. 
At velocities ≥ 3 cm/s, the equivalence of the WLS, PT and NT methods in the velocity 
bias suggests that all receivers detect a Doppler shift greater than the wall filter cut-off, 
and the PT method includes a signal from all beams for the estimation. The WLS method, 
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however, shows improved precision in the estimations. The MDSD method, which 
specifically picks out only three beams, typically showed greater error compared to the 
other methods. 
 For a velocity of 1 cm/s, very high bias and standard deviations were observed for 
the WLS and the MDSD methods. At this velocity, most of the contributing Doppler 
shifts were below the WFeff, therefore the filtered signals had very poor SNR. The PT 
method eliminated contributions from some or all beams leaving at most two Doppler 
shifts for the resultant 3D velocity estimation. This resulted in reduced magnitude bias 
      
Figure 3.10: Relative error of the means in velocity magnitude (a-c) and direction bias 
(d-f) comparing beam-selection methods for a theoretical velocity range of 1 to 5 cm/s 
for 4R to 6R configurations (as labeled) at ! = 20°. Biases are averaged differences 
over all velocity vector orientations (Δ! = 0°, 15°, 30°, 45°, 60° relative to y axis). 
Error bars represent the standard deviations over 800 measurements. 
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but very large variances and large angle biases (up to 24°). The percentage of data points 
for which all Doppler shifts were eliminated (i.e. no velocity estimation possible) was 
62%, 5%, and 48%, for 4R, 5R, and 6R configurations, respectively; in comparison, for a 
velocity magnitude of 2 cm/s, this was only 5% for 3R and ≤1% for ≥ 4R. 
3.4 Discussion 
A quantitative analysis was done to assess the relative benefit of increasing the number of 
receiver beams to more accurately estimate low 3D velocities spanning the wall-filter cut-
off while also considering the effects of varying inter-beam angle and beam-selection 
methods. Analysis was performed on flow with a range of velocity magnitudes and 
orientations. The results provided insight for suitable choices of the number of receivers 
and the inter-beam angle for a design of a future 2D array for applications where accurate 
estimates of 3D blood velocities with Doppler shifts close to the wall filter cut-off are 
desired for accurate velocity mapping and shear stress measurements. Examples of such 
applications include vector Doppler imaging in regions near the arterial wall, in 
recirculation, and distal to a destabilizing jet in a carotid artery. 
 The theoretical geometric results (Fig. 3.3 and 3.4) suggested that an inter-beam 
angle ≥ 20° should be chosen for configurations with ≥ 5R so that ≥ 3 receiver beams 
provide Doppler shifts exceeding the wall filter cut-off for almost all orientations, 
whereas no such inter-beam angle existed for configurations with 3R and 4R. 
 For low velocities (≤ 2 cm/s), the experimental results were consistent with the 
geometric calculations. Experimentally, with ≤ 4R, the accuracy of the velocity 
estimation is sensitive to both the relative velocity vector orientation and the selection 
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method. When the number of beams was increased to ≥ 5R, the configurations became 
insensitive to the selection methods, especially with ! ≥ 20° (Fig. 3.8), which enabled 
more beams to exceed the wall filter cut-off. 
 For higher velocities (Fig. 3.10), above 2 cm/s, all configurations with ≥ 4R 
performed equally well for all selection methods, as expected. For example, for 4R at a 
velocity of 5 cm/s, error in estimation of velocity magnitude and direction was reduced to 
~2% (±7%) and 3° (±8°) respectively. The results indicate that when estimating low 
velocities, e.g. near the wall of a carotid artery for estimations of wall shear stress, at least 
a 5R configuration with ! ≥ 20° should be used, whereas for higher velocities such as in 
the jet, any of the proposed configurations with ≥ 4R should work satisfactorily provided 
the PRF is sufficiently high to avoid aliasing. 
 Overall, the direction bias was lowest and had the least standard deviation, < 1° 
and 9° respectively, when applying the WLS method for a 5R configuration with ! ≥ 20° 
on a velocity vector of 2 cm/s (i.e. velocity components near the -20 dB frequency of wall 
filter). Furthermore, with a magnitude bias of approximately 0.4 cm/s (~22%) with 
standard deviation < 0.3 cm/s (13%), the 5R configuration demonstrated the best 
accuracy, precision, and reliability. With an odd number of receivers, the 5R inherently 
lacks symmetry about the flow axis whenever Δ! ≠ 0°, and thus has only one beam close 
to 90° for any velocity vector orientation, making it less sensitive to orientation. The 
even-numbered configurations have opposing paired beams that duplicate the 
information, including noisy beams when present. This is also demonstrated in Fig. 3.8 
for the NT method, where 5R shows the lowest biases and standard deviations observed 
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in both magnitude and direction for all ! ≥ 15°, compared to the rest of the 
configurations. Asymmetric configurations with more than five receivers presumably 
would also be effective, but these were not tested because of the long experimental time 
required to construct an asymmetric configuration by rotating the apertures about the 
transmit axis. 
 The performance of multi-receiver configurations may be helpful for real-time 
assessment of rapidly changing flow where higher than normal frame rate is needed thus 
requiring lower ensemble size. Velocity estimates from each beam will become noisier 
with smaller ensembles; therefore, a 5R configuration, for example, may still out-perform 
other multi-receiver configurations, but only at some velocity > 2 cm/s. Alternatively, a 
greater number of receivers may be required for equivalent performance at an increased 
frame rate. We still suggest that asymmetry is important as it reduces redundancy. 
Therefore, an asymmetrically arranged 6R or a 7R configuration may provide similar 
results at a higher frame rate compared to those obtained here at a lower frame rate (14 
fps) from a 5R. 
 In general, the estimates of velocities in the transition region of the clutter filter 
are prone to overestimation with the autocorrelation method. Another approach would be 
to use speckle tracking with PWI compounding (multiple-angle plane waves 
compounded), which does not require a wall filter (Fadnes et al. 2015), therefore the 
ability to detect the low blood velocities depends on spatial resolution and frame-rate. It 
is a 2D-vector technique. However, a 3D speckle tracking requires a large number of 
calculations and therefore is very computationally demanding. Although performance of 
VDUS systems for velocities in the transition region can be improved by using a clutter 
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filter with a steeper transition, such as using a polynomial regression filter (Bjaerum et al. 
2002; Fadnes et al. 2015), our study suggests that adding more receivers, i.e. more 
viewing angles to compensate for any loss, can further improve the estimates of these low 
velocities. A filter with a steeper transition band could provide a cut-off velocity < 2 
cm/s. In such a case, our recommendation regarding the number of receivers and the 
inter-beam angle would be valid down to a lower cut-off velocity. Conversely, if the 
wall-filter cut off is higher than the 10 Hz cut-off shown in Fig. 3.3, then our 
recommendations are valid only above a higher cut-off velocity. To illustrate how these 
recommendations apply at a different wall filter cut-off, Fig. 3.11 shows results similar to 
Fig. 3.3, but for a 50 Hz wall-filter cut-off at a velocity cut-off of 5 cm/s. Similar plots 
with only 3R, 4R, and 6R configurations were presented in [(Hussain et al. 2012), Fig. 2]. 
Fig. 3.11 adds the results for 5R (c) and 8R (e) for completeness. For a fair comparison 
with results shown in this study (Fig. 3.3), the theoretical plots are done for 10 cm/s at 50 
Hz WFeff (Fig. A-3). Results demonstrated the same recommendations for the number of 
receivers and the inter-beam angle as made from the results from Fig. 3.3. 
 Note that although the phantom used in our study is wall-less, the acquired 
Doppler signal still has clutter originating from side-lobe reverberations within the 
overlying tissue-mimicking material cast around the flow channel; in this case, the clutter 
has a zero Doppler frequency because there is no tissue motion. Therefore, our 
conclusions would be equally applicable to walled and wall-less phantoms without 
influencing the blood velocity measurements, assuming any wall clutter signal can be 
sufficiently removed. 
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Figure 3.11: Color-encoded plots demonstrating theoretical determination of the 
number of receivers with Doppler shifts exceeding an WFeff of 50 Hz for 3R to 8R 
configurations (as labeled) with varying inter-beam angle from ! = 5° to 65°. Each is 
shown for a 5 cm/s velocity vector rotated through elevation angles Δ! from 65° to 
115° relative to the x-axis and for the worst-case of azimuthal angles, Δ!. The data 
points labeled with an asterisk (i.e. one column per configuration) correspond to 
parameters applied in the experiments and the worst-case Δ!. The black dashed-line 
represents the minimum inter-beam angle for which Doppler shifts from ≥ 3 
receivers exceed the WFeff for all velocity orientations. 
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Overall, the consistently good performance of the PT method suggests it is the 
best option out of all three selection methods, but its performance is contingent upon the 
choice of a user-defined threshold value. The WLS and MDSD methods, on the other 
hand, do not require a user-defined threshold value. However, the MDSD method lacked 
reliability in picking the best beams’ Doppler shifts as it does not discriminate 
sufficiently between flow and tissue power for the low-power beams’ Doppler shifts, as 
observed for the 4R configuration [Fig. 3.9(a) and (d)]. The WLS method showed 
accuracy comparable to the PT method when the number of receivers was ≥ 5R, but, 
because it provides the best precision (least variance) of all methods, WLS is preferable. 
Conversely, for cases where the number of receivers is ≤ 4R, or the inter-beam angle is ≤ 
15°, or the velocities are very low (< 2 cm/s), the PT method performed better than WLS. 
In these cases, for beams that carry only noise or have low SNR, the PT method can 
exclude the resulting unreliable velocity estimates altogether instead of including them 
with lower assigned weighting as is done with the WLS method.  A more robust option 
for overall improved accuracy and precision of the velocity estimates could be to 
combine the WLS and PT methods. First, the PT method can be applied to eliminate the 
obviously low SNR Doppler shifts and then the WLS method is applied to the remaining 
beams. With the combined approach, the PT method should satisfactorily remove any 
obviously noisy estimates even if the user-defined threshold value is sub-optimal. 
However, this idea needs further investigation. 
 Our results suggest that five receivers with a minimum inter-beam angle of 20° 
should be used for more accurate and precise estimation of these low velocities. For a 2D 
array, the diameter would need to be at least 2.5 cm to reach a depth of 2 cm (typical 
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depth of superficial arteries, such as the carotid artery) for an inter-beam angle of 20° 
(i.e., Doppler angle ~80°) and receiver aperture of ~1 cm. The size of the probe increases 
linearly with depth; therefore, the imaging depth may be limited or a larger probe would 
be required for deeper arteries. The trade-off is then to reduce the inter-beam angle, 
which may work for higher velocities. For example, for a velocity of 5 cm/s with the PT 
method, reducing the inter-beam angle from 20° to 15° for 5R (Fig. A-4), the error in 
velocity magnitude increases from ~2% to ~12% with almost no change in the accuracy 
of the direction estimates; the precision for both magnitude and direction is not affected 
greatly by lowering the angle to 15°. Note that the size of a 2D array depends on the 
inter-beam angle for a specific depth, but not on the number of beams. A limitation in the 
design of a multi-receiver 2D array is the need for a large number of addressable 
elements. As an example, for the design of a 5R configuration (i.e., 1Tx and 5Rc) with 
similar aperture areas as used in this study (32 elements in a linear array, each of size 1λ 
x 10λ) would require 320 elements for each receiver and transmitter in a 2D-array with an 
element pitch of 0.3 mm (1λ) along each dimension. A commonly used 2D array uses a 
64x64 element grid. Schematic of a 5R configuration on such a 2D matrix is shown in 
Fig. 3.12 with circular transmit and receive apertures. Note that the apertures are shown 
as perfect circles, but in practice when the circular boundary passes through an element, 
the element is then either included or excluded depending on the criterion used to accept 
or reject the element for apodization (Smith et al. 1991). The size of the array is 1.92 cm 
x 1.92 cm with a total of 4096 elements when a similar pitch (0.3 mm) to that of the 1D 
array is used. The total number of elements that would need to be wired to reach a fixed 
maximum possible depth of 1.8 cm would be 1920 (6x320). If one needs to slide the 
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aperture for multi-gating to a shallower depth of up to ~0.8 cm, then it would increase the 
number of wired elements to approximately 2320. A circular aperture of 320 elements 
will have a diameter of 0.6 cm, which is smaller than the aperture length (0.95 cm for a 
linear array) used in this study. Although increasing the number of beams does require 
added hardware and more computing power, processing multiple receive beams is an 
inherently parallel process that is well suited to modern multi-core processors. 
 In the future, a parametric simulation study for the design of a 2D probe would be 
useful to investigate these trade-offs. Also, the effect of considerations that could be 
difficult to study experimentally, such as sample volume misregistration and differences 
in attenuation along different receive beams, could also be simulated. 
 
                           
Figure 3.12: An example of possible 2D probe design for a 5R configuration using a 
64 x 64 element grid with each element pitch of 0.3 mm along both directions. Note 
that the outline of these circular apertures will be pixelated either including or 
excluding the elements that lie on the aperture boundary. 
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Chapter 4  
4 Vector Doppler Ultrasound Aperture-Translation  
This chapter presents the results and discussion of the potential of an aperture-translation 
method for improved estimation of low velocities that lie close to and within WFeff. The 
method improves the Doppler power by increasing the phase-shift of the received signal 
thus improving the accuracy of the low velocity estimates. Section 4.1 presents the results 
demonstrating the proof of concept using a mechanical aperture-translation method, 
which is considered to be an idealized version of the electronic aperture-translation 
method because it allows independent and precise variation of the flow-imaging 
parameters. The feasibility of the electronic version, which is more suitable for clinical 
implementation, is compared to the mechanical version and is presented in sections 4.2 
and 4.3. The discussion for these results is given in section 4.4. Analysis is performed 
only on the magnitude of the 2D vector velocities, using parabolic flow in a straight 
vessel (small-ID flow phantom), as the data were taken at only one orientation with 
azimuthal and elevation angles of 0° and 90°, respectively. 
 The terminology introduced for various sweep speeds is abbreviated for the type 
of translational sweep method used – ‘M’ for mechanical and ‘E’ for electronic – 
followed by the number representing the sweep speed in cm/s. As an example, M2 
represents mechanical translation with sweep speed of 2 cm/s. Note that the conventional 
method in this study is the 2D VDUS method with stationary apertures and is referred to 
as Case-0. The terms ‘conventional’ and ‘Case-0’ are used interchangeably in this 
chapter. 
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4.1 Mechanical-Sweep Method 
Figure 4.1 shows the mean Doppler frequency profiles, processed from the left and right 
receiver beams’ data, obtained using the M-sweep method for varying sweep speeds and 
ensemble sizes (a–d). Each profile shown is an average over 70 independent 
measurements taken over seven different locations with 10 repeated measurements at 
each location in the vessel. For visual clarity, error bars showing SD are not included in 
the plots. Standard deviations in the tissue and the center of the lumen (excluding aliased 
velocities) ranged between 5 to 10 Hz for sweep speeds ≥ 2 cm/s. For the conventional 
method and M1, the SD in the TMM and low velocity regions (close to the wall) were up 
to 20 Hz with larger ensembles and up to 30 Hz with lower ensembles, and it converged 
for all cases (i.e. to < 10 Hz) at flow velocities ≥ 2 cm/s. The Doppler data were further 
processed to obtain 2D velocity profiles for the different sweep speeds and compared 
with that of the conventional 2D-VDUS method and the theoretical profile (Fig. 4.2).  
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Figure 4.1: Mean Doppler frequency profile for varying mechanical-sweep speeds  
(0 – 50 mm/s) for ensemble sizes (as labeled) (a – d), in the stationary TMM and for 
parabolic flow in the CCA-vessel of the carotid flow phantom with a peak velocity of 
3.4 cm/s. The positive and negative Doppler shifts are from the left and right 
receiver beams, respectively, at an inter-beam angle of 20° and a PRF of 223 Hz. 
Doppler shifted frequencies are averaged over 70 independent measurements. The 
vertical dashed-lines separate the lumen and the TMM regions. 
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As expected, the velocity magnitude estimates (Fig. 4.2) have smoother profiles 
(lower noise) for larger ensemble sizes. Note that the low flow velocities ≤ 2 cm/s are the 
focus of this chapter because the Doppler frequencies related to these velocities lie close 
to and within the WFeff applied in this study. The estimation of velocities on the deeper 
side of the vessel is observed to be less reliable as shown by the shoulder [Fig. 4.2(a)-
(d)]. This is presumed to be a consequence of lower SNR due to frequency dependent 
     
Figure 4.2: Mean resultant velocity magnitude profiles reconstructed from the left 
and right receivers’ Doppler shifts for varying sweep speeds (0 – 50 mm/s) for four 
ensembles (a – d), in the TMM and in the CCA of the carotid flow phantom with a 
peak velocity of 3.4 cm/s at ! = 20° and a PRF of 223 Hz. The velocities are averaged 
over 70 independent measurements. 
95 
 
attenuation. All subsequent analysis was completed using data from the shallower half of 
the vessel. 
 The underestimation of the resultant averaged flow velocities at higher sweep 
speeds, i.e. M4 and M5, specifically at lower ensemble sizes, is due to aliasing. This is 
more obvious from the single-acquisition velocity profiles (not shown in this section) 
           
Figure 4.3: (a) Example of resultant mean velocity magnitude profiles reconstructed 
from the left and right receivers’ Doppler shifts with no power threshold applied to 
the data (b) resultant mean velocity profiles after applying power threshold, and (c) 
mean Doppler powers showing constant power threshold applied (gray horizontal 
line) to all data, for varying sweep velocities (0 – 50 mm/s) for an ensemble size of 12 
at ! = 20° and a PRF of 223 Hz, in the TMM and in the CCA of the carotid flow 
phantom with a peak velocity of 3.4 cm/s. Resultant velocity magnitude and Doppler 
powers are averaged over 70 independent measurements. The vertical dashed-lines 
separate the lumen and the TMM regions. 
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rather than the averaged velocity profiles. This will be explained in more detail in the 
next section.  
Fig. 4.3 (a-b) demonstrates the effect of power threshold (PT) on the estimation of 
the resultant velocity magnitude obtained from the M-sweep aperture-translation method. 
In Fig. 4.3(b), a constant power threshold of ~8.4 dB was applied to all the data 
irrespective of the sweep speed before reconstructing the resultant 2D velocity. This 
constant user-defined value was set at 40% above the average tissue Doppler power (~6 
dB with respect to a power level of 0 dB). The tissue Doppler power was obtained from 
the conventional method. The applied power threshold greatly improved the tissue and 
the low-velocity estimates for the conventional method, as well as for M1 at the lower 
half of the flow profile. This can be seen in Fig. 4.3(a) with no threshold for the 
conventional and M1 case (blue and red curve, respectively), showing high 
overestimations for the tissue and the low velocities. These overestimated velocity 
regions have very low Doppler power (Fig. 4.3c) and applying the stated threshold 
removes this artifact (Fig. 4.3b). However, for M2 and higher sweep speed cases, 
Doppler power is well above the threshold for all flow velocities and even for the tissue 
signal (Fig. 4.3c), thus no threshold criterion was required. To be consistent, the power 
threshold was applied to all cases irrespective of the sweep speeds. Note that all the 
subsequent analysis in this study, from Fig. 4.4 onwards, is performed on the data from 
the upper-half of the vessel, as well as from the TMM above the vessel. This is because 
of higher attenuation (lower SNR) of the signal at a greater depth causing overestimation 
of the signal for lower velocities. This is more noticeable for the conventional method 
and for M1 for the deeper half of the flow profiles (Fig. 4.3). 
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Figure 4.4: Velocity magnitude bias (a-d) and standard deviations (e-h) for four 
specified flow velocities (as labeled) measured at ! = 20°, comparing five sweep 
speeds for ensemble sizes ranging from 4 to 16. Biases are differences averaged over 
70 independent measurements. 
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 Fig. 4.4 assesses the impact of various sweep speeds and ensemble sizes in terms 
of their accuracy and reliability relative to the conventional method, where velocity 
biases (a – d) and SDs (e – h) for each sweep speed are plotted as a function of ensemble 
size for flow velocities ranging from 0.5 – 2.1 cm/s. Overall, the velocity bias is 
independent of the ensemble size for all cases. The bias is lowest for M2 and M3 and 
stays within 0.2 cm/s for all ensembles and flow velocities shown. The accuracy for 
higher sweep speeds is compromised at lower flow velocities (0.5 cm/s), showing a bias 
of  ~ -0.5 cm/s and ~ -0.3 cm/s for M4 and M5 respectively, which is comparable to that 
of the conventional method (~ 0.6 cm/s). This is because the low velocities are very close 
to the wall (e.g. 0.5 cm/s lies within ~ 0.03 cm) and thus with a sample volume length of 
0.15 cm (5λ), the acquired Doppler signal would include both flow and wall signal with 
an increased frequency shift due to the aperture translation. Therefore, for higher sweep 
speeds the wall signal also shifts into the passband of the filter, where it is not attenuated. 
This introduces a negative bias in the velocity estimations, as observed for M4 and M5. 
 Overall, the standard deviations [Fig. 4.4(e)–(h)] decrease with increasing 
ensemble size for all aperture-translation methods. However, a consistently higher SD is 
observed for the conventional method at the lowest flow velocity, 0.5 cm/s [Fig. 4.4(e)] 
for all ensemble sizes (not fully visible in the plot as it extends off the scale). This is 
attributed to the low velocity signal being greatly attenuated by the wall filter thus 
reducing its SNR to such a low value that an increase in ensemble size does not increase 
its reliability. In general, the reliability increases with decreasing sweep speed for all flow 
velocities for a given ensemble size. For M1 and M2, the SD stays within 0.3 cm/s when 
the ensemble size is ≥ 12, which corresponds to a timeframe of ~54 ms, with no 
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substantial improvement when increased to a higher ensemble of 16. Therefore, an 
ensemble of 12 has been used for the rest of the results, which would provide higher 
frame-rate (54 ms/scanline) than when an ensemble of 16 is used (72 ms/scanline). 
Overall, M2 shows minimum bias and SD for all flow velocities, suggesting that a sweep 
speed of 2 cm/s could be sufficient to overcome the adverse effects of a low SNR signal, 
while sufficiently low enough to avoid aliasing. 
 Relative error and relative standard deviation in the estimation of velocity 
magnitude are shown in Fig. 4.5, extending the comparison to higher flow velocities of 
up to 3 cm/s, which are above the WFeff but still in the transition region of the wall filter. 
All ensemble sizes are shown here for completeness. These results are consistent with the 
previous results in Fig. 4.4, suggesting that there is no advantage of using an ensemble of 
16 over 12, and lower ensemble sizes (4 and 8) are not sufficient (higher SD). As 
expected, relative error is reduced with increasing flow velocity below the aliasing limit 
for all sweep speeds. Focusing on the results for an ensemble of 12, M2 and M3 
performed consistently better for all flow velocities, with an accuracy of ≤ 13% and ≤ 
18% respectively. The relative SD [Fig. 4.5(c)] for both sweep speeds is ≤ 30% for flow 
velocities ≥ 1.1 cm/s, while it is > 50% for a velocity of 0.5 cm/s. For higher flow 
velocities (> 2 cm/s), all cases performed equally well with relative error and relative SD 
within 12% and 22%, respectively 
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 Fig. 4.6 compares the accuracy and precision of the velocity magnitude estimates 
for inter-beam angles of 15° and 20° for a range of theoretical velocities measured with 
an ensemble of 12. It demonstrates the benefit of using aperture-translation to enable a 
reduction of the inter-beam angle, which is usually desired in order to reduce the probe 
size and/or to measure flow in deeper vessels. Comparing the results for the two inter-
beam angles [Fig. 4.6(a), (b)], it is seen that similar or better accuracy can be achieved  
 
Figure 4.5: Relative error in velocity magnitude comparing varying sweep speeds 
for a theoretical velocity range of 0.5 to 3 cm/s for ensembles of 4 to 16 (as labeled) 
at ! = 20°. Relative errors are calculated from the estimated velocities averaged 
over 70 measurements. Error bars represent relative standard deviations. 
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using the aperture-translation method at a smaller inter-beam angle (! = 15°) than what 
can be obtained at a higher angle (β = 20°) with the conventional method. As an example, 
for M2 at ! = 15° and for a flow velocity of 1.1 cm/s, the error was reduced by 28 
percentage points with the standard deviation reduced by 11 percentage points, compared 
            
 
Figure 4.6: Relative error (a,b) and SD (c,d) in velocity magnitude comparing inter-
beam angles of 15° and 20° at various sweep speeds for flow velocities ranging from 
0.5 to 3 cm/s for an ensemble size of 12. Relative errors are calculated from the 
estimated velocities averaged over 70 measurements. Error bars (in a, b) represent 
the relative standard deviations over 70 measurements. 
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to Case-0 at ! = 20°. At higher velocities > 1.1 cm/s, the accuracy of M2 at ! = 15° is 
comparable to the accuracy of Case-0 at ! = 20° at a small cost in the reliability of the 
estimates. 
4.2 Electronic-Sweep Method 
To assess the practicability of the E-sweep method (sec. 2.1.4), the velocity magnitude 
profiles were generated and compared with the theoretical profiles (Fig. 4.7). These 
velocity data were compared later with that from the M-sweep method.  
 
Figure 4.7: Mean resultant velocity magnitude profiles reconstructed from the left 
and right receivers’ Doppler shifts for varying electronic-sweep speeds for an 
ensemble of 12, in the TMM and in the straight-vessel flow phantom with a peak 
velocity of 3.4 cm/s at a ! of 15°. The flow velocities are averaged over 60 
independent measurements. 
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As previously mentioned in Chapter 2 (section 2.3.2.2), the sweep speeds obtained with 
the E-sweep method are dependent on the PRF (inverse of the pulse repetition interval or 
the time-step), indicating that a reduction in the sweep speed by a factor of two reduces 
the required or effective PRF by half (Fig 2.4). Therefore, the velocity profiles shown for 
each sweep speed have a different effective PRF. Note that aliasing starts to occur at a 
flow velocity of ~2 cm/s for E3.5 and E4 and at ~2.5 cm/s for E5, which are lower than 
the expected aliasing velocities calculated for each PRF. For example, aliasing should 
occur at a velocity of ~3 cm/s for E3.5 at a PRF of 112 Hz and ! = 15°. 
 Aliasing is demonstrated in Fig 4.8, which shows representative single scanlines 
from the data presented in Fig. 4.1 and 4.7, at various sweep speeds for M-sweep and E-
sweep methods, as well as the conventional method. Aliasing can be seen for both M-
sweep and E-sweep at lower Doppler frequencies than the expected Nyquist frequency 
(PRF/2) for one or both beams.  This is due to higher fluctuations in the Doppler signal as 
is obvious from the scanlines, especially in the tissue. The standard deviation of the 
Doppler frequencies was calculated in the tissue region of 21 – 26 mm (50 data points, 
with each data point representing 40 independent measurements for a total of 2000) for 
each PRF for both the M-sweep and E-sweep. The SD of the Doppler frequency estimate 
increased with the sweep speed, i.e. ~3.5 Hz to ~6 Hz for sweep speeds of 3.5 cm/s and 5 
cm/s, respectively, for both methods. However, the SD when normalized with the 
corresponding PRF showed consistently comparable values of ~0.03, which varied only 
within ~0.005. The conventional method also showed comparable normalized SD of 
within 0.036, when obtained at a central velocity of 3.4 cm/s (matched with M3.5 and 
E3.5) at a PRF of 112 Hz. These results suggest an increase in the variability of the  
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estimates with the PRF. Moreover, the right beam (with negative Doppler frequency 
profile) appeared to alias earlier than the left, which could be due to a slight asymmetry 
present between the two beams. Similar plots could also be generated at a PRF of 223 Hz 
to show that underestimation of the averaged Doppler frequencies at higher sweep speeds 
 
Figure 4.8: Left and right single-line Doppler frequencies for conventional (a-c), M-
sweep (d-f), and E-sweep (g-i) methods using varying PRFs (112, 134, and 168 Hz), 
which correspond to sweep speeds of 3.5, 4, and 5 cm/s, respectively. 
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(Fig. 4.1) is due to the aliasing of some of the scanlines that are used in the averaged 
signal, as presented in the previous section. 
4.3 Electronic-Sweep Versus Mechanical-Sweep 
To test the feasibility of implementing the method electronically, the velocity profiles 
obtained from both E-sweep and M-sweep are first compared qualitatively, as shown in 
Fig. 4.9 for the three matching sweep speeds of 3.5, 4, and 5 cm/s with their 
corresponding PRFs of 112, 134, and 168 Hz, respectively, at an inter-beam angle of 15°. 
The inter-beam angle chosen here is 15° instead of 20° in order to avoid aliasing for as 
large a range of flow velocities as possible. The velocity data for M-sweep were re-
processed to match the PRF for the E-sweep data, where the E-sweep speeds were 3.4, 
4.1, and 5.1 cm/s. Only these three sweep speeds were compared as shown in Fig. 4.9(a)– 
(c). For M-sweep, the sweep speed was limited to a maximum 5 cm/s, which is a 
limitation of the translational stage used in the study, whereas the E-sweep method only 
allowed a minimum speed of ~3.4 cm/s due to a hardware limitation as discussed in 
Chapter 2 (Section 2.3.2.2). 
 The velocity profiles [Fig. 4.9(a)–(c)] for both the E-sweep and M-sweep method 
are very similar demonstrating the equivalence of the principle of the two methods. For 
flow velocities below the aliasing limit, the velocity profiles from both versions of the 
aperture-translation method match more closely to the theoretical velocity profile than 
does the conventional method. 
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Fig. 4.10 quantitatively compares the E-sweep and M-sweep methods with the 
2D-VDUS conventional method and the theory, highlighting the velocities of 0.5 to 3 
cm/s from Fig. 4.9. There are two key inferences obtained from the data. First, the two 
methods, E-sweep and M-sweep outperform the conventional method for low flow 
velocities within the aliasing limit. This is demonstrated in Fig. 4.10 (a)–(c). For all three 
sweep speeds, the E-sweep and M-sweep methods show better accuracy, with a relative 
error of  < 33% for flow velocities ≥ 1.1 cm/s, compared to highly erroneous estimates 
(error reaching 100%) for the conventional method. The gaps between the SE bars for the 
aperture-translation methods and the conventional method are larger than the mean size 
of the error bars for velocities ≤ 2 cm/s. These large gaps suggest a statistically 
significant difference (p ≥ 0.05) (Cumming et al. 2007) between the aperture-translation 
and the conventional method. 
 
Figure 4.9: Mean resultant velocity magnitude profiles reconstructed from the left 
and right receivers’ Doppler frequencies comparing M-sweep and E-sweep 
methods with case-0 and theoretical velocity profiles for three matching sweep 
speeds (3.5, 4, and 5 cm/s) with corresponding PRFs (as labeled) for an ensemble of 
12 at ! = 15°. The velocities are averaged over 60 independent measurements. 
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 Second, the E-sweep method performs similarly or better than M-sweep. For all 
sweep speeds, below the aliasing limit, the error for the E-sweep method is within 20%, 
and the SD (≤ 0.71 cm/s) comparable to the M-sweep method for flow velocities ≥ 1.1 
cm/s. For these velocities, the relative error for the M-sweep is typically higher and 
reaches as high as 33% [Fig. 4.10(b)], suggesting E-sweep to be the better choice for 
implementation. 
 
Figure 4.10: Velocity magnitude (a-c) comparing mechanical and electronic-sweep 
methods with conventional method for theoretical velocities ranging from 0.5 to 3 
cm/s (in gray) for three matching sweep speeds (3.5, 4, and 5 cm/s) with 
corresponding PRFs (as labeled) for an ensemble of 12 at ! = 15°. Error bars 
represent the standard error over 60 measurements. Standard deviations (d-e) for 
the three methods are compared for the same flow velocities. 
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4.4 Discussion 
The proof of concept and feasibility for clinical implementation of aperture translation 
techniques using two receiver beams has been demonstrated. The method used the 
principle of increasing the phase difference to improve the SNR of the low velocity 
signals, which would otherwise lie below the wall filter cut-off. A quantitative analysis 
was performed on the M-sweep method with varying sweep speeds, ensemble sizes, and 
inter-beam angles to assess the overall potential of the aperture-translation method 
compared to the conventional method for estimation of low velocities, such as would be 
present in recirculation regions or near the wall, for improved shear stress measurements. 
Comparative analysis of the E-sweep and M-sweep results demonstrated the equivalence 
of the principle of the two implementations. Both E-sweep and M-sweep aperture-
translation methods out-performed the conventional method for the low near-wall 
velocities ≤ 2 cm/s. E-sweep, which is the desired method for clinical implementation, 
showed improved performance relative to M-sweep, therefore suggesting potential for 
future development. 
 In general, a smaller ensemble size, i.e. higher temporal resolution, is desirable 
whenever possible to achieve a high frame-rate such as to capture rapidly changing flow. 
The compromise that accompanies high temporal resolution is the reduced SNR with 
smaller ensemble sizes, i.e. reduced reliability. For the aperture-translation method, the 
accuracy in the flow estimation was found to be independent of the ensemble size for all 
sweep speeds (M1-M5), which would allow the choice of ensemble size to be smaller but 
at a small cost of reduced precision (Fig. 4.4). 
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 Fig. 4.5 compares the performance of varying sweep speeds, i.e. M1-M5, 
demonstrating that M2 performed consistently better overall, with improved accuracy 
(relative error within 13%) and reliability (SD ≤ 0.4 cm/s) for all flow velocities (0 to 3 
cm/s) and ensemble sizes ≥ 12. These results suggest that M2 is a suitable choice for the 
filter parameters used in this study. 
 The aperture-translation method showed its benefit in enabling a reduction of the 
inter-beam angle, giving comparable accuracy to the conventional method at a large 
angle at a minimal cost of precision (Fig. 4.6). A smaller inter-beam angle is usually 
desired when imaging at a greater depth and/or for reducing the probe size. 
 It is understood that the choice of an appropriate PRF is essential for the aperture-
translation method not just to avoid aliasing but also to avoid de-correlation of the signal 
between pulses. Reducing the PRF increases the inter-pulse interval and therefore 
increases the lateral distance travelled between pulses by the transmit beam. It has been 
pointed out by (Wagner et al. 1983) that speckle signal, during an ultrasound B-scan, de-
correlates if the distance moved between two consecutive pulses is greater than 0.87 
times the lateral resolution of the transmit beam. For the case of the aperture-translation 
technique, the lateral resolution of the transmit beam used was ~0.94 mm, which would 
require the distance moved between pulses to be ≤ 0.82 mm. For the lowest PRF of 112 
Hz and the maximum sweep speed of 5 cm/s used in this study, the distance moved 
would only be ~0.45 mm. Therefore, the signal should stay correlated for consecutive 
pulses at all the sweep speeds and blood velocities used in this study. 
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 For more physiological pulsatile flow, the WFeff may need to be set higher, e.g. at 
~25 Hz, to accommodate the typical Doppler frequency obtained from the systolic 
motion of the wall of the CCA. This would take into account that a ~10% systolic 
dilation (Morganti et al. 2005) occurs over a timespan of about 100 ms (Holdsworth et al. 
1999). Velocity estimates would thus be improved for some correspondingly higher 
velocities, say ~ 5 cm/s, which is the velocity close to WFeff of 25 Hz. 
 For proof of concept, the study was performed on steady parabolic flow where 
there was no wall motion. However, the flow in arteries is pulsatile and causes wall 
motion, where radial wall motion is typically axial to the transmit beam. Each receiver 
beam, oriented at an angle relative to the transmit-beam axial direction, sees a component 
of the wall-motion velocity. A typical artery experiences a maximum radial wall velocity 
during the transition from end diastole to peak systole and can be estimated to be ~0.8 
cm/s, when considering the above mentioned dilation and timespan. Theoretical 
calculations of the flow and wall-motion Doppler frequencies estimated using the left and 
right beams after directional Doppler processing at different sweep speeds are shown in 
Fig. 4.11. With no aperture motion, both receiver beams see the same positive Doppler 
signal (shown in blue) from the wall motion. It is obvious in Fig. 4.11(a) that a 
sufficiently low wall filter applied to retain the blood signal would also retain the wall 
signal, and therefore the filtering would not suffice. By translating the aperture, the 
Doppler frequency estimates can be shifted as shown in Fig. 4.11 (b)–(f). Due to this 
translation, the wall-motion Doppler frequency decreases for one beam and increases for 
the other (shown in magenta), introducing an asymmetry. For example, in Fig. 4.11(c), 
the wall-motion Doppler frequencies from the two beams translating with a sweep speed 
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of 2 cm/s parallel and anti-parallel to the flow, respectively, are 46 Hz and ~3 Hz. This 
asymmetry could allow the high-pass wall filter to eliminate the wall-motion component 
of the Doppler spectrum while retaining the blood-flow component of one of the beams 
(the left beam in this example). However, this would change the method from 2D vector 
estimation to only 1D as only one out of the two receiver beams provides a reliable 
Doppler frequency estimate in the presence of wall motion.  
  
Figure 4.11: Theoretical Doppler frequencies, seen by two symmetrically oriented 
receiver beams at an interbeam angle of 20° for various sweep velocities (a – f), due 
to axial wall of 0.8 cm/s with no sweep velocity, wall velocity (perpendicular to the 
flow velocity) with sweep speed, and lateral flow velocity of 1 cm/s. 
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 The results in this study were presented for a linear array parallel to the vessel-
wall, but arteries generally are not straight making it difficult to align the array parallel to 
the vessel wall, resulting in a tilt of the array relative to the vessel and wall. The effect of 
this tilt on the effective wall-motion Doppler frequency was determined by calculating 
the change in the wall-motion Doppler frequency with respect to the tilt angle for various 
sweep speeds (not shown). A change of ~1 Hz in the Doppler frequency was obtained 
when the linear array was tilted through 5°. With the aperture being translated parallel to 
the array, any tilt would need to be compensated by acquiring the Doppler signal from 
progressively changing depths. This could be achieved by changing the sampling time 
(gate-depth) as the aperture translates such that the signal is acquired at the same depth 
(vessel radial position) relative to the vessel wall. Real-time variation of echo sampling 
times have previously been used to reduce the sampling rate required for B-mode 
beamforming (Foster et al. 1989; Brown and Lockwood 2005) and therefore might be 
readily implemented for the application presented here. 
 For conventional VDUS systems, three or more receiver beams should be used to 
make the measurements independent of the orientation of the 3D velocity vector. The 
technique presented here was shown to work with two receivers on a linear array, which 
may be reduced to only one when there is wall motion. The array must be aligned with 
the velocity vector, or with the wall assuming flow very close to the wall of the vessel is 
parallel, and would rely on the abilities of a sonographer for accurate alignment. Multiple 
orientations of the linear array, rotated about the transmit axis (azimuthal orientations), 
could be used to allow for a selection of receivers that best aligned with the velocity 
vector. 
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 As demonstrated in the results section, the aperture-translation method is useful 
for more accurately measuring low blood velocities. Two examples of clinically relevant 
applications with interest in very low velocities, such as for accurate measurement of wall 
shear stress, are in the carotid artery and in arteriovenous fistulae (AVF). Studies have 
shown the significance of diastolic wall shear stress in the carotid artery for cerebral 
disease assessment (Palm-Meinders et al. 2009; Mutsaerts et al. 2011) and for stroke risk 
(Jeong et al. 2014). During the diastolic phase of the cardiac cycle, the wall velocity is 
very low, which eliminates the need of a higher cutoff frequency for the wall filter. A 
high-pass filter with a lower cutoff frequency (used in this study) would be sufficient to 
reduce the clutter originating from the side-lobe reverberations from surrounding tissue 
making the results from this study applicable when measuring shear stress during the 
diastolic phase. 
 The second application could be the accurate mapping of blood velocities and 
shear stress measurements in an AVF. An arteriovenous fistula is an abnormality where 
an artery and a vein join together, which can be congenital, pathological, or created 
surgically such as for dialysis intervention. Studies have demonstrated that an AVF is 
prone to atherosclerosis and thrombosis (Huijbregts et al. 2008; Basile et al. 2016), 
requiring periodic evaluation of the vascular access (fistula) through testing, such as flow 
measurements to detect any dysfunction (Hayashi et al. 2006; Valliant and McComb 
2015). The surgical fistula for hemodialysis is created in the forearm and could easily be 
imaged with a probe using either M-sweep or E-sweep methods, thus providing 
potentially useful information on velocity and shear stress to diagnose dysfunction in the 
AVF. 
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4.4.1 Practical Limitations of VDUS Aperture Translation 
The M-sweep version of the aperture-translation method is limited by the physical space 
available to move the transducer parallel to the vessel(s) of interest and could be difficult 
to align with the vessel wall. On the other hand, it would allow more flexibility in terms 
of choosing a broader range of sweep speeds while keeping a constant PRF, as 
demonstrated in the results. 
 Conversely, E-sweep does not require physical motion and therefore would be 
easier to align the direction of the aperture motion with the vessel wall by using a B-
mode image. However, the E-sweep method is limited due to the dependence of the 
sweep speed on the PRF, as already explained. Unfortunately, hardware limitations of the 
scanner used in this study only allowed for a maximum of ~600 pulses to be saved at a 
time. With this limitation, a maximum of 6 pulses per aperture location were possible per 
100 aperture-steps, yielding a minimum velocity of 3.5 cm/s at a PRF of 112 Hz. 
Reducing the PRF in order to lower the sweep speed then caused aliasing at even a very 
low flow velocity of 2 cm/s, as seen in the cases for E3.5 and E4 (Fig. 4.10).  
To change the E-sweep speed for a given constant PRF would then require a 
change in the element-pitch of the array, which corresponds to the distance moved by the 
aperture between two consecutive pulses for this method. The transducer used in this 
study had an element-pitch of 0.3 mm, which produced a sweep speed of ~10 cm/s at a 
PRF of 223 Hz. For a sweep speed of 5 cm/s, i.e. reducing the sweep speed by half, the 
PRF had to be lowered by a factor of two. Furthermore, if a transducer with a smaller 
element-pitch is used, e.g. an element-pitch of 0.15 mm, the sweep speed could then be 
reduced to half its original at the same PRF. This means that various transducers, each 
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with a different element-pitch would be required for different sweep speeds. However, 
the M-sweep results (Fig. 4.5) suggest that at a PRF of 223 Hz a sweep speed of 2 cm/s 
performs best. A 2 cm/s E-sweep at the same PRF would require a transducer with an 
element-pitch of ~0.09 mm. A compromise could be made by changing the PRF to 200 
Hz, resulting in a transducer with an element-pitch of 0.1 mm, which is approximately 
the element-pitch of current 15 MHz arrays. Arrays used with frequencies ≥ 15 MHz 
already exist and implement finer element-pitch arrays. The drawback of such a finer 
pitch array would be a reduced lateral field of view (FOV). If there is a need to increase 
the FOV, extra elements would need to be added. 
 In summary, both the mechanical (M-sweep) and the electronic (E-sweep) 
versions of the aperture-translation VDUS method out-performed the conventional 
method. Overall, M2 showed the best accuracy and reliability, suggesting the importance 
of making a reasonable choice of sweep speed with an optimal PRF. The electronic 
version of the technique, which would be more relevant clinically, performed better than 
M-sweep, which is an approximation of an ideal implementation of aperture translation. 
Therefore, the E-sweep version shows promise for further development and could be 
implemented with no extra hardware or modification as it uses the same type of image 
sequencing used for B-mode linear array scanning on almost all ultrasound scanners 
available in the market. 
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Chapter 5  
5 Summary, Conclusion, and Future Directions 
This chapter summarizes the work presented in this thesis and some suggestions for 
future work. The first section 5.1 presents the summary of the studies and the conclusions 
drawn from them. Section 5.2 suggests possible future directions of the work. 
5.1 Summary and Conclusion 
5.1.1 Crossbeam Multi-Receiver Configurations  
This study provided a comparison of the accuracy of the low velocity estimates 
(magnitude and direction) derived using a varying number of receiver beams and 
assessing sensitivity to velocity orientation. The aim was to explicitly assess the benefit 
of increasing the number of beams while using a reasonable inter-beam angle and choice 
of beam selection method in order to achieve more accurate and reliable estimation of 3D 
velocities. Accurate estimation of these low velocities is important for accurate mapping 
of velocities to achieve improved estimations of wall shear stress and turbulence, which 
are known risk factors for atherosclerosis and stroke. In this work, as an initial 
assessment of the potential of multi-receiver configurations for 3D velocity estimations; a 
theoretical geometric analysis was performed using 3R – 8R configurations at various 
inter-beam angles for a range of velocity-vector orientations with a magnitude such that 
its Doppler shift lies near the wall filter cut-off. The experimental analysis used a steady 
parabolic flow data, which generated flow velocity magnitudes spanning up to 5 cm/s, 
such as might typically occur within a few millimeters of the wall of a common carotid 
artery or other large vessels. Flow was imaged using a linear array, and vector Doppler 
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signal processing. The linear array was rotated about the central transmit-beam axis to 
generate various crossed receiver-beam configurations and to emulate different velocity-
vector orientations. Some beam-selection criteria were examined to assess their affect on 
the accuracy of the resultant velocity vector estimation. 
 Overall, this study provided guidance in choosing the best configuration and 
geometric parameters for VDUS applications where low velocities were needed to be 
measured, e.g. for wall shear stress estimates, and also for designing a 2D array for such 
applications. The results demonstrated both theoretically and experimentally that accurate 
and reliable estimations of low 3D vector velocities require greater than four receiver-
beams with a minimum inter-beam angle of 20° for each of the beam selection methods 
tested in this study. The asymmetry in the arrangement of receivers, as seen with a 5R 
configuration, was observed to be an important factor in improving the velocity vector 
estimations. Hence, a minimum of five receivers was suggested when designing a 2D 
array or probe for velocities near the wall filter cut-off. 
5.1.2 Vector Doppler Ultrasound Aperture-Translation 
The aim of this study was to also accurately estimate blood velocities as close as possible 
to the wall with the same motivation as mentioned above i.e.to improve the estimation of 
wall shear stress in large arteries. A novel technique – aperture-translation – was 
introduced for this purpose. The low near-wall velocities, when measured with the 
conventional VDUS system would give highly unreliable estimates, which are due to the 
reduced SNR of the Doppler signal. The aperture-translation method improved the SNR 
for these velocities by increasing the phase difference via two versions of the technique, 
translating the transmit- and receive-apertures mechanically and electronically. These two 
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versions, M-sweep and E-sweep, were assessed for velocity accuracy compared to the 
conventional method, imaging the velocities in a wall-less straight-vessel phantom under 
steady flow conditions. Performance of the M-sweep method was also assessed at various 
sweep speeds and ensemble sizes at two inter-beam angles and for a range of flow 
velocities (0 to 3 cm/s). The M-sweep and E-sweep methods were compared to assess if 
the two versions were equivalent. 
 The results from this work demonstrated that the aperture-translation VDUS 
method, both its mechanical and electronic version, improved the accuracy and precision 
of low near-wall velocities that lied within the WFeff compared to the conventional 
method. However, a reasonable choice of sweep speed and an optimal PRF would be 
important. The equivalence in the performance of the two versions with E-sweep 
performing similarly or better than M-sweep suggested the E-sweep method, which 
would be more suitable for clinical implementation, showed promise for further study. 
5.2 Future Directions 
5.2.1 2D Array Design of a 5R configuration  
The results from Chapter 3 suggested a 2D array design with 5R configuration, for best 
accuracy and precision of low 3D vector velocities that lie near the wall filter cut-off, 
without introducing redundancy in terms of number of receivers. As discussed in Chapter 
3, for a 2D array with 5R configuration design, a large number of elements would need to 
be wired (1920, with each aperture using 320 elements, as described in Section 3.4). This 
is a well-known limitation that makes the implementation of 2D arrays a very challenging 
task, i.e. requiring a large amount of hardware and computing power. To overcome this 
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challenge, techniques such as Mills cross arrays, vernier arrays, and random 2D arrays 
have been implemented (Davidsen et al. 1994; Brunke and Lockwood 1997; Yen and 
Smith 2004). These methods deteriorate the imaging capability and the Doppler signal 
strength. Various optimization algorithms like simulated annealing and genetic 
algorithms (Trucco 1999; Weber et al. 1999; Chen et al. 2010) have been introduced that 
try to improve the beam-quality by minimizing the side-lobes and the grating-lobes while 
maintaining a constant width of the main-lobe. 
 In future work, a simulation study using Field-II, an open-ware MATLAB-based 
ultrasound simulation program (Jensen and Svendsen 1992; Jensen 1996b) (http://field-
ii.dk), could be performed for the design of a 2D array to implement a 5R configuration. 
The study might include simulation of an optimization algorithm, for example using a 
genetic or simulated annealing algorithm. A recent work (Diarra et al. 2012) 
demonstrated that a reduction in the number of elements by ~82% resulted in a good 
quality image using the simulated annealing sparse array technique. A similar algorithm 
could be adopted to assess each receiver-beam’s Doppler SNR with the limited number 
of elements. Besides optimization of number of elements of the array, it would also be 
useful to study the effect of aperture size and considerations that would be difficult to 
study experimentally, such as sample volume misregistration and differences in 
attenuation along different receive beams. 
5.2.2 Optimized Beam-Selection Method 
The work in chapter 3 also showed a preliminary study on assessing the potential of a few 
beam-selection methods on the accuracy of 3D velocity estimations. The results of the 
study suggested overall good performance of PT method but requires a user-defined 
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threshold. A comprehensive simulation study on the beam-selection methods would be 
useful for finding a more robust beam-selection criterion with an objective of making it 
user-independent. This could include a combination of WLS and PT method to improve 
the accuracy and reliability of velocity estimation using a 3D VDUS system, potentially a 
5R configuration. A possible way would be to apply the PT method first, to eliminate the 
obviously low SNR Doppler shifts and then apply the WLS method to the remaining 
beams. With the combined approach, the PT method would satisfactorily remove any 
obviously noisy estimates even if the user-defined threshold value was sub-optimal. A 
combination of other methods, such as MDSD and maximum power (selecting three 
beams with maximum Doppler power), along with the PT method could also be studied 
for optimization. This would potentially contribute in improving the overall accuracy of 
the low SNR Doppler signals that lie near and within the WFeff. 
5.2.3 Implementation of Optimized 2D array for In-vitro and In-vivo 
Assessment 
The next step might be to implement the optimized 2D array. Fully wired 2D arrays are 
available in the market. These could be custom sampled to match the 5R design, 
controlled by software to form a sparse array. The velocities in regions such as in 
recirculation in the sinus bulb of the ICA and near the wall could be estimated to obtain 
velocity maps using the existing PVA carotid flow phantom (stenosis severity of 50% 
eccentrically oriented) initially using constant flow conditions. A steady state condition 
would be useful for line-by-line acquisition to obtain velocity maps in the vessel. The 
particle image velocimetry (PIV) technique could be used to compare and validate the 
accuracy of the estimated velocities in the proposed 2D array design. Particle image 
121 
 
velocimetry is considered the gold standard laboratory technique for fluid flow 
characterization and is already set up in our laboratory. Shear stress measurements could 
then be made and compared with the PIV shear stress measurements. The validation 
could then extend to a physiologically realistic flow condition, i.e. pulsatile flow, which 
could be achieved by applying a carotid flow-rate waveform to the carotid flow phantom 
using a programmable flow pump (Holdsworth et al. 1991). A trigger signal could be set 
up on the waveform to acquire data at the same phase of the cardiac cycle in order to 
generate an ensemble data set from multiple cardiac cycles.  
 An in-vivo study could be performed to estimate near wall velocities in the CCA, 
where the flow is mostly parabolic, as well as in the ICA bulb, where the flow is 
recirculating. The ethical approval for such a system should not be any different, as the 
increased number of receivers would not increase the amount of energy delivered to the 
body. The probe would use only one transmit-beam, which would be similar to any other 
clinically used probes. Velocity estimations close to the vessel wall, both during the peak 
systole and the diastolic phase of the cardiac cycle, could be made and the wall shear 
stress could also be calculated from these velocity estimations. The results could then be 
compared with that of PIV or computational fluid dynamics using patient-specific 
geometric models. The images for these geometries could be obtained from MRI. The 
trade-offs are that PIV validation would require phantom fabrication with optically 
transparent TMM, such as polydimethylsiloxane, for each individual geometry, which 
could be costly. On the other hand, computational fluid dynamics assumes rigid wall 
conditions, which would not be a physiologically realistic assumption. Hence, trade-offs 
would need to be assessed before making the choice. 
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The in-vivo study would be useful in more accurately determining the wall shear 
stress because the 5R configuration design of the probe would allow accurate velocity 
estimations closer to the wall than it would be possible with only 3R configuration. As 
already mentioned in the introduction chapter, wall shear stress is an important 
hemodynamic parameter for vascular disease diagnosis. 
5.2.4 Optimization of VDUS Aperture-Translation Technique 
The potential and proof of concept of a novel technique, for accurate estimation of low 
blood velocities within the wall filter cut-off, was introduced in Chapter 4. The results 
showed improvement of low velocities ≤ 2 cm/s for this method compared to the 
conventional VDUS method with the electronic aperture-translation method showing 
improved precision with similar accuracy when compared with its mechanical version. 
Due to the hardware limitation and dependence of PRF on the sweep speed, for a given 
pitch of the linear array, only a limited range of velocities were possible, which limited 
the analysis to only few sweep speeds. 
 In the future, this analysis could be advanced by a simulation study, which would 
easily allow for changing the element-pitch of the array to keep the PRF constant when 
changing the sweep speed, instead of switching linear arrays to change the element-pitch. 
The effect of the range of varying beam-orientations, PRFs, and ensemble sizes for 
varying sweep speeds could be studied to optimize these parameters imaging a range of 
low velocities 
 As discussed in Chapter 4, the aperture-translation method requires accurate 
alignment of the linear array along the wall of the vessel in the elevation direction, 
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however, the sensitivity of the technique on the velocity vector orientation should be 
studied by simulating the bends and twists as seen in the human vasculature. The next 
step could be to experimentally demonstrate the potential of the method suggested for 
obtaining information from varying depths (Discussion: section 4.4) when the aperture 
translation is not parallel to the vessel axis (i.e. presumed flow direction). The experiment 
could be performed in a straight-vessel phantom using constant flow but tilting the 
transducer to move the aperture at an angle relative to the vessel. The method of varying 
the sampling rate to obtain signal from varying depths was previously introduced by 
Foster et al. (Foster et al. 1989) for B-mode beamforming and it would be useful to study 
its effect on the aperture-translation technique. 
5.2.5 Reducing Effect of Wall Motion on VDUS Aperture-Translation  
As discussed in Chapter 4 the wall motion affect the aperture-translation method both 
favorably and adversely, as shown in Fig. 4.11, reducing the 2D system to 1D. As 
suggested, multiple orientations of the linear array, rotated about the transmit axis 
(azimuthal orientations), would allow for a selection of receivers that best align with the 
velocity vector. An experimental study could be performed in the existing straight-vessel 
phantom adding vessel-wall motion. The motion could be a sinusoidal flow motion, axial 
to the transmit beam, generated using a programmable flow pump. The potential of the 
method of selecting multiple receivers for the accuracy and reliability of 2D velocity 
estimates could be assessed for various wall velocities, corresponding to different phases 
of the cardiac cycle, and varying sweep speeds. 
 The final verification of the technique would be an in-vivo study performed on 
normal healthy common carotid arteries during systolic and diastolic phases to measure 
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the wall velocities and the wall shear stresses. The application of the method would not 
be limited to only carotid flow but would also be useful for diagnosing abnormal flow 
and for improved estimations of wall shear stress, such as, in the arteriovenous fistula. 
 Overall, the future work suggested here would be very useful in overcoming the 
major limitations of DUS, the angle-dependence, and the adverse effect of the high-pass 
filter. This would provide more accurate estimation of low and 3D blood velocities, 
improved measurements of wall shear stress, and accurate mapping of abnormal 
hemodynamics in a diseased vasculature. Implementation of the optimized 2D-array 
design and the aperture-translation techniques would provide a useful tool for improved 
diagnosis and management of vascular disease. 
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Appendices 
Appendix A-1 Justification of Effective Wall Filter Value 
The Doppler shifts from three receivers of a 3R configuration are shown in Fig. A-1.1 for 
inter-beam angles of 15° and 25°. These results complement those shown in Fig. 3.2 (Ch. 
3), which correspond to an inter-beam angle of 20°, and thus further justify the choice of 
the WFeff. The experimental mean Doppler shifts for the third beam (beam3) lie close to 
or within the 10-Hz cutoff, and therefore show higher standard deviations, ranging from 9 
Hz to 22 Hz (i.e. twice the Doppler frequency), for nearly all orientations reflecting the 
effect of the 10-Hz WFeff. 
  
 
Figure A-1.1: Experimental mean Doppler shifts (solid) averaged over 160 
independent measurements of a velocity of 2 cm/s with a 3R configuration with 
inter-beam angles of (a) 15° and (b) 25°. The corresponding theoretical Doppler 
shifts are shown with gray markers. The gray band represents the effective wall-
filter cut-off range (± WFeff). Error bars represent standard deviations over 160 
independent measurements. 
(a) 15° (b) 25° 
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Appendix A-2 Resultant Velocity Magnitude and Direction 
Similar to Fig. 3.7, which was shown for Δ! = 0°, Fig. A-2.1 shows the resultant velocity 
magnitude and directions for the remaining azimuthal rotations, Δ! = 15°, 30°, 45°, and 
60° (rows 1 to 4) calculated from the respective velocity components shown in Fig. 3.6 to 
obtain 3R – 8R configurations. The results shown here complement the results from Fig. 
3.7, i.e. the estimated velocity magnitudes agree with the theoretical parabolic profile to 
within 15% for velocities as low as 3 cm/s, for all configurations and rotations (Δ!  = 0° 
to 60°). The angle error for velocities ≥ 3 cm/s is stays within 5° for ≥ 5R configurations 
for all rotations, but it varied up to ±10° for 3R and ±15° (at Δ!!=15°) for 4R. 
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Figure A-2.1: Sample parabolic flow data representing mean Doppler velocity 
vector estimations for (a) magnitude, (b) azimuthal direction, and (c) elevation 
direction, averaged over 160 independent measurements for each of 3R - 8R 
configurations, with ! = 20°, for velocity vectors oriented at an azimuthal angles of 
105°, 120°, 135°, and 150°  (i.e., azimuthal rotations of Δ! = 15°, 30°, 45°, and 60°, 
respectively, relative to y axis) and elevation angle θ = 90°, after applying the PT 
method. Theoretical velocity magnitude profile and direction are shown in solid 
black line. 
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Appendix A-3 Geometric Analysis at WFeff of 50 Hz for 10 
cm/s 
 Fig. A-3.1 shows the results from the theoretical geometric analysis performed with 
WFeff of 50 Hz for a flow velocity of 10 cm/s. The results match the findings from Fig. 
3.3 (corresponding to 10 Hz, 2 cm/s), suggesting a minimum inter-beam angle of <15°, 
~21°, and ~25° exists for the 8R, 6R, and 5R configurations, respectively for the worst-
case azimuthal orientation, Δ!, for each configuration.   
                
Figure A-3.1: Color-encoded plots similar to Fig. 3.3 shown here for a WFeff of 50 
Hz and for a 10 cm/s velocity vector rotated through Δ! from 75° to 105° relative to 
the x-axis and for the worst-case of, Δ!. The black dashed-line represents the 
minimum inter-beam angle for which ≥ 3 receivers’ Doppler shifts are above the 
WFeff for all velocity orientations. 
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Appendix A-4 Performance of 5R Configuration at ! = 15°   
Fig. A-4.1 is shown to demonstrate the compromises that need to be made when lowering 
the inter-beam angle to 15° to reduce the probe size of the 2D array. Overall, the WLS 
method had better accuracy and reliability at ! = 20° as shown in Fig. 3.10. It is 
established that reducing the inter-beam angle reduces the accuracy and reliability of the 
estimates and are poorer for the PT method compared to WLS method. The reduced 
accuracy, e.g. at a velocity of 2 cm/s, can be illustrated by the increase in the relative 
error from 21% to 50%, and the reduced reliability is suggested by the increased SD from 
~0.3 cm/s to 0.4 cm/s [Fig. 3.10(b) and Fig. A-4.1(b) respectively] for the WLS method. 
For the PT method, the error instead increases to 66%, and the SD increases to ~0.9 cm/s. 
The bias and SD in the angle stay within 2°±4° for both methods. These results suggest 
that reducing the probe size comes at a cost of reduced accuracy and reliability especially 
in the estimation of velocity magnitude. However, this can be minimized with an 
optimized choice of a beam-selection method. 
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Figure A-4.1: Relative error of the mean velocity magnitude (a-c) and direction bias 
(d-f) comparing beam-selection methods for a theoretical velocity range of 1 to 5 
cm/s for 4R - 6R configurations (as labeled) at ! = 15°. Biases are averaged 
differences over all velocity vector orientations (Δ! = 0°, 15°, 30°, 45°, 60° relative 
to y axis). Error bars represent the standard deviations over 800 measurements. 
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