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Abstract
Tight integration between humans and computers has long been a vision
in wearable computing (“man-machine symbiosis”, “cyborg”), motivated by
the potential augmented capabilities in thinking, perceiving, and acting such
integration could potentially bring. However, even recent wearable comput-
ers (e.g. Google Glass) are far away from such a tight integration with
their users. Apart from the purely technological challenges, progress is also
hampered by the common attempt by system designers to deploy existing
interaction paradigms from desktop and mobile computing (e.g. visual out-
put, touch-based input; explicit human-computer dialogue) to what is in
fact a completely new context of use in which computer users interact with
the device(s) on the move and in parallel with real-world tasks. This gives
rise to several physical, perceptual, and cognitive challenges due to the lim-
itations of human attentional resources. In fact, while wearable computers
in recent years have become smaller and closer to our bodies physically, I
argue in this thesis that to achieve a tighter man-computer symbiosis (e.g.
such that some everyday decision-making can be oﬄoaded from human to
system as in context-aware computing) we also need to tie the computer
system closer to the conscious and unconscious parts of our minds. In this
thesis, I propose a conceptual model for integrating wearable systems into
the human perception-cognition-action loop. I empirically investigate the
utility of the proposed model for design and evaluation of a Wearable Per-
sonal Assistant (WPA) for clinicians on the Google Glass platform. The
results of my field study in a Copenhagen hospital simulation facility re-
vealed several challenges for WPA users such as unwanted interruptions,
social and perceptual problems of parallel interaction with the WPA, and
the need for more touch-less input modalities. My further exploration on
touch-less input modalities such as body gestures and gaze, showed the great
potential of using eye movements as an implicit input to WPAs. Since the
involuntary eye movements (e.g. optokinetic nystagmus) are unconscious
reflections of the brain to external stimuli, analyzing such involuntary eye
movements by WPAs opens new opportunities for unconscious interaction
(and man-machine symbiosis). Our EyeGrip prototype successfully demon-
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strated user’s complete unconscious control over visual information flows
(e.g. Facebook feeds), automatically halting the scrolling when an entity of
interest shows up. In this thesis I lay a conceptual framework and demon-
strate the potential of some new avenues for achieving tighter integration
between wearable computers and human agents.
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- Chapter 1 -
Introduction
§ 1.1 Problem statement
Advances in hardware and software technologies has resulted in miniaturiz-
ing electronics and emerging new generation of wearable computational and
sensory devices, such as functional textiles, smart glasses, smartwatches, and
other wearable gadgets. Previous research have shown promising potentials
to adopt wearable electronics in a wide range of application areas [111] such
as healthcare (e.g. [112, 210]), industry (e.g. [189, 194]), education (e.g.
[113]), and maintenance (e.g. [183, 24]). Increasing performance in learn-
ing [113], possibility of continuously monitoring patients [112], and reducing
human errors [210] are some of the promising findings from previous stud-
ies. These findings together with recent advances in wearable technologies
have increased expectations on wearable computers to revolutionize the way
people use computers in everyday life. In contrast, the application of wear-
able digital technology in everyday activities is limited to only using smart
bands and smartwhatches for mostly self-quantifying applications such as
step counters and heal monitoring systems [69]. This is far from what pi-
oneers of wearable computing such as Thad Starner [190] and Steve Mann
[118] envisioned for wearable computers as a constantly available assistant
used in parallel with real-world tasks [190]. This notion of wearable com-
puter is called wearable assistant in this dissertation. Even huge investments
by big companies like Google on technological advancement for building un-
obtrusive smart glasses, as a novel wearable form factor, has not resulted
in significant general uptake. This shows that in order to make wearable
assistants used in everyday life, it is not enough to only solve technological
complexities and work on making devices physically unobtrusive but we need
to take a holistic approach including both human-related and technological
aspects of interaction into account.
1
2 Chapter 1. Introduction
HCI$
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Figure 1.1: Research context of this dissertation.
1.1.1 Research context
The research of this dissertation is situated within the area of Human-
Computer Interaction (HCI) as an interdisciplinary field about how peo-
ple interact with computers. More specifically, I focus on HCI challenges
of interaction with wearable computers. A wearable computer can be any
kind of computing device worn by a user that processes, stores, or commu-
nicates data. According to this definition, wearable computers can be found
in many different form factors from wearable sensors, to smartwatches and
smart glasses. However, the focus of this dissertation is the notion of wear-
able assistant as an always-on device that provides useful information to the
user in parallel with performing real-world tasks. Even wearable assistants
can be in different form factors such as smartwatches, smart glasses, or even
smartphones. In this work, my specific focus is interaction with smart glasses
or eyewear computers comprised a head-mounted display (HMD) and a pro-
cessing unit that is connected to the Internet through wireless connection.
I define the concept of Wearable Personal Assistant (WPA) that represents
my conception of such wearable assistants. To concertize the concept of
WPA in this thesis, a WPA has been designed, implemented and evaluated
for clinicians. This includes pervasive healthcare as another domain to my
research context. Figure 1.1 illustrates the research context of this thesis
that is situated within HCI, wearable computing, and pervasive healthcare.
1.1.2 Wearable assistants: from vision to reality
One reason the vision of HMD-based wearable assistants have not come true
yet, could be the widespread use of smartphones that have been evolved to
play the role of personal assistants by providing phone assistance, e-mail
assistance, web assistance, and etc. Nowadays, the smartphone is the most
common computing device to support users in mobile scenarios by providing
useful services such as navigation, transport planning and etc. However,
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they do not support interaction on the move and concurrent interaction while
a user is performing real-world tasks [125]. Existing smartphones, like their
predecessors personal digital assistants (PDAs), force users to stop, pick
the device from their pocket, and devote at least one hand and full visual
attention to the interaction with the device [112]. This form of interaction,
interferes with most of the activities people do in the real world. Aside
from the physical constraints that holding smartphones creates for mobile
users, interaction with computing devices in a dynamic physical environment
(e.g. while walking) implies extra cognitive and perceptual load, which can
negatively affect the performance of users in the real-world tasks. There is
a good potential for wearable computing devices such as smart glasses to
solve some of the physical challenges of mobile interaction. Since the display
is always in front of the user’s eyes, the users do not need to hold the device
in their hands. Previous work on designing wearable assistants [112] listed
four main issues for implementing wearable assistants:
1. Interaction with the environment through different sensors (context-
awareness)
2. Providing hands-free input modalities
3. Acting based on the context without any explicit input by the user
4. Unobtrusive form factor
Most of the state of the art smart glasses such as Google Glass provide
the possibility of hands-free interaction which leaves users’ hands free for
real-world tasks. Furthermore, the unobtrusive form factor and promising
functionalities of state of the art smart glasses addresses second and fourth
challenges mentioned in previous studies. This inspired me to investigate
whether the modern eyewear computers can be good enough platforms for
envisioned wearable assistants.
RQ1: Given the unobtrusive form factor of state of the art smart glasses
such as Google Glass and possibility of hands-free interaction, how much
closer can the modern smart glasses bring the visionary wearable assistants
to reality?
To answer the above-mentioned question, first of all the concept of wear-
able assistant needs to be defined (section 2.4-page 24). The idea of wearable
assistant [37] or intelligent assistant has been proposed as an alternative de-
sign metaphor to the desktop metaphor by wearable computing community.
We all know that desktop metaphor has played the most profound role in
evolving computer user interfaces from green-screen terminals to more ad-
vanced graphical user interfaces. However, designing for modern mobile
and wearable computing devices requires moving beyond desktop metaphor
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[132]. Since one of the main assumptions of classical desktop metaphor is
the fact that users devote all their perceptual and cognitive resources to
the interaction with a desktop computer while in mobile scenarios part of
the perceptual and cognitive resources is occupied by the real-world task
at hand. But the definition of a wearable assistant provided by wearable
computing community [193, 37, 118] stays on a high-level visionary picture
[37, 193] without providing a clear step-by-step method for designing a wear-
able assistant; therefore, it is a big challenge to design a wearable assistant
based on only the previous work. Furthermore, taking a user-centered ap-
proach, such as participatory design [135], is not easy since the future users
of wearable assistants have no idea about the potentials and limitations of
the wearable computers. This led me to the second research question in my
thesis.
RQ2: How can we design a wearable personal assistant that accommodates
for interaction on the move and parallel interaction with real-world tasks?
1.1.3 Interruption management
As mentioned in the previous section, moving from smartphone-based assis-
tants to wearable assistants might solve some of the physical constraints of
interaction on the move. However, the cognitive and perceptual challenges
of concurrent interaction with both real world and computing devices could
even be more serious in wearable systems. Since wearable devices are closer
to both the body and mind of the “users” than classical personal comput-
ing devices ever have been. Therefore, they can more easily distract users’
attention from the real world. For instance, ignoring a visual notification
on the head-mounted display can be much harder for a user while driving
compared to notifications on usual smartphones. This means interruption
management is a crucial issue for wearable assistants to avoid negative ef-
fects of unwanted interruptions on ongoing tasks [2]. The classical approach
to reduce unwanted interruptions in mobile scenarios is to design context-
aware systems where the interruptibility of a user is determined based on
the user’s context including user’s activity, surrounding environment, peo-
ple, and etc. (e.g. [151, 166, 68, 57, 186]). But tracking and modelling
physical phenomena in the vicinity of a user have also proven to be very
hard indeed. An alternative to the context-awareness approach can be to
present notifications in the periphery of user’s attention. We know that hu-
man attention is a natural mechanism to filter out irrelevant cues to the task
in hand. This mechanism has been used in peripheral interaction [15, 67]
where information with lower priority targets the periphery of user’s atten-
tion. This motivates my third research question.
RQ3: How can we establish a symbiotic interplay between the existing in-
terruption management infrastructure in our brain and wearable personal
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assistant, approaching graceful interruption management?
1.1.4 Touch-less interaction with wearable assistants
The need for interaction on the move and in parallel with real-world tasks
requires wearable assistants to support hands-free interaction techniques.
For example, when hands are busy with real world tasks or in sterile en-
vironments such as operation theatre, providing touch-less communication
channels to the users can be a big advantage for wearable assistants. In fact
there is no perfect input modality for wearable assistants that works in all
situations. In fact, in mobile scenarios, users usually move from one situ-
ation to another one frequently, and each situation requires different input
and output modalities. For example, in a classroom voice commands are
not the best way of communication, or when a user is performing a manual
task, hands are not free for interacting with the wearable assistant. Voice
commands and head movements are the only touch-less input modalities
supported by state of the art smart glasses such as Google Glass, and Vuzix
smart glass. However, HCI community has already explored other touch-less
modalities such as eye gaze and body gestures mostly for interaction with
desktop computers but less explored for wearable devices. This drives the
fourth research question in my thesis.
RQ4: How can body gestures and eye movements be used as touch-less input
modalities for interaction with wearable personal assistants? More specifi-
cally, what are the technical and usability challenges of touch-less interaction
through body gestures and eye movements?
As it is mentioned in section 1.1.1, the specific focus of this thesis is
interaction with smart glasses or eyewear computer. The most important
output channel in an eyewear computer is head-mounted display (HMD).
While the technological advances in developing unobtrusive and high per-
formance Head-Mounted Displays (HMDs) have opened new horizons for
applications of wearable computers in everyday life, fundamental challenges
still remain. Eye fatigue, small field of view, swimming effects, limited res-
olution, and multiple focus planes, are some of the most famous problems
associated with HMDs [102, 162]. My last research question is about an
alternative visual output for eyewear computers.
RQ5: Given the known user challenges associated with Head-Mounted Dis-
plays (HMDs), is motor-controlled laser pointer technology a viable alterna-
tive?
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Figure 1.2: Concept-Driven approach [195] adapted to the wearable per-
sonal assistant concept and the hospital setting.
§ 1.2 Method
To answer the research questions divided and formulated in the previous
section, I have followed an approach termed as ”concept-driven interaction
design research” [195]. The concept-driven interaction design is a comple-
mentary approach to more traditional user-centered interaction design ap-
proaches such as participatory design. The main difference between concept-
driven approach and the traditional user-centered methods is the point of
departure in the design process. The traditional approaches are mostly
situation-driven which means they find inspiration and restrictions in the
(empirical) situation while the concept-driven approach finds inspiration
and restrictions in earlier theories and concepts. Moreover, while tradi-
tional situation-driven approaches has a client and a problem to solve, the
concept-driven approach is an exploratory investigation of previously estab-
lished theories with the aim of contributing to those theories. This is done
by creating artifacts to manifest the theoretical concept in different forms.
Through this act of creating artifacts, the designer explores the possible sce-
narios about interaction that the theoretical concept opens up and, thereby,
contributes to the constitute theories about the proposed concept.
The theoretical concept in my thesis is Wearable Personal Assistant
(WPA). Therefore, the point of departure in my research is the definition of
WPA concept grounded in the HCI theories (the upper cycle in Figure.1.2).
The second part is an exploratory process including hands-on design and
development of concrete artifacts inspired by futuristic scenarios about pos-
sible interaction and design situations (the lower cycle in Figure.1.2). In
this dissertation, the design situation is a hospital setting.
1.3. Contributions 7
1.2.1 Grounding the concept of wearable personal assistant
in Human-Computer Interaction theories
To construct the wearable personal assistant concept, first of all, the existing
definitions of the wearable personal assistant and other similar concepts are
reviewed. Then the relevant HCI theories are used to explain the interaction
between the visionary WPA and users (Chapter 2).
1.2.2 Exploring the possible scenarios
Based on the constructed concept of WPA informed by HCI theories and
previous work, the possible future scenarios of interaction with the visionary
WPA are explored through crafting artifacts that manifest the concept in
an experiential and interactive form. This includes designing a wearable
laser-pointer as a novel visual output mechanism for the WPA (Chapter 4),
exploring body-gestures (Chapter 5) and eye movements (Chapter 6) for
touch-less interaction with the WPA, and developing a novel interruption
management approach for WPAs (Chapter 7). To investigate the utility
and usability aspects of the designed artifacts for future possible scenarios,
I mainly conducted lab experiments.
1.2.3 Learning from hospital design situation
Healthcare is one of the most studied application areas for wearable comput-
ers. In fact, due to the spatial distribution of departments, wards, meeting
rooms, and offices in clinical settings, clinicians move between different lo-
cations all the time [17]. Visionary WPAs could support clinicians in mobile
scenarios by providing them access to the patient information in different
situations. Visionary WPAs could also provide touch-less input modali-
ties in sterile environments. These are good reasons to select healthcare
work domain as a design situation for concertizing the WPA concept. A
WPA is designed for clinicians through a field study at the Rigshospital in
Copenhagen. To evaluate the prototype of the WPA, I conducted a clinical
simulation study at ITX simulation facilities of Herlev hospital in Copen-
hagen. The results of my empirical study in the hospital served as input to
advance the interaction theory development, more specifically: the framing
of the concept of WPA (Chapter 3).
§ 1.3 Contributions
The main outcome of this thesis falls into three main categories: 1) con-
ceptual, 2) technological, and 3) empirical contributions. The definition of
Wearable Personal Assistant is mainly informed by the egocentric interac-
tion paradigm [150], as well as recent findings in cognitive science, perception
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psychology and neuropsychology. Various scenarios about possible ways of
interacting and engaging with the WPA are envisioned, experienced, and
enacted through a range of hardware and software prototypes that are eval-
uated in the lab or in the hospital design situation.
1.3.1 Conceptual
1. The Wearable Personal Assistant Concept: Apart from vision-
ary descriptions of wearable assistants [193, 37, 118], there is no solid
theoretical definition for the wearable personal assistant concept which
makes it challenging to design wearable personal assistants. Wearable
personal assistants are closer to both the body and mind of the “users”
than classical personal computing devices ever have been. Therefore,
our definition of wearable personal assistant (section 2.4-page 24) is
inspired by egocentric interaction paradigm [150] as a human-body-
centric approach. We propose an information flow model which allows
us to discuss perception, cognition, and action of users with the spe-
cific twist that (inspired by recent findings of cognitive science, per-
ception psychology and neuropsychology) conscious and unconscious
cognition is dealt with in separation. This enables us to take a more
holistic view of the role of WPAs making it very evident that the ex-
plicit interaction taking place between WPAs and user happens in a
very information-rich context in which our brains processes much more
than we traditionally model as system designers. It allows us also to
start speculating about functionalities that could be offered by WPAs
that interface directly to the unconscious part of our cognitive pro-
cesses, something which is undoubtedly still very hard to implement
in practice, even if successful attempts have indeed been made, e.g.
[45]. (Chapter 2)
2. The self-mitigated interruption concept: There are many ways in
which interruption management could be implemented in a wearable
personal assistant. In this thesis, we present our first investigation
into using the thermohaptic modality for perceptually and cognitively
graceful integration of notifications originating from digital services
with ongoing tasks that the human agent is performing. The main idea
behind the mechanism which we call self-mitigated interruption is to
let the existing supervisory attentional system play an important part
in deciding whether a notification is to interrupt the current primary
task or not, instead of primarily let the wearable personal assistant
rely on sensing and interpreting the context and then rather brutally
call for attention. In the self-mitigated interruption the system knows
the importance of the notification; therefore, the system can adjust the
intensity of the stimuli according to the importance of the notifications.
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If a user is busy with real world tasks, a low-priority message with
lower intensity has a lower chance to interrupt the user compared to
an important notification with high intensity. (Chapter 7)
1.3.2 Technological
1. A multimodal WPA for orthopedic surgeons on the Google
Glass Platform: To evaluate the utility of Google Glass as a state of
the art eyewear computer for wearable personal assistants, I designed
and implemented a multimodal system on the Glass platform to sup-
port orthopedic surgeons throughout a workday. The system includes
three main modules: 1) touch-less interaction with X-ray images; 2)
tele-presence; and 3) Electronic Patient Records (EPR). To develop
the system, all possible modalities on the Glass such as voice com-
mands, touch gestures, and head movements are used to support users
in different situations. Also to investigate the utility of the touch-less
interaction module, I modified an open-sources medical system (In-
vesalius) for viewing 3D and 2D medical images. The modified system
is able to communicate with the Glass application to adjust the view
of medical images. Furthermore, to set up the remote collaboration
scenario, I developed another application on an Android Tablet which
is able to call or receive calls from the Glass application to facilitate a
vocal and visual communication between the local surgeon (the Google
Glass user) and a remote person (the Tablet user). The Tablet user is
able to draw sketches on the image that is superimposed in real-time
on the Glass head-mounted display. Integration of all these systems
on different platforms is necessary to evaluate the WPA concept in a
real scenario. (Chapter 3)
2. A wearable system-controlled laser pointer: One of the func-
tionalities envisioned for WPAs is to direct users’ attention towards
particular objects in the real-world. Due to the limitations of existing
technologies, I designed and implemented a motor-controlled wearable
laser pointer which is able to direct a laser beam in vertical and hori-
zontal directions by rotating two mirrors. Since the motors can move
very fast (20KHz) the system can draw sketches or texts superimposed
on real-world objects. My prototype is the first wearable version of
such galvo-scanner-based laser pointers. (Chapter 4)
3. An open-source client on Google Glass for gaze-based interac-
tion (GlassGaze): eye gaze is among less-explored input modalities
for wearable computers. In fact there is no eye tracking technology
available on state of the art eyewear computers. To explore eye move-
ment as a touch-less input modality for wearable personal assistants,
we developed and released the first open-source eye tracking hardware
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and software module for Google Glass [123]. The software system com-
prises a client application on the Google Glass platform [123], and a
remote gaze tracking server on a Windows machine [121]. The hard-
ware module consists of a remote infrared camera which sends the
eye image over wireless connection to the remote server. The remote
server analyses eye image and sends back the gaze coordination to the
Google Glass clinent through wifi connection. (Chapter 6)
4. A gaze tracker server on Android phone (EyeDroid): The gaze
tracker client we developed for Google Glass lets the user be mobile in
the range of wireless network between infrared camera and the remote
gaze tracking system. To increase the mobility of the user we had to
remove the dependency of the system on the remote server. Therefore,
we developed the server side of the gaze tracking system on an Andorid
device [80]. The new gaze tracking system includes an infrared camera
that connects to the Android smartphone through a USB cable. The
eye image is analysed by the Android application (EyeDroid) and the
gaze coordination is sent to the Google Glass client through a WIFI
connection. (Chapter 6)
5. A wearable thermohaptic device for self-mitigated interrup-
tion: We developed and evaluated a prototype of a wrist-worn thermal
haptic system able to provide notifications to the person wearing it.
Temperature differences are produced by the Peltier principle by pass-
ing electrical current through a Thermoelectric cooler. The objective
of this prototype is to generate wearable thermal haptic notifications
whilst maintaining a somewhat realistic wearable device weight. The
wrist device holds a micro-controller board (Arduino) and four ther-
mistors (to measure the hot and cold sides of the Peltier, the skin
temperature of the person wearing the device, and the room tempera-
ture). Thermal contact with the skin is made by a anodised aluminium
heat spreader. Residual heat is dissipated with a heat sink fitted to
the back side of the Peltier. (Chapter 7)
6. Hand & foot gesture recognition using wearable inertial senor
& capacitive floor sensor : We designed and implemented a system
for gesture-based interaction with medical images using a wearable in-
ertial sensor to detect hand gestures and capacitive floor sensors for
foot-gesture recognition. The wearable sensor [65] sends the accelera-
tion and rotation data to a remote server through a wireless connection
(ANT protocol [71]). I developed a driver for ANT-based communi-
cation between the wearable sensor and a Windows machine during
my 3-month visit at ETH Wearable Computing Lab. The remote
server runs a MATLAB application to detect the hand gestures using
a Neural Network classifier. The same server receives and analyzes
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the data from capacitive floor sensors to detect foot gestures. In our
implementation, the foot gestures are used as a clutch mechanism for
activating/deactivating medical image systems to receive hand-gesture
commands. Also the foot gestures are used to switch interaction mode
between different systems in the operation theatre. (Chapter 5)
7. EyeGrip: a calibration-free method for seamless interaction
using eye movements EyeGrip is a novel eye movement-based in-
teraction technique for seamless interaction with the scrolling contents
on a computer screen. EyeGrip shows the potential use of optokinetic
nystagmus (OKN) for eye-based interaction with dynamic user inter-
faces. In the EyeGrip method, we analyze the saw-teeth like OKN
signal to detect which object among other sequential objects draws
user’s attention. System uses this information to automatically stop
the scrolling contents on the screen without any additional explicit
input. We developed two different classifiers to detect objects of inter-
est: 1) a Neural Network-based classifier, 2) a threshold-based classifier
that measures the length of smooth pursuits in the OKN signal and
compares it with a defined threshold. We investigated the influence
of speed and maximum number of visible images in the screen on the
accuracy of the system. We also empirically evaluated the utility of
the proposed interaction technique through implementation and evalu-
ation of four different applications: 1) a menu scroll viewer on eyewear
computers and 2) a Facebook newsfeed reader on a HMD, 3) a mind
reading game, and 4) an image explorer system for desktop computers.
(Chapter 6)
1.3.3 Empirical
1. A framework for designing wearable personal assistants: I
started the empirical study, by conducting an ethnography in a hos-
pital. I tried to observe and understand the nature of the work in the
hospital, and I decided to focus on orthopedic surgeons since in the
hospital that I have been studying, they are among the most mobile
clinicians. I shadowed a surgeon for a whole day and I observed them in
different situations from operation theatre to wards and X-ray confer-
ences. But to design a WPA, it is challenging to take a situation-driven
approach such as participatory design where users play the main role
in the design process. Since users do not have a clear idea about po-
tential scenarios where a WPA can be used. In such a design space,
you as designer should come up with some design initiatives and drive
the design process. But the question is how the initial design ideas can
be found. How can the designer be sure if he/she has covered all pos-
sible scenarios at the initial step? This is the main reason why I went
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through a concept-driven interaction design research where the point
of departure is the WPA concept. I developed a design framework for
a WPA to support clinicians and in particular orthopedic surgeons.
In the proposed design framework which is basically a 2 dimensional
matrix, the main characteristics of hospital work are core elements
(rows) while the columns correspond to the three kinds of assistance
defined based on the WPA concept. By crossing rows and columns, I
developed an analytical framework where in each cell I had to answer
the question: what kind of assistance (e.g. perception assistance) is
needed to support each aspects of the work (e.g. collaboration). Tak-
ing this approach, I proposed 12 initial ideas for the functionalities of
the WPA for orthopedic surgeons. The feasibility and usefulness of the
initial 12 ideas have been discussed with three orthopedic surgeons in
semi-structured interviews and based on the interview results, we fo-
cused on three main ideas: 1) touch-less interaction, 2) tele-presence,
and 3) mobile access to the patient records (EPR). (Chapter 3)
§ 1.4 Dissertation Overview
The dissertation is organized into two main parts. Part I provides an
overview of the conceptual background of the work and description of the
system prototypes. Figure 1.3 illustrates mapping between the structure of
the chapters in Part I to my research method explained in section 1.2. The
arrows in Figure 1.3 do not show the sequence of steps in the method. They
only illustrate the direction of the two iterative processes in my research.
Each chapter in Part I consists of a related work section providing a big pic-
ture of the research context, a brief description of my contributions to the
introduced research context, and discussing how my contributions fit into
the WPA conceptual model and how they address some of the challenges of
the WPA in hospital. Part II consists of a collection of 10 papers that con-
tain concepts, technology and user studies summarized and discussed in Part
I. To maintain the consistency, readability and presentation of the original
publications, the papers are included in their publicly available published
formats.
Part I consists of 7 chapters:
Chapter 2 The Wearable Personal Assistant Concept
In this chapter, the concept of wearable personal assistant is
defined based on the previous work, the egocentric interaction
paradigm, and recent findings from cognitive science.
Chapter 3 A Wearable Personal Assistant for a Hospital Setting
In this chapter, I briefly discuss the results of an empirical study
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Figure 1.3: Mapping the structure of the dissertation to the research
method (concept-driven approach).
on design, implementation, and evaluation of a wearable personal
assistant for orthopedic surgeons in a Danish hospital.
Chapter 4 A Wearable laser pointer as a visual display for WPAs
This chapter compares different technologies of visual output such
as head-mounted display, wearable projector, contact lens dis-
plays, etc. It also introduces my wearable laser pointer as a novel
alternative.
Chapter 5 Body gestures as an input modality for WPAs
This chapter discusses technological and usability aspects of using
body (hand, foot, and head) movements as a touch-less modal-
ity to provide discrete and continuous commands to a wearable
personal assistant.
Chapter 6 Exploring Eye Movements for Interaction with WPAs
This chapter is about utility of using eye movement as an explicit
or implicit input for interaction with wearable personal assistants.
It also discusses technological and usability challenges of detect-
ing and transforming eye movements for interaction with eyewear
computers as a platform for wearable personal assistants.
Chapter 7 Interruption Management & WPAs
This chapter describes the previous work on interruption manage-
ment. It also introduces our self-mitigated interruption concept
as a novel approach.
Chapter 8 Conclusions & Future Work
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This chapter concludes my findings in this thesis and proposes
some future research directions.
Part II consists of 10 papers:
Paper 1 Designing Wearable Personal Assistants for Surgeons: An
Egocentric Approach (published in IEEE Pervasive Computing
Magazine, July 2015)
In this paper, we propose a human body-and-mind centric (ego-
centric) design framework (as opposed to device-centric) and present
initial findings from deploying it in the design of a wearable per-
sonal assistant for orthopedic surgeons. The result is a Google
Glass-based prototype system aimed at facilitating touchless in-
teraction with X-ray images; the browsing of Electronic Patient
Records (EPR) on the move; and synchronized ad-hoc remote
collaboration.
Paper 2 Qualitative Study of Surgeons Using a Wearable Personal
Assistant in Surgeries and Ward Rounds (published in proceed-
ings of eHealth 360: International Summit on eHealth 2016)
In this paper, we report on the utility of a wearable personal
assistant (WPA) for orthopedic surgeons in hospitals. A proto-
type of the WPA was developed on the Google Glass platform for
supporting surgeons in three different scenarios: (1) touch-less in-
teraction with medical images in surgery room, (2) tele-presence
colleague consultation during surgeries, and (3) mobile access to
the Electronic Patient Records (EPR) during ward rounds. We
evaluated the system in a simulation facility of a hospital with
two real orthopedic surgeons.
Paper 3 Wearable Laser Pointer Versus Head-Mounted Display for
Tele-Guidance Applications? (published in adjunct proceedings
of ISWC ’14)
In this paper, I introduce a wearable motor-controlled laser pointer
and quantitatively determine if wearable laser pointers are viable
alternatives to Head-Mounted Displays for indicating where in
the physical environment the user should direct her/his atten-
tion.
Paper 4 Touch-less Interaction with Medical Images Using hand &
Foot Gestures (published in adjunct proceedings of Ubicomp ’13)
In this paper, we present a system for gesture-based interaction
with medical images based on a single wristband inertial sensor
and capacitive floor sensors, allowing for hand and foot gesture
input.
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Paper 5 EyeDroid: An Open Source Mobile Gaze Tracker on An-
droid for Eyewear Computers (published in adjunct proceedings
of ISWC ’15)
This paper is about development and evaluation of a video-based
mobile gaze tracker for eyewear computers. Unlike most of the
previous work, our system performs all its processing workload
on an Android device and sends the coordinates of the gaze point
to an eyewear device through wireless connection. We propose
a lightweight software architecture for Android to increase the
efficiency of image processing needed for eye tracking.
Paper 6 Head and eye movement as pointing modalities for eyewear
computers (published in adjunct proceedings of BSN ’14)
In this paper, we examined using head and eye movements to
point on a graphical user interface of a wearable computer. The
performance of users in head and eye pointing has been compared
with mouse pointing as a baseline method.
Paper 7 MAGIC Pointing for Eyewear Computers (published in pro-
ceedings of ISWC ’15)
In this paper, we propose a combination of head and eye move-
ments for touch-lessly controlling the ”mouse pointer” on eyewear
devices, exploiting the speed of eye pointing and accuracy of head
pointing. The method is a wearable computer-targeted variation
of the original MAGIC point- ing approach which combined gaze
tracking with a classical mouse device.
Paper 8 EyeGrip: detecting targets in a series of uni-directional mov-
ing objects using optokinetic nystagmus eye movements (pub-
lished in proceedings of CHI ’16)
In this paper, we introduced EyeGrip as a novel and yet simple
technique of analysing eye movements for automatically detecting
the users objects of interest in a sequence of visual stimuli that
is moving horizontally or vertically in front of the user’s view.
We assess the viability of this technique in a scenario where the
user looks at a sequence of images that is moving horizontally in
the display while his/her eye movements are tracked by an eye
tracker. We investigated the influence of speed and image width
on the accuracy of the system. We also demonstrated the rich
capabilities of EyeGrip with two example applications: 1) a mind
reading game, and 2) an image explorer system.
Paper 9 Seamless interaction with scrolling contents on eyewear com-
puters using optokinetic nystagmus eye movements (published in
proceedings of ETRA ’16)
In this paper, we report on using EyeGrip for seamless interaction
with scrolling contents on eyewear computers. We empirically
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evaluated the usability of EyeGrip through implementation and
evaluation of two different applications for eyewear devices: 1) a
menu scroll viewer and 2) a Facebook newsfeed reader.
Paper 10 A Wrist-Worn Thermohaptic Device for Graceful Inter-
ruption (published in Interaction Design & Architecture(s) Jour-
nal December 2015)
In this article, we present our self-mitigated interruption concept
(essentially a symbiosis of artificial external stimuli tuned to ex-
isting human attention management mechanisms) and perform a
first exploratory study using a wrist-worn thermohaptic actua-
tor. We frame our empirical thermohaptic experimental work in
terms of Peripheral Interaction concepts aimed at supporting the
design of envisioned Wearable Personal Assistants intended to,
among other things, help human perception and cognition with
the management of interruptions.
Part I
Research Contextualization
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- Chapter 2 -
The Wearable Personal Assistant Concept
In this chapter, first of all the previous work and history of wearable as-
sistants is briefly reviewed. Then the current state and initiatives for the
future of wearable assistants is discussed. Finally, I introduce our Human-
body-and-mind-centric (Egocentric) approach to WPA. There is an overlap
between the content of this chapter and Paper 1 in Part II; however, in this
chapter there are more details about our Human-body-and-mind-centric ap-
proach to the WPA compared to Paper 1.
§ 2.1 Beyond the desktop metaphor
The desktop metaphor has been the earliest and probably most profound
concept determining our present day experience of computer systems. The
first general-purpose systems for digital work have emerged based on the
desktop metaphor in the early 1980s [184]. Desktop systems provided a dig-
ital work environment to support an individual user of a stand-alone com-
puter in an office environment mainly for storing and retrieving documents.
One of the main goals of introducing the desktop metaphor was to bring the
computers out of the research labs where users knew how to interact with
computers mostly through text commands. The desktop metaphor enabled
non-specialist users to interact with the computers through graphical user
interfaces. It also helped both users and the designers of interactive desktop
systems to have a common understanding of interaction with desktop com-
puters. In fact using the desktop metaphor as a unifying framework (see
Figure 2.1) between designers and users of interactive systems has proved
to be a huge success.
However, computing technologies are evolving rapidly; people often use
a range of computing devices, such as laptop computers, tablets, smart-
phones, and even wearable devices. Interaction with these new device ecolo-
gies requires integrating information across multiple users, applications, and
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Figure 2.1: Xerox introduced the desktop metaphor for interaction with
personal computers. This figure shows a ”Desktop” as it appeared on the
Star screen [184].
devices. This means that one “desktop” is no longer enough. Moreover,
sometimes people use their mobile devices on the move e.g. to find a partic-
ular location while interacting with a location-aware system on their smart-
phones or buying an electronic ticket for public transportation while walking
towards a bus station. There is no natural place for “desktops” in such sce-
narios. In short, these new ways of using computers violates many assump-
tions of the desktop metaphor where an individual user devotes his/her full
attention to the interaction with a stand-alone computer. Empirical stud-
ies (e.g. [154, 90, 46, 42]) have shown that traditional desktop systems do
not effectively support collaboration, multitasking, and multi-device con-
figurations. This means that in order to design systems that are able to
support collaborative and mobile work across multiple devices we need to
move beyond the desktop metaphor [132].
Different approaches have been proposed as alternatives to the desktop
metaphor [132]. Some of them [58, 91] have introduced new ways of access-
ing to the personal information that in traditional desktop systems is stored
in folders. For example, Lifestream [58] introduces a time-ordered stream
of documents, as an underlying storage system for dynamically organizing
personal data. Another example is Haystack [91] which is an information
management tool. Haystack enables end users to define properties for infor-
mation objects and relationships between them using a semistructured data
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model. Robertson et al. [161] introduced GroupBar, Scalable Fabric, and
Task Gallery to modify the existing task management mechanisms in Mi-
crosoft Windows for a smoother and easier switching between tasks by users.
Activity-Based Computing [16] is another alternative concept that proposes
the notion of activity (versus application and device) as a conceptual tool
for designing integrated digital environments. Activity-Based Computing
allows users to preserve continuity in their work when switching between
different computing devices.
§ 2.2 The Personal Assistant metaphor
In line with the other post desktop metaphor research, the wearable comput-
ing community [37] adopted an alternative interaction metaphor for wear-
able systems: The Personal Assistant. Based on the Personal Assistant
metaphor, a wearable system should act like a human personal assistant:
”A good (human) personal assistant is unobtrusive, predicts what in-
formation is needed and prepares it in anticipation of its need, schedules
meetings and appointments” [37]
However, there is no consensus term or generally accepted definition for
the Wearable Personal Assistants. For instance, Thad Starner [193], one
of the pioneers of wearable computing, uses Wearable Intelligent Assistant
term for his envisioned general-purpose wearable system. While some others
use the Personal Assistant metaphor versus the desktop metaphor [37].
The idea of designing wearable systems like a personal assistant is mainly
inspired by earlier studies on intelligent interface agents [115]. The interface
agents (1) observe the user’s actions and imitate them, (2) receive user
feedback on the systems’ actions, and (3) learn from users feedback. Based
on this approach a personal digital assistant could help users by handling
emails, scheduling meetings, filtering news, or recommending books or music
[114].
Steve Mann, another pioneer in wearable computing, defines eight at-
tributes for his envisioned wearable computer [118]:
1. Constant (always ready)
2. Unrestrictive (you can do other things while using it)
3. Unmonopolizing of the user’s attention (Users can attend to both phys-
ical world and the wearable system)
4. Observable by the user (it should be able to notify the user)
5. Controllable by the user (The user can grab control of the system at
any time)
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6. Attentive to the environment (context aware, multimodal, multisen-
sory)
7. Communicative to others (can be used as a medium of expression or
as a communications medium)
8. Personal (the user and the system are inextricably intertwined)
Thad Starner’s wearable intelligent assistant ”augments memory, intel-
lect, creativity, communication, and physical senses and abilities” [190]. He
defines four ideal attributes for his envisioned intelligent assistant as follows:
[190]
1. Persist and provide constant access to information services (designed
for everyday and continuous use)
2. Sense and model context (the wearable must observe the user’s envi-
ronment, the user’s physical and mental state, and its own internal
state)
3. Adapt interaction modalities based on the user’s context (the wearable
should adapt its input and output modalities automatically to those
that are most appropriate)
4. Augment and mediate interactions with the user’s environment (the
wearable should provide information support in both the physical and
virtual realms)
Thad Starner’s definition of the wearable intelligent assistant is mainly
inspired by the concept of a cyborg or a man-computer symbiosis [38] where
the futuristic human is envisioned to be tightly coupled with machines. The
result of such a partnership is imagined to think and process data in a
completely different way [107].
Both Thad Starner’s and Steve Mann’s definitions mentioned above
stress the vision of a wearable assistant supporting users in mobile scenarios
and in parallel with real-world activities by providing relevant information
to the task at hand through an appropriate modality. To understand what
makes wearable assistants special for mobile scenarios, we can compare them
with smartphones and their predecessors Personal Digital Assistants (PDAs)
which are also designed to support mobile users. We can notice that wearable
assistants (in theory) should have an advantage over PDAs/smartphone-
based assistants in cases of interaction on the move and parallel interaction.
Wearable computers are physically closer to the human body more than any
other computing device ever. This reduces the time between intention and
action for wearable computers [191]. To interact with a smartphone, the
user needs to pick it from his/her pocket that increases the time between
intention and action. Moreover, touch-based user interface of smartphones
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and PDAs requires full visual attention and significant hand-eye coordina-
tion which cuts the user’s attention from surrounding environment. While
in wearable computers, there are more possibilities for microinteractions [9]
(interaction that takes less than 4 seconds) through head-nudge or voice
commands.
But the question is that given these great potentials of wearable assis-
tants for supporting users in mobile scenarios, why are they not present in
everyday life as smartphones are?
§ 2.3 Why wearable assistants are not perva-
sively used
Obviously, all above-mentioned requirements for ideal wearable assistants
make them very hard to design. Some important technological and interaction-
related challenges are discussed by Starner [190]: power use, heat dissipa-
tion, and networking are among the main technological challenges of build-
ing wearable assistants while privacy and interface design can be seen as
interaction-related issues. But is the lack of widespread use caused only by
the engineering challenges involved in packaging something quite big and
stationary (the desktop PC) into something smaller and unobtrusive? The
smartphone is maybe the optimal solution to this challenge and the need to
look further is minimal.
Previous studies have shown the challenges of interaction with smart-
phones on the move [125]. First of all, physical constraints raised by hold-
ing smartphones in the user’s hands and providing touch input interferes
with real-world tasks where the user most of the time needs his/her hands.
Secondly, limitations of human perceptual and cognitive resources makes
it impossible for users to attend to more than one task at the same time.
Most of the applications on smartphones require users’ full attention for
interaction which interferes with moving and performing real-world tasks.
Therefore, apparently current user interfaces of smartphones do not sup-
port users’ mobility, and there is a need for alternative technologies such as
wearable assistants.
For a long time, the general picture of wearable computers was a bulky,
cumbersome, and uncomfortable computer worn only by computer gigs. But
recent advances in hardware and software technologies resulted in emerging
relatively unobtrusive eyewear computers such as Google Glass and M100
Vuzix Smart Glass. These devices are equipped with a wide range of hard-
ware technologies: a head-mounted display, a high definition front-view cam-
era, motion sensors, microphones, headphones, WIFI and Bluetooth connec-
tions, and etc. These hardware and software advancements solves at least
two important issues addressed in the early studies on wearable computers
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[112]: 1) unobtrusiveness of wearable computers, and 2) supporting hands-
free interaction. These two factors are the main drivers for my first research
question RQ1 (page 3) to investigate whether now is the time for wearable
assistants to take off.
§ 2.4 Wearable Personal Assistant (WPA)
The concept of wearable assistant in this thesis is very in line with the
Intelligent Assistant defined by Thad Starner [190]. However, I use the
term Wearable Personal Assistant (WPA) instead to emphasize the tight
integration between a single mind, body, and computer as Steve Mann [118]
also mentioned personal as the 8th attribute of a wearable computer.
The idea of integrating computers with the human brain might sound
unrealistic when Thad Starner [190] used the concept of a cyborg or a man-
computer symbiosis to describe an ideal wearable assistant. But nowadays,
we can find several examples of such systems that show the practicality
of the man-computer symbiosis idea. For instance, the BrainPort system
[44], as a sensory substitution device, helps visually impaired people to see
the world through their tongue. The BrainPort system captures the real
world through a front-view camera and converts the captured image to an
electrotactile image on a tongue display. Another example is a vibrotac-
tile sensory substitution vest [139] which converts auditory information to
haptic through small vibratory motors distributed on a vest. The vibro-
tactile vest helps deaf people hear surrounding environment through their
skin. Furthermore, researchers in the field of neuroscience are trying to
use this vibrotactile vest for communicating more complex information e.g.
stock market data directly to the user’s brain (unconsciously) through the
vest [140]. These examples illustrate the flexibility of the human brain in
perceiving the world through computing devices.
§ 2.5 Human body-and-mind centric (Egocentric)
approach to Wearable Personal Assistants
Wearable Personal Assistants (WPAs) are intended to extend the user’s
body and mind. It is close at hand therefore to adopt a human body-and-
mind centric design approach, such as the one adhered to in this thesis:
Egocentric Interaction [149]. This approach complements existing largely
technology driven efforts in addressing challenges of designing Wearable Per-
sonal Assistants.
Our study on developing a WPA for clinicians (Chapter 3) revealed the
fact that the main bottleneck for what can be computed by combined hu-
man and computer systems stem from the limitations of human perception,
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cognition, and action, not in limitations of current computer hardware and
software. The human-body-and-mind-centric approach helps us as designers
to make sure that our WPAs talk to our pretty static biological setup in the
way it was designed by evolution to interpret and act in the world.
§ 2.6 Egocentric Interaction
The Egocentric Interaction Paradigm extends and modifies the classical user-
centered approach in HCI[138], on several points, including:
1. Situatedness. Acknowledges the primacy of the agent’s current bodily
situation at each point in time in guiding and constraining the agent’s
behavior.
2. Attention to the complete local environment. Makes it a point to take
the whole environment into consideration, not just a single targeted
artifact or system.
3. The proximity principle. Makes the assumption that proximity plays
a fundamental role in determining what can be done, what events
signify, and what agents are up to.
4. Changeability of environment and agent–environment relationship. Takes
into account agents’ more or less constant movements of head, hands,
sense organs, and body.
5. The physical-virtual equity principle. It pays equal attention to both
interaction with virtual (digital) objects (classical HCI) and physical
objects (classical ergonomics).
The term “egocentric” signals that it is the human body and mind of a
specific human individual that (literally) acts as center of reference to which
all modeling is anchored in this interaction paradigm. The term is analo-
gously often used in for instance psychology and virtual reality (e.g. –[156])
to denote the conceptual and spatial frames of reference which humans by
necessity rely on when thinking and acting in the world, also when collabo-
rating with others. [149]
2.6.1 Action & Perception instead of Input & Output
In the egocentric interaction paradigm, the modeled human individual needs
to be viewed as an agent that can move about in a mixed-reality environ-
ment (an environment consisting of both directly accessible everyday ”real”
entities and virtual/digital objects accessed through mediating digital de-
vices), not as a “user” performing a dialogue with a computer. Adopting
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Figure 2.2: The Situative Space Model. [150].
the physical-virtual equity principle mentioned before, the Egocentric Inter-
action paradigm substitutes the concepts of (device) “input” and “output”
with (human agent) “action” and “perception”.
2.6.2 The New ”Desktop”
In order to facilitate the design of egocentric interaction systems, Peder-
son et al. [150] have proposed a situative space model (SSM) to capture
what a specific human agent can perceive and not perceive, reach and not
reach, at any given moment in time (see Figure 2.2). This model is for the
emerging egocentric interaction paradigm what the virtual desktop is for the
PC/WIMP (Window, Icon, Menu, Pointing device) interaction paradigm:
more or less everything of interest to a specific human agent is assumed to,
and supposed to, happen here. Only the perception and action spaces are
described here and the reader can find more details elsewhere [150].
• Perception Space: The part of the space around the agent that can
be perceived at each moment. Like all spaces and sets of the SSM, it
is agent-centered, varying continuously with the agent’s movements of
body and body parts. Different senses have differently shaped percep-
tion spaces, with different operating requirements, range, and spatial
and directional resolution with regard to the perceived sources of the
sense data. Compare vision and hearing, e.g.
• Action Space:The part of the space around the agent that is currently
accessible to the agent’s physical actions. Objects within this space
can be directly acted on. The outer range limit is less dependent on
object type than perception space and is basically determined by the
physical reach of the agent.
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§ 2.7 The Perception-Cognition-Action Loop
While the Situative Space Model helps in the analysis of spatial relationships
between nearby entities and a given human agent, it says nothing about
temporal aspects. And while it indicates the availability and suitability for
a WPA to make use of a given modality and device for interacting with
the user, it does not say anything about timing. E.g. when is a good
time to play the not-so-important message notification beep such that it
does not interfere with ongoing tasks? The perception-cognition-action flow
model developed as part of this thesis (Figure 2.3) intends to inform such
WPA system design decisions. Figure 2.3 shows a very simplified model of
information flows occurring as result of a human agent acting in the world.
The purpose of this model is not to provide a completely true account but
a good-enough model for designing future interactive systems. [81]
2.7.1 Perception
By and large, our perception of the world (pathway 2-4) and our perception
of our body state (arrow 5) is beyond our conscious control. However,
conscious cognitive processes influence unconscious processes (arrow 7), as
in the case when we deliberately address our attention to a certain speaker in
a crowd and we automatically (thanks to subconscious processing), to some
degree, can single out the voice we are interested in. We can also consciously
and indirectly affect unconscious processing by orienting our body sensors
(e.g vision) towards phenomena of interest (pathway 8-10-2-4).
2.7.2 Cognition
In our model, human cognition is divided into unconscious and conscious
processing (arrow 12 and 13 in Figure 2.3 respectively), receiving input
from sensors capturing in-body phenomena (e.g. proprioceptive information
about limb positions; information for maintaining homeostasis) and from
sensors capturing information from the external world. No world phenomena
or in-body phenomena is subjected to conscious cognitive processing before
having been unconsciously processed (pathways 2-4-6 and 5-6 respectively).
Conscious processing is slower than the unconscious. For instance, mus-
cular reactions to immediate threats are initiated subconsciously (pathway
4-9) long before conscious processes are engaged. We protect our faces with
our hands ”instinctively” from approaching projectiles like hockey pucks
even when consciously aware of the fully protective shields of transparent
material in front of us.
Dividing cognition to conscious and unconscious processing helps us ex-
plain two different types of interaction between human mind and the ex-
ternal world (including WPAs). There is a wealth of knowledge about how
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Figure 2.3: A body-and-mind centric model of how Wearable Personal
Assistants fit into the flow of perception, cognition, and action of human
agents.
humans function at various level of abstraction from low-level unconscious
signal processing to high level conscious attention. As system designers, we
should draw on this knowledge to design WPAs able to interact with us
both consciously and unconsciously. As Thad Starner also pointed out, the
interface of the WPAs can be a natural extension of the user’s body that
would not necessarily require conscious attention [190].
2.7.3 Action
Human action is initiated and controlled by a mix of conscious and uncon-
scious cognitive processes. An example of an activity mostly driven by an
unconscious perception-cognition-action loop could be walking along a well-
known road with no exposure to obstacles (pathway 2-4-9-10 & 11). An
example of activity that makes use of a combination of conscious and un-
conscious cognition could be when attempting to direct the tip of a thread
through the hole of a needle, demanding focused visual and tactile conscious
attention (pathway 2-4-6-8-10) in parallel with unconscious detailed control
of hand, finger, and arm muscles (pathway 5-9-11).
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§ 2.8 The Wearable Personal Assistant in the
Loop
In this section we will discuss the role of a WPA in the perception-cognition-
action loop shown in figure 2.3. When appropriate, we will use Google
Glass as a concrete representative of WPAs in order to examplify interaction
mechanisms.
By including unconscious cognitive processing and by including all per-
ceivable world phenomena (including everyday objects such as coffee cups
and footballs), the model shown in Figure 2.3 allows us to get a more com-
plete perspective of the context where a WPA operates compared to classical
HCI models typically concerned only with pathway 15-3 (bold arrows in the
figure) and how it relates to conscious cognitive processing. It becomes
evident that any information generated by a WPA (arrow 3) is just one
source of information among many others that hit the unconscious and con-
scious parts of our brains which together do their best to make sense of
it all. Heuristics for serving that information timely, arriving at success-
ful ”attention management”, is probably best based on knowing what else
is hitting the senses in parallel. The Context Aware systems community
has investigated this for years but often using a system- or device-centered
approach. We believe that a human-centric approach towards determining
what matters in a given situation (e.g. using the SSM, Figure 2.2) will reveal
interesting complementary information.
Note: Conceptually, the hardware user interface of a WPA (e.g. the
HMD, microphone, loudspeaker, and touchpad on Google Glass) receives
input from the human agent, and provides output which the human agent
can sense, in the shape of ”world phenomena” (arrows 10 and 2). In figure
2.3 these information flows have been re-represented as separate information
flows (arrows 15 and 3), only to facilitate the discussion below.
2.8.1 Implicit Input and Output
Although seldom very clearly defined in HCI literature, the distinction be-
tween explicit and implicit input and output [170] is useful for discussing
some important properties of WPAs:
• Explicit input: action intentionally and consciously directed towards
the WPA. Example: the human agent navigates the GUI presented
on the Google Glass HMD by swiping the touch area of Google Glass
(pathway 8-15).
• Implicit input: action performed by human agent without the conscious
intention of communicating with the WPA. Example: The human
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agent acts in the real world (moves about; manipulates objects; in-
teracts with human agents), partially sensed by the WPA (pathways
9&8-10&11). In this thesis (Chapter 7), I introduce EyeGrip [76] as an
implicit input for the eyewear computers. EyeGrip uses Optokinetic
Nystamus eye movements which is an involuntary reflection of the eyes
elicited by the tracking of a moving field.
• Explicit output: WPA addressing the conscious. The WPA creates a
change in the perception space of the agent (Figure 2.2) which the
human agent cannot avoid consciously perceiving (3-4-6), inviting the
human agent to act.
• Implicit output: WPA addressing the unconscious. The WPA gener-
ates a phenomena in the perception space of the agent (Figure 2.2)
that reaches the unconscious part of cognition (pathway 3-4) but not
the conscious part (pathway 6), e.g. through ambient displays such
as the ”Dangling String” by Jeremijenko [206]). In this thesis (Chap-
ter 4), I introduce self mitigated interruption concept which is about
displaying a stimuli at a certain intensity which can be perceived if
the user is cognitively free and not perceived if the user is cognitively
busy.
By having actuators and sensors placed on or very close to the body,
and by being there for large parts of the day, we would argue that the WPA
has the possibility to sense and affect several of the information flows shown
in Figure 2.3 with more precision than more traditional interactive systems
(e.g. PCs, smartphones). This leads to the intriguing idea of future WPAs
able to facilitate the transition from ”felt sense” tacit knowledge generated
as the human agent experiences the world to knowledge which the agent can
consciously reflect on and articulate [59], augmenting human cognition at the
core. Some more concrete potential mechanisms for making use of implicit
input and output in the context of WPAs are listed as follows (all currently
explored by the pervasive computing community but not necessarily in the
context of designing WPAs).
• Situation identification: By implicitly monitoring the body state through
pathway 10-1 (e.g. body posture, galvanic skin response, heart beat),
and correlating it with the state of the nearby world (arrow 1), the
WPA has a reasonable platform for determining the current situation
in which the human agent is.
• Subliminal cueing: Certain phenomena measured best very close to
the body (e.g. eye movements, facial expressions, EMG) can provide
important insights into ongoing conscious and unconscious cognitive
processing and therefore also for determining the intensity level and
2.9. WPA interaction challenges 31
type of stimuli that could be used for subliminal cueing (e.g. [8]), and
for the WPA to subliminally direct the human agent’s gaze in a certain
direction (pathway 3-4-9).
• Mediated reality: If the WPA gets sufficiently integrated into the visual
perception flow, beyond Google Glass see-through and partially cov-
ering monocular HMDs and more towards the EyeTap vision of Steve
Mann [120], the WPA could act both as a ”filter” and ”highlighter”
which directly altered the perception of the surrounding world (arrow
2) so as to facilitate tasks.
2.8.2 WPAs & three types of assistance
Theoretically, WPAs can assist users in all three steps of the perception-
cognition-action loop.
• Perception Assistance: Perception assistance includes both augment-
ing the world by adding needed information to the perception space or
simplifying the world by filtering out potentially distracting/irrelevant
phenomena from the perception space.
• Cognitive assistance: Many ideas for perception assistance ultimately
target cognitive assistance. Hence, there is some overlap in the as-
sistance mechanisms targeting perception and cognition. What we
list here are support mechanisms that are targeted to affect cognitive
processes more directly.
• Action assistance: The main focus of the action assistance is to make
the world easier to manipulate by providing information relevant to
the task in hand through appropriate modalities.
To investigate the utility of the Egocentric approach towards designing
WPAs, I conducted an empirical study in a hospital where I designed a WPA
for clinicians to support them throughout a workday. Chapter 3 and Paper
1 in the second part of the thesis, explain the design process and practicality
of the Egocentric approach to the design of the WPA for clinicians.
§ 2.9 WPA interaction challenges
Explicit interaction with WPAs requires devoting parts of the user’s phys-
ical, perceptual, and conscious cognitive resources to the interaction. The
WPA is supposed to support the user on the move and in parallel with real-
world tasks. Since humans cannot consciously attend to more than one task
at a time, there will be a continuous competition between the WPA and
the real world to grab users’ attention. The limitation of humans physical,
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perceptual, and cognitive resources for interaction seems to be the main
challenge of using WPAs in everyday life. These limitations force us to stop
performing one task to attend to another one. But these interruptions can
negatively affect the performance of users [2].
Previous studies have taken different approaches to mitigate the prob-
lems of multitasking and interruption. One strategy to reduce the negative
effect of interaction with WPAs is to minimize the interaction duration:
”Microinteractions are interactions with a device that take less than four
seconds to initiate and complete.”[9]. Another approach is minimizing the
need for providing explicit input to the WPA by sensing context (e.g. human
activities) and feeding implicit input to the WPA [173, 172]. To minimize
the unwanted interruptions, the output of WPAs can also be displayed im-
plicitly via subliminal cueing [8] or peripheral interaction [15, 67]. Another
common strategy to avoid unwanted interruptions is to sense and model the
context and predict the interruptibility of the user in any given context [18].
However, designing intelligent systems for managing interruptibility is not
an easy task due to the complexities in types and objectives of interrup-
tions, the diversity of contextual elements that need to be analyzed [202],
the concept drift problem [185], and the challenges of detecting importance
of massage based on e.g. the communication history between the two par-
ties [61]. In Chapter 7 and Paper 10 of this dissertation, I introduce our
self-mitigated interruption concept based on a symbiotic interplay between
the existing interruption management infrastructure in our brains and the
WPA.
To reduce the physical challenges of interaction with wearable computers,
previous work has explored touch-less (e.g. [39]), hands-free, and eyes-free
[159] interaction techniques. Those studies combined various input modali-
ties such as body gestures, eye gaze, and speech commands to support users
in different situations. In this dissertation, I focus on body gestures (hand,
foot, and head) (Chapter 5 and Paper 4) and eye movements (Chapter 6 and
Papers 6, 5, 7, 8, 9) as touch-less input modalities for WPAs. My empirical
study in a hospital showed that there is a serious need for touch-less inter-
action due to the sterility restrictions in hygiene environments. The results
of the empirical study in the hospital is represented in Chapter 3 and Paper
1, 2.
- Chapter 3 -
A Wearable Personal Assistant for a Hospital
Setting
In this chapter, the result of my empirical study in a Danish hospital is
described. First of all, the result of ethnography in the hospital is explained
(section 3.2). Next my proposed framework (section 3.3) for designing a
clinical WPA based on the WPA concept introduced in Chapter 2 is ex-
plained. Then the implementation of the WPA on Google Glass platform
is discussed (section 3.5), and finally the evaluation of the WPA through a
clinical simulation is described (section 3.6). The content of this chapter is
related to Paper 1 (design and implementation) and Paper 2 (evaluation).
The first part (before section 3.6) is about design and implementation of the
WPA which includes more details compared to Paper 1. Section 3.6 briefly
describes the method and results of the WPA evaluation which is explained
in more detail in Paper 2.
§ 3.1 Why a WPA for the healthcare work do-
main?
Mobility is one of the main characteristics of work in hospitals [17]. Due to
the spatial distribution of departments, wards, meeting rooms, and offices
in clinical settings, clinicians, patients, and other resources need to move
between different departments all the time. This kind of mobility, sometimes
referred to as local mobility [17], gives rise to several work challenges. Aside
from the considerable time that clinicians spend in moving between different
places and waiting at elevators in hospitals, having access to the needed
information in multiple situations is a challenge. The majority of previous
work on providing remote access to the information has focused on providing
mobile access to electronic patient records through wireless networks and
mobile devices (e.g. PDAs, smartphones, laptops). However, most mobile
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devices do not support interaction on the move, which means users often
need to stop, pick up their device, and direct their attention away from the
task in hand and surrounding real world to interact with mobile devices
[125]. This lag between “intention and action” indicates how effective a
system can be used in mobile scenarios[191]. Moreover, for most mobile
devices a touchscreen is the main user interface for interaction, which is
not always the best channel for interaction in hospitals due to the sterility
restrictions in some places such as operation theatres. Due to the above-
mentioned challenges of using mobile devices in hospitals and potentials
of wearable computers to support interaction on the move and touch-less
interaction, wearable computers constitute a viable alternative to existing
mobile platforms in healthcare work domain. However previous attempts
[210, 3, 109, 48, 201] to bring wearable devices as clinicians’ assistants to the
hospital settings never took off because of technical limitations, complexities
of healthcare work domain, and human related issues of interaction with
wearable systems.
Emerging new generation of relatively unobtrusive eyewear computers
such as Google Glass that support various hands-free modalities (e.g. head
motion and voice commands), raises hopes for addressing some of the techni-
cal challenges in using wearables in hospitals. However, the design challenge
of bringing wearables to the hospital context is still there. The first question
(RQ1-page 3) is that given the unobtrusive form factor of state of the art
smart glasses such as Google Glass and possibility of hands-free interaction,
are the modern smart glasses a good enough platform for wearable personal
assistants? The second question (RQ2-page 4) is that how can we design a
wearable assistant for clinicians to support them in different situations in a
hospital?
To answer the above questions, I developed a conceptual design frame-
work (section 3.3), which helps designers of wearable systems focus on both
human related issues of interaction with wearable systems and characteris-
tics of the healthcare work domain. Moreover, to investigate the practicality
of the proposed conceptual framework, I used the framework to design and
implement a wearable personal assistant prototype for orthopedic surgeons
on the Google Glass platfrom through an empirical study at Rigshospital
in Copenhagen (section 3.2). To evaluate the hardware platform and the
design of the WPA, I conducted a user study at ITX simulation facilities of
Herlev Hospital in Copenhagen where I asked real orthopedic surgeons to
use the WPA in three different scenarios: 1) access electronic patient records
(EPR), 2) tele-guidance, 3) touch-less interaction in operation theatre.
To study the characteristics of work in hospitals I conducted an ethno-
graphic study in a Danish hospital (section 3.2). Since surgeons are among
the most mobile clinicians in the hospital, in my study, I focused on or-
thopedic surgery department. The ethnographic study provided valuable
first-hand insight on how work is performed in hospitals. Furthermore, in
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order to address the human related concerns of designing wearable systems,
I took a human-body-and-mind-centric (Egocentric) approach to develop
the framework (section 3.3). The proposed conceptual framework (Figure
3.2) is shaped based on findings from the observational study at hospital
and our human body-and-mind-centric approach.
§ 3.2 Ethnography in a hospital
In order to understand the healthcare work domain, I conducted an obser-
vational study at Rigshospitalet in Copenhagen. Our initial observations
showed that surgeons’ mobility is among the highest mobilities in the hos-
pital; therefore, I studied the department of traumatology and orthopedic
surgery of the hospital, and the specific focus of the ethnography was ob-
serving orthopedic surgeons throughout a workday. As part of the ethno-
graphic study I shadowed an on-call orthopedic surgeon during a workday.
Moreover, several orthopedic surgeons were observed in different types of
orthopedic surgeries such as scoliosis surgery and fluoroscopic suregry. In
order to record the observations for the further analysis, I took notes, pic-
tures, and short videos of surgeons during the surgeries, ward rounds, and
other occasions. During our study, one of the surgeons was the main contact
point and coordinator of the project. Based on our observations, the main
situations where the surgeons perform medical tasks can be summarised as
follows:
1. Regular meetings
2. radiology conferences
3. surgeries
4. acute and trauma cases
5. ward rounds
6. stops in corridors and offices
A brief description of our observations in each situation is presented in
the following sections.
3.2.1 Regular meeting
To observe an orthopedic surgeon in all situations, I shadowed an on-call
orthopedic surgeon throughout a workday. I started the workday at 6:45 in
the morning together with the surgeon. First, I dressed up like other sur-
geons due to the sterility requirements. The surgeon’s workday started with
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a meeting with other surgeons. During the meeting, they discussed some
general topics such as important administrative issues and special patient
cases. For instance, during the meeting the shortage of vacant beds for new
patients was discussed. A computer connected to a projector was used to
present slides, medical pictures and other documents.
3.2.2 Radiology conference
After the meeting, all surgeon met at a radiology conference to review the
latest X-rays, MRIs, and CT-scans of the patients. The radiology conference
room was located in the 4th floor of the hospital while the orthopedic surgery
and meeting room are located in the 15th floor. So that they needed to
take the elevator to arrive at radiology conference room where the medical
images were presented on the large screens. During the conference, surgeons
discussed the important cases and took notes in their special notebooks. In
the notebook, there was a visual tag for each patient. The tag helps surgeons
retrieve the electronic patient records accurately in the EPR system.
3.2.3 Surgery
After the radiology conference, some of the surgeons who have been booked
for different types of orthopedic surgeries went to the surgery rooms. Usu-
ally, the surgeries are planned in advance, and surgeons are aware of the
schedule of the surgeries. Operation room is selected and prepared based on
the type of the surgery since each type of surgery needs particular medical
infrastructures. For example, in some of the complex orthopedic surgeries,
the navigation system is needed to monitor the 3D model of the surgical site
and the position of the operation instruments. The surgeon, I was shadow-
ing during the workday, showed us three different operation theatres briefly.
He did not have any booked surgery during the day since he was an on-call
surgeon. Usually the patients are prepared for surgery before surgeons enter
the surgery room. The surgical team need to sterilize their hands before
entering the operation theatre. In the operation theatre, there are several
screens to monitor patient records, X-rays, MRIs, and CT-scans (see left
Figure.3.1)
Normally, the surgical team consists of at least an anesthesiologist, a
surgeon, a surgery assistant, and a nurse who operates the computing de-
vices. Since computers and their peripherals are difficult to sterilize, usually
during a surgery, an assistant or nurse operates the mouse and keyboard for
surgeons. In more complex surgeries, the surgical team can include more
clinicians. I observed a complex orthopedic surgery (Scoliosis surgery) in
which the surgical team used the navigation system [197] to increase accu-
racy of the operation. In surgeries with the navigation system, a CT-scan
of the patient is displayed on a large screen, and at the same time the
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Figure 3.1: The left picture illustrates the navigation system and several
large screens to monitor medical images in the operation room. The right
picture shows how surgeons look at the screens and at the same time operate
on the patient [81].
navigation system tracks the positions of surgical tools in relation to the
patient’s coordinate systems. Which means the surgeon needs to look at
the screen and at the same time use the surgical tools to operate (see right
Figure.3.1). In such situations, the surgeon needs to frequently switch the
visual focus between the surgical site and the screen. The same challenge
can be observed in other types of the surgeries where a live view of the
patient’s X-rays (fluoroscopy) is needed. During some complex surgeries,
the surgeon might call an experienced colleague for help. In such cases, the
experienced surgeon provides guidance either over the phone or personally
in the operation room.
3.2.4 Acute and trauma case
When I was shadowing an on-call orthopedic surgeon, the acute department
called the surgeon, and the surgeon had to go to the acute department im-
mediately. The surgeon used a special card to take the elevator as soon
as possible. The acute department sent a short text message to the sur-
geon on his mobile phone describing a brief history of the patient, and the
surgeon read the message before arriving at the acute department. In the
acute department, there was a woman injured in a bicycle accident and the
emergency team were working tightly together to investigate if there is risk
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of trauma (an injury that has the potential to cause prolonged disability or
death) for the patient or not. They used different sources of information to
treat the patients: they asked the details of the accident from the ambulance
personnel, they reviewed the health records of the patient, measured vital
signs of the patient, took X-rays of the head, and etc. Fortunately, after
couple of minutes they found no sign of traumatic injuries. The emergency
team slowed down procedure gradually and sent the patient to the ward for
further investigations.
3.2.5 Ward round
Visiting patients in the ward is one of the daily routines of the surgeons.
They do their ward rounds in collaboration with a nurse by moving from
patient to patient in their bed wards. The surgeon makes a diagnosis and
prescribes treatment, and the nurse has an overview of the patients and
updated knowledge about their condition. During the day I shadowed the
surgeon, he visited two patients in the ward. Before ward round, the surgeon
reviewed the patient records and recent medical images of the patient on a
computer in the nurse office. After visiting the patient, the surgeon recorded
his voice by a Dictaphone to report the ward round results. The recorded
voice was transferred to the patient record system through a desktop com-
puter. To save the doctors’ time, the administrative personnel transcribe
the recorded files later.
3.2.6 Stops in corridors & offices
Due to the high mobility of clinicians in the hospital, they usually bump
into each other spontaneously in corridors, wards, and other locations in
the hospital. In these ad hoc collaborative situations, sometimes they talk
about a particular patient or medical task. When I was following the on-
call surgeon, one of his colleagues saw him in the corridor and asked him
to have a look at one of the patients X-rays. They moved to a stationary
computer to have a look at the medical information of the patient. Then they
moved together to the ward to visit the patient and discuss the appropriate
treatments.
§ 3.3 A design framework for wearable personal
assistants in a hospital setting
To ensure that the special requirements of the healthcare work domain is
considered in design of the WPA, I developed a conceptual framework (Fig-
ure 3.2) in the form of a two-dimension matrix. The rows of the matrix
describe the main characteristics of working in the clinical environments
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Figure 3.2: A design framework for Wearable Personal Assistants in hos-
pital settings [81].
while the columns explain the main types of assistance that WPA can pro-
vide to support the hospital work.
3.3.1 The characteristics of work in hospitals
Based on my observations in the hospital and according to the previous
studies on hospital work, I categorized the specifications of the hospital
work domain into 5 main characteristics as follows.
3.3.1.1 Mobility
Mobility is the main characteristics of the work in hospitals [17]. My obser-
vations also showed that clinicians move between different departments and
floors all the time. The main reason for mobility in hospitals is the need
for being in different physical places, getting in contact with a particular
person, and need to access knowledge and different shared resources [17].
The challenge arises from mobility in a hospital setting is locating and mov-
ing people, resources, and knowledge between different places. The digital
resources and explicit knowledge can be shared among clinicians through
computing devices (e.g. PDAs) connected to the electronic patient record
system [182, 55]. But sharing physical resources, people, and tacit knowl-
edge is still a challenge.
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3.3.1.2 Interruption
Due to the high mobility of clinicians in the hospitals, they use pagers,
mobile phones, and other devices to find each other; however, these devices
are also inherently interruptive and interfere with a smooth flow of work
[17]. For example, in my filed study at the hospital, during the trauma
case, I observed that someone called the surgeon’s phone and he stopped
the treatment for a short time to answer the phone call. Problems caused
by interruption include the slowing of work progress, a reduction in task
performance [12, 41], and negative impact on mental state [13].
3.3.1.3 Multitasking
As I observed in different orthopedic surgeries, clinicians need to switch their
attention frequently between computer screens displaying patients medical
images and the surgical site (see right Figure.3.1). This kind of multitask-
ing divides the limited cognitive and perceptual resources of the clinicians
between different tasks, and could negatively affect the performance of clin-
icians in each task [88].
3.3.1.4 Collaboration
My observations in the hospital and previous studies [158] indicated that
healthcare is a highly collaborative work domain. Almost every single med-
ical task in hospital is accomplished in collaboration. The ward rounds
require a collaboration among physicians, nurses, and patients. Moreover,
surgeries and handling emergency cases require a tight collaboration be-
tween clinicians. In such synchronous collaborative works, each team mem-
ber needs to be aware of the other team members’ actions. This awareness
is not always easy to achieve due to the limitations of human perception and
cognition.
3.3.1.5 Sterility Restrictions
In the sterile environments, like operation theatre, clinicians should not
touch unsterile objects. Since computing devices are hard to sterile, usually
it is not possible for clinicians to touch computing devices when their hands
need to be sterile. In the surgeries I observed, a dedicated nurse was respon-
sible for controlling computers for the surgeon. In fact, the previous studies
on WPA for clinicians [3, 35] also explored touch-less input modalities. In or-
der to comply with sterility restrictions, all of the possible interactions with
WPA should be doable through touch-less techniques which is not always
easy to achieve.
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3.3.2 Three types of assistance
In order to deploy the proposed human body-and-mind-centric approach in-
troduced in the previous chapter, we defined three types of assistance for
WPA to support above-mentioned characteristics of healthcare work do-
main.
3.3.2.1 Perception Assistance
Perception assistance includes both augmenting the world by adding needed
information to the perception space or simplifying the world by filtering
out potentially distracting/irrelevant phenomena from the perception space.
One of the main perceptual assistance that can be provided by a WPA is
extending human perception beyond limitations of human perception. For
example, the WPA can project an invisible object in the eyes of the wearer.
3.3.2.2 Cognitive Assistance
Many ideas for perception assistance ultimately target cognitive assistance.
Hence, there is some overlap in the assistance mechanisms targeting percep-
tion and cognition. What we targeted here is to affect cognitive processes
more directly through memorizing, learning, etc.
3.3.2.3 Action Assistance
The main focus of the action assistance is to make the world easier to ma-
nipulate by providing information relevant to the task in hand through ap-
propriate modalities. Action assistance mainly targets to help human agents
overcome physical constraints caused by performing real world tasks.
§ 3.4 Ideas for WPA functions to support or-
thopedic surgeons
The introduced conceptual framework helps us understand what types of
assistance is needed to support each characteristics of hospital work. For
example, what kinds of perceptual, cognitive, or action related assistance
that can support mobility in the hospital by addressing mobility challenges.
Based on our conceptual framework and observational study, I proposed
the initial ideas for functions of WPA listed in the cells of the matrix (Figure
3.3). The feasibility and utility of the initial ideas have been discussed with
three orthopedic surgeons in semi-structured interviews, and based on the
interview results I focused on three main ideas: 1) mobile access to the
electronic patient records, 2) telepresence, and 3) touch-less interaction. The
selected ideas are highlighted in the Figure 3.3. In the following sections,
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I briefly explain the initial 13 ideas for WPA to support above-mentioned
characteristics of the hospital work.
3.4.1 Mobility Support
3.4.1.1 Briefing on the move
Previous studies have shown that clinicians spend considerable part of their
time on the move[17]. To utilize this time the WPA could provide them
relevant information to the next situation where they are moving. For ex-
ample, in some emergency cases in hospital, they need to call surgeons, and
sometimes it takes a lot of time until the surgeon arrives at the acute de-
partment. In such cases, the WPA can provide a brief state of the patient to
the surgeon on the move through appropriate modalities (e.g. visual when
the human agent is standing in the elevator or aural when the human agent
is walking)
3.4.1.2 Mobile access to the patient records
The main reason for mobility in hospitals is the need for being in different
physical places, getting in contact with a particular person, or need to access
knowledge and different shared resources. A WPA connected wirelessly to
the electronic patient record system could facilitate information and knowl-
edge sharing, potentially further simplified by automatic retrieval based on
location (history) of the clinicians (e.g. data for the currently nearest pa-
tient), or bookmarked X-ray images for a surgeon attending a radiology
conference.[17]
3.4.1.3 Telepresence
While digital resources can be easily shared through mobile devices it is
still a challenge to share physical resources, people, and tacit knowledge.
WPAs could help sharing tacit knowledge among clinicians by offering ad-
hoc telepresence sessions between a remote specialist and local clinicians.
3.4.1.4 Data entry on the move
In a clinical setting, everything needs to be properly recorded, for legal rea-
sons and for ensuring continuity of care. For instance, after visiting a patient
in ward a round, reviews and decisions should be recorded by the clinicians.
The WPA could support data entry on the move by automatically recording
visited patient id, date, time, and identifiable author. Furthermore, multi-
media content such as vocal reports, short videos, and pictures of patients
could be added to the patient records through WPAs.
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Figure 3.3: Using the design framework to define initial ideas for WPA
functions [81].
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3.4.2 Interruption Support
3.4.2.1 Context-aware interruption
In a hospital setting, clinicians move all the time, and sometimes they need
to find each other since the healthcare work domain is highly collaborative.
They usually use smartphones, pagers, or other mobile technologies to find
each other. Since these devices are inherently interruptive, there is a con-
tradiction between being available through mobile devices and performing
medical activities smoothly[17]. If clinicians carry an always-on WPA all
the time, WPAs could determine current context and determine whether its
wearer is interruptable in a given situation or not, following one of at least
two approaches: 1) the context of the target clinician could be shared among
other clinicians, allowing callers to make the decision whether to interrupt
or not[18], 2) the WPA could intelligently choose interruption strategy by
e.g. adjusting the time, modality, and intensity of the notification. Having
detailed information about the perceptual focus of the target clinician would
allow the WPA to oﬄoad the decision of exactly when to interrupt, to the
unconscious processes (Figure 2.3, page 28) of the user.
3.4.2.2 Task reminder
Forgetting the interrupted task is one of the implications of interruption. To
mitigate this risk, the WPA could remind about the interrupted tasks after
interruption.
3.4.3 Multitasking Support
3.4.3.1 Display information in eye
During surgery, the surgical team currently needs to monitor important
information on a display. For example, during some of the orthopedic
surgeries, it is necessary to take periodically visualize X-rays of the pa-
tient (flouroscopy). Fluoroscopic surgeries forces the surgeon to frequently
switch focus between the surgical site and the screen. The WPA could dis-
play this information directly to the surgeon’s eyes, allowing the surgeon
to maintain focus on the patient, reducing surgery time and complications
from X-radiation exposure.
3.4.3.2 Predicting information requirements
The WPA would be able to recognize clinicians’ activities and allow them
to access relevant information quickly, without sacrificing their connection
to the patient or procedure at hand.
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3.4.3.3 Support multimodal interaction
WPAs could facilitate parallel activities by providing appropriate input and
output modalities according to action and perception restrictions of the sit-
uation in which clinicians perform medical tasks. For instance, when the
human agent is performing a visual task, the WPA could switch automati-
cally or manually to aural modality for displaying helpful information.
3.4.4 Collaboration Support
3.4.4.1 Synchronous & local collaboration
Almost every single medical task in hospital is accomplished in collabora-
tion. The ward rounds require a coordinated collaboration of physicians,
nurses, and patients. Moreover, doing a surgery or handling an emergency
case require collaboration of a medical team. In synchronous and local col-
laborative scenarios, WPAs could increase awareness among team members.
For example, during a surgery the attention point of a surgeon on the surgi-
cal site, tracked by a gaze tracker, could be shared among the surgical team.
Another example scenario would be to control sterility in operation theater.
In the surgery room, non-sterile objects (e.g. hands) should never touch
sterile objects. Assuming that all surgery team members have their own
WPA, the WPAs could together maintain a common picture of the sterility
state of objects based on who touches what and issue warnings if sterility
requirements are about to be violated.
Furthermore, Ad-hoc collaboration sessions occur frequently due to the
high mobility of clinicians. WPAs could automatically but gracefully inform
the participants about tasks and patients in common in these spontaneous
meetings. Also, the WPAs could form a virtual shared space to enrich the
collaboration with multimedia content.
3.4.4.2 Synchronous & remote collaboration
As mentioned earlier, specialists are sometimes called with short notice to
specific locations for emergency judgements. WPAs could reduce the need
for physical colocation by offering quick-to-setup hands-free video communi-
cation where the remote specialist could see what the local clinician sees and
provide valuable medical feedback. Such a telepresence application could
support also emergency teams in the field. [201].
3.4.4.3 Asynchronous & local collaboration
Apart from synchronous collaboration, many medical tasks are coordinated
through asynchronous collaboration. For example, clinicians update the
time schedule of the personnel on whiteboards, descriptions of performed
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medical tasks on patients during a working shift are entered into the com-
puter systems, etc. A problem is that most of the mechanisms for handling
these information resources are passive, demanding clinicians to specifically
act in order to share. Ubiquitous WPAs would allow for binding virtual
objects to physical objects, locations, or situations. For example, a night
shift nurse could leave a voice message close to a patient which would be
played by the take-over colleague’s WPA when close to that patient.
3.4.5 Sterility Support
3.4.5.1 touch-less interaction
In most operation rooms, several computers and large displays monitor dif-
ferent medical information before and during surgery(see left Figure 3.1).
Due to sterility restrictions, input devices are handled by an assistant or a
nurse instructed by the surgeon, sometimes causing misunderstandings and
delays. A WPA could act as an interface between stationary computers and
the surgeon through touch-less modalities such as speech, body gestures,
gaze, etc.
§ 3.5 WPA Prototype on Google Glass for three
selected scenarios
I discussed the utility of the initial ideas with three orthopedic surgeons in
semi-structured interviews, and based on the interview results we focused
on three main ideas: 1) mobile access to the electronic patient records, 2)
telepresence, and 3) touch-less interaction. In the following sections, we
briefly explain the initial 13 ideas for WPA to support above-mentioned
characteristics of hospital work. Due to the unobtrusiveness of the Google
Glass and also providing several input channels such as voice commands,
head motion, and touchpad, we decided to develop the WPA prototype on
the Google Glass platform (Figure 3.4). The first prototype of the WPA
supports three selected scenarios.
3.5.1 Mobile Access to the Patient Records
According to the interviewed surgeons, mobile access to the patient records
through a WPA could be a valuable support in several situations such as
ward rounds, operation theatre, and ad hoc collaborations. However, each
situation requires the WPA to provide different modalities for interaction.
For example, the WPA should support touch-less interaction in the operation
theatre due to the sterility restrictions while in the ward rounds surgeons can
use Google Glass touchpad to provide input to the device. In fact supporting
multimodal interaction is a crucial requirement for WPA in order to succeed
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Figure 3.4: Google Glass architecture [130].
in providing mobile access to the patient records. The main steps of mobile
access to the patient records on the Google Glass application are as follows
(Figure 3.5).
3.5.1.1 Finding the patient records
To find and retrieve the health records of a patient the system provides two
main channels: voice and QRCode. Users are able to filter the patients
list by saying either name or person number of the patient. They can also
find the patient records by reading the visual tags (QRCode of the patient)
through front view camera. The latter method is faster and more accurate
where the QRCode is available.
3.5.1.2 Switching between textual data and medical images
Patient records are distributed in several pages (cards) on the Google Glass.
Due to the limitation of display size in Google Glass the textual part of the
patient records are shortened. However, medical images (X-rays, CT-Scans,
etc.) are the most important part for the orthopedic surgeons. Users can
switch between different cards through voice commands or performing swipe
gestures on the touchpad of Google Glass.
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Figure 3.5: Screen-shots of the main cards of three applications [81].
3.5.1.3 Interaction with medical images
Users can zoom in/out, rotate, and navigate through a zoomed in view of
the medical images by providing voice commands, touch gestures on the
touchpad, and head movements. For example, using the head tracker of the
Google Glass, surgeons are able to navigate through an enlarged image in
real-time by head movements (see Figure 3.5).
3.5.2 touch-less Interaction
We designed the touch-less interaction module of WPA which enables sur-
geons to provide touch-less input to other computers in the operation the-
atre through voice commands and head gestures. The surgeon can choose
to interact with two different systems: 1- a 3D medical imaging system (In-
Vesalius 1), 2- a 2D image viewer to review the X-rays and other 2D images.
The surgeon can switch between 2D images, zoom in/out, and navigate
through an enlarged image on the stationery screen via voice commands
and head gestures through WPA. To interact with 3D imaging system (In-
Vesalius), user should first choose the desired view between Axial, Sagittal,
and Coronal. The depth view of the 3D model can be adjusted by either
1InVesalius is a free open-source software to construct 3D medical images.
http://svn.softwarepublico.gov.br/trac/invesalius/
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voice commands or head movements. Aside from supporting touch-less in-
teraction, this module enables users to take a snapshot from the stationery
screens and display it in the surgeons’ eye (see Figure 3.5).
3.5.3 Telepresence
Based on our interview with three surgeons, during complex surgeries, the
surgeon might need help from an expert colleague. In such situations, the
surgeon asks the expert colleague to personally help or provide guidance
through phone call. To enhance the effectiveness of such collaborations, the
telepresence module of the WPA is designed to share a still image taken
by the local surgeon with a remote expert. The remote expert can use a
mobile application to see the shared image and provide guidance through
vocal communication and also by adding sketches on the still image. The
graphical content provided by remote expert is superimposed on the head
mounted display of the local surgeon in real-time.
§ 3.6 Clinical simulation study at ITX facilities
3.6.1 Method
Since deploying the WPA in a real clinical setting is technically and legally
unfeasible, we evaluated the WPA in a clinical simulation in a separate sim-
ulation facility. In the medical work domain, conducting clinical simulations
is a popular method to train clinicians in critical clinical scenarios, such as
surgeries and emergency cases, and the usefulness of such studies is proved
for training clinicians [4]. The clinical simulation approach has also been
used as an effective method for evaluating clinical systems with representa-
tive users performing representative tasks [85]. Our study is conducted at
a clinical simulation and training facility in a Danish hospital. This simu-
lation facility includes different hospital departments from patient wards to
surgery rooms. In our study, we set up the facility for the above-mentioned
three scenarios. In the touch-less interaction and tele-presence scenarios we
set up the surgery room, and for the mobile access to the patient records
scenario we set up a patient room with two beds in the ward. [82]
During one-day simulation, two orthopedic surgeons, a senior nurse, and
two human actors (to play the role of patients) participated in the study.
Both surgeons performed all three scenarios. After completing each sce-
nario, the surgeons were asked to complete a questionnaire polling their
experiences completing the task and using the system. The participants
were also interviewed to get deeper insights into their experience of using
the WPA. [82]
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Figure 3.6: A surgeon uses the WPA for touch-less interaction with X-rays
(left screen) and MRI images (right screen) [82].
We took a scenario-based approach in evaluation of the WPA. Scenarios
included:
• Scenario 1: touch-less interaction with medical images: In the
surgery room, the surgical team including a surgeon and a nurse are
about to start the surgery. Before starting the surgery, the surgeon
needs to have a look at X-rays and MRIs. But his/her hands are sterile
and s/he cannot touch the mouse or keyboard. Therefore, the surgeon
uses the WPA for browsing X-rays and MRIs on two different screens in
the operation theatre through voice commands and head movements.
The surgeon might need to zoom in, rotate, or navigate through the
medical images until s/he finds a good view and gets ready to start
the surgery. The surgeon can also take a snapshot of the screens and
see the content on the HMD of the Google Glass. [82]
• Scenario 2: tele-presence during surgery: After adjusting the
medical images on the screen (in the previous scenario) during the
surgery, the surgeon encounters a complex situation and needs help
from an expert colleague. The surgeons uses the WPA to start a tele-
presence session with the remote colleague. The local surgeon takes
a picture of the surgical site and calls the remote surgeon using the
Glass. The remote surgeon answers the call. Then the local surgeon
explains the situation and shares the taken picture with the remote
surgeon. The remote surgeon provides some guidance while marking
the shared photo on his tablet. The local surgeon sees the content
provided by the remote surgeon on the Glass in real-time. [82]
• Scenario 3: mobile access to the EPR in ward rounds: It is one
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Figure 3.7: A remote surgeon (right picture) uses a tablet computer to
provide guidance to the local surgeon (left picture). The local surgeon sees
the visual guidance on the HMD in real-time [82].
day after surgeries. Patients are lying down in the hospital bed in the
ward. The surgeons should visit two patients who got surgery. The
surgeons use the WPA to review the new X-rays and the latest state
of the patients while walking to the ward together with a nurse. The
surgeon will search for the patient records on the Glass by saying the
patients name. After finding the patients records, the surgeon reads
EPR text explaining the latest state of the patient on the Glass and
also looks at the X-rays and MRI pictures on the Glass. The surgeon
can zoom in/out, rotate or navigate through the medical images. The
nurse has the latest state of the patients (last blood test, etc.). The
nurse answers the questions that the surgeon might ask during the
ward round. The surgeon visits the patients and asks some questions
about his/her pain, etc. Also the surgeon might need to answer the
patients’ questions during the ward round for which the EPR system
might be used. After visiting the patients, the surgeon prescribes the
next treatments and the nurse writes down the prescriptions. [82]
3.6.2 Results & Discussion
The result of our simulation study indicates that using the WPA for touch-
less interaction with medical images can save surgeons time and energy for
the surgery. Moreover, by using the WPA for touch-less interaction, there is
no need for a dedicated nurse to control the mouse for surgeons. However,
there are some limitations in both voice commands and head movements for
touch-less interaction. Using voice commands is a relatively reliable input
modality but due to the slow speed of the discrete voice commands, it is
not appropriate for providing a lot of commands in a short period of time.
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Figure 3.8: A surgeon uses the WPA to browse electronic patinet records
and X-rays in the ward round scenario [82].
In contrast to the voice commands, the head movements can be useful for
continuous interactions; however, due to the perceptual overlap between
seeing the large screen (X-ray and MRI systems) and seeing the pointer on
the HMD, it is not easy to use the head movements as a mouse to control the
pointer on the HMD for interaction with other systems. The lowest scores
in Figure 3.9-a are related to the accuracy of head tracking specially by P2
that reveals the challenge of using head movements for touch-less interaction
with medical images. [82]
Apart from the low quality of the image on the HMD of Google Glass
which is indicated in both usability questionnaire (Figure 3.9-b) and the
complementary interview, the WPA was successfully used for tele-presence
scenario. According to the both surgeons tele-presence was the best appli-
cation for the WPA. However, in this scenario we observed the problem of
overlapping between human to human conversation and voice commands to
the system. This indicates the need for more touch-less input modalities
(e.g. gaze) in Google Glass. [82]
The most challenging scenario was to use the WPA in ward rounds which
revealed the social problems of using Google Glass in parallel with human
to human interactions. Apart from the social problems, the Google Glass
small display turned out to be a limitation for intensive text readings which
is in line with the concept of microinteractions [9] where interacting with
the device should not exceed 4 seconds. To achieve such fast interactions,
the WPA needs to prepare the information for the surgeons in a way that
the surgeon can get what s/he needs at a glance. Using context to predict
the information requirements of the user, and using visualizing techniques to
communicate maximum amount of information in the shortest time period
are some of the approaches that can be taken to minimize the interaction
duration. [82]
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Figure 3.9: a) Usability of the touch-less interaction module of the WPA,
b) usability of the tele-presence module of the WPA, and c) usability of the
EPR module of the WPA [82].
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The three studied scenarios are representatives of three different config-
urations for interaction with WPAs as follows. [82]
1. WPA as an interface to other computers: The touch-less inter-
action scenario defines the WPA as an interface between the user and
other computers. In this type of scenarios, the human agent interacts
with two different computers in parallel.
2. WPA as an interface between two human agents: In the tele-
presence scenario, the WPA is defined as an interface between two
human agents which means the user interacts with another human
agent through the WPA and there is no parallel interaction.
3. WPA in parallel with human to human interaction: In the
ward round scenario, the user interacts with another human agent
and with the WPA in parallel. If we look at the results of the usability
questionnaires and interviews, we can conclude that the WPA got
the best scores in the tele-presence application where there was no
parallel interaction, and the user interacts sequentially with the WPA
and the other human agent. In the touch-less interaction scenario, the
usability of the WPA is evaluated as average. In this scenario, the user
interacts with two computers in parallel: the WPA and X-ray/MRI
systems. The most challenging scenario is the ward round where the
user needs to interact in parallel with the WPA and a human agent.
Our observations indicate that the bottleneck for what can be computed
by combined human and computer systems stem from the limitations of hu-
man perception and cognition not in limitations of current computer hard-
ware and software. As system designers, we need to more than ever make
sure that our WPAs talk to our static biological setup in the way it was
designed by evolution to interpret and act in the world.
- Chapter 4 -
A Wearable laser pointer as a visual display for
WPAs
Vision is the dominant sense for humans. This means that visual perception
plays a crucial role in experiencing the real world [155]. That is probably
the main reason why vision-based user interfaces (e.g. GUI) have mostly
been used as the dominant communication channel between humans and
computers. Even the early versions of wearable computers included head-
mounted [119] or wrist-mounted [22] visual displays. In the related work
part of this chapter, I briefly review different form factors of wearable visual
displays. Then I briefly introduce a wearable laser pointer as a novel visual
display for wearable personal assistants. More details about the wearable
laser pointer can be found in Paper 3.
§ 4.1 Related Work
Head-mounted displays (HMDs) are the most famous form factor for visual
displays in wearable computers. However, other forms of visual displays
such as wrist-mounted displays, wearable projectors, or recently developed
contact lenses have also been used or studied as an output modality for
wearable computers.
4.1.1 Head-mounted displays (HMDs)
HMDs are display devices that are mounted on a helmet or glasses with one
(monocular) or two (binocular) small displays in front of the user’s eye(s),
and user can see the visual contents such as images, textual information,
or videos in the display. Head-mounted displays can be monocular with
monoscopic view or binocular with stereoscopic view. Some HMDs are see-
through which means that the wearer can see also the real-world through
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Figure 4.2: Diﬀerent types of head-mounted displays.
Head-mounted Displays
A head-mounted display (HMD) is a display that is mounted or attached to the wearer’s
head. Its design requires sophisticated engineering techniques to integrate all required
electronics, optics, and mechanical components into a small and lightweight system able
to display an image either in front of one or both eyes (for details cf. [Stu01, MM97]). Re-
gardless of a certain design, HMDs oﬀer complete visual immersion, i.e. users can always
see the virtual world independent of head position or orientation. Over the last years
many diﬀerent HMDs were developed that all have specific properties. Figure 4.2 shows a
selection of HMDs designed for one or two eye usage. HMDs can be divided into diﬀerent
categories that describe their basic characteristics based on the ability whether a user can
still see the real world with the eye occupied by a display or not. Displays that allow
users to see both real world and virtual world with the same eye are called “see-through”
HMDs whereas displays that do not oﬀer this possibility are called “look around” or “non
see-through” HMDs [LRO03]. Another category that diﬀerentiates HMDs is defined by
the number of eyes they occupy. Binocular HMDs oﬀer stereoscopic viewing by displaying
the image in front of both eyes of the user. Monocular HMDs oﬀer monoscopic viewing
through only one display presenting an image to one eye only.
Although Steve Mann [Man01b] pointed out the wide range of possibilities of binocular
non see-through HMDs that fully block out the real world, they are of minor importance
in today’s wearable computing research, except for augmented reality applications, be-
cause they suﬀer from diﬀerent problems [Bab01]. One of the most important problems
Figure 4.1: Different types of head-mounted displays [211].
the display, while some others just show the virtual world to the wearers
and block the real-world view. See-through HMDs are useful in augmented
reality and mixed reality applications in which the computer-generated im-
age i superimpo ed on the r al-world view. In the see-through HMDs,
the computer-generated image can be projected on a semi-transparent mir-
ror and user can see the real world directly (optical-see through HMDs).
In the video see-through HMDs, a head-mounted front-facing video cam-
era streams the real-world image, which is combined electronically with
computer-generated image in ront of the viewer’s ey s. [196, 129, 74]
I Figure 4.1 different types of head-mount d dis lays are hown.
In general, monocular HMDs are easier to use for wearer compared to
the binocular ones due to their smaller weight [11]. They also offer the free
eye of users a complete real-world view; however, NCR’s study on HMDs
showed that sharing attention between real world and computer-generated
image could be challenging for weare s of the monocular HMDs [23].
While the technological advances in developing unobtrusive and high
performance HMDs have opened new horizons for applications of wearable
computers in everyday life, fundamental challenges still remain. Eye fatigue,
small field of view, swimming effects, limited resolution, and multiple focus
planes, are some of the famous problems associated with HMDs [102, 162].
Another important issue with onocular HMDs is the negative effects of
monocular HMDs on face-to-face communication between humans. Monoc-
ular HMDs reduce the quality of interaction between humans and affect eye
contact with other humans when the HMD is displaying information. As
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Figure 4.2: Apple watch (right side) and Samsung Gear S2 (left side) are
two famous brands in smartwatch market.
it was discussed in the Chapter 3, I also observed the negative effect of us-
ing Google Glass in the ward round scenario where the surgeons needed to
look at the information displayed on the Google Glass and at the same time
communicate with the patients.
4.1.2 Wrist-mounted displays
Wristwatch is another form factor for wearable computers, which is easier
to access compared to other forms of mobile devices such as PDAs and
smartphones usually kept in the pocket. A wrist-mounted display can be
easily viewed by flicking the wrist while PDAs or smartphones need to be
picked up and opened before use. However, due to the small size of the device
it is not easy to display large amount of text or interact with the touchscreen
using touch modality. Smartwatches are becoming more popular these days
for mostly self-monitoring applications and microinteraction. Figure 4.2
illustrates smartwatches from Apple 1 and Samsung 2 companies).
4.1.3 Wearable projectors
Through emerging pocket-size Pico projectors, the vision of augmenting the
physical world with interactive projection came true [66]; however, the con-
cept of wearable projection has been studied earlier using bulky projectors
[92]. In the Wuw-wear ur world system by MIT Media Lab [131] a gestural
1http://www.apple.com/watch/
2http://www.samsung.com/us/mobile/wearable-tech/all-
products?filter=smartwatches
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figure 2. WUW applications 
for calibration, the hardware is at reach from the users, 
and the device has to be as large as the interactive 
surface, which limits its portability; nor does it project 
on a variety of surfaces or physical objects.  It should 
also be noted that most of these research prototypes 
rely on custom hardware and that reproducing them 
represents a non-trivial effort.   
WUW also relates to augmented reality research [3] 
where digital information is superimposed on the user’s 
view of a scene.  However, it differs in several 
significant ways: First, WUW allows the user to interact 
with the projected information using hand gestures.  
Second, the information is projected onto the objects 
and surfaces themselves, rather than onto glasses or 
goggles, which results in a very different user 
experience.  Moreover, the user does not need to wear 
special glasses (and in the pendant version of WUW the 
user’s entire head is unconstrained).  Simple computer-
vision based freehand-gesture recognition techniques 
such as [7, 9, 17], wearable computing research 
projects (e.g. [18, 19, 20]) and object augmentation 
research projects such as [14, 15] inspires the WUW 
prototype.   
What is WUW? 
WUW is a wearable gestural interface.  It consists of a 
camera and a small projector mounted on a hat or 
coupled in a pendant like mobile wearable device.  The 
camera sees what the user sees and the projector 
visually augments surfaces or physical objects that the 
user is interacting with.  WUW projects information 
onto the surfaces, walls, and physical objects around 
the user, and lets the user interact with the projected 
information through natural hand gestures, arm 
movements, or direct manipulation of the object itself.   
 
figure 1. WUW prototype system.  
The tiny projector is connected to a laptop or mobile 
device and projects visual information enabling 
surfaces, walls and physical objects around us to be 
used as interfaces; while the camera tracks user hand 
gestures using simple computer-vision based 
techniques.   
The current WUW prototype implements several 
applications that demonstrate the usefulness, viability 
and flexibility of the system.  The map application (see 
Figure 2A) lets the user navigate a map displayed on a 
nearby surface using familiar hand gestures, letting the 
user zoom in, zoom out or pan using intuitive hand 
movements. The drawing application (Figure 2B) lets 
the user draw on any surface by tracking the fingertip 
movements of the user’s index finger.  The WUW 
prototype also implements a gestural camera that takes 
photos of the scene the user is looking at by detecting 
the ‘framing’ gesture (Figure 2C).  The user can stop by 
any surface or wall and flick through the photos he/she 
has taken.  The WUW system also augments physical 
Figure 4.3: Wuw-wear ur world: a wearable gestural interface [131].
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Figur  1. OmniTouch s a wearable d pth-sensing and projection system that allows everyday surfaces - including  
a wearer’s own body - to be ppropriated for graphical multitouch interaction.  
 
ABSTRACT 
OmniTouch is a wearable depth-sensing and projection sys-
tem that enables interactive multitouch applications on eve-
ryday surfaces. Beyond the shoulder-worn system, there is 
no instrumentation of the user or environment. Foremost, 
the system allows the wearer to use their hands, arms and 
legs as graphical, interactive surfaces. Users can also transi-
ently appropriate surfaces from the environment to expand 
the interactive area (e.g., books, walls, tables). On such sur-
faces - without any calibration - OmniTouch provides capa-
bilities similar to that of a mouse or touchscreen: X and Y 
location in 2D interfaces and whether fingers are “clicked” 
or hovering, enabling a wide variety of interactions. Relia-
ble operation on the hands, for example, requires buttons to 
be 2.3cm in diameter. Thus, it is now conceivable that any-
thing one can do on today’s mobile devices, they could do 
in the palm of their hand. 
ACM Classification: H.5.2 [Information interfaces and 
presentation]: User Interfaces - Graphical user interfaces; 
Input devices and strategies.  
General terms: Human Factors 
Keywords: On-demand interfaces, finger tracking, on-body 
computing, appropriated surfaces, object classification. 
INTRODUCTION 
Today’s mobile computers provide omnipresent access to 
information, creation and communication facilities. It is 
undeniable that they have forever changed the way we 
work, play and interact. However, mobile interaction is far 
from solved. Diminutive screens and buttons mar the user 
experience, and otherwise prevent us from realizing their 
full potential.  
In this paper we explore and prototype a powerful alterna-
tive approach to mobile interaction that uses a body-worn 
projection/sensing system to capitalize on the tremendous 
surface area the real world provides. For example, the sur-
face area of one hand alone exceeds that of typical smart 
phone. Tables are often an order of magnitude larger than a 
tablet computer. If we could appropriate these ad hoc sur-
faces in an on-demand way, we could retain all of the bene-
fits of mobility while simultaneously expanding the interac-
tive capability. However, turning everyday surfaces into 
interactive platforms requires sophisticated hardware and 
sensing. Further, to be truly mobile, systems must either fit 
in the pocket or be wearable.  
In this paper, we present OmniTouch, a novel wearable sys-
tem that enables graphical, interactive, multitouch input on 
arbitrary, everyday surfaces. Our shoulder-worn implemen-
tation allows users to manipulate interfaces projected onto 
the environment (e.g., walls, tables), held objects (e.g., 
notepads, books), and their own bodies (e.g., hands, lap). A 
key contribution is our depth-driven template matching and 
clustering approach to multitouch finger tracking. This ena-
bles on-the-go interactive capabilities, with no calibration, 
training or instrumentation of the environment or the user, 
creating an always-available interface [8,24,28].  
Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
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Figure 4.4: Th OmniTouch system enabl s graphical, interactive, multi-
touch input on arbitrary, everyday surfaces.
interface using a wearable projector and a camera was developed and evalu-
ated (Figure 4.3). This system has a front-facing camera to detect the users’
hands and project information onto the surrounding surfaces or physical ob-
jects. OmniTouch [66] system is another study on wearable projection by
Microsoft Researc Group. The OmniTouch sy tem targeted to extend mo-
bile interaction beyond the limitations of xisting obile devices by using
ad hoc surfaces around users instead of display of mobile devices. The Om-
niTouch system as a depth sensor creating a 3D model of the surrounding
environment that helps t e system to detect user’s hands for different kinds
of input (Figure 4.4). One of the main advantages of wearable projectors is
the possibility of sharing information in collaborative settings [128] which is
not possible in head-mounted displays; however, there are some limitations
for projection technology such as contrast challenges in bright environments.
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Figure 4.5: The right picture illustrates the first prototype of the contact
lens display, and the left picture shows the contact lens in a rabbit eye [108].
In addition, the quality of the projected image depends on the texture and
color of the background surface.
4.1.4 Contact lens displays
There are some studies on feasibility of developing and using wireless con-
tact lens displays as a future display technology for augmented reality ap-
plications [108]. The first prototype of the contact lens display comprises a
single pixel LED, a miniaturized IC, and an antenna for electricity induction
(Figure 4.5). This single pixel prototype has been tested on a live rabbit
successfully.
4.1.5 Wearable laser pointers
Wearable motor-controlled laser pointer is another technology for superim-
posing information (e.g. sketches, text, point, etc.) onto physical objects
and surfaces around human agents. Stationary laser pointers have been used
for augmented reality applications as an alternative technology to HMDs
[175]. In [167], a combination of shoulder-mounted laser pointer and HMD
has been evaluated to guide a local worker by a remote expert in a tele-
guidance scenario. The shoulder-mounted laser pointer was controlled by a
remote guide to direct the attention of the wearer to particular objects at
the local site. Since they used servos to control the laser beam, the only
content could be provided to the local user through the laser pointer is just
a point.
§ 4.2 The proposed wearable laser pointer
To answer the RQ5 (page 5)), I extended the previously implemented sta-
tionary laser pointer for augmented reality applications [175] to a wearable
version [83] (see Figure 4.6). The utility of my wearable laser pointer was in-
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Figure 4.6: System architecture of the wearable laser pointer.
vestigated through a lab study where the performance of the participants is
measured in a remote collaboration task. I compared the user performance
in two different conditions: 1) the user had a HMD to see the provided guid-
ance by a remote person, 2) the user had a helmet-mounted laser pointer
drawing sketches directly on the physical objects in order to direct the user’s
visual attention towards those physical objects (see Figure 4.7). Details of
the lab experiment is discussed in Part II - Paper 3.
4.2.1 Advantages of the wearable laser pointer
First of all, in projection-based augmented reality, the computer generated
content is superimposed directly onto physical objects. Instead, in HMD-
based augmented reality systems, the user needs to view the computer gen-
erated graphics and the real world image through the HMD. This indirect
view of the real world causes some problems such as eye fatigue and focusing
problems for users of the HMDs.
The second advantage of wearable laser pointers is the possibility of
sharing information in collaborative scenarios an advantage it shows with
projection-based displays. However, the laser beam is more visible compared
to the state of the art projectors’ light. This is an important strength for
wearable laser pointers specially in outdoor applications in daylight.
4.2.2 Limitations of the wearable laser pointer
Apart from the above-mentioned advantages there are some technical lim-
itations for wearable laser pointers. The first challenge is the form factor.
The existing motor-controlled wearable laser pointers are bulky and hard
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Figure 4.7: The right picture illustrates a closer view of the galvo scanners,
the middle image shows a user wearing the helmet-mounted motorized laser
pointer while the left picture shows a user with the HMD [83].
to carry. The second technical challenge of using wearable laser pointers is
instability of the laser beam: the projected content moves when the wearer’s
head does. This is a problem if the intention is to rest the point of the beam
on a specific nearby object. Similar to augmented reality user interfaces on
HMDs and other mobile displays, the visual content in laser pointers also
needs to be registered in the real world.
Another important issue is the limitation in displaying complex visual
content. Since in laser pointers the visual content should be drawn by mov-
ing two motor-controlled mirrors, in order to display complex symbols (e.g.
long textual information) the laser pointer needs to move faster, otherwise
the quality of the displayed visual content decreases. In my prototype, I
used a pair of 20 KHz galvanometers controlled by an Uno-Arduino micro-
controller. Using this setting, there was no problem to display polygons
with the size of 30 degrees and about 10 edges. Figure 4.8 illustrates some
sample contents projected by the wearable laser pointer on the wall.
In laser pointer systems, a front-facing (scene) camera needs to stream
the image of the environment in order to register the virtual content in the
real world. due to the distance between the scene camera and the laser
pointer mirrors, there is always a potential displacement between the tar-
geted points by the system and the actual laser position in the real world.
This displacement is called parallax error. One strategy to minimize the
parallax error is to calibrate the system for different distances and use a
depth sensor to adapt the calibration. Our approach was to place the cam-
era very close to the laser pointer mirrors (<1cm) to minimize the parallax
error and calibrate the system for an average distance (2m) resulting in an
accuracy of about <1 degree in the range of 1 to 5m.
Another limitation of wearable laser pointers is the significant power
consumption and need for heat dissemination. In our prototype we used a
15 volts power supply and a heat sink to get rid of the extra heat generated
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Figure 4.8: Visual content displayed by the wearable laser pointer on the
wall.
by the controlling unit. In state of the art eyewear computers the device
works with a 5 volts battery (for about 45 minutes in Google Glass) which
is much lower than my wearable laser pointer.
Finally, the strong laser beams are dangerous for nearby people. The eye
safety restrictions forces us to use the low power laser which is not bright
enough for the daylight condition.
§ 4.3 Discussion
4.3.1 The WPA concept
The simple and flexible laser projection mechanism in laser pointers en-
ables WPAs to direct users’ visual attention to a certain object in the real
world. Aside from providing explicit visual content (path 14-2-4-6-8 in Fig-
ure 2.3 - page 28), by decreasing the intensity of the visual stimulus the laser
pointer would be able to provide subliminal cues to direct the visual atten-
tion unconsciously (path 14-2-4-9 in Figure 2.3, page 28). This unconscious
interaction could reduce the negative effects of explicitly interrupting users
(section 2.8.1). Providing such subliminal visual cues can be technically
much harder on HMDs since to display subliminal cue the refresh rate of
the display needs to be relatively high (about 100 Hz) which is not available
in state of the art HMDs.
4.3.2 The WPA for clinicians
Our comparative study between a motor-controlled laser pointer and a HMD
in a remote collaboration task (Part II - Paper 3) [83] showed the potential
of the laser pointer to solve some of the well-known challenges of HMDs such
as the focusing problem and eye fatigue. In fact laser pointers can be used
as a complementary output device by WPAs for displaying simple visual
contents in situ. For example, a wearable laser pointer could be used as an
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additional visual display in our tele-presence scenario in the surgery room.
The laser pointer could be controlled by the remote expert to point the laser
beam directly onto the surgical site; however, for such remote pointing we
need to have a live video stream between local and remote surgeons. Such a
pointing mechanism would let other clinicians in the surgery room also see
the laser point. This can be an advantage over the HMDs which are visible
only for one person.
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- Chapter 5 -
Body gestures as an input modality for WPAs
In this chapter, I briefly review the previous work on gesture-based inter-
action with wearable computers. Then I discuss some of the usability chal-
lenges of gesture-based interaction and explain how our project on gesture-
based interaction with medical images in the operation theatre addresses
some of those challenges. This chapter tries to answer the body gesture
part of the RQ4 (page 5).
§ 5.1 Related work
We use body gestures to communicate with each other, and even before we
learn how to talk as newborn we are able to express ourselves through body
gestures. ”A gesture is non-verbal communication made with a part of the
body” [20].
The use of gestures for human-computer interaction has always been an
interesting topic in the HCI community (e.g. [26, 159, 217, 95, 39]). From
a user-experience perspective, gesture-based interaction has been widely ac-
cepted as an intuitive and robust input mechanism in gaming applications
1. Still new technologies, such as the MYO Gesture Control Armband2, the
Leap Motion Sensor3, and compact TOF cameras 4 are being explored for
gesture-based interaction (Figure 5.1). While researchers have proved that
3D gestural input is as effective as touch input for mobile devices [86], the
effectiveness of the gesture input for everyday interaction with computers is
still under research.
Even though the most popular application for gestural control systems
is computer gaming, the possibility of touch-less interaction makes gestural
1Microsoft Kinect Sensor. www.xbox.com/en-US/kinect
2https://www.myo.com/
3www.leapmotion.com/product
4http://www.opticsbalzers.com/
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Figure 5.1: a) Opticsbalzers TOF camera for gesture recognition in surgery
rooms, b) Leap Motion sensor for interaction with virtual reality applica-
tions, and c) Myo sensor detects hand gestures by analyzing electrical signals
from muscles (EMG).
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input a viable modality for interaction in sterile environments (e.g. [205,
51, 165, 141]) and interaction with wearable computers (e.g [39, 95, 97, 14])
because the gesture-based interaction leaves users’ hands free for performing
real-world tasks.
Body gestures can be used either the only input modality (e.g. [39,
95, 159]) or they can be combined with other modalities such as speech
commands [26] and eye gaze [98] for multimodal interaction. In the following
sections of the related work, the possible technological approaches to gesture
recognition is briefly explained, and previous work on three types of body
gesture (hand, foot, and head gestures) is reviewed.
5.1.1 Gesture recognition approaches
In general, body gestures could be detected in different ways from using
wearable sensors to environmental sensors.
5.1.1.1 Wearable sensors
The wearable sensors can be inertial sensors such as accelerometer[214],
gyroscope[219], or combination of them [21]. Another approach to detect
body movements is to use wearable cameras on the wrist [95], foot [14], head
[131], shoulders [66], or the whole body [179]. It is also possible to detect
touch-based gestures based on wearable capacitive sensing [159, 169].
5.1.1.2 Sensors in the environment
The sensors embedded in the environment can be vision-based (e.g. [218,
10, 205, 60, 187, 165, 51]), pressure sensors [146], capacitive sensors [218],
or light refraction [10]. The vision-based gesture recognition can be done
through regular webcams [205], a stereo camera [60], a time of flight camera
[187], or the Microsoft Kinect [165, 51]. The latter is becoming increasingly
popular thanks to its low cost and easy implementation.
In the vision-based approach with cameras embedded in the environ-
ment, the user does not need to wear any additional device. However, a
direct line of sight is needed for the interaction, where the users typically
have to hold their hand in an unnatural position in order for the system to
detect the gestures. Non-vision-based sensing approaches such as inertial
wearable sensors, capacitive, and pressure sensors pose a good alternative
to vision-based systems, as they do not require a direct line of sight. Using
inertial wearable sensors for gesture recognition only allows a designated
person to interact with the system, avoiding the potential confusion asso-
ciated with having multiple people in the room the system is deployed in.
However, wearable sensors need to physically be mounted on the user’s body
which might decrease acceptability of such systems by users.
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In gesture-based interaction, it is important to differentiate between ges-
tures performed as intentional input the interactive system and gestures that
take place as part of other activities (and should be ignored by the inter-
active system). One approach is to detect dedicated, easily distinguishable,
gestures out of a continuous data stream [87] or enabling the system with
another modality (clutch mechanism) such as user voice commands [21].
5.1.2 Hand gestures
A survey [20] on body-gesture-based interaction indicated that using hand
gestures are the most dominant type of gestures used in gesture-based in-
teractive systems. Using gloves to recognize hand gestures is among the
earliest gesture recognitions approaches. The Data Glove [217] was able to
monitor ten finger joints and the six degrees of freedom (6 DOFs) of the
hand movements , SCURRY glove [97] enabled users to type on a virtual
keyboard, and Acceleration Sensing Glove (ASG) [152] was able to recognize
pseudo static gestures and be used for mouse pointing.
As it was explained in the previous section, using wearable inertial mo-
tion sensors is another popular approach for detecting hand gestures (e.g.
[214, 219, 21]).
A big part of the hand gesture recognition systems have been developed
for interaction with wearable computers. For instance, the GestureWrist sys-
tem [159] was a capacitive sensor placed around the wrist to detect change
of the arm shape and hand gestures for interaction with wearable comput-
ers. GesturePad [159] was another form of capacitive sensor for interactive
clothing that allowed users to provide commands to a wearable computer by
touching different parts of their clothes. Since wearable computers have lim-
ited processing resources and battery, using vision-based gesture recognition
is not easy on wearable computers since these approaches usually demand
heavy processing and a lot of power. One approach to minimize the process-
ing and power consumption burden on a wearable computer and increasing
the accuracy of the gesture recognition is to add a gesture recognition com-
ponent to the wearable computers. Mime [39] is a low-power 3D sensor
component suitable for gesture-based interaction with HMDs and eyewear
computers. Mime [39] includes a front-view time-of-flight (TOF) module
with a standard RGB camera to position the users hand in a 3D space (see
Figure 5.2). In the Mime system [39], the scene is illuminated by a pulsed
LED and the reflected light is time-sampled. The samples are processed to
calculate hand coordinates in 3D which is used to recognize hand gestures.
Another example for such gesture recognition systems is Digits [95] that
uses a wrist-worn camera to recover the 3D pose of the user’s hand. Finally,
ShoeSens [14] uses a shoe-mounted Microsoft Kinect as a sensor for detecting
hand gestures.
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Figure 5.2: Mime can be added as a peripheral component to eyewear
computers for gesture-based interaction [39].
5.1.3 Foot gestures
The utility of foot gesture-based interaction can be understood easier if we
think about a mobile scenario, where the user’s hands are dirty or pre-
occupied (with e.g. shopping bags) and the user wants to interact with
a mobile or wearable device. In non-mobile scenarios, we use our feet for
interaction with machines (e.g. while driving a car). Moreover, modern
computer games such as Microsoft Kinect and Nintendo Wii have brought
the foot-based interaction to everyday life. While previous studies [144]
showed that human’s foot is capable of performing complex movements and
can be quick in performing coarse level actions, it is also proven that foot is
less precise than hands and fingers [148].
In HCI community, the foot gestures have been used for entertainment
and gaming [147, 143], ambient awareness [163], user identification via gait
analysis [72], navigating through documents [174], or providing input to
interactive systems [215, 40, 176, 64].
Foot gesture recognition can be accomplished through either on-body
sensors (e.g. accelerometer [6] or insole embedded sensors [200]) or environ-
mental sensors (i.e. sensitive floors). The latter category features different
technologies including pressure [146], light refraction [10], or capacitive [218].
While capacitive approaches usually have less resolution, when compared to
the others, these do not require for a soft or transparent surface, and easily
allow for swipe-like foot gestures.
5.1.4 Head gestures (movements)
Humans use head nods and head shakes in their face to face conversations
to express their agreement or disagreement [134]. Head movement has also
been used for interaction with computers as the only input modality (e.g.
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[122, 133]) or in combination with other modalities such as gaze [216, 188, 78]
or hand gestures [7]. It is proven that using head movements for interaction
is easy to learn [19] and accurate [79] way for interacting with computers.
However, the mass of the head can reduce the speed of interaction, and
it can be tiring for the neck muscles [53]. The head-based interaction can
broadly be categorized into into discrete and continuous. One example for
continuous use of head movements in interaction is head pointing where the
horizontal and vertical head movements are translated to the horizontal and
vertical movements of the cursor in a graphical user interface [216, 188, 78].
While head nods and shakes can be interpreted as discrete commands to
the system for dialog boxes and document browsing in Windows [133], con-
trolling a wheelchair [62], interaction with smart home [122], or interaction
with automotive information systems [7].
Head movements can be detected by a camera [133, 122, 96] or other
wearable inertial sensors [52, 36]. Most of the camera-based approaches
track eye position for head gesture recognition. Different classifiers have
been used for head gesture recognition such as Hidden Markov Model [89]
and SVM [133]. Mardanbegi et al. [122] used an eye-tracker to detect head
gestures by tracking pupil rotation that happens during head movements.
Most of the modern eyewear computers such as Google Glass and Vuzix
Smart Glass are equipped with 9 degree of freedom inertial sensors that
enables them to detect head movements accurately.
§ 5.2 Challenges of gesture-based interaction
While using body-gestures can be an interesting touch-less modality for
interaction with computers on the move or in parallel with real-world tasks,
there are some well-known usability challenges associated with gesture-based
interaction. First of all in gesture-based interaction similar to all in-air
interaction techniques there is no haptic feedback which has a negative effect
on user performance and usability of the system [73]. The second problem is
the need for a clutch mechanism to differentiate the user’s actions that are
intended to be a command to the system from those that are not. Another
challenge is related to the social aspects of the interaction where a user
needs to use the system in presence of other people (e.g. in collaborative
scenarios). Since body gestures are used in human to human interaction,
performing gestures for interaction with computers might be confused by
other people or might seem awkward and reduce the acceptability of the
system [3].
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Figure 5.3: A participant interacting with medical images [84].
§ 5.3 Hand & foot gestures for touch-less in-
teraction in hospitals
Due to the sterility restrictions in operation theatres, gesture-based inter-
action with medical systems in surgical settings can be a big advantage.
To investigate the utility of using hand and foot gestures for interaction
with medical images in the surgery room, we designed and implemented a
system that helps orthopedic surgeons interact with 2D X-ray and 3D CT
scans displayed on two different displays through hand and foot gestures.
We used a single wearable sensor including accelerometer and gyroscope to
detect 6 different hand gestures. To address the clutch mechanism problem,
we investigated the utility of foot gestures for starting and finishing the in-
teraction, and switching the interaction mode from one system to another
one. To detect the foot gestures we used capacitive sensors embedded into
the floor. Figure 5.3 represents the system architecture and a user inter-
acting with the system through hand and foot gestures. Assuming that in
the future, places like hospitals would be equipped with such sensors, we
investigated the feasibility of using such sensors for mobile interaction in
hospitals. Since in a hospital clinicians mostly move within the building of
the hospital (local mobility [17]) if the whole building is covered by such
capacitive sensors, future WPAs for clinicians can utilize such an infrastruc-
ture for foot-gesture-based interaction. More details about the study can be
found in Part II-Paper 4.
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§ 5.4 Discussion
5.4.1 The WPA concept
Hand-gesture-based interaction can be a viable input modality for WPAs
when the user’s hands are dirty (e.g. during a surgery or while cooking)
or when the user needs to hold a tool in his/her hands; however, the user’s
hands are still involved temporarily in the interaction. Foot-based interac-
tion can be a good complement for hand gestures when the user is standing
still and not walking (e.g. during a surgery or while cooking). An context-
aware adaptive user interface can switch the interaction modality from foot
gesture mode to hand gesture mode when the user starts walking.
5.4.2 The WPA for clinicians
Since eyewear computers are already equipped with relatively accurate head
tracking sensors, it is feasible to use head movements for interaction with
eyewear-based WPAs without adding any equipment. In the hospital study
explained in Chapter 3, the head movements of the surgeons is used for
continuous interaction with the computers in the surgery room. In this
case, the WPA acts like a proxy for interaction between the user and other
computing devices. If the floor of the room was equipped with embedded
capacitive sensor (e.g. SensFloor [104]), the WPA could also provide a
foot-gesture-based input modality for interaction with the WPA or other
computers in the hospital.
- Chapter 6 -
Exploring Eye Movements for Interaction with
WPAs
Using eye movements for interaction with computers goes back to the early
1990 when Robert Jacob [75] explored eye gaze as an input modality for
pointing, moving screen objects, and menu selection in desktop computers.
But eye-based interaction is not limited only to the desktop computers.
Mobile eye trackers are developed to bring eye-based interaction to people’s
everyday life where mobility is an inseparable part of everyday activities.
Since wearable personal assistants are supposed to be used on the move and
in parallel with real-world tasks, utilising eye movements as a touch-less
input modality can be a big advantage for WPAs. Aside from using eye
movements as an input modality, the eye movement data can be used for
context recognition [29]. The context inference from eye movements can be a
classical activity recognition [32] or more complex aspects of the user context
like cognitive state [31]. These contextual clues can be extremely valuable
for WPAs to provide relevant information to the task in hand through an
appropriate modality in a right moment. In this chapter, I briefly review
previous work and discuss challenges of eye-based interaction with wearable
computers. Then I explain the contributions of this thesis to address some
the discussed challenges. This chapter answers to the eye-movement part of
the RQ4 (page 3).
§ 6.1 Related work
In the related work section, first of all the previous work on gaze-based
interaction with HMDs is reviewed since the focus of this dissertation is
eyewear-based WPAs which mostly include an HMD as the main visual
output device. Moreover, the existing technologies for mobile eye tracking
are reviewed since for eye-based interaction with WPAs we need a mobile
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eye tracker integrated with the WPA. Finally, previous work on eye-based
interaction techniques are reviewed to reveal the strengths and weaknesses
of each interaction technique for the envisioned WPAs.
6.1.1 Gaze-based interaction with HMDs
Eye gaze have been previously used for interaction with HMDs in virtual
reality (e.g. [198, 142, 43]) and augmented reality (e.g. [137, 105, 5]) appli-
cations. The main purpose of implementing gaze in an augmented reality
system is to detect users’ point of interest in the field of view. This in-
formation can be used for predicting the user’s intentions and anticipating
what the user will request from the system [137, 105, 5]. In virtual reality
applications, gaze can be used for selecting virtual objects in a virtual en-
vironment [198] or adapting virtual environment based on the user’s gaze
direction [142, 43].
6.1.2 Mobile eye tracking techniques
The most popular approach for both mobile (head-mounted) and remote
(stationary) eye tracking is video-based method. A typical setting for video-
based eye tracking includes relatively inexpensive cameras and image pro-
cessing hardware and software to calculate the point of regard in real-time.
To compute the point of regard, the corneal reflection of the light source
which is typically infra-red is measured relative to the location of the pupil
center. [50]
During the mid-1970s, electrooculography (EOG) (e.g. [30]) was the
most popular approach for tracking eye movements [50]. A typical EOG sys-
tem includes electrodes placed around the ocular cavity to measure changes
in the static fields due to the eye’s dipole potential [29]. By analyzing the
signal generated from changes in the electric potential field, the system can
detect relative eye movements.
6.1.3 Eye-based interaction
Using eye gaze as an input modality for computing devices has long been a
topic of interest in HCI community, and it is due to the fact that humans
naturally tend to direct eyes toward the target of interest. Eye gaze can
be used both as an explicit and implicit input modality. “Implicit input
are actions and behaviors of humans, which are done to achieve a goal and
are not primarily regarded as interaction with a computer, but captured,
recognized, and interpreted by a computer system as input [171]”. While
explicit input are our intended commands to the system through mouse,
keyboard, voice commands, body gestures, and etc.
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6.1.3.1 Eye gaze for explicit input
One of the most explored explicit ways of using gaze to interact with com-
puters is to use eye gaze as a direct pointing modality instead of mouse in
a target acquisition task [75]. The target can be selected either by fixating
the gaze for a while on a particular area (dwell-time) [180] or using a mouse
click [79]. However, controlling cursor with eye movements is limited to
pointing towards big targets due to the inaccuracy of gaze tracking methods
and subconscious jittery motions of the eyes[216]. Eye-gesture is another
explicit approach for gaze-based interaction where user performs predefined
eye-strokes[47]. Previous studies [19, 79] have shown that using eye gaze as
an explicit input modality is not always a convenient method for users. In
fact, overloading eyes as hummans’ perceptual channel with a motor control
task is not convenient [216].
6.1.3.2 Eye gaze for implicit input
In implicit method of using gaze in user interface design, natural move-
ments of the eyes can be used to detect context, for example looking at
certain objects in an environment can reveal interest of humans to those
objects [116]. Eye gaze can also be used to infer about user’s behaviour, for
instance which objects attracts user attention during an everyday activity
like cooking [164]. Another example of using eye gaze as an implicit input
is to detect user’s attention point and react to the users eye contact [178],
or adapt user interface behavior [70] accordingly. The gaze data can also be
used indirectly for interaction purposes [216, 78, 122, 203]. For instance, in
the MAGIC pointing technique [216, 78], eye gaze data is used to move the
cursor as close as possible to the target. Mardanbegi et al. [122] proposed
a gaze-based interaction technique where the gaze data is used indirectly
for head-gesture recognition. Another implicit way of using gaze data is
Pursuits interaction technique [203] which enables users to select an object
on the screen by correlating eye pursuit movements with objects moving on
the screen.
§ 6.2 Challenges of gaze-based interaction with
eyewear computers
Previous work indicates three main challenges for both stationary [117] and
mobile [29] gaze-based interaction: 1) eye-tracking accuracy, 2) calibration
drift, and 3) the Midas touch problem (the problem of recognizing the user’s
intentional gaze input from other eye movements). These challenges are
also applicable to the gaze-based interaction with WPAs. In addition to
these three classical eye interaction challenges, integrating eye trackers with
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WPAs have some hardware and software complexities which are explained
as follows.
6.2.1 Hardware & software challenges
As I explained in section 4.1.1, HMDs can be monocular, binocular, video-
see-through, optical-see-through, or non-see-through. Since being able to
see the real world is very important factor in real world tasks, binocular
non-see-through HMDs which cover the whole field of view of the user do
not seem to be a good option for WPAs. Also due to the floating effect
and latency in the live video feed, video-see-through HMDs are not still
appropriate for real-world applications. Therefore, the only acceptable form
factors for a HMD as part of a WPA are monocular and binocular optical-see-
through HMDs or monocular non-see-through HMDs. Optical see-through
HMDs are relatively expensive and not easy to use in daylight condition.
Thus the only feasible form factor for HMD of a WPA is monocular non-
see-through HMDs which have been used in most of the recently produced
eyewear computers such as Google Glass and Vizux Smart Glass. In the
latter form factor, one eye is left free to observe the real world, and the
HMD covers only a small part of the field of view (e.g. about 14 degrees in
Google Glass) of only one eye. None of the commercially available eyewear
computers are equipped with eye tracking systems. Only in Google Glass
a near-eye infrared proximity sensor is installed to recognize blinking and if
the user is looking at the HMD or not (see Figure ). This proximity sensor
cannot be used for calculating point of regard which is crucial for gaze-based
interaction.
6.2.1.1 GlassGaze: an open-source gaze-tracker for Google Glass
To integrate an unobtrusive eye tracker into the Google Glass, we developed
a hardware and software platform which is called GlassGaze [123]. The
system architecture of the GlassGaze is illustrated in Figure 6.1. To detect
the eye gaze, an external infrared camera was added to the Glass under
the display. The camera sends the eye image wirelessly to a remote server
[121]. The server analyzes the eye image in real-time and calculates the eye
gaze coordination based on the user calibration data. The server sends the
calculated gaze coordination to the client application on the Google Glass
through WiFi connection. The client application receives the gaze data and
adjusts the user interface accordingly. The GlassGaze client application on
the Google Glass is released as an open-source Android application 1. The
Android application enables the user to calibrate the system for both gaze
tracking on the display and gaze tracking on the scene. The accuracy of
the GlassGaze system is about 0.5 degrees. The GlassGaze hardware and
1https://github.com/dmardanbeigi/GlassGaze
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Figure 6.1: System architecture of the GlassGaze [78].
software platform is used for exploring eye-based interaction with WPAs
explained in the next sections of this chapter.
6.2.1.2 EyeDroid: an open-source mobile gaze tracking system
on Android
One of the main reasons that even the state of the art eyewear computers
do not support eye-based interaction is the fact that the image process-
ing required for gaze tracking is extremely complex and power demanding.
Unfortunately, this computational demand is very far from what can be
accomplished on existing eyewear devices such as Google Glass. Due to
this limitation, we assigned the image processing task to a remote server
in the GlassGaze application like other mobile gaze tracking systems (e.g.
[106, 110, 157, 121]). However, this approach decreases the mobility of the
user to a limited area in the range of wireless network coverage.
There are some commercial products from companies such as EyeTribe2,
Tobii3, and Umoove4 which support eye tracking on mobile and wearable
devices. They usually provide a cellphone-size device for image processing.
But the commercial mobile gaze trackers are usually so expensive and hard
to afford. That is the reason why some of the recent studies have tried to use
cheap and small processors such as Raspberry Pi [56] and micro-controllers
[126] for eye tracking. Ferhat et.at [56] have presented a cheap eye tracking
solution running on a Raspberry Pi device. They based their work on the
open-source Opengazer [136]. The average gaze estimation error of their
system is about 1.4◦ for an image size of 640 × 480 pixels with the frame
rate of 3Hz. Although their system was running on a small device, it was
only tested on a stationary setup for gaze tracking on a computer screen.
The iShadow eye tracker by Mayberry et.al [126] focuses on head-mounted
2https : //theeyetribe.com/
3http : //www.tobii.com/
4http : //www.umoove.me/
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Figure 6.2: A schematic view of the EyeDroid system architecture.
gaze tracking. They have presented a fully mobile eye tracking solution using
a low-power ARM Cortex M3 micro-controller. The iShadow system uses
a very efficient image processing approach that can run on a small micro-
processor. They achieved real-time gaze tracking in an image captured by
a front-view camera with an error of about 3 degrees.
Since in eyewear computers (e.g. Google Glass) the size of the display is
very small (less than 15 degrees), the accuracy of the eye tracker needs to be
relatively high (compared to the stationary standard displays) in order to
enable a graceful interaction. To achieve a higher accuracy in eye tracking
(about 1 degree), we rely on the processing capacity of commonly used An-
droid smartphones for processing eye images. This means in our GlassGaze
system, we replaced the remote server [121] with an Android smart phone
(see Figure 6.2). We implemented a we built and used Java Lightweight
Processing Framework (JLPF)5 to optimize the image processing load on
the phone. The evaluation of the system indicated an accuracy of 1.06 de-
grees and a battery lifetime of approximate 4.5 hours. Details of the system
implementation and evaluation is explained in the Part II-Paper 5.
6.2.2 Accuracy of eye trackers & usability challenges
Just like previous mass-market user interface paradigms used in smartphones
and PCs, interaction with eyewear devices relies heavily on the visual modal-
ity. The typical use of gaze in graphical user interface is a pointing mech-
anism to control the cursor position on the screen [19, 100]. Gaze pointing
5https : //github.com/centosGit/JLPF
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has also been explored for interaction with head-mounted displays [1, 101];
however, due to the inaccuracy of existing gaze tracking approaches and the
subconscious jittery motions of eye [216], using eye-pointing is limited to the
pointing towards large targets on the screen [19]. Aside from the target size
limitation, eye-pointing has in several studies been found to be an inconve-
nient way of pointing [78, 19]. In fact, overloading the visual channel with a
motor control task can be the main reason for eye-pointing to be recognized
as an inconvenient pointing technique [216].
Since eyewear computers sit on the user’s head and in front of his/her
eyes, head and eye movements can be an used as input modalities for eyewear
computers. To explore the advantages and limitations of using eye and head
movements for interaction with WPAs, I investigated head and eye move-
ments for pointing towards a graphical user interface on a HMD. The per-
formance of users in head and eye pointing has been compared with mouse
pointing as a baseline condition. The results of our experiment showed
that the eye pointing is significantly faster than head and mouse pointing;
however, our participants felt that the head pointing is more accurate and
convenient. The details of the study can be found in Part II-Paper 6.
Based on findings from the above-mentioned study, we decided to com-
bine head and eye movements for a target acquisition task. We extended
the old idea of the MAGIC (Manual And Gaze Input Cascaded)-pointing
[216] for eyewear computers. Our MAGIC pointing method utilizes eye
movements implicitly for moving the cursor as close as possible to the tar-
get where the cursor is controlled by head movements for fine-grained ad-
justment. We conducted an experiment to compare the proposed MAGIC
pointing approach with head pointing. We found that the proposed MAGIC
approach benefits from both the speed of eye-pointing and the accuracy of
head pointing. In addition, the MAGIC method decreases the amplitude
of head-movements and thus ergonomic problems of head pointing towards
long distances. More details about the experiment is explained in the Part
II-Paper 7.
6.2.3 Calibration problem
Due to the differences between individual eye geometries existing eye track-
ers need to be calibrated for each user in order to enable precise gaze tracking
that is often required in gaze-based interaction. Furthermore, different fac-
tors such as relative movements of the eye and the eye tracker, ambient light
conditions, calibration quality affect the accuracy of gaze tracking during
long term (a few hours) operation. In an eyewear computer the calibra-
tion problem can be even more serious because in eyewear computers there
are two different spaces for eye-based interaction: 1) the display space, 2)
the real-world space. This means the eye tracker needs to be calibrated for
both spaces. That is the reason why calibration-free interaction techniques
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can be a big advantage specially for eyewear computers. To address the
calibration challenge, we invented EyeGrip which is a calibration-free inter-
action technique for seamless interaction with scrolling contents in computer
screens.
§ 6.3 EyeGrip: a calibration-free method for
seamless interaction
6.3.1 Interaction with moving visual content
The fact that our brain processes images significantly faster than text [33]
might be one of the reasons of why we are often more engaged with images
than textual information in the Internet and why viewing pictures is among
the most popular functions in the many computing devices such as mobile
phones and even eyewear computers. For instance, in Google Glass due to
the relatively small size of the screen, the user needs to frequently scroll
among different cards even to select a menu item. This means when an
application includes a lot of cards, it takes a lot of time to find the intended
card among others.
6.3.2 EyeGrip for interaction with scrolling content
EyeGrip facilitates seamless interaction with eyewear computers and helps
the user intuitively stop a sequence of moving visual contents displayed on
the computer screen. The key idea behind EyeGrip is the fact that during
a visual search task while we look at the scrolling visual contents, our eyes
perform a combination of saccadic and smooth pursuit eye movements which
is Optokinetic Nystagmus (OKN) eye movements. During OKN eye move-
ments, it is very likely that more interesting contents particularly attract our
visual attention. By tracking the eye movements in the same direction of
the moving visual field, we see a sawtooth-like signal shape (Figure 6.3). By
monitoring deviations in the sawtooth-like Optokinetic Nystagmus (OKN)
eye movements, the system knows where on the sequence of the contents
the user is visually interested in. Based on this information, the system can
react immediately by e.g. stop scrolling and bringing back that interesting
content in front of the user’s eye.
6.3.3 Study characteristics of the EyeGrip method
We assessed the viability of EyeGrip in a scenario where the user looks at a
sequence of images that is moving horizontally in the display while his/her
eye movements are tracked by an eye tracker. We conducted an experiment
that shows the performance of the proposed approach. We also investigated
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Figure 6.3: The blue color signal (E) is generated from horizontal eye
movements in a visual search task among uni-directional moving objects that
move from right to the left side of the screen. The red color signal (L) is
the signal generated in the classification process. The target-peak is detected
when L exceeds the Tr limit.
the influence of speed and maximum number of visible images per frame
on the accuracy of EyeGrip. Based on the experiment results, we proposed
guidelines for designing EyeGrip-based interfaces. Our study showed that
by selecting appropriate speed and maximum number of visible images per
frame, the proposed method can be used in a fast scrolling task where the
system accurately (87%) detects the moving images that are visually appeal-
ing to the user, stops the scrolling, and brings the item(s) of interest back
to the screen. More details about the study can be found in Part II-Paper
8.
6.3.4 EyeGrip for interaction with eyewear computers
We also empirically evaluated the usability of the EyeGrip for seamless in-
teraction with eyewear computers through implementation and evaluation
of two different applications for eyewear devices: 1) a menu-scroll-viewer
system and 2) a Facebook 6 newsfeed reader [77]. The results of our us-
ability study showed that the EyeGrip technique performs as good as key-
board which has long been a well-known and easy way of providing input
to computers. Even in some usability aspects such as speed and intuitive-
ness, EyeGrip outperforms the manual method. Moreover, the accuracy of
the EyeGrip method for menu item selection was even higher than manual
method. However in the Facebook study, the participants did not find Eye-
Grip as accurate as the manual method due to the involuntary nature of the
interaction. The details about the study can be found in Part II-Paper 9.
6www.facebook.com
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To the best of our knowledge there has been no studies investigating
the use of OKN eye movements in visual search tasks and interaction with
dynamic user interfaces.
§ 6.4 Discussion
6.4.1 The WPA for clinicians
My exploration on utilizing eye movements for interaction with WPAs, re-
vealed the great potential of eye gaze as a touch-less input modality for
WPAs. However, in addition to the classical challenges of eye-based inter-
action such as accuracy, calibration drift, and Midas touch problem, inte-
grating eye trackers with WPAs is associated with technological complexi-
ties. The most important technological challenges are building an unobtru-
sive hardware platform with minimum coverage of the user’s field of view
and optimizing eye tracking algorithms for wearable computers with lim-
ited processing resources. Our GlassGaze hardware and software platform
together with EyeDriod eye tracking system adds eye-tracking capability
to the Google Glass as a commercially available eyewear computer. This
modified version of the Google Glass can be a better platfrom for the WPA
that I developed for orthopedic surgeons because it provides a completely
new touch-less modality that can be used to provide input to the WPA. For
example, the EyeGrip method can be a viable alternative to touch gestures
and voice commands to select a menu item or even find medical images faster
without touching the touch-pad.
6.4.2 The WPA concept
Since OKN is a natural reaction of the eyes to the moving visual content
in the field of view, EyeGrip opens room for more intuitive methods of eye-
based interaction with WPAs. The EyeGrip technique exploits a completely
new HCI path (3-4-9-15) in our body-and-mind-centric model of the WPA
(Figure 2.3, page 28). In this new path, the WPA displays the scrolling
content at a certain speed in front of the user’s eyes (3). The unconscious
part of the user’s cognition perceives the visual scrolling contents (4). OKN
reflections happen unconsciously (9) when the user is looking at the scrolling
content. By monitoring the OKN eye movements, the WPA detects the
object of interest and stops scrolling (15). This very simplified explanation
of the EyeGrip method based on our body-and-mind-centric model of the
WPA indicates the potential of the EyeGrip technique for removing the
conscious cognitive processing during the interaction which can potentially
demand less cognitive resources for interaction.
- Chapter 7 -
Interruption Management & Wearable Personal
Assistants
In this chapter, first I explain the challenges of interruption handling in wear-
able devices. Then a brief review of the previous approaches on interruption
handling in wearable computers is presented. In the next section, I intro-
duce the concept of self-mitigated interruption that is our novel approach to
interruption handling in WPAs. Finally in the discussion section, I explain
the concept of self-mitigated interruption based on our human-body-and-
mind-centric model of the WPA (Figure 2.3, page 28), and I discuss how
our findings addresses some of the important challenges of designing WPAs
for clinicians. This chapter answers to RQ3 (page 5).
§ 7.1 Interruption handling in mobile & wear-
able computers
Interruption is a well-studied topic in the HCI community, and several stud-
ies defined the term ”interruption”. In this thesis, I adhere to Boehm-Davis
and Remington’s definition who define an interruption to be ”the suspension
of one stream of work prior to completion, with the intent of returning to and
completing the original stream of work” (p. 1125) [25]. While interruptions
caused by external events can be regarded as natural and unavoidable in the
real world as part of everyday life, the research community has recognized
a lot of negative side effects that interruptions can have such as reducing
performance [2], decreasing the ability to drive safely [199], and increasing
accidents by healthcare providers [63, 207]. Mark et al. found that workers
compensate for interruptions by increasing work rate and maintaining work
quality but experiencing an increase in stress, frustration, time pressure and
increase in effort [124].
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7.1.1 Challenges of interruption handling for WPAs
In stationary systems, interruptions can decrease users’ performance while
in a mobile scenario an improper interruption can cause a safety critical
issue (e.g. a car accident). The following items clarify the complexities of
interruption handling for the envisioned WPAs.
WPAs are hard to ignore: Wearable personal assistants are envi-
sioned as always-on systems to support users in everyday activities. This
means WPAs are supposed to be continuously present in the users perception
space [150] (e.g. a HMD that covers part of the user’s field of view). There-
fore, in WPAs system notifications can distract users from the task at hand
easier than other computing devices such as smartphones. In fact when the
existing smartphones are in silent mode and placed out of the user’s per-
ception space (e.g. inside the user’s pocket), they hardly can interrupt their
users.
WPAs need to interrupt within a shorter time: Since the envi-
sioned WPAs are to be used in parallel with everyday tasks, it is crucial that
the user attends to the notifications that might have an important piece of
information for the task at hand in time [211]. This increases the chal-
lenge of interruption handling for WPAs since they have simply a shorter
time period to find the right moment for interrupting users compared to
stationary computers. This is due the fact that in mobile scenarios users
switch more frequently between different tasks compared to stationary set-
tings [211]. Usually determining a good time to interrupt requires a complex
assessment of context and message content [68]. A complementary approach
to minimize the negative effect of such unavoidable interruptions is to com-
municate the message through an appropriate modality that has less overlap
with the perceptual channels occupied by the ongoing task [181, 168].
WPAs proactive or annoying? WPAs are envisioned to proactively
provide relevant information to the current situation. This means such
proactive WPAs sometimes will initiate the interaction and interrupt users
more often than existing mobile devices. Each time the WPA proactively
provides information, it needs to compete for the user’s attention and possi-
bly interrupt the ongoing task. Even today wearable and mobile computers
are running context-aware services such as location or activity-based re-
minders. But as we know, such systems do not make flawless decisions in
determining when and what information should be presented. Due to the
same reason in the future, the number of unwanted interruptions increases
as the WPAs will potentially be able to sense more context data.
WPAs in collaboration: One of the challenges in some work domains
such as hospitals where people need to be mobile and at the same time
collaborate with each other is to find a particular person. Usually in such
occasions, people use mobile devices or pagers (WPAs in the future) to
call each other. But these devices are inherently interruptive, and there is
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Figure 7.1: Wearable thermal haptic notifier system [27].
contradiction between being available for other colleagues and performing
their task fluently [18, 81]. Since WPAs are hard to ignore, using WPAs in
such work domains can increase unwanted interruptions.
7.1.2 Opportunities for interruption handling by WPAs
Apart from challenges of interruption handling in wearable computers, there
are some unique opportunities for wearable computers through which some
of the challenges of interruption handling can be addressed.
Sensing context through wearable sensors: In contrast to desktop
computers and smartphones, wearable computers can benefit from body-
worn sensors (e.g. inertial motion sensors) for fine-grained context recog-
nition (e.g. activity recognition [93]) to predict users’ interruptibility and
avoid unwanted interruptions (e.g. [99, 34, 192]).
Wearable output devices for more graceful interruption: Wear-
able computers are physically closer to the human body more than any
other computing device; therefore, they can be a hardware platform for
haptic output devices. Since the haptic displays are able to provide subtle
notifications, they can be used as an output modality for graceful interrup-
tions [145]. We developed and evaluated a wrist-worn thermo-haptic device
(Figure 7.1 - Paper 10) for graceful interruption that enables the system to
display thermal stimulus (both heat and cool) with an adjustable intensity.
Temperature differences are produced by the Peltier principle by passing
electrical current through a Thermoelectric cooler. More details about our
wrist-worn device can be found in Part II - Paper 10.
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§ 7.2 Related work
Previous approaches to interruption handling in mobile devices have mainly
focused on managing phone calls (e.g. [57, 186]) and notifications (e.g.
[151, 166, 68]) through analyzing user context and predicting interruptibil-
ity of the user when receiving a phone call or notification. By predicting
interruptibility the system decides to postpone the interruption to another
time or interrupt the user. Interruptibility estimation based on the user’s
context have also been explored for handling interruptions in wearable com-
puters [94]. However, designing intelligent systems for managing interrupt-
ibility is not an easy task due to the complexities in types and objectives
of interruptions, the diversity of contextual elements that need to analyzed
[202], changing user behaviour over time that decreases the accuracy of the
context recognition (the concept drift problem)[185], and challenges of de-
tecting importance of message based on e.g. communication history between
the two parties [61].
Another approach to minimize the negative effect of interruption in wear-
able computers is to design for parallel involvement of the user in perform-
ing real-world tasks and interacting with computers instead of only focusing
on the context recognition [211]. McFarlane [127] introduced four primary
methods for coordinating interruption when user involves in a dual-task sit-
uation: immediate, negotiated, mediated, and scheduled. Drugge et al. [49]
investigated the effect of interrupting users of wearable computers through
scheduled and negotiated interruption methods where the users had to play
a game on a desktop computer as the primary task. The interruption task
was a simple color and shape matching task displayed on the HMD. Ac-
cording to their findings the scheduled method has less negative effect on
performance of the users in both tasks. A similar study [211] with a more
realistic primary task (hotwire game [212]) reported the negotiated method
as the worst approach for interrupting users of wearable computers.
Apart from above approaches for managing interruptions, there are other
strategies in system design that indirectly addresses the interruption prob-
lem. For example, one strategy to reduce the negative effects of interruptions
in mobile scenarios is to minimize the interaction duration: ”Microinterac-
tions are interactions with a device that take less than four seconds to initiate
and complete.”[9]. Microinteractions can potentially be beneficial by letting
users interact with their mobile devices in parallel with ongoing primary
tasks. This can expand the set of tasks that users of wearable computers
can perform on-the-go [213]. The main idea behind Microinteractions is to
minimize the time that user needs to spend for an interruption generated
by a mobile computing device (e.g a WPA). Minimizing the time duration
of an interruption means a shorter pause in the main task at hand, and the
user can resume the interrupted task more easily.
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Another example for such indirect approaches in reducing negative effects
of interruption is to minimize the need for providing explicit input to the
system by sensing context (e.g. human activities) and feeding implicit input
to the system instead of involving users in the loop [173, 172]. This approach
can reduce number of interruptions that might happen due to the need for
providing explicit input to the system.
A similar idea can be applied to the system output. If the system output
is implied implicitly to the user, there is no need for interrupting the user
for displaying explicit output. Subliminal cueing [8] is one of the possible
ways of presenting implicit output to a user. The methods and effects of
providing subliminal data on human’s cognition and behavior is more stud-
ied in Psychophysics. However, recently HCI community started exploring
subliminal cueing in user interface design (e.g. [8, 153, 160]).
In this thesis, as an alternative to the previous approaches in interrup-
tion handling, we introduced the self-mitigated interruption concept defined
based on a symbiotic interplay between the existing interruption manage-
ment infrastructure in our brains on the one hand, and the system on the
other hand. The self-mitigated interruption concept is explained briefly in
the next section. More details about the self-mitigated interruption method
is presented in Part II - Paper 10.
§ 7.3 Self-mitigated interruption
The main idea behind the mechanism which we call self-mitigated interrup-
tion (see Figure 7.2) is to let the existing supervisory attentional system
[177] play the main part in deciding whether a notification is to interrupt
the current primary task or not, instead of primarily let the system rely
on sensing and interpreting the context and then rather brutally call for
attention.
In self-mitigated interruption we assume that a system knows about a
given message’s importance and urgency and can use variable intensity for a
stimuli to reduce the number of unwanted interruptions based on an under-
standing of how a person’s sensitivity to the stimuli changes as a function of
cognitive load. Using the terminology of the interruption stage management
model [103], the low intensity stimuli does not exceed the detection thresh-
old. Notably, however, this detection threshold is different for different levels
of cognitive load: higher cognitive load means a higher detection threshold.
There are many ways in which interruption management based on self-
mitigated interruption could be implemented in a wearable personal device
such as a WPA. We investigated using the thermohaptic modality for percep-
tually and cognitively graceful integration of notifications originating from
digital services with ongoing tasks that the human agent is performing.
Of course, the self-mitigated interruption approach is modality agnostic.
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Figure 7.2: Principle of self-mitigated interruption: The intensity of the
stimulus (represented by the solid line) and the supraliminal threshold (rep-
resented by the dashed line), which is dependent on level of cognitive load,
determines whether the stimulus gets consciously noticed. By increasing the
stimulus intensity level, the likelihood of the stimulus being noticed increases
[27].
Our interest in the thermal modality is motivated by the fact that it is a
modality rarely explicitly used in everyday activities and thus a potentially
very useful information channel for interruption by not intruding directly
into modalities that might already “be in use” [208].
As we explained in Paper 10, we conducted the first experiment to inves-
tigate the feasibility of using thermohaptic stimuli for sel-mitigated inter-
ruption. We built a wearable thermohaptic device that is able to successfully
display thermal stimulus with different intensity for both cooling and heat-
ing. To manipulate the intensity of the stimuli, the speed and amount of
energy can be adjusted. We also repeated the experiment for a condition
where the user was asked to play a computer game in parallel with respond-
ing to the thermal stimuli as a high cognitive load condition. However, due to
the high number of independent variables (2 (conditions: low/high cognitive
load) × 2 (modes: cooling/heating) × 3 (heating rates) × 3 (temperature
changes).) and few participants (15), we could not detect statistically sig-
nificant difference between two conditions. If we would have selected only
two levels of intensity (high/low) for the thermal stimuli based on our ex-
periment, we could have seen statistically significant effect of cognitive load
on sensitivity of participants to the thermal stimuli since it is more likely to
find statistically significant difference with 2 × 2 experiment compared to
the above-mentioned experiment design. Also the cognitive load level could
have been adjusted to low and high using a standard cognitive load task
such as n-back task.
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§ 7.4 Discussion
7.4.1 The WPA concept
Any interruption management mechanism that is implemented in a mobile
or wearable system will be effective only to the degree it is aware of, and can
control, the sources of interruptions affecting the person carrying/wearing
the device. Just like today’s mobile phones are used as central portal to
sources of information on the Internet to provide various services, we en-
vision Wearable Personal Assistants (WPAs) to act as a central bottleneck
through which the majority of digital services need to push any potentially
interrupting notifications. In fact, WPAs should be able to offer certain
explicit control to their users with respect to which digital services that
should be allowed to make use of what notification modality and under which
circumstance. Using the terminology of our body-and-mind centric model
of WPAs, the self-mitigated interruption targets the unconscious cognitive
processing in the human brain. When the WPA displays a stimuli with a
certain intensity, body sensors send a signal to unconscious cognition pro-
cessing (path 3-4). If the brain is cognitively loaded a weak stimuli is filtered
out by the unconscious cognition and not sent to conscious cognition. But
if the intensity of the stimuli is higher than the sensitivity threshold due
to high intensity of the stimuli or low cognitive load the stimuli is sent to
the conscious cognition and the user consciously perceives the notification.
We can represent the paths when a stimuli hits the user’s attention or gets
filtered out by the unconscious cognitive processing as follows where
threshold = f (cognitive load):
Path =
{
3− 4− 6 if intensity > threshold
3− 4 if intensity < threshold (7.1)
7.4.2 The WPA for clinicians
Unwanted interruptions by mobile phones, pagers, and other communica-
tion devices are well-recognized problems in healthcare work domain [17].
On the one hand due to the distribution of medical devices and infrastruc-
tures in the hospital, clinicians need to move between departments, offices,
and wards all the time. On the other hand, healthcare work is highly collab-
orative. Therefore, clinicians need to use mobile phones, pagers and other
communication devices to find each other in the hospital. But these devices
are highly interruptive. In my ethnography at hospital, the mobile phone
of a surgeon called when he was treating an emergency trauma case and he
needed to answer the call and return to his medical task again. Previous
work in hospitals have used context-aware systems (e.g [18, 54]) to reduce
interruptions. But even in the context-aware systems, the system shares the
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context of one party with another to allow the interruptee person decides
about the interruption which means the interrupted person has no choice
to get interrupted or not. The self-mitigated interruption can be a comple-
mentary approach which takes the cognitive state of the interrupted person
into consideration.
- Chapter 8 -
Conclusions & Future Work
§ 8.1 Conclusions
The idea of using wearable digital assistants to support mobile users on the
move has long been discussed in the HCI community. However, the vision
of using wearable assistants in everyday life has not come true yet due to
several technical limitations (e.g. low battery life and limited computational
resources) and interaction related challenges of using computing devices in
parallel with real world tasks ( e.g. interruptions). Recent advances in
miniaturizing electronics and hardware has resulted in solving some of the
technical challenges of building relatively unobtrusive wearable computers
(e.g. Google Glass). This was the main driver for my first research questions.
RQ1: Given the unobtrusive form factor of state of the art smart glasses
such as Google Glass and possibility of hands-free interaction, how much
closer can the modern smart glasses bring the visionary wearable assistants
to reality?
To answer this question, I designed and implemented a wearable personal
assistant (WPA) for orthopedic surgeons in a hospital. The hospital setting
was selected due to the high mobility of clinicians (specially surgeons) that
motivates the use of a WPA to have easier access to the medical information
in different situations. The WPA was evaluated through a clinical simula-
tion study in a hospital where real orthopedic surgeons used the WPA in
three different scenarios: 1) touch-less interaction in operation theatre, 2)
tele-presence, and 3) mobile access to the electronic patient records (EPR)
during ward rounds. Apart from some technical limitations of Google Glass
(addressed also in previous studies [28, 209, 204]) such as low battery life,
overheating, and low resolution of the HMD specially for medical diagnosis,
the results of my user study revealed the great potential of the WPA to
support remote collaboration and touch-less interaction in surgical settings.
However, using the WPA in the ward round scenario raised some challenges
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in human to human interactions between the surgeons and the patients. This
shows that assuming the above-mentioned technical challenges are solved in
the future, the modern smart glasses such as Google Glass can be extremely
useful in particular scenarios (e.g. touch-less interaction and tele-presence
in surgery room) where social interaction is not crucial.
Designing the WPA for surgeons was challenging since there was no
stable definition and defined funtionalities for wearable assistants. Also due
to the novelty of wearable computers for ordinary people, involving users in
the initial steps of the design process was not useful. This raised my second
research question.
RQ2: How can we design a wearable personal assistant that accommo-
dates for interaction on the move and parallel interaction with real-world
tasks?
Due to the above-mentioned reasons in order to design the WPA for
surgeons, I went through a concept-driven interaction design research where
I defined the concept of wearable personal assistant (WPA) informed by
previous definitions of wearable assistants and inspired by the Egocentric
Interaction paradigm that introduces a human-centric approach to model
interaction. Previous efforts in wearable computing have mainly aimed at
bringing computers physically closer to the human body while in my re-
search, I have focused on bringing the human mind aspect into the de-
sign space by introducing and deploying a human-body-and-mind-centric
approach to the design of WPAs (Figure 2.3, page 28). According to our
human-body-and-mind centric approach, three types of assistance can be
provided by the envisioned WPAs: 1) perception, 2) cognition, and 3) ac-
tion assistance. I developed a conceptual design framework (Figure 3.2, page
39) that includes both human (body and mind) aspects and characteristics
of the healthcare work domain into the design space. I used the framework
to design and implement the WPA prototype for orthopedic surgeons on the
Google Glass platform.
According to my findings from evaluation of the WPA in the hospital and
previous work in the pervasive healthcare area [17], unwanted interruption
is one of the main challenges of using mobile computing devices in hospitals.
The problems raises from unwanted interruptions by computing devices are
well-recognized (e.g. increasing stress, accidents, frustration, and time pres-
sure are some). The interruption problems can be even more annoying in
WPAs since they are envisioned to be with users all the time and easily draw
users’ attention to provide them useful information proactively. This mean
not only does the number of interruptions increase for the WPA users, but
also the interruptions are harder to ignore. Therefore, my third research
question was about interruption management for WPAs.
RQ3: How can we establish a symbiotic interplay between the existing
interruption management infrastructure in our brain and wearable personal
assistant, approaching graceful interruption management?
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The dominant approach to mitigate the interruption problems is using
context to predict interruptibility of the users; however, the context recog-
nition approach is proven to be really hard. As an alternative approach,
we introduced the self-mitigated interruption concept that is essentially a
symbiosis of artificial external stimuli tuned to existing human attention
management mechanisms. In self-mitigated interruption assuming that the
system knows about a given message’s importance and urgency, it can use
variable intensity for a stimuli to reduce the number of unwanted interrup-
tions based on an understanding of how a person’s sensitivity to the stimuli
changes as a function of cognitive load. We performed a pilot study laying
the ground for using a wrist-worn thermohaptic actuator for self-mitigating
interruption.
My observations in the hospital showed that interaction with computers
is a big challenge for clinicians in situations where the clinicians cannot touch
computing devices due to the sterility restrictions. While modern smart
glasses such as Google Glass accept voice commands and head movements
as two touch-less input modalities, my clinical simulation study showed that
there is a need for more touch-less input modalities (e.g. the tele-presence
scenario 3.6.2). My fourth research question was about other touch-less
input modalities such as body gestures and eye movements.
RQ4: How can body gestures and eye movements be used as touch-less
input modalities for interaction with wearable personal assistants? More
specifically, what are the technical and usability challenges of touch-less in-
teraction through body gestures and eye movements?
1. Exploring hand & foot gestures: To investigate the utility of us-
ing hand and foot gestures for interaction with medical images in the
surgery room, we designed and implemented a system that helps or-
thopedic surgeons interact with 2D X-ray and 3D CT scans displayed
on two different displays through hand and foot gestures [84]. We
used a single wearable sensor including accelerometer and gyroscope
to detect 6 different hand gestures. To address the clutch mechanism
problem (the difficulty for the system to know whether the user in-
tends to address the system or if the actions are directed towards the
real world and should be ignored), we investigated the utility of foot
gestures for starting and finishing the interaction, and switching the
interaction mode from one system to another one. To detect the foot
gestures we used capacitive sensors embedded into the floor. Our sys-
tem is able to detect 12 hand and foot gestures with an acceptable
accuracy for interaction with medical images. Hand-gesture-based in-
teraction leaves hands of the user free for performing real-world tasks.
This makes hand-gesture-based interaction a viable input modality for
WPAs when the users’ hands are dirty, needs to be kept sterile (e.g.
during a surgery), or the user needs to hold a tool in hands; however,
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the user’s hands are still involved temporarily in the interaction. Foot-
based interaction can be a good complement for hand gestures when
the user is standing still and not walking (e.g. during a surgery). Due
to the slow speed of the discrete gesture-based commands, gesture-
based input is not appropriate for providing a lot of commands in a
short period of time (e.g. adjusting the position of the X-ray on the
screen during orthopedic surgeries). The result of our clinical study
on the WPA [82] showed that the head movements can be useful for
providing continuous input.
2. Eye-based interaction with WPAs: Eye-based interaction with
eyewear computers based on embedded eye trackers could in theory
be an intuitive unobtrusive method for communication between the
user and WPA. However, despite the great potentials of using our eyes
for interaction, eye-based interaction techniques are still not widely
used due to the obtrusiveness of existing eye trackers (hardware and
software), calibration problems, inaccuracy of the eye trackers, and
challenges involved in using a perceptual organ, the eye, as an in-
put modality. To address the hardware and software problem of eye
tacking in eyewear computers, we made an unobtrusive camera-based
eye-tracker for Google Glass (GlassGaze) that oﬄoads images process-
ing and calculating eye coordination to our eye tracker on the Android
platform (EyeDroid). To address the usability problem of explicit
interaction with eyes, we proposed a MAGIC pointing approach for
eyewear computers. Our MAGIC pointing uses gaze as an implicit
input in a pointing task where the departure point is set implicitly
based on the gaze coordination, and the head movements is used for
fine-grained adjusting the pointer. Our study showed that MAGIC
pointing is faster than head pointing for far and small targets. Fi-
nally, to address the calibration problem, inaccuracy, and usability
challenge of using gaze as explicit input, we developed a calibration-
free eye-movement-based interaction technique called EyeGrip. Eye-
Grip analyses optokinetic nystagmus natural eye movements to detect
object of interest among a series of unidirectional moving objects. Our
experiment showed that EyeGrip can accurately (87%) detect the im-
age that draws the user’s attention among a series of scrolling images
on the screen. The utility of EyeGrip was investigated as a method
for achieving seamless interaction with scrolling contents on eyewear
computers. We studied two different applications on eyewear comput-
ers : 1) a menu scroll viewer and 2) a Facebook newsfeed. The results
of our study shows that the EyeGrip technique performs as good as
a more common manual selection method (keyboard). Moreover, the
accuracy of the EyeGrip method for menu item selection was higher
while in the Facebook study participants found the keyboard more
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accurate.
Even if technological advances in developing unobtrusive and high per-
formance Head-Mounted Displays (HMDs) have made them the currently
most important output device for eyewear computers, and even if this has
opened new horizons for applications of wearable computers in everyday
life, fundamental challenges still remain. Eye fatigue, small field of view,
swimming effects, limited resolution, and multiple focus planes, are some of
the most famous problems associated with HMDs [102, 162]. My last re-
search question investigates an alternative visual output method for eyewear
computers.
RQ5: Given the known user challenges associated with Head-Mounted
Displays (HMDs), is motor-controlled laser pointer technology a viable al-
ternative?
Wearable laser pointer: To answer this question, I developed a wear-
able motor-controlled laser pointer and quantitatively determined if wear-
able laser pointers are viable alternatives to HMDs for indicating where
in the physical environment the user should direct her/his attention. The
potential benefit of the laser pointer would be reduced eye fatigue due to
the fact that the refocusing challenges associated with HMDs would be com-
pletely eliminated. 10 participants were asked to perform a short tele-guided
pick-and drop task using both approaches. The statistical analysis indicates
that user performance in the laser pointer condition is higher than the HMD
approach (P = .064, α = 0.1). While all 10 participants found the task easy
in both conditions, 8 of 10 participants found the laser pointer system more
convenient.
§ 8.2 Future Work
1. Develop next version of the WPA for clinicians: One future
direction for further research is to design and implement the second
version of the WPA for clinicians informed by findings from the empir-
ical study, and equipped with novel unobtrusive interaction techniques
such as EyeGrip and MAGIC pointing. In that case, the GlassGaze
application together with the EyeDriod gaze tracker on an Android
device could facilitate the system development.
2. Provide subliminal cues to the user in a 3D environment us-
ing the wearable laser pointer: Another future study is to modify
the wearable laser pointer to provide subliminal visual stimuli. One
way of providing such subliminal stimuli is to display the laser beam
during such a short time interval that the stimuli remains below the
visual threshold that grabs conscious attention from the given indi-
vidual in the given context. This system can be used as an apparatus
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for further experiments to investigate the effect of subliminal cueing
in 3D environment on human performance in real-world tasks as a
component in wearable persuasive systems.
3. Self-mitigated interruption: Our initial experiment on using a
thermohaptic wristband for graceful interruptions can be used for fur-
ther experiments on the self-mitigated interruption concept where only
two levels of intensity (high/low) are selected for the thermal stimuli
based on our experiment. Also the cognitive load level could be ad-
justed to low and high using a standard cognitive load task such as
the n-back task. Furthermore, the self-mitigated interruption concept
can be explored for other modalities such as audio and vision.
4. Investigate the feasibility of using an EOG sensing approach
for EyeGrip: The first implementation of our EyeGrip interaction
technique uses a camera-based eye tracking approach which can be
cumbersome due to the complexities and limitations of camera-based
eye tracking. However, EyeGrip does not need any gaze data, and
other unobtrusive technologies for tracking eye movements (e.g. elec-
trooculography (EOG)-based methods) can be used for implementing
EyeGrip. Another future work is to investigate other eye tracking
methods for implementing EyeGrip.
Concluding remarks: I believe that while the technological advances
in building unobtrusive eyewear computers will eventually make WPAs pop-
ular in some application areas such as healthcare, widespread general-purpose
use (such as in the case of smartphones) is not likely to happen anytime
soon. However, with the Wearable Personal Assistant concept, and the
body-and-mind centric design approach lined out in this thesis, I believe to
have pointed out some open research avenues which in a longer time per-
spective could lead to wearable computers that are useful in a wider range
of everyday applications.
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Abstract
The design of general-purpose wearable computers demands particular
care for how human perception, cognition, and action work and work
together. The authors propose a human body-and-mind centric (egocen-
tric as opposed to device-centric) design framework and present initial
findings from deploying it in the design of a wearable personal assis-
tant (WPA) for orthopedic surgeons. The result is a Google Glass-based
prototype system aimed at facilitating touchless interaction with x-ray
images, browsing of electronic patient records (EPR) when on the move,
and synchronized ad hoc remote collaboration. This article is part of a
special issue on digitally enhanced reality.
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Designing Wearable 
Personal Assistants  
for Surgeons: 
An Egocentric Approach
I ncreasingly powerful wearable com-puters suggest that a tight integration between human and computer is achiev-able. However, to reach a deep integra-tion that offers timely cognitive support, 
we need to better understand how humans 
perceive, think, and act in the world. An ideal 
wearable intelligent assistant “augments mem-
ory, intellect, creativity, communication, and 
physical senses and abilities.”1 
We prefer the term “wearable 
personal assistant” (WPA) to 
emphasize the tight integration 
between a single mind, body, 
and computer.
Human body-and-mind-
centric design approaches can 
complement existing technology-driven efforts 
(that is, efforts based on available state-of-the-
art hardware) in addressing many of the chal-
lenges of human-computer systems because, 
ultimately, the power of these systems depends 
on the level of integration.1 Although we can 
adapt and modify the artificial cognitive archi-
tecture (the “computer” system), we cannot 
change the body and brain of human agents. 
As system  designers, we can only ensure that 
our WPAs talk to our relatively static biologi-
cal setup in the way evolution designed it to 
interpret and act in the world. Our focus here 
is on human perception, cognition, and action.
How we think we interpret the world around 
us in everyday life is not how we (our brains) 
actually do it. In the last few decades, research 
in cognitive science, perception psychology, and 
neuropsychology has resulted in some remark-
able findings, some of which are still debated:
•	 About 95 percent of measurable brain activity 
is unconscious.2
•	 The 5 percent of human conscious cognitive 
processing (attention) is volatile and easily in-
terrupted by internal unconscious processes 
or external stimuli.
•	 Human attention does not multitask.3
•	 By the time external stimuli grasps our at-
tention (if it does), it has already undergone 
significant filtering and transformation by un-
conscious processes.4
•	 Human routine actions are often initiated and 
controlled by unconscious cognitive processes 
triggered by direct external stimuli, leaving 
conscious processes out of the loop.
As developers of interactive systems, we 
should care about these findings, because the 
A wearable personal assistant prototype based on Google Glass 
facilitates touchless interaction with x-ray images, allows clinicians to 
browse electronic patient records (EPRs) while on the move, and supports 
synchronized ad hoc remote collaboration.
Shahram Jalaliniya and  
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IT University of Copenhagen
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systems we aim to design are closer 
to the user’s body and mind than 
classical personal computing devices 
have ever been. Inspired by these 
findings, we propose an information 
flow model that considers the percep-
tion, cognition, and action of human 
agents while (unlike in more classical 
HCI models) dealing with conscious 
and unconscious cognition separately. 
This lets us take a more holistic view 
of the role of WPAs, making it evi-
dent that the explicit interaction be-
tween WPAs and users occurs in an 
information-rich context, in which 
our brains process much more than 
we traditionally model as system de-
signers. It also lets us start speculat-
ing about functionalities that WPAs 
could offer that interface directly with 
the unconscious part of our cognitive 
processes, something that is undoubt-
edly still hard to implement in prac-
tice, even if successful attempts have 
indeed been made.5
Although this article’s main focus is 
our egocentric approach to the design 
of WPAs inspired by modern cognitive 
science, we also discuss our experiences 
deploying the framework in the hospi-
tal domain and our initial WPA proto-
type for orthopedic surgeons based on 
the Google Glass platform.
Egocentric interaction
Both system designers and users in-
creasingly face a new HCI paradigm 
that redefines the relationship be-
tween the human, computer system, 
and world: an egocentric interaction 
paradigm.6 This paradigm extends 
and modifies the classical user-cen-
tered approach in HCI7 on several 
points:
•	 Situatedness acknowledges the pri-
macy of the agents’ current bodily 
situation at each point in time in 
guiding and constraining agents’ 
behavior. 
•	 Attention to the complete local en-
vironment emphasizes the need to 
consider the entire environment, 
not just a single targeted artifact or 
system.
•	 The proximity principle assumes 
that proximity plays a fundamen-
tal role in determining what can be 
done, what events signify, and what 
agents are up to.
•	 Changeability of the environment 
and of the agents’ relationship with 
the environment takes into account 
agents’ more or less constant body 
movements, including the head, 
hands, and sensing organs.
•	 The physical-virtual equity principle 
pays equal attention to interaction 
with both virtual (digital) objects 
(classical HCI) and physical objects 
(classical ergonomics).
The term “egocentric” signals that it is 
the body and mind of a specific individ-
ual that (literally) acts as the center of 
reference, so all modeling is anchored 
to this individual’s body and mind in 
this interaction paradigm. The term is 
analogously used in psychology and 
virtual reality to denote the conceptual 
and spatial frames of reference that hu-
mans by necessity rely on when think-
ing and acting in the world and when 
collaborating with others.8
Action and Perception instead  
of input and Output
In the egocentric interaction paradigm, 
the modeled individual must be viewed 
as an agent that can move about in a 
mixed-reality environment (an environ-
ment consisting of both directly acces-
sible everyday “real” entities and vir-
tual/digital objects accessed through 
mediating digital devices), not as a user 
performing a dialogue with a com-
puter. Adopting the physical-virtual 
equity principle, we suggest substitut-
ing the concepts of (device) input and 
output with (human agent) action and 
perception.
the new “Desktop”
To facilitate the design of egocentric 
interaction systems such as the WPAs 
we focus on here, we developed a situ-
ative space model (SSM) to capture 
what a specific human agent can per-
ceive and not perceive, reach and not 
reach, at any given moment in time 
(see Figure 1). This model is for the 
emerging egocentric interaction para-
digm what the virtual desktop is for 
the PC/WIMP (window, icon, menu, 
pointing device) interaction paradigm: 
more or less  everything of interest to a 
World space
Perception space
Action space
Recognizable set
Examinable set
Selected set
Manipulated set
Figure 1. The situative space model (SSM).9 We developed the SSM to capture what 
a specific human agent can perceive and not perceive, reach and not reach, at any 
given moment in time. In particular, the perception space is the space around the 
agent that can be perceived at each moment. The action space is the space around 
the agent that is currently accessible to the agent’s physical actions.
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specific  human agent is assumed to, and 
supposed to, happen here. We describe 
only the perception and action spaces 
here and point the reader elsewhere for 
more details.9
The perception space is the space 
around the agent that can be perceived 
at each moment. Like all spaces and 
sets of the SSM, it is agent-centered, 
varying continuously with the agent’s 
movements. Different senses have dif-
ferently shaped perception spaces, 
with different operating requirements, 
range, and spatial and directional res-
olution with regard to the perceived 
sources of the sense data. Compare 
 vision and hearing, for example.
The action space is the space around 
the agent that is currently accessible to 
the agent’s physical actions. Objects 
within this space can be directly acted 
upon. The outer range limit is less de-
pendent on object type than that of the 
perception space and is basically deter-
mined by the agent’s physical reach.
Perception-cognition-Action 
loop
Figure 2 shows a simplified model of 
information flows occurring as the 
result of a human agent acting in the 
world. The purpose is not to provide 
a completely accurate account but 
a good-enough model for designing 
 future interactive systems.
Perception
By and large, our perception of the 
world (pathway 2-4 in Figure 2) and 
our perception of our body state (ar-
row 5) is beyond our conscious control. 
However, conscious cognitive processes 
influence unconscious processes (ar-
row 7), as in the case when we deliber-
ately address our attention to a certain 
speaker in a crowd and automatically 
(thanks to unconscious processing), to 
some degree, single out the voice we 
want to hear. We can also consciously 
and indirectly affect unconscious pro-
cessing by orienting our body sensors 
(such as vision) toward phenomena of 
interest (pathway 8-10-2-4).
cognition
Human cognition is divided into un-
conscious and conscious processing 
(arrows 12 and 13 in Figure 2, respec-
tively). The human agent receives in-
put from sensors capturing in-body 
phenomena (such as proprioceptive 
information about limb positions and 
for maintaining homeostasis) and from 
sensors capturing information from the 
external world. No external world or 
in-body phenomena is subject to con-
scious cognitive processing before it has 
been unconsciously processed (path-
ways 2-4-6 and 5-6, respectively).
Conscious processing is slower 
than unconscious processing. For in-
stance, muscular reactions to immedi-
ate threats are initiated unconsciously 
(pathway 4-9) long before conscious 
processes are engaged. We protect our 
faces with our hands instinctively from 
approaching projectiles such as hockey 
pucks even when we are consciously 
aware of the fully protective shields of 
transparent material in front of us.
Action
Human action is initiated and con-
trolled by a mix of conscious and un-
conscious cognitive processes. An ex-
ample of an activity mostly driven by 
an unconscious perception-cognition-
action loop is walking along a well-
known road with no exposure to ob-
stacles (pathways 2-4-9-10 and 11). An 
example of an activity that uses a com-
bination of conscious and unconscious 
cognition is attempting to thread a nee-
dle, which demands focused visual and 
tactile conscious attention (pathway 
2-4-6-8-10) in parallel with uncon-
scious detailed control of hand, finger, 
and arm muscles (pathway 5-9-11).
the Wearable Personal 
Assistant in the loop
By including unconscious cognitive 
processing and all perceivable world 
phenomena (including everyday 
Unconscious
cognitive
processing
World
phenomena
Wearable
personal
assistant
Introvert
(in-body) 
phenomena
Body
sensors
Body
actuators
(muscles)
Perception
External
world
Human body and mind
Action
Cognition
Conscious
cognitive
processing
1
14 2
3 4
5
6
7
89
10
15
11
12 13
Figure 2. A body-and-mind-centric model of how wearable personal assistants (WPAs) 
fit into the flow of perception, cognition, and action of human agents. Classical HCI 
models are typically concerned only with pathway 15-3 (the bold red arrows) and how 
it relates to conscious cognitive processing. Yet by and large, our perception of the 
world (pathway 2-4) and our perception of our body state (arrow 5) is beyond  
our conscious control.
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 objects such as coffee cups and foot-
balls), the model in Figure 2 provides a 
more complete perspective of the con-
text in which a WPA operates than clas-
sical HCI models, which are typically 
concerned only with pathway 15-3 (red 
arrows in the figure) and how it relates 
to conscious cognitive processing. It 
becomes evident that any information 
generated by a WPA (arrow 3) is just 
one source of information among many 
others that hit the unconscious and con-
scious parts of our brains, which to-
gether try to make sense of it all. Heu-
ristics for serving that information in 
a timely manner, arriving at successful 
“attention management,” is probably 
best based on knowing what else is hit-
ting the senses in parallel. The context-
aware systems community has investi-
gated this for years but often using a 
system- or device-centered approach. 
We believe that a human-centric ap-
proach toward determining what mat-
ters in a given situation (for example, 
using the SSM in Figure 1) will reveal 
interesting complementary information.
Note that conceptually, the hard-
ware user interface of a WPA (such 
as the head-mounted display [HMD], 
microphone, loudspeaker, and Google 
Glass touchpad) receives input from 
the human agent and provides output 
that the human agent can sense in the 
shape of world phenomena (arrows 10 
and 2). In Figure 2, these information 
flows are re-represented as separate 
information flows (arrows 15 and 3) to 
facilitate the following discussion.
implicit input and Output
Although seldom clearly defined in the 
HCI literature, the distinction between 
explicit and implicit input and output 
is useful for discussing some important 
properties of WPAs10:
•	 Explicit input is action intentionally 
and consciously directed toward the 
WPA. For example, a human agent 
navigates the GUI presented on the 
Google Glass HMD by swiping the 
touch area (pathway 8-15).
•	 Implicit input is action performed by 
a human agent without the conscious 
intention of communicating with the 
WPA. For example, a human agent 
acts in the real world (moves about, 
manipulates objects, and interacts 
with other human agents), which is 
partially sensed by the WPA (path-
ways 8-10-1 and 9-10-1).
•	 Explicit output occurs when a WPA 
addresses the conscious mind. The 
WPA creates a change in the agent’s 
perception space (Figure 1) that the 
human agent cannot avoid con-
sciously perceiving (pathway 3-4-6), 
thereby inviting the human agent to 
act (arrows 10, 11, and 15).
•	 Implicit output occurs when a WPA 
addresses the unconscious mind. The 
WPA generates a phenomena in the 
agent’s perception space (Figure 1) 
that reaches the unconscious part 
of cognition (pathway 3-4) but not 
the conscious part (pathway 6)—for 
example, through ambient displays 
such as the “dangling string”11).
By placing actuators and sensors on 
or very close to the body and keeping 
them there for large parts of the day, 
we would argue that the WPA can po-
tentially sense and affect several of the 
information flows shown in Figure 2 
with more precision than more tradi-
tional interactive systems (such as PCs 
and smartphones). This leads to the in-
triguing idea of future WPAs being able 
to facilitate the transition from “felt 
sense” tacit knowledge, generated as 
the human agent experiences the world, 
to knowledge that the agent can con-
sciously reflect on and articulate,12 aug-
menting human cognition at the core. 
Space limitations, and our wish to dis-
cuss possibilities that are more directly 
applicable in the near future, make us 
end this section by mentioning some 
more concrete potential mechanisms 
for using implicit input and output 
in the context of WPAs (all currently 
explored by the pervasive computing 
community but not necessarily in the 
context of designing WPAs).
Situation identification is one such 
mechanism. By implicitly monitoring 
body state through pathway 10-1 (for 
example, body posture, galvanic skin 
response, and heartbeat), and correlat-
ing it with the state of the nearby world 
(arrow 1), the WPA has a reasonable 
platform for determining the human 
agent’s current situation.
Another mechanism is subliminal 
cueing. Certain phenomena measured 
best close to the body (for example, 
eye movements, facial expressions, and 
electromyography [EMG]) can pro-
vide  important insights into ongoing 
conscious and unconscious cognitive 
processing. They can therefore help de-
termine the intensity level and type of 
stimuli that could be used for subliminal 
cueing,13 and for the WPA to sublimi-
nally direct the human agent’s gaze in a 
certain direction (pathway 3-4-9). 
Finally, work has also been done in 
mediated reality. If the WPA is suffi-
ciently integrated into the visual per-
ception flow, beyond Google Glass 
see-through and partially covering mon-
ocular HMDs and toward Steve Mann’s 
EyeTap vision,14 the WPA could act both 
as a filter and highlighter. In this way, 
it could directly alter the perception of 
the surrounding world (arrow 2) so as 
to facilitate tasks. Naturally, security and 
ethics become important topics if devel-
opment leads us in this direction.
A WPA for Orthopedic 
Surgeons
Healthcare is a highly collaborative 
work domain, and even single-user 
hospital systems, such as electronic pa-
tient record (EPR) systems, are used for 
coordination and collaboration. More-
over, because of the spatial distribution 
of departments, wards, meeting rooms, 
and offices, clinicians move around a 
lot. Their mobile yet collaborative work 
style forces them to use pagers, mobile 
phones, and other devices to communi-
cate, which can interrupt and interfere 
with ongoing activities.15
However, previous attempts to develop 
WPAs for clinicians have faced several 
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technical and human-related chal-
lenges.16 Emerging unobtrusive eye-
wear computers such as Google Glass 
raise hope for solving some of the tech-
nical issues. Furthermore, we believe 
that our egocentric design approach 
demystifies some of the human-related 
complexities by defining the concept of 
a WPA based on human needs for dif-
ferent kinds of assistance. We are cur-
rently developing a WPA for orthopedic 
surgeons to support them throughout 
their workday based on our egocentric 
design approach.
To understand the healthcare work 
domain, we conducted an ethnographic 
study in Rigshospital in Copenhagen. 
As part of the ethnographic study, we 
shadowed an on-call orthopedic sur-
geon during a workday. Our initial ob-
servations showed that surgeons have 
among the highest mobility in the hos-
pital. Moreover, we observed several 
orthopedic surgeons in different types 
of orthopedic surgeries. 
A typical surgeon’s workday starts 
with a daily or weekly meeting with 
other surgeons. During these meetings, 
surgeons discuss general topics such as 
administrative issues and special pa-
tient cases. After regular meetings, all 
surgeons meet in radiology conference 
rooms to review patients’ latest x-rays, 
MRIs, and CT scans; the medical im-
ages are presented on several large 
screens. During the radiology meetings, 
surgeons discuss important cases and 
make notes in special notebooks. Af-
terward, surgeons booked for different 
types of orthopedic surgeries go to the 
operating rooms (or theaters). Operat-
ing rooms are prepared based on the 
type of surgery planned because each 
type requires particular medical infra-
structures. For example, some complex 
orthopedic surgeries require a naviga-
tion system to monitor a 3D model of 
the surgical site and the position of the 
operation instruments. Several screens 
in the operating room allow surgeons to 
monitor patient records, x-rays, MRIs, 
and CT scans (Figure 3a).
Because computers and their periph-
erals are difficult to sterilize during a 
surgery, an assistant or nurse operates 
the mouse and keyboard for surgeons. 
We observed a complex orthopedic 
surgery (scoliosis surgery) in which 
the surgical team used the navigation 
system to increase accuracy of the op-
eration. In surgeries using the naviga-
tion system, a CT scan of the patient is 
displayed on a large screen, while the 
navigation system tracks the positions 
of surgical tools in relation to the pa-
tient’s coordinate systems. Thus, the 
surgeon needs to look at the screen and 
at the same time use the surgical tools 
to operate (see Figure 3b). In such situ-
ations, the surgeon needs to frequently 
switch visual focus between the surgi-
cal site and the screen. During some 
complex surgeries, the surgeon might 
call an experienced colleague to help. 
In such cases, the experienced surgeon 
provides guidance either over the phone 
or in person. 
In trauma cases, the acute depart-
ment calls the on-call orthopedic sur-
geon, and the surgeon must go to the 
acute department immediately. The 
acute department sends a short text 
message to the surgeon giving a brief 
history of the patient. The surgeon 
reads the message before arriving at 
the acute department. In trauma cases, 
a group of clinicians from different de-
partments work together to save the pa-
tient from life-threatening injuries.
Visiting patients in the ward is also 
part of the daily routine. Surgeons 
make their ward rounds together with 
a nurse, moving from patient to pa-
tient. The surgeon makes a diagnosis 
and prescribes treatment facilitated 
by the nurse, who has general knowl-
edge of the patients and can provide an 
overview of their current conditions. 
Before ward rounds, the surgeon needs 
to review the patient records and re-
cent medical images of the patients on 
a computer in his or her office. After 
ward rounds, the surgeon reports re-
sults from the rounds using a Dicta-
phone. Later, administrative personnel 
transcribe the recorded voice for the 
EPR system.
(a) (b)
Figure 3. Design framework for a WPA prototype for surgeon assistance: (a) the 
navigation system and several large screens to monitor medical images in the 
operating room, and (b) surgeons look at the screens while operating on the patient.
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Because of clinicians’ high mobil-
ity, they usually bump into each other 
in corridors, wards, and other parts 
of the hospital. In these ad hoc col-
laborative situations, they might talk 
about a particular patient or medical 
task. They might then move to one 
physician’s office to look at a patient’s 
medical information. In some cases, 
they go to the ward to visit a partic-
ular patient and discuss appropriate 
treatments. 
WPAs in hospitals: Design 
Framework
Based on the egocentric design ap-
proach and the ethnographic study, we 
developed a WPA design framework for 
supporting clinicians—in particular, 
surgeons (see Figure 4). The main char-
acteristics of hospital work are the core 
elements of the framework, represented 
by the five rows in Figure 4, while the 
columns correspond to the three kinds 
of assistance defined by deploying our 
egocentric design approach. The boxes 
within present our initial 12 ideas for 
our healthcare WPA, which we briefly 
discuss here.
Perception Assistance
Perception assistance includes both 
augmenting the world by adding needed 
information to the perception space 
and simplifying the world by filtering 
out potentially distracting or irrelevant 
phenomena from the perception space.
Briefing on the move. To utilize time on 
the move, the WPA provides informa-
tion relevant to the situation that the 
surgeon will soon be entering. For 
 example, surgeons called to the acute 
department get important health sta-
tus information about the emergency 
patient from the WPA.
Mobile access to patient records. The 
main reason for mobility in hospitals 
is the need to be in different physical 
places, to get in contact with a particu-
lar person, or to access knowledge and 
shared resources. A WPA connected 
wirelessly to the EPR system facilitates 
information and knowledge sharing 
and can potentially be further simpli-
fied by automatic retrieval based on 
 location (history) of the clinicians (for 
example, data for the patient near-
est the clinician’s current location), or 
bookmarked x-ray images for a sur-
geon attending a radiology conference.
Telepresence. Although digital resources 
can be easily shared through mobile 
devices, sharing physical resources, 
people, and tacit knowledge is still 
a challenge. WPAs could help share 
tacit knowledge among clinicians by 
offering ad hoc telepresence sessions 
between a remote specialist and local 
clinicians.
Display information in eye. During 
surgery, the surgical team needs to 
monitor important information on 
a display. For example, during some 
orthopedic surgeries, it is necessary 
to take periodic x-rays of the patient 
(fluoroscopy). Fluoroscopic surgeries 
force the surgeon to frequently switch 
focus between the surgical site and 
the screen. The WPA can display this 
information directly to the surgeon’s 
eyes, letting the surgeon maintain fo-
cus on the patient, reducing surgery 
time and avoiding complications from 
x-ray exposure.
Support for multimodal interaction. 
The WPA facilitates parallel activities 
by providing appropriate input and 
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Figure 4. A design framework for WPAs in hospital settings. The rows present the 
main characteristics of hospital work, while the columns correspond to the three 
kinds of assistance defined by deploying our egocentric design approach. The boxes 
within present our initial 12 ideas for our healthcare WPA, while those in bold red 
were implemented in an initial Google Glass prototype based on feedback from 
surgeons.
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 output modalities according to ac-
tion and perception restrictions of the 
situation in which clinicians perform 
medical tasks, as captured by the SSM 
(Figure 1). For instance, when the user 
is performing a visual task, the WPA 
could switch automatically or manu-
ally to aural modality for displaying 
helpful information. 
Synchronous and local collaboration. 
In synchronous and local collabora-
tive scenarios, WPAs can increase 
awareness among team members. For 
example, during a surgery, the atten-
tion point of a surgeon on the surgical 
site, tracked by a gaze tracker, could be 
shared with the surgical team.
cognitive Assistance
Many ideas for perception assistance 
ultimately target cognitive assistance. 
Hence, there is some overlap in the as-
sistance mechanisms targeting percep-
tion and cognition. What we list here 
are support mechanisms that aim to af-
fect cognitive processes more directly.
Context-aware interruption. As a contin-
uously running device that stays with 
clinicians at all times, a WPA could de-
termine current context and determine 
whether or not its wearer is interrupt-
ible in a given situation.
Task reminder. To mitigate the risk of a 
clinician forgetting a task that was in-
terrupted, the WPA could remind the 
user about the (state of) the interrupted 
tasks after interruption.
Asynchronous and local collaboration. 
Many medical tasks are coordinated 
through asynchronous collaboration. 
For example, clinicians update the 
time schedules of personnel on white-
boards, enter descriptions of medical 
tasks performed on patients during a 
work shift into computer systems, and 
so on. Ubiquitous WPAs would allow 
for binding virtual objects to physical 
objects, locations, or situations.
Action Assistance
The main focus of action assistance is 
to make the surrounding environment 
easier to manipulate by providing in-
formation relevant to the task at hand 
through appropriate modalities.
Predicting information requirements. 
The WPA would be able to recognize 
clinicians’ activities and allow them to 
access relevant information quickly, 
without sacrificing their connection to 
the patient or the procedure at hand.
Data entry on the move. In a clinical set-
ting, everything needs to be properly re-
corded, for legal reasons and to ensure 
continuity of care. For instance, after 
visiting a patient in the ward, clinicians 
should record diagnosis results and deci-
sions. The WPA could support data en-
try on the move by automatically record-
ing the visited patient’s ID and the date, 
time, and author (WPA user).
Touchless interaction. As noted earlier, 
in most operating rooms, several com-
puters and large displays monitor dif-
ferent medical information before and 
during surgery, and because of sterility 
restrictions, input devices are handled 
by an assistant or a nurse instructed 
by the surgeon. This can sometimes 
cause misunderstandings and delays. A 
WPA could act as an interface between 
stationary computers and the surgeon 
through touchless modalities such as 
speech, body gestures, and gaze.
A WPA Prototype for  
Selected Scenarios
We interviewed three orthopedic sur-
geons to evaluate the utility of the 12 
ideas in practice. First, we explained 
the ideas to the surgeons and asked 
them to rank the usefulness of each 
idea using a 5-point Likert scale. Next, 
we discussed the ideas in more detail 
with open questions about the situa-
tion in which the proposed idea could 
play a role, how frequently these situa-
tions occur, what information is needed 
in each situation, and what specific 
 restrictions and requirements (such as 
sterility) should be observed. Based on 
the results of the interview study, we se-
lected three main scenarios for further 
implementation: mobile access to pa-
tient records, telepresence, and touch-
less interaction and display informa-
tion in the eye. 
Because of Google Glass’s unobtru-
siveness, its support of various input 
channels, such as voice commands, head 
motion, and touchpad. Consequently, 
we developed the WPA prototype on the 
Google Glass platform. The first proto-
type supports three selected scenarios.
Mobile Access to Patient Records
According to the interviewed surgeons, 
mobile access to patient records through 
the WPA provides valuable support in 
situations such as making ward rounds, 
working in the operating room, per-
forming ad hoc collaborations. How-
ever, each situation requires the WPA to 
provide different interaction modalities. 
For example, the WPA should support 
touchless interaction in the operating 
room because of the sterility restrictions, 
whereas during ward rounds, surgeons 
can use a Google Glass touchpad to pro-
vide input to the device. In fact, support 
for multimodal interaction is a crucial 
characteristic for the WPA to provide 
We selected three scenarios for further 
implementation: mobile access to patient 
records, telepresence, and touchless interaction 
and display information in the eye.
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mobile access to the patient records. But 
different strategies could be applied to 
support multimodalities; the interaction 
modalities can be switched automati-
cally or manually in different situations.
To compare the effect of automatic 
and manual switching between mo-
dalities on user performance, we con-
ducted a lab experiment in which we 
asked participants to complete a physi-
cal task (a hotwire game, as illustrated 
in Figure 5a) while simultaneously 
answering simple math questions ei-
ther displayed on the HMD or played 
through the headset.18 Participants 
answered the visual questions through 
head gestures, and the aural questions 
using audio modality (speech). We 
measured participants’ performance 
based on the speed and error rate in 
the hotwire task. The results of the ex-
periment show that performance was 
higher when participants answered 
the questions using the audio modal-
ity than when they used visual and 
gesture-based modalities, probably be-
cause the auditory modality interferes 
less with the motorically and visually 
demanding hotwire task. Further-
more, the participants’ performance 
was higher when the modalities were 
switched automatically than when they 
were switched manually, but manual 
switching was preferred because of the 
higher controllability.
Based on findings from this experi-
ment, we implemented redundant in-
put channels for the WPA and let users 
choose appropriate modalities manu-
ally in different situations. The main 
steps for mobile access of the patient 
records on the Google Glass applica-
tion are as follows.
Find the records. To find and retrieve a 
patient’s health records, the system pro-
vides two main channels: voice and QR 
code. Users can filter the patient list by 
saying the patient’s name or social secu-
rity number. They can also find the pa-
tient’s records by reading the patient’s 
QR code using the front-view camera 
of Google Glass. The latter method is 
faster and more accurate when the QR 
code is available.
Switch between textual data and medical 
images. Patient records are distributed 
in several pages (cards) on the Google 
Glass. Because of the display size in 
Google Glass, the textual part of the 
patient records is shortened. However, 
medical images (x-rays, CT scans, and 
so on) are the most important part for 
orthopedic surgeons. Users can switch 
between cards using voice commands 
(such as “Ok Glass,” “next,” or “pre-
vious”) or performing swipe gestures 
(swipe left and swipe right) on the 
Google Glass touchpad.
Interact with medical images. Users 
can zoom in or out, rotate, and navi-
gate through a zoomed-in view of the 
 medical images using voice commands 
or touch gestures on the touchpad (tap 
for zooming in, long press for zoom-
ing out, and swipe up for rotation). To 
navigate through an enlarged  image 
in real-time, the Google Glass head 
tracker sensor is used, allowing the 
user to quickly scan over the com-
plete image by moving his or her head 
 (Figure 6).
touchless interaction
We studied the utility of touchless in-
teraction techniques in the operating 
room in a lab experiment (Figure 5b).19 
Based on the experiment’s promising re-
sults, we designed a touchless interaction 
module for the WPA that enables sur-
geons to provide touchless input to other 
computers in the operating room using 
voice commands and head gestures. 
The surgeon can interact with two 
systems: a 3D medical imaging  system 
(a)
(b)
(c) (d)
Inertial sensor
(ETHOS)
Floor sensor
(Sensfloor)
Foot
gesture
detector
Hand
gesture
detector
ANT
interface
Gesture recognition system
InVesalius
Medical
image
viewer
Figure 5. Early experiments informing the design of the WPA prototype: (a) a 
participant completing the Hotwire task18; (b) a participant touchlessly interacting 
with medical images on the screens,19 (c) a head-mounted display for teleguidance 
applications17; and (d) a wearable laser pointer.
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(InVesalius) or a 2D image viewer to 
review x-rays and other 2D images. 
The surgeon can switch between 2D 
images, zoom in or out, and navigate 
through an enlarged image on the sta-
tionery screen via voice commands and 
head gestures through the WPA. To 
interact with the 3D imaging system, 
the user should first choose the desired 
view (Axial, Sagittal, or Coronal). The 
surgeon can adjust the view of differ-
ent slices of the 3D model continuously 
by vertical movements of the head. 
To send commands using head move-
ments, we divided the Google Glass 
screen into three areas distributed ver-
tically. The user’s vertical head move-
ment is mapped to the position of a 
pointer on the screen. When the pointer 
enters the top area, the depth view of 
the 3D model increases, whereas cross-
ing the lower border with the pointer 
decreases the depth. The same method 
is used to navigate through an enlarged 
x-ray on the screen, in which the screen 
is divided into five areas: up, down, 
left, right, and middle. By moving the 
pointer from the middle to the four 
other areas on the Google Glass screen, 
the enlarged image moves in the same 
direction on the big screen. 
In addition to supporting touchless 
interaction, this module allows  users 
to take a snapshot from the statio-
nery screens and display it in surgeon’s 
Google Glass HMD (see Figure 6).
telepresence
The three surgeons we interviewed 
noted that, during complex surgeries, 
the surgeon might need help from an 
expert colleague. In such situations, 
the surgeon asks the expert colleague 
to personally help in the operating 
room or to provide guidance through a 
phone call. To enhance the effectiveness 
of collaborations over the phone, the 
WPA’s telepresence module is  designed 
to share a still image taken by the lo-
cal surgeon with a remote expert. The 
remote expert can use a mobile appli-
cation to see the shared image and pro-
vide guidance through vocal communi-
cation and also by adding sketches on 
the still image. The graphical content 
provided by the remote expert is super-
imposed on the local surgeon’s HMD 
in real time. 
Our comparative study on a remote 
pointing scenario using a laser pointer 
and HMD technologies (Figures 5c and 
5d) revealed the challenge of stabilizing 
content provided by the remote  expert 
on the local side when there is a live 
video stream between local and  remote 
sides.17 Thus, we used still image and 
vocal communication in the telepres-
ence module. In addition, because of 
the technical limitations of Google 
Glass, the experienced quality of the 
live video stream is lower than still im-
ages, which makes still images the bet-
ter choice. The feedback from two sur-
geons who tried the telepresence system 
also showed that in orthopedic surger-
ies, sharing still images is more useful 
than live streams. However, sharing 
live video can of course be useful in 
other situations.20
A t the time of this writing, we just finished an empiri-cal evaluation of the system at the ITX hospital simula-
tion facilities in Copenhagen involv-
ing two orthopedic surgeons who tried 
the WPA in two scenarios: surgery and 
ward rounds. Preliminary results con-
firm the WPA’s utility and practicality 
in realistic settings. However, the sur-
geons and patients reflected on some 
social challenges in the ward rounds 
scenario. Our future plan is to im-
prove interaction aspects of the WPA to 
 address the social challenges and other 
minor issues.
From a theoretical perspective, we 
hope to help extend current context-
awareness research to better  explore 
Telepresence
Mobile access to th
e patient records
Touchless
interaction
Figure 6. Screenshots of the main cards (pages) of three applications. Users can switch 
between cards using voice commands (such as “Ok Glass,” “next,” or “previous”) or 
performing swipe gestures on the Google Glass touchpad. To navigate through an 
enlarged image in real-time, the Google Glass head tracker sensor is used, allowing the 
user to quickly scan over the complete image by moving his or her head.
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more powerful future personal assis-
tance systems. Our proposed  egocentric 
design approach, which includes 
 unconscious cognitive processing as part 
of the system design, is well-grounded 
in modern cognitive science but poses 
huge challenges for us as engineers. We 
believe that the pervasive computing 
community will take on this challenge 
with increasing success as body-worn 
technology and the modeling of human 
cognition continue to improve. 
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Abstract
In this paper, we report on the utility of a wearable personal assistant
(WPA) for orthopedic surgeons in hospitals. A prototype of the WPA
was developed on the Google Glass platform for supporting surgeons in
three different scenarios: (1) touch-less interaction with medical images
in surgery room, (2) tele-presence colleague consultation during surg-
eries, and (3) mobile access to the Electronic Patient Records (EPR)
during ward rounds. We evaluated the system in a simulation facility
of a hospital with two real orthopedic surgeons. The results of our study
showed that while the WPA can be a viable solution for touch-less inter-
action with medical images and remote collaborations during surgeries,
using the WPA in the ward rounds can have a negative impact on social
interaction between surgeons and patients.
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Abstract. In this paper, we report on the utility of a wearable personal
assistant (WPA) for orthopedic surgeons in hospitals. A prototype of the
WPA was developed on the Google Glass platform for supporting sur-
geons in three diﬀerent scenarios: (1) touch-less interaction with medical
images in surgery room, (2) tele-presence colleague consultation during
surgeries, and (3) mobile access to the Electronic Patient Records (EPR)
during ward rounds. We evaluated the system in a simulation facility of
a hospital with two real orthopedic surgeons. The results of our study
showed that while the WPA can be a viable solution for touch-less inter-
action with medical images and remote collaborations during surgeries,
using the WPA in the ward rounds can have a negative impact on social
interaction between surgeons and patients.
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1 Introduction
Mobility is one of the main characteristics of work in hospitals. Due to the spa-
tial distribution of departments, wards, and oﬃces in clinical settings, clinicians
need to move between diﬀerent departments all the time. Aside from the con-
siderable time that clinicians waste on moving in hospitals, having access to
the right information in diﬀerent situations is a big challenge. The majority of
previous work on providing remote access to the patient information have used
mobile devices (e.g. PDAs and smartphones). However, most mobile devices do
not support interaction on the move, which means the users need to stop, pick
up their device, and direct their attention away from the task at hand [1]. This
way of interaction often requires the user’s full attention and occupies at least
one hand which most of the time interferes with the task at hand. Furthermore,
interaction with the dominant touchscreen-based mobile devices does not com-
ply with sterility restrictions in hospitals. Emerging new generation of eyewear
computers e.g. Google Glass that provide various hands-free input modalities
(e.g. head motion and voice commands), raises the question as to whether this
new platform can address some of the challenges of interaction on the move.
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What are the potential advantages and limitations of using such devices in hos-
pitals? To answer these questions, we implemented and evaluated a wearable
personal assistant (WPA) for orthopedic surgeons based on a previous study on
design of wearable personal assistants for surgeons [2]. Our WPA supports three
speciﬁc tasks throughout a workday of surgeons: (1) touch-less interaction with
medical images, (2) tele-presence during surgeries, and (3) mobile access to the
Electronic Patient Records (EPR) during ward rounds.
2 Related Work
2.1 Early Wearable Assistants for Clinicians
The ﬁrst generation of wearable computers for hospital work domain [3–7] com-
prised a head mounted display (HMD), a microphone and earphone for vocal
interaction, a compact processing unit connected to a wireless network, and other
peripherals such as wrist-mounted keyboards, trackball mice, and etc. RNPSS
[3] was one of the ﬁrst wearable systems for clinicians. The main goal of this
system was to decrease the medical errors of nurses. A similar project [6] was
done to support nurses in home care tasks. Supporting physicians in ward rounds
was another application for the early wearable assistants [4]. The ward round
system supported hand gesture interaction using inertial sensors [4] and conduc-
tive textile sensor [8]. These initial prototypes of wearable assistant for clinicians
increased hopes for using wearable computers in practice, but due to the tech-
nical, social, and usability challenges [9] those system never took oﬀ.
2.2 Using Google Glass in Healthcare
In [10], an expert surgeon provided guidance to a local surgeon over distance.
The guidance was provided through vocal communication and the image of the
remote surgeon’s hand was superimposed on the live view of the surgical site
on the Google Glass HMD. This study showed some problems with battery life,
audio and image quality, and diﬀerence between camera view and the surgeon
view. In another study [11], Google Glass was used to retrieve similar medical
cases by sending a picture and relevant keywords to a remote server. In this
paper, similar technical issues were reported such as limited battery life, unstable
WIFI connection, lack of auto-focus functionality, which decreases the quality
of the pictures. Muensterer et al. [12] showed the utility of the Google Glass
for hands-free photo and video recordings, hands-free calls, looking up billing
codes, and searching for unfamiliar medical terms in a hospital. The feasibility
of using Google Glass for monitoring patient’s vital signs in the surgeon’s eye was
investigated by Vorraber et al. [13]. Their study showed that using Google Glass
decreases head and neck movements of the surgeon and increases the surgeon’s
focus on the operation. They reported over-heating problems of the Google Glass
in addition to the other technical issues. While previous work has focused on the
technical feasibility of using Google Glass in healthcare scenarios, our focus here
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is on human-computer interaction challenges emerging from using the device as
a wearable assistant in hospitals.
In the work presented in this paper we investigate the ecological validity of
the WPA design explained in more detail elsewhere [2] by asking real orthopedic
surgeons use the WPA in a clinical simulation.
3 Method
Since deploying the WPA in a real clinical setting needs legal approval, we eval-
uated the WPA in a clinical simulation facility. Such simulations is common and
have been proven eﬃcient in the medical work domain [14]. Our simulation facil-
ity includes diﬀerent hospital departments from patient wards to surgery rooms.
We set up the facility for the above-mentioned three scenarios. The touch-less
interaction and tele-presence scenarios were played out in the surgery room (see
Fig. 1b), and for the mobile access to the EPR scenario we set up a patient room
with two beds (see Fig. 1a).
Fig. 1. (a) The simulation setup for the ward round scenario. The room is equipped
with hidden cameras, microphones, and an observation room behind a one-way mirror.
(b) The simulation surgery room for touch-less interaction and tele-presence scenarios
is equipped with surgical equipments, a simulation doll connected to a monitor dis-
playing simulated vital signs, and two large screens for displaying X-rays and Magnetic
Resonance Images (MRIs).
3.1 Participants
During a full day simulation, two orthopedic surgeons, a senior nurse, and two
human actors (to play the role of patients) participated in the study. Since sur-
geons are extremely busy and hard to recruit for such studies we could manage
to ﬁnd only two surgeons. This is a big limitation for ﬁnding statistical sig-
niﬁcance; therefore, we only rely on qualitative ﬁndings from interviews and
observations. The entire simulation was recorded using video cameras, note tak-
ing, photographing, and observations behind a one-way mirror. After welcoming
the participants, a brief introduction was delivered on the purpose of the study
and the scenarios. Both surgeons performed all three scenarios. Before start-
ing each scenario, the surgeons were brieﬂy trained on how to use the WPA.
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Each training session took about 30min. After each scenario, the surgeons were
asked to complete a structured questionnaire polling their experiences complet-
ing the task and using the system. The result of questionnaires is represented in
Fig. 3. Immediately after the questionnaire the surgeons were interviewed to get
deeper insights into their experience of using the WPA.
3.2 Scenario-Based Evaluation
We took a scenario-based approach in evaluation of the WPA. The scenarios
were deﬁned based on a previous study [2]. Scenarios included: (1) Touch-less
interaction, (2) Tele-presence, and (3) Mobile access to the EPR in ward rounds.
These three scenarios are part of a bigger scenario which starts with a patient
getting an orthopedic surgery. Before the surgery, the surgeon needs to review the
medical images of the patient. The WPA helps the surgeon ﬁnd relevant medical
images and adjust the view through touch-less modalities. During the surgery,
the surgeon needs another experienced surgeon’s opinion about the surgery. The
WPA helps the local surgeon to have a tele-presence session with the remote
colleague. After surgery, the patient is moved to the ward, and the surgeon
visits the patient in the ward. The WPA enables the surgeon to see the patient
electronic records on the go and review the new medical images after the surgery.
3.3 Preparing Data for the Study
Since all three scenarios are related to each other, for this study we needed
real medical cases. We selected two cases with the help of our medical partner.
We anonymized the data and assigned unreal names to the selected cases. Two
human actors from university staﬀ played the role of the patients during the
ward round scenario. We also used real pictures of the surgical site taken during
real surgeries. The pictures were printed and attached to the simulation doll to
create a more realistic view (see Fig. 2-a).
Fig. 2. (a) A surgeon uses the WPA for touch-less interaction with X-rays and MRIs.
(b) The local surgeon sees the visual guidance on the HMD in real-time. (c) A remote
surgeon uses a tablet device to provide guidance to the local surgeon. (d) A surgeon
uses the WPA to browse EPR and X-rays in the ward round scenario.
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4 Scenario 1: Touchless Interaction
In the surgery room, the surgical team including a surgeon and a nurse, are
about to start the surgery. Before starting the surgery, the surgeon looks at X-
rays and MRIs. But his/her hands are sterile and s/he cannot touch the mouse
or keyboard. Therefore, the surgeon uses the WPA for browsing X-rays and
MRIs on two diﬀerent screens in the operation room through voice commands
and head movements. The surgeon might need to zoom in, rotate, or navigate
through the medical images until s/he ﬁnds a good view. The surgeon can also
take a snapshot of the screens and see the content on the HMD.
4.1 Apparatus
We used Google Glass to implement the WPA since Google Glass provides at
least two touch-less input modalities: voice commands and head movements.
Moreover, the unobtrusive form factor of the Google Glass and covering small
part of the users ﬁeld of view makes the Google Glass the best available option
for applications where having a good view over the real-world is crucial. We
developed a simple image browser for displaying the X-rays in the surgery room.
To visualize MRIs and X-ray scans, we modiﬁed Invesalius software that is an
open-source medical imaging system1.
All three systems were connected to a dedicated local WIFI network. We
used UDP protocol for communication between Google Glass and other two
medical systems. The WPA app on the Glass accepts both voice commands and
head movements for interaction. Voice modality is used for discrete commands
such as activating/deactivating the interaction, switching between X-rays, zoom-
ing in/out X-rays, changing the views in MRIs between (sagittal, coronal, and
axial). While head motion is used for continuous commands such as adjusting
the position of the X-rays on the screen. In the latter case, we used the user’s
head similar to a mouse where the vertical and horizontal head movements are
translated into the vertical and horizontal movements of the pointer displayed
on the HMD. We deﬁned some command areas in the GUI of the Google Glass.
By moving and keeping the pointer in each area, the WPA sends an appropriate
command to the X-ray and MRI systems. As soon as the pointer exits from the
selected area the WPA stops sending commands. Table 1 shows the modalities
used for sending commands to the WPA.
4.2 Procedure
After brieﬁng the participants and setting up the surgery room, the surgeons
started the scenario one after another. First the nurse gave a brief explanation
about the patient to the surgeon. Then the surgeon activated the stationary X-
ray system through the WPA to ﬁnd an X-ray and adjust the scale and position
of it on the large display. To ﬁnd a good view the surgeon used either voice
1 http://svn.softwarepublico.gov.br/trac/invesalius/.
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Table 1. Input modalities for each module of the WPA
System module Commands to the WPA Voice Head Touch
Touchless interaction Wake up the Glass ×
(De)activate the X-ray/MRI system ×
Switching X-rays (next/previous) ×
Positioning X-rays on the screen ×
Changing MRI views ×
Change the depth of the MRI views ×
Take snapshot of X-rays/MRI views ×
Tele-precense Wake up the Glass ×
(De)activate the tele-precense system ×
Take a picture ×
Select a picture for sharing ×
Call a clinician ×
End call ×
EPR Wake up the Glass × ×
(De)activate the EPR system × ×
Select a patient record × ×
Switch X-rays × ×
Zoom in/out X-rays × ×
Rotate X-rays × ×
Navigate through X-rays ×
Browse EPR pages × ×
commands or head movements as shown in Table 1. After ﬁnding the appropriate
view, the surgeon took a snapshot of the stationary X-ray which made it come
up on the HMD. This snapshot helps the surgeon to examine the X-ray image
during the surgery without having to change the head orientation towards the
large display. Each surgeon repeated the scenario for both patients. Since the
second patient had also some MRIs, in the second surgery, the surgeons used
the WPA for interaction with both X-rays and MRI systems. To interact with
the MRI system, the surgeon needed to activate three diﬀerent views (sagittal,
coronal, axial) through voice commands and adjust an appropriate depth view.
4.3 Results
Interview: We asked surgeons about the pros and cons of the WPA for touch-
less interaction compared to the current indirect interaction (asking a nurse to
control a computer mouse as proxies for surgeons). Participant 1 (P1) indicated
the higher speed of interaction using the WPA; however, he believes that it might
take more time for older surgeons to learn how to use the WPA. P2 thinks the
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direct interaction through the WPA can be a big advantage and saves time of
surgeons in the surgery room because sometimes it is very hard to explain to a
nurse the view that the surgeon is looking for. However, interaction with X-rays
by head movements is not easy since the user needs to look through the HMD
to see the pointer and at the same time look at the X-rays or MRIs on the large
screens which demands frequently switching between the HMD and the large
screens.
We also asked whether they prefer voice commands or head movements for
interaction with X-rays and MRIs. P1 thinks the voice commands are more
convenient for interaction with X-rays where the user usually needs to provide a
few commands while in the MRI case the head movements can be more beneﬁcial
since ﬁnding the right depth view among a lot of slices can be frustrating by
voice commands. P2 prefers voice commands since interaction through head
movements was challenging for him due to the need for switching frequently
between the HMD and the large screens.
The last question was about the snapshot function. Both P1 and P2 indicated
that the snapshot functionality can be extremely useful when the surgeon needs
a reference X-ray or MRI to monitor the state of the surgical site during the
surgery. In such cases, the surgeon needs to frequently turn his/her head towards
the screen. To have a snapshot of such reference images in the HMD, saves
surgeons’ time and energy for the surgery.
Observations: Both surgeons quickly learned how to use the voice commands
for interaction through the WPA; however, P1 felt more comfortable with head-
based interaction compared to P2. When P2 wanted to adjust the position of
the X-rays in the screen by head movements, he lost the control of the system
because he had problems with looking at both the HMD (to control the pointer)
and the large screen (to see the X-rays) at the same time. The same problem
happened when P2 wanted to adjust the MRI depth view.
5 Scenario 2: Tele-Presence
After adjusting the medical images on the screen (in the previous scenario) dur-
ing the surgery, the surgeon encounters a complex situation and needs help from
an expert colleague. The surgeon uses the WPA to start a tele-presence session
with the remote colleague. The local surgeon takes a picture of the surgical site
and calls the remote surgeon using the Glass. The remote surgeon answers the
call. Then the local surgeon explains the situation and shares the taken pic-
ture with the remote surgeon. The remote surgeon provides some voice guidance
while at the same time marking the shared photo on his tablet (Fig. 2c). The
local surgeon sees the content provided by the remote surgeon on the Glass and
also hears the voice of the remote surgeon in real-time (Fig. 2b) in real-time.
5.1 Apparatus
We developed a tele-presence app on the Google Glass for the local surgeon
while for the remote surgeon, we developed an Android application on an Asus
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Nexus 7 tablet. The audio communication is done over WIFI connection using
UDP protocol. Due to the limitations in processing resources of the Google Glass
and to avoid registration challenges in an augmented reality user interface, the
Glass application shares a still picture (instead of video) of the local side, and
the remote person is able to draw sketches on top of the shared image using
the Android application on the tablet. The sketches are superimposed over the
shared image in real-time on the Google Glass HMD of the local user.
5.2 Procedure
In the tele-presence simulation, we ran the scenario twice, and during each time
one of the surgeons played the role of a remote expert and the other surgeon
played the role a local surgeon. In the second run, the surgeons swapped their
role and the surgery case was also changed from patient 1 to the patient 2.
Before starting each run, we attached the printed image of the surgical site on
the simulation doll. The remote surgeon sat on a chair in the hallway outside of
the surgery room. After activating the Google Glass by head nudge gesture, the
local surgeon opens the tele-presence application by voice command and takes
a picture of the surgical site. Then the local surgeon calls the remote colleague
by saying his/her name from a list on the HMD. The remote surgeon receives
and accepts the call. As soon as the call is accepted the audio communication
is possible and the taken picture is displayed on both sides. The local surgeon
explains the situation and asks for the remote surgeon’s opinion. The remote
surgeon provides vocal and visual guidance by marking the shared image of the
surgical site using diﬀerent colors on his tablet device, markings that show up
immediately in the Google Glass display carried by the local surgeon.
5.3 Results
Interview: We asked surgeons what other content they would like to share in a
tele-presence session. P1 believes sharing still images of the surgical site (like our
implementation) is very useful for orthopedic surgeries while live videos can be
useful in emergency cases. Also sharing medical images such as X-rays or MRIs
can be valuable in cases where a junior surgeon needs an approval from a senior
surgeon. Currently the senior surgeon needs to come personally to the surgery
room and have a look at the X-rays or the junior surgeon sends the X-ray using a
smartphone. P2 thinks the quality of the image on the HMD is not good enough
for complex surgeries with a lot of soft tissues. He suggested to add a zoom-in
functionality to overcome the limited resolution of the HMD.
Observations: The communication between the two surgeons was smooth.
There was about half a second delay in the audio communication due to the
WIFI-based communication. But the surgeons got used to it after a while. Also
during the tele-presence scenario, when the local surgeon was talking to the
remote surgeon, Google Glass detected the “Ok Glass” command by mistake and
the surgeon needed to deactivate the voice command and continue the session.
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6 Scenario 3: Mobile Access to Electronic
Patient Records
It is one day after the surgeries. Patients are lying down in the bed in the ward.
The surgeons should visit two patients who got surgery. The surgeons use the
WPA to review the new X-rays and the latest state of the patients while walking
to the ward together with a nurse. The surgeon searches for the patient records
on the Glass by saying the patients name. After ﬁnding the patient records, the
surgeon reads the updated EPR and looks at the recent X-rays and MRIs on
the Glass. The surgeon zooms in/out, rotate, and navigate through the medical
images. The nurse reports the latest state of the patient (last blood test, etc.)
to the surgeon. The nurse answers the questions that the surgeon might ask
during the ward round. The surgeon visits the patients and asks some questions
about their pain, etc. Also the surgeon might need to use the EPR system for
answering patients’ questions. After visiting the patients, the surgeon prescribes
the next treatments and the nurse writes down the prescriptions.
6.1 Apparatus
For this scenario, we only needed an EPR app on the Google Glass. Since in
the ward round, the clinicians’ hands do not necessarily need to be sterilized,
the EPR app supports also touch-based interaction on the Google Glass side
touchpad. Table 1 shows the ways surgeons can interact with the EPR app. We
used diﬀerent touch-gestures for interaction with text pages and medical images:
swipe front/back for browsing EPR and X-rays, short tap for zoom in, long tap
for zoom out, swipe up for 90 ◦ rotation, and swipe up to exit from an active
card to the previous menu. Since it was not possible to connect the Google Glass
to the EPR in the hospital, the patients data was hard-coded into the EPR app.
6.2 Procedure
In the ward round simulation, each surgeon performed the ward round scenario
once where both patients (human actors) lying in the patient bed (Fig. 1-a) were
visited. A nurse accompanied the surgeon during the ward round and provided
necessary information. The surgeons used the WPA to see the recent EPR and X-
rays while talking to the patients (see Fig. 2-d). They tried both voice commands
and touch gestures to interact with the WPA. The patients also asked some
questions about the result of the surgery.
6.3 Results
Interview: The surgeons were asked about the pros and cons of the EPR module
during ward rounds. P1 mentioned that the most obvious advantage of using
the EPR on the Glass is to reduce unnecessary moving between a stationary
computer and the ward to check the EPR. However, P2 thinks the small screen
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in Google Glass makes it hard for the surgeon to read the EPR texts, while
a stationary computer is more convenient for such intensive readings. P1 also
mentioned that getting an overview of the EPR is much faster using a desktop
computer since in Glass the text is distributed over several pages.
The other question was about the content that surgeons might need to have
access to during a ward round in addition to the EPR and medical images. P2
mentioned that the main information the doctors need during a ward round is
lab results that can also be provided on the Glass. However, due to the small
size of the HMD in Google Glass, the lab results should be visualized in a way
that the interesting results (important abnormal values) are highlighted, and the
surgeon can get what s/he wants at a glance. P2 indicated that aside from the
medical data, patients usually ask a lot of practical questions about e.g. when
they can leave the hospital, when they have their next appointment, etc. The
WPA should also provide such practical information to the surgeon.
We also asked about the modality they prefer to use during ward rounds. P1
mentioned that he prefers touch gestures since the voice commands interfere with
communication with the patient. P2 said “I also prefer touch gestures because
the head movements look bizarre!”. All participants (two surgeons, a nurse, and
two patients) were asked about the social acceptance of the Google Glass. P2
said: “Some people might think wearing such a [smart] glasses is arrogant since
you are not present with the patient”. The nurse mentioned that sometimes the
surgeon was looking at the HMD but she thought the surgeon is looking at her.
Moreover, the patients mentioned that they did not feel good when the surgeon
was trying to interact with the Google Glass instead of talking to them.
Observations: During the ward round, P1 spent more time for interaction
with the WPA compared to P2 and sometimes there was a long silence until the
surgeon read the EPR on the Google Glass. The reason was that P2 was familiar
with the medical cases used in the simulation while both cases were new for P1.
Fig. 3. (a) Usability of the touch-less interaction module of the WPA, (b) usability
of the tele-presence module of the WPA, and (c) usability of the EPR module of the
WPA.
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7 Discussion and Conclusions
Our study indicates that using the WPA for touch-less interaction with medical
images can save surgeons time and energy for the surgery. Moreover, by using the
WPA for touch-less interaction, there is no need for a dedicated nurse to control
the mouse for surgeons. However, there are some limitations in both voice com-
mands and head movements for touch-less interaction. Using voice commands
is a relatively reliable modality but due to the slow speed of the discrete voice
commands, it is not an appropriate modality for providing a lot of commands
within a short time. In contrast to the voice commands, the head movements
can be useful for continuous interactions; however, due to the perceptual overlap
between seeing the large screens and the pointer on the HMD, it is not easy to
use the head movements as a mouse to control the pointer on the HMD. The low-
est scores in Fig. 3-a are related to the accuracy of head tracking specially by P2.
This reveals the challenge of using head movements for touch-less interaction.
Apart from the low quality of the image on the HMD indicated in both ques-
tionnaire (Fig. 3-b) and the complementary interview, the WPA was successfully
used in the tele-presence scenario. As both surgeons mentioned, the tele-presence
scenario was the best application for the WPA. However, in this scenario we
observed the problem of overlapping between human to human conversation
and voice commands to the system. This indicates a need for more touch-less
input modalities (e.g. gaze) to avoid overlap between the input modality (voice
commands) and surgeons’ conversation. The most challenging scenario was the
ward round which revealed the social problems of using Google Glass in parallel
with human to human interactions. Apart from the social problems, the small
HMD of the Glass turned out to be a limitation for intensive text readings which
is in line with the concept of microinteractions [15] where interacting with the
device should not exceed 4 s. To achieve such fast interactions, the WPA needs
to prepare the information for the surgeons in a way that the surgeon can get
what s/he needs at a glance.
The three scenarios in this paper are representatives of three types of inter-
action. (1) The touch-less interaction scenario deﬁnes the WPA as an interface
between the user and other computers. In this type of scenarios, the human
agent interacts with two diﬀerent computers in parallel. (2) In the tele-presence
scenario, the WPA is deﬁned as an interface between two human agents which
means the user interacts with another human agent through the WPA and there
is no parallel interaction. (3) In the ward round scenario, the user interacts with
another human agent and with the WPA in parallel. If we look at the results of
the questionnaires and interviews, we can conclude that the WPA got the best
scores in the tele-presence scenario where there was no parallel interaction, and
the user interacts sequentially with the WPA and the other human agent. In the
touch-less interaction scenario, the usability of the WPA is evaluated as average.
In this scenario, the user interacts with two computers in parallel: the WPA and
X-ray/MRI systems. The most challenging scenario is the ward round where the
user needs to interact in parallel with the WPA and a human agent.
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Abstract
Wearable camera and display technology allow remote
collaborators to guide activities performed by human
agents located elsewhere. This kind of technology
augments the range of human perception and actuation.
In this paper we quantitatively determine if wearable laser
pointers are viable alternatives to Head-Mounted Displays
for indicating where in the physical environment the local
agent should direct her/his attention. The potential
benefit of the laser pointer would be reduced eye fatigue,
due to the fact that the documented refocusing challenges
associated with HMD use would be completely eliminated.
10 participants where asked to perform a short tele-guided
pick-and drop task using both approaches. The
quantitative analysis indicates that user performance in
the laser pointer condition is higher than the HMD
approach (P = .064, α = 0.1). While all 10 participants
found the task easy in both conditions, 8 of 10
participants found the laser pointer system more
convenient.
Author Keywords
Remote collaboration, tele-presence, tele-pointing,
head-mounted display, laser pointer, wearable computers.
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Introduction
Tele-presence technologies facilitate collaboration over
distance by allowing domain experts to oversee and guide
work processes in cases when they do not have the
possibility to be physically co-located. Healthcare, mining,
and maintenance are classical applications. In this paper
we compare one of the most investigated approaches for
presenting information to the person being guided (the
HMD approach) with one much less explored: the use of
wearable motor controlled laser pointers. Instead of
presenting information on a semi-transparent display in
front of the human agents eye(s), information is instead
projected directly into the physical environment.
Head-Mounted Displays for telepointing applications
Wearable tele-guidance systems allow remote users to
have a situational awareness of the current task
environment also in mobile settings, while traditional
stationary tele-conferencing systems tend to constrain
activities to fix locations. A typical mobile setting
includes, on the local side (the location where someone
needs support), a head-mounted display (HMD), a
head-mounted camera that captures the field of view of
the wearer, and a small wearable processing unit
connected wirelessly to a remote computer. This
specification adequately describes state of the art HMD
solutions offered by for instance Vuzix and Google. As
HMDs become smaller and less obtrusive, they become
interesting candidates for a growing set of mobile
interactive applications including tele-presence and
tele-pointing.
However, the new emerging HMDs still suffer from known
limitations and challenges. Social acceptance, eye fatigue,
and focusing problems are well documented (e.g. [8]).
Laser pointers could be an interesting alternative for
certain kinds of remote collaboration. While HMD
tele-pointing solutions often rely on a video see-through
Augmented Reality approach where the pointing cursor
appears together with a video image of the local
environment pictured on the HMD, laser pointer solutions
show the remotely controlled pointing cursor directly in
the real world environment. Thus, there is no need for the
user to change focus depth or perform cognitive work to
align the streamed image with the real world. However,
the display of more complex content (beyond a point
cursor) can be more challenging than when using the pixel
matrix offered by HMDs.
Laser pointer Versus Head-Mounted Display?
Previous studies on remote collaboration systems have
mainly focused on evaluating just one of these
technologies in isolation or in combination [8]. We argue
that the laser pointing approach alone could be an
interesting alternative for tele-pointing applications. If
performance on isolated single-person tasks such as the
one investigated in this paper turns out to be comparable,
laser pointer solutions could potentially outperform
HMD-based solutions for a) very intense telepointing
tasks where HMDs would cause fatigue, and b) for tasks
where sharing of the remotely provided tele-guidance
information with co-located peers is an advantage.
Related Work
Remote guidance technologies fall into three main
categories: (1) stationary systems, (2) robot-mounted
technologies, and (3) wearable solutions. In the stationary
approach, a remote expert provides guidance to a local
user by drawing or pointing to a specific object in the task
space. This graphical information could be displayed on a
monitor over the video streaming from the local side, or it
could be overlaid on the physical objects by a stationary
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laser pointer [10]. In the robot-mounted systems, the
combination of a camera and a laser pointer on a movable
machine [12] or on a robot [7] allows a remote user to
control laser pointer and point to any particular object.
Wearable tele-guidance systems have typically been
designed to support mobile users. A head-mounted
camera carried by local users share their view of the real
world and what they are doing with a remote collaborator.
The remote instructor provides some graphical
instructions, which could be visible for the local user
through a HMD [1] or using a combination of HMD and
laser pointer [8].
The types of remote guidance found in literature can be
classified into four categories [5]: (1) cursor pointer (the
local pointer follows the remote instructors mouse
pointer); (2) laser pointer (the local laser pointer rests at
a location determined by the remote instructor through a
mouse click), (3) sketching [2] (the instructor draws
figures, not just points), and (4) hand gestures (a
representation of the instructors hands are shown to the
local user). While previous studies have proved the
superiority of the digital sketches over cursor pointer [3],
and faster performance of hand gestures, no significant
difference has been reported between user performance
when receiving information projected directly onto
physical objects vs. information displayed on an external
monitor [6] such as the study presented in this paper.
Finally, a combination of laser pointer and HMD has been
proven to lead to a significant improvement in task
completion time [8].
Another alternative to the laser pointer technology for
Augmented Reality systems is using pocketsize Pico
projectors [4], but the luminance of the state of the art
projectors is less than laser pointers which limits the
applications of portable projectors to indoor and low-light
conditions. However the complexity of the content that
can be projected by Pico projectors is much higher than
laser pointers.
Stationary laser pointers have also been explored as an
alternative to HMD for Augmented Reality applications
[9] but our study is the first attempt to develop and
evaluate a wearable laser pointer as an alternative to
HMD for remote collaboration.
Research Question
Given the known challenges of HMDs such as eye fatigue,
is motor-controlled laser pointer technology a viable
alternative to HMDs for mobile remote guidance
applications? We intend to answer this question by
measuring user performance in both cases given the same
tele-pointing task.
Experimental Design
To compare the task performance of users wearing both
the head-mounted display (HMD) and wearable laser
pointer, we conducted a comparative within subjects
study. The study explores the response times of
participants for a simple pick and drop task while being
instructed by a remote instructor.
The experiment design was inspired by previous work in
tele-guidance systems and special care was taken to
reduce uncontrollable noise and to not bias the
experiment in favor of any of the two conditions. For both
conditions, no image/pointing stabilization system was
used and only nearby objects were pointed at.
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Figure 1: The user interface of the helper station (A),
HMD-based system (B), and Laser pointer system (C).
Technical Setup
Both of the wearable remote guidance systems consist of
two main components: a wearable system for the local
user and the separate helper station which is controlled by
the remote instructor. Both the user interface (UI) of the
helper station (Figure 1A) as well as the remote instructor
using it remained identical for both the laser and HMD
condition throughout the whole experiment. The white
square-shaped border in the UI (Figure 1A) indicates the
area of the local environment to which the remote
instructor can point remotely. Since the motor-controlled
laser pointer did not cover the whole field of view of the
camera, the same limited square-shaped pointing area was
enforced also for the HMD condition. Although four
different symbol presentations are supported by both
systems (dot, circle, line, and polygon) we only made use
of the circle symbol. The helper station communicated to
the wearable systems through a WIFI network over the
UDP protocol with very limited latency.
HMD-based system
In order to build a video-see-through HMD, we attached a
webcam (1.3 MP) previously embedded in a laptop and a
HMD (MicroOptical SV-9, 640×480 pixels) to an ordinary
laptop (Macbook Pro 13 inches) residing in a backpack
(Figure 2E).
Laser pointer system
The wearable laser pointer system consists of a similar
laptop computer connected to a microcontroller to control
a pair of galvanometers. The galvanometers have two
mirrors to change direction of the laser point in X and Y
dimensions. The galvanometers, laser pointer, and a
laptop webcam (1.3 MP) was mounted on a helmet
(Figure 2D). The maximum angle of the galvanometer is
30 ◦ which is slightly less than the maximum range of the
camera (40 ◦). Therefore, we limited the pointable area to
the white-bordered square shown in Figure 1A. In laser
pointer systems, there is always a potential displacement
between the intended (clicked) points on the screen and
the actual laser-highlighted position in the real world. One
mitigation strategy is to calibrate the system for different
distances and use a depth sensor to adapt. Our approach
was to place the camera very close to the laser pointer
(<1cm) and calibrate the system for an average distance
(2m) resulting in an accuracy of <5 pixels of error in the
range of 1 to 5m.
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Figure 2: The experimental setup consisted of (A) a desktop
with a number of magnets and indicators, (B) a separator to
visually shield the remote instructor from the participant and
(C) a high-resolution camera to capture the interaction
between the participant and the board. The apparatus used for
the experiment was a (D and F) custom-built remotely
controlled laser pointer and (E) an off-the-shelf HMD.
Participants
10 participants (mean age=35, 1 female) were recruited
to participate in the experiment. Participants were all
highly skilled computer users (X¯ = 5, σ = 0.7). The
setup consisted of a table with a white board containing a
number of circular indicators and physical magnets
(Figure 2A), a separation screen to visually separate the
remote instructor from the participant in an effort to
emulate remote guidance (Figure 2B). The entire
experiment was captured in 1080 60p full HD video
(Figure 2C) which was manually post-hoc annotated to
measure the response times of the users.
Apparatus
In the laser pointer condition (Figure 2D), a custom-built
remotely controlled laser pointer projected information
directly into the real world environment. In the HMD
condition, a head-mounted monocular display was used
onto which the remote pointer information was displayed,
blended with a video image of the environment in front of
the participant. Both conditions included a wearable
camera that allowed the remote instructor to see what the
participants had in front of them.
In both conditions, the remote instructor could point to a
specific magnet on the board (see Figure 2A) using a
physical (in the laser pointer condition) or a digital (in the
HMD condition) tele-pointer. The guidance system
running on a computer at the remote end allowed the
remote instructor to use four types of pointers, but only
the circle was used in this experiment:
Procedure
The experiment started with a short introduction to the
purpose of the experiment and the use of the apparatus.
After participants were prepared for the experiment (for
both conditions), they were asked to use the system until
they felt comfortable. This usually took 1-2 minutes.
Next, the participant was asked to complete the main
task. The task consisted of picking up and dropping the
magnet that was indicated by the remote instructor. The
participant sees this indication either through the laser
physically pointing to the board (in the laser pointer
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condition) or through the video overlay in the HMD (in
the HMD condition). Participants were requested to
return to a fixed starting point after picking up or
dropping each magnet, in order to reset the experiment in
between each pick-and-drop operation. After the tasks
were completed for both conditions, the user was asked to
complete a short questionnaire with 5-point likert scale
questions polling their experiences completing the task
and using the system. The experimental setup was
randomized to balance conditions.
Results
User Performance
We measured the completion time for single pick-and-drop
operations for each participant. In order to calculate the
time needed for a participant to grab or drop a magnet,
we annotated the video of the experiment and extracted
the completion time for each pick and drop operation in
both conditions. Start and stop time for each operation
was determined by the entrance/exit of the hand into the
video frame captured by the camera shown in Figure 2C.
Three of the ten participants at times used both their
hands to move the magnets. Those data samples were
removed. After removing outliers the sample size of the
HMD condition was 138 while we had 137 pick-and-drop
samples for laser pointer. For the HMD condition, the
average time for a pick-and-drop operation was about
0.81 seconds with a standard deviation of 0.23. For the
laser pointer condition, the average completion time was
0.77 seconds for each operation, with a standard deviation
of 0.16.
The statistical t-test indicated that the pick-and-drop
completion time in the laser pointer condition is
significantly less than task completion time in the HMD
condition (P = .064), confidence interval 90 percent.
Questionnaire
8 out 10 participants preferred using the laser pointer over
the HMD, as they argued that using the HMD was
significantly more tiring for their eyes (HMD X¯ = 4,
σ = 0.81 see Table 1) than using the laser pointer (laser
X¯ = 1.5, σ = 0.52). Completing the task was perceived
as slightly easier using the laser pointer (X¯ = 4.3,
σ = 0.48) than the HMD (X¯ = 3.4, σ = 0.85). Finally,
participants argued that the visibility of the indicator was
higher in the laser pointer condition (X¯ = 4.5, σ = 0.70)
than the HMD (HMD X¯ = 3.9, σ = 0.99).
Table 1: The questionnaire results
Questions min X¯ Max σ
Completing task using HMD was easy 2 3.4 4 .85
Completing task using laser was easy 4 4.3 5 .48
Using laser pointer was, eye-tiring 1 1.5 2 .52
Using the HMD was eyes-tiring 3 4 5 .81
Indications on HMD were easy to see 2 3.9 5 .99
Indications by laser were easy to see 3 4.5 5 .70
Open Comments
Application ideas provided by participants included
telemedicine, technical assistances for car repairment,
guidance of art students to learn how to paint, or even
remotely guided shopping.
Discussion and Conclusion
We have investigated the use of laser pointers as an
alternative to HMDs for tele-guidance applications
because 1) previous studies [11, 8] have reported on a
number of challenges connected to HMDs such as
focusing problems, eye fatigue and etc.; 2) no previous
adequate comparative study could be found. The results
of our experiment showed that laser pointer solutions can
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perform better than HMDs for simple tele-pointing tasks
(P = .064; confidence interval 90percent). During our
experiment, participants needed to switch only once
between the digital image shown on the HMD to the
surrounding physical world. For tasks with higher
frequency of focus shifts, we expect a higher difference
between two conditions; however, the complexity and
amount of information that can be displayed by laser
pointer is still much less than HMDs. Such an example
would be the case of remote guidance during surgery
(future investigation), in which the surgeon in the HMD
condition would need to keep looking at the patients
internal tissues, switching from digital view on the HMD
to the real world and vice versa. Moreover, the visibility of
the laser point depends on many factors such as lighting
condition, distance, color, and texture of the projected
surface which is a limitation for the laser pointing
approach. More empirical studies are needed to determine
the strengths and weaknesses of both pointing approaches
given certain application contexts. For future work we
intend to design a more complex experiment to further
investigate the performance of the two approaches and
also add performance accuracy to the set of measured
parameters. Both systems will also receive a pointing
stabilization component in order to become directly useful
in real world tasks outside the lab.
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Abstract
Sterility restrictions in surgical settings make touch-less interaction an
interesting solution for surgeons to interact directly with digital images.
The HCI community has already explored several methods for touch-less
interaction including those based on camera-based gesture tracking and
voice control. In this paper, we present a system for gesture-based in-
teraction with medical images based on a single wristband sensor and
capacitive floor sensors, allowing for hand and foot gesture input. The
first limited evaluation of the system showed an acceptable level of ac-
curacy for 12 different hand & foot gestures; also users found that our
combined hand and foot based gestures are intuitive for providing input.
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Abstract
In this paper we report on development and evaluation of
a video-based mobile gaze tracker for eyewear computers.
Unlike most of the previous work, our system performs all
its processing workload on an Android device and sends
the coordinates of the gaze point to an eyewear device
through wireless connection. We propose a lightweight
software architecture for Android to increase the efficiency
of image processing needed for eye tracking. The
evaluation of the system indicated an accuracy of 1.06
degrees and a battery lifetime of approximate 4.5 hours.
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Gaze tracking; Eyewear computer; Android; Google Glass
ACM Classification Keywords
H.5.2. [Information interfaces and presentation: User
Interfaces]: Input devices and strategies
Introduction
By emerging new generation of unobtrusive eyewear
computers, such as Google Glass1 and Vuzix smart glass2,
it seems feasible that eventually these eyewear devices
play role in everyday tasks. Due to the special form factor
of eyewear devices, the delay between intention and action
1https : //developers.google.com/glass/
2http : //www.vuzix.com/consumer/productsm100/
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is very short compared to other mobile devices[10]. This
opens new opportunities for eyewear computers to be used
more on the move and in parallel with real world tasks.
However, mobile interaction with eyewear devices is still
challenging. For example, in a mobile scenario, sometimes
hands of the user are busy with a manual activity, or the
user might be doing a visually demanding task. This
means the eyewear device needs to provide several
channels for interaction to support users in different
situations. State of the art eyewear devices already
support for head gesture input, voice commands, and
touch-based gestures. Eye gaze has also been studied as
an input modality for head-mounted displays [3].
However, due to the technical limitations, gaze-based
interaction is not still supported by state of the art
eyewear devices. One of the main challenges is the fact
that the image processing required for gaze tracking is
extremely complex and power demanding. Unfortunately,
this computational demand is very far from what can be
accomplished on existing eyewear devices such as Google
Glass. In this paper, we investigate the possibility of using
an Android smartphone to process eye images captured by
a head-mounted camera to calculate the gaze coordinates
for an eyewear computer.
Related Work
Most of the recent mobile gaze trackers use a laptop in
user’s backpack [5, 6] or a remote computer [9, 1] to
analyze the eye image and calculate gaze coordinate. The
dependency of gaze tracking systems to a local or remote
computer decreases the mobility of users. There are also
some commercial products from companies such as
EyeTribe3, Tobii4, and Umoove5 which support eye
3https : //theeyetribe.com/
4http : //www.tobii.com/
5http : //www.umoove.me/
tracking on mobile and wearable devices. But the
commercial mobile gaze trackers are usually so expensive
and hard to afford. That is the reason why some of the
recent studies have tried to use cheap and small processors
such as Raspberry Pi [2] and micro-controllers [7] for eye
tracking. Ferhat et.at [2] have presented a cheap eye
tracking solution running on a Raspberry Pi device. They
based their work on the open source Opengazer [8]. The
average gaze estimation error of their system is about
1.4◦ for an image size of 640 × 480 pixels with the frame
rate of 3Hz. Although their system was running on a
small device, it was only tested on a stationary setup for
gaze tracking on a computer screen. A more relevant
work to our paper is the iShadow eye tracker by Mayberry
et.al [7] that focuses on head-mounted gaze tracking.
They have presented a fully mobile eye tracking solution
using a low-power ARM Cortex M3 micro-controller.
Google	  Glass	  running	  
GlassGaze	  app	  	  
An	  extra	  USB	  camera	  
sends	  the	  eye	  image	  to	  
EyeDroid	  
Android	  smartphone	  
running	  EyeDroid	  app	  
Streaming	  
gaze	  data	  to	  
the	  Glass	  
Figure 1: A schematic view of the system Architecture.
874
UBICOMP/ISWC '15 ADJUNCT, SEPTEMBER 7–11, 2015, OSAKA, JAPAN
Figure 2: EyeDroid software arcgitecture. Eye tracking
algorithm inside the core is decomposed into steps (filters) and
connected by pipes (arrows). Each composite is executed on a
separate thread.
The focus of the iShadow system was mainly
implementing a very efficient video-based eye tracking
approach that can run on a small micro-processor. They
achieved real-time gaze tracking in an image captured by
a front-view camera and they have reported an error of
about 3 degrees for their system. Since in eyewear
computers the display size is very small (less than 15
degrees), the accuracy of the eye tracker should be higher
to provide a graceful interaction. In this paper, to achieve
a higher accuracy in eye tracking (about 1 degree), we
rely on the processing capacity of commonly used mobile
devices. The proposed eye tracker on mobile device is an
open-source affordable solution for gaze tracking on
eyewear computers.
System Architecture
The proposed system comprises two main components:
(1) our gaze tracking application (EyeDroid) running as a
server on an android smartphone, and (2) the client
application on Google Glass (GlassGaze)6. A schematic
view of the system architecture is represented in Figure 1.
EyeDroid: Gaze Tracker Server on Android
Hardware
The hardware requirements in the current implementation
of the EyeDroid eye tracker are an Android mobile device
(minimum API level 15) and a head mounted USB 2.0
infrared camera connected directly to the Android phone
through a USB cable. The first hardware prototype of the
EyeDroid is shown in Figure 5. The recommended camera
resolution is 640×480 pixels. Because the Android
platform does not provide support to connect an external
USB camera, the operating system needs to own root
access to the phone and use customized camera video
drivers. To develop the EyeDroid gaze tracker, open
source third party drivers are used [4].
Software Architecture
The software architecture of the EyeDroid application is
designed based on pipes and filters design pattern. This
architecture helped us test different algorithm
configurations easily during system development. Also in
the EyeDroid software platform we built and used Java
Lightweight Processing Framework (JLPF)7 (Figure 3) as
an external library. This design allows for a fully
configurable algorithm in terms of decomposability and
scheduling of the steps for execution on the available
processing resources, instead of a monolithic algorithm
that would perform poorly. Finally, in order to divide the
algorithm in steps of equal execution time, the composite
pattern was implemented to allow composition of
individual steps (see Figure 2). Since performance is a
6https : //github.com/centosGit/GlassGaze
7https : //github.com/centosGit/JLPF
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critical issue, we used the Android NDK support for C++
instead of the regular Android SDK for java. This allowed
the algorithm code to run directly on the processing
resources and access system libraries directly, unlike Java
which would run on a virtual machine.
Figure 3: Java Lightweight Processing Framework (JLPF)
software architecture
Gaze tracking method
In order to achieve real-time image processing, we have
skipped detecting cornea reflection in the image which
could compensate for the small movements of the camera
relative to the eye. Only the pupil center obtained from
the eye image is used for gaze estimation. Pupil detection
is done by applying a simple blob detection algorithm on
the eye image as follow: (step 1) The image is first
converted to grey-scale (step 2) and then a morphological
operation is done on the resulting image. (step 3) Then a
threshold was applied at a constant level of around 70.
(step 4) After thresholding, a morphological operation is
done on the image before applying blob detection (4). To
reduce the computation time, in each frame, we have
defined a region of interest (ROI) for which the image
processing is applied for. In the first frame, the ROI will
be defined as the entire image. Once the pupil is found on
previous processed frames, the ROI is reduced to 30% of
the image size and is moved to the most recently
computed pupil coordinates (the last frame whose
processing is completed).
Calibration
In the current implementation of the system, a
homography transformation is used as our gaze mapping
function. The mapping function is obtained from a
calibration process consisting of a minimum of 4
calibration markers on the display.
GlassGaze: Gaze Tracker Client on Google
Glass
GlassGaze [1] is an android app developed for Google
Glass that was originally developed to work as a client for
the open-source Haytham gaze tracker [1]. GlassGaze
provides a convenient user interface that can be controlled
by voice and finger gesture. This client has an Android
background service that receives the gaze data from the
server and allows different applications, to subscribe to its
messages. This background service also allows
applications on Glass to communicate with the gaze
tracking server. By applying the same messaging protocol
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defined in the GlassGaze we could easily use this app as
our client.
Figure 4: Pupil detection steps
System Performance
Accuracy of the Gaze Tracker
To measure the accuracy of our gaze tracker we
conducted an experiment with 10 participants recruited
among students from our university. Participants were
asked to wear the Google Glass and run the GlassGaze
application. First, we had a training session in which they
tried the system for a while until they felt comfortable
with the system. We started the experiment with a
four-point calibration. After calibration, 15 markers were
displayed randomly on the Google Glass display for one
second. The participants were asked to look at the
markers immediately after marker appearance (see Figure
5). We had 15 markers distributed evenly in 3 rows and 5
columns (Figure 6).
Figure 5: A participant perfomring the task.
To measure the gaze coordinate, the average coordinate
of the gaze for the last 700 milliseconds of looking at each
marker was calculated. The average of deviation from
actual marker position was equal to 52.61 pixels with
standard deviation of 35.26 pixels. This means that the
error of our gaze tracking system is equal to 1.06 degrees.
The distribution of the error for each marker is illustrated
in Figure 6. The X and Y dimensions of the graph in
Figure 6 represent two dimensions of the display on
Google Glass (maximum 640 × 320), and the gray circles
around each marker show the average error of the
detected gaze point for each marker.
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Figure 6: The average error of the gaze estimation for each
marker (dots) is illustrated by circles around the markers
Battery Life
To calculate the battery life of the mobile device (a brand
new LG-G2 smartphone with 2 GB RAM, a Quad-core
2.26 GHz Krait 400 processor, an Adreno 330 GPU and
running Android 4.4 version) while running the EyeDroid
application, we measured the charge of the battery (given
by the Android built-in battery level indicator) every hour
for 3 hours. To compensate the inaccuracy of the built-in
indicator, the device was fully charged before conducting
each experiment, any other apps were closed but default
Android services, and the brightness of the screen was
minimized. Each measurement was repeated three times
and results were averaged.
Figure 7: Comparison between EyeDroid and two other
popular applications showing cumulative energy consumption
(%) per hour
Since EyeDroid can optionally show the resulting
coordinates drawn in top of the input video streamed on
the device display, two different experiments were
conducted. First in the video preview enabled mode and
second when the preview mode is disabled. To have a
baseline for our comparison, the battery life of the device
running two other popular applications was measured in
the same way: YouTube video streaming and Hill
Climbing racing game. The results suggest that EyeDroid
behaves similar to Hill Climbing game but deviating
approximately 10% per hour. The maximum battery life
estimation running EyeDroid with in
preview-disabled-mode is approximately 4.5 hours.
Discussion & Conclusion
In this paper we presented a monocular mobile gaze
tracker on Android smartphone to support gaze-based
interaction with eyewear devices. We used an efficient and
lightweight software architecture to divide image
processing task into parallel threads. Using our approach,
we reached to 6.41 fps performance in the image
processing task. The experimental study showed the
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accuracy of 1.06 degree for our gaze tracker. The error
areas (gray zones) around each marker in the Figure 6
show that our gaze tracker can be used for interaction
with Google Glass since users are able to accurately point
to (at least) 15 different objects on the display. Although,
the head gear was fixed on the head, small movements of
the camera relative to the eye could create a relatively
large error in the gaze tracking result. This was due to the
fact that gaze mapping was using only pupil center. As
future work, we will add glint detection to increase
robustness of the system.
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Abstract—While the new generation of eyewear computers
have increased expectations of a wearable computer, providing
input to these devices is still challenging. Hand-held devices, voice
commands, and hand gestures have already been explored to
provide input to the wearable devices. In this paper, we examined
using head and eye movements to point on a graphical user
interface of a wearable computer. The performance of users in
head and eye pointing has been compared with mouse pointing as
a baseline method. The result of our experiment showed that the
eye pointing is signiﬁcantly faster than head or mouse pointing;
however, our participants thought that the head pointing is more
accurate and convenient.
Keywords—Gaze tracking, Eye pointing, Head tracking, Head
pointing, Head-mounted display, Wearable computing.
I. INTRODUCTION
Advances in hardware and software technologies has re-
sulted in developing new generation of eyewear computers,
such as Google Glass and Vuzix smart glass, and it seems
feasible that eventually these unobtrusive eyewear devices play
role in everyday tasks. However, design for wearable devices
is associated with a lot of known and unknown challenges. An
important design challenge of interactive wearable computers
is the need for novel interaction techniques since the classical
WIMP desktop metaphor do not support users mobility. That
is the reason why other alternative interaction metaphors, such
as Personal Assistant [1], has been introduced for interactive
wearable computers.
Head-mounted display is one of the main components of an
eyewear computer which means the wearers of these devices
need to interact with graphical user interfaces. Interaction
with standard graphical user interfaces involves pointing at
the object of interest and selecting the object. Some suggested
interaction techniques that use hand for pointing are often in-
convenient for mobile settings and sometimes require external
devices like smart phones, joysticks or hand-held point-and-
click devices [2]. Hand gestures recognized by a front-view
camera or other wearable sensors have also been used as a
mechanism for interaction with wearable devices [3]. However,
for a mobile user, hands-free interaction is a big advantage in
many situations.
Head and gaze-based input mechanisms are two modalities
that can be useful for situations that prohibit the use of
the hands, such as when the users’ hands are disabled or
occupied with other task. These two techniques are among the
Fig. 1. A subject wearing the eyewear setup including the gaze tracker
(tracking the right eye) and a HMD on the left eye. A head tracker sensor is
mounted on the right side of the Glasses frame.
less-explored hands-free pointing mechanisms for the eyewear
computers.
In this paper, we investigate the possibility of using head
and gaze movements as a pointing mechanism for wearable
computers through an experiment. In the experiment, partic-
ipants were asked to point and select different targets on a
head-mounted display by moving the head, gaze, or a mouse
trackball.
II. RELATED WORK
Using the eye gaze as a source of input has long been a
topic of interest in HCI and it is due to the fact that humans
naturally tend to direct the eyes toward the target of interest
[4], [5], [6], [7]. In fact, gaze pointing is one of the possible
ways of pointing, and the typical use of gaze as a pointing
mechanism is to control the cursor position on the screen. Gaze
pointing has also been used for interaction with head-mounted
displays [8], [9].
Head movement is another possible way of controlling the
cursor on the screen and can be measured through a camera
[10], [11] or other wearable sensors [12], [13]. Moreover,
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Fig. 2. The hand-held ﬁnger mouse used in the experiment
head gesture has been used as an input modality in upcoming
eyewear computers, such as Google Glass. But to the best of
our knowledge, using head movement as a pointing modality
is not investigated for wearable computers.
Bates and Istance [14] investigated the usability problems
associated with eye and head-based pointing for direct manip-
ulation on a standard graphical user interface. They compared
the quality of interaction using these two input modalities
during an interaction task.They found that an eye mouse is
generally faster than head mouse and it could exceed the
performance of a head mouse if target sizes were large and
users sufﬁciently well practiced. While previous works have
explored the eye and head pointing for stationary screens, the
focus of our paper is to evaluate eye and head pointing for
head-mounted displays (HMD).
III. EXPERIMENT DESIGN
Given the known challenges of using WIMP desktop
metaphor techniques for wearable computers, in this paper,
we investigate whether gaze and head tracking methods can
be used as a viable alternative to classical techniques such
as mouse for pointing purpose. To answer this question we
conducted an experiment to measure the user performance
using a head-tracker, a gaze-tracker, and a mouse given the
same pointing task.
IV. METHOD
A. Participants
8 participants (mean age = 32, no female) were recruited
among local university students to participate in the experi-
ment. Most of the participants were highly skilled computer
users (X¯ = 4.87, σ = .35, where the range was 1 to 5), and
all of them had perfect visual acuity. All participants were
experienced hand mouse users; however, only two of them
were used to use the ﬁnger hand-held mouse (see Fig. 2) . Also
three participants had the experience of using gaze-tracker.
B. Apparatus
In order to examine head and gaze movement as an input
modality for eyewear computers, we developed a wearable
Fig. 3. A screen shot of the system: the blue circle is a 60 pixels width
target, and the red cross is illustrating the pointer. By moving the pointer over
the target the color of the target changes to red and the user clicks on the
target.
prototype including a gaze tracker, a head tracker, and a HMD
connected to an ordinary MacBook laptop (see Fig. 1). The
HMD was a MicroOptical SV-9 (640 × 480 pixels), and the
head tracker sensor was a Sparkfun Razor (9DoF) including
accelerometer, gyroscope, and magnetometer sensors. The size
of the HMD was about 15× 10mm and the average distance
between the eye and the HMD was about 35mm. For tracking
gaze, we used a custom-built hardware platform including a
small infrared camera and a hot mirror reﬂecting the infrared
light back to the camera to capture eye image. Gaze tracking
is done by the open-source Heytham gaze tracker [15].
C. Procedure
The experiment started with a short introduction to the
purpose of the experiment and the use of the apparatus. To
keep the physical condition of the participants equal for all
conditions, all of the participants were asked to wear the
whole device during all conditions; however, they did not need
to use all components in each condition. After participants
were prepared for the experiment, they were asked to use
the system until they felt comfortable. This usually took 2-
3 minutes for each condition. Then each participant was asked
to complete the task in three different conditions. The task
was selecting the targets displayed on the HMD by using
gaze-pointing, head-pointing, and mouse-pointing. The targets
were blue circles with three different diameters of 60, 80, and
100 pixels displayed on a black background one after each
other (see Fig. 3). The pointer was illustrated by a red plus
which could be moved by moving head, eye, or trackball of
the mouse. When the pointer was on the target the color of the
target changed from blue to red and users had to click on the
target. After the experiment, the users were asked to complete a
short questionnaire with 5-point likert scale questions polling
their experiences completing the task and using the system.
The experimental setup was randomized to balance conditions
and avoid the order effect. The conditions in which the task
was completed were as follows:
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1) Gaze pointing: Gaze tacker needed to be calibrated prior
to the start of each trial. The calibration procedure required the
user to look at 9 points shown in the HMD. After calibration,
participants completed the task for 24 targets (8 instances of
3 different sizes) by moving the eye.
2) Head pointing: Before starting the task using head
movements, the head tracker needed to be calibrated to set the
starting position of the pointer in the center of the screen when
the head of the user was in the neutral position (facing straight
ahead). After a short warm-up trial, participants accomplished
the task for the targets similar to the gaze pointing condition.
3) Pointing with the mouse: As a base-line condition, the
participants were asked to complete the task using a hand-held
ﬁnger mouse (Fig. 2) which is typically used for wearable
computers.
D. Design
The experiment was an 8 × 3 within-subjects design, and
each participant completed all above-mentioned conditions in
one experimental session that lasted for approximately half
an hour. Aside from training the amount of entry was: 8
participants × 3 conditions × 3 target size × 8 repetition =
576 trials.
V. RESULT
A. User performance
We recorded the task completion time and the number of
wrong selections (errors) for each pointing and selecting task.
The average speed of each pointing was calculated based on
the distance between the departure point and the target divided
by the task completion time.
In total, we had 192 samples for each condition. A one-
way between subjects ANOVA was conducted to compare the
pointing speed for each target size in different conditions.
There was a signiﬁcant difference at the p < .05 level for
all 9 groups of trials (three conditions × three target widths)
[F(8, 567) = 12.005, p < .05]. Also for each target group the
user performance was signiﬁcantly different in each condition:
for the target size of 60 pixels [F(2, 189) = 4.87, p = .008],
for the 80 pixels target [F(2, 189) = 3.70, p = .02], and for
the 100 pixels target [F(2, 189) = 6.71, p = .001]. Post hoc
comparisons using the t-test indicated that the pointing speed
in gaze condition was signiﬁcantly higher than head and mouse
conditions for all targets (see Fig. 4). However, there was no
signiﬁcant difference between head pointing and using mouse.
As illustrated in the Fig. 5), the accuracy of the eye pointing
was less than other conditions, but the statistical tests indicated
no signiﬁcant difference between error rates in the different
conditions.
B. Questionnaire
From the questionnaire, 5 out 8 participants preferred using
the head pointer over the eye-tracker and mouse since they
found it easier to point with head (X¯ = 4.12, σ = .99) than
eye pointing (X¯ = 3.62, σ = .74) and using mouse (X¯ = 3.87,
σ = 1.12).
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Fig. 4. The speed of completing the task for different sizes of the target.
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Fig. 5. The accuracy of completing the task for different sizes of the target.
VI. DISCUSSION
In this paper we compared the performance of three differ-
ent input modalities (mouse, gaze, and head) as a mechanism
for pointing while interacting with a HMD. These three input
mechanisms can be compared in terms of speed, accuracy and
comfort. However, there are some differences between gaze
pointing and head or mouse pointing that somehow makes it
difﬁcult to compare the gaze modality with the others. The
main difference is the fact that the user can look at the target
or the cursor while moving the cursor with either mouse or
the head movements. This provides the user a visual feedback
which is needed for the target acquisition. However, this is
not the case with gaze pointing. With the gaze pointing the
cursor always follows the user’s gaze point and the user always
sees the cursor at his/her ﬁxation point. Therefore, the target
acquisition can be very fast compared to the other pointing
methods. Our experiment also showed the higher speed of the
gaze pointing; however, we observed less accuracy in gaze
pointing in comparison with head and mouse pointing. Since
gaze tracking is inherently not a highly accurate pointing
mechanism [16]. This means for eye-pointing to the small
targets the user needs to keep looking at the target for a long
time or correct the error by moving the eye which decreases
the convenience of eye pointing method. The result of our
questionnaire also indicated the lower user acceptance of the
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eye pointing compared to the other methods.
An important challenge of using camera-based gaze track-
ers for monocular head mounted displays is the fact that the
pointer eye is mostly covered by the head mounted display,
so that we need to track the other eye. In our experiment,
the gaze-tracker was used in the right eye regardless of the
dominant eye of the participants. This might also be another
source of error for the gaze tracking approach.
Another critical issue with using gaze as an input modality
for eyewear computers is that head-mounted eye trackers have
the maximum accuracy of about 0.5 degrees and this limits
how small the display can be and how small targets can be
selected.
Regarding the low accuracy of the gaze trackers specially
for small HMDs, one possibility to improve the user accep-
tance can be using the eye pointers for big targets on the
graphical user interfaces.
Unlike the gaze tracking, the head pointing is a relatively
stable approach for pointing (see ﬁg. 5). That is probably why
most of our users preferred the head pointing method to other
approaches. Another advantage of using head movements as
an input modality for eyewear computers is availability of the
inertial sensors in most of the existing commercial products
such as Google Glass and Vuzix smart glass while to track
the eye we usually need additional hardware and software
platforms. However, the mass of the head can reduce the speed
of pointing, and it can be tiring for the neck muscles [14].
VII. CONCLUSION
In this paper, we compared two input modalities for eye-
wear computers: eye pointing and head pointing. Our experi-
ment showed that the eye pointing is signiﬁcantly faster than
head pointing and pointing with hand-held mouse; however,
head pointing is more accurate and convenient for users.
As a future work, we will repeat the experiment after im-
proving the hardware platform. In the next wearable prototype,
an eyewear computer (Vuzix smart glass) will be mounted in
front of the dominant eye which is tracked by the gaze tracker.
Furthermore, in the next step we will try to combine the gaze
and the head tracking mechanisms so that the pointing can
take advantage of both speed of the eye-based approach and
the accuracy of the head tracking.
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ABSTRACT
In this paper, we propose a combination of head and eye
movements for touchlessly controlling the ”mouse pointer”
on eyewear devices, exploiting the speed of eye pointing
and accuracy of head pointing. The method is a wearable
computer-targeted variation of the original MAGIC point-
ing approach which combined gaze tracking with a classical
mouse device. The result of our experiment shows that the
combination of eye and head movements is faster than head
pointing for far targets and more accurate than eye pointing.
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INTRODUCTION
Even if industry lately is trying to push Head-Mounted
Display(HMD)-based wearable computers to the masses for
everyday use, interaction challenges remain. The need for
interaction on the move [11] and using eyewear devices in
parallel with real world tasks require novel hands-free inter-
action techniques. For example, when hands are busy with
real world tasks or in sterile environments such as operation
theatre, providing touchless input modalities to the users is a
big advantage for eyewear devices. Since eyewear comput-
ers sit on the users’ head and in front of the users’ eyes, head
and eye movements are among the most interesting touchless
input modalities. While head gesture-based interactions have
already been supported by eyewear providers such as Google
and Vuzix companies, eye tracking is not still available in
commercial eyewear computers.
Just like previous mass-market user interface paradigms used
in smartphones and PCs, interaction with eyewear devices re-
lies heavily on the visual modality where point-and-select
operations are fundamental. Previous studies of head and
eye-pointing for eyewear computers [8, 4] have shown that
while eye-pointing (letting eye movements control the mouse
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Figure 1. A participant performing the target acquisition task
cursor) is faster than head pointing and mouse-pointing on
HMD-based platforms, the inaccuracy of existing eye track-
ing methods limits eye-pointing to be used only for large tar-
gets on the display [3, 10]. On the contrary, head pointing
has been found to exhibit higher accuracy [14, 8] but be lim-
ited by ergonomic challenges [4]. In this paper, we try to
extend the old idea of the MAGIC (Manual And Gaze Input
Cascaded)-pointing [17] to eyewear computers by combining
head and eye movements for a target acquisition task. We
conducted an experiment to compare the proposed MAGIC
pointing approach with head pointing and eye pointing meth-
ods. We found that the proposed MAGIC approach benefits
from both the speed of eye pointing and the accuracy of head
pointing. In addition, the MAGIC method can decrease the
amplitude of head-movements and thus ergonomic problems.
RELATED WORK
Using eye gaze as an input modality has always been an inter-
esting topic in the HCI community. The typical use of gaze
in graphical user interface is a pointing mechanism to con-
trol the cursor position on the screen [4, 10]. Gaze pointing
has also been explored for interaction with head-mounted dis-
plays [2, 8]; however, due to the inaccuracy of existing gaze
tracking approaches and the subconscious jittery motions of
eye [17], using eye-pointing is limited to the pointing towards
large targets on the screen [3, 10, 4]. Aside from the target
size limitation, eye-pointing has in several studies been found
to be an inconvenient way of pointing [8, 4]. In fact, over-
loading the visual channel with a motor control task can be
the main reason for eye-pointing to be recognized as an in-
convenient pointing technique [17].
Another possible method for controlling the cursor is head
tracking. The head movements can be detected by a camera
[12, 9] or other wearable inertial sensors [7, 5]. Even if up-
155
ISWC '15, SEPTEMBER 7–11, 2015, OSAKA, JAPAN
coming eyewear computers such as Google Glass and Vuzix
Smart Glass are able to detect head gestures, the head move-
ment as a pointing modality is not much explored for eyewear
computers. Previous studies have proved that head pointing
method is more accurate and convenient for users compared
to eye pointing or trackball mice[8]. However, the mass of
the head can reduce the speed of pointing, and it can be tiring
for the neck muscles [4].
The MAGIC pointing concept was firstly proposed by Zhai et
al [17] to utilize eye movements for a mouse pointing task. In
their proposed approach, the cursor is initially placed within
the boundary of gaze area, and after the cursor appears, the
user completes the target acquisition using a mouse. In this
method, users do not need to know that the initial point is tied
to their eye gaze; therefore, the whole pointing task seems
more intuitive to the users compared to the gaze-pointing
method [17]. MAGIC pointing have been explored in dif-
ferent ways in the HCI community. For instance, the com-
bination of MAGIC pointing with a touch-sensitive mouse in
the MAGIC-Touch System [6], is proved to be faster for a
pointing task on a complex background compared to a normal
mouse. Also in the Satellite Cursor System [16], the MAGIC
pointing approach has been implemented without gaze track-
ing with the help of multiple cursors. Stellmach and Dachselt
[13] extended the ”conservative” method presented in [17] by
introducing MAGIC Touch and MAGIC Tab pointing tech-
niques. Their proposed techniques require extra input from
users to activate the cursor. On the contrary, we used a ”lib-
eral” [17] method where the cursor moves to the new gaze lo-
cation whenever the eye gaze moves more than a predefined
distance from the initial point.
The most relevant work to our study is [15] where the ben-
efits of using head movements to adjust gaze cursor position
in a desktop settings is investigated. However, we investigate
head-assisted gaze pointing on wearable and near to eye
displays that cover a small portion of the users field of view.
While [15] compares a version of MAGIC pointing with
gaze-only pointing, we compare MAGIC pointing with head-
only pointing. In [15], head movements are directly derived
from eye movements obtained from the eye tracker which is
not applicable to the eyewear computers without using an
additional scene camera. In our study we used the Google
Glass’ inbuilt inertial sensors for head tracking. The main
novelty in our work is to apply MAGIC pointing technique
to an eyewear computer setting, while previous works have
mainly explored desktop settings. We believe that MAGIC
technique can be even more useful for interaction with an eye-
wear device compared to stationary screens. Because the size
of the display is relatively small in an eyewear device which
increases the inaccuracy problem of the eye pointing.
EXPERIMENT DESIGN
In this paper, we investigate whether the combination of gaze
and head tracking (MAGIC pointing) can reduce the limita-
tions of eye and head only pointing modalities. To answer this
question, an experiment is designed where the user accom-
plishes a target acquisition task by head only and MAGIC
methods. In this experiment, we have two different target
sizes (30 and 70 pixels) since the accuracy of our gaze tracker
is about 1 degree, and the minimum selectable target using
only our gaze tracker is about 50 pixels. The design of our
experiment covers both larger and smaller targets than this
limit. Also we defined two different distances (280 and 100
pixels) for the pointing task.
METHOD
Participants
16 participants (mean age = 29, 2 females) were recruited
among local university students to participate in the experi-
ment. Most of the participants were highly skilled computer
users (X¯ = 4.62, σ = .5, where the range was 1 to 5), and
all of them had perfect visual acuity or wearing contact lens.
Two participants had the experience of using gaze-tracker
systems before.
Apparatus
Since the main focus of our study is developing a novel inter-
action technique for new eyewear computers, we developed
a prototype on the Google Glass platform (see Figure. 1).
The inbuilt inertial sensors of the Glass was used to track
head movements. While to detect the eye gaze, an external
infrared camera was added to the Glass and positioned un-
der the display. The camera sends the eye image wirelessly
to a remote server [1]. The server analyzes the eye image in
real-time and calculates the eye gaze in two dimensions. The
server sends the calculated gaze to the client application on
the Google Glass through WiFi connection. The client ap-
plication receives the gaze data and adjusts the user interface
accordingly (see Figure. 2). The accuracy of our home-made
gaze tracker system is about 1 degree.
Google Glass running 
the client 
An extra camera 
attached to the Glass 
A remote computer 
analyses the eye image 
Streaming the gaze 
data to the Glass 
Camera sends the 
eye image to the 
computer 
Figure 2. The system architecture of the prototype
Head only pointing technique
To control the cursor by head movements, we used the inter-
nal fusion function of the Google Glass (RotationV ector).
This function combines the data from accelerometer, gyro-
scope, and magnetometer to calculate yaw, pitch, and roll.
The yaw value is used to calculate the horizontal position of
the cursor (X), and the vertical position of the cursor (Y) is
calculated based on the pitch value. The yaw and pitch val-
ues are converted to degree and multiplied by 10 to increase
the sensitivity of the cursor motion. When the experiment
starts the head position of the participant is in neutral state
and the cursor is positioned in the middle of the screen. But
after performing some head pointing tasks, the user’s head
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might move from the neutral position. The participants were
asked to return their head to the neutral position whenever
they needed. In such situations, the cursor follows the screen
borders.
MAGIC pointing technique
Our MAGIC pointing technique is similar to the Zhai’s ”lib-
eral” approach [17]. In the MAGIC pointing condition, the
gaze data is used as an implicit input to adjust the initial po-
sition of the pointer as close as possible to the target. After
appearing the target, the user immediately moves the eye gaze
towards the target. The gaze tracker calculates the gaze posi-
tion, and the cursor appears close to the target in the area of
3◦ around the target. At this point the user is able to control
the cursor by head movements to reach the target.
Procedure
The experiment started with a short introduction to the pur-
pose of the experiment and the use of the apparatus. After
preparing participants for the experiment, they were asked to
use the system for a while until they felt comfortable with
all conditions. This usually took 2-3 minutes for each con-
dition. Then each participant was asked to complete the task
in three different conditions. The task was a simple target
acquisition in which the targets were displayed sequentially
on the Glass prism, and the users were asked to point to the
targets by combined head and eye movements (1st condition)
and head movements (2nd condition), after which the target
was conclusively selected by tapping on the Glass touchpad.
The targets were red circles with two different diameters of
30, 70 pixels (equal to 0.6◦ and 1.4◦) displayed randomly on
a black background one after each other. Since the new tar-
get appears immediately after selecting the previous one, the
previous target is taken as the start point for the next pointing
task. The pointer was illustrated by a white cross controlled
by head and eye movements. When the pointer was on the
target, users had to tap on the Google Glass touchpad, to se-
lect the target and accomplish the task. After the experiment,
the participants were asked to complete a short questionnaire
with 5-point likert scale questions to reflect on their experi-
ence in each condition. The conditions were counterbalanced
to avoid the learning effect.
Design
The experiment was an within-subjects design with 16 partic-
ipants, and each participant completed all conditions in one
experimental session that lasted for approximately half an
hour. In each condition (head pointing and Magic pointing),
participants completed the task for two target sizes (30 and 70
pixels) and two different distances (100 and 280 pixels equal
to 2◦ and 5.6◦). In order to remove outliers from the exper-
iment, the participants were asked to repeat each task for 15
times and the median of the 15 trials was taken.
RESULT
We recorded the task completion time and error rate (aver-
age of the number of misses by tapping off the target) for
each target acquisition task. Figure 3 (a and b) illustrates the
mean and standard deviation of the task completion time and
error rate for each condition. A repeated measure ANOVA
is used to investigate the differences in task completion time
and error. Post-hoc paired samples t-tests with a Bonferroni
correction were used for pairwise comparisons. (α = .05)
Pointing Modality. The result of statistical analysis showed
that the task completion time significantly varied with point-
ing technique: F(1, 15) = 9.27, p < .008. The post-hoc t-
tests revealed that head pointing is significantly faster than
MAGIC pointing for the short distance (100 pixels) where tar-
get = 30 t(15) = 2.42 p < .029 and target = 70 t(15) = 5.196
p < .0001. However, participants were faster in MAGIC
pointing condition when they pointed to the far distance (280
pixels) for target = 30, t(15) = 7.15 p < .0001 and target =
70, t(15) = 3.014 p < .009.
Target size. As expected, the effect of target size was sig-
nificant in task completion time in all conditions: F(1,15) =
285.92, p < .0001. Participants selected smaller targets at the
same distance significantly slower in both conditions.
Distance. Also the distance factor affected the task comple-
tion time significantly: F(1,15) = 274.16, p < .0001. How-
ever, there was no significant difference between pointing to
a big target (70) located in different distances in the MAGIC
pointing condition t(15) = .037 p = .971.
Error rate. Analysis of error rate showed no significant dif-
ference between different modalities, target sizes, and dis-
tances. The result of questionnaire is represented in the Fig-
ure 3 (c). In the MAGIC pointing condition, we also calcu-
lated the portion of gaze in the total task completion time. In
average only 8% of the total pointing time was spent by gaze
tracker to detect the eye gaze and move the cursor close to the
target. Moreover, in 33% of the MAGIC pointing trials with
big target (70) the gaze point was exactly on the target, while
for the small targets (30) just in 4% of the trials the detected
gaze point was on the target.
DISCUSSION AND CONCLUSION
In this paper we empirically evaluated a pointing modality for
eyewear devices using a combination of head and eye move-
ments. All of the participants were able to complete the task.
Using our gaze tracker for pointing, users would be able to
select only targets larger than 50 pixels, while in our experi-
ment all of the small targets were successfully selected using
MAGIC pointing. This means MAGIC pointing technique
makes it possible to select targets smaller than accuracy of
our gaze tracker system.
Findings from the experiment, showed that MAGIC pointing
is faster than Head pointing just for long distances. One rea-
son for this can be the delay of the gaze tracker system to
detect the gaze coordinate and communicate it to the eyewear
device. If the target is too close, the head only pointing can
start immediately, but in the MAGIC pointing condition, user
should wait until the gaze point is detected close enough to
the target. This means MAGIC pointing is faster than Head
pointing only for the far targets which is in line with our ini-
tial goal which was to reduce amplitude of head-movements
and its ergonomic problems. In fact, for pointing to the close
targets the head does not need to move a lot. Another obser-
vation is the fact that the speed of MAGIC pointing method
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Figure 3. a) Mean of the task completion time for two distances: D(100) & D(280), two target sizes: T(30) & T(70), and two modalities: Head &MAGIC
pointing, b) Mean of the error rates for all conditions, c) Results of the usability questionnaire
does not depend on the distance for big targets. This can be
due to the fact that in MAGIC pointing condition, most of the
distance between initial position of the pointer and the target
is gone by eye movements, and the manual part of the point-
ing task is the distance from warped cursor position to the
target. Which means the manual part of the pointing task is
independent from the initial position of the pointer.
Our prototype is based on the state of the art technology in
eyewear computers (Google Glass) to evaluate practicality of
the MAGIC pointing as a novel target acquisition technique
for these devices. Our findings indicate that 1) the MAGIC
pointing looks very promising technique for target acquisi-
tion in eyewear computers, 2) probably in the emerging gaze
informed (attention-aware) user interfaces, the traditional de-
sign guidelines based on the Fitts’ Law (e.g. minimizing the
cursor movements etc.) cannot be directly transferred to this
new interface paradigm.
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Abstract
EyeGrip proposes a novel and yet simple technique of analysing eye
movements for automatically detecting the user’s objects of interest in
a sequence of visual stimuli moving horizontally or vertically in front
of the user’s view. We assess the viability of this technique in a sce-
nario where the user looks at a sequence of images moving horizontally
on the display while the user’s eye movements are tracked by an eye
tracker. We conducted an experiment that shows the performance of
the proposed approach. We also investigated the influence of the speed
and maximum number of visible images in the screen, on the accuracy
of EyeGrip. Based on the experiment results, we propose guidelines
for designing EyeGrip-based interfaces. EyeGrip can be considered as
an implicit gaze interaction technique with potential use in broad range
of applications such as large screens, mobile devices and eyewear com-
puters. In this paper, we demonstrate the rich capabilities of EyeGrip
with two example applications: 1) a mind reading game, and 2) a pic-
ture selection system. Our study shows that by selecting an appropriate
speed and maximum number of visible images in the screen the proposed
method can be used in a fast scrolling task where the system accurately
(87%) detects the moving images that are visually appealing to the user,
stops the scrolling and brings the item(s) of interest back to the screen.
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ABSTRACT
EyeGrip proposes a novel and yet simple technique of
analysing eye movements for automatically detecting the
users objects of interest in a sequence of visual stimuli mov-
ing horizontally or vertically in front of the user’s view. We
assess the viability of this technique in a scenario where the
user looks at a sequence of images moving horizontally on
the display while the user’s eye movements are tracked by
an eye tracker. We conducted an experiment that shows the
performance of the proposed approach. We also investigated
the influence of the speed and maximum number of visible
images in the screen, on the accuracy of EyeGrip. Based on
the experiment results, we propose guidelines for designing
EyeGrip-based interfaces. EyeGrip can be considered as an
implicit gaze interaction technique with potential use in broad
range of applications such as large screens, mobile devices
and eyewear computers. In this paper, we demonstrate the
rich capabilities of EyeGrip with two example applications:
1) a mind reading game, and 2) a picture selection system.
Our study shows that by selecting an appropriate speed and
maximum number of visible images in the screen the pro-
posed method can be used in a fast scrolling task where the
system accurately (87%) detects the moving images that are
visually appealing to the user, stops the scrolling and brings
the item(s) of interest back to the screen.
Author Keywords
Gaze tracking, Optokinetic Nystagmus (OKN) eye
movements, Implicit interaction, Scrolling
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H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous
INTRODUCTION
We are living in the digital information age where compa-
nies, organizations, and even end users are producing an enor-
mous and rapidly growing flow of digital information. Users
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Figure 1. EyGrip technique to detect an object of interest among hori-
zontally moving images
of Internet applications such as social networks have already
been overloaded by tremendous amount of digital informa-
tion ranged from textual to graphical contents. This has re-
sulted in us to make our browsing more efficient by quickly
moving our eyes across the contents and picking the contents
that seem more interesting to us. The fact that our brain pro-
cesses images significantly faster than text [4] might be one
of the reasons of why we are often more engaged with images
than textual information and why viewing pictures is among
the most popular functions in social networks such as Face-
book [19].
When people are browsing their Facebook 1 page on their
mobile device, it’s often that they quickly scan the Newsfeed
by scrolling down or up the Facebook page until they find
some interesting information. However, scrolling for navi-
gation on small-screen devices has its own usability and in-
efficiency problems [9]. The three steps of a) scrolling, b)
stopping the page, and c) bringing the desired content back to
the display by scrolling back up are the main parts of brows-
ing the contents. We go through the same steps when we
search for a particular image in our photo gallery. Our ability
to rapidly scan and process the visual cues that are quickly
moving across our eyes, enables us to speed up the scrolling
task. However, the third step (bringing the desired content
back) can be a cumbersome task for users in a fast scrolling
task since it requires a very high coordination between eyes,
brain and our motor control system (e.g. touching the display
with our fingers). Finding the target image that has gone out
of the screen during a fast scrolling is not always easy and it
sets a limitation to how fast the scrolling can be done.
1www.facebook.com
Eye Tracking Applications #chi4good, CHI 2016, San Jose, CA, USA
5801
This paper proposes the EyeGrip method that enables com-
puter systems to automatically detect the moving content that
seems to be interesting for a user by monitoring and analysing
the user’s eye movements. Depending on the application,
such systems can for example tag the content of interest in
a series of scrolling contents or they can immediately re-
act by stopping the content of interest in front of the user’s
view. EyeGrip provides an attentive scrolling mechanism
which analyses the user’s natural eye movements (Optoki-
netic Nystagmus) subtly in the background and it does not
require any explicit command from the user or any change in
their gaze behavior. Optokinetic Nystagmus (OKN) is a type
of eye movement that occurs when a person tracks a moving
field. OKN stabilizes images on the retina while viewing a
sequence of moving objects. OKN has a sawtooth-like pat-
tern that consists of alternating pursuit movements made in
the direction of stimulus (slow phase) followed by saccacdes
(fast phases). Generally, two forms of OKN have been de-
scribed in the literature [26]. One is called Stare OKN which
is a reflexive response that occurs when a viewer passively
follows a moving visual field [16] and the other one is called
Look OKN when a viewer voluntarily tracks moving stimulus
in the visual field.
The principle behind the EyeGrip method is to analyze the
combination of the saccades and smooth pursuits in the OKN
eye movements to detect deviations in the OKN signal which
is related to the long smooth pursuits or slow phase in the
OKN eye movements (peaks in Figure 2). We used a machine
learning approach to detect these peaks by feeding a window
of the horizontal eye movement signal as a feature into the
WEKA classifier. As we discuss this further in the paper,
implementing EyeGrip does not necessarily require gaze es-
timation or any gaze calibration between the eye tracker and
the display. However, depending on what approach is used
for detecting a peak in the signal, we might need some algo-
rithm calibration (not gaze calibration) or a learning phase to
build a classifier as we did in our implementation.
In this paper, we show the feasibility of the EyeGrip method
by detecting the images of interest in an image scrolling ap-
plication. We further investigate the effect of two indepen-
dent variables on the accuracy of the classification through
a lab experiment. The first independent variable is speed of
scrolling, and the second one is maximum number of visible
images in a single frame. We manipulated the latter vari-
able by changing image width. Based on our findings from
the experiment, we propose some design guidelines for im-
plementing EyeGrip. Finally, to demonstrate the utility of
the EyeGrip technique in interactive systems, two follow up
usability studies have been presented: 1) a picture selection
application and 2) a mind reading game.
RELATED WORK
Gaze-based interaction
Using gaze as an input modality for computing devices has
long been a topic of interest in HCI community, and it is due
to the fact that humans naturally tend to direct eyes toward
the target of interest. Gaze can be used both as an explicit and
implicit input modality. Implicit input are actions and behav-
iors of humans, which are done to achieve a goal and are not
primarily regarded as interaction with a computer, but cap-
tured, recognized, and interpreted by a computer system as
input [23]. While explicit input are our intended commands to
the system through mouse, keyboard, voice commands, body
gestures, and etc.
Gaze for explicit input
One of the most explored explicit ways of using gaze to inter-
act with computers is to use gaze as a direct pointing modality
instead of mouse in a target acquisition task [12]. The target
can be selected either by fixating the gaze for a while on a
particular area (dwell-time) [25] or using a mouse click [14].
However, controlling cursor with eye movements is limited
to pointing towards big targets due to the inaccuracy of gaze
tracking methods and subconscious jittery motions of the eyes
[29]. Eye-gesture is another explicit approach for gaze-based
interaction where user performs predefined eye-strokes [8].
Previous studies [3, 14] have shown that using gaze as an ex-
plicit input modality is not always a convenient method for
users. In fact, overloading eyes as humans’ perceptual chan-
nel with a motor control task is not convenient [29].
Gaze for implicit input
In implicit method of using gaze in user interface design, nat-
ural movements of the eyes can be used to detect context, for
example looking at certain objects in an environment can re-
veal interest of humans to those objects [17]. Gaze can also
be used to infer about user’s behaviour, for instance which
objects attracts user attention during an everyday activity like
cooking [20]. Another example of using gaze as an implicit
input is to detect user’s attention point and react to the users
eye contact [24], or adapt user interface behavior [11] accord-
ingly. The gaze data can also be used indirectly for interaction
purposes [29, 13, 18, 28]. For instance, in the MAGIC point-
ing technique [29, 13], gaze data is used to move the cursor
as close as possible to the target. Mardanbegi et al. [18] pro-
posed a gaze-based interaction technique where the gaze data
is used indirectly for head-gesture recognition. The other rel-
evant work to our study is Pursuits interaction technique [28]
which enables users to select an object on the screen by cor-
relating eye pursuit movements with objects moving on the
screen. The accuracy of their proposed technique depends
on the difference of trajectories which means it fails to detect
uni-directional moving objects due to the similarity of the tra-
jectories in a uni-directional movement. On the contrary, our
proposed EyeGrip method enables computer devices to detect
the object of interest among uni-directional moving objects.
EyeGrip is an implicit way of using gaze since we do not ask
users to perform any kind of predefined eye-strokes or fixat-
ing on a particular target. The EyeGrip technique is based on
analyzing natural eye movements for automatically detecting
object of interest in a user interface.
Smooth pursuit recognition
The main part of our proposed approach is to automatically
detect a deviation in the OKN eye movements when a par-
ticular object grabs user’s attention. This deviation is related
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Figure 2. OKN signal generated from horizontal eye movements in a vi-
sual search task among uni-directional moving objects that move from
the right side of the screen to the left. 1- Short smooth pursuit move-
ments when eyes are scanning pictures, 2- Short saccade after a short
pursuit when eyes are about to scan the next picture, 3- Long smooth
pursuit (which may be supplemented by saccadic movements for fast
moving objects) when an object draws user’s attention, 4- Long saccade
that takes the gaze back to the right area of the screen
to the slow phase of the OKN which is basically a combina-
tion of long smooth pursuits and saccadic movements. To the
best of our knowledge this is the first study on using OKN in
HCI. In the earlier studies, Kalman filters was used to pro-
cess smooth pursuits [5, 1] while more recent works have an-
alyzed both dispersion and velocity of the signal to classify
smooth pursuits [21, 15]. Vidal and et al. [27] used a ma-
chine learning-based approach to detect pursuits by analyzing
a combination of different features. In this study, we also use
a machine learning algorithm to recognize patterns in the eye
movement data. However, in contrast to the Pursuits [21, 15]
method, we just use a single feature for classification. Our
approach is explained in the next section.
THE EYEGRIP METHOD
When an object catches our visual attention, the eyes try to
follow that moving object closely. This type of eye move-
ments is called smooth pursuit. In contrast to other types of
eye movements such as saccades and micro-saccades and also
fixations that occur between saccades, pursuit parameters are
generally more difficult to measure and are not as stereotyped
as saccades [15]. Smooth pursuit consists of two phases:
initiation and maintenance. Measures of initiation parame-
ters can reveal information about the visual motion process-
ing that is necessary for pursuit. Maintenance involves the
construction of an internal, mental, representation of target
motion which is used to update and enhance pursuit perfor-
mance.
When we look at a series of linearly moving images, and we
search for a particular image, our eyes perform a combina-
tion of saccadic and smooth pursuit movements (OKN). The
smooth pursuit movements are relatively short when our eyes
do not see an interesting image. As soon as an image draws
user’s attention, the maintenance phase of the smooth pur-
suit movement gets longer. In the EyeGrip technique, we ex-
ploit the difference between smooth pursuit lengths when the
eyes are looking for an interesting object and when an object
catches user’s attention. In a visual search task among a series
of uni-directional moving images, the viewer’s eyes mainly
move in the same direction as the moving contents. If we
record the amplitude of the user’s horizontal eye movements
while looking at a series of moving images in the horizontal
direction on the display, the generated signal looks like Fig-
ure 2 that illustrates a sawtooth like OKN signal. This figure
shows the short saccadic and smooth pursuit eye movements
that happen in a visual search task. The longer smooth pursuit
movements occur when an object draws users’ attention. In
this phase of the visual search task (slow phase in OKN), eyes
follow the object of interest for a longer time which generates
a peak (deviation) in the signal. By detecting the moment
and location of this peak (deviation), we are able to detect the
object of interest among other moving objects.
We used a machine learning approach (Multilayer perceptron
classifier) to detect these peaks by feeding a window of the
horizontal eye movement signal as a feature into the WEKA
classifier. To generate the OKN signal, we only need to detect
eye movements which means there is no need for any gaze
estimation or gaze calibration. In our experiment, we used a
camera-based eye tracker to detect eye movements; however,
to generate the OKN signal it is also possible to use other eye
tracking methods such as Electrooculography (EOG) [6]. In
our implementation, the classifier needs to be trained first. We
collected training data from 15 participants in the experiment,
and we used the same trained classifier for new participants in
the follow up usability studies without adding any new train-
ing data. Since the accuracy of EyeGrip in the both usability
studies for unseen data remained in the same range as the ac-
curacy of EyeGrip in the experiment, we can conclude that
the EyeGrip does not necessarily need any training phase for
new users.
EXPERIMENTAL DESIGN
To characterise the eye movements in different conditions
and investigate the accuracy of different algorithms, we con-
ducted an experiment with two independent variables: 1) the
speed of scrolling, and 2) the maximum number of images
visible in the view-port (visible part of the sequence on the
screen). To manipulate the maximum number of visible im-
ages, we can change either the size of the view-port, offset
between images, or image width. Assuming that the offset
between images and the width of the view-port are fixed, we
changed the image width to manipulate the maximum number
of images visible in the view-port. This means in some con-
ditions the images are squeezed (Figure 4 (a) and (b)) how-
ever, since humans are extremely good in detecting faces even
when they are deformed, we believe slightly squeezing im-
ages by only changing the image width has not a considerable
effect on the recognition rate.
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Con Speed Image width
1 Slow (1400 pixel/s ' 26.5◦/s) Small (480 pixels)
2 Slow (1400 pixel/s ' 26.5◦/s) Big (960 pixels)
3 Med (2000 pixel/s ' 37.5◦/s) Small (480 pixels)
4 Med (2000 pixel/s ' 37.5◦/s) Big (960 pixels)
5 Fast (2600 pixel/s ' 49◦/s) Small (480 pixels)
6 Fast (2600 pixel/s ' 49◦/s) Big (960 pixels)
Table 1. 6 different conditions used in the experiment
The dependent variables in our experiment are: 1) accuracy
of the classification for detecting the moment when an image
draws users’ visual attention and 2) the error rate which is
defined as number of target images missed by the participants
divided by total number of target images.
Method
Participants
20 participants (mean age = 28, ranged from 20 to 56 years
old, and 2 females) were recruited among local university
staff and students to participate in the experiment. After pre-
processing the data we removed the data of 5 participants
which was not usable due to the inaccuracy of the eye de-
tection for them. All of the participants had perfect visual
acuity or wearing contact lens.
Apparatus
We used a home-made wearable monocular gaze tracker and
the open-source Haytham gaze tracking software 2 to record
the eye movement data (see Figure 4 (c)). The eye tracker
was set to track the left eye for all the participants without
considering the eye dominance. We assume that any possible
difference between the movements of the left and right eyes
will not be significant for our study. However, investigation
of whether left and right eyes move differently in OKN due
to the eye-dominance could be an interesting subject for the
future research. The accuracy of our eye tracker is about 1
degree, and the frequency of the sampling eye data is 20 Hz.
Although, in our experiment, we have not used the gaze data
provided by the software. In fact, we did not calibrate the
gaze tracker to calculate the gaze coordinate on the screen.
We developed an application to display a series of horizon-
tally moving images at a certain speed. The speed, direction,
and the size of the images in the screen can be adjusted in
the application. Both our gaze tracker software and the pic-
ture display application run on a HP laptop with a 8G RAM,
Corei7 processor with the speed of 2.6 GHz, and a display
with 1600 × 900 pixels resolution and 34.5 × 19.5 cm dimen-
sions. The viewing distance form the display is about 60cm.
Procedure
The experiment started with a short introduction to the pur-
pose of the experiment and the use of the apparatus. Then
participants were asked to wear the gaze tracker, and we con-
trolled if the gaze tracker is positioned appropriately in front
of the participant’s eye. Then each participant was asked to
complete the task in six different conditions. The task was
to look at a series of horizontally moving images of famous
people’s face (e.g. politicians, athletes, actors/actresses) on
2http://eyeinfo.itu.dk
Figure 3. Optokinetik Nystagmus pattern sampled for 4 extreme con-
ditions while viewing a set of scrolling images. W is defined as the size
of the image divided by the size of the display and S is defined as the
scrolling speed measured in degrees of visual field per second. The four
images show the OKN pattern for conditions A) {W = 0.2, S = 19◦/s} B)
{W = 0.2, S = 50◦/s} C) {W = 0.8, S = 19◦/s} D) {W = 0.8, S = 50◦/s}
the screen and find the Bill Clinton’s picture as target im-
age. As soon as the participant recognizes Bill Clinton’s face
among other faces he/she should press space bar on the key-
board. Before starting the task, the participants were asked
if they are familiar with Bill Clintons face or not. All of the
participants mentioned that they know Bill Clinton, and they
are able to recognize his face.
During each condition 40 pictures were displayed where 7
of them were target images. We recorded the eye movement
data in the horizontal direction and the moment participants
pressed the space key. In our study, the eye movement data
is defined as pupil horizontal position in the eye image. The
conditions were counterbalanced to avoid any learning effect.
Also the position of the target images were counterbalanced
in each condition.
Design
The experiment was an 3 × 2 within-subjects design with 15
participants, and each participant completed all conditions
in one experimental session that lasted for approximately 10
minutes. In each condition, participants completed the task
with three different speeds (1400, 2000, 2600 pixel/s which
are respectively equal to 26.5, 37.5, and 49 degrees/s) and two
different image widths (480, 960 pixels equal to 9.1 and 18.2
degrees). To change the image width we kept the height of
the image fixed and just rescaled the image width. All com-
binations of speed and image width parameters generated 6
different conditions (see Table 1.)
Event detection algorithm
In order to recognize the moment and the location of the peak
in the eye movement signal when a user performs a visual
search task, we used machine learning algorithms in WEKA
software 3. A comparative analysis between different classi-
fiers in WEKA showed that Multilayer perceptron algorithm
3http://www.cs.waikato.ac.nz/ml/weka/
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Figure 4. a) a screen-shot of the system in small width conditions: 1, 3, and 5, b) a screen-shot of the system in big width conditions: 2, 4, and 6, c) a
participant wearing the home-made mobile eye tracker performing the task
is the most accurate and reliable classifier among other avail-
able classifiers in WEKA. We used the default setting for the
Multilayer perceptron algorithm in the WEKA with a single
hidden layer. The eye movement data is used as the only
feature in our classification. We used a sliding window to
detect the moment when something draws users’ visual at-
tention. Since the experiment included three different speeds
and two different widths of moving images, the best window
size needed to be found for each condition. In the following
sections, we briefly explain the data preparation and classifi-
cation steps.
Pre-processing data
Removing outliers: as mentioned in the participant section,
20 participants were recruited for the experiment. First of
all, the eye movement data of each participant is reviewed to
investigate whether the eye tracker detected the pupil of the
user appropriately or not. If pupil of the participant is not de-
tected more than 25% of times, we removed the data of the
participant from the experiment. After analyzing data from
20 participants, 5 participants were removed from the exper-
iment. For the remaining participants, the missing values of
pupil coordination are calculated based on the linear regres-
sion method.
Data cleaning & normalization: Before starting the experi-
ment and after performing the task, participants were asked to
look at the center of two red circles on the left and right sides
of the screen. Each circle was displayed for 3 seconds. These
two targets were later used for determining the lower and up-
per bounds of the eye movement signal. In order to prepare
the data for aggregated data sets for each condition, the lower
and upper values were used to normalize the eye movement
data for all participants using the min-max method. The pro-
cess of removing noise and outliers from the eye signal was
easier after data normalization. We also used these two target
points and the corresponding pupil positions while looking at
each target, for roughly estimating the gaze area in the screen
and locating the image of interest in small size image condi-
tions.
Data aggregation: To calculate the performance of the clas-
sifier for each condition, we aggregated the normalized data
from all participants in 6 data sets.
Sliding window & classification
To detect the event when an image draws user’s attention, we
used a sliding window with 50% overlap between two neigh-
bor windows. To find the best window size for each condition,
we used 4 different window sizes (10, 16, 20, 30). These win-
dow sizes have been chosen to cover the minimum and maxi-
mum duration that takes for an image to appear on the screen
and disappear from the screen. This time period depends on
the speed of the moving images (ranged from 1400 to 2600
pixels/s), the image widths (ranged from 480 to 960 pixels),
the screen width (1600 pixels), and the sampling rate (20
Hz). The time needed for appearing an image on the screen
and disappearing from the screen can be calculated using this
equation: time = (screenwidth + imagewidth)/speed. Using
the above values for screen width, image width, and speed
the maximum time duration can be calculated as timemax =
(1600 + 960)/1400 = 1.8seconds, and the minimum time is
equal to timemin = (1600 + 480)/2600 = 0.8seconds. Since
the sampling rate is 20 Hz, the minimum window size is equal
to 0.8 × 20 = 16 and the maximum window size is equal to
1.8 × 20 = 36.
The performance of the classification is calculated for each
condition using the aggregated data sets. The data sets are
labeled based on the moment of pressing space key by partic-
ipants as the center of each window with ”Event” label. The
accuracy and precision of the classification is measured us-
ing 10 folds cross-validation method. Figure 5-a illustrates
the performance of classification for each condition with 4
different window sizes. We tried to find the highest classifi-
cation performance where precision of classification is high
for both classes: 1) ”Event” and 2) ”No event”. We finally
selected window size 30 for the first, second, and fourth con-
ditions, window size 20 for the third and sixth conditions, and
window size 16 for the fifth condition.
Results
To analyze the effect of speed and maximum number of visi-
ble images in the view-port on the classifier, the performance
of classification is calculated for each participant in different
conditions using 10 folds cross-validation method. Figure
6 (a) shows the mean and standard deviation of the perfor-
mance of the classifier in each condition. A repeated measure
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Figure 5. a) Accuracy and precision of the classification for each condition with 4 different window sizes, b) Error rate (percentage of missing targets)
ANOVA is used to investigate the differences in performance
of the classifier. Post-hoc paired samples analysis with a Bon-
ferroni correction is used for pairwise comparisons (α = .05).
In order to measure the robustness of the classifier against un-
seen data, the performance of the classifier is also evaluated
for the condition 4 taking a leave-one-out approach where the
data of each participant was removed from the training data
and used as test data. The leave-one-out evaluation for condi-
tion 4 reported an average accuracy of 87.2% (σ = 11.5) for
the classification. The results of leave-one-out evaluations is
illustrated in a box plot diagram (Figure 7).
The error rate (total missing target images by participants di-
vided by total number of targets) is represented in Figure 5-b.
Effect of image width
The result of statistical analysis showed that the classification
performance significantly varied with the image width: F(1,
14) = 34.9, p < .0001. The post-hoc pairwise comparisons re-
vealed that the accuracy of the classifier is significantly higher
when the image width is bigger. Figure 6 (c) illustrates chang-
ing the average accuracy of the classification when the image
width changes.
Effect of speed
The statistical analysis indicated no significant effect of speed
on the classification performance (see Figure 6 (b)). However,
the medium speed shows a higher performance specially for
small images. Moreover, participants missed more target im-
ages in the high speed conditions. Moreover, some of the par-
ticipants mentioned after the experiment that it was difficult
for them to complete them the task in high speed conditions
specially in condition 5 where the speed was maximum and
the image width was minimum.
Discussion
The results of the experiment indicates that our EyeGrip tech-
nique is more accurate for the lower number of visible images
in the view-port where the image width is 960 pixels (equal
to 60% of the screen width) moving with the medium speed
(2000 pixel/s). As it is visible in Figure 3, increasing number
of visible images in the view-port makes the sawtooth shapes
in the OKN signal more homogeneous which decreases the
accuracy of the classifier. Increasing the speed of moving im-
ages has a similar effect on the OKN signal (Figure 3). When
images move faster on the screen, even the smooth pursuit
component of the OKN eye movements have a sacadic char-
acteristics. This makes harder for the classifier to detect slow
phase of the OKN. Apart from the classification challenges,
the high number of missing images in the fast conditions (see
Figure 5-b) shows that following and processing fast-moving
objects is harder for humans particularly when they need to
see more complex images. On the other hand, there is also
a lower limitation for the speed. Very low speeds let users
follow all images one by one which means the shape of the
smooth pursuit component of the OKN becomes more homo-
geneous and harder to detect for the classifier.
DESIGN GUIDELINES
We believe that the EyeGrip method is applicable to different
application areas. To increase the usability of the EyeGrip
technique and minimize the limitations of using the EyeGrip
method, we propose the following guidelines for user inter-
face designers.
Uni-directional moving objects
In the EyeGrip method, there is no limitation for the number
of detectable objects. The important assumption is that ob-
jects need to move next to each other in the same direction at
a certain speed. The objects might be placed dynamically in
the queue but the system needs to know the position of each
object within the sequence. In some applications, we may
not be interested in detecting which content has grabbed the
user’s attention, and we only want to know which part of the
sequence was visible in the display at the time the system has
detected a long slow phase. In this case, the system can bring
that part of the sequence back to the display even though there
might be multiple contents visible in that moment.
Balance between moving speed & number of images
As we mentioned in the discussion section before, there are
upper and lower limits for the speed of moving objects. If
the objects move at lower speed the accuracy of the event
detection classifier decreases. Also higher speeds increases
the human error rate and risk of missing objects by user. Since
the effect of increasing number of image in the view-port is
similar to the increasing the speed, to maximize the accuracy
of EyeGrip we need to find a balance between speed of the
objects and the number of images in the view-port. Actually
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Figure 6. a) Performance of classification for each participants in different conditions, b) no significant effect of speed is observed, c) the effect of image
width on the accuracy of the classifier is significant.
the EyeGrip technique works when there is a temporal tension
in the visual search task. We need to be sure that we generate
enough temporal tension by adjusting an appropriate speed
and number of images in the view-port. At the same time,
the speed should not exceed the upper limit to let users easily
follow images on the screen.
Complexity of the visual search task
One of the limitations of using EyeGrip in user interface de-
sign is the fact that when a lot of images draw users’ visual
attention, the number of false positives increases. In other
words, if users spend equal visual attention on each image
in the line, the classifier cannot differentiate between target
images and other objects. This limitation might be important
for some applications where there is a need for high accu-
rate recognition such as a visual inspection task. In such oc-
casions, we can implement a two-stage algorithm where the
system filters out some irrelevant objects at the first stage,
and in the next step the user reviews the remaining objects to
control the false positive detections.
POTENTIAL APPLICATIONS
Most of the existing gaze-based interfaces use gaze location
as input. Which means for a graceful interaction, they need
a very accurate gaze tracker with a cumbersome calibration
procedure. In contrast, EyeGrip uses just one dimension eye
movement which is much easier to achieve specially in mo-
bile and wearable settings. This opens up a wide range of
application areas that can use EyeGrip. In the following sec-
tions, we explain some of the applications that can use the
EyeGrip technique for interaction.
Mind reading game
The EyeGrip technique helps the system know what attracts
users’ attention. This can be used in a mind reading game
where the user is asked to select a person among some faces
displayed on the screen. Then the user is asked to count the
number of repetitions in displaying the face of that particular
person among other faces while all images move horizontally
in one direction with a fixed speed. The main purpose of ask-
ing users to count the number of repetitions is to draw their
visual attention to a particular object. At the end the system
predicts the identity of the selected person. Since EyeGrip
does not need calibration and an accurate gaze tracker, the
mind reading game can be installed on public displays to en-
tertain passers-by in public places such as train stations, air-
ports, or waiting halls.
Picture explorer on head-mounted display
One of the main challenges of interaction with eyewear com-
puters such as Google Glass is providing input to the device.
There are many situations where the hands of the user are
busy with real-world task and providing a hands-free input
channel can be a big advantage. The EyeGrip technique helps
users with a fast and hands-free method for browsing graphi-
cal contents in eyewear computers. If we assume that in mo-
bile scenarios, interaction with an eyewear computer should
not take so much time [2], the EyeGrip method seems to be a
promising technique for fast scanning visual contents on the
HMD. For instance, users of the social network applications
such as Facebook will be able to scan many graphical con-
tents in a short time without any explicit input to the eyewear
computer. In this case, to start scrolling the user can perform
a head gesture to the left or right side or use voice commands.
The graphical or textual content will start scrolling in one di-
rection at a fixed speed. As soon as something draws the
user’s visual attention, the system stops scrolling and lets the
user to look at that particular image or Facebook post. The
user can continue scanning other contents by performing head
gestures or voice commands. The beauty of using EyeGrip
technique for implicitly finding users’ interests is the fact that
it does not need to work 100% accurate since users will al-
ways have an explicit way such as voice commands, hitting
the touch-pad in Google Glass, or performing head gestures
to stop scrolling. In this application, if the EyeGrip method
detects object of interest in 80% of cases, it means EyeGrip
has reduced the need for providing an explicit command in
80% of the times which can be a big success.
Public displays
Public displays have long been used for advertisement pur-
poses. However, they have always been in a one-direction
communication with passers-by. The EyeGrip method can
help the public displays get feedback from users. One ex-
ample could be to show a series of mono-directional moving
images of different products on a public display where the
scrolling stops whenever an image attracts attention of a user
who is standing in front of the display and his/her eye is be-
ing tracked by a stationary eye tracker. EyeGrip method can
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Figure 7. The performance of the classifier for condition 4 taking a leave-
one-out approach.
for example be implemented using the Pupil-canthi-ratio ap-
proach [30] which is an interesting calibration-free approach
for interaction with public displays. Because the relative
movement between the user and the display may change the
range of the horizontal movements of the eye, such a sys-
tem requires the users to only move their eyes and to keep
their head direction towards the center of the display. This
challenge can be solved by placing a stationary infrared light
source and using pupil-corneal reflection method. It is also
possible that within a few seconds of recording the eye move-
ment data while the user is looking at the moving (scrolling)
contents on the display, the system figures out the lower and
upper range of the eye movement signal. This can be an im-
plicit way of calibrating the gaze direction and makes it possi-
ble to detect the images attracted users’ visual attention after
the scrolling has stopped.
Text reading assistant for small displays
Reading large amount of texts on small displays such as mo-
bile devices, smart glasses, or smart watches is still challeng-
ing. One of the common approaches to facilitate reading in
small displays is to enlarge the text and move it based on
reader’s eye movement [22]. The EyeGrip technique can be
applied to such applications in order to give feedback to the
system about the words which are harder to read or under-
stand for the reader. When a user follows a word for a longer
time the system can slow down the speed of moving text on
the screen and provide some help, e.g. synonyms, to the user
to better understand the challenging part of the text.
Assistant for visual inspection in production lines
Visual inspection is still part of quality control process in
many production lines. In many cases, one or more workers
control the appearance properties of the products while prod-
uct move on a conveyor belt with a fixed speed. In a visual
inspection task, quality controllers detect the potentially un-
qualified products and manually separate them from the oth-
ers. If we use a gaze tracker to capture the eye movements of
the quality controllers, the EyGrip technique can automatize
the detection of unqualified products. If the system detects
the target objects, a robot or other machines can separate them
automatically. EyeGrip can potentially increases the speed of
inspection by removing the manual part of the task.
Figure 8. A screen-shot of the picture selection system (study1).
USABILITY STUDIES
To evaluate the usability of the EyeGrip method from users’
point of view, we conducted two user studies: 1) a picture
selection system and 2) a mind reading game. The picture
selection system utilizes EyeGrip in a live interaction sce-
nario, while the mind reading game uses EyeGrip as a context
recognition method to detect what draws users’ visual atten-
tion. In the following sections, we report the results of the
usability evaluation in each study.
Study1: A picture selection system
We designed a desktop application to select a predefined set
of images among scrolling pictures on the screen. A screen-
shot of the system user interface is illustrated in Figure 8.
The system starts scrolling by pressing the space bar on the
keyboard. To use the picture selection system in a mobile
scenario, the start mechanism can change to head gestures,
voice commands, etc.
Participants
8 participants (mean age = 25, ranged from 20 to 37 years old,
and 1 female) were recruited among local university students
to try the system. All of the participants had perfect visual
acuity.
Procedure
The session started with a short introduction to the purpose of
the experiment and the instruction of using the system. After
preparing participants for the experiment, they were asked to
wear the eye tracker apparatus and perform the task. To max-
imize the accuracy of the EyeGrip, we adjusted the scrolling
speed equal to 2000 pixel/s and the number of visible im-
ages in the view-port (image width = 960 pixels) based on the
results of our experiment. The task was similar to our experi-
ment. The participants were asked to look at a series of mov-
ing images in the upper rectangle (see Figure 8) and count the
number of Bill Clinton’s pictures. Whenever the participant
pays extra attention to an image, the image is selected and
moved to the thumbnail panel at the bottom of the page. To
give users a visual feedback about the selection mechanism,
the moving procedure is animated in the user interface.
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Figure 9. The result of usability questionnaire (NASA-TLX) for the pic-
ture selection system (study 1).
Evaluation results
To calculate the accuracy of the system, we recorded the num-
ber of correct selections, missed pictures, and wrong selec-
tions. The average accuracy, precision, and recall of the clas-
sification for all 8 participant is illustrated in Figure 10. After
performing the task, the participants were asked to complete
a usability questionnaire designed based on NASA-TLX [10]
to reflect their experience. The result of the questionnaire is
illustrated in Figure 9. The participants’ general impression
was also asked in an open question. They found the Eye-
Grip interaction technique different and fun. However, some
of the participants found the EyeGrip method a bit confus-
ing since they do not exactly know how the system selects
images. Moreover, animating the image selection procedure
was distracting for some users.
As it is illustrated in Figure 10, the performance of EyeGrip
in the picture selection task ( mean = 81%, σ = 5 ) is rela-
tively close to the performance of EyeGrip in our controlled
experiment (87% in Condition 4). This shows the robustness
of the classifier to detect the object of interest even for the
unseen data which means EyeGrip can be trained only once.
The result of the NASA-TLX questionnaire, indicates that us-
ing EyeGrip for picture selection puts time pressure on the
users. This might be the reason why they felt a relatively high
amount of frustration while performing the task and the accu-
racy of EyeGrip was slightly lower than what we observed
in the experiment. Nevertheless, the task has not been phys-
ically and mentally demanding for users because the picture
selection happens automatically based on their natural OKN
eye movements without providing any explicit input.
Study2: A mind reading game
We also developed a mind reading game based on the soft-
ware and hardware platform that we used as apparatus in the
experiment. We adjusted the speed and the maximum visible
number of images in the view-port similar to the condition 4
in the experiment and the picture selection application in the
first usability study.
Participants
10 participants (mean age = 29, ranged from 21 to 44 years
old, no female) among local university students and staff par-
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Figure 10. Performance of the EyeGrip classifier in picture selection
application (study 1).
ticipated in the study. All of the participants had perfect vi-
sual acuity or wearing contact lens.
Procedure
We asked the participants to select a person among 4 faces
printed on an A4 paper without telling us who has been cho-
sen. Next we asked participants to wear the eye tracker hard-
ware and sit in front of the laptop screen. They were asked
to count the number of images of the selected person among
other moving images on the screen. After finishing the task,
the name of the selected person is displayed to the partici-
pants. All of the target images are repeated 4 times in the
queue among 50 images of other people.
Evaluation results
The mind reading game was 100% accurate, and users got ex-
ited when they saw the result. Some of the participants even
asked to repeat the game. Since the mind reading game has
the chance to guess the selected person in 4 different occa-
sions the probability of guessing the right person increases
significantly.
Top-down & bottom up attention mechanisms
The two above-mentioned applications for EyeGrip utilize a
top-down attention mechanisms in the brain. In both applica-
tions, the user knows what s/he is looking for; therefore, the
visual attention is directed based on the user’s longer-term
cognitive strategies which is more like a top-down mecha-
nism [7]. The EyeGrip technique can also be useful in appli-
cations where the user does not have any predefined plan for
the visual search such as the Facebook Newsfeed reader ex-
plained earlier in the paper. In such applications the user’s at-
tention can be directed based on raw sensory input such as an
attractive colour or fast movements (bottom-up mechanism).
DISCUSSION & CONCLUSIONS
In this paper, we introduced EyeGrip which is a novel interac-
tion technique to support users in a visual search task in desk-
top, mobile, and wearable settings. EyeGrip analyzes Optoki-
netic Nystagmus eye movements to detect the object or area
of interest among a sequence of uni-directional moving ob-
jects. This information enables users to potentially select an
object without providing any explicit input to the computer.
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Since OKN is a natural reaction of the eyes to the moving vi-
sual field, EyeGrip opens room for designing more intuitive
methods of eye-based interaction.
We also tried to characterise the EyeGrip technique by em-
pirically investigating the effect of scrolling speed and maxi-
mum number of visible images in the view-port (manipulated
by changing image width) on the accuracy of the system and
users’ performance. The results of our experiment indicated
a significant effect from number of image in the view-port on
the performance of the classification while the effect of speed
on the classification accuracy was not statistically significant.
However, increasing the speed of moving images indicated a
significant effect on the users’ performance. But there is also
a lower limit for the speed of moving objects. If the objects
move very slow the user has enough time to pay equal vi-
sual attention to all of the objects. This makes the sawtooth
shapes of the OKN signal more homogeneous which means it
will be difficult to detect a deviation in the OKN signal when
something draws user’s attention.
EyeGrip utilizes the limitation of humans visual perception
system in temporally intensive visual tasks where the user’s
visual perception mechanism needs to prioritize the time
spent on following visual cues. To use the EyeGrip technique
in user interface design we need to find an optimum speed and
number of images in view-port to create a temporal intention,
but we need to keep the speed low enough in order to mini-
mize users’ error. The temporal intention might seem to be a
limitation for EyeGrip, but considering the increasing pace of
producing visual contents in the Internet, we will need such
mechanisms in the future to support users in quickly scanning
a lot of visual contents.
In this paper, we used a home-made eye tracker, a very simple
eye movement feature and classification algorithm to demon-
strate the concept of EyeGrip. Using this setting we reached
the accuracy of 87% where the scrolling speed is equal to
2000 pixels/s and the maximum number of visible images in
the view-port is 3 (image width = 960 pixels). We believe by
using more advanced features and classification models the
accuracy of EyeGrip can be improved even more than what
we reached in this study.
The results of the usability studies and the leave-one-out eval-
uation indicated an acceptable level of classification perfor-
mance for the unseen data. The leave-one-out evaluation for
condition 4 reported an average accuracy of 87.2% (σ = 11.5)
for the classification. Furthermore, in the picture selection
study, as a real-time interactive application, the average ac-
curacy was 81% (σ = 5) and in the mind reading game the
EyeGrip technique was 100% accurate. This shows that the
EyeGrip technique can be used pretty accurate without any
additional training for new users.
In the future work, we will implement the EyeGrip method by
capturing the eye movement data from stationary eye trackers
and other sensing technologies such as EOG for wearable sys-
tems. In that case, the OKN signal will be generated based on
only eye movement data, and other peak detection algorithms
can be used for finding local peaks in the OKN signal.
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Abstract
In this paper we investigate the utility of an eye-based interaction tech-
nique (EyeGrip) for seamless interaction with scrolling con- tents on
eyewear computers. EyeGrip uses Optokinetic Nystagmus (OKN) eye
movements to detect object of interest among a set of scrolling contents
and automatically stops scrolling for the user. We empirically evalu-
ated the usability of EyeGrip in two different ap- plications for eyewear
computers: 1) a menu scroll viewer and 2) a Facebook newsfeed reader.
The results of our study showed that the EyeGrip technique performs as
good as keyboard which has long been a well-known input device. More-
over, the accuracy of the EyeGrip method for menu item selection was
higher while in the Facebook study participants found keyboard more
accurate.
Seamless Interaction with Scrolling Contents on Eyewear Computers Using
Optokinetic Nystagmus Eye Movements
Shahram Jalaliniya∗
Diako Mardanbegi†
Abstract
In this paper we investigate the utility of an eye-based interaction
technique (EyeGrip) for seamless interaction with scrolling con-
tents on eyewear computers. EyeGrip uses Optokinetic Nystagmus
(OKN) eye movements to detect object of interest among a set of
scrolling contents and automatically stops scrolling for the user. We
empirically evaluated the usability of EyeGrip in two different ap-
plications for eyewear computers: 1) a menu scroll viewer and 2)
a Facebook newsfeed reader. The results of our study showed that
the EyeGrip technique performs as good as keyboard which has
long been a well-known input device. Moreover, the accuracy of
the EyeGrip method for menu item selection was higher while in
the Facebook study participants found keyboard more accurate.
Keywords: Eye tracking, Optokinetic Nystagmus eye movements
(OKN), eyewear computers, scrolling, implicit input
Concepts: •Human-centered computing → Interaction tech-
niques;
1 Introduction
Scrolling for navigation on small-screen devices (e.g. smartphones)
has its own usability and inefficiency problems [Harms et al. 2015]
which can be even more challenging on eyewear computers such as
Google Glass. The only mechanism for scrolling the main menu
in Google Glass UI, is to perform touch gestures on the touch-
sensitive surface on the right side of the device. However, this
manual mechanism is not always the best modality where the users’
hands are busy with other tasks. Moreover, on a small screen, find-
ing the desired content that has gone out of the screen requires a lot
of touch gestures which is not always easy and sets a limitation to
how fast the scrolling can be done. An alternative approach is to
use eye-based techniques for hands-free interaction with scrolling
contents in eyewear computers. But despite the great potentials of
using our eyes for interaction, eye-based interaction techniques are
still not widely used. Several challenges need to be tackled to make
gaze interaction more pervasive. First, existing eye trackers need to
be calibrated for each user due the differences between individual
eye geometries. Furthermore, other factors such as relative move-
ments of the eye and the eye tracker, ambient light conditions, and
calibration quality affect the accuracy of gaze tracking. Finally, eye
is a perceptual organ and is not suitable to use as an explicit input
[Jacob 1990].
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Figure 1: A right-to-left fast scrolling menu on a head-mounted
display where it stops on the content that has attracted the user’s
visual attention
Variety of gaze interaction techniques have been proposed in the
recent years to overcome the above-mentioned challenges of eye-
based interaction. Overall, we see trends towards more implicit
way of using eye input in non-command interfaces [Nielsen 1993;
Mardanbegi et al. ]. The EyeGrip method is a novel implicit eye-
based method for interaction with scrolling contents that addresses
all of the above-mentioned challenges [Jalaliniya and Mardanbegi
]. EyeGrip is a calibration-free method that uses natural reflexive
Optokinetic Nystagmus eye movements for hands-free interaction
with dynamic user interfaces and helps the user intuitively stop a se-
quence of moving (scrolling) visual contents displayed on the com-
puter screen. In this paper, we investigate the utility of the EyeGrip
method for eyewear computers that are becoming increasingly pop-
ular, to allow the user to seamlessly select an item among a series a
scrolling contents in the near-eye display (Figure 1).
2 Related Work
The idea of using eye input in a scrolling task was originally sug-
gested by Jacob et al. [Jacob 1990] and further studied (e.g. by [Ku-
mar and Winograd ]) but these work were limited to only enhancing
the task of reading digital documents by automatically scrolling the
page based on where the user is looking at. [Vidal et al. 2013]
proposed the Pursuits method for interaction with dynamic user in-
terfaces. Pursuits allows users to select an object among several
moving objects on a display by following the object with their eyes
which leads to a smooth pursuit eye movement. Since in the Pur-
suits method the trajectory of the moving objects should not to
be identical, it is not possible to use Pursuits for interaction with
scrolling contents with an identical trajectory. On the contrary, the
EyeGrip method [Jalaliniya and Mardanbegi ] enables us to detect
an object of interest among a set of moving objects that all move in
the same direction at the same speed. The earlier study on EyeGrip
[Jalaliniya and Mardanbegi ] was done on a desktop computer and
a machine learning approach was used to detect the object of inter-
est while in this paper, we implemented the EyeGrip method on a
mobile setup with a head-mounted display (HMD) and a different
classifier that analyses users’ eye-strokes.
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3 EyeGrip Method
Optokinetic nystagmus (OKN) has a sawtooth-like pattern that con-
sists of alternating pursuits movements made in the direction of
stimulus (slow phase) followed by saccacdes (fast phases). When a
user is doing a visual search by looking at a scrolling sequence of
contents on a computer screen we can see that the eye follows some
objects longer than the others. The longer the user is following an
object of interest, the higher the peak of the slow phase appears
in the eye movement signal. In Figure 2 the blue signal (E) repre-
sents the horizontal eye movements (over time) recorded by an eye
tracker in a visual search task where a user looks at horizontally
(right to left) scrolling images and searches for a particular image
(target) among other pictures. The upper/lower bounds of the sig-
nal (marked on the vertical axis of the graph) correspond to the left
and right sides of the screen. The slow and fast phases of the Look
OKN are visible in the figure as well as the longer slow phases that
has happened when the target images have drawn user’s attention
two times (marked by green circles). These longer slow phases in
the signal are denoted by target-peak in this paper. Implementing
the EyeGrip method requires a tight communication and synchro-
nization between the eye tracker and the UI. The eye tracker tracks
the user’s eye movements and generates a set of feature vectors (e.g.
pupil center or even gaze coordinates). For the sake of synchroniza-
tion later these vectors could be time-stamped (e.g.
[
ti, Ei
]
where
ti is time and Ei is the eye feature vector). The scrolling engine
that updates the UI, controls what part of the moving sequence is
within the display at each time instant (e.g.
[
ti, Si
]
where Si is
the position an the state of the scroller). These two sets of vectors
are pushed to a classifier that detects the target-peaks in the OKN
signal. Once the classification is done and a target-peak is detected,
the UI needs to be updated accordingly e.g. by stop scrolling and
bringing the area or content of interest back to the screen.
Figure 2: The blue color signal (E) is generated from horizontal
eye movements in a visual search task among images scrolling from
right to the left side of the screen. The red color signal (L) is gener-
ated in the classification process. The target-peak is detected when
L exceeds the Tr limit.
3.1 Our approach for detecting target-peaks
In this study, we used pupil center as the main feature obtained from
the eye image and we were only interested in the horizontal OKN
movements. The moving stimuli on the display were scrolling from
right to left, and only the horizontal component of the pupil center
is captured. We adopted a sliding window approach for detecting
the target-peaks and once a peak in the signal is detected, the sys-
tem reacts by stop scrolling the content. Although, the EyeGrip
technique itself does not rely on the absolute position of the gaze
point and it does not require any gaze estimation, our classifica-
tion algorithm needs to be calibrated (not gaze calibration) because
it relies on an absolute threshold operator in the decision process
that needs to be adopted for each user. In order to calculate a de-
fault threshold value for different users, we have normalized the
eye signal for all users and in our implementation, we asked each
participant to look at two red circles to detect right and left borders
of the screen. This is used to determine the lower/upper bounds
of the OKN signal and to obtain the parameters of a linear map-
ping function (Fnorm). This function is used to map the pupil co-
ordinates to a normalized range of [LB,UB] where LB and UB
respectively correspond to the pupil position when a user looks at
the right and left sides of the screen. For each incoming frame, we
find the pupil center in the image denoted as Enew. Then we clean
the data by removing zero values caused by pupil tracking failures.
After applying a smoothing window and normalizing the new data
(Fnorm(Enew)), the pre-processed data EN is passed to the clas-
sifier. The classifier always keeps a window of the recent N obser-
vations E1:N =
{
Et|1 6 t 6 N
}
(a set of observations of Et in
a sliding window of N frames within time span of
[
t−N + 1, t]).
After a new observation the classifier updates the buffer. The clas-
sifier also buffers two other sets of features both generated from
the main observation input of EN . The first set is defined as
∆E1:N =
{
∆Et = Et+1 − Et|2 6 t 6 N
}
which is basically a
difference between adjacent items in the sliding windowE1:N . The
other set is a cumulative sum of the items in the data set ∆E1:N and
is defined as L1:N =
{
Lt|2 6 t 6 N
}
where Lt is defined based
on the following rules where direction = ∆Et ×∆Et−1.
Lt =
{
∆Et + Lt−1 if direction > 0
0 if direction ≤ 0 (1)
Finally using a general threshold Tr the current frame EN is
classified into target-peak class (TP) for when LN > Tr and
EN < 0.5 × UB otherwise to no-interest-area class (NIA).
Where the term EN < 0.5 × UB is to ensure that when a
target-peak is detected, the user has been looking at the left
side of the screen. Whenever a target-peak is detected the two
∆E1:N and L1:N get empty to ensure that the event is not de-
tected twice. Based on a preliminary study, we have derived the
optimized constant values used in the classification process as:{
Tr = 50, LB = 0, UB = 100, N = 100
}
The main reason for
using the value LN instead of EN for the classification is to en-
sure that a fast movement from right to left side of the screen or
noise in the data is not considered as a slow phase (see the last peak
of the signal in Figure 2). Figure 2 (red line) shows the result of
applying the classification process on an example signal.
3.2 Voluntary vs involuntary interactions
As humans, we can attend to objects one by one. Our visual atten-
tion can be attracted by salient stimuli that ’pop out’ in our surround-
ings which is called bottom-up attentional mechanism. Attention
can also be voluntarily directed to an object based on our longer-
term cognitive strategies which is more like a top-down mechanism
[Connor et al. 2004]. In EyeGrip, we detect users’ object of interest
in a scrolling UI where users’ attention can be directed to a certain
object either voluntarily due to a predefined task (top-down mech-
anism) or involuntarily to operate on raw sensory input such as an
attractive colour or fast movements in the user interface (bottom-
up mechanism). We exploit these two attentional mechanisms to
implement EyeGrip interaction technique for two different types of
applications. In the first application, users have a predefined plan to
search for a particular menu item on the screen. In this case, Eye-
Grip supports the top-down attention mechanism by stopping the
menu scroller when a menu item draws users’ attention. We call
this type of using EyeGrip, voluntary interaction since the user is
voluntarily searching for a specific object. In the second application,
there is no predefined goal in the visual search task. Users might
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look at the computer screen with no specific goal or task. In such
cases they might be attracted to an image due to the novelty of the
image or transients such as motion, and change [Pashler and Har-
ris 2001]. In this type of involuntary interactions, the bottom-up
attention mechanism directs users’ attention.
4 User Study
To characterise involuntary and voluntary types of interactions, we
developed two different applications where users can select a par-
ticular item among scrolling visual contents using EyeGrip: 1) a
menu scroll-viewer and 2) a Facebook newsfeed reader. In order to
maximize the performance of EyeGrip the velocity and image width
should be adjusted carefully [Jalaliniya and Mardanbegi ]. Based on
the earlier study on EyeGrip and our preliminary study we selected
the optimized values for the size of the content (Wcontent), size of
the constant offset between the contents (Woffset), and scrolling
speed (Speed) as: Wcontent = 0.6 × Wdisplay , Woffset =
0.1×Wdisplay , and Speed = 35◦/second
4.1 Participants
We recruited 11 participants (mean age = 35, from 28 to 52 years
old, and 3 females) among local university staff to try both systems.
Three participants wear glasses and one uses contact lenses. Rest of
the participants have perfect visual acuity. Also 9 of 11 participants
are Facebook users. Each participant completed the tasks for both
studies in a single session in approximately 30 minutes.
4.2 Apparatus
Due to the limitation in processing power of Google Glass, we sim-
ulated the Google Glass info cards in a desktop application with an
HMD. The screen of the desktop application is mirrored on a binoc-
ular HMD (ICUITI DV920) with the resolution of 640 × 480. For
tracking eye movements, we used a home-made wearable monoc-
ular gaze tracker and the open-source Haytham gaze tracking soft-
ware1. The eye tracking camera is mounted on the HMD. The fre-
quency of the sampling eye data is 20Hz. In the Facebook reader
app the newsfeed is scrolled horizontally unlike the original Face-
book newsfeed in mobile devices which scrolls vertically. Due to
the dimensions of the display in state of the art eyewear computers
it is easier to explore Facebook posts horizontally.
4.3 Study 1: gaze enabled menu scroll-viewer
The main concept in the Google Glass UI is a side-scrolling stream
of info cards providing updates for different categories of interests,
such as email, messages, weather, etc. The main challenge of us-
ing info cards is that if you want to find a particular card, you have
to scroll through every existing card which requires a lot of touch
gestures on the touchpad. EyeGrip can be a solution to this prob-
lem. The gaze-enabled menu scroll-viewer system helps users stop
scrolling info cards whenever target card passes in front of the users’
eyes. We investigate the utility of EyeGrip for such menu selection
tasks. To have a baseline for comparison, we implemented a man-
ual method (keyboard) for menu selection and the participants were
asked to select info cards with both manual and EyeGrip methods.
4.4 Study 2: Facebook newsfeed reader
When people are browsing their Facebook page, particularly in
smart phones, it’s often the case that they quickly scan their news-
1http://eyeinfo.itu.dk
feed by scrolling down or up until they find something interesting to
stop on. If Google Glass users want to explore their Facebook news-
feed, they would need to keep swiping back and forth on the touch-
pad of the Glass. Just like the menu scroll-viewer app, EyeGrip can
provide a hands-free automatic mechanism to stop scrolling when
an interesting Facebook post draws users’ attention. To investigate
the utility of EyeGrip in such applications, we developed a Face-
book newsfeed reader app for eyewear computers. The participants,
tried the Facebook app immediately after the menu scroll-viewer.
To have a baseline for comparison, the participants were asked to
use both manual (keyboard) and EyeGrip methods.
4.5 Procedure
The session started with a short introduction on purpose of the study.
Since none of the participants were familiar with the concept of info
cards in Google Glass, first we asked them to wear a Google Glass
and scroll between different cards using the touchpad of the Glass.
Next, we asked them to wear the HMD and eye tracker set.
Menu scroll viewer: In a menu selection task usually users are fa-
miliar with the menu items; therefore, we showed our sample 14
menu items (14 is an arbitrary big enough sample size) to the user
before starting the task. Then the participant started the manual se-
lection mode where the menu items (cards) start scrolling on the
screen and the user is asked to press the space key to stop scrolling
when the target item appears on the screen. The participants could
correct their error using left and right arrow keys if they stop before
or after the target item by mistake. The task is repeated five times
for five different target items. In the next condition, the partici-
pants performed the same task using EyeGrip. In this step, the Eye-
Grip method automatically stopped the scrolling content as soon as
the participant found the target item. Also in this condition, the
task was repeated five times for five different target items, and we
recorded the accuracy of the automatic menu selection and the num-
ber of corrections. In order to remove the order effect, the manual
and EyeGrip conditions are counterbalanced and the cards were ran-
domly positioned in the queue.
Facebook reader: this part started immediately after the first part
and participant went through a similar procedure (manual and Eye-
Grip conditions). The only difference was that instead of menu
items, 50 Facebook posts (randomly selected from public Facebook
pages such as CNN, National Geographic, etc.) was scrolling on the
screen, and participants were not familiar with the posts. In contrast
to the study 1, there was no plan for stop scrolling. The users were
allowed to stop scrolling whenever they found something interest-
ing among the scrolling content. After finishing each part, the users
were asked to complete a questionnaire with 5-point likert scale
questions polling their experience completing the task. After filling
out the questionnaire, the participants were interviewed briefly.
4.6 Results
Study1: We defined the error as the total number of items between
the selected item and the target item. This means if the target card
is selected correctly the error is zero. The statistical paired t-test
with Holm-Bonferroni corrections indicates a significant difference
in the accuracy of menu selection for manual (mean = 2, σ = 1.6)
and EyeGrip (mean = .90, σ = .94) conditions; t(10) = 2.12, p
= .02 < α = .05. The results of the usability questionnaire is
illustrated in Figure 3-b. Pairwise comparisons showed that, partic-
ipants found EyeGrip significantly more intuitive than the manual
for selecting menu items; t(10) = 2.6, p = .01 < α = .05. More-
over, the users evaluated EyeGrip as a more comfortable method
for selecting items compared to the manual method; t(10) = 5.16, p
= .0002 < α = .05. Finally, EyeGrip is also recognized as a faster
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Figure 3: a) A participant performing the task, b) Result of the questionnaire for study1, and c) Result of the questionnaire for study2
method for selecting menu items compared to the manual method;
t(10) = 2.05, p = .03 < α = .05.
Study2: The results of the questionnaire is represented in Figure 3-
c. We compared different aspects of the usability for each condition
using statistical paired t-tests with Holm-Bonferroni corrections.
The statistical analysis indicated that participants experienced the
manual method significantly more precise than EyeGrip for the
Facebook app, t(10) = 1.88, p = .04 < α = .05. However, Eye-
Grip is evaluated significantly faster compared to manual method
for reading the Facebook newsfeed, t(10) = 2.6, p = .01 < α = .05.
Other usability aspects indicated no significant difference.
In both studies, we asked participants how much temporal tension
they felt during the task. They felt significantly more temporal ten-
sion in the Facebook study (mean = 3.09 σ = .69) compared to the
scroll-viewer study; t(10) = 2.69, p = .01 < α = .05.
5 Discussion & Conclusions
In the menu selection study, EyeGrip is more accurate than the man-
ual method. It can be due the high speed of the scrolling menu items
in the screen which requires a fast reaction to select the target item
as soon as it appears on the screen. EyeGrip can be potentially a
faster than the manual technique since in EyeGrip, as soon as the
eyes react to an item on the screen the system stops scrolling with-
out any additional motor task. But the manual method requires a
very high coordination between eyes, brain and our motor control
system which decreases the user performance. Due to the same rea-
son, in the first study, participants found EyeGrip faster than the
manual method. The participants also found EyeGrip more com-
fortable and intuitive method for selecting menu items compared to
the manual method. The comfort and intuitiveness of the EyeGrip
can be explained by being a hands-free interaction technique which
is easier to use in eyewear devices. In the second study, the Eye-
Grip is again evaluated as a faster method for exploring Facebook
compared to the manual method. However, the manual method is
recognized significantly more accurate than EyeGrip. The reason
can be the significant role of the bottom-up attention mechanism
in the Facebook reader app which directs users’ attention based on
properties of the visual contents. Since this type of attention is
involuntary, sometimes even the user does not know if s/he is pay-
ing attention to a particular object in the scene. This might be the
reason why the manual approach is evaluated significantly more
precise method in the Facebook app and not in the menu selection
app. This reveals the limitations of using EyeGrip in involuntary
applications. In both studies, we compared the usability of Eye-
Grip with keyboard which is a very old and well-known input de-
vice. Nonetheless, the EyeGrip technique is evaluated event better
in some usability aspects such as speed and intuitiveness. The re-
sult of interviews also showed that 90% of the participants preferred
the EyeGrip method for both applications. One of the points made
by most of the participants was the need for a hands-free modality
to start the scrolling movement. In a real application, the manual
method that we used to start scrolling can be replaced with another
hands-free technique such as dwell-time or even head gestures that
are detected by eyewear computers.
Apart from functional utilities of EyeGrip, many participants partic-
ularly expressed that the EyeGrip interaction technique is different
and fun: ”It can be relaxing if you just lay down at home, wear
a HMD, and let your unconscious attention together with EyeGrip
decide what you should see in Facebook newsfeed.” (Participant 4)
In the future, we shall investigate the use of EyeGrip with vertical
scrolling stimuli as vertical OKN has different characteristics. The
way of handling deviations in OKN movements, once they are de-
tected by the system, could also be the subject of future studies.
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Abstract
Thermal haptics is a potential system output modality for wearable de-
vices that promises to function at the periphery of human attention.
When adequately combined with existing attention-governing mecha-
nisms of the human mind, it could be used for interrupting the human
agent at a time when the negative influence on the ongoing activity
is minimal. In this article we present our self-mitigated interruption
concept (essentially a symbiosis of artificial external stimuli tuned to
existing human attention management mechanisms) and perform a pi-
lot study laying the ground for using a wrist-worn thermohaptic actua-
tor for self-mitigating interruption. We then develope a prototype and
perform an insightful pilot study. We frame our empirical thermohap-
tic experimental work in terms of Peripheral Interaction concepts and
show how this new approach to Human- Computer Interaction relates
to the Context-Aware-systems-inspired approach “Egocentric Interac-
tion” aimed at supporting the design of envisioned Wearable Personal
Assistants intended to, among other things, help human perception and
cognition with the management of interruptions.
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Abstract. Thermal haptics is a potential system output modality for 
wearable devices that promises to function at the periphery of human 
attention. When adequately combined with existing attention-governing 
mechanisms of the human mind, it could be used for interrupting the human 
agent at a time when the negative influence on the ongoing activity is minimal. 
In this article we present our self-mitigated interruption concept (essentially a 
symbiosis of artificial external stimuli tuned to existing human attention 
management mechanisms) and perform a pilot study laying the ground for 
using a wrist-worn thermohaptic actuator for self-mitigating interruption. We 
then develope a prototype and perform an insightful pilot study. 
We frame our empirical thermohaptic experimental work in terms of 
Peripheral Interaction concepts and show how this new approach to Human-
Computer Interaction relates to the Context-Aware-systems-inspired approach 
“Egocentric Interaction” aimed at supporting the design of envisioned 
Wearable Personal Assistants intended to, among other things, help human 
perception and cognition with the management of interruptions. 
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1 Introduction 	  
Historically, access to information beyond what you can see and hear, here and now, 
has been something only for the privileged. The printing press, diffusion of literacy and 
increased level of general education has together with information technology (e.g. 
mass produced books, TV, computers, smartphones) almost reversed the situation, 
leading to increasing situations of “information overload” where access to 
information hampers our actions and decision-making rather than simplifying it. 
Today, knowledge and resources are needed to keep information out. The conscious 
human mind is not made for concurrent tasks and generally works best when focus 
can be maintained on one thing at a time. A possibility increasingly diminishing 
because while the recent advent of mobile and wearable tools for communication has 
boosted the possibility of sharing information independently from place, it has also 
brought with it an increased risk for users to be interrupted at a bad moment such as 
when carefully prepared or focused work is being done.  
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The work presented in this article belongs to the set of efforts that aim at reducing 
unwanted interruptions by making the mobile/wearable devices that cause the 
interruptions “smarter”. Inspired by recent work in peripheral interaction, our 
approach to graceful interruption management is based on the idea of a carefully 
designed symbiotic interplay between the existing interruption management 
infrastructure in our brains, and the digital devices that want to draw our attention. 
The rational behind this approach is that by partially offloading interruptability 
decision making to biology (the part of our brains that has evolved to do exactly 
that), the need for sensing and modelling the situational context of the human agent 
(e.g. ongoing and recently performed activities, nearby entities, nearby other human 
agents) would be reduced. While this implicit user interface design approach 
certainly faces its particular challenges due to how volatile, multimodal, and sensitive 
human attention is, the classical context-awareness approach e.g. to determine 
interruptability based on tracking and modelling physical phenomena in the vicinity 
of human agents have also proven to be very hard indeed. While the two approaches 
obviously complement each other, we do in this article focus on the challenge of 
interfacing to the human attention system and this through an as of yet very 
unexplored modality within Human-Computer Interaction: thermohaptics.	  
The haptic modality has some properties that makes it particularly interesting for 
graceful interruption and peripheral interaction in general, including the minimal 
interference with potentially ongoing everyday tasks (perceptionally, cognitively, 
socially) and the relative ease in which haptic information can be generated by wearable 
and mobile devices. We present a pilot experiment in which we investigated the 
feasibility of thermohaptics for graceful interruption, using a wrist-worn thermohaptic 
actuator through which stimuli with varying intensity were generated.	  	  	  
2 Interruptions 	  
The term “interruption” has received various definitions. In this article, we adhere to	  
Boehm-Davis and Remington’s who define an interruption to be “the suspension of 
one stream of work prior to completion, with the intent of returning to and completing 
the original stream of work” (p. 1125) [1]. The link between peripheral interaction and 
interruptions caused by digital devices is strong. We find it reasonable that if the 
information associated with a specific notification is important and urgent, the 
interrupting notification should demand focused attention whereas a notification that 
represents an equally important but not urgent message should be delivered using a 
method that targets the periphery of attention.	  In the remaining parts of this section, we 
will highlight some effects that external interruptions from mobile and wearable 
devices can have in everyday life as well as the role modality, intensity, and timing of 
the interruptive stimuli plays.	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2.1 An Increasing Problem 
 
While interruptions caused by body-external events can be regarded as natural and 
unavoidable in a world were human agents switch between individual and 
collaborative activities as part of everyday life, there is no shortage in research 
identifying the negative side effects that interruptions can have. These include the 
negative effects interruptions have on a person’s rate of performing tasks [2], their 
impact on the ability to drive safely [3], and an increase in associated accidents by 
healthcare providers [4,5]. Mark et al. found that workers compensate for 
interruptions by increasing work rate and maintaining work quality but 
experiencing an increase in stress, frustration, time pressure and increase in effort 
[6]. Much of this research findings stem from investigating subjects performing a 
focused activity, often with high risk of failure. In more open-ended settings, the 
findings of interruption studies are less clear. O’Conaill and Frohlich found that the 
interruptee benefits in some way from most interruptions and that the benefits offered 
are not balanced between interrupter and interruptee and are not consistent [7].	  
As mentioned in the introduction section, we believe that the increased use of 
mobile and wearable communication devices, apart from all the obvious positive 
effects, potentially threatens the well-being of people by the increased exposure to 
unwanted interruptions, resulting in for instance increased stress and stress-related 
diseases.	  
	  
2.2 Social aspects of interruption	  
	  
Audio-based mobile device interruptions can have a negative impact on the social 
context of the person receiving the interruption. Kern and Schiele use the concept 
of social interruptibility and give the following reasoning, “A notification does not 
necessarily reach the user only. An audio alarm can also be perceived by the 
environment; a potentially embarrassing situation, e.g in a lecture.” (p. 3 ) [8]  From 
Hansonn et al. we can see that “Auditory cues for mobile devices are typically 
designed to attract maximum attention to be able to penetrate even a very noisy sound 
environment. The notification in itself requires the recipient to, more or less 
instantly, direct her attention towards it. ” (p. 2) [9].	  
Exteroceptic (body-external) haptic notification stimuli such as vibration or heat 
changes caused by devices in direct or indirect contact with the skin have clear 
social advantages over audio for notifications directed to single individuals by being 
perceivable only by the intended recipient.	  
 
2.3 Time 
 
Interruptions (whether triggered internally or as in the case of our experiment, 
externally generated) can occur more or less frequently, resulting in “concurrent” 
multitasking when task switches are forced to occur every other second and 
“sequential multitasking” when task switching happens with hours in between [10].	  
Our approach to interruption management on envisioned future wearable devices is 
in practice an indirect manipulation of the point in time when the interruption 
stimuli is consciously noticed and causes a task switch. The point in time when an 
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interruptive stimuli is noticed is hypothetically to be determined by on the one hand 
the thermohaptic stimuli intensity controlled by the notification system and on the 
other hand the human attention management system embedded in our brains which 
filters out unimportant stimuli.	  
While cognitive psychologists are still debating the exact inner workings of 
human attention, as designers of interactive systems we allow ourselves to treat it very 
much as a black box. In this article, we present our initial attempts in determining 
how this black box responds to variations in stimuli intensity and cognitive load and 
whether we can successfully incorporate its behaviour in future design of interactive 
systems.	  	  	  
3 Talking to human attention 	  
It is clear that graceful interruption demands a more careful approach to human 
attention than the brute force override taken by most mobile systems to day (e.g. 
the loud audio-based ringing tone of cellular phones). As designers of interaction 
systems that perform interruptions, we need to take the human attention system 
more seriously.	  
Although our brain, body, and perception system operates in a highly parallel 
fashion, we consciously attend to only a very limited set of these processes. Much 
control of body and thought is automated and thus escapes our conscious mind. Human 
attention is indeed very much a “one thing at a time” phenomenon. However, since 
different body functions (e.g. the perception of different sensory modalities) are 
handled by different relatively independent parts of our brains, psychologists have 
found that perception, cognition, and action involving mutually independent control 
centres (cognitive resources) can indeed be successfully monitored and controlled by 
our brains in the grey-area between conscious and unconscious attention. Hausen 
shows a simplified model of human attention [11] based on divided attention theory 
[12], illustrating how various factors (including the availability of cognitive 
resources) influence whether human attention is directed towards a given stimuli or 
not.  
Our sensory system seems to have a modality-based distribution over centres in 
our brain which allows for multitasking without reduced cognitive performance as 
long as, put simply, modalities (e.g. touch, vision) used in the different activities do 
not overlap [13]. Bakker illustrates our ability to distribute attentional resources over 
more than one task in parallel as long as none of them are too demanding [14]. Most 
attentional resources are allocated to the primary (center) task of preparing dinner 
but some are also devoted to secondary (peripheral) tasks: listening to the radio and 
monitoring the dishwasher; cognitive resource allocation. 
 
3.1 Potato peeling + radio = true 
 
Cognitive resource allocation is very dynamic and changes instantly as a result of 
for instance external stimuli changes. For instance, if the hypothetical preparing	  
dinner task enters into a habituated/automated phase (e.g. peeling potatoes) the 
radio the radio program is more likely to substitute the dinner preparation as primary 
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task. If the two tasks are swapped again at a later stage (the dinner preparation task 
becomes central and the radio listening task becomes peripheral), without negative 
impact on neither tasks, we have a win-win situation where the dinner both tastes great 
and was fun to prepare. The radio “interruption” was graceful by adding value 
without negatively impacting the primary task. It worked, in part, and according to 
Multiple Resource Theory [13], because the sound modality is not very important as 
feedback when peeling potatoes and (we assume) our protagonist to be a fairly avid and 
experienced potato peeler.	  
Peripheral interaction as proposed by Edge [15] and further developed by Bakker 
[14] and Hausen [11], is a design approach aimed at allowing for peripheral 
perception and/or manipulation of artefacts without significantly drawing attention 
from another primary task. As such, the peripheral interaction design approach is a 
promising and fresh take on the design of interactive systems that integrate them- 
selves into everyday real world activities. Drawing from the interaction design dis- 
cipline which traditionally tend to emphasise the shape and behaviour of single arte- 
facts, most existing prototype designs are however limited to HCI dialogues based 
one a single (potentially multimodal) system that interacts with a user.	  
Coming from the Ubiquitous Computing discipline ourselves, and envisioning an 
increasing amount of digital services (from different manufacturers and service 
providers) that call for our attention, we have found it necessary to conceptualise 
future HCI as an interaction paradigm consisting of many artefacts (including 
everyday objects, digital devices, and services). This is the situation our “users” are 
facing and we might as well aim at modelling this somewhat chaotic situation also as 
system designers. The case for interruption management is a good example of an 
interaction design challenge that calls for this kind of holistic perspective.	  	  	  
4 Wearable Personal Assistants	  	  
Any interruption management mechanism that is implemented in a mobile or wearable 
system will be effective only to the degree it is aware of, and can control, the 
sources of interruptions affecting the person carrying/wearing the device. Just like 
today’s mobile phones are used as central portal to sources of information on the 
Internet to provide various services, we envision Wearable Personal Assistants 
(WPAs) [16] to act as a central bottleneck through which the majority of digital 
services need to push any potentially interrupting notifications. In fact, modern 
smartphones can be considered to be early instances of WPAs, having started to offer 
certain explicit control to their users with respect to which digital services that should 
be allowed to make use of what notification modality and under which 
circumstance. We think that this is just the beginning of the development of future 
more advanced interruption management mechanisms.	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4.1 A filter and a torch 
 
Our long term goal is to build Wearable Personal Assistants (WPAs) that facilitate, 
for a given human agent, performing the activities s/he wants to perform in short 
and long term by suppressing currently irrelevant information from 
perception/cognition and by highlighting the relevant. Thus the WPA would need 
to be somewhat aware of and capable of influencing processes taking place both in 
the local physical (real environment) and in the digital domain on the Internet or 
local computing devices. Apart from this need to sense external context, it is clear 
that a good interface towards human attention processes is necessary as well. We 
think peripheral interaction theory and our own work on egocentric interaction are 
good conceptual stepping stones towards framing this kind of human-computer 
interaction dialogue that partially will take place without the “user” being consciously 
aware of it.	  
 
4.2 Perception-Cognition-Action Loop 
 
To design wearable personal assistants (WPAs, to be discussed in detail in the next 
section) we developed a simple interaction flow model in the spirit of classical HCI 
dialogue models but with emphasis on the interplay between human perception, 
cognition and action on the one hand and the environment and the wearable assistant 
on the other (Figure 1) [16].  
Unconscious Perception By and large, our perception of the world (pathway 2-4) 
and our perception of body state (arrow 5) is beyond our conscious control. The 
filters in Hausen’s model are some of the mechanisms, symbolized by arrow 12 in 
the figure, that are at work. However, conscious cognitive processes influence 
unconscious processes (arrow 7), as in the case when we deliberately address our 
attention to a certain speaker in a crowd and we automatically (thanks to 
subconscious processing), to some degree, can single out the voice we are interested 
in. We can also consciously and indirectly affect unconscious processing by orienting 
our body sensors (e.g. vision) towards phenomena of interest (pathway 8-10-2-4). 
Unconscious Cognition Human cognition is divided into unconscious and conscious 
processing (arrows 12 and 13 respectively in Figure 1), receiving input from 
sensors capturing in-body phenomena (e.g. proprioceptive information about limb 
positions; information for maintaining homeostasis) and from sensors capturing 
information from the external world. No world phenomena or in-body phenomena is 
subjected to conscious cognitive processing before having been unconsciously 
processed (pathways 2-4-6 and	  5-6 respectively). 
Action Human action is initiated and controlled by a mix of conscious and 
unconscious cognitive processes. An example of an activity mostly driven by an 
unconscious perception-cognition-action loop could be “walking” along a well-known 
road with no exposure to obstacles (pathway 2-4-9-10 & 11). 	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Fig. 1  A simple model of information flows occurring as result of a human agent acting in the 
world, partially supported by a wearable personal assistant. [16]	  
 
 
4.3 Self-mitigated interruption 
 
There are many ways in which interruption management could be implemented in a 
wearable personal device such as a WPA. In this article we present our first 
investigation into using the thermohaptic modality for perceptually and cognitively 
graceful integration of notifications originating from digital services with ongoing 
tasks that the human agent is performing. The main idea behind the mechanism 
which we call “self-mitigated interruption” (see Figure 2) is to let the existing 
supervisory attentional system [17] play an important part in deciding whether a 
notification is to interrupt the current primary task or not, instead of primarily let the 
WPA rely on sensing and interpreting the context and then rather brutally call for 
attention. Note that we still treat the actual inner workings of the supervisory 
attentional system as a “black box” (see the discussion in section 2.3) and expect to 
learn a little bit about its behaviour as part of our experiment.	  
Of course, the self-mitigated interruption approach is modality agnostic. Our 
interest in the thermal modality is motivated by the fact that it is a modality rarely 
explicitly used in everyday activities and thus a potentially very useful information 
channel for interruption by not intruding directly into modalities that might already 
“be in use” [13].	  
 
4.4 Human haptic perception 
 
Richter [18] distinguishes among three kinds of haptic perception: interoception, 
proprioception and exteroception. Interoception handles the state of the internal  
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organs which we are most of the time not consciously aware of, driving for instance 
the feeling of hunger and pain [11]. Proprioception deals with the limb and digit 
joint position as well as the balance and orientation sense provided by the inner ear. 
Both interoception and proprioception are represented as “introvert in-body 
phenomena”	   in Figure 1. Finally, and of most relevance to us in this article, 
exteroception relates to stimuli coming from outside of the body and includes the 
sense of touch, vibration, and temperature differences. Haptic exteroceptic 
information is acquired by the human sensory system through perceptors sensitive to 
pressure and temperature changes occurring for instance when we manipulate objects 
with our hands [19]. 
 
4.5 Thermal haptics 
 
Thermal haptics ties together psychophysics (the branch of psychology concerned 
with the perception of stimuli), engineering and Human Computer Interaction. This 
subsection introduces psychophysics, prior work in thermal haptics and a motivation 
for using thermal haptics in a wrist watch type device.	  
Early psychophysics research showed that human bodies do not sense 
temperature as thermometers do, but rather sense the change from neutral skin 
temperature [20]. The slightest change that a person performing a psychophysics 
experiment reports is called the just noticeable difference (JND).	  
Temperature changes are perceived by cold receptors and warm receptors. Cold 
receptors are more numerous than warm receptors by a ratio of up to 30:1, and 
respond to decreases in temperature over a temperature range of 5-43°C [21]. Warm 
receptors discharge with increases in skin temperature reaching a maximum at 
temperatures of around 45°C [22]. 
The JND changes as a function of rate of stimulus change [23] and with spatial 
summation [24]. A faster rate of change or a larger surface area allows for a smaller	  
temperature difference to be sensed. JND also depends on the position of 
stimulation on the body with hairless skin (e.g fingertips and palms) being less 
sensitive than hairy skin, and areas on or near the trunk more sensitive than the 
extremities [25].	  
Psychophysics experiments are normally performed in a controlled setting with 
the participant dedicating time and attention to the experiment, this is unlike the 
highly variable set of contexts in which pervasive computing takes place. A factor 
largely ignored in thermal haptic notification research thus far is the level of cognitive 
when a thermal stimulus is generated. Arroyo and Selker used heat and light based 
ambient displays for providing interruptions. They found that heat was slower to 
sense but harder to ignore once sensed than light, that heat was more disruptive than 
light, and that heat could be perceived than invasive to private space but was able to 
communicate to a person privately [32].  
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Fig. 2 Principle of self-mitigated interruption: The intensity of the stimulus (represented by the 
solid line) and the supraliminal threshold (represented by the dashed line), which is dependent on 
level of cognitive load, determines whether the stimulus gets consciously noticed. By increasing the 
stimulus intensity level, the likelihood of the stimulus being noticed increases. 
 
 
5 Why a Wrist-Worn Thermohaptic Device? 
 
While the haptic modality is abundantly used as part of explicit input to interactive 
computer systems (e.g. we grab the computer mouse and we click its buttons), 
haptics is less frequetly used in the other direction. Currently the most common use as 
a system output is probably as “silent ring tone” vibration on phones.	  
As pointed out by both Bakker [14] and Hausen [11], wearable interactive com- 
puter devices constitute a very interesting hardware platform for investigating 
peripheral interaction. While opening up the design space for graceful interruption 
mechanisms, wearable and mobile devices at the same time also contribute them- 
selves to increase the risks for their carriers to become involuntarily interrupted 
due to the simple fact that these wearable devices are always there.	  
Wettach explored the use of thermal haptics for navigation and notifications, 
employing a resistive actuator that could only warm. The notifications worked well but 
navigation proved problematic [21]. Wilson et al. [25–28] and Halvey et al. [29–31] 
performed several studies using thermoelectric cooler based thermal haptic devices. 
Much of their work followed a psychophysics research approach (identifying level of 
detection, level of discrimination, etc) and they also included realistic device 
ecology considerations (how does it work while wearing clothing, outdoors, etc). 
Casio released a series of databank watches starting in 1980 with a wrist worn 
calculator, a dictionary and later with the 1984 release of a databank watch. The 
pebble smart watches broke new ground in 2012 when they introduced a consumer
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grade smartwatch to the market. This device connected to a smartphone and run host 
stand alone applications or act as a remote interface for applications that ran on the 
mobile phone. Various Android manufacturers (e.g. Samsung and LG) and Apple have 
also introduced smartwatches to their product lines.	   The history and the state of the 
art are evidence that the wrist is a most viable “home” for wearable computing.	  
Thermal stimulus was chosen for the prototype as it is a modality which allows 
for very subtle gradual changes (temperature takes time to change which makes it 
less startling than other modalities). Thermal stimuli are also completely private as it 
cannot be heard by somebody nearby the wearer (as is often the case with vibrotactile 
notifications).	  
Realistic scenarios where a wrist worn thermal notification could be valuable are for 
discrete notifications where the importance of the message is non-zero but also not 
very urgent or very critical (for instance, emails received during a lecture).	  	  	  
6 Experiment design	  	  
To investigate the feasibility of using a wrist-worn thermal haptic actuator for 
notifications, we produced a prototype and performed a pilot study where 
participants were also asked to respond to occasionally occurring thermohaptic 
stimuli.  
The independent variables are: stimulus intensity, which is function of amount 
and rate of temperature change and direction (heating or cooling). In total, we have 
18 different stimulus intensity for 2 directions (cooling and heating) × 3 change 
rates controlled by changing the fraction of time that the current is flowing (slow, 
medium, fast) × 3 temperature change amounts (0.5°C, 1.0°C and 1.5°C). The 
dependent variable is a binary variable indicating whether a particular stimulus 
was perceived.  
To validate the prototype the following well-established psychophysics 
behaviours were tested: people are more sensitive to cooling than warming, people 
are more sensitive to high rate of temperature change than a low rate of 
temperature change, and lastly, that people are more sensitive to a higher overall 
temperature change than a low overall temperature change. 	  
We recruited 15 volunteer participants (2 females) among local university 
students to participate in the experiment. All of the participants were right hand 
dominant. All of the participants completed the task within approximately 45 minutes.	  
 
6.1 Apparatus: wearable wrist worn thermal haptic prototype 
 
We developed and evaluated a prototype wrist-worn thermal haptic system able to 
provide notifications to the person carrying it. The system consists of several 
components explained in this section, the wearable wristwatch device (Figure 3-B), 
the power controller (right hand side of Figure 3-A), and experiment software 
running on a computer.	  
Temperature differences are produced by the Peltier principle by passing electrical 
current through a Thermoelectric cooler (TEC).	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Detailed system architecture for our system is shown in Figure 4 showing the 
components of the wearable device, the power controller and the computer. The 
power controller and wearable device are both connected to the computer. 
Wearable wristwatch component	   The objective of this prototype was to realise 
wearable thermal haptic notifications whilst maintaining a somewhat realistic 
wearable device weight.	   The wrist device holds a microcontroller (Arduino ®  Nano) 
and four thermistors (to measure the hot and cold sides of the TEC, the skin 
temperature of the person wearing the device, and the room temperature). 
Electronics are shown exposed in Figure 3-B and were covered with insulating tape 
for the experiment (Figure 3-A). Thermal contact with the skin is made by an 
anodised aluminium heat spreader. Residual heat is dissipated with a heat sink fitted 
to the back side of the Peltier.	   The microcontroller is programmed to be inherently 
safe with a safety feature to turn off the power if a thermistor wire break occurs or if 
the temperature exceeds 50°C or gets below 5°C. 	  
We tried to minimise the size of the thermal haptic device to fit into a watch form 
factor; however, due to the physical limitations of the Peltier device and the power 
electronics, a large heatsink was required on the exposed side of the wearable device 
(black square in Figure 3-B).	  
Power electronics	   The temperature changes are produced using a thermoelectric 
cooler (described in Section 6.1). The amount heat flow is dependent on the 
magnitude of the current applied, to drive this a bidirectional current source is 
needed, this can be achieved using the H-bridge which is a switching device that 
allows a single power supply to drive an electrical load in both directions. To vary 
heat transfer rates, pulse width modulation (PWM) is used to control the magnitude of 
the current. PWM works by a switch being turned on and off, the ratio of time that the 
switch is closed (current flows) in a given period is varied to control the current to 
the load. The prototype power controller is shown on the right hand side of Figure 3-
A.	  
Thermal Stimulus selection As explained in Section 4.5, a person’s sensitivity to 
temperature change is a function of more than just the maximum or minimum 
temperature reached as. It is also a function of rate of temperature change, whether 
heating or cooling is performed, and the surface area of stimulation. In practice, the 
sensitivity to stimuli also depends on the contact pressure of the haptic device with 
the skin. It is also well known that there is between-subject variability in temperature 
sensitivity.	  
Initial device testing was using previously used values [25] to warm, and cool the 
skin temperature by 1°C, 3°C and 6°C, at two rates (3°C per second and 6°C per 
second).	  
During lab testing of the thermal haptic device the intensities were reduced to be 
appropriate to our wearable device (0.5°C, 1.0°C and 1.5°C). Additionally, it 
proved difficult to have a closed loop controller manipulate the temperature to have a 
consistent rate of temperature change as there was some heat transfer delay in the 
system. We decided rather to implement three fixed temperature change rates 
referred to in the rest of the paper as the heating rates “slow”, “medium” and “fast”, by 
manipulating the Duty Ratios for the heating and cooling (i.e. 38%, 50% and 77%), 
illustrated in the “power controller” in Figure 4. 
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Fig. 3  A: Wearable thermal haptic notifier system. The wearable component is on the left and the 
power controller component is on the right, B: Thermal haptic notifier being worn. 
 
 
 
Fig. 4  System architecture diagram. The components of the wearable device are on the left side 
(Thermoelectric cooler, Arduino Nano, and 4 thermistor based temperature measurements. A 
simplified h-bridge is shown in the power controller block.	  	  
An Apple Macbook Air (2GHz i7, 8GB RAM, OS X 10.9.4) was used for the ex- 
periment. A Processing program generates thermal stimuli and logs keystrokes and 
temperature data. 
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6.2 Procedure 
 
The experiment started with a short introduction to the task and to the use of the 
apparatus, but the main purpose of the experiment was not explained to avoid biasing 
the participants. The participants were told that they are participating in an 
experiment evaluating the thermal haptic wristband for notification purposes. After 
introduction the participants signed the consent form. 
The experiment comprised three different sessions. The first session was training 
the participant to experience the thermal haptic stimuli. They were asked to wear 
the thermal haptic wristband on the non-dominant hand. This was a 5-minute 
training session where warming and cooling stimuli of different intensities were 
given along with a spoken cue from experimenter when the stimulus was presented. 
The objective of this is that the participant begins to understand the magnitude of 
the different stimulus types such that they are not startled or left unsure when 
sensing something during the experiment. After training session, they performed 
two 10-minute experimental blocks in which they were asked to respond to the 
thermal stimuli by pressing the space key. Only the findings from one of the 
experimental blocks is included in this article. The second experimental block 
contained a snake game and verbal communication with the participant for 
manipulation of cognitive load but was omitted from the study as this method 
was deemed inappropriate for our research questions after the experiment was 
concluded.  
 
6.3 Design 
 
The pilot experiment has a within-subjects design, each participant completed all 
conditions in one experimental session that lasted for approximately 45 minutes. In 
each condition, 18 stimuli were presented to the participants. The stimuli were 
presented in two different modes (cooling and heating), with 9 different intensities. 
The intensity of the stimuli was adjusted by 3 heating/cooling rates (slow, medium 
and fast), and 3 temperature changes (0.5°C, 1°C and 1.5°C).	  
 
 
7 Results 	  
The data recorded in the experiment was in the form of a log file, every stimulus 
and keystroke was recorded. Post processing consisted of separating the stimuli and	  
space-bar presses (participant senses thermal stimulus) from the rest of the data. If a 
participant pressed the space-bar within 10 seconds of the start of the stimulus, the 
stimulus was labeled as detected and as missed if no space-bar pressed occurred. 
Figure 5 shows the detection data for all of the participants. The variables are: 
direction (warm vs cool, between top and bottom sections), heating rates (left, 
middle and right plots) and temperature change (the vertical levels). 
A repeated measure ANOVA is used to investigate the effect of each factor on 
number of detections. Post-hoc paired samples t-tests with a Bonferroni correction 
were used for pairwise comparisons (α = 0.05).	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Temperature changes: the number of detected notifications significantly varies 
with amount of temperature changes: F(2, 14) = 5.354, p < .012. The post-hoc 
analysis revealed that notifications with higher temperature change were detected 
more than notifications with lower temperature change.	  
Heating rates: the number of detected notifications significantly varies with the 
rate of temperature changes: F(2,14) = 34.551, p < .0001. The post-hoc analysis 
revealed that participants detected more notifications with faster changing rate com- 
pared to slower ones.	  
Direction: the number of detected notifications significantly varies with 
the direction: F(1,14) = 146.689, p < .0001. The post-hoc analysis revealed that 
participants detected more cooling notifications than heating notifications.
	  
Fig. 5 Notification detection	  	  	  
8 Discussion & Conclusions	  	  
Trends were observed (Figure 5) where participants acknowledge more of the higher 
intensity stimuli than the lower intensity stimuli, and that cold stimuli were more 
effective than warming stimuli. 	  
The results from our study indicate that for certain systems that generate 
potentially interruptive information, it might not be necessary to sense and process 
a large amount of contextual factors local to the receiver of a notification (the 
classical Context-Aware system design approach to graceful interruption) but rather 
to rely on previous knowledge about the specific wearers personal threshold for 
when a thermal stimuli transcends from being unconsciously perceived to 
consciously perceived (paths 3-4-9-10 and 3-4-6-8-10 in Fig. 1 respectively). In 
future studies, we will empirically investigate if sensitivity of human subjects to 
thermal stimuli varies with cognitive load. If we can find a sensitivity threshold for 
different cognitive load conditions, a context aware wearable device could rather rely 
on the human natural ability to discriminate between what is important and what is 
not, resulting in a mitigation of unwanted interruption.	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In this article, we have presented the design and a first pilot experiment exploring 
the use of wrist-worn thermohaptic devices as mediators for graceful interruptions. 
We have grounded the proposed “self-mitigated interruption” approach in peripheral 
interaction theory and motivated it by the need to improve the situation for human 
agents in the emerging egocentric interaction paradigm where multiple devices 
(wearable, mobile, stationary) threatens to increasingly call for attention, on top of 
the focus demanded by current real world tasks. We have argued for why interrupting 
notifications from services should be handled in a centralised manner and 
exemplified a possible solution based on the concept of Wearable Personal Assistants. 
Further, we have argued for the use of wearable haptic actuators for notifications, in 
particular thermohaptic ones.	  
With respect to our empirical work, we can conclude that this initial exploratory 
experiment has validated our experimental setup and motivates us to perform a more 
focused experiment using our wrist-worn thermohaptic device in the future where we 
will reduce the number of factors to investigate, increase the number of participants, 
and calibrate for individual differences in stimuli sensitivity among participants.	  
With respect to theory development, we hope to have shown how existing peripheral 
interaction concepts resonate well with our own egocentric interaction vision, and 
that these conceptual frameworks have a huge potential in bringing (wearable)	  
context-aware system developers and interaction designers together based on the 
huge overlap in interests.	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