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Abstract. Interannual variations in temperature and pre-
cipitation impact the carbon balance of terrestrial ecosys-
tems, leaving an imprint in atmospheric CO2. Quantifying
the impact of climate anomalies on the net ecosystem ex-
change (NEE) of terrestrial ecosystems can provide a con-
straint to evaluate terrestrial biosphere models against and
may provide an emergent constraint on the response of ter-
restrial ecosystems to climate change. We investigate the spa-
tial scales over which interannual variability in NEE can
be constrained using atmospheric CO2 observations from
the Greenhouse Gases Observing Satellite (GOSAT). NEE
anomalies are calculated by performing a series of inversion
analyses using the GEOS-Chem adjoint model to assimi-
late GOSAT observations. Monthly NEE anomalies are com-
pared to “proxies”, variables that are associated with anoma-
lies in the terrestrial carbon cycle, and to upscaled NEE esti-
mates from FLUXCOM. Statistically significant correlations
(P < 0.05) are obtained between posterior NEE anomalies
and anomalies in soil temperature and FLUXCOM NEE on
continental and larger scales in the tropics, as well as in
the northern extratropics on subcontinental scales during the
summer (R2 ≥ 0.49), suggesting that GOSAT measurements
provide a constraint on NEE interannual variability (IAV) on
these spatial scales. Furthermore, we show that GOSAT flux
inversions are generally better correlated with the environ-
mental proxies and FLUXCOM NEE than NEE anomalies
produced by a set of terrestrial biosphere models (TBMs),
suggesting that GOSAT flux inversions could be used to eval-
uate TBM NEE fluxes.
1 Introduction
Organisms within terrestrial ecosystems have evolved to fit
their climatic environment. Anomalous variations in tem-
perature and precipitation about the mean climate can have
significant impacts on the functioning of these organisms
(Berry and Bjorkman, 1980; Gutschick and BassiriRad,
2003; Smith, 2011), which can be reflected in anomalies in
the carbon balance of ecosystems. In fact, interannual vari-
ability (IAV) in the atmospheric growth rate of CO2 is largely
explained by changes in the carbon balance of terrestrial
ecosystems in response to climate variability (Keeling et al.,
1976a, b; Conway et al., 1994; Keeling et al., 1995; Battle
et al., 2000). The largest driver of IAV in the carbon cycle
is El Niño–Southern Oscillation (ENSO) variability, which
most strongly impacts tropical ecosystems (Bacastow, 1976;
Bacastow et al., 1980; Bousquet et al., 2000; Ciais et al.,
2013). During the warm phase of ENSO (El Niño) large ar-
eas of tropical land become drier and warmer, leading to a
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net emission of CO2 from the land to the atmosphere, which
amplifies the atmospheric CO2 growth rate. During the cold
phase of ENSO (La Niña), much of the tropical land is cooler
and wetter than average, leading to anomalously low CO2
growth rates (Jones and Cox, 2005). Similarly, in extratrop-
ical regions, temperature and moisture anomalies drive vari-
ability in the carbon balance of ecosystems (Conway et al.,
1994; Bousquet et al., 2000; Wunch et al., 2013; Zscheis-
chler et al., 2014; He et al., 2018). Many studies have exam-
ined extreme heat waves or droughts in the extratropics, such
as the 2003 European heat wave (Ciais et al., 2005) and the
2010 Russian heat wave and wildfires (Guerlet et al., 2013;
Ishizawa et al., 2016). In these cases, positive temperature
anomalies and drought conditions result in an anomalous re-
lease of CO2 from terrestrial ecosystems to the atmosphere.
Most previous studies that have investigated large-scale
IAV in the carbon cycle using CO2 measurements have em-
ployed measurements from the global network of in situ
instruments for observational constraints (Bousquet et al.,
2000; Rödenbeck et al., 2003, 2018; Bruhwiler et al., 2011;
Peylin et al., 2013; Marcolla et al., 2017; Shiga et al., 2018).
This network provides by far the longest direct record of at-
mospheric CO2 measurements, with many sites functioning
for decades. However, the spatial distribution of sites is inho-
mogeneous, with sites most densely located in North Amer-
ica and Europe and comparatively few elsewhere. Therefore,
in situ observations from the global observation network are
relatively insensitive to CO2 fluxes over much of Asia and in
the tropics (Byrne et al., 2017), where IAV is the largest. Re-
cently, space-based observations of atmospheric CO2 have
provided expanded observational coverage for atmospheric
CO2. One of the satellites, the Greenhouse Gases Observ-
ing Satellite (GOSAT), has been providing measurements of
atmospheric CO2 since 2009. With multiple years of mea-
surements, it is now possible to investigate IAV in the carbon
cycle with GOSAT data.
In this study, we investigate interannual anomalies in NEE
estimated from GOSAT measurements using the flux inver-
sion method, wherein surface fluxes are estimated from at-
mospheric CO2 measurements using a tracer transport model
and Bayesian inverse methods. A series of flux inversions us-
ing the GEOS-Chem four-dimensional variational (4D-Var)
data assimilation system (Henze et al., 2007) are performed
with different spatial resolutions, prior fluxes, and prior er-
ror covariances. NEE anomalies produced by the GEOS-
Chem flux inversions are contrasted with two independent
publicly available flux inversion estimates, the GOSAT level
4 product (Maksyutov et al., 2013) and CarbonTracker ver-
sion CT2016 (Peters et al., 2007, with updates documented at
https://www.esrl.noaa.gov/gmd/ccgg/carbontracker/), which
is a flux inversion that assimilates CO2 observations from
the surface network. In addition, we compare the flux in-
version NEE anomalies with NEE anomalies simulated by
several terrestrial biosphere models (TBMs). One of the pri-
mary goals of atmospheric flux inversions is to provide better
constraints on NEE to evaluate these models. Therefore, it is
necessary to first determine the ability of TBMs to represent
IAV.
Anomalies in NEE from the inversions and TBMs are
compared with “proxies”, variables that are known to be
closely associated with IAV in the carbon cycle. Agree-
ment between the anomalies in NEE and the proxies pro-
vides corroborating evidence that the inversions and TBMs
are correctly recovering anomalies in NEE (Deng et al.,
2016; Mabuchi et al., 2016; Liu et al., 2017). Three prox-
ies are examined: soil temperature (Tsoil) anomalies from the
Modern-Era Retrospective analysis for Research and Appli-
cations (MERRA-2) reanalysis (Reichle et al., 2011, 2017),
the monthly self-calibrated Palmer Drought Severity Index
(scPDSI) (Dai, 2017), and solar-induced chlorophyll fluores-
cence (SIF) observed by GOME-2 (Joiner et al., 2016). We
also use flux data from FLUXCOM (http://www.fluxcom.
org/, last access: 9 October 2019), which provides data-
driven NEE anomaly estimates (Tramontana et al., 2016;
Jung et al., 2017).
This study has two main objectives. The first is to quan-
tify the correlation between GOSAT flux inversions and the
flux proxies to determine the spatial scales over which the
GOSAT inversions constrain monthly NEE anomalies in the
tropics and summer anomalies in the northern extratropics.
This is performed by examining the spatial scales over which
there are correlations between the NEE anomalies and the
proxies–FLUXCOM anomalies.
The second objective is to quantify the sensitivity of
inversion–proxy correlations to the inversion setup. This is
investigated with a series of GOSAT flux inversions with dif-
ferent model resolution, prior fluxes, and prior error covari-
ances.
This paper is structured as follows. In Sect. 2, we describe
the datasets used, flux inversions performed, and how anoma-
lies are calculated. Section 3 presents the results of our anal-
ysis. Flux inversion NEE anomalies are compared with the
proxies in the tropics and northern extratropics individually.
We then present a series of observing system simulation ex-
periments (OSSEs) to examine the smallest spatial scales for
which NEE anomalies can be recovered from GOSAT ob-
servations. Section 4 discusses the agreement in anomalies
between the GOSAT flux inversions and proxies, the scales
constrained by GOSAT flux inversions, and the sensitivity of
these results to the inversion setup. Finally, conclusions are
given in Sect. 5.
2 Data and methods
2.1 FLUXCOM NEE data
FLUXCOM remote sensing and meteorological data
(RS+METEO) products are generated at 0.5◦× 0.5◦ spa-
tial resolution using upscaling approaches based on machine-
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learning methods that integrate FLUXNET (https://daac.
ornl.gov/cgi-bin/dataset_lister.pl?p=9, last access: 9 Octo-
ber 2019; Baldocchi et al., 2001) site-level observations,
satellite remote sensing, and meteorological data (Tramon-
tana et al., 2016; Jung et al., 2017). Remote sensing mea-
surements are used to produce a mean seasonal cycle (Tra-
montana et al., 2016) and the NEE IAV signal in this prod-
uct results from the driving reanalysis (NCEP CRU). In par-
ticular, NEE IAV is driven by air temperature, incoming
global radiation combined with the mean seasonal cycle of
the normalized difference vegetation index (NDVI), and a
model-based water availability index. Jung et al. (2017) gen-
erate NEE products using several machine-learning meth-
ods. We downloaded these products from the data portal
of the Max Planck Institute for Biochemistry (https://www.
bgc-jena.mpg.de, last access: 9 October 2019). We find that
the different algorithms generally give similar results; there-
fore, we only present results using the multivariate regression
spline (MARS) NEE in this study.
2.2 Proxies
2.2.1 Dai Global Palmer Drought Severity Index
The monthly self-calibrated Palmer Drought Severity Index
(scPDSI) (Dai, 2017) provides a measure of drought severity
on a 2.5◦×2.5◦ grid. The scPDSI is computed using observed
monthly surface air temperature and precipitation, and it pro-
vides a measure of surface aridity anomalies and changes on
seasonal to longer timescales (Dai et al., 2004; Dai, 2011).
We note that the scPDSI may not be a good proxy for soil
moisture content over the high latitudes (> 50◦).
2.2.2 SIF
We use the monthly gridded “SIF daily average” product
from the NASA level 3 GOME-2 version 27 (V27) terres-
trial chlorophyll fluorescence data (NASA-SIF, 2016; Joiner
et al., 2013, 2016). SIF anomalies are multiplied by nega-
tive one to change the sign of the anomalies so that positive
correlations will be obtained if negative SIF anomalies are
correlated with positive NEE anomalies (emission of CO2 to
the atmosphere).
2.2.3 Soil temperature
For the soil temperature proxy, we use soil temperatures from
the MERRA-2 (Reichle et al., 2011, 2017) reanalysis. Specif-
ically, we use the average soil temperature over levels 1–3
(TSOIL1, TSOIL2, and TSOIL3), which reaches a depth of
0.73 m.
2.2.4 Niño 3.4 index
For the phase of ENSO, we use the sea surface temperature
(SST) anomaly in the Niño 3.4 region (5◦ S–5◦ N, 120◦ S–
170◦ N) of the tropical Pacific Ocean. This region has been
widely used to diagnose ENSO activity. The SST values are
calculated from the Hadley Centre Sea Ice and Sea Surface
Temperature (HadISST) dataset. The SST anomalies were
downloaded from the National Oceanic and Atmospheric
Administration (NOAA) Earth System Research Laboratory
(ESRL) website (https://www.esrl.noaa.gov, last access: 9
October 2019).
2.3 Inversion analyses
2.3.1 CarbonTracker
We use optimized NEE from the NOAA CarbonTracker ver-
sion CT2016 (Peters et al., 2007, with updates documented at
https://www.esrl.noaa.gov/gmd/ccgg/carbontracker/, last ac-
cess: 9 October 2019). CT2016 optimizes NEE by assim-
ilating in situ observations of boundary layer atmospheric
CO2. It employs the ensemble Kalman filter approach to
assimilate CO2 with atmospheric chemical transport simu-
lated by the TM5 offline atmospheric model (Krol et al.,
2005). For CT2016, TM5 is driven by ERA-Interim assim-
ilated meteorology from the European Centre for Medium-
Range Weather Forecasts (ECMWF), with a horizontal res-
olution of 3◦× 2◦ globally and 1◦× 1◦ in a nested grid over
North America. CT2016 also has IAV in biomass burning.
Therefore, when analyzing posterior IAV in CT2016 we ex-
amine the IAV in NEE alone (referred to as CT2016) and
IAV due to NEE and biomass burning combined (referred to
as CT2016w/BB).
2.3.2 GOSAT level 4 data
We use the GOSAT level 4 data product (Maksyutov et al.,
2013) produced by the National Institute for Environmen-
tal Studies (NIES). This product is produced by assimilat-
ing NIES level 2 retrievals of XCO2 into the NIES global
atmospheric tracer transport model (NIES-TM) to optimize
monthly CO2 fluxes for 64 subcontinental regions. The Veg-
etation Integrative SImulator for Trace gases (VISIT), a prog-
nostic biosphere model (Ito, 2010; Saito et al., 2014), is used
to generate prior biospheric fluxes for the inversion analyses.
The GOSAT L4 product also has IAV in biomass burning.
Therefore, when analyzing posterior IAV, we examine IAV
in NEE alone (referred to as GOSAT L4) and IAV due to
NEE and biomass burning combined (referred to as GOSAT
L4w/BB).
2.3.3 GEOS-Chem
We perform a series of flux inversions using the GEOS-
Chem 4D-Var assimilation system (Henze et al., 2007). The
GEOS-Chem forward model (http://acmg.seas.harvard.edu/
geos/geos_overview.html, last access: 9 October 2019) is
a global 3-D chemical transport model driven by assimi-
lated meteorology from the Goddard Earth Observing Sys-
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Table 1. Setup of GEOS-Chem flux inversions. Differences are in
model transport resolution, prior fluxes, and prior errors.
Name Resolution Prior flux Prior flux IAV
error
GC2×2.5−200 % 2◦× 2.5◦ 200 % No (mean 2010–2013)
GC2×2.5−66 % 2◦× 2.5◦ 66 % No (mean 2010–2013)
GC4×5−100 % 4◦× 5◦ 100 % No (mean 2010–2013)
GC4×5−44 % 4◦× 5◦ 44 % No (mean 2010–2013)
GC4×5−100 %−IAV 4◦× 5◦ 100 % Yes
GC4×5−44 %−IAV 4◦× 5◦ 44 % Yes
tem (GEOS-5) of the NASA Global Modeling and Assim-
ilation Office (GMAO). The native resolution of the model
is 0.5◦× 0.67◦ with 72 vertical levels from the surface to
0.01 hPa, but we run the model at lower resolution (either
2◦×2.5◦ or 4◦×5◦, depending on the inversion) with 47 ver-
tical layers. Our model configuration is based on the configu-
ration of Nassar et al. (2011). To optimize surface fluxes, the
4D-Var cost function is minimized as described in Deng et al.
(2014) to retrieve monthly scaling factors for prior ocean and
terrestrial biosphere fluxes in each grid cell. We use an assim-
ilation window of 9 months and keep posterior fluxes from
the first 6 months, then shift the inversion widow forward
6 months. Using this method, we optimize NEE spanning
2010–2013 (in addition to a 6-month spin-up inversion start-
ing in July 2009). Monthly ocean fluxes are from Takahashi
et al. (2009), anthropogenic emissions are from Andres et al.
(2016), and biomass burning emissions are from the Global
Fire Emission Database GFEDv3 (van der Werf et al., 2006).
We repeat the 2010 GFEDv3 biomass burning emissions for
all years so that there is no prior NEE IAV. Error covariance
matrices are taken to be diagonal such that there are no spa-
tial or temporal covariances. Prior errors are assigned as a
percentage of the prior flux estimate rather than an absolute
value. We assign 16 % error to fossil fuels and 38 % error to
biomass burning following Deng et al. (2014).
The GEOS-Chem flux inversions performed in this study
are shown in Table 1. The flux inversions are performed with
different model configurations to examine the sensitivity of
the results to the inversion setup. We perform inversions at
two spatial resolutions, 2◦×2.5◦ and 4◦×5◦. The spatial res-
olution is varied to examine whether changes in model trans-
port significantly impact our results. It has previously been
shown that there are significant differences in tracer transport
as model resolution is decreased in GEOS-Chem (Yu et al.,
2018; Stanevich, 2018). In particular, Stanevich (2018) show
that resolution-induced biases of up to 30 % can be intro-
duced on the scale of TransCom regions for 4◦× 5◦ relative
to 2◦× 2.5◦ for atmospheric methane (CH4) inversions.
The prior error statistics are varied between inversions.
The prior error covariance provides a metric of the uncer-
tainty in the prior fluxes. If prior fluxes are well known then
small errors are applied. If they are poorly known then large
prior errors are applied and the observations will have a
larger impact on the posterior fluxes. However, in general, at-
mospheric CO2 observations under-constrain the fluxes and
additional regularization considerations are required. To pre-
vent the over-fitting of assimilated observations, prior flux
errors are typically tighter than the true uncertainty in NEE
fluxes. Therefore, the motivation for varying prior errors in
this study is to examine the sensitivity of the posterior NEE
anomalies to these prior constraints.
Finally, the prior NEE fluxes are varied between flux inver-
sions. For all GEOS-Chem inversions, the prior NEE fluxes
are based on the posterior fluxes from CT2016. CT2016
fluxes are used because they are informed by atmospheric
CO2 observations and thus provide a seasonal cycle of NEE
that is closer to observed atmospheric CO2 than a TBM for-
ward run (Byrne et al., 2018). Using prior fluxes that are
closer to the observed atmospheric CO2 then justifies tighter
prior flux error covariances. We use two different setups of
the CT2016 posterior fluxes in the inversions. For four in-
versions we remove the NEE IAV from the CT2016 fluxes.
To do this, the fluxes are averaged over 4 years (2010–
2013) to generate a mean seasonal cycle. We then repeat
this climatology of NEE fluxes for each year of the inver-
sion. The reason for removing prior NEE IAV is so that all
posterior NEE anomalies will be introduced through the as-
similation of GOSAT observations. This setup is different
from many previous flux inversion studies that have included
NEE IAV in the prior fluxes. Therefore, to examine the sen-
sitivity of the posterior NEE IAV to prior NEE IAV, we
also perform two inversions that employ 3-hourly CT2016
NEE fluxes over 2010–2013 unchanged from those available
at https://www.esrl.noaa.gov/gmd/ccgg/carbontracker/, other
than spatial interpolation to fit our grid, so that NEE IAV is
present on the prior NEE for these inversions. The inversions
are given names with a subscript following the convention
“model resolution – percentage error applied to prior fluxes
– presence of prior NEE IAV” such that an inversion analysis
at 4◦× 5◦ resolution with 100 % uncertainty applied to prior
fluxes and with prior NEE IAV is named GC4×5−100 %−IAV.
For GOSAT observations, we use version 3.5 of the
NASA Atmospheric CO2 Observations from Space (ACOS)
GOSAT lite files from the CO2 Virtual Science Data En-
vironment (https://co2.jpl.nasa.gov/, last access: 11 Octo-
ber 2019). Information on the ACOS retrieval algorithm is
available in O’Dell et al. (2012) and Crisp et al. (2012). We
selected all measurements from the TANSO-FTS shortwave
infrared (SWIR) channel, including ocean glint as well as
high-gain and medium-gain nadir, which pass the quality flag
requirement and have warn levels less than or equal to 15. We
generate “super-obs” from the GOSAT retrievals by aggre-
gating the observations to the grid size of our inversion. We
generate error estimates using the method described by Ku-
lawik et al. (2016). The reduction in error with aggregation
can be calculated using the expression error2 = a2+ b2/n,
where a represents systematic errors that do not decrease
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with averaging, b represents random errors that decrease with
averaging, and n represents the number of satellite observa-
tions that are averaged (Kulawik et al., 2016). Kulawik et al.
(2016) give a = 0.8 ppm and b = 1.6 ppm as mean Northern
Hemisphere geometric (colocated) values for GOSAT, and
these are the values that we use.
2.3.4 Observing system simulation experiments
Five OSSEs are performed, for which pseudo-data are
generated by simulating atmospheric CO2 with GEOS-
Chem at 4◦× 5◦ spatial resolution and with year-specific
NEE from the Joint UK Land Environment Simula-
tor (JULES). The GEOS-Chem CO2 distribution is sam-
pled according to the GOSAT observational coverage.
We generate pseudo-XCO2 using the GOSAT averaging
kernel weighting and apply random errors to the XCO2
pseudo-obs consistent with the error estimates described
in Sect. 2.3.3. The inversion configuration for three of
the OSSEs is identical to GC4×5−44 %, GC4×5−100 %, and
GC4×5−100 %−IAV, which use the posterior CT2016 fluxes
as their prior NEE (see Table 1). These OSSEs are
referred to as OSSECT2016−44 %, OSSECT2016−100 %, and
OSSECT2016−100 %−IAV, respectively. Two more OSSEs use
the same setup as GC4×5−44 % and GC4×5−100 %, except that
for these we use the 2010–2013 mean NEE fluxes from
JULES as the prior fluxes. These two OSSEs are referred to
as OSSEJULES−44 % and OSSEJULES−100 %.
2.4 Terrestrial biosphere models
2.4.1 JULES
JULES is a community land surface model that has evolved
from the UK Met Office Surface Exchange Scheme. Phe-
nology in JULES affects leaf growth rates and the timing
of leaf growth and senescence based on temperature alone
(Clark et al., 2011). Vegetation cover is predicted based on
nine plant functional types that compete for space based on
their relative productivity and height but are excluded from
growing on agricultural land based on a fraction of agricul-
ture in each grid cell (Harper et al., 2018). CRU-NCEP was
used as model forcing data.
2.4.2 VISIT
VISIT is a prognostic biosphere model (Ito, 2010; Saito et al.,
2014) that simulates carbon exchanges between the atmo-
sphere and biosphere and among the carbon pools within ter-
restrial ecosystems at a daily time step. Modeling of plant
CO2 assimilation in VISIT is based on a model of light ex-
tinction in the canopy, following the formulation of Monsi
and Saeki (1953). Autotrophic respiration is formulated as
the sum of growth respiration and maintenance respiration.
Growth respiration is simulated as the cost to produce new
biomass, while maintenance respiration is represented as a
function of ground surface temperature. Heterotrophic respi-
ration is the sum of respiration from two layers, litter and hu-
mus, which is regulated by soil temperature and soil moisture
at each depth. VISIT is driven by reanalysis–assimilation cli-
mate datasets provided by the Japan Meteorological Agency
(JMA): the Japan 25-year reanalysis (JRA-25) Climate Data
Assimilation System JCDAS) (Onogi et al., 2007) for the pe-
riod 1979 to present.
2.4.3 Carnegie–Ames–Stanford approach (CASA)
Global Fire Emissions Database (GFED) carbon
monitoring system (CMS) model
The version of the CASA model used here, referred to as
CASA CMS, was modified from Potter et al. (1993) as de-
scribed in Randerson et al. (1996), van der Werf et al. (2006),
and Liu et al. (2014). It is driven by the MERRA reanalysis
and the satellite-observed normalized difference vegetation
index (NDVI) to track plant phenology. These flux estimates
were computed at monthly time steps with 0.5◦ horizon-
tal resolution. Monthly NEE fluxes were downloaded from
the CarbonTracker ftp (ftp://aftp.cmdl.noaa.gov/products/
carbontracker/co2/CT2016/fluxes/priors/, last access: 11 Oc-
tober 2019).
2.4.4 CASA GFED 4.1
The version of the CASA model used here, CASA
GFED 4.1, was modified from Potter et al. (1993) as de-
scribed in van der Werf et al. (2017). It is driven by
ECMWF reanalysis and the satellite-observed NDVI to
track plant phenology. These flux estimates were com-
puted at monthly time steps with 0.25◦ horizontal res-
olution. Monthly NEE fluxes were downloaded from
the CarbonTracker ftp (ftp://aftp.cmdl.noaa.gov/products/
carbontracker/co2/CT2016/fluxes/priors/, last access: 11 Oc-
tober 2019).
2.5 Anomalies and correlations
Monthly anomalies are calculated by subtracting the mean
2010–2013 value for a given month from the monthly value
for a specific year. For example, the NEE anomaly for a given
month and year is calculated using
ANOM[year,month]= NEE[year,month]
− 1
4
2013∑
i=2010
NEE[i,month]. (1)
Anomalies are calculated over a range of spatial scales. In
each case, the quantity of interest is first averaged into a
spatial mean for each month, then anomalies are calculated.
The same procedure is followed for June–July–August (JJA)
anomalies except that the anomaly is calculated over the en-
tire 3-month period instead of for a single month. It is worth
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noting that 4 years is a relatively short period to define a cli-
matology, and some modes of climate variability occur on
longer timescales. Ideally, a longer time period would be
used to calculate a climatology, but we are limited by the
availability of GOSAT data in this study.
In the tropics, temporal correlations are performed to
quantify agreement between NEE anomalies and proxy–
FLUXCOM anomalies. We want to test the hypothesis that
the assimilation of CO2 observations will significantly in-
crease the correlation between the posterior NEE IAV and
the proxies relative to the prior NEE IAV and the proxies. We
choose a null hypothesis in which the correlation is zero. This
is the correct null hypothesis for flux inversions for which the
prior NEE fluxes have no IAV. In flux inversions for which
there is IAV in the prior NEE, the correlation between the
proxies and prior NEE IAV should be used as the null hy-
pothesis. However, this would be a significantly more diffi-
cult null hypothesis to test, so for simplicity we choose a null
hypothesis of zero correlation for all cases. This is equiva-
lent to testing whether the posterior NEE IAV is significantly
correlated with the proxies, regardless of the prior IAV. The
threshold for rejection of the null hypothesis (α) is chosen to
be 0.05 such that the null hypothesis is rejected if the P value
(P ) is less than 0.05. We acknowledge that this α threshold
is largely arbitrary but is widely used in the literature (Ben-
jamin et al., 2018; Lakens et al., 2018). Throughout the pa-
per, correlations that satisfy this criterion are called “strong”.
In most cases a second test is performed, in which we test
if the correlation between the flux inversion NEE IAV and
the proxy is greater than that between the Niño 3.4 index and
the proxy, and we conclude that the inversion and proxy only
show good agreement if both of these thresholds are met. The
coefficient of correlation is referred to as R.
We also perform a series of linear regressions. In the trop-
ics, linear regressions are performed after aggregating over
all tropical land such that the regression is performed on a
single 48-point time series. In the northern extratropics, lin-
ear regressions are performed for the set of four JJA anoma-
lies across five subcontinental regions, resulting in a 20-point
dataset. For all regressions the y intercept is close to zero and
is thus not reported. The slope of the regressions and coeffi-
cient of determination (R2) are reported.
3 Results
3.1 Tropics
This section presents the correlations between monthly NEE
anomalies and proxy–FLUXCOM anomalies in the tropics.
The analysis is performed at five different spatial scales:
4◦× 5◦, 8◦× 10◦, subcontinental regions (shown in Fig. 1),
continents, and the entire tropics. Figure 2 shows the mean
correlation coefficient between the inversions and proxies–
FLUXCOM on these scales in the tropics.
The correlation between posterior NEE anomalies and
proxy–FLUXCOM anomalies increases with spatial aggre-
gation (Fig. 2). This is expected as atmospheric CO2 obser-
vations are expected to best constrain fluxes on large spatial
scales, such as the entire tropics. At smaller spatial scales,
the atmospheric signal from variations in the fluxes becomes
weaker and more difficult to constrain with the atmospheric
CO2 observations. In general, the GEOS-Chem GOSAT in-
versions show strong correlations (P < 0.05) with FLUX-
COM and the Niño 3.4 index in subcontinental regions and
on larger scales, as well as with Tsoil and scPDSI on conti-
nental and larger scales. We do not find strong correlations
with GOME-2 SIF on any scale in the tropics.
The correlation coefficient is variable between GOSAT in-
versions, suggesting that the agreement between posterior
fluxes and the proxies–FLUXCOM is sensitive to the inver-
sion configuration. The 2◦× 2.5◦ inversions generally show
slightly better agreement with the proxies and FLUXCOM
than the 4◦× 5◦ inversions for subcontinental regions and
continental scales. Correlations are stronger for the inver-
sions without NEE IAV for subcontinental regions and con-
tinental scales. Larger prior errors generally result in larger
correlations for subcontinental regions and larger scales.
The GOSAT L4 product tends to give weaker correlations
with the proxies than the GEOS-Chem flux inversions, which
is likely due to differences in the inversion configuration. For
CT2016, which assimilates surface in situ and flask measure-
ments, correlations with the proxies and FLUXCOM are gen-
erally weaker than for the GOSAT flux inversions.
For the TBMs, correlations are highly model dependent.
Of the models, JULES shows the best agreement with the
proxies and FLUXCOM. JULES shows strong correlations
(P < 0.05) at all scales for FLUXCOM NEE, for subconti-
nental regions and the entire tropics for Tsoil, and subconti-
nental regions for scPDSI. For the other models, less agree-
ment is seen with the proxies and FLUXCOM. The one ex-
ception is CASA GFED 4.1, which shows strong correlations
with SIF at all scales. This may be due to the fact that this
model assimilates greenness indices to estimate gross pri-
mary production (GPP) fluxes. Anomalies in the greenness
indices are likely well correlated with SIF anomalies; there-
fore, if anomalies in CASA NEE are driven by anomalies in
GPP, it may explain the strong correlation.
We now investigate the magnitude of tropical NEE IAV in
the inversions and the TBMs. The magnitude of NEE IAV
relative to the proxies and FLUXCOM can be obtained by
performing linear regressions of the inversion and TBM NEE
anomalies against proxy and FLUXCOM anomalies. Lin-
ear regressions are only calculated for the scale of the en-
tire tropics, where the inversions and proxies–FLUXCOM
agreed best. Table 2 shows the slope and coefficient of de-
termination (R2) for the regressions. There is a large amount
of variability in the slopes between inversions and TBMs for
each proxy and FLUXCOM. The GOSAT inversion regres-
sions are quite consistent with each other relative to those for
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Figure 1. Land area at 4◦× 5◦ resolution grouped into subcontinental regions in (a) the northern extratropics and (b) the tropics. In the
tropics, we generate three continents by combining the regions in the Americas, Africa and the Middle East, and the Asia–Pacific and Indian
subcontinent.
Table 2. Slope and coefficient of determination (R2) for linear regressions of inversion and TBM NEE anomalies against proxy–FLUXCOM
anomalies across the entire tropics.
Model or inversion FLUXCOM NEE SIF scPDSI Tsoil (K) Niño 3.4 index
(g C−2 d−1) (g C−2 d−1) (mW m−2 nm−1 sr−1) (K)
slope R2 slope R2 slope R2 slope R2 slope R2
GC2×2.5−200 % 1.87 0.69 0.90 0.03 0.078 0.27 0.100 0.61 0.026 0.26
GC2×2.5−66 % 1.03 0.62 0.65 0.05 0.045 0.27 0.061 0.66 0.015 0.26
GC4×5−100 % 1.70 0.69 0.54 0.01 0.067 0.24 0.093 0.63 0.022 0.24
GC4×5−44 % 1.06 0.65 0.65 0.05 0.044 0.26 0.061 0.66 0.014 0.21
GC4×5−100 %−IAV 2.10 0.61 0.94 0.03 0.071 0.16 0.12 0.56 0.024 0.16
GC4×5−44 %−IAV 1.57 0.51 0.03 0.00 0.06 0.16 0.087 0.55 0.017 0.12
GOSAT L4 1.59 0.34 −0.30 0.00 0.017 0.01 0.106 0.46 0.020 0.11
GOSAT L4w/BB 1.69 0.33 −0.02 0.00 0.007 0.00 0.107 0.40 0.016 0.06
CT2016 0.66 0.12 1.58 0.14 0.042 0.11 0.057 0.27 0.001 0.02
CT2016w/BB 0.79 0.14 1.73 0.14 0.027 0.04 0.059 0.24 0.001 0.00
VISIT -0.50 0.03 −1.15 0.04 −0.13 0.45 0.006 0.00 −0.021 0.11
CASA 4.1 0.38 0.06 1.88 0.32 0.030 0.09 0.023 0.07 0.004 0.01
CASA CMS 0.33 0.04 −0.09 0.00 −0.010 0.01 0.029 0.08 −0.002 0.00
JULES 1.85 0.47 0.96 0.027 0.10 0.31 0.116 0.56 0.033 0.31
CT2016 and the TBMs. The GOSAT inversions give slopes
of 1.03–2.10 for FLUXCOM and 0.061–0.12 for Tsoil (note
that FLUXCOM NEE is known to underestimate the magni-
tude of IAV; Jung et al., 2011, 2017). The largest differences
between GEOS-Chem inversions are related to the magni-
tude of the prior error covariances. Looser prior constraints
result in slopes that are 30 %–80 % larger. There are also
large differences in the magnitude of posterior NEE IAV be-
tween the inversions with and without prior NEE IAV. For
example, the slopes for the regression between FLUXCOM
and the 4◦× 5◦ GEOS-Chem inversions with prior anoma-
lies are 25 %–50 % larger than for GEOS-Chem inversions
without prior NEE IAV. The GOSAT L4 product gives slopes
that are consistent with the GEOS-Chem inversions. Fur-
thermore, the agreement between the GOSAT L4 product
and proxies (or FLUXCOM) is not sensitive to the inclu-
sion of biomass burning. For CT2016, the best agreement
is found with Tsoil (0.24≤ R2 ≤ 0.27), for which CT2016
gives a smaller slope than the GOSAT inversions. The agree-
ment between CT2016 and proxies–FLUXCOM is not sen-
sitive to the inclusion of biomass burning. For the TBMs,
JULES gives good fits with Tsoil (R2 = 0.56), and FLUX-
COM (R2 = 0.47) and gives slopes that are similar in mag-
nitude to the flux inversions. The rest of the TBMs have R2
that are too small to make meaningful comparisons. From
this analysis we cannot make conclusions about the accuracy
of the magnitude of IAV, and instead this is addressed with a
series of OSSEs in Sect. 3.3.
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Figure 2. Correlation in the tropics over a range of scales for models and inversions with (a) the Niño 3.4 index, (b) (−1)×SIF, (c) scPDSI,
(d) Tsoil, and (e) FLUXCOM NEE. Squares represent correlations with terrestrial ecosystem model NEE IAV: VISIT (cyan), JULES (blue),
CASA GFED CMS (green), and CASA GFED 4.1 (magenta); the black circle shows the mean correlation of the models. Triangles represent
correlations with the GOSAT flux inversion NEE IAV: GOSAT L4 (cyan upward triangle), GC4×5−44 %−IAV NEE IAV (green upward
triangle), GC4x5−100 %−IAV NEE IAV (green downward triangle), GC4×5−44 % NEE IAV (red upward triangle), GC4×5−100 % NEE IAV
(red downward triangle), GC2×2.5−66 % NEE IAV (orange upward triangle), and GC2×2.5−200 % NEE IAV (orange downward triangle). The
green stars show the correlation with CT2016 NEE IAV. The grey circle shows the correlation with the Niño 3.4 index. Dashed black lines
indicate the correlation required for an α of 0.05; therefore, all correlations greater than the dashed black line indicate P < 0.05.
3.2 Northern extratropics
In the northern extratropics, the observational coverage of
GOSAT is highly seasonal, so we limit our analysis of
anomalies in the northern extratropics to the summer (JJA)
when observational coverage is the best (Liu et al., 2014;
Byrne et al., 2017). Figure 3 shows the anomalies for the
proxies, FLUXCOM NEE, and GC2×2.5−200 % NEE across
the Northern Hemisphere for JJA 2010–2013. The proxies
and FLUXCOM generally show high coherence in anoma-
lies. Events for which FLUXCOM NEE gives enhanced
emissions to the atmosphere also show reduced SIF, in-
creased scPDSI, and increased Tsoil. We have highlighted
(with boxes) major climate anomalies over this time period:
the 2010 Russian heat wave, the 2011 drought in Mexico and
the southern USA, the 2012 North American drought, and the
2013 California drought. GC2×2.5−200 % NEE indicates pos-
itive anomalies for all of these major events, suggesting that
the inversion can recover subcontinental NEE IAV. However,
there are also instances in which the inversion and proxies
tend to disagree. For example, in 2010, GC2×2.5−200 % in-
dicates a positive anomaly in North America, whereas the
proxies indicate near neutral or negative anomalies.
To examine agreement with the proxies on subcontinental
regions, we have aggregated the inversions, the TBMs, prox-
ies, and FLUXCOM into the five extratropical subcontinen-
tal regions shown in Fig. 1. The JJA anomalies in these re-
gions over 2010–2013 provide 20 data points. We performed
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Figure 3. Northern extratropical anomalies during JJA. Anomalies for (top row) (−1)×SIF, (second) scPDSI, (third) Tsoil, (fourth) FLUX-
COM NEE, and (bottom) GC2×2.5 %−200 % NEE over JJA for (left to right) 2010–2013. Black boxes highlight major climate anomalies: the
2010 Russian heat wave, 2011 drought in Mexico and the southern USA, the 2012 North American drought, and the 2013 California drought.
Table 3. Slope and coefficient of determination (R2) for linear regressions of inversion and TBM NEE anomalies against proxy and FLUX-
COM anomalies in subcontinental regions during JJA in the northern extratropics.
Model or inversion FLUXCOM NEE SIF scPDSI Tsoil (K)
(g C−2 d−1) (g C−2 d−1) (mW m−2 nm−1 sr−1)
slope R2 slope R2 slope R2 slope R2
GC2×2.5−200 % 1.56 0.54 4.07 0.14 0.052 0.21 0.17 0.56
GC2×2.5−66 % 1.28 0.65 3.32 0.16 0.041 0.24 0.13 0.57
GC4×5−100 % 1.36 0.49 4.13 0.17 0.054 0.28 0.16 0.62
GC4×5−44 % 1.29 0.64 3.36 0.17 0.045 0.29 0.14 0.65
GC4×5−100 %−IAV 1.28 0.26 6.8 0.27 0.05 0.16 0.16 0.36
GC4×5−44 %−IAV 0.79 0.15 4.66 0.20 0.026 0.06 0.10 0.21
GOSAT L4 1.59 0.33 5.86 0.17 0.086 0.35 0.19 0.43
GOSAT L4w/BB 1.59 0.34 6.52 0.21 0.090 0.39 0.18 0.39
CT2016 0.21 0.01 4.03 0.13 0.000 0.00 0.04 0.03
CT2016w/BB 0.18 0.006 4.59 0.16 0.002 0.00 0.03 0.01
VISIT 0.93 0.47 3.25 0.21 0.059 0.67 0.10 0.50
CASA 4.1 0.37 0.12 3.96 0.48 0.020 0.11 0.05 0.20
CASA CMS 0.16 0.01 4.13 0.34 0.00 0.00 0.02 0.02
JULES 1.58 0.29 7.26 0.23 0.075 0.23 0.23 0.52
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Figure 4. Mean correlation coefficient (R) with the true OSSE
NEE IAV over a range of spatial scales for CT2016 NEE IAV
(white star), OSSECT2016−100 %−IAV NEE IAV (white down-
ward triangle), OSSECT2016−44 % NEE IAV (grey upward tri-
angle), OSSECT2016−100 % NEE IAV (grey downward trian-
gle), OSSEJULES−44 % NEE IAV (black upward triangle), and
OSSEJULES−100 % (black downward triangle) NEE IAV.
a linear regression of these anomalies against the proxies
and FLUXCOM. Table 3 shows the slope and R2 values
of the regressions. For the GOSAT inversions, the 2◦× 2.5◦
and 4◦× 5◦ with no prior NEE IAV show the closest agree-
ment with FLUXCOM NEE and Tsoil (0.49≤ R2 ≤ 0.65),
while the inversions with prior NEE IAV show substantially
poorer agreement (0.15≤ R2 ≤ 0.36). This is a larger dif-
ference between the inversions with and without prior NEE
IAV than was found for the tropics (see Sect. 4.4.3). The in-
versions with NEE IAV also give a smaller slope, indicating a
smaller magnitude of NEE IAV, which is the opposite of what
was found in the tropics. Comparing the inversions with-
out prior NEE IAV, tight prior errors give 0.57≤ R2 ≤ 0.65,
whereas loose prior constraints give 0.49≤ R2 ≤ 0.62. As
with the tropics, the inversions with looser prior constraints
give larger slopes, suggesting larger NEE IAV.
Comparing the other inversions, the GOSAT L4 prod-
uct shows agreement with FLUXCOM NEE (R2 = 0.33)
and Tsoil (R2 = 0.43). CT2016 shows poor agreement with
all proxies, indicating that this inversion is unable to iso-
late zonally asymmetric fluxes in the northern extratropics,
which is surprising given the high sensitivity of the surface
CO2 network to northern extratropical surface fluxes (Byrne
et al., 2017). However, consistent with this result, Polavarapu
et al. (2018) show that flux inversions assimilating measure-
ments from the surface network are less able to recover zon-
ally asymmetric flux signals than flux inversions assimilat-
ing GOSAT measurements. CT2016 also includes prior NEE
IAV in the inversion, which may negatively impact the pos-
terior NEE IAV, based on the GEOS-Chem inversion results.
For the TBMs, VISIT shows close agreement with FLUX-
COM NEE, scPDSI, and Tsoil anomalies and to a lesser extent
SIF anomalies. This is notable as VISIT generally showed
poor agreement with the proxies in the tropics. JULES shows
close agreement with Tsoil anomalies and some agreement
with the other proxies. CASA GFED 4.1 shows good agree-
ment with SIF anomalies but comparatively poorer agree-
ment with the other proxies. CASA GFED CMS shows some
agreement with SIF anomalies but little agreement with the
other proxies.
3.3 Observing system simulation experiments
Strong correlations between the GOSAT flux inversions
and proxies–FLUXCOM provide evidence that the GOSAT
flux inversions give realistic constraints on NEE. However,
the absence of strong correlations does not imply that the
GOSAT flux inversions are not constraining IAV as there
could be other causes (such as lagged effects within ecosys-
tems) that can explain the absence of correlations. There-
fore, to investigate the minimum spatial scales that can be
constrained by GOSAT observations, we performed a se-
ries of OSSE experiments. In these experiments pseudo-
observations were assimilated from a GEOS-Chem forward
model run that had JULES NEE fluxes prescribed. See
Sect. 2.3.4 for additional details of the OSSE setup.
3.3.1 Tropics
Strong correlations are obtained between the posterior and
true anomalies for all OSSEs on subcontinental regional and
larger scales, suggesting that subcontinental regions are the
minimum scales that can be constrained by GOSAT mea-
surements. Figure 4 shows the mean correlation coefficient
between the posterior and true NEE anomalies in the trop-
ics over a range of scales. The inversion setup has an impact
on the correlations between the posterior and true NEE IAV.
The largest differences between OSSEs are obtained on sub-
continental regional and continental scales. On these scales,
OSSEJULES−100 % has the largest correlation. The inclusion
of prior NEE IAV (OSSECT2016−100 %−IAV) does not appear
to substantially degrade the correlation relative to a prior
NEE without IAV (OSSECT2016−100 %), in contrast to what
was found with the real-data GOSAT inversions. The prior
error constraints generally have a large influence on the cor-
relation with the true NEE IAV. Loose prior constraints give
better agreement for all OSSEs, consistent with the GOSAT
inversions.
On the scale of the entire tropics, we performed linear re-
gressions between the posterior and true anomalies, which
are shown in Table 4. For all regressions, the magnitude of
IAV in the posterior fluxes is less than the true NEE IAV
(slope of 0.42–0.75). This suggests that the inversions do not
recover the full magnitude of NEE IAV. In addition to com-
paring posterior and true anomalies, we examine the similar-
ities in posterior anomalies between OSSEs. The right col-
umn of Table 4 shows the results of linear regressions be-
tween posterior and OSSEJULES−100 % NEE anomalies. The
OSSEs without prior NEE IAV show better agreement with
OSSEJULES−100 % posterior anomalies than the true anoma-
lies. This suggests that the assimilation of pseudo-data is in-
troducing NEE anomalies in a similar way for all OSSEs, and
recovering the true NEE IAV is primarily limited by the ob-
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Table 4. Slope and coefficient of determination (R2) for linear re-
gressions of OSSE posterior NEE anomalies against the true NEE
IAV and OSSEJULES−100 %.
Tropics
Inversion True NEE IAV OSSEJULES−100 %
Slope R2 Slope R2
OSSEJULES−100 % 0.67 0.53
OSSEJULES−44 % 0.58 0.53 0.91 0.91
OSSECT2016−100 % 0.55 0.61 0.84 0.84
OSSECT2016−44 % 0.42 0.59 0.69 0.77
OSSECT2016−100 %−IAV 0.75 0.69 0.70 0.48
CT2016 0.31 0.19 0.50 0.15
Northern extratropics
OSSEJULES−100 % 0.35 0.39
OSSEJULES−44 % 0.27 0.48 0.76 0.80
OSSECT2016−100 % 0.30 0.30 1.04 0.88
OSSECT2016−44 % 0.31 0.43 1.06 0.62
OSSECT2016−100 %−IAV 0.63 0.15 0.55 0.41
CT2016 0.48 0.46 0.18 0.05
servational coverage rather than the inversion setup. Overall,
these OSSEs suggest that the real-data flux inversions under-
estimate IAV in NEE by 42 %–75 % and suggest that subcon-
tinental regions are the minimum scale for which IAV can be
recovered from GOSAT measurements.
3.3.2 Northern extratropics
The posterior NEE anomalies are generally correlated with
the truth (0.15<R2 < 0.48) but give slopes less than one,
indicating that the OSSEs are not recovering the full mag-
nitude of NEE IAV. Table 4 shows the slope and R2 for
linear regressions of JJA NEE anomalies from the OSSEs
against the true NEE IAV in subcontinental regions in the
northern extratropics during JJA. Comparing the different
OSSE setups, OSSECT2016−100 %−IAV performs substantially
worse than the OSSEs with no prior NEE IAV (R2 = 0.15
versus R2 = 0.30–0.48). This is consistent with comparisons
between GOSAT inversions and proxies and suggests that
employing prior NEE IAV in the northern extratropics de-
grades posterior NEE IAV on subcontinental scales during
JJA. OSSEs with tighter prior constraints give larger R2,
consistent with the GOSAT inversions. OSSEs with JULES
mean seasonal cycle also agree better with the true NEE
IAV than those that employ the mean seasonal cycle from
CT2016.
4 Discussion
4.1 Scales constrained by GOSAT XCO2
We investigated the agreement between monthly posterior
NEE anomalies and proxy–FLUXCOM anomalies over a
range of spatial scales. The results showed that the agree-
ment between the inversions and the proxies–FLUXCOM
were scale dependent. Here we synthesize these results and
discuss the ability of GOSAT flux inversions to recover IAV
in NEE over the range of scales examined in this study.
In the tropics, we find strong evidence that the GOSAT
inversions are recovering the timing of NEE anomalies on
the scale of the entire tropics; however, there is less agree-
ment on the magnitude of monthly NEE anomalies over the
tropics. The OSSEs suggest that GOSAT flux inversions un-
derestimate the magnitude of NEE anomalies by about 50 %,
depending on the inversion setup. On continental scales in
the tropics, strong correlations with FLUXCOM NEE and
Tsoil anomalies suggest that GOSAT flux inversion can con-
strain monthly NEE anomalies. On subcontinental regional
scales in the tropics, the results were more ambiguous. The
GOSAT inversions generally showed good agreement with
FLUXCOM NEE IAV on subcontinental regional scales but
only marginal agreement with Tsoil. The OSSEs also indi-
cate marginal ability to recover subcontinental regional-scale
fluxes. From these results, we caution against making con-
clusions about NEE IAV on subcontinental regional scales in
the tropics using GOSAT flux inversions without corroborat-
ing evidence. On smaller scales, correlations do not meet the
threshold of P < 0.05.
In the northern extratropics during JJA, the results of
this study suggest that subcontinental regional-scale con-
straints are possible. We found that large NEE anoma-
lies due to major climate events are recovered in the in-
version for GC2×2.5−200 % (Fig. 3), while linear regres-
sions showed close agreement for the GOSAT flux inver-
sions with FLUXCOM NEE and Tsoil. However, we also
found evidence that the posterior NEE IAV was sensitive
to the inversion setup. The inversion analyses with prior
NEE IAV (GC4×5−44 %−IAV, GC4x5−100 %−IAV, and GOSAT
L4) showed weaker agreement with the proxies relative to
the inversions without prior NEE IAV. Similarly, the OSSEs
showed that prior NEE IAV reduced agreement between the
posterior and the true NEE IAV in the northern extratropics
during JJA.
4.2 Influence of ENSO
ENSO is the primary driver of large-scale NEE IAV in the
tropics; therefore, it is useful to consider correlations be-
tween the inversions and TBMs and proxies–FLUXCOM
within the context of ENSO variability. Here, we contrast
correlations between the inversions and proxies to correla-
tions between the Niño 3.4 index and proxies. Figure 2 shows
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correlations between the Niño 3.4 index and proxies over the
range of spatial scales. Correlations between the proxies and
the Niño 3.4 index increase with aggregation, as expected
since the Niño 3.4 index reflects the large-scale ENSO-driven
variability in the tropics. The GEOS-Chem GOSAT flux in-
versions show stronger correlations with the proxies than the
Niño 3.4 index on subcontinental regions and at larger scales
for correlations with FLUXCOM NEE and at continental and
larger scales for Tsoil. For the GOSAT L4 inversion, the corre-
lation only reaches this threshold for Tsoil at the largest aggre-
gation scale. These results suggest that GOSAT observations
provide more detailed flux information on continental and
larger scales than the ENSO index. Thus, these data could
provide insights into differences in the carbon dynamics be-
tween ENSO events and support the ability of space-based
XCO2 to inform continental-scale responses to ENSO vari-
ability as presented by Liu et al. (2017). Additional compar-
isons between posterior NEE fluxes and the Niño 3.4 index
are provided in Sect. S1 of the Supplement.
4.3 Implications of correlations between flux inversions
and proxies
The results of this study show varying degrees of agreement
between anomalies in GOSAT flux inversions and anomalies
in proxies and FLUXCOM. We consistently find that Tsoil
and FLUXCOM NEE show the strongest agreement with
the flux inversions, whereas scPDSI and SIF show weaker
agreement. In this section, we discuss agreement between the
proxies and flux inversions, as well as their implications.
4.3.1 Agreement with Tsoil and scPDSI
The results show high consistency in the timing of anomalies
between Tsoil and GOSAT flux inversions on continental and
larger scales in the tropics and on subcontinental scales in
the northern extratropics during JJA. These results indicate
that Tsoil is a useful proxy for corroborating NEE IAV in flux
inversions in both the tropics and northern extratropics. The
GOSAT flux inversion NEE IAV consistently shows closer
agreement with Tsoil anomalies than with scPDSI in both the
tropics and northern extratropics. This is consistent with pre-
vious research that has shown that NEE IAV is most closely
related to temperature anomalies on large scales (Wang et al.,
2013; Jung et al., 2017).
Although the results of this study indicate that Tsoil is a
useful metric for corroborating NEE IAV in flux inversions,
inferring the sensitivity of NEE anomalies to temperature
anomalies directly is not advised for the fits given in Ta-
bles 2 and 3. This is because a number of factors have not
been considered in this analysis. One factor is that tempera-
ture anomalies are also correlated with moisture and biomass
burning anomalies. Keppel-Aleks et al. (2014) show that ac-
counting for these covariances results in reduced sensitivity
of NEE anomalies to temperature anomalies. A second fac-
tor is that the relationship between NEE anomalies and tem-
perature and moisture anomalies is variable, depending on
large-scale climate modes. For example, Fang et al. (2017)
show that either temperature or precipitation anomalies can
be the primary driver of NEE anomalies based on ENSO
phase. A third factor is that the impact of temperature and
moisture on NEE anomalies may be lagged (Braswell et al.,
1997). Ecosystems can take a months to years to recover
from droughts (Frank et al., 2015; Schwalm et al., 2017;
Sippel et al., 2018). Baldocchi et al. (2018) found that NEE
anomalies at a number of FLUXNET sites are negatively cor-
related with themselves after a 1-year lag, implying a highly
oscillatory behavior in the net carbon fluxes from year to
year.
This leaves many opportunities for future work to further
investigate the relationship between NEE anomalies and cli-
mate variability in more detail. A further limit to the com-
parisons of flux inversions with Tsoil and scPDSI anomalies
in the tropics is that we do not distinguish between seasons.
The relationship between NEE, Tsoil, and scPDSI anoma-
lies likely has substantial seasonal differences (Rödenbeck
et al., 2018). We encourage future studies to examine sea-
sonally dependent relationships using longer flux inversions,
as well as studies that investigate lagged correlations and cli-
mate mode relationships between inversion NEE anomalies
and temperature and water availability anomalies.
4.3.2 Agreement with SIF
It is notable that correlations with SIF are weaker than those
with the other proxies. Linear regressions indicate that SIF
anomalies show some correspondence to GOSAT flux inver-
sion anomalies on subcontinental scales in the northern extra-
tropics during JJA (0.14≤ R2 ≤ 0.27), but little agreement is
found in the tropics (R2 ≤ 0.05). These results are not all that
surprising, as it is not clear that one should expect SIF and
NEE to be highly correlated, since SIF is a proxy for GPP
rather than NEE. It has previously been shown than NEE
and GPP anomalies are only moderately correlated (Baldoc-
chi et al., 2018). However, we also note that spurious trends
have been found in the GOME-2 SIF observations (Zhang
et al., 2018), which could impact the calculated anomalies.
Furthermore, due to GOME-2’s large field of view, clouds
are almost always present for measurements in the tropics.
We compared anomalies in GOME-2 SIF with FLUXCOM
MARS GPP anomalies and found that correlations are gen-
erally positive over the majority of the globe, suggesting that
IAV from GOME-2 SIF is reliable (Fig. S4 in the Supple-
ment). However, the correlations are also spatially heteroge-
neous, with the closest agreement occurring over semiarid
regions.
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4.3.3 Agreement with FLUXCOM NEE
The GEOS-Chem GOSAT flux inversions with no prior NEE
IAV showed close agreement with FLUXCOM NEE anoma-
lies in the tropics on subcontinental regional and larger
scales, as well as in the northern extratropics on subcontinen-
tal regional scales during JJA. This is a remarkable finding
as these data-driven estimates of NEE IAV are independent,
and agreement between the two estimates provides a strong
indication that the results are robust. Therefore, comparisons
with FLUXCOM NEE may provide a method for corroborat-
ing results from flux inversion studies. However, it should be
noted that the net annual NEE fluxes produced by FLUX-
COM are quite unrealistic (Tramontana et al., 2016; Jung
et al., 2017), with annual net drawdown by the biosphere of
18–28 PgC yr−1.
It may also be possible to evaluate the magnitude of NEE
IAV in FLUXCOM NEE through comparisons with flux
inversions. Here we compare the magnitude of NEE IAV
between the GOSAT flux inversions and FLUXCOM. The
slope of the linear regression between the inversions indi-
cates the relative magnitude of the inversion and FLUXCOM
NEE anomalies. Over the entire tropics, the GOSAT inver-
sions give slopes of 1.03–2.10 (mean of 1.56), suggesting
that the magnitude of NEE anomalies is underestimated by
FLUXCOM NEE. For JJA in the northern extratropics, the
GOSAT inversions give slopes of 0.79–1.59 (mean of 1.31),
again suggesting that the magnitude of NEE anomalies is un-
derestimated by FLUXCOM. Furthermore, the OSSEs sug-
gested that the inversions do not recover the full magnitude
of NEE IAV, providing further evidence that FLUXCOM un-
derestimates the magnitude of NEE IAV. This result is con-
sistent with previous studies, which indicate that FLUXCOM
underestimates the magnitude of NEE IAV (Jung et al., 2011,
2017).
4.4 Influence of the inversion configuration
4.4.1 Model horizontal resolution
The results of this study indicate that the spatial resolu-
tion of the model used in the inversion analysis (2◦× 2.5◦
or 4◦× 5◦) has a relatively minor impact on posterior NEE
anomalies. This somewhat surprising since recent studies (Yu
et al., 2018; Stanevich, 2018) have shown significant trans-
port differences for different resolution versions of GEOS-
Chem. Also, Deng et al. (2015) showed that there are large
biases in CO2 in the upper troposphere and lower strato-
sphere in GEOS-Chem that impact inferred flux estimates.
It is possible that, although the model transport errors in-
fluence the flux estimates, the resolution-dependent trans-
port processes are not sensitive to NEE IAV for the time pe-
riod considered here. However, both model resolutions ex-
amined in this study are quite coarse, and horizontal resolu-
tion becomes increasingly important at smaller spatial scales
(Agustí-Panareda et al., 2019).
4.4.2 Prior error covariances
The magnitude of the prior error covariances generally had a
significant impact on the posterior NEE IAV. In the tropics,
inversions with loose prior constraints gave larger correla-
tions with Tsoil and FLUXCOM NEE on subcontinental re-
gional and continental scales. This suggests that the informa-
tion content of the GOSAT observations is sufficiently large
in the tropics that prior error covariances of 100 % for 4◦×5◦
or 200 % for 2◦× 2.5◦ can be applied without degrading the
posterior results by over-fitting the observations.
In the northern extratropics, the inversions with tighter
prior constraints gave larger correlations with Tsoil and
FLUXCOM NEE on subcontinental regional and continental
scales, suggesting that loose prior constraints result in over-
fitting of the GOSAT observations, which degrades the agree-
ment with proxies. These results are the opposite of what was
found for the tropics and suggest that tighter error constraints
(as a percentage of NEE) should be applied in the northern
extratropics than in the tropics.
The largest impact of varying the prior error covariances
is in the magnitude of posterior NEE IAV. When loose prior
constraints are applied the magnitude of NEE anomalies in-
creases by 30 %–80 % (15 %–30 % for OSSEs) in the tropics
and 5 %–60 % (0 %–30 % for OSSEs) in the northern extrat-
ropics. These results imply that care should taken when mak-
ing conclusions about the magnitude of NEE anomalies from
this analysis. Based on the OSSEs, it seems likely that the
inversions underestimate the magnitude of NEE IAV on all
scales, but the inversions with looser prior constraints result
in a more realistic magnitude of NEE IAV. This suggests that
there is a trade-off between obtaining a more realistic mag-
nitude of IAV using looser constraints and obtaining more
realistic timing of anomalies with tighter prior constraints.
4.4.3 Prior fluxes
The presence of IAV in prior NEE resulted in reduced cor-
relations between NEE and the proxies in the northern ex-
tratropics, while the impact of prior NEE IAV was gener-
ally small in the tropics. The presence of prior NEE IAV
likely degrades the posterior NEE IAV due to the fact that
the observations under-constrain NEE IAV such that the prior
NEE IAV strongly influences the spatiotemporal distribution
of IAV in the posterior NEE. In fact, the posterior NEE IAV
is generally more strongly correlated with the prior IAV than
the proxies and FLUXCOM. Only on the scale of the entire
tropics is the correlation with the prior NEE (R2 = 0.42) less
than with the proxies (R2 = 0.61 for FLUXCOM NEE and
R2 = 0.56 for Tsoil), indicating that the observations are in-
fluencing the posterior NEE IAV more than the prior NEE
IAV (Sect. S2). This suggests that the impact of prior NEE
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IAV on the inversion is likely strongly dependent on how
well the prior NEE IAV reflects the true NEE IAV. Realis-
tic prior NEE IAV would likely improve the posterior NEE
IAV; conversely, unrealistic prior NEE IAV will degrade the
posterior NEE IAV. This implies that the realism of the prior
NEE IAV should be investigated before including it in an in-
version analysis. If the objective of the experiment is to ex-
amine the timing of posterior NEE IAV introduced through
the assimilation of observations, then we recommend that an-
nually repeating prior fluxes be used to investigate NEE IAV.
The impact of the prior mean seasonal cycle on posterior
NEE IAV was investigated in a series of OSSEs. We found
that correlations with the true NEE IAV were improved on
continental scales when the mean seasonal cycle was closer
to the true NEE IAV.
5 Conclusions
In this study, we examined the constraints on NEE IAV pro-
vided by GOSAT observations by performing a series of flux
inversions. We addressed two main objectives in this analy-
sis. The first objective was to quantify the agreement between
GOSAT flux inversions and flux proxies, which are associ-
ated with IAV in the terrestrial carbon cycle, and FLUXCOM
NEE. We found that posterior NEE anomalies were strongly
correlated with FLUXCOM NEE and Tsoil anomalies but
gave weaker correlations with scPDSI and SIF. Strong cor-
relations (P < 0.05) were found with FLUXCOM NEE and
Tsoil on continental and larger scales in the tropics, suggest-
ing that GOSAT flux inversions can capture NEE IAV on
these spatial scales. In the northern extratropics, JJA poste-
rior NEE anomalies were found to show strong agreement
with anomalies in Tsoil (0.57≤ R2 ≤ 0.65) and FLUXCOM
NEE (0.49≤ R2 ≤ 0.65) on subcontinental regions when no
prior NEE IAV is used.
The second objective was to quantify the sensitivity of
correlations between posterior NEE anomalies and proxy–
FLUXCOM anomalies to the inversion setup. We found that
the agreement between the flux inversions and proxies can
be sensitive to the inversion setup. Posterior NEE anomalies
were most sensitive to the prior fluxes and error covariances.
The inclusion of prior NEE IAV had a substantial impact on
the posterior NEE anomalies, and OSSEs showed that prior
NEE IAV can degrade the correlation between the posterior
and true NEE IAV. Therefore, if prior NEE IAV is included in
future inversions, attempts should be made to test the realism
of the prior NEE IAV. The magnitude of prior error covari-
ances had a large impact on the magnitude of the posterior
IAV, but the amplitude of NEE IAV is likely underestimated
even if loose prior constraints are applied. Although not ad-
dressed in this study, correlated errors between GOSAT ob-
servations may introduce structures in the posterior NEE es-
timates, and thus we recommend that future work address the
possibility of prescribing non-diagonal terms in the observa-
tional error covariance matrix.
The results of this study suggest that GOSAT measure-
ments provide a useful constraint on IAV in the carbon
cycle. Further study of the relationship between GOSAT-
constrained NEE and environmental variables is merited
given the results discussed here. In particular, the mech-
anisms driving these covariations should be further inves-
tigated. Lagged relationships between GOSAT-constrained
NEE and environmental variables should also be investi-
gated. Future research could also investigate differences in
IAV between GOSAT-constrained NEE and that produced by
TBMs. Given the better agreement with the proxies, GOSAT-
constrained NEE IAV may provide a tool for evaluating the
TBM-simulated NEE IAV in the future.
Data availability. CarbonTracker CT2016 results were provided
by NOAA ESRL, Boulder, Colorado, USA, from the web-
site at https://www.esrl.noaa.gov/gmd/ccgg/carbontracker/ (Na-
tional Oceanic and Atmospheric Administration , NOAA). CASA
GFED 4.1 and CASA CMS NEE fluxes were also downloaded
from the CT2016 website. The GOSAT L4 product and VISIT
NEE were downloaded from the GOSAT Data Archive Ser-
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(https://avdc.gsfc.nasa.gov/; Aura Validation Data Center, 2019).
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Max Planck Institute for Biochemistry (https://www.bgc-jena.mpg.
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istry, 2019). MERRA-2 products were downloaded from MDISC
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(DISC). The GEOS-Chem forward and adjoint models are freely
available to the public. Instructions for downloading and running
the models can be found at http://wiki.seas.harvard.edu/geos-chem
(Atmospheric Chemistry Modeling Group at Harvard University ,
2019). ACOS GOSAT lite files were obtained from the CO2 Virtual
Science Data Environment (https://co2.jpl.nasa.gov/; Jet Propulsion
Laboratory, California Institute of Technology, 2019). The SST
anomalies were downloaded from the National Oceanic and Atmo-
spheric Administration (NOAA) Earth System Research Laboratory
(ESRL) website (https://www.esrl.noaa.gov; National Oceanic and
Atmospheric Administration , NOAA).
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