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Abstract. The specification of abstract data types requires the possibility to treat exceptions and 
errors. We present an approach allowing all forms of error handling: error introduction, error 
propagation and error recovery. The algebraic semantics of our method and a new correctness 
criterion arc given. We also introduce an operational semantics of a subclass of our specifications 
which coincides with the algebraic semantics. 
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1. Introduction 
Abstract data tyoes offer promising tools for the specification and implementation 
of programs. Research in this field has been initiated by Guttag [9] and Liskov and 
Zilles [ 111. Pleasant features of the method are thG:t it is well-founded algebraically 
[ 1,3,4, 161 and operationally [ 14, 10, 13, 151 and thaz it is a sound basis for specifica- 
tion languages. 
The problem of handling exceptiorls and errors in ;;bstract data types has been 
studied in [6, 1,7,8, 12,2] and an operational treatment hsc been given in r5-i 
We here modify the approach of Engels et al. [5] and stuGy :!x algebraic :Ind 
operational semantics of specifications allowing error and exception: ’ )nd.. q We 
distinguish syntactically between error introducing and normal funct;! Y 8: url~ 2110~ 
two different types of variables for the same sort. Thus all forms of errs and 
exception handling, i.e., error intro&+’ 3n, error propagation ?zid error recovery, 
may be treated. We avoid the stri8.y ) L Jpagation of errors as in [I, 7, I2]? the 
transformation of axioms via new operations as in [l] 2nd the introduction of a 
semi-lattice structure on the set of sorts as in [8]. 
Section 2 gives an informal introduction to our method. In Sections 3 and 4 we 
present the algebraic semantics of our specifications. Section 5 gives a new correct- 
ness criterion and Section 6 introduces the operational semantics of a subclass of 
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our specifications and 3: -‘IOWS that it coincides with the algebraic semantics. Appen- 
dices A ;ind B offer more examples. 
2, The basic idea 
The natural numbers are an example of a simple data type, which needs error 
and exception handling. We are going to use the natural numbers in different versions 
throughout the paper. 
Errample 2.1. To specify the natural numbers we need the following functions: 
0: -+nat 
pred, succ : nat + nat 
plus, times : nat X nat -+ nat. 
The axioms are given by 
pred(succ( 11)) = 
pred(O) I= error 
plus(0, rr) = n 
plus( succ( n ), m 
timeslO, 57 ) = 0 
tknes(succ( rr ), m j =I plust 112, tjmest 17, m ) ). 
But Lth3t is the sc~mantics of’ an axiom 1ik.e predt.0) = error‘? If we treat ‘error’ as an 
cxtv constant in nat, we Cl1 find times@, prod) = timestO, error) = 0 and so the 
introdwcttd error has been forgotten by axiom (AS). This might suggest he idea that 
ururs uhrdd prcqagatv and so we could add the following axioms: 
succ( error 1 = error (El) 
pred( error j = error (W 
plusterror, II ) =- error (E3) 
ptus(n, error) = error (E4) 
tinies( error, 11) - error (ES) 
titnes( 11, error) = error. 
i 
I’ E6) 
Rut unfortunately we did not really specify what we had intended, because unwanted 
I.orztrutlic.ff~)n.~ occur. 0 = times((), error1 == error holds due to eqwtions (AS) and (EM 
‘rnd .sro succ”( 0) = error for every rrr c N,, due to (E I 1. (This critical problem was tirst 
pointed out in [I].) There are other reasons which do nd3t support the idea of strict 
error propagation. For example, consider a straightfcrward specification of the 
t-:tctori;rl fuflction on the nittural numbers: 
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With the error propagation idea in mind we will find 
facto) = if(eq(O, 0), sux(O), times(O, facCpred(0)))) 
= if( true, succ(C;), times( 0, fac( error))) 
= if(true, succ(Cd), times(O, error)) 
= if(true, succ(O), error) = error. 
We present an approach which allows all forms of error handling, i.e. e . Y 
introduction, error propagation and error recovery, to be treated in an easy/ way 
and which avoids difficulties like the above. Our main instruments are: 
- the partitibn of the carrier sets into a normal and an error part, 
- the syntactical classijkation oJfunctionA into those which introduce errors in normal 
situations and those which preserve ok states, and 
- the introduction of wo types of variables. The first type will serve for non error 
situations only, the other for ok an& exceFtiona1 states as well. 
Example 2.2. We give a specification for the intended natural1 number algebra 
including an error constant. 
f CCC :nat + nat 
pred : nat + nat : mm, h 
plus, times : nat X nat + nat 
error: + nat : umafe. 
Functions, which might introduce errors and error constants,, t4rr;rsqf~ .funchns w . 
we call them, are indicated ir the signature by “:un.sa/e”. The other functions are 
called ok .fkctions. 
The signature gives a class~katiorzfor all term:; t. If an unsafe function occws in 
t, it is not known whether an error might be introduced or not and so t is viewed 
as a possible error and called unwfe term. If oni:! ok functions occur in t, WC i.nz. 
t corresponds to a natural number. In this case, t is called an ok rerm. 
We mark pred as an unsafe function, because it introduces an error when applied 
to the ok value 0. For the functions succ, plus and times we know that they will 
return ok values when they are applied to such ones. 
The crk part of the intendec. carrier set are terms of the form succ”(0) with ~7 E No 
corresponding to the natural numbers. The error part of the carrier set are terms in 
which the function symbol ‘error’ occurs. These terms can bz seen ;ci~ error tneli;sages 
informing about illegal application of pred to 0. 
We now use ok variables yd ad VI which means they serve for non error situations 
only, i.e., only for ok terms. The axioms are exactly (Al )-(A61 of Example &I, but 
there are semantical differences. It is not allowed t c sti’bstitute fcr exblmple thk term 
‘error‘ for variable IZ in axiom (A5 1 and th erefore the dificulties described in 
Example 2.1 do not occur. 
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Now the following identities hold: 
- predl succ( succ( pred(succ( 0))))) = pred( succ(succ( 0))) = succ( 0). 
Please note Zt is not allowed to substitute succ(pred(succ(0))) into the ok variable 
n in axiom (Al ), but we may substitute the semantically equivalent term succ(0). 
This wili be clarified later. 
- times1 0, pred(O)) = times(O, error). 
No further simplifications can be made on the last term, because axiom (AS) 
cannot be applied. The term can be seen as .an error message within its environment. 
3. Algebras with ok predicates 
In +is and the following two sections we show how the results of Goguen et al. 
[ I 1~. r!# over to our notion of algebra. The syntax of our many-sorted algebras with 
ok pi-:JicMes is defined via a signature, which gives names corresponding to the 
sorts c&’ tile carrier sets and to the operations on these sets. Our carrier sets are not 
hnmoci: F ~c)us, because we want to distinguish between normal situations and excep- 
tions. 5: .*:. t: I is reason the signature for an algebra with ok predicates identifies those 
function ;, mbols which correspond to operations introducing errors in normal 
situations. Th x.-efore, there are ok predi#cates on function symbols and ok predicates 
on each sort. 
Definiriion 3.1. A sjgnafure (with ok predicates) is a quintuple (S, 1, arity, sort, 
ok\ ), where 
(a) S is a set (of sorts), 2‘ is ‘3 set (of function symbols) and: 
(b) ariry, sort and ok1 are the following mappings: 
arity : 2i + S*, 
sort:2’-+s, 
ok \ : 2‘ --, IWOI_. 
- A signature (S, Z, arity, sort, ok\) will often be denoted by 5 only. 
- Given ;I function symbol cr, arity(tr) = sl. . . stz denotes the sorts of the arguments, 
sorti C) = s gives the result sort. This is written as u : sl x l 9 l x sn -+ s. 
- ok> ( u) - TRUE means u :b XI nk~firtwtion spdml, while ok, (u) = FAI_SE indicates 
an unsgfe ftrtrctim .sp~bol. The notion of ok and unsafe functions will be made 
clew by the following definition. 
D&Won 3.2. Let signature 2 be given. A v --algebra i with ok predicates) i- a triple 
( A, F, ok ,1 i, where 
: a ! d - (A,),. ,s is an S-indexed family of sets, 
t bl I*’ -y (u ,),,. L is a \’ ’ &-indexed family of functions, for every function :symbol 
(r : \ i F’ - - ‘ x stt -+ s we have a function CQ : A,, x - - . x A,,, + A,, and 
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W OkA = WA. s is an S-indexed family of predicates, ok, : A, + BOOL, such that 
(d) for everv function symbol U: sl x l l l 
(al,..., - 
X sn + s with ok,{ a) = I~JII: and 
an)E A,, :+ l - xA,. with Ok,i(ai)=TRUE for i= l,... , n, we have 
ok,(cT,(al,. . . , ~))=TRuE. 
- Parts (a) and (b) correspond to carrier sets and functions of the conventional 
notion of algebras without ok predicates. 
- A X-algebra (A, F, okA) will often be denoted by A only. Whenever no ambiguity 
arises, we will omit indices of the predicates: for a function symbol U? ok(a) 
means ok&) and, for a c A,, ok(a) means ok,(a). If ok(a) = TRUE hoIds, we 
call aA an ok function, otherwise an unsafe function. 
- For CI E A,, ok,J a) = TRUE. will mean Q is an ok elemtint of A,, otherwise it is 
called error element. The ok predicates split the carrier sets into an ok part ,qok 
and an error part A,,,: 
A ok = (Ac\k..\)rc S, ‘%k,s = b t= As lok,b) = TRUE), 
A err = eLr..AI s’, A,,,-+, = {a E A, 1 ok,(a) = FALSE}. 
For ihe anplichtion we have in mind the ok elements correspond to normal 
situations -vhile the error elemenrs indicate exceptional states. 
- Part i d) of the definition requires that okjunctions yield ok values_for ok arguments, 
or in other words, only unsafe functions may introduce errors when appllied to 
normal situations. Because we have to treat these unsafe functions carefully, we 
distinguish them syntactically from ok functions. This guarantees that whenever 
an expression consisting only of ok functions is applied to ok arguments, it will 
result in an ok element. For expressions including unsafe functions this is not 
known. 
- Every algebra with ok predicates can also be interpreted as a conventional iylgebrtl 
&hout ok predicates by just omitting the predicates. On the other hand,, every 
conventional algebra without ok predicates can be made into an algebra with ok 
predicates by demanding all functions to be ok funci,ions and all elements toI be 
ok elements. The same holds for signatures. 
.I The notion of partial algebra may be embedded into the notion of algebra with 
ok predicates by making all partially defined operations into tinsafe functions, 
completing them using bottom elements _L,~ for every s E S and then interpreting 
these elements ;AS the only error elements in the algebra. 
Examplr 3.3. We describe the natural numbers together with zn extra error eilennent, 
which is introduced because we want to apply the predecessor function tcl U. Let 
S .= { bool, nat} be the set of sorts. (The sort ‘boo!’ used here is of’ course (dirt’erenlt 
from the meta-sort ‘BOCL' IJsed in the previous definitions.) The set of ifwction 
symbols together with t?leir arity and sort are denoted conventiona!iy in a list L’nsafit: 
function symbols will hie indicated by “:unsgzfe”. 
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fa Ise, true : + boo1 
0: +nat 
succ. nat -+ nat 
pred : nat --* nat : unslrrfe 
negative : + nat : unsafe 
if: boo1 x nat x nat + nat. 
The carrier sets and the ok predicates on them are given by 
A ho01 =u tl okhool( b) = TRUE 
‘l’he functions corresponding to the function symbols are defined by 
true,,I : - t 
‘Y + I 
i 
if n E A,,, 
SUCC,~ : n t--, 
I I.‘“,( if n = e,,,,, 
pred, is an un,afe function, because only for some ok arguments it yields ok results, 
for the ok value 0 it returns the error element e,,_,[. In rhis sense we call pred,, an 1 
fmur intro kctiort jikwtion. Of course, negative A is unsafe as well, but al! others 
functions are ok, because for ok inputs they yield ok rest ts. We call ifLI an error 
remt’ery ftrrnctimz, because for some error arguments (that telc3ans at least one of the 
;\rguments is an error element) it returns ,in ok result, e.g., SfJ t, 0, e,,J = 0. j~~cc,,~ 
is a .stric.t.firtzction, in the sense that ok arguments return ok valules and error arguments 
return error values. negative .$, returning always error elements, is an error_funl’tion. 
For cverfp’ Ggnature 1 we deline the term algebra with ok predicates in the 
following wav. 
4 ;i f ( IT, FL 1 is the conventional term algebra without ok predicates. T1 = ( T),, + 
c- ! ir, l@,r 2. 
(hi ok, -iok i a,\ \’ 
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- A term is an ok term if and only iif all function symbols occurring in the term are 
ok function symbols. 
- Our term algebras are well defined, that means TX is a Z-algebra with ok predicates 
satisfying part (d) of Definition 3.2: Given an ok function symbol c : sl x l . l x sn -+ 
sandoktermstiofsortsifori=l,..., n (i.e., onfly ok function symbols occur 
in ti), then aT( tl, . . . , tn) = a( tl, . . . , tn) is of course an ok term. 
Example 3.5. For the signature of Example 3.3 the term algebra is described by the 
following context-free productions, where L is the generated language. 
(bool) : : = false 1 true 
(nN) :: -- OlnegativeI~ucc(jllat))! pred((nat)) 1 
if((bool), (r-rat), (natj) 
T I~OOl -= L((bool)) 
ok tVol( h ) =: J-H(lb 
La, = L((nat)) 
ok,,;J 1) 
if negative or pred occur in r, 
= 
otherwise. 
For exampk, if$rue, 0, succ(0)) is an ok term and pred(succ(O)), pred(O) or 
if(true, 0, negative) are error elements in the term algebra. 
X-algehr:ls with ok predicates may be compared by structure preserving mappings 
called Z-algebra morphisms. 
Definition 3.6. Let X-algebras <Ai, FZ, ok,I, j. ( A2? I?, ok..J be given. An S-indexed 
family of functions h = (h&+ 12, : Al, + A2, is called &algebra morphism if: 
(a) h is a morphism between A I and AZ, v&ved as algebras without ok predicates, 
and 
(b) for s E S and a E A,,, ok,Ja) implies dq&h,(a)). 
A morphism is called injective (respectively surjectit.z) if every h, is injective: 
(respectively surjective). 
A morphism is callcd strict if, for s E S ancl a 6. A I,, oknr (a) = ok,,&,(a)). 
.- Because of the additional predicate structure on signatures and algebras we require 
in part (b) that no ok element may be mapped onto an error elersent or in other 
words that the ok pmperty for eltwzentJ ;., p peserued. 
- The isomorphisms are the injective, surjective and strict m~~rphismsl. The strictness 
property is necessary, because we do not only want the operational structure but 
also the predicate structure to be respected by isolrz-iorpilisrns. 
- /I,,~ and I?,;, denote the restriction of h to c k and errt!:r c:ernents, 
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For strict morphisms we can denote II,,,, of course by 
Example 3.7. The following is an example of a morphism between algebras with 
ok predicates and a motivation for the freedom of allowing error elements to be 
mapped to ok elements. We give a morphism from the term; algebra of Example 3.5 
into the a!gebra of Example 3.3. It is the uniquely determined morphism between 
these algebras taken without ok predicates. 
h 
l Thool boo1 *
false 
true 
I7 nrrt : T,at 
0 
negative 
succ( t) 
pre4 t 1 
if( h, tl, 12) 
+ Aboo, 
-f 
Ht 
+ A”,, 
-0 
11 respects rihe operations and h preserves ok elements, which can be seen directly 
f’rom its definition. What h does is simply that it sends a term to the correspond- 
ing value iin A when the term is evaluated. So succ(succ(0)) will naturally be 
mapped to 2 and, of course, the error (or unsafe) terms pred(succ(succ(O)N, 
if( true, 0, negative) and pred(0) will result in I, 0 and e,,8(, respectively. 
The next theorem will show that this morphism is the only morphism between 
such algebras, i.e., our term algebras are initial. 
Theorem 3.8. Let signature E, term algebra T1 and Zolgebra A be given. Tl2422 thew 
exists a unique morphism F : TI + A, or, in other words, T, is initkl in the elms of all 
Sulgebras. 
Proof. We 4ready know from Goguen et al. [ 11 that there exists a unique morphism 
h:T,+ A viewed as a mapping between al;;ehras without ok predicates. 
‘tie have to prove that this mapping is a morphism between algebras with ok 
predicates 21s well, i.e., part (b) of our morphism definition holds. By induction on 
the depth of terms, wt show that, for each t E T,, ok(t) implies ok( h( t)). 
Let f == (7, (7: -9 s. If ok7,,( u) = TRM, ther okA (u) ;-. TRW and therefore TRUE = 
4 +,( (r,l 1 -= ok _l, t \I,( 0 according to the definition of algebra pati (d) and the 
definition of IL 
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Letl=u(tl,...,tn),a:slx=** x sn + 3. Jf okT,J t) = TRUE holds, then ok&) = 
TRUE and ok,,,( ti) = TRUE for i = 1, . . . , n. This implies 
ok/,.s(kW) = ok,.,qh,bW, . . . , tn)) 
= okA.Jq,(hsr( tl ), . . . , h,,( tn))) = -~JE 
according to the definition of h, the induction assumption and the definition of 
algebra part (d). q 
4. Specifications 
An important difference between our specification technique and the usual alge- 
braic specification with/out error handling is that we introduce two different types 
of variables for the same sort. Variables of the first type will serve for the ok part 
of the corresponding carrier set only, variables of the second type for the whole 
carrier set. 
c 
Definition 4.1. Let signature 2’ be given. A tuple ( V, okv) is called a set qf variables 
(with ok predicates) for C if: 
(4 V=W,Ls . is an S-indexed, pairwise disjoint family of sets (of variables), 
each V, disjoint from E, and 
(b) ok, = (ok.,),, s, ok\;, : V, --* BOOL is an S-indexed family of predicates. 
- A set of variables ( V, ok,) is often denoted by V only. 
- When no ambiguity arises, ok(v) means ok,, ( v) for v E V,. In analogy to ok and 
unsafe functions we use the notions of ok and unsafe variables. 
Definition 4.2. Let signature 2, X-algebra A and variables V be given. An assignment 
to (or interpretation of) the variables is an S-indexed family of functions I = i:JsjrtS1 
!\ : V, + A, such that ok,,(u) implies ok,(I,(u)) for SE S and VF V’$. 
- If ok( ~7) =TRLJL holds, ii is not allowed to assign an errcr elsmsnt to v, ok( v)i = 
FALSE indicates that u may hold ok or error values. 
Example 4.3. We give variables for the signature of Example 3.3. 
V hool = c? 
ok(n) = TRUE 
V rut = In9 lz+l 
ok( n+) = FAI SE. 
Assignments into Ihe algebra of Example 3.3 are 
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Rut the following mapping is not an assignment: 
I II;11 : n - Gut fl+- 154. 
Definition 4.4. Let signature C and variables V be given. The extended signature 
(S, 2( V), arityz, ,,), SOQ;, v), okX( \,,) is defined as follows: 
(a) ~A+=~uLJ,~, Ys, 
(b) arity-, v,(a) = if 0 E Vs then E else aritv( a) fi, 
(c) sortL.( o/,(~) = if u E V, then s else sort&) fi, 
(d) ok l,v,(g)=ifvE Vsth$nok.,(a)elseokL(a)fi. . 
- Variable5 are treate’d as constants of the according type. 
- t T& vJ, L, v), okT;\, “,) is a 2( V)-algebra, but we want to treat it as a E-algebra. 
$;o we omit the variables from the signature, leaving the carrier sets and predicates 
unchangled, and we forget the operations corresponding to the variables as well. 
the resu!tirig algebra is denoted by 7”‘( V). 
We next show that for our notion of algebra and morphism there alwa>,s Loxist 
free algebras. 
Proof. TIM-C is a unique _! viewed as a morphism between algebras without ok 
predicate\. This _I is a morphism due to our definition as well. We have to show 
that ok(_l( t)) = TKCjE is valid for every ok term t. 
If t e_ r\, then ok(_l( t 1) = TRW holds, because Tl is initial. 
If I c 7”’ i V) - T,, then there are s E S and P E V, occurring in t and, for all variablsj 
t’ in t, ok( 19 - TR~JE holds. This implies okt I( ~7)) = TIWE and because t is an CA 
term, A1 function symbols u occurring in t have ok(tr) := TRW. So there are onI.; 
ok functi(-tns applied to ok elements and A is of course ;t L’-algebra. So okt_l( /)) =y 
TKL+ holds. i_l 
The no’tions of \’ --eyuatim and of equations .sati.s$ed by 11 Xalgebra are definad 
as uwal. A wngrumw on an algebra with ok predicates is just an algebra congruence. 
Hut p&se note that our definition ot’ assignment implies that there is a restrictim 
ic) the whitutrm~ +” wricddcx An equation may be \ralid although it aoes not hold 
for ww- c”ltlments ubstitrlts,:l for ok v;lriables. Such an equation had been given in 
I: u3rnplc 2.2 with ;ixiionl t A5 1. 
Example 4.b. Let tl. r~ I + and L%- be variables of sort nat with ok( I?) = TRUE and 
(ilklrrl -+-I == ok{ r&- I - I - F.4t.w. Then the algebra of Example 3.2 satisfies the following 
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pred(succ( n)) = n 
pred(0) = negative 
if(false, nl+, n2i-) = n2+ 
if(true, nl+, n2+) = nl+ 
s- rc(negative) = negative 
pred( negative) = negative. 
But, for example, the equation 
succ( pred( n ) ) = n 
does not hold, because succ,.& predJ0)) = succ,J enAt) = e, its 
Given a E-algebra A and a congruence relation = on it, the quotient A/= of A 
by = can be made into a E-algebra with ok predicates by defining the carrier sets 
and operations in the usual way and by letting a class be ok if and only if there is 
an ok zlenxnt ot’ he algebra in it. In this sense, TRUE dominates FALSE with respect 
to the ok predicate of a class. 
Definition 4.7. Let signature E, S-algebra A and congruence = =- (= ,),., s be gi\,en. 
(a) (A/=, F+ _) denotes the usual quotient of an algebra by a congruence relation 
on it. 
(b) ok.,. ._ =(oli. ,J,. s IS an S-indexed family of predicates. 
TRUE 
ok-.,,([a]) = 
if there is a h E [a] with ok&h) -TRUE, 
FAME otherwise. 
We now have to show that our quotient really is a E-algebra with ok predicates. 
Lemma 4.8. (A/ =, F.,: _ , ok,.,, ) is u Z’-a/g&*u with ok predicates. 
Proof. We already know A/ = is a ,5’- algebra without ok predicates. SC ae only prove: 
For every cr:sI X. - l X MI + .v with ok2( U) = TR~JE and every cri E _4,, with 
ok.__,,([ai]) = TRLE for i = I,. . . , n we have 
ok , ., ( CT..~ ([al], . . . , [ml)) = TRUE. 
ok _ ,,,([oi]) = TRUE implies there are bi E [ai] and ok,,,, ( hi) I= TKCF-.. It fisllows that 
ok.,.,( ‘r/I{ hl, . . . , bn )) == ‘I’KLJE holds. So we have 
ok~,,(o,/=([al], . . . , [an])) = ok-& ~,.,/_([bl], . . . , [bn])) 
==ok.,,([dbl,. . . , bn)])=ok,+(~(bl,. . . , bnj)=T~tlt:,. •I 
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For a given set of equations E with variables the induced set of constant equations 
E ( T\- ) and the generated least congruence relation denoted by = E = (= E.P)SE S are 
defined in the usual way. There always exists such a zE since we know that there 
allways is a least congruence generated by a given relation if we deal only with 
ailgebras without ok predica.tes and our congruence definition did not involve the 
predicates. For brevity we often denote 5 E by = and a = &I by Q = b if no 
ambiguities arise. 
Example 4.9. If we look at the equations of Example 4.6, we find that the following 
pairs are in E( TX ),,t due to the first equation: 
(pred(succ(O)), 0) 
(pred( succ( succ( 0)) ), succ( 0)). 
Rut tlr-: following pairs are not in Ei TL )n;kl: 
(pred(.succ( negativu)), negative) 
(pred(succ(pred(succ(O)))), pred(succ(0))). 
C)n the other hand, the last pair is in rhe congrtrence r lation generated by E( T1 ): 
ipred(succ(O)), 0)~ E( T,),,,,+pred(succ(O)) .z 0=+ 
succ( pred( succ(0 )) j = SUCC( 0) 3 
pred(succ(pred(succ(0)))) =pred(succ(0)) = 0. 
The pleasant thing about out approach to error and esception handling is that 
the fundamental initiality result of Goguen et a!. [l] is still valid. 
Proof of Theorem 4.10. We know rA is initial in the class of all 1’-alcgehras and 
therefore we have unique morphisms 11, and II.,: 
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without ok predicates. So we only have to show condition (b) of our morphism 
definition is valid for this g. 
If ok%&]) = TRVE holds, we know therz is a 1% [r] with ok,( t’) = TRUE So we 
conclude 
o~AMKIH = Ok,&([?‘])) = okA( kq( 2’)) = TRUE, 
because of the independency of representatives and the definition of g and the 
requirement hat a morphism has to respect the ok property. Cl 
Example 4.1! . Tks +zQtient of 7” in Example 3.5 by the equations in Example 4.6 
is isomorphic to the algebra of natural numbers in Example 3.3. 
Example 4.12. We want to explain exactly how the quotient term algebra of Example 
2.2 looks. The operation declarations had been given by (we use ‘negative’ instead 
o 1‘ error’ 1: 
O:+nat 
succ : nat --* nat 
negative : --* nat : unsqfe 
pred : nat --, nat : unsafe 
plus, times : rlt X nat - nat. 
The equations & LAG used ok variables ,‘z NKI 1~ of 3ort nat: 
pred(succ(n)) = ta W 1 
pred(0) = negative W) 
plus(0, n) = n (A3) 
plUs( succ( tl 1. tn ) = succ( plus( n, tn ) ) (A4) 
!ime5;(0, n ) = 0 (\A5 j 
times( succ( rl). nr ) = plus( ~tl, times( II, nt )). (A6) 
We give a description of TX.,. by means of a canonical term algebra. Every congruence 
c&s still be represented by a word of the context-free languages defined by the 
LAowing productions: 
(ok-nut) :: = 0 1 succ( ok-nat)) 
(err-nut) 1: == negative 1succ( err-n&) ( predi (err-nat)) 1 
pl us( (err-n&. (nat) 11 
plus( (ok-nut), (err-nat) 11 
times( e Sr-nat), (nat)) 1 
timesi (ok-nat), (err-nat)) 
(nat) :: = (ok-nat) (err-nat} 
T\.I-.n,,l.,,L = U (ok-n.4 1 
G, I .n.a.err = L( (err-n&). 
I he ok part of the carrier set I-epreserxs the natural numbers, the error elements 
c .UI b< seen :~LS error messages informing about illegal applicatior;s of the predecessor 
function to 0. Examiples of operation applications are 
predX,[; (WCC(O)) I= 0 
pred,,, (0) = negative 
pred>, E(negative) = pred( negatiF e \ 
plus,,&ucc(O), succ(0)) = !~ucc(succ(o)) 
timesX,E (0, succ(O)) = 0 
timesX,E (0, negative) = times(O, negative). 
Please note equation (A5) is valid and times:,[. (0, negative) ecaluates not to 0. 
Example 4.13. Appendix A gives the obligatory-stack example this time including 
c?rception handling. 
We now know that for given signature Z, variilbles V and equations E there 
~tlways exists an initial S-algebra which can be chosen as a srmdard .sen~antits. So 
we put together signatures., vari&let; snd e(;llati(lnc zc usual, getting a specification. 
Definition 4.114. A spec($cation is a triple (2, V, L ), where G is a signature with ok 
predicirtes, V Is a set of variables with ok predicates and E is a set of X-equations. 
5. Correctness of specifications 
The usual notion of correctness of specilications --the isomorphism between the 
specified algebra and the given model-is somewhat too strong for our purpose. 
Our main interest lies in the ok part of the zu-r;:r stats. If we look at Example 4.12, 
WC’ axxld not like the whohr bunch of error elements to appear in our model. The 
main thing about terms like succ(negative) and preci(negative) is that the) are error 
elcrner;is and it is not important here that they are different. So we allow dit’ferent 
error elements of the specified algebra to be identified in our model. 
- WC permit that the morphism 11 identifies clartain error elements, tis long as the 
opcration:J structure on the ok and error part is preserved. Because rhere may 
1~ more error elements in the specified algebra than in the model, the spcl‘ification 
may define a somewhat richer algebra than the model. 
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- The conuerIlional notion qf correctness of spedjicutions for algebras without ok 
predicates may be embedded into this correctness criterion, because then we only 
deal with ok functions and ok elements and so T’2’E,err = A,,, = (4. 
- Of course, sometimes it is necessary for the specification of a given model to 
introduce new sorts and operations that are not part of the model. In this case 
not 7& but the reduct of Tlari with respect o the signature of the model wit1 
be considered in the correctness criterion. We prefer our notion here for simplicity 
of formalism. 
Example 5.2. We give a UJrrecf specijkatkm for the algebra A defined in Example 
3.3. The signature has been given by 
false, true: + booI 
Q:+nat 
succ : nat + nat 
pred : nat --, nat : ctr?sa~t~ 
negative : -3 nat . ~irasqfk 
if: boo1 x nat x nat + nat. 
The asioms E using o? variable H and unsafe variables ~7lf and n2+ of sort r-eat 
are given by 
predf succ( n) ! = II 
pred(W = negative 
ifftrue, ,?I+, II?+! = rrl+ 
if(false, nl+, m?t ) = nZ+. 
Agam we give a description of T’,,. by means of a canonical term algebra using 
the context-free languages defined by the following prociuctions: 
(bool) :: = false\ true 
(nat) :: = (nat-ok) 1 (nat-err) 
(nat-ok) : : = i) 1 succ( Gnat-ok)) 
(nzlt-err) :: = negativ: 1 succ({nat-err) I 1pred( (nat-err) 1. 
1 he qwAo:ls in +L., ;w defirwd in the usual day, e.g.. 
WCC>. f :r-SUCC(f) 
WCC” ‘(0) ifr=succW) snd n >O, 
if t ==O, 
if t E U(nat-err)). 
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We now define a mapping h : 7& + A: 
II - j\:,k-.hooi -+ Ahod Iwol 
true Ht 
false Hf 
I1 nat : G,~.nat + A,,, 
n if t E L((nat-ok)), t = succn(0), 
t 
4 nal if t E L((nat-err)). 
To prove that h is a strict morphism, we have to show: 
(1) h(o,,,(al,. . . , an))=~&daI), . . . , h(an)) holds for every CTE C. 
(2) okx,;(al,=ok,(h(a)) for srS and aEA,. . 
We prove’( 1) for pred, the other functions symbols may be treated in an analogous 
way: h ( pred L.r4r)) = prwM.W). 
We distinguish three cases for t: 
Cuse 1. t E Lt(nat-okjj and t = succ”(0) with n > 0, h(predL,l: ((;ucc”(O))) = 
h(succ”^_‘(O)) = n - 1 = pred,.,( n) = pred,( tl(succ”(O)j. 
Case 2.. I = 0, h(predY,,,(0)) = h(negative) = e,,at = pred,4(0) = pred.J h(0)). 
I&e 3. t c L( (nat-err)), h( predl,c.-( 1)) = h( p?ed( t)) = enal = pred,( e,,;J = 
pred,Jh(t)i. 
The strictness of h, its bijectivity on the ok part and1 its surjectivity on the error part 
can be seen directly from its definition. The specified algebra is correct with respect 
to the algebra A of Example 3.3, although all error elements are mapped to the one 
error clement in A. If we want to get a S~IYVI~~J* correc? specitication, we have to 
aJd the equations succ( negative) - negative and pred( negiltivc) = negative. 
Example 5.3. In [I), :I specification for the data type boo1 intruding error handling 
and its correctness proof is given. We want to specify this data type with our method. 
false, true : + boole 
error: + boole : unsq/> 
not, ok : boole -+ boole 
and : boole x boole -+ boole 
ife : bode Y boole x boole -+ boole. 
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t ifb=randb’=r, 
and,:(6,6’)- ifb,b’#eandrb=forb’=f), 
e ifb=eorh’=r, 
6’ ifh=t, 
ife,:(b, h’, 6”)~ 6” if6 =J 
4 ifb=e. 
The equations using ok variables 6, 61 and 62 and unsafe variables b+, hf + and 
6,3+ look like 
not( true) = false 
not( nof( 6)) = 6 
and(true, 6) = 6 
and( false, 6) = f&e 
and( hl,62) = and(b2. l~i) 
ife(true, bl+, 62+) = h! + 
ife(false, hl+, IQ+) = 62-t 
not( error) = error 
and(error, 69 = error 
and( b+., error) = error 
ife( error, 61 +, hi!+ ) = error 
okifalse) = true 
ok(true) = true 
ok( error) =* false: 
/ * axioms for not */ 
/ * axioms for and */ 
/ * axioms t‘l a / 
/ * error propagating a~~,,rns * / 
/ * axioms for ok */ 
The specified algehr;l is strongly correct with respect o the given model. The error 
propagating axioms are only needed because the function ok has to be defined 
completely. If we would delete the function ok from the signature, we could drop 
the error propagating axioms and those for the function ok. This would me-ult in a 
shorter specification and it would cause the error part of our specified algebra to 
blow up. But we could map al: these error eiements by the correctness morphisril 
onto the only error element in Ahc,r,le. 
Thus a correct specification for the mode! algebra without the ok function will 
consist only of axioms for normal situations. 
L, 
Example 5.4, Appendix B gives a specification and a correctness proof for an error 
rt-zovery stack. 
6. Operational semantic:; of specifications 
A set of tquations can be viewed as a set of rewrite rules interpreting equations 
from left to right. By substituting constant terms for the variables we: get a set of 
constant reu-rite rules. These rules determine a reduction process on terms which 
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stops if none of t’ri,e axioms can be applied further. In this way we give an operational 
semantics for specifications which is well defined if the set of constant rewrite rules 
has the finite Church-Rosser property. 
In this section we show the following: For specifications allowing %rror and 
exception handling and operationally well defined in the above sense the algebraic 
and operational semantics coincide. 
Definition 6.1. Let specification ( 2, V, E) and the set of constant equations E( Tl) 
be given. +E = ( +,S)sG .sis the family of relations on ‘T’ defined as follows: 
(a) If (1, t’)~ E( T,),, then t-Q. 
(b) If u: sl x l - - ~.sn+.s, tie 7;., for i= 1,. -, 11 andjE(l,. .., n} with fj-@’ . . 
we given, then 
a(fl,. . . , fj,. . . , fn)+,dfl,. . .) q,... , fn) 
’ 4; z{-+:‘),, $ is the reflexive and transitive closure of +E and called the family 
of subterm replacements induced by E. 
A term t of sort s has the normalfiwm f’ if t + T t’ and there is no t’+,, tl This is 
denoted by nf( t) == I’. 
Example 6.2. If we look at the specification of Example 5.2 we have, for example, 
the following derivations from terms to their normal forms (we here abbreviate 
pred, WCC, true and negative by p, s, ! and n, respectively). 
-“‘<~_~--~,~,((,), 
p( cilo;! 
----_ it‘ ( i, 0, II ) -----__ 
L 
/“- _ .--/- 
-------._ 
-------A_ /--’ 
0 
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Example 6.4. For the sets of equations in Examples 4.6, 4.12 and 4.13 and for the 
specifications in Example 5.2 and Appendices A and B the families of subtErm 
replacements + g are finite Church-Rosser. 
Definition 6.5. Let specification (2, V, E) with finite Church-Rosser + E be given. 
The normal form algebra (NF, FNR ok& is defined as follows: 
(a) NF = (NF,& NF, are the normal forms of sort s. 
(b) FNF=(g&trcE. For a:sl X- l 9 x sr~ + s and normal forms fi of sort si for 
i=l , . . . , n, the function (7NF is given by 
Ul\iF( 11,. * . , fn) = nf(o( tl, . . . , m)). 
(4 O~NF =bkw.\)rt s- For a normal form t of sort s, okNF.\ is defined by 
TRUE 
okNF.\( 1) = 
if there is an ok term t’ with nf( t’) = f, 
FALSE otherwise. 
- The finite 
tions aNF 
- (NF, I&. 
definition 
Church-Rosser property guarantees the well-definedness of the func- 
okNF: is a X-algebra with ok predicates satisfying par; (d) of our 
for algebra: Let ok function symbol u : .$I x l - l x sn + s and riormal 
forms fi of ok terms ti’ with sort si for i .-5 1, . . . , n be given. Then we have 
ok,.,(g(tl’, . . . , fn’)) = TRUE and 
~(fl’,..., fn’)-+(fl,..., fn)+~nf(0(fI,. .., fn)). 
This implies 
ok hF.\ (cNF(tl ,..., tn))=ok,,,,(niJa(fI ,..., fdj)=T~uE. 
- A normal form f is ok in the normal form algebra if and only i:’ there is an ok 
term t’ which has t as its normal form. In this sense the ok terms dominate the 
error terms or, in other words, if an error term is equivalent to an ok term, this 
‘;leals‘ the error term. If the rules are ok term preserving, which means there is no 
(I, t’) E E( rA ) with ok(t) = TRUF and ok( 1’) = FALSE, the ok predicates in the 
normal form algebra are determined by the normal forms themselves. 
- EL!ery normd form algebra is a canonical term aIgebra. 
Example 6.6. As mentioned above, the normal forms of the specificCon in Example 
5.2 are identical with elements of the carrier sets of the canonical term algebra given 
in that example. The same holds for the functions gNF and UC\:,) r’or every c;r E C 
and the predicates okNr,s and okL,t,s for every s E S. So the normal form algebra 
and the quotient term algebra are isomorphic. 
The next theorem shows that this is not incidentally so. 
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Theorem 6.7. Ll?t specijcation (2, V, E) with jnite Church- Rosser + E be given. Then 
the quotient term algebra T,, rE and the normal form algebra NF are isomorphic. 
Proof. Parts of the proof follow some ideas of 
without, ok predicates. Let us first characterise 
’ t=, t’ Q nf( t) = nf( t’) for t, t’E rs. 
(e): If we have nf( t) = nf( t’), then 
Wand [IS], who deals with algebras 
= by the following proposition: 
t=tI-,,t,3...tn-Ij,nf(t)==nf(t’),ttm-I’...tZ’,ttl’=t’ 
and so t = s t ‘. 
(+)I If we have t =,\ t’, the11 t = tl -, t,2-, t.3. . . tn - I H, tn = t’ with each *, = 
-)\ or c-)$ = %f. We prove our proposition by induction on the length n of this 
derivation. 
If n = 0, then t = f’ and so nf( t ) = 3’ t ‘j is valid. 
In the induction step we assume nf( t/) F nf( tn - I ). 
If we have tn - I.+tn, then tn+,tn-/+~nf(tn- l)=nf(t/) and so nf(tl)= 
nf(tn)@nf(t) = nf(t’) holds. 
If we have tn - I -+,tn, then rn + $nf( tn - I) = nf( tl) holds due to the finite 
Church-Rdsser property and so nf( rl ) = nf( tn)Gnf( t) = nf( t’) is valid. 
We now define a family oi mappings from the normal form algebra into the 
quotient term algebra: 
We now show: It is a strict, injcctive and suric-ctive morphism. 
- h respecfs f/w operafions: 
Let IT : sl x - - . x sn --b s and normal forms ti of sort si be given. 
h,b~J tl, . , . , WI = Unf((4f4.. . , 01))) = [nf(cr( fl,. . . , m))] 
Let norrn:ll form t of sort s be given. 11‘ ok N1.,,( t) -= TRW., then there is ;t I’ with 
ok :-J t’) = Ttwt-. and r’+F t. So we hwe 
ok \ I. ,(h,(t)) = ok,,,J[t]) I-- ok,,,#‘]) :-=T~~:~.. -. 
It‘ oky+.,l t) = F‘ALSI~, then for all terms t’ which have t as their normal t’orm, 
ok ,J :‘: = FAL.st:. This itnplies okl+~.,(i~,(tH = ok:,! ,,([:]‘r = I%rst. due to our 
charactzris;] tion of =. 
- Ii is iqjectiw: 
Let normal fbtms t, t’ of sort s he given. Then we have 
due to r)ur definitions d,f‘ It and = f. ;md our chxacterisation ot* = [-. 
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- h is surjective: 
Let [ItIE T~.E.~ be given. Then h,( nf( t)) I= [nf( t)] = [t] is valid. Cl 
Appendix A 
This example gives a stack of nat description including exception handling: 
succ : nat + nat 
new: + stack 
push : stack x nat --* stack 
pop : stack + stack : wrrsufe 
top : stack + nat : unsajk 
underflow : -+ stack : unsajti 
topless : + nat : unsafe. 
The carrier sets and the ok predicates look like 
The functions are defined by 
0.4 :-0 
n-+-l if nf NO, 
succ,q : n - 
4 lldl if n = enat, 
new,\ : c-, I 
i 
s. n 
pushA: (s, PI)- 
ifsE N,*andnE N,, 
4 stack otherwise, 
( 
S’ if s E N:, s = sh, 
pop, : s - 
e \c;rc‘k otherwise, 
.n ifs E lv;, s = s’.n, 
top,, : s b-3 1 
’ ‘t\itt otherwise, 
und’erflow .\ : - e,[sck 
t opless,.4 : ++ en,,[. 
‘The a:%ms L: using ok variables n and s and unsafe variables n-t- and s+ of sort 
, 
nat and stack,, respectively are given by c 
pop( push( s, n )) = s 
pop(new I = underflow 
top(push( s, n’,) = TV 
top(new) = topless 
su4 topiess) = topless 
/ * classical stack :aw.loms * / 
/ * error propagating axioms * / 
310 M. Gogolla, K. Drosten, U. Lipeck H. D. Ehrich 
push(underflow, n+) = underflow 
push( s+, topless) = underflow 
pop( underfow) = underflow 
top( underflow) = topless. 
The quotient term algebra TL, x E is isomorphic to the given model. It is now easy to 
*specify an error recovery function 
recover: stack -* stack 
s ifsc N$, 
recoverA : s - 
E if s = eslaCk, 
by giving the equations recover(s) = s and recover(underflow) = new using ok vari- 
able S. 
Appendix B . 
We wan; to specify an error recovery stack which means pop and top have to 
yield ok results when applied to certain error stacks, e.g., 
pop(push( new, top( new))) = pop( push(nejv, topless)) = new 
top(push(pop(new), 0)) - top(push(und&low, 0)) = 0. 
The signature is the same as in Appendix A, but the carrier sets, where we have 
especially to decode the error recoverable stacks, and the functions are ditferent. 
A nat = iV(, L.i it?,,,) ok(n) L= (n E NJ 
A,lack = N: U N&J N; U { k&,.k} ok(s) = (S t: h/g) 
OA : +a 
r1 + I if tr E No, 
succn : n - 
4 n‘lt if 11 = enat, 
new,,\ : r--, F 
r s. r1 if ok( s) and ok(n), 
I s push,., : ( s, n ) - d ,, if ok(s) and not okc 11). 
I- if not ok(s) and ok( n), 
I e \!,I\. .k if not ok(s) and not ok( 11). 
I 
s ’ if ok(s) and s = s’.q 
pop.\ : .st--* s 
1 
if not ok(s) and s = .C’, 
i’ &lCh otherwise, 
J 
?! if ok( s) and s - s’. II, 
top .1, : s - 
1 
I? if not ok(s) an& 4; - !I, 
(’ 11,1t otherwise, 
underflow,., : - eststcL 
topless,, : +-+ c,,~. 
We now sive the axioms E using the same variables as in Appendix A: 
yop(push(s, n+)) = s 
pop( new) = underflow 
top( push( s+, n)) = n 
top( new) = topless. 
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Again, we first describe the carrier sets of 7”.,- by the following productions: 
(ok-nat) : : = 0 1 succ!(ok-nat)) 
(ok-stack) :: = new 1 push((ok-stack), (ok-nat)) 
(err-stack) :: = underflow 1 
push((err-stack), (err-slat)) i 
(il push( err-stack), (ok-nat)) I
(ii) push( ok-stack), (err-nat)) 1 
(err-pop,) 
(err-,pop) : : ,= pop( underflow) 1 
pop( push((err-stack). (ok-nat)) ) 1 
pop( push((err-stack), (err-nat)) ‘I1 
pop( (erriq0) 
(err-nat) :: = topless 1 
top( underflow) I
top(push((ok-stack), (err-nat)) i 1 
top( pus’h( (err-stack), (err-nat))) I 
top((err-pop)). 
Please note, terms which need the productions (i) or (ii) as the first step in their 
derivation correspond to the & and N$ elements of Astack. The correctness morphism 
h : 7”_, + A ib defined in the following way: 
II if I E L( (ok-nat)) with t = su~c”(O), 
I- 
i t’ ,,,rt if r E I-( (srr-nat)), 
- h \t.rL%.oJr l * T&I:.\, c<k ok -+ &iwk.(,k 
tt-+ c 
i 
if t = new, 
I~,ti,CL,oL( tl )A,,,,,( t2) if t = push( tl, t2), 
” I1 dcick,wr l * T~.E,\t.tck.err --* &ack.err 
1 
h 4tJck ,J t I ) 
t +-+ IIn.,t( ;2) 
if t = push( tl, t2) with t I E L((ok-stack)), 
if t = push( tl, t2) with tZ E L((obnat)), 
est,tck otherwise. 
Using this morphism we can prove that the given specifl-ation is correct with respect 
to the model algebra A. 
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If we want to get a strong!~~ correct specification, we have to add the following 
axioms using additionally ok variables nl and n2 of sort nat: 
pop\ underflow) = underflow 
pop(push( underflow, n+)) = underflow 
top( underflow) = topless 
top( push( s-t, topless) = topless 
push( underflow, topless) = underflow 
push(push( s, topless), n) = push(underflow, n) 
push( push( s, topless), topless) = underflow 
push(push(underflow, nl), n2) = push(underflow, n2) 
push( push( underflow, n), topless) = underflow. 
I hen the quotient term algebra TX,, is described by 
(ok-nat) : : = 0 1 succ( ok-nat)) 
(ok-stack) :: = new 1 push( (ok-stack), (ok-nat)) 
(err-nat) :: = topless 
(er+stack) :: = underflow 1 
push( (ok-stack), topless) )
push(underflow, (ok-nat)) 
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