This paper studies the equivalence between differentiable and non-differentiable dynamics in R n . Filippov's theory of discontinuous differential equations allows us to find flow solutions of dynamical systems whose vector fields undergo switches at thresholds in phase space. The canonical convex combination at the discontinuity is only the linear part of a nonlinear combination that more fully explores Filippov's most general problem: the differential inclusion. Here we show how recent work relating discontinuous systems to singular limits of continuous (or regularized) systems extends to nonlinear combinations. We show that if sliding occurs in a discontinuous systems, there exists a differentiable slow-fast system with equivalent slow invariant dynamics. We also show the corresponding result for the pinching method, a converse to regularization which approximates a smooth system by a discontinuous one.
to provide certain restrictions on sequences of solutions [7] , but this does not prevent F being arbitrarily large). The second alternative is a smaller set, the convex hull of f + and f − , x = Z(x; λ) := 1 + λ 2
which is very restrictive in the sense that it selects only values of (2) that are linear combinations of f ± . Examples of the set F and hull {Z(x; λ) : λ ∈ [−1, +1]} will be illustrated in Example 1 below, along with a third alternative that unties them.
We will refer to the transition as h changes sign in (3) as linear switching (implying linear dependence with respect to λ). In Filippov's theory, one seeks values ofẋ in the sets (2) or (3) that result in continuous (though typically non-differentiable) flows at Σ. In many situations of interest, the flow obtained from (3) is unique (making possible, for example, substantial classifications of singularities and bifurcations for such systems [5, 7, 19] ).
The problem highlighted in [10] was that between the set-valued flow of (2) and the piecewisesmooth flow of (3), a vast expanse of non-equivalent but no less valid dynamical systems can be considered. All that is lacking is a way to express them explicitly. This is provided quite simply by permitting nonlinear dependence on the transition parameter λ, in the forṁ 
with G some continuous vector field that is nonlinear in λ. An example of the set generated by {f (x; λ) : λ ∈ [−1, +1]} is given in Example 1 below. We shall refer to (4) as the nonlinear combination, and the transition it undergoes as h changes sign as nonlinear switching. (Moreover the term 'nonlinear' throughout this paper will refer to nonlinear dependence on λ via the function G).
Example 1. Consider in coordinates x = (x 1 , x 2 ) the piecewise constant system (1) with vector fields f + = (1, 1), f − = (1, −2), and G(λ) = (λ 2 − 1)(2, 0). In Figure 1 we illustrate a general convex set F satisfying (2), the linear combination Z(x; λ) defined in (3) , and the nonlinear combination from (4) , represented by the shaded region, dashed line, and dotted curve, respectively. By choosing different forms of G (subject to hG = 0) we can choose different curves {f (x; λ) : λ ∈ [−1, +1]} which explore different subsets of F.
f ( x ; λ ) R − R +
FIG. 1:
The vector field f switches between f + and f − in regions R + and R − . At the boundary Σ Filippov considered either a general convex set F containing f ± (shaded area), or a convex hull Z(x; λ) of f ± (dashed line). The nonlinear combination f (x; λ) allows us to explore F more explicitly (dotted curve), by choosing a different G we obtain a different curve of values f (x; λ) ⊂ F.
Although Filippov (followed by many authors since) favoured (3), it is worthwhile exploring the more general form (4) , not least because in [10, 12] it was shown to provide new ways of modeling real mechanical phenomena, and in [8, 11] it is shown that similar nonlinearities become inescapable when multiple switches are involved. It is therefore important obtain greater insight into the discontinuous dynamical systems represented by (4), one of the first concerns being typically their persistence within larger classes of systems. To this end it has been shown that the dynamics of (3) persists when the discontinuity is regularized (i.e. smoothed) [14] and, as we will show here, the same is equally true of the nonlinear combination (4).
The behaviours associated with adding G in (4) have been referred to as hidden dynamics, because the first condition in (5) means that G vanishes for h = 0, i.e. everywhere except at the discontinuity itself. The function G may, for example, be any finite vector field multiplied by a scalar term like λ(λ 2 − 1), sin(λ 2 − 1), or λ 2r − 1 for any natural number r.
In this paper we will consider how the nonlinear combinations (4) relate to singular limits of continuous systems via both regularization [14] , and a converse to regularization known as pinching [2, 4] . Much of our analysis will concern the closeness of dynamics on Σ in the discontinuous system (4) to invariant dynamics near Σ in a topologically equivalent smooth system.
We set up the problem in Section I, then prove results regarding regularization and pinching in Sections II-III. Brief remarks on blow-up, an alternative to both regularization and pinching which defines a dummy variable inside the discontinuity surface, are made in Section IV, with closing remarks in Section V.
I. PRELIMINARIES: CROSSING OR SLIDING IN THE NONLINEAR SYSTEM
The first step in studying (4) Henceforth the symbol p will always denote a point inside Σ, and where specific coordinates are useful we will sometimes let h(x) = x 1 and write p = (0, y).
For any p ∈ Σ we denote the component of f normal to Σ by the scalar function
This vanishes on the set
which may or may not have solutions for λ * ∈ I. Places where there exist solutions to (7) define regions where the vector field f lies tangent to Σ for one or more values of λ * ∈ I, allowing the flow of (4) to slide along Σ, and we call the set of all such points p ∈ Σ the nonlinear sliding region Σ ns , given by
The complement to this on Σ is the set where (7) has no solutions, so f is transverse to Σ for all λ ∈ I, defining the nonlinear crossing region Σ nc ,
such that Σ = Σ ns ∪ Σ nc , (Σ ns and Σ nc denoting the closures of Σ ns and Σ nc ).
The implication is that for p ∈ Σ nc the vector field f (p; λ) pushes the flow transversally across Σ between R + and R − , while for p ∈ Σ ns the flow is able to slide along Σ. Substituting the solution λ * of (7) into (4), the system that defines these nonlinear sliding modes is given bẏ
with f ns defining the nonlinear sliding vector field. Typically there may exist a set of such functions λ * i , i = 1, 2, ..., defining branches of solutions of K(p; λ * ) = 0 in (7), each on a subset σ i ⊂ Σ ns , such that the union of all σ i 's covers Σ ns , and λ * i : σ i ⊂ Σ ns → I. We then have a set of sliding modes specified by a set of equations defined by (8) on different branches p ∈ σ i .
If we fix G ≡ 0 everywhere then the sliding region Σ ns and crossing region Σ nc are exactly the sliding and crossing regions defined by the Filippov's convention for the system (3), which we therefore call the linear crossing region Σ c and linear sliding region Σ s (obtained directly by solving the above conditions neglecting G). The linear system (i.e. without G) can only have one (linear) sliding mode, on Σ s , while the full system (G nonzero on Σ) may have multiple (nonlinear) sliding modes as defined by (8) with (4) . It is easily shown (see [10] ) that Σ s ⊆ Σ ns and Σ nc ⊆ Σ c .
II. REGULARIZATION
Let us first show that regularizations of the linear combination (3) or of the nonlinear combination (4) can be related by a simple substitution.
Let C r denote the class of r-times differentiable functions. We shall denote by ψ : R → R a continuous function which is C 1 for s ∈ (−1, 1) such that ψ(s) = sign(s) for |s| ≥ 1.
We call ψ a transition function.
φ : R → R a continuous function which is C 1 for s ∈ (−1, 1) such that φ(s) = sign(s) for |s| ≥ 1, and φ ′ (s) > 0 for s ∈ (−1, 1).
We call φ a monotonic transition function.
We also let
A regularization of a discontinuous system (3) or (4) is a one-parameter family Z δ ∈ C r for r ≥ 0 such that f δ converges to the discontinuous system when δ → 0. The intention is that this represents a class of continuous functions approximated by (1) as δ → 0, the importance of (4) is that it will show this class to be larger than those derived from (3). The Sotomayor-Teixeira method of regularization, see e.g. [18] , replaces λ in (3) by a monotonic transition function φ, to
We refer to this as a linear-regularization (or φ-regularization in other references). It is shown in [1, 3, 14] that this defines a system with slow invariant dynamics topologically equivalent to We will show that the (non-monotonic) ψ regularization of Filippov's linear combination (3),
is equivalent to the (monotonic) φ regularization of a nonlinear combination (4), given by
Theorem 1. If φ is a monotonic transition function and ψ is a non-monotonic transition function, then there exists a unique function G(x; λ) satisfying (5) such that the ψ-regularization of (3) is a φ-regularization of (4).
Proof. Let λ = φ(s), the function φ is monotonic in the interval I and therefore has an inverse s = φ −1 (λ), so we can express ψ in terms of λ via a function Ψ(λ) = ψ φ −1 (λ) . The ψ-regularization of (3) as given by (10) can thus be re-arranged tȯ
, we obtain the nonlinear combination (4), and taking λ = φ δ (h(x)) we obtain its φ-regularization on λ ∈ I. Since for |s| ≥ 1 we have λ = φ(s) = ψ(s) = sign(s), this implies G(x; ±1) = 0 as required by (5) .
A simple consequence of this is that the family of φ-regularized nonlinear combinations (4) is larger than the family of ψ-regularized linear combinations (3), as shown by the following.
Corollary 2. If φ is a monotonic transition function, then there exists a non-monotonic transition function ψ such that the φ-regularization of (4) is a ψ-regularization of (3), if and only if G(
Proof. The proof follows directly by substituting G into (11) and applying Theorem 1. In the next theorem we extend the Sotomayor-Teixeira result to these systems, showing that the nonlinear regularization (11) exhibits slow invariant dynamics that is conjugate to the sliding modes of the discontinuous system (3). The remainder of this section will consist of the proof of this theorem. First let us see how slow-fast dynamics arises in an example. (1) is not defined on Σ, so is replaced by the inclusion (2), representing all possible systems at Σ. A solvable form for these is provided by the Filippov systems in the linear form (3) or more general nonlinear form (4) . In the following sections we applying a regularization of nonlinear or linear kind, yielding the differentiable systems (10) and (11) respectively, which are equivalent for some choice of transition functions φ δ and ψ δ , and conversely whose singular limits as δ → 0 are (3) and (4).
Example 2. Consider the system
which is discontinuous if λ = sign(x 1 ) for x 1 = 0. The regularization is obtained by replacing Figure 3 shows the discontinuous system (left) with a nonlinear sliding region on which two sliding modes exist (one traveling upwards, the other downwards), and conjugate to each sliding mode. Compare this to the discontinuous linear and nonlinear systems in Example 1.
Left: a discontinuous system (4) with nonlinear sliding region with branches σr for r = 1, 2 (white and black filled arrows). Right: the regularization in which each sliding branch σ k is conjugate to an invariant manifold M δ,k of a slow-fast system (11).
Theorem 3. Let the region σ ⊂ Σ ns be expressible as a graph x 1 = 0 in coordinates x = (x 1 , x 2 , .., x 2 ), on which there exists a function λ * (p) such that K(p; λ * (p)) = 0 in (6) for every p ∈ σ. Then for any C r (or continuous) function φ, the φ-regularization contains a slow manifold C r -diffeomorphic (homeomorphic) to σ, on which the slow dynamics is C r -conjugated (topologically conjugated) to the nonlinear sliding dynamics (8) . Moreover, if ∂K(p; λ * (p))/∂λ = 0 then for δ > 0 sufficiently small the nonlinear sliding dynamics defined on Σ ns persists to order δ, on a manifold M which is δ-close to Σ ns .
Proof. In the coordinates given, σ ⊂ Σ ns is an open subset of the hyperplane {p = (0, x 2 , x 3 , . . . , x n ) ∈ D}. Writing vector components as f = (f 1 , f 2 , ..., f n ) for any function f , the normal component (6) of the nonlinear combination (4) is
Sliding modes by (7)- (8) satisfy the differential-algebraic system 0 =f 1 (p; λ * (p))
for i = 2, 3, ..., n.
Now consider the φ-regularization of (4), given bẏ
for i = 1, ..., n. By a change of variables to u = x 1 /δ and v = (x 2 , x 3 , . . . , x n ) for small δ > 0, we
where δ is a singular perturbation parameter. In the limit δ = 0 we obtain the so-called reduced problem (using the notation x = p on Σ)
which describes dynamics on the 'slow' timescale t (for standard concepts of singularly perturbed or slow-fast systems see [6, 13] ). This dynamics inhabits a hypersurface called the slow critical manifold, defined implicitly by 0 = K(p; φ(u)) in the first row of (16).
By hypothesis there exists at least one function λ * (p) satisfying (7), and therefore there exists at least one slow critical manifold M 0 given by the restriction φ(u) = λ * (p). Since φ is invertible in I and λ * (p) ∈ I for every p ∈ σ we conclude that M 0 is the graph u(p) = φ −1 • λ * (p). This is homeomorphic to σ as we can let H : σ → M 0 be the bijective function
for which H(σ) = M 0 . The function H is invertible and its order of differentiability is the same as that of φ.
Substituting φ(u) = λ * (p) into (16), the reduced problem on x 1 = 0 becomeṡ
for i = 2, 3, ..., n. Now let p = (0, v), so if t → x t (p) = (0, v(t, p)) is the solution of the nonlinear sliding mode (13) such that x 0 (p) = p ∈ σ, then the solution t → X t (H(p)) of the reduced problem (16) on the slow manifold such that X 0 (H(p)) = H(p) is given by
The flows of the regularized reduced (slow manifold) system and the discontinuous sliding system are therefore C r (topologically)-conjugated.
It remains to show the persistence of the slow-fast dynamics for δ > 0. By rescaling time in (15) by t = δτ and taking δ → 0, we obtain the so-called layer problem
which prescribes dynamics on the fast timescale τ external to the slow manifolds. The slow manifold M 0 is a manifold of critical points of the layer problem, which is normally hyperbolic if (∂K/∂λ)(p; λ * (p)) = 0. The existence of slow manifolds δ-close to the slow critical manifold, with dynamics δ-close to the reduced problem (15) , then follows by Fenichel's theorem [6] .
III. PINCHING
Pinching, introduced in [2] and developed further in [4] , can be thought of as an inverse to regularization, providing a method of deriving a discontinuous system as an approximation to a continuous system. A region of state space is chosen, say some |h| ≤ ε for ε > 0, to be collapsed down to a manifold Σ by means of a discontinuous transformation, resulting in a system of the form (1).
In considering nonlinear switching systems we are able to put the notion of pinching on a more rigorous footing. To do so we must distinguish between intrinsic pinching, where the pinching parameter ε is a small parameter of the original continuous system, and extrinsic pinching where the original problem is ε-independent. Before venturing into the technicalities, let us illustrate them with an example.
Example 3. Take a system
The Hill function H is a sigmoid graph with a switch about h = x 1 = 0, and is a function prevalent in biological applications (starting with [9] ). There is an invariant manifold along x 1 = 0 with dynamics (ẋ 1 ,ẋ 2 ) = (0, −1).
Let b ≫ 1 be fixed. We shall take discontinuous approximations of this system. First, assuming α and b are constants, let us make an extrinsic pinching with respect to a small parameter ε by transforming to a coordinatex 1 = h − εsign(h), creating a discontinuous system
where c ± = H ± ε α ; b , with (20) taking the upper signs forx 1 > 0 and lower signs forx 1 < 0. If we fix α and pinch with respect to a small parameter ε that is extrinsic to the smooth system (19) , then c ± = O (ε/α) and we can neglect it for small enough ε, giving the system in Figure 4 .
Solving (7) and (8) we obtain λ * = 0 and a sliding vector fieldṗ = (0, −1) + G ε onx 1 = 0, which is equivalent to the dynamics on the invariant manifold x 1 = 0 of (19) with G ε ≡ 0.
−ε +ε
σx 1 0 x 1 (x 1 ,x 2 )→(x 1 ±ε,1) extrinsic M δ,1
FIG. 4:
Differentiable systems with an invariant manifold x1 = 0 (left), which we pinch by removing the region |x1| ≤ ε, with ε a small parameter extrinsic to (i.e. not appearing in) the smooth system.
Although the sliding mode captures the correction dynamics atx 1 = 0, the approximation outside is valid only for very smallx 1 because is does not capture the turning around of the flow (the thin curves in the right of Figure 4 ). To capture these we must use the exact expression in (20), so this approximation is quite weak.
We can do something more powerful by pinching with respect to a parameter that is intrinsic to the system (19) . If we set ε = α √ 2 as an intrinsic pinching parameter, then c ± = 1 + O (α/ε) b
and we have the simple piecewise linear approximation (−x 1 ∓ ε, 1) for the righthand side of (20), as shown in the bottom row of Figure 5 . The arrangement of the vector fields in the bottom right figure would give a linear sliding modeṗ = (0, 1), which would be an incorrect representation of the dynamics of (19) . Instead we need to find the nonlinear sliding mode, solving (7) and (8) we obtain λ * = 0 and a sliding vector fieldṗ = (0, 1) + G ε onx 1 = 0, which is equivalent to dynamics on the invariant manifold x 1 = 0 in (19) if we set G ε = (0, −2), correctly capturing the dynamics of the smooth system.
−ε +εx
1 0 0 σ (x 1 ,x 2 )→(x 1 ±ε,1) intrinsic x 1 M δ,1
FIG. 5:
Starting from the same smooth system (left), we pinch by removing the region |x1| ≤ ε, with ε = α √ 2 and hence intrinsic to the smooth system.
We say in these cases that G ε = (0, 0) and G ε = (0, −2) complete the extrinsic and intrinsic systems, respectively. Below we generalize these ideas.
A. Extrinsic pinching
Consider the dynamical systemẋ
where F is a C 1 function. Assume that the manifold Σ = {x ∈ D : h(x) = 0} is invariant under the flow, that is F (p) · ∇h(p) = 0 for every p ∈ Σ.
For small ε > 0 consider the discontinuous systeṁ
in which the manifold Σ becomes a switching manifold between some F + (x; ε) = F (x + ε∇h(x)) and some F − (x; ε) = F (x − ε∇h(x)). We call (22) the incomplete extrinsically pinched system, "incomplete" because like (1) it is not yet well defined on Σ.
We then ask whether it is possible to complete the pinched system (22) using a nonlinear combination (4), such that its nonlinear sliding modes (8) agree with the dynamics of (21) on the invariant manifold Σ. When this is possible for some family of functions G ε (G ε being the nonlinear part for (4) now dependent on ε) we say that G ε completes the pinched system, and we call
the complete extrinsically pinched system. In order to obtain lim ε→0 f ε (x; λ) = F (x) we assume that the function ε → G ε (x; λ) is sufficiently differentiable and that G 0 (x; λ) = 0.
Completing the pinched system in this way is possible provided that (21) restricted to the manifold Σ is structurally stable (see [16] ). The function G that completes the pinched system is not unique.
Theorem 4. For ε > 0 sufficiently small in (23), if there exists a continuous family λ * ε (p) ∈ I of C 1 functions such that K(p; λ * ε (p)) = 0 by (7) for every p ∈ Σ, then the nonlinear sliding mode by
where r(p; ε) is a continuous function that is C 1 in the first variable, and where r(p; ε) → 0 as ε → 0. Moreover if we assume that (21) restricted to the invariant manifold Σ is structurally stable, then it is topologically equivalent to the nonlinear sliding dynamics.
Proof. Direct application of (8) to (23) gives
the second line following because λ * ε (p) is a continuous family of functions. Since the systeṁ p = F (p) is structurally stable it must therefore be topologically equivalent toṗ = f ns (p).
We shall assume now that the function F is of class C k+1 , and that
for some functions γ i . Similar to (6) we define the ε-family of functions K ε (p; λ) = f ε (p; λ) · ∇h(p), and expand
in terms of functions κ i given by exists ℓ(p) ∈ (−1, 1) such that κ r (p; ℓ(p)) = 0 and (∂κ r /∂λ)(p; ℓ(p)) = 0 for every p ∈ Σ. Then for ε > 0 sufficiently small there exists a continuous family λ * ε (p) ∈ I of C 1 functions such that K ε (p; λ * ε (p)) = 0 for every p ∈ Σ. Moreover if we assume that the system (21) restricted to the invariant manifold Σ is structurally stable, then on Σ it is topologically equivalent to the nonlinear sliding mode defined by (8) .
Proof. Assuming that κ i = 0 for i = 1, 2, . . . , r − 1 we write using (25)
Since κ r (p; ℓ(p)) = 0 and (∂κ r /∂λ)(p; ℓ(p)) = 0, applying the implicit function theorem for the function K ε (p; λ)/ε r we obtain, for ε > 0 sufficiently small, the existence of a differentiable family λ * ε (p) ∈ I of C 1 functions such that K ε (p; λ * ε (p)) = 0 for every p ∈ Σ. The result follows by applying Theorem 4.
In some cases it is sufficient to take G ε ≡ 0 (i.e. a linear combination) to complete the pinched system (22). The following corollary concerns cases, as in Example 3, for which G ε cannot be zero everywhere.
Corollary 6. Assume in (22) that F is a C 3 function. The following statements hold:
G ε ≡ 0 does not complete the pinched system. In this case G ε = ε 2 (λ 2 − 1)C(p) with
Proof. Taking G ε ≡ 0 we have from above that
Hence applying Theorem (5) we have statement (a).
So λ * ε (p) = 0 ∈ I is a family of solutions of K ε (p; λ * ε (p)) = 0. Applying Theorem 5 we then have statement (b).
A simple example is given byẋ 1 = −x 1 with (ẋ 2 , ..,ẋ n ) = q(x 2 , ..., x n ) where q is any smooth function; this would give a complete pinched system with Filippov (i.e. G ε ≡ 0) sliding dynamics equivalent to the smooth system's invariant dynamics on x 1 = 0. Instead consider the following more interesting system. Example 4. For x 1 ∈ R and y = (x 2 , x 3 , ..., x n ) ∈ R n−1 consider the systeṁ
Taking h(x 1 , y) = x 1 the manifold Σ = {x ∈ D : x 1 = 0} is invariant under the flow. The dynamics defined on Σ is given byẏ = q(y), and the incomplete pinched system is given bẏ
Computing the function K ε (0, y; λ) we obtain K ε (0, y; λ) = G ε (0, y; λ) · ∇h + ε 2 . Clearly for G ε ≡ 0 (the linear/Filippov case) with ε > 0 the equation K ε (0, y; λ) = 0 has no solutions, instead (22) has only crossing solutions, and this does not represent the dynamics of the smooth system (28). Taking instead G ε (x 1 , y; λ) = (ε 2 (λ 2 − 1), 0, 0, ...) we find that, for ε > 0 sufficiently small, λ * ε (x 1 , y) = 0 ∈ I is a family of solutions of K ε (0, y; λ) = 0, and produces a nonlinear sliding mode given from (8) byẏ = f ns (0, y) = (0, q(y)).
In this example, therefore, we can complete the pinched system, but we cannot use Theorem 5 to prove equivalence between the pinched sliding dynamics and the original invariant dynamics on Σ, because the original continuous system, in particular the termẋ 1 = x 2 1 , is structurally unstable. To handle such cases it is necessary to perturb the original system by a small quantity. It is then natural to pinch with respect to that small quantity, giving a pinching parameter that is intrinsic to the system.
B. Intrinsic pinching
Let I and U be open bounded subsets of R and R n−1 , respectively. For x 1 ∈ I and y = (x 2 , x 3 , ..., x n ) ∈ U consider the systeṁ
where F = (F 1 , F y ) is a C 1 function and µ is a small parameter. We assume that for µ = 0 the graph Σ = {(0, y) : y ∈ U } is a critical invariant manifold of (29), that is F 1 (0, y; 0) = 0 for every
We also assume that, for µ > 0 sufficiently small, the graphs Σ i ε = {(m i ε (y), y) : y ∈ U } for i = 1, 2, . . . , k, are invariant manifolds of (29), where m i ε (y) = ε m i (y) + O(ε 2 ) for some differentiable functions m i : U → R, such that the Σ i ε are order ε-perturbations of Σ. We assume that µ = O(ε r ) where r ≥ 1, so that taking µ = µ(ε) we have that µ(0) = 0. System (29) induces dynamics on each Σ i ε , namelẏ
Now let R be a positive real number such that R > max{|m i (y)| : y ∈ U , i = 1, 2, . . . , k}. For ε > 0 sufficiently small we consider the following discontinuous system,
We call a incomplete intrinsically pinched system, where Σ is now the switching manifold where the dynamics is not well defined. The discontinuous vector field (F 1 , µF y ) on the righthand side of (31) will be denoted by F (x 1 , y; µ(ε)).
As we did for extrinsic pinching, we must now attempt to complete the system. In this case we must ask whether the pinched system (31) can be completed in the form (4) such that there exist k nonlinear sliding modes, each of which agrees with the dynamics of (30) for i = 1, 2, . . . , k. When this is possible for some family of functions G ε we say that G ε completes the pinched system, and we callẋ 1 =f ε (x 1 , y; λ)
the complete intrinsically pinched system. As before we impose G 0 (x; λ) = 0.
Theorem 7. Suppose that the system (29) has an invariant manifold defined as the graph of the function m ε (y) = εm(y) + O(ε 2 ). If the systeṁ
is structurally stable and
then the function G ε (x 1 , y; λ) = (0, 0) completes the system.
Proof. The graph Σ ε = {(m ε (y), y) : y ∈ U } is an invariant manifold for system (29), so taking
for ε > 0 sufficiently small. Thus taking the derivative in ε = 0 we obtain
As previously we define
From (33) we have that K y; m(y) R , 0 = 0, and by hypothesis
Hence from the implicit function theorem we have that for ε > 0 sufficiently small there exists λ(0, y; ε) = m(y) R + ελ + O(ε 2 ) such that λ(0, y; ε) ∈ I and K ε (0, y; λ(0, y; ε)) = 0 for every y ∈ U and for ε > 0 sufficiently small. It is easy to obtain an expression for λ, but we do not require it here.
Writing f = (f 1 , f y ), the nonlinear sliding mode f (0, y; λ(0, y; ε)) = (0, f y (0, y; λ(0, y; ε))) is given by
Hence, expanding system (30) about ε = 0 in a Taylor series up to second order in ε, we conclude that the nonlinear sliding mode (34) is equivalent to the system (30).
A prototype for systems satisfying the hypotheses of Theorem 7 isẋ 1 = x 1 − µ,ẋ 2 = µx 2 , with a slow invariant manifold x 1 = µm µ (x 2 ) that becomes the critical manifold x 1 = 0 when µ = 0.
It is clear that the function G ε ≡ 0 does not complete the system if k > 1. In particular we have the following.
Theorem 8. Suppose that system (29) has two invariant manifolds defined as the graphs of the functions m i ε (y) = εm i (y) + O(ε 2 ) for i = 1, 2 where µ(ε) = O(ε 2 ). We assume m 1 = m 2 and that
If for ε > 0 sufficiently small the systeṁ
is structurally stable for i = 1, 2, then the function
completes the system. Proof. The graph Σ i ε = {(m i ε (y), y) : y ∈ U } is an invariant manifold for system (29), so taking
for ε > 0 sufficiently small. Thus taking the second derivative at ε = 0 we obtain
. From (35) we have K y; m i (y) R , 0 = 0, and by hypothesis
Hence from the implicit function theorem, for ε > 0 sufficiently small there exists λ i (0, y; ε) = m i (y) R + O(ε) such that λ i (0, y; ε) ∈ I and K ε (0, y; λ i (0, y; ε)) = 0 for every y ∈ U and for i = 1, 2.
The nonlinear sliding mode f (0, y; λ i (0, y; ε)) = (0, f y (0, y; λ i (0, y; ε))) is given by 
for i = 1, 2. Hence, expanding system (30) around ε = 0 in Taylor series up to third order in ε, we conclude that the nonlinear sliding mode (36) is equivalent to the system (30) for each i = 1, 2.
A prototype for systems satisfying the hypotheses of Theorem 8 isẋ 1 = x 2 1 − µ,ẋ 2 = µx 2 , with slow manifolds x 1 = ± √ µm(x 2 ) which are normally hyperbolic for µ > 0, but which coalesce onto a non-hyperbolic critical manifold x 1 = 0 for µ = 0.
IV. BLOW-UP
In regularization we replaced the switching parameter λ with a differentiable function φ δ (h(x)).
An alternative to this is to consider λ itself as a variable on the surface Σ, and the way to use this to resolve nonlinear sliding modes was discussed in [10] . For completeness a few remarks are pertinent here.
Taking regularization as a motivation, let us say that λ can be expressed as the limit of a function λ = lim 
i = 2, 3, ..., n. The existence of slow invariant manifolds and their correspondence to sliding dynamics can be established similarly to the procedure for regularization in Section II.
V. CLOSING REMARKS
The equivalence between singular limits of continuous systemsẋ = f (x), and discontinuous systems (1) resolved either as the traditional linear combination (3) or its nonlinear extension (4), helps us understand their robustness as models of physical systems. In essence this states that systems which are only piecewise continuous are structurally stable to perturbations that smooth out their discontinuities. Although intuitively acceptable, this notion is not trivial, and nonlinear sliding modes make far richer dynamics possible close to the discontinuity than are apparent if nonlinearities are neglected.
Particular forms for the function G ε that complete an intrinsically pinched system are given here for slow-fast dynamics with one or two slow critical invariant manifolds, but the result can certainly be extended, and a general theory may proceed along similar lines to normal forms of singularities, see e.g. [17] .
