The fault diagnosis of wind turbine systems represent a challenging issue, especially for 1 offshore installations, thus justifying the research topics developed in this work. Therefore, this 2 paper addresses the problem of the fault diagnosis of wind turbines, and it present viable solutions 3 of fault detection and isolation techniques. The design of the so-called fault indicator consists 4 of its estimate, which involves data-driven methods, as they result effective tools for managing 5 partial analytical knowledge of the system dynamics, together with noise and disturbance effects.
Introduction

18
The increasing level of wind-generated energy in power generation worldwide also increases the 19 levels of reliability and the so-called 'sustainability' shown by wind turbines. Wind turbine systems 20 should generate the required amount of electrical power continuously, depending on the available 21 wind speed, the grid's demand and possible malfunctions.
22
To this aim, possible malfunctions affecting the process have to be properly detected and 23 managed, before they degrade the nominal working conditions of the plant or become critical issues.
Offshore Wind Turbine Simulator
84
The wind turbine simulator used in this work was proposed in [12] . It describes the realistic 85 behaviour of a three-blade horizontal-axis variable-speed pitch-controlled wind turbine coupled 86 with a full converter generator. The overall system consists of four interconnected modules, i.e. the 87 wind driving process, the wind turbine, the measurement system and the baseline controller. The 88 wind turbine block contains three submodels: the blade and the pitch system, the drive-train model 89 and the generator system. The links between the system submodels are represented in Figure 1 . The 90 simulator is able to generate several fault scenarios [12] . In the following, the description of these interconnected submodels is briefly recalled. 
Wind Turbine Model
93
The turbine system consists of three submodels motivated by the power transmission flow. First, the blade and pitch block represents how the blades captures wind energy, which is based on the following aerodynamic law:
For each blade, Eq. (1) describes the torque acting on the rotor τ r , depending on the squared wind speed v 2 w , the air density ρ, and the rotor radius R. The coefficient C q is usually defined using a two-dimensional map depending on the blade pitch angle β and the tip-speed ratio λ, i.e. the ratio between the linear velocity of the blade tip and the wind speed. This map is represented by means of a look-up table. The blade and pitch system includes the dynamics of the pitch angle hydraulic piston servo system, which is approximated as a second order transfer function of Eq. (2):
where β re f is the reference pitch angle computed by the turbine controller, whilst ζ and ω n are the 94 transfer function parameters.
95
The drive-train system determines the power flow through the gear-box from the rotor toward the electric generator, whose dynamics are described as in Eq. where J r and J g are the inertia moments of the rotor and generator shafts, respectively. K dt is the 96 torsion stiffness, B dt is the torsion damping factor, B g is the viscous friction of the generator shaft, B r 97 is the viscous friction of the low-speed shaft, N g is the gear ratio, η dt is the efficiency, and θ ∆ is the 98 torsion angle.
99
Finally, the generator submodel represents the converter dynamics by means of first order transfer function of Eq. (4):
where τ g,re f is reference torque defined by the controller, and α g is the transfer function parameter.
100
Finally, the generated power P g is computed as the product of the generator torque by its speed, decreased by the efficiency coefficient η g :
As sketched in Figure 1 , the signals generated by the wind turbine system are assumed to 101 be acquired through the measurement block, whose objective is to simulate the real behaviour of 102 sensors and actuators. Therefore, the measured signals are modelled as sum of their actual value and
103
white Gaussian process terms. Moreover, the wind turbine simulator includes a baseline controller,
104
represented by a PID standard regulator, which regulates the generated power on the basis of the 
Simulated Fault Scenario
107
The wind turbine simulator includes the generation of three different typical fault cases, i.e.
108
sensor, actuator and system faults [4, 12] .
109
For the case of the sensor faults, they are generated as additive signals on the affected 
113
On the other hand, actuator faults leads to the alteration of pitch angle or the generator torque 114 transfer functions of Eqs. (2) and (4), by modifying their dynamics. They simulate a pressure drop in 115 the hydraulic circuit of the pitch actuator or an electronic break-down in the converter device.
116
Finally, a system fault affects the drive-train of the turbine, which is described as a slow variation 117 in time of the friction coefficient. This can be due to the effect of wear and tear along time of the 118 mechanical parts.
119
These 9 fault cases are summarised in Table 1 , which highlights also which measured signals are 120 affected by them, as shown in Figure 1 .
121 Table 1 . Fault scenario of the wind turbine simulator. With these assumptions, the overall model of the wind turbine process can be represented as a nonlinear continuous-time function f wt describing the evolution of the turbine state vector x wt excited by the input vector u: ẋ wt (t) = f wt (x wt , u(t)) y(t) = x wt (t)
Fault case Fault Type Affected Measurement
where, in this case, the state of the system is considered equal to the monitored system output i.e. the rotor speed, the generator speed and the generated power:
On the other hand, the input vector:
consists of the measurements of the pitch angles from the three redundant sensors, as well as the 
Intelligent Fault Diagnosis Techniques
126
This section considers two data-driven approaches, relying on on fuzzy system and neural 127 network structures, which are used to design the intelligent fault diagnosis schemes. Therefore, this 
133
In order to solve the fault diagnosis problem, this work assumes that the wind turbine system is affected by equivalent additive faults on the input and the output measurements, as well as measurement errors, as described by Eqs. (7):
where u * (k) and y * (k) represent the actual process variables, u(k) and y(k) are the measurements 134 acquired from the sensors, whilstũ(k) andỹ(k) describe the measurement errors. According to 135 the description of Eqs. (7), also the faults f u (k) and f y (k) signals have equivalent additive effects.
136
Obviously, these functions are different from zero in faulty cases. In general, the vector u(k) has r 137 components, i.e. the number of the process inputs, whilst y(k) has m elements, i.e. the number of the 138 process outputs.
139
Among the possible approaches exploited for residual generation, and based on the analytical redundancy principle, this work proposes to exploit fuzzy system and neural network structures, which provide an on-line estimationf(k) of the fault signals f u (k) and f y (k). Hence, as shown in Fig. 2 , the so-called diagnostic residuals r(k) are equal to the estimated fault signals,f(k), which are computed by the general fault estimator, as highlighted by Eq. (8): 
145
Wind turbine
Equivalent output sensor faults
Fault indicator
Fault estimation
Fault estimator Figure 2 shows that in general the residual generators use the acquired input and output measurements u(k) and y(k). As first step, the fault diagnosis scheme consists of the fault detection task. In this case, as the residual is equal to the estimated fault signal, it is easily performed via a proper thresholding logic directly operating on the residual itself, without requiring complex elaboration with proper evaluation functions, as shown in [13] . Therefore, the occurrence of the i-th fault can be simply detected via the threshold logic of Eqs. (9) applied to the i-th residual r i (k): 
Note that the parameter δ ≥ 2 represents a tolerance variable, which has to be properly tuned in order 146 to effectively separate the fault-free from the faulty conditions. A common choice of δ can rely on the 147 three-sigma rule, otherwise extensive simulations can be exploited for optimising this δ value [13] .
148
Once the fault detection phase is accomplished, the fault isolation task is directly obtained by 149 means of a bank of estimators. As described by Eqs. (7), the faults are considered as equivalent signals 150 that are injected and affect the input measurements via the signal f u , or the output measurements by 151 means of f y .
152
According to the scheme depicted in Fig. 3 , in order to uniquely isolate one of the input 153 or output faults, under the assumption that multiple faults cannot occur, a bank of Multi-Input Single-Output (MISO) fault estimators is design. In general, the number of this estimators is equal 155 to the number of faults that have to be diagnosed, i.e. which coincides to the number of input and 156 output measurements, r + m. Therefore, the i-th estimator providing the reconstruction of the fault 157f (k) = r i (k) is driven by the components of the input and output signals u(k) and y(k). These components are selected in order to be sensitive to the specific fault f i (t). In fact, the design of these 159 fault estimators is enhanced by the fault sensitivity analysis described in Section 3.3. For each case, 160 the fault modes and their resulting effects on the rest of the system are analysed, and in particular the 161 most sensitive input u j (k) and output y l (k) measurements to that specific fault situation are selected.
162
In this way, by means of the fuzzy system and neural network tools, it will be possible to derive the 163 dynamic relationships between the input-output measurements, u j (k) and y l (k), and the faults f i (t), 164 as highlighted by Figure 3 . by the selector blocks. It is worth noting that, using this configuration, multiple faults occurring at 169 the same time cannot be correctly isolated.
The fuzzy rule of the FIS has the form of Eq. (11):
where i refers to the number of rules. The antecedents are combined by means of membership functions λ i (x) that takes into account the logical connectives expressed by linguistic propositions. The rule consequent function g i (·) is defined as parametric function in the affine form of Eq. (12):
where a i is the parameter vector, and b i is a scalar offset, while g i (x) is the i-th rule output. The Therefore, the global model is expressed as fuzzy composition of parametric models g i (x).
190
The TS prototype takes the form of the expression of Eq. (13):
Using this fuzzy approach, in general, the faultf can be reconstructed from suitable data acquired It is worth noting that the system under investigation corresponds to the wind turbine process Therefore, in order to include dynamics into the static relation of Eq. (11), the consequents are described as discrete-time linear AutoRegressive models with eXogenous input (ARX) of order o, in which the regressor vector has the form of Eq. (14):
where u l (·) and y j (·) are the components of the actual system input and output vectors u(k) and y(k) selected via the fault sensitivity analysis tool of Section 3.3, and exploited in the scheme of Figure 3 . The variable k represents the time step, with k = 1, 2, . . . , N. The affine parameters associated to the i-th model of the Eq. (12) are collected into the vector:
where the α 
216
Another key aspect, which is not considered here, regards the determination of the optimal 217 number of clusters n C , as the clustering algorithm assumes that the number of clusters n C has been fed by the delayed samples of the system inputs and outputs selected by the fault sensitivity analysis 248 tool described in Section 3.3. Indeed, if properly trained, the NARX network can estimate the current 249 (and the next) fault samples f j (k) on the basis of the selected past measurements of system inputs and 250 outputs u l (k) and y j (k), respectively, in the same way of the fuzzy systems. Therefore, with reference to the i-th residual generator of Figure 4 , which is used to design the estimator bank of Figure 3 , this NARX network is described by the relation of Eq. (16):
Dynamic process 
Fault Sensitivity Analysis
262
The design of the fault diagnosis schemes proposed for the application example considered in 263 this work have been summarised in Section 4. However, the tool addressed in this paper enhances 264 design of the banks of these fault estimators depicted in Figure 3 .
265
This tool consists of a fault sensitivity analysis that has to be performed on the wind turbine evaluated, so that, for each fault, the most sensitive signal u j (k) and y l (k) can be selected. The results
271
of the fault sensitivity analysis are summarised in Table 2 for the wind turbine system.
272 Table 2 . The most sensitive measurement u j (k), y l (k) and the RMSE values with respect to the faults f i (k). In particular, the fault sensitivity analysis is conducted on the basis of a selection algorithm that is performed by introducing the normalised sensitivity function N x , defined in the for of Eq. 17:
with:
and:
The value of N x indicates the effect of the considered fault case with respect to the general measured sensitive measurements, and they will be considered in the design of the fault diagnosis modules of 278 the bank sketched in Figure 3 .
279
The complete results of the fault sensitivity analysis are summarised in Table 3 . For each fault 280 case, the selected signals of the wind turbine benchmark are marked as inputs or outputs.
281 Table 3 . The most sensitive measurements with respect to the considered fault scenario.
Fault case f i Most Sensitive Inputs u j Most Sensitive Outputs
This method represents a key feature of the proposed approach to fault diagnosis. In fact, 
Results and Discussion
286
This section summarises the results achieved with the considered wind turbine benchmark, and As an example, in order to highlight the effective faults affect on the process measurements, 
Fault Diagnosis via Fuzzy Estimators
302
The problem of the fault diagnosis of the wind turbine simulator is solved in this work by of Eq. (13) were thus implemented and 9 fault estimators were designed built and organised into the 311 estimator scheme in order to accomplish the fault diagnosis task, as sketched in Figure 3 .
312
The effectiveness of the fuzzy TS fault estimators used were assessed in terms of Root Mean
313
Squared Error (RMSE), which is computed as the difference between the predictedf i (k) and the actual fault f i (k) signals for each of the fuzzy estimators, with i = 1, . . . , 9. to achieve the optimisation of the overall fault diagnosis performance indices, in terms of missed fault 319 and the false alarm rates [22] . In particular, Table 6 summarises the values of the parameter δ of Eq.
320
(9) for each fault estimator i.
321 Table 6 . Threshold logic selection in terms of the parameter δ. 9 Note that in general each of the 9 fuzzy fault estimators described by the relations of Eqs. (13) 322 and (14) has 3 inputs (see Table 3 ), with a number of delays n = 3 and n C = 4 clusters. Therefore, 
Residual r i (k)
1 2 3 4 5 6 7 8 9 δ 3.8 4.3 4.2 4.5 3.7 4.4 4.3 3.5 3.
326
In the following, the main simulation results are summarised. Two actuator faults f u and two 327 sensor fault f y are considered, namely the fault cases 1, 4, 8, and 9 of the scenarios recalled in Section 328 2.2.
329
According to Table 3 , these faults caused the alteration of the monitored input and output signal 330 u, y affecting the residual r 1 =f 1 , r 4 =f 4 , r 8 =f 8 , and r 9 =f 9 generated by the fuzzy fault 331 estimators. These faultsf i depicted in Fig. 6 demonstrate the achievement of the fault diagnosis task, 332 as they exceed the threshold levels only when the relative fault is active, as recalled in Table 4 . 
igure 6. Fault-free (grey line) and faulty (black continuous line) residuals regarding the fault cases 1, 4, 8, and 9. On the other hand, Figure 7 shows an example of residual signals for the fault cases 1, 2, 3, and 355 4, together with the selected thresholds.
356
In particular, Figure 7 depicts the residualsf i (k) generated in faulty conditions by the neural considered residuals refer to the faults f 1 (k), f 2 (k), f 3 (k), and f 4 (k) of Table 4 .
359
The achieved results show the effectiveness of the proposed fault diagnosis solutions, also with 360 respect to disturbance and uncertainty effects on the wind turbine simulator, thus highlighting their 361 potential application to real wind turbine systems. [23] but for fault tolerant control purpose, rather than the fault diagnosis purpose. 
Wind turbine simulation code
Offshore wind turbine simulator 
Wind generator Clock
Real-time
390
A suitable number of experiments has been performed in order to compute these indices and
391
to test the robustness of the considered fault diagnosis schemes. Indeed, this experimental set-up 392 is useful at these stage, as the efficacy of the diagnosis depends on both the model approximation 393 capabilities, the model-reality mismatch, and the measurements errors.
394 Table 9 refers to the fuzzy fault diagnosis scheme and summarises the results obtained using this On the other hand, Table 10 refers to the neural network fault diagnosis scheme and reports the 397 values achieved exploiting the same real-time HIL set-up used for the fuzzy fault diagnosis strategy. electronics, which involves float calculations, is more restrictive than the CPU of the simulator.
401
Moreover, also the analog to digital and the digital to analog conversions can lead to further 402 uncertainty effects. Note also that real situations do not require to transfer data from a computer 403 to the on board electronics, so that this error is not actually introduced.
404
However, the obtained performances are interesting and the developed fault diagnosis systems 405 can be also effectively considered for application to real offshore wind turbine installations. 
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