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We present a comprehensive analysis of critical behavior in the driven-dissipative Bose condensation transi-
tion in three spatial dimensions. Starting point is a microscopic description of the system in terms of a many-
body quantum master equation, where coherent and driven-dissipative dynamics occur on an equal footing. An
equivalent Keldysh real time functional integral reformulation opens up the problem to a practical evaluation
using the tools of quantum field theory. In particular, we develop a functional renormalization group approach
to quantitatively explore the universality class of this stationary non-equilibrium system. Key results comprise
the emergence of an asymptotic thermalization of the distribution function, while manifest non-equilibrium
properties are witnessed in the response properties in terms of a new, independent critical exponent. Thus the
driven-dissipative microscopic nature is seen to bear observable consequences on the largest length scales. The
absence of two symmetries present in closed equilibrium systems – underlying particle number conservation
and detailed balance, respectively – is identified as the root of this new non-equilibrium critical behavior. Our
results are relevant for broad ranges of open quantum systems on the interface of quantum optics and many-body
physics, from exciton-polariton condensates to cold atomic gases.
PACS numbers: 67.25.dj,64.60.Ht,64.70.qj,67.85.Jk
I. INTRODUCTION
In recent years, there has been tremendous progress in re-
alizing systems with many degrees of freedom, in which mat-
ter is strongly coupled to light.1 This concerns vastly differ-
ent experimental platforms: In ensembles of ultracold atoms,
the immersion of a Bose-Einstein condensate (BEC) into an
optical cavity has allowed to achieve strong matter-light cou-
pling, and lead to the realization of open Dicke models;2–4 In
the context of semiconductor quantum wells in optical cavi-
ties, non-equilibrium Bose condensation has been achieved5–7
– here the effective degrees of freedom, the exciton-polaritons,
result from a strong hybridization of cavity light and excitonic
matter degrees of freedom.1,8,9 Further promising platforms,
which are at the verge of the transition to true many-body sys-
tems, are arrays of microcavities10–13 or trapped ions,14,15 as
well as optomechanical setups.16–18
Those systems have three key properties in common. First,
they are strongly driven by external fields, such as lasers, plac-
ing them far away from thermodynamic equilibrium even un-
der stationary conditions. Equilibrium detailed balance rela-
tions therefore are not generically present. Second, they ex-
hibit the characteristics of quantum optical setups, in that co-
herent and dissipative dynamics occur on an equal footing,
but at the same time are also genuine many-body systems. Fi-
nally, a third characteristic is the absence of the conservation
of particle number. In particular, the admixture of light opens
up strong loss channels for the effective hybrid light-matter
degrees of freedom, and it becomes necessary to counterpoise
these losses by continuous pumping mechanisms in order to
achieve stable stationary flux equilibrium states. The pump-
ing mechanisms can be either coherent or incoherent. In the
latter case, e.g., single particle pumping directly counteracts
the incoherent single particle loss; once it starts to dominate
over the losses, a second order phase transition results on the
mean-field level, in close analogy to a laser threshold.
At this point a clear difference between the quantum op-
tical single mode problem of a laser and a driven-dissipative
many-body problem becomes apparent: While the inclusion
of fluctuations in the treatment of a laser smears out the mean-
field transition, in a system with a continuum of spatial de-
grees of freedom a genuine out-of-equilibrium second order
phase transition with true universal critical behavior can be
expected. The theoretical challenge is then to understand the
universal phenomena that can emerge due to the many-body
complexity in a driven non-equilibrium setting.
In this work we address this challenge, focusing on a key
representative that shows all the above characteristics: The
driven-dissipative Bose condensation transition, relevant to
experiments with exciton-polariton condensates, or more gen-
erally to any driven-dissipative system equipped with a U(1)
symmetry of global phase rotations tuned to its critical point.
We provide a comprehensive characterization of the result-
ing non-equilibrium critical behavior in three dimensions, ex-
tending and corroborating results presented recently.19 A key
finding concerns the existence of an additional, independent
critical exponent associated with the non-equilibrium drive. It
describes universal decoherence at long distances, and is ob-
servable, e.g., in the single particle response, as probed in ho-
modyne detection of exciton-polariton systems.20 This entails
evidence that the microscopic non-equilibrium character bears
observable consequences up to the largest distances in driven
Bose condensation. Furthermore an asymptotic thermaliza-
tion mechanism for the low frequency distribution function is
found. Such a phenomenon has been observed previously in
other contexts.21–29 Here it is reflected in a symmetry that is
emergent in the critical system on the longest scales.
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2By contrast, in systems at true thermal equilibrium, this
symmetry is present at all scales as a microscopic symme-
try. It then places severe restrictions on the relations be-
tween the noise and the coherent and dissipative dynamics
in the system,30,31 leading to fluctuation dissipation relations
valid at all frequencies and wavelengths. This is the case,
e.g., in the models for dynamical universality classes estab-
lished by Hohenberg and Halperin (HH).32 Non-equilibrium
perturbations to these models that have been discussed in the
literature concern, e.g., modifications of the noise term by
spatial anisotropies, violating fluctuation-dissipation relations
on a microscopic scale. For models without conserved or-
der parameter, such as model A (MA) of HH, it has been
shown that this does not lead to the existence of new uni-
versal critical behavior, but rather to a modification of non-
universal amplitude ratios.33,34 Genuinely non-equilibrium
universal critical behavior has been found in several classi-
cal, driven systems with different microscopic origins. Ex-
amples include models with conserved order parameter with
spatially anisotropic temperature,33 the driven-diffusive lat-
tice gas,35 reaction-diffusion systems,36–39 the problems of di-
rected percolation40,41 and self-organized criticality,42 or ki-
netic roughening phenomena such as described by the Kardar-
Parisi-Zhang equation.43–46
At the technical level, the purpose of this paper is to lay
out a general framework for addressing universal critical phe-
nomena in open markovian many-body quantum systems.
This framework may be further generalized and applied to
a large variety of non-equilibrium situations, such as driven
or driven-dissipative systems with different symmetries,47–50
driven-dissipative systems with disorder,51 and even super-
fluid turbulence.52–55 We start from a microscopic, second
quantized description of the system in terms of quantum mas-
ter equations, and show how to translate the master equation
into a Keldysh real-time functional integral, which opens up
the toolbox of well-established techniques of quantum field
theory. Next, we develop a functional renormalization group
(FRG) approach based on the Wetterich equation,56 which al-
lows us to compute both the dynamical critical behavior as
well as certain non-universal aspects of the problem. For ex-
ample, in addition to determining critical exponents we can
also extract a Ginzburg scale which marks the extent of the
critical fluctuation regime.
The paper is organized as follows. In the next section we
present our key results and sketch the resulting physical pic-
ture. Section III introduces to our model and provides the
mapping of the master equation to an equivalent Keldysh
functional integral. Using this framework, in Sec. IV we
reproduce the results from mean-field and Bogoliubov the-
ory, and show how the physics of a semi-classical driven-
dissipative Gross-Pitaevskii equation emerges naturally as a
low frequency limit of the full quantum master equation. We
highlight the additional challenges which arise from the need
to treat a continuum of spatial degrees of freedom in order
to capture critical behavior, and show in Sec. V how they
are properly addressed by means of the FRG approach. The
precise manifestation of the non-equilibrium character of the
problem is worked out in Sec. VI. A detailed comparison
of our non-equilibrium versus more conventional equilibrium
models highlights a symmetry which is only present in ther-
mal equilibrium and expresses detailed balance. We summa-
rize the computation of the flow equations in Sec. VII and ex-
plain the hierarchical structure of the universal critical behav-
ior implied by the flow. In Sec. IX we discuss the numerical
analysis of the flow equations. We conclude in Sec. X.
At this point, we remark that the physical picture described
in this work, and summarized in the following section, has
been fully confirmed and further developed in a recent com-
plementary perturbative field theoretical study presented in
Ref. 57. There, in particular, analytical estimates for the crit-
ical exponents are provided.
II. KEY RESULTS AND PHYSICAL PICTURE
Driven-dissipative Bose condensation transition – Driven
open quantum systems are commonly modeled microscopi-
cally by means of quantum master equations or in terms of
Keldysh functional integrals as shown below. Starting from
such a microscopic model of a driven Bose condensate we de-
rive in Sec. IV C an effective long-wavelength description of
the critical dynamics. The result, after dropping all irrelevant
terms in the sense of renormalization group (RG), is a stochas-
tic equation of motion for the order parameter, which may be
cast in Langevin form,
i∂tψ =
[
− (A − iD) ∆ − µ − iκ1 + 2 (λ − iκ) |ψ|2
]
ψ + ξ. (1)
Such a dissipative stochastic Gross-Pitaevskii equation has
been used as a model for exciton-polariton condensates.58–63
This equation includes terms describing coherent dynamics,
as well as ones capturing the dissipative processes and the
drive. The coherent terms are the inverse mass A = 1/ (2m),
the chemical potential µ and the elastic two-body interaction
λ, whereas dissipative contributions include a kinetic coeffi-
cient D, the effective single-particle loss rate κ1 as the dif-
ference between single-particle loss and pump rates, as well
as two-body loss κ. The loss and gain processes induce
noise, which is taken into account by the Gaussian white noise
source ξ of strength γ with zero mean, 〈ξ(t, x)〉 = 0, and cor-
relations
〈ξ(t, x)ξ∗(t′, x′)〉 = γ
2
δ(t − t′)δ(x − x′). (2)
Unlike the models of critical dynamics classified in Ref. 32,
the coherent and dissipative terms in a driven condensate stem
from completely independent physical processes. In particu-
lar, this implies that the steady state of the Langevin equa-
tion (1) is not characterized by a thermal (Gibbs) distribution
of the fields, and this leads to the distinct critical behavior an-
alyzed in this paper.
Equation (1) admits a time-independent homogeneous
mean-field solution |ψ0|2 = −κ1/ (2κ) if the single-particle
pump rate exceeds the corresponding loss rate, i.e., the ef-
fective single-particle loss rate κ1 becomes negative, and the
chemical potential is set to be µ = 2λ |ψ0|2. Thus at the mean-
field level a continuous transition is tuned by varying the sin-
gle particle pump rate: ψ0 vanishes as κ1 goes from negative
3values to zero. Mean-field theory, however, breaks down in
the vicinity of the phase transition as the inclusion of fluctu-
ations may induce non-trivial scaling behavior or even render
the transition first order.64,65 In this paper we verify that the
system described by (1) in three spatial dimensions indeed has
a critical point characterized by universal dynamics. We argue
that this dynamics is governed by a “Wilson-Fisher” like fixed
point, but with another layer of dynamical critical behavior
that is not found in non-driven systems.
Universality and extent of the critical domain – Our main
technical tool for the analysis is a functional RG carried out
for the dynamical problem. Emergence of a universal criti-
cal point is evident from the flow of the coupling constants to
a fixed point independent of the initial conditions, as long as
the system is tuned to the phase transition (cf. also Sec. IX).
This is demonstrated in Fig. 1 (a), showing the flow of the
real and imaginary parts of the complex interaction parame-
ter u˜2 = λ˜ + iκ˜ (see Sec. VIII A). At the fixed point the real
parts of all couplings vanish, which implies that the effective
long-wavelength dynamics is purely dissipative. Integrating
out fast fluctuations in the course of the RG flow, therefore,
leads to a loss of coherence.
An important aspect of the phase transition which we an-
alyze in detail here concerns the extent of the critical do-
main, which is delimited by the Ginzburg momentum scale
kG. Knowledge of this non-universal scale is important for
assessing the requirements from experiments aimed at mea-
suring the critical phenomena. We find it to be given by (cf.
Sec. IX)
kG = γΛκΛ/
(
2CD2Λ
)
, (3)
where C ≈ 14.8 and γΛ, κΛ, and DΛ are, respectively, the
noise-strength, two-body loss rate and dissipative kinetic co-
efficient appearing in the description of the system at a meso-
scopic scale Λ (see Sec. V B). Here we confirm this behavior
quantitatively by a full numerical solution of the flow equa-
tions outside the critical domain, highlighting the capability
of the FRG approach to compute universal and non-universal
physics in a single framework.
Asymptotic thermalization of the distribution function –
An interesting result of the RG analysis is that the distribu-
tion function of the order parameter field at the critical point
effectively thermalizes at long wavelengths and low frequen-
cies. The effective thermalization is manifest as an emergent
symmetry of the equations of motion at the fixed point that
is not present at the mesoscopic level, cf. Sec. VI. For this
reason the dynamical critical exponent z is the same as that
of MA of the equilibrium classification. The presence of this
symmetry implies a fluctuation-dissipation theorem (FDT), or,
more physically speaking, a detailed balance condition valid
at asymptotically long wavelengths.
In order to better understand this aspect, consider an equi-
librium problem with detailed balance. This means that all
subparts of the system are in equilibrium with each other. In
other words, temperature is invariant under the system’s par-
tition in such a state. This statement is easily translated into
a RG language: Natural system partitions are the momentum
shells. Partition invariance of the temperature thus becomes a
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Figure 1. (Color online) Emergence of universality: (a) We show the
flow of the complex renormalized two-body coupling u˜2 = λ˜ + iκ˜
(see Sec. VIII A) for various initial values u˜2Λ. As a result of fine-
tuning the initial values wΛ of the dimensionless mass parameter
close to criticality, all flow trajectories approach the Wilson-Fisher
fixed point u˜2∗ = i5.308 (indicated by the black dot) before eventu-
ally bending away. Shown are numerical solutions to the flow equa-
tions for rKΛ = 10, ru3Λ = 1, κ˜3Λ = 0.01, and values of u˜2Λ lying on
a rectangle with sides λ˜ ∈ [0, 10], κ˜ = 2, 10 and λ˜ = 10, κ˜ ∈ [2, 10].
(See Sec. VIII A for definitions of the parameters.) (b) Flow of κ˜ as a
function of the dimensionless infrared cutoff t = ln (k/Λ) for various
starting values κ˜Λ. Dots on the lines indicate the extent of the critical
domain, which is set by the Ginzburg scale Eq. (3). Initial values are
the same as in (a), apart from κ˜Λ = 0.1, 1, 2, . . . , 10 and ru2Λ = 10.
scale invariance of temperature under renormalization, which
successively integrates out high momentum shells. The “equi-
librium symmetry” expresses precisely this physical intuition.
In a non-equilibrium problem such as the driven conden-
sate we discuss, this symmetry is in general absent at arbitrary
momentum scales. In order to demonstrate how it emerges at
long scales, we compute the scale dependence of an effective
temperature, entering the (non-equilibrium) FDT, cf. Sec. VI.
Indeed, we find scale dependent behavior at high momenta,
which becomes universal and scale independent within the
critical region delimited by the Ginzburg scale, cf. Fig. 2.
We note that, in principle, it is conceivable that the system
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Figure 2. (Color online) Scale dependence at criticality of the ef-
fective temperature Teff = γ¯/ (4 |Z|), where γ¯ denotes the Keldysh
mass and Z is the wave-function renormalization (see Secs. V B
and VIII A). For t → −∞ the effective temperature saturates to a
constant value. Initial values are the same as in Fig. 1 (b).
might allow for different stationary scaling solutions far from
equilibrium with different universal scaling behavior, not cap-
tured in the present approach. Indeed, in two dimensions, such
a scenario is realized.66 In three dimensions, however, such a
behavior could be present only beyond a threshold value for
the microscopic strength of violation of detailed balance.
Hierarchical shell structure of non-equilibrium criticality
– A key result of the RG analysis is the hierarchical organi-
zation of the non-equilibrium criticality. This structure con-
sists of three shells of critical exponents. The innermost shell
in this hierarchy contains the two independent exponents ν, η
describing the static (spatial) critical behavior of the classi-
cal O(2) model.67 We find that the static exponents coincide
with those of an ab initio computation of the classical O(2)
exponents at the same level of approximation. Thus the non-
equilibrium conditions do not modify the static critical behav-
ior.
The intermediate shell contains the so-called dynamical ex-
ponent z which describes the dynamical (temporal) critical be-
havior. This intermediate shell is already present in models
for equilibrium dynamical criticality. Crucially, it extends the
static critical behavior but does not modify it. In fact there is
a certain dynamical fine structure: The same static universal-
ity class splits up into various dynamical universality classes,
classified in models A to J by HH.32 Again, we find the dy-
namic exponents to coincide with the one of an ab initio com-
putation for one of HH’s models (MA) – the non-equilibrium
conditions do not modify the dynamical critical behavior ei-
ther. A stronger physical consequence of this finding is dis-
cussed in the next subsection.
The unique element found only in the driven system is the
outer shell of the aforementioned hierarchy. The related ex-
ponent ηr identified in Ref. 19, which we refer to as the “drive
exponent”, physically describes universal decoherence of the
long-wavelength dynamics as explained above. Crucially, ηr
relates to the dynamical MA in the same way as MA relates
to the classical O(2) model: It adds a new shell, but does not
“feed back” or modify the inner shells of the hierarchy. In
Sec. VI we argue that this exponent manifestly witnesses non-
equilibrium conditions.
Independence of the drive exponent and maximality of the
extension – It is important to demonstrate the independence
of the drive exponent: At a second order phase transition,
many critical exponents can be defined, each characterizing
a different observable. However, only few of them are inde-
pendent, i.e., cannot be expressed in terms of a smaller set by
means of scaling relations.
The independence of the four critical exponents identi-
fied with our FRG approach is manifest in the block diago-
nal structure of the linearized RG flow in the vicinity of the
Wilson-Fisher fixed point, cf. Sec. VIII: There are two blocks,
and the lowest eigenvalue of each of them determines an in-
dependent critical exponent. In addition we have the indepen-
dent anomalous dimension η and the dynamical exponent z.
A general way to determine the number of independent ex-
ponents and thereby see the need for one and only one addi-
tional exponent in this system (as compared to equilibrium
MA dynamics) comes from the UV limit of the problem.
Any independent critical exponent must be related to a short-
distance mass scale in the problem.68 For example, this can
be seen in the case of the anomalous dimension associated
with the spatial two-point correlation function. An anoma-
lous dimension η implies decay of the correlation function as
〈φ∗(x)φ(0)〉 ∼ |x|2−d+η. Since the physical units of this corre-
lation are [L]2−d we require a microscopic scale a, to fix the
units so that 〈φ∗(x)φ(0)〉 ∼ a−η |x|2−d+η ∼ [L]2−d. In the same
way any non-trivial independent exponent requires such a mi-
croscopic scale.
To determine the number of independent critical exponents
in our problem we therefore need to count the microscopic
mass scales in the bare action. The corresponding quadratic
part of the action reads
Sm =
∫
dtddx
[(
φ∗c, φ
∗
q
) ( 0 µ − iκ1
µ + iκ1 iγ
) (
φc
φq
)
+ f
(
j∗cφq + j
∗
qφc + c.c.
)]
, (4)
with real parameters µ, κ1, γ, f . κ1 and f , which describe the
tuning parameter of the phase transition and an external order-
ing field respectively, have direct counterparts in the equilib-
rium O(2) model. They give rise to the two critical exponents
ν, which characterizes the divergence of the correlation length,
and η, the anomalous dimension of the static two-point func-
tion. γ is introduced in the theory of dynamical critical phe-
nomena and is associated to the dynamical exponent in the
purely relaxational MA of HH.32 In the full non-equilibrium
problem however, there is yet another mass scale µ. This scale
is at the origin of the additional independent exponent identi-
fied in Ref. 19.
From this discussion we conclude that the extension of the
critical behavior at the condensation transition is maximal,
i.e., no more independent exponents can exist. This is due
to general requirements on the mass matrix above: the off-
diagonal elements must be hermitian conjugates; the lower
5diagonal must be anti-hermitian; and the upper diagonal must
be zero due to the conservation of probability.
It is worth noting how this analysis would change if the
critical point in question involved breaking of a Z2 symmetry
rather than a continuous O(N) symmetry as we discuss here.
Such an Ising transition in a driven system is relevant for the
formation of a super-solid due to interaction of a BEC with
the modes of an optical cavity.2,3 In this case the reality of
the Ising fields rules out an imaginary mass term (κ1 = 0).
Hence the maximal number of independent critical exponents
is 3, which implies that there can be no modification of MA
dynamics.
Interpretation and observability of the drive exponent –
The drive critical exponent describes the universal flow behav-
ior of all possible ratios of coherent vs. dissipative couplings
(real vs. imaginary parts, see Sec. VIII A) to zero upon mov-
ing to larger and larger distances. In the competition of co-
herent and dissipative dynamics, loosely speaking dissipation
always wins. Physically, this should be interpreted as a univer-
sal mechanism of decoherence. The drive exponent therefore
is subleading and not observable in the correlation functions
of the system. However, it is directly observable in the single
particle dynamical response (single particle retarded Green’s
function).
The dynamical response can be measured with any probe
that couples directly to the field operator ψˆ(x), i.e., any probe
that out-couples single particles from the system. This is the
case, e.g., in the angle-resolved detection of leakage photons
in exciton-polariton systems,20 or in angle-resolved radio-
frequency spectroscopy in ultra-cold atoms.69 As we argue in
Sec. VIII C, the excitation spectrum close to the critical point
is given by (q = |q|)
ω(q) ∼ A0qz−ηr − iD0qz ∼ A0q2.223 − iD0q2.121, (5)
where A0 and D0 are non-universal constants. This excitation
spectrum leads to a broadened signal in the experiment, cf.
Fig. 3. The drive exponent ηr can be observed due to the dif-
ferent scaling with momentum of the location (∼ qz−ηr ) and
the width (∼ qz) of the measured peak. We note here, how-
ever, that technical noise and other uncertainties in the mea-
surement setup will unavoidably also lead to a broadening of
the spectrum. The small value of ηr = −0.101 thus challenges
experiments to verify this prediction.
III. THE MODEL
In this section we introduce a generic microscopic descrip-
tion of driven-dissipative Bose systems, written in terms of
a second quantized master equation. We then show how
to translate this model into the Keldysh functional integral
framework, which provides a convenient starting point for ob-
taining the long wavelength universal properties of the system.
Moreover we introduce the concept of the effective action,
which generalizes the action principle to include all quantum
and statistical fluctuations and is the key object for the formu-
lation of the FRG.
energy
momentum
absorption
Figure 3. (Color online) Illustration of the observability of the drive
exponent: The absorption peak for a measurement that observes the
single particle dynamical response. The drive exponent ηr reveals
itself in a different scaling of the peak location and peak-width as a
function of the momentum.
A. Quantum Master equation
Our model with particle loss and pumping is described
microscopically by a many-body master equation that deter-
mines the time evolution of the system density operator (units
are chosen such that ~ = 1),
∂tρˆ = −i
[
Hˆ, ρˆ
]
+L[ρˆ]. (6)
This equation incorporates both coherent dynamics generated
by the Hamiltonian Hˆ and dissipation that is subsumed in the
action of the Liouville operator L. The Hamiltonian Hˆ de-
scribes interacting bosonic degrees of freedom of mass m and
is given by (we use the shorthand
∫
x =
∫
ddx)
Hˆ =
∫
x
ψˆ†(x)
(
− ∆
2m
)
ψˆ(x) +
g
2
∫
x
ψˆ†(x)2ψˆ(x)2, (7)
where ψˆ(x) are bosonic field operators. Note that we do not
explicitly introduce any system chemical potential, as the den-
sity of the system will be fixed by the balance of pumping
and losses. Two-body interactions are described by a density-
density interaction with coupling constant g. In the following
we shall be interested in dynamically stable systems which
are characterized by a positive coupling constant g > 0. This
modeling of interactions is valid on length scales which are
not sufficient to resolve details of the microscopic interaction
potential.
In our model, dissipative dynamics comes in the form of
one-body pumping (p) and losses (l) as well as two-body
losses (t). Accordingly, the Liouville operator can be decom-
posed into the sum of three terms L = ∑αLα with α = p, l, t
which have the common Lindblad structure
Lα[ρˆ] = γα
∫
x
(
Lˆα(x)ρˆLˆ†α(x) −
1
2
{
Lˆ†α(x)Lˆα(x), ρˆ
})
, (8)
with local Lindblad or quantum jump operators Lˆα(x) that cre-
ate (p) and destroy (l) single particles; for α = t two particles
6are destroyed at the same instant in time, i.e., the quantum
jump operators are given by
Lˆp(x) = ψˆ†(x), Lˆl(x) = ψˆ(x), Lˆt(x) = ψˆ(x)2. (9)
These processes occur at rates γp, γl, and γt, respectively.
The net effect of single-particle pumping and losses is de-
termined by the relative size of the respective rates: For
γp > γl, there is an effective gain of single particles. Nev-
ertheless, Eq. (6) leads (in a suitably chosen rotating frame,
as we will show below) to a stationary state ρˆss in which the
gain of single particles is balanced by two-body losses. In this
situation, a finite condensate amplitude builds up,
〈ψˆ(x)〉ss = tr
(
ψˆ(x)ρˆss
)
= ψ0 , 0, γp > γl. (10)
That is, in stationary state the system is in a condensed
phase in which the symmetry of the dynamics described by
Eq. (6) under global U(1) transformations of the field oper-
ators ψˆ(x) 7→ ψˆ(x)eiφ is broken. When the loss rate γl ex-
ceeds the pumping rate γp, on the other hand, no condensate
emerges in stationary state, and the expectation value of the
bosonic field operator is zero,
〈ψˆ(x)〉ss = 0, γp ≤ γl. (11)
Equations (10) and (11) can be derived from the master equa-
tion (6) in mean-field approximation by making the ansatz of
a coherent stationary state ρˆψ = |ψ〉〈ψ|, where we assume that
the amplitude in |ψ〉 = 1N exp
(
ψ
∫
x ψˆ
†(x)
)
|0〉 is spatially ho-
mogeneous but possibly time-dependent. Proper normaliza-
tion of the coherent state is ensured by the choice N = eV |ψ|2
with the system volume V . The time-dependence of the con-
densate amplitude is determined by taking the time derivative
on both sides of the equality ψ = tr
(
ψˆ(x)ρˆψ
)
and using the
master equation (6), which results in
i∂tψ =
[
g |ψ|2 + i
2
(
γp − γl − 2γt |ψ|2
)]
ψ. (12)
For γp > γl this equation allows for a solution of the form
ψ = ψ0e−iµt, where the condensate density is determined by
the imaginary part of the term in brackets on the right-hand
side (RHS) as
|ψ0|2 = γp − γl2γt . (13)
The parameter µ is then given by µ = g |ψ0|2. We obtain
the steady state density matrix of Eq. (10) by means of a
transformation to a rotating frame with the unitary opera-
tor Uˆ = exp
(
iµNˆt
)
, where the particle number operator is
Nˆ =
∫
x ψˆ
†(x)ψˆ(x): We have ρˆss = UˆρˆψUˆ†, which is indeed
time-independent, and recover Eqs. (10) and (11). Under
the transformation to this rotating frame, the Hamiltonian ac-
quires a contribution −µNˆ, whereas the Liouvillian L remains
invariant. In the following we will always be working in the
rotating frame.
In summary, the steady state phase diagram of our model
exhibits two phases: A symmetric one characterized by
Eq. (11) and an ordered one where the global U(1) symme-
try is broken by a finite condensate amplitude Eq. (10) with
definite phase. These two phases are separated by a contin-
uous phase transition with order parameter ψ0. The transi-
tion is crossed by tuning the single-particle pumping rate from
γp < γl in the “symmetric” to γp > γl in the “symmetry-
broken” or “ordered” phase.
In the following we shall be interested in the critical behav-
ior that is induced by tuning γp − γl to zero. Powerful tools
for investigating critical phenomena at a second order phase
transition are provided by a multitude of variants of the RG.
The particular flavor we employ here is the FRG in the for-
mulation of Wetterich56 (for reviews see Refs. 70–75), which
builds upon the use of functional integrals. Therefore, as a
first step towards implementing a FRG investigation of our
model, we will reformulate the physics that is encoded in the
quantum master equation (6) in terms of Keldysh functional
integrals.76,77
B. Keldysh functional integral
The Keldysh approach provides a means to tackle general
non-equilibrium problems in the language of functional in-
tegrals. For the model at hand, the dynamics described by
the master equation (6) can be represented equivalently as a
Keldysh partition function (see App. A): By Ψσ =
(
ψσ, ψ
∗
σ
)T
for σ = +,− we denote Nambu spinors of fields on the
forward- and backward-branch of the closed time contour, re-
spectively. Then, collecting time and space in a single vari-
able X = (t, x) and using the abbreviation
∫
X =
∫
dt
∫
ddx, the
Keldysh partition function reads
Z[J+, J−] =
∫
D[Ψ+,Ψ−] eiS[Ψ+,Ψ−]+i
∫
X
(
J†+Ψ+−J†−Ψ−
)
. (14)
The fields Jσ =
(
jσ, j∗σ
)T are external sources inserted here for
the purpose of calculating correlation functions of the bosonic
fields in the usual manner by means of functional differenti-
ation. When they are set to zero, J+ = J− = 0, the partition
function reduces to unity,76,77 i.e., we have the normalization
Z[0, 0] = 1. While the Keldysh approach can in principle be
utilized to study time evolution, here we are assuming trans-
lational invariance in time, as appropriate for the investigation
of steady state properties.
In complete analogy to the separation of coherent and dissi-
pative contributions to the time evolution of the density oper-
ator in Eq. (6), the action S in the functional integral Eq. (14)
can be decomposed as S = SH + SD into a Hamiltonian part
SH and a part SD corresponding to the dissipative Liouvillian
L in the master equation. The former is given by (from now
on we will use units such that 2m = 1)
SH =
∑
σ=±
σ
∫
X
[
ψ∗σ (i∂t + ∆ + µ)ψσ −
g
2
(
ψ∗σψσ
)2] . (15)
As a general rule (see App. A), normally ordered operators
in Eq. (6) acting on the density matrix ρˆ from the left (right)
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tour. Consequently, the commutator with the Hamiltonian in
Eq. (6) is transferred into the two contributions to Eq. (15)
with a relative minus sign.
The same rule applies to the dissipative part in the master
equation (6). Passing from the Liouvillian L on to a dissipa-
tive action SD, quantum jump operators Lˆα are replaced by
corresponding jump fields Lα,σ on the σ = + (σ = −) con-
tour. (In App. A we will discuss regularization issues related
to normal ordering of Lindblad operators.) As above we have
the three contributions SD = ∑α Sα that are due to single-
particle pumping (p) and losses (l) as well as two-body losses
(t). The form of the jump fields can directly be inferred from
Eq. (9) as
Lp,σ = ψ∗σ, Ll,σ = ψσ, Lt,σ = ψ
2
σ. (16)
Then, for the dissipative parts of the action we find the expres-
sion
Sα = −iγα
∫
X
[
Lα,+L∗α,− −
1
2
(
L∗α,+Lα,+ + L
∗
α,−Lα,−
)]
. (17)
As we can see, the transition from a description of a spe-
cific problem in terms of a master equation to one in terms
of Keldysh functional integrals reduces to the application of
simple rules. For our model, Eqs. (14), (15) and (17) provide
us with a convenient starting point for the investigation of the
steady state phase transition described in the previous section.
While the translation rules from the master equation to the
Keldysh functional integral are most simply applied in a basis
of fields ψ± that can be ascribed to the forward and backward
branches of the Keldysh contour, subsequently we will find
it advantageous to introduce so-called classical and quantum
fields, given by the symmetric and anti-symmetric combina-
tions (
φc
φq
)
= M
(
ψ+
ψ−
)
, M =
1√
2
(
1 1
1 −1
)
. (18)
Condensation is described by a time-independent, homoge-
neous expectation value of the fields on the σ = ± contours,
〈ψ+(X)〉 = 〈ψ−(X)〉 = ψ0, cf. Eq. (10). In the basis of clas-
sical and quantum fields, this is expressed as 〈φc(X)〉 = φ0 =√
2ψ0, 〈φq(X)〉 = 0, i.e., only φc can condense (and, therefore,
become a “classical” variable), whereas φq is a purely fluctu-
ating field with zero expectation value by construction.
By means of the transformation Eq. (18), the inverse prop-
agator, determined by the quadratic part of the action, is cast
in the characteristic causality structure76,77 with retarded, ad-
vanced, and Keldysh components PR, PA, and PK , respec-
tively (in the following we will denote the two-body coupling
constant and loss rate by, respectively, λ = g/2 and κ = γt/2),
S =
∫
X
{(
φ∗c, φ
∗
q
) ( 0 PA
PR PK
) (
φc
φq
)
+ i4κφ∗cφcφ
∗
qφq
−
[
(λ + iκ)
(
φ∗2c φcφq + φ
∗2
q φcφq
)
+ c.c.
]}
. (19)
The inverse retarded and advanced single-particle Green’s
functions are given by PR = PA† = i∂t + ∆ + µ + iκ1 where
κ1 =
(
γl − γp
)
/2. For the Keldysh component of the inverse
propagator we have PK = iγ, where γ = γl + γp is the sum of
single-particle pumping and loss rates – both of them increase
the noise level in the system.
The spectrum of single-particle excitations is encoded in
the poles of the retarded propagator in frequency-momentum
space or, equivalently, in the zeros of the inverse propagator.
Solving PR(Q) = 0 for ω, where Q = (ω,q) collects the fre-
quency and spatial momentum, we obtain the dispersion rela-
tion
ω = q2 − µ − iκ1. (20)
For κ1 > 0 (i.e., γp < γl) the pole is located in the lower com-
plex half-plane, and the effective loss rate κ1 takes the role of
an inverse lifetime. One has single-particle excitations that
decay exponentially in time, a situation that is well-known
from the general theory of the analytic structure of correlation
functions.78 As κ1 is tuned to negative values (i.e., as we cross
the phase transition), however, the pole Eq. (20) is shifted into
the upper complex half-plane, signaling an instability. After
crossing this threshold, the system develops a condensate, and
the proper analytical structure of the retarded propagator is re-
stored only by taking the tree-level shifts due to the conden-
sate into account. We will discuss the corresponding modifi-
cations of the dispersion relation Eq. (20) below in Sec. IV A.
Inversion of the 2× 2 matrix in Eq. (19) yields the propaga-
tor with retarded, advanced, and Keldysh components,
G =
(
GK GR
GA 0
)
. (21)
The components along with their respective usual diagram-
matic representation76,77 are given by
GR(Q) = 1/PR(Q) = ,
GA(Q) = 1/PA(Q) = ,
GK(Q) = −PK/
(
PR(Q)PA(Q)
)
= ,
(22)
which shows that the poles of G(Q) are determined solely by
the zeros of PR(Q) and PA(Q). The Keldysh component PK of
the inverse propagator enters the expression for GK(Q) multi-
plicatively. Therefore, even in a situation where PK is a poly-
nomial in frequency and/or momentum, it can not give rise to
further poles in the propagator G(Q).
In the Keldysh formalism elastic two-body collisions and
two-body losses are treated on an equal footing: Both ap-
pear in the action Eq. (19) as quartic vertices, however, with
a real coupling constant λ in the case of elastic collisions and
a purely imaginary coupling constant iκ for two-body losses.
The vertices in Eq. (19) can further be distinguished by the
number of quantum fields they contain: We have the so-called
classical vertex − ∫X [(λ + iκ) φ∗2c φcφq + c.c.] which contains
only one quantum field and three classical fields, and two
quantum vertices: The first one i4κ
∫
X φ
∗
cφcφ
∗
qφq containing
two and the second one − ∫X [(λ + iκ) φ∗2q φcφq + c.c.] contain-
ing three quantum fields. Diagrammatically, these vertices are
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φ∗c
φq
φc
φ∗c
λ + iκ ,
φ∗q
φq
φc
φ∗c
iκ ,
φ∗q
φq
φc
φ∗q
λ + iκ . (23)
The fact that there are no vertices consisting only of classical
fields is a manifestation of causality or conservation of prob-
ability in the Keldysh framework.76,77 Below we will find that
only the classical vertex is relevant (in the sense of the RG)
once the system is tuned close to the phase transition.
C. Effective action
Having established a description of our model in terms of a
Keldysh functional integral, we proceed by introducing the
concept of the effective action,79–81 which is central to the
FRG. It is also a convenient starting point for a discussion
of the phase transition on the mean-field level (see Sec. IV A).
In equilibrium statistical physics the effective action Γ is re-
lated to the free energy as a functional of a space-dependent
order parameter, and the equilibrium state is determined as the
order parameter configuration that minimizes Γ. However, in
the present context of non-equilibrium statistical physics we
do not have a sensible notion of a free energy. In fact, already
the Keldysh partition function Eq. (14) reduces for vanishing
external sources to a representation of unity Z[0, 0] = 1, in-
dependently of the parameters that characterize the action.76,77
Still, the Keldysh effective action, defined analogously to its
equilibrium counterpart as the Legendre transform of the gen-
erating functional for connected correlation functions, is a
very useful object. From Γ we can derive, e.g., field equa-
tions that determine the stationary configurations of classical
and quantum fields Φν =
(
φν, φ
∗
ν
)T , ν = c, q. On a more formal
level, Γ is the generating functional of one-particle irreducible
vertices.79–81 Most importantly for our model, however, the
FRG provides us with a means of calculating critical expo-
nents for the phase transition by studying the RG flow of Γ as
a function of an infrared cutoff k.
Our starting point for introducing the effective action is the
generating functional Eq. (14) for correlation functions, ex-
pressed in the basis of classical and quantum fields Φν, i.e.,
the action is given by Eq. (19), and we introduce classical and
quantum sources Jν =
(
jν, j∗ν
)T with ν = c, q according to the
Keldysh rotation (
jc
jq
)
= M
(
j+
j−
)
, (24)
where the matrix M is defined in Eq. (18). For the generating
functional W for connected correlation functions and Z we
have the relation
W[Jc, Jq] = −i lnZ[Jc, Jq]. (25)
The idea is now to express W, which is a functional of the
external sources Jν, in terms of the corresponding field expec-
tation values Φ¯ν = 〈Φν〉|Jc,Jq = δW/δJν′ where ν′ = q for
ν = c and vice versa. Introducing these as new variables is
accomplished by means of a Legendre transform:
Γ[Φ¯c, Φ¯q] =W[Jc, Jq] +
∫
X
(
J†c Φ¯q + J
†
qΦ¯c
)
. (26)
The difference between the in this way defined effective action
Γ and the action S consists in the inclusion of both statistical
and quantum fluctuations in the former. This becomes appar-
ent in the representation of Γ as a functional integral,70
eiΓ[Φ¯c,Φ¯q] =
∫
D[δΦ¯c, δΦ¯q] eiS[Φ¯c+δΦ¯c,Φ¯q+δΦ¯q], (27)
which holds for the equilibrium states that obey δΓ/δΦ¯c =
δΓ/δΦ¯q = 0 at vanishing external sources Jc = Jq = 0. The
most straightforward way of evaluating the functional inte-
gral Eq. (27) approximately is by performing a perturbative
expansion around the configuration that minimizes the action
S. To zeroth order this corresponds to mean-field theory, an
approach we will discuss in the following section. In the
FRG, the fluctuations δΦ¯ν are included stepwise by introduc-
ing an infrared regulator which suppresses fluctuations with
momenta less than an infrared cutoff scale k. A short review
of this method, adapted to the Keldysh framework, is provided
in Sec. V A. We will apply it to our model in Sec. VII.
IV. PREPARATORY ANALYSIS
Here we carry out a basic analysis of the model in prepara-
tion for setting up a full functional RG calculation used to ob-
tain the critical properties at the phase transition. We summa-
rize the mean-field theory for the effective action and discuss
the generic emergence of infrared divergences near a critical
point. Furthermore, using dimensional analysis we identify
the important terms in the action which are potentially rele-
vant at the critical point. These terms are then included in the
ansatz of the effective action used to carry out the FRG cal-
culation. Finally we contrast this ansatz with the equilibrium
dynamical models of HH.32
A. Mean-field theory
In Sec. III A we identified the precise balance between
single-particle losses and pumping as the transition point,
cf. Eqs. (10) and (11). Here we will derive this result from
the Keldysh functional integral Eq. (27), again employing a
mean-field approximation. We will then proceed by calculat-
ing the excitation spectrum above the stationary mean-field by
treating quadratic fluctuations in a Bogoliubov (tree-level) ex-
pansion. While this issue, as well as going beyond the mean-
field approximation by perturbative methods, can equally well
be addressed in the master equation formalism of Sec. III A,82
in performing a perturbative expansion at and below the criti-
cal point we encounter infrared divergences. Proper treatment
of these requires RG methods, which are well-established and
elegantly formulated in terms of functional integrals.
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mation of the functional integral in Eq. (27) in which fluc-
tuations around the classical fields are completely neglected.
In the present context, by classical fields we mean spatially
homogeneous solutions to the classical field equations
δS
δφ∗c
= 0,
δS
δφ∗q
= 0. (28)
As already mentioned above, there are no terms in the action
Eq. (19) that have zero power of both φ∗q and φq, and the same
is obviously true for δS/δφ∗c. Therefore, the first equation (28)
is solved by φq = 0. Inserting this condition in the second
equation (28), we have[
µ + iκ1 − (λ − iκ) |φ0|2
]
φ0 = 0. (29)
The solution φc = φ0 is determined by the imaginary part of
Eq. (29): For κ1 ≥ 0, in the symmetric phase, the classical
field is zero, ρ0 = |φ0|2 = 0, whereas for κ1 < 0 we have a
finite condensate density ρ0 = −κ1/κ. In a second step, the
parameter µ is determined by the real part of Eq. (29) as µ =
−λκ1/κ.
Quadratic fluctuations around the mean-field order param-
eter can be investigated in a Bogoliubov or tree-level ex-
pansion: We set φc = φ0 + δφc, φq = δφq in the action
Eq. (19) and expand the resulting expression to second order
in the fluctuations δφν. The poles of the retarded propagator
(which is now a 2 × 2 matrix in the space of Nambu spinors
δΦν =
(
δφν, δφ
∗
ν
)T ) are then58
ωR1,2 = −iκρ0 ±
√
q2
(
q2 + 2λρ0
) − (κρ0)2. (30)
Real and imaginary parts of both branches are shown in Fig. 4
in panels (a) and (b), respectively. Due to the tree-level shifts
∝ ρ0 the instability of Eq. (20) for κ1 < 0 is lifted: Both
poles are located in the lower complex half-plane, indicating
a physically stable situation with decaying single-particle ex-
citations. For κ = 0, Eq. (30) reduces to the usual Bogoli-
ubov result,83 where for q → 0 the dispersion is phononic,
ωR1,2 = ±cq, with speed of sound c =
√
2λρ0 whereas particle-
like behavior ωR1,2 ∼ q2 is recovered at high momenta. Here,
due to the presence of two-body loss κ , 0, the dispersion is
strongly modified: While at high momenta the dominant be-
havior is still given by ωR1,2 ∼ q2, at low momenta we obtain
purely dissipative non-propagating modes ωR1 ∼ −i λκ q2 and
ωR2 ∼ −i2κρ0. In particular, for q = 0 we have ωR1 = 0: This is
a dissipative Goldstone mode,27,58,60 associated with the spon-
taneous breaking of the global U(1) symmetry in the ordered
phase. The existence of such a mode is not bound to the mean-
field approximation but rather an exact property of the theory
guaranteed by the U(1) invariance of the effective action, even
in the present case of a driven-dissipative condensate.
B. Infrared divergences near criticality
The discussion of our model on the mean-field level has il-
lustrated some of the benefits of the Keldysh approach: Not
only have we gained a simple physical picture of the phase
transition as a condensation instability in the retarded and ad-
vanced propagators, but we were able to investigate excita-
tions in both the symmetric and ordered phases quite straight-
forwardly. Mean-field theory, however, while providing us
with a good qualitative understanding of the stationary state
physics of our model far away from the phase transition, has
major shortcomings when it comes to the discussion of criti-
cal phenomena. In particular, the critical exponents that can be
extracted from an analysis of quadratic fluctuations around the
mean-field configuration are not indicative of the universality
class of the phase transition, as they correspond to the RG
flow in the vicinity of a non-interacting (or Gaussian) fixed
point. Critical behavior at the phase transition, however, is
encoded in the RG flow in the vicinity of an interacting (or
Wilson-Fisher) fixed point.
In a many-body system, excitations and their interactions
get dressed due to scattering from other particles. The mean-
field results of this section can be taken as the starting point
for a calculation of the effective dressed parameters in a per-
turbative expansion. In the functional integral Eq. (27), di-
agrammatically this amounts to an expansion in the num-
ber of loops around the mean-field configuration. To low-
est (one-loop) order, the correction ∆λ to the real part of
the bare classical vertex (the first diagram in Eq. (23)) reads
(vd =
(
2d+1pid/2Γ(d/2)
)−1
)
∆λ = + · · ·
= −
vdγ
(
λ2 + κ2
)2
λκ
∫ ∞
qIR
dq
q5−d
,
(31)
where the elements appearing in the diagram are defined in
Eqs. (31) and (22) (here, however, lines correspond to propa-
gators of fluctuations δΦν and acquire an additional 2 × 2 ma-
trix structure in Nambu space), and the ellipsis indicates that
all diagrams with four external legs and one closed loop cor-
responding to a single internal momentum integration have to
be included. In the integrand we have only kept the dominant
contribution for q → 0, and we have introduced an infrared
cutoff qIR in order to regularize the divergence at low mo-
menta. Such infrared divergences, however, appear not only in
our specific example of the loop correction to λ, but rather are
characteristic of perturbative expansions in symmetry broken
phases. They are due to the presence of a massless Goldstone
mode, which results in a pole of the retarded and advanced
propagators at ω = q = 0. This problem is even enhanced
as we approach the phase transition: Then both modes be-
come degenerate, with also the second mode ωR2 ∼ −i2κρ0
for q → 0 becoming massless. A method that allows us to
go beyond mean-field theory, therefore, has to provide for a
proper treatment of infrared divergences. In the FRG, this is
achieved by effectively introducing a mass term ∝ k2 in the
inverse propagators by hand. In consequence, the integrand
in Eq. (31) is replaced by
∫ ∞
qIR
dqqd−1/
(
q2 + k2
)2
and we may
safely set qIR to zero since the effective mass k2 acts as an in-
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frared cutoff. The resulting loop-corrected coupling is a func-
tion of this cutoff, λ = λ(k), and we obtain the fully dressed or
renormalized coupling by following the RG flow of the run-
ning coupling λ(k) for k → 0. This procedure can be imple-
mented efficiently by introducing the cutoff in the functional
integral Eq. (27). We will discuss how this is done in practice
for the present non-equilibrium problem84–91 in the following
section. Critical exponents can then be extracted from the flow
of the critical system, i.e., when κ1 is fine-tuned to zero.
So far we have discussed only corrections to the bare inter-
action vertices due to the inclusion of loop diagrams. How-
ever, also the propagators appearing in these diagrams are
themselves renormalized. In particular, the inverse propagator
can be written as P(Q) − Σ(Q), i.e., as the sum of the bare in-
verse propagator P(Q) and a self-energy correction Σ(Q).79–81
The self-energy contribution at one-loop order to the retarded
propagator is represented diagrammatically as
ΣR(Q) = + . (32)
where effective cubic couplings, which are obtained upon
expanding the interaction vertex around the field expecta-
tion value, appear in the second diagram. Lines beginning
and terminating in crosses indicate that particles are scat-
tered out of and into the condensate, respectively. Due to
momentum conservation, the first diagram does not depend
on the external momentum Q = (ω,q) and gives a correc-
tion to the constant part of the inverse propagator, i.e., the
so-called mass terms. Since the coupling λ + iκ associated
with the vertex appearing in this diagram is complex, both
the real and imaginary masses, µ and κ1, are affected by the
loop correction. The second diagram in Eq. (32) gives a
frequency- and momentum-dependent contribution to the self-
energy. Symmetry under spatial rotations implies that it de-
pends only on the modulus of the momentum and we may
write ΣR(Q) = ΣR(ω, q2). For small ω and q2 we can expand
ΣR(ω, q2) ≈ ΣR(0, 0)+ω∂ωΣR(0, 0)+q2∂q2ΣR(0, 0). Transform-
ing back to the time domain and real space, the derivatives of
the self-energy with respect to frequency and momentum give
corrections to the coefficients of ∂t and ∆ in the inverse prop-
agators, which are again complex valued. An imaginary part
of the coefficient of the Laplacian corresponds to an effective
dissipative kinetic coefficient due to the interaction with other
particles; A complex prefactor of the time derivative, on the
other hand, has significant consequences for the physical in-
terpretation of all other couplings, as we will discuss in detail
in later sections.
C. Canonical power counting
While the proper theoretical approach to critical phenom-
ena has to cope efficiently with the infrared divergences dis-
cussed above, such systems also exhibit an important ordering
principle, which is provided by the classification of couplings
according to their canonical scaling dimension. In the follow-
ing we will briefly review this procedure, often referred to as
canonical power counting or dimensional analysis. It lays the
basis for a suitable choice of ansatz for the effective action that
will contain only couplings which are relevant or marginal ac-
cording to this counting scheme.79–81
At second order phase transitions, physical quantities ex-
hibit scaling behavior, which means that they depend on the
distance from the phase transition (in our case this distance is
measured by κ1) in a power-law fashion ∼ κτ1, with a generally
non-integer exponent τ. In order to study critical behavior in
the RG, we investigate the RG flow starting from the action
fine-tuned to criticality, i.e., with κ1 = 0, and approach the
critical point by lowering k. Then, scaling behavior of a phys-
ical quantity g shows up as power-law dependence g ∼ kθ on
k for k → 0 with a critical exponent θ. In other words, phase
transitions are associated to scaling solutions of the RG flow
(not all scaling solutions correspond to phase transitions92),
or – equivalently – fixed points of the flow of rescaled cou-
plings g˜ = k−θg. The dominant contribution to the exponent
θ associated to a coupling g is determined by its physical di-
mension measured in units of momentum k, i.e., the canoni-
cal scaling dimension or engineering dimension [g] (we have
[k] = 1). Anticipating that deviations from canonical scaling
will be small (see Sec. VIII), let us study the flow of the di-
mensionless two-body elastic collision coupling λ˜ = λ/k (we
will see below that λ˜ is indeed dimensionless). In Sec. IV A
we saw that the flow of λ is generated by the loop diagrams
Eq. (31). Then, to the flow of the dimensionless variable λ˜ we
have an additional contribution due to the engineering dimen-
sion,
∂tλ˜ = −λ˜ + loop diagrams, (33)
where we are taking the derivative with respect to the dimen-
sionless logarithmic scale t = ln(k/Λ) which is zero for k = Λ
and goes to −∞ for k → 0. The loop contribution to the flow
of λ˜ is of order λ˜2, λ˜κ˜, κ˜2 and higher in the dimensionless two-
body couplings λ˜, κ˜. We find, therefore, a trivial fixed point
∂tλ˜ = 0 for λ˜∗ = κ˜∗ = 0. The flow for small λ˜ in the vicin-
ity of this Gaussian fixed point is determined by the canonical
scaling contribution on the RHS of Eq. (33) and is directed
towards higher values of λ˜, i.e., the coupling λ˜ is relevant at
the Gaussian fixed point. For increasing λ˜, the loop contri-
butions become important and balance canonical scaling at a
second fixed point. This non-trivial Wilson-Fisher fixed point
at finite λ˜∗, κ˜∗ corresponds to the phase transition in the in-
teracting system, and for small deviations λ˜ − λ˜∗ the flow is
attracted to λ˜∗.
The described scenario changes drastically for a coupling
with negative canonical scaling dimension, i.e., when instead
of the prefactor −1 for the first term on the RHS in Eq. (33)
we had a positive integer. Such a coupling is irrelevant at the
Gaussian fixed point, which means that its flow is attracted
to that fixed point. We can, therefore, as a starting point for
a systematic expansion in the relevance of couplings, set all
irrelevant couplings to zero. Unlike perturbative expansions,
the inclusion of irrelevant couplings in higher orders in the
expansion in canonical scaling dimensions results not only
in enhanced quantitative accuracy, but rather refines our pic-
ture of the phase transition, as it involves higher order ver-
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tices and a refined treatment of the momentum dependence of
propagators.93
We proceed by determining the canonical dimensions of
the couplings appearing in the action Eq. (19). They are not
uniquely fixed by the requirement that the action is dimen-
sionless, [S] = 0: Still we have the freedom of assigning
different scaling dimensions to the classical φc and quantum
fields φq. We exploit this freedom in order to impose a scaling
dimension upon the Keldysh component of the inverse propa-
gator in Eq. (19) that is the same as in finite-temperature ther-
modynamic equilibrium,76,77 i.e., we require [γ] = 0. While
this choice yields a consistent picture of the driven-dissipative
Bose condensation transition as detailed below, it is inappro-
priate for the investigation of stationary transport solutions
that define genuine nonequilibrium states with nonvanishing
flux which might be contained in our model. As already
pointed out in Sec. II, in two dimensions, such a scenario
indeed has been recently identified in Ref. 66, showing that
the Kardar-Parisi-Zhang non-equilibrium fixed point43 gov-
erns the long wavelength behavior. In three dimensions, a
similar scenario is conceivable in principle, however only be-
yond a certain threshold value for the strength of violation of
detailed balance.
Denoting the dynamical exponent by [∂t] = z we find, from
the quadratic part of the action and in d dimensions,
z = [µ] = [κ1] = 2, [φc] =
d − 2
2
, [φq] =
d + 2
2
. (34)
The different scaling dimensions of classical and quantum
fields result in different behavior of the complex couplings
associated with the classical and quantum vertices Eq. (23)
under renormalization, even though their values at k = Λ are
the same. In particular, for a local vertex that contains nc clas-
sical and nq quantum fields, the canonical scaling dimension
of the corresponding coupling is[
λnc,nq
]
= d + 2 − nc[φc] − nq[φq]. (35)
We observe that all couplings λnc,nq with nq > 2 (nq ≥ 1 is re-
quired by causality76–78) or nc > 5 are irrelevant. The coupling
λ3,1 associated with the classical quartic vertex has canonical
dimension 4 − d, i.e., its upper critical dimension is d = 4
and, in the case of interest d = 3, it is relevant with canonical
scaling dimension equal to unity. All other quartic couplings
are irrelevant, as are sextic couplings with nq > 1. The clas-
sical three-body coupling λ5,1 is marginal and we will include
it (with both real and imaginary parts) in our ansatz for the
running effective action below, even though it is not present in
the action S. Higher order couplings λnc,nq with nc + nq > 6
are irrelevant and we will discard them.
D. Equilibrium symmetry
According to the canonical power counting scheme out-
lined in the previous section, in order to describe critical prop-
erties at the driven-dissipative Bose condensation transition
we may disregard quantum vertices in the action Eq. (19)
– this corresponds to a semiclassical approximation,76–78,94
and the resulting simplified “mesoscopic” action has the same
structure as the classical dynamical models considered in
Ref. 32 inasmuch as it is linear in the quantum fields apart
from the noise term which is quadratic. Therefore, like in
the classical dynamical models, the functional integral with
the mesoscopic action is equivalent to a Langevin equation
for the classical field. This is just the stochastic dissipative
Gross-Pitaevskii equation Eq. (1) for a single non-conserved
complex field ψ and bears close resemblance to the equa-
tion of motion of MA of HH with N = 2 real components.
There are, however, two key differences: First the dynamics
in MA is purely relaxational whereas Eq. (1) contains both
coherent and dissipative contributions. Second, and more im-
portantly, dropping all coherent contributions on the RHS of
Eq. (1) we find that it is invariant under the transformation of
the fields:91,95,96
ψ(t, x) 7→ ψ∗(−t, x),
ξ(t, x) 7→ −ξ∗(−t, x) − i2∂tψ∗(t, x). (36)
This symmetry of the dynamics implies a FDT for the re-
tarded response and correlation functions. Its absence in the
driven-dissipative model (DDM), therefore, may be seen as
indicating non-equilibrium conditions. In Sec. VI below we
discuss a generalized version of the symmetry transformation
Eq. (36) and we are led to consider an extension of MA by
coherent dynamics that then differs from the DDM precisely
in the obedience to this generalized symmetry. With regard
to critical phenomena, the difference in symmetries between
equilibrium and non-equilibrium situations renders it possible
that novel universal behavior may be found in the latter case.
We proceed to perform an FRG analysis of the critical prop-
erties of both models in the following sections.
V. FUNCTIONAL RENORMALIZATION GROUP
A. FRG approach for the Keldysh effective action
The transition from the action S to the effective action Γ
consists in the inclusion of both statistical and quantum fluc-
tuations in the latter (see Eq. (27)). In the FRG, the func-
tional integral over fluctuations is carried out stepwise by in-
troducing an infrared regulator which suppresses fluctuations
with momenta less than an infrared cutoff scale k.70 This is
achieved by adding to the action in Eq. (14) a term
∆Sk =
∫
X
(
φ∗c, φ
∗
q
) ( 0 Rk,K¯(−∆)
R∗
k,K¯
(−∆) 0
) (
φc
φq
)
(37)
with a cutoff function Rk,K¯ which will be specified below in
Sec. V B. We denote the resulting cutoff-dependent Keldysh
partition function and generating functional for connected cor-
relation functions by, respectively, Zk andWk. The effective
running action Γk is then defined as the modified Legendre
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transform
Γk[Φ¯c, Φ¯q] =Wk[Jc, Jq]
+
∫
X
(
J†c Φ¯c + J
†
qΦ¯q
)
− ∆Sk[Φ¯c, Φ¯q]. (38)
Here the subtraction of ∆Sk on the RHS guarantees that the
only difference between the functional integral representa-
tions for Γ and Γk is the inclusion of the cutoff term in the
latter,
eiΓk[Φ¯c,Φ¯q] =
∫
D[δΦ¯c, δΦ¯q] eiS[Φ¯c+δΦ¯c,Φ¯q+δΦ¯q]+i∆Sk[δΦ¯c,δΦ¯q].
(39)
Physically, Γk can be viewed as the effective action for aver-
ages of fields over a coarse-graining volume with size ∼ k−d.
We choose the form of the cutoff term ∆Sk such that it mod-
ifies the inverse retarded and advanced propagators: Compar-
ing Eqs. (19) and (37), we see that associated with the action
S + ∆Sk are the regularized retarded and advanced inverse
propagators PR(Q) + R∗
k,K¯
(q2) and PA(Q) + Rk,K¯(q2) respec-
tively, whereas the Keldysh part PK of the inverse propagator
remains unchanged. In other words, by introducing the cut-
off ∆Sk we manipulate the spectrum of single-particle exci-
tations, which is encoded in the zeros of the inverse propa-
gators PR/A(Q) or, equivalently, in the poles of the propaga-
tors Eq. (22). At the transition, these poles are determined by
Eq. (20) with κ1 = 0, i.e., we have a pole at ω = q = 0, and
as we have pointed out in the paragraph following Eq. (31),
this leads to infrared divergences that drive critical behavior.
For the regularized propagators, on the other hand, we have
GR(ω = 0, q2 = 0) = 1/R∗
k,K¯
(0) and GA(ω = 0, q2 = 0) =
1/Rk,K¯(0) which are finite for
Rk,K¯(q
2) ∼ k2, q→ 0. (40)
To regulate infrared divergences, it is sufficient to intro-
duce the cutoff function in the retarded and advanced inverse
propagators, as becomes clear from the discussion following
Eq. (22).
We have seen that the effective action Γk defined by Eq. (39)
has an infrared-finite loop expansion. Its main usefulness,
however, lies in the fact that it interpolates between the ac-
tion S for k → Λ where Λ is an ultraviolet cutoff scale, and
the full effective action Γ for k → 0. This is ensured by the
requirements on the cutoff function85
Rk,K¯(q
2) ∼ Λ2, k → Λ,
Rk,K¯(q
2)→ 0, k → 0, (41)
where under the condition that Λ exceeds all energy scales in
the action by far, for k → Λ we may evaluate the functional
integral Eq. (39) in a stationary phase approximation. Then,
to leading order we find ΓΛ ∼ S. The evolution of Γk from
this starting point in the ultraviolet to the full effective action
in the infrared for k → 0 is described by the exact Wetterich
flow equation56,70
∂kΓk =
i
2
Tr
[(
Γ
(2¯)
k + R¯k
)−1
∂kR¯k
]
, (42)
where Γ(2¯)k and R¯k denote, respectively the second variations
of the effective action and the cutoff ∆Sk and will be spec-
ified in Sec. V B; Tr denotes summation over internal field
degrees of freedom as well as integration over frequencies
and momenta. The flow equation provides us with an alterna-
tive but fully equivalent formulation of the functional integral
Eq. (39) as a functional differential equation. Like the func-
tional integral, the flow equation can not be solved exactly.
It is, however, amenable to various systematic approximation
strategies. Here we perform an expansion of the effective ac-
tion Γk in canonical scaling dimensions as outlined above in
Sec. IV C, keeping only those couplings which are – in the
sense of the RG – relevant or marginal at the phase transition.
B. Truncation
In three dimensional classical O(N)-symmetric models, al-
ready the inclusion of non-irrelevant couplings gives a satis-
factory description of critical phenomena.70 As we will show
below, static critical properties of our non-equilibrium phase
transition are described by such a model with N = 2. There-
fore, in the following, we will as well restrict ourselves to the
inclusion of relevant and marginal couplings in the ansatz for
the effective action, i.e., we choose a truncation of the form
Γk =
∫
X
[(
φ¯∗c, φ¯
∗
q
) ( 0 D¯A
D¯R iγ¯
) (
φ¯c
φ¯q
)
−
(
∂U¯
∂φ¯c
φ¯q +
∂U¯∗
∂φ¯∗c
φ¯∗q
)]
. (43)
(Here all couplings depend on the infrared cutoff scale k.
However, for the sake of keeping the notation simple, we
will not state this dependence explicitly.) All terms involving
derivatives are contained in D¯R = iZ∗∂t + K¯∗∆ and D¯A = D¯R†.
In contrast to the action Eq. (19), however, we allow for com-
plex coefficients Z = ZR + iZI and K¯ = A¯ + iD¯: Due to the
presence of complex couplings λ + iκ in the classical action,
imaginary parts of Z and K¯ will be generated in the RG flow
as indicated at the end of Sec. IV A, even though they are zero
initially at k → Λ.
A complex prefactor Z of the time derivative – often re-
ferred to as wave-function renormalization – obscures the
physical interpretation of the other complex couplings: The
field equation δΓk/δφ¯∗q = 0 contains iZ∗∂tφ¯c = −K¯∗∆φ¯c + · · · .
The physical meaning of the gradient coefficient K¯ becomes
clear only after division by Z∗, i.e., in the form i∂tφ¯c =
− (A − iD) ∆φ¯c + · · · where we introduced the decomposition
K = K¯/Z = A + iD into real and imaginary parts. In this form,
the interpretation of A and D as encoding coherent propaga-
tion and diffusive behavior of particles is apparent. Similar
considerations hold for the other couplings in Eq. (43), and
we will elaborate on this point in Sec. VI D.
In our truncation containing only non-irrelevant contribu-
tions, the only momentum-independent couplings we keep are
the Keldysh and spectral masses, γ¯ and u¯1 = −µ¯ + iκ¯1, as
well as the classical quartic and sextic couplings (i.e., those
vertices containing only one quantum field but three and five
classical field variables respectively). These are included in
the part in Eq. (43) that involves the potential U¯, which is a
13
function of the U(1) invariant ρ¯c =
∣∣∣φ¯c∣∣∣2 and given by
U¯(ρ¯c) = u¯1 (ρ¯c − ρ¯0) + 12 u¯2 (ρ¯c − ρ¯0)
2 +
1
6
u¯3 (ρ¯c − ρ¯0)3 , (44)
where both u¯2 = λ¯ + iκ¯ and u¯3 = λ¯3 + iκ¯3 are complex. In the
symmetric phase, we keep u¯1 , 0 as a running coupling and
set ρ¯0 = 0, whereas in the ordered phase we set the masses to
zero, u¯1 = 0, and regard the condensate amplitude as a run-
ning coupling, ρ¯0 , 0. Then, the parameterization Eq. (44)
corresponds to an expansion of the potential around its min-
imum in both the symmetric and ordered phases. It ensures
that the field equations δΓk/δφ¯∗c = 0, δΓk/δφ¯∗q = 0 are solved
by ρ¯c = 0 and ρ¯c = ρ¯0 in the symmetric and ordered phases
respectively (in both cases we require φ¯q = φ¯∗q = 0) for all
values of k.
In what follows we will find it advantageous to introduce
renormalized fields φc = φ¯c, φq = Zφ¯q (the various symbols
for bare/renormalized fields etc. are summarized in Tab. I).
With this choice the complex wave-function renormalization
Z that multiplies the time derivative in Eq. (43) is absorbed in
the field variables and we can write the effective action in the
form (σz denotes the Pauli matrix)
Γk =
∫
X
Φ†q
[
iσz
(
∂tΦc +
δUD
δΦ∗c
)
− δUH
δΦ∗c
+ i
γ
2
Φq
]
. (45)
The renormalized Keldysh mass is γ = γ¯/ |Z|2. For the vari-
ational derivatives with respect to the classical fields we are
using the notation δ/δΦ∗c =
(
δ/δφ∗c, δ/δφc
)T , and the renormal-
ized potential functionals that encode unitary and dissipative
terms respectively, read
δUH
δΦ∗c
=
(−A∆ + U′H) Φc,
δUD
δΦ∗c
=
(−D∆ + U′D) Φc, (46)
where A and D are the real and imaginary parts of the renor-
malized gradient coefficient K = K¯/Z = A+iD. Primes denote
derivatives with respect to ρc = |φc|2 of the real and imaginary
parts of the renormalized potential U = U¯/Z = UH + iUD,
which is given by
U(ρc) = u1 (ρc − ρ0) + 12u2 (ρc − ρ0)
2 +
1
6
u3 (ρc − ρ0)3 (47)
with renormalized couplings u1 = u¯1/Z = −µ + iκ1, u2 =
u¯2/Z = λ + iκ, and u3 = u¯/Z = λ3 + iκ3. The inclusion of
the classical three-body coupling u3 adds the vertex
φc
φ∗cφq
φ∗c
φc φ
∗
c
λ3 + iκ3
(48)
to the building blocks Eqs. (22) and (31).
ψˆ field operator III A
ψσ, σ = ± fields on Keldysh contour III B
Ψσ =
(
ψσ, ψ
∗
σ
)T spinor of ±-fields III B
φν, ν = c, q classical and quantum fields III B
Φν =
(
φν, φ
∗
ν
)T spinor of c and q fields III C
Φ¯ν field expectation values/bare fields III C
Γ
(2¯)
k , R¯k derivatives WRT bare fields V A
φc = φ¯c, φq = Zφ¯q renormalized fields V B
χν,n, n = 1, 2 real fields V B
Γ
(2)
k ,Rk derivatives WRT renormalized fields V B
Z, K¯, u¯1, u¯2, . . . bare couplings V B
K, u1, u2, . . . renormalized couplings V B
Φ˜ν, Φˆν transformed bare fields VI
u˜1, u˜3, . . . dimensionless couplings VIII A
Table I. Summary of notation. The columns are symbols, their mean-
ing, and the section in which they are introduced.
As we have already indicated, the first variational deriva-
tive of the effective action yields field equations that deter-
mine the stationary state values of the classical and quantum
fields. In the ordered phase, these are constant in space and
time and read φc|ss = φ∗c |ss = √ρ0 (our choice of a real con-
densate amplitude does not cause a loss of generality) and
φq|ss = φ∗q|ss = 0. Then, the scale-dependent inverse con-
nected propagator is given by the second variational deriva-
tive of the effective action,79–81 evaluated in stationary state.
We will carry out this variational derivative in a basis of real
fields, which we introduce by decomposing the classical and
quantum fields into real and imaginary parts according to
φν =
1√
2
(
χν,1 + iχν,2
)
for ν = c, q. The inverse propagator
at the scale k is then given by
Pi j(Q)δ(Q − Q′) = δ
2Γk
δχi(−Q)δχ j(Q′)
∣∣∣∣∣
ss
. (49)
Here the indices i, j enumerate the four components of the
field vector
χ(Q) =
(
χc,1(Q), χc,2(Q), χq,1(Q), χq,2(Q)
)T
. (50)
Analogous to the inverse propagator in the action Eq. (19), the
inverse propagator at the scale k is structured into retarded,
advanced, and Keldysh blocks,
P(Q) =
 0 PA(Q)
PR(Q) PK
 . (51)
However, here these blocks are themselves 2 × 2 matrices.
(This additional Nambu structure emerges in the ordered
phase.) We have explicitly
PR(Q) =
 −Aq2 − 2λρ0 iω − Dq2−iω + Dq2 + 2κρ0 −Aq2
 = PA(Q)†,
PK = iγ1.
(52)
These expressions can be used to deduce the dispersion rela-
tion for single-particle excitations. It is determined by solving
det P(Q) = det
(
PR(Q)
)
det
(
PA(Q)
)
= 0 (53)
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for ω. Due to the second relation Eq. (52), two of the four
solutions to Eq. (53) are complex conjugate. The zeros of the
determinant of the retarded inverse propagator encode the two
branches
ωR1,2 = −iDq2 − iκρ0 ±
√
Aq2
(
Aq2 + 2λρ0
) − (κρ0)2, (54)
which differ from the mean-field expression Eq. (30) by the
contribution −iDq2 due to the explicit inclusion of a dissipa-
tive kinetic term in our truncation, and by the appearance of
the scale dependent gradient coefficient A. The dissipative
Goldstone mode is now characterized by the low-momentum
behavior ωR1 ∼ −i
(
D + A λ
κ
)
q2, whereas for the “massive” (the
mass is purely imaginary) mode we reproduce the form of the
mean-field expression ωR2 ∼ −i2κρ0 – however, in a scale-
dependent version with all couplings running in the course of
the RG. In this way, structural properties such as Goldstone’s
theorem are preserved during the flow. The dispersion relation
Eq. (54) is depicted in Fig. 4.
We proceed by specifying the cutoff function Rk,K¯ which
appears in Eq. (37). We will work with an optimized cutoff97
Rk,K¯(q
2) = −K¯
(
k2 − q2
)
θ(k2 − q2), (55)
which obviously meets the requirements Eqs. (40) and (41).
The regularized propagator, which appears in the loop dia-
grams that generate the RG flow, reads
Gk(Q) = (P(Q) + Rk(Q))−1 , (56)
where the 4 × 4 matrix Rk(Q) is defined in analogy to the in-
verse propagator Eq. (49) as the second variational derivative
of the cutoff Eq. (37) with respect to the real fields Eq. (50),
Rk,i j(q2)δ(Q − Q′) = δ
2∆Sk
δχi(−Q)δχ j(Q′) . (57)
Due to the cutoff Rk(Q) in the denominator in Eq. (56), the
poles of Gk(Q) are given by Eq. (54), however, with Aq2 and
Dq2 replaced by pA(q2) and pD(q2) respectively, where the
function pa(q2) for a = A,D reads
pa(q2) = aq2 − Rk,a(q2) =
ak2 for q2 < k2,aq2 for q2 ≥ k2. (58)
The thus modified dispersion relations are finite for q → 0,
i.e., infrared divergences of loop diagrams are regularized.
In panel (d) in Fig. 4 the regularized dispersion relations are
shown as dashed-dotted lines.
In Sec. V we introduced most of the ingredients for a FRG
investigation of the steady state driven-dissipative Bose con-
densation transition. Before we present the explicit flow equa-
tions in Sec. VII, we will now provide a detailed discussion of
the relation between our non-equilibrium model and the clas-
sical equilibrium dynamical MA of HH.32
VI. RELATION TO EQUILIBRIUM DYNAMICAL
MODELS
Here we extend the discussion of Sec. IV D and work out
the precise relation of the DDM to MA with N = 2 com-
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Figure 4. (Color online) Dispersion relation of single-particle excita-
tions in the ordered phase. Frequencies and momenta are measured
in units of the healing length ξ = 1/
√
λρ0. (a) and (b): The Goldstone
and massive modes Eq. (30), obtained in mean-field approximation,
are shown as, respectively, dashed and solid lines for κ = λ/2. For
small momenta both modes are purely diffusive and non-propagating.
The dotted lines in (a) correspond to the usual Bogoliubov disper-
sion relations for κ = 0. (c) and (d): Dispersion relations Eq. (54)
with gradient coefficients A,D that are generated upon renormaliza-
tion. (d) For finite D, the damping rate grows ∝ q2 for large q. The
regularized dispersion relations, where aq2 is replaced by pa(q2) for
a = A,D (cf. Eq. (58)), are shown as a dash-dotted lines. Here we
chose parameters A = 1,D = 1/2, κ = λ, k = 1/(2ξ).
ponents. We reemphasize that these considerations rely on
the power counting introduced in Sec. IV C, which implies
that we may omit quantum vertices from an effective long-
wavelength description close to criticality; The resulting ac-
tion Eq. (45) is equivalent to a Langevin equation of the form
of Eq. (1).76,77,94,98
Originally, MA was formulated in terms of such a Langevin
equation for a non-conserved, coarse-grained order parameter.
It provides for a phenomenological description of the relax-
ational dynamics of the order parameter subject to stochas-
tic fluctuations, which are introduced necessarily as a conse-
quence of the coarse-graining over a volume of extent k−dcg :
The effects of fluctuations with momenta q greater than the
coarse-graining scale kcg are included by introducing random
noise sources in the evolution equation.
For our model, coarse-graining amounts to integrating out
fluctuations with momenta q greater than kcg in the functional
integral Eq. (39),70 which results in an effective action Γcg that
can be regarded as the starting point of a phenomenological
description in the spirit of HH, i.e., we may interpret it as the
action Scg = Γcg for slow modes with momenta q < kcg.
The equation of motion of MA is constructed such that its
stationary state is thermodynamic equilibrium, which mani-
fests itself in a FDT32 relating the order parameter retarded re-
sponse and correlation functions. The FDT can be derived as
a consequence of a specific equilibrium symmetry of the dy-
namics which is related to time reversal and expresses detailed
balance.91,95,96 This symmetry, however, does not restrict the
dynamics to be purely relaxational as is the case in MA. In
fact, one can conceive an extension of MA by reversible mode
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couplings (MAR) which differs from the DDM only in the
obedience of the symmetry. (Note that the DDM generically
features both coherent and dissipative contributions). As uni-
versality classes are fully characterized by the spatial dimen-
sionality and symmetries of a system, however, this opens up
the possibility of novel critical behavior in the DDM.
In the remainder of this section we illuminate the conse-
quences of the equilibrium symmetry through a detailed com-
parison between MAR in which it is present at the outset and
the DDM model, where it is only emergent at long scales. We
give a simple geometric interpretation of the restriction that
the symmetry imposes on the couplings that parameterize the
effective action and specify the submanifolds in the coupling
space for the DDM that correspond to MA and MAR.
While these considerations demonstrate formally the non-
equilibrium character of the DDM, the equilibrium MAR con-
structed in the above way may seem a bit academic. In fact,
as we will see in Sec. VI D it amounts to an unrealistic fine-
tuning of the ratios of all coherent vs. dissipative couplings.
The physically relevant model which the DDM should be
compared to is model E, which describes the equilibrium Bose
condensation transition. An important difference between the
DDM and model E is the presence of an exact particle number
conservation in the latter case which can be seen to rule out a
finite κ1 mass term.99 Therefore, according to the arguments
given in Sec. II, the standard equilibrium Bose condensation
transition exhibits only three independent exponents (as op-
posed to four in the DDM) and, in particular, no counterpart
to ηr. Moreover, as a consequence of the exact particle num-
ber conservation an additional slow mode occurs at criticality
and modifies the dynamical exponent.
A. Model A with N = 2 and reversible mode couplings (MAR)
We specify the equilibrium symmetry in terms of fields Φ˜ν
which are related to the bare fields Φ¯ν of Eq. (43) via
Φ˜c = Φ¯c, Φ˜q =
ZR,cg − r¯ZI,cg
1 + r¯2
(r¯1 + iσz) Φ¯q, (59)
where ZR,cg and ZI,cg denote the real and imaginary parts of the
wave-function renormalization at the coarse-graining scale kcg
and r¯ is a real parameter, the physical meaning of which will
become clear in the following. The symmetry transformation
is denoted by T and reads91,95,96
T Φ˜c(t, x) = σxΦ˜c(−t, x),
T Φ˜q(t, x) = σx
(
Φ˜q(−t, x) + i2T ∂tΦ˜c(−t, x)
)
,
(60)
cf. the implementation in the Langevin formulation Eq. (36).
It includes complex conjugation (in the form of multiplication
with the Pauli matrix σx) and time reversal; T is the tempera-
ture. As outlined above, we now construct the action for MAR
as follows: We identify the effective action Eq. (43) at the
coarse-graining scale kcg with the action for low-momentum
modes, Scg = Γcg, and enforce thermodynamic equilibrium by
requiring invariance of Scg under the transformation T , which
results in
SMARcg =
∫
X
Φ¯†q
[(
ZR,cgσz − iZI,cg1
)
i∂tΦ¯c
+ (iσz − r¯1)
δU¯D,cg
δΦ¯∗c
+ i
γ¯cg
2
Φ¯q
]
. (61)
(See App. B for details of the derivation.) The action SMARcg
contains coherent dynamics in the form of U¯H,cg = r¯U¯D,cg,
i.e., the parameter r¯ plays the role of the common fixed ratio
between coherent and dissipative couplings. This relation en-
sures compatibility of coherent dynamics with the equilibrium
symmetry. We note that here, crucially, both the irreversible
and the reversible dynamics have the same physical origin,
being generated by the same functional U¯D,cg. This is moti-
vated in the frame of a phenomenological, effective model for
relaxation dynamics in the absence of explicit drive.
However, not only the values of the couplings encoding co-
herent dynamics are restricted by the symmetry, but also the
Keldysh mass γ¯cg is determined by the temperature that ap-
pears in the symmetry transformation as
γ¯cg =
4
1 + r¯2
(
ZR,cg − r¯ZI,cg
)2
T. (62)
Finally we note that Eq. (61) includes MA with effectively
purely dissipative dynamics as a special case: Indeed we can
derive the action for MA in the same way as we derived the
action for MAR from the truncation for the DDM, i.e., by
enforcing an additional symmetry. Requiring invariance of
SMARcg under complex conjugation of the fields,
CΦ˜ν = σxΦ˜ν, (63)
we find the additional constraint r¯ = −ZI,cg/ZR,cg (see App. B),
reducing the number of independent parameters further. Then,
after rescaling the quantum fields with Zcg it becomes apparent
that this model describes purely dissipative dynamics as we
will show in Sec. VI D.
B. Truncation for MAR
We proceed by specifying the truncation for a FRG analy-
sis of MAR. Here it is crucial to note that the transformation
T Eq. (60) not only leaves the action Eq. (61) invariant, but
is actually a symmetry of the full theory,96 i.e., of the effec-
tive action. Then, if the cutoff ∆Sk in Eq. (39) is T -invariant
as well (this is indeed the case for the choice Eq. (37)), also
the scale-dependent effective action ΓMARk must obey the sym-
metry. This requirement implies restrictions on the RG flow:
Invariance of the effective action on all scales is guaranteed
by the ansatz
ΓMARk =
∫
X
Φ¯†q
[
(ZRσz − iZI1) i∂tΦ¯c
+ (iσz − r¯1) δU¯D
δΦ¯∗c
+ i
γ¯
2
Φ¯q
]
, (64)
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which follows by enforcing the symmetry on the truncation
Eq. (43) (see App. B for details). We note in particular that
compatibility of coherent and dissipative dynamics is con-
served in the RG flow. In contrast to the DDM, here the
Keldysh mass is not an independent running coupling, as it
is linked to the wave-function renormalization Z = ZR + iZI
by the Ward identity of the symmetry Eq. (60),
γ¯ =
ZR − r¯ZI
ZR,cg − r¯ZI,cg γ¯cg. (65)
In comparison to the DDM, therefore, MAR is described by a
reduced number of couplings: Our truncation Eq. (43) for the
DDM is parameterized by a vector of couplings
g¯ =
(
Z, K¯, ρ¯0, u¯1, u¯2, u¯3, γ¯
)T
, (66)
where Z, K¯, u¯, u¯3 are complex whereas ρ¯0, γ¯ are positive real
numbers. In MAR, the real parts of the complex couplings in
the functional U¯ are determined by imaginary ones and the
ratio r¯ which appears as a fixed parameter in the action at the
coarse-graining scale kcg. Additionally the Keldysh mass is
related to the wave-function renormalization via Eq. (65), so
that a reduced set of running couplings,
g¯MAR =
(
Z, D¯, ρ¯0, κ¯1, κ¯, κ¯3
)T
, (67)
is sufficient to fully specify the truncation Eq. (64). In the
purely dissipative MA, finally, the symmetry Eq. (63) de-
termines the ratio of imaginary to reals parts of the wave-
function renormalization Z as r¯ = −ZI/ZR (see App. B), so
that Z can be parametrized in terms of a single real running
coupling. The truncation for MA, therefore, is described by
the couplings:
g¯MA =
(
ZR, D¯, ρ¯0, κ¯1, κ¯, κ¯3
)T
. (68)
C. Fluctuation-dissipation theorem
In the following we will show that the symmetry Eq. (60)
implies a classical FDT for MAR.91,95,96 If we regard the full
propagators of the theory as the k → 0 limits of the RG flow of
scale-dependent propagators, we may say that the FDT holds
for MAR (and, a fortiori, for MA) for all 0 < k < kcg. In
addition we will see that this is not the case for the driven-
dissipative system we consider. There the equilibrium sym-
metry is not present at mesoscopic scales but rather emergent
for the system at criticality in the infrared for k → 0. As a
result, thermalization sets in only at low frequencies and long
wavelengths.
As indicated at the beginning of the preceding section, the
transformation T Eq. (60) is a symmetry of the full theory. In
particular, for two-point correlation functions we have
〈φ˜ν(t, x)φ˜∗ν′ (t′, x′)〉 = 〈T φ˜ν(t, x)T φ˜∗ν′ (t′, x′)〉, (69)
and corresponding relations hold for higher correlation func-
tions. Here expectation values are defined as
〈· · · 〉 =
∫
D[Φc,Φq] · · · eiSMARcg [Φc,Φq]. (70)
The relation Eq. (69) implies a FDT: For the particular choice
of correlations between quantum fields ν = ν′ = q which
vanish by construction of the Keldysh functional integral,76–78
we find
0 = 〈φ˜q(t, x)φ˜∗q(t′, x′)〉 = 〈T φ˜q(t, x)T φ˜∗q(t′, x′)〉. (71)
Inserting here explicit expressions for the T -transformed
fields and performing a Fourier transformation, we obtain the
classical FDT
G˜K(ω,q) =
2T
ω
(
G˜R(ω,q) − G˜A(ω,q)
)
. (72)
Such a relation is in general not valid in the DDM. It
is, however, emergent for the critical system in the long-
wavelength limit: In the basis φˆc = φ¯c, φˆq = i (Z/ |Z|) φ¯q
we have for the inverse propagators at the scale k (for con-
venience we are working here in the symmetric phase; the
scale-dependent inverse propagators are determined by the
quadratic part of the effective action Eq. (43)) PˆR(ω,q) =
i |Z| (ω − ξ∗(q)) = PˆA(ω,q)† where ξ(q) = Kq2 + u1 (note that
here the renormalized quantities appear) and PˆK = P¯K . With
these inverse propagators we form the ratio
ω
2
PˆK
PˆR(Q) − PˆA(Q) =
γ¯
4 |Z|
ω
ω − Re ξ(q) , (73)
which would equal the temperature if a FDT were valid.100 As
we will see in Sec. VIII C, the effective action for the critical
system becomes purely dissipative for k → 0. In particular we
have Re ξ(q) → 0 so that Eq. (73) indeed reduces to an FDT
with an effective temperature
Teff =
γ¯
4 |Z| . (74)
Note that for purely dissipative dynamics Eq. (65) implies that
the ratio γ¯/ |Z| is a constant of the RG flow. For the DDM the
emergence of an FDT with Teff manifests itself in the relation
Eq. (114) between the anomalous dimensions of γ¯ and Z valid
at the fixed point. The flow of γ¯/ (4 |Z|) is shown in Fig. 2.
D. Geometric interpretation of the equilibrium symmetry
For our truncation of the effective action ΓMARk , the relation
U¯H = r¯U¯D between the real and imaginary parts of the func-
tional U¯ = U¯H + iU¯D implies that the couplings parameteriz-
ing U¯H and U¯D share a common ratio r¯ of real to imaginary
parts
r¯ =
A¯
D¯
=
λ¯1
κ¯1
=
λ¯
κ¯
=
λ¯3
κ¯3
. (75)
The same applies to the renormalized couplings, however,
with a different value r: With z = −ZI/ZR we have
r =
A
D
=
λ1
κ1
=
λ
κ
=
λ3
κ3
=
r¯ − z
1 + r¯z
. (76)
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This can be visualized conveniently in the complex plane,
where the ratio of real to imaginary parts contains the same
information as the argument of a complex number (the ar-
gument is tan(1/r)): The renormalization of a complex cou-
pling g¯ with Z corresponds to a rescaling |g| = |g¯| / |Z| of the
modulus and a rotation of the phase by the argument of Z,
arg g = arg g¯− arg Z. The condition Eq. (75) corresponding to
MAR is depicted in Fig. 5 (b): All bare101 couplings lie on a
single ray. In the purely dissipative case with r = 0 and r¯ = z,
which is shown in Fig. 5 (a), this ray is perpendicular to Z.
As a result, in this case the renormalized couplings are purely
imaginary. Generally, only the renormalized quantities allow
for an immediate physical interpretation: A and D describe
propagation and diffusive behavior of particles, respectively,
while λ (λ3) and κ (κ3) are two-body (three-body) elastic col-
lisions and loss. In the generic driven-dissipative case, we
have no a priori relations between these couplings because
they are due to different physical mechanisms: Dissipative
couplings describe local incoherent single particle pump and
loss, as well as local two-body loss. On the other hand, unitary
dynamics is given by coherent propagation and elastic colli-
sions. Geometrically, the physical couplings point in different
directions in the first quadrant of the complex plane (see Fig. 5
(c)), the latter restriction being due to the physical stability of
the system (see Sec. III A).
This concludes our discussion of the relation of the DDM
to dynamical equilibrium models. In the following section we
will proceed to derive explicit flow equations for the couplings
Eq. (66).
VII. NON-EQUILIBRIUM FRG FLOW EQUATIONS
In the following we discuss how the functional differential
equation Eq. (42) for the effective action is reduced to a set of
ordinary differential equations by virtue of the ansatz Eq. (43)
for Γk. First we derive the flow equation for the effective po-
tential, i.e., the part of the effective action that involves all
momentum-independent couplings. Then we proceed to spec-
ify the flow of the inverse propagator which determines flow
equations for the wave-function renormalization Z and the
gradient coefficient K¯. In the FRG, we approach the critical
point from the ordered (symmetry-broken) side of the tran-
sition. This allows us to capture the leading divergences of
two-loop effects in a calculation that is formally one-loop70
by means of diagrams like the second one in Eq. (32) in the
spirit of the background field method in gauge theories.102
We denote the truncation Eq. (43), evaluated for homoge-
neous, i.e., space- and time-independent “background fields”
by
Γk,cq = −Ω
(
U¯′ρ¯cq + U¯′∗ρ¯qc − iγ¯ρ¯q
)
, (77)
(the subscript cq indicates that we have classical and quantum
background fields) where Ω is the quantization volume and the
U(1) invariant combinations of fields are ρ¯cq = φ¯∗cφ¯q = ρ¯∗qc and
ρ¯q =
∣∣∣φ¯q∣∣∣2. This representation of Γk,cq implies that the flow
equation for the potential U¯′ can be obtained from Eq. (42) by
Figure 5. (Color online) Visualization of the renormalization with
Z. Left column: Bare couplings. Right column: Renormalized cou-
plings. The renormalization of a complex coupling g¯ corresponds to
a rescaling |g| = |g¯| / |Z| of the modulus and a rotation of the phase by
the argument of Z, arg g = arg g¯− arg Z. (a) When all bare couplings
lie on a single ray that is perpendicular to Z, the renormalized cou-
plings are purely imaginary as in MA. (b) Deviations from the right
angle incorporate MA with compatible reversible mode couplings.
(c) In a generic non-equilibrium situation there is no fixed relation
between the arguments of the various couplings.
taking the derivative with respect to ρ¯cq and setting the quan-
tum background fields to their stationary value (which is zero)
afterwards,
∂tU¯′ = − 1
Ω
[
∂ρ¯cq∂tΓk,cq
]
φ¯q=φ¯
∗
q=0
, (78)
where the dimensionless RG flow parameter t is related to
the cutoff scale k via t = ln(k/Λ). The flow equation for the
renormalized potential follows straightforwardly by taking the
scale derivative of the relation U¯ = ZU, which results in
∂tU¯′ = Z
(−ηZU′ + ∂tU′) , (79)
where we introduced the anomalous dimension of the wave-
function renormalization,
ηZ = −∂tZ/Z. (80)
Then, using ∂ρ¯cq = Z∂ρcq , the flow equation for the renormal-
ized potential can be written as
∂tU′ = ηZU′ + ζ′, ζ′ = − 1
Ω
[
∂ρcq∂tΓk,cq
]
φq=φ
∗
q=0
. (81)
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We proceed by specifying the projection prescriptions that
allow us to derive the flow of the couplings un in the ordered
phase from the flow equation (81). Taking the scale deriva-
tives of the relation un = U(n)(ρ0) we find
∂tun =
(
∂tU(n)
)
(ρ0) + U(n+1)(ρ0)∂tρ0. (82)
Based on the power-counting arguments of Sec. IV C, our
truncation includes terms up to cubic order in the U(1) invari-
ants, i.e., for derivatives of the effective potential of the order
of n ≥ 4 we have U(n) = 0. The flow equations for the quar-
tic and sextic couplings are then given by (the RHS of these
equations determine the so-called β-functions)
∂tu2 = βu2 = ηZu2 + u3∂tρ0 + ∂ρcζ
′∣∣∣
ss, (83)
∂tu3 = βu3 = ηZu3 + ∂
2
ρc
ζ′
∣∣∣
ss, (84)
where according to Eq. (82) in ζ′ we specify the classical
background field ρc it to its stationary value ρc|ss = ρ0. As
we have seen above (cf. Secs. III A and IV A, the latter is de-
termined by the dissipative part of the field equation, i.e., by
the condition Im U′(ρ0) = 0. Taking here the derivative with
respect to the RG parameter t, we find
∂tρ0 = − (Im ∂tU′) (ρ0)/ Im U′′(ρ0) = − Im ζ′∣∣∣ss/κ. (85)
Having thus specified the flow equations for the couplings that
parameterize the potential U, we proceed to the Keldysh mass
γ¯, which is the coefficient of the term that is proportional to
the quantum U(1) invariant ρ¯q in Eq. (77). We obtain the flow
equation for γ¯ as
∂tγ¯ = − i
Ω
[
∂ρ¯q∂tΓk,cq
]
ss
. (86)
For the renormalized Keldysh mass, which is related to the
bare one via γ = γ¯/ |Z|2, we have (the transformation from
bare to renormalized fields implies ∂ρ¯q = |Z|2 ∂ρq )
∂tγ = βγ = 2ηZRγ + ζγ, ζγ = − i
Ω
[
∂ρq∂tΓk,cq
]
ss
. (87)
While the flow of Γk,cq (i.e., the flow equation evaluated at
homogeneous background fields) yields flow equations for all
momentum-independent couplings, we have to consider the
flow of the inverse propagator
∂tP¯i j(Q)δ(Q − Q′) =
[
δ2∂tΓk
δχ¯i(−Q)δχ¯ j(Q′)
]
ss
, (88)
in order to derive flow equations for the wave-function renor-
malization Z and the gradient coefficient K¯. The retarded
component of the inverse propagator in the presence of real
stationary background fields φ¯c = φ¯∗c = φ¯0 reads
P¯R(Q) =
−iZIω − K¯Rq2 − 2λ¯ρ¯0 iZRω − K¯Iq2−iZRω + K¯Iq2 + 2κ¯ρ¯0 −iZIω − K¯Rq2
 , (89)
Then, for the kinetic coefficient K¯ we choose from the flow
equation (88) the elements of the inverse propagator that do
not have mass-like contributions70 2λ¯ρ¯0 and 2κ¯ρ¯0,
∂tK¯ = −∂q2
(
∂tP¯R22(Q) + i∂tP¯
R
12(Q)
)∣∣∣∣
Q=0
. (90)
The flow equation for the wave-function renormalization Z as
specified below, on the other hand, mixes massive and mass-
less components symmetrically
∂tZ = −12∂ω tr
[(
1 + σy
)
∂tP¯R(Q)
]∣∣∣∣
Q=0
. (91)
This choice allows for the locking of the flows of the Keldysh
mass and Z as implied by the emergence of the symmetry
Eq. (60) in the purely dissipative IR regime (see Sec. VIII).
Finally, the flow equation for the renormalized coefficient
K follows by straightforward differentiation of its definition
K = K¯/Z in terms of bare quantities. We find
∂tK = βK = ηZ K + ∂tK¯/Z. (92)
The truncation Eq. (43) is parameterized in terms of the
couplings Eq. (66). Renormalization of the fields with Z leads
to a description in terms of g = (K, ρ0, u2, u3, γ)T (where we
omit the mass u1: as indicated above we approach the crit-
ical point from the ordered phase, i.e., we parameterize the
effective action in terms of the stationary condensate density
ρ0 instead of the mass u1). In this section we derived the β-
functions for these renormalized couplings, i.e., we have spec-
ified a closed set of flow equations ∂tg = βg(g) from which Z
can be completely eliminated (the anomalous dimension ηZ
entering the β-functions can again be expressed in terms of
the couplings g alone). More explicit expressions for the β-
functions are provided in App. C 3).
VIII. SCALING SOLUTIONS
As one considers an effective description of a system at a
continuous phase transition at longer and longer scales (which
is equivalent to following the RG flow to smaller values of
k), physical observables and the couplings that describe the
system exhibit scaling behavior. The search for such scaling
solutions to the flow equations is facilitated by introducing
rescaled dimensionless (in the sense of the canonical power
counting introduced in Sec. IV C) couplings which remain
constant, i.e., by searching for a fixed point of the flow equa-
tions of these rescaled couplings instead. In the following
section we introduce such rescaled couplings and derive the
corresponding flow equations.
A. Scaling form of the flow equations
As a first step we trade the real parts of K, u2, and u3 for the
ratios of real to imaginary parts
rK = A/D, ru2 = λ/κ, ru3 = λ3/κ3, (93)
which measure the relative strength of coherent and dissipa-
tive dynamics. As we will show below, at criticality all these
ratios flow to zero signaling decoherence. Their flow is given
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by
∂trK = βrK =
1
D
(βA − rKβD) , (94)
∂tru2 = βru2 =
1
κ
(
βλ − ru2βκ
)
, (95)
∂tru3 = βru3 =
1
κ3
(
βλ3 − ru3βκ3
)
. (96)
(The β-functions for the real and imaginary parts of K, u2, and
u3 are specified in App. C 2, see Eq. (C34).) We proceed by
introducing a dimensionless mass term
w =
2κρ0
k2D
, (97)
the flow equation of which mixes contributions from the β-
functions of ρ0, κ, and D, and reads
∂tw = βw = − (2 − ηD) w + w
κ
βκ +
2κ
k2D
βρ0 , (98)
where the anomalous dimension of D is defined as
ηD = −∂tD/D. (99)
Finally we replace the quartic and sextic couplings by dimen-
sionless ones. For a momentum-independent n-body coupling
un we can construct a corresponding dimensionless coupling
by means of the relation
u˜n =
k(d−2)n−d
Dn
(
γ
2
)n−1
un. (100)
The flow equations for the imaginary parts κ˜ and κ˜3 of the di-
mensionless quartic and sextic couplings, therefore, are given
by
∂tκ˜ = βκ˜ = −
(
4 − d − 2ηD + ηγ
)
κ˜ +
k−4+dγ
2D2
βκ, (101)
∂tκ˜3 = βκ˜3 = −
(
6 − 2d − 3ηD + 2ηγ
)
κ˜3 +
k−6+2dγ2
4D3
βκ3 ,
(102)
and include contributions from the anomalous dimension
ηγ = −∂tγ/γ. (103)
Thus we are left with six dimensionless running couplings,
which we collect in vectors r =
(
rK , ru2 , ru3
)T and s =
(w, κ˜, κ˜3)T . Their flow equations form a closed set,
∂tr = βr(r, s), ∂ts = βs(r, s). (104)
The β-functions on the RHS of these equations contain the
anomalous dimensions ηZ , ηD, and ηγ, which in turn can
be expressed as functions of the running couplings r and s
alone. We note in passing that according to the discussion
of Sec. VI D, the equilibrium model MAR is described by
rK = ru2 = ru3 = r, i.e.,
rMAR = r (1, 1, 1)T (105)
(MA is realized for the special case r = 0). Inserting the same
value r for all three ratios in the respective β-functions we find
βrK = βru2 = βru3 , which shows that for MAR the common
ratio is preserved by the flow as it should be.
Our analysis of the flow equations (104) will proceed in two
steps: First we will search for fixed points r∗ and s∗, which are
solutions to the algebraic equations
βr(r∗, s∗) = βs(r∗, s∗) = 0. (106)
In Sec. VIII B we briefly discuss the trivial Gaussian fixed
point and then turn to the Wilson-Fisher fixed point that de-
scribes the critical system in VIII C). Second we will solve
the full flow equations numerically and provide our results
in Sec. IX. While already the linearized flow equations in
the vicinity of the Wilson-Fisher fixed point encode universal
physics at the phase transition and determine the asymptotic
flow of the system for k → 0 (or t → −∞), the numerical in-
tegration of the full flow equations provides us with informa-
tion on non-universal aspects such as the extent of the scaling
regime.
B. Gaussian fixed point
All β-functions vanish on the manifold of Gaussian fixed
points which is parameterized by s∗ = 0 and r∗ ∈ R3. We note
that the combination of vanishing imaginary parts κ˜∗ and κ˜3∗
of the quartic and sextic couplings and arbitrary finite ratios
of real to imaginary parts implies that also the real parts of u˜2∗
and u˜3∗ are zero on this fixed point manifold. In a linearization
of the flow equations around s∗ = 0, the fluctuation contribu-
tions vanish and the scaling behavior is determined solely by
the canonical scaling dimensions, implying in particular that
the Gaussian fixed point is unstable (for small values s , s∗
the flow is directed away from the fixed point) and, therefore,
physically not relevant. Non-trivial scaling behavior at criti-
cality is governed by the Wilson-Fisher fixed point which we
will discuss in the next section.
C. Wilson-Fisher fixed point: critical behavior
As discussed in Sec. VI, our driven-dissipative model re-
duces to MA when we set the real parts of all renormalized
couplings to zero, cf. Fig. 5, i.e., for r = 0. It is well-known
that MA exhibits a non-trivial Wilson-Fisher fixed point,32 and
indeed we find this fixed point at
r∗ = (rK∗, ru∗, ru′∗) = 0,
s∗ =
(
w∗, κ˜∗, κ˜′∗
)
= (0.475, 5.308, 51.383) .
(107)
The values of the coupling s∗ are identical to those obtained
in an equilibrium classical O(2) model from functional RG
calculations at the same level of truncation.70 We note that
this fixed point is also contained in the subspace of couplings
corresponding to MAR, which is characterized by Eq. (105),
i.e., the phase transitions in both the equilibrium and non-
equilibrium models are described by the same fixed point.
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ν η z ηr
O(2) 0.716 0.039
MA 0.716 0.039 2.121
MAR 0.716 0.039 2.121 - 0.143
DDM 0.716 0.039 2.121 - 0.101
Table II. Results for the correlation length exponent ν, the anomalous
dimension η, the dynamical critical exponent z, and the decoherence
exponent ηr in our truncation.
Critical behavior, however, is determined by the RG flow in
the vicinity of the fixed point. Here the non-equilibrium set-
ting adds two more independent directions, thereby opening
up the possibility for deviations from equilibrium criticality
as we will now show.
The asymptotic flow for k → 0 of the critical system is
determined by a linearization of the flow equations in the de-
viations δs = s − s∗, δr = r from the fixed point. In the linear
regime the two sectors corresponding to s and r decouple as
described by the block diagonal stability matrix
∂t
δr
δs
 = N 0
0 S
 δr
δs
 , (108)
where the 3 × 3 submatrices S and N are given by
S = ∇Ts βs
∣∣∣
r=r∗,s=s∗
=

−1.620 0.088 0.005
−3.183 0.290 0.036
−15.374 −42.249 2.183
 , (109)
N = ∇Tr βr
∣∣∣
r=r∗,s=s∗
=

0.053 0.059 0.032
0 −0.053 0.196
0.498 −2.327 1.973
 . (110)
The matrix N would be identically zero in the absence of
anomalous additions to the canonical scaling dimensions
(note that the ratios r have canonical scaling dimension zero),
or even if coherent and dissipative couplings would exhibit
identical anomalous scaling. The non-vanishing of this block
thus indicates a different universal behavior of these two types
of couplings. Due to the decoupling of the flows of r and s we
may discuss the linearized flow of each set of couplings sepa-
rately.
In the matrix S we find one negative eigenvalue s1 cor-
responding to the correlation length exponent ν = −1/s1 =
0.716 (our findings for critical exponents are summarized in
Tab. II). Considering that we are restricting ourselves to rel-
evant and marginal terms in our truncation, the agreement of
the numerical value of ν with results from more sophisticated
calculations103 is reasonable. Furthermore there are two com-
plex conjugate eigenvalues s2,3 = 1.124 ± i0.622 with posi-
tive real parts (indicating that these directions are stable). The
imaginary parts are known artifacts of this level of truncation
for the O(2) model and vanish upon inclusion of higher order
terms in the effective potential.104
The scaling behavior of the couplings Z,D, and γ is deter-
mined by the values of the respective anomalous dimensions
at the fixed point. In addition we define the anomalous dimen-
sion for the bare kinetic coefficient K¯ as
η = −∂tK¯/K¯ = 1
1 + r2K
[
r2K η¯A + η¯D − irK (η¯A − η¯D)
]
, (111)
where the representation in terms of η¯A and η¯D follows from
the definition of these quantities in Eq. (C32). At the fixed
point η takes the value
η = 0.039, (112)
which is again the result for the anomalous dimension of the
classical O(2) model in d = 3 dimensions at the same level
of truncation70 and agrees well with results from more accu-
rate calculations.103 In summary, the static critical behavior
coincides precisely with the one of the classical O(2) model,
implying that the dynamical anomalous dimension ηZ effec-
tively does not enter the corresponding equations. This can
be seen as follows: Inserting r = 0 in the expressions for the
anomalous dimensions, we find
ηZR = −ηγ, ηZI = 0. (113)
(We note that this holds for all values of the static cou-
plings s, i.e., it is always realized in MA.) These relations
ensure that ηZR and ηγ compensate each other in all flow
equations.105 Moreover they imply that the ratio γ¯/ |Z| appear-
ing on the RHS of the fluctuation-dissipation relation Eq. (73)
approaches a constant value at the fixed point: Accord-
ing to the definition of the anomalous dimensions Eqs. (80)
and (103), close to the fixed point the flow of Z and γ is de-
scribed by Z ∼ k−ηZ (note that ηZ is real so that this behavior
indeed describes algebraic scaling and does not contain os-
cillatory parts) and γ ∼ k−ηγ with ηZ and ηγ evaluated at r∗
and s∗. Thus we find γ¯/ |Z| = |Z| γ ∼ k−ηZ−ηγ = const., i.e.,
the symmetry Eq. (60), which manifests itself in this quan-
tity approaching a constant value (cf. Eq. (74)), emerges in
the IR without imposing it in the microscopic model. In other
words, the driven-dissipative system obeys a classical FDT in
the long-wavelength limit (see Fig. 2). At the fixed point we
find the value
ηZ = −ηγ = 0.161. (114)
Let us now consider the upper left block N of the stability
matrix. It has three positive eigenvalues,
n1 = 0.101, n2 = 0.143, n3 = 1.728, (115)
which indicates that the ratios r are attracted to their fixed
point value zero. The corresponding eigenvectors are
u1 =

0.022
0.109
0.994
 , u2 = 1√3

1
1
1
 , u3 =

0.802
0.469
0.370
 . (116)
The smallest of the eigenvalues determines the scaling behav-
ior of r in the deep IR. In order to see this let us expand r in
the basis of eigenvectors of the matrix N,
r =
3∑
i=1
uici. (117)
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The coefficients in this expansion are given by ci = vi·r, where
vi are the left eigenvectors of N (the latter is not symmetric
and its left and right eigenvectors, therefore, are not equal),
normalized such that ui · v j = δi j. The asymptotic behavior
of the flow of the so-called scaling fields78 ci is given by ci ∼
enit = kni , which implies that for r we indeed find
r ∼ u1kn1 = u1k−ηr , (118)
with only subdominant contributions in the directions of u2
and u3. This leads us to identify the decoherence exponent
ηr = −n1 = −0.101. (119)
From the scaling behavior of the ratios r we may infer the
one of the coherent couplings. For the coefficient of coherent
propagation A, in particular, we have
A = rK D ∼ kn1−ηD = k−ηA . (120)
Then, with the anomalous dimension of the dissipative kinetic
coefficient D at the fixed point,
ηD = −0.121, (121)
we obtain the value
ηA = −0.223. (122)
Let us discuss the consequences of this result for the effec-
tive dispersion relation of long-wavelength excitations, which
is encoded in the running inverse propagator Eq. (49). Once
the cutoff scale k becomes smaller than the external momen-
tum q, the effective infrared cutoff is given by q instead of k.106
Then, in the dispersion relation Eq. (54), which we rewrite
here in terms of the scaling variables introduced in Sec. VIII A
as
ωR1,2 = Dq
2
[
−i (1 + w/2) ±
√
r2K + rKru2 w − (w/2)2
]
, (123)
we may insert the scaling forms w ∼ w∗, rK ∼ rK0q−ηr , ru2 ∼
ru20q
−ηr , and D ∼ D0q−ηD . For q → 0 both modes are purely
diffusive with ωR1 ∼ −iD0q2−ηD and ωR2 ∼ −iD0q2−ηD (1 + w∗),
and for the dynamical critical exponent z which is defined via
the relation ωR ∼ −iqz we find the value
z = 2 − ηD = 2.121. (124)
Above the purely diffusive IR regime, when w  rK , ru2 ,
the dispersion relation simplifies to
ωR1,2 ∼ (−iD ± DrK) q2 ∼ −iD0q2−ηD ± A0q2−ηA , (125)
i.e., coherent propagation and diffusive contributions scale
differently with the momentum q. In the symmetric phase the
branch ωR2 is absent and the bare retarded response function is
dominated by a single pole at ω = ωR1 , i.e., we have (the bare
scale-dependent propagators are determined by the quadratic
part of the effective action Eq. (43))
G¯R(Q) =
1
Z∗
(
ω − ωR1
) . (126)
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Figure 6. (Color online) Spectral density Eq. (128) in the scaling
regime. The solid line corresponds to the position ∼ A0q2−ηA of the
peak of the Lorentzian curve while its width ∼ D0q2−ηD is indicated
by dashed lines. For comparison we also show peak position and
width for canonical scaling ∼ q2 as thin solid and dashed lines, re-
spectively. (Canonical and anomalous scaling forms are chosen to
coincide at qΛ = 0.1.) Parameters are A0ΛηA = Z0ΛηZ = 1 and
D0ΛηD = 1/2.
As explained at the end of Sec. II this quantity and, in par-
ticular, the spectral density which is related to its imaginary
part,78
A(Q) = −2 Im G¯R(Q), (127)
are direct experimental observables. For ω ≈ ωR1 the spectral
density has the shape of a Lorentzian centered at ReωR1 and
with width determined by ImωR1 ,
A(Q) =
2
|Z|2
ZR ImωR1(
ω − ReωR1
)2
+
(
ImωR1
)2 . (128)
Inserting here the scaling forms Z ∼ Z0k−ηZ and Eq. (125)
for ωR1 with different scaling behavior of real and imaginary
parts, the structure sketched in Fig. 3 emerges. For the specific
values of the anomalous dimensions obtained in this section
the spectral density is shown in Fig. 6, where a pronounced
feature is clearly visible.
Before moving on to a numerical integration of the flow
equations in the next section, we briefly contrast our findings
for the DDM with the equilibrium case of MAR. There, an-
alyzing the stability of the fixed point Eq. (107) we have to
take into account only one direction r = rK = ru2 = ru3 , and
we find (as r∗ = 0 we have δr = r)
∂t
δr
δs
 = R 0
0 S
 δr
δs,
 (129)
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where the matrix S is the same as above and the element R
is given by the “middle” eigenvalue Eq. (115) of the stability
matrix N in the non-equilibrium problem,
R = ∂rβr
∣∣∣
r=r∗,s=s∗
= n2, (130)
i.e., also in the equilibrium setting we find decoherence at the
longest scales, however, with a value of the decoherence ex-
ponent that is different from the one in non-equilibrium. Let
us finally remark that in the linearized regime, the fact that
MAR is contained as a special case in the non-equilibrium
problem, becomes visible in the form of the second eigenvec-
tor Eq. (116) which realizes the constraint Eq. (105).
We finally comment on the relation of the critical exponents
obtained here with other approaches. The static critical ex-
ponent η shows very good agreement with sophisticated high
order perturbative calculations. For the dynamical critical ex-
ponent z, to the best of our knowledge, currently there are no
high-precision results for MA with N = 2 components avail-
able. (The situation is different for the Ising-symmetric case
with N = 1, where the dynamical critical exponent has been
calculated with high accuracy, see Ref. 107 and references
therein.) Thus the value z = 2.121 obtained here has to be
compared to z = 2.026 which corresponds to the third order
in -expansion81,108. The decoherence exponent (ηr = −0.101
here) has been computed in a recent complementary pertur-
bative field theoretical study to second order in -expansion,
where it takes the value ηr = −0.003, see Ref. 57. The dis-
crepancy between these values can only be resolved by ex-
tending the truncation advocated here, by including higher or-
der corrections in pertrubative field theoretical approaches, or
by means of large-scale computer simulations.
IX. NUMERICAL INTEGRATION OF FLOW EQUATIONS
In the previous section we have seen that the flow equations
Eq. (104) entail non-trivial critical behavior governed by the
Wilson-Fisher fixed point Eq. (107). While these results were
based on an analysis of the linearized flow equations in the
vicinity of the fixed point, we will now turn to a numerical
integration of the full non-linear equations. One the one hand,
this serves to illustrate the concept of universality: Indepen-
dently from the initial values rΛ, κ˜Λ, and κ˜3Λ at the mesoscopic
starting point of the RG flow, critical behavior can be induced
by a proper fine-tuning of wΛ and becomes apparent in the ap-
proach of the RG flow to the scaling solution. Apart from that,
the availability of the full flow in the framework of the FRG
allows us to extract non-universal aspects. In particular, we
will give an estimate of the Ginzburg scale, i.e., the scale that
separates the region of non-universal flow from the universal
scaling regime and thus is important for determining experi-
mental requirements on the necessary frequency resolution.
Our approach for finding numerical solutions to the flow
equations that exhibit critical behavior is as follows: We
choose initial values rΛ, κ˜Λ, and κ˜3Λ at the mesoscopic scale
k = Λ (t = 0), which are appropriate for the description of the
model introduced in Sec. III. This model contains two-body
elastic interactions and loss, while three-body terms are con-
tained only in an effective low-momentum description, imply-
ing κ˜Λ ≈ 1 and κ˜3Λ  1. The dissipative kinetic coefficient D
is very small in the microscopic description, so that rKΛ  1
initially, while for the two-body terms we have ru2Λ ≈ 1. The
latter generate the three-body couplings and we assume that
ru3Λ ≈ 1 as well. For such a choice of initial values, there is a
critical value wΛ = wc so that the resulting RG trajectories r(t)
and s(t) approach the scaling solution, i.e., the fixed point, for
k → 0 (t → −∞). Any solution obtained by numerically inte-
grating the flow equations with wΛ fine-tuned to wc, however,
eventually always flows away from the fixed point, as due to
limited accuracy the solution develops a non-zero component
in the unstable direction of the fixed point at some stage. For
all solutions shown in the figures we choose wΛ slightly be-
low wc, so that the trajectory at large RG “times” t flows to the
symmetric phase with w = 0.
When such a near-critical trajectory approaches the scaling
solution, the couplings s flow towards their fixed point values
s∗ on a scale 1/Re s2,3 ≈ 1 determined by the eigenvalues s2,3
of the stability matrix S , cf. Fig. 7, and stay there for a long
“time” ts. Depending on how close wΛ is to wc, this duration
is typically ts = 10 to 20 which corresponds to several orders
of magnitude in k/Λ. During ts the ratios r decay according
to Eq. (117), i.e., as the sum of three exponentials, with decay
rates given by the eigenvalues Eq. (115) of the stability matrix
N. In order to extract these eigenvalues from the numerical
solution, we consider the flow of the coefficients ci ∼ enit in
the expansion of r in the basis of eigenvectors of N Eq. (117).
Figure 7 shows c1,2 along with exponential fits, which repro-
duce the eigenvalues n1,2 to satisfactory accuracy.
An important result of the previous section is the scaling re-
lation Eq. (114) between the anomalous dimensions ηZ and ηγ
of the wave-function renormalization and the Keldysh mass
respectively, which implies that when evaluated along a criti-
cal trajectory, the value of −ηγ approaches the one of the real
part ηZR of ηZ , while the imaginary part ηZI flows to zero. This
prediction – physically implying asymptotic thermalization –
is verified numerically in Fig. 8.
As the anomalous dimensions ηa of a = Z,D, and γ are
functions of the renormalized dimensionless couplings r and s
alone and not the quantities a themselves, we get the solutions
to the flow equations ∂ta = −ηaa simply by exponentiating the
integrals of the anomalous dimensions along RG trajectories
r(t) and s(t), i.e.,
a(t) = aΛe−
∫ t
0 dt
′ηa . (131)
In this way we obtain the trajectories of K shown in Fig. 9 and
the flow of the effective temperature Teff = γ¯/ (4 |Z|) = γ |Z| /4
which according to the discussion in Sec. VI C at low frequen-
cies saturates to a constant value as illustrated in Fig. 2. While
this asymptotic value depends on the initial values of γ¯ and Z
at the scale Λ and is, therefore, non-universal, the manner in
which it is approached is universal as it is determined by the
exponent ηr: According to Eq. (131) the flow of Teff is given
by
Teff(t) = TeffΛe−
∫ t
0 dt
′(ηZR+ηγ). (132)
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Figure 7. (Color online) (a) The flow of c1 (solid line) describes
the vanishing of coherent dynamics. A fit with ln c1 = a1t + b1 in the
region t ∈ [−24,−20] (the points t = −24 and t = −20 are highlighted
by dots on the trajectory) yields the slope a1 = 0.10 in agreement
with smallest eigenvalue n1 = −ηr of the stability matrix Eq. (110).
We also show the evolution of the coefficient c2 (dashed line). For the
evolution of c2, the slope of a linear fit is a2 = 0.14 and reproduces
the eigenvalue n2. In the scaling region, the coefficient c3 drops to
very small values . 10−11 on a scale 1/n3 ≈ 0.6. The exponential
decay of the components of r is in this range still dominated by the
contribution stemming from c2. (b) The couplings 10w (solid), κ˜
(dashed), and 10−1κ˜3 (dot-dashed) are close to their fixed point values
in the range from t ≈ −5 to t ≈ −25. A measure for the extent of the
universal domain is given by the Ginzburg scale Eq. (136) which here
takes the value tG ≈ −3.4. Initial conditions for both (a) and (b) are
rKΛ = ruΛ = 10, ru3Λ = 1, wΛ ≈ 0.05810, κ˜ = 0.5, and κ˜3 = 0.01.
Close to the fixed point we may expand the anomalous dimen-
sions in the exponential in powers of δr = r and δs. As both
ηZR and ηγ are even functions of r there is no linear term in
the expansion and we may write for a = ZR and γ (here we
are indicating the anomalous dimension evaluated at the fixed
point explicitly as ηa∗):
ηa = ηa∗ +
1
2
r ·
[
∇Tr ∇rηa
]
r=δs=0
r, (133)
where we are neglecting corrections that are quartic in |r| or
contain mixed powers of |r| and |δs|. Both types of correc-
tions are small as compared to the leading contribution that is
quadratic in |r|: In the scaling regime we have |r| ∼ e−ηr∗t 
t
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Figure 8. (Color online) Anomalous dimensions ηZR (solid), ηZI
(dashed), and −ηγ (dot-dashed) for the solution of Fig. 7. From
t ≈ −5 to t ≈ −25, where the values of s are close to the scaling
solution, ηZR takes the constant value Eq. (114), while ηZI decays to
zero. The value of −ηγ approaches the one of ηZR so that Eq. (114) is
satisfied at late “times” t. Eventually, as the trajectory is driven away
from the fixed point and enters the symmetric phase with w = 0, the
anomalous dimensions drop to zero.
|δs| ∼ eRe s2,3t, where s2,3 are eigenvalues with positive real
parts Re s2 = Re s3 of the stability matrix S Eq. (109) and
determine the leading corrections to scaling in the static sec-
tor. Therefore, neglecting exponentially small corrections, we
have
ηa = ηa∗ + η′′a e
−2ηr∗t. (134)
Note that the quantities η′′a depend on the precise prefactor
in the scaling form Eq. (118) of r, i.e., they depend on mi-
croscopic parameters and are thus non-universal. Then, using
Eq. (134) and keeping in mind that ηγ∗ = −ηZR∗, we find the
asymptotic behavior
Teff(t) = Teff0
(
1 +
η′′ZR + η
′′
γ
2ηr∗
e−2ηr∗t
)
, (135)
where in the last line we are again dropping exponentially
small corrections. This form confirms the physical intu-
ition that long-wavelength thermalization of the DDM is gov-
erned by the exponent that is unique to this model and man-
ifestly witnesses the microscopic non-equilibrium nature of
this model. We finally note that the effective temperature de-
fined in Eq. (74) is not the one that enters the FDT Eq. (72)
for MAR. The latter can be established by means of the basis
transformation Eq. (59) which involves the parameter r¯. This
parameter, however, is characteristic the of MAR and has no
counterpart in the DDM.
The near-critical trajectories we consider in this section il-
lustrate the concept of universality in that they show how de-
tails of the microscopic model, which determine the initial
conditions of the RG flow, are lost as we lower k → 0, where
all of these trajectories converge towards the scaling solution,
cf. Fig. 1. However, a distinctly non-universal feature of these
trajectories is the point where the crossover to the universal
regime takes place, which is known as the Ginzburg scale.79–81
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Figure 9. (Color online) Equilibrium vs. non-equilibrium flow: (a)
As discussed in Sec. VI D, in thermodynamic equilibrium all cou-
plings lie on a single ray in the complex plane. (b) This geometric
constraint is absent out-of-equilibrium. We show g = 10K, u˜, and
10−1u˜3 as solid, dashed, and dot-dashed lines respectively. Stages
of the flow at t = 0,−8, and −16 are indicated with points on the
trajectories. Initial values are (a) rΛ = 10,wΛ = 0.01281 and (b)
rKΛ = 10, ruΛ = 5, ru3Λ = 1,wΛ = 0.01264. In both cases we have
κ˜Λ = 0.1, κ˜3Λ = 0.01, and KΛ = 1 + i0.1.
Physically, the Ginzburg scale marks the breakdown of mean-
field theory as we approach the fluctuation-dominated critical
region. In a perturbative estimate in the symmetric phase, we
compare the bare distance from the phase transition κ1 to the
corresponding one-loop correction. Demanding these quanti-
ties to be of the same order of magnitude yields19
κ1G =
1
D3
Λ
(
γΛκΛ
2C
)2
, (136)
where C is a numerical constant (we find C = 2pi if we set
the bare value κ1G exactly equal to its one-loop correction).
Expressing κ1G through a momentum scale as κ1G = DΛk2G
we find Eq. (3), and for the dimensionless RG “time” tG =
ln (kG/Λ), in terms of the dimensionless two-body loss rate κ˜
introduced in Sec. VIII A, we have
tG = ln (κ˜Λ/C) . (137)
Fitting this logarithmic dependence to numerically obtained
trajectories in Fig. 1, we find C ≈ 14.8. The Ginzburg scale
delimits also the region where the driven-dissipative system
obeys a FDT and the ratio Teff = γ¯/ (4 |Z|) saturates to a con-
stant value as shown in Fig. 2.
X. CONCLUSIONS
We have studied the nature of Bose criticality in driven open
systems. To this end, starting from a description of the micro-
scopic physics in terms of a many-body quantum master equa-
tion, we have developed and put into practice a FRG approach
based on a Keldysh functional integral reformulation of the
quantum master equation for the quantitative determination
of the universality class. The absence of both an exact par-
ticle number conservation and the detailed balance condition
were seen to underly the existence of a new and independent
critical exponent governing universal decoherence, while the
distribution function shows asymptotic thermalization despite
the microscopic driven nature of the system.
This work is just a first step in the exploration of non-
equilibrium critical behavior. Key questions for future studies
concern the status of critical points in lower dimensionality
as, e.g., relevant for current exciton-polariton systems. In par-
ticular, in Ref. 66 it has been shown that the thermal fixed
point is unstable in two dimensions, and instead is replaced
by the non-equilibrium Kardar-Parisi-Zhang43 fixed point. It
is also a key issue to investigate different symmetries beyond
the O(2) case. For example, Heisenberg models realized with
ensembles of trapped ions may exhibit O(3) symmetry.109 Fur-
thermore, given the fact that many light-matter systems are
pumped coherently as opposed to the incoherent pump con-
sidered here, it will be important to understand the impact of
the coherent drive on potential criticality in these classes of
systems. Finally, it is an intriguing question whether driven
open systems which realize non-equilibrium counterparts of
quantum criticality can be identified. In the long run, it re-
mains to be seen whether a classification of non-equilibrium
criticality with similarly clear structure as familiar from equi-
librium dynamical criticality32 can be reached.
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Appendix A: Markovian dissipative action
1. Translation table: Master equation vs. Keldysh functional
integral
Here we specify the relation between second quantized
master equation and the equivalent Keldysh functional inte-
gral, defined with a markovian dissipative action. In particu-
lar, we review how the presence of external driving underlies
the validity of the master equation and markovian dissipative
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action. We start from a master equation governing the time
evolution of a system density matrix,
∂tρˆ = −i
[
Hˆs, ρˆ
]
+ κ
(
LˆρˆLˆ† − 1
2
{
Lˆ†Lˆ, ρˆ
})
. (A1)
Here, Hˆs is a system Hamiltonian generating the unitary evo-
lution and Lˆ is a Lindblad operator making up the dissipative
part of the Liouvillian. For simplicity we consider only a sin-
gle dissipative channel. The generalization to several chan-
nels as in Eq. (6), realized through the coupling to several
baths, is straightforward. Equation (A1) results from a more
general system-bath setting, Hˆtot = Hˆs + Hˆb + Hˆsb (Hˆb and
Hˆsb are a quadratic bath Hamiltonian with a continuum of fre-
quencies and a system-bath Hamiltonian linear in the bath op-
erators, respectively) under the following three assumptions:
(i) the system-bath coupling
√
γ(ω) is weak compared to a
typical scale ω0 in the system (or, by energy conservation, in
the bath) indicating, e.g., the level spacing in an atom (Born
approximation γ(ω)/ω0  1) (ii) the frequency dependence
of the system-bath coupling is negligible over the bandwidth
ϑ of the bath centered around ω0, implying δ-correlations
in the time domain (Markov approximation γ(ω) ≈ const.),
and (iii) the system is driven with an external field with fre-
quency ν to bridge the large energy separation of the levels,
(ν − ω0) / (ν + ω0)  1. This makes it possible to work in
the rotating wave approximation, in which only the detuning
∆ = ν − ω0 occurs as a physical scale, while all fast terms
involving ν + ω0 are dropped. From this consideration, it is
clear that the master equation is an accurate description of
strongly driven systems coupled to an environment. A typ-
ical realization in quantum optics is an atom with two rele-
vant levels separated by ω0, connected by an external laser
drive with frequency ν, which is detuned from resonance by
∆ = ν − ω0. Only the laser drive makes the excited level
accessible and gives rise to two-level dynamics such as Rabi
oscillations, with frequency determined by the laser intensity.
The excited level is unstable and can undergo spontaneous
emission by coupling to the radiation field, providing for the
reservoir – this mechanism is physically completely indepen-
dent of the coherent dynamics. Alternatively but fully equiva-
lent to the operator formalism, the above approximations can
be performed in a Keldysh path integral setting (see below).
In this way, the physics of a given quantum master equation
becomes amenable to quantum field theoretical approaches,
which is particularly useful for bosonic and fermionic driven-
dissipative many-body systems. Here the starting point is the
Keldysh partition function
Z =
∫
D[a∗, a, b∗, b]e−iStot[a∗,a,b∗,b], (A2)
which results from a “Trotterization” of the Hamiltonian dy-
namics (after normal ordering) acting on the density matrix in
the integrated form of the von Neumann equation in the basis
of coherent states; in this process, the second quantized sys-
tem and bath field operators, aˆi (the index i denotes both po-
sition and internal indices, such as different particle species)
and bˆµ (µ labels the bath modes and will be chosen a continu-
ous index below) respectively, are mapped to time-dependent
complex valued fields in the action
Stot =
∑
σ=±
σ
∫
dt
∑
i
a∗i,σ(t)i∂tai,σ(t)
+
∑
µ
b∗µ,σ(t)i∂tbµ,σ(t) − Htot,σ(t)
 , (A3)
where Htot,σ(t) is a quasilocal polynomial of these fields. The
relative minus sign for the evolution on the forward (+) and
backward (-) contours clearly reflects the commutator struc-
ture in the von Neumann equation of motion for the system-
bath density operator above. We have omitted an imaginary
regularization term ensuring convergence of the functional
integral76–78 for simplicity, as it does not affect any of the next
steps. Integrating out the harmonic bath variables using ap-
proximations (i) – (iii) and considering for the moment Lind-
blad operators Lˆ which are linear in the system field operators,
we arrive at the following effective Markovian dissipative ac-
tion:
S =
∑
σ
σ
∫
dt
∑
i
a∗i,σ(t)i∂tai,σ(t) − Hs,σ(t)

− iκ
[
L+(t)L∗−(t) −
1
2
(
L∗+(t)L+(t) + L
∗
−(t)L−(t)
)]
. (A4)
While the relative minus sign for the system Hamiltonian Hs
on the + and - contours preserve the commutator structure, the
dissipative terms clearly reflect the temporally local Lindblad
structure of Eq. (A1). We thus arrive at a simple translation
rule for bosonic110 master equations into the corresponding
Keldysh functional integral: (i) the temporal derivative terms
can be read off from the last equation; (ii) for all (normal or-
dered) operators on the right (left) of the density matrix, in-
troduce a contour index + (-) and write down the Markovian
dissipative action. The linear Lindblad operators we consider
here are not affected by normal ordering. For the more general
case of Lindblad operators that are quasilocal polynomials in
the system field operators, operator ordering can be tracked
by a suitable temporal regularization procedure as elaborated
in the next section.
2. Derivation in the Keldysh setting
Here we present a derivation of the Markovian dissipative
action in the ± basis for arbitrary (non-linear) Lindblad jump
operators, which allows for the most direct comparison with
the master equation. In particular, we pay special attention
to the question how the operator ordering in the master equa-
tion is reflected in the path integral formulation. We leave the
system action unspecified, requiring only the property that af-
ter proper rotating frame transformation the evolution of the
system is much slower than the correlation time of the bath
τc = 1/ϑ (broadband bath). The action of the bath is, in the ±
26
basis,
Sb =
∑
µ
∫
dtdt′
(
b∗µ,+(t), b
∗
µ,−(t)
)
×
 G++µ (t, t′) G+−µ (t, t′)G−+µ (t, t′) G−−µ (t, t′)
−1 bµ,+(t′)bµ,−(t′)
 . (A5)
The Green’s functions for the oscillators of the bath are as-
sumed to be in thermal equilibrium and read
G+−µ (t, t
′) = −in¯(ωµ)e−iωµ(t−t′),
G−+µ (t, t
′) = −i
(
n¯(ωµ) + 1
)
e−iωµ(t−t
′),
G++µ (t, t
′) = θ(t − t′)G−+µ (t, t′) + θ(t′ − t)G+−µ (t, t′),
G−−µ (t, t
′) = θ(t′ − t)G−+µ (t, t′) + θ(t − t′)G+−µ (t, t′).
(A6)
The linear coupling between system and the bath is (note that
the case of several dissipative channels and local baths as in
Eq. (6) can be implemented by adding appropriate indices to
the Lσ and bµ,σ and summing over these indices)
Ssb =
∑
µ
√
γµ
∫
dt
(
L∗+(t)bµ,+(t)
+L+(t)b∗µ,+(t) − L∗−(t)bµ,−(t) − L−(t)b∗µ,−(t)
)
, (A7)
where L± correspond to the quantum jump operators which
are typically quasilocal polynomials of the system’s creation
and annihilation operators. To be consistent with the deriva-
tion of the path integral, we require the jump operators to have
been normal ordered before the Trotter decomposition giving
rise to the path integral. The partition function is of the gen-
eral form
Z =
∫
D[a∗, a, b∗, b]ei(Ss[a∗,a]+Sb[b∗,b]+Ssb[a∗,a,b∗,b]), (A8)
Now we integrate out the bath via completion of the square
which results in an effective action Seff for the system degrees
of freedom. The contribution Seff,µ of the µth mode to the
effective action reads
Seff,µ = γµ
∫
dtdt′
(
L∗+(t),−L∗−(t)
)
×
G++µ (t, t′) G+−µ (t, t′)G−+µ (t, t′) G−−µ (t, t′)
  L+(t′)−L−(t′)
 . (A9)
The signs for the operators on the − contour comes from the
backward integration in time. Thus the mixed terms will occur
with an overall − sign, while the ++ and −− terms come with
an overall +. Summing over all the modes µ we obtain the
effective action for the field variables of the subsystem due to
the coupling to the bath. We now take the continuum limit
of densely lying bath modes, centered around some central
frequency ω0 and with bandwidth ϑ. That is, we substitute the
sum over the modes with an integral in the energy Ω weighted
by a (phenomenologically introduced) density of states ν(Ω)
of the bath
∑
µ γµ '
∫ ∞
0 dΩγ(Ω)ν(Ω), and obtain
Seff = −
∫ ω0+ϑ
ω0−ϑ
dΩγ(Ω)ν(Ω)
∫
dtdτ
(
L∗+(t),−L∗−(t)
)
×
G++Ω (τ) G+−Ω (τ)
G−+
Ω
(τ) G−−
Ω
(τ)
  L+(t − τ)−L−(t − τ)
 , (A10)
where in addition we have used the translation invariance of
the bath Green’s function, Gαβ
Ω
(t, t′) = Gαβ
Ω
(t − t′) to suitably
shift the integration variables. We consider the various terms
separately. In doing the Markov approximation, we use (a)
that by assumption it is possible to choose a rotating frame
in which the evolution of the system is slow compared to the
scales in the bath, ωsys  ω0, ϑ. In this case, a zeroth order
temporal derivative approximation for the jump operators is
appropriate. This gives rise to a temporally local form of the
markovian dissipative action. However, for the evaluation of
tadpole diagrams for this action, ambiguities due to a tempo-
rally local vertex arises. In these diagrams – and only in these
– it is then important to specify the proper regularization of
the system’s Green’s function at equal time arguments. To
keep track of this, we indicate the sign of the next time step in
the approximated jump operators by t±δ = t ± δt. In step (b)
below, we assume that the density of states and the coupling
of the system to bath are well approximated as constant over
the relevant reservoir width,
−
∫
dtL∗+(t)
∫
dτ
∫ ω0+ϑ
ω0−ϑ
dΩ
2pi
γ(Ω)ν(Ω)G+−Ω (τ)L−(t − τ) = i
∫
dtL∗+(t)
∫
dτ
∫ ω0+ϑ
ω0−ϑ
dΩ
2pi
γ(Ω)ν(Ω)n¯(Ω)e−iΩτL−(t − τ)
(a)≈ i
∫
dtL∗+(t)
∫
dτ
∫ ω0+ϑ
ω0−ϑ
dΩ
2pi
γ(Ω)ν(Ω)n¯(Ω)e−iΩτL−(t−δ)
(b)≈ i
∫
dtL∗+(t)γν
∫
dτ
∫ ω0+ϑ
ω0−ϑ
dΩ
2pi
n¯(Ω)e−iΩτL−(t−δ)
≈ i
∫
dtL∗+(t)γν
∫ ∞
−∞
dΩn¯(Ω)δ(Ω − ω0)L−(t−δ) = iκn¯
∫
dtL∗+(t)L−(t−δ),
(A11)
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where we have shifted the frequency integration domain by −ω0 and taken the limit ϑ → ∞, as well as κ = γν and n¯ = n¯(ω0).
Further note the relation to the operator formalism
∫ ∞
−∞
dΩ
2pi n¯(Ω)e
−iΩτ = 〈bˆ†(τ)bˆ(0)〉. Similarly,
−
∫
dtL∗−(t)
∫
dτ
∫ ω0+ϑ
ω0−ϑ
dΩ
2pi
γ(Ω)ν(Ω)G−+Ω (τ)L+(t − τ) ≈ iκ(n¯ + 1)
∫
dtL∗−(t)L+(t−δ) (A12)
and
∫ ∞
−∞
dΩ
2pi (n¯(Ω) + 1)e
−iΩτ = 〈bˆ(τ)bˆ†(0)〉. For the terms on the forward contour, we obtain
∫
dtL∗+(t)
∫
dτ
∫ ω0+ϑ
ω0−ϑ
dΩ
2pi
γ(Ω)ν(Ω)G++Ω (τ)L+(t − τ)
= −i
∫
dtL∗+(t)
∫
dτ
∫ ω0+ϑ
ω0−ϑ
dΩ
2pi
γ(Ω)ν(Ω) [θ(τ) (n¯(Ω) + 1) + θ(−τ)n¯(Ω)] e−iΩτL+(t − τ)
(a)≈ −i
∫
dtL∗+(t)
∫
dτ
∫ ω0+ϑ
ω0−ϑ
dΩ
2pi
γ(Ω)ν(Ω) [θ(τ) (n¯(Ω) + 1) + θ(−τ)n¯(Ω)] e−iΩτL+(t−δ)
(b)≈ −i
∫
dtL∗+(t)γν
[∫
dτθ(τ)
∫ ω0+ϑ
ω0−ϑ
dΩ
2pi
(n¯(Ω) + 1) e−iΩτ +
∫
dτθ(−τ)
∫ ω0+ϑ
ω0−ϑ
dΩ
2pi
n¯(Ω)e−iΩτ
]
L+(t−δ)
≈ −i
∫
dt
{[
1
2
κ (n¯ + 1) − iδE1
]
L∗+(t)L+(t−δ) +
(
1
2
κn¯ + iδE2
)
L∗+(t)L+(t+δ)
}
.
(A13)
In the last line we have used
∫
dτθ(τ)
∫ ω0+ϑ
ω0−ϑ
dΩ
2pi
(n¯(Ω) + 1)e−iΩτL+(t−δ)
≈
∫ ∞
−∞
dΩ
2pi
(n¯(Ω) + 1)
(
piδ(Ω − ω0) − iP 1
Ω − ω0
)
L+(t−δ)
=
[
1
2
κ (n¯ + 1) − iδE1
]
L+(t−δ)
(A14)
and
∫
dτθ(−τ)
∫ ω0+ϑ
ω0−ϑ
dΩ
2pi
n¯(Ω)e−iΩτL+(t−δ)
=
∫
dτθ(τ)
∫ ω0+ϑ
ω0−ϑ
dΩ
2pi
n¯(Ω)e+iΩτL+(t+δ)
≈
∫ ∞
−∞
dΩ
2pi
n¯(Ω)
(
piδ(Ω − ω0) − iP 1
Ω − ω0
)
L+(t+δ)
=
(
1
2
κn¯ + iδE2
)
L+(t+δ).
(A15)
Importantly, note the sign change in the regularization of the
time argument upon reversal of integration direction. This
gives a hint which operator “comes first” in the coarse grained
evolution where the bath has been integrated out, and reflects
the fact that in the corresponding master equation, the “cool-
ing” dissipation terms ∼ (n¯ + 1) are normal ordered in the
jump operators (∼ Lˆ†Lˆ), while the “heating” terms ∼ n¯ are
anti-normal ordered (∼ LˆLˆ†). Similarly, we obtain on the
backward contour,∫
dtL∗−(t)
∫
dτ
∫ ω0+ϑ
ω0−ϑ
dΩ
2pi
γ(Ω)ν(Ω)G−−Ω (τ)L−(t − τ)
≈ −i
∫
dt
{[
1
2
κ (n¯ + 1) + iδE1
]
L∗−(t)L−(t+δ)
+
(
1
2
κn¯ − iδE2
)
L∗−(t)L−(t−δ)
}
, (A16)
where the changes in the signs relative to the forward term
emerge from the reverse signs in the θ-functions. In summary,
we obtain the following dissipative contribution to the action:
Sd = iκ
∫
dt
{
(n¯ + 1)
[
L∗−(t)L+(t−δ)
−1
2
(
L∗+(t)L+(t−δ) + L
∗
−(t)L−(t+δ)
)]
+n¯
[
L∗+(t)L−(t−δ) −
1
2
(
L∗+(t)L+(t+δ) + L
∗
−(t)L−(t−δ)
)]}
.
(A17)
In addition, there is a “Lamb shift” which reads
SL = −
∫
dt
[
δE1
(−L∗+(t)L+(t−δ) + L∗−(t)L−(t+δ))
+δE2
(
L∗+(t)L+(t+δ) − L∗−(t)L−(t−δ)
)]
. (A18)
This gives a contribution to the coherent dynamics which has
the same physical origin as the dissipative dynamics. How-
ever, typically there is a dominant independent Hamiltonian
contribution, such that the effective Hamiltonian parameters
after the Lamb shift renormalization are properly regarded as
independent of the Liouvillian ones.
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Appendix B: Symmetry constraints on the action and
truncation for MAR
In this section we derive the action Eq. (61) and the trun-
cation Eq. (64) for MAR. Our starting point is the truncation
Eq. (43) appropriate for the driven-dissipative model on which
we impose invariance under the equilibrium symmetry trans-
formation Eq. (60). This leads to Eq. (64) which reduces to
the action Eq. (61) when we set k = kcg.
In terms of the bare spinors Φ¯ν the truncation for the DDM
can be written as
Γk =
∫
X
Φ¯†q
[
(ZRσz − iZI1) i∂tΦ¯c
−δU¯H
δΦ¯∗c
+ iσz
δU¯D
δΦ¯∗c
+ i
γ¯
2
Φ¯q
]
. (B1)
We perform the change of basis Eq. (59) and obtain for the
contributions in the sum Γk = Γdyn,k + ΓH,k + ΓD,k + Γreg,k the
expressions
Γdyn,k = i
r¯ZR + ZI
ZR,cg − r¯ZI,cg
∫
X
Φ˜†qσz∂tΦ˜c, (B2)
ΓH,k =
i
ZR,cg − r¯ZI,cg
∫
X
Φ˜†qσz
(
r¯
δU¯D
δΦ˜∗c
− δU¯H
δΦ˜∗c
)
, (B3)
ΓD,k = − 1ZR,cg − r¯ZI,cg
∫
X
Φ˜†q
(
δU¯D
δΦ˜∗c
+ r¯
δU¯H
δΦ˜∗c
)
, (B4)
and
Γreg,k =
i
ZR,cg − r¯ZI,cg
∫
X
Φ˜†q
(
(ZR − r¯ZI) i∂tΦ˜c
+
1 + r¯2
ZR,cg − r¯ZI,cg
γ¯
2
Φ˜q
)
. (B5)
Both Γdyn,k and ΓD,k are symmetric under the transforma-
tion Eq. (60). Demanding the remaining contributions ΓH,k
and Γreg,k to be invariant we find that a term of the form of
Eq. (B3) is actually forbidden by the symmetry, i.e., we must
have ΓH,k = 0, which is satisfied for U¯H = r¯U¯D. For the
regularization term Γreg,k we obtain the additional constraint
Eq. (65). All these requirements are implemented in the trun-
cation Eq. (64) which is easily seen to reduce to Eq. (61) for
k = kcg.
If in addition to the equilibrium symmetry we demand in-
variance under complex conjugation of the fields Eq. (63) as
is the case for MA, we find the condition Γdyn,k = 0. This is
met for all 0 < k < kcg if r¯ = −ZI/ZR.
Appendix C: Non-Equilibrium FRG flow equations
Here we present details of the derivation of the non-
equilibrium FRG flow equations in Sec. VII. To start with,
we rewrite the flow equation (42) such that only renormalized
quantities appear on the RHS,
∂tΓk =
i
2
Tr
[(
Γ
(2)
k + Rk
)−1
∂˜tRk
]
. (C1)
The second functional derivatives appearing under the trace
on the RHS are taken with respect to renormalized real fields
Eq. (50). These can be written in terms of the bare ones as
χ(Q) = zχ¯(Q), where the matrix z is given by
z = 1 ⊕
ZR −ZI
ZI ZR
 . (C2)
The linear transformation from bare to renormalized fields im-
plies for functional derivatives the relations
Γ
(2¯)
k = z
T Γ
(2)
k z, R¯k = z
T Rkz, (C3)
and inserting these in the flow equation (42) yields Eq. (C1)
if in addition we replace the derivative with respect to t by the
differential operator ∂˜t which is defined as
∂˜t ≡ ∂tRk,K¯∂Rk,K¯ + ∂tR∗k,K¯∂R∗k,K¯ . (C4)
With this definition we may write ∂tR¯k = ∂˜tR¯k, which has
the advantage that ∂˜t commutes with the multiplicative renor-
malization with Z (note that also Z is a running coupling and
depends on t), i.e., we have
∂˜tR¯k = ∂˜t
(
zT Rkz
)
= zT
(
∂˜tRk
)
z. (C5)
Furthermore, since ∂˜t acts only on the cutoff and not the in-
verse propagator Γ(2)k , we may rewrite the exact flow equa-
tion (C1) in the simple form
∂tΓk =
i
2
Tr ∂˜t ln
(
Γ
(2)
k + Rk
)
. (C6)
1. Expansion in fluctuations
According to its definition in Sec. III C, the effective ac-
tion is a functional of the field expectation values, and also
the flow equation (C6) can be evaluated for arbitrary field
configurations. A particularly useful form of the flow equa-
tion can be obtained by decomposing the fields into homo-
geneous and frequency- and momentum-dependent fluctua-
tion parts as χ(Q) = χδ(Q) + δχ(Q) and expanding the log-
arithm on the RHS of Eq. (C6) to second order in the fluc-
tuations δχ(Q). Then, the zeroth order term determines the
flow of the momentum-independent couplings whereas the β-
functions for the wave-function renormalization and the gra-
dient coefficient can be obtained from the second order con-
tribution.
We begin by deriving an explicit expression for the full in-
verse propagator Γ(2)k up to second order in δχ. To this end we
rewrite the effective action Eq. (45) in the form
Γk =
1
2
∫
Q
χ(−Q)T D(Q)χ(Q) −
∫
X
V, (C7)
where
∫
Q =
∫ dωddq
(2pi)d+1
. The frequency- and momentum-
dependent part of the inverse propagator Eq. (49) is denoted
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by D(Q) = P(Q) − P(0), and the effective potential V that
contains all momentum-independent couplings is given by
V = U′ρcq + U′∗ρqc − iγρq. (C8)
The second functional derivative of the effective action can
then be expressed as the sum of two contributions,
Γ
(2)
k (Q,Q
′) = D(Q)δ(Q − Q′) −V(2)(Q,Q′), (C9)
where the second term is just the functional derivative of the
effective potential,
V(2)i j (Q,Q′) =
δ2
δχi(−Q)δχ j(Q′)
∫
X
V =
∫
X
ei(Q−Q
′)XV (2)i j ,
(C10)
which can be reduced to ordinary (i.e., not functional) partial
derivatives with respect to the fields in the time domain and
real space,
V (2)i j =
∂2
∂χi∂χ j
V. (C11)
Setting the fluctuation components of the fields to zero in
Eq. (C9) we obtain the inverse propagator in the presence of
homogeneous classical and quantum background fields,
Pcq(Q)δ(Q−Q′) = Γ(2)k (Q,Q′)
∣∣∣
δχ=0 =
(
D(Q) − V (2)cq
)
δ(Q−Q′).
(C12)
Note that the difference between Pcq(Q) and the inverse prop-
agator Eq. (49) is that in the latter the background fields are
set to their stationary values while in the former they remain
unspecified. The background fields are all contained in the
second contribution V (2)cq which we split into 2 × 2 blocks ac-
cording to
V (2)cq =
V (2)Hcq V (2)Ac
V (2)Rc V (2)K
 . (C13)
While the upper left block V (2)Hcq is linear in the quantum fields
(and, therefore, vanishes when we set these to zero, giving rise
to the causality structure of the inverse propagator Eq. (49)),
V (2)Hcq,11 =
[(
ρcq + ρqc
)
U(3)H + i
(
ρcq − ρqc
)
U(3)D
]
χ2c,1 +
(
ρcq + ρqc + 2χc,1χq,1
)
U′′H + i
(
ρcq − ρqc + i2χc,1χq,2
)
U′′D,
V (2)Hcq,12 = V
(2)H
cq,21 =
(
χc,2χq,1 + χc,1χq,2
)
U′′H +
(
χc,1χq,1 − χc,2χq,2
)
U′′D + χc,1χc,2
[(
ρcq + ρqc
)
U(3)H + i
(
ρcq − ρqc
)
U(3)D
]
,
V (2)Hcq,22 =
[(
ρcq + ρqc
)
U(3)H + i
(
ρcq − ρqc
)
U(3)D
]
χ2c,2 +
(
ρcq + ρqc + 2χc,2χq,2
)
U′′H + i
(
ρcq − ρqc − i2χc,2χq,1
)
U′′D,
(C14)
the retarded and advanced components only contain classical background fields (hence we omit the index q),
V (2)Rc =
U′H + χc,1
(
χc,2U′′D + χc,1U
′′
H
)
U′D + χc,2
(
χc,2U′′D + χc,1U
′′
H
)
χc,1
(
χc,2U′′H − χc,1U′′D
)
− U′D U′H + χc,2
(
χc,2U′′H − χc,1U′′D
) , V (2)Ac = (V (2)Rc )† , (C15)
and the Keldysh component is field-independent and given by
V (2)K = −iγ1. In Eq. (C6), the inverse propagator is supple-
mented by the cutoff to yield the regularized propagator
Pk,cq(Q) = Pcq(Q) + Rk(q2), (C16)
which determines the zeroth order contribution in the fluctua-
tion expansion of the flow equation.
We proceed by expanding the inverse propagator Eq. (C9)
to second order in the fluctuations δχ. With Eq. (C12) we may
write
Γ
(2)
k (Q,Q
′) = Pcq(Q)δ(Q−Q′) +F (Q,Q′) + O
(
δχ3
)
, (C17)
where the matrix F is given by the sum F = F1 +F2 with F1,2
being of first and second order in δχ. The explicit dependence
of these matrices on the fluctuations reads
F1(Q,Q′) = −
∑
i
V (3)i δχi(Q − Q′), (C18)
F2(Q,Q′) = −12
∑
i j
V (4)i j
∫
P
δχi(−P)δχ j(P + Q − Q′). (C19)
Here, for given values of i and j the quantities V (3)i and V
(4)
i j
are 4 × 4 matrices defined as the partial derivatives of V (2),
V (3)i =
∂V (2)
∂χi
, V (4)i j =
∂V (2)
∂χi∂χ j
. (C20)
Inserting the decomposition Eq. (C17) in Eq. (C6) and ex-
panding the logarithm in the fluctuations δχ yields
∂tΓk =
i
2
[
Tr ∂˜t ln Pk,cq − 12 ∂˜t Tr
(
Gk,cqF1
)2]
, (C21)
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where Gk,cq(Q) = Pk,cq(Q)−1 is the propagator in the pres-
ence of classical and quantum background fields. Note that
the appearance of G2k,cq makes the trace in the last term UV-
convergent and thereby allowed us to commute ∂˜t with Tr.
In the expansion Eq. (C21) we are keeping only terms of
zeroth and second order, as these determine, respectively,
the flow of the effective potential and the frequency- and
momentum-dependent contributions to the inverse propaga-
tor. We also omit a term ∂˜t Tr Gk,cqF2 which in our truncation
with momentum-independent vertices does not contribute to
the flow of Z and K¯.
2. Flow equation for the effective potential
Equation (C21) reduces to the flow equation for the effec-
tive potential if we set the fluctuations δχ to zero. Then the
second term on the RHS vanishes and we have
1
Ω
∂tΓk,cq =
i
2
∫
Q
∂˜t ln detcq(ω, q2) (C22)
where detcq(ω, q2) = det Pk,cq(Q) denotes the determinant
of the regularized inverse propagator Eq. (C16) in the pres-
ence of classical and quantum background fields. Since
our model is symmetric under simultaneous phase rotations
φν → eiαφν of the classical and quantum fields, the determi-
nant detcq(ω, q2) can be expressed as a function of the U(1)-
invariant field combinations ρc, ρcq, ρqc, and ρq. It can not
be written as a function of these invariants without ambigu-
ity though, as can be seen by noting that the product of four
fields φ∗cφ∗qφcφq equals both ρcρq and ρcqρqc. However, the
form of the field-dependent contribution Eq. (C13) to the in-
verse propagator implies that detcq(ω, q2) contains terms that
are at most quadratic in the quantum fields and that there is
no contribution that contains φ∗qφq but no classical fields. All
contributions containing quantum and classical fields can be
expressed in powers of ρc, ρcq, and ρqc. Therefore, in the fol-
lowing we will consider detcq(ω, q2) to be a function of this
reduced set of invariants. Then, inserting Eq. (C22) in the
definition of ζ′ in Eq. (81) we find
ζ′ = − i
2
∫
Q
∂˜t
{
1
detc(ω, q2)
[
∂ρcq detcq(ω, q
2)
]
ρcq=ρqc=0
}
,
(C23)
where detc(ω, q2) = det Pk,c(Q) is the determinant of the reg-
ularized propagator with only classical background fields,
Pk,c(Q) = Pk,cq(Q)
∣∣∣
φq=φ
∗
q=0
, (C24)
which differs from Pk,cq(Q) only in the block V
(2)H
cq (note that
the other blocks in Eq. (C13) do not contain quantum fields)
which vanishes for φq = φ∗q = 0. Accordingly the inverse
propagator Pk,c(Q) acquires the causality structure Eq. (51)
which implies that the determinant detc(ω, q2) factorizes into
retarded and advanced contributions,
detc(ω, q2) = detRc (ω, q
2)detAc (ω, q
2). (C25)
These are simply related by a change of the sign of the
frequency variable, detRc (ω, q
2) = detAc (−ω, q2). Inserting
Eq. (C25) in Eq. (C23) we can rewrite the latter as
ζ′ = 2vd
∫ ∞
0
dxxd/2−1∂˜tζ′(x), (C26)
where vd =
(
2d+1pid/2Γ(d/2)
)−1
and we introduced a new in-
tegration variable x = q2; the function appearing in the inte-
grand is given by the integral over frequencies
ζ′(q2) = − i
4pi
∫ ∞
−∞
dω
[
∂ρcq detcq(ω, q
2)
]
ρcq=ρqc=0
detAc (ω, q2)det
A
c (−ω, q2)
, (C27)
which can be performed with the aid of Ref. 111, p. 308, 18.
(where a factor of (−1)n+1 is missing112). We omit the rather
lengthy result.
Let us proceed by specifying the action of ∂˜t in Eq. (C26).
The function ζ′(x) depends on the cutoff via its dependence on
pa(x) for which we have ∂˜t pa(x) = −∂˜tRk,a(x), see Eq. (58),
and thus
∂˜tζ
′(x) = −
∑
a=A,D
∂˜tRk,a(x)∂pa(x)ζ
′(x). (C28)
Recalling the definition Eq. (C4) of the differential operator ∂˜t
according to which it effectively acts as a scale derivative of
the bare cutoff, we find
∂˜tRk,A(x) = Re
(
∂tRk,K¯(x)/Z
)
,
∂˜tRk,D(x) = Im
(
∂tRk,K¯(x)/Z
)
.
(C29)
Inserting here the expression
∂tRk,K¯(x) = −
[(
2K¯ + ∂tK¯
)
k2 − ∂tK¯x
]
θ(k2 − x), (C30)
we end up with
∂˜tRk,a(x) = −
[
(2 − η¯a) k2 + η¯ax
]
aθ(k2 − x), (C31)
where we defined
η¯A = − 1A Re
(
∂tK¯/Z
)
, η¯D = − 1D Im
(
∂tK¯/Z
)
. (C32)
Plugging these results in Eq. (C26) and using that the θ-
function restricts the range of integration over x to the in-
terval [0, k2], where pa(x) = ak2 (cf. Eq. (58)) and therefore
ζ′(x) = ζ′(k2) does not depend on x, we get
ζ′ =
8vdkd+2
d
∑
a
(
1 − η¯a
d + 2
)
a
[
∂pa(x)ζ
′(x)
]
pA(x)=Ak2,pD(x)=Dk2
.
(C33)
The further evaluation of this expression is most conveniently
performed on the computer using Mathematica.
In Sec. VII we specified prescriptions that allow us to ob-
tain flow equations for the complex two- and three-body cou-
plings from the flow equation for the effective potential, cf.
Eqs. (83) and (84). When we switch to Mathematica for an
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explicit evaluation of the flow equations, however, it is more
convenient to work with real couplings. The flow equations
for the quartic and sextic couplings are then given by
∂tλ = βλ = ηZRλ − ηZIκ + λ3∂tρ0 + ∂ρcζ′H
∣∣∣
ss,
∂tκ = βκ = ηZRκ + ηZIλ + κ3∂tρ0 + ∂ρcζ
′
D
∣∣∣
ss,
∂tλ3 = βλ3 = ηZRλ3 − ηZIκ3 + ∂2ρcζ′H
∣∣∣
ss,
∂tκ3 = βκ3 = ηZRκ3 + ηZIλ3 + ∂
2
ρc
ζ′D
∣∣∣
ss,
(C34)
where we decompose ζ′ = ζ′H + iζ
′
D and ηZ = ηZR + iηZI into
real and imaginary parts. For completeness we also state the
flow equation of ρ0 in terms of these quantities:
∂tρ0 = βρ0 = −ζ′D
∣∣∣
ss/κ. (C35)
To conclude this section let us specify the flow equation for
γ. Similar to Eq. (C26) we can express the quantity ζγ defined
in Eq. (87) as
ζγ = 2vd
∫ ∞
0
dxxd/2−1∂˜tζγ(x). (C36)
As anticipated in the paragraph following Eq. (C22), the de-
terminant detcq(ω, q2) can be expressed in terms of ρc, ρcq, and
ρqc solely. Therefore, the term that is proportional to φ∗qφq and
determines the flow of γ can then be found taking the deriva-
tive
∂2
∂φ∗q∂φq
=
∂ρcq
∂φq
∂ρqc
∂φ∗q
∂2
∂ρcq∂ρqc
= ρc
∂2
∂ρcq∂ρqc
, (C37)
and we find for the integrand in Eq. (C36) the expression
ζγ(q2) =
ρ0
4pi
∫ ∞
−∞
dω
∂2ρcq,ρqc detcq(ω, q2)detc(ω, q2)
−∂ρcq detcq(ω, q
2)∂ρqc detcq(ω, q
2)
det2c(ω, q2)

ss
. (C38)
This can be treated in the same way as Eq. (C27) above.
3. Flow equation for the inverse propagator
The second term on the RHS of Eq. (C21) determines the
flow of both the wave-function renormalization and the gradi-
ent coefficient. It is quadratic in the fluctuations δχ, hence we
can write it as
Tr
(
Gk,cqF1
)2∣∣∣∣
ss
= −i2
∫
Q
δχ(−Q)T Σ(Q)δχ(Q), (C39)
where we set the fields to their stationary values. Σ(Q) can be
visualized as consisting of one-loop diagrams with four exter-
nal legs two of which are attached to the condensate (cf. the
second diagram on the RHS of Eq. (32)) and is given by
Σi j(Q) =
i
2
∫
P
tr
(
Gk(P)V
(3)
i Gk(P + Q)V
(3)
j
)
, (C40)
where Gk(Q) = Pk(Q)−1 with the inverse propagator given by
Eqs. (51) and (52) to which the cutoff Rk(q2) has to be added.
For φc = φ∗c = φ0 and φq = φ∗q = 0 the matrices V
(3)
i have the
structure
V (3)i =
vH3,i vA3,ivR3,i 0
 , vH3,1 = vH3,2 = 0, vR/A3,3 = vR/A3,4 = 0.
(C41)
Inserting this expression in Eq. (C40) above and taking the
causality structure of the propagator into account, we can
rewrite the integrand in the form (P+ = P + Q)
tr
(
Gk(P)V
(3)
i Gk(P+)V
(3)
j
)
= tr
(
GKk (P)v
H
3,iG
K
k (P+)v
H
3, j
)
+ tr
(
GKk (P)v
H
3,iG
R
k (P+)v
R
3, j
)
+ tr
(
GRk (P)v
R
3,iG
K
k (P+)v
H
3, j
)
+ tr
(
GKk (P)v
A
3,iG
A
k (P+)v
H
3, j
)
+ tr
(
GAk (P)v
H
3,iG
K
k (P+)v
A
3, j
)
.
(C42)
Then the second and third equalities in Eq. (C41) imply that
Σ(Q) has the same causality structure as the inverse propaga-
tor. For the retarded block we find
ΣRi j(Q) =
i
2
∫
P
[
tr
(
GKk (P)v
H
3,i+2G
R
k (P+)v
R
3, j
)
+ tr
(
GAk (P)v
H
3,i+2G
K
k (P+)v
A
3, j
)]
, (C43)
where now the indices i and j take the values 1, 2, and the
Keldysh component is given by
ΣKi j(Q) =
i
2
∫
P
tr
(
GKk (P)v
H
3,i+2G
K
k (P+)v
H
3, j+2
)
. (C44)
The frequency integrals appearing in Eqs. (C43) and (C44)
can be evaluated by straightforward application of the re-
siude theorem: GRk (Q) has simple poles ω
R
1,2 given by Eq. (54)
with Aq2 and Dq2 replaced by pA(q2) and pD(q2) respectively.
While the poles of the advanced propagator ωA1,2 are complex
conjugate to the poles of the retarded propagator, GKk (Q) has
poles at both ωR1,2 and ω
A
1,2. We omit the lengthy expression
for Σ(Q) after frequency integration.
Combining Eqs. (88) and (C21), the flow equation for
frequency- and momentum-dependent part of the the bare in-
verse propagator can be written as
∂t
(
P¯(Q) − P¯(0)
)
= −zT
(
∂˜tΣ(Q)
)
z, (C45)
with the matrix z defined in Eq. (C2). Inserting this expression
in the flow equations for the wave-function renormalization Z
and the gradient coefficient K¯, Eqs. (91) and (90) respectively,
we find after some algebra,
ηZ = −12∂ω tr
[(
1 + σy
)
∂˜tΣ
R(Q)
]∣∣∣∣
Q=0
, (C46)
∂tK¯/Z = ∂q2
(
∂˜tΣ
R
22(Q) + i∂˜tΣ
R
12(Q)
)∣∣∣∣
Q=0
. (C47)
The real and imaginary parts of the anomalous dimension ηZ ,
which appear in the flow equations (C34) of the real quartic
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and sextic couplings, are then given by
ηZR = Re ηZ = −12∂ω tr
(
σy∂˜tΣ
R(Q)
)∣∣∣∣
Q=0
, (C48)
ηZI = Im ηZ = − i2∂ω tr
(
∂˜tΣ
R(Q)
)∣∣∣∣
Q=0
. (C49)
Here we used the relation ΣR(Q) = ΣR(−Q)∗ which implies
∂ωΣ
R(0) = −∂ωΣR(0)∗. To further evaluate ηZR and ηZI we
switch to Mathematica. The derivatives with respect to the
frequency can be carried out without any difficulty and ∂˜t can
be calculated as in Eq. (C28) above. Again the integral over
spatial momenta is facilitated by the θ-function contained in
∂˜tRk,a(x) and can be carried out analytically.
Finally, for the real and imaginary parts of the renormalized
kinetic coefficient K = K¯/Z = A + iD we have
∂tA = βA = Re ∂tK = ηZRA − ηZI D − η¯AA, (C50)
∂tD = βD = Im ∂tK = ηZRD + ηZI A − η¯DD, (C51)
where using ∂q2ΣR(0) = ∂q2ΣR(0)∗ (note that Σ(Q) depends
only on the norm squared q2 of the spatial momentum) we
may express the quantities η¯A and η¯D defined in Eq. (C32) as
η¯A = − 1A∂q2 ∂˜tΣ
R
22(Q)
∣∣∣
Q=0 = −
1
2A
∂2q∂˜tΣ
R
22(Q)
∣∣∣
Q=0,
η¯D = − 1D∂q2 ∂˜tΣ
R
12(Q)
∣∣∣
Q=0 = −
1
2D
∂2q∂˜tΣ
R
12(Q)
∣∣∣
Q=0.
(C52)
We will proceed with the evaluation of these expressions in
the next section.
4. Computation of gradient coefficient anomalous dimensions
As the cutoff Eq. (55) is a non-analytic function of the mo-
mentum, the evaluation of the derivatives in Eq. (C52) re-
quires some care. In this section we present two approaches
to this problem: The first one was introduced by Wetterich in
Ref. 106 and the second one makes use of Morris’ lemma.113
Our starting point is Eq. (C43) in which we set the external
frequency ω to zero. Using the shorthand
∫
p =
∫ ddp
(2pi)d
we may
write
ΣR(0,q) =
∫
p
σR(pA, pD, pA+, pD+). (C53)
Here and in the following for the sake of brevity we will omit
the arguments in pa ≡ pa(x) and pa± ≡ pa(x±) for a = A,D,
x = q2 and x± = |p ± q|2. The integrand in the above expres-
sion is given by the integral over the frequency component of
the internal momentum P = (ν,p),
σRi j(pA, pD, pA+, pD+) =
i
2
∫
dν
2pi
[
tr
(
GKk (P)v
H
3,i+2G
R
k (P+)v
R
3, j
)
+ tr
(
GAk (P)v
H
3,i+2G
K
k (P+)v
A
3, j
)]
. (C54)
Our notation makes explicit that the momentum dependence
of the regularized propagator Gk(Q) is contained in the func-
tions pa(q2) introduced in Eq. (58). Inserting Eq. (C54) in the
expressions for the anomalous dimensions Eq. (C52) we find
η¯A = − 12A∂
2
q
∣∣∣
q=0
∫
p
∂˜tσ
R
22(pA, pD, pA+, pD+),
η¯D = − 12D∂
2
q
∣∣∣
q=0
∫
p
∂˜tσ
R
12(pA, pD, pA+, pD+).
(C55)
In the following we will discuss the evaluation of η¯A while
we will only state the result for η¯D. Let us begin by in-
troducing the abbreviations ∂a ≡ ∂pa(x) and ∂a± ≡ ∂pa(x±).
In the integrand we omit the arguments and write σR22+ ≡
σR22(pA, pD, pA+, pD+) and σ
R
22− ≡ σR22(pA−, pD−, pA, pD). We
recall that the derivative ∂˜t acts only on the cutoff, hence we
have
η¯A =
1
2A
∂2q
∣∣∣
q=0
∫
p
∑
a
∂˜tRk,a(x)∂a
(
σR22+ + σ
R
22−
)
, (C56)
where we performed a change of integration variables p →
p − q in the second term.
a. Wetterich’s method
Following Ref. 106 we introduce new variables: With y =
x − k2 and z =
(
x − k2
)
θ(x − k2) = yθ(y) we have
pa(x) = a
(
k2 + z
)
. (C57)
We now use the fact that an expansion of the integrand in
Eq. (C56) in powers of z± is effectively equivalent to an ex-
pansion in q2: Below we will see that due to the θ-functions
contained in z± and ∂˜tRk,a(x) the integration over p is restricted
to a region that is O(q) for q→ 0. In this region p ≈ k and the
prefactor of the θ-function in the definition of z±, therefore, is
also O(q). Hence we may restrict ourselves to the first order
in the expansion
a∂aσR22± = a∂aσ
R
22±
∣∣∣
z±=0
+ A±z± + O
(
z2±
)
, (C58)
where the coefficient of the linear term is
A± = a∂a
∑
b
b∂b±σR22±
∣∣∣
z±=0
. (C59)
The zeroth order term does not depend on q and can be dis-
carded from the expression for η¯A which now becomes
η¯A =
1
2A
∂2q
∣∣∣
q=0
∫
p
∑
a
1
a
∂˜tRk,a(x) (A+z+ + A−z−) . (C60)
Inserting here the explicit expressions for z± = y±θ(y±) we
find
η¯A = − 12A∂
2
q
∣∣∣
q=0 (B+ + B−) , (C61)
where using Eq. (C31) we have
B± =
∑
a
∫
p
[
(2 − η¯a) k2 + η¯ax
]
θ(k2 − x)θ(y±)A±y±. (C62)
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Due to the first θ-function only momenta p within a circle of
radius k centered at the origin contribute to the integral (hence
we may set pa(x) = ak2 in A±), while the second θ-function
excludes all p inside a circle of radius k centered at ∓q. In
the resulting area of integration – which is itself O(q) as an-
ticipated above – we have p ≈ k for q → 0. Without loss of
generality we choose q = (q, 0, . . . ) and decompose the in-
tegral as
∫
p =
∫
pt
∫ ∞
−∞
dp1
2pi , where p1 is the component in the
direction of q, i.e., p = (p1,pt), and pt ∈ Rd−1. The integrand
does not depend on the direction of pt, hence, using (this re-
lation holds for d ≥ 2; for d = 1 there is no integration over
pt) ∫
pt
f (xt) = 2vd−1
∫ ∞
0
dxt x
(d−3)/2
t , (C63)
where the integration variable on the RHS is xt = p2t , we have
B± =
∫ ∞
0
dxt
∫ ∞
−∞
dp1θ(k2 − x)θ(y±)b±, (C64)
where
b± =
vd−1
pi
x(d−3)/2t
∑
a
[
(2 − η¯a) k2 + η¯ax
]
A±y±. (C65)
In Eq. (C64) the θ-functions restrict the range of integration to
k2 − p21 − xt > 0, (p1 ± q)2 + xt − k2 > 0. (C66)
The first of these inequalities allows for a solution for p1 only
if 0 < xt < k2. Then it implies
− α < p1 < α. (C67)
where α =
√
k2 − xt. The second inequality is equivalent to
p1 > α ∓ q ∨ p1 < −α ∓ q. (C68)
For B+ we have to consider the upper sign. Then Eq. (C67)
and the first inequality Eq. (C68) have the joint solution
max {−α, α − q} < p1 < α. (C69)
Splitting the integration over xt into two ranges 0 < xt < xt0
where xt0 = k2 − q2/4 and xt0 < xt < k2 we can specify the
maximum explicitly as
max {−α, α − q} =
α − q for 0 < xt < xt0,−α for xt0 < xt < k2. (C70)
The second inequality Eq. (C68) and Eq. (C67) do not have a
common region of validity, and we find
B+ =
∫ xt0
0
dxt
∫ α
α−q
dp1b+ +
∫ k2
xt0
dxt
∫ α
−α
dp1b+. (C71)
Let us now consider B−: Eq. (C67) and the second inequal-
ity Eq. (C68) are solved by
− α < p1 < min {α,−α + q} . (C72)
where in the same ranges of xt as above the minimum is
min {α,−α + q} =
−α + q for 0 < xt < xt0,α for xt0 < xt < k2. (C73)
The first inequality Eq. (C68) and Eq. (C67) can not be ful-
filled at the same time. Thus we have
B− =
∫ xt0
0
dxt
∫ −α+q
−α
dp1b− +
∫ k2
xt0
dxt
∫ α
−α
dp1b−. (C74)
Now it is straightforward to carry out the integral over xt in
both B+ and B− and we obtain the result
B± =
4vd
d
kd+2q2
∑
a
A±. (C75)
Inserting this in Eq. (C61) and using that setting z± = 0 in
Eq. (C59) is the same as setting q = 0 and p = k we find
η¯A = −4vddA k
d+2
∑
a,b
ab∂a
[
∂b+σ
R
22+ + ∂b−σ
R
22−
]
q=0,p=k
. (C76)
Both terms on the RHS give the same contribution. Then,
carrying out a similar analysis for η¯D yields
η¯A = −8vddA k
d+2
∑
a,b
ab∂a∂b+σR22+
∣∣∣
q=0,p=k,
η¯D = −8vddD k
d+2
∑
a,b
ab∂a∂b+σR12+
∣∣∣
q=0,p=k,
(C77)
The remaining derivatives can straightforwardly be performed
using Mathematica.
b. Morris’ lemma
The same results can also be obtained by a direct evaluation
of the derivatives in Eq. (C56),
η¯A =
1
2A
∫
p
∑
a,b
∂˜tRk,a(x)∂a
{∑
c
∂2b+,c+σ
R
22+ p
′
b+ p
′
c+
(
∂qx+
)2
+ ∂b+σ
R
22+
[
p′′b+
(
∂qx+
)2
+ p′b+∂
2
qx+
]
+ (+→ −)
}∣∣∣∣∣
q=0
(C78)
Upon setting q = 0 in the terms in braces, x± are replaced
by x. Then we may drop all terms that include the product
∂˜tRk,a(x)p′b as it contains θ-functions that do not have a com-
mon support: According to Eq. (C31) ∂˜tRk,a(x) is proportional
to θ(k2 − x), while p′b(x) = bθ(x− k2). With ∂qx±|q=0 = ±2p · qˆ
(here qˆ denotes the vector of unit length in the direction of q)
we find
η¯A =
2
dA
∫
p
x
∑
a,b
∂˜tRk,a(x)p′′b ∂a
[
∂b+σ
R
22+ + ∂b−σ
R
22−
]
q=0
,
(C79)
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where we used ∫
p
(p · qˆ)2 f (p) = 1
d
∫
p
p2 f (p) (C80)
The second derivative p′′b (x) = bδ(x−k2) contains a δ-function
and, therefore, we set p = k in the terms in brackets. (Note
that pa(x) is continuous at x = k2.) Then, Using Morris’
lemma according to which we can replace δ(x)θ(x) → 12δ(x)
when this combination is multiplied by a function that is con-
tinuous at x = 0, we have
∂˜tRk,a(x)p′′b (x) = −
abk
2
δ(p − k). (C81)
Evaluating the integral over p with the aid of the δ-function
reproduces the result Eq. (C76).
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