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Abstract: Automation and autonomous systems are quickly becoming a more engrained aspect of
modern society. The need for effective, secure computer code in a timely manner has led to the
creation of automated code repair techniques to resolve issues quickly. However, the research to date
has largely ignored the human factors aspects of automated code repair. The current study explored
trust perceptions, reuse intentions, and trust intentions in code repair with human generated patches
versus automated code repair patches. In addition, comments in the headers were manipulated to
determine the effect of the presence or absence of comments in the header of the code. Participants
were 51 programmers with at least 3 years’ experience and knowledge of the C programming language.
Results indicated only repair source (human vs. automated code repair) had a significant influence
on trust perceptions and trust intentions. Specifically, participants consistently reported higher levels
of perceived trustworthiness, intentions to reuse, and trust intentions for human referents compared
to automated code repair. No significant effects were found for comments in the headers.
Keywords: trust; automated program repair; human factors psychology
1. Introduction
The proliferation of software, generically referred to as computer code, in products ranging
from watches to drones necessitates rapid code generation and repair as new bugs emerge during
deployment. The urgency of code repair has led to the development of automated code repair processes,
in which one software repairs another without human intervention. Though not yet mainstream
technology, little is known about both how programmers perceive the use of automated program
repair and the quality of repairs made to the code. Prior human factors research has identified trust
as an important antecedent of reliance behaviors when humans interact with automated systems [1].
Research on how developers trust automated code repair can influence training requirements for how
to deploy automated code repair and the development of the automated code repair tools, which
can potentially increase reliance behaviors. The current study explored how programmers perceive
changes made by a human versus changes made by an automated program repair software, GenProg.
In the section below, we describe GenProg and expand on how the trust in automation literature can
be leveraged to increase reliance on programs like GenProg.
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2. Related Work
2.1. GenProg
The need for securing and correcting code in a timely manner has led to innovation, resulting in
research toward automatic code repair. Previous researchers found that debugging code accounted for
50% of development costs in software [2]. There are two major activities related to debugging code:
(1) the fault must be identified, and (2) the fault must be removed or repaired. Researchers have begun
using automation to detect faults (e.g., static program analysis) [3], but those faults still need to be
repaired by programmers. To remedy this situation, computer science researchers have been exploring
automated repair programs that repair code, which can then be validated by testers [4,5]. Interest in
such techniques has grown increasingly over the last 20 years, with more research articles published
on the topic each year [6].
GenProg is an automated code repair process that uses genetic algorithms to create patches from
existing code to repair the same code [5]. The input for GenProg is a faulty program and that program’s
test cases. The process utilizes genetic algorithms by taking other parts of the code base and mutating
them to fit into the area of the code where it failed the test case. The process first localizes the faults
given the test cases. Next, it changes the code in the localized fragments. Within this context, GenProg
iteratively performs one of three operations: (1) insert a program statement into the next line of code,
(2) delete a statement in the code, and (3) replace the code by both deleting and inserting. It conducts
this in an iterative process. In other words, if the change passes the test cases, GenProg outputs the
modified program. If it fails to pass the test cases, it revisits the process, adapting localized fragments
until the modified code has passed all test cases. Although research has expanded the efficiency of
automated code repair programs in the last two decades [7], little research has examined programmers’
trust perceptions of these changes. The prior research on trust in automation can potentially elucidate
the ways in which programmers perceive automated code repair programs.
2.2. Trust in Automation
Trust in automation has become an increasingly important area of research in the last few decades.
Automation is “technology that actively selects data, transforms information, makes decisions, or
controls processes” [1] (p. 50). Trust in automation is the belief the automated system functions
efficiently in relation to performance, safety, and use rate and is directly and proportionally related
to reliance [1]. Automation has various degrees of decision execution ranging from low (i.e., it alerts
the user of an error) to high decision execution (it acts autonomously and fixes the error without
input from the user) [8]. Higher levels of decision execution for automation inherently requires the
system to also perform the lower levels of automation. In other words, for automation to perform
higher decision execution, such as choice, it must also perform the lower level tasks of selection and
situation awareness. For example, the static program analysis tool used by programmers is a situational
awareness tool (i.e., it selects flaws in the code and alerts the user to the issues). In contrast, GenProg
selects the problem areas, assesses the situation by determining which factorized code block has the
issue or issues, determines a choice to repair (i.e., delete, insert, or both), and takes action to fix the
issue. Thus, not all automation is created equally. Although little research exists on trust in automated
code repair, researchers have extended the trust in automation research to trust in code [9], which we
describe further below.
2.3. Trust in Code
Researchers in computer science have examined how programmers trust and reuse code for
decades. They have explored the effects of code reuse [10,11], code formatting [12], and code
documentation [13] on programmers’ use of code. Although not specifically named as trust, the studies
focused on reliance behaviors (i.e., reusing the code), which are related to trust. Psychologists have also
become interested in the cognitive processes underlying a decision to trust code [9]. The automation
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factors and dimensions mentioned above give insight into how people view automation, but they fail
to provide a comprehensive theoretical model on how programmers process the information from
the interaction. Alarcon and Ryan [14] adapted Chaiken’s [15] heuristic–systematic processing model
(HSM) to apply to human interactions with computer code.
The HSM is a dual-process model, which includes both heuristic and systematic processing [15].
Heuristic processing is characterized by lower cognitive effort, in which people make decisions based
on cognitive biases, rules of thumbs, and norms. Heuristic processing often leads to quicker, but less
accurate, assessments. In contrast, systematic processing entails in-depth and effortful assessments
of stimuli, which often results in slower, but more accurate, assessments. A key distinction of the
HSM from other dual-process models is the inclusion of the sufficiency principle, which states that
perceivers are economy-driven. In other words, people will stop processing a situation once a desired
level of confidence has been met; otherwise, the perceiver will continue to process information until
sufficiency has been achieved.
Several experimental findings have highlighted the utility of the HSM in the context of
trustworthiness of computer code. Alarcon and colleagues [16], for example, found that properties
of code (e.g., readability and source of the code) served as cues programmers used to inform their
trust toward the code. Specifically, when readability and perceived source were degraded, trust levels
declined and human processing speed was shortened, despite that the code compiled successfully and
was free from performance errors. These findings align with Alarcon and colleagues’ interpretation of
heuristic processing. However, when the organization of the code was degraded, participants found
code from a reputable source was trustworthy. Participants spent more time examining the code (i.e.,
an indication of systematic processing) if it was from a reputable source, coming to a more accurate
assessment. These results have been replicated across several studies [17–19]. Similarly, Alarcon
and colleagues [20] found changing only the comments within the code—thus leaving the source
code intact—influenced trust perceptions and manual time spent on code review that was similar to
prior studies. Although these results have demonstrated the impact of trust in code, research is only
beginning to explore the effects of code repair by different agents, such as computer programs that
repair other programs [21].
2.4. Trust Biases
According to the HSM, biases act as heuristics that influence the way in which data is perceived and
encoded [15,22]. Researchers have examined the similarities and differences between human–human
and human–automation trust. Madhavan and Weigmann [23], for example, hypothesized a theoretical
model comparing human–human to human–machine trust. The model integrates theoretical differences
in trust judgements, monitoring behaviors, and schemas. Madhavan and Weigman drew from previous
research in human–automation trust to construct the theoretical model. They suggested users
have preconceived notions about automation, such as it performing perfectly. Additionally, users
are generally more observant of automation errors, and their trust perceptions are based on the
performance of the automation rather than knowledge when interacting with humans. For example,
advice from a computer is perceived as more objective than advice from a human, despite being the
same advice [24], indicating a bias towards computers. Additionally, people are more sensitive to errors
made by automation, with sharper declines in trust when a computer made an error than when a human
made one [25]. Interestingly, when participants received no information about a system’s reliability,
participants failed to use the system after errors occurred. Thus, according to previous findings, when
people’s automation bias (expectation that systems are always reliable) is violated, trust appears to
decline quickly when paired with automation compared to when paired with a human. Based on
the research presented above, we contend two factors will influence trust perceptions of program
repair: (1) comments in the overall code, and (2) whether the repairs were performed by a human or
an automated repair program (indicating a bias towards automation or human performance).
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2.5. Comments
As mentioned above, comments are an important aspect of computer code, as comments help to
improve readability and understandability [26]. For example, documentation comments, which are
comments written right before a method or in the body of a method, assist coders in understanding the
code [27,28], which increases transparency. Importantly, the trust in automation literature has focused
on transparency as a key antecedent of trust in automation. For example, Lyons et al. [29] found
trust in an automatic ground collision avoidance system in fighter jets increased when information
about the functioning of the system was displayed on the screen. Similarly, Alarcon et al. [16] found
transparency was a key factor in whether programmers would reuse code that was generated by other
programmers, and research has consistently demonstrated transparency as a key factor in perceptions
of software [14,20]. However, the relationship of comments and trust in code remains equivocal. Aman,
Amasaki, Yokogawa, and Kawahara [30] found longer documentation comments were more prone
to changes and required more repairs after release, indicating poorer code was being released with
longer comments. Additionally, bad comments can influence the perception of the code, even when
the code is functionally correct. Alarcon et al. [20] found manipulating comments alone in functional
code reduced the trustworthiness and intentions to reuse the code, despite the source code being
functional and error-free. However, comments are generally encouraged in code, as they help to aid in
understanding and thus increase transparency. As such, code containing comments should be easier to
understand when those comments communicate fixes to a patch.
Hypothesis 1. Code repairs with Comments in the header will be perceived as more trustworthy.
Hypothesis 2. Code repairs with Comments in the header will be reused more.
2.6. Code Reputation and Cognitive Biases
The source of the code repair may influence perceptions of code trustworthiness. The reputation
factor found by Alarcon et al. [16] is defined as “perceived code trustworthiness cues based on external
information [such as] the source of the code, information available in reviews, and the number of
current users of the software” [20] (p. 112). In the automation literature, de Vries and Midden [31]
found that a system’s reputation affected participants’ expectancies of the system. Specifically, when
the performance details of the automation were absent, participants relied on reputational cues to form
perceptions of trust and dictate trust behaviors. Thus, the reputation of a system influences the extent to
which humans trust and use that system. Additionally, in the computer science literature, researchers
have explored differences in correctness perceptions of machine-generated and human-generated
patches [32,33], although this research focused on correctness rather than trust in the system. Trust
is inherently different as it refers to the willingness to be vulnerable to the system, rather than the
correctness of each patch. These studies demonstrate the reputation, and specifically the source,
associated with the code repairs, such as a human or automation, can influence the perceptions of the
code repairs.
Parasuraman et al. [34] described various levels of automation ranging from low (i.e., the human
controls and performs all aspects) to high (i.e., the automation performs actions autonomously).
In the instance of automated code repair, the system engages in higher-level decision-making and
problem solving, which may come at a cost. Automation highest on the decision execution scale takes
direct actions, such as GenProg, which reduce the programmer’s cognitive load. The programmer,
however, has less control and predictability of a system’s behavior [35], which may reduce trust
in the system [36]. The ability to select, assess, choose, and adaptively deploy appropriate actions
are foundational automation attributes, yet these decision execution capabilities come with inherent
expectations and a need for transparency regarding the accuracy of the system’s decision logic [37].
Automated systems may be capable of performing a task (e.g., code repair), but the end user must trust
the system to perform the task accurately for the system to be utilized to its full potential. However,
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trust in automation may differ from trust towards humans, as people typically are more willing to
accept errors from other humans (i.e., the automation bias) [38].
Programmers trust other human programmers when they accept code revisions from them [20].
Accepting a code revision may be based on aspects of the referent such as reputation of the repository
or the experience and/or expertise of the programmer that made the changes. However, there may be
differences in how programmers trust automated repair programs compared to humans that repair
software. For example, when users were paired with automation, automation faults reduced their
self-confidence in ability to perform the task and reduced trust perceptions in the automation [39].
In contrast, when told they were paired with a human partner, faults did not affect self-confidence,
even though all participants were paired with an automated system. These results again illustrate the
biases in favor of humans when mistakes are made, as human partners did not have as extreme trust
reductions after faults as automation did. Additionally, it may depend on the experience of the human
partner. Smith and colleagues [40] found automated repair program patches and novice patches
both overfit and the automated repair programs performed no worse than the novice developers.
These results indicate the difference between the automated repair programs and humans may also be
moderated by experience.
Lastly, Ryan and colleagues [21] found differences in perceptions of automated code repair when
participants were told the repairs were done by a human versus GenProg. Specifically, participants’
trust intentions declined significantly when they were told that the repairs made were done by a human
compared to when participants were told that the repairs were made by GenProg. Unbeknownst to
participants, however, all repairs were made by GenProg. In this study, participants trusted GenProg
the same after reviewing stimuli, but their trust towards the human decreased, which may have
occurred due to the violation of their expectancies. That is, GenProg refactors code when repairing it,
and the changes to the code—although technically functional—fail to resemble changes people make
in the real-world. Thus, the comparison Ryan and colleagues’ made between the effects of human
versus automated code repairs on programmer trust were somewhat limited, as both the human and
GenProg conditions contained GenProg repairs. The current study seeks to remedy this shortcoming
by giving participants actual human repairs or actual GenProg repairs to review.
One source of bias may be the type of repairs the program makes in comparison to the repairs
humans make. Nakajima, Higo, Yokoyama, and Kusuoto [41] found human developers made more
changes to functions, program structure, and added/deleted more program statements than GenProg.
In contrast, GenProg only passes cases based on the test cases, whereas humans repairing the code
may catch other faults in the code during the repair process. Indeed, this may be the reason for the
discrepancy between the numbers of changes GenProg makes compared to the number of changes
a human makes. Programmers use deeper and broader knowledge structures of the program’s purpose,
modifying the program by intended use rather than by test cases. This should provide both higher
trustworthiness perceptions and also lead to higher reuse intentions.
Hypothesis 3. Code repairs done by a human will be perceived as more trustworthy than code repairs done
by GenProg.
Hypothesis 4. Code repairs done by a human will be reused more than code repairs done by GenProg.
As noted by Madhavan and Weigman [23], humans hold certain biases towards automation.
In particular, humans have lower perceptions of system trustworthiness when they have high
self-confidence to complete the task [42]. In addition, trust has been defined as a social construct
and humans have a tendency to over-trust humans, as distrusting other humans has a more negative
connotation than distrusting a machine [43]. Similarly, human programmers and their changes to
code may be perceived as more familiar than a machine and its changes, increasing trust [23]. In the
context of the HSM of code, the source of the code repairs can act as a cue that triggers heuristic
processing for evaluating whether or not to trust code when little other information is available.
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As such, the biases mentioned will result in lower intentions to trust automated program repair (i.e.,
GenPog) than a human programmer.




A total of 51 programmers were recruited to participate in the current study and were compensated
$50 (USD) for participating. Participants were required to have a minimum of four years of programming
experience and experience with the C programming language. The sample was primarily male (68.6%)
with a mean age of 27.72 (SD = 7.75), a mean of 8.21 (SD = 5.22) years total programming experience,
and 27.45% stated they used C on a weekly basis.
3.2. Measures
3.2.1. Trustworthiness
We used four items to asses overall trustworthiness perceptions of the repairs (i.e., assessing
perceived trustworthiness, maintainability, performance, and transparency perceptions). The items
were chosen because they are the main constructs in the trust in code research that can be ascertained
from the code itself [16]. Participants indicated their perceptions of trustworthiness with the item
“How trustworthy do you find this repair?”; “How maintainable do you find this repair?”; “How
transparent do you find this repair?”; and “How well do you think this repair will perform?” on a scale
ranging from 1 (Not at all Trustworthy) to 7 (Very Trustworthy). The items all inter-correlated well and
the scale had adequate reliabilities at each time point (see Table 1).
3.2.2. Trust Intentions
We adapted Mayer and Davis’ [44] trust intentions scale to assess intentions to trust the referent
(i.e., the software repairer). For a description of the referents, see the procedure below. The scale
consisted of four items. All items were rated on a 5-point Likert scale (1 = Strongly Disagree to 5
= Strong Agree). The first and third items were reverse coded. We adapted the scale to reflect the
referent being assessed. An example item is “I would be comfortable giving [human or automated
code repair referent] a task or problem which was critical to me, even if I could not monitor their
actions.” Participants rated their intentions to trust the referent once before beginning the experiment
and once after they had finished reviewing all code stimuli. Additionally, participants were asked
with a single item whether they would endorse the code repair for use with “Use” or “Don’t Use” as
response options. This provided a single measure of programmers’ intention to trust each of the code
repairs should they be using the repaired code.
3.3. Stimuli
Participants reviewed and assessed repairs made to source code written in the C programming
language. The source code was taken from the ManyBugs benchmark [45] and then run through
Genprog to produce repairs. While Genprog does suffer from overfitting [46], the bugs we show closely
match previous Genprog patches that were rated by experts as either “correct” (the patch matches or
nearly matches the actual human-created patch) or “plausible” (the patch was rated by human experts
as a viable patch for the bug). The analysis of the original Genprog patches is available online [47]. As
such, all the patches were 100% reliable. The study utilized a 2 × 2 between-subject design, with 5
within-subject trials. The between-subject factors consisted of the Commenting (i.e., comments in the
headers of the code vs. no comments in the headers of the code) and the Source of the repairs (i.e.,
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human generated repairs vs. automation generated repairs). The 5 within-subject trials consisted of 5
different pieces of source code and their repairs in a diff. Diffs are utilities that display the differences
between two files (see Figure 1). In the current study, the diffs were displayed such that the left side of
the screen displayed the code prior to repair, and the right side of the screen displayed the code after
the repair. Participants were randomly assigned to one of the four conditions and completed each of
the five trials.
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3.4. Procedure
After being greeted, participants filled out background demographic and personality surveys,
and completed training on how to review the code. After completing the surveys, participants were
then read a description of GenProg or “Bill.” For the GenProg condition, a brief description about
GenProg and how it creates and inserts code patches was read. For the human condition, a summary
of an experienced computer programmer that worked for a local government contractor was provided.
We used the name “Bill” to refer to the human computer programmer. We provided a description of
the human to keep the experiment balanced regarding prior information. The descriptions of both are
pr vided in the Supplementary Mate ials. After being read the referent conditi n script, rticipants
rat d th ir intentions to trust th referent (Bill or GenProg). Participants then viewed each diff and rated
each on tru tworthin ss. After he experiment was completed, p rticipants then rated th ir intentions
to trust the referent a final time. Participants were then debriefed and provided financial remuneration.
4. Res lts
Two participants completed the trust intentions scale prior to hearing the back story, and one
participant answered survey questions unrelated to the specific code repairs. As such, two participants
were excluded from the trust intentions analyses (N = 49) and one participant was excluded from
the trustworthiness and reuse analyses (N = 50). Additionally, the human repair no commented
condition had a 100% use endorsement rate, and the human repair commented condition had a 35.22%
endorsement rate. Upon further inspection of the code, there was only a minimal change to the code.
The first was replacing a logical “if” statement, while the second was combining two existing lines into
one line of code. As such, there was o ly one minor technical change to the code. Th high use rates
due to the small cha e to the code probably led participants to e i it was a safe change, resulting
in the 100% use r te. As such, we d leted code four from all analyses. Cronbac ’s alphas, correlations,
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means, and standard deviations for trustworthiness and trust intentions at their respective time points
are illustrated in Table 1.
Table 1. Means, standard deviations, and zero-order correlations of study variables.
Variable M SD 1 2 3 4 5 6
1. Trustworthy.T1 4.52 1.67 (0.75)
2. Trustworthy.T2 4.60 1.50 0.58 ** (0.71)
3. Trustworthy.T3 4.51 1.55 0.42 ** 0.54 ** (0.80)
4. Trustworthy.T5 4.27 1.92 0.46 ** 0.42 ** 0.59 ** (0.85)
5. TrustIntention.T1 3.09 0.67 0.16 −0.05 0.29 0.44 ** (0.45)
6. TrustIntention.T5 2.58 0.88 0.49 ** 0.46 ** 0.51 ** 0.66 ** 0.51 ** (0.76)
N = 42 to 50. Reliabilities for each scale are reported on the diagonal in parentheses; ** p < 0.01.
4.1. Trustworthiness
We used the nlme package [48] in R [49] to conduct linear mixed effects models to explore
differences in trustworthiness perceptions between Source and Commenting factors across the four
time points. The F-statistic and Type III sum of squares were considered when interpreting the effects.
We tested several error variance–covariance structures and chose the model with the best fit based on
the Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC), as per Liu, Rovine,
and Molenaar [50]. The first order auto-regressive error variance–covariance structure fit the data the
best (AIC = 700.03, BIC = 762.02), indicating assessments closer in time were more closely associated
than assessments occurring further away in time.
Results of the full-factorial model are displayed in Table 2. We observed a significant main
effect of Source [F(1, 46) = 10.29, p = 0.002]. As illustrated in Figure 2, programmers perceived code
repair by GenProg (EMMean = 3.95, SE = 0.25) to be significantly less trustworthy than code repaired
by a human (EMMean = 5.02, SE = 0.25). We found no significant main effect of Commenting, no
significant main effect for Time, and there were no significant interactions (see Table 2). The entire cell
estimated marginal means and standard errors are reported in Table S1 of Supplementary Material for
interested readers.Systems 2020, 8, x FOR PEER REVIEW 9 of 17 
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Table 2. Mixed effects regression model for differences in trustworthiness across source and
commented factors.
Predictor df F
Time 3, 131 0.51
Source 1, 46 10.29 *
Commented 1, 46 1.09
Time × Source 3, 131 1.54
Time × Commented 3, 131 0.92
Source × Commented 1, 46 0.43
Source × Commented × Time 3, 131 0.38
N = 50. Time was entered as an ordered factor. The error structure adopted was First-order autoregressive. Source =
Human versus GenProg. Commented = Comments vs. No Comments. * p < 0.01.
4.2. Trust Intentions
Next, we conducted a repeated measure analysis of variance (RM ANOVA) on the trust intentions
scale using the R afex package [49,51]. We used an RM ANOVA because the correlations between
measurement points are constrained with only two time points. Results indicated a significant main
effect for Source [F(1,42) = 11.62, p < 0.001], and a main effect for Time [F(1,42) = 17.24, p < 0.001].
However, all other effects were non-significant (see Table 3). Similar to perceived trustworthiness,
participants had higher trust intentions towards the human programmer (EMMean = 3.15, SE = 0.12)
compared to GenProg (EMMean = 2.54, SE = 0.12; see Figure 3). For those interested, the entire cell
estimated marginal means and standard errors are reported in Table S2 of Supplementary Material.
Systems 2020, 8, x FOR PEER REVIEW 9 of 17 
 
 
Figure 2. Perceived trustworthiness across source of the code repair. 
4.2. Trust Intentions 
Next, we conducted a repeated measure analysis of variance (RM ANOVA) on the trust 
intentions scale using the R afex package [49,51]. We used an RM ANOVA because the correlations 
between measurement points are constrained with only two time points. Results indicated a 
significant main effect for Sourc  [F(1,42) = 11.62, p < 0.001], and a main effect for Time [F(1,42) = 17.24, 
p < 0.001]. However, all othe  effects were n n-significant (see Tabl  3). Similar to perceived 
trustworthiness, participants had higher trust intentions towards the human programmer (EMMean 
= 3.15, SE = 0.12) compared to GenProg (EMMean = 2.54, SE = 0.12; see Figure 3). For those interested, 
the entire cell estimated marginal means and standard errors are reported in Table S2 of 
Supplementary Material. 
 
Figure 3. Perceived trust intentions across source of the code repair. Figure 3. Perceived trust intentions across source of the code repair.
Systems 2020, 8, 8 10 of 17
Table 3. Repeated measures ANOVA showing differences in trust intentions by source and
commented factors.
Predictor df F η2p
1. Time 1, 42 17.24 * 0.29
2. Source 1, 42 11.62 * 0.22
3. Commented 1, 42 1.37 0.03
4. Time × Source 1, 42 1.28 0.03
5. Time × Commented 1, 42 0.14 0.00
6. Source × Commented 1, 42 0.22 0.01
7. Source × Commented × Time 1, 42 0.02 0.00
N = 49. Two participants were removed because of missing data. Time was entered as an ordered factor. Source =
Human versus GenProg. Commented = Comments vs. No Comments. * p < 0.01.
4.3. Use Endorsement
We used a generalized linear mixed effects model to analyze the effects of Source, Commenting,
and Time on participant endorsement of code for use, as use endorsement was a binary outcome
variable. We used the Type-III Wald’s χ2 statistic from the RVAideMemoire package in R [49,52] to
interpret the main effects and interaction term. Source had a significant influence on reuse [Wald χ2 (1)
= 9.02, p = 0.003]. Figure 4 illustrates participants were more likely to reuse repairs from a human
(EMMean = 75.90, SE = 0.07) rather than GenProg (EMMean = 41.00, SE = 0.08). There was no main
effect of Commenting or Time. Additionally, none of the interactions were significant (see Table 4).
The entire cell estimated marginal means and standard errors are reported in Table S3 of Supplementary
Material for interested readers.
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Table 4. Mixed effects regression model showing differences in reuse for source and commented factors.
Predictor df Wald’s χ2
Time 3 2.69
Source 1 9.02 *
Commented 1 1.00
Time × Source 3 4.16
Time × Commented 3 0.88
Source × Commented 1 0.25
Source × Commented × Time 3 0.11
N = 50. Time was entered as an ordered factor. The error structure adopted was first-order autoregressive. Source =
Human versus GenProg. Commented = Comments vs. No Comments. * p < 0.01.
4.4. Qualitative Coding
We qualitatively coded participants’ remarks about each piece of code for reputation, transparency,
and performance to better understand the perceptions of the referent repairs (human or GenProg).
Additionally, we coded any remarks about the code itself. Table 5 illustrates the results of the qualitative
coding. As noted in the table, participants made very few positive reputation remarks concerning
the programmer (Bill or GenProg), with only six positive reputation remarks made across a total
of two pieces of code. More remarks were negative than positive about the referent in terms of
code repair, but there did not appear to be a substantial difference between the human and GenProg
conditions. In contrast, participants had 50% more negative transparency remarks about GenProg.
In addition, participants also had twice as many positive transparency remarks about human repairs
than the GenProg repairs. Lastly, participants had twice as many negative remarks about GenProg’s
performance compared to the human condition. However, positive remarks about performance did
not appear to differ.
Table 5. Qualitative counts of remarks made about reputation, transparency and performance and
remarks about the code itself.
Reputation Transparency Performance Code
Human GenProg Human GenProg Human GenProg Human GenProg
Code (+) (−) (+) (−) (+) (−) (+) (−) (+) (−) (+) (−) (+) (−) (+) (−)
1 0 3 2 1 3 7 0 13 2 6 6 10 0 0 0 0
2 0 0 0 0 3 12 6 14 5 13 8 10 0 2 0 1
3 4 2 0 1 4 17 3 14 8 6 6 16 0 0 0 0
4 0 3 0 2 7 6 1 15 5 7 5 20 1 0 0 0
5 0 5 0 5 6 11 0 25 14 10 3 34 1 1 1 1
Total 4 13 2 9 23 53 10 81 34 42 28 90 2 3 1 2
(+) = Positive remark. (−) = Negative remark.
5. Discussion
The current study explored biases toward code repaired by an automated code repair process
(GenProg) in comparison to the same code repaired by a human. Results indicate programmers found
human repairs more trustworthy, were more willing to be vulnerable to a human, and intended to
reuse human repairs more compared to GenProg. Interestingly, including the comments in the header
of the code had no effect on trustworthiness perceptions, trust intentions, or use. Overall, the current
study illustrated the effects of biases against automated code repair and elucidates some of the past
findings on trust towards automated repair tools [21].
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5.1. Source
The source of the repairs had a significant influence on all variables assessed in the current study.
This is not surprising as previous research in both computer science and psychology [14,16,20] has
demonstrated the source of the code (i.e., reputation) as an important factor that influences reuse
and trust perceptions in code. The current study also supports the hypotheses of Madhavan and
Weigmann [23] that humans hold biases in perceptions against automation when they perceive they
can perform the task themselves, as participants consistently rated GenProg lower than a human.
In the current study, participants perceived a human as more trustworthy (i.e., trust intentions) even
before seeing the code repairs. Participants also perceived the repairs as more trustworthy and were
more likely to use repairs from a human rather than a computer-generated repair, despite all the repairs
from both the human and automated code repair process accurately fixing the test cases. This may be
because previous research has demonstrated the types of repairs made by GenProg are repairs that are
similar to novices [40].
Qualitative analyses indicated participants perceived human code repairs as more transparent.
This is an issue with programs such as GenProg which have to refactor the source code to perform the
code repairs [5]. In addition, the changes that GenProg typically makes are not written in a manner
that is necessarily intuitive to humans. Automated code repair processes do not attempt to replicate
code written by humans, but rather create a patch that passes the test cases. As such, the changes
often look odd to programmers, especially those who do not have experience with the process used
by GenProg to repair the code. Interestingly, positive mentions of performance did not show a bias.
However, negative perceptions of performance showed a clear trend against GenProg. These results as
seen in negative comments toward automation are similar to previous research by Jian et al. [43] that
found participants were more likely to use distrust words when describing interactions with computers
than when describing interactions with humans. However, in contrast to that study, the current study
found roughly the same amount of trust terms toward the human and automation. One explanation
for the current findings may be participants’ ability to monitor the behaviors by reviewing the repairs
themselves in the diffs. It may also be associated with the programmer’s way of writing certain types
of functions and repairs, as there are many ways to write a program. One alternative may also be that
programmers do not understand how GenProg operates “under the hood.” Specifically, the process by
which GenProg uses extant information and creates patches that pass test cases may not be understood
by programmers, and this lack of transparency leads to a lack of trust [29]. Future research should
investigate whether transparency is indeed the most important factor leading to differences between
trust towards human and automated repair tools in software evaluation contexts. This could be
done by systematically manipulating transparency characteristics in these contexts to investigate the
possible interaction between transparency and source of repair, which would further elucidate the
role of automation bias on trust in code. Importantly, transparency may interact with other variables
in popular models of human–automation trust. For example, Rusnock, Miller, and Bindewald [53]
present a model of human–automation trust. Transparency of the automation will likely moderate the
relationship of automation performance on trust and automation predictability on trust.
In the context of large psychological theories, the biases against GenProg can be explained with
Madhavan and Weigman’s [23] model. Participants may have been more critical of automated code
repair because the participants may have felt they could adequately repair the source code (i.e., stimuli),
and thus not need the automation. In this context, programs such as GenProg suffer when they are
unclear in their fixes because the user may feel it is more expeditious to simply perform the task
him/herself [54]. As such, any deviation from actions programmers typically perform is perceived
as untrustworthy. Although the code repairs fixed any errors and resulted in all test cases passing,
the participants may have noticed other aspects of the code that could run more efficiently or could be
written better. If these changes were absent, it could result in negative remarks towards the referent.
This is especially true in the “Bill” condition, as humans are perceived as more adaptable and able to
make changes outside the scope of the task [23]. Additionally, in the current study, workload, which
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has been hypothesized to influence reliance behaviors [53], was relatively low as the participants
were only performing the experimental task (and not teaming with a code repair assistant [human
or automation] to repair code themselves). As such, programmers may be more likely to utilize the
automated code repair in tasks associated with increased workload.
5.2. Commenting
We also assessed the influence of comments placed in the code headers. Comments in the header
had no effect on any of the trust dependent variables. In retrospect, the comments in the header may
have not had an effect on trust intentions towards the referent as the comments were provided with the
code prior to the referent making the repairs and after the referent made the repairs. In other words,
the referent did not make any of the comments. As such, participants may not have assumed the
comments to have been made by and thus did not alter their trust toward the referent. Comments failed
to influence trustworthiness perceptions or reuse, which was contrary to our hypotheses. This may
have occurred for several reasons. First, comments are useful for understanding the code [26]. However,
the comments in the current study described aspects of the overall code rather than explaining changes
associated with the code repair. In other words, neither GenProg nor “Bill” made any comments
as to their changes. As such, comments may not have facilitated processing or understanding, as
participants only attended to code aspects that were changed or relevant to the change. Second,
comments in the headers act as section breaks and assist in understanding the larger architecture [27,30]
but may not facilitate understanding when the code or code repair is relatively terse. Although the
architectures used in the current study were large, participants were guided to only focused on certain
sections with relatively few repairs to retain parsimony. As such, the comments in the sections do
not facilitate understanding as participants were able to read the few lines of code and ascertain
the changes themselves. Participants may not have even read the comments in the headers, given
their task of understanding the repairs and not the overall architecture. Future research may wish
to place comments in locations within the diff so that programmers can attribute them to a referent
more intuitively, allowing a clearer assessment of the effect of comments on trust towards code repair
referents. Future work may also use different techniques to determine whether or not participants
actually read the comments within the code (e.g., eye-tracking, having participants answer post-task
questions to confirm they indeed read the code).
5.3. Implications
The current study has several implications for theory and practice. First, although automated
code repair processes have come a long way in the last 20 years, biases still exist against automation.
Despite the repairs made by GenProg passing all test cases, participants still trusted the repairs less
and used the repairs less than human repairs. Research should further explore the reasons for these
differences. It may be that differences in how the changes are made influence the trust perceptions,
which can be altered by engineers to make the repairs more human-like. However, if it is the nature of
the referent, i.e., GenProg or human, then the biases humans hold should be explored and training
may help to increase the trust and use in the system, which is related to our second point. Second,
research has demonstrated GenProg makes repairs similar to novice programmers [40]. Although all
the patches in the current study repaired the code to pass all test cases, there may have been other
issues that experienced programmers would not have missed such as overfitting. Third, GenProg
lacks transparency in the process it uses to come to a conclusion, or in the changes it makes to the
code. Research in the psychology field have demonstrated transparency as a key factor in trusting
automation [1]. Importantly, transparency should be added to modeling methods in the literature.
As discussed above, transparency likely moderates much of the automation predictors of trust in the
modeling methods such as predictability and performance [1]. In other words, it is not enough to know
the automation is performing the task well but it is also necessary to know why it is performing the
task well. Fourth, there are clear biases against automated code repair processes. Across all dependent
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variables, the automated repair was viewed as less trustworthy. This is especially relevant in trust
intentions of the referent. Participants had significantly lower trust intentions towards GenProg than
the human condition, even before seeing the repairs. Although these biases are modeled in popular
modeling methods [53] via propensity to trust automation, they can have moderating influences on
other aspects of the model. Finally, by expanding the experimental design to include actual changes
from both GenProg and a human programmer, the present study has elucidated some of the outstanding
issues from Ryan and colleagues’ [21] work.
5.4. Limitations
The current study is not free from limitations. First, the trust intentions scale demonstrated
lower than acceptable reliability estimates. It should be noted the trust intentions measure was
developed for assessing managers in an organizational context [44]. As such, it may not be suitable in
an automation environment. However, it should be noted there is no automation trust intentions scale
in the literature to date that assesses both human and automation referents. Also, the trust intentions
internal consistency value increased over time, once participants gained more information about the
code repair source. Participants should answer trust intention items more consistently with increased
knowledge about the source.
Second, participants in the current study only viewed the diffs associated with the code repairs.
It may be that seeing the code repairs happen in real time may affect perceptions of the referent and
the repair itself. For example, GenProg may take a long time to find a solution to a problem and may
not come to the same solution in the same amount of time. This may also influence trust perceptions.
Third, it is possible that the GenProg patches may have been overfitted, despite our best efforts to
ensure correct or plausible patches. While we do not believe this would result in a large difference
between GenProg and humans when shown the same patches, it is possible that code reviewers may
examine the computer-generated code more closely, resulting in them recognizing a potential issue.
Fourth, it should be noted that in the current study all repairs performed by both human and
automation repaired the test cases. As other researchers have noted, the reliability of the automation
influences the trust in the system. By only displaying instances where the referent repaired the program
for all test cases, we have limited our results to instances where the referent performs well, often
referred to as reliability. Indeed, in models of automation performance is an important factor in
trust [36].
Lastly, reliance on automation is important in environments where cognitive resources are limited.
As such, reliance on systems such as GenProg may be dictated by how much time the programmer has
to inspect the code. In the current study, participant’s sole task was to inspect the code repairs and
the HTML format moved them to the appropriate area of the architecture where the repair occurred.
In real life scenarios, reliance may fluctuate depending on how many resources the user has available.
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