Development of a three-dimensional all-at-once inversion approach for the magnetotelluric method by Wilhelms, Wenke
Development of a three-dimensional all-at-once inversion
approach for the magnetotelluric method
To the Faculty of Geosciences, Geoengineering and Mining
of the Technische Universität Bergakademie Freiberg
approved
Thesis
to attain the academic degree of
doctor rerum naturalium
Dr. rer. nat.
submitted by
Dipl.-Geophys. Wenke Wilhelms
born on April 6, 1982 in Rostock
Reviewers: Prof. Dr. rer. nat. habil. Klaus Spitzer, Freiberg
Prof. Dr. rer. nat. habil. Michael Eiermann, Freiberg
Dr. Dmitry Avdeev, Exton, Pennsylvania, USA
Date of the award: June 21, 2016
ii
Dedicated to my grandfathers Willi and Manfred.
iv
Contents
List of symbols vii
1 Introduction 1
2 The magnetotelluric method 3
2.1 Maxwell’s equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Magnetotelluric data – impedance tensor, resistivity and phase . . . . . . . . . . . 6
3 The one-dimensional magnetotelluric problem 9
3.1 The forward formulation and its discretisation . . . . . . . . . . . . . . . . . . . . 9
3.2 Validation of the one-dimensional forward operator . . . . . . . . . . . . . . . . . . 14
3.3 Inversion using the all-at-once approach . . . . . . . . . . . . . . . . . . . . . . . . 15
3.4 Regularisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.5 Simpliﬁed quasi-minimal residual method (sQMR) . . . . . . . . . . . . . . . . . . 20
3.6 A preconditioned Krylov subspace method for the KKT system . . . . . . . . . . . 25
3.7 Inversion results for the one-dimensional magnetotelluric problem . . . . . . . . 32
3.8 Summary of one-dimensional magnetotellurics . . . . . . . . . . . . . . . . . . . . 36
4 The three-dimensional magnetotelluric problem 37
4.1 Deriving the secondary ﬁeld approach . . . . . . . . . . . . . . . . . . . . . . . . . 37
v
Contents
4.2 The forward formulation and its discretisation . . . . . . . . . . . . . . . . . . . . 39
4.2.1 Symmetrisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3 Validation of the three-dimensional forward operator . . . . . . . . . . . . . . . . . 49
4.4 Deﬁning the Lagrangian and the derivatives . . . . . . . . . . . . . . . . . . . . . . 51
4.4.1 Setting up the KKT system . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.4.2 Splitting the KKT system into real and imaginary parts . . . . . . . . . . . 56
4.5 Regularisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.6 Validation of the derivatives: Taylor tests . . . . . . . . . . . . . . . . . . . . . . . . 62
4.7 Solving the KKT system using the Gauss-Newton approximation . . . . . . . . . . 65
4.7.1 Determining the step length . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.7.2 Interpolation matrix and its derivative for Gauss-Newton approximation . 68
4.7.3 Inversion results for the Gauss-Newton approximation . . . . . . . . . . . . 71
4.8 Solving the complete KKT system (Newton-type system) . . . . . . . . . . . . . . . 84
4.8.1 Changes in preconditioning for the three-dimensional KKT system . . . . . 85
4.8.2 Inversion results of the KKT system . . . . . . . . . . . . . . . . . . . . . . . 86
4.9 Summary of three-dimensional magnetotellurics . . . . . . . . . . . . . . . . . . . 98
5 Conclusions and Summary 99
References 101
List of Figures 105
Acknowledgement 109
Declaration/Versicherung 111
vi
List of symbols
α step length in the inversion
β regularisation parameter
λ vector of Lagrange parameters
ρ vector of layer resistivities of a layered halfspace model [Ωm]
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[
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]
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[
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]
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[
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]
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[
Sm−1
]
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[
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]
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[
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]
u vector of secondary electric ﬁeld values in the discrete formulation
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f frequency [Hz]
x,y,z Cartesian coordinates, z positive downwards
viii
Chapter 1
Introduction
Most of the times that science or industry want to get information about the Earth’s subsur-
face they dig, drill or blast into it. This is not necessary when nondestructive techniques like
geoelectromagnetics are used. One of them is the magnetotelluric method that utilises the
induction of natural electromagnetic ﬁelds and their variations to investigate the conducti-
vity structures beneath the Earth’s surface. In order to advance the imaging possibilities for
this method, a three-dimensional magnetotelluric inversion with an all-at-once approach is
carried out. The potential of this approach is that it might converge faster than conventional
ones (e.g. Haber, Ascher, & Oldenburg, 2000). In the past, a one-dimensional magnetotelluric
inversion using an all-at-once approach was published by Haber et al. (2000). To this day, no
such inversion algorithm for three-dimensional magnetotellurics exists.
To begin, a one-dimensional magnetotelluric forward operator – the ﬁrst part of an inversion
algorithm – is developed, implemented and validated (Chapter 3). The idea behind this is, that
for the one-dimensional case the computational time is very short – a few minutes compared to
several hours in the three-dimensional case. Hence, different aspects, e.g. solution strategies
for the large so-called KKT system which is the outcome of the all-at-once approach, can
be veriﬁed. Based on the one-dimensional magnetotelluric forward operator an all-at-once
inversion scheme is set up. Therefore, the objective function – also known as Lagrangian
– needs to be deﬁned. Differentiating the Lagrangian leads to the nine submatrices of the
three-by-three Hessian matrix. The resulting system of equations is solved utilising the Krylov
subspace method sQMR.
Then, the all-at-once approach is applied to three-dimensional magnetotellurics (Chapter 4).
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Instead of the total ﬁeld formulation for the one-dimensional case, the secondary ﬁeld ap-
proach is applied. The three-dimensional forward operator and its discretisation are derived.
The 3D-2 COMMEMI model is used to validate the forward calculation. Again, the Lagrangian
is deﬁned and its derivatives are deduced. They are validated utilising Taylor tests, which are
derivative tests that use Taylor expansions. Afterwards, two ways of solving the KKT system
are presented: The ﬁrst one builds on the Gauss-Newton approximation where second or-
der information is neglected. It is used as a milestone in the development of the all-at-once
approach. The second way utilises the full KKT system (Newton’s method) and is solved by
preconditioned sQMR.
A summary is provided and conclusions are drawn in Chapter 5. Before all this, the basics of
the magnetotelluric method are explained at the beginning of Chapter 2.
2
Chapter 2
The magnetotelluric method
Magnetotellurics is an electromagnetic technique in applied geophysics that measures time
varying magnetic and electric quantities at the Earth’s surface. The word telluric originates
from the Latin word tellus meaning "Earth". The magnetotelluric method is a passive tech-
nique since no signals are injected into the ground. It utilises the induction of natural electro-
magnetic ﬁelds and their variations to investigate the conductivity structures in the ground.
The magnetotelluric method was developed by Tikhonov (1950) and Cagniard (1953). Unless
otherwise noted, this chapter is mainly based on the above works and Vozoff (1991).
At the Earth’s surface the magnetic ﬁeld is composed of the stationary main magnetic ﬁeld
and secular variations, both originating from the Earth’s interior, and magnetic ﬂuctuations of
external origin. The latter are exploited for magnetotelluric investigations. They are also called
geomagnetic variations caused by various sources in different frequency ranges, e.g. thunder-
storms with lightning (above 1Hz) and current systems in the iono- and magnetosphere (below
1Hz). Because those current systems are caused by solar radiation and the interaction of the
magnetosphere and the solar wind, their intensity alternates strongly. The varying magnetic
ﬁeld induces secondary current systems in the conductive Earth, which have secondary mag-
netic ﬁelds that can be measured at the Earth’s surface. Since the sources are far away from
the surface, electromagnetic ﬁelds at the surface are almost plane waves and can be treated
as such. Plane waves propagate perpendicular to a plane in which the ﬁelds are constant.
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2.1 Maxwell’s equations
The basis for all electromagnetic methods are Maxwell’s equations. They describe the rela-
tionship and the interaction between the magnetic and the electric ﬁeld. Here, we use lower
case characters for all time domain quantities (h, e, d, j) and upper case letters for quantities
in frequency domain (H, E, D, J).
The following are the four Maxwell equations in their differential form written in the time
domain:
∇× h = ∂d
∂t
+ j, (2.1)
∇× e = −∂b
∂t
, (2.2)
∇ · d = ρel, (2.3)
∇ · b = 0. (2.4)
Here, h is the magnetic ﬁeld intensity, d is the dielectric displacement, j is the electric current
density, e is the electric ﬁeld intensity and ρel is the electric charge density. ∂/∂t denotes the
partial derivative with respect to time. ∂d/∂t is the displacement current. Maxwell’s equations
describe the behaviour of electromagnetic ﬁelds and how they are changed by currents and
charges. Ampère’s law (eq. (2.1)) states that an electric current causes a proportional magnetic
ﬁeld that forms a right-handed skew together with the current. Eq. (2.2) is Faraday’s law of
induction: Time varying magnetic ﬁelds generate electric eddy currents. Eqs (2.1) and (2.2)
are decoupled. Coulomb’s law (eq. (2.3)) deﬁnes electric charges as sources of electric ﬁelds.
Eq. (2.4) states that the magnetic ﬁeld has no sources and drains. That means there are no
magnetic charges and no magnetic monopoles.
From here on, equations are formulated in the frequency domain.
Ohm’s law describes the relationship between the electric current density J and the electric
ﬁeld intensity E:
J = σE, (2.5)
where σ is the electrical conductivity that is the reciprocal of the electrical resistivity ρ.
4
2.1. Maxwell’s equations
The constitutive relationships concerning electric and magnetic quantities are
B = μ0μrH = μH, (2.6)
D = 
0
rE = 
E. (2.7)
The former explains the dependency between the magnetic ﬂux density B and the magnetic
ﬁeld intensity H using the magnetic permeability μ, where μ = μ0μr. The latter shows the
relationship between the dielectric displacement D and the electric ﬁeld intensity E, where
the electrical permittivity 
 with 
 = 
0
r is involved. The universal constants in the equations
are the magnetic permeability of free space μ0 and the electrical permittivity of free space 
0:
μ0 = 4π · 10−7 Vs
Am
, (2.8)

0 =
1
μ0c2
A
V
=
107
4πc2
A
V
, (2.9)
where c is the speed of light. μr is the relative magnetic permeability and 
r is the relative
electrical permittivity.
To characterise the electromagnetic ﬁelds in magnetotellurics, the quasi-static approximation
of Maxwell’s equations is sufﬁcient. The following assumptions are applied:
• Sources exist only outside the investigation area. There are no free electric charges:
ρel = 0.
• Displacement currents can be neglected because they are very small for the typical fre-
quency range of f < 1 kHz used in magnetotellurics and the common electrical conduc-
tivities of 10−5 to 10 S/m.
• Relative magnetic permeability and electrical permittivity can be treated as scalar, non-
frequency dependent quantities for the Earth’s interior and air: μr ≈ 1 and 
 ≤ 80.
Electric and magnetic ﬁelds exhibit harmonic time dependence eiωt (e is the Euler number),
which leads to the factor of iω in the frequency domain. i is the imaginary unit, and ω the
angular frequency with ω = 2πf . Written in the frequency domain Maxwell’s equations in the
5
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quasi-static approximation change to
∇×H = σE, (2.10)
∇×E = −iωμ0H, (2.11)
∇ ·E = 0, (2.12)
∇ ·H = 0. (2.13)
For magnetotellurics, the governing equation is the Helmholtz equation, a homogeneous
curl-curl equation, in the frequency domain. It describes the behaviour of the electric ﬁeld
E =
(
Ex Ey Ez
)
for a three-dimensional Earth:
∇×∇×E+ iωμ0σE = 0. (2.14)
Eq. (2.14) can be derived by applying ∇× on eq. (2.11), inserting the constitutive relations and
Ohm’s law (eqs (2.5) - (2.7)), and replacing ∇×H by eq. (2.10).
2.2 Magnetotelluric data – impedance tensor, resistivity and
phase
In magnetotellurics, electric and magnetic ﬁelds are recorded. With the horizontal electric and
magnetic ﬁeld components, the impedance tensor is computed. It consists of four complex
values per frequency and measurement site:
Z =
⎛
⎝Zxx Zxy
Zyx Zyy
⎞
⎠ . (2.15)
The apparent resistivities ρa,ij and phases φij:
ρa,ij =
1
ωμ0
|Zij |2, (2.16)
φij = tan
−1
({Zij}
{Zij}
)
, with (i, j) = (x, y) . (2.17)
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are the quanities that are used for the interpretation of magnetotelluric surveys A typical
value for the phase is 45◦ for a homogeneous halfspace. In a layered halfspace, phase values
of > 45◦ mark a transition from a resistive to a less resistive layer at depth. Phase values of
< 45◦ assign the opposite line-up (Simpson & Bahr, 2005).
Electromagnetic ﬁelds decay when they propagate through the conductive Earth. The skin
depth δ is the depth where the amplitude of the ﬁelds is only 1/e of the amplitude at the
Earth’s surface:
δ ≈ 1
2
√
ρ
f
in km, (2.18)
where f is the frequency of the propagating ﬁeld and ρ the electrical resistivity of a halfspace
(Reynolds, 1997).
The relationship between the electric and magnetic ﬁelds at each site is given by
E = Z ·H, (2.19)⎛
⎝Ex
Ey
⎞
⎠ =
⎛
⎝Zxx Zxy
Zyx Zyy
⎞
⎠ ·
⎛
⎝Hx
Hy
⎞
⎠ , (2.20)
where the impedance tensor operates as a transfer function between the horizontal electric
and horizontal magnetic ﬁeld components.
When there are two orthogonal polarisations, whose electric ﬁelds can be decomposed into
one part polarised in x- and one part polarised in y-direction, the impedance tensor can be
derived in the following way (Nam et al., 2006):
⎛
⎝Zxx Zxy
Zyx Zyy
⎞
⎠ =
⎛
⎝E1x E2x
E1y E
2
y
⎞
⎠ ·
⎛
⎝H1x H2x
H1y H
2
y
⎞
⎠−1 . (2.21)
The superscript numbers 1 and 2 mark the different polarisations.
Because
⎛
⎝H1x H2x
H1y H
2
y
⎞
⎠−1 = 1
H1xH
2
y −H2xH1y
⎛
⎝ H2y −H2x
−H1y H1x
⎞
⎠ , (2.22)
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we can also write eq. (2.21) as
⎛
⎝Zxx Zxy
Zyx Zyy
⎞
⎠ = 1
H1xH
2
y −H2xH1y
⎛
⎝E1xH2y − E2xH1y −E1xH2x + E2xH1x
E1yH
2
y − E2yH1y −E1yH2x + E2yH1x
⎞
⎠ . (2.23)
This chapter explained Maxwell’s equations and the physical relationships between electric
and magnetic ﬁelds and the related parameters. In the following sections those relationships
will be the content of the numerical simulations.
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The one-dimensional magnetotelluric
problem
The magnetotelluric problem for one dimension is covered in this chapter. To start with, the
corresponding forward operator is derived (Section 3.1) and successfully validated with an
analytical solution using Wait’s algorithm for a horizontally layered halfspace (Section 3.2).
Then, the system of equations for the all-at-once inversion is developed (Section 3.3). There-
after, the simpliﬁed quasi-minimal residual method (sQMR) and the related preconditioning
scheme are deduced (Section 3.5 and 3.6). Finally, one-dimensional inversion results utilising
preconditioned sQMR are discussed (Section 3.7).
3.1 The forward formulation and its discretisation
For the one-dimensional case of a horizontally layered halfspace (see Fig. 3.1), eq. (2.14) can be
reduced to the Helmholtz equation characterising the horizontal component Ex of the electric
ﬁeld:
∂2zzEx(z)− iωμ0σ(z)Ex(z) = 0 (0 ≤ z < ∞). (3.1)
In the case of magnetotelluric induction in a layered Earth, the horizontal component of the
magnetic ﬁeld Hy is a constant in air and without loss of generality it can be assumed that
Hy(z) = 1A/m for z ≤ 0. Evaluating Maxwell’s equations for z = 0, we get the boundary value
9
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∂zEx(0) = −iωμ0. A second boundary value is deﬁned by Ex(∞) = 0 which implies that the
electric ﬁeld is decayed for z → ∞ (Haber et al., 2000).
In eq. (3.1), ω = 2πf is the angular frequency, and μ0 is the vacuum permeability. σ(z) = em(z)
is the electrical conductivity. Instead of σ(z), logarithmic model parameters m are used. This
is done to constrain the solution and avoid unphysical values like negative conductivities. It
also brings the wide range of conductivities with a few orders of magnitude to one order of
magnitude.
The magnetotelluric problem (3.1) can be written as
∂2zzEx(z)− iωμ0em(z)Ex(z) = 0 (0 ≤ z < zmax),
∂zEx(0) = −iωμ0,
Ex(zmax) = 0.
(3.2)
The maximum depth zmax needs to be chosen carefully because the electric ﬁeld for the whole
frequency range has to be decayed at zmax. It is recommended by Haber et al. (2000) to use at
least ﬁve times the skin depth where the electric ﬁeld is only 1/e of its surface amplitude.
z0 = 0m
z1
z2
z3
zmax
h1,m1
h2,m2
h3,m3
Figure 3.1: One-dimensional horizontally layered halfspace model. hi assigns the thickness of
the ith layer and mi denotes its logarithmic conductivity.
As a next step, the real and imaginary parts of the electric ﬁelds are separated as follows:
Ex(z) = u1(z) + iu2(z), u1 = (Ex), u2 = (Ex).
10
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Then,
u′′1(z) + ωμ0e
m(z)u2(z) = 0, u
′′
2(z)− ωμ0em(z)u1(z) = 0,
u′1(0) = 0, u
′
2(0) = −ωμ0, u1(zmax) = u2(zmax) = 0.
(3.3)
To obtain a ﬁrst-order system, we introduce u3(z) := u′1(z) and u4(z) := u′2(z) and get
u′1(z)− u3(z) = 0,
u′2(z)− u4(z) = 0,
u′3(z) + ωμ0e
m(z)u2(z) = 0,
u′4(z)− ωμ0em(z)u1(z) = 0,
(3.4)
with the boundary values
u4(0) = −ωμ0, u1(zmax) = u2(zmax) = u3(0) = 0.
This can be written as
⎡
⎢⎢⎢⎢⎢⎢⎣
u1(z)
u2(z)
u3(z)
u4(z)
⎤
⎥⎥⎥⎥⎥⎥⎦
′
−
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 1
0 −ωμ0em(z) 0 0
ωμ0e
m(z) 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎣
u1(z)
u2(z)
u3(z)
u4(z)
⎤
⎥⎥⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎥⎦ ,
with the boundary values
⎡
⎢⎢⎢⎢⎢⎢⎣
u1(zmax)
u2(zmax)
u3(0)
u4(0)
⎤
⎥⎥⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
0
0
−ωμ0
⎤
⎥⎥⎥⎥⎥⎥⎦ .
The discretisation of the ﬁrst-order system (3.4) is done on a grid
0 = z0 < z1 < · · · < znm = zmax,
such that the grid spacing is logarithmically equidistant. The model parameters m are con-
stant in each subinterval. To get a discrete version of system (3.4) we set the layer thickness
11
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hj = zj − zj−1 and the midpoint scheme is applied (nm is the number of model parameters):
u1,j − u1,j−1
hj
− u3,j + u3,j−1
2
= 0,
u2,j − u2,j−1
hj
− u4,j + u4,j−1
2
= 0,
u3,j − u3,j−1
hj
+ ωμ0e
mj
u2,j + u2,j−1
2
= 0,
u4,j − u4,j−1
hj
− ωμ0emj u1,j + u1,j−1
2
= 0 (1 ≤ j ≤ nm),
u4,0 = −ωμ0, u1,nm = u2,nm = u3,0 = 0.
If we write uj = [u1,j , u2,j , u3,j , u4,j ] (j = 0, 1, . . . , nm) then
B0u
0 =
⎡
⎣ 0
−ωμ0
⎤
⎦ , where B0 =
⎡
⎣ 0 0 1 0
0 0 0 1
⎤
⎦ ,
Bnmu
nm =
⎡
⎣ 0
0
⎤
⎦ , where Bnm =
⎡
⎣ 1 0 0 0
0 1 0 0
⎤
⎦ ,
and, for 1 ≤ j ≤ nm,
(
− 1
hj
I4 −Tj(ω)
)
uj−1 +
(
1
hj
I4 −Tj(ω)
)
uj = 0,
where I4 is the 4× 4 identity matrix and
Tj(ω) =
1
2
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 1
0 −ωμ0emj 0 0
ωμ0e
mj 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦ .
In the case of a ﬁxed angular frequency ω = ωk = 2πfk, this results in a linear system, deﬁning
the forward problem of one-dimensional magnetotellurics
Ak(m)uk = bk, (3.5)
12
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where
uk =
⎡
⎢⎢⎢⎢⎢⎢⎣
u0
u1
...
unm
⎤
⎥⎥⎥⎥⎥⎥⎦ , bk = −ωkμ0e2 ∈ R
4(nm+1) and
Ak(m) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B0
S1 R1
S2 R2
. . . . . .
Snm−1 Rnm−1
Snm Rnm
Bnm
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R4(nm+1)×4(nm+1),
with e2 =
[
0 1 0 . . . 0
]
as the second unit vector, Sj = − 1hj I4 −Tj(ωk), and Rj = 1hj I4 −
Tj(ωk).
For nf different frequencies f1, f2, . . . , fnf , this results in a (decoupled) linear system Au = b,
where
A(m) = diag(A1(m),A2(m), . . . ,Anf (m)) ∈ R4nf (nm+1)×4nf (nm+1)
and b =
[
b1 , b

2 , . . . , b

nf
]
∈ R4nf (nm+1).
The solution u of the linear system contains electric ﬁeld values and its derivatives for the
whole discretised region and different frequencies. The measured data dobs exist only at the
Earth’s surface. To compare measured and synthetic data, an observation matrix Q with
dsyn = Qu ∈ R2nf is needed, where
Q = diag(Q1,Q2, . . . ,Qnf ) ∈ R2nf×4nf (nm+1).
The one-dimensional magnetotelluric problem as derived on the previous pages as well as the
inversion part are implemented in MATLAB1. This is also the case for the three-dimensional
algorithms.
1 MATLAB is a commercial software package of The MathWorks, Inc. The name is derived from MATrix LABoratory.
More information can be found at http://www.mathworks.com/products/matlab/.
13
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3.2 Validation of the one-dimensional forward operator
The one-dimensional forward operator is validated using Wait’s algorithm (Wait, 1953) to cal-
culate analytical responses of the electric ﬁeld for one frequency of f = 10Hz and a horizontally
layered halfspace model. The model consists of two layers with resistivities ρ = [100, 10] Ωm and
thicknesses h = [10000, 1000]m and a homogeneous substratum with a resisitivity ρ = 1000Ωm.
The skin depth is δ = 1.59 · 103m. The model was discretised with 82 cells between z = 0 and
zmax = 10
6m. The ﬁrst 100m contain 2 model cells (thickness of 50m each), between 100m and
zmax the model is discretised with 80 equidistant cells.
The results of the validation are plotted in Fig. 3.2. The upper diagram shows real parts of
the electric ﬁeld and the lower graph displays its imaginary part. In both plots the analytical
solution is marked with blue asterisks and the response of the forward operator is marked
with a red solid line. For both the real and imaginary parts, the electric ﬁeld values of the
analytical solution and the response of the forward operator show very good agreement.
10 2 10 3 10 4 10 5 10 6
-0.02
0
0.02
0.04
0.06
0.08

(E
) i
n 
V
m
-1
analytical solution
solution of the forward problem
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Figure 3.2: Comparison of the real and imaginary parts of the analytically calculated electric
ﬁeld of a layered halfspace (blue asterisk) and the solution of the one-dimensional forward
problem (red solid line) for a frequency of 10Hz.
To point out the high level of the consistency, Fig. 3.3 presents the difference of blue and red
curves in Fig. 3.2. The difference was calculated for the whole depth range and it is mostly
zero apart from the region close to the layer boundaries at 10, 000m and 11, 000m. There, the
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deviation of the forward response from the analytical solution has its maximum.
Furthermore, a relative error was calculated for the whole depth range. E denotes the analy-
tical solution and Eforward stands for the forward response.
erel =
||E − Eforward||2
||E||2 = 1.16 · 10
−3,
which means the error erel can be approximated to about 0.1%. This value is small enough to
verify that the one-dimensional forward formulation was implemented successfully.
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Figure 3.3: Calculated difference between real and imaginary parts of the analytically cal-
culated electric ﬁeld of a layered halfspace and the solution of the one-dimensional forward
problem for a frequency of 10Hz.
3.3 Inversion using the all-at-once approach
Based on the validated forward operator, the system of equations for the all-at-once inversion
can be built. The all-at-once approach is based on Newton’s method. Fig. 3.4 illustrates the
difference between conventional inversion approaches, that consist of a forward calculation
and an inversion part, and the all-at-once approach without an explicit forward calculation
part.
As described by Haber et al. (2000) the Lagrangian L is formed by setting up the optimisation
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conventional inversion
approach
Forward Problem Inverse Problem
all-at-once inversion
approach
Figure 3.4: Comparison of different inversion strategies: Green colours mark the all-at-once
approach that does not include an explicit forward problem part.
problem in a constrained form. That means side conditions like the forward problem (eq. (3.5))
are not converted and inserted but they are incorporated using Lagrange multipliers λ in the
objective function (Meyberg & Vachenauer, 1995); the notation is the same as in Section 3.1
and W is the regularisation matrix (see eq. (3.16)):
L(u,m,λ) = 1
2
||Qu− d||22︸ ︷︷ ︸
data residual
+
β
2
||W(m−mref)||22︸ ︷︷ ︸
regularisation
+λ[A(m)u− b]︸ ︷︷ ︸
forward problem
. (3.6)
The ﬁrst term on the right-hand side is the data residual (d is observed data) and the second
one is a regularisation term.
The Lagrangian L should be minimised. This is achieved by setting the gradient of L equal to
zero:
∇L(u,m,λ) = 0. (3.7)
To solve eq. (3.7), Newton’s method is developed as described by, e.g. Aster, Borchers, and
Thurber (2005). If ∇L is continously differentiable, a Taylor expansion approximation can be
16
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constructed around u0, m0, and λ0:
∇L(u0 +Δu,m0 +Δm,λ0 +Δλ) ≈ ∇L(u0,m0,λ0) +∇2L(u0,m0,λ0)
⎛
⎜⎜⎜⎝
Δu
Δm
Δλ
⎞
⎟⎟⎟⎠ , (3.8)
where ∇2L is the Hessian matrix that contains the second derivatives of L.
For sufﬁcient small values of Δu, Δm, and Δλ eqs (3.7) and (3.8) are equal:
∇L(u,m,λ) = 0 = ∇L(u0,m0,λ0) +∇2L(u0,m0,λ0)
⎛
⎜⎜⎜⎝
Δu
Δm
Δλ
⎞
⎟⎟⎟⎠ . (3.9)
Finally, eq. (3.9) can be converted, which leads to the KKT system. KKT is the abbreviation for
Karush, Kuhn and Tucker who developed the method (Karush, 1939; Kuhn & Tucker, 1951).
The KKT system consists of the product of the Hessian matrix and the update vector on the
left-hand side and the negative gradient on the right-hand side:
∇2L(u0,m0,λ0)
⎛
⎜⎜⎜⎝
Δu
Δm
Δλ
⎞
⎟⎟⎟⎠ = −∇L(u0,m0,λ0). (3.10)
The gradient is a vector containing the partial derivatives of L with respect to all three variables
u, m and λ:
∇L =
⎛
⎜⎜⎜⎝
Lu
Lm
Lλ
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
Q(Qu− d) +Aλ
βWW(m−mref) +Gλ
Au− b
⎞
⎟⎟⎟⎠ with G = ∂mA · u. (3.11)
The Hessian ∇2L (or KKT matrix Hkkt) contains the second derivatives of the Lagrange function
with respect to all three parameters:
Hkkt =
⎛
⎜⎜⎜⎝
Lu,u Lu,m Lu,λ
Lm,u Lm,m Lm,λ
Lλ,u Lλ,m Lλ,λ
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
QQ K A
K βWW +R G
A G O
⎞
⎟⎟⎟⎠ , (3.12)
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with G = ∂mA · u, K = ∂mA · λ, R = ∂mG · λ.
The KKT system, equivalent to eq. (3.10), then reads
⎛
⎜⎜⎜⎝
Lu,u Lu,m Lu,λ
Lm,u Lm,m Lm,λ
Lλ,u Lλ,m Lλ,λ
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
Δu
Δm
Δλ
⎞
⎟⎟⎟⎠ = −
⎛
⎜⎜⎜⎝
Lu
Lm
Lλ
⎞
⎟⎟⎟⎠ , (3.13)
with the parameter updates Δu, Δm, and Δλ.
Hkkt is a blockwise singular matrix where only the cross-diagonal blocks are invertible. As a
part of a large but sparse linear system of equations, it can be transformed into a positive
deﬁnite matrix. The permuted Hessian H is achieved after a permutation of block rows and
columns resulting in the following equation:
H ·
⎛
⎜⎜⎜⎝
Δu
Δλ
Δm
⎞
⎟⎟⎟⎠ = −
⎛
⎜⎜⎜⎝
Lλ
Lu
Lm
⎞
⎟⎟⎟⎠ , (3.14a)
with H =
⎛
⎜⎜⎜⎝
A O G
QQ A K
K G βWW +R
⎞
⎟⎟⎟⎠ . (3.14b)
After each Newton iteration the inversion produces updates for all three different types of
parameters:
⎛
⎜⎜⎜⎝
un+1
mn+1
λn+1
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
un
mn
λn
⎞
⎟⎟⎟⎠+
⎛
⎜⎜⎜⎝
Δu
Δm
Δλ
⎞
⎟⎟⎟⎠ . (3.15)
Thus, explicit forward modelling after each iteration is not necessary because we obtain up-
dates for u as well.
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3.4 Regularisation
Inverse problems are usually ill-posed problems where Hadamard’s postulates of well-posed-
ness are not fulﬁlled. That means that the solution is not unique, it does not depend con-
tinuously on data and/or a solution does not exist. For discrete ill-posed problems the sys-
tem matrix has a large condition number, which means the solution is very sensitive to any
perturbation: small errors in the data cause large errors in the solution. This is related to
the lack of stability. To overcome the instabilty, regularisation is needed. With regularisation,
solutions are less sensitive to perturbations (Engl, Hanke, & Neubauer, 1996; Louis, 1989).
For regularisation, common rectangular matrices that represent the identity matrix and ﬁrst
and second discrete derivative operators are used (Hansen, 2010):
W0 =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
⎞
⎟⎟⎟⎟⎟⎟⎠ ∈ R
nm×nm ,
W1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 −1 0 · · · 0
0 1 −1 · · · 0
...
...
. . . . . .
...
0 0 · · · 1 −1
⎞
⎟⎟⎟⎟⎟⎟⎠ ∈ R
(nm−1)×nm ,
W2 =
⎛
⎜⎜⎜⎜⎜⎜⎝
−1 2 −1 0 · · · 0
0 −1 2 −1 · · · 0
...
...
. . . . . . . . .
...
0 0 · · · −1 2 −1
⎞
⎟⎟⎟⎟⎟⎟⎠ ∈ R
(nm−2)×nm .
All three form the regularisation matrix W:
W =
⎛
⎜⎜⎜⎝
k0W0
k1W1
k2W2
⎞
⎟⎟⎟⎠ ∈ R(3nm−3)×nm . (3.16)
The different parts are weighted by three coefﬁcients: k0, k1, and k2.
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In the inversion, only the product of WW ∈ Rnm×nm is used (see eq. (3.14)) with the regu-
larisation parameter β as the weighting factor. For the one-dimensional case, a starting value
for β is chosen at the beginning of the ﬁrst Newton iteration. A cooling strategy (Haber et
al., 2000; Haber, 1997) is applied where the regularisation parameter β is reduced in every
iteration. Thus, the inﬂuence of the regularisation decreases as the inversion proceeds. That
means that the inversion is initially strongly regularised which leads towards the desired
minimum. At later iterations the data has more weight and drives the inversion.
3.5 Simpliﬁed quasi-minimal residual method (sQMR)
The one-dimensional magnetotelluric inversion can be solved by applying direct methods.
However, a more sophisticated solver is needed to prepare the solution of the large three-di-
mensional system. Such is the simpliﬁed (symmetric) quasi-minimal residual method (sQMR).
It is a Krylov subspace method which is an iterative solver for large and sparse systems of
equations, e.g. the KKT system.
sQMR is based on the quasi-minimal residual method (QMR) that is described ﬁrst in this
section following Saad (2000), Freund and Nachtigal (1994) and the lecture script (Eiermann,
2011).
The nonsymmetric Lanczos algorithm is an essential part of the QMR algorithm where A and
A are used in a pair of three-term recurrences to generate two biorthogonal bases. These
are the two nested sequences of vectors {vk} and {wk}, k = 1, . . . , L, where
{v1, . . . ,vk} is a basis of Kk(A, r), and
{w1, . . . ,wk} is a basis of Kk(A, s),
with (vi,wj) =
⎧⎪⎨
⎪⎩
0 if i 
= j,
δi 
= 0 if i = j,
i, j = 1, . . . , L.
r and s are given starting vectors.
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For the newly constructed basis vectors vk+1 and wk+1 the following holds
vk+1 ∈ span{Avk,vk, . . . ,v1},
wk+1 ∈ span{Awk,wk, . . . ,w1}.
This means there exist numbers τj,k, τˆj,k, j = 1, . . . , k + 1, τk+1,k, τˆk+1,k 
= 0 such that
τk+1,kvk+1 = Avk − τk,kvk − τk−1,kvk−1 − · · · − τ1,kv1, (3.17)
τˆk+1,kwk+1 = A
wk − τˆk,kwk − τˆk−1,kwk−1 − · · · − τˆ1,kw1. (3.18)
The matrix Vk consists of the columns v1, . . . ,vk and the matrix Wk is formed by the columns
w1, . . . ,wk. Then the pair of recurrences can be expressed as
AVk = VkTk + τk+1,kvk+1e

k , (3.19)
AWk = WkTˆk + τˆk+1,kwk+1ek , (3.20)
where Tk and Tˆk are upper Hessenberg matrices, ek is the k-th unit vector.
By introducing the diagonal matrix Dk := diag(δ1, . . . , δk) = Wk Vk, and multiplying eqs (3.19)
and (3.20) with Wk and V

k , respectively, we get
Wk AVk = W

k (VkTk + τk+1,kvk+1e

k ) = DkTk and (3.21)
Vk A
Wk = Dk Tˆk = DkTˆk, (3.22)
and thus the equality of the upper and lower Hessenberg matrices
DkTk = Tˆ

k Dk
implies both Tk and Tˆk must be tridiagonal.
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After simplifying the notation:
αk := τk,k, αˆk := τˆk,k, k = 1, 2 . . . ,
βk−1 := τk−1,k, βˆk−1 := τˆk−1,k, k = 2, 3, . . . ,
γk := τk+1,k, γˆk := τˆk+1,k, k = 1, 2, . . . ,
Tk and Tˆk can be expressed as
Tk =
⎡
⎢⎢⎢⎢⎢⎢⎣
α1 β1
γ1 α2
. . .
. . . . . . βk−1
γk−1 αk
⎤
⎥⎥⎥⎥⎥⎥⎦ , Tˆk =
⎡
⎢⎢⎢⎢⎢⎢⎣
αˆ1 βˆ1
γˆ1 αˆ2
. . .
. . . . . . βˆk−1
γˆk−1 αˆk
⎤
⎥⎥⎥⎥⎥⎥⎦ .
Therefore the above (full) recurrences in eqs (3.17) and (3.18) reduce to three-term recurrences
γkvk+1 = Avk − αkvk − βk−1vk−1, (3.23)
γˆkwk+1 = A
wk − αˆkwk − βˆk−1wk−1, k = 1, 2, . . . (3.24)
Comparing entries in the identity DkTk = Tˆk Dk further shows that
αˆk = αk, δkβk = δk+1γˆk, δk+1γk = δkβˆk,
which in turn implies βˆkγˆk = βkγk, and
βk =
δk+1
δk
γˆk, βˆk =
δk+1
δk
γk.
The parameter αk can be evaluated using the three-term formula for vk+1 (eq. (3.23)) and
multiplying with wk
0 = (Avk,wk)− αk(vk,wk), ⇐⇒ αk = (Avk,wk)
δk
.
Step k of the nonsymmetric Lanczos algorithm does not specify the choice of all quantities γk,
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γˆk and δk+1. Two of the three may be chosen as convenient.
The pseudocode for the nonsymmetric Lanczos algorithm with normalised basis vectors can
be written as:
Algorithm 1 Nonsymmetric Lanczos algorithm
1: Given A, b and x0
2: r0 = b−Ax0, γ0 = ‖r0‖, v1 = r0/γ0
3: choose s 
∈ {r0}⊥, γˆ0 = ‖s‖, w1 = s/γˆ0, δ1 = (r, s)/(γ0γˆ0)
4: for k = 1, 2, . . . do
5: αk = (Avk,wk)/δk
6: if k = 1 then
7: v = Av1 − α1v1, w = Aw1 − α1w1
8: else
9: βk−1 = γˆk−1δk/δk−1, βˆk−1 = γk−1δk/δk−1
10: v = Avk − αkvk − βk−1vk−1, w = Awk − αkwk − βˆk−1wk−1
11: end if
12: δ = (v,w)
13: if δ 
= 0 then
14: γk = ‖v‖, γˆk = ‖w‖, δk+1 = δ/(γkγˆk)
15: vk+1 = v/γk, wk+1 = w/γˆk
16: else
17: normalise whichever of v, w is nonzero,
18: end if
19: end for
To summarise, if the nonsymmetric Lanczos process applied with right and left initial vectors
r, s ∈ Rn and can be carried out for k steps, then it results in the two decompositions
AVk = Vk+1Tk+, (3.25)
AWk = Wk+1Tˆk+ = Wk+1Ω−1k+1Tk+Ωk, (3.26)
in which the columns of Vk and Wk represent biorthogonal bases of Kk(A, r) and Kk(A, s),
respectively. The diagonal matrices Ωk are deﬁned as Ωk := diag(w1, . . . , wk) with recursively
deﬁned entries w1 = 1, wj+1 := γj/γˆjwj, j = 1, . . . , k. The tridiagonal matrices Tk+ and Tˆk+ are
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obtained by appending the row vectors
[
0 0 . . . γk
]
and
[
0 0 . . . γˆk
]
after the last rows of Tk and Tˆk, respectively. Tk+ and Tˆk+ are related by
Tˆk+ = Ω
−1
k+1Tk+Ωk.
The k-th approximate solution of the QMR method is xQMRk = x0 + Vky
QMR
k with y
QMR
k ∈ Rk
solving the least-squares problem
‖βe1 −Tk+y‖2 → min
y∈Rk
with β = ‖r0‖ = γ0. (3.27)
To ﬁnally solve eq. (3.27) a QR decomposition of the tridiagonal matrix Tk+ using Givens
rotations is calculated.
Having a linear system Ax = b with a symmetric but indeﬁnite matrix A preconditioning
by a symmetric indeﬁnite matrix M is applied. M can be written as M = M1M2, i.e., M =
M2 M1 = M1M2 = M. A new linear system is then solved:
Aˆy = bˆ, where Aˆ = M−11 AM
−1
2 , y = M2x, bˆ = M
−1
1 b.
The matrix J is deﬁned as J := M1 M
−1
2 then Aˆ is J-symmetric:
AˆJ = M−2 AM
−
1 M

1 M
−1
2 = M

1 M
−1
2 M
−1
1 AM
−1
2 = JAˆ.
In our case, a preconditioning matrix is used only from the left side (see Section 3.6), therefore
M2 is equal to the identity matrix I:
Aˆy = bˆ, where Aˆ = M−11 A, y = x, bˆ = M
−1
1 b.
The simpliﬁed QMR method uses the J-symmetry. From lines 7 and 10 of the Algorithm 1,
mostly the computational effort of the nonsymmetric Lanczos algorithm arises from calculat-
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ing two matrix vector products that increase the dimension of the Krylov subspace:
Avk and Awk.
If there is an invertible matrix J with AJ = JA, then A is J-symmetric (which is the case for
the KKT matrix). This is usually the case for every quadratic matrix but it is challenging to de-
termine J. With J-symmetry, the recursions to form the basis vectors wk in the nonsymmetric
Lanczos process are reduced:
wk = Jvk/‖Jvk‖ for k = 1, 2, . . . .
Therefore, the multiplications with A is not required. This was proven by Freund and Nachti-
gal (1994) and will not be shown here again.
Algorithm 2 on page 26 describes how to evaluate all quanities. Lines 8 and 12 contain the
computation of the left Lanczos vectors.
3.6 A preconditioned Krylov subspace method for the KKT sys-
tem
The previous section derived the Krylov subspace method sQMR to solve large and sparse
systems of equations. To achieve this, a suitable preconditioning of the system needs to be
implemented. Such a preconditioning for a KKT system solved by sQMR is described by Haber
and Ascher (2001), which forms the basis of the following section.
The permutation of block rows and columns of the KKT matrix eq. (3.12) results in H that can
be expressed by an LU decomposition of a non-singular matrix into a lower triangular matrix
(L) and an upper triangular matrix (U):
H =
⎛
⎜⎜⎜⎝
A O G
QQ A K
K G βWW +R
⎞
⎟⎟⎟⎠ = LU,
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Algorithm 2 sQMR method
1: Given A, b and x0
2: r0 = b−Ax0, γ0 = ‖r0‖, v1 = r0/γ0
3: choose s 
∈ {r0}⊥, γˆ0 = ‖s‖, w1 = s/γˆ0, δ1 = (v1,w1)
4: for k = 1, 2, . . . do
5: αk = (Avk,wk)/δk
6: if k = 1 then
7: v = Av1 − α1v1,
8: w = Jv/‖Jv1‖
9: else
10: βk−1 = γˆk−1δk/δk−1,
11: v = Avk − αkvk − βk−1vk−1,
12: w = Jv/‖Jvk−1‖
13: end if
14: δ = (v,w)
15: if δ 
= 0 then
16: γk = ‖v‖, γˆk = ‖w‖, δk+1 = δ/(γkγˆk),vk+1 = v/γk,wk+1 = w/γˆk
17: else
18: normalise whichever of v, w is nonzero,
19: end if
20: if k = 1, ξˆ1 = α1, β = γ0 then
21: d =
√
ξˆ21 + γ
2
1 , c1 = ξˆ1/d, s1 = −γ1/d, ξ1 = d
22: ϕ1 = c1β, ϕˆ2 = s1β,
23: p1 = v1/ξ1, x1 = x0 + ϕ1p1
24: end if
25: if k = 1, η2 = c1β1 − s1α2, ξˆ2 = s1β1 + c1α2 then
26: d =
√
ξˆ22 + γ
2
2 , c2 = ξˆ2/d, s2 = −γ2/d, ξ2 = d
27: ϕ2 = c2ϕˆ2, ϕˆ3 = s2ϕˆ2,
28: p2 = (v2 − η2p1)/ξ2, x2 = x1 + ϕ2p2
29: end if
30: if k > 2, then
31: ζk = −sk−2βk−1, ηˆk = ck−2βk−1
32: ηk = ck−1ηˆk − sk−1αk, ξˆk = sk−1ηˆk + ck−1αk
33: d =
√
ξˆ2k + γ
2
k , ck = ξˆk/d, sk = −γk/d, ξk = d
34: ϕk = ckϕˆk, ϕˆk+1 = skϕˆk,
35: pk = (vk − ηkpk−1 − ζkpk−2)/ξk,
36: xk = xk−1 + ϕkpk
37: end if
38: end for
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where
L =
⎛
⎜⎜⎜⎝
I O O
QQA−1 I O
KA−1 GA− I
⎞
⎟⎟⎟⎠ , U =
⎛
⎜⎜⎜⎝
A O G
O A K+QJ
O O Hred
⎞
⎟⎟⎟⎠ ,
with
J = −QA−1G,
Hred = J
J+ βWW +R− S− S, and
S = KA−1G.
The Matrix H−1 can be calculated as follows:
H−1 = U−1L−1,L−1 =
⎛
⎜⎜⎜⎝
I O O
−QQA−1 I O
−(K + JQ)A−1 −GA− I
⎞
⎟⎟⎟⎠ ,
U−1 =
⎛
⎜⎜⎜⎝
A−1 O −A−1GH−1red
O A− −A−(K+QJ)H−1red
O O H−1red
⎞
⎟⎟⎟⎠ .
Using the approximate inverse Mred (∼ H−1red) we get:
U−1 ∼ U˜ =
⎛
⎜⎜⎜⎝
A−1 O −A−1GMred
O A− −A−(K+QJ)Mred
O O Mred
⎞
⎟⎟⎟⎠ ,
L−1 ∼ L˜ =
⎛
⎜⎜⎜⎝
I O O
−QQA−1 I O
−(K + JQ)A−1 −GA− I
⎞
⎟⎟⎟⎠ .
The approximate inverse M of the permuted KKT matrix H is used as an approximation for
H−1 :
H−1 = U−1L−1 ∼ M := U˜L˜.
In each inversion step we need to solve the system Hx = v (see eq. (3.14)) which leads to the
inverse problem x = H−1v. Instead of H−1, the approximate inverse M is used and for a given
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vector v =
(
vλ ,v

u ,v

m
) we determine the matrix-vector product as follows:
x = Mv, (3.28a)⎛
⎜⎜⎜⎝
xu
xλ
xm
⎞
⎟⎟⎟⎠ = M
⎛
⎜⎜⎜⎝
vλ
vu
vm
⎞
⎟⎟⎟⎠ , (3.28b)
with
M = U˜L˜,
=
⎛
⎜⎜⎜⎝
A−1 O −A−1GMred
O A− −A−(K+QJ)Mred
O O Mred
⎞
⎟⎟⎟⎠ ·
⎛
⎜⎜⎜⎝
I O O
−QQA−1 I O
−(K + JQ)A−1 −GA− I
⎞
⎟⎟⎟⎠
=
(
M1 M2 M3
)
,
where
M1 =
⎛
⎜⎜⎜⎝
A−1 +A−1GMred(K + JQ)A−1
−A−QQA−1 +A−(K+QJ)Mred(K + JQ)A−1
−Mred(K + JQ)A−1
⎞
⎟⎟⎟⎠ ,
M2 =
⎛
⎜⎜⎜⎝
A−1GMredGA−
A− +A−(K+QJ)MredGA−
−MredGA−
⎞
⎟⎟⎟⎠ ,
M3 =
⎛
⎜⎜⎜⎝
−A−1GMred
−A−(K+QJ)Mred
Mred
⎞
⎟⎟⎟⎠ .
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The right-hand side of eq. (3.28) needs to be evaluated:
Mv =
(
M1 M2 M3
)
⎛
⎜⎜⎜⎝
vλ
vu
vm
⎞
⎟⎟⎟⎠
= (M1vλ +M2vu +M3vm) .
In a ﬁrst step we deﬁne w1 = A−1vλ and write
M1vλ =
⎛
⎜⎜⎜⎝
A−1vλ +A−1GMred(K + JQ)A−1vλ
−A−QQA−1vλ +A−(K+QJ)Mred(K + JQ)A−1vλ
−Mred(K + JQ)A−1vλ
⎞
⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎝
w1 +A
−1GMred(K + JQ)w1
−A−QQw1 +A−(K+QJ)Mred(K + JQ)w1
−Mred(K + JQ)w1
⎞
⎟⎟⎟⎠ .
Then, w = Kw1 +Gw2 with w2 = A−
(
vu −QQw1
)
is deﬁned and the ﬁrst two parts of
Mv can be summed up:
M1vλ +M2vu =
⎛
⎜⎜⎜⎝
w1 +A
−1GMred(K −GA−QQ)w1
−A−QQw1 +A−(K+QJ)Mred(K −GA−QQ)w1
−Mred(K −GA−QQ)w1
⎞
⎟⎟⎟⎠
+
⎛
⎜⎜⎜⎝
A−1GMredGA−vu
A−vu +A−(K+QJ)MredGA−vu
−MredGA−vu
⎞
⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎝
w1 +A
−1GMredw
−A−QQw1 +A−vu +A−(K+QJ)Mredw
−Mredw
⎞
⎟⎟⎟⎠ .
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In a ﬁnal step w3 = vm −w is deﬁned and can be written as:
M1vλ +M2vu +M3vm =
⎛
⎜⎜⎜⎝
w1 +A
−1GMredw
−A−QQw1 +A−vu +A−(K+QJ)Mredw
−Mredw
⎞
⎟⎟⎟⎠ (3.29a)
+
⎛
⎜⎜⎜⎝
−A−1GMredvm
−A−(K+QJ)Mredvm
Mredvm
⎞
⎟⎟⎟⎠ (3.29b)
=
⎛
⎜⎜⎜⎝
w1 +A
−1GMredw3
−A−QQw1 +A−vu +A−(K+QJ)Mredw3
Mredw3
⎞
⎟⎟⎟⎠ . (3.29c)
All the previous steps can be put together in an algorithm that consists of six steps and
calculates the vector x =
(
xm,xu ,xλ
) that is already mentioned in eq. (3.29c):
Algorithm 3 Preconditioning for the one-dimensional case
1: w1 = A
−1vλ
2: w2 = A
− (vu −QQw1)
3: w3 = vm −Kw1 −Gw2
4: xm = Mredw3
5: xu = w1 −A−1Gxm
6: xλ = A
− (vu −QQxu −Kxm)
with the gradient of the Lagrangian
vλ = −(Au− b),
vu = −(QQu+Aλ),
vm = −(βWW(m−mref) +Gλ).
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Figure 3.5: Performance of the sQMR algorithm: number of sQMR iterations versus the num-
ber of Newton iterations for three different preconditioning matrices (see eqs (3.30), (3.31),
and (3.32)).
Three different preconditioning matrices Mred,j were tested:
Mred,1 =
(
JJ+ βWW
)−1
, (3.30)
Mred,2 =
(
0.1I+ βWW
)−1
, (3.31)
Mred,3 =
(
βWW
)−1
. (3.32)
The performance of the different preconditioning matrices is shown in Fig. 3.5. The fastest
convergence is reached by preconditioning using Mred,1 (green line). It needs only a few sQMR
iterations for each Newton iteration. Mred,1 contains amongst others the sensitivity matrix J
that is expensive to calculate and to store since it is a dense matrix. That is why this optimal
preconditioning is not suitable in practice. The other two tested preconditioning matrices show
similar performances whereas Mred,3 (blue line), which consists only of the regularisation
matrices βWW, always needs fewer sQMR iterations thanMred,2 (red line). That is the reason
for preferring Mred,3.
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Earth’s surface
ρ1 = 250Ωmh1 = 600m
ρ2 = 25Ωmh2 = 1400m
ρ3 = 200Ωmh3 = 3800m
ρ4 = 10Ωmh4 = 4000m
ρ5 = 25Ωm
Figure 3.6: Horizontally layered halfspace model that shall be recovered within the inversion.
It consists of four layers and a substratum. Synthetic data are determined on the Earth’s
surface.
3.7 Inversion results for the one-dimensional magnetotelluric
problem
As mentioned before, a direct solver would be sufﬁcient to solve the KKT system for the one-
dimensional magnetotelluric problem that was derived in the previous sections. However, in
this work the one-dimensional magnetotelluric problem is the preliminary step towards the
three-dimensional setting where direct solvers cannot be applied because of memory restric-
tions. Therefore, sQMR, the suitable solver for the three-dimensional system, is used now.
A horizontally layered halfspace as shown in Fig. 3.6 shall be recovered. It consists of four
layers with resistivities ρ = [250, 25, 200, 10] Ωm and thicknesses h = [600, 1400, 3800, 4000]m and
a homogeneous substratum with ρ5 = 25Ωm. In Fig. 3.7 this model is indicated as a red line.
Using Wait’s algorithm (Wait, 1953), synthetic magnetotelluric data are calculated analytically
for 21 logarithmically equidistant frequencies between 10−4 and 103Hz on the Earth’s surface.
To get a set of more realistic data, 1% of random noise was added. These data served as input
for the all-at-once inversion.
The inversion was run for the whole data set of 21 frequencies. At the beginning, starting
values must be chosen for a couple of parameters. Mostly trial and error and substantial tests
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Figure 3.7: Inversion results for the all-at-once approach (blue) using synthetic data for a one-
dimensional layered halfspace.
lead to the numbers that are mentioned in the following. The starting model is a homogeneous
halfspace and its resistivity is determined by calculating the mean value of all measured
apparent resistivities ρa: ρhom ≈ 90Ωm. This starting model is indicated by the green line in
Fig. 3.7. The starting value for the Lagrange parameters λ is set to zero for the ﬁrst iteration.
Thereby, the forward problem is not included in the objective function (shown in eq. (3.6)).
The inversion update calculated in the ﬁrst iteration is added and λ is increased and not
zero anymore in the second iteration. The starting value for the regularisation parameter was
chosen after tests were made: β0 = 5 · 10−2. Fig. 3.8 depicts the so-called cooling strategy for
β: it is reduced in every iteration (Haber, 1997). Within the regularisation matrix W three
coefﬁcients weight the different parts: k0 = 1, k1 = 3, and k2 = 10. The reference model is a
homogeneous halfspace with mref = log(0.03 S/m). The inversion domain consists of 83 layers
whose conductivity shall be recovered. After each inversion step, the calculated update for all
three types of parameters is added to the current values and the next iteration can start.
The grid on which the synthetic data were computed on is identical with the one employed in
the inversion. Since 1% noise is added to the data, the problem of the so-called inverse crime
33
Chapter 3. The one-dimensional magnetotelluric problem
0 5 10 15 20 25
number of iterations
10 -10
10 -8
10 -6
10 -4
10 -2
10 0
re
gu
la
ris
at
io
n 
pa
ra
m
et
er
 

Figure 3.8: Cooling strategy for the regularisation parameter β: it is reduced slowly from one
iteration to the next. So, the regularisation looses inﬂuence in the progressed inversion.
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Figure 3.9: Sounding curves of the analytical solution (red asterisks) and model response
(blue line): Upper diagram shows apparent resistivity, the lower diagram displays the phases
in degrees for a period range of 10−3 to 104 s. The model response matches the analytical
solution very well with a maximum deviation of 4% for the apparent resistivity and 1.2 ◦ for
the phase.
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Figure 3.10: The relative data residual norm is decreasing constantly. For later iterations it
changes insigniﬁcantly. At this stage the inversion process should be terminated.
can be excluded. In the case of inverse crime the data leads directly to the true model which
is perfectly reconstructed (Mueller & Siltanen, 2012). To avoid the phenomenon of inverse
crime, realistic data are needed for the inversion where no exact solution can be found.
Fig. 3.7 shows the inversion results for the all-at-once calculation (marked blue). All layers
are resolved quite well and their conductivities agree with the true ones. Fig. 3.9 shows the
sounding curves for the ﬁnal KKT inversion model in terms of ρa and phase (blue line). They
match the analytical solution of the true model very well (red asterisks) and exhibit deviations
up to 4% for the apparent resistivity ρa and 1.2 ◦ for the phase mainly at the long period end.
This is associated with small sensitivities. It is straightforward to assume that the added noise
affects low sensitivity regions more signiﬁcantly than well resolved regions. This assumption is
corroborated by the fact that the reconstructed resistivity of the substratum does not perfectly
match the one of the true model (red line in Fig. 3.7). In other words, the noise may easily mask
the weak information that originates from low resolution areas. As the small data residual
norm shown in Fig. 3.10 depicts, the curves ﬁt very well for all periods.
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3.8 Summary of one-dimensional magnetotellurics
In Chapter 3 the one-dimensional magnetotelluric forward operator was developed and va-
lidated using the analytical solution of a horizontally layered halfspace. The all-at-once in-
version approach was implemented. To solve the resulting system of equations sQMR and a
preconditioning algorithm were derived.
The inversion results of the one-dimensional problem shown on the previous pages demon-
strate that the Krylov subspace method sQMR is successfully applied. That is the necessary
foundation to go on and expand the magnetotelluric problem from one to three dimensions to
get closer to conditions of the real world.
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The three-dimensional
magnetotelluric problem
In this chapter magnetotellurics in three dimensions is explained. First, it starts with the
derivation of the secondary ﬁeld approach (Section 4.1). Second, the three-dimensional for-
ward operator and its discretisation are developed (Section 4.2). It is validated using the
3D-2 COMMEMI4 model (Section 4.3). Third, to come to the inversion part, the Lagrangian
as the objective function is deﬁned (Section 4.4). This is important because ﬁrst and se-
cond derivatives of the Lagrangian are required for setting up the KKT system. Fourth, Taylor
tests are used to validate the derivatives (Section 4.6). Finally, two ways of solving the three-
dimensional magnetotelluric problem are shown: (i) a Gauss-Newton approximation of the
KKT system applying pcg (Section 4.7), and (ii) the full KKT system using preconditioned
sQMR (Section 4.8).
4.1 Deriving the secondary ﬁeld approach
Instead of the total ﬁeld formulation used in the one-dimensional case, now the secondary
ﬁeld approach will be applied. The motivation for this is that the mentioned formulation faci-
litates the potential to reuse the forward operator for other electromagnetic methods by only
exchanging the right-hand side vector.
4 COMMEMI is the abbreviation of Comparison Of Modelling Methods for ElectroMagnetic Induction problems. It
was developed in an international project and published by Zhdanov and Weaver (1997).
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The governing equations for magnetotellurics were deduced in Chapter 2. To derive the se-
condary ﬁeld approach, we start with eq. (2.14) in which E denotes the total electric ﬁeld that
can be split up in a primary (Ep) and a secondary part (Es): E = Ep + Es (Coggon, 1971). The
latter vanishes on the boundary Γ of the model. The Helmholtz equation changes to
∇×∇× (Ep +Es) + iωμ0σ(Ep +Es) = 0, (4.1)
∇×∇×Ep +∇×∇×Es + iωμ0σEp + iωμ0σEs = 0. (4.2)
The separation of primary and secondary ﬁelds leads to the following equation:
∇×∇×Es + iωμ0σEs = −∇×∇×Ep − iωμ0σEp, (4.3)
where the primary ﬁeld Ep is the electric ﬁeld of either a homogeneous or a layered halfspace.
For this one-dimensional setting, the Helmholtz equation (2.14) can be written as
∇×∇×Ep + iωμ0σ0Ep = 0, (4.4)
∇×∇×Ep = −iωμ0σ0Ep, (4.5)
with σ0 containing the conductivities of the homogeneous or layered halfspace. The primary
electric ﬁeld Ep is a function of only depth z and can be calculated analytically using Wait’s
algorithm (Wait, 1953).
Eq. (4.5) can be used in eq. (4.3) that results in a right-hand side without derivatives:
∇×∇×Es + iωμ0σEs = iωμ0σ0Ep − iωμ0σEp, (4.6)
∇×∇×Es + iωμ0σEs = −iωμ0(σ − σ0)Ep. (4.7)
The right-hand side of eq. (4.7) represents the sources of the secondary ﬁeld that arise where
the model σ (containing three-dimensional anomalies) differs from the background model σ0.
38
4.2. The forward formulation and its discretisation
4.2 The forward formulation and its discretisation
In this section, the three-dimensional forward operator and its discretisation are derived.
Eq. (4.7) is discretised on a ﬁnite difference grid providing the forward operator A(m) in
the forward problem. To describe the three-dimensional problem completely, two polarisation
directions are used:
∇×∇×E1s + iωμ0σE1s = −iωμ0(σ − σ0)E1p (4.8a)
A(m) · u1 = b1(m), (4.8b)
∇×∇×E2s + iωμ0σE2s = −iωμ0(σ − σ0)E2p (4.8c)
A(m) · u2 = b2(m). (4.8d)
The vector m contains logarithmised model parameters and there holds m = logσ as explained
in Section 3.1. The right-hand side vector b1,2 consists of source terms and boundary values,
and b1,2 = −iωμ0(σ − σ0)u1,2p , where u1,2p is the complex primary electric ﬁeld for polarisation 1
and 2, respectively. u is the complex secondary electric ﬁeld.
The forward system for, e.g., three different frequencies and two polarisation directions can
be written as follows:
⎛
⎜⎜⎜⎝
Af1
Af2
Af3
⎞
⎟⎟⎟⎠ ·
⎛
⎜⎜⎜⎝
u1f1 u
2
f1
u1f2 u
2
f2
u1f3 u
2
f3
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
b1f1 b
2
f1
b1f2 b
2
f2
b1f3 b
2
f3
⎞
⎟⎟⎟⎠ (4.9a)
= −iωμ0 diag(T · (σ − σ0))
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
upxf1 0
0 upyf1
0 0
upxf2 0
0 upyf2
0 0
upxf3 0
0 upyf3
0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (4.9b)
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where the right-hand side vectors exhibit the idea behind the polarisations. For polarisation
1, the primary ﬁeld consists only of x-components and polarisation 2 only has y-components.
Equations (4.8b) and (4.8d) are the magnetotelluric forward problems discretised on a stag-
gered grid as shown in Fig. 4.1. Matrix A ∈ Cnu×nu (nu is the total amount of electric ﬁeld
nodes and is the length of vector u) is the system matrix that can be separated in two main
parts:
A = C+ iωμ0 diag(T · σ) (4.10a)
= C+ iωμ0 diag(T · exp(m)). (4.10b)
Matrix C ∈ Rnu×nu contains the curl-curl-operator and geometry matrix T ∈ Rnu×nm (nm is the
total amount of model parameters) contains information about which model cells with para-
meter σ adjoin each node. This information is needed to calculate an averaged conductivity in
every node of the grid.
We use the staggered grid as deﬁned by Yee (1966). The degrees of freedom are the electric
ﬁelds situated in the middle of the edges and magnetic ﬁelds are evaluated in the middle of
the faces (see Fig. 4.1). nx, ny, and nz are the number of model cells in x-, y- and z-direction.
The number of electric ﬁeld nodes in each coordinate direction can be calculated by
nex = nx · (ny − 1) · (nz − 1), (4.11a)
ney = (nx − 1) · ny · (nz − 1), (4.11b)
nez = (nx − 1) · (ny − 1) · nz, (4.11c)
and the total number nu is the sum of the above:
nu = nex + ney + nez. (4.12)
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The amount of magnetic ﬁeld nodes in each coordinate direction can be calculated by
nhx = (nx − 1) · (ny) · (nz),
nhy = (nx) · (ny − 1) · (nz),
nhz = (nx) · (ny) · (nz − 1).
The total number of magnetic ﬁeld nodes nh can be determined with nh = nhx+nhy+nhz. C can
be split up into two matrices: CE ∈ Rnh×nu dealing with the electric and CH ∈ Rnu×nh dealing
with the magnetic ﬁeld:
C = CH ·CE . (4.13)
CE realises
∇×E =
⎛
⎜⎜⎜⎝
∂yEz − ∂zEy
∂zEx − ∂xEz
∂xEy − ∂yEx
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
Hx
Hy
Hz
⎞
⎟⎟⎟⎠ , (4.14)
and the partial derivatives are deﬁned by the following six new matrices
Gzy = ∂zEy, Gzx = ∂zEx, Gyx = ∂yEx,
Gyz = ∂yEz, Gxz = ∂xEz, Gxy = ∂xEy.
With these partial derivatives, eq. (4.14) can be expressed by
CE ·E =
⎛
⎜⎜⎜⎝
O −Gzy Gyz
Gzx O −Gxz
−Gyx Gxy O
⎞
⎟⎟⎟⎠ ·
⎛
⎜⎜⎜⎝
Ex
Ey
Ez
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
Hx
Hy
Hz
⎞
⎟⎟⎟⎠ . (4.15)
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CH realises
∇×H =
⎛
⎜⎜⎜⎝
∂yHz − ∂zHy
∂zHx − ∂xHz
∂xHy − ∂yHx
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
Ex
Ey
Ez
⎞
⎟⎟⎟⎠ , (4.16)
and again the partial derivatives are deﬁned with six new matrices:
Fzy = ∂zHy, Fzx = ∂zHx, Fyx = ∂yHx,
Fyz = ∂yHz, Fxz = ∂xHz, Fxy = ∂xHy.
Eq. (4.16) is restated using the partial derivatives above:
CH ·H =
⎛
⎜⎜⎜⎝
O −Fzy Fyz
Fzx O −Fxz
−Fyx Fxy O
⎞
⎟⎟⎟⎠ ·
⎛
⎜⎜⎜⎝
Hx
Hy
Hz
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
Ex
Ey
Ez
⎞
⎟⎟⎟⎠ . (4.17)
The geometry matrix T is a sparse (nm × nu)-matrix, where the columns correspond to model
parameters and the rows to electric ﬁelds. Each row contains four nonzero entries that are
real numbers between zero and one. Those four numbers sum up to one in each row. Each
column usually has twelve nonzero entries since every grid cell consists of twelve edges with
electric ﬁeld components (four for each component of the electric ﬁeld Ex, Ey, and Ez, see Fig.
4.1). T realises the distribution of the conductivities σ as model parameters of the model cell
neighbouring the node at which the electric ﬁeld component is deﬁned. Since there are three
different types of nodes where Ex, Ey, and Ez are deﬁned, matrix T can be divided into three
submatrices Tx, Ty and Tz:
T =
⎛
⎜⎜⎜⎝
Tx
Ty
Tz
⎞
⎟⎟⎟⎠ .
This tripartition is also visible in the sparsity pattern of T in Fig. 4.3 on the right side. Four
entries per row are also visible. The different pattern of the submatrices Tx, Ty and Tz is
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Figure 4.1: Staggered ﬁnite difference grid: Red, green and blue dots mark positions of x-,
y-, and z-components, respectively. For simplicity an equidistant grid was used in this ﬁgure,
which is not the general requirement. Electric ﬁeld components are in the middle of the edges
as shown in the upper ﬁgure. Magnetic ﬁeld components are on the middle of the faces as
illustrated in the lower ﬁgure. Numbering of the nodes starts with x-components in the origin,
going on with y- and z-components.
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related to the numbering of nodes as shown in Fig. 4.1. Since numbering always starts in the
x-direction, going on with y- and ending with z-direction, the involved model cells produce dif-
ferent patterns. T needs to be set up only once since it is not dependent on model parameters.
That is why it does not require updates during the inversion algorithm.
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Figure 4.2: Sparsity pattern of matrix CE on the left-hand side and CH on the right-hand side.
Fig. 4.2 shows the sparsity pattern of the matricesCE andCH . Speciﬁc patterns for derivatives
in x-, y- and z-directions can be noticed as well as the zero blocks on the main diagonal. The
product of both generates the (nu × nu)-matrix C that is shown on the left-hand side in Fig.
4.3. It is a structurally symmetric matrix with a banded structure. On the left-hand side the
geometry matrix T is displayed. The partitioning in Tx, Ty and Tz is visible. All four matrices
were set up for a very small model with a mesh of 3 × 4 × 5 cell in x-, y- and z-direction.
Applying eqs (4.11) and (4.12) for the given mesh nx = 3, ny = 4 and nz = 5, the size of matrix
C can be determined: C ∈ R98×98.
4.2.1 Symmetrisation
The system matrix of the forward problem A ∈ Cnu×nu is non-symmetric for a non-equidistant
grid. PARDISO5 will be applied for calculating an LU decomposition that is stored and used
wherever A−1 needs to be evaluated. Due to the computation of an LU decomposition of A
5 PARDISO is software for solving large sparse symmetric and unsymmetric linear systems of equations. More
information can be found online: http://www.pardiso-project.org/ (Schenk, Gärtner, & Fichtner, 2000;
Schenk & Gärtner, 2004).
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Figure 4.3: Sparsity pattern of matrix C on the left-hand side and geometry matrix T on the
right-hand side.
which is easier for a symmetric matrix, a symmetrisation of A is beneﬁcial. That is why a
symmetrisation is applied. For setting up the symmetrisation matrix, the exact structure of A
needs to be known. As explained in eq. (4.10b), A consists of C and S = diag(T · exp(m)), but
only C contributes to entries in A that are off-diagonal and needs to be taken into account
for symmetrisation:
A = C+ iωμ0S. (4.18)
A simple three-dimensional grid could be deﬁned as
x = [x1, x2, x3, x4, x5], (4.19a)
y = [y1, y2, y3, y4], (4.19b)
z = [z1, z2, z3, z4], (4.19c)
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and the grid cell lengths
dx = [dx1, dx2, dx3, dx4], (4.20a)
dy = [dy1, dy2, dy3], (4.20b)
dz = [dz1, dz2, dz3], (4.20c)
where dxi = xi+1 − xi, dyi = yi+1 − yi, and dzi = zi+1 − zi.
C realises the curl-curl operator in the forward problem and can be divided into two parts:
CE and CH , as explained in eqs (4.13) to (4.17). Using the midpoint scheme, the derivatives
of the electric ﬁeld in matrix CE (see eq. (4.15)) can be calculated as follows:
∂xE(y,z)i =
E(y,z)i+1 − E(y,z)i−1
dxi + dxi+1
, (4.21a)
∂yE(x,z)i =
E(x,z)i+1 − E(x,z)i−1
dyi + dyi+1
, (4.21b)
∂zE(x,y)i =
E(x,y)i+1 − E(x,y)i−1
dzi + dzi+1
. (4.21c)
Matrices Gxz and Gxy depend on 1/dx, matrices Gyx and Gyz depend on 1/dy, and Gzx and Gzy
depend on 1/dz, respectively.
For setting up matrix CH , a second set of differences is needed:
dx2 = [dx21, dx22, dx23], (4.22a)
dy2 = [dy21, dy22], (4.22b)
dz2 = [dz21, dz22], (4.22c)
with
dx2i = 1/2(dxi + dxi+1) = 1/2(xi+1 − xi + xi+2 − xi+1) = 1/2(xi+2 − xi),
dy2i = 1/2(dyi + dyi+1) = 1/2(yi+1 − yi + yi+2 − yi+1) = 1/2(yi+2 − yi),
dz2i = 1/2(dzi + dzi+1) = 1/2(zi+1 − zi + zi+2 − zi+1) = 1/2(zi+2 − zi).
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Again, using the midpoint scheme the derivatives of the magnetic ﬁeld needed in CH can be
calculated as follows:
∂xH(y,z)i =
H(y,z)i+1 −H(y,z)i−1
dx2i + dx2i+1
, (4.23a)
∂yH(x,z)i =
H(x,z)i+1 −H(x,z)i−1
dy2i + dy2i+1
, (4.23b)
∂zH(x,y)i =
H(x,y)i+1 −H(x,y)i−1
dz2i + dz2i+1
. (4.23c)
Matrices Fxz and Fxy depend on 1/dx2, matrices Fyx and Fyz depend on 1/dy2, and Fzx and Fzy
depend on 1/dz2, respectively.
Together CE and CH form C:
C = CH ·CE =
⎛
⎜⎜⎜⎝
O −Fzy Fyz
Fzx O −Fxz
−Fyx Fxy O
⎞
⎟⎟⎟⎠ ·
⎛
⎜⎜⎜⎝
O −Gzy Gyz
Gzx O −Gxz
−Gyx Gxy O
⎞
⎟⎟⎟⎠ (4.24a)
=
⎛
⎜⎜⎜⎝
−FzyGzx − FyzGyx FyzGxy FzyGxz
FxzGyx −FzxGzy − FxzGxy FzxGyz
FxyGzx FyxGzy −FyxGyz − FxyGxz
⎞
⎟⎟⎟⎠ . (4.24b)
C is a non-symmetric matrix depending only on the grid. To achieve symmetry, the volumes
Vx, Vy, and Vz of the cells around the nodes of Ex, Ey, and Ez can be used (Newman &
Alumbaugh, 1995). They are calculated by:
Vx = dx · dy2 · dz2, (4.25a)
Vy = dx2 · dy · dz2, (4.25b)
Vz = dx2 · dy2 · dz. (4.25c)
47
Chapter 4. The three-dimensional magnetotelluric problem
A diagonal matrix Sym is set up containing Vx, Vy, and Vz on the main diagonal:
Sym =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Vx1
Vx2
. . .
Vy1
Vy2
. . .
Vz1
Vz2
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (4.26)
A symmetric system matrix of the forward problem SA can be calculated by
SA = Sym ·A (4.27a)
= Sym · (C+ iωμ0S). (4.27b)
It is important to apply the symmetrisation not only to the matrix but also to the right-hand
side vector to obtain a symmetric system:
sb = Sym · b. (4.28)
In the following sections, the system matrix of the forward problem and its right-hand side
vector are always used in symmetric form. For reasons of clarity, SA is still written as A and
sb as b.
The secondary electric ﬁeld is caused by three-dimensional anomalies within the model. On
the model boundary, the secondary electric ﬁeld is zero (homogeneous Dirichlet boundary
conditions).
48
4.3. Validation of the three-dimensional forward operator
4.3 Validation of the three-dimensional forward operator
The three-dimensional forward operator is validated using published data of the 3D-2 COM-
MEMI model shown in Fig. 4.4 (Zhdanov & Weaver, 1997). It is a layered halfspace consisting
of two layers and a substratum. The ﬁrst layer has a thickness of 10 km, the second one is
20 km thick. The resistivity ρ of the ﬁrst layer is 10Ωm, and the second layer has a value of
100Ωm. The substratum is more conductive with a low resistivity of 0.1Ωm. Within the ﬁrst
layer there are two anomalies, one is more conductive with ρ = 1Ωm and the other one is more
resistive with ρ = 100Ωm than the background. The spatial extent of both anomalies is 40 km
in x-direction, 20 km in y-direction, and 10 km in z-direction. They both meet at x = 0km. The
electrical conductivity of the air halfspace is σair = 10−6 S/m.
x
y
100Ωm1Ωm10Ωm 10Ωm
0
20 km20 km
4
0
k
m
z
0 y
0.1Ωm
100Ωm
10Ωm 1Ωm 10Ωm
10 km
30 km
Figure 4.4: The 3D-2 COMMEMI model is a layered halfspace consisting of two layers 10 and
20 km thick, with resistivities of 10 and 100Ωm, and a substratum with the resistivity of 0.1Ωm.
There are two anomalies located within the ﬁrst layer marked with green and dark blue.
Magnetotelluric data for one frequency of 0.01Hz are calculated on a grid of 49× 48× 40 model
cells with the following discretisation written in Matlab pseudocode:
x = [−60,−50 : 5 : −30,−27.5 : 2.5 : −22.5,−21.25 : 1.25 : 13.75, 15 : 2.5 : 30, 35 : 5 : 50, 60] km,
y = [−60,−50 : 5 : −30,−27.5 : 2.5 : −22.5,−21.25 : 1.25 : 12.5, 15 : 2.5 : 30, 35 : 5 : 50, 60] km,
z = [−200 : 50 : −50,−37.5 : 12.5 : −25,−18.75 : 6.25 : −6.25,−3.125, 0 : 0.125 : 0.5, 0.75,
1 : 0.281 : 2.125, 2.68 : 0.562 : 4.375, 5.5 : 1.125 : 7.75, 10 : 2.5 : 30, 72.5 : 42.5 : 200] km.
The expression [−50 : 5 : −30] km means there are grid lines every 5 km from −50 km to −30 km.
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Figure 4.6: Forward modelling results for three-dimensional magnetotellurics at a frequency
of f = 0.01Hz: y-x-polarisation.
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Figure 4.5: Forward modelling results for three-dimensional magnetotellurics at a frequency
of f = 0.01Hz: x-y-polarisation.
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The 42 measurement sites are located along one proﬁle for x = 0km between y = −40 km and
y = 40 km on the Earth’s surface. The simulated data are shown in Figs 4.5 and 4.6 in blue
for both polarisations. The upper diagrams display the apparent resistivities ρa, the lower
ones depict phases φ. Red asterisks mark published results of Xiong (1992) for the same
frequency. The data for both polarisations match very well, except at locations close to the
anomaly boundaries. This may relate to the different grids that are used for discretisation.
There were no phases published by Xiong (1992).
To conclude this section, the three-dimensional forward operator is tested and approved. As
a next step, the inversion components can be assembled.
4.4 Deﬁning the Lagrangian and the derivatives
The set up of the Lagrangian – also called the penalty function – is slightly different compared
to the one-dimensional case, but it also consists of the three parts related to the data residual,
the regularisation and the forward problem:
L(u,m,λ) = 12 ||Qˆ(u+ up)||22︸ ︷︷ ︸
data residual
+ β2 ||W(m−mref)||22︸ ︷︷ ︸
regularisation
+λ[Aˆ(m)u− bˆ(m)]︸ ︷︷ ︸
forward problem
→ min . (4.29)
There are three reasons for the differences: the ﬁrst one is the secondary ﬁeld approach that is
applied for three-dimensional magnetotellurics, second, there are two forward problems asso-
ciated with the two polarisation directions and third, the observation matrix Qˆ now contains
not only grid-related values but also the measured data Z (see eq. (4.31)). Still, the observa-
tion matrix gets us the solution of the forward problem at certain measurement points and
determines the misﬁt between the measured data and model response. The system matrix Aˆ
is a diagonal matrix containing both polarisations. It is organised as follows:
Aˆ(m) =
⎛
⎝A(m) 0
0 A(m)
⎞
⎠ .
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The vector u, containing the secondary electric ﬁelds, and the right-hand side vector b(m) are
arranged respectively:
u =
⎛
⎝u1
u2
⎞
⎠ and bˆ(m) =
⎛
⎝b1
b2
⎞
⎠ .
Here, the solutions u1 and u2 are the complex secondary electric ﬁelds for both polarisation
directions and the whole discretised region. Again, we have measurements only at the Earth’s
surface. In the three-dimensional case we get four complex values for each frequency and
measurement location: Z =
⎛
⎝Zxx Zxy
Zyx Zyy
⎞
⎠. That is why we need to calculate the data misﬁt in
this way:
∥∥∥∥∥∥∥Z−
⎛
⎝E1x E2x
E1y E
2
y
⎞
⎠ ·
⎛
⎝H1x H2x
H1y H
2
y
⎞
⎠−1
∥∥∥∥∥∥∥
2
2
or ||E− Z ·H||22. (4.30)
The data residual can be determined as follows:
1
2
∥∥∥Qˆ (u+ up)∥∥∥2
2
= 12
∥∥∥∥∥∥∥∥∥∥∥∥
⎛
⎜⎜⎜⎜⎜⎜⎝
E1x
E1y
E2x
E2y
⎞
⎟⎟⎟⎟⎟⎟⎠−
⎛
⎜⎜⎜⎜⎜⎜⎝
ZxxH
1
x + ZxyH
1
y
ZyxH
1
x + ZyyH
1
y
ZxxH
2
x + ZxyH
2
y
ZyxH
2
x + ZyyH
2
y
⎞
⎟⎟⎟⎟⎟⎟⎠
∥∥∥∥∥∥∥∥∥∥∥∥
2
2
= 12
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎛
⎜⎜⎜⎜⎜⎜⎝
QEx 0
QEy 0
0 QEx
0 QEy
⎞
⎟⎟⎟⎟⎟⎟⎠−
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
(
Zxx Zxy
)⎛⎝QHx
QHy
⎞
⎠ 0
(
Zyx Zyy
)⎛⎝QHx
QHy
⎞
⎠ 0
0
(
Zxx Zxy
)⎛⎝QHx
QHy
⎞
⎠
0
(
Zyx Zyy
)⎛⎝QHx
QHy
⎞
⎠
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎛
⎝u1 + u1p
u2 + u2p
⎞
⎠
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
2
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= 12
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
QEx −
(
Zxx Zxy
)⎛⎝QHx
QHy
⎞
⎠ 0
QEy −
(
Zyx Zyy
)⎛⎝QHx
QHy
⎞
⎠ 0
0 QEx −
(
Zxx Zxy
)⎛⎝QHx
QHy
⎞
⎠
0 QEy −
(
Zyx Zyy
)⎛⎝QHx
QHy
⎞
⎠
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎛
⎝u1 + u1p
u2 + u2p
⎞
⎠
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
2
= 12
∥∥∥∥∥∥
⎛
⎝Q 0
0 Q
⎞
⎠
⎛
⎝u1 + u1p
u2 + u2p
⎞
⎠
∥∥∥∥∥∥
2
2
. (4.31)
For only one frequency and three measurement points the impedance matrices are deﬁned by
(
Zxx Zxy
)
=
⎛
⎜⎜⎜⎝
Z1xx Z
1
xy
Z2xx Z
2
xy
Z3xx Z
3
xy
⎞
⎟⎟⎟⎠ (4.32)
and
(
Zyx Zyy
)
=
⎛
⎜⎜⎜⎝
Z1yx Z
1
yy
Z2yx Z
2
yy
Z3yx Z
3
yy
⎞
⎟⎟⎟⎠ . (4.33)
At this point, the data residual can be computed and as a next step the system of equations
resulting from the all-at-once formulation can be set up.
Since the values of impedance data for different frequencies have different magnitudes, a
weighting is inevitable. Otherwise, the frequency-related amplitude variation causes an as-
cendence of larger quantities in the inversion. To avoid this, a data weighting matrix is applied
wherever Qˆ is used. It is a diagonal (nd × nd)-matrix that depends on the frequency f . Data
of the same frequency are weighted with the same value: 1/√2πf on the main diagonal of Wd.
This is referring to the data weighting approach mentioned in Pidlisecky, Haber, and Knight
(2007). For clarity, Wd is not mentioned in the equations of the following sections. It can be
53
Chapter 4. The three-dimensional magnetotelluric problem
considered as a prefactor that is already included in Qˆ.
4.4.1 Setting up the KKT system
For the set up of the KKT system, the gradient of the Lagrangian ∇L and the Hessian Hkkt are
needed as explained in Section 3.3:
∇L =
⎛
⎜⎜⎜⎝
Lu
Lm
Lλ
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
QˆQˆ(u+ up) + Aˆλ
βWW(m−mref) + (Gˆ− Bˆ)λ
Aˆu− bˆ
⎞
⎟⎟⎟⎠ ,
where
Gˆ = ∂mAˆ · u = ∂m
⎛
⎝A 0
0 A
⎞
⎠
⎛
⎝u1
u2
⎞
⎠ =
⎛
⎝G1
G2
⎞
⎠ ∈ C2nu×nm ,and
Bˆ = ∂mbˆ = ∂m
⎛
⎝b1
b2
⎞
⎠ =
⎛
⎝B1
B2
⎞
⎠ ∈ C2nu×nm .
The KKT system can be set up as follows:
Hkkt ·
⎛
⎜⎜⎜⎝
δu
δm
δλ
⎞
⎟⎟⎟⎠ = −
⎛
⎜⎜⎜⎝
Lu
Lm
Lλ
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎝
QˆQˆ Kˆ Aˆ
Kˆ βWW +R−D (Gˆ− Bˆ)
Aˆ Gˆ− Bˆ 0
⎞
⎟⎟⎟⎠ ·
⎛
⎜⎜⎜⎝
δu
δm
δλ
⎞
⎟⎟⎟⎠ = −
⎛
⎜⎜⎜⎝
QˆQˆ(u+ up) + Aˆλ
βWW(m−mref) + (Gˆ− Bˆ)λ
Aˆu− bˆ
⎞
⎟⎟⎟⎠ ,
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with
Kˆ = ∂mAˆ
 · λ = ∂m
⎛
⎝A 0
0 A
⎞
⎠
⎛
⎝λ1
λ2
⎞
⎠ =
⎛
⎝K1
K2
⎞
⎠ ∈ C2nu×nm ,
R = ∂mGˆ
 · λ = ∂m
⎛
⎝G1
G2
⎞
⎠
⎛
⎝λ1
λ2
⎞
⎠ ∈ Cnm×nm ,and
D = ∂mBˆ
 · λ = ∂m
⎛
⎝B1
B2
⎞
⎠
⎛
⎝λ1
λ2
⎞
⎠ ∈ Cnm×nm .
After permuting the block rows and columns, the KKT system is changed to:
H ·
⎛
⎜⎜⎜⎝
δu
δλ
δm
⎞
⎟⎟⎟⎠ = −
⎛
⎜⎜⎜⎝
Lλ
Lu
Lm
⎞
⎟⎟⎟⎠ , (4.34a)
where H =
⎛
⎜⎜⎜⎝
Aˆ 0 Gˆ− Bˆ
QˆQˆ Aˆ Kˆ
Kˆ (Gˆ− Bˆ) βWW +R−D
⎞
⎟⎟⎟⎠ . (4.34b)
The system grows if it is formulated for more than one frequency. The permuted Hessian can
be written as follows:
H =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Aˆf1 Gˆf1 − Bˆf1
Aˆf2 0 Gˆf2 − Bˆf2
Aˆf3 Gˆf3 − Bˆf3
QˆQˆ Aˆf1 Kˆf1
QˆQˆ Aˆf2 Kˆf2
QˆQˆ Aˆf3 Kˆf3
Kˆf1 Kˆ

f2
Kˆf3 (Gˆf1 − Bˆf1) (Gˆf2 − Bˆf2) (Gˆf3 − Bˆf3) X
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.35)
with X = βWW +Rf1 −Df1 +Rf2 −Df2 +Rf3 −Df3.
Eq. (4.35) depicts the shape of the system of equations for three frequencies but it is not set
up explicitly. Still, it is important to mention that the matrices that correspond with model
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parameters m, e.g.WW, stay the same size and do not depend on the number of frequencies.
4.4.2 Splitting the KKT system into real and imaginary parts
In the previous sections the KKT system consisting of complex matrices was developed. If we
use these matrices we will get complex updates as a result of the inversion. This is reasonable
for electric ﬁelds u and Lagrange parameters λ but not for model parameters m. The latter
represent electric conductivities that are expected to be real-valued. To avoid non-physical
complex updates, it is necessary to divide the KKT system into its real and imaginary compo-
nent parts. This is explained below.
The splitting of the forward system is realised as follows:
A · u = b
(Ar + iAi) · (ur + iui) = br + ibi
Arur −Aiui + i(Arui +Aiur) = br + ibi⎛
⎝Ar −Ai
Ai Ar
⎞
⎠ ·
⎛
⎝ur
ui
⎞
⎠ =
⎛
⎝br
bi
⎞
⎠ .
The derivative matrix Gˆ can be set up for both polarisations:
Gˆ = ∂mAˆ · u = ∂m
⎛
⎜⎜⎜⎜⎜⎜⎝
Ar −Ai 0 0
Ai Ar 0 0
0 0 Ar −Ai
0 0 Ai Ar
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎝
u1r
u1i
u2r
u2i
⎞
⎟⎟⎟⎟⎟⎟⎠ . (4.36)
Since there is no dependence on model parameters in Ar (see eq. (4.10b)), eq. (4.36) reduces
to
Gˆ =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 −∂mAi 0 0
∂mAi 0 0 0
0 0 0 −∂mAi
0 0 ∂mAi 0
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎝
u1r
u1i
u2r
u2i
⎞
⎟⎟⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎜⎜⎝
−∂mAiu1i
∂mAiu1r
−∂mAiu2i
∂mAiu2r
⎞
⎟⎟⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎜⎜⎝
G1r
G1i
G2r
G2i
⎞
⎟⎟⎟⎟⎟⎟⎠ ∈ R
2·2nu×nm .
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Similar to Gˆ the derivative matrix Kˆ is set up also for both polarisations:
Kˆ = ∂mAˆ
 · λ = ∂m
⎛
⎜⎜⎜⎜⎜⎜⎝
Ar Ai 0 0
−Ai Ar 0 0
0 0 Ar Ai
0 0 −Ai Ar
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎝
λ1r
λ1i
λ2r
λ2i
⎞
⎟⎟⎟⎟⎟⎟⎠ . (4.37)
Again, since there is no dependence on model parameters in Ar, eq. (4.37) reduces to
Kˆ =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 ∂mAi 0 0
−∂mAi 0 0 0
0 0 0 ∂mAi
0 0 −∂mAi 0
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎝
λ1r
λ1i
λ2r
λ2i
⎞
⎟⎟⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎜⎜⎝
∂mAiλ1i
−∂mAiλ1r
∂mAiλ2i
−∂mAiλ2r
⎞
⎟⎟⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎜⎜⎝
K1r
K1i
K2r
K2i
⎞
⎟⎟⎟⎟⎟⎟⎠ ∈ R
2·2nu×nm .
The derivative matrix Bˆ is arranged for both polarisations:
Bˆ = ∂mbˆ = ∂m
⎛
⎜⎜⎜⎜⎜⎜⎝
b1r
b1i
b2r
b2i
⎞
⎟⎟⎟⎟⎟⎟⎠ ∈ R
2·2nu×nm . (4.38)
Second derivative matrices R and D consist of complex entries. Both are split in real and
imaginary parts:
R = ∂mGˆ
 · λ = ∂m
⎛
⎜⎜⎜⎜⎜⎜⎝
G1r
G1i
G2r
G2i
⎞
⎟⎟⎟⎟⎟⎟⎠

·
⎛
⎜⎜⎜⎜⎜⎜⎝
λ1r
λ1i
λ2r
λ2i
⎞
⎟⎟⎟⎟⎟⎟⎠ = ∂m
(
G1r G1i G

2r G

2i
)
·
⎛
⎜⎜⎜⎜⎜⎜⎝
λ1r
λ1i
λ2r
λ2i
⎞
⎟⎟⎟⎟⎟⎟⎠ (4.39a)
= ∂mG

1rλ1r + ∂mG

1iλ1i + ∂mG

2rλ2r + ∂mG

2iλ2i ∈ Rnm×nm , (4.39b)
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and
D = ∂mBˆ
 · λ = ∂m
⎛
⎜⎜⎜⎜⎜⎜⎝
B1r
B1i
B2r
B2i
⎞
⎟⎟⎟⎟⎟⎟⎠

·
⎛
⎜⎜⎜⎜⎜⎜⎝
λ1r
λ1i
λ2r
λ2i
⎞
⎟⎟⎟⎟⎟⎟⎠ = ∂m
(
B1r B1i B

2r B

2i
)
·
⎛
⎜⎜⎜⎜⎜⎜⎝
λ1r
λ1i
λ2r
λ2i
⎞
⎟⎟⎟⎟⎟⎟⎠ (4.40a)
= ∂mB

1rλ1r + ∂mB

1iλ1i + ∂mB

2rλ2r + ∂mB

2iλ2i ∈ Rnm×nm . (4.40b)
The observation matrix Q is also complex because it contains measured data (impedances,
see eq. (4.31)). It is split into real and imaginary parts:
Q · u = (Qr + iQi) · (ur + iui)
= Qrur −Qiui + i(Qrui +Qiur)
=
⎛
⎝Qr −Qi
Qi Qr
⎞
⎠ ·
⎛
⎝ur
ui
⎞
⎠ ,
QQ =
⎛
⎝ Qr Qi
−Qi Qr
⎞
⎠ ·
⎛
⎝Qr −Qi
Qi Qr
⎞
⎠
=
⎛
⎝ Qr Qr +Qi Qi −Qr Qi +Qi Qr
−Qi Qr +Qr Qi Qi Qi +Qr Qr
⎞
⎠ .
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In eq. (4.34b) the product QˆQˆ is used which can be written as
QˆQˆ =
⎛
⎝Q O
O Q
⎞
⎠ ·
⎛
⎝Q O
O Q
⎞
⎠
=
⎛
⎝QQ O
O QQ
⎞
⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎝
Qr Qr +Qi Qi −Qr Qi +Qi Qr
−Qi Qr +Qr Qi Qi Qi +Qr Qr
Qr Qr +Qi Qi −Qr Qi +Qi Qr
−Qi Qr +Qr Qi Qi Qi +Qr Qr
⎞
⎟⎟⎟⎟⎟⎟⎠ .
The dense sensitivity matrix Jˆ (also known as the Jacobian) can be calculated as a product of
three sparse matrices:
Jˆ = −QˆAˆ−1(Gˆ− Bˆ), (4.41a)⎛
⎝J1
J2
⎞
⎠ = −
⎛
⎝Q O
O Q
⎞
⎠
⎛
⎝A O
O A
⎞
⎠−1
⎛
⎝G1 −B1
G2 −B2
⎞
⎠ . (4.41b)
The sensitivities are a measure of the dependence of the data on changes in the model
(McGillivray & Oldenburg, 1990). Positive sensitivities mark areas where parameter increases
lead to increases in the measured quantities. Negative values represent the opposite be-
haviour.
Since the sensitivity matrix Jˆ is a dense matrix it is not calculated explicitly. In practice, the
routine multJ.m is used that can multiply Jˆ and Jˆ with an arbitrary vector. This strategy is
explained in more detail in Haber et al. (2000). The Algorithm 4 displays the routine multJ.m
as it is used in this thesis. PARDISO is applied in the case of Jˆ and Jˆ where forward problems
need to be solved for A and A. Because of the symmetrisation, the forward problem A = A
and PARDISO can be applied in either case.
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Algorithm 4 multJ.m routine
1: Given: arbitrary vector v = [v1 v2]
 ,G1,G2,B1,B2,LU decomposition of A,Q,and t
2: if t = transpose then
3: multiplication with Jˆ
4: a1 = Q
v1 and a2 = Qv2
5:
(
b1
b2
)
= PARDISO solution for a1 and a2
6: Jˆv = −
(
G1 −B1 G2 −B2
)(b1
b2
)
7: else
8: multiplication with Jˆ
9:
(
a1
a2
)
=
(
G1 −B1
G2 −B2
)
v
10:
(
b1
b2
)
= PARDISO solution for a1 and a2
11: Jˆv = −
(
Qb1
Qb2
)
12: end if
4.5 Regularisation
The need for regularisation was already discussed in Section 3.4. This also holds in the three-
dimensional case. For regularisation, common rectangular matrices that represent the iden-
tity matrix and the ﬁrst discrete derivative operator are used (Hansen, 2010).
For the three-dimensional case W1 consists of three parts: W1x, W1y , and W1z . Every part is
related to the ﬁrst partial derivatives with respect to one of the spatial coordinates x, y, and
z. The entries of W1 contain not only 1 and −1 since the cell size varies throughout the whole
grid. Scaling factors must be added.
W0 and W1 together form the regularisation matrix W:
W =
⎛
⎝k0W0
k1W1
⎞
⎠ ∈ Rnw×nm , (4.42)
where nw = nm + (nx − 1) · ny · nz + nx · (ny − 1) · nz + nx · ny · (nz − 1). The two different matrices
are weighted by the coefﬁcients k0, and k1. The resulting matrix W has a banded structure
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(compare Fig. 4.7). The ﬁrst diagonal band belongs to the identity matrix W0. The last three
bands assign W1.
0 500 1000 1500
nz = 9920
0
1000
2000
3000
4000
5000
W0
W1
W1x
W1y
W1z
nm
nm
(nx − 1) · ny · nz
nx · (ny − 1) · nz
nx · ny · (nz − 1)
Figure 4.7: Sparsity pattern of the regularisation matrix W: The ﬁrst diagonal band belongs to
the identity matrix W0. W1 contains the last three banded matrices consisting of the spatial
derivative in x-direction W1x, in y-direction W1y , and in z-direction W1z .
In the inversion algorithm, the product of WW ∈ Rnm×nm is used with the regularisation
parameter β as the weighting factor. WW is a diagonal matrix as shown in Fig. 4.8.
For the three-dimensional case, a starting value β0 is calculated at the beginning of the ﬁrst
Gauss-Newton or Newton iteration in order to balance the data residual and the regularisation
term in the Lagrangian:
β0 =
||Q(u+ u0)||2
||W(m−mref)||2
.
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Figure 4.8: Sparsity pattern of WW.
It is the quotient of data misﬁt and model norm. In the ﬁrst iteration the starting value of the
Lagrange parameter λ is set to zero and thus the penalty function consists of only two parts.
β0 brings those two parts to same magnitudes.
A cooling strategy (Haber et al., 2000; Haber, 1997) is applied where the regularisation para-
meter β is reduced in every third iteration. Thus, the inﬂuence of the regularisation decreases
as the inversion proceeds.
4.6 Validation of the derivatives: Taylor tests
In order to verify the exact calculation of the derivatives of the Lagrangian L (eq. (4.29)) a
Taylor expansion is used as described by Haber (2011, p. 38 ff.). Therefore a random vector
Δ is deﬁned as follows:
Δ =
⎛
⎜⎜⎜⎝
Δu
Δm
Δλ
⎞
⎟⎟⎟⎠ , (4.43)
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with ||Δ||2 = 1. The vector u is the electric ﬁeld, the vector m contains model parameter in
logarithmic scale, and λ is the vector of the Lagrange parameter.
The Taylor expansion can be developed this way:
L(u+ hΔu,m+ hΔm,λ+ hΔλ) = L(u,m,λ) + h∇L(u,m,λ)
⎛
⎜⎜⎜⎝
Δu
Δm
Δλ
⎞
⎟⎟⎟⎠
+
1
2
h2
⎛
⎜⎜⎜⎝
Δu
Δm
Δλ
⎞
⎟⎟⎟⎠

∇2L(u,m,λ)
⎛
⎜⎜⎜⎝
Δu
Δm
Δλ
⎞
⎟⎟⎟⎠
+O(h3), (4.44)
where ∇L is the gradient of the Lagrangian:
∇L =
⎛
⎜⎜⎜⎝
Lu
Lm
Lλ
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
QˆQˆ(u+ up) + Aˆλ
βWW(m−mref) + (Gˆ− Bˆ)λ
Aˆu− bˆ
⎞
⎟⎟⎟⎠ ,
with Gˆ = ∂mAˆ · u, Bˆ = ∂mbˆ. ∇2L is the Hessian of the Lagrangian:
∇2L =
⎛
⎜⎜⎜⎝
Lu,u Lu,m Lu,λ
Lm,u Lm,m Lm,λ
Lλ,u Lλ,m Lλ,λ
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
QˆQˆ Kˆ Aˆ
Kˆ βWW +R−D (Gˆ− Bˆ)
Aˆ Gˆ− Bˆ 0
⎞
⎟⎟⎟⎠ ,
where Kˆ = ∂mAˆ ·λ, R = ∂mGˆ ·λ, and D = ∂mBˆ ·λ. The Taylor expansion can be calculated
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as follows:
T0(h) = L(u+ hΔu,m+ hΔm,λ+ hΔλ)− L(u,m,λ) = h∇L → O(h), (4.45)
T1(h) = L(u+ hΔu,m+ hΔm,λ+ hΔλ)− L(u,m,λ)− h
⎛
⎜⎜⎜⎝
Lu
Lm
Lλ
⎞
⎟⎟⎟⎠
⎛⎜⎜⎜⎝
Δu
Δm
Δλ
⎞
⎟⎟⎟⎠ (4.46)
= h2∇2L → O(h2),
T2(h) = L(u+ hΔu,m+ hΔm,λ+ hΔλ)− L(u,m,λ)
−h
⎛
⎜⎜⎜⎝
Lu
Lm
Lλ
⎞
⎟⎟⎟⎠
⎛⎜⎜⎜⎝
Δu
Δm
Δλ
⎞
⎟⎟⎟⎠− 12h2
⎛
⎜⎜⎜⎝
Δu
Δm
Δλ
⎞
⎟⎟⎟⎠
⎛⎜⎜⎜⎝
Lu,u Lu,m Lu,λ
Lm,u Lm,m Lm,λ
Lλ,u Lλ,m Lλ,λ
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
Δu
Δm
Δλ
⎞
⎟⎟⎟⎠ (4.47)
= h3∇3L → O(h3),
where T0(h) denotes the ﬁrst order, T1(h) the second order and T2(h) the third order Taylor
expansion.
h T0(h)/h T1(h)/h
2 T2(h)/h
3
102 −4.95 · 105 −4.54 · 103 1.03
31.6 −1.87 · 105 −4.62 · 103 0.51
101 −8.75 · 104 −4.63 · 103 0.48
3.2 −5.58 · 104 −4.64 · 103 0.49
100 −4.58 · 104 −4.64 · 103 0.59
3.2 · 10−1 −4.26 · 104 −4.64 · 103 1.54
10−1 −4.16 · 104 −4.64 · 103 10.37
3.2 · 10−2 −4.13 · 104 −4.64 · 103 96.79
10−2 −4.12 · 104 −4.63 · 103 9.55 · 102
3.2 · 10−3 −4.12 · 104 −4.61 · 103 9.55 · 103
10−3 −4.12 · 104 −4.54 · 103 9.55 · 104
3.2 · 10−4 −4.12 · 104 −4.34 · 103 9.55 · 105
10−4 −4.12 · 104 −3.69 · 103 9.55 · 106
3.2 · 10−5 −4.12 · 104 −1.63 · 103 9.55 · 107
10−5 −4.12 · 104 4.88 · 103 9.55 · 108
Table 4.1: Remainder terms of ﬁrst, second and third order Taylor expansion divided by h, h2
and h3 respectively for different values of h. Where the entries are constant for different h the
expected convergence was achieved (shaded area).
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Figure 4.9: Linear convergence for T0 (green), quadratic convergence for T1 (black), and cubic
convergence for T2 (red) for different values of h.
In Tab. 4.1 the results of the Taylor test for the three-dimensional formulation of the magne-
totelluric problem are presented. The Taylor expansion terms are not shown explicitly, but as
ratios with respect to h, h2 and h3. In doing so, the expected convergence (linear in the case
of T0(h), quadratic for T1(h) and cubic for T2(h)) is gained when the ratios are constant for va-
rious values of h. Those ranges are shaded in Tab. 4.1. Fig. 4.9 shows the same issue, where
the absolute value of the Taylor expansion terms are plotted over h in a double logarithmic
scale diagram. In the regions where the curves show linear trends, the expected convergence
is reached. The steeper the rise, the higher the convergence rate: marked with green is the
linear convergence of the ﬁrst order term, assigned with black is the quadratic convergence
of the second order term and indicated with a red line is the cubic convergence of the third
order Taylor expansion term.
4.7 Solving the KKT system using the Gauss-Newton approxima-
tion
As a ﬁrst try to solve the KKT system, a robust and well established approach is taken: the
Gauss-Newton approximation or reduced Hessian method as described in Haber and Ascher
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(2001). It is very well suited as a milestone on the way to implementing the full KKT system,
because all components needed for the Gauss-Newton method are necessary in the Newton
approach as well. Gauss-Newton schemes are very common if not to say the most common
approaches in geophysical inversions (e.g. Haber et al., 2000). Since they do not utilise second
derivatives, the computational effort is manageable.
Based on the permuted KKT system in eqs (4.34a) and (4.34b) the ﬁrst two lines can be written
as
Δu = −Aˆ−1((Gˆ− Bˆ)Δm+ Lλ), (4.48)
Δλ = −Aˆ−(Lu + QˆQˆΔu+ KˆΔm)
= −Aˆ−(Lu + QˆQˆ[−Aˆ−1((Gˆ− Bˆ)Δm+ Lλ)] + KˆΔm)
= −Aˆ−(QˆJˆ+ Kˆ)Δm− Aˆ−(Lu − QˆQˆAˆ−1Lλ), (4.49)
with the sensitivity matrix
Jˆ = −QˆAˆ−1(Gˆ− Bˆ).
Line three of eq. (4.34a) is given by
KˆΔu+ (Gˆ− Bˆ)Δλ+ (βWW +R−D)Δm = −Lm. (4.50)
After inserting Δu (eq. (4.48)) and Δλ (eq. (4.49)) in eq. (4.50), we get
− KˆAˆ−1(GˆΔm− BˆΔm+ Lλ)
− GˆAˆ−(QˆJˆ+ Kˆ)Δm− GˆAˆ−(Lu − QˆQˆAˆ−1Lλ)
+ BˆAˆ−(QˆJˆ+ Kˆ)Δm+ BˆAˆ−(Lu − QˆQˆAˆ−1Lλ)
+ (βWW +R−D)Δm = −Lm. (4.51)
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After resorting, eq. (4.51) can be written as
Δm = H−1redp, (4.52a)
Hred = Jˆ
Jˆ+ βWW +R−D− S− S, (4.52b)
p = βWW(m−mref) + Kˆ(u− Aˆ−1b)− JˆQˆAˆ−1b, (4.52c)
with
S = KˆAˆ−1(Gˆ− Bˆ).
Applying the Gauss-Newton approximation, where second-order information is ignored, we
get
Δm = H−1red,GNpGN (4.53a)
Hred,GN = Jˆ
Jˆ+ βWW, and (4.53b)
pGN = βW
W(m−mref)− JˆQˆAˆ−1b. (4.53c)
Because Hred,GN is a positive deﬁnite matrix, the conventional iterative solver pcg6 is used
for solving the resulting system of equations (eq. (4.53)). Pcg (Nocedal & Wright, 2000) is an
iterative solver that belongs to the Krylov subspace methods like sQMR (explained in Section
3.5) but is more common. For preconditioning, the matrices WW are used.
4.7.1 Determining the step length
After the inversion algorithm calculated the model update Δm, a reasonable step length α
needs to be determined for which the data residual norm is reduced. Otherwise, the inversion
does not develop in the desired direction. α is usually a number between 0 and 1 and it
speciﬁes how much of the update is added to the existing model m. α = 1 means 100% of Δm
is used; α = 0 implies no update is added.
The following Algorithm 5 explains the detailed procedure to ﬁnd the right step length.
6 pcg is the abbreviation of preconditioned conjugate gradient.
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Algorithm 5 Determination of step length α
1: Given Δm, rold,and u0
2: r = 1.1 · rold
3: α = 1
4: while rold < r do
5: mnew = m+ α ·Δm
6: forward calculation for mnew to get unew
7: r = ||QGN · (unew + u0)− Zobs||22
8: α = α/2
9: if α < 10−9 then
10: return
11: end if
12: end while
It starts with α = 1, calculates the new set of model parameters mnew and the corresponding
data unew. Then, the residual r is determined and compared to the old residual rold. In the
case that new residual is smaller than rold the step length α is returned. In the case that the
new residual is not smaller than rold a next loop is done for a new α = α/2. Again, a set of
model parameters mnew = m+ α ·Δm, the corresponding data unew and the new residual are
calculated and the latter is compared to rold. This is done until α reaches a lower bound of
10−9. In that case the algorithm ends. This procedure is referred to as damped Gauss-Newton
method (Aster et al., 2005; Schwetlick, 1979).
4.7.2 Interpolation matrix and its derivative for Gauss-Newton approximation
For the Gauss-Newton approximation, we used a slightly different expression for the data
residual norm:
r = ||QGN · (u+ up)− Zobs||22. (4.54)
The product QGN · (u + up) expresses magnetotelluric data in terms of impedances Z. Matrix
QGN does not exist explicitly. It is used only as a symbolic term. Electric and magnetic ﬁeld
values at the measurement locations are determined by applying the interpolation matrices
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QEx,y and QHx,y :
E1,2x,y = QEx,y(u+ up)1,2, (4.55a)
H1,2x,y = QHx,y(u+ up)1,2. (4.55b)
The numbers ’1’ and ’2’ mark the polarisations. Using eq. (4.55), the impedance Zxx can be
computed in the following way:
Zxx =
Znxx
Zd
=
E1x ·H2y −E2x ·H1y
H1x ·H2y −H2x ·H1y
=
QEx(u+ up)1 ·QHy(u+ up)2 −QEx(u+ up)2 ·QHy(u+ up)1
QHx(u+ up)1 ·QHy(u+ up)2 −QHx(u+ up)2 ·QHy(u+ up)1
. (4.56)
The other three impedances Zxy, Zyx, and Zyy can be evaluated accordingly. Since those
impedances Z are the measured data in magnetotellurics, their derivatives with respect to
the model parameters ∂mZ are an inevitable component for the Gauss-Newton inversion. The
impedances are the relationship between the electric and magnetic ﬁeld values (see eq. (2.23)).
The derivatives of the impedances Zij = Znij/Zd (with (i, j) = (x, y)) are computed using the quo-
tient rule. The superscripts n and d stand for ’numerator’ and ’denominator’, respectively. The
denominator is the same for all four impedances. By applying the quotient rule on eq. (4.56),
the derivatives of the impedances are determined by
∂mZij =
∂mZ
n
ij · Zd − ∂mZd · Znij
(Zd)2
=
1
Zd
·
(
∂mZ
n
ij −
Znij
Zd
· ∂mZd
)
=
1
Zd
·
(
∂mZ
n
ij − Zij · ∂mZd
)
. (4.57)
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In eq. (4.57) four derivatives of the numerator ∂mZnij and the derivative of the denominator
∂mZ
d are needed. They are derived by using the product rule:
∂mZ
n
xx = QEx∂mu1 ·H2y +E1x ·QHy∂mu2 −QEx∂mu2 ·H1y −E2x ·QHy∂mu1
=
(
QExH
2
y −E2xQHy E1xQHy −QExH1y
)⎛⎝∂mu1
∂mu2
⎞
⎠
= QZxx
⎛
⎝∂mu1
∂mu2
⎞
⎠ , (4.58)
∂mZ
n
xy = QEx∂mu1 ·H2y +E1x ·QHy∂mu2 −QEx∂mu2 ·H1y −E2x ·QHy∂mu1
=
(
−QExH2x +E2xQHx −E1xQHx +QExH1x
)⎛⎝∂mu1
∂mu2
⎞
⎠
= QZxy
⎛
⎝∂mu1
∂mu2
⎞
⎠ , (4.59)
∂mZ
n
yx = QEx∂mu1 ·H2y +E1x ·QHy∂mu2 −QEx∂mu2 ·H1y −E2x ·QHy∂mu1
=
(
QEyH
2
y −E2yQHy E1yQHy −QEyH1y
)⎛⎝∂mu1
∂mu2
⎞
⎠
= QZyx
⎛
⎝∂mu1
∂mu2
⎞
⎠ , (4.60)
∂mZ
n
yy = QEx∂mu1 ·H2y +E1x ·QHy∂mu2 −QEx∂mu2 ·H1y −E2x ·QHy∂mu1
=
(
−QEyH2x +E2yQHx −E1yQHx +QEyH1x
)⎛⎝∂mu1
∂mu2
⎞
⎠
= QZyy
⎛
⎝∂mu1
∂mu2
⎞
⎠ ,and (4.61)
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∂mZ
d = QHx∂mu1 ·H2y +H1x ·QHy∂mu2 −QHx∂mu2 ·H1y −H2x ·QHy∂mu1
=
(
QHxH
2
y −H2xQHy H1xQHy −QHxH1y
)⎛⎝∂mu1
∂mu2
⎞
⎠
= QZ
⎛
⎝∂mu1
∂mu2
⎞
⎠ . (4.62)
Finally, the derivative ∂mZ can be expressed by
∂mZ =
⎛
⎜⎜⎜⎜⎜⎜⎝
∂mZxx
∂mZxy
∂mZyx
∂mZyy
⎞
⎟⎟⎟⎟⎟⎟⎠ =
1
Zd
⎛
⎜⎜⎜⎜⎜⎜⎝
QZxx − Zxx ·QZ
QZxy − Zxy ·QZ
QZyx − Zyx ·QZ
QZyy − Zyy ·QZ
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎝∂mu1
∂mu2
⎞
⎠ . (4.63)
∂mZ is the Jacobian as deﬁned in eq. (4.41) where the terms ∂mu1 and ∂mu2 are equal to
A−1(G1 −B1) and A−1(G2 −B2), respectively.
Now, the derivatives of the impedances ∂mZ for Gauss-Newton approximation are known and
can be applied in the inversion.
4.7.3 Inversion results for the Gauss-Newton approximation
The 3D-2 COMMEMI model (see Fig. 4.4) was used to run an all-at-once inversion with
the Gauss-Newton approximation where second-order information is dropped. Synthetic data
were simulated for three logarithmically equidistant frequencies between 0.01 and 0.1Hz. In
total, 90 measurement sites are located along three proﬁles at x = [−20 km, 0 km, 20 km]. Since
3% random noise is added to the data, the problem of the so-called inverse crime can be
excluded. In the case of inverse crime the data leads directly to the true model which is per-
fectly reconstructed (Mueller & Siltanen, 2012). To avoid this phenomenon, realistic data are
needed for the inversion where no exact solution can be found.
As mentioned before, inversion results for the Gauss-Newton approximation are achieved by
solving the system in eq. (4.52) with a pcg algorithm. The relative residual of 10−4 was mostly
reached within 15 pcg iterations (as shown later by red asterisks in Fig. 4.12).
The mesh that was used has 12 × 16 × 12 cells in the x-, y- and z-directions, where 4 cells of
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Figure 4.10: Inversion result for Gauss-Newton approximation: y-z-plot for x = 5, 000m. The
resulting model is shown on the left-hand and the true model is shown on the right-hand
side. The white boxes mark the borders of the anomalies.
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Figure 4.11: Inversion result for Gauss-Newton approximation: plan view for z = 3, 250m. The
resulting model is shown on the left-hand and the true model is shown on the right-hand side.
White boxes mark the borders of the anomalies. Black dots represent the measurement sites
along three proﬁles: proﬁle 1 at x = −20 km, proﬁle 2 at x = 0km, and proﬁle 3 at x = 20 km.
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z-direction are located in the air halfspace and are not involved in the inversion. This leads to
a system with about 5, 000 degrees of freedom and about 1, 500 model cells. The starting model
is a homogeneous halfspace with a low conductivity of σ0 = 10−4 S/m. Thus, we reach a high
penetration depth of the electromagnetic ﬁelds and a large sensitivity in deeper parts of the
model within the ﬁrst inversion iteration.
The reference model is the background model (layered halfspace without anomalies). A cool-
ing strategy is applied to the regularisation parameter β (see blue asterisks in Fig. 4.13).
The starting value β0 is determined as explained in Section 4.5 and it is reduced after every
third Gauss-Newton iteration. The different regularisation parts as shown in eq. (4.42) were
weighted with k0 = 2, and k1 = 10.
The spatial expansions of the inversion mesh regarding the horizontal components are xmin =
ymin = −60 km, xmax = ymax = 60 km, and in the vertical dimension zmin = 0km, and zmax =
200 km. The latter is ﬁve times the skin depth of the background model for the lowest (deepest
penetrating) frequency. The inversion mesh has the following discretisation written in Matlab
pseudocode:
x = [−60 : 10 : 60] km,
y = [−60 : 10 : −20,−15 : 5 : 15, 20 : 10 : 60] km,
z = [0, 0.5, 1, 5.5, 10, 20, 30, 115, 200] km.
The expression [−60 : 10 : 60] km means there are grid lines every 10 km from −60 km to 60 km.
Figs 4.10 and 4.11 show the resulting model in y-z-plot and x-y-plot, respectively. A loga-
rithmic colourscale was used to display the conductivities σ: yellow colours mark high and
blue colours stand for low conductivities. The inversion result for the Gauss-Newton approxi-
mation is displayed on the left-hand side. White boxes mark the borders of the anomalies. A
vertical slice through the resulting model at x = 5, 000m is displayed in Fig. 4.10. A plan view
for z = 3, 250m is shown in Fig. 4.11. Black dots represent the measurement sites along three
proﬁles: proﬁle 1 at x = −20 km, proﬁle 2 at x = 0km, and proﬁle 3 at x = 20 km. A comparison
between the model slices of true and resulting model points out that the background layered
halfspace is well recovered. Also both anomalies situated in the ﬁrst layer can be identiﬁed
whereas the more conductive feature with σ = 1S/m is not fully recovered at depth. This can be
explained with the larger signal decay in the more conductive ground. Electromagnetic ﬁelds
of same frequency are more rapidly attenuated in conductive rather than resistive ground.
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frequency f conductivity σ skin depth δ
0.01Hz 1 S/m 5 km
0.1 S/m 16 km
0.01 S/m 50 km
0.03Hz 1 S/m 2.9 km
0.1 S/m 9 km
0.01 S/m 29 km
0.1Hz 1 S/m 1.6 km
0.1 S/m 5 km
0.01 S/m 16 km
Table 4.2: Skin depth values δ for the three different frequencies f that are used in the
inversion and all conductivities σ existing in the 3D-2 COMMEMI model. δ was calculated
using eq. (2.18).
This can also be expressed by the skin depth (see Table 4.2). In contrast, the more resistive
anomaly with σ = 0.01 S/m is fully recovered in depth where it merges into the second layer.
Fig. 4.12 shows the development of the relative data residual norm during the inversion. The
blue line is decreasing rapidly from the ﬁrst to the second iteration. This is when the model is
forced towards the reference model mref. After 20 Gauss-Newton iterations the ﬁnal value of
3.6 · 10−3 is reached.
The damping of the regularisation parameter β is shown by blue asterisks in Fig. 4.13. It
starts with a value of 2 · 10−3. β is reduced every third iteration by an order of magnitude but
will not be smaller than 10−9. Red crosses display the step length parameter α which denotes
how much of the current update is added to the recent set of model parameters.
The development of the model norm ||W(m −mref)|| for the Gauss-Newton approximation is
shown in Fig. 4.14. The norm decreases during the ﬁrst iterations. That is when the regu-
larisation forces the homogeneous starting model into the layered halfspace which is the
reference model mref. From iteration 4 on, the three-dimensional anomalies are building up
and the model norm increases again.
The data (ρa,xy, ρa,yx, φxy, and φyx) for all three frequencies are plotted in Figs 4.15 to 4.20.
Green curves show observed (synthetic) data. Red dots show the development of the model
response for every third iteration. The transparency decreases for the following iterations
until dark red marks the data ﬁt of the ﬁnal iteration. The apparent electrical resistivities
ρa,xy, and ρa,yx of all three frequencies match quite well. Only the magnetotelluric phases
φxy and φyx of second and third frequency (0.03 and 0.1Hz) have a slight deviation between
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Figure 4.12: The relative data residual norm and the number of pcg (inner) iterations are
displayed as a blue line and red asterisks over the number of Gauss-Newton (outer) iterations.
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Figure 4.13: The damping of the regularisation parameter β for the Gauss-Newton approxi-
mation is shown with blue asterisks. Red crosses display the step length parameter α.
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Figure 4.14: The development of the model norm ||W(m −mref)|| for Gauss-Newton approxi-
mation.
y = −20 km and y = 0km. Due to the fact that this is in the region of the conductive anomaly,
this phase deviation can be explained by the partially recovered conductive anomaly in z-
direction between 5 and 10 km.
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On the following pages the data ﬁt curves for apparent resistivities ρa and phases φ of both
polarisations are shown frequency-sorted on double pages.
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4.8 Solving the complete KKT system (Newton-type system)
While the all-at-once approach proved to work well with the Gauss-Newton approximation,
the aim of this work is to implement the full KKT system (Newton’s method), to solve the
emerging system of equations and to obtain the inversion results.
The characteristics, such as the eigenvalues of the Hessian, highly inﬂuence how the system
can be solved. In our case, where the problem is non-linear and we start far away from
the wanted minimum, the Hessian is not positive deﬁnite. Its eigenvalues are positive and
negative (as shown in Figs 4.21 and 4.22). That means we face a saddle point problem where
the Newton step does not always point towards a descent direction and the applied line search
cannot minimise the objective function in this Newton direction.
0 1000 2000 3000 4000 5000 6000 7000 8000 9000
number of eigenvalue
-8
-6
-4
-2
0
2
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10 6
Figure 4.21: Eigenvalue distribution of the Hessian, where many eigenvalues seem to be very
close to zero.
To overcome this problem and change the eigenvalue distribution, preconditioning is applied.
For the one-dimensional magnetotelluric case (see Section 3.6) the preconditioning of the
complete KKT matrix as suggested by Haber and Ascher (2001) was applied and its effective-
ness could be shown. In the optimal case, such preconditioning shifts the eigenvalues with
the result that they are either all positive or all negative. The matrix would then be positive
deﬁnite. The difﬁculty is to ﬁnd the appropriate preconditioning matrix.
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Figure 4.22: Absolute value plot of the eigenvalues of the Hessian in logarithmic scale. It
reveals that none of the eigenvalues is zero. They only get close to zero. Half of them are
negative and the other half is postive.
4.8.1 Changes in preconditioning for the three-dimensional KKT system
The preconditioning for the three-dimensional KKT system is different compared to that of the
one-dimensional case. Here, the six step algorithm (explained in Section 3.6) is not effective
and the following routine was successfully implemented.
Therefore, the permuted KKT system is written as
Δm = H−1redp, (4.64a)
Hred = Jˆ
Jˆ+ βWW +R−D− S− S, (4.64b)
p = βWW(m−mref) + Kˆ(u− Aˆ−1b)− JˆQˆAˆ−1b, (4.64c)
with
S = KˆAˆ−1(Gˆ− Bˆ).
Hred has a very similar eigenvalue distribution to Hkkt as shown by Figs 4.21 and 4.22. About
half of the eigenvalues are negative and the other half are positive. Also, the smallest and
largest eigenvalue are many orders of magnitude apart from each other. That is why Hred
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has a large condition number and is not positive deﬁnite. Hence, preconditioned sQMR is
used for solving the system eq. (4.64). The regularisation matrices WW are employed for
preconditioning.
S, Jˆ and therefore Hred are dense matrices that cannot be calculated and stored explicitly. In
any case, the explicit values are not required by sQMR. Instead, this Krylov subspace method
needs only the product of Hred with a vector to set up the basis of the Krylov subspace. The
most straightforward way of implementation is to use a routine that realises the multiplication
of Hred (and internally JˆJˆ and S and S) with an arbitrary vector: multHred.m. The following
Algorithm 6 demonstrates the functions of this routine.
Algorithm 6 multHred.m routine
1: Given: arbitrary vector v = [v1 v2]
 ,G1,G2,B1,B2,K1,K2,LU decomposition of A,Q,and t
2: Jv = multJ(Qˆ,LU of A, Gˆ− Bˆ, t = notranspose,v)
3: JTJv = multJ(Qˆ,LU of A, Gˆ− Bˆ, t = transpose,Jv)
4: Wv = W · v
5: WTWv = βW ·Wv
6: Sv = multJ(Kˆ,LU of A, Gˆ− Bˆ, t = notranspose,v)
7: STv = multJ(Kˆ,LU of A, Gˆ− Bˆ, t = transpose,v)
8: Hredv = JTJv +WTWv +R · v −D · v − Sv − STv
The step length α is determined using the same algorithm as for the Gauss-Newton ap-
proximation (see Algorithm 5 on page 68) with one change. Line 7 is exchanged by r =
||Q · (unew + u0)||22 due to a different observation matrix Q.
4.8.2 Inversion results of the KKT system
The inversion using the full KKT system is carried out by applying the same conditions as
for the Gauss-Newton inversion (see Section 4.7). The inversion mesh is exactly the same as
well as the reference and starting model. Synthetic data were calculated for 90 sites along
three proﬁles for the 3D-2 COMMEMI model. 3% of random noise was added to the data
and therefore the phenomenon of inverse crime can be excluded as done for Gauss-Newton
approximation. The initial regularisation parameter β0 is determined with the same formula
as for the Gauss-Newton inversion and also the same cooling strategy is employed to slowly
reduce β. The actual decrease of β is shown later with blues asterisks in Fig. 4.26. It starts
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Figure 4.23: Inversion result for the complete KKT system: y-z-plot for x = 15, 000m. The result
is shown on the left and the true model is shown on the right side. The white boxes mark the
borders of the anomalies.
-5 0 5
x in m 10 4
-5
-4
-3
-2
-1
0
1
2
3
4
5
y 
in
 m
10 4 z=3250 m
p
ro
ﬁ
le
1
p
ro
ﬁ
le
2
p
ro
ﬁ
le
3
-5 0 5
x in m 10 4
-5
-4
-3
-2
-1
0
1
2
3
4
5
y 
in
 m
10 4 z=3250 m
-2
-1.5
-1
-0.5
0
0.5
1
lo
g
10
(
 in
 S
/m
)
Figure 4.24: Inversion result for the complete KKT system: plan view for z = 3, 250m. The
result is shown on the left and the true model is shown on the right side. The white boxes
mark the borders of the anomalies.
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with a large value of 2 · 10−3 that is reduced by an order of magnitude every third iteration
until a lower bound of 10−9 is reached. The regularisation matrices W0 and W1 have the same
weights as for the Gauss-Newton scheme.
Inversion results are achieved by solving the system in eq. (4.64) with a preconditioned sQMR
algorithm as described in the previous section. After 26 Newton iterations the ﬁnal data
residual of 4 · 10−3 is reached. Figs 4.23 and 4.24 show the resulting model in y-z-plot for
x = 15, 000m and x-y-plot for z = 3, 250m, respectively. In both ﬁgures, the inversion result is
plotted on the left-hand side and the true model is shown on the right-hand side. A logarith-
mic colourscale is used to display the electrical conductivities σ: yellow colours represent high
and blue colours denote low conductivities. The white boxes within the ﬁrst layer mark the
borders of both anomalies. The layered background model is well resolved. The more resistive
anomaly is fully recovered by the inversion and its connection to the second layer is found.
In the case of the conductive feature, the spatial extension in z-direction is not entirely recov-
ered. This can be explained with the higher attenuation of electromagnetic ﬁelds in conductive
ground: the skin depth δ of those ﬁelds is shallower in a conductive setting compared to a re-
sistive setting. Therefore the information from greater depths within the conductive anomaly
cannot reach the surface.
The development of the relative data residual norm during the inversion is shown by the blue
line in Fig. 4.25. It decreases rapidly within the ﬁrst iterations. This is when the starting model
is forced towards the reference model mref. Because the latter explains the data much better
than the homogeneous halfspace of the starting model the residual is reduced. It reaches its
minimum of 4 · 10−3 after 26 Newton iterations. Even though Newton-type methods can reach
locally quadratic convergence, only linear convergence can be observed here.
In the same ﬁgure, the number of sQMR (inner) iterations is plotted by red asterisks over the
Newton (outer) iterations. The allowed maximum number of iterations to reach the tolerance
of 10−4 is 10 sQMR iterations. A larger number is not effective since each sQMR iteration needs
computation time but it does not lead to a noticable inversion progress.
Red crosses in Fig. 4.26 display the step length parameter α. It is determined using Algorithm
5 on page 68 and denotes how much of the current update is added to the recent set of model
parameters.
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Figure 4.25: Decrease of the relative data residual norm for the inversion of the complete
KKT system and the number of sQMR (inner) iterations are displayed as a blue line and red
asterisks over the number of Newton (outer) iterations.
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Figure 4.26: The damping of the regularisation parameter β is shown by blue asterisks. The
step length α is indicated by red crosses for each Newton iteration.
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Fig. 4.27 shows the changes of the model norm ||W(m − mref)|| during the inversion. It de-
creases during the ﬁrst 4 iterations. This is when the regularisation forces the model towards
the background model mref. From iteration 5 on, the model builds up its three-dimensional
structure and the model norm increases again. It reaches a plateau for later iterations. This
can be explained by reaching the ﬁnal model.
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Figure 4.27: Development of the model norm ||W(m−mref)|| during the Newton inversion.
The data in the form of apparent electrical resistivities ρa,xy and ρa,yx, and magnetotelluric
phases φxy and φyx are shown in Figs 4.28 to 4.33. Green lines denote measured data, red
dots indicate model responses where the most transparent labels belong to the starting model.
Responses are plotted every ﬁfth iteration with decreasing transparency. Dark red colour
assigns the responses of the ﬁnal model. The data ﬁt the observed values quite well. There are
only slight deviations in the phases for the frequencies of 0.03 and 0.1Hz mainly on proﬁle 2.
Between y = −20 km and y = 0km the magnetotelluric phases of the model responses for both
polarisations are slightly larger than the synthetic data. This can be explained by the lesser
extent of the conductive anomaly in z-direction.
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On the following pages the data ﬁt curves for apparent resistivities ρa and phases φ of both
polarisations are shown frequency-sorted on double pages.
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4.9 Summary of three-dimensional magnetotellurics
In Chapter 4 the three-dimensional magnetotelluric forward operator was developed and vali-
dated using published data from the 3D-2 COMMEMI model. Two different inversion schemes
were implemented. The ﬁrst one is a Gauss-Newton approach where second order information
is neglected. The resulting system of equations is solved by applying pcg. The second inver-
sion scheme is the all-at-once approach that leads to a system of equations with a system
matrix that is not positive deﬁnite. Preconditioned sQMR is employed and solves this system
successfully.
The outcome is, the all-at-once inversion recovers the three-dimensional anomalies of the
3D-2 COMMEMI model as good as the conventional Gauss-Newton approach.
98
Chapter 5
Conclusions and Summary
For the presented thesis, a three-dimensional magnetotelluric modelling and inversion algo-
rithm based on an all-at-once approach was developed and fully implemented. Most of the
algorithms were programmed by the author herself. As a basis, the all-at-once approach was
realised, validated and successfully tested for the one-dimensional case. This also incorpo-
rated the application of sQMR, a Krylov subspace method for solving the resulting system of
equations. While not needed in this case, it constitutes a necessary preliminary work to adapt
the all-at-once approach to three-dimensional magnetotellurics. There, the system matrix gets
very large and is not positive deﬁnite. That is why direct solvers or conventional techniques
for solving this system of equations cannot be applied and sQMR is used instead.
Then the step to three-dimensional magnetotellurics was taken. For the implementation of
the necessary forward operator, a secondary ﬁeld approach was used. Its advantage over the
total ﬁeld approach is that the forward operator can be adapted to other electromagnetic
methods, e.g. CSEM, more easily. The three-dimensional KKT system was set up and two so-
lution strategies were tested for the 3D-2 COMMEMI model. The ﬁrst one was a Gauss-Newton
approximation of the KKT system which proved to be a good basis for the implementation of
the full KKT system. With a working Gauss-Newton inversion, a validation of the implemented
ﬁrst derivative matrices was attained. In the resulting model, the anomalies were successfully
localised. The second approach comprised the complete KKT system, which is referred to as
Newton’s method. A suitable preconditioning was found and as a result, the inversion con-
verged and the solution of the ill-posed problem could be achieved. Therefore the aim of this
thesis - successfully implementing an all-at-once inversion approach for three-dimensional
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magnetotellurics - was reached.
The comparison of the Gauss-Newton and the Newton method reveals inversion results of the
same quality. With both approaches, three-dimensional anomalies could be recovered well.
Since the Newton method uses not only ﬁrst derivative but also second derivative information
and therefore more numerical work, it takes more computational time, too. However, this
additional information also provides the potential for further research that aims for a better
convergence compared to the Gauss-Newton approach.
One idea for such developments would be to choose the regularisation parameter β in depen-
dence of the evaluated step length α. The latter can be used as an indicator for reducing β:
if α becomes small (e.g. reaches the lower bound), β can be reduced. With this improvement,
an inversion result in less steps could be received. Also, the forward calculation could be
improved by using different meshes for different frequency ranges, e.g. a separate mesh for
each order of magnitude. Hence, the solutions of the forward problem become more accurate,
which positively inﬂuences the inversion part as well. Another change that may lead to better
inversion results is adding the second derivative matrix W2 to the regularisation and thereby
receive smoother models of the subsurface. To speed up the inversion code, parallelisation
would be a promising tool to apply.
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