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I. INTR~IXJCTION 
Let 
f(x) = an+lXn - a,,%?-1 - un+lXn--2 .‘. --a,x - a,, (a,+1 = 1) (1) 
and 
g(x) = 6w,+lx” - 6,(x+-1 - 6,-1x”-2 ... -6,x - 6, (2) 
be two polynomials of degree n and m with real coefficients; m < n. Then the 
quantities si , i = - 1, 0, 1, 2 ,..., defined by 
are called Markov Parameters associated with the rational function R(x) = 
g(x)/‘(x) and the matrices 
(k = 1, 2,..., n) 
are the associated Hankel matrices of Markov Parameters. There exist simple 
recursive relations for generating the coefficients of the Hankel matrices. For 
example, in case n = m, these relations are given by [6, p. 2141 
so - a,s-, = -6, 
(3) 
G-1 - ad,-, *** -a~~~1 = --h, 
st - a,stml ... -aIs,-, -- 0 (1 - n, n + 1, n + 2 ,..* ). 
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Hankel matrices of Markov Parameters play significant roles in the computa- 
tion of the Cauchy Index of the rational function R(x) and in obtaining a 
stability criterion of the polynomialf(x). In [6, pp. 2101, it has been established 
that the Cauchy index 1’: R(x) is equal to the signature of the Hankel matrix 
Km . Also, representingf(x) in the form 
f(x) = 4(X2) + 4x2) 
and generating si , i = - 1, 0, 1, 2 ,... by 
it can be shown [6, pp. 235-2361 thatf(x) is stable (has all its zeros negative real 
parts) if and only if the quadratic forms 
?I+1 m-1 
c %+kxixk 
i,k=O 
and & Si+k+lXiXk 
(where n = 2m or 2m + 1 according as n is a even or odd) are positive definite 
and s-r > 0 when n is odd. This criterion is usually known as the Markov 
criterion of stability. 
A proof of the Markov stability criterion via the Lyapunov matrix equation 
has been obtained by Anderson [l]. 
Since the problem of obtaining the criterion of stability is a particular case 
of the general root-location problem, it is natural to investigate if the Hankel 
matrices of Markov parameters can be employed to obtain also information on 
the location of the zeros off(x) in a specified region of the complex plane. There 
are mainly two types of root-location problem discussed in the literature; one is 
the classical Routh-Hurwitz problem-a problem of finding the number of 
zeros of f(x) in a given half plane-and the other is the Schur-Cohn problem, 
which is concerned with the counting of zeros off(x) inside, outside or on the 
unit circle. The problem of obtaining a criterion of stability is a special case of 
the Routh-Hurwitz problem. 
In a recent paper [5], the author has shown how the Hankel matrix of Newton- 
Sums (Hankel matrix of Newton-Sums is just the Hankel matrix of Markov 
parameters in the particular case when g(x) = f ‘(x)) can be employed to know 
if the zeros off(x) are distinct and negative real and to find the location of zeros 
off(x) in the left half plane in some special cases. In this paper, it is demonstretd 
how both the Routh-Hurwitz and the Schur-Cohn problems can be solved 
completely, by using Hankel matrices of Markov parameters. It is shown that in 
each case, a certain symmetric matrix constructed from the associated Hankel 
matrix satisfies a Lyapunov type of matrix equation and the required information 
on the location of zeros are then obtained by applying to this matrix equation 
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recent inertia theorems due to Carlson and Schneider [3] and Wimmer and 
Zeibur [14]. 
It is to be noted that there exists a few methods in the literature, namely, the 
method of solution using quadratic forms [8], th e solution via matrix equation 
discussed by Howland [7], Ostrowski and Schneider [9], Taussky [lo], [I l] and 
Wimmer [12], [13] and the polynomial matrix method of Barnett [2] and the 
author [4] for the solution of these classical root-location problems. Besides the 
obvious mathematical interests, the proposed method of solution also seems to 
be computationally more attractive than those just mentioned, in view of the 
existence of simple recursive relations (3) for generating the elements of Hankel 
matrices. 
2. SOME LEMMAS 
In this section, we establish some lemmas which will be used later. 
LEMMA 1. Let f (x) undg(x) be two polynomials of degree n. Then the associated 
Hankel matrix of Markov parameters Hnn is such that 
AH,, = Hn,AT (4) 
where A is the companion matrix off(x). 
Proof. Let 
. . . . . . . 
a, a2 . . .*a a, 
Then 
is symmetric; as is H,, . The lemma is therefore established. 
LEMMA 2. Let 
f(-X>= 
f(x) 
then 
sk ’ = 2($+&+1 - skw$k+2 + “- + (--l)“s-l&+1) (k = 0, 1, 2 ,... ). 
(5) 
(6) 
ROUTH-HURWITZ AND SCHUR-COHN PROBLEMS 279 
Proof. Consider the identity 
We then have 
cswl + 2 + 3 + . ..) fsml - 2 + 2 - $ + -) = 1. 
Computing now the coefficients of l/~~~+~~, we obtain the desired result. 
LEMMA 3. Let 
f c-4 -- 
f(x) 
=S_,+$+~+*- 
and let V be a matrix defined by 
s-1 
SO 
v = 
.i 
0 
--S-l 
Sl -so --S-l (7) 
. . . . . . . . . . . . . . . . . . . . . . . . . 
ST&-Z -s,-2 * - * * i - * (-l)%-rs-r 
then V2 = I, where I is an identity matrix of order n. 
The above lemma can be proved using the results of Lemma 2. We however, 
present here another proof suggested by the referee. This proof is independent 
of Lemma 2. 
Before proving this lemma, let’s observe that 
s-1=-1, if n is odd 
s-, = +l, if n is even 
Proof. Let 
a(x) = a, + 2 + 2 + *.a 
and define infinite matrix A(x) by 
r’ 3 
a, 0 0 .** 0 
A(x) = a, a, 0 .*a 0 
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Hence we have an isomorphism between power series and infinite triangular 
matrices. Setting now 
a(x) = f0 
f(x) 
we have 
1 = a(x) . a(+). 
Using this isomorphism and picking off the leading n rows and columns gives 
Let 
) i’: --I,’ SL~..)=X.Y. (8) 
Then 
D = dg(l, -1, 1, -l,... ). 
D2 =I. 
From (8), we have 
I=XD.DY. 
But 
XD=DY=V. 
Hence 
LEMMA 4. Let f(x) be a polynomial of degree n and let A be the companion 
matrix off(x) same as de$ned in (5). Then 
AX $m XAT = S (9) 
has a unique solution if and only if f (- A) is nonskgular. 
Proof. Let x1 , x2 ,..., x, be the n rows of X Then the equation (9) is equi- 
valent to 
xi+1 f xiAT = si , i = 1, 2,..., n - 1 
gl aixi + xd= = sn 
where sr , s2 ,..., s, are the n rows of 5’. Eliminating x2 , x3 ,..,, x, , we get 
-$(--A) xlT = s’ (10) 
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where S’ can be easily computed in terms of A and the si . The desired result 
now follows from the fact that system (10) h as a unique solution if and only if 
f( -A) is nonsingular. 
LEMMA 5. Let f (x) and A be the same as defined in Lemma 4 and let g(x) = 
xnf( 1 ix). Then 
AXAT-X=S (11) 
has a unique solution if and only if g(A) is nonsingular. 
Proof. If xr ) x2 ,...) x,, are the n rows of X, then as in the proof of Lemma 4, 
it can be shown that the equation (11) is equivalent to 
g(A) x1’ = s”. 
This system has a unique solution if and only if g(A) is nonsingular. 
3. Two INERTIA THEOREMS 
The inertia of a matrix A is defined to be a triplet (z(A), v(A), S(A)), where 
r(A), v(A)and S(A)are respectively the numbers of eigenvalues of A withpositive, 
negative and zero real parts. It is denoted by In(A). 
Let the n x n2 matrix (N, AN, A2N,..., A”-IN) de denoted by [A, N] and 
let AT denote the transpose of A. Then 
THEOREM I (Carlson and Schneider [3]). Let A be an n x n matrix with 
S(A) = 0 and let there exist a nonsingular symmetric matrix H such that the 
matrix N given by 
AH+HAT=N 
is positive semidejkite. Then 
In(A) = In(H). 
THEOREM 2 (U’immer and Zeibur [14]). Let A be an n x n matrix and let 
there exist a symmetric matrix H such that the matrix C given by 
AHAT-H=C 
is positive semidejkite and such that rank[A, C] = n. Then A has no eigenoalues of 
modulus 1 and the number of etgenvalues of A with modulus less (greater) than 1 is 
equal to the number of negative (positive) eige-nvalues of H. 
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4. A CRITERION OF APERIODKITY 
A polynomialf(x) with real coefficients is said to be aperiodic if all its zeros 
are distinct and negative real. The concept of aperiodicity is an important 
concept in mathematical Control theory [5]. In the following, n-e present a 
criterion of aperiodicity off( x , using the Hankel matrix of Markov parameters ) 
associated with f(x) and f’(x), where f’(x) is the first derivative of ,f(x) with 
respect to .v. 
THEOREM 3. f(x) is aperiodic if and only ;f the Hunkel matrix H, ,, of Markov 
parameters associated with f(x) and f ‘( ) x is osi ive e ni e and AH,,,, is negative p t d fi t 
definite; A being the companion matrix off(x). 
Proof. Let 01~ , oip ,..., a, be the zeros of f(x). Then using the recursive 
relations satisfied by Markov parameters in this case, we easily obtain 
(12) 
The matrix H,, = (s~+~), therefore, can be written in the form 
H,, = VVT 
where row i of I’ is [oli, ~ya~,..., 01~~1, 0 < i ,< n - 1. If f(x) is aperiodic, oli are 
distinct and negative real. Then Vandermonde matrix V is nonsingular; hence 
Hnn is positive definite. Also, 
AH,,, := (si+& = Vdg(a, , a2 ,..., 01~) li* = V dg(ol, , ay2 ,..., n,,) VT 
== negative definite. 
Conversely, assume that HTzn is positive definite, AHmn negative definite. Then 
the positive definiteness of Hnn allows one to write the equation 
in the form 
AH,, = HnmAT 
H-l/2AHl/2 = fflI”ATH-‘12. 
nn n12 nn nn 
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If now 
Then 
p = H-“2AH1’2 nn nn * 
Therefore P is symmetric. Also 
A = HWPH-1’2 
nn nn 
is similar to P. 
Since A is similar to a symmetric matrix P, the eigenvalues of A (equivalently 
the zeros off(x)) are all real. Again, the nonsingularity of Hnn implies that the 
Vandermonde matrix I’ is nonsingular and therefore, ai are distinct. Also since, 
and AH,, is negative definite, CQ are all negative. 
Remarks. (a) It is interesting to note that when the necessaity condition for 
stability, namely ai < 0 for i = 1, 2 ,..., n is satisfied, the condition that AH,, 
be negative definite in Theorem 3 becomes redundant. For, positive definiteness 
of H,, implies that all the zeros of f(x) are real and distinct and since ai < 0 
for all i, f(x) must be positive for all x > 0. The zeros off(x) are, therefore, all 
negative as well. The condition that AH,, be negative definite becomes auto- 
matically satisfied now. 
(b) It is to be noted that in [5], Theorem 3 has been stated using Hankel 
matrix of Newton Sums. The relation (12), however, establishes the interesting 
fact that the Hankel matrix of Newton Sums is just Hankel matrix of Markov 
parameters associated withf(x) andf’(x). A proof given here is slightly different 
from that given in [5] and a part of it has been suggested by the referee. 
5. A SOLUTION OF THE ROUTH-HURWITZ PROBLEM 
Let f(x) be a polynomial of degree n same as defined in (I). Choose g(r) = 
f(-x) and let H,, be the Hankel matrix of Markov parameters associated with 
f(x) and g(x). Assume that H,, is nonsingular. 
Define a matrix Hh, by 
H;, = VHn, . 
Were V is the same as defined in (7). 
Then, since V2 = I, and by Lemma 1, 
AH,, = HnnAT 
(13) 
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one obtains, 
HAnAT = VAVH;, 
that is, 
H;,AT - VAVH;, = 0. (14) 
Let now 
SO it sl 0 . . . 0 0 *** w,= 0 I . 
L-1 0 . . . 0 
Then using the relations (3) and the results of Lemma 2, it can be checked 
that 
-VAV=A+ W, when n is odd 
=A- WI when n is even 
so, from (14) one gets 
AH;, + HinAT = - W,H;, = W; if n is odd 
= W,H;, = W; if n is even. 
Let hi be the ist row of Hh, and q be the first column of WI then 
h; = -(so, s1 ,..., snel) = -wlT if n is odd 
-.= (so, $1 T.'.> s,-1) = w1= if n is even. 
Therefore, both 
w; and 
are positive semidefinite matrices and each can be represented by 
(h;)T h; . 
Thus, the matrix EIk% is such, that in each case 
AH;, + HAnAT = W. (15) 
Where W is a symmetric positive semidefinite matrix. Again, since ff,‘,,, is 
nonsingular, g(x)/f(x) = f( -X)/‘(X) is in lowest terms [6, p. 2071, implying that 
f(-X) and f(z) have no common zeros. Hence f(x) does not have any purely 
imaginary zeros. Furthermore, the relative primeness off(x) and f( -.Y) implies 
that f(-A) is nonsingular [2]. 
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By Lemma 4, HL, is therefore, a unique solution of the matrix equation (15) 
and is thus necessarily symmetric1 (Hk, and (Hh# both are solution of (15) 
and by uniquenesses, HA, = (HA,)=). Also, 
is nonsingular, since H,,, is so. Application of Theorem 1 to (15) now yields 
the following theorem. 
THEOREM 4. Let f(x) and g(x) = f(-x) be two polynomials of degree n and 
let H,, be the associated Hankel matrix of Markov parameters. Assume that Hnn is 
nonsingular and define Hk, by (13). Then 
(i) f(x) does not have any purely imaginary zeros. 
(ii) The numbers of zeros off(x) with positive and negative real parts are 
respectively equal to the numbers of positive and negative eigenvalues of HA,, . 
A particular case of Theorem 4 is interesting and deserves a separate treat- 
ment. 
Let HAn be positive (negative) definite. Then by part (ii) of the above theorem, 
all the zeros of f(x) have positive (negative) real parts. 
Conversely, if all the zeros off(x) h ave positive (negative) real parts, f(x) 
and f (-x) have no common zeros. This implies that H,, and therefore, HP:, 
are nonsingular. But, since, the number of zeros off(x) with positive (negative) 
real parts is equal to the number of positive (negative) eigenvalues of HA, , Hi,, 
must be positive (negative) definite. 
One therefore obtain the following criterion of stability: 
THEOREM 4’. All the zeros off(x) have positive (negative) real parts if and only 
if Hi&, is positive (negative) de$nite. 
6. A SOLUTION OF THE SCHUR-COHN PROBLEM 
Choose g(x) = x”f (l/x) and let H,, be the associated Hankel matrix of 
Markov parameters. Assume that Hrtn is nonsingular. 
Now define a matrix 
HAn = H,,UPU-” = H,,P’ (16) 
1 The symmetricity of Hk, can also be established by computing the elements of Hhn 
directly. Thus, if HA, = (hij), then form (151, we have 
l?lj = s,+tsj.-1 - s, .gs, 1 S/-&j-l + “’ -t (- I)‘-‘sL,si,j~2 . 
By using the results of Lemma 2, it is easy to see that lz:, = hii for all i and j. 
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where 
t 
-a2 -us ... -a, 1 
lJ = --a, -a4 *-- 1 0 . . . . . . . . . . . . . . . . ..a.............. 
I 0 *'. 0 0 ! 
and 0 c. 0 0 ‘.. 01 p= O 1 ’ . 0 . -1 . i ‘0 . . . 0 0 
Note that the matrix L’ is such that U-l exists and 
Since, 
UA = ATU. 
AH,, = Hn,AT, one gets 
AH;, = H;,P’ATP’ (note that (P’)” = I). 
(17) 
(18) 
(19) 
Multiplication by AT on both sides gives 
(20) 
Now 
AH&A T - H;,P’A ‘P’A T = 0. 
P’tZTP’AT = lJPVIAT UPU-lAT 
= U(PAPA) U-l (using (19)). 
(21) 
It is easy to see that 
where 
Thus 
cw 
P’ATP’AT = U(I + U’) U-l = Z + Uu’U-l = I f W, . (23) 
Bringing now the Markov parameters s,, , s1 ,.,., s,-~ into the picture, we see 
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that the first row of U’ = (al2 - 1, a, + u1u2 ,..., u2 + a,~,) = (-s,-~ + 
%L2 + . . . + u,s, , -s,m2 + a,~,-, + ... + (gso ,..., -so). Also 
i 
1 
0 1 
#y1 = a, an2 -Tan, 
1 a, urn2 + a,-, ... : i ii 
Where x denotes (n x n) element of U-l. If U-i = (uG’), then the last row of 
U-1 can be generated by using the following recursive formula: 
u -1 la1 - 1 
u -1 ... nr - ~~- un--r+tU;; + un-1+3U;; + + a&;-, r = 2, 3 )..., n. 
It is interesting to note that the structure of the matrix U-i is such that it can 
be easily written down, once its last row is known. By direct computation, we 
now have 
%s, a,s, ... u~s,-~ 
w, = .f-Ju’lpl zzz . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
-so -sl ... 
From (20) and (23), we get AHh,AT - Hi, = HL,W, = W; . Now Wi = 
HA, W, = H,,P’ W, and it can be easily verified that 
p’w2 = 
i 
-so -sl -s, ... -sn-1 
0 0 0 0 
... 
- a..................................... 
0 0 -*- 0 0 
1 
Since the first column h, of H,, is the negative of the transpose of the first row 
of P’W, it follows that 
W; = H,, - P’W, = -h,h,’ (26) 
is a negative semidefinite matrix. Thus, 
AH&A= - H;, = W, . (27) 
Where Wi is a negative semidefinite matrix given by (26). We next show that 
n x n2 controllability matrix (Wi , AWL ,..., A”-1Wi) has rank n. 
409/68/I-19 
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Since H,, is nonsingular, it can not have a zero row or column. In particular, 
all the entries of the first row of H,,, are not zeros. Let the (z’ -(~- 1)th entry si 
be different from zero. And let zu; denote the (; $ I)th column of Wi , then 
SO 
Sl 
w; = -si . 
i: i h-1 
Sl 
9w; = -si ? 
i) s, 
SP 
A2wi = -si . 
(1 i %+1 
sn-2 
&I J.pw; = -si . 
i: i* Szn-2 
Thus 
Since Hn, is nonsingular and si + 0, rank(w; , Awi ,.,., A+lwi) = tl. This 
means that the n x n2 matrix 
(W;, AW; ,..., A”-lW;) has rank n. 
Again, as in the proof of Theorem 4, we see that the nonsingularity of H,, 
implies that f(x) and g(x) = z”f( l/x) d o not have any zero in common, which in 
turn implies that g(A) is nonsingular. By Lemma 5, Hh, is thus a unique solution 
of (27) and is therefore symmetric. We therefore conclude that the matrix Hkn 
defined by (16) is symmetric and satisfies the matrix equation (27) and further- 
more 
rank(Wk , AW; ,..,, An-‘W;) = n. 
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Applying Theorem 2 to (27), we now immediately obtain the part (a) 
of the following theorem. The proof of part (b) is similar to the proof of 
Theorem 4’. 
THEOREM 5. Let f(x) and g(x) = ~‘~f(l/x) be two polynomials of degree n 
and let H,, be the associated Hankel matrix of AIarkov parameters. 
Assume that N,, is nonsingular and define Hi,,, by (16). Then 
(a) (i) f(x) does not have any zero of modulus 1. 
(ii) The number of zeros of f(x) with modulus less (greater) than 1 is 
equal to the number of positive (negative) eigenvalues of HAn . 
(b) Ii:,, is positive (negative) definite if and only if all the zeros of f(x) 
have modulus less (greater) than unity. 
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