Compressed sensing (CS) has been used in dynamic cardiac MRI to reduce the data acquisition time. The sparseness of the dynamic image series in the spatial and temporal-frequency (x-f) domain has been exploited in existing work. In this paper, we propose a new k-t Iterative Support Detection (k-t ISD) method to improve the CS reconstruction for dynamic cardiac MRI by incorporating additional information on the support of the dynamic image in x-f space. The proposed method uses an iterative procedure for alternating between image reconstruction and support detection in x-f space. At each iteration, a truncated minimization is applied to obtain the reconstructed image in x-f space using the support information from the previous iteration. Subsequently, by thresholding the reconstruction, we update the support information to be used in the next iteration. Experimental results demonstrate that the proposed k-t ISD method improves the reconstruction quality of dynamic cardiac MRI over the basic CS method in which support information is not exploited. 
INTRODUCTION
Dynamic cardiac cine magnetic resonance imaging (MRI) is a technique to acquire a time series of images from cardiac motion at a high frame rate. It has become an important tool to study cardiovascular diseases.
The acquired data in dynamic cardiac MRI is in the spatial-frequency and temporal domain, the so-called k-t space. These data are used to reconstruct the time series of images which can be visualized to study cardiac function. The acquisition time is an important factor to minimize so that cardiac function can be accurately evaluated in a clinical workflow. Undersampling k-space accelerates the acquisition speed but may compromise spatial resolution, temporal resolution, signal-to-noise ratio (SNR), or introduce image artifacts. A range of techniques have been developed to reconstruct a high-quality image series from the undersampled MRI data by exploiting spatial and/or temporal correlations in the dynamic image series.
These spatial and temporal correlations render it feasible to estimate the missing data from undersampled measurements. Typical methods for the reconstruction of undersampled single-coil measurements include RIGR (1), keyhole (2) , view-sharing (3), UNFOLD (4), Partially Separable Function (PSF) (5-7), Kalman filter (8, 9) , PARADIGM (10) (11) (12) , and k-t BLAST (13) .
Among many advanced techniques to reduce the amount of measured data while preserving the quality of the image sequence, the emerging theory of compressed sensing (CS) (14, 15) holds great potential for significant data reduction. As a new mathematical framework for signal sampling and recovery, CS prescribes the conditions under which a sparse or compressible signal can be reconstructed exactly or with high fidelity when the sampling rate is far below the Nyquist rate, and it also provides the methods for such reconstruction. In most existing CS-based dynamic cardiac MRI methods, the basic CS formulation is used which exploits only the prior that the dynamic image series is sparse in the spatial and temporal-frequency domain (x-f space). Since additional prior information about the unknown MR images may be available for certain applications, it is advantageous to incorporate this information into the CS reconstruction.
In this paper, we study how to obtain and exploit the support information to improve CS reconstruction in dynamic cardiac MRI applications. A new method, named k-t Iterative Support Detection (k-t ISD), is proposed. The method alternates between image reconstruction and support detection in x-f space iteratively. Within each iteration, the dynamic image in x-f space is reconstructed through a truncated minimization implemented using a FOCUSS algorithm. Specifically, the truncated minimization excludes the signal at the known support (detected from the previous iteration) from the cost function of the minimization. Once the image is reconstructed in this iteration, the support information is updated by thresholding the reconstruction and used in the next iteration of image 
THEORY

Summary on Dynamic MRI Using Compressed Sensing
The application of CS in dynamic MRI is made possible by the fact that dynamic MRI satisfies the two conditions of CS (16) : the image series is sparse in a certain transform domain due to the spatial and temporal correlations, and the sampling in k-t space can be designed to be incoherent. In the CS framework, a dynamic image series is reconstructed in the x-t domain by
where x F is the Fourier transform matrix in the spatial domain, m is a vector representing the signal in the x-t domain, d is the vector for the reduced data in k-t space, and Ψ denotes the sparsifying transform.
Several methods have been proposed to apply CS in dynamic MRI (16) (17) (18) (19) (20) (21) (22) (23) . They adopt similar incoherent sampling patterns in the k-t space, but differ primarily in the sparsifying transform employed to make the image series sparse. Different CS algorithms are also used in these methods to solve the underlying minimization problem. In terms of the types of correlations used to make the image series sparse, these methods can be categorized as using (a) spatial correlation only, (b) temporal correlation only, and (c) both spatial and temporal correlations. When only the spatial correlation is exploited, the image in each frame is reconstructed individually using approaches similar to those in (24, 25) , where the sparsifying transform such as wavelet transform is applied along the spatial domain only (17) . Exploiting the temporal correlation is more useful to take advantage of the dynamic characteristics. One way to exploit the temporal correlation is to subtract the image at each frame by that from a reference frame (18) (19) (20) (21) . Due to the slow motion of dynamic features, the difference image is usually sparse. Another way is to apply Fourier transform along the temporal direction (20) (21) (22) (23) . The slow motion suggests the image series is sparse in the temporal-frequency domain. These two methods of sparsifying the image series may achieve different level of sparseness in a specific dynamic application and thus have different performance on the CS reconstruction. According to the CS theory, the sparser the signal can be, the fewer the number of incoherent measurements is needed for exact recovery. Recent work (26) compared the sparsity achieved by both methods in cardiac imaging applications and observed that the temporal Fourier transform can achieve a higher sparsity than that achieved by the temporal difference. Exploiting both the spatial and temporal correlations is more appealing to sparsify the image series. k-t SPARSE (16) exploits the temporal correlation by Fourier transform in time domain and the spatial correlation by wavelet transform in spatial domain. Three-dimensional CS (17) exploits the temporal and spatial correlations using a three-dimensional wavelet transform.
Several CS reconstruction algorithms have been used to reconstruct dynamic image series from reduced data, such as orthogonal matching pursuit (OMP) (27) , non-linear conjugate gradient algorithm (24) , and FOCUSS algorithm (28, 29) . In particular, the FOCUSS algorithm is attractive due to its low computational complexity and the fact that it can be easily adapted to solve the ( )
problem asymptotically, as shown in k-t FOCUSS (20, 21) . In this work, we also adopt the FOCUSS algorithm to facilitate efficient implementation of the proposed k-t ISD method.
Theory on Compressed Sensing with Partially Known Support
Recently, an extension of CS -CS with partially known support has been studied in (30) (31) (32) (33) (34) to incorporate the support information of a sparse signal into the CS reconstruction. It is shown through theoretical analysis and numerical study that this new technique can effectively reduce the number of measurements required to achieve a given reconstruction quality or to improve performance for a given number of measurements. The sufficient conditions for CS with partially known support have been studied theoretically and independently from the view of restricted isometry property (RIP) and null space property, respectively (31, 32) . It follows from these conditions that the number of measurements required is much less for CS with a large known support than that for the basic CS. For example, using minimization, at least 0 l 2 T + Δ measurements, including 2 Δ measurements for the unknown support Δ and T measurements for the know support T, are needed for CS with partially known support, compared to a total of 2 2 T + Δ measurements required for the basic CS (31) . This agrees with the intuition that additional knowledge about the support will reduce the number of measurements required for reconstruction. It also shows that CS with accurate support knowledge can exactly reconstruct the original signal with a higher probability than the basic CS, given the same number of measurements (30) .
The robustness of truncated minimization under noisy measurements has been studied in (31) (32) (33) .
An upper bound is given for the reconstruction error as 
Proposed k-t Iterative Support Detection (k-t ISD) Method
Based on the above theory, we propose a k-t ISD method which adaptively and iteratively learns and utilizes the support information in compressed sensing for dynamic MRI such that the images are reconstructed more accurately. The method alternates between CS reconstruction with partially known support and adaptive learning of support knowledge, which are elaborated below.
A. Compressed Sensing for Dynamic MRI with Partially Known Support
We consider the Fourier transform along the temporal direction as the sparsifying transform because dynamic cardiac MR images have been shown to be sparse in the x-f space (20) (21) (22) (23) 26) , and the support information can be readily obtained with such a transform. The data consistency constraint becomes = Fρ d , [5] where F denotes the two-dimensional Fourier transform in both k-t directions and ρ is the signal vector in
x-f domain. According to the theory on CS with partially known support, reconstruction of the signal ρ in
x-f domain can be formulated as a truncated minimization problem
when the support of the signal ρ in x-f domain has a known part T and an unknown part Δ.
In our implementation of CS with partially known support, we rewrite [6] as a weighted minimization problem and reconstruct the signal ρ in x-f domain by
where W is a diagonal weighting matrix whose diagonal element equals 1 if the corresponding element in x-f space belongs to the unknown support Δ, or equals 0 otherwise. Here we apply the FOCUSS algorithm (28, 29) to solve Eq. [7] , although many other algorithms are also applicable.
B. Adaptive Learning of Support Knowledge
It is usually difficult to obtain the exact x-f support of unknown cardiac images a priori because the signal support is patient and scan dependent (12) . The support information in x-f space has been studied and used in prior works outside the CS context. Aggarwal and Bresler (10-12) have used the x-f support to develop a patient-adapted reconstruction and acquisition dynamic imaging method (PARADIGM). They suggested that the support in x-f space for cardiac imaging should have the following features (12): (a)
The highly dynamic region (e.g., the heart region) should have a small support in the spatial domain y, but its exact location depends on the specific imaging experiment. (b) Other regions of the body may also vary temporally due to slow non-cardiac motion, but should have narrow temporal bandwidth. (c) Due to the approximately periodic heart motion, the highly dynamic region should have a banded temporal spectrum with the bands located at the multiples of the heart rate, but the width of each band is patient dependent. In order to exploit accurate x-f support information in the design of the time-sequential acquisition scheme, PARADIGM uses a pre-scan to obtain the support. Brinegar et al (7) also uses the x-f support obtained empirically to improve the reconstruction using the partially separable function model.
1) Iterative support detection
To avoid pre-scan or empirical estimate, we propose to learn the support in x-f space from the reconstructions iteratively. The idea of iterative support detection is based on a new CS algorithm by Wang and Yin (32) .
In k-t ISD, we start with a basic CS reconstruction without any support information. Because fewer k-t data are acquired than those required for perfect recovery using the basic CS construction, the initial reconstruction is poor. We then learn the support in x-f space using the locations whose values are above a threshold. This support is held fixed and used in truncated minimization for an updated reconstruction.
The support detection and signal reconstruction steps are then repeated alternately until convergence.
The above two steps can be mathematically represented as follows. In the reconstruction step of the i-th iteration in k-t ISD, the intermediate reconstruction is obtained by solving a truncated minimization problem
with a known support
, where the T denotes the complimentary set of T. Specifically, can be reconstructed by rewriting [8] as the weighted minimization problem
and solved using FOCUSS algorithm. A. In the support detection step, the support is obtained by thresholding the above reconstructed signal in x-f space
: :
2) Choice of thresholds in k-t ISD
The threshold On the other hand, large ( ) i τ will result in too few locations in the detected support and hence a large number of iterations is required for converge. Two strategies were discussed on the choice of
The first is to set
with an increasing sequence of . The second strategy is to find the "first significant jump" in the sorted sequence of the magnitude of the reconstructed signal. We find that the first strategy works well for our study when 
C. Applicability of k-t ISD
Numerical studies in (32) showed that ISD is applicable to signals with a fast decaying rate. The nonzero components of such signals have relatively large magnitude. This property ensures that even when the initial reconstruction is poor (due to insufficient measurements), the signal magnitude at the nonzero locations within the true support is likely to remain large, and thus these locations can be detected correctly by thresholding. In subsequent iterations, the magnitude at the detected nonzero locations will be corrected with the aid of improved support information through ISD. In the event that that some of the zero locations outside the true support also present large magnitude in the initial reconstruction, resulting in false locations to be included in the detected support, the ISD still converges as long as the number of wrong locations is less than the number of correct locations by a certain amount (32) .
The development of k-t ISD for cardiac cine MRI is possible because the signals in x-f space rapidly decay in magnitude. This characteristic is demonstrated in Fig.1 using three cardiac cine datasets.
METHODS
The feasibility of k-t ISD was validated on three sets of dynamic cardiac cine data. Informed consent was obtained from all volunteers in accordance with the institutional review board policy. The first was acquired on a 3T Siemens scanner (Siemens Medical Solutions, Erlangen, Germany). The steady-state free precession (SSFP) sequence was used with a flip angle of 44 degree and TE/TR = 1.5/3.0msec. The fully acquired k-t measurements had a size of 160×133×15×5 (#frequency encoding × #phase encoding × #frame × #coil). The circularly polarized mode of a 15-coil acquisition was created to give the 5 coil sets (38) used in the reconstruction. The field of view (FOV) was 350mm × 262mm and the slice thickness was 7 mm. The heart rate was 54 bpm. The second was acquired on a 1.5 T Philips scanner (Philips Medical Systems, Best, the Netherlands). The SSFP sequence was used with a flip angle of 50 degree and TR = 3.45msec. The fully acquired k-t measurements were of 256×220×25 (#frequency encoding × #phase encoding × #frame). The FOV was 345mm × 270mm and the slice thickness was 10 mm.
Retrospective cardiac gating was used with a heart rate of 66 bpm. The third was acquired on a 3T
Siemens scanner (Siemens Medical Solutions, Erlangen, Germany). The SSFP sequence was used with a flip angle of 50 degree and TE/TR = 1.7/3.45msec. The fully acquired k-t measurements were of size 256×150×17×4 (4-coil data were condensed from 12 receive coils). The FOV was 340mm × 277mm and the slice thickness was 8 mm. Prospective gating was used with a heart rate of 60 bpm.
Similar to existing methods that apply CS to dynamic MRI, the phase encoding direction is undersampled and an incoherence undersampling pattern is used to acquire the signal in k-t space. In our work, we generate a random sampling pattern using a zero-mean Gaussian distribution whose density tapers off toward the outer k-space. Other incoherent sampling schemes (22) , (36) that impose additional constraints on the sampling patterns can also be applied to the proposed k-t ISD. The central 8 phase encoding lines were fully sampled to obtain a low-resolution image used in FOCUSS algorithm. The matrix W, representing the detected support information, was initialized to an identity matrix for the first reconstruction when no support knowledge was available. For all three datasets, the threshold follows 
RESULTS
Reconstruction Quality of k-t ISD
The reconstructions with a reduction factor of R = 3 and the corresponding difference images with the reference at the 6 th frame of the 5-coil dataset are shown in Fig. 2 . The difference images were scaled appropriately to better reveal the distinctions between reconstructions. Rows show different methods with the first row for two-step OMP, the second for k-t FOCUSS, and the third for k-t ISD. The result of the k-t ISD method is after two iterations of support detection. It is seen in Fig. 2 that compared to k-t ISD, the kt FOCUSS presents more undersampling artifacts along the phase encoding direction and the two-step OMP presents more noise as indicated by arrowheads. The superiority of k-t ISD is clearly seen in the difference images. Figure 3 shows the reconstructions of the 11 th frame at R=4 as well as the corresponding difference images for the single coil dataset. Three iterations of support detection were used in k-t ISD. The results of the single-coil data lead to the same conclusion that the k-t ISD is able to suppress more artifacts and preserve more details than k-t FOCUSS. To quantify the improvement of k-t ISD over k-t FOCUSS and two-step OMP, the normalized mean-squared error (MSE) (24) between the reconstruction and the reference were calculated for the above two datasets and plotted as a function of time frame in Fig. 4 (a) and (b) respectively. The solid lines are for k-t ISD, dotted lines for k-t FOCUSS, and dashed lines for two-step OMP, respectively. The k-t ISD is seen to have a lower MSE than the other two methods for all frames.
Due to its importance in clinical diagnosis, the heart region with highly dynamic motion is considered as the region of interest (ROI) to further evaluate the proposed method. Figure 5 shows the ROI reconstructions for the 5-coil dataset with R=3 on the left column and those for the 4-coil dataset with R=4 on the right. Rows show the reference, k-t FOCUSS, and k-t ISD from top to bottom. It is evident that k-t FOCUSS presents larger aliasing artifacts than k-t ISD around the heart region. We note that the success of k-t ISD builds upon the fast-decaying property of dynamic cardiac images in the x-f space and the ability of ISD to learn the true support from poor reconstructions for such images.
Support-detection Fidelity of k-t ISD
To evaluate the fidelity of the detected support in k-t ISD, Fig. 6 compares the support maps detected after different iterations of k-t ISD with the "true" support maps of the fully sampled reference signal in xf space (with a fixed position in the frequency-encoding direction). The single-coil dataset was used with a reduction factor of 4 for k-t ISD. Because the reference signal is compressible but not exactly sparse in
x-f space, the "true" support here refers to locations with relatively large magnitude. To facilitate the comparison with k-t ISD, an iterative approach is also used to choose a decreasing sequence of thresholds from which a sequence of "true" support maps are obtained by thresholding the x-f space of the fully sampled reference. The largest threshold used for the first iteration is set to be the signal value at the corner of the sorted reference signal (shown on the lower left of Fig.1) . This curve is then truncated by excluding the portion above the threshold, and then the corner of the truncated curve is identified and set to be the threshold for the next iteration. This procedure is repeated so that the corners of each truncated curve of the sorted reference are used to determine the sequence of decreasing thresholds for the generation of the "true" support maps in Fig. 6 . It is worth noting that these thresholds are (and should be) different from those in k-t ISD because the latter are selected to detect the support from imperfect reconstructions instead of from the reference signal. The "true" support map after the first iteration shows that the most significant elements dominate the low temporal-frequency region. As the threshold decreases over iterations, the support begins to include locations of smaller elements and thus spreads from the low temporal-frequency region to other regions.
Recall that the detected support maps for k-t ISD are also generated by thresholding each reconstruction using a threshold that decreases over iterations. For the first two iterations, the detected support maps are very similar to the first two "true" support maps. This suggests that k-t ISD is able to accurately detect the low temporal-frequency locations with significant elements. As the iterations proceed, even if the number of false detections increases due to the difficulty to detect small elements using k-t ISD, the number of correct detections also increases. According to (32) , as long as the ratio between the numbers of correct and false detections is sufficiently high, further iterations still improve the reconstruction quality.
Convergence of k-t ISD and effect of threshold
The convergence behavior is an important factor in evaluating the performance of k-t ISD. Although ISD is known to converge under certain conditions (32) , these conditions are difficult to verify in practice.
In addition, the convergence behavior is largely affected by the parameter δ (i) in k-t ISD. Hence, we opt to study the convergence of k-t ISD and its dependence on δ (i) using MSE-vs.-iteration curves. Three
i+1 and 2 i+1 were used where i is the iteration number and the corresponding plots are shown in Fig. 7 when R=3 for the 5-coil dataset. The plots for other reduction factors and other datasets have the same behavior. Since strict convergence is not observed in this application, a stopping criterion is needed to terminate iterations. We calculate the normalized difference between the adjacent iterations and terminate iterations once its value is below a threshold (10 -2 used here).
It can be seen that when δ changes fast with iterations, the MSE initially decreases but then increases with more iterations. The initial decrease is because the detected support improves over iterations and so does the reconstruction quality. The subsequent increase with more iterations is due to the increased number of false locations in support detection as δ gets too large. For
iterations to an MSE value that is greater than the lowest MSE. On the other hand, slowly-changing δ will result in too few locations detected in support and thus slow convergence. For δ (i) = 2 i+1 , k-t ISD does not terminate even after 5 iterations. A moderate changing rate with δ (i) = 8 i+1 needs only 3 iterations to stop which corresponds to the lowest MSE.
Robustness of k-t ISD to Noise
All datasets tested here contain noise. In order to demonstrate the robustness of k-t ISD to even noisier measurements, different levels of white Gaussian noise were simulated and added to the acquired data, and the undersampled noisier data were used to reconstruct the dynamic images. The amount of noise added was qualified by an SNR index that was calculated as the ratio between the average intensity of selected signal region and the standard deviation of the background region in the SoS reconstruction from full measurements. In addition, we also observed that fewer iterations should be used in k-t ISD at low SNRs to prevent the threshold from being too small. This is because a higher threshold is less sensitive to noise and thus reduces false support detections for noisier data.
DISCUSSION
Relationship to Other Methods
Both k-t FOCUSS and the two-step OMP also use support information, but in different ways. In k-t FOCUSS, the temporal DC (f=0) component is predicted as ρ , which is considered as the known support in x-f space at f=0 (20) . If this known support is excluded from the cost function, then k-t FOCUSS is equivalent to a single iteration of truncated minimization with partially known support. In contrast, the proposed k-t ISD method performs multiple iterations of truncated minimizations in which the known support is iteratively updated.
In the two-step OMP (22) , the OMP algorithm is used twice for the reconstruction of the signal in x-f space and the support is detected iteratively within each OMP step, as well as after the first of the twosteps. However, the detected support sets obtained within each OMP step always increase over iterations, which is not necessarily true for the k-t ISD. This explains why k-t ISD is robust to false detections in x-f space and has a strong self-correcting capability (32) . In addition, for the two-step OMP, although the support in x-f space is updated again after the first-step by finding the significant components, the detected support is included (instead of excluded) in the second-step. This is in contrast to the proposed kt ISD, which follows the theoretical principle of CS with partially known support to perform signal reconstruction by excluding the known support. These differences contribute to the superior performance of k-t ISD over the two-step OMP in dynamic cardiac cine MRI.
Computational Complexity
The proposed k-t ISD typically requires two nested iteration loops. The outer loop (step 2 in Algorithm 
Empirical Support Knowledge
The k-t ISD is more effective when the signal in x-f space has a fast decaying rate. Otherwise, a rectangle window at the center of x-f space (entire FOV but low temporal-frequency locations) can be assumed as the known support (9, 39) . This is based on the fact that the low temporal-frequency region usually has significant values in dynamic MRI, as observed in the "true" support map in Fig. 8 . The quality of signal reconstruction largely depends on the width of the support window. A small width guarantees inclusion of the true support, but may also miss a good portion of the true support. On the other hand, a large width would include locations outside the true support. Both can lead to degraded reconstructions. The choice of width was studied in (39) and performance comparable to that of k-t ISD can be achieved when the width is selected properly.
Extensions
Although in this work we have tested k-t ISD using only dynamic cine MRI data, the framework of CS with partially known support is expected to be useful in other dynamic imaging applications, such as dynamic contrast-enhanced (DCE) MRI (17, 18, 40) , dynamic MR angiography, and functional MRI (fMRI) to improve the spatio-temporal resolution. The specific procedure should be application dependent in order to accommodate the unique characteristics of the signals in each application. For instance, in order to use iterative support detection, the requirement of a large decay rate needs to be satisfied for the signal in the domain of sparse representation. However, the x-f space of the fMRI images might not have a large decay rate. In this case, Karhunen-Loeve transform (KLT) or principal component analysis (PCA) (41) may be preferred as the sparsifying transform (20) to meet the fast-decay requirement.
k-t ISD can be easily integrated with parallel imaging (24, 42) using sensitivity encoding to further increase data reduction. It is also applicable to non-Cartesian trajectories such as radial trajectory by incorporating regridding (43, 44) or nonuniform FFT (45) . An interesting direction for future work is to investigate truncated ( ) 1 p p < l minimization for CS with partially known support to further reduce sampling requirements in dynamic MRI.
CONCLUSION
In this paper, a new method for dynamic MRI, named k-t ISD, is developed. The method iteratively learns and exploits the support knowledge in x-f space to improve CS reconstruction. The dynamic cardiac MRI experiments show that the proposed method is able to suppress more artifacts and preserve more details of dynamic images than existing CS methods such as OMP and k-t FOCUSS. 
