A family of neural network operators of the Kantorovich type is introduced and their convergence studied. Such operators are multivariate, and based on certain special density functions, constructed through sigmoidal functions. Pointwise as well as uniform approximation theorems are established when such operators are applied to continuous functions. Moreover, also L p approximations are considered, with 1 ≤ p < +∞, since the L p setting is the most natural for the neural network operators of the Kantorovich type. Constructive multivariate approximation algorithms, based on neural networks, are important since typical applications to neurocomputing processes do exist for high-dimensional data, then the relation with usual neural networks approximations is discussed. Several examples of sigmoidal functions, for which the present theory can be applied are presented.
Introduction
One of the most known proofs of the Weierstrass approximation theorem for continuous functions on [0, 1] is obtained by means of Bernstein polynomials. The corresponding result for functions in L p (0, 1), 1 ≤ p < +∞, instead, can be proved resorting to Kantorovich polynomials [29, 31] . Multivariate neural network (NN) operators, activated by sigmoidal function [16, 18] , have the form
where
. . , k s ) ∈ Z s , n ∈ N + , and Ψ σ is a suitable density function, constructed by a certain sigmoidal function, σ . Here, the symbols ⌊·⌋ and ⌈·⌉ denote taking the "integral part" and the "ceiling" of a given number, respectively. The operators F n have been used in [16, 18] to approximate, pointwise as well as uniformly, continuous functions defined on bounded domains. Here, we introduce the operators K n , which are the L p -version of the F n 's, with 1 ≤ p < +∞, in the same way that Kantorovich defined his polynomials, i.e., replacing the terms f (k/n) in (I) with the mean values n s  R n k f (u) du, where
with f : R → R a locally integrable function. Such strategy is exactly the same adopted in [7, 36, 22, 23, 15, 25, 24] , where the generalized sampling operators introduced by P.L. Butzer and his coauthors were extended to the L p -setting (see, e.g., [10, 8] ). The density functions Ψ σ , constructed by sigmoidal functions and studied in this paper, satisfy all the typical properties of the approximate identities and then can also be used as kernels for the aforementioned sampling operators, see, e.g., [8, 7, 22] . Constructive multivariate approximation algorithms based on sigmoidal functions are important since they play a central role in typical applications of neurocomputing processes concerning high-dimensional data, see e.g., [34, 30, 18] . NNs with one hidden layer can be represented as
where the b j 's, b j ∈ R, 0 ≤ j ≤ n, represent the threshold values, the a j 's, a j ∈ R s , are the weights, and the c j 's are the coefficients of the NN. Here, a j · x is the inner product in R s , and σ is the activation function of the network, see e.g., [32, 33, 21] . Usually, the activation function is a sigmoidal function. NNs are extensively used in Approximation Theory, see, e.g., [26, 30, 34, 28, 27, 17] . Some applications of NNs with sigmoidal functions to Numerical Analysis, namely to the numerical solution of Volterra integral and integro-differential equations by suitable collocation methods, have been made recently, see [19, 20] .
Anastassiou [1] was the first to establish NN approximations of the form in (I), for continuous functions, providing estimates for the rate of convergence, using NN operators of the Cardaliaguet-Euvrard and of the Squashing type [13] . He used the modulus of continuity of the function to be approximated, producing Jackson type inequalities. Subsequently, Anastassiou studied NN operators activated by the hyperbolic tangent as well as the logistic function, in both, the univariate and the multivariate case [5, 3, 4, 2, 6] .
In this paper, we study pointwise and uniform convergence of the family of NN operators of the Kantorovich type, K n , acting on continuous functions f , and defined on R. Moreover, we study the L p convergence of (K n ( f, ·)) n∈N + when f ∈ L p (R), 1 ≤ p < +∞. The latter result is established by using the density of the set of continuous functions in L p (R), and exploiting the continuity of our operators in such spaces. In this way, we are able to approximate by NN operators, functions which are not necessarily continuous and this result can be useful for a number of applications. In fact, typical real-world applications of NNs concern high-dimensional data that can be modeled by functions which, in general, are not continuous, see, e.g., [35] . Finally, several examples of sigmoidal functions, for which the theory of Kantorovich type NN operators can be applied, are shown including logistic, hyperbolic tangent, and ramp sigmoidal functions.
Preliminary results
In this section, we provide some details and recall some properties of the family of functions with which we will work with. The following was established in [16, 18] .
A measurable function σ : R → R is called a sigmoidal function, if and only if lim x→−∞ σ (x) = 0 and lim x→+∞ σ (x) = 1. Below, we consider non-decreasing functions, σ , such that σ (3) > σ (1) (which is a merely technical condition), also satisfying all the following assumptions:
For every given non-decreasing function σ , satisfying all such assumptions, we define
In the following lemma, we summarize a number of important properties enjoyed by φ σ , established in [16] and used below.
Remark 2.2. As observed in [16] , condition (Σ 2) is only needed to prove Lemma 2.1(iv). Therefore, we may drop this condition, assuming directly the weaker condition of Lemma 2.1(iv). Consequently, we can apply our theory to non-smooth sigmoidal functions as well. For more details, see [16] .
Remark 2.3. The function φ σ (x) is a "centered bell shaped function", according to the definition given in [13] .
We now define the multivariate function
In the following lemmas, we show some important properties of such a function. We denote with k = (k 1 , . . . , k s ) ∈ Z s the vectors whose components are k i ∈ Z.
converges uniformly on compact subsets of R s . (c) Denote by ∥ · ∥ the usual maximum norm of R s , i.e., ∥x∥ := max {|x i |, i = 1, . . . , s}, with x ∈ R s . For every γ > 0, we have
uniformly with respect to x ∈ R s . In particular, for every γ > 0 and for every 0 < ν < α,
where α > 0 is the constant in condition (Σ 3).
Remark 2.5. Note that, since in R s all norms are equivalent, both, convergence and order of approximation results established in Lemma 2.4(c) are independent of the choice of the specific norm being used, see [18] .
Finally the following lemma can be easily inferred.
Lemma 2.6. (I) Let x ∈ [a, b] ⊂ R and n ∈ N + , so that ⌈na⌉ ≤ ⌊nb⌋ − 1. Then: (2) .
We omit the proof of Lemma 2.6, since it is straightforward.
Remark 2.7. We emphasize that the estimates in Lemma 2.6(I) and (II), hold true, uniformly with respect to x and x. This fact is relevant since Lemma 2.6(II) will be used to prove the convergence results of the next sections.
Kantorovich-type neural network operators
In what follows, we denote by C 0 (R) the space of all real-valued continuous functions, defined on R, equipped with the sup-norm ∥ · ∥ ∞ . We now define the operators that will be studied from now on. Definition 3.1. Let f : R → R be a locally integrable function, and n ∈ N + such that ⌈na i ⌉ ≤ ⌊nb i ⌋ − 1 for every i = 1, . . . , s. The "linear positive multivariate Kantorovich-type NN operators", K n ( f, ·), activated by the sigmoidal function σ and acting on f , are defined by
, where R n k are the sets defined in (II), for every k = (k 1 , . . . , k s ) ∈ Z s , n ∈ N + and x ∈ R ⊂ R s . For n ∈ N + sufficiently large, we always obtain
Note that, the operators K n are well-defined, for instance, in case they are applied to bounded functions. Indeed, when f ∈ L ∞ (R), it is easy to see that
Moreover, we can observe that K n (1, x) = 1, for every x ∈ R and n sufficiently large.
Convergence results
First of all, we will study pointwise and uniform convergence of sequences of operators, (K n ) n∈N + . We can prove the following.
at each point x ∈ R where f is continuous. Moreover, if f ∈ C 0 (R), then
Proof. Let x ∈ R be a point of continuity of f . Using Lemma 2.6(II), we can write
Let now ε > 0 be fixed. By the continuity of f at x, there exists γ > 0 such that | f (u) − f (x)| < ε for every u ∈ R with ∥u − x∥ 2 ≤ γ . Here ∥ · ∥ 2 denotes the Euclidean norm. We now set
and
where γ > 0 in S 1 and S 2 is that fixed above. We can write:
Let us first estimate I 1 . In case of u ∈ R n k and k ∈ S 1 , we have
for n ∈ N + sufficiently large and where k/n = (k 1 /n, . . . , k s /n), then, by the continuity of f and Lemma 2.4(a),
Moreover, by the boundedness of f and by Lemma 2.4(c), we obtain
uniformly with respect to x ∈ R s . The proof of the first part of the theorem then follows by the arbitrarity of ε.
In case of f ∈ C 0 (R), the second part of the theorem follows similarly, replacing γ > 0 with the parameter of the uniform continuity of f in R.
As an easy consequence of Theorem 4.1, we can prove the following.
where ∥ · ∥ p denotes the usual L p (R) norm, with 1 ≤ p < +∞.
Proof. Let ε > 0 be fixed. We have In order to show the convergence of the family of our operators in L p , we first prove the following.
Theorem 4.3. The inequality
Being | · | p convex, we infer from Jensen's inequality and Lemma 2.6(II), that
Changing variables, setting x = (t + k)/n, we obtain
Using again Jensen's inequality, we obtain
Now, it is well known that the property (iii) of Lemma 2.1 is equivalent to the condition
with k ∈ Z, and where  φ σ (v) =  R φ σ (u)e −iuv du denotes the Fourier transform of φ σ , see [9, 7] , e.g. Then, from (3) it turns out that  R φ σ (u) du = 1, and, moreover, 
Thus, we can finally write
From Theorem 4.3, we conclude that the maps K n : L p (R) → L p (R) are well-defined. In addition, Theorem 4.3 displays a continuity property for the family of NN operators of the Kantorovich type,
We are now able to prove the following convergence result.
Proof. Let be f ∈ L p (R) and ε > 0 be fixed. Since the space C 0 (R) is dense in L p (R) with respect the norm ∥·∥ p , there exists g ∈ C 0 (R) such that ∥ f (·)−g(·)∥ p < (φ σ (2) −s/ p +1) −1 ε/2. Then, we can write, by Theorem 4.3
Finally, by Theorem 4.2,
for n ∈ N + sufficiently large, and being ε arbitrary, the proof follows.
Examples of smooth sigmoidal functions, satisfying all assumptions required by the above theory, are provided by the well known logistic function, σ ℓ (x) := (1 + e −x ) −1 , x ∈ R [11, 4, 2, 6, 17, 16] , and by the hyperbolic tangent function, σ h (x) := (tanh x + 1)/2, x ∈ R [5,3,2,17,16].
In particular, σ ℓ and σ h satisfy condition (Σ 3) for all α > 0, in view of their exponential decay to zero as x → −∞.
An example of non-smooth sigmoidal function is provided by the ramp function, σ R (x), defined as σ R (x) := 0 for x < −3/2, σ R (x) := 1 for x > 3/2, and σ R (x) := x/3 + 1/2 for −3/2 ≤ x ≤ 3/2, see [14, 12] . Condition (Σ 3) is also satisfied for every α > 0, and the corresponding function φ σ R (x) turns out to be with compact support.
Other examples of sigmoidal functions satisfying the assumptions made in our theory can be constructed starting from the B-splines of order n ∈ N + ,
where the function (x) + := max {x, 0} denotes "the positive part" of x ∈ R, see, e.g., [9] . This can be done by means of a simple procedure described in [21] . We define the corresponding sigmoidal function σ M n (x) by
Finally, as an example of sigmoidal function to which the present theory cannot be applied, we mention the (class of) Gompertz functions, defined by σ α,β (x) := e −αe −βx , x ∈ R, where α and β are real positive constants. These functions are characterized by an unsymmetrical growth, hence they fail to satisfy condition (Σ 1).
Conclusions
In this paper, we developed a theory of multivariate neural network (NN) operators of the Kantorovich type. Multivariate NN approximation finds application, for instance, in neurocomputing processes where high-dimensional data are involved. In this paper, we study the convergence of such operators in various settings, and in particular in the most interesting case of L p spaces, with 1 ≤ p < +∞. In fact, the operators K n 's represent the natural extensions of the NN operators introduced by Anastassiou in [1] to L p (R), 1 ≤ p < +∞. Our main result of the paper is having established the convergence in L p of the aforementioned family of Kantorovich-type NN operators, activated by sigmoidal functions. Hence, we are able to approximate, by means of such operators, functions that are not necessarily continuous. Moreover, pointwise as well as uniform convergence of (K n ( f, ·)) n∈N + is analyzed, when such operators are applied to continuous functions. Several examples involving logistic, hyperbolic tangent, and ramp sigmoidal functions, are given.
