Abstract
Introduction
The piecewise constant Mumford-Shah (MS) model [18] is one of the most popular models in image segmentation. In recent years, many efforts have been made to improve this model in terms of optimizability, by simplifying the objective function and formulating it as a convex energy functional [2, 7, 20] , and fidelity, by making the objective function more faithful to the underlying segmentation tasks. In image segmentation literature, improving objective function fidelity has taken several forms: (i) adding new energy terms, e.g. edge, region, and, shape prior terms [1] ; (ii) extending binary segmentation methods to multi-label segmentation [8, 26] ; and (iii) incorporating spatial relationships between labels, objects, or object parts [14] . In many image labeling tasks, some geometric relationships are known beforehand, and incorporating this information into a segmentation algorithm improves results.
In this paper, we focus on segmentation tasks where two regions must be separated by a third. Specifically, we focus primarily on the geometric constraint containment, where one region separates a second region from the background (cf. Fig. 1 ). Other geometric constraints can also be enforced using the same framework, such as detachment, where the background separates two regions. This paper addresses the problem of multi-region segmentation with these two important geometrical constraints, containment and detachment with a minimum distance (or thickness) between regions' boundaries, in a continuous framework while maintaining global optimality. We choose these two geometrical constraints due to their intuitive definitions, descriptive power, and ability to help properly segment regions with weak intensity/color appearance models. Using a continuous framework provides several advantages over discrete methods: 1) no metrication error; 2) less memory usage; 3) efficient parallelizability, and 4) allowance for sub-pixel resolution.
Previous works
Improving segmentation via encoding spatial relations between multiple target objects is not new. For example, some methods encode spatial relationships via relative interobject distances [17] while other works have incorporated fuzzy spatial relationships [9] , but those methods do not handle stricter geometric constraints such as containment. Another popular approach is to perform atlas-based segmentation, which has been particularly useful in medical image analysis applications since an atlas encodes the spatial relationships between multiple anatomical structures, or Figure 2 : Containment vs. similar configurations (h: background). According to (3), "object i contains object j" in (a) with T h(Ω h , Ω i , Ω j ) ≥ w, but the relationship between i and j in (b) and (c) is not containment.
organs [10] . However, those methods have been designed to encode constraints on a single instance of an object in an image, not multiple instances, spatially-recurring throughout the image.
A few recent works have focused on tiered segmentation to encode adjacency relationships [12, 21] . Strekalovskiy et al. [21] proposed a generalized label ordering constraint which can enforce many complex geometric constraints while maintaining convexity. This method requires that the constraint term obey the triangle inequality, a requirement that was later relaxed by introducing a convex relaxation method for non-metric priors [22] . Both [21] and [22] are designed to penalize transitions between adjacent labels, but for meaningful containment and detachment constraints, a minimum spatial distance between non-adjacent labels is required. Other recent works have focused on incorporating topological constraints into a segmentation objective function. In the continuous domain, some methods incorporate the containment constraint into their segmentation framework by simultaneously evolving a coupled surfaces [19, 23, 25, 28] . However, these works are limited to objects with two surfaces and also are limited to segmenting a single instance of each object in an image. In the discrete domain, Li et al. [16] proposed a method to segment nested objects, but their method is limited to star-shaped objects. Delong and Boykov [11] and Ulén et al. [24] proposed segmentation methods that encode geometric constraints (including containment) between distinct regions into a graph cut framework. Our work can be viewed as a continuous analogue to these works, providing several advantages, as noted earlier and as will demonstrated in Section 4.
We represent our segmentation using a single continuous labeling function, assigning each region to an interval of label values. We perform segmentation via energy minimization, and we ensure a globally optimal solution using a "functional lifting" technique, similar to what is used by Pock et al. [20] , to convexify our data energy term by reformulating the problem in a higher dimensional space. This approach exhibits several important qualities, such as the ability to deal with topological changes (e.g. spatially recurring instances of an object), and extendibility to higher dimensional images.
We introduce the containment and detachment constraints in Section 2. We show how to encode these two constraints in a continuous segmentation framework and show how our formulation can be convexified by functional lifting in Section 2.1. Section 3 explains how the energy is optimized. Different examples as well as comparisons with other popular state-of-the-art methods are given in Section 4, followed by our conclusions in Section 5.
Methodology
In this section we explicitly define containment and detachment and show how we encode them in a MS based model while maintaining global optimality.
We first consider a containment constraint in a 3 region segmentation. We divide the image domain, Ω ⊂ R 2 , into three non-overlapping parts ( Fig. 1(b) ): the outside or background region Ω h , the outer region Ω i , and the contained region Ω j , where Ω = Ω h ∪ Ω i ∪ Ω j . In many binary segmentation applications that use relaxed labeling functions, label values below 1/2 correspond to background and values above 1/2 correspond to foreground. We extend this definition as follows. Given a label set Γ = [0, 1], we define our labeling function u : Ω → Γ, such that
To precisely define containment, we introduce a function that measures the thickness of the outer region Ω i :
We define containment for 3 regions as:
Definition 1 (Containment). We say object i contains object j with thickness w if and only if
We note that
An example is shown in Fig. 2 (a) where the light gray object, i, contains the dark gray object, j, with a minimum thickness of w. The related configurations between i and j seen in Fig. 2 (b) and (c) are not containment based on our definition in (3). However, (b) can be seen as containment in a 4 region segmentation: i contains the interior white region, and the interior white region contains j.
Given an input image 1 I : Ω ⊂ R 2 → R, for objects i and j and the background h, let μ i , μ j and μ h be constant approximations of the regional intensities and define
To segment I such that i contains j we solve the following energy minimization problem:
Here ∇ x is the gradient in x and y directions, g = (g h , g i , g j ), and ρ(x, u(x), g) : Ω → R + is a non-negative data term that encourages u to satisfy (1), e.g.
For convenience, we often let ρ be a function of g implicitly, and write ρ(x, u(x)).
Constraining u to D, E(u, g) ensures that object j and object h have no shared boundaries, resulting in j being contained in i. In other words, the segmentation corresponding to u cannot abruptly change from object j to object h, and thus the value of u cannot change from u ≥ 2/3 to u ≤ 1/3 in a distance less than w.
This leads us to the fact that the constraint T h(Ω h , Ω i , Ω j ) ≥ w can be replaced by the more convenient constraint |∇ x u| ≤ 1 3w , which limits the rate that u can change spatially. This lets us rewrite D as
To better understand the equivalence of these constraints, let's consider the example shown in Fig. 3 . Here, a black and white image is segmented into three regions, with μ h corresponding to black pixels, μ i corresponding to (nonexistent) gray pixels, and μ j corresponding to white pixels. Fig. 3(b) illustrates the labeling function u corresponding to the segmentation in Fig. 3(a) , with no thickness constraint. Here, u becomes discontinuous (unbounded |∇ x u|) in order to avoid assigning any pixels to the exterior object i. By enforcing the restriction |∇ x u| ≤ 1 3w , u is not able to jump from < 1/3 (background) to ≥ 2/3 (white object) in less than distance w (Fig. 3(d) ). By restricting u, we force the white object to be contained by an intermediate region of thickness of w (cf. Fig. 3(c) ). We note that if w is large enough, the energy increase from hallucinating the intermediate region in Fig. 3 (c) will become greater than the energy increase from not segmenting the inner white region, and the result will be u = 0 across the image.
Using a similar formulation to containment, we can incorporate a constraint ensuring two regions are detached. (1), is used to segment the white object from the black background, while the intermediate region has zero thickness. In (b), we see the u corresponding to (a). Without a thickness constraint, u is allowed to become discontinuous, skipping over the interval corresponding to the intermediate region, i.e. Ω i in (1). In (c), we see how the segmentation changes when the thickness constraint (3) is enforced, with the intermediate region being hallucinated around the white object. In (d), we see the u corresponding to (c). By bounding the rate of change of u, a band of thickness w must be assigned to the intermediate region.
Definition 3 (Detachment). Object i and object j are detached with thickness w if and only if
In other words, object j does not share a boundary with object i, thereby ensuring a separation between i and j by enforcing the labeling function u to pass through the background, h, as it travels from i to j. To encode detachment, we simply swap g h and g i in (4). Now, we note that the data term (5) is not convex, making standard gradient descent based optimization schemes prone to local minima. In the next section, we discuss how to convexify (4) and thus find a globally minimizing segmentation.
Function convexification
We use a "functional lifting" technique similar to the one proposed by Pock et al. [20] (motivated by Ishikawa's work in the discrete Markov random field setting [15] ) to transfer our energy functional to a higher dimensional space, where it becomes convex. The objective is to solve the following minimization problem
The first term is a convex total variation (TV) term, but the second term ρ(x, u(x)) can be non-convex. To lift the original energy to a higher dimensional space, we represent u in terms of its super level set,
u can be recovered from ϕ via the layer-cake formula
The TV term in (8) can be re-written with respect to ϕ using the generalized co-area formula [13] :
By observing that
, where δ(·) is the Dirac delta function, the data term in (8) can then be re-written as [20] :
Now, using (11) and (12), the equivalent form of (8) is
(13) Note that the non-convex function ρ does not depend on ϕ any more and (13) is convex in ϕ. As the last stage of convexification, ϕ, (9) , is relaxed so it varies continuously between zero and one, i.e. ϕ ∈ Ω × Γ → [0, 1]. To recover u, we threshold ϕ and apply (10) . Now, it is not immediately clear what form the constraint {ϕ|u ∈ D} will take. If we ignore the thickness constraint from D, we could use ϕ ∈ D 1 where
It is evident from (9) that every ϕ constructed from the super level sets of some u are in D 1 .
We now present a theorem describing how to enforce the thickness constraint in ϕ. Let ∇ 3 ϕ be the gradient of ϕ in all components, i.e.
is satisfied by any u constructed by thresholding ϕ at some value and applying (10) . Proof: The gradient of ∇ 3 ϕ at point (x, y, γ) is perpendicular to its level set surface at that point. That is, if we let L ν to be the ν-level surface of ϕ, let v 1 be tangent to L ν at (x, y, γ), and let v 2 = ∇ 3 ϕ(x, y, γ) , then v 1 , v 2 = 0.
Based on (9), u is a level set of ϕ no matter where ϕ is thresholded. The standard technique for finding a vector tangent to the surface defined by u is to choose a unit vector in x and y and set the γ component equal to the rate of change of u in the chosen direction. Specifically, this means
is tangent to the surface u, and thus is orthogonal to ∇ 3 ϕ at any point (x, y, u(x, y)). Thus
where the last step uses
The objective now is to solve:
Optimization
Due to the discontinuity in the Euler-Lagrange equation of (21), we use a primal-dual algorithm, [4, 5] , to obtain the global solution. Defining the dual variable p = (p 1 , p 2 , p 3 ) T , we can write the total variation part of (21) as
where p = (p 1 , p 2 ). In (21), recalling that −1 ≤ ∂ γ φ ≤ 0, it can be easily shown
Using these dual variables, the optimization problem of (21) becomes a min-max problem arg min
Combining the constraints in (23) and (24) gives [20] 
a cylinder with radius one, open on one end (cf. Fig. 4(a) ).
Recalling that ∂ γ ϕ ≤ 0, p 3 that maximizes (26) is always as negative as possible, i.e. p 3 = −ρ. Thus for C = C 1 , the maximizing p is always on the circle at the base of the cylinder, highlighted in red in Fig. 4(a) . Unfortunately, while minimizing ϕ over D 1 can be done efficiently, the gradient magnitude constraint D 2 imposes (in order to enforce the thickness constraint) makes the minimization of (26) for ϕ difficult.
We will show that by moving the burden of enforcing the thickness constraint to the dual space, the optimization problem becomes much easier. Specifically, we will constrain ϕ to D 1 , and introduce a new space for the dual variables, C 2 , satisfying the following properties:
3. if ϕ does not satisfy (15) then (26) becomes arbitrarily large and that choice of ϕ will be disallowed:
Note that since (15) must be enforced at each spatial location, conditions 2 and 3 must also hold at each spatial location, thus the integrals are dropped from (26) .
Theorem 2. A set that satisfies the three above conditions is the truncated cone defined by
Proof. As a truncated cone, C 2 is convex, so condition 1 is satisfied. To show 2 and 3 are satisfied, we will determine, for a given ∇ 3 ϕ, the value of (15) is not satisfies p becomes ∞. (c) When (15) is satisfied we obtain the same solution as (a).
We first note that the circle at the base of the truncated cone is the same as the circle at the base of the cylinder defined by C 1 . Thus, if the p maximizing (31) lies on this circle (the red set in Fig. 4(c) ), then (28) is satisfied. We now simplify this problem by reducing the possible forms for ∇ 3 ϕ and p.
Since the condition (15) and C 2 are rotationally symmetric with respect to the first two components, we can assume the second component of ∇ 3 ϕ is 0, i.e. rotating ∇ 3 ϕ does not change (31). Further, if ∇ 3 ϕ is scaled by some constant, the maximizing p is not changed. Thus, we let ∇ 3 ϕ = ( , 0, a) , where = |∇ x ϕ| is held constant and ∂ γ ϕ = a ≤ 0 is the only free parameter.
The maximizing p is always on the boundary of C 2 , since scaling p until it is on the boundary increases (31). Further, the first two components of the maximizing p must align with the first two components of ∇ 3 ϕ, so p 2 = 0.
If p is on the circle at the base of the cone, it would take the form p = (b, 0, −ρ), where 0 ≤ b ≤ 1 is a free variable, and (31) becomes
which is maximized for b = 1, i.e. a p on the edge of the circle (the red set in Fig. 4(c) ), so no maximizing p is on the inner part of the circle. If p is on the surface of the cone, it would take the form p = (3w(b + ρ) + 1, 0, b) (from (30)), where b ≥ −ρ is a free variable. This gives Fig. 4(c) ), which implies (28) is satisfied. If (3w + a) > 0, (34) is maximized by b → ∞, and (31) gets arbitrarily large, satisfying (29) (cf. Fig. 4(b) ).
To complete the proof, we note that (3w + a) ≤ 0 is equivalent to the thickness constraint (15):
To find the optimal solution for ϕ ∈ D 1 and p ∈ C 2 , we perform the following primal and dual steps [3] : Primal step Find the minimum ϕ for a fixed p:
Dual step Find the maximum p for a fixed ϕ:
t ϕ and t p are the step sizes of the primal and dual update equations (here we used t ϕ = 0.01 and t p = 5).
The solutions of (37) and (38) are derived from the EulerLagrange equations and projecting the obtained solutions to their valid sets (cf. Algorithm 1 in Appendix A). After finding the global solution for the relaxed optimization problem, the labeling function u is recovered by thresholding ϕ at 0.5 and applying (10) . It can be proven that thresholded minimizers of the relaxed problem are the minimizers of the binary problem (13) (cf. Appendix B).
We note that our framework can be extended to multiple nested regions by dividing Γ into more than 3 intervals in (1) . The thickness constraint between consecutive regions can be set by adjusting w and the interval length for each region in (1).
Experiments and discussion
In this section, we demonstrate advantages of our work over popular state-of-the-art segmentation methods and compare our framework with the analogous discrete work of Delong and Boykov (DB) [11] .
Synthetic data
In our first experiment, we compare our method with DB in terms of memory usage and metrication error on a simple synthetic example.
Metrication error is defined as the artifacts which appear in graph-based segmentation methods due to penalizing region boundaries only across axis aligned edges. In Fig. 5 , the goal is to segment the three-region object from the background. Fig. 5(b-d) resulted from DB's method for 4, 8 and 16 graph connectivity. Note the metrication artifacts in Fig. 5(b-c) . Increasing the graph connectivity reduces metrication error, but also increases memory usage. Memory usage of our method and the graph-based methods is seen in Fig. 5(f) . The red curve in Fig. 5(f) illustrates the metrication error (1 -Dice similarity coefficient(DSC)) vs. memory usage of [11] for 4, 8 and 16 connectivity, while the green circle represents our method. Here, removing the metrication error in the graph-based method requires 16 connectivity, even for these smooth objects. This requires ∼10 times more memory than our method (0.80 vs. 7.92 MB).
Microscopy/Histology cell segmentation
We applied our method to a set of 20 different histology and microscopy images consist of multiple instances of multi-region cells. In these experiments, we show how containment and detachment with thickness constraints are useful for cell segmentation and compare our method with DB [11] in terms of memory usage and metrication error. Fig. 6 shows a typical microscopy image with multiple cells, where nuclei are typically contained inside a cell membrane. Fig. 6(b) and (c) show the segmentation results with a thickness of w = 2 pixels for DB (with 4-connectivity) and our method, respectively. Metrication error can be clearly seen in Fig. 6(b) . Our method also requires less memory (7.91 MB vs. 33.90 MB).
Changing the thickness of the containing region allows us to control which objects are segmented. In Fig. 6(a) , to exclude the abnormal cells (arrows) from the segmentation, we increase the thickness of the outer region (membrane) from 2 to 10 pixels, resulting in Fig. 6(d) . In DB, increasing the thickness requires more edges be added to the underlying graph, and increasing the thickness from 2 to 10 pixels requires an extra ∼313.41 MB memory, an almost 10-fold increase. Thickness can be increased in our method by simply changing the value of w. Fig. 6 (e) demonstrates the usage of a detachment constraint (cf. (7)), identifying nuclei that are not surrounded by a cell membrane. Fig. 8 shows results for 7 other images, comparing segmentations generated using a continuous method without a containment constraint [20] , DB with 4 connectivity, and our method. These results illustrate the importance of a containment constraint (first column) and also show the effects of metrication error (second column). Table 1 summarizes the mean accuracy and memory usage of the 3 methods across all 20 images, and Fig. 7 compares the memory usage vs. image size of our method and DB across all 20 images. We note that some of the images (e.g. the bottom two rows in Fig. 8 ) have 4 regions segmented, and Fig. 7 shows that the memory usage in graph-based methods tends to increase proportionally more than our continuous method in these cases.
On average, our method converges after 200 iterations for a 256 × 256 image. Using non-optimized MATLAB code on a standard 2.3 GHz CPU with 6GB RAM, the graph cuts-based method [11] tends to run 2-3 times faster than our method but with more memory usage. 
Conclusion
We introduced a variational framework to augment the conventional MS model for segmenting multi-region objects. We proposed a labeling function that allows us to enforce useful geometric constraints such as containment and detachment. By using this framework, a user can easily apply high level intuitive geometric constraints to improve segmentation results without the need for a deep understanding of how the method works. Our method compares favorably with analogous graph cuts-based methods in terms of metrication error and memory efficiency.
