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Abstract. Two main existence theorems are proved for two nonstandard systems of
parabolic initial-boundary value problems. The systems are based on the “φ-η-θ model”
proposed by Kobayashi [RIMS Koˆkyuˆroku, 1210 (2001), 68–77] as a phase-field model
of planar grain boundary motion under isothermal solidification. Although each of the
systems has specific characteristics and mathematical difficulties, the proofs of the main
theorems are based on the time discretization method by means of a common approx-
imating problem. As a consequence, we provide a uniform solution method for a wide
scope of parabolic systems associated with the φ-η-θ model.
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Introduction
Let 0 < T < ∞ be a constant, 1 < N ∈ N have a fixed value, and Ω ⊂ RN be a
bounded domain with a smooth boundary ∂Ω. We denote by ν∂Ω the unit outer normal
vector on ∂Ω, and we set Q := (0, T )× Ω and Σ := (0, T )× ∂Ω.
Further, let ν ≥ 0 and u ∈ R be constants. In this paper, two themes, concerning two
nonstandard systems of parabolic variational inequalities, are addressed. In the first, we
assume ν > 0 and consider the following coupled system of parabolic type initial-boundary
value problems, denoted by (S)ν .
(S)ν :
wt −∆w + ∂γ(w) + gw(w, η) + αw(w, η)|∇θ|+ νβw(w, η)|∇θ|2 ∋ 0 in Q,
∇w · ν∂Ω = 0 on Σ,
w(0, x) = w0(x), x ∈ Ω;
(0.1)

ηt −∆η + gη(w, η) + αη(w, η)|∇θ|+ νβη(w, η)|∇θ|2 = 0 in Q,
∇η · ν∂Ω = 0 on Σ,
η(0, x) = η0(x), x ∈ Ω;
(0.2)

α0(w, η) θt − div
(
α(w, η)
∇θ
|∇θ| + 2νβ(w, η)∇θ
)
= 0 in Q,(
α(w, η)
∇θ
|∇θ| + 2νβ(w, η)∇θ
)
· ν∂Ω = 0 on Σ,
θ(0, x) = θ0(x), x ∈ Ω.
(0.3)
Here, w0 = w0(x), η0 = η0(x), and θ0 = θ0(x) are given initial data on Ω, ∂γ is the
subdifferential of a proper lower semi-continuous (l.s.c.) and convex function γ = γ(w)
on R, and g( · ) = g(w, η), α0 = α0(w, η), α = α(w, η), and β = β(w, η) are given real-
valued functions. The subscripts “w” and “η” denote differentials with respect to the
corresponding variables.
The system (S)ν is based on the “φ-η-θ model” proposed by Kobayashi [25] as a
mathematical model of planar grain boundary motion under an isothermal solidification.
Since this model was presented as an advanced version of the “Kobayashi-Warren-Carter
model” of grain boundary motion, proposed by Kobayashi et al. [27, 28], our themes are
related to the previous work (e.g., [16, 18–20, 24, 26–29, 34, 35, 39, 40]) associated with
the Kobayashi-Warren-Carter model. According to the modeling method of [25], (S)ν is
derived as a gradient system of a governing free energy, defined as follows:
[w, η, θ] ∈ [H1(Ω) ∩ L∞(Ω)]× [H1(Ω) ∩ L∞(Ω)]×H1(Ω)
7→ Fν(w, η, θ) := 1
2
∫
Ω
|∇w|2 dx+ 1
2
∫
Ω
|∇η|2 dx+
∫
Ω
γ(w) dx (0.4)
+
∫
Ω
g(w, η) dx+
∫
Ω
α(w, η)|∇θ| dx+ ν
∫
Ω
β(w, η)|∇θ|2 dx.
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In this context, the constant u is the relative temperature with critical degree 0, and
the unknown w = w(t, x) is an order parameter to indicate the solidification order of the
polycrystal. The unknowns η = η(t, x) and θ = θ(t, x) are components of the vector field
(t, x) ∈ Q 7→ η(t, x) [ cos θ(t, x), sin θ(t, x)] ∈ R2,
which was adopted in [27, 28] as a vectorial phase field to reproduce the crystalline orien-
tation in Q. Here, the components η and θ are order parameters to indicate, respectively,
the orientation order and angle of the grain. In particular, w and η are taken to sat-
isfy the constraints 0 ≤ w, η ≤ 1 in Q, and the cases [w, η] ≈ [1, 1] and [w, η] ≈ [0, 0]
are respectively assigned to “the solidified-oriented phase” and “the liquefied-disoriented
phase,” which correspond to physically meaningful phases. Hence, we suppose that
(g0) (double-well graph) the function
[w, η] ∈ R2 7→ G(w, η) := γ(w) + g(w, η) ∈ (−∞,∞]
may have just two minimums, around [1, 1] and [0, 0], and moreover, if the temper-
ature u is sufficiently lower than (resp. higher than) the critical degree, then this
function has a unique minimizer around [1, 1] (resp. [0, 0]) (cf. [1, 8, 14, 38]).
In light of (g0) and the existing phase transition models (e.g., [1, 8–10, 14, 17, 22, 32, 33,
37, 38]), we can consider the following settings as possible expressions of the double-well
functions:
(g1) (standard polynomial)
γ(w) := 0
g(w, η) := c
[
1
4
w2(w − 1)2 − uw2
(
w
3
− 1
2
)]
+
1
2
(w − η)2 for all w, η ∈ R,
and therefore G( · ) = g( · ) on R2 (cf. [1, 8, 14, 32, 38]);
(g2) (logarithmic constraint)
γ(w) :=
1
2
(
w logw + (1− w) log(1− w))
with γ(0) = γ(1) := 1
g(w, η) := − c
2
(
w − u− 1
2
)2
+
1
2
(w − η)2
for all w, η ∈ R,
and therefore the range of w is constrained to the open interval (0, 1) (cf. [17, 37]);
(g3) (non-smooth constraint)
γ(w) := I[0,1](w)
g(w, η) := − c
2
(
w − u− 1
2
)2
+
1
2
(w − η)2
for all w, η ∈ R,
and therefore w is constrained to the compact interval [0, 1] (cf. [9, 10, 22, 33, 38]).
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Here, c > 0 is a constant, and for any K ⊂ R, IK denotes the indicator function on K,
i.e.,
τ ∈ R 7→ IK(τ) :=
{
0, if τ ∈ K,
∞, otherwise.
Kobayashi [25] adopted a setting such that • the functions γ and g( · ) are given in accordance with (g1),• α0(w, η) = α(w, η) := η2/2 and β(w, η) := w2/2 for [w, η] ∈ R2. (0.5)
Applying this, the original profile of the φ-η-θ model in [25] is described by
wt −∆w + cw(w − 1)
(
w − u− 1
2
)
+ (w − η) + νw|∇θ|2 = 0 in Q, (0.6)
ηt −∆η + (η − w) + η|∇θ| = 0 in Q, (0.7)
η2θt − div
(
η2
∇θ
|∇θ| + 2νw
2∇θ
)
= 0 in Q, (0.8)
with the initial-boundary conditions as in (0.1)–(0.3).
From a mathematical point of view, there do not appear to be great differences be-
tween (0.1) and (0.2). However, from the original profiles (0.6)–(0.8), it can be seen that
(0.2) corresponds to the equation for the mobilities of grain boundaries (interfaces) as in
Kobayashi-Warren-Carter [27], while (0.1) is an Allen-Cahn type equation to reproduce
“interfacial diffusions,” as in the models of phase transitions.
Next, in our second theme, we consider a limiting system (S)ν as ν ց 0, similarly to
the case with ν = 0. This is denoted by (S)0 and formally described as follows.
(S)0 : 
wt −∆w + ∂γ(w) + gw(w, η) + αw(w, η)|Dθ| ∋ 0 in Q,
∇w · ν∂Ω = 0 on Σ,
w(0, x) = w0(x), x ∈ Ω;
(0.9)

ηt −∆η + gη(w, η) + αη(w, η)|Dθ| = 0 in Q,
∇η · ν∂Ω = 0 on Σ,
η(0, x) = η0(x), x ∈ Ω;
(0.10)

α0(w, η) θt − div
(
α(w, η)
Dθ
|Dθ|
)
= 0 in Q,
α(w, η)
Dθ
|Dθ| · ν∂Ω = 0 on Σ,
θ(0, x) = θ0(x), x ∈ Ω.
(0.11)
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Taking these together, we set the functional
[w, η, θ] ∈ [H1(Ω) ∩ L∞(Ω)]× [H1(Ω) ∩ L∞(Ω)]×BV (Ω)
7→ F0(w, η, θ) := 1
2
∫
Ω
|∇w|2 dx+ 1
2
∫
Ω
|∇η|2 dx+
∫
Ω
γ(w) dx (0.12)
+
∫
Ω
g(w, η) dx+
∫
Ω
α(w, η)|Dθ|
as the corresponding free energy in (S)0.
Because of the absence of the term νβ(w, η), the limiting system (S)0 may appear
to be a simplified version of (S)ν when ν > 0. However, it must be noted that the
definition (0.12) of the limiting free energy F0 in this system includes a nontrivial term∫
Ω
α(w, η)|Dθ|. The spatial gradients Dθ in (0.9)–(0.11) necessitate much more delicate
mathematical treatment than ∇θ in (0.1)–(0.3).
Now, the objective of this paper is to establish a uniform solution method for the
systems (S)ν for all ν ≥ 0, including their relaxed versions. We here adopt an analytical
approach based on time discretization and set the goal to prove two main theorems:
Main Theorem 1. There exists a solution to (S)ν for each fixed ν > 0.
Main Theorem 2. There exists a solution to (S)0.
The plan of this paper is as follows: In the next section, we set forth some specific
notation. In Section 2, we state our two main theorems with proper definitions of the
solutions to the respective systems. In Section 3, we present approximating problems for
our systems and supply some auxiliary lemmas aimed at the method of obtaining the
approximating solutions. The approximating problems are provided in the forms of time
discretization of (S)ν for ν > 0, and the existence and uniqueness of the approximating
solutions are proved in the following Section 4. Sections 5 and 6 are devoted to the
proofs of Main Theorems 1 and 2, respectively. Finally, we add an Appendix to make
supplementary statements for some preliminary facts and the solutions to our systems.
1 Preliminaries
First we elaborate the notation used throughout.
Notation 1 (real analysis) For arbitrary a0, b0 ∈ [−∞,∞], we define
a0 ∨ b0 := max{a0, b0} and a0 ∧ b0 := min{a0, b0},
and for arbitrary −∞ ≤ a ≤ b ≤ ∞, we define the truncation function (operator)
T ba : R→ [a, b] by letting
r ∈ R 7→ T ba r := a ∨ (b ∧ r) ∈ [a, b].
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Let d ∈ N take any fixed value. We denote by |x| and x · y the Euclidean norm of
x ∈ Rd and the standard scalar product of x, y ∈ Rd, respectively, as usual, i.e.,
|x| :=√x21 + · · ·+ x2d and x · y := x1y1 + · · ·+ xdyd
for all x = [x1, . . . , xd], y = [y1, . . . , yd] ∈ Rd.
For arbitrary x = [x1, . . . , xd] ∈ Rd and y = [y1, . . . , yd] ∈ Rd, we say that x ≤ y or y ≥ x
if xk ≤ yk, for k = 1, . . . , d.
The d-dimensional Lebesgue measure is denoted by L d. Also, unless otherwise speci-
fied, the measure-theoretic phrases such as “a.e.,” “dt,” “dx”, and so on, are with respect
to the Lebesgue measure in each corresponding dimension. For a (Lebesgue) measurable
function f : B → [−∞,∞] on a Borel subset B ⊂ Rd, we denote by [f ]+ and [f ]−,
respectively, the positive and negative parts of f , i.e.,
[f ]+(x) := T ∞0 f(x) and [f ]
−(x) := −T 0−∞f(x), a.e. x ∈ B.
Notation 2 (abstract functional analysis) For an abstract Banach space X , we de-
note by | · |X the norm of X , and when X is a Hilbert space, we denote by ( · , · )X its
inner product. For a subset A of a Banach space X , we denote by int(A) and A the
interior and the closure of A, respectively.
Fix 1 < d ∈ N. Then, for a Banach space X the topology of the product Banach space
Xd :=
d times︷ ︸︸ ︷
X × · · · ×X
has the norm
|z|Xd :=
d∑
k=1
|zk|X , for z = [z1, . . . , zd] ∈ Xd.
However, if X is a Hilbert space, then the topology of the product Hilbert space Xd has
the inner product
(z, z˜)Xd :=
d∑
k=1
(zk, z˜k)X , for z = [z1, . . . , zd] ∈ Xd and z˜ = [z˜1, . . . , z˜d] ∈ Xd,
and, hence the norm in this case is provided by
|ζ |X :=
√
(z, z)Xd =
( d∑
k=1
|zk|2X
)1/2
, for z = [z1, . . . , zd] ∈ Xd.
For a Banach space X , we denote the dual space by X∗. For a single-valued operator
A : X → X∗, we write
A z = [A z1, . . . ,A zd] ∈ [X∗]d for any z = [z1, . . . , zd] ∈ Xd.
For any proper lower semi-continuous (l.s.c. hereafter) and convex function Ψ defined
on a Hilbert spaceX , we denote byD(Ψ) its effective domain and by ∂Ψ its subdifferential.
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The subdifferential ∂Ψ is a set-valued map corresponding to a weak differential of Ψ, and
it has a maximal monotone graph in the product Hilbert space X2. More precisely, for
each z0 ∈ X , the value ∂Ψ(z0) is defined as the set of all elements z∗0 ∈ X that satisfy the
variational inequality
(z∗0 , z − z0)X ≤ Ψ(z)−Ψ(z0) for any z ∈ D(Ψ),
and the set D(∂Ψ) := {z ∈ X | ∂Ψ(z) 6= ∅} is called the domain of ∂Ψ. We often use
the notation “[z0, z
∗
0 ] ∈ ∂Ψ in X2 ” to mean “z∗0 ∈ ∂Ψ(z0) in X with z0 ∈ D(∂Ψ),” by
identifying the operator ∂Ψ with its graph in X2.
Remark 1.1 It is often useful to consider the subdifferentials under time-dependent set-
tings. In this regard, several general theories have been established by previous researchers
(e.g., Kenmochi [21], and Oˆtani [31]). From these (e.g., [21, Chapter 2]), one can see the
following fact:
(Fact 1) Let E0 be a convex subset in a Hilbert space X , let I ⊂ [0,∞) be a time
interval, and for any t ∈ I, let Ψt : X → (−∞,∞] be a proper l.s.c. and convex
function such that D(Ψt) = E0 for all t ∈ I. Based on this, define a convex function
ΨI : L2(I;X)→ (−∞,∞], by setting
ζ ∈ L2(I;X) 7→ ΨI(ζ) :=

∫
I
Ψt(ζ(t)) dt, if Ψ(·)(ζ) ∈ L1(I),
∞, otherwise.
Here, if E0 ⊂ D(ΨI), and the function t ∈ I 7→ Ψt(z) is integrable for any z ∈ E0,
then the following holds:
[ζ, ζ∗] ∈ ∂ΨI in L2(I;X)2 if and only if
ζ ∈ D(ΨI) and [ζ(t), ζ∗(t)] ∈ ∂Ψt in X2, a.e. t ∈ I.
Notation 3 (basic elliptic operators) Let F : H1(Ω)→ H1(Ω)∗ be the duality map-
ping, defined as
〈Fϕ, ψ〉∗ := (ϕ, ψ)H1(Ω) = (ϕ, ψ)L2(Ω) + (∇ϕ,∇ψ)L2(Ω)N
for all ϕ, ψ ∈ H1(Ω),
where 〈 · , · 〉∗ is the duality pairing between H1(Ω) and its dual H1(Ω)∗.
Let ∆N be the Laplacian operator subject to the zero Neumann boundary condition,
i.e.,
∆N : z ∈ DN :=
{
z ∈ H2(Ω) ∇z · ν∂Ω = 0 in L2(∂Ω)
} ⊂ L2(Ω) 7→ ∆z ∈ L2(Ω).
As is well known,
Fz = −∆Nz + z in L2(Ω) if z ∈ DN. (1.1)
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Remark 1.2 We here show a representative example of the subdifferential. Let d ∈ N be
fixed, and let V dD : L
2(Ω)d → [0,∞] be a proper l.s.c. and convex function of the so-called
Dirichlet type integral, i.e.,
z ∈ L2(Ω)d 7→ V dD(z) :=

1
2
∫
Ω
|∇z|2
Rd×N
dx, if z ∈ H1(Ω)d,
∞, otherwise.
(1.2)
Then, with regard to the subdifferential ∂V dD ⊂ [L2(Ω)d]2, it is known (see, e.g., [5] or [7])
that
z ∈ L2(Ω)d 7→ ∂V dD(z) =
{
{−∆Nz}, if z ∈ DdN,
∅, otherwise. (1.3)
In this light, ∂V dD and −∆N are identified as the maximal monotone graphs in [L2(Ω)d]2.
Notation 4 (BV theory; cf. [3, 4, 13, 15]) Let d ∈ N, and let U ⊂ Rd be an open
set. We denote by M(U) the space of all finite Radon measures on U . The space M(U)
is known as the dual space of the Banach space C0(U), i.e., M(U) = C0(U)∗, where
C0(U) denotes the closure of the space Cc(U) of all continuous functions having compact
supports, in the topology of C(U).
A function z ∈ L1(U) is called a function of bounded variation on U (or simply
z ∈ BV (U)) if and only if its distributional gradient Dz is a finite Radon measure on U ,
namely, Dz ∈ M(U)d. Here, for any z ∈ BV (U) the Radon measure Dz is called the
variation measure of z, and its total variation |Dz| is similarly the total variation measure
of z. Additionally,
|Dz|(U) = sup
{ ∫
U
z divϕdx ϕ ∈ C1c (U)N and |ϕ| ≤ 1 on U
}
.
The space BV (U) is a Banach space, with the norm
|z|BV (U) := |z|L1(U) + |Dz|(U) for any z ∈ BV (U).
Additionally, we say that zn → z “weakly-∗” in BV (U) if z ∈ BV (U), {zn |n ∈ N} ⊂
BV (U), zn → z in L1(U), and Dzn → Dz weakly-∗ in M(U) as n→∞.
The space BV (U) has another topology, called “strict topology,” which has the fol-
lowing distance (cf. [3, Definition 3.14]):
[ϕ, ψ] ∈ BV (U)2 7→ |ϕ− ψ|L1(U) +
∣∣|Dϕ|(U)− |Dψ|(U)∣∣.
In this regard, we say that zn → z strictly in BV (U) if z ∈ BV (U), {zn |n ∈ N} ⊂ BV (U),
zn → z in L1(U), and |Dzn|(U)→ |Dz|(U) as n→∞.
Specifically, when the boundary ∂U is Lipschitz, the Banach space BV (U) is con-
tinuously embedded into Ld/(d−1)(U) and compactly embedded into Lp(U) for any 1 ≤
p < d/(d − 1) (cf. [3, Corollary 3.49] or [4, Theorems 10.1.3–10.1.4]). Additionally, if
1 ≤ q <∞, then the space C∞(U) is dense in BV (U) ∩ Lq(U) for the intermediate con-
vergence (cf. [4, Definition 10.1.3 and Theorem 10.1.2]), i.e., for any z ∈ BV (U) ∩ Lq(U)
there exists a sequence {zn |n ∈ N} ⊂ C∞(U) such that zn → z in Lq(U) and strictly in
BV (U) as n→∞.
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Notation 5 (weighted total variation; cf. [2, 3]) In this paper, we define
Xc(Ω) := {̟ ∈ L∞(Ω)N | div̟ ∈ L2(Ω) and supp̟ is compact in Ω},
W0(Ω) :=
{
̺ ∈ H1(Ω) ∩ L∞(Ω) ̺ ≥ 0 a.e. in Ω } ,
Wc(Ω) :=
{
̺ ∈ H1(Ω) ∩ L∞(Ω) there exists c̺ > 0 such that
̺ ≥ c̺ a.e. in Ω
}
, (1.4)
and for any ̺ ∈ W0(Ω) and any z ∈ L2(Ω), we call the value Var̺(z) ∈ [0,∞], defined as,
Var̺(v) := sup
{ ∫
Ω
v div̟dx
̟ ∈ Xc and
|̟| ≤ ̺ a.e. in Ω
}
∈ [0,∞],
“the total variation of v weighted by ̺,” or the “weighted total variation” for short.
Remark 1.3 Referring to the general theories (e.g., [2, 3, 6]), we can confirm the following
facts associated with the weighted total variations:
(Fact 2) (cf. [6, Theorem 5]) For any ̺ ∈ W0(Ω), the functional z ∈ L2(Ω) 7→ Var̺(z) ∈
[0,∞] is a proper l.s.c. and convex function that coincides with the lower semi-
continuous envelope of
z ∈ W 1,1(Ω) ∩ L2(Ω) 7→
∫
Ω
̺|∇z| dx ∈ [0,∞).
(Fact 3) (cf. [2, Theorem 4.3] and [3, Proposition 5.48]) If ̺ ∈ W0(Ω) and z ∈ BV (Ω) ∩
L2(Ω), then there exists a Radon measure |Dz|̺ ∈M(Ω) such that
|Dz|̺(Ω) =
∫
Ω
d|Dz|̺ = Var̺(z)
and
|Dz|̺(A) ≤ |̺|L∞(Ω)|Dz|(A),
|Dz|̺(A) = inf
 lim infn→∞
∫
A
̺|∇z˜n| dx
{z˜n |n ∈ N} ⊂
W 1,1(A) ∩ L2(A)
such that z˜n → z
in L2(A) as n→∞

(1.5)
for any open set A ⊂ Ω.
(Fact 4) If ̺ ∈ Wc(Ω) and z ∈ BV (Ω) ∩ L2(Ω), then for any open set A ⊂ Ω, it follows
that 
|Dv|̺(A) ≥ c̺|Dz|(A) for any open set A ⊂ Ω,
D(Var̺) = BV (Ω) ∩ L2(Ω), and
Var̺(z) = sup
{ ∫
Ω
z div (̺ϕ) dx
ϕ ∈ Xc(Ω) and
|ϕ| ≤ 1 a.e. in Ω
}
,
(1.6)
where c̺ is a constant as in (1.4).
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Moreover, the following properties can be inferred from (1.5)–(1.6):
• |Dz|c = c|Dz| in M(Ω) for any constant c ≥ 0 and z ∈ BV (Ω) ∩ L2(Ω);
• |Dz|̺ = ̺|∇z|L N in M(Ω), if ̺ ∈ W0(Ω) and z ∈ W 1,1(Ω) ∩ L2(Ω).
Notation 6 (generalized weighted total variation; cf. [29, Section 2]) For any
̺ ∈ H1(Ω) ∩ L∞(Ω) and any z ∈ BV (Ω) ∩ L2(Ω) we define a real-valued Radon measure
[̺|Dz|] ∈M(Ω), as follows:
[̺|Dz|](B) := |Dz|[̺]+(B)− |Dz|[̺]−(B) for any Borel set B ⊂ Ω.
Note that [̺|∇z|](Ω) can be thought of as a generalized version of the total variation of
z ∈ BV (Ω) ∩ L2(Ω) weighted by the possibly sign-changing weight ̺ ∈ H1(Ω) ∩ L∞(Ω).
So, hereafter, we simply refer to [̺|Dz|](Ω) as the generalized weighted total variation.
Remark 1.4 With regard to the generalized weighted total variations, the following facts
are verified in [29, Section 2]:
(Fact 5) (strict approximation) Let ̺ ∈ H1(Ω) ∩ L∞(Ω) and z ∈ BV (Ω) ∩ L2(Ω) be
arbitrary fixed functions, and let {zn |n ∈ N} ⊂ C∞(Ω) be any sequence such that
zn → z in L2(Ω) and strictly in BV (Ω) as n→∞.
Then ∫
Ω
̺|∇zn| dx→
∫
Ω
d[̺|Dz|] as n→∞.
(Fact 6) For any z ∈ BV (Ω) ∩ L2(Ω), the mapping
̺ ∈ H1(Ω) ∩ L∞(Ω) 7→
∫
Ω
d[̺|Dz|] ∈ R
is a linear functional, and moreover, if ϕ ∈ H1(Ω) ∩C(Ω) and ̺ ∈ H1(Ω) ∩ L∞(Ω),
then ∫
Ω
d[ϕ̺|Dz|] =
∫
Ω
ϕd[̺|Dz|].
Notation 7 (specific classes of functions) Let X0 be a Banach space, defined as
X0 := H
1(Ω)×H1(Ω)× BV (Ω).
For any 1 ≤ p ≤ ∞ and any open interval I ⊂ R, we set
Lp(I;BV (Ω)) :=
{
θ˜
θ˜ : I → BV (Ω) is measurable for the strict
topology of BV (Ω), and |θ˜( · )|BV (Ω) ∈ Lp(I)
}
and
Lp(I;X0) :=
{
[w˜, η˜, θ˜] w˜, η˜ ∈ Lp(I;H1(Ω)) and θ˜ ∈ Lp(I;BV (Ω))
}
.
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For any 1 ≤ p ≤ ∞ and any open interval I ⊂ R, we note that Lp(I;BV (Ω)) and
Lp(I;X0) are normed spaces, with
|θ˜|Lp(I;BV (Ω)) :=
∣∣|θ˜( · )|BV (Ω)∣∣Lp(I), for θ˜ ∈ Lp(I;BV (Ω))
and
|[w˜, η˜, θ˜]|Lp(I;X0) := |w˜|Lp(I;H1(Ω)) + |η˜|Lp(I;H1(Ω)) + |θ˜|Lp(I;BV (Ω))
for [w˜, η˜, θ˜] ∈ Lp(I;X0),
respectively.
Finally, we mention the notion of functional convergences.
Definition 1.1 (Mosco convergence; cf. [30]) Let X be an abstract Hilbert space.
Let Ψ : X → (−∞,∞] be a proper l.s.c. and convex function, and let {Ψn |n ∈ N} be a
sequence of proper l.s.c. and convex functions Ψn : X → (−∞,∞], n ∈ N. We say that
Ψn → Ψ on X , in the sense of Mosco [30], as n → ∞, if and only if the following two
conditions are fulfilled:
(m1) (lower bound) lim inf
n→∞
Ψn(z
†
n) ≥ Ψ(z†) if z† ∈ X , {z†n |n ∈ N} ⊂ X , and z†n → z†
weakly in X as n→∞;
(m2) (optimality) for any z‡ ∈ D(Ψ), there exists a sequence {z‡n |n ∈ N} ⊂ X such that
z‡n → z‡ in X and Ψn(z‡n)→ Ψ(z‡) as n→∞.
Definition 1.2 (Γ-convergence; cf. [11]) Let X be an abstract Hilbert space, Ψ :
X → (−∞,∞] be a proper functional, and {Ψn |n ∈ N} be a sequence of proper function-
als Ψn : X → (−∞,∞], n ∈ N. We say that Ψn → Ψ on X , in the sense of Γ-convergence
[11], as n→∞ if and only if the following two conditions are fulfilled:
(γ1) (lower bound) lim inf
n→∞
Ψn(z
†
n) ≥ Ψ(z†) if z† ∈ X , {z†n |n ∈ N} ⊂ X , and z†n → z†
(strongly) in X as n→∞;
(γ2) (optimality) for any z‡ ∈ D(Ψ), there exists a sequence {z‡n |n ∈ N} ⊂ X such that
z‡n → z‡ in X and Ψn(z‡n)→ Ψ(z‡) as n→∞.
Remark 1.5 Note that if the functionals are convex, then Mosco convergence implies Γ-
convergence, i.e., the Γ-convergence of convex functions can be regarded as a weak version
of Mosco convergence. Additionally, in the Γ-convergence of convex functions, we can see
the following:
(Fact 7) Let Ψ : X → (−∞,∞] and Ψn : X → (−∞,∞] be proper l.s.c. and convex func-
tions on a Hilbert space X such that Ψn → Ψ on X , in the sense of Γ-convergence,
as n→∞. Assume that{
[z, z∗] ∈ X2, [zn, z∗n] ∈ ∂Ψn in X2, n ∈ N,
zn → z in X and z∗n → z∗ weakly in X , as n→∞.
It then holds that [z, z∗] ∈ ∂Ψ in X2 and Ψn(zn)→ Ψ(z) as n→∞.
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2 Statement of the main theorems
We begin by reiterating the assumptions in this paper.
(A1) γ : R→ [0,∞] is a proper l.s.c. and convex function such that
• Kγ := D(γ) ⊂ R is a closed interval, and Kγ ⊃ (0, 1);
• γ ∈ C1(int(Kγ)), so that the subdifferential ∂γ coincides
with the usual differential γ′ on int(Kγ).
(A2) g( · , · ) ∈ C2(R2), and there exists a constant c∗ ∈ R such that
γ(w˜) + g(w˜, η˜) ≥ c∗ for all w˜, η˜ ∈ [0, 1]2.
(A3) α0 ∈ W 1,∞loc (R2) is a positive-valued function, and α, β ∈ C1(R2) ∩ C2([0, 1]2) are
nonnegative-valued convex functions.
(A4) There exist two constants o∗, ι∗ ∈ R such that
{o∗, ι∗} ⊂ D(∂γ) and 0 ≤ o∗ < ι∗ ≤ 1,
and the subdifferential ∂γ and the partial differentials gw( · , · ) = ∂∂wg( · , · ), gη( · , · ) =
∂
∂η
g( · , · ) fulfill that
⋂
η˜∈[0,1]
(
∂γ(o∗) + gw(o∗, η˜)
) ∩ (−∞, 0] 6= ∅ and min
w˜∈[0,1]
gη(w˜, 0) ≤ 0,
⋂
w˜∈[0,1]
(
∂γ(ι∗) + gw(ι∗, w˜)
) ∩ [0,∞) 6= ∅ and max
w˜∈[0,1]
gη(w˜, 1) ≥ 0.
(2.1)
Furthermore, the partial differentials αw =
∂α
∂w
, αη =
∂α
∂η
, βw =
∂β
∂w
and βη =
∂β
∂η
fulfill that 
sup
[w˜,η˜]∈R2
{
αw(o∗, η˜), αη(w˜, 0), βw(o∗, η˜), βη(w˜, 0)
} ≤ 0,
inf
[w˜,η˜]∈R2
{
αw(ι∗, η˜), αη(w˜, 1), βw(ι∗, η˜), βη(w˜, 1)
} ≥ 0. (2.2)
Remark 2.1 Assumptions (A1)–(A4) cover all of the settings presented in (g1)–(g3) and
(0.5). In particular, we note that assumptions (A3)–(A4) encompass more interactional
functions, such as
[w˜, η˜] ∈ R2 7→ (|w˜ − o∗|p + |η˜|q)r with constants p, q, r > 1
as possible expressions of the mobilities α and β.
Next, for descriptive convenience, we introduce the following abbreviations.
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Notation 8 For any v˜ = [w˜, η˜] ∈ R2, we abbreviate α0(w˜, η˜), α(w˜, η˜), and β(w˜, η˜) by
α0(v˜), α(v˜), and β(v˜), respectively, and we set
[∇g](v˜) = [∇g](w˜, η˜) := [gw(w˜, η˜), gη(w˜, η˜)]
[∇α](v˜) = [∇α](w˜, η˜) := [αw(w˜, η˜), αη(w˜, η˜)]
[∇β](v˜) = [∇β](w˜, η˜) := [βw(w˜, η˜), βη(w˜, η˜)]
for v˜ = [w˜, η˜] ∈ R2.
For any v˜ = [w˜, η˜] ∈ [H1(Ω) ∩ L∞(Ω)]2, let Φν(v˜; · ) = Φν(w˜, η˜; · ) be a proper l.s.c. and
convex function on L2(Ω) defined as
ϑ ∈ L2(Ω) 7→ Φν(v˜;ϑ) = Φν(w˜, η˜;ϑ)
:=

∫
Ω
α(v˜)|∇ϑ| dx+ ν
∫
Ω
β(v˜)|∇ϑ|2 dx,
if ν > 0 and ϑ ∈ H1(Ω),∫
Ω
d[α(v˜)|Dϑ|], if ν = 0 and ϑ ∈ BV (Ω),
∞, otherwise,
and let ∂Φν(v˜; · ) = ∂Φν(w˜, η˜; · ) be the L2-subdifferential of Φν(v˜; · ) = Φν(w˜, η˜; · ).
Remark 2.2 By virtue of Notation 8, we can uniformly provide proper definitions of the
free energies in (0.4) and (0.12) by assigning
[v˜, θ˜] = [w˜, η˜, θ˜] ∈ L2(Ω)3 7→ Fν(v˜, θ˜) = Fν(w˜, η˜, θ˜)
:= V 2D(w˜, η˜) + Γ(v˜) + G (v˜) + Φν(v˜; θ˜) for all ν ≥ 0.
(2.3)
In this context,
– V 2D is the functional given in (1.2) for the case d = 2;
– Γ is a proper l.s.c. and convex function on L2(Ω)2, defined as
v˜ = [w˜, η˜] ∈ L2(Ω)2 7→ Γ(v˜) = Γ(w˜, η˜) :=
∫
Ω
γ(w˜) dx ∈ (−∞,∞]; (2.4)
– G ( · ) is a functional on L2(Ω)2 given by
v˜ = [w˜, η˜] ∈ L2(Ω)2 7→ G (v˜) = G (w˜, η˜) :=
∫
Ω
g(w˜, η˜) dx ∈ R.
The main theorems can now be stated.
Main Theorem 1 (existence for (S)
ν
when ν > 0) Fix the constant ν > 0 and as-
sume (A1)–(A4). Additionally, assume that
δ1 := inf
{
α0(w˜, η˜), β(w˜, η˜) [w˜, η˜] ∈ R2
}
> 0 (2.5)
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and
[w0, η0, θ0] ∈ D1 :=
 [w˜, η˜, θ˜] ∈ H1(Ω)3
o∗ ≤ w˜ ≤ ι∗ a.e. in Ω,
0 ≤ η˜ ≤ 1 a.e. in Ω,
and θ˜ ∈ L∞(Ω)
 . (2.6)
The system (S)ν then admits at least one solution [w, η, θ], defined by the following con-
ditions.
(S0)ν [w, η, θ] ∈ W 1,2(0, T ;L2(Ω)3)∩L∞(0, T ;H1(Ω)3)∩L∞(Q)3, o∗ ≤ w ≤ ι∗, 0 ≤ η ≤ 1,
and |θ| ≤ |θ0|L∞(Ω), a.e. in Q.
(S1)ν w solves (0.1) in the following variational sense:∫
Ω
(
wt(t) + gw(w, η)(t)
)
(w(t)− ϕ) dx+
∫
Ω
∇w(t) · ∇(w(t)− ϕ) dx
+
∫
Ω
(
αw(w, η)(t)|∇θ(t)|+ νβw(w, η)(t)|∇θ(t)|2
)
(w(t)− ϕ) dx
+
∫
Ω
γ(w(t)) dx ≤
∫
Ω
γ(ϕ) dx
for any ϕ ∈ H1(Ω) ∩ L∞(Ω) and a.e. t ∈ (0, T ),
(2.7)
with the initial condition w(0) = w0 in L
2(Ω).
(S2)ν η solves (0.2) in the following variational sense:∫
Ω
(
ηt(t) + gη(w, η)(t)
)
ψ dx+
∫
Ω
∇η(t) · ∇ψ dx
+
∫
Ω
(
αη(w, η)(t)|∇θ(t)|+ νβη(w, η)(t)|∇θ(t)|2
)
ψ dx = 0
for any ψ ∈ H1(Ω) ∩ L∞(Ω) and a.e. t ∈ (0, T ),
(2.8)
with the initial condition η(0) = η0 in L
2(Ω).
(S3)ν θ solves (0.3) in the following variational sense:∫
Ω
α0(w, η)(t) θt(t) (θ(t)− ω) dx+ 2ν
∫
Ω
β(w, η)(t)∇θ(t) · ∇(θ(t)− ω) dx
+
∫
Ω
α(w, η)(t)|∇θ(t)| dx ≤
∫
Ω
α(w, η)(t)|∇ω| dx
for any ω ∈ H1(Ω) and a.e. t ∈ (0, T ),
(2.9)
with the initial condition θ(0) = θ0 in L
2(Ω).
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Main Theorem 2 (existence for (S)
0
) Assume (A1)–(A4), and in addition, assume
that
δ0 := inf
{
α0(w˜, η˜), α(w˜, η˜) [w˜, η˜] ∈ R2
}
> 0 (2.10)
and
[w0, η0, θ0] ∈ D0 :=
 [w˜, η˜, θ˜] ∈ X0
o∗ ≤ w˜ ≤ ι∗ a.e. in Ω,
0 ≤ η˜ ≤ 1 a.e. in Ω,
and θ˜ ∈ L∞(Ω)
 . (2.11)
The system (S)0 then admits at least one solution [w, η, θ], defined by the following con-
ditions.
(S0)0 [w, η, θ] ∈ W 1,2(0, T ;L2(Ω)3) ∩ L∞(0, T ;X0) ∩ L∞(Q)3, o∗ ≤ w ≤ ι∗, 0 ≤ η ≤ 1,
and |θ| ≤ |θ0|L∞(Ω), a.e. in Q.
(S1)0 w solves (0.9) in the following variational sense:∫
Ω
(
wt(t) + gw(w, η)(t)
)
(w(t)− ϕ) dx+
∫
Ω
∇w(t) · ∇(w(t)− ϕ) dx
+
∫
Ω
d
[
(w(t)− ϕ)αw(w, η)(t)|Dθ(t)|
]
+
∫
Ω
γ(w(t)) dx ≤
∫
Ω
γ(ϕ) dx
for any ϕ ∈ H1(Ω) ∩ L∞(Ω) and a.e. t ∈ (0, T ),
(2.12)
with the initial condition w(0) = w0 in L
2(Ω).
(S2)0 η solves (0.10) in the following variational sense:∫
Ω
(
ηt(t) + gη(w, η)(t)
)
ψ dx+
∫
Ω
∇η(t) · ∇ψ dx
+
∫
Ω
d
[
ψαη(w, η)(t)|Dθ(t)|
]
= 0
for any ψ ∈ H1(Ω) ∩ L∞(Ω) and a.e. t ∈ (0, T ),
(2.13)
with the initial condition η(0) = η0 in L
2(Ω).
(S3)0 θ solves (0.11) in the following variational sense:∫
Ω
α0(w, η)(t) θt(t) (θ(t)− ω) dx
+
∫
Ω
d[α(w, η)(t)|Dθ(t)|] ≤
∫
Ω
d[α(w, η)(t)|Dω|]
for any ω ∈ BV (Ω) ∩ L2(Ω) and a.e. t ∈ (0, T ),
(2.14)
with the initial condition θ(0) = θ0 in L
2(Ω).
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Remark 2.3 Hereafter, whenever ν ≥ 0, we set
v := [w, η] in C([0, T ];L2(Ω)2), for the solution [w, η, θ] to (S)ν .
Thus, if ν > 0, then the variational inequalities (2.7)–(2.8) for v = [w, η] can be unified
as follows:
(vt(t), v(t)−̟)L2(Ω)2 + ([∇g](v(t)), v(t)−̟)L2(Ω)2
+ (∇w(t),∇(w(t)− ϕ))L2(Ω)N + (∇η(t),∇(η(t)− ψ))L2(Ω)N
+
∫
Ω
(|∇θ(t)|[∇α](v(t)) + ν|∇θ(t)|2[∇β](v(t))) · (v(t)−̟) dx
+Γ(v(t)) ≤ Γ(̟) for any ̟ = [ϕ, ψ] ∈ [H1(Ω) ∩ L∞(Ω)]2.
(2.15)
Meanwhile, if ν = 0, then the corresponding variational inequalities (2.12)–(2.13) can be
unified as
(vt(t), v(t)−̟)L2(Ω)2 + ([∇g](v(t)), v(t)−̟)L2(Ω)2
+ (∇w(t),∇(w(t)− ϕ))L2(Ω)N + (∇η(t),∇(η(t)− ψ))L2(Ω)N
+
∫
Ω
d
[(
(v(t)−̟) · [∇α](v(t))) |Dθ(t)|]
+Γ(v(t)) ≤ Γ(̟) for any ̟ = [ϕ, ψ] ∈ [H1(Ω) ∩ L∞(Ω)]2.
(2.16)
Moreover, for every ν ≥ 0 the variational inequalities for θ, i.e., (2.9) when ν > 0 and
(2.14) when ν = 0, uniformly reduce to the following form of an evolution equation:
α0(v(t)) θt(t) + ∂Φν(v(t); θ(t)) ∋ 0 in L2(Ω), a.e. t ∈ (0, T ), (2.17)
governed by the subdifferentials ∂Φν(v(t); · ) of unknown-dependent convex functions
Φν(v(t); · ) for t ∈ [0, T ].
Remark 2.4 In fact, reductions similar to (2.17) are available for the variational inequal-
ities for v = [w, η] in some special cases. For instance, if Kγ = (−∞,∞), then by (A1) the
functional Γ becomes locally Lipschitz on L2(Ω)2, and the subdifferential ∂Γ ⊂ [L2(Ω)2]2
coincides with the Fre´chet differential Γ′. Therefore, with (1.1), (1.3), (Fact 6) in Remark
1.4 and [7, Chapter 2] in mind, the variational inequalities (2.7)–(2.8) and (2.12)–(2.13)
can be reduced to the following evolution equation form:
vt(t) +
(
Fv(t)− v(t))+Γ′(v(t)) + [∇g](v(t)) + [|Dθ(t)|[∇α](v(t))]
+|∇(νθ)(t)|[∇β](v(t)) = 0 in [Hs(Ω)∗]2, a.e. t ∈ (0, T ),
where s > N/2 is a large exponent to realize the embedding Hs(Ω) ⊂ C(Ω), and for any
σ = [ξ, ζ ] ∈ [H1(Ω)∩L∞(Ω)]2 and any ϑ ∈ BV (Ω)∩L2(Ω), [|Dϑ|σ] denotes a (vectorial)
Radon measure, defined as
̟ := [ϕ, ψ] ∈ C0(Ω)2 7→
∫
Ω
̟d[|Dϑ|σ] :=
∫
Ω
ϕd[ξ|Dϑ|] +
∫
Ω
ψ d[ζ |Dϑ|] ∈ R.
However, it must be noted that such reductions may not be valid for general instances of
the convex function γ.
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3 Approximating problems and auxiliary lemmas
In this section, the approximating problems for our systems are presented along with
relaxed versions. As mentioned in the introduction, these problems are formulated as
time discretization systems for (S)ν when ν > 0. Hence, throughout the description
of the approximating problems, we fix ν as a positive constant and assume (2.5) as in
Main Theorem 1. Additionally, for any time step 0 < h < 1 we denote by (AP)νh the
approximating problem for (S)ν , prescribed as follows:
(AP)νh For any initial value
[vν0 , θ
ν
0 ] = [w
ν
0 , η
ν
0 , θ
ν
0 ] ∈ D1 with vν0 = [wν0 , ην0 ] ∈ H1(Ω)2, (3.1)
find a sequence of triplets
{[vνi , θνi ] = [wνi , ηνi , θνi ] | i ∈ N} ⊂ D1
with vνi = [w
ν
i , η
ν
i ] ∈ H1(Ω)2, i ∈ N,
such that
1
h
(
vνi − vνi−1, vνi −̟
)
L2(Ω)2
+ ([∇g](vνi ), vνi −̟)L2(Ω)2
+
(∇wνi ,∇(wνi − ϕ))L2(Ω)N + (∇ηνi ,∇(ηνi − ψ))L2(Ω)N
+
∫
Ω
(|∇θνi−1|[∇α](vνi ) + ν|∇θνi−1|2[∇β](vνi )) · (vνi −̟) dx
+Γ(vνi ) ≤ Γ(̟), for any ̟ = [ϕ, ψ] ∈ [H1(Ω) ∩ L∞(Ω)]2 ∩D(Γ),
(3.2)
1
h
(
α0(v
ν
i )(θ
ν
i − θνi−1), θνi − ω
)
L2(Ω)
+ Φν(v
ν
i ; θ
ν
i ) ≤ Φν(vνi ;ω),
for any ω ∈ H1(Ω),
(3.3)
and
|θνi | ≤ |θνi−1|L∞(Ω), a.e. in Ω, (3.4)
for i = 1, 2, 3, . . . .
We call the sequence {[vνi , θνi ] = [wνi , ηνi , θνi ] | i ∈ N} ⊂ D1 the solution to (AP)νh, or the
approximating solution for short.
Let us fix the time step 0 < h < 1. Then, our immediate task is to demonstrate the
following theorem about the solvability of the problem (AP)νh.
Theorem 1 (solvability of the approximating problem) There exists a small con-
stant h†∗ ∈ (0, 1) such that for 0 < h < h†∗, the approximating problem (AP)νh admits
a unique solution {[vνi , θνi ] = [wνi , ηνi , θνi ] | i ∈ N} ⊂ D1, starting from any given initial
value [vν0 , θ
ν
0 ] = [w
ν
0 , η
ν
0 , θ
ν
0 ] ∈ D1. Moreover, for 0 < h < h†∗, the approximating solution
{[vνi , θνi ]} fulfills the following inequality of energy dissipation:
1
2h
|vνi − vνi−1|2L2(Ω)2 +
1
h
|√α0(vνi )(θνi − θνi−1)|2L2(Ω)
+ Fν(v
ν
i , θ
ν
i ) ≤ Fν(vνi−1, θνi−1), i = 1, 2, 3, . . . .
(3.5)
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The proof of Theorem 1 will be quite extended, because some regularizations will be
needed to relax the L1-terms ν|∇θνi−1|2[∇β](vνi ), i ∈ N, in (3.2). In view of this, we
introduce one more relaxation index 0 < ε < 1, and we fix a large number M ∈ N
satisfying M > (N +2)/2. Additionally, for any v˜ = [w˜, η˜] ∈ [H1(Ω)∩L∞(Ω)]2, we define
a relaxed convex function Ψνε(v˜; ·) on L2(Ω) by setting
ϑ ∈ L2(Ω) 7→ Ψνε(v˜;ϑ) = Ψνε(w˜, η˜;ϑ) := Φν(w˜, η˜;ϑ) +
ε
2
|ϑ|2HM (Ω) ∈ [0,∞].
Also, for any 0 < ε < 1 and any v˜ ∈ [H1(Ω) ∩ L∞(Ω)]2, we denote by ∂Ψνε (v˜; · ) the
subdifferential of Ψνε (v˜; · ) in the topology of L2(Ω). As can easily be verified, Ψνε(v˜; · ) is
proper l.s.c and convex on L2(Ω), and
D(Ψνε(v˜; · )) = HM(Ω) ⊂W 1,∞(Ω) (3.6)
for all 0 < ε < 1 and v˜ ∈ L∞(Ω)2. Based on this, we define a relaxed energy functional
E νε on L
2(Ω)3, by setting
[v˜, θ˜] = [w˜, η˜, θ˜] ∈ L2(Ω)3 7→ E νε (v˜, θ˜) = E νε (w˜, η˜, θ˜)
:= V 2D(v˜) + Γ(v˜) + G (v˜) + Ψ
ν
ε(v˜; θ˜) for any 0 < ε < 1.
Next, for any 0 < ε < 1, we denote by (RXε)
ν
h the relaxed system for (AP)
ν
h prescribed
as follows.
(RXε)
ν
h: For any initial value
[vνε,0, θ
ν
0 ] = [w
ν
ε,0, η
ν
ε,0, θ
ν
ε,0] ∈ DM := D1 ∩ [H1(Ω)2 ×HM(Ω)]
with vνε,0 = [w
ν
ε,0, η
ν
ε,0] ∈ H1(Ω)2,
find a sequence of triplets
{[vνε,i, θνε,i] = [wνε,i, ηνε,i, θνε,i] | i ∈ N} ⊂ DM
with vνε,i = [w
ν
ε,i, η
ν
ε,i] ∈ H1(Ω)2 for i = 1, 2, 3, . . .
such that
1
h
(vνε,i − vνε,i−1)−∆Nvνε,i + ∂Γ(vε,i) + [∇g](vνε,i)
+|∇θνε,i−1|[∇α](vνε,i) + ν|∇θνε,i−1|2[∇β](vνε,i) ∋ 0 in L2(Ω)2
(3.7)
and
1
h
α0(v
ν
ε,i)(θ
ν
ε,i − θνε,i−1) + ∂Ψνε (vνε,i; θνε,i) ∋ 0 in L2(Ω), (3.8)
for i = 1, 2, 3, . . . .
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Remark 3.1 In the relaxed system (RXε)
ν
h, we note that the inclusions (3.7) and (3.8)
are relaxed versions of the variational inequalities (3.2) and (3.3), respectively, and these
are expressed in the reduced forms by means of L2-subdifferentials. As mentioned in
Remark 2.4, such reductions may not be available for (3.7). However, in light of (3.6), we
observe that
θνε,i−1 ∈ HM(Ω) ⊂W 1,∞(Ω) for i ∈ N,
and this enables us to suppose that
|∇θνε,i−1| ∈ L∞(Ω) and ν|∇θνε,i−1|2[∇β](vνi ) ∈ L2(Ω)N for i ∈ N.
Hence, the relaxed system (RXε)
ν
h will be in the applicable scope of the general theories
of L2-subdifferentials.
Now we fix 0 < ε < 1 and devote the remaining part of this section to confirming
some auxiliary lemmas concerned with the key properties of the relaxed system (RXε)
ν
h.
Lemma 3.1 For arbitrary θ†0 ∈ W 1,∞(Ω) and v†0 ∈ H1(Ω)2, consider an auxiliary inclu-
sion
v − v†0
h
−∆Nv + ∂Γ(v) + [∇g](T 10 v)
+ |∇θ†0|[∇α](v) + ν|∇θ†0|2[∇β](v) ∋ 0 in L2(Ω)2. (3.9)
There exists a small constant h†0 ∈ (0, 1), depending only on |g|C2([0,1]2), and for any
0 < h < h†0, the inclusion (3.9) admits a unique solution v ∈ H1(Ω)2.
Proof. Let S†h : H
1(Ω)2 → H1(Ω)2 be an operator that maps any v† ∈ H1(Ω)2 to a unique
minimizer S†hv
† ∈ H1(Ω)2 of a proper l.s.c. and strictly convex function onH1(Ω)2, defined
as
̟ ∈ H1(Ω)2 7→ 1
2h
|̟ − v†0|2L2(Ω)2 +V 2D(̟) + Γ(̟) + ([∇g](T 10 v†), ̟)L2(Ω)
+
∫
Ω
(
|∇θ†0|α(̟) + ν|∇θ†0|2β(̟)
)
dx ∈ (−∞,∞].
On this basis, let us take two functions v†k ∈ H1(Ω)2 ∩ D(Γ), k = 1, 2, and consider the
smallness condition on h for S†h to become contractive. From the definition of S
†
h, the
functions vk := S
†
hv
†
k ∈ H1(Ω)2, k = 1, 2, fulfill
vk − v†0
h
−∆Nvk +∂Γ(vk) + [∇g](T 10 v†k)
+|∇θ†0|[∇α](vk) + ν|∇θ†0|2[∇β](vk) ∋ 0 in L2(Ω)2, k = 1, 2,
(3.10)
respectively. Here, taking differences between two inclusions in (3.10) and multiplying
both sides of the result by v1 − v2, we infer from (A1)–(A3) that
1
h
|v1 − v2|2L2(Ω)2 + |∇(v1 − v2)|2L2(Ω)2×N ≤ |g|C2([0,1]2)|v†1 − v†2|L2(Ω)2 |v1 − v2|L2(Ω)2 .
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Subsequently, by using Young’s inequality,
1
2h
|v1 − v2|2L2(Ω)2 + |∇(v1 − v2)|2L2(Ω)2×N ≤
h
2
|g|2C2([0,1]2)|v†1 − v†2|2L2(Ω)2 . (3.11)
So if we assume that
0 < h < h†0 :=
1
2(1 ∨ |g|C2([0,1]2)) , (3.12)
then it can be seen from (3.11) that S†h becomes a contraction mapping from H
1(Ω)2
into itself. Therefore, applying Banach’s fixed-point theorem, we find a unique fixed
point v†∗ ∈ H1(Ω)2 of S†h under (3.12). The identity v†∗ = S†hv†∗ implies that v†∗ solves the
auxiliary inclusion (3.9).
Lemma 3.2 Let us assume 0 < h < h†0 with the constant h
†
0 ∈ (0, 1) as in Lemma 3.1. Let
θ†0 ∈ W 1,∞(Ω) and v†0 = [w†0, η†0] ∈ H1(Ω)2 be fixed functions, and let v = [w, η] ∈ H1(Ω)2
be the unique solution to the auxiliary inclusion (3.9). Let o∗, ι∗ ∈ D(∂γ) be constants as
in (A4), and let rˇ, rˆ ∈ R2 be two constant vectors given by
rˇ := [o∗, 0] and rˆ := [ι∗, 1].
If
rˇ ≤ v†0 ≤ rˆ, i.e. v†0 ∈ [o∗, ι∗]× [0, 1], a.e. in Ω, (3.13)
then the following ordering property is preserved:
rˇ ≤ v ≤ rˆ, i.e. v ∈ [o∗, ι∗]× [0, 1], a.e. in Ω.
Proof. By (2.1) in (A4), we find two elements oˇ∗ ∈ ∂γ(o∗) and ιˆ∗ ∈ ∂γ(ι∗) such that
oˇ∗ + gw(o∗, η˜) ≤ 0 and ιˆ∗ + gw(ι∗, η˜) ≥ 0, for any η˜ ∈ [0, 1]. (3.14)
Setting
rˇ∗ := [oˇ∗, 0] and rˆ
∗ := [ιˆ∗, 0] in R
2,
it follows from (2.1)–(2.2) in (A4) and (3.13)–(3.14) that
[rˇ, rˇ∗] ∈ ∂Γ and [rˆ, rˆ∗] ∈ ∂Γ in L2(Ω)2 (3.15)
and
rˇ − v†0
h
− ∆Nrˇ + rˇ∗ +
[
gw(o∗,T
1
0 η)
gη(T
1
0 w, 0)
]
+ |∇θ†0|
[
αw(o∗, η)
αη(w, 0)
]
+ ν|∇θ†0|2
[
βw(o∗, η)
βη(w, 0)
]
≤
[
0
0
]
, a.e. in Q,
(3.16)
rˆ − v†0
h
− ∆Nrˆ + rˆ∗ +
[
gw(ι∗,T
1
0 η)
gη(T
1
0 w, 1)
]
+ |∇θ†0|
[
αw(ι∗, η)
αη(w, 1)
]
+ ν|∇θ†0|2
[
βw(ι∗, η)
βη(w, 1)
]
≥
[
0
0
]
, a.e. in Q.
(3.17)
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Take the difference from (3.16) to (3.9) and multiply both sides of the result by [rˇ − v]+.
Then, by virtue of (A1)–(A4), (2.4), (3.14)–(3.15),
1
h
|[rˇ − v]+|2L2(Ω)2 + |∇[rˇ − v]+|2L2(Ω)2×N ≤ |g|C2([0,1]2)|[rˇ − v]+|2L2(Ω)2 . (3.18)
As well as, we also have:
1
h
|[v − rˆ]+|2L2(Ω)2 + |∇[v − rˆ]+|2L2(Ω)2×N ≤ |g|C2([0,1]2)|[v − rˆ]+|2L2(Ω)2 , (3.19)
by taking the difference from (3.9) to (3.17) and multiplying both sides of the result by
[v − rˆ]+.
On account of (3.18) (resp. (3.19)), the inequality
rˇ ≤ v a.e. in Ω (resp. v ≤ rˆ a.e. in Ω)
can be inferred by using the assumption h ∈ (0, h†0).
Lemma 3.3 Let h†0 ∈ (0, 1) be a constant as in Lemma 3.1, and let o∗, ι∗ ∈ R be constants
as in (A4). Let θ†0 ∈ W 1,∞(Ω) and v†0 = [w†0, η†0] ∈ H1(Ω)2 be fixed functions. If 0 < h <
h†0, and the function v
†
0 = [w
†
0, η
†
0] satisfies
v†0 ∈ [o∗, ι∗]× [0, 1], i.e. o∗ ≤ w†0 ≤ ι∗ and 0 ≤ η†0 ≤ 1, a.e. in Ω,
then the (nontruncated) inclusion
v − v†0
h
−∆Nv + ∂Γ(v) + [∇g](v)
+ |∇θ†0|[∇α](v) + ν|∇θ†0|2[∇β](v) ∋ 0 in L2(Ω)2
admits a unique solution v = [w, η] ∈ H1(Ω)2. Moreover,
v ∈ [o∗, ι∗]× [0, 1], i.e. o∗ ≤ w ≤ ι∗ and 0 ≤ η ≤ 1, a.e. in Ω.
Proof. This lemma is immediately deduced by combining the conclusions of Lemmas 3.1
and 3.2.
Lemma 3.4 Let v† ∈ H1(Ω)2 and θ†0 ∈ HM(Ω) be fixed functions. Then the inclusion
α0(v
†)
θ − θ†0
h
+ ∂Ψνε (v
†; θ) ∋ 0 in L2(Ω) (3.20)
admits a unique solution θ ∈ HM(Ω).
Proof. The inclusion (3.20) corresponds to the Euler-Lagrange equation for the following
proper l.s.c. and convex function on L2(Ω):
θ ∈ L2(Ω) 7→ 1
2h
|√α0(v†)(θ − θ†0)|2L2(Ω) +Ψνε(v†; θ) ∈ [0,∞].
Since this function is coercive and strictly convex on L2(Ω), the lemma is a direct conse-
quence of the general theory of convex analysis (cf. [12, Chapter II]).
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Lemma 3.5 (solvability of the relaxed system) Assume 0 < h < h†1 := h
†
0/2 with
constant h†0 ∈ (0, 1) as in Lemma 3.1. Then, the relaxed system (RXε)νh admits a
unique solution {[vhε,i, θhε,i] = [whε,i, ηhε,i, θhε,i] | i ∈ N} ⊂ DM , starting from any initial value
[vhε,0, θ
h
ε,0] = [w
h
ε,0, η
h
ε,0, θ
h
ε,0] ∈ DM , and moreover,
1
2h
|vhε,i − vhε,i−1|2L2(Ω)2 +
1
h
∣∣∣√α0(vhε,i)(θε,i − θhε,i−1)∣∣∣2
L2(Ω)
+ E νε (v
h
ε,i, θ
h
ε,i) ≤ E νε (vhε,i−1, θhε,i−1), for i = 1, 2, 3, . . . .
(3.21)
Proof. On the basis of Lemmas 3.3–3.4, we can obtain a unique solution {[vhε,i, θhε,i] =
[whε,i, η
h
ε,i, θ
h
ε,i] | i ∈ N} ⊂ H1(Ω)2 ×HM(Ω) of the relaxed system (RXε)νh as follows:
(Step 0) Let i = 1 and fix [vhε,0, θ
h
ε,0] = [w
h
ε,0, η
h
ε,0, θ
h
ε,0] ∈ DM .
(Step 1) Obtain a unique solution vhε,i = [w
h
ε,i, η
h
ε,i] ∈ H1(Ω)2 to (3.7) with the range
constraint vε,i ∈ [o∗, ι∗] × [0, 1] a.e. in Ω by applying Lemma 3.3 as the case when
θ†0 = θ
h
ε,i−1, v
†
0 = v
h
ε,i−1, and v = v
h
ε,i.
(Step 2) Obtain a unique solution θhε,i ∈ HM(Ω) to (3.20) by applying Lemma 3.4 as the
case when v† = vhε,i, θ
†
0 = θ
h
ε,i−1, and θ = θ
ν
ε,i.
(Step 3) Iterate the value of i, i.e., i← i+ 1, and return to step 1.
Next we verify the inequality (3.21). Multiply both sides of (3.7) by vhε,i − vhε,i−1. By
using (A1), (2.4), and Young’s inequality, we have
1
h
|vhε,i − vhε,i−1|2L2(Ω) +
1
2
|∇vhε,i|2L2(Ω)2×N −
1
2
|∇vhε,i−1|2L2(Ω)2×N
+
∫
Ω
[∇g](vhε,i) · (vhε,i − vhε,i−1) dx
+
∫
Ω
|∇θhε,i−1|[∇α](θhε,i) · (vhε,i − vhε,i−1) dx
+ν
∫
Ω
|∇θhε,i−1|2[∇β](θhε,i) · (vhε,i − vhε,i−1) dx
+Γ(vhε,i)− Γ(vhε,i−1) ≤ 0, for i = 1, 2, 3, . . . .
(3.22)
Invoking (A2)–(A3), we compute that∫
Ω
[∇g](vhε,i) · (vhε,i − vhε,i−1) dx ≥
∫
Ω
g(vhε,i) dx−
∫
Ω
g(vhε,i−1) dx
+
∫
Ω
(
[∇g](vhε,i)− [∇g](vhε,i−1)
) · (vhε,i − vhε,i−1) dx
−1
2
|g|C2([0,1]2)|vhε,i − vhε,i−1|2L2(Ω)2
≥ G (vhε,i)− G (vhε,i−1)−
3
2
|g|C2([0,1]2)|vhε,i − vhε,i−1|2L2(Ω)2
(3.23)
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and ∫
Ω
|∇θhε,i−1|[∇α](vhε,i) · (vhε,i − vhε,i−1) dx
+ν
∫
Ω
|∇θhε,i−1|2[∇β](vhε,i) · (vhε,i − vhε,i−1) dx
≥
∫
Ω
α(vhε,i)|∇θhε,i−1| dx−
∫
Ω
α(vhε,i−1)|∇θhε,i−1| dx
+ν
∫
Ω
β(vhε,i)|∇θhε,i−1|2 dx− ν
∫
Ω
β(vhε,i−1)|∇θhε,i−1|2 dx
(3.24)
for i = 1, 2, 3, . . .. On the basis of (3.22)–(3.24), it is deduced that(
1− 3
2
|g|C2([0,1]2)h
)
1
h
|vhε,i − vhε,i−1|2L2(Ω)2
+V 2D(v
h
ε,i) + Γ(v
h
ε,i) + G (v
h
ε,i)
+
∫
Ω
α(vhε,i)|∇θhε,i−1| dx+ ν
∫
Ω
β(vhε,i)|∇θhε,i−1|2 dx
≤ V 2D(vhε,i−1) + Γ(vhε,i−1) + G (vhε,i−1)
+
∫
Ω
α(vhε,i−1)|∇θhε,i−1| dx+ ν
∫
Ω
β(vhε,i−1)|∇θhε,i−1|2 dx,
for i = 1, 2, 3, . . . .
(3.25)
Meanwhile, by multiplying both sides of (3.8) by θhε,i − θhε,i−1, it can seen that
1
h
|
√
α0(vhε,i)(θ
h
ε,i − θhε,i−1)|2L2(Ω)
+
∫
Ω
α(vhε,i)|∇θhε,i| dx+ ν
∫
Ω
β(vhε,i)|∇θhε,i|2 dx
−
∫
Ω
α(vhε,i)|∇θhε,i−1| dx− ν
∫
Ω
β(vhε,i)|∇θhε,i−1|2 dx
+
ε
2
|θhε,i|2HM (Ω) ≤
ε
2
|θhε,i−1|2HM (Ω), for i = 1, 2, 3, . . . .
(3.26)
Since
1− 3
2
|g|C2([0,1]2)h > 1
2
, if 0 < h < h†1 <
1
3(1 ∨ |g|C2([0,1]2)) , (3.27)
the required inequality (3.21) is obtained by taking the sum of (3.25) and (3.26) and
applying (3.27).
4 Solvability of approximating problems
In this section, we fix ν > 0 and 0 < h < h†1 with the constant as in Lemma 3.5
and prove Theorem 1 concerning the approximating problem (AP)νh. The proof of this
theorem is divided into two parts, which respectively concerned with “the existence” and
“the uniqueness and energy dissipation.”
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Existence of approximating solutions
First, we prepare some lemmas for the limiting observations of the relaxed systems
(RXε)
ν
h as εց 0.
Lemma 4.1 Assume v† ∈ [H1(Ω) ∩ L∞(Ω))]2, {v†ε | 0 < ε < 1} ⊂ [H1(Ω) ∩ L∞(Ω))]2,
and {
v†ε → v† in the pointwise sense a.e. in Ω as εց 0,
{v†ε | 0 < ε < 1} is bounded in L∞(Ω)2.
(4.1)
Then, for the sequence of convex functions {Ψνε(v†ε; · ) | 0 < ε < 1}, it holds that Ψνε(v†ε; · )
→ Φν(v†; · ) on L2(Ω) in the sense of Mosco [30] as εց 0, i.e.,
(m1)νε (lower bound) lim inf
εց0
Ψνε(v
†
ε; θ
†
ε) ≥ Φν(v†; θ†) if θ† ∈ L2(Ω), {θ†ε | 0 < ε < 1} ⊂
L2(Ω), and θ†ε → θ† weakly in L2(Ω) as εց 0;
(m2)νε (optimality) for any θ
‡ ∈ H1(Ω), there exists a sequence {θ‡ε | 0 < ε < 1} ⊂ HM(Ω)
such that θ‡ε → θ‡ in L2(Ω) and Ψνε(v†ε; θ‡ε)→ Φν(v†; θ‡) as εց 0.
Additionally, in light of Remark 1.5, the above Mosco convergence implies Γ-convergence
on L2(Ω) as εց 0.
Proof. To verify condition (m1)νε , it is enough to consider only the case in which
lim infεց0Ψ
ν
ε(v
†
ε; θ
†
ε) < ∞, because the other case is trivial. On this basis, we suppose
that 
1 > ε†1 > · · · > ε†m ց 0 and θ†ε†m → θ
† weakly in H1(Ω) as m→∞,
lim inf
εց0
Ψνε(v
†
ε; θ
†
ε) = lim
m→∞
Ψν
ε†m
(v†
ε†m
; θ†
ε†m
).
(4.2)
Then, as a result of (A3), (4.1)–(4.2), and Lebesgue’s dominated convergence theorem, it
is inferred that
α(v†
ε†m
)∇θ†
ε†m
→ α(v†)∇θ†√
β(v†
ε†m
)∇θ†
ε†m
→√β(v†)∇θ† weakly in L2(Ω)N as m→∞.
Therefore, keeping in mind the lower semi-continuity of the norms, it can be seen that
lim inf
εց0
Ψνε(v
†
ε; θ
†
ε) = lim
m→∞
Ψν
ε†m
(v†
ε†m
; θ†
ε†m
)
≥ lim inf
m→∞
∣∣α(v†
ε†m
)∇θ†
ε†m
∣∣
L1(Ω;RN )
+ ν lim inf
m→∞
∣∣√β(v†
ε†m
)∇θ†
ε†m
∣∣2
L2(Ω)N
≥ ∣∣α(v†)∇θ†∣∣
L1(Ω;RN )
+ ν
∣∣√β(v†)∇θ†∣∣2
L2(Ω)N
= Φν(v
†; θ†).
Thus, we have verified the condition (m1)νε .
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Next we prove (m2)νε . For any θ
‡ ∈ H1(Ω), let {θ˜‡m |m ∈ N} ⊂ C∞(Ω) be the standard
approximating sequence of θ‡, such that
θ˜‡m → θ‡ in H1(Ω) as m→∞.
Also, let us take a sequence {ε‡m |m ∈ Z, m ≥ 0} such that 1 =: ε
‡
0 > ε
‡
1 > · · · > ε‡m ց 0 as m→∞,
ε
2
∣∣θ˜‡m∣∣2HM (Ω) < 2−m for all 0 < ε < ε‡m and m = 1, 2, 3, . . . . (4.3)
Considering (4.1), (4.3), and Lebesgue’s dominated convergence theorem, it can be ob-
served that  α(v
†
ε‡m
)→ α(v†) in L2(Ω)
β(v†
ε‡m
)∇θ˜‡m → β(v†)∇θ‡ in L2(Ω)N
as m→∞
and
Φν(v
†
ε‡m
; θ˜‡m) =
(
α(v†
ε‡m
), |∇θ˜‡m|
)
L2(Ω)
+ ν
(∇θ˜‡m, β(v†ε‡m)∇θ˜‡m)L2(Ω)N
→ (α(v†), |∇θ‡|)
L2(Ω)
+ ν
(∇θ‡, β(v†)∇θ‡)
L2(Ω)N
= Φν(v
†; θ‡), as m→∞. (4.4)
Now, based on (4.3)–(4.4), the required sequence {θ‡ε | 0 < ε < 1} ⊂ HM(Ω) is con-
structed as follows:
θ‡ε := θ˜
‡
m in H
M(Ω) if ε‡m+1 ≤ ε < ε‡m for some m ∈ Z with m ≥ 0.
Lemma 4.2 Assume that
σ† ∈ [H1(Ω) ∩ L∞(Ω)]2, {σ†m |m ∈ N} ⊂ [H1(Ω) ∩ L∞(Ω)]2,
{σ†m |m ∈ N} is bounded in L∞(Ω)2,
σ†m → σ† in the pointwise sense, a.e. in Ω, as m→∞,
(4.5)
and {
ω† ∈ H1(Ω), {ω†m |m ∈ N} ⊂ H1(Ω),
ω†m → ω† in L2(Ω) and Φν(σ†m;ω†m)→ Φν(σ†;ω†), as m→∞.
(4.6)
Then ω†m → ω† in H1(Ω) as m→∞.
Proof. In light of (A3), (2.5) and (4.6), we may suppose that
ω†m → ω† weakly in H1(Ω) as m→∞ (4.7)
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by taking a subsequence if necessary. Here, keeping in mind (2.5), (4.5), (4.7), and
Lebesgue’s dominated convergence theorem, we infer
α(σ†m)∇ω†m → α(σ†)∇ω†√
β(σ†m)∇ω†m →
√
β(σ†)∇ω†
1√
β(σ†m)
∇ω†m → 1√β(σ†)∇ω
†
weakly in L2(Ω)N as m→∞. (4.8)
Additionally, it follows from (4.6) that
lim sup
m→∞
∣∣∣√β(σ†m)∇ω†m∣∣∣2
L2(Ω)N
=
1
ν
[
lim
m→∞
Φν(σ
†
m;ω
†
m)− lim inf
m→∞
∣∣α(σ†m)∇ω†m∣∣L1(Ω;RN )] (4.9)
≤ 1
ν
[
Φν(σ
†;ω†)− ∣∣α(σ†)∇ω†∣∣
L1(Ω;RN )
]
=
∣∣√β(σ†)∇ω†∣∣2
L2(Ω)N
.
By virtue of (4.8)–(4.9) and the uniform convexity of the L2-topology, it can be seen that√
β(σ†m)∇ω†m →
√
β(σ†)∇ω† in L2(Ω)N as m→∞, (4.10)
and hence
|∇ω†m|2L2(Ω)N =
(√
β(σ†m)∇ω†m, 1√
β(σ†m)
∇ω†m
)
L2(Ω)N
→
(√
β(σ†)∇ω†, 1√
β(σ†)
∇ω†
)
L2(Ω)N
= |∇ω†|2L2(Ω)N as m→∞. (4.11)
The strong convergence of {ω†m} in H1(Ω) is demonstrated by taking into account (4.6)–
(4.7), (4.11) and the uniform convexity of the L2-topology.
Remark 4.1 Under the same notation as in Lemma 4.1, let us assume (4.1). Then, for
the sequence {θ‡ε | 0 < ε < 1} as in (m2)νε , we deduce that
θ‡ε → θ‡ in H1(Ω) and
√
εθ‡ε → 0 in HM(Ω) as εց 0
by applying a similar observation as in Lemma 4.2.
Finally, we prepare some lemmas for the L∞-estimate (3.4) as in (AP)νh.
Lemma 4.3 (T-monotonicity) Let v† ∈ H1(Ω)2 be a fixed function. Then
(ω∗1 − ω∗2, [ω1 − ω2]+)L2(Ω) ≥ 0
if [ωk, ω
∗
k] ∈ ∂Φν(v†; · ) in L2(Ω)2, k = 1, 2.
(4.12)
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Proof. This lemma can be proved by applying the theory of T-monotonicity (cf. [7, 23]).
According to the general theory, we need to start by checking that
Φν(v
†; ω˜1 ∧ ω˜2) + Φν(v†; ω˜1 ∨ ω˜2)
=
∫
Ω
α(v†)|∇(ω˜1 ∧ ω˜2)| dx+ ν
∫
Ω
β(v†)|∇(ω˜1 ∧ ω˜2)|2 dx
+
∫
Ω
α(v†)|∇(ω˜1 ∨ ω˜2)| dx+ ν
∫
Ω
β(v†)|∇(ω˜1 ∨ ω˜2)|2 dx
=
2∑
k=1
[∫
Ω
α(v†)|∇ω˜k| dx+ ν
∫
Ω
β(v†)|∇ω˜k|2 dx
]
=Φν(v
†; ω˜1) + Φν(v
†; ω˜2) for all ω˜k ∈ H1(Ω), k = 1, 2.
On this basis, the inequality asserted in (4.12) is verified as follows:
(ω∗1 − ω∗2, [ω1 − ω2]+)L2(Ω) = (ω∗1, ω1 − ω1 ∧ ω2)L2(Ω) + (ω∗2, ω2 − ω1 ∨ ω2)L2(Ω)
≥ Φν(v†;ω1) + Φν(v†;ω2)−
(
Φν(v
†;ω1 ∧ ω2) + Φν(v†;ω1 ∨ ω2)
)
= 0.
Lemma 4.4 Let v† ∈ H1(Ω) ∩ L∞(Ω) and θˇ†0, θˆ†0 ∈ H1(Ω) be fixed functions, and let
[θˇ, θˇ∗], [θˆ, θˆ∗] ∈ L2(Ω)2 be pairs of functions such that
[θˇ, θˇ∗] ∈ ∂Φν(v†; · ) in L2(Ω)2 and 1
h
α0(v
†)(θˇ − θˇ†0) + θˇ∗ ≤ 0 a.e. in Ω,
[θˆ, θˆ∗] ∈ ∂Φν(v†; · ) in L2(Ω)2 and 1
h
α0(v
†)(θˆ − θˆ†0) + θˆ∗ ≥ 0 a.e. in Ω,
(4.13)
respectively. Then
|√α0(v†)[θˇ − θˆ]+|2L2(Ω) ≤ |√α0(v†)[θˇ†0 − θˆ†0]+|2L2(Ω).
Moreover, by (2.5), if θˇ†0 ≤ θˆ†0 a.e. in Ω, then θˇ ≤ θˆ a.e. in Ω.
Proof. This lemma is obtained by taking the difference between the inequalities in
(4.13), multiplying both sides of the result by [θˇ − θˆ]+, and applying Lemma 4.3.
Proof of Theorem 1 (existence). Fix the initial value [vν0 , θ
ν
0 ] = [w
ν
0 , η
ν
0 , θ
ν
0 ] ∈ D1
as in (3.1). Then, in light of Lemmas 4.1-4.2 and Remark 4.1, we can take a sequence
{θ˜νε,0 | 0 < ε < 1} ⊂ HM(Ω) such that
θ˜νε,0 → θν0 in H1(Ω) and Ψνε(vν0 ; θ˜νε,0)→ Φν(vν0 ; θν0) as εց 0. (4.14)
Based on this, assume
0 < h < h†∗ := h
†
1
(
=
1
4(1 ∨ |g|C2([0,1]2))
)
(4.15)
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and denote by {[v˜νε,i, θ˜νε,i] = [w˜νε,i, η˜νε,i, θ˜νε,i] | i ∈ N} ⊂ DM the solution to (RXε)νh, starting
from the initial value [vνε,0, θ
ν
ε,0] = [v
ν
0 , θ˜
ν
ε,0]. Then, from (4.14) and Lemma 3.5, it can be
seen that {[v˜νε,i, θ˜νε,i] | i ∈ N} ⊂ DM and this sequence is bounded in H1(Ω)3. By applying
Sobolev’s embedding theorem, we find a sequence {εn |n ∈ N} ⊂ (0, 1) and a sequence of
triplets {[vνi , θνi ] = [wνi , ηνi , θνi ] | i ∈ N} ⊂ H1(Ω)3 with vνi = [wνi , ηνi ], i ∈ N such that
1 > ε1 > · · · > εn ց 0 as n→∞,
v˜νn,i = [w˜
ν
n,i, η˜
ν
n,i] := v˜
ν
εn,i → vνi in L2(Ω)2, weakly in H1(Ω)2,
weakly-∗ in L∞(Ω)2, and
in the pointwise sense a.e. in Ω
θ˜νn,i := θ˜
ν
εn,i → θνi in L2(Ω), weakly in H1(Ω), and
in the pointwise sense a.e. in Ω
as n→∞, (4.16)
and
vνi = [w
ν
i , η
ν
i ] ∈ [o∗, ι∗]× [0, 1], a.e. in Ω, (4.17)
for any 0 ≤ i ∈ Z.
Subsequently, from (3.8), (4.16), Lemmas 4.1–4.2 and (Fact 7) in Remark 1.5, we
observe that{ [
θνi ,− 1hα0(vνi )(θνi − θνi−1)
] ∈ ∂Φν(vνi ; · ) in L2(Ω)2,
Ψνεn(v˜
ν
n,i; θ˜
ν
n,i)→ Φν(vνi ; θνi ) and θ˜νn,i → θνi in H1(Ω) as n→∞
(4.18)
for any i ∈ N. Furthermore, since
[c, 0] ∈ ∂Φν(vνi ; · ) in L2(Ω)2 for any constant c ∈ R and any 0 ≤ i ∈ Z,
it is inductively observed that
θνi−1 ∈ L∞(Ω) and θνi ≤ |θνi−1|L∞(Ω) a.e. in Ω
(resp. θνi ≥ −|θνi−1|L∞(Ω) a.e. in Ω) for any i ∈ N,
(4.19)
by applying Lemma 4.4 as the case in which
v† = vνi ,
θˇ†0 = θ
ν
i−1, θˆ
†
0 = |θνi−1|L∞(Ω) (resp. θˇ†0 = −|θνi−1|L∞(Ω), θˆ†0 = θνi−1),
[θˇ, θˇ∗] =
[
θνi ,− 1hα0(vνi )(θνi − θνi−1)
]
(resp. [θˇ, θˇ∗] = [−|θνi−1|L∞(Ω), 0]),
[θˆ, θˆ∗] = [|θνi−1|L∞(Ω), 0] (resp. [θˆ, θˆ∗] =
[
θνi ,− 1hα0(vνi )(θνi − θνi−1)
]
),
for i ∈ N.
By invoking (A1)–(A3), (3.7), (4.16)–(4.18), and Lebesgue’s dominated convergence
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theorem and taking further subsequences if necessary, we observe that
1
h
(vνi − vνi−1, vνi −̟)L2(Ω)2 + ([∇g](vνi ), vνi −̟)L2(Ω)2
+
∫
Ω
(|∇θνi−1|[∇α](vνi ) + ν|∇θνi−1|2[∇β](vνi )) · (vνi −̟) dx
+(∇vνi ,∇(vνi −̟))L2(Ω)2×N + Γ(vνi )
≤ lim inf
n→∞
[
1
h
(v˜νn,i − v˜νn,i−1, v˜νn,i −̟)L2(Ω)2 + ([∇g](v˜νn,i), v˜νn,i −̟)L2(Ω)2
]
+ lim
n→∞
∫
Ω
(
|∇θ˜νn,i−1|[∇α](v˜νn,i) + ν|∇θ˜νn,i−1|2[∇β](v˜νn,i)
)
· (v˜νn,i −̟) dx
+ lim inf
n→∞
[
(∇v˜νn,i,∇(v˜νn,i −̟))L2(Ω)2×N + Γ(v˜νn,i)
]
≤ Γ(̟) for any ̟ ∈ [H1(Ω) ∩ L∞(Ω)]2.
(4.20)
With (4.17)–(4.20) in mind, we conclude that the limiting sequence {[vνi , θνi ] | i ∈ N} must
be the solution to the approximating problem (AP)νh.
Uniqueness and energy dissipation of approximating solutions
We start with auxiliary lemmas to demonstrate uniqueness.
Lemma 4.5 Assume 0 < h < h†∗ with the constant h
†
∗ as in (4.15). Let θ
†
0 ∈ H1(Ω) and
v†0,k ∈ [H1(Ω) ∩ L∞(Ω)]2, k = 1, 2, be fixed functions, and let vk ∈ [H1(Ω) ∩ L∞(Ω)]2,
k = 1, 2, be functions such that
vk ∈ [o∗, ι∗]× [0, 1] a.e. in Ω (4.21)
and
1
h
(vk − v†0,k, vk −̟)L2(Ω)2 + (∇vk,∇(vk −̟))L2(Ω)2×N
+([∇g](vk), vk −̟)L2(Ω)2 + Γ(vk)
+
∫
Ω
(
|∇θ†0|[∇α](vk) + ν|∇θ†0|2[∇β](vk)
)
· (vk −̟) dx
≤ Γ(̟), for all ̟ ∈ [H1(Ω) ∩ L∞(Ω)]2 and k = 1, 2.
(4.22)
Then
|v1 − v2|2L2(Ω)2 ≤ 2|v†1,0 − v†2,0|2L2(Ω)2 . (4.23)
Proof. We prepare two inequalities by setting k⊥ := (k mod 2) + 1 and letting ̟ = vk⊥
in (4.22), for k = 1, 2. By taking the sum of these, (4.23) follows by virtue of (A2)–(A3),
(4.15), (4.21), and Young’s inequality.
Lemma 4.6 Let v† ∈ [H1(Ω) ∩ L∞(Ω)]2 and θ†0,k ∈ H1(Ω), k = 1, 2, be fixed functions,
and let θk ∈ H1(Ω), k = 1, 2, be functions such that
1
h
α0(v
†)(θk − θ†0,k) ∈ ∂Φν(v†; θk) in L2(Ω), k = 1, 2.
29
Then
|√α0(v†)(θ1 − θ2)|2L2(Ω) ≤ |√α0(v†)(θ0,1 − θ0,2)|2L2(Ω).
Proof. This lemma is obtained by applying the standard analytic method for the
uniqueness of inclusions governed by subdifferentials (see, e.g., [7, 21]).
Proof of Theorem 1 (uniqueness and energy dissipation). Assume 0 < h < h†∗
with the constant as in (4.15). Then, on the basis of the foregoing lemmas, the uniqueness
for (AP)νh is verified through the following steps:
(Step 0) Let i = 1 and fix [vν0 , θ
ν
0 ] = [w
ν
0 , η
ν
0 , θ
ν
0 ] ∈ D1.
(Step 1) Confirm the uniqueness of the component vνi = [w
ν
i , η
ν
i ] of the approximating
solution by applying Lemma 4.5 as the case in which θ†0 = θ
ν
i−1 and v
†
0,1 = v
†
0,2 = v
ν
i−1.
(Step 2) Confirm the uniqueness of the component θνi of the approximating solution by
keeping in mind (2.5) and applying Lemma 4.6 as the case in which v† = vνi and
θ†0,1 = θ
†
0,2 = θ
ν
i−1.
(Step 3) Iterate the value of i , i.e., i← i+ 1 and return to step 1.
We next verify the inequality (3.5) of energy dissipation. Set ̟ = vνi−1 in (3.2). Then,
by applying a similar derivation method as for (3.25) and using (3.27), it can be seen that
1
2h
|vνi − vνi−1|2L2(Ω)2 + V 2D(vνi ) + G (vνi ) + Γ(vνi )
+
∫
Ω
α(vνi )|∇θνi−1| dx+ ν
∫
Ω
β(vνi )|∇θνi−1|2 dx
≤ V 2D(vνi−1) + G (vνi−1) + Γ(vνi−1)
+
∫
Ω
α(vνi−1)|∇θνi−1| dx+ ν
∫
Ω
β(vνi−1)|∇θνi−1|2 dx, i = 1, 2, 3, . . . .
(4.24)
Conversely, consider ω = θνi−1 in (3.3). Then
1
h
|√α0(vνi )(θνi − θνi−1)|2L2(Ω)
+
∫
Ω
α(vνi )|∇θνi | dx+ ν
∫
Ω
β(vνi )|∇θνi |2 dx
−
∫
Ω
α(vνi )|∇θνi−1| dx− ν
∫
Ω
β(vνi )|∇θνi−1|2 dx ≤ 0, for i = 1, 2, 3, . . . .
(4.25)
The inequality (3.5) of energy dissipation is obtained by taking the sum of (4.24) and
(4.25).
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5 Proof of Main Theorem 1
Throughout this section, we fix the constant ν > 0 and assume conditions (2.5)–(2.6)
as in Main Theorem 1. We also assume 0 < h < h†∗ with the constant as in (4.15), and we
denote by {[vνi , θνi ] = [wνi , ηνi , θνi ] | i ∈ N} ⊂ D1 the solution to the approximating problem
(AP)νh under the initial condition
[vν0 , θ
ν
0 ] = [w
ν
0 , η
ν
0 , θ
ν
0 ] = [w0, η0, θ0] ∈ D1.
On this basis, we define three kinds of time interpolation: [vνh, θ
ν
h] = [w
ν
h, η
ν
h, θ
ν
h] ∈
L2loc([0,∞);L2(Ω)3), [vνh, θνh] = [wνh, ηνh, θ
ν
h] ∈ L2loc([0,∞);L2(Ω)3), and [v̂νh, θ̂νh] = [ŵνh, η̂νh, θ̂νh]
∈ L2loc([0,∞);L2(Ω)3) with the shorthand vνh = [wνh, ηνh], vνh = [wνh, ηνh], and v̂νh = [ŵνh, η̂νh],
as
• [vνh(t), θ
ν
h(t)] = [w
ν
h(t), η
ν
h(t), θ
ν
h(t)] := [v
ν
i , θ
ν
i ] = [w
ν
i , η
ν
i , θ
ν
i ] in L
2(Ω)3
if t ∈ ((i− 1)h, ih] for some i ∈ N,
• [vνh(t), θνh(t)] = [wνh(t), ηνh(t), θ
ν
h(t)] := [v
ν
i−1, θ
ν
i−1] = [w
ν
i−1, η
ν
i−1, θ
ν
i−1]
in L2(Ω)3 if t ∈ [(i− 1)h, ih) for some i ∈ N,
• [v̂νh(t), θ̂νh(t)] = [ŵνh(t), η̂νh(t), θ̂νh(t)] := [vνi , θνi ]+
(
t
h
− i) [vνi −vνi−1, θνi −θνi−1]
in L2(Ω)3 if t ∈ [(i− 1)h, ih) for some i ∈ N,
(5.1)
for all t ≥ 0. By using these interpolations, the inequality (3.5) of energy dissipation leads
to
1
2
∫ t
s
|(v̂νh)t(τ)|2L2(Ω)2 dτ +
∫ t
s
|√α0(vνh)(τ)(θ̂νh)t(τ)|2L2(Ω) dτ + Fν(vνh(t), θνh(t))
≤ Fν(vνh(s), θνh(s)) for all 0 ≤ s ≤ t <∞ and ν > 0
(5.2)
and
|Fν(vνh(t), θ
ν
h(t))| ≤ F ν∗ := |Fν(vν0 , θν0)|+ c∗L N (Ω) for all t > 0 and ν > 0, (5.3)
where c∗ > 0 is the constant as in (A2). From (2.3), (2.5) and Theorem 1, it may thus be
deduced that
{wνh(t, x), wνh(t, x), ŵνh(t, x) | 0 < h < h†∗} ⊂ [o∗, ι∗],
{ηνh(t, x), ηνh(t, x), η̂νh(t, x) | 0 < h < h†∗} ⊂ [0, 1],
{θνh(t, x), θνh(t, x), θ̂νh(t, x) | 0 < h < h†∗} ⊂ [−|θν0 |L∞(Ω), |θν0 |L∞(Ω)],
a.e. x ∈ Ω and any t ∈ [0, T ];
(5.4)
and 
• {[v̂νh, θ̂νh] = [ŵνh, η̂νh, θ̂νh] | 0 < h < h†∗} is bounded in
W 1,2(0, T ;L2(Ω)3)∩L∞(0, T ;H1(Ω)3)∩L∞(Q)3;
• {[vνh, θ
ν
h] = [w
ν
h, η
ν
h, θ
ν
h] | 0 < h < h†∗} and
{[vνh, θνh] = [wνh, ηνh, θ
ν
h] | 0 < h < h†∗} are bounded
in L∞(0, T ;H1(Ω)3) ∩ L∞(Q)3.
(5.5)
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Taking into account (5.4)–(5.5) and Aubin-type compactness theory (see [36]), we find a
sequence
h†∗ > h
ν
1 > · · · > hνn ց 0 as n→∞
and a triplet of functions [vν , θν ] = [wν , ην , θν ] ∈ L2(0, T ;L2(Ω)3) such that{
vν ∈ W 1,2(0, T ;L2(Ω)2) ∩ L∞(0, T ;H1(Ω)2),
θν ∈ W 1,2(0, T ;L2(Ω)) ∩ L∞(0, T ;H1(Ω)),
(5.6)
{
vν(t, x) = [wν(t, x), ην(t, x)] ∈ [o∗, ι∗]× [0, 1],
θν(t, x) ∈ [−|θν0 |L∞(Ω), |θν0 |L∞(Ω)],
a.e. x ∈ Ω and any t ∈ [0, T ],
(5.7)
and 
v̂νn = [ŵ
ν
n, η̂
ν
n] := v̂
ν
hνn
→ vν in C(I;L2(Ω)2),
weakly in W 1,2(I;L2(Ω)2), weakly-∗ in L∞(I;H1(Ω)2),
and weakly-∗ in L∞(I × Ω)2,
θ̂νn := θ̂
ν
hνn
→ θν in C(I;L2(Ω)),
weakly in W 1,2(I;L2(Ω)), weakly-∗ in L∞(I;H1(Ω)),
and weakly-∗ in L∞(I × Ω),
as n→∞, for any open interval I ⊂ (0, T ).
(5.8)
Additionally, noting that
|vνh − v̂νh|L∞(0,T ;L2(Ω)2) ∨ |vνh − v̂νh|L∞(0,T ;L2(Ω)2)
≤ max
i∈Z, ih∈[0,T ]
∫ (i+1)h
ih
|(v̂νh)t(t)|L2(Ω)2 dt ≤
√
h |(v̂νh)t|L2(0,T ;L2(Ω)2),
|√α0(vνh)(θνh − θ̂νh)|L∞(0,T ;L2(Ω)) ∨ |√α0(vνh)(θνh − θ̂νh)|L∞(0,T ;L2(Ω))
≤ max
i∈Z, ih∈[0,T ]
∫ (i+1)h
ih
|√α0(vνh)(θ̂νh)t(t)|L2(Ω) dt ≤ √h |√α0(vνh)(θ̂νh)t|L2(0,T ;L2(Ω)),
(5.9)
we also have 
vνn = [w
ν
n, η
ν
n] := v
ν
hνn
→ vν and vνn = [wνn, ηνn] := vνhνn → vν
in L∞(I;L2(Ω)2), weakly-∗ in L∞(I;H1(Ω)2),
and weakly-∗ in L∞(I × Ω)2,
θ
ν
n := θ
ν
hνn
→ θν and θνn := θνhνn → θν in L∞(I;L2(Ω)),
weakly-∗ in L∞(I;H1(Ω)) and weakly-∗ in L∞(I × Ω),
as n→∞, for any open interval I ⊂ (0, T ),
(5.10)
and, in particular, 
vνn(t) → vν(t), vνn(t) → vν(t) and v̂νn(t) → vν(t)
in L2(Ω)2 and weakly in H1(Ω),
θ
ν
n(t) → θν(t), θνn(t) → θν(t) and θ̂νn(t) → θν(t)
in L2(Ω) and weakly in H1(Ω),
as n→∞, a.e. t ∈ (0, T ).
(5.11)
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Based on these considerations, we next demonstrate the following auxiliary lemmas.
Lemma 5.1 (Mosco convergence) Let I ⊂ (0, T ) be any open interval, and let ΦIν :
L2(I;L2(Ω))→ [0,∞] and ΦIν,n : L2(I;L2(Ω))→ [0,∞], n ∈ N, be functionals defined as
ζ ∈ L2(I;L2(Ω)) 7→ ΦIν(ζ) :=
∫
I
Φν(vν(t); ζ(t)) dt, (5.12)
and
ζ ∈ L2(I;L2(Ω)) 7→ ΦIν,n(ζ) :=
∫
I
Φν(v
ν
n(t); ζ(t)) dt, n ∈ N, (5.13)
by using the functions vν = [wν , ην ] ∈ L∞(0, T ;H1(Ω)2) ∩ L∞(Q)2 and vνn = [wνn, ηνn] ∈
L∞(0, T ;H1(Ω)2)∩L∞(Q)2, n ∈ N, as in (5.6)–(5.11). Then, the following two statements
hold:
(I-1) ΦIν and Φν,n, n ∈ N, are proper l.s.c and convex functions on L2(I;L2(Ω)) such that
D(ΦIν) = D(Φ
I
ν,n) = L
2(I;H1(Ω)) for all n ∈ N.
(I-2) ΦIν,n → ΦIν on L2(I;L2(Ω)), in the sense of Mosco [30], as n→∞.
Proof. Since (I-1) is a straightforward consequence of Notation 8, (A3), (2.5), and
(5.5)–(5.7), it is enough to prove only (I-2).
To verify the lower bound condition, let us take a function ζ† ∈ L2(I;L2(Ω)), a se-
quence {ζ†n |n ∈ N} ⊂ L2(I;L2(Ω)), and a subsequence {ζ†nj | j ∈ N} ⊂ {ζ†n} to posit the
following nontrivial situation: ζ
†
n → ζ† weakly in L2(I;L2(Ω)) as n→∞,
lim inf
n→∞
ΦIν,n(ζ
†
n) = lim
j→∞
ΦIν,nj (ζ
†
nj
) <∞. (5.14)
By virtue of (2.5) and (5.14), the subsequence {ζ†nj} must be bounded in L2(I;H1(Ω)).
So, taking a subsequence if necessary, we may also suppose that
ζ†nj → ζ† weakly in L2(I;H1(Ω)) as j →∞.
Furthermore, with (A3) and (5.4)–(5.11) in mind, we have
α(vνnj )∇ζ†nj → α(vν)∇ζ†√
β(vνnj)∇ζ†nj →
√
β(vν)∇ζ†
weakly in L2(I;L2(Ω)N ) as j →∞.
From the above convergence, satisfaction of the lower bound condition is confirmed as
follows:
lim inf
n→∞
ΦIν,n(ζ
†
n) = lim
j→∞
ΦIν,nj (ζ
†
nj
)
= lim inf
j→∞
(∣∣∣α(vνnj)∇ζ†nj ∣∣∣
L1(I;L1(Ω;RN ))
+ ν
∣∣∣√β(vνnj)∇ζ†nj ∣∣∣2
L2(I;L2(Ω)N )
)
≥ ∣∣α(vν)∇ζ†∣∣L1(I;L1(Ω;RN )) + ν ∣∣∣√β(vν)∇ζ†∣∣∣2L2(I;L2(Ω)N ) = ΦIν(ζ†).
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Additionally, owing to (5.4)–(5.11) and Lebesgue’s dominated convergence theorem,
it can be inferred that
|ΦIν,n(ζ‡)− ΦIν(ζ‡)|
≤
∫
I
∫
Ω
|α(ηνn)− α(ην)||∇ζ‡| dx dt+ ν
∫
I
∫
Ω
|β(wνn)− β(wν)||∇ζ‡|2 dx dt
→ 0 as n→∞, for any ζ‡ ∈ D(ΦIν) = L2(I;H1(Ω)).
This implies the validity of the condition of optimality, for Mosco convergence ΦIν,n → ΦIν
on L2(I;L2(Ω)) as n→∞.
Lemma 5.2 In addition to the assumptions and notations of Lemma 5.1, assume that
ζ‡ ∈ L2(I;H1(Ω)), {ζ‡n |n ∈ N} ⊂ L2(I;H1(Ω)) and
ΦIν,n(ζ
‡
n)→ ΦIν(ζ‡) as n→∞. (5.15)
Then ζ‡n → ζ‡ in L2(I;H1(Ω)) as n→∞.
Proof. The proof of this lemma is a slight modification of that of Lemma 4.2. Indeed,
from (A3), (2.5), (5.4)–(5.11) and (5.15), we infer that
α(vνn)∇ζ‡n → α(vν)∇ζ‡√
β(vνn)∇ζ‡n →
√
β(vν)∇ζ‡
1√
β(vνn)
∇ζ‡n → 1√β(vν)∇ζ
‡
weakly in L2(I;L2(Ω)N ) as n→∞. (5.16)
Therefore, as in the derivations of (4.10)–(4.11), convergences (5.15)–(5.16) show that√
β(vνn)∇ζ‡n →
√
β(vν)∇ζ‡ in L2(I;L2(Ω)N ) as n→∞, (5.17)
and
|∇ζ‡n|2L2(I;L2(Ω)N ) → |∇ζ‡|2L2(I;L2(Ω)N ) as n→∞. (5.18)
Thus, strong convergence of {ζ‡n} in L2(I;H1(Ω)) follows from (5.17), (5.18), and the
uniform convexity of the L2-topology.
Proof of Main Theorem 1. From (5.6)–(5.7), we see that the limiting triplet [vν , θν ] =
[wν , ην , θν ] fulfills the condition (S0)ν . Hence, all we have to do is verify the compatibility
of [vν , θν ] with conditions (S1)ν–(S3)ν .
Fix any open interval I ⊂ (0, T ). Then, from Remark 1.1, (3.2)–(3.3), and (5.1), the
functions [vνn, θ
ν
n], [v
ν
n, θ
ν
n], [v̂
ν
n, θ̂
ν
n], n ∈ N, must satisfy∫
I
(
(v̂νn)t(t), v
ν
n(t)−̟
)
L2(Ω)2
dt+
∫
I
(
[∇g](vνn(t)), vνn −̟
)
L2(Ω)2
dt
+
∫
I
(∇vνn(t),∇(vνn(t)−̟))L2(Ω)2×N dt
+
∫
I
(|∇θνn(t)|[∇α](vνn(t)) + ν|∇θνn|2[∇β](vνn(t))) · (vνn(t)−̟) dt
+
∫
I
Γ(vνn(t)) dt ≤
∫
I
Γ(̟) dt
(
= Γ(̟) ·L 1(I))
for any ̟ ∈ [H1(Ω) ∩ L∞(Ω)]2 and any n ∈ N,
(5.19)
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and
[θ
ν
n,−α0(vνn)(θ̂νn)t] ∈ ∂ΦIν,n in L2(I;L2(Ω))2 for any n ∈ N. (5.20)
Here, from (5.8)–(5.13), (5.20), (I-2) of Lemma 5.1, and (Fact 7) in Remark 1.5, it follows
that
[θν ,−α0(vν)(θν)t] ∈ ∂ΦIν in L2(I;L2(Ω))2 (5.21)
and
ΦIν,n(θ
ν
n)→ ΦIν(θν) as n→∞. (5.22)
Subsequently, in light of (5.21), (I-1) of Lemma 5.1, and (Fact 1) in Remark 1.1, we can
deduce that the triplet [vν , θν ] = [wν , ην , θν ] fulfills condition (S3)ν .
Next, from (5.8)–(5.10), (5.22), and Lemma 5.2, it follows that
θ
ν
n → θν in L2(I;H1(Ω)) as n→∞. (5.23)
Meanwhile, from (2.5), (5.2)–(5.3), and (5.5), it can be seen that∣∣∣∣∫
I
∫
Ω
|∇θνh|2 dx dt−
∫
I
∫
Ω
|∇θνh|2 dx dt
∣∣∣∣ ≤ 2F ν∗δ1 · hν
for all 0 < h < h†∗ and ν > 0.
(5.24)
Bearing in mind (5.10), (5.23), and (5.24), it further follows that
θνn → θν and θ̂νn → θν in L2(I;H1(Ω)), as n→∞.
Now, on account of (5.8)–(5.10), (5.23)–(5.24), and Lebesgue’s dominated convergence
theorem, allowing n→∞ in (5.19) yields∫
I
(
(vν)t(t), vν(t)−̟
)
L2(Ω)2
dt+
∫
I
(
[∇g](vν(t)), vν(t)−̟
)
L2(Ω)2
dt
+
∫
I
(∇vν(t),∇(vν(t)−̟))L2(Ω)2×N dt
+
∫
I
(|∇θν(t)|[∇α](vν(t)) + ν|∇θν(t)|2[∇β](vν(t))) · (vν(t)−̟) dt
+
∫
I
Γ(vν(t)) dt ≤
∫
I
Γ(̟) dt
(
= Γ(̟) ·L 1(I))
for any ̟ ∈ [H1(Ω) ∩ L∞(Ω)]2.
Since the choice of the open interval I ⊂ (0, T ) is arbitrary, we can verify the remaining
conditions (S1)ν–(S2)ν on the basis of this inequality and the reformulation (2.15) in
Remark 2.3.
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6 Proof of Main Theorem 2
Assume (2.11) for the initial value [w0, η0, θ0] ∈ D0 of the system (S)0. Then, roughly
speaking, our second main theorem is proved through some limiting observations for (AP)νh
as h, ν ց 0. With this scenario in mind, we rely upon [29, Section 2] for the following
auxiliary lemmas.
Lemma 6.1 Let δ∗ > 0 be a constant and let I ⊂ (0, T ) be any open interval. Assume
that
̺ ∈ C(I;L2(Ω)) ∩ L∞(I;H1(Ω)) ∩ L∞(I × Ω), {̺n |n ∈ N} ⊂ L2(I;L2(Ω)),
̺ ≥ δ∗ and ̺n ≥ δ∗, a.e. in I × Ω, for all n ∈ N,
̺n(t)→ ̺(t) in L2(Ω) and weakly in H1(Ω), as n→∞, a.e. t ∈ I,
and {
ζ ∈ C(I;L2(Ω)) ∩ L1(I;BV (Ω)), {ζn |n ∈ N} ⊂ L2(I;H1(Ω)),
ζn(t)→ ζ(t) in L2(Ω) as n→∞, a.e. t ∈ I.
Then the functions
t ∈ I 7→
∫
Ω
d[̺(t)|Dζ(t)|] and t ∈ I 7→
∫
Ω
̺n(t)|∇ζn(t)| dx, n ∈ N,
are integrable. Moreover, if∫
I
∫
Ω
̺n(t)|∇ζn(t)| dx dt→
∫
I
∫
Ω
d[̺(t)|Dζ(t)|] as n→∞
and
ω ∈ C(I;L2(Ω))∩L∞(I;H1(Ω))∩L∞(I×Ω) and {ωn |n ∈ N} ⊂ L2(I;L2(Ω)),
{ωn |n ∈ N} is a bounded sequence in L∞(I × Ω),
ωn(t)→ ω(t) in L2(Ω) and weakly in H1(Ω) as n→∞, a.e. t ∈ I,
then ∫
I
∫
Ω
ωn(t)|∇ζn(t)| dx dt→
∫
I
∫
Ω
d[ω(t)|Dζ(t)|] as n→∞.
Proof. This lemma is a straightforward consequence of [29, Lemmas 4 and 7].
Lemma 6.2 (Γ-convergence) Assume v‡ ∈ [H1(Ω)∩L∞(Ω)]2, {v‡ν | ν > 0} ⊂ [H1(Ω)∩
L∞(Ω)]2, and {
v‡ν → v‡ in the pointwise sense, a.e. in Ω, as ν ց 0,
{v‡ν | ν > 0} is bounded in L∞(Ω)2.
(6.1)
Then, for the sequence of convex functions {Φν(v‡ν ; · )}, it holds that Φν(v‡ν ; · )→ Φ0(v‡; · )
on L2(Ω), in the sense of Γ -convergence [11], as ν ց 0, i.e.:
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(γ1)ν (lower bound) lim infνց0
Φν(v
‡
ν ; θ
‡
ν) ≥ Φν(v‡; θ‡) if θ‡ ∈ L2(Ω), {θ‡ν | ν > 0} ⊂ L2(Ω),
and θ‡ν → θ‡ in L2(Ω) as ν ց 0;
(γ2)ν (optimality) for any θ
‡‡ ∈ H1(Ω), there exists a sequence {θ‡‡ν | ν > 0} ⊂ H1(Ω)
such that θ‡‡ν → θ‡‡ in L2(Ω) and Φν(v‡ν ; θ‡‡ν )→ Φ0(v‡; θ‡‡) as ν ց 0.
Proof. We start by confirming that R1 := supν>0 |v
‡
ν |L∞(Ω)2 <∞,
α(v‡ν)→ α(v‡) in L2(Ω) and weakly in H1(Ω), as ν ց 0.
(6.2)
This is easily confirmed from assumption (A3) and (6.1).
Next, for any ν > 0, any δ > 0, and any v˜ ∈ [H1(Ω) ∩ L∞(Ω)]2, let Φ˜ν,δ(v˜; · ) be a
proper l.s.c. and convex function on L2(Ω), defined as
ϑ ∈ L2(Ω) 7→ Φ˜ν,δ(v˜;ϑ) := Φ0(v˜;ϑ) + νδV 1D(ϑ) ∈ [0,∞], (6.3)
where V 1D is the convex function V
d
D given in (1.2), in the case that d = 1. Then, setting
δ∗(R) := |α|C([−R,R]2) + |β|C([−R,R]2) for any R > 0, (6.4)
it immediately follows from (A3), (2.5), and (6.2) that
Φ˜ν,δ1(v
‡
ν ; z) ≤ Φν(v‡ν ; z) ≤ Φ˜ν,δ∗(R1)(v‡ν ; z) for any ν > 0 and any z ∈ L2(Ω). (6.5)
In addition, we can apply [29, Lemma 3] to see that
Φ˜ν,δ1(v
‡
ν ; · )→ Φ0(v‡; · ) and Φ˜ν,δ∗(R1)(v‡ν ; · )→ Φ0(v‡; · ) on L2(Ω),
in the sense of Γ-convergence, as ν ց 0. (6.6)
On the basis of these facts, Γ-convergence for the sequence {Φν(v‡ν ; · ) | ν > 0} can be
verified as follows.
First, to verify the lower bound, let us take arbitrary θ‡ ∈ L2(Ω) and {θ‡ν | ν > 0} ⊂
L2(Ω) such that θ‡ν → θ‡ in L2(Ω) as ν ց 0. Then, using (6.5)–(6.6), we deduce the
following inequality:
Φ0(v
‡; θ‡) ≤ lim inf
νց0
Φ˜ν,δ1(v
‡
ν ; θ
‡
ν) ≤ lim inf
νց0
Φν(v
‡
ν ; θ
‡
ν).
Thus, the lower bound for {Φν(v‡ν ; · )} is verified.
Second, to verify optimality, we take any θ‡‡ ∈ BV (Ω) ∩ L2(Ω) (=D(Φ0(v‡; · ))) and
use the fact (6.6) to take a sequence {θ‡‡ν | ν > 0} ⊂ H1(Ω) such that
θ‡‡ν → θ‡‡ in L2(Ω) and Φ˜ν,δ∗(R1)(v‡ν ; θ‡‡ν )→ Φ0(v‡; θ‡‡) as ν ց 0.
Then, taking into account (6.5) and the lower bound for {Φν(v‡ν ; · )}, we observe that
lim sup
νց0
Φν(v
‡
ν ; θ
‡‡
ν ) ≤ lim
νց0
Φ˜ν,δ∗(R1)(v
‡
ν ; θ
‡‡
ν ) = Φ0(v
‡; θ‡‡ν ) ≤ lim inf
νց0
Φν(v
‡
ν ; θ
‡‡
ν ).
This implies optimality for {Φν(v‡ν ; · )}.
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Remark 6.1 In previous work [29, Lemma 3], it was reported that strong L2-convergence
as in (γ1)ν was necessary to obtain convergence as in (6.6). Hence, we still have not
succeeded in generalizing the result of Lemma 6.2 by means of Mosco convergence.
In light of Lemma 6.2 and [29, Remark 2], we find a sequence {θ˜ν0 | ν > 0} ⊂ H1(Ω)
such that {
|θ˜ν0 |L∞(Ω) ≤ |θ0|L∞(Ω) for all ν > 0,
θ˜ν0 → θ0 and Φν(v0; θ˜ν0)→ Φ0(v0; θ0) as ν ց 0.
(6.7)
Now, for arbitrary 0 < h < h†∗ and ν > 0, let us denote by [v
ν
h, θ
ν
h] = [w
ν
h, η
ν
h, θ
ν
h] ∈
L2loc([0,∞);L2(Ω)3), [vνh, θνh] = [wνh, ηνh, θ
ν
h] ∈ L2loc([0,∞);L2(Ω)3), and [v̂νh, θ̂νh] = [ŵνh, η̂νh, θ̂νh]
∈ L2loc([0,∞);L2(Ω)3) the three time interpolations, as in (5.1), consisting of the solution
{[vνi , θνi ] = [wνi , ηνi , θνi ] | i ∈ N} ⊂ D1 to the approximating problem (AP)νh, under the
assumption (2.5) and the following initial condition:
[vν0 , θ
ν
0 ] = [w
ν
0 , η
ν
0 , θ
ν
0 ] := [v
ν
0 , θ˜
ν
0 ] = [w0, η0, θ˜
ν
0 ] ∈ D1. (6.8)
Then, from (A1)–(A3), (5.2)–(5.3), (5.5)–(5.6), and (6.7)–(6.8), it is deduced that
F∗ := sup
0<ν<ν†∗
|Fν(vν0 , θν0)|+ c∗L N(Ω)
= sup
0<ν<ν†∗
|Fν(w0, η0, θ˜ν0)|+ c∗L N(Ω) <∞ for some ν†∗ > 0,
(6.9)

{wνh(t, x), wνh(t, x), ŵνh(t, x) | 0 < h < h†∗, 0 < ν < ν†∗} ⊂ [o∗, ι∗],
{ηνh(t, x), ηνh(t, x), η̂νh(t, x) | 0 < h < h†∗, 0 < ν < ν†∗} ⊂ [0, 1],
{θνh(t, x), θνh(t, x), θ̂νh(t, x) | 0 < h < h†∗, 0 < ν < ν†∗} ⊂ [−|θ0|L∞(Ω), |θ0|L∞(Ω)],
a.e. x ∈ Ω and any t ∈ [0, T ],
(6.10)

1
2
|(v̂νh)t|2L2(0,T ;L2(Ω))2 + |
√
α0(v
ν
h)(θ̂
ν
h)t|2L2(0,T ;L2(Ω))
≤
∑
i∈Z, ih∈[0,T ]
(
1
2h
|vνi − vνi−1|2L2(Ω)2 +
1
h
|√α0(vνi )(θνi − θνi−1)|2L2(Ω)) ≤ F∗,
sup
t∈[0,T ]
|Fν(vνh, θ
ν
h)| ∨ sup
t∈[0,T ]
|Fν(vνh, θνh)| ≤ max
i∈Z, ih∈[0,T ]
|Fν(vνi , θνi )| ≤ F∗,
for any 0 < h < h†∗ and any 0 < ν < ν
†
∗,
(6.11)
and, therefore,
• {[v̂νh, θ̂νh] = [ŵνh, η̂νh, θ̂νh] | 0 < h < h†∗, 0 < ν < ν†∗} is bounded
in W 1,2(0, T ;L2(Ω)3) ∩ L∞(0, T ;X0) ∩ L∞(Q)3;
• {[vνh, θ
ν
h] = [w
ν
h, η
ν
h, θ
ν
h] | 0 < h < h†∗, 0 < ν < ν†∗} and
{[vνh, θνh] = [wνh, ηνh, θνh] | 0 < h < h†∗, 0 < ν < ν†∗} are bounded
in L∞(0, T ;L2(Ω)3) ∩ L∞(0, T ;X0) ∩ L∞(Q)3.
(6.12)
Taking into account (6.7)–(6.12) and Aubin-type compactness theory (see [36]), we find
sequences
h†∗ > h1 > · · · > hn ց 0 and ν†∗ > ν1 > · · · > νn ց 0 as n→∞
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and a triplet of functions [v, θ] = [w, η, θ] ∈ L2(0, T ;L2(Ω)3) such that{
v ∈ W 1,2(0, T ;L2(Ω)2) ∩ L∞(0, T ;H1(Ω)2),
θ ∈ W 1,2(0, T ;L2(Ω)) ∩ L∞(0, T ;BV (Ω)), (6.13){
v(t, x) = [w(t, x), η(t, x)] ∈ [o∗, ι∗]× [0, 1],
θ(t, x) ∈ [−|θ0|L∞(Ω), |θ0|L∞(Ω)],
a.e. x ∈ Ω and any t ∈ [0, T ],
(6.14)
and 
v̂n = [ŵn, η̂n] := v̂
νn
hn
→ v in C(I;L2(Ω)2),
weakly in W 1,2(I;L2(Ω)2), weakly-∗ in L∞(I;H1(Ω)2),
and weakly-∗ in L∞(I × Ω)2,
θ̂n := θ̂
νn
hνn
→ θ in C(I;L2(Ω)),
weakly in W 1,2(I;L2(Ω)), and weakly-∗ in L∞(I × Ω),
as n→∞, for any open interval I ⊂ (0, T ).
(6.15)
Additionally, from (2.10) and (5.9), we deduced that
vn = [wn, ηn] := v
νn
hn
→ v and vn = [wn, ηn] := vνnhn → v
in L∞(I;L2(Ω)2), weakly-∗ in L∞(I;H1(Ω)2), and
weakly-∗ in L∞(I × Ω)2,
θn := θ
νn
hn → θ and θn := θνnhn → θ in L∞(I;L2(Ω)), and
weakly-∗ in L∞(I × Ω),
as n→∞, for any open interval I ⊂ (0, T ),
(6.16)
and, in particular, 
vn(t) → v(t), vn(t) → v(t) and v̂n(t) → v(t)
in L2(Ω)2 and weakly in H1(Ω)2,
θn(t) → θ(t), θn(t) → θ(t) and θ̂n(t) → θ(t)
in L2(Ω) and weakly-∗ in BV (Ω),
as n→∞, a.e. t ∈ (0, T ).
(6.17)
Based on these, we next check the following lemmas.
Lemma 6.3 (cf. [29, Section 2.2]) Let v = [w, η] and vn = [wn, ηn], n ∈ N, be pairs of
functions as in (6.13)–(6.17). Also, for any open interval I ⊂ (0, T ), let ΦI0 : L2(I;L2(Ω))
→ [0,∞] and ΦIn : L2(I;L2(Ω))→ [0,∞], n ∈ N, be functionals defined as
ζ ∈ L2(I;L2(Ω)) 7→

ΦI0(ζ) :=
∫
I
Φ0(v(t); ζ(t)) dt,
if Φ0(v( · ); ζ( · )) ∈ L1(I),
∞, otherwise,
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and
ζ ∈ L2(I;L2(Ω)) 7→ ΦIn(ζ) :=
∫
I
Φνn(vn; ζ(t)) dt, n ∈ N,
respectively. Then, for any open interval I ⊂ (0, T ), the following three statements hold:
(II-1) The restriction ΦI0|C(I;L2(Ω)) is a proper l.s.c. and convex function on C(I;L2(Ω))
such that D(ΦI0|C(I;L2(Ω))) ⊃ C(I;L2(Ω))∩L1(I;BV (Ω)), and also the ΦIn, n ∈ N, are
proper l.s.c. and convex functions on L2(I;L2(Ω)) such that D(ΦIn) = L
2(I;H1(Ω)),
n ∈ N.
(II-2) If ζ†† ∈ C(I;L2(Ω)), {ζ††n |n ∈ N} ⊂ L2(I;H1(Ω)), and ζ††n (t) → ζ††(t) in L2(Ω),
a.e. t ∈ I, then lim inf
n→∞
ΦIn(ζ
††
n ) ≥ lim inf
n→∞
ΦI0(ζ
††
n ) ≥ ΦI0(ζ††).
(II-3) For any ζ‡‡ ∈ C(I;L2(Ω)) ∩ L1(I;BV (Ω)), there exists a sequence {ζ‡‡n |n ∈ N} ⊂
C∞(I × Ω) such that ζ‡‡n → ζ‡‡ in L2(I;L2(Ω)) and ΦIn(ζ‡‡n )→ ΦI0(ζ‡‡) as n→∞.
Proof. From (A3), (2.5), (2.10), and (6.13)–(6.15), we easily have
• {α(v), β(v)} ⊂ C(I;L2(Ω))∩L∞(I;H1(Ω))∩L∞(Q),
δ0 ≤ α(v) ≤ δ∗(1), and δ1 ≤ β(v) ≤ δ∗(1) a.e. in Q,
• {α(vn), β(vn) |n ∈ N} ⊂ L∞(I;H1(Ω)) ∩ L∞(Q),
δ0 ≤ α(vn) ≤ δ∗(1), and δ1 ≤ β(vn) ≤ δ∗(1) a.e.
in Q for n ∈ N,
• α(vn(t))→ α(v(t)) in L2(Ω) and weakly in H1(Ω) as
n→∞,
(6.18)
where for any R > 0, δ∗(R) is the constant given in (6.4). From (6.18), item (II-1) is a
straightforward consequence of [29, Lemma 4].
Next, let us take ζ†† ∈ C(I;L2(Ω)), {ζ††n |n ∈ N} ⊂ L2(I;H1(Ω)), ζ‡‡ ∈ C(I;L2(Ω)) ∩
L1(I;BV (Ω)), and {ζ‡‡n |n ∈ N} ⊂ C∞(I × Ω), fulfilling the assumptions in (II-2) and
(II-3). By using the functional given in (6.3), we set
ζ ∈ L2(I;L2(Ω)) 7→ Φ˜In,δ(ζ) :=
∫
I
Φ˜νn,δ(vn(t); ζ(t)) dt ∈ [0,∞]
for any n ∈ N and any δ > 0.
Here, from (6.18), it is immediately verified that
Φ˜In,δ1(ζ) ≤ ΦIn(ζ) ≤ Φ˜In,δ∗(1)(ζ) for any z ∈ L2(I;L2(Ω)). (6.19)
Furthermore, by virtue of (A3), (2.10), (6.5), (6.10), (6.14), (6.17), and [29, Lemma 8],
we find a sequence {ζ‡‡n |n ∈ N} ⊂ C∞(I × Ω) such that
ζ‡‡n → ζ‡‡ in L2(I;L2(Ω)) and Φ˜n,δ(ζ‡‡n )→ Φ0(ζ‡‡) as n→∞ for any δ > 0. (6.20)
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Now, taking into account (6.19)–(6.20) and applying [29, Lemma 6], we can verify the
remaining items (II-2) and (II-3), as follows:
lim inf
n→∞
ΦIn(ζ
††
n ) ≥ lim inf
n→∞
Φ˜In,δ1(ζ
††
n ) ≥ Φ0(ζ††),
lim sup
n→∞
ΦIn(ζ
‡‡
n ) ≤ lim
n→∞
Φ˜In,δ∗(1)(ζ
‡‡
n ) = Φ
I
0(ζ
‡‡) ≤ lim inf
n→∞
ΦIn(ζ
‡‡
n ).
Proof of Main Theorem 2. From (6.13)–(6.14), it can be seen that the limiting
triplet [v, θ] = [w, η, θ] fulfills the condition (S0)0. Hence, all we have to do is verify the
compatibility of [v, θ] with conditions (S1)0–(S3)0.
Fix any open interval I ⊂ (0, T ). Then, from (3.2)–(3.3) and (5.1), the functions
[vn, θn], [vn, θn], and [v̂n, θ̂n], n ∈ N, must fulfill∫
I
(
(v̂n)t(t), vn(t)−̟
)
L2(Ω)2
dt +
∫
I
(
[∇g](vn(t)), vn(t)−̟
)
L2(Ω)2
dt
+
∫
I
(∇vn(t),∇(vn(t)−̟))L2(Ω)2×N dt
+
∫
I
∫
Ω
(|∇θn(t)|[∇α](vn(t)) + ν|∇θn|2[∇β](vn(t))) · (vn(t)−̟) dx dt
+
∫
I
Γ(vn(t)) dt ≤
∫
I
Γ(̟) dt
for any ̟ ∈ [H1(Ω) ∩ L∞(Ω)]2 and any n ∈ N
(6.21)
and ∫
I
(
α0(vn(t))(θ̂n)t(t), θn(t)− ζ(t)
)
L2(Ω)
dt+ ΦIn(θn) ≤ ΦIn(ζ)
for any ζ ∈ L2(I;H1(Ω)) and n ∈ N.
(6.22)
On this basis, we next take the limit of (6.22) as n → ∞. Then, invoking (A3),
(6.15)–(6.17), and (II-2) of Lemma 6.3, we calculate that∫
I
(
α0(v(t))θt(t), θ(t)− ζ(t)
)
L2(Ω)
dt+ ΦI0(θ)
≤ lim
n→∞
∫
I
(
α0(vn)(θ̂n)t(t), θn(t)− ζ(t)
)
L2(Ω)
dt+ lim inf
n→∞
ΦIn(θn)
≤ lim
n→∞
ΦIn(ζ) = Φ
I
0(ζ) for any ζ ∈ L2(I;H1(Ω)).
Since the choice of the open interval I ⊂ (0, T ) is arbitrary, this inequality implies that(
α0(v(t))θt(t), θ(t)− ω
)
L2(Ω)
+ Φ0(v(t); θ(t)) ≤ Φ0(v(t);ω)
for any ω ∈ H1(Ω). (6.23)
Moreover, by virtue of the strict approximation given by (Fact 5) in Remark 1.4, we can
verify that (6.23) is valid for any ω ∈ BV (Ω) ∩ L2(Ω), and the triplet [v, θ] = [w, η, θ] is
compatible with condition (S3)0.
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Next, with (6.13) in mind, we can apply (II-3) of Lemma 6.3 for the case in which
ζ‡‡ = θ and take a sequence {θ˜n |n ∈ N} ⊂ C∞(I × Ω) such that
θ˜n → θ in L2(I;L2(Ω)) and ΦIn(θ˜n)→ ΦI0(θ) as n→∞. (6.24)
Setting ζ = θ˜n in (6.22), from (6.15)–(6.17), (6.18), (6.24), and (II-2) of Lemma 6.3, we
have
ΦI0(θ) ≤ lim inf
n→∞
ΦI0(θn) ≤ lim inf
n→∞
ΦIn(θn) ≤ lim sup
n→∞
ΦIn(θn)
≤ lim
n→∞
[
ΦIn(θ˜n)−
∫
I
(
α0(vn(t))(θ̂n)t(t), θn(t)− θ˜n(t)
)
L2(Ω)
dt
]
= ΦI0(θ),
and therefore
0 ≤ lim inf
n→∞
νn
∫
I
∫
Ω
β(vn(t))|∇θn(t)|2 dx dt
≤ lim sup
n→∞
νn
∫
I
∫
Ω
β(vn(t))|∇θn(t)|2 dx dt
≤ lim
n→∞
ΦIn(θn)− lim inf
n→∞
ΦI0(θn) = 0
(6.25)
and
lim
n→∞
∫
I
∫
Ω
α(vn(t))|∇θn(t)| dx dt =
∫
I
∫
Ω
d[α(v(t))|Dθ(t)|]. (6.26)
Again, keeping in mind (6.15)–(6.17), (6.18), and (6.26), we apply Lemma 6.1 for the case
in which
̺ = α(v), {̺n} = {α(vn)}, ζ = θ, {ζn} = {θn}, ω = 1, and {ωn} = {1}.
We then have ∫
I
∫
Ω
|∇θn(t)| dx dt→
∫
I
∫
Ω
|Dθ(t)| dt as n→∞.
Conversely, as a result of (2.10), (5.1) and (6.11),
|θn − θn|L∞(0,T ;L2(Ω)) ≤
√
hn|(θ̂n)t|L2(0,T ;L2(Ω)) → 0∣∣∣∣∫
I
∫
Ω
|∇θn| dx dt−
∫
I
∫
Ω
|∇θn| dx dt
∣∣∣∣ ≤ 2F∗δ0 hn → 0 as n→∞.
Therefore, taking any ̟ ∈ [H1(Ω) ∩ L∞(Ω)]2 and applying Lemma 6.1 for the case in
which
̺ = 1, {̺n} = {1}, ζ = θ, {ζn} = {θn}, ω = ̟ · [∇α](v), and {ωn} = {̟ · [∇α](vn)},
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we obtain
lim
n→∞
∫
I
∫
Ω
̟ · [∇α](vn(t))|∇θn(t)| dx dt =
∫
I
∫
Ω
d[̟ · [∇α](v(t))|Dθ(t)|]
for any ̟ ∈ [H1(Ω) ∩ L∞(Ω)]2.
(6.27)
Furthermore, from (2.5), (5.24), and (6.25), we can compute the following:
0 ≤ lim inf
n→∞
∣∣∣∣νn ∫
I
∫
Ω
̟ · [∇β](vn(t))|∇θn(t)|2 dx dt
∣∣∣∣
≤ lim sup
n→∞
∣∣∣∣νn ∫
I
∫
Ω
̟ · [∇β](vn(t))|∇θn(t)|2 dx dt
∣∣∣∣
≤ |̟|L∞(Ω)2 |β|C1([0,1]2) lim sup
n→∞
∣∣∣∣νn ∫
I
∫
Ω
|∇θn(t)|2 dx dt
∣∣∣∣ (6.28)
= |̟|L∞(Ω)2 |β|C1([0,1]2) lim sup
n→∞
∣∣∣∣νn ∫
I
∫
Ω
|∇θn(t)|2 dx dt
∣∣∣∣
≤ |̟|L∞(Ω)2 |β|C1([0,1]2)
δ1
lim
n→∞
∣∣∣∣νn ∫
I
∫
Ω
β(vn(t))|∇θn(t)|2 dx dt
∣∣∣∣
= 0 for any ̟ ∈ [H1(Ω) ∩ L∞(Ω)]2.
Thanks to (2.4), (6.15)–(6.17), and (6.27)–(6.28), allowing n→∞ in (6.21) yields∫
I
(
vt(t), v(t)−̟
)
L2(Ω)2
dt+
∫
I
(
[∇g](v(t)), v(t)−̟)
L2(Ω)2
dt
+
∫
I
(∇v(t),∇(v(t)−̟))
L2(Ω)2×N
dt
+
∫
I
∫
Ω
d
[
(v(t)−̟) · [∇α](v(t))|Dθ(t)|] dt
+
∫
I
Γ(v(t)) dt ≤
∫
I
Γ(̟) dt for any ̟ ∈ [H1(Ω) ∩ L∞(Ω)]2.
(6.29)
Since the open interval I ⊂ (0, T ) is arbitrary, from (6.29) and the reformulation (2.16)
in Remark 2.3, the triplet [v, θ] = [w, η, θ] fulfills conditions (S1)0–(S2)0.
Remark 6.2 From the proof of Main Theorem 2, it can be said that the convex function
β ∈ C1(R2) ∩ C2([0, 1]2) can be one of the approximation components for (S)0.
7 Appendix
In this Appendix, we make supplementary statements for some preliminary facts as in
Section 1, and the solutions to our systems.
First, we show the proof of (Fact 1) in Remark 1.1, because the results in the reference
[21, Chapter 2] were discussed under quite general settings, and these might not be to-
the-point under our simplified setting.
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Proof of (Fact 1). Let us assume that [ζ, ζ∗] ∈ ∂ΨI in L2(I;X)2, i.e.:∫
I
(
ζ∗(t), ξ(t)− ζ(t))
X
dt ≤ ΨI(ξ)−ΨI(ζ), for any ξ ∈ L2(I;X). (7.1)
Also, let us take any open interval A ⊂ I, and denote by χA : R→ {0, 1} the characteristic
function of A. On this basis, we take any z ∈ E0, and set
ξ(t) := ζ(t) + χA(t)(z − ζ(t)) in X , for a.e. t ∈ I,
as the test function ξ ∈ L2(I;X) in (7.1). Then, it is computed that∫
A
(
ζ∗(t), z − ζ(t))
X
dt ≤ ΨI(ξ)−ΨI(ζ)
≤
∫
A
Ψt(z) dt +
∫
I\A
Ψt(ζ(t))−
∫
I
Ψt(ζ(t)) dt
=
∫
A
Ψt(z) dt−
∫
A
Ψt(ζ(t)) dt,
for any z ∈ E0 and any open interval A ⊂ I.
(7.2)
Now, on account of the assumptions for E0 (= D(Ψ
t)), we can see from (7.2) that
[ζ(t), ζ∗(t)] ∈ ∂Ψt in X2, a.e. t ∈ I. (7.3)
Conversely, if we suppose (7.3) for a pair [ζ, ζ∗] ∈ D(ΨI) × L2(I;X), then we imme-
diately derive (7.1) as a straightforward consequence of the definition of subdifferential.
Next, we briefly see the demonstration scenario of (Fact 7) in Remark 1.5.
Proof of (Fact 7). First, let us take any z˜ ∈ D(Ψ) with a sequence {z˜n |n ∈ N} ⊂ X
such that z˜n ∈ D(Ψn) for any n ∈ N, and z˜n → z˜ in X and Ψn(z˜n) → Ψ(z˜) as n → ∞.
Then, with the assumptions in mind, we compute that:
(z∗, z˜ − z)X +Ψ(z) ≤ lim
n→∞
(z∗n, z˜n − zn)X + lim inf
n→∞
Ψn(zn)
≤ lim sup
n→∞
[
(z∗n, z˜n − zn)X +Ψn(zn)
]
≤ lim
n→∞
Ψn(z˜n) = Ψ(z˜), for any z˜ ∈ D(Ψ).
(7.4)
Hence, [z, z∗] ∈ ∂Ψ in X2. Moreover, if we consider (7.4) anew, by setting z˜ = z, then we
can show that
lim sup
n→∞
Ψn(zn) ≤ lim
n→∞
[
Ψ(z˜n)− (z∗n, z˜n − zn)X
]
= Ψ(z). (7.5)
The lower bound condition and (7.5) lead to the convergence limn→∞Ψn(zn) = Ψ(z),
immediately.
Finally, we leave the following remark as a further observation for the future works.
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Remark 7.1 (Energy estimate) For any ν > 0, let [vν , θν ] = [wν , ην , θν ] be the solution
to (S)ν obtained as the limits as in (5.6)-(5.11). On this basis, let us consider the inequality
(5.2) in the cases when s = 0 and hνn, for n ∈ N, and take the limit as n→ ∞. Then, it
is derived from (5.6)-(5.11) and Lemma 5.1 that
1
2
∫ t
0
|(vν)t(τ)|2L2(Ω)2 dτ +
∫ t
0
|√α0(vν(τ))(θν)t(τ)|2L2(Ω) dτ
+Fν(vν(t), θν(t)) ≤ Fν(vν0 , θν0), for all t ∈ [0, T ].
(7.6)
Also, in the case of ν = 0, we can see the following kindred inequality to (7.6):
1
2
∫ t
0
|vt(τ)|2L2(Ω)2 dτ +
∫ t
0
|√α0(v(τ))θt(τ)|2L2(Ω) dτ
+F0(v(t), θ(t)) ≤ F0(v0, θ0), for all t ∈ [0, T ],
(7.7)
by putting s = 0, ν = νn and h = hn with n ∈ N in (5.2), and letting n → ∞ with
(6.7)-(6.8), (6.15)-(6.16) and Lemma 6.2 in mind. Here, [v, θ] = [w, η, θ] in (7.7) is the
solution to (S)0 obtained as the limits as in (6.13)-(6.17).
Note that the above inequalities (7.6)-(7.7) provide energy estimates for the obser-
vations of time-global solutions. In fact, thanks to these inequalities, we may suppose
that
[vt, θt] ∈ L2(0,∞;L2(Ω)3), [v, θ] ∈ L∞(0,∞;X0) and νθ ∈ L∞(0,∞;H1(Ω)),
for the time-global solution [v, θ] = [w, η, θ] to (S)ν , in any case of ν ≥ 0.
References
[1] Allen, S. M.,Cahn, J. W.: A microscopic theory for antiphase motion and its
application to antiphase domain coarsening. Acta Metall., 27 (1979), 1085–1095.
[2] Amar, M., Bellettini, G.: A notion of total variation depending on a metric with
discontinuous coefficients. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 11 (1994), no.
1, 91–133.
[3] Ambrosio, L., Fusco, N., Pallara, D.: Functions of Bounded Variation and Free
Discontinuity Problems. Oxford Science Publications, (2000).
[4] Attouch, H., Buttazzo, G., Michaille, G.: Variational Analysis in Sobolev and BV
Spaces. Applications to PDEs and Optimization, MPS-SIAM Series on Optimization,
SIAM and MPS (2001).
[5] Barbu, V.: Nonlinear semigroups and differential equations in Banach spaces. Ed-
itura Academiei Republicii Socialiste Romaˆnia, Noordhoff International Publishing
(1976).
[6] Bellettini, G., Bouchitte´, G., Fragala`, I.: BV functions with respect to a measure and
relaxation of metric integral functionals. J. Convex Anal., 6 (1999), no. 2, 349–366.
45
[7] Bre´zis, H.: Operateurs Maximaux Monotones et Semi-groupes de Contractions dans
les Espaces de Hilbert. North-Holland Mathematics Studies, 5, Notas de Matema´tica
(50), North-Holland Publishing and American Elsevier Publishing (1973).
[8] Caginalp, G.: An analysis of a phase field model of a free boundary. Arch. Rat.
Mech. Anal., 92 (1986), 205–245.
[9] Colli, P., Laurenc¸ot, P.: Weak solutions to the Penrose-Fife phase field model for a
class of admissible heat flux laws. Phys. D, 111 (1998), 311–334.
[10] Colli, P., Sprekels, J.: Global solution to the Penrose-Fife phase-field model with zero
interfacial energy and Fourier law. Adv. Math. Sci. Appl., 9 (1999), no. 1, 383–391.
[11] Dal Maso, G.: An Introduction to Γ-convergence. Progress in Nonlinear Differential
Equations and their Applications, 8. Birkha¨user Boston, Inc., Boston, Ma (1993).
[12] Ekeland, I., Temam, R.: Convex analysis and variational problems. Translated
from the French. Corrected reprint of the 1976 English edition. Classics in Applied
Mathematics, 28, SIAM, Philadelphia (1999).
[13] Evans, L.C., Gariepy, R.F.: Measure Theory and Fine Properties of Functions.
Studies in Advanced Mathematics, CRC Press, Inc., Boca Raton (1992).
[14] Fix, G. J.: Phase field methods for free boundary problems. Department of Mathe-
matical Sciences. Paper, 32, Carnegie Mellon University Research Showcase (1982).
http://repository.cmu.edu/math/32
[15] Giusti, E.: Minimal Surfaces and Functions of Bounded Variation. Monographs in
Mathematics, 80, Birkha¨user (1984).
[16] Giga, M.-H., Giga, Y.: Very singular diffusion equations: second and fourth order
problems. Jpn. J. Ind. Appl. Math., 27 (2010), no. 3, 323–345.
[17] Horn, W., Sprekels, J., Zheng, S.: Global existence of smooth solutions to the
Penrose-Fife model for Ising ferromagnets. Adv. Math. Sci. Appl., 6 (1996), no. 1,
227–241.
[18] Ito, A., Kenmochi, N., Yamazaki, N.: A phase-field model of grain boundary motion.
Appl. Math., 53 (2008), no. 5, 433–454.
[19] Ito, A., Kenmochi N., Yamazaki, N.: Weak solutions of grain boundary motion
model with singularity. Rend. Mat. Appl. (7), 29 (2009), no. 1, 51–63.
[20] Ito, A., Kenmochi N., Yamazaki, N.: Global solvability of a model for grain boundary
motion with constraint. Discrete Contin. Dyn. Syst. Ser. S, 5 (2012), no. 1, 127–146.
[21] Kenmochi, N.: Solvability of nonlinear evolution equations with time-dependent
constraints and applications. Bull. Fac. Education, Chiba Univ., 30 (1981), 1–87.
http://ci.nii.ac.jp/naid/110004715232
46
[22] Kenmochi, N.: Systems of nonlinear PDEs arising from dynamical phase transitions.
In: Phase transitions and hysteresis (Montecatini Terme, 1993), pp. 39–86, Lecture
Notes in Math., 1584, Springer, Berlin (1994).
[23] Kenmochi, N., Mizuta, Y., Nagai, T.: Projections onto convex sets, convex func-
tions and their subdifferentials. Bull. Fac. Edu., Chiba Univ., 29 (1980), 11–22.
http://ci.nii.ac.jp/naid/110004715212
[24] Kenmochi, N., Yamazaki, N.: Large-time behavior of solutions to a phase-field
model of grain boundary motion with constraint. In: Current advances in nonlinear
analysis and related topics, pp. 389–403, GAKUTO Internat. Ser. Math. Sci. Appl.,
32, Gakko¯tosho, Tokyo (2010).
[25] Kobayashi, R.: Modelling of grain structure evolution. Variational Problems and
Related Topics, RIMS Koˆkyuˆroku, 1210 (2001), 68–77.
[26] Kobayashi, R., Giga, Y.: Equations with singular diffusivity. J. Statist. Phys., 95,
1187–1220 (1999).
[27] Kobayashi, R., Warren, J.A., Carter, W.C.: A continuum model of grain boundary.
Phys. D, 140, no. 1-2, 141–150 (2000).
[28] Kobayashi, R., Warren, J.A., Carter, W.C.: Grain boundary model and singular
diffusivity. In: Free Boundary Problems: Theory and Applications, pp. 283–294,
GAKUTO Internat. Ser. Math. Sci. Appl., 14, Gakko¯tosho, Tokyo (2000).
[29] Moll, S., Shirakawa, K.: Existence of solutions to the Kobayashi-Warren-Carter
system. Calc. Var. Partial Differential Equations, 51 (2014), 621–656. DOI:10.1007/
s00526-013-0689-2
[30] U. Mosco, Convergence of convex sets and of solutions of variational inequalities.
Advances in Math., 3 (1969), 510–585.
[31] Oˆtani, M.: Nonmonotone perturbations for nonlinear parabolic equations associ-
ated with subdifferential operators: Cauchy problems. J. Differential Equations, 46
(1982), no. 2, 268–299.
[32] Penrose, O., Fife, P. C.: Thermodynamically consistent models of phase-field type
for the kinetics of phase transitions. Phys. D, 43 (1990), 44–62.
[33] Shirakawa, K., Ito, A., Yamazaki, N., Kenmochi, N.: Asymptotic stability for
evolution equations governed by subdifferentials. In: Recent Development in Domain
Decomposition Methods and Flow Problems, pp. 287–310, GAKUTO Internat. Ser.
Math. Sci. Appl., 11, Gakko¯tosho, Tokyo (1998).
[34] Shirakawa, K., Watanabe, H.: Energy-dissipative solution to a one-dimensional
phase field model of grain boundary motion. Discrete Conin. Dyn. Syst. Ser. S, 7
(2014), no. 1, 139–159. DOI:10.3934/dcdss.2014.7.139
47
[35] Shirakawa, K., Watanabe, H., Yamazaki, N.: Solvability of one-dimensional phase
field systems associated with grain boundary motion. Math. Ann., 356 (2013), 301–
330. DOI:10.1007/s00208-012-0849-2
[36] Simon, J.: Compact sets in the space Lp(0, T ;B). Ann. Mat. Pura Appl. (4), 146,
65–96 (1987).
[37] Sprekels, J., Zheng, S.: Global existence and asymptotic behaviour for a nonlocal
phase-field model for non-isothermal phase transitions. J. Math. Anal. Appl., 279
(2003), 97–110.
[38] Visintin, A.: Models of phase transitions. Progress in Nonlinear Differential Equa-
tions and their Applications, 28, Birkhauser Boston (1996).
[39] Watanabe, H., Shirakawa, K., Qualitative properties of a one-dimensional phase-field
system associated with grain boundary. In: Current Advances in Applied Nonlinear
Analysis and Mathematical Modelling Issues, pp. 301–328, GAKUTO Internat. Ser.
Math. Sci. Appl., 36, Gakko¯tosho, Tokyo (2013).
[40] Watanabe, H., Shirakawa, K.: Stability for approximation methods of the one-
dimensional Kobayashi-Warren-Carter system. Mathematica Bohemica, 139 (2014),
special issue dedicated to Equadiff 13, no. 2, 381–389.
48
