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Energetic particles including protons, electrons and heavier ions, enter the Earth’s at-
mosphere over the polar regions of both hemispheres, where they can greatly disturb
the chemical composition of the upper and middle atmosphere and contribute to ozone
depletion in the stratosphere and mesosphere. The chemistry–climate general circula-5
tion model EMAC is used to investigate the impact of changed ozone concentration due
to Energetic Particle Precipitation (EPP) on temperature and wind fields. The results
of our simulations show that ozone perturbation is a starting point for a chain of pro-
cesses resulting in temperature and circulation changes over a wide range of latitudes
and altitudes. In both hemispheres, as winter progresses the temperature and wind10
anomalies move downward with time from the mesosphere/upper stratosphere to the
lower stratosphere. In the Northern Hemisphere (NH), once anomalies of temperature
and zonal wind reach the lower stratosphere, another signal develops in mesospheric
heights and moves downward. Analyses of Eliassen and Palm (EP) flux divergence
show that accelerating or decelerating of the stratospheric zonal flow is in harmony15
with positive and negative anomalies of the EP flux divergences, respectively. This re-
sults suggest that the oscillatory mode in the downwelling signal of temperature and
zonal wind in our simulations are the consequence of interaction between the resolved
waves in the model and the mean stratospheric flow. Therefore, any changes in the
EP flux divergence lead to anomalies in the zonal mean zonal wind which in turn feed20
back on the propagation of Rossby waves from the troposphere to higher altitudes. The
analyses of Rossby waves refractive index show that the EPP-induced ozone anoma-
lies are capable of altering the propagation condition of the planetary-scale Rossby
waves in both hemispheres. It is also found that while ozone depletion was confined
to mesospheric and stratospheric heights, but it is capable to alter Rossby wave prop-25
agation down to tropospheric heights. In response to an accelerated polar vortex in
the Southern Hemisphere (SH) late wintertime, we found almost two weeks delay in





































suggest that the stratosphere is not merely a passive sink of wave activity from below,
but it plays an active role in determining its own budget of wave activity.
1 Introduction
Charged particles including protons, electrons and heavier ions can impact the mid-
dle atmosphere (mesosphere and stratosphere) through ionization, dissociation and5
excitation of atmospheric constituents. Such Energetic Particle Precipitation (EPP) can
alter the chemical composition of the upper and middle atmosphere. EPP can affect dif-
ferent altitude and geographic regions, mainly due to their different sources and hence
have different energy spectra and interact differently with the terrestrial magnetic field
(M. Sinnhuber et al., 2012; Jackman et al., 2007). At polar latitudes, EPP has the poten-10
tial to penetrate deep into the mesosphere and on rare occasions into the stratosphere.
Most important are changes to the budget of atmospheric nitric oxides, NOy (N, NO,
NO2, NO3, N2O5, HNO3, HO2NO2, HONO, CLONO2, CLNO2, BrONO2) and to atmo-
spheric reactive hydrogen oxides, HOx (H, OH, HO2), which both contribute to ozone
loss in the stratosphere and mesosphere. HOx is a short-lived species, however odd15
nitrogen (NOy ) (produced by energetic particles and in the absence of solar radiation)
has a lifetime of days to weeks in the mesosphere and months or longer in the strato-
sphere. So, if dynamical conditions permit, the NOy produced by energetic particles
can be transported downward via the prevailing air motions, consistent with the merid-
ional circulation, into the stratosphere during polar winter. Both HOx and NOy can then20
catalytically destroy ozone in the mesosphere and stratosphere (Funke et al., 2014;
Randall et al., 2009).
Although the UV radiation is only a small proportion of the total incoming solar ir-
radiance, it has a relatively large 11 year Solar Cycle (SC) variation. The UV part of
the solar spectrum is crucially important for ozone production and middle atmosphere25
heating. UV variations of up to 6 % are present near 200 nm where oxygen dissoci-





































absorption by stratospheric ozone is prevalent. Smaller variations from 0.5 % around
300 nm, and 0.1 % above 400 nm are also reported (Lean et al., 1997; Woods and
Rottman, 2002). Larger UV variability is also observed at shorter wavelengths (over
50 % at 120 nm) that are mainly absorbed in the mesosphere and thermosphere. An-
nual averaged estimates of solar maximum minus solar minimum ozone differences5
from a multiple regression analysis of satellite observations show that in response to
UV variation a statistically significant ozone variation of up to 4 % is evident over the
tropical stratopause (Soukharev and Hood, 2006). Therefore any modification of ozone
in this region can potentially have significant impact on local temperatures and alter
the propagation properties for planetary and smaller-scale waves that drive the global10
circulation. Thus relatively weak, direct radiative forcing over the tropical stratopause
could lead to a large indirect dynamical response in the atmosphere.
The impact of ozone depletion on the middle atmosphere circulation and temperature
has been the subject of intensive research in the past (Christiansen et al., 1997; Kiehl
and Boville, 1988; Braesicke and Pyle, 2003; Langematz et al., 2003; B. M. Sinnhu-15
ber et al., 2012). Moreover, chemical changes of the middle atmosphere due to EPP
has been the subject of different studies (Jackman et al., 2000; Seppälä et al., 2004;
Rozanov et al., 2005; Marsh et al., 2007; Päivärinta et al., 2013; Randall et al., 1998;
Langematz et al., 2005; Funke et al., 2005; Andersson et al., 2014). For instance,
Rozanov et al. (2005) studied the impact of additional NOy sources caused by ener-20
getic electron precipitation in a Chemistry–Climate Model (CCM). Comparison of two
model runs with and without EPP revealed an increase of reactive nitrogen and a sub-
sequent enhancement of ozone depletion.
Baumgaertner et al. (2011) investigated the response of tropospheric temperature
variability in polar regions due to mesospheric NOx enhancement, which was reported25
earlier by Seppälä et al. (2009). Their model results showed a significant perturbation
of the middle and lower atmosphere during polar winter. The NOx production due to ge-
omagnetic activity lead to ozone depletion in the stratosphere, changing the radiative





































polar winter upper stratosphere and mesosphere was modelled, while lower altitudes
(5 to 110 hPa) showed cooling with a strenthened polar vortex. However, the underly-
ing mechanism of the simulated downward descent of the stratospheric signal to the
surface remained unclear. In addition, studies of Baumgaertner et al. (2011); Lu et al.
(2008); Randall et al. (2005); Seppälä et al. (2013) demonstrated the importance of5
dynamical conditions on the interaction of energetic particles and climate.
By implementing idealised ozone anomalies at different altitudes throughout the year,
following the analyses of Fytterer et al. (2014), we provide a sensitivity study address-
ing the thermal and dynamical effects of EPP induced composition change in the mid-
dle atmosphere. We investigate direct thermal (short and long wave heating rates) and10
indirect (thermo-)dynamical (e.g. temperature and zonal wind) responses of the EMAC
model to the prescribed ozone anomalies. The divergence and convergence of heat
and momentum fluxes are calculated to determine the impact of dissipating planetary
waves on the zonal mean flow. In addition, we study the changes in stratospheric wave
propagation characteristics associated with EPP-induced ozone anomalies in unprece-15
dented detail. Finally, we investigated the possible effect of EPP-induced ozone loss on
frequency and timing of stratospheric warmings.
2 Chemistry climate model and scenarios
2.1 Model system EMAC
We use the ECHAM/MESSy Atmospheric Chemistry (EMAC) general circulation model20
version 2.42.2 to perform the simulations. EMAC is a numerical chemistry and cli-
mate simulation system that includes submodels describing tropospheric and middle
atmosphere processes and their interactions with oceans, land, and human influences
(Jöckel et al., 2006). It uses the second version of the Modular Earth submodel System
(MESSy2) to link multi-institutional computer codes. The core atmospheric model is the25





































ner et al., 2004). ECHAM solves the atmospheric primitive equations horizontally via
a spectral transform technique. In the vertical it uses the method of finite differences
and for time integration a semi-implicit leap-frog scheme with time filter.
For the present study we applied EMAC (ECHAM5 version 5.3.02) in the T42L90MA-
resolution, i.e. with a spherical truncation of T42 (corresponding to a quadratic Gaus-5
sian grid of approximately 2.8◦ by 2.8◦ in latitude and longitude) with 90 hybrid pressure
levels up to 0.01 hPa. The applied model set up comprised the submodels RAD4ALL,
CONVECT, GWAVE and CLOUD. Interactive chemistry is not used in this study. In-
stead constant mixing ratios are assumed for CO2, CH4, N2O, CFC-11 and CFC-12,
whereas a climatology (FUB-ozone) is used for O3.10
Moreover, in order to examine the internal dynamical response of the model atmo-
sphere to a changed ozone, several time-slice model runs are carried out over a period
of 100 years (1982 year condition) with a free-running version of the model with con-
stant boundary conditions (average incoming solar flux, sea ice distribution and SST)
during the whole year. However, these boundary conditions have a seasonal cycle.15
Details of four simulations performed for the current study are presented in Table 1.
2.2 Radiation in EMAC
The submodel RAD4ALL (Jöckel et al., 2006) is a reimplementation into the MESSy
standard of the ECHAM5 radiation code which is based on Fouquart and Bonnel (1980)
(FB1980) for the solar part of the spectrum (250–4000 nm), and on the Rapid Radiative20
Transfer Model (RRTM) (Mlawer et al., 1997) in the terrestrial (long wave) part of the
spectrum (3 March 1000 µm).The terrestrial part of the spectrum is subdivided into 16
spectral bands, and includes line absorption by H2O, CO2, O3, CH4, N2O, CFCs, and
aerosols.
The solar part is subdivided into four bands (Roeckner et al., 2004), one covering the25
ultraviolet and visible (UV-Vis) and three bands covering the near infrared (NIR) part
of the solar spectrum. FB1980 uses the Eddington approximation for the integration





































reflectivity of a layer. The scheme includes Rayleigh scattering on aerosols and cloud
particles, absorption by water vapor and ozone, both varying in space and time, and
other radiatively active trace gases as uniformly mixed gases.
To achieve a better representation of the solar cycle (which needs higher spectral
resolution) in EMAC, Nissen et al. (2007) developed the sub–submodel RAD4ALL-5
FUBRAD. FUBRAD is a high resolution short wave radiation scheme with 49 bands
ranging from 121.5–683 nm (Table 2), which substitutes the UV-Vis band of FB1980
in the stratosphere and mesosphere between 70 (well above the cloud level) and
0.01 hPa. It takes into account the relevant radiative processes in this altitude range
(approximately 18 and 80 km), i.e. heating due to absorption of UV-Vis radiation by10
molecular oxygen and by ozone. The full radiation is called every third time step,
whereas FUBRAD calculates heating rates every time step.
2.3 Ozone perturbation scenarios
In this study the monthly mean ozone climatology of Fortuin and Langematz (1994) is
used (FUB-ozone). It has 34 vertical levels ranging from 1000 to 0.003 hPa. Figure 115
shows the annual mean of the FUB-ozone climatology in volume mixing ratio (ppmv).
Based on the study of Fytterer et al. (2014), several model runs are performed that
are identical except for the prescribed ozone climatology. Figure 2 (left) summarises
the changes applied to the base climatology as a function of altitude and time. We
use a scenario for the NH in which the ozone mixing ratio is decreased by 30 % in20
early winter in the mesosphere and this signal moves downward until it reaches the
lower stratosphere in late winter and early spring. These idealised EPP-induced ozone
anomalies are applied to the ozone volume mixing ratios of FUB-ozone in both the
northern (60–90◦N) and the southern (60–90◦ S) hemisphere. Hereafter ozone change
scenarios in the NH and SH will be called (∆O3-NH) and (∆O3-SH), respectively.25
Two additional model runs were carried out with a prescribed ozone change of −4%
(Soukharev and Hood, 2006) around the tropical stratopause (Fig. 2 right) for each of





































3 Direct radiative impact of ozone depletion
Short wave absorption by ozone is weakly temperature dependent. However, long term
changes in long wave radiation due to imposed ozone depletion is highly temperature
dependent. Following Langematz et al. (2003), we isolate the processes responsible
for the thermal and dynamical changes in the model simulations. In order to separate5
the direct radiative forcing of the ozone changes in EMAC, we compared the initial
heating rates stored at the first output time step of the experiments after a day of inte-
gration. Since the radiative relaxation time is about 3–7 days in the upper stratosphere
and about 20 days in the lower stratosphere, a time interval of a day is too short for the
atmosphere to adjust thermally to the radiative forcing. In addition, within one day the10
impact of dynamical heating rate changes on the long wave cooling rate is largely neg-
ligible (Brasseur, 2005). Considering the characteristic time period of planetary wave
oscillations at mesospheric and lower thermospheric altitudes (Karami et al., 2012) for
higher long wave integrations over time especially more than 2 days, relaxation times
are comparable to planetary wave periods, implying strong damping (depositing en-15
ergy and momentum) of planetary waves there. Thus we interpret changes in the long
wave cooling rate as a direct radiative forcing due to the imposed ozone depletion. The
initial change to the short wave heating rate due to imposed ozone depletion is shown
in Fig. 3 (left). As expected, in the polar night region the prescribed ozone anomalies in
early and mid-winter affect the sun-lit region only. The differences in short wave heat-20
ing rates in both hemispheres have very similar characteristics. Small differences are
caused by different climatological ozone (we apply relative changes). In relative terms
the strongest short wave heating rate changes occur in the upper stratosphere and
stratopause region. However, short wave heating rate differences vanish at the termi-
nator. In early NH spring (April) ozone depletion has an impact in all latitude ranges25
in the lower stratosphere, since all latitudes around this height are sunlit. In the lower
stratosphere of the SH, the imposed ozone deficit leads to reduced short wave heat-





































solar radiation, which has not been absorbed above due to ozone loss, result in local
heating. This feature is most pronounced in December of the NH and June of the SH.
The initial change to the long wave heating rate due to the imposed ozone deple-
tion is shown in Fig. 3 (right). There are only small differences between the response
in both hemispheres, since the distribution of radiative heating rates is strongly cou-5
pled to both the distribution of ozone and outgoing long wave radiation. Contrary to
the cooling effect of the imposed ozone depletion due to less short wave absorption,
the long wave heating rate changes show an opposite behavior above and below the
stratopause region. In the upper stratosphere and mesosphere, less ozone leads to
a relative warming. Since in these altitudes ozone locally emits long wave radiation10
and cools the atmosphere, less cooling due to less ozone results in a relative warming.
In contrast, the lower stratosphere cools weakly due to ozone loss up to 0.1 Kday−1,
because less ozone absorbs less outgoing long wave radiation and leads to a relative
cooling. Thus the net radiative heating rate at high latitudes is dominated by a warming
due to the long wave component in the upper stratosphere and mesosphere, where the15
effect of short wave heating in the dark wintertime polar region is negligible. But in the
middle and lower stratosphere, both short wave and long wave heating rates contribute
to a local cooling effect.
4 Temperature and zonal wind response to imposed ozone anomalies
In this section, composite analyses are performed to show the impact of the imposed20
ozone changes on temperature and zonal wind. All our analyses are performed using
multi-year monthly means of zonally averaged values for both zonal wind and temper-
ature, covering tropical to polar regions of both hemispheres in the meridional–vertical
cross section. In order to be able to show the significance of the temperature and
zonal mean zonal wind response to the imposed ozone change, the differences be-25
tween the control simulation and the ozone-perturbed simulations are compared with





































section of the monthly mean temperature changes between (∆O3-NH) scenario and
control run for November, December, January and February. Contour values represent
the differences in monthly and zonal mean temperatures and shaded areas denote the
significance levels. The contour interval is ±1K.
A statistically significant positive temperature change is found at mesospheric al-5
titudes of the NH polar region in November. The magnitude of this positive signal
is about 4 K. At the same time, there is a statistically significant negative tempera-
ture signal in the stratosphere. This negative anomaly moves downward in Decem-
ber, reaching tropospheric altitudes, while the mesospheric positive temperature signal
moves downward and a negative signal of temperature appears above. As winter pro-10
gresses a downward movement of both positive and negative temperature anomalies
from mesospheric and upper stratospheric altitudes to the lower stratospheric altitudes
is evident. However, the temperature responses are not statistically significant in the
middle and late winter of the NH. Moreover, a tropospheric signal of temperature of
about −1K is evident only in December.15
Figure 5 shows a meridional cross section of the monthly mean temperature changes
between (∆O3-SH) scenario and the control run for May, July, August and October. With
reduced ozone, the SH polar mesosphere cools about 1 K, where the negative signal
exceeds the ±3σ inter-annual variability of the control simulation. However, the upper
and middle stratosphere show a statistically significant warming effect. While these20
negative anomalies vanish in June (not shown), as winter progresses from July to Oc-
tober the negative signal moves downward with time. However, neither the robustness
nor the strength of this anomaly are constant over time. A negative signal of up to −4K
is evident in the middle stratosphere in August. The magnitude of the negative temper-
ature signal reaches to −2K in early SH spring (October). This downward movement25
of the temperature signal due to additional sources of energetic particles from meso-
spheric and upper stratospheric altitudes to the tropospheric altitudes has been pre-
viously reported by Rozanov et al. (2005); Baumgaertner et al. (2011); Seppälä et al.





































of the stratospheric circulation, appearing first above the stratopause, descend to the
lowermost stratosphere and are followed by anomalous tropospheric weather regimes.
Figure 6 shows a meridional cross section of the monthly mean zonal mean zonal
wind changes between (∆O3-NH) scenario and control run for November, December,
January and February. In November, the polar vortex accelerates by up to 5 ms−1.5
In December, the zonal mean zonal wind strongly weakens in mesospheric and upper
stratospheric altitudes, while the polar night jet weakly accelerates below 10 hPa. There
are changes in the zonal mean zonal wind from February to April, however, they are
not statistically significant. It is also found that when a positive or negative anomaly
terminates in the lower stratosphere, another develops in the mesosphere, implying an10
oscillatory nature of the variability in the NH wintertime.
Figure 7 shows a meridional cross section of the monthly mean zonal mean zonal
wind changes between (∆O3-SH) scenario and control run for May, July, August and
October. The positive signal of temperature in late fall of SH stratosphere is coincident
with a reduction of the zonal mean zonal wind. The zonal mean zonal wind anomalies15
show a strengthening from July to October. The ozone-perturbed zonal mean zonal
wind anomalies have a positive anomaly of up to 2 ms−1 in the polar upper stratosphere
and mesosphere in early winter. The maximum acceleration of the polar night jet in the
SH occurrs in July and August, when an increase in the zonal mean zonal wind of up
to 6–7 ms−1 is found. As the winter progresses from July to October, the center of the20
zonal wind anomaly appears to shift poleward and downward with time. For instance,
this signal extends from the middle troposphere to the upper stratosphere in October.
Generally, due to the lower ozone concentration in the (∆O3-SH) scenario, there is
a cooling and an enhancement of the westerlies. But this does not work for the NH win-
ter. This is what one would expect as the SH winter is less disturbed by planetary wave25
activity than the NH winter. The differences in temperature and zonal wind responses
in July and January are a good motivation to study wave-mean flow interactions in
the different scenarios. The simulated anomalies of both zonal mean temperature and





































in-situ by ozone depletion and indirect dynamical feedbacks play a role. In other words,
the initial changes in the radiative balance due to ozone depletion can affect the merid-
ional temperature gradient and through thermal wind balance the vertical wind shear
and hence the pattern of large-scale planetary wave propagation (see Fig. 8. Since the
propagation of planetary waves is determined by the mean zonal wind condition (which5
can be altered by in-situ temperature changes due to imposed ozone depletion), and
the background flow may, in turn, be changed through the deposition of zonal heat and
momentum by planetary waves (Shiotani and Hirota, 1985), composite analyses are
performed using wave related diagnostics.
5 Wave-mean flow interaction diagnostics10
5.1 Changes in the wave activity
A vector quantity known as the Eliassen–Palm flux (EP flux) provides a useful tool for
the description of small amplitude waves propagating in mean zonal shear flows. Each
diagnostic vector has two components, where the meridional component is proportional
to the momentum flux and the vertical componenet is proportional to the heat flux15
of quasi-geostrophic finite-amplitude waves. Its divergence represents wave-induced
forcing of the mean flow in the transformed Eulerian-mean framework. In other words,
the divergence of EP flux shows the zonal force per unit mass on the zonal mean flow
by transient, non–conservative waves. In the transformed Eulerian mean formalism
the non-acceleration theorem applies when the divergence of the EP flux is zero. The20
quasi-geostrophic EP flux (F = (Fφ,Fp)) in log pressure coordinats is defined by
F = (Fφ,Fp) =












































where the primes denote departures from the zonal mean and the overbars denote
zonal means for any atmospheric variable. In Eq. (1), u, v are zonal and meridional
velocities, θ is potential temperature, f = f (φ) is the Coriolis parameter, a is Earth’s ra-
dius,φ is the latitude and ρ0 is atmospheric density as a function of height. The vertical
derivative of the zonal-mean potential temperature ∂θ∂p measures the static stability of5
the atmosphere and is negative for a statically stable atmosphere. The divergence of
the EP flux vector is derived from the following equation:








Positive values of EP flux divergence imply acceleration of the zonal flow, while neg-
ative values (convergence of EP flux) result in zonal flow deceleration. Furthermore,10
the primary forcing in the deccelaration of the polar night jet of the NH in the winter
time and spring time of the SH is the EP flux divergence. In other words, most of the
departure from radiatively determined condition of the atmosphere can be explained
by the divergence of EP flux (Monier and Weare, 2011). For more information about
the transformed Eulerian mean formalism, the reader may refer to Edmon et al. (1980);15
Dunkerton et al. (1981).
Figure 9 shows the anomalies of the EP flux (arrows) and its divergences for (∆O3-
NH) simulation. The positive differences (red contours) denote less convergence (zonal
mean zonal wind acceleration) in the ozone-perturbed simulation compared to the con-
trol simulation, while negative differences (blue contours) denote more convergence of20
EP flux (decelaration of the zonal mean zonal wind) in the ozone-perturbed simulation.
The regions shaded in green are significant, here the anomalies exceed the ±3σ inter-
annual variability of the EP flux divergence derived from the control simulation. The
contour interval is 1.0 ms−1 day−1.
In November, positive anomalies of the EP flux divergence lead to an acceleration of25
the stratospheric flow. However in December and January, negative anomalies of the





































action acts to accelerate the polar vortex. In general, the acceleration of zonal winds
corresponds with positive anomalies of the EP flux divergence and deceleration cor-
responds with negative values of this quantity. The results suggest that the oscillatory
nature of the downward propagating signal seen in temperature and zonal wind (in the
NH winter) is a consequence of interactions between the resolved waves in the model5
and the mean stratospheric flow. Therefore any change in the EP flux divergence leads
to anomalies in the zonal mean zonal wind which in turn feeds back on the propagation
of large scale disturbances from the troposphere to higher altitudes. It is also interesting
to note that this oscillation in the stratospheric anomaly do not necessarily reflect oscil-
lating tropospheric forcing. For instance Yoden (1987); Holton and Dunkerton (1978);10
Holton and Mass (1976) found such oscillatory behavior in the stratospheric large scale
waves even in the presence of steady forcing in the troposphere.
The same analyses for the (∆O3-SH) simulation is given in Fig. 10. In early winter-
time of the SH, negative anomalies of the EP flux divergence in the upper stratosphere
act to weaken the zonal mean zonal wind. However, the strong positive anomalies of15
the EP flux divergence accelerate the polar night jet in mid and late winter of the SH.
The accelerated polar night jet of the SH acts to reflect the EP flux toward the equator.
The standard diagnostic tool to study the impact of the zonal flow on Rossby wave
propagation is the refractive index of Rossby waves. The impact of the background
atmospheric state on planetary wave propagation was first investigated by Charney and20
Drazin (1961) based on a linear wave theory. They found that vertical propagation of
stationary planetary waves only happens when the zonal mean zonal wind is positive.
Moreover, a strong stratospheric polar night jet (e.g. in the winter SH) will block and
reflect large scale waves. This implies that the zonal mean zonal wind should be weaker
than a critical strength for vertical propagation. This theory also implies that larger25
waves (zonal wave number = 1,2,3) have a better chance to exit from the troposphere
and propagate into the stratosphere. In addition, the study of Shaw and Perlwitz (2013)
shows the importance of the downward wave coupling between the stratosphere and





































studies by Dickinson (1969); Matsuno (1970); Limpasuvan and Hartmann (2000); Hu
and Tung (2002) not only affirmed the above-mentioned theory but also stressed the
importance of vertical zonal wind shear, as well as the vertical gradient of the buoyancy
frequency, for vertical propagation of large scale waves.













































is the meridional gradient of the zonal mean potential vorticity which is a fundamental
quantity in Planetary wave dynamics and the stability of the zonal mean flow (Andrews10
et al., 1987). Here H is the scale height, k is zonal wave number and Ω is the Earth’s
rotation frequency.
While the refractive index is an easy to use diagnostic tool, it is not ideally suited for
averaging, e.g. mean climatological values can be misleading. As shown by Li et al.
(2007) the traditional time mean analyses of the refractive index squared makes it dif-15
ficult to study the climatological state of the background flow for planetary wave propa-
gation. In calculating the climatology of the refractive index squared, the problem arises
from averaging over times (within a month) of positive and negative values at the same
location. Such cancellation between time periods makes the interpretation of climato-
logical states difficult. Therefore Karami et al. (2015) investigated the above-mentioned20
problem and suggested a novel modification to the diagnostic tool introduced by Li et al.
(2007), which is better suited to study the climatology of atmospheric background con-
ditions for Rossby wave propagation. This metric, the so-called Probability of Favorable
Propagation Conditions for Rossby Waves (PFPCRW), estimates the likelihood for sta-





































and latitude in a climatological sense. Higher values of this quantity provide a win-
dow of opportunity for planetary waves to propagate. Likewise, smaller values of this
quantity highlight areas where Rossby waves tend to propagate away from. The clima-
tology of this quantity for different zonal and meridional wave numbers in NCEP/NCAR
reanalysis data is presented in Karami et al. (2015).5
Figures 11 and 12 show the anomalies of the probability of favourable condition
for Rossby wave propagation for (∆O3-NH) and (∆O3-SH) simulations, respectively.
Significant changes in the PFPCRW can be seen. The black contours show regions
that have an enhanced probability of Rossby wave propagation and the red lines show
regions that have decreased probability of Rossby wave propagation.10
In early winter (November–December) of the NH, there is an enhancement of PF-
PCRW poleward of 50◦N. At the same time, a reduction of PFPCRW is found equa-
torward of 50◦N. These changes are particularly important since they can result in
changes in the frequency of SSW in January and February. In midwinter of the NH
(January and February) there is a reduction in PFPCRW around the polar night jet15
region and an enhancement is found equatorward of 40◦N.
In May, poleward of 50◦ S of stratospheric heights, there is an enhancement of wave
propagation chance and equatorward of it, there is reduction of wave propagation pos-
sibility for ZWN = 1. We also found an enhancement of wave propagation possibility for
ZWN = 1 around 100 hPa, in May. From July to October, there is a reduction of wave20
propagation possibility around the polar night jet and an enhancement of wave prop-
agation chances equatorward of 50◦ S. During the SH wintertime, the ozone depletion
in the stratosphere leads to a relative cooling of the polar vortex region and hence an
enhanced meridional temperature gradient which in turn accelerates the polar vortex.
The strengthened polar night jet of the SH has more capability to block wave activity25
from high latitudes and enhances their refraction toward the equator. This results are
consistent with the Seppälä et al. (2013) result which suggests higher geomagnetic ac-
tivities (in the absence of SSW) lead to an enhancement of planetary wave refraction





































In late wintertime of both hemispheres the signal of changes reach to tropospheric
heights (below 100 hPa). This feature is more pronounced in NH spring time. The dif-
ferences for ZWN = 2,3 also show the same behaviour as ZWN = 1 (not shown). From
Eqs. (3) and (4) it can be seen that the refractive index squared could be altered by















the study of Chen and Robinson (1992) the tropopause acts like a valve for the prop-
agation of Rossby waves from the troposphere to the stratosphere. They suggested
that the key parameters that control the valve are the vertical gradient of buoyancy
frequency and the vertical shear of the zonal winds at the tropopause region. They10
suggested that the larger gradient of the buoyancy frequency reduces the propagation
of Rossby waves from troposphere to the stratosphere. They also showed that the less
the vertical wind shear, the more wave activity can penetrate into the stratosphere. By
changing the above mentioned parameters, the stratosphere plays an active role in the
tropospheric variability and can determine, to a certain degree, its own budget of wave15
activity.
5.2 Changes in the frequency of sudden stratospheric warmings and
stratospheric final warming dates due to the ozone depletion scenarios
It is widely accepted that Sudden Stratospheric Warming (SSW) events are one of the
most intense manifestation of the two-way coupling of the stratosphere–troposphere20
system in the NH. In the SH, SSWs rarely occur, due to less quasi-stationary large-
scale waves (van Loon and Jenne, 1972). Generally, enhanced wave activity flux from
the troposphere to the stratosphere and internal dynamical processes resulting in non-
linear interaction of planetary waves and mean flow at the stratospheric heights are
contributing factors to the occurrence of SSW in the NH (Palmer, 1981).25
Due to the importance of SSW occurrence for stratospheric and tropospheric circu-





































imposed ozone perturbation. Moreover, since a key component of stratospheric and
tropospheric variability in spring and summer of the SH is driven by the Stratospheric
Final Warming Dates (SFWDs) of the polar vortex (Wilcox and Perez, 2013), we further
investigate any possible changes in the final warming date of the polar vortex due to
the imposed ozone perturbation in the SH.5
There are numerous definitions for a SSW to be called major or minor (Kuttippu-
rath and Nikulin, 2012). According to McInturff (1978) a major warming is classified as
a thermal pulse increasing poleward of 60◦N and followed by a reversal of the pre-
vailing westerly wind to easterly at 10 hPa in 60◦N. An increase in the temperature
of at least 25 ◦C in a period of about a week or even less at any stratospheric height10
of the winter hemisphere followed by the deceleration of the polar night jet is char-
acterised as a minor warming. Since after an onset of a SSW, the zonal mean zonal
winds might fluctuate between positive (westerly) and negative (easterly) values, one
might implement a criterion to avoid counting a SSW as twice (Charlton and Polvani,
2007). Once a SSW is identified, no SSW within 3 weeks of the date of it can be de-15
fined as a SSW. This time interval is approximately equal to twice of the stratospheric
thermal damping time at 10 hPa (Newman and Rosenfield, 1997). In late winter or early
spring when the polar night vortex breaks down, the transition state of the zonal mean
zonal wind changes from westerlies to easterlies. This transition is usually accompa-
nied by an abrupt temperature increase inside of the polar vortex and is known as20
SFWD (Waugh et al., 1999; Black and McDaniel, 2007a, b). In contrast to the occur-
rence of the SSW events (0.6 events per year; Charlton and Polvani, 2007), SFWD
take place every spring in both hemispheres and hence are more frequent than SSW.
Following Charlton et al. (2007) a SFWD is defined as the final time when the zonal
mean zonal wind at the central latitude of the westerly polar jet drops below zero and25
never recovers to a specified positive threshold value (with thresholds of 5 and 10 ms−1
of the NH and SH, respectively) until the subsequent autumn. Figure 13 demonstrates
the frequency of SSWs in early winter (E–W), midwinter (M–W) and late winter (L–W).





































is considered as midwinter and 16 February to the end of March is late wintertime. The
vertical axis describes the frequency of events per year in a given period. Gray and
black bars show the frequency of SSWs for control and perturbed simulations respec-
tively. Too many events in early winter compared to the observations (Charlton and
Polvani, 2007) are found for the control simulation. This bias has also been reported in5
other models that have deployed ECHAM5 as atmospheric base model and might be
linked to an anomalous tropospheric forcing (Charlton et al., 2007; Ayarzagüena et al.,
2013). The frequency of SSW occurrence for the control simulation is 0.65 events per
year, while the distribution of SSW for the ozone–perturbed simulation is about 0.69.
This suggests that the frequency of SSW has not changed significantly. However, a shift10
of their timing toward mid and late winter is detected. The changes in the occurrence
of SSW is more than 3σ significant in early and late winter and about 2σ in midwinter.
Dates of stratospheric final warmings are calculated using the same method as that
of Black and McDaniel (2007a, b). In this method zonal mean zonal winds at 60◦ S are
first smoothed using a 5 day low-pass filter (5 day running averages of daily zonal wind)15
and then warmings are identified when the smoothed winds first drop below 10 ms−1
at 50 hPa and remain below that threshold until the following winter. It is worthwhile to
mention that in some years (about 5 % in our simulation), the zonal mean zonal winds
never become westward. These years are ignored in our analysis. The mean date of
the stratospheric final warming in the SH for the control simulation is 13 November with20
a standard deviation of about 22.8 days (error of the mean equals to 2.28 days), while
for ozone-perturbed simulation the mean date of SFWD is 26 November (two weeks
difference in the occurrence of SFWDs).
6 Ozone-induced climate variation due to 11 year solar UV variability
Solar UV variations are increasingly considered as a potentially important source of25
stratospheric variability (Hood, 2004). In this section the impact of an ozone anomaly





































mospheric dynamic and temperature is investigated and the magnitude of the changes
are compared to the changes originated by ozone changes due to high energy particle
precipitation’s effect. Similar to Sect. 4, composite analyses are performed to detect the
impact of imposed ozone loss on temperature and zonal wind. The multi-year monthly
means of zonally averaged values for both zonal wind and temperature are used to5
compare the differences between the control simulation and ozone-perturbed simula-
tion.
Figure 14 shows a meridional cross section of the monthly mean temperature
changes between the (∆O3-TS) scenario and the control simulation. Contour values
show the monthly mean zonal mean of temperature differences between the ozone–10
perturbed and the control simulation and shaded areas denote the level of significance.
The contour interval is 1 K. A local cooling of the tropical stratopause is expected. How-
ever, this cooling is less than −1K in November. A positive temperature signal which
is about 3 K develops in the NH polar mesosphere. However, the upper and middle
stratosphere show a statistically significant cooling effect. As NH winter progresses15
from December to March the mesospheric positive signal moves downward with time.
However the magnitudes and the significances of this positive anomaly are not con-
stant over time. The same is also true for the negative temperature signal of polar
latitudes. A negative temperature signal of about −2K develops at polar region of NH
mesosphere in December. As winter progresses this negative signal moves downward,20
reaching to tropospheric altitudes in March. A local temperature cooling of about −1K
is evident over tropical stratopause in January.
In the SH a positive temperature signal of about 1 K in the mesospheric polar re-
gion and a negative temperature signal with similar magnitude in stratospheric polar
region develope in April. As time progresses the mesospheric positive signal moves25
downward, reaching to stratospheric altitudes in May and a significant negative signal
is substituted for positive temperature signal in mesospheric altitudes. This negative
signal moves downward in June. However, after June (July–September) the magnitude





































Figure 15 shows a meridional cross section of the monthly mean zonal mean zonal
wind changes between (∆O3-TS) scenario and control simulation. A positive zonal
mean zonal wind signal that develops in tropical mesosphere of NH moves poleward
and downward from December to April. The poleward and downward propagation of
zonal mean zonal wind signal from early winter to late winter was previously reported5
by Kodera and Kuroda (2002). From July to October, there are small changes in the
zonal wind in SH. The unaffected winter of the SH suggests that in midwinter of the SH
the polar vortex is too strong to be affected significantly by 4 % ozone changes over
the tropical stratopause. Moreover, the magnitudes of both zonal mean zonal wind and
temperature differences between ozon-perturbed and control simulation suggest that10
in many cases the magnitudes of theses responses in the case of ozone perturba-
tion due to high energy particle precipitation could exceed (or at least comparable) the
responses of ozone changes due to the 11 year cycle UV variability. It is also inter-
esting to mention that in our simulation, mesospheric-upper stratospheric temperature
anomalies tend to move downward due to (∆O3-TS) scenario or (∆O3-NH)/(∆O3-SH)15
scenarios.
7 Conclusions
Here, we determine the influence of changed ozone concentrations (typical for high
energy particle precipitation events) on middle atmospheric temperature and circula-
tion. Several long time-slice simulations were carried with a free-running version of20
the EMAC model with prescribed ozone climatologies. The following conclusions are
derived from our analyses:
a. The direct radiative impact of wintertime ozone depletion inside the polar vortex
shows that the strongest short wave heating rate changes occur in the upper
stratosphere and stratopause region and short wave heating rate differences be-25





































The net effect of ozone depletion in all affected area, is local cooling. However, in
the upper stratosphere and mesospheric altitudes, enhanced absorption of solar
radiation, which has not been absorbed above due to ozone loss, have result in
local heating.
b. Contrary to the cooling effect of imposed ozone depletion due to less short wave5
absorption, the long wave heating rate changes show opposite behavior above
and below of approximately the stratopause. In the upper stratosphere and meso-
sphere, less ozone leads to a relative warming. Since in these altitudes ozone
locally emits long wave radiation and cools the atmosphere, less cooling due to
less ozone will result in a relative warming effect.10
c. The polar night jet of the SH accelerates and inside of the polar vortex region
gets cooler according to the (∆O3-SH) scenario. This cooling is interpreted as
the direct radiative impact of ozone depletion inside of the SH polar vortex. In the
NH the temperature signals vary from month to month and move downward from
mesospheric/upper stratospheric heights to the tropospheric altitudes.15
d. Analysis of the EP flux divergence reveals the nature of the oscillatory mode in
the downwelling signal of temperature and zonal wind. Since the strengthened
or weakened zonal wind is in harmony with positive and negative anomalies of
the EP flux divergence respectively, we suggest that any change in the EP flux
divergence leads to anomalies in the zonal mean zonal wind which in turn feeds20
back on the propagation of Rossby waves.
e. Simulated anomalies of both zonal mean temperature and zonal wind suggest
that changes in both parameters are very unlikely to be caused in situ by ozone
depletion and indirect dynamical conditions play a great role in the NH. However






































f. The frequency of SSW occurrence for the control simulation is 0.65 events per
year, while the distribution of the SSWs for the ozone-perturbed simulation is
about 0.69. This suggests that the frequency of SSWs has not changed signif-
icantly. However, a shift of their timing toward mid and late winter is detected.
One possible explanation of this shift of sudden SSWs toward the midwinter are5
changes in the enhancement of wave propagation in November and December.
Moreover, the mean date of the stratospheric final warming in the SH for the
control simulation is 13 November with the standard deviation of about 22.8 days
(error of the mean equals to 2.28 days), while for ozone-perturbed simulation the
mean date of SFWD is 26 November.10
g. Analyses of changes of the probability of favourable propagation conditions of
Rossby waves suggest that changes in the ozone concentration in stratospheric
and mesospheric heights have the capability to alter the propagation condition of
Rossby waves. The signal of changes in this quantity can reach to tropospheric
height in late winter and early spring of both hemispheres.15
h. In our simulation, mesospheric-upper stratospheric temperature anomalies tend
to move downward due to (∆O3-TS) scenario or (∆O3-NH)/(∆O3-SH) scenarios.
Moreover, the magnitudes of both zonal mean zonal wind and temperature dif-
ferences between ozone-perturbed and control simulation suggest that in many
months and in many areas of the atmosphere especially the polar night regions,20
the magnitude of these responses in the case of ozone perturbation due to high
energy particle precipitation could exceed (or at least comparable) the responses
of ozone changes due to the UV variability.
While the influence of the EPP on the variability of the strength of the stratospheric
westerly flow is discussed in this paper, however the full extent of stratosphere-25
troposphere connection (tropospheric response) requires considering the tropospheric
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Table 1. Summary of four EMAC simulations. All simulations (control, ∆O3-NH, ∆O3-SH and
∆O3-TS) are identical (except for prescribed ozone climatology according to Fig. 2).
Resolution Analysed time period Running mode Messy submodels Radiation scheme Climatological ozone
T42L90 100 years under Free-running CLOUD RAD4ALL-FUBRAD FUB-ozone







































Table 2. FUBRAD wavelength intervals in the shortwave radiation above 70 hPa.
Band Gas Wavelength (nm) Number of intervals
Lyman-alpha O2 121.6 1
Schumann–Runge continum O2 125.0–175.0 3
Schumann–Runge bands O2 175.0–205.0 1
Herzberg cont./Hartley bands O2/O3 206.2–243.9 15
Hartley bands O3 243.9–277.8 10
Huggins bands O3 277.8–362.5 18











































































Figure 2. Left: Ozone depletion according to (∆O3-NH) and (∆O3-SH) scenarios. Right: Ozone





































Figure 3. Left: The initial change to the short wave heating rate due to imposed ozone deple-
tion Scenarios. Right: The initial change to the long wave heating rate due to imposed ozone






































Figure 4. Monthly mean temperature changes between (∆O3-NH) scenario and control run
for November, December, January and February. Contour values represent the monthly mean
zonal mean temperature differences and shaded areas denote the significance level. The con-
tour interval is 1 K. Red contours show negative temperature anomaly while positive tempera-






































Figure 5. Monthly mean temperature changes in the model simulations for May, July, August






































Figure 6. Monthly mean zonal mean zonal wind changes in the model simulations in Novem-
ber, December, January and February for (∆O3-NH) simulation. Contour values represent the
monthly mean zonal mean zonal wind differences and shaded areas denote the significance
level. The contour interval is 1 ms−1. Red contours show negative zonal wind anomaly while






































Figure 7. Monthly mean zonal wind changes in the model simulations for May, July, August and
















































Figure 8. In the wintertime polar region, nitric oxide enriched air by energetic particle precipita-
tion can be transported from the mesosphere and lower thermosphere down to the stratosphere
due to downward branch of residual circulation, where it can destroy ozone. The depleted ozone












































Figure 9. Anomalies of EP flux (arrows) and EP flux divergences for (∆O3-NH) simulation. EP
flux reference vector is shown in the right-below in November. Red lines (positive anomalies of
EP flux divergences) denote acceleration of zonal flow by waves and blue lines (convergence

















































































Figure 11. Changes in the propagation condition of Rossby waves for ZWN = 1 for (∆O3-NH)
simulation. Black contours show regions that are more conducive to Rossby wave propagation
and red lines show regions that are less favourable for Rossby wave propagation. The contour












































































Figure 13. Frequency of sudden stratospheric warming in control simulation (gray) and (∆O3-





































































































Figure 15. Monthly mean zonal mean zonal wind response of EMAC model to (∆O3-TS) sce-
nario.
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