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3D object detection and classification from point cloud data and monocular cameras is an essential task 
for many fields, such as autonomous navigation and augmented reality applications. Existing solutions 
that operate solely on the point cloud data will represent the data in a sparse manner to then input into 
a convolutional neural net. However, this approach tends to be inaccurate as the transformation of the 
data will always lose resolution. Solutions that operate on RGB images of the environment perform 
quite well, as these have been around for several years. The purpose of Sentinel Prime is to develop a 
robot to run a sensor fusion network which will combine 2D image data and 3D LIDAR data to beat the 
performance of a solely 2D or 3D network. The completed robot will be demoed on an indoor 
environment, shown to be correctly classifying several indoor objects.  
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Several fields such as autonomous driving and augmented reality need accurate 3D environmental 
perception to function properly. 2D object detection has been well explored, but 3D object detection is 
still an emerging field. 3D object detection is significantly more challenging due to the rapid increase in 
input and output parameters. The advent of Light Detection and Ranging (LIDAR) sensors has 
revolutionized the field of 3D object detection, but the sparsity of LIDAR data presents several problems. 
Signal fusion is a term used to refer to any combination of difference sources such that the resulting 
outputs have less uncertainty than if the sources were used on their own. In this work, I present Sentinel 
Prime, a custom-built robot to demonstrate a signal fusion network classifying indoor objects. The 
primary objectives of the network will be to classify the objects on an embedded device that is resource 




2. Literature Review 
3D classification is a field that has already generated a lot of interest. Non-AI based solutions such as 
support vector machines and random forest have relied on custom defined feature vectors, which work 
well but cannot be generalized easily [1]. Solutions employing artificial intelligence began with the 
intuitive approach to use convolution by means of a 3D convolutional neural net (CNN). 2D CNNs have 
been well established [2] and are able to achieve high accuracy on image classification tasks. However, 
the input resolution of LIDAR data and network architecture of CNNs lead to the 3D CNN being 
computationally expensive and inefficient. Following approaches were in transforming the LIDAR data 
into a more manageable 2D representation, which could then be used on a well-established 2D CNN [3]. 
The most well-known of these approaches are bird’s eye view and voxelization, both of which suffer 
from a drastic loss in spatial information. Signal fusion is a popular approach that seeks to enhance the 
success of 2D CNNs with 3D LIDAR data to outperform existing solutions. Typically, these are either one- 
or two-stage pipelines. One-stage pipelines find the region of interest (ROI) and then classify what is 
inside the ROI immediately, while two-stage pipelines split these up into two unique steps. One-stage 
pipelines are fast but inaccurate, while two-stage pipelines are slow but higher in accuracy. Notably, 
CLOCs is a robust and versatile signal fusion model which can use any 2D and 3D detector combo, using 
a small fusion layer to generate the output [4]. Google has developed Objectron, a signal fusion one-
stage model which can run in real-time on an Android smartphone, which is notable due to the lack of 
computational resources on a mobile smartphone [5]. Based on all of this, Sentinel Prime will employ an 
existing signal fusion network to showcase how much higher in accuracy the network can attain as 





3. Description of Research Results 
Initially, the aim was to run CLOCs and Objectron on the NVIDIA TX2, which is a development board that 
contains an NVIDIA embedded GPU. Then, the board could be placed onboard Sentinel Prime, and 
benchmarked with real-life LIDAR and camera data. The TX2 is an ARM-based board, which means that 
the majority of existing Python packages don’t build properly. NVIDIA realizes this difficulty, so they 
have released several Docker containers that already contain built versions of some of the libraries I 
needed. Even with this, I was unable to build the dependencies I needed. I was able to run CLOCs and 
Objectron locally on my personal computer, allowing me to gain a better understanding of how they 
perform. CLOCs is demonstrated on the challenging well-known KITTI dataset, which consists of LIDAR 
and camera data of cars, pedestrians, and bikers.  
 
Figure 1: CLOCs sample output. The center area is a visualization of the LIDAR point cloud, which are xyz points. The green 






Figure 2: Objectron output. The model being tested out is the one to classify cups. The FPS varies from 16 to 30, this is 
running on my desktop computer. 
I shifted my focus to upgrade Sentinel Prime. Sentinel Prime is based off my robot from research last 
year, Project Sentinel. The base robot had to be significantly upgraded to fix the mechanism. I realized 
that Sentinel Prime would not be capable of a real-time output. The LIDAR sensor that is on Sentinel 
Prime is a 2D horizontal scanner, and the way I get 3D data is by rotating the sensor up and down along 
the x-axis. However, each 2D scan takes 60 milliseconds to gather, so by the time a full 3D data frame is 
gathered, it far exceeds the constraints of a real-time application. Since the TX2 took up numerous 
weeks, we decided to switch to the Raspberry Pi as the main board. I was able to get images from the 
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camera and 3D data from the LIDAR sensor, but it was unusable because it was so noisy. I am not 
entirely sure what caused this, but it seems to be some internal hardware failure. I then set out to 



















In this paper, I have presented the current state of the art in 3D classification with signal fusion. Sentinel 
Prime has been my attempt at trying to employ such a network on an embedded device. The field still 
has a long way to go, and is not quite ready to be deployed on popular ARM boards such as Raspberry Pi 
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