Let G be a nite group acting linearly on a vector space V over a eld K of positive characteristic p, and let P G be a Sylow p-subgroup. Ellingsrud and Skjelbred 20] proved the lower bound depth(K V ] G ) minfdim(V P ) + 2; dim(V )g for the depth of the invariant ring, with equality if G is a cyclic p-group. Let us call the pair (G; V ) at if equality holds in the above. In this paper we use cohomological methods to obtain information about the depth of invariant rings and in particular to study the question of atness. For G of order not divisible by p 2 it ensues that (G; V ) is at if and only if dim(V P ) dim(V )?2 or H 1 (G; K V ]) 6 = 0. We obtain a formula for the depth of the invariant ring in the case that G permutes a basis of V and has order not divisible by p 2 . In this situation (G; V ) is usually not at. Moreover, we introduce the notion of visible atness of pairs (G; V ) and prove that this implies atness. For example, the groups SL2(q), SO3(q), SU3(q), Sz(q), and R(q) with many interesting representations in de ning characteristic are visibly at. In particular, if G = SL2(q) and V is the space of binary forms of degree n or a direct sum of such spaces, then (G; V ) is at for all q = p r with the exception of a nite number of primes p. Along the way, we obtain results about the Buchsbaum property of invariant rings, and about the depth of the cohomology modules H i (G; K V ]). We also determine the support of the positive cohomology H + (G; K V ]) as a module over K V ] G . In the appendix, the visibly at pairs (G; V ) of a group with BN -pair and an irreducible representation are classi ed.
Introduction
We consider invariants of a nite group G acting on a polynomial ring R = K x 1 ; : : : ; x n ] by linear transformations of the indeterminates. The set R G of invariants forms a (graded) algebra over the ground eld K, and we are interested in the structure of this algebra. By Noether 45 ] the invariant ring is nitely generated as a K-algebra. More precisely, by Noether normalization there exist homogeneous invariants f 1 ; : : : ; f n 2 R G such that R G is nitely generated as a module over the subalgebra A := K f 1 ; : : : ; f n ] generated by the f i (see Benson 6, Theorem 2.2.7] ). Since the number of f i equals the number of indeterminates, f 1 ; : : : ; f n are algebraically independent over K, so the subalgebra A is isomorphic to a polynomial algebra. An important aspect of the complexity of the invariant ring is therefore captured by looking at its complexity as a module over A. The simplest case is that R G is a free A-module. Then R G is called Cohen-Macaulay. By of R G as an A-module, which by Hilbert's syzygy theorem has nite length m n. The image of F 1 in F 0 gives the A-linear relations between the generators of R G as an A-module (\syzygies of the rst kind"), whereas the image of F 2 gives the relations (\syzygies of the second kind") between these rst relations, and so on. The length m is independent of the choice of the resolution, and indeed even of the choice of the f 1 ; : : : ; f n (see Benson 6, Section 4.4] ). It is called the homological dimension of R G and provides the desired measure of the complexity. We write m = hdim(R G ).
proved in a ground-breaking paper that if G is a cyclic p-group, where p is the characteristic of the ground eld K, then depth(R G ) = min dim(V G ) + 2; n :
(0.1)
Here V is the vector space on which G acts, V G is the xed space under the G-action, and basis vectors x 1 ; : : : ; x n of the dual V are taken as the indeterminates of R. Ellingsrud and Skjelbred also proved that for any nite group G we have the inequality depth(R G ) min dim(V P ) + 2; n ; (0.2)
where P G is a Sylow p-subgroup. We say that the pair (G; V ) is at if equality holds in (0.2).
Since a p-group always xes non-zero vectors, it follows from (0.2) that depth(R G ) minf3; ng, so in particular, R G is Cohen-Macaulay if n 3 (see Smith 51] ). The result of Ellingsrud and Skjelbred on cyclic p-groups was recently generalized by Campbell et al. 13] , who proved that if G acts a shallow group on V (see Remark 2.7(c) in this paper), then (G; V ) is at. Typical examples of shallow groups are abelian groups with a cyclic Sylow p-subgroup P. Unlike Ellingsrud and Skjelbred's proof, the proof in 13] uses elementary methods. The most recent contribution comes from Shank and Wehlau 49] , who studied the depth of invariants of SL 2 (p) acting on symmetric powers of the natural two-dimensional representation. The interest in the action of SL 2 on binary forms of certain degrees (the classical term for symmetric powers of the natural representation) stems from the fact that they have been studied (in the non-modular setting) very intensively in classical invariant theory (see Hilbert 27] ). Shank and Wehlau proved that if R G is the invariant ring of G = SL 2 We observe that atness emerges as a common pattern from the results quoted above. However, the symmetric group S p on p symbols has an invariant ring which is isomorphic to a polynomial ring even in characteristic p. Hence the depth is p, whereas the dimension of the xed space of P is only 1. This suggest that in addition to the dimension of V P there should be other, hitherto undiscovered parameters which contribute to the depth of the invariants.
Methods and results. This paper can be seen as an attempt to nd such parameters, or, more precisely, to nd them in the cohomology H (G; R) of G with values in the polynomial ring R. In fact, this cohomology was used by Ellingsrud and Skjelbred 20] and Kemper 37] , but it is not apparent from these papers that it can play a major role in the determination of the depth for non-cyclic groups. In 37], the following result was used: If r is the smallest positive integer such that H r (G; R) 6 = 0 and if 0 6 = 2 H r (G; R), then depth ? Ann R G ( ); R G = min fr + 1; ht (Ann R G ( ))g ;
where Ann R G ( ) is the ideal in R G of all invariants f with f = 0. This prompts the study of H + (G; R) := L i>0 H i (G; R) as an R G -module, and in particular of the varieties V given by Ann R G ( ) for 2 H + (G; R). In 37], the author was only able to determine V in the case where comes from the embedding H 1 (G; K) , ! H 1 (G; R). In Section 2 of this article further methods are developed, which lead to an upper bound for the variety V . The main ingredient is re-discovery of the result that every invariant in the image of the transfer map lies in a projective submodule of R (see Proposition 2.2). Using the Evens norm, we are able to determine the support of H + (G; R) (which is the union of all V ) exactly. The upper bound for V yields the R G -depth of certain ideals. This information is complemented by results from Section 1 about the extendability of regular sequences. More precisely, we prove that if U V is a KG-submodule on which G acts non-modularly, then depth(R G ) = depth ? I R G (U); R G + dim K (U); (0. 4) where I R G (U) is the ideal of invariants vanishing on U (see Theorem 1.5) . Putting the two strands together, we can determine the depth if we nd 0 6 = 2 H r (G; R) (r being the smallest positive integer with H r (G; R) 6 = 0) such that V U for a KG-submodule U with non-modular G-action. A careful analysis of this condition leads to Theorem 2.5, which gives the depth under a certain hypothesis on the cohomology. This result contains the result by Campbell et al. 13 ] on shallow groups and therefore also the result of Ellingsrud and Skjelbred 20] (see Equation (0.1)) as special cases. Theorem 2.5 exempli es how the dimension of the xed space under a Sylow p-subgroup (with p = char(K)) and the smallest positive r with H r (G; R) 6 = 0 contribute equal shares to the depth.
As a by-product of Theorem 1.5 we get new results concerning the relation between the Buchsbaum property and the Cohen-Macaulay property. In the more general setting of graded algebras, the Buchsbaum property is weaker than the Cohen-Macaulay property, but Nakajima 43] and Campbell et al. 13] independently proved that in the case of a p-group the invariant ring is CohenMacaulay if and only if it is Buchsbaum. Using Equation (0.4), we can generalize this equivalence result to a larger class of groups (see Theorem 1.7), which for example includes all groups whose order is not divisible by p 2 . It is still an open question whether the two properties are equivalent for any invariant ring of a nite group acting via a linear representation. As a further spin-o from the methods developed in Sections 1 and 2, we obtain results on the depth of H + (G; R) as a module over R G (see Section 2.2). For example, if p 2 does not divide the order jGj, then H + (G; R)
is Cohen-Macaulay (see Example 2.13 ). This generalizes a result by Ellingsrud and Skjelbred 20] , who proved the above statement for G the cyclic group of order p.
A fruitful generalization (Corollary 2.8) of Theorem 2.5 comes from the observation made by the author 37] that depth(R G ) = depth(R H ) if H G is a strongly p-embedded subgroup (see on page 12 for a de nition). It follows, for example, that we can determine the depth for a group G of order divisible by p but not by p 2 if we know the smallest positive r such that H r (G; R) 6 = 0 (see Theorem 3.1) . This r can be determined quite easily under the additional hypothesis that G acts as a permutation group. This is carried out in Section 3, where we give a formula for the depth of the invariant ring of a permutation group whose order is not divisible by p 2 (see Theorem 3.3). In particular, this yields a cohomological explanation for the \anomaly" of the large depth for G = S p mentioned above. In fact, the vector invariants of two copies of the natural module of S p are also Cohen-Macaulay, while for three copies we have the depth 2p + 1 due to the non-vanishing of the (2p ? 3) rd cohomology (see Corollary 3.5) . We also explore applications of this formula to the regular representation and the \three copies conjecture" (see Corollaries 3.4 and 3.6) .
A great part of the literature on cohomology deals with cohomology H (G; K) with values in the ground eld (or in Z). Looking at H (G; R) provides additional di culties, but also extends the possibilities of nding non-zero elements. For example, H 1 (G; K) = 0 unless G has a normal subgroup of index p, but H 1 (G; R) 6 = 0 if p divides jGj and V is the regular KG-module (see Kemper 37 , Lemma 2.6]). In Section 2.3 we give conditions on a subgroup N G, under which non-zero elements from H (N; R) can be twisted in such a way as to give non-zero elements of the same degree in H (G; R) (see Theorem 2.14) . Applying this to the rst cohomology with N being a Sylow p-subgroup leads to the result that visible atness of (G; V ) (as de ned in De nition 4.1) implies atness. It turns out that subgroups of groups with a BN-pair of rank one with various representations tend to be visibly at. In the appendix, Kay Magaard determines the visibly at pairs (G; V ) of a group with BN-pair and an irreducible KG-module. For instance, the groups SL 2 (q) acting on binary forms of degree m such that gcd(m; q ? 1) 2 are visibly at. Hence the result of Shank and Wehlau 49] (see Equation (0.3)) appears as a special case of Theorem 4.2.
Moreover, (subgroups of) SO 3 (q), SU 3 (q), Sz(q), R(q), and a few sporadic simple groups with various representations are visibly at, so we can determine the depth of the invariant rings. Section 5 is devoted to the study of the depth of invariants of SL 2 (q) and GL 2 (q) acting on binary forms of certain degrees, where in general we do not have visible atness. Again we develop methods to evaluate H + (G; R) in this case. Using these, we can compute tables giving the depths of invariants of SL 2 (p) and GL 2 (p) acting on binary forms of degree m for wide ranges of p and m (see Tables 5.1 and 5 .2). Table 5 .1 includes the results of Shank and Wehlau 49] for m = 3 and 4. Using methods from classical invariant theory (see Hilbert 27 ]), we prove that for any given degree m there exists a bound N such that for q = p r with p N the invariants of SL 2 (q) acting on binary forms of degree m have depth 3, so we have atness. This appears in a more general form in Theorem 5.4. Various questions raised by Shank and Wehlau 49] are answered in Section 5.
Many of the results of this paper carry over to the more general setting of equivariants or relative invariants. More precisely, we take a further representation W of G and consider G-equivariant polynomial mappings from V into W. These mappings form a module M over the invariant ring R G , so we can ask for the depth of M. If W is one-dimensional, M can be interpreted as the module of relative invariants of G with respect to a linear character.
A remark on the depth of localizations. Apart from considering the \global" depth of R G one can also ask about the local depth, i.e., the depth of localizations (R G ) y for y 2 Spec(R G ). But this question can be reduced to the computation of the global depth for subgroups by a result from Kemper 36] . Indeed, for a prime ideal x 2 Spec(R) de ne
If x comes from a point in V , then G x is precisely the point-stabilizer. Some notation. The following notations will be used throughout the article. In the following R is a commutative, associative ring R with unity, and M is an R-module.
We write dim(R) for the Krull dimension of R, and dim(M) := dim(R= Ann R (M)). It is convenient to set dim(0) = ?1. To avoid confusion, we write dim K (V ) for the dimension of a vector space V over a eld K. This is a submodule of M. In particular, (f 1 ; : : : ; f k )R is the ideal generated by f 1 ; : : : ; f k .
A sequence f 1 ; : : : ; f k 2 R is called a partial system of parameters if (f 1 ; : : : ; f k )R 6 = R and ht ((f 1 ; : : : ; f k )R) = k. Notice that if R is a domain which is nitely generated as an algebra over a eld, then ht(I) = dim(R) ? dim(R=I) for any ideal I R (see Eisenbud 19, Corollary 13.4] For a group G and a eld K, the group ring is denoted by KG. For V a KG-module and 2 G, we write V := fv 2 V j (v) = vg: Moreover, the xed space of G is V G := \ 2G V .
If V is a KG-module, we write V for the dual module, which is endowed with a G-action by (f) = f ?1 . We write S m (V ) for the m-th symmetric power of V , which again is a KG-module. S(V ) := L 1 d=0 S d (V ) is the symmetric algebra, which is a non-negatively graded K-algebra. Notice that the invariant ring S(V ) G is also graded. We will often use the fact that for an action of a nite group G on R we have that R is integral over R G . Indeed, Q 2G (X ? (f)) provides an integral equation for an f 2 R. In particular, if V is a nite dimensional KG-module and G is nite, then it follows that dim
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Extending regular sequences
In this section we will develop techniques to extend regular sequences which lie in some ideal of the invariant ring.
Non-modular submodules
The rst lemma provides the principle that we will use to extend regular sequences. We consider the following situation: Let R be an algebra (associative, commutative and with unity) over a eld K and G a group acting on R by K-automorphisms. Write E := End KG (R) for the algebra of KGendomorphisms of R (which need not respect the multiplication in R). For an invariant f 2 R G , multiplication with f yields an endomorphism f 2 E, so we have a homomorphism R G ! E of algebras. We will be looking at (left) modules over E. Every such module becomes an R G -module by the above map. A prominent example of an E-module is the invariant ring R G itself (since the action of a KG-endomorphism sends R G to itself). More generally, if W is a KG-module, then an algebra-homomorphism from E into End KG (W K R) is given by sending ' to id W '. This makes W K R into an E-module. Since the elements of E act on W K R by KG-endomorphisms, the cohomology H (G; W K R) also becomes an E-module. The invariants (W K R) G occur as H 0 (G; W K R). If W is one-dimensional, (W K R) G can be interpreted as the module of relative invariants in R with respect to a linear character of G. If R is a graded algebra and the action of G respects the grading, then E is also graded by calling an endomorphism ' homogeneous of degree d if '(R i ) R i+d for all i. If R is graded, then in the above example W K R becomes a graded E-module by setting (
Lemma 1.1. In the above situation, let M be an E-module and let f 1 ; : : : ; f k 2 R G be an Mregular sequence. Furthermore, let g 2 R G be an invariant with (f 1 ; : : : ; f k ; g)M 6 = M, and assume that g has a left inverse in End AG (R) E, where AG is the group ring over the subalgebra A := K f 1 ; : : : ; f k ] R generated by the f i . In other words, assume that there exists ' 2 End AG (R) such that '(gf) = f for all f 2 R: Then f 1 ; : : : ; f k ; g is also an M-regular sequence. Proof. We have to show that multiplication with g is injective on M := M=(f 1 ; : : : ; f k )M. For any 2 End AG (R) we have fi = fi , and thus for m 2 M we obtain (f i m) = ( fi m) = ( fi )m = fi ( m) = f i m 2 (f 1 ; : : : ; f k )M:
Therefore (f 1 ; : : : ; f k )M (f 1 ; : : : ; f k )M, so M becomes an End AG (R)-module. Hence multiplication with g has a left inverse as an endomorphism of M and is therefore injective.
It is far from clear how and under what conditions the multiplication with g has a left inverse as required in Lemma 1.1. As we will show, in the situation of the following proposition, such inverses can in fact be constructed under some conditions. It is easy to check that for 2 G, the map i ?1 : R ! R also has the properties that we proved for i . Now we use the hypothesis on the index G : N] and form
where runs through a system of coset representatives of N in G. Then ' i is a homomorphism of modules over the subalgebra A 0 i y 1 ; : : : ; y r ], which commutes with the G-action and has the property ' i gi = id R . This completes the proof. It is convenient to change the notation slightly at this point by considering R = S(V ) instead of S(V ), since it is better suited for geometric considerations than S(V ). Here again G is a nite group, K a eld, and V a nite dimensional KG-module. If U V is a subspace we write Since P is an ideal in R G , also the ideal in R G generated by I is contained in P:
If we can show that I R G (U) p IR G , then I R G (U) P will follow, so f 1 ; : : : ; f d will be maximal M-regular in I R G (U), as claimed.
To compare the two ideals, we can assume that K is algebraically closed. (1.4) (This is essentially Hilbert's Nullstellensatz with the slight complication that we are passing from ideals in R G to varieties in V rather than in the categorical quotient V==G and backwards.) Therefore is su ces to show that V V (I) V V (I R G (U)), which follows if we can show that V V (I) U. Take a point v 2 V n U. Since U is a KG-module, also (v) = 2 U for every 2 G, so the set of all l 2 U ? with l( (v)) = 0 forms a proper subspace of U ? . Since K is an in nite eld, we can select We can now put things together to obtain the main result of this section. We say that a submodule U V of a KG-module V is non-modular if the kernel of the G-action on U has index in G which is coprime to the characteristic of K. Theorem 1.5. Let G be a nite group, K a eld, and V a nite dimensional KG-module with a non-modular submodule U V . Set R := S(V ) and let M be a non-zero graded module over End KG (R) which is nitely generated over R G (see at the beginning of Section 1. Moreover, S(U ) G is Cohen-Macaulay, again by Equation (0.1). Therefore depth ? I R G (U); R G + depth ? S(U ) G = 6 > depth(R G ); so (1.5) becomes false in this example. This shows that Theorem 1.5 indeed depends on the hypothesis that U is a non-modular submodule, and gives a avor of the subtleness involved in extending regular sequences. /
On the Buchsbaum property
Before we proceed with the discussion of depth, we take a short digression to consider the Buchsbaum property of invariant rings, which is a weakening of the Cohen-Macaulay property. In fact we shall look at the so-called h-Buchsbaum property, which is de ned as follows (see St uckrad and Vogel 54, As a typical example, the normalizer of a Sylow p-subgroup P of G is strongly p-embedded if and only if for all 2 G the intersection P \ P is either P or the trivial group (i.e., P is a trivial intersection subgroup). It was proved in Kemper 37 We distinguish two cases. First, we consider the case where depth
Then by (1.6) we have depth(R G ) = dim K (V ) = dim(R G ), so R G is Cohen-Macaulay. On the other hand, assume that depth
Since I R G (U) = (U ? )R\R G and R is integral over R G , it follows from Eisenbud 19 
Therefore there exists a partial homogeneous system of parameters f 1 ; : : : ; f r 2 I R G (U) with r = depth ? I R G (U); R H + 1 (see Eisenbud 19, Theorem 13.3] ). This sequence cannot be R H -regular, hence by the strong p-embeddedness it is not R G -regular, either. But using (1.6) and the hypothesis dim K (U) > 0 we obtain r depth
Hence the sequence can be completed to a homogeneous system of parameters which does not measure the depth (of R G ), and it follows from Campbell et al. 13, Proposition 20] that R G is not h-Buchsbaum and therefore not Buchsbaum.
We have seen that R G is either Cohen-Macaulay or not Buchsbaum, hence the claimed equivalence. Example 1.8. To make the application of Theorem 1.7 easier, we list a few simple conditions under which the hypothesis is satis ed:
G has a normal Sylow p-subgroup (since then G p = P is the Sylow subgroup, and hence
G has order not divisible by p 2 (since then the normalizer H of a Sylow p-subgroup is strongly p-embedded, and V Hp 6 = 0 by the above). V G 6 = 0. For example, this is always the case if G acts by permutations of a basis of V . /
Cohomological methods
We now turn back to the original topic of the depth of an invariant ring. As it stands, Theorem 1.5 only shifts the question of depth(M) to the question of depth (I R G (U); M) (where M could stand for the invariant ring R G ), which seems equally intractable. However, we shall see in this section that by using methods from cohomology one can actually say something about the latter depth in many cases.
The support of cohomology
We x some notation. Let G be a nite group and K a eld of positive characteristic p. Furthermore, let R be a noetherian K-algebra (associative, commutative and with unity) with an action of G by K-automorphisms. We can look at a somewhat more general situation by taking a non-zero, nite dimensional KG-module W and considering the tensor product M := W K R. If R = S(V ) with a KG-module V , then M can be interpreted as the set of polynomial functions V ! W, and the invariants in M G are the G-equivariant functions. If W is one-dimensional, then M G is the set of relative G-invariants in R with respect to the linear character given by W . As we have seen at the beginning of Section 1.1, M G and, more generally, the cohomology H (G; M) are modules over E := End KG (R). Therefore the results of Section 1.1 are applicable to M G .
Being an E-module, H (G; M) also is a module over R G . More explicitly, an invariant f 2 R G acts on H (G; M) by the map induced by M ! M, w g 7 ! w fg. Fix an 2 H (G; R). Then we write
This is an ideal in R G . We will be particularly interested in the E-submodule
and its annihilator as an R G -module. The relevance of cohomology and in particular of the ideal I in the study of depth is given by Theorem 1.9 of Kemper 36] We specialize our situation by considering a nite dimensional KG-module V and taking R := S(V ) to be the symmetric algebra of the dual. We assume that K is algebraically closed. (This assumption is made here for reasons of convenience, and will become a without-loss assumption; alternatively, we could use the language of schemes.) For and its relative versions (see below). What makes the transfer useful in for our purposes is that we know its locus (see Equation (2.3)). We will prove that an invariant in the image of the transfer annihilates every 2 H + (G; M). For this purpose, we rst prove two preliminary results. Then sV 6 = 0 implies that V is a projective KG-module.
Proof. There exists a projective module P with an epimorphism ': P ! V of KG-modules. Let P = U 1 U r be the decomposition of P into indecomposable modules. By assumption, there exists v 2 V such that sv 6 = 0. Let u 2 P be a preimage of v under ', and u = u 1 + + u r with u i 2 U i . Then '(su) = sv 6 = 0. Therefore '(su i ) 6 = 0 for some i, which we can assume to be equal to 1.
Hence K su 1 is a submodule of U 1 which is isomorphic to the trivial module K. Since U 1 is an indecomposable projective module, its socle is simple (see Alperin 2, Corollary 6.5]), so K su 1 is the socle. We claim that the restriction 'j U 1 : U 1 ! V is injective. Indeed, if the kernel were non-zero, it would contain the socle of U 1 , but '(su 1 ) 6 = 0.
Since as a projective module U 1 is also injective (see Alperin 2, Theorem 6.4]), the above mapping splits, so U 1 is a direct summand of V . But V was assumed indecomposable, hence V = U 1 , which is projective.
In order to formulate the following result, we need some additional notation. If U and V are two If we consider u as an element in H i (G=N; (U K V ) N ) (i.e., we enlarge the module), it will still be zero. Now we apply the in ation map and obtain u inf G=N ( ) = inf G=N (u ) = 0;
where the in ation on the right hand side is inf G=N : is p. Hence in order to apply Proposition 2.1, all we have to do is choose a normal subgroup N E G such that the above union of subspaces will be contained in V Gp (with G p as introduced in Remark 1.6(a)). Of course, we also need the hypothesis that there exists a nonzero element in the image of the in ation map. Let G V-sing be the subgroup of G generated by all 2 G of order a power of p such that dim K (V ) > dim K (V Gp ): It is clear that G V-sing is a normal subgroup of G. We can now prove the main theorem of this section.
Theorem 2.5. Let G be a nite group, K a eld of positive characteristic p, and V a nite dimensional KG-module. Take a Sylow p-subgroup P of G and G V-sing as above. Furthermore, let R = S(V ) be the symmetric algebra of the dual and M := W K R with W a nite dimensional KG-module (see at the beginning of Section 2.1). Assume that there exists a positive integer r such that H i (G; M) = 0 for 0 < i < r and the in ation inf G=GV-sing where H + is de ned by (2.1). Then V Gp = V P : Proof. Since P is contained in G p , the inclusion V Gp V P is clear. By way of contradiction, assume that the inclusion is strict. Then for every 2 P we have V Gp $ V , hence 2 G V-sing . Therefore the quotient group G=G V-sing is of order coprime to p, which implies H + (G=G V-sing ; R GV-sing ) = 0. This contradicts the hypothesis. Remark 2.7. We make a few remarks which mainly apply to the situation where M = R.
(a) In the situation of the Theorem (with M = R), K appears as the degree-0 component of R, which is a direct summand. Hence we have an embedding H i (G; K) , ! H i (G; R). If the group order jGj is divisible by p, then we know that H i (G; K) 6 = 0 for some positive i (see Benson 5 , Theorem 4.1.3]). Therefore there exists a unique minimal positive r such that H r (G; R) 6 = 0, and it is for this r that the hypothesis of Theorem 2.5 has to be tested.
(b) If r = 1, then we have an exact sequence
where the second map is inf G=GV-sing (see Evens 3) The subgroup G P is smaller than G 0 P , hence G V-sing is smaller than G 0 V-sing . Therefore it is easier for the in ation map inf G=GV-sing to be non-zero than for inf G=G 0 V-sing .
(4) The case of equivariants (i.e., M 6 = R) is also covered.
However, if G is a p-group, the hypothesis of Theorem 2.5 is met if and only if G is shallow. /
The scope of Theorem 2.5 can be considerably widened by passing to a strongly p-embedded subgroup H (see the discussion on page 12). If H G is strongly p-embedded, then by Kemper 36 depth(M G ) = depth(M H ): In fact, this equality was derived from the fact that for any KG-module U and for i > 0, the restriction map H i (G; U) ! H i (H; U) is an isomorphism. In particular, in the situation of Theorem 2.5 the minimal positive r with H r (G; M) 6 = 0 will also be the minimal positive r with H r (H; M) 6 = 0.
We obtain the following generalization of Theorem 2.5. Since H is strongly p-embedded, it contains a Sylow p-subgroup of G, and since dim K (V P ) is the same for all Sylow p-subgroups, we can assume that P H. Now Theorem 2.5 says that depth(M H ) = min dim K (V P ) + r + 1; dim(M H ) :
Although only an upper bound for the support of H + (G; R) (see (2.1)) is required for the purposes of this paper, it is if some interest to determine this support exactly. We will do this in the more general setting of group actions on algebras. More precisely, suppose that a nite group G acts on a nitely generated algebra R over a eld K of characteristic p by automorphisms xing K. For x 2 X := Spec(R) we de ne the \inertia group" to be G 3] ). Thus we have to consider H=P-invariants 1 in H (P; M). Since P is a p-group, is it usually quite easy to nd non-zero elements in H (P; M) of low degree. For example, if M = R, there is always a non-zero element in H 1 (P; K), which is embedded into H 1 (P; R). The following theorem says that under favorable conditions such an element can be changed in such a way to give a non-zero H=P-invariant. In fact we establish maps from the cohomology of P to that of H which are injective on the image of H (P; M H ) in H (P; M). It is quite extraordinary to have such mappings, as the corestriction certainly does not qualify. In fact, the construction of the mappings in Theorem 2.14 is only possible since we are considering cohomology with values in the polynomial ring, and the mappings are not canonical. The key ingredient is the fact that the g i constructed in Proposition 1.2 act injectively on the cohomology, as we will see in the proof. It is the antagonism between these g i and invariants in the image of the transfer (which kill all cohomology) which is crucial to our method. Theorem 2.14 will be used in Section 4 to study the depth of the invariants if (G; V ) is visibly at. For any practical purposes we have to determine the action of H=P on H (P; M). More generally, H=P acts on H (P; U) for any KH-module U. This action arises naturally from taking a projective resolution of K over KH and considering it as a resolution over KP (see Evens 21, p. 35] ). However, the formulas (3.1) (which hold for any KH-module M) were obtained from a much simpler, periodic resolution over KP. Therefore one has to transform the action from the one resolution to the other, which is a rather cumbersome task. For the rst and second cohomology, the result is as follows: Let be an element of H 1 (P; U) or H 2 (P; U). By (3.1), can be represented by a u 2 U with special properties, depending on whether lies in the rst or second cohomology. It turns out that in either case the application can be represented by ( ) u; where the linear character : H ! F p is given by
for 2 H and 2 P. It is enough to know the action of H=P on the rst and second cohomology.
Indeed, H (P; U) is a module over the cohomology ring H (P; K) by the cup product, and the H=P-action respects the ring structure of H (P; K) and the module structure of H (P; U). But Benson 4, Corollary 3.5.4] implies that there exists an element y 2 H 2 (P; K) such that H (P; U) is generated by H 1 (P; U) and H 2 (P; U) as a module over the (polynomial) subalgebra K y] H (P; K). Thus we obtain the following rule.
Proposition 3.2. Let H be a nite group with a normal subgroup P E H of order p, and let K be a eld of characteristic p. For a KH-module U and i > 0, let 2 H i (P; U) be represented by an u 2 U according to (3.1) . Then by the action of H=P on H (P; U), a 2 H=P sends to the element represented by ( ) (i+1)=2] (u);
where the square bracket denotes the greatest integer function, and : H ! F p is given by (3.2).
Permutation groups
Now we consider the case of permutation actions. So let R = K x 1 ; : : : ; x n ] be a polynomial ring over a eld K of positive characteristic p, and let G be a nite group acting on R by permutations of the indeterminates x i , such that p 2 does not divide the group order jGj. Choose a Sylow p-subgroup P G and let N := N G (P ) be the normalizer. The set fx 1 ; : : : ; x n g decomposes into a disjoint union of P-orbits X 1 ; : : : ; X k . Let H N be the subgroup of all elements 2 N with X i X i for all i, and take the index m := H : H \ C G (P )] ; where C G (P ) is the centralizer. Although the procedure to obtain the number m is a bit lengthy to describe, it is clear that m and also the number k of P-orbits can easily be calculated for any given permutation group. Theorem 3.3. In the above situation we have depth(R G ) = minf2m + k; ng:
Proof. If p -jGj, then P = f1g and k = n, so the theorem is correct by Hochster and Eagon 28]. Therefore we can assume that p divides jGj. G acts linearly on V = K n by permutations of the standard basis vectors, and R = S(V ) as K-algebras and as KG-modules, since V is self-dual. By Theorem 3.1 we have depth(R G ) = min dim K (V P ) + r + 1; n , where r is the smallest positive number such that H r (N; R) 6 = 0. Clearly dim K (V P ) = k, so we have to show that r = 2m ? 1. Since N permutes the x j , it also acts as a permutation group on the set of all monomials in the x j . Therefore R decomposes into a direct sum of NG-submodules of the form so we obtain H i (N; R) 6 = 0. Thus the smallest positive i with H i (N; R) 6 = 0 is equal to the smallest positive i with H i (P; K) H=P 6 = 0. H=P acts trivially on K, and it acts on P as the group H /(H \ C G (P )), which is cyclic of order m. Proof. We have to consider the regular action of G on itself and determine the numbers k and m occurring in Theorem 3.3. First, the number k of P-orbits for P a Sylow p-subgroup is jGj=p, since the orbits are exactly the right cosets of P. Moreover, the subgroup H N G (P ) stabilizing all P-orbits clearly is P itself, hence m = 1. Thus Theorem 3.3 yields depth ? S(V reg ) G = min fjGj=p + 2; jGjg:
Let us now consider vector invariants of permutation representations. In other words, given a permutation action on indeterminates x 1 ; : : : ; x n , we take new indeterminates x i;j with 1 i r and 1 j n, on which G acts by the second index. Vector invariants (usually of linear representations) have been a classical area of interest in invariant theory, and have recently enjoyed some interest in modular invariant theory (Richman 48 Kemper 34] . We make an interesting observation here: The number m occurring in Theorem 3.3 does not change as one passes to vector invariants, while the number k gets multiplied by r. As an (important) example, we evaluate the depth of vector invariants of the symmetric group S n on n symbols where p n < 2p. Corollary 3.5. Let R = K x 1;1 ; : : : ; x r;n ] be a polynomial ring in rn indeterminates over a eld K of characteristic p such that p n < 2p. Consider the action of the symmetric group G = S n on the x i;j by the second index. Then depth(R G ) = rn ? (p ? 1) maxfr ? 2; 0g:
In particular, R G is Cohen-Macaulay if and only if r 2. Proof. It is elementary to see that the number m occurring in Theorem 3.3 is p?1, and the number k is r(n ? p + 1). Now the result follows from Theorem 3.3.
As Corollary 3.5 shows, vector invariants of the symmetric group are badly behaved with respect to the Cohen-Macaulay property, even though the invariant ring for just one copy of the variables is a polynomial ring. This is a general phenomenon. In fact, the author proved in 37] that for any group G with p j jGj and for any faithful KG-module V the ring of vector invariant of su ciently many copies of V is not Cohen-Macaulay. It has been conjectured by Ian Hughes and others that three copies will always su ce. We can con rm this conjecture for permutation groups of order not divisible by p 2 : Corollary 3.6. Let G S n be a permutation group of order divisible by p but not by p 2 . If G acts as above on the polynomial ring R = K x 1;1 ; : : : ; x r;n ] in rn indeterminates over a eld K of characteristic p, then R G is not Cohen-Macaulay if r 3. Proof. Take the numbers m and k from Theorem 3.3 for the action on one set of variables x 1 ; : : : ; x n . As we have seen, passing to vector invariants leaves m xed but multiplies k by r. By Theorem 3.3, the ring R G of vector invariants is Cohen-Macaulay if and only if 2m + rk rn; which is equivalent to r 2m=(n ? k). But in the de nition of m before Theorem 3.3, the group H=H \ C G (P ) is embedded into the automorphism group of P, hence its order m is at most p ? 1. Moreover, the Sylow p-subgroup P must have at least one orbit of length p, therefore n?k p?1. Thus we obtain that if R G is Cohen-Macaulay, then r 2m
which proves the corollary.
Friends of permutation modules
It is also interesting to look at some KG-modules which are derived from permutation modules. Assume that G acts as a faithful transitive permutation group on a basis e 1 ; : : : ; e n of a vector space W over a eld K whose characteristic p divides n. Then we consider the KG-modules (c) If n < 5, then S(V ) G and S(U) G are Cohen-Macaulay. Proof. Since G acts transitively, the point-stabilizer G ei of every e i has index n in G. Since p divides n, it also divides the order of G, and a Sylow p-subgroup P xes none of the e i , since otherwise p 2 would divide jGj. From Kemper 36, Proposition 3.16] (or rather its proof) we see that the rst cohomology H 1 (G; V ) and H 1 (G; U) is non-zero (assuming p 6 = 2 for H 1 (G; U)). Since U and V are direct summands of S(U) and S(V ), respectively, we also have that the rst cohomologies with values in the polynomial rings are non-zero. The atness follows by Theorem 3.1. To obtain formulas for the depth we have to determine the dimensions of the xed spaces (V ) P and (U ) P .
It is easy to see that as a KG-module the dual V is isomorphic to W := W /K (e 1 + + e n );
and U is self-dual. (1) ) is an isomorphism of vector spaces, and W P = U P . Hence Theorem 3. Example 3.8. We apply Proposition 3.7 to the symmetric group G = S p . G acts as a re ection group on both U and V . On U, it acts irreducibly, and the action on V comes from an action in characteristic zero by reduction modulo p. In both cases the proposition says that the depth of the invariant ring is exactly 3. We therefore have modular re ection groups such that the homological dimensions of the invariant rings become arbitrarily large. It is all the more surprising that by Kemper and Malle 39] the invariant elds K(U) Sp , i.e., the elds of fractions of the invariant rings, are purely transcendental over K for all p. / 4 Visible atness
We will de ne visible atness by a number of properties which form the hypotheses of the main Theorem 4.2 of this section. We rst prove the theorem and some remarks about the properties constituting visible atness, and then present applications.
The theorem and its hypotheses
We start with the following de nition.
De nition 4.1. Let G be a nite group, K a eld of positive characteristic p, and V a nite dimensional KG-module. Let P G be a Sylow p-subgroup, H := N G (P ) its normalizer, and C := C G (P ) the centralizer. Then (G; V ) is called visibly at if the following properties hold: (P 1 ) P is a trivial intersection subgroup, i.e., P \ P 2 fP; f1gg for all 2 G, (P 2 ) H=(C P) is abelian, (P 3 ) P is not generated by the subset
and (P 4 ) the kernel of the H-action on V P lies in C P. By bringing Corollaries 2.8 and 2.15 together, we can now prove that visible atness implies atness. We formulate the theorem for the module M G of relative invariants with respect to a linear character. This module is the invariant ring if the character is trivial. Notice that dim(M G ) is equal to dim K (V ) unless M G = 0. Theorem 4.2. Let G be a nite group, K a eld of positive characteristic p, and V; W nite dimensional KG-modules with dim K (W ) = 1, and assume that (G; V ) is visibly at. Then with R := S(V ) and M := W K R we have depth ? M G = min dim K (V P ) + 2; dim K (M G ) with P G a Sylow p-subgroup. In particular, (G; V ) is at (as de ned on page 3). Proof. (P 1 ) guarantees that H is a strongly p-embedded subgroup of G, and (P 3 ) means that H V-sing is a proper subgroup of P. As a KP-module, W is trivial, therefore M has K as a direct summand.
But P=H V-sing is a non-trivial p-group, hence H 1 (P=H V-sing ; K) 6 = 0. By the directness of K in M, a non-zero element is sent to a non-zero 2 H 1 ? P=H V-sing ; M HV-sing by the mapping induced by containment of the modules. By Remark 2.7(b) the in ation map into H 1 (P; M) sends to a non-zero element again. Therefore the composition map H 1 ? P=H V-sing ; M C HV-sing ! H 1 ? P=H V-sing ; M HV-sing ! H 1 (P; M) is non-zero. As in the proof of Theorem 2.5 we can assume that K is algebraically closed. Now the properties (P 2 ) and (P 4 ) make Corollary 2.15 applicable, which yields that the in ation map is also non-zero. Now the result follows from Corollary 2.8.
A great advantage of Theorem 4.2 is that the Properties (P 1 ){(P 4 ) are straight-forward to check without computing any invariants or cohomology. Notice also that (P 1 ){(P 4 ) are independent of the choice of the Sylow p-subgroup P. By looking at (P 1 ) and (P 2 ) one already guesses that some classical groups like SL 2 (q) should have interesting representations V that give a visibly at pair. More generally, the appendix of this paper contains a classi cation of the pairs (G; V ) of a nite group with BN-pair and a KG-module V in de ning characteristic, such that (G; V ) is visibly at (Theorem A.8). In the following proposition we will make a number of observations on the Properties (P 1 ){(P 4 ), and how they pass down to subgroups or carry over to di erent representations. It is convenient to introduce a stronger version of (P 3 ):
? V P for all 2 P n f1g.
In the following we will say that P i (G; V ) holds to mean that the Property (P i ) holds for the pair (G; V ). Proposition 4.3. Let G be a nite group with a non-trivial Sylow p-subgroup P, K a eld of positive characteristic p, and V; W two nite dimensional KG-modules. Then we have: (a) It G is abelian and P is cyclic, then (G; V ) is visibly at.
(b) If jPj = p, then P 1 (G; V ), P 2 (G; V ), and P + 3 (G; V ) hold. (c) Let H G be a subgroup whose order is divisible by p, and assume that P is abelian. Then P 1 (G; V ) implies P 1 (H; V ). Moreover, if P 1 (G; V ) holds, then each of P 2 (G; V ), P + 3 (G; V ), and P 4 (G; V ) implies P 2 (H; V ), P + 3 (H; V ), and P 4 (H; V ), respectively.
(d) Let n 1 ; : : : ; n k be non-negative integers such that with m := N G (P ) : C G (P ) P] we have gcdfm; n 1 ; : : : ; n k g = 1:
Then P 4 (G; V ) implies P 4 (G; S n1 (V ) S n k (V )). (e) If P + 3 (G; V ) and P + 3 (G; W) hold, then P + 3 (G; V W) also holds.
Proof. If G is abelian, (P 1 ), (P 2 ) and (P 4 ) follow. Moreover, (P 3 ) follows if P is cyclic. This proves (a). In the situation of (b), (P 2 ) follows since H=(C P) is a quotient of a subgroup of Aut(P ), and (P 1 ) and (P + 3 ) are clear.
Now let H G be a subgroup. P G can be chosen in such a way that H \ P is a Sylow p-subgroup of H. Assume P 1 (G; V ) holds, and take 2 H n N H (H \ P). Then ?1 = 2 P for some 2 H \ P, hence = 2 N G (P ). By P 1 (G; V ), P \ P = f1g follows, and then also (H \ P) \ (H \ P) = f1g; which is P 1 (H; V ). Assume from now on that P 1 (G; V ) holds, and take 2 H n N G (P ). Then ?1 = 2 P for every 2 P n f1g. Since p divides H, there exists a 2 H \ P n f1g, and it follows that = 2 N H (H \ P). Therefore N H (H \ P) = H \ N G (P ):
If P is abelian, then C G (P ) P = C G (P ). Hence P 2 (G; V ) means that N G (P ) acts as an abelian group on P. But then the subgroup N H (H \P) also acts as an abelian group on H \P, so we have
since there exist 2 H \ P n f1g. Now again by P + 3 (G; V ), the only 2 H \ P for which
? V H\P can hold is = 1, which is P + 3 (H; V ). To conclude P 4 (H; V ) from P 4 (G; V ), take a 2 N H (H \ P) which acts trivially on V H\P . Then also acts trivially on the (smaller) space V P and 2 N G (P ) by (4.1). Hence by P 4 (G; V ) we have 2 C G (P ) P = C G (P ) (again using the abelianness of P). A fortiori also commutes with all elements from H \ P, so 2 C H (H \ P). This gives P 4 (H; V ), and completes the proof of (c).
To prove (d), assume that 2 N G (P ) acts trivially on U := (S n1 (V ) S n k (V )) P . Since P lies in the kernel of the N G (P )-action on V P , we can diagonalize on V P (assuming without loss that K is large enough). If is an eigenvalue with eigenvector v, then for v ni 2 S ni (V ) P U we have (v ni ) = ni v ni . Since acts trivially on U, it follows that ni = 1 for all i. By the assumption of (d) there exist integers l; l 1 ; : : : ; l k such that lm + l 1 n 1 + + l k n k = 1. Therefore 1?lm (v) = l1n1+ +l k n k v = v:
Since this holds for any eigenvector v, 1?lm acts trivially on V P . If P 4 (G; V ) holds, then 1?lm 2 C G (P ) P follows, but from the de nition of m we also have lm 2 C G (P ) P, hence 2 C G (P ) P. This is P 4 (G; S n1 (V ) S n k (V )), so (d) is shown. The statement (e) is clear. In the following we will apply Theorem 4.2 to groups with a BN-pair of rank one and their subgroups. We will formulate the results only for the invariant rings R G and not for the modules of relative invariants, since relative invariants always require the case distinction whether M G = 0 or not. It is clear that all results can be obtained in the setting of relative invariants as well.
Subgroups of SL 2 (q)
The following theorem contains the main result (Theorem 4.3) of Shank and Wehlau 49] as a special case.
Theorem 4.4. Let G be a subgroup of SL 2 (q) such that p divides jGj, where q = p r , and let U be the natural representation of SL 2 (q) over K F q . Set m := N G (P ) : C G (P )], where P G is a Sylow p-subgroup, and let n 1 ; : : : ; n k be integers such that 0 n i < p and gcdfm; n 1 ; : : : ; n k g = 1:
S n k (U) (with S i the i-th symmetric power) and R := S(V ). Then (G; V ) is at, and we have depth ? R G = k + minf2; n 1 + + n k g:
Moreover, if q = p, then the restriction n i < p can be lifted, and we have the more general formula depth
where n i =p] is the greatest integer n i =p.
Proof. Set e G := SL 2 (q). By Theorem A.8, ( e G; U) is visibly at. From Proposition 4.3(c) we get the properties P 1 (G; U), P 2 (G; U), and P 4 (G; U). The rst two properties are purely group-theoretic, and we have P 4 In this case we get depth(R G ) = minf2 + k; dim K (V )g. If there is only one n i which is greater than 1, then the depth is always three. Notice that in the case k = 1, i.e., V = S n (U), we are looking at the action of SL 2 (q) on binary forms of degree n, which is a classical eld of interest in invariant theory (see Hilbert 27] ).
To see that the above condition on the greatest common divisor cannot be omitted, consider the example G = SL 2 (F p ) with p > 2 and V = S p?1 (F 2 p ), which is p-dimensional. The center C of G acts trivially on V , so we only need to consider the quotient G=C. The normalizer H = N G=C (P ) of a Sylow p-subgroup is isomorphic to Z p oZ (p?1)=2 , where Z p is identi ed with F p and Z (p?1)=2 is the subgroup of squares in the multiplicative group F p , which acts on F p by multiplication (see (4.4) ).
It is easily seen that V is projective and indecomposable as a KZ p -module and therefore also as a KH-module. Since V H 6 = 0, V is the (uniquely determined) projective indecomposable module containing the trivial module. But then V is the regular KZ p -module with Z (p?1)=2 also acting by permutations. Since the action of Z (p?1)=2 comes from multiplication on F p with squares, it follows that H is the normalizer of Z p in the alternating group A p . In particular, H is strongly p-embedded into A p , so depth which yields P 4 (SO 3 (q); U). Now from Proposition 4.3(c) we get the properties P 1 (G; U), P 2 (G; U), and P 4 (G; U). The rst two properties are purely group-theoretic, and we have P 4 (G; V ) by Proposition 4.3(d). To see that (G; V ) is visibly at, we only have to show that P + 3 (SO 3 (q); V ) holds and apply Proposition 4.3(c) again. Again we have to look at the Hilbert series H (S(U) ; t) for 1 6 = 2 P, and compare this to H ? S(U) P ; t . Since has the Jordan canonical form 1 1 0 0 1 1 0 0 1 , we know by Neusel 44] that the invariant ring S(U) is generated by invariants of degrees 1; 2; p, and p, the rst three of which are algebraically independent. On the other hand, S(U) P has the invariants x 1 and Q (the quadratic form), which are algebraically independent. It follows that the dimensions of the invariants of S(U) P and S(U) of degree n < p coincide. More precisely, 
/
We proceed by considering subgroups of SU 3 (q), which is a further example of a nite group with a BN-pair of rank 1. By Theorem A.8 the only irreducible representation V such that (SU 3 (q); V ) is visibly at is the natural one. However, we also obtain formulas for the depth of vector invariants. Theorem 4.10. Let G be a subgroup of SU 3 (q) such that p divides jGj, where q = p r , and let U be the natural three-dimensional K(SU 3 (q))-module, where F q 2 K. Let k be a positive integer and set V := L k i=1 U and R := S(V ). Then (G; V ) is at, and depth(R G ) = min 2 + k dim K (U P ); 3k ;
where P G is a Sylow p-subgroup. Proof q) ; U), so we have to modify our arguments somewhat to achieve the descent to G. P 1 (G; U) follows from P 1 (SU 3 (q); U), since we did not use the hypothesis that e P is abelian in the proof of this statement in Proposition 4.3. Replacing G by a conjugate subgroup in SU 3 (q), we can choose the Sylow p-subgroup of G to be P = G \ e P, and from Equation (4.1) we obtain
Therefore H=P is embedded into e H= e P, hence it is abelian and acts faithfully on U P . This gives P 2 (G; U) and P 4 (G; U). An element 2 P with dim K (U ) > 1 must be a matrix u;v as in Remark A.4(b) with u = 0. The 0;v 2 P form a subgroup P 0 P. We have to consider two cases:
either P 0 is a proper subgroup of P, or P 0 = P. In the rst case, dim K (U P ) = 1, hence P 0 is the subgroup generated by all 2 P with dim K (U ) > dim K (U P ), so we have P 3 (G; U). On the other hand, if P 0 = P, then dim K (U P ) = 2, and the only 2 P with dim K (U ) > dim K (U P ) is 0;0 = 1, so we have P + 3 (G; U). Hence P 3 (G; U) holds in any case. Now clearly all properties P 1 {P 4 carry over to a direct sum of k copies of U, and we obtain that (G; V ) is visibly at. Thus the result follows from Theorem 4.2.
4.4 Suzuki groups, Ree groups, and some other simple groups Implicit in Theorems 4.4, 4.8, and 3.3 are results on the depths of invariant rings of the simple groups PSL 2 (q) and A n (n < 2p) with various representations. We now look two other classes of simple groups, the Suzuki groups and the Ree groups.
Theorem 4.11. Let G be a Suzuki group Sz(q) (q = 2 2m+1 ) or a Ree group R(q) (q = 3 2m+1 ), and let U be the four or seven-dimensional natural KG-module, where K is of characteristic 2 or 3, respectively. Set V := L k i=1 U with k a positive integer, and R := S(V ). Then (G; V ) is at, and depth ? R G = k + 2:
In particular, the invariant ring with respect to the natural module is not Cohen-Macaulay.
Proof. By Theorem A.8, (G; U) is visibly at, and therefore also (G; V ). The result now follows from Theorem 4.2 since dim(U P ) = 1 (see Remark A.4).
Campbell et al. 13, Example 6(b)] considered invariants of Sylow 2-subgroups of the Suzuki groups and found that the depth of the vector invariants of k copies of the natural representation is k + 2. However, they were able to determine the depth of the invariants of the Suzuki groups only for Sz(2) and k = 1.
Modular representations for a considerable number of simple groups can be downloaded from Robert Wilson's home page 57]. Using the computer algebra system MAGMA (see Bosma et al. 7] ), I examined those sporadic groups which have a representation (available on 57]) of exceptional dimension over a eld of characteristic p (meaning that a representation of this dimension does not exist for other p's), such that p 2 does not divide the group order. Attempts to look at other representations V showed that (G; V ) tends not to be visibly at. The instances of visibly at pairs I found are:
The Mathieu group M 11 with the 9-dimensional representation over F 11 . The Sylow psubgroup P has order p, so by Proposition 4.3(b) we only have to check property P 4 , which is easily veri ed. Since the xed space of P has dimension 1, the depth of the invariant ring is 3.
M 12 with the 29-dimensional representation over F 11 . Here the xed space of the Sylow p-subgroup has dimension 3, so the depth is 5. The Janko group J 1 with the 7-dimensional representation over F 11 . Again the depth is 3.
5 More about GL 2 and SL 2 As we have seen in Section 4.2, the action of SL 2 (q) on binary forms of degree n produces a visibly at pair if gcd(n; q ? 1) 2. On the other hand, actions on binary forms of degrees not satisfying this condition, and furthermore almost all actions of the general linear group GL 2 (q), are not visibly at. However, this need not mean that we are unable to determine the depth of the invariant ring. For instance, in Example 4.6 we found that for the action of SL 2 (p) on binary forms of degree p?1, the invariant ring is in fact Cohen-Macaulay and therefore has depth p.
Computing tables of depths
If we restrict our attention to the cases G = SL 2 (p) or G = GL 2 (p), we can use the methods discussed at the beginning of Section 3 to determine the depth of the invariant ring. Let U be the natural KG-module and V := S n (U) with n < p. V is an irreducible KG-module, and in the case G = SL 2 (p) these are all irreducible modules (see Alperin 2, pp. 14{16]). On the other hand, S n (U) becomes decomposable as a KG-module if n p, which we excluded. To avoid confusion and to follow the conventions, we will consider invariants in R := S(V ) rather than S(V ). To determine the depth of R G by using Theorem 3.1, we have to nd the smallest positive number i such that H i (H; R) 6 = 0, where H := N G (P ) is the normalizer of a Sylow p-subgroup P G. But we know from (2.5) that H (H; R) = H (P; R) H=P . Moreover, P is cyclic of order p, so H i (P; R) and the H=P-action are given by (3.1) and Proposition 3.2. However, the formulas (3.1) seem to suggest that (among other things) we have to compute the entire invariant ring R P to obtain H i (P; R). This can in fact be avoided by using the following \periodicity" result, which can be found in Almkvist and However, the isomorphism (5.1) does not preserve the H=P-action, so we need to give a more explicit description in order to understand the H=P-actions on both sides. Choose a basis x; y of U such that P is generated by the linear map sending y to x + y and x to itself, and take 1) follows, but now we can see what the H=P-action on both sides is. Indeed, the matrix a := ? a ?1 0 0 1 2 GL 2 (p) acts trivially on x n , and the matrix a := ( 1 0 0 a ) acts by (x n ) = a n x n . The a and a together with P generate the normalizer of P in GL 2 (p), hence we can de ne a linear character n : N GL 2 (p) (P )=P ! F p by n ( a P) = 1, n ( a P) = a n . Then for 2 H we have
By abuse of notation, we write n for the one-dimensional K(H=P)-module given by n . Now for d p ? n and i > 0 we obtain an isomorphism The proof was given in the above discussion. From Proposition 5.1 it becomes apparent why we always get non-trivial rst cohomology in the case G = SL 2 (p) if gcdfn; p ? 1g 2: then we can take d = 0 and = 1, which is an eigenvector for 1 = z 0 , and we have 0 = nj ?2 for some j. This is exactly the technique used in the proof of Theorem 4.2. It is also clear from the above condition for GL 2 (p) that this technique cannot work for G = GL 2 (p). So to construct non-zero elements in the rst cohomology in the situation of visible atness, we always start with cohomology with values in S 0 (V ) = K and move into values in R only by multiplication with \N-like" elements. Thus the scope of the above method is much wider, but the trade-o is that it is harder to prove theorems with that setup. (However, we will obtain a general result in Theorem 5.4.)
The above method to obtain the depth has important advantages over the method by computing the invariant ring explicitly using algorithms from Kemper 33] , and then determining its depth by standard techniques. The rst advantage is that it is much faster and therefore reaches further. Indeed, with the computation of invariant rings one usually starts running into memory and time problems for values of n larger than 3. On the other hand, with the above method we can handle cases of n well over 10. A second advantage is that we can use \rational" methods. More precisely, consider the polynomial ring R 0 := Z x 0 ; : : : ; x n ]. The weight of a monomial t = x e0 0 x en n is (see Hilbert 27, p. 22] ). A polynomial in R 0 is called isobaric of weight w if all its monomials have weight w. Now we see from the de nition of the matrices a and a that if f 2 R 0 is a homogeneous, isobaric polynomial of degree d and weight w, then for the reduction f 2 R of f modulo p we have Table 5 .1: Depth of the invariant ring of SL 2 (p) acting on binary forms of degree n.
In Table 5 .1 arrows (!) indicate that from this position on all depths are equal to 3 (or 2 in the very rst row). The cases n = 3 and 4 were done by Shank and Wehlau 49] . Table 5 .1 con rms their result that for these n all invariant rings have depth 3, except in the cases (n; p) 2 f(3; 7); (4; 5)g, where the invariant rings are Cohen-Macaulay. Shank and Wehlau posed the questions whether for each n one would see only one exceptional prime where the depth is not 3, and whether for this prime the invariant ring would always be Cohen-Macaulay. Both questions can now be answered negatively: for (n; p) = (8; 13) we see an invariant ring of depth > 3 which is not Cohen-Macaulay, and for n = 12 we have the two exceptional primes p = 13 and p = 17. We have already given an Table 5 .2: Depth of the invariant ring of GL 2 (p) acting on binary forms of degree n.
explanation why for G = SL 2 (p) the depth is generically 3, and will prove this (in a more general setting) in Theorem 5.4. acting on binary forms of degree n has depth 3. We remark that with the same techniques we can also compute the depths of the invariants of GL 2 (p) acting on the modules V n;k := det k K S n (U), where det k denotes the one-dimensional module given by the action by the k-th power of the determinant. One simply has to adjust Proposition 5.1 to this situation. The V n;k cover all simple GL 2 (p)-modules. For example, V n;0 = V n;?n , and it is easy to see that one gets from V n;0 to V n;?n by rst applying the automorphism of GL 2 (p) given by 7 ! ( ?1 ) T . Hence the invariant rings S (V n;0 ) GL2(p) and S ? V n;0 GL 2 (p) are isomorphic. The computation of the table of depths corresponding to Table 5 .2 was done for the modules V n;1 . The result bears a few di erences from Table 5 .2. Although the depth for V 3;1 seems to be 4 for most primes p, it is 3 for p = 11; 31, and 41. For n > 3, the depth for large p again appears to be 3. In all cases that were calculated, the depth for V n;1 is less than or equal to the depth for V n;0 .
The generic depth of invariants of binary forms
Our next goal is to prove that the depth of the invariant ring of SL 2 (q) acting on binary forms of degree n is \generically" 3, and to do this in a more general setting involving subgroups and direct sums of symmetric powers of the natural representation. For this purpose we will use rational methods (which already helped us to construct Table 5 .1) in a more systematic way. Let K be a eld and take U := K 2 with basis x; y, and V n+1 := S n (U) with basis x i := x n?i y i (i = 0; : : : ; n). Consider the derivation D := x 0 @ @x 1 + 2x 1 @ @x 2 + + nx n?1 @ @x n on R := S(V n+1 ) (see Hilbert 27, p. 27] ). We write t := ( 1 t 0 1 ) for t 2 K and G a := f t j t 2 Kg (which acts on R), and assume for the moment that char(K) = 0. Then for f 2 R we have the in Q, so multiplying f, h, andĥ by a non-zero integer, we can achieve that h 2 Z x 0 ; : : : ; x n ]. We obtain D(gĥ ?ĝh) = g Dĥ ?ĝ Dh = gĝf ?ĝgf = 0: Hence by (5.4), gĥ ?ĝh is an invariant of the additive group G a SL 2 (C ), so for t := ( Throughout let G be a perfect group with a rank one BN-Pair, de ned over F q , and let V be an absolutely irreducible G-module de ned over the algebraic closure of F q , q = p r . Let P be a Sylow-p-subgroup of G. Recall that the pair (G; V ) is said to be visibly at if the properties (P 1 ){(P 4 The second part is clear from the matrix descriptions of H = N G (P ) = P o T given below. Remark. No groups with BN-pair rank two or more contain non-trivial strongly p-embedded subgroups, see for example Gorenstein et al. 26] for the case p = 2. In particular the Sylow-p subgroups of such a group is never T.I.. The latter is easy to see. Consider a parabolic subgroup whose Levi factor is a central product of an SL 2 (q) and a maximal split torus. Clearly two distinct Sylow-p subgroups of such a parabolic intersect in the radical of that parabolic. For the general case one can use the fact that any overgroup of P is contained in a parabolic subgroup of G. Then we can use the formula for the intersection of two conjugates of a parabolic subgroup given in Curtis and Reiner 18] to construct an intersection with the property that its order is divisible by p. / Lemma A.2. If P has exponent e and V is irreducible with dim(V ) e + 1, then (P 3 ) does not hold.
Proof. The elements of P are unipotent elements. Thus by picking a suitable basis, any element g 2 P can be brought into Jordan canonical from. Now if dim(V ) e + 1 and jgj e then dim(V g ) 2 > 1 = dim(V P ) (Curtis 17, Theorem 4.3(c)]), and the claim follows.
Lemma A.3. The exponent e of P is as follows:
G SL 2 (q) U 3 (q); q ? odd R(q) Sz(q) U 3 (q); q ? even e p p 9 4 4 Proof. The groups in the table have faithful matrix representations over the algebraic closure of F q of dimensions 2, 3, 7, 4, 3, respectively and hence have exponents at most as claimed. If the claimed exponent is a prime this completes the argument. For the other cases this follows by inspection of the matrix representations given below. In every case the group P contains a matrix whose Jordan canonical form is exactly one block of dimension equal to 7, 4 and 3, respectively.
Remark A.4. In the following we give some information about the \natural" representation of G.
For the di erent types of groups G, we list the matrices belonging to a general element from P and from a maximal torus T, all with an appropriate choice of a basis. From the Tensor product theorem of Steinberg 53] we recall that an irreducible G-module is either a p-restricted high weight module, or a twisted tensor product of such. A galois twist of a representation is a representation where is a eld automorphism of F q . The number of (galois-) twists of a xed module is equal to log p (q). Now a weight is a map from a xed maximal split torus of G into the algebraic closure of F q . In our case such a maximal split torus is simply a complement to a Sylow-p-subgroup inside its normalizer, i.e., T as above. Moreover any such torus is a cyclic group. Proof. The p-restricted high weight modules of SL 2 (q) are as in the conclusion. They all have the property that a nonidentity element of P acts via a single Jordan block, see Carter 15, Lemma 6.1.2]. If G is a Suzuki group, then the exponent of P is 4 and hence only modules of dimension 4 or less can be (P 3 ). Every 4-dimensional module of a Suzuki group is a twist of the natural module. The matrices of P acting on the natural module are given in Remark A.4. The (P 3 ) property can be gleaned from there.
The exponent of P for a Ree group is 9 and thus only the modules of dimension 9 or less can possibly have the (P 3 ) property. It is well known that any irreducible module of dimension 8 must have dimension at least 14 (see Gilkey and Seitz 25]). Thus only a seven dimensional module can possibly have the (P 3 ) property. Now all 7 dimensional modules of a Ree group are twists of the "natural" seven dimensional module. Now the matrix representation of P is given in Remark A. 4 . From it we infer that the elements of order 3 in P form the subgroup of P all of whose elements have s = 0. We also see that any element g outside that subgroup has the property that the rank of g ? 1 is six. This shows that (P 3 ) holds.
If G is unitary we rst establish a lower bound for an irreducible high weight module V ( ) of weight = m 1 1 + m 2 2 , where the i are the fundamental weights. By the general representation theory (Gilkey and Seitz 25], Burgoyne and Williamson 10]) we have that dim(V ( )) = P < W : W( )]m where ranges over the weights subdominant to (that is ? is a positive integral combination of positive roots and is a positive integral combination of the i ), m is the multiplicity of the weight , W is the Weyl group of G (= Sym 3 in this case), and W( ) is the stabilizer of in W. Now a result of Supurnenko 55] , as quoted and extended by Premet 47] shows that m 6 = 0 for any subdominant weight . We now bound the number S of subdominant weights of with the property that W( ) = 1 from below. We note that W( ) = 1 i = a 1 1 + a 2 2 with a 1 6 = 0 6 = a 2 . By Humphreys 30,  2 have trivial Weyl group stabilizer, whereas the order for the Weyl group stabilizer of ? 2 2 is at most two. Thus in this case dim(V ( )) 6:4 + 3 = 27. However under our assumptions, the size of a Jordan block is never more than 25; again establishing that (P 3 ) does not hold. So now we may also assume that m 2 b) , that the natural G-module satis es (P 3 ). To get the conclusion of the lemma we have to allow for duality and galois-twists (see Steinberg's tensor product theorem).
Lemma A.7. If (G; V ) occurs in conclusion (b),(c) or (d) of the previous lemma, then (P 4 ) holds. If (G; V ) occurs in conclusion (a) of the previous lemma, then (P 4 ) holds i (a; q ? 1) 2.
Proof. The rst part follows by inspection. For the second part we note that action of H on C V (P ) is given by the map h 7 ! h a and that the center of G acts trivially on V i a = 2. Remark. If the subgroup T is not cyclic, then property (P 4 ) can not possibly hold. In particular no group of Lie type of BN-pair rank two or more can have a representation satisfying (P 4 ). / Combining the previous two lemmas with the rst lemma and the remark after the rst lemma yields the following. 
