In this paper we study one dimensional exactly solvable models through the Quantum Hamilton-Jacobi formalism. Using the singularity structure of the quantum momentum function we obtain the expressions for the bound state wave functions. Also the potentials which exhibit broken and unbroken phases of SUSY for different ranges of potential parameters are studied here and the expressions for the bound state wave functions have been obtained.
I. INTRODUCTION
In a preliminary course of quantum mechanics we mostly come across exactly solvable models(ESM). These models are important due to the fact that they approximate potentials of physical systems which are not usually exactly solvable. For ESM there are many ways of solving for their eigenvalues and eigenfunctions like the factorization method [1] , [2] , [3] , path integral method [4] , [5] , the group theoritical methods [6] and the SUSY operator method [7] . In this paper we propose a new method, through the quantum Hamilton-Jacobi formalism (QHJ) to obtain the bound state wave functions. This method is very simple, straightforward and elegant when compared to other methods. It does not require the knowledge of any advanced concepts and any student, who has completed an introductory course of quantum mechanics and complex variable theory, will be able to understand this method with ease. The QHJ formalism was initiated by Leacock and Padgett [8] . This was successfully applied by Bhalla et .al [9] , [10] , to calculate the bound state energy spectra of one dimensional ESM. For these models it was found that the logarithmic derivative of the wave function ψ(x), which is known as the quantum momentum function (qmf) has a very simple singularity structure. In this paper we obtain the expressions for the bound state wave functions for a few potentials using a singularity structure of the qmf. These potentials are chosen because, the QHJ solution of these potentials exhibits some new feature . In the following section, we give a brief description of the QHJ formalism, and apply it to the harmonic oscillator to obtain the bound state wave functions. This will be followed by section 3, where we analyize the radial part of the Schrödinger equation for the hydrogen atom [11] . Here, unlike the harmonic oscillator, the range of r is from 0 to ∞. The wave functions of the harmonic oscillator and the hydrogen atom contain polynomials which belong to the confluent hypergeometric class. On the other hnd the wave functions of Rosen-Morse and the Scarf -I potentials contain polynomials which belong to the hypergeometric class. These potentials will be studied in sec 4 and sec 5 respectively. The analysis of Scarf-I potential is similar to Roser-Morse, except that this potential exhibits both broken and unbroken phases of SUSY for different ranges of potential parameters. Bhalla et .al [12] , have studied the eigen spectra for both the phases using QHJ formalism. In the present study, we will extend the analysis to bound state wave functions. We show that applying the boundary conditions correctlyleads to the appropriate bound state wave functions for the broken and the unbroken phases of SUSY automatically.
II. HARMONIC OSCILLATOR IN THE QHJ FORMALISM
We begin this section with a brief summary of the QHJ formalism for one dimensional potentials. The schrödinger equation for a given potential V (x) is
one writes the corresponding QHJ equation as
which has the form of thr Riccati equation and p is the qmf related to the wave function ψ(x) as
In the QHJ formalism qmf plays a central role in solving for the boundstate wave functions ψ(x).
We go over to the complex plane by taking x as a complex variable. The knowledge of singularities of the qmf is sufficient to determine the form of the qmf and hence, to obtain the boundstate wave functions. The qmf p(x) has two kinds of singularities. The fixed singularities of p(x) reflect the singularities of the potential and are energy independent. Besides these fixed singularities, the qmf has other singularities called the moving singularities. These, unlike the fixed singularities, are dependent on energy and the initial conditions. It is known that, for the solutions of the Riccati equation, a moving singularitiy can be only a pole. Also it is a well known fact that the wavefunction of the n th excited state will have n zeros on the real line in the classical region which implies that the qmf will have n poles. In all the ESM studied within the QHJ approach, no other moving singularity was found except the n moving poles. This observation has been very useful in solving for the bound state energies [9] , [10] . In the present study we find that, after a suitable change of variable, the qmf is a meromorphic function and the knowledge of the location of poles and corrsponding residues is sufficient to fix the form and obtain the bound state wave functions. The QHJ equation can be used to obtain the residues at different poles. Owing to the fact that the Riccati equation is quadratic, one gets two answers for the residues. Hence one needs a boundary condition to select the correct value. The original boundary condition which was given by Leacock and Padgett [7] can be cast in several equivalent forms, which will be given as and when they are used. We use one of the forms of the boundary condition to identify the correct residue. We begin with te Schrödinger equation for harmonic oscillator potential (h = 2m = 1) written in terms of ξ = α.
where
The corresponding QHJ equation is
In terms of q = d dξ ln ξ, the Schr0dinger eqution is equivalent to
From the above equation it appears reasonable to assume that for large ξ, q goes as ±ξ. Demanding the square integrability of the wave function teh correct behavior for large ξ is seen to be
The qmf q has n moving poles on the real line with residue 1. There are no fixed singularities since the potential is not singular. Itis possible to show that there are no other moving poles of the qmf in the finite complex plane [7] , thus making q analytic everywhere except at the n moving poles. Therefore we can write q as
where the summation term describes the sum of all the principal parts of the individual Laurent expansion of q around each moving pole. Q(ξ) is an entire function bounded for large ξ, with −ξ describing the behavior of q at ∞. Thus from Louville's theorem Q(ξ) is a constant C. Noting that we can write
where P is an n th degree polynomial q(ξ) takes teh form
Substituting q(ξ) from (11) in (7) and comparing and comparing the leading powers of ξ, after a large ξ expansion, we get
and λ = 2n + 1 (13) respctively. Using (5) in (13) one obtains the energy eigenvalue for the n th excited state as
and we are left with the differential equation for P
Substituting the value of λ from (13) in (15) one gets the Hermite differential equation
and the polynomial P coincides with Hermite Polynomial H n (ξ) apart from an overall constant. One can make use of equation (3) to get the expression for the boundstate wavefunction. Thus we get teh wave function as
Thus one obtains the boundstate wave function as
III. HYDROGEN ATOM
In this section we obtain the bound state wave functions of the radial part of the Schrödinger equation which is
The QHJ equation in terms of
is given by
The range of r is from 0 to ∞, hence the wave function should vanish at r = 0. Thus p has a fixed pole at r = 0, along with the n moving poles on the real line. Like haromonic oscillator there no other singularities in the finite complex plane. Thus we can write q in a similar way as in harmonic oscillator as
where b 1 is the residue at r = 0 which can be obtained by doing a Laurent expansion of q around the pole at zero. The two values of residues obtained are
We choose the right residue by using the square integrability property of the wave function ψ and obtain
as the right choice. We substituting q from (24) with the right value of b 1 , in (23). Expanding different terms of the resulting equation for large r, and comparing the leading terms we get
where n ′ = n + l + 1 and one is left with the differential equation
Now defining
(27) becomes
which is the associated Laguerre equation where P is the Laguerre polynomials denoted by L. The bound state wave function obtained from (24) and (22) is
which is seen to be the corect answer.
IV. ROSEN-MORSE POTENTIAL
The bound state wave functions for most of the potentials can be obtained in the same way as done for the harmonic oscillator after a suitable change of variable. So for any general potential we start with the equation
we do a change of variable
Hence the QHJ equation becomes
It is convenient to bring equation (33) to the form given below
by defining
Therefore we can make use of (35) instead of (32) for any potential and proceed in the same way as in harmonic oscillator. Hence, for the Rosen-Morse potential where the expression for the potential is
with A > 0. We first change the variable to
Using (36), one obtains the equation for χ as follows
for the n th excited state, besides having n moving poles with residue equal to one, qmf will have fixed poles at y = ±1. We assume that there are no other singular points in the finite complex plane. Thus proceeding in the same way as in the harmonic oscillator, one can write χ(y) as the sum of the principal parts of the individual Laurent expansions around all the singular points, plus the analytic part which will turn out to be a constant C due to Louiville's theorem. Thus
where b 1 and b ′ 1 are the residues at y = ±1 respectively. One obtains the residues at these poles by doing a Laurent expansion of χ(y) around each pole and substituting it in the QHJ equation for χ(y). This leads to the values
The ambiguity in the signs of the square roots can be eliminated by applying the boundary condition
is the super potential. One obtains the correct residue as follows
Substituting χ(y) from equation (40) (39), and comparing the coefficients of 1/y and the coefficients of 1/y 2 to zero, one gets
and
respectively and one is left with the equation
substitution of the energy eigenvalue from (46) in (47) gives the Jacobi differential equation for P
Thus P is a Jacobi polynomial represented by P n where
The boundstate wave functions can be obtained using (3) (33) and (36) we get
where χ(y) is
Thus the boundstate wavefunction from (50) turns out to be
The bound state wave function thus obtained matches with the known results [13] for A, real and positive
V. SCARF -I (TRIGONOMETRIC)
In the previous section we have studied potentials where SUSY is exact and this permitted us to use the superpotential to select the correct residue st the fixed poles. There are potentials where SUSY is exact or broken depending on the range of potential parameters [14] , [15] , [16] . As mentioned earlier in the introduction Bhalla et. al. [12] , have studied the eigen spectra of Scarf -I potential. In this section we study this potential with a different change of variable. The expression for the potential is
SUSY is exact in the parameter range
and SUSY is broken for the range
Since broken SUSY is one of the possibilities, we cannot assume SUSY to exact and hence cannot use teh superpotential to find teh correct residue. We therefore fall back upon the boundary condition originally proposed by Leacock and Padgett [8] which is,
It turns out that imposing the boundary condition consistently for different ranges of the parameters A and B automatically gives rise to the correct wave functions and energy eigenvalues for both broken and unbroken phases of SUSY. Retainingh and writting QHJ equation in terms of p = −iq we get
Making a change of variable
and switching to χ in palce of q as explained above, we get (24), i.e,
Proceeding in the same way as before, we assume that there are no other singular points in the finite complex plane other than the fixed poles at y = ±1 and the n moving poles on the real line. We write χ(y) as 
and the two values of the residue at y = −1 are
Different pairs of b 1 and b ′ 1 give physically acceptable solutions in the two phases of SUSY. We proceed to obtain these solutions by taking the correct choice of the residues using equation (45), the details of which are similar to those in Bhalla et .al . [12] 1 . The boundary condition implies b 1 > 0 and b 
Thus χ in (50) becomes
substitution of which in (59) and puttingh = 1 gives the energy eigenvalue
The equation for P assumes the form
which is seen to be the Jacobi differential equation and hence P coincides with P µ−1/2,ν−1/2 n . The bound state wave function when SUSY is exact, is
These wave functions agree with the solutions given in [13] Case:2 Broken SUSY The broken SUSY phase corresponds to the range A − B < 0, A + B > 0 and the right choice of the residues is
which on substitution in (59) and puttingh = 1 gives the energy eigenvalue as
and the differential equation for P turns out to be
and the boundstate wavefunction is found to be
The explicit boundstate wave functions for Scarf-I potential are given for the first time. The Scarf-I potential can be related to the Pöschl-Teller potential-I by redefinition of the potential parameters as
With this redefinition of the parameters we see that the boundstate wave functions in (71) matches with the boundstate wave functions of the broken SUSY phase of the Pöschl-teller-I potential given in [14] . Thus we see that the QHJ formalism in one dimension gives the accurate expressions of the bound state wave functions when there are different phases of SUSY. It may be remarked here that, in the range A − B < 0, A + B < 0 SUSY is exact but teh roles of H − and H + are interchanged. In the range A − B > 0, A + B < 0 SUSY is again broken. Conclusions The methods outlined above, has been applied tomany other poteantials like the Morse, Eckart, Pöschl-Teller(hyperbolic) and Scarf-II (hyperbolic) and the results agree with those given in [13] . In the course of our study , we have looked at the scattering states of the Rosen-Morse potential. We have found that by assuming that qmf has finite number of moving singularities, one can obtain the scattering state wave functions provided the potential parameter A is equal to an integern .When teh condition A = n is satisfied this potential is reflectionless. The case when A = n needs further study.
We have also completed the study of periodic potentials in one dimensions and the results will be reported elsewhere.
