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A HOMOLOGY PLANE OF GENERAL TYPE CAN
HAVE AT MOST A CYCLIC QUOTIENT
SINGULARITY
R.V. GURJAR, M. KORAS*, M. MIYANISHI** AND P. RUSSELL***
Abstract. We show that a homology plane of general type has at
worst a single cyclic quotient singular point. An example of such
a surface with a singular point does exist [MS, Theorem 3.1]. We
also show that the automorphism group of a smooth contractible
surface of general type is cyclic.
0. Introduction.
Recall that a normal affine surface V such that the singular homology
groups Hi(V,Z) = (0) for i > 0 is called a Z-homology plane (simply a
homology plane). Similarly, a Q-homology plane is defined. In [GKMR,
Lemma 3.2] it was shown that if V is a Q-homology plane such that the
logarithmic Kodaira dimension κ(V \Sing V ) = 2, then V has at most
one singular point and it is a quotient singular point. In particular, V
is rational by [GPS, GP].
In this paper we will prove the following result.
Theorem 1. Let S ′ be a Z-homology plane. If κ(S ′\SingS ′) = 2, then
S ′ has at most one singular point and it is a cyclic quotient singularity.
As an application of Theorem 1 we will prove the following result
about the automorphism group of a smooth contractible (hence affine)
surface of general type.
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Theorem 2. Let V be a smooth homology plane with κ(V ) = 2.
Suppose that Aut(V ) 6= {1}. Then we have the following assertions.
(1) Aut(V ) has a unique fixed point p and the action of Aut(V ) is
free on V \ {p}.
(2) Aut(V ) is a finite cyclic group isomorphic to a small subgroup
of GL(2,C) (in the induced action on the tangent space at p).
(3) The quotient surface V ′ := V/Aut(V ) has a unique singular
point q and the local fundamental group at q is isomorphic to
Aut(V ). If V is simply connected, then π1(V
′ \ q) = Aut(V ).
In [GKMR], we proved that a normal affine contractible surface V
such that π1(V \ Sing V ) = (1) is actually smooth. The proof used a
deep result due to C. Taubes involving gauge theory. Our proof of The-
orem 1 relies entirely on algebraic surface theory and avoids Taubes’s
result. We first establish that the boundary divisor for a possible coun-
terexample is star-shaped, see Lemma 4.3. We then present two quite
different arguments to finish the proof. In the first approach we use
detailed computations of numerical data for the boundary divisor to
show in the end that a counterexample does not exist. In the second
approach we present a more conceptual argument based on observa-
tions concerning singular points on normal affine surfaces with good
C∗-actions. We have kept both approaches since the second is quite
interesting in its own right, and since we believe that the first can
eventually be sharpened to give a global bound for the order of the
local fundamental group in Theorem 1.
1. Preliminaries
Our proof of Theorem 1 uses several results and terminology from the
theory of open algebraic surfaces. The book [Mi] is a good reference for
most of the terminology and basic results from this theory used here.
In order to keep the length of the paper to a minimum we refer the
reader to [Mi] for any terms not defined here. We will also use some
results from T. Fujita’s paper [F], particularly §§3, 4, 5, 6.
We will only deal with complex algebraic or analytic varieties. We
will write the canonical divisor KX of a normal surface X simply K
when there is no possibility of confusion. A smooth projective rational
curve C on a smooth projective surface Z is a (−n)-curve if C2 = −n.
We will need this terminology mainly for n = 0, 1, 2. A P1-fibration
on a normal projective surface Z is a morphism f : Z → B onto a
smooth projective curve B such that a general fiber of f is isomorphic
to P1. A simple normal crossing divisor D on a smooth quasi-projective
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surface will be called an SNC divisor. An irreducible component of an
SNC divisor D will be simply called a component of D if there is no
confusion. For any component D0 of D the connected components of
D − D0 which meet D0 are called the branches of D at D0 and their
number is called the branching number ofD0. A component D0 is called
a branching component of D if the branching number is ≥ 3, i.e., if D0
meets at least three other components of D. If D is an SNC divisor
such that any (−1)-curve in D is a branching component of D then
we say that D is an MNC divisor to mean a minimal normal crossing
divisor.
For an SNC divisor D which is a tree (i.e., a connected union of
rational curves without loops), we use the terms tip, twig, maximal
rational twig, etc, from [F, §3]. For an SNC divisor D with components
Di we denote by d(D) the determinant of the matrix (−(Di ·Dj)). We
refer to [KR, 2.1.1] for rewriting d(D) in terms of the determinants of
a branching component and its branches.
For a smooth projective surface X and a (possibly disconnected)
SNC-divisor D on X , if κ(X \ D) ≥ 0, then K + D has a Zariski-
Fujita decomposition K +D ≈ P +N where ≈ denotes the numerical
equivalence. Here P,N are Q-divisors, P is nef, N is effective, the
intersection form on the irreducible components of SuppN is negative
definite and P · Di = 0 for any component Di in Supp N . If N is
not equal to the bark of D, denoted by Bk (D), then X contains a
(−1)-curve C not contained in D which meets D transversally in at
most two points. If C meets D in two points, the intersection points
on D belong to components D1, D2 contained in distinct connected
components A,B. Furthermore, either A and B are linear chains, or
A is a fork and B is a linear chain [Mi, Chapter 2, 3.7]. See also [F,
Lemma 6.20]. The bark of an admissible rational fork T is denoted by
Bk (T ) in [Mi] and by Bk ∗(T ) (and called the thicker bark) in [F]. To
avoid a confusion, we employ the notation in [Mi] and call it the bark
of a fork. We say that the pair (Y, F ) is almost minimal, or that the
divisor F is almost-minimal if the reference to Y is clear, if N = Bk(F )
and P = KY +F
# with F# = F−Bk(F ). Given a pair (X,D) as above,
there exists a birational morphism σ : X → Y such that Y is a smooth
projective surface, F = σ∗(D) is an SNC divisor and (Y, F ) is almost
minimal. By [Mi, Theorem 3.11], we have σ∗(KX +D
#) ≥ KY + F
#.
If (X,D) is almost minimal, the nef part P = KX +D
# is obtained by
peeling off the bark Bk (D) by the theory of peeling [Mi].
We say that an SNC divisor T is contractible if it contracts to a
quotient singular point or a smooth point. Note that the intersection
matrix of T is then negative definite and d(T ) > 0.
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As a matter of notation, if D,D′ are reduced effective divisors with
D’ a part of D, D−D′ denotes the union of the irreducible components
of D that are not components of of D′. This is subtly different from
the the set-theoretic difference D \D′.
We will need the following useful result about singular fibers of a
P1-fibration f : Z → B on a smooth projective surface Z [Mi, Chapter
1, Lemma 2.11.2].
Lemma 1.1. Let F0 be a scheme-theoretic fiber of f which is not iso-
morphic to P1. Then we have the following assertions.
(a) F0 contains a (−1)-curve.
(b) If a (−1)-curve E in F0 occurs with multiplicity 1 in F0 then
F0 contains another (−1)-curve.
(c) By successively contracting (−1)-curves in F0 we can contract
F0 to a smooth fiber of the induced P1-fibration on the surface
obtained from Z by blowing downs.
(d) The dual graph of F0 is a tree.
(e) A (−1)-curve in F0 of multiplicity m > 1 meets at most two
other irreducible components of F0 and if m = 1 it meets pre-
cisely one.
(f) Suppose that F0 contains exactly one (−1)-curve C and let F0 \
C = R ∪ T be the decomposition into connected components.
Then F0 contains at most two components with multiplicity 1. If
R contains an irreducible component of multiplicity 1, then T is
a chain. If both R and T contain a component with multiplicity
1, then F0 is a chain.
We will use the following consequence of Lemma 1.1, which is prob-
ably well-known to experts.
Lemma 1.2. Let f : Z → B be a P1-fibration on a normal projective
surface Z and let F0 be a scheme-theoretic fiber of f which is not a
smooth fiber. Then Z has at worst rational singularities at points on
F0. If an irreducible component C of F0 occurs with multiplicity 1 in
F0 then Z is smooth at any point on C which does not lie on any other
irreducible component of F0.
Let C be a (0)-curve on a smooth projective rational surface Z.
Then the linear system |C| induces a P1-fibration on Z with C as a
fiber. We record the following consequences of this fact which we will
use repeatedly below.
Lemma 1.3. Let Z be a smooth projective rational surface and T a
SNC-divisor on Z consisting of rational curves. Suppose one of the
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following.
(a) A maximal twig L of T is a non-contractible linear chain.
(b) A linear chain L connecting two branching components of T is not
contractible.
Then by blowing up and down over L we can replace Z by a smooth
projective surface Z ′, T by an SNC-divisor T ′ and L by a linear chain
L′ such that Z ′ \ T ′ = Z \ T and L′ contains a (0)-curve C which is a
tip of L′ and a tip of T ′ in case (a).
C induces a C-fibration of Z \T in case (a) and a C∗-firation in case
(b).
Here by a C- (resp. C∗-) fibration of a surface Y we mean a mor-
phism to a curve with general fiber C (resp. C∗). By the easy addi-
tion theorem for Kodaira dimension (see [Mi, Lemma 1.13.1]) we have
κ(Y ) = −∞ (resp. κ(Y ) ≤ 1) if Y has a C- (resp. C∗-) fibration. So
we obtain
Corollary 1.4. If κ(Z \ T ) = 2, then an L as in Lemma 1.3 does not
exist.
In several places below we use the following formula of Fujita [F,
4.15,4.16].
Lemma 1.5. Let f : Z → B be a P1-fibration on a smooth projective
surface Z and D a reduced effective divisor on Z. Then
h− Σ+ ν − 2 = b˜1 − b̂2 = b2(D)− b2(Z).
Here h is the number of components of D that are horizontal for f , ν
is the number of fibers of f contained in D, Σ is the sum over all other
fibers F of σ(F )− 1, with σ(F ) the number of components of F not in
D, and b˜1, b̂2 are modified Betti numbers of Z \D introduced by Fujita
in [F, 1.13].
In our arguments an inequality of Bogomolov-Miyaoka-Yau type
(simply the BMY-inequality) proved by R. Kobayashi, S. Nakamura
and F. Sakai plays a crucial role. The formulation best suited to our
purpose is found in [GM, Lemma 8 and Corollary 9] (see also see [Mi,
Chapter 2, Theorem 6.6.2]) and stated as follows.
Lemma 1.6. Let (X,D) be a relatively minimal log-projective surface
with log-terminal singularities. Namely, if (X,D) be the minimal reso-
lution of (X,D) with D the reduced sum of the proper transform of D
and the exceptional locus E, then (X,D) is almost minimal. Suppose
that κ(X \D) ≥ 0 and that X \D is quasi-affine.
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(i) We have the inequality
χ(X \D) +
∑
p
1
|Gp|
≥ 0 ,
where p ranges over all singular points of X \ D and Gp is the local
fundamental group.
(ii) If κ(X \D) = 2 the above inequality is strict.
Here and later we use χ to denote topological Euler characteristic.
The original BMY-inequality is the case (ii), and A. Langer [L] has
extended it in the form (i). We will use both versions.
Now let S ′ be as in the statement of Theorem 1. Let π : S → S ′
be a minimal resolution of singularities. Let E = π−1(Sing S ′). We
consider E as a reduced divisor. Let S ⊃ S be a smooth projective
surface such that D := S \ S is an SNC-divisor. We will assume that
D is an MNC divisor. By [KR, Proposition 2.6 (iii)], the irreducible
components of D ∪ E form a basis of Pic (S) ⊗ Q. Hence they are
numerically independent.
Lemma 1.7. Under the assumption of Theorem 1, S ′ has only one
singular point q and it is a quotient singularity. Furthermore, S ′ is a
rational surface and H1(S;Z) = H1(S ′;Z) = 0.
Proof. The proof of the first assertion is the same as the proof of Lemma
3.2 in [GKMR]. For the second assertion, we have π1(S) = π1(S
′) by
[KR, Lemma 2.3.1], which implies H1(S;Z) = H1(S ′;Z). Since S ′ is
Z-acyclic, H1(S ′;Z) = 0. For the rationality of S ′, we refer to [GP]. 
An irreducible curve C in S is called a simple curve if C ≃ P1, C 6⊂
D∪E,C ·D = 1 and C ·E ≤ 1. The assumption that κ(S ′\SingS ′) = 2
implies the following result.
Lemma 1.8. There is no simple curve C in S.
Proof. See the proof of 2.12 in [KR]. 
In the terminology of [Mi, Chapter 2, 4.3] we state this result as:
Corollary 1.9. The pair (S,D + E) is almost minimal.
Lemma 1.10. The following assertions hold.
(1) D is a rational tree.
(2) |d(D)| = d(E) > 0.
We put a=d(E).
SINGULARITIES OF A HOMOLOGY PLANE OF GENERAL TYPE 7
Proof. For (1), see for instance the proof of 2.6 (iv) in [KR]. The proof
of (2) is similar to the proof of 2.9 in [KR]. 
We set up some notation.
Setup 1.11. Let Y be a smooth projective surface and T a reduced
MNC divisor in Y . Let Y = Y \T . Suppose that the pair (Y , T ) is not
almost minimal. Let (Y ′, T ′) be an almost minimal model of (Y , T ).
(a) Y ′ is obtained from Y by a sequence of birational morphisms
pi : Y i → Y i+1, Y = Y 0 → Y 1 → · · · → Y ℓ = Y
′
. Let Ti =
(pi−1)∗(Ti−1), T0 = T, T
′ = Tℓ. Let Yi = Y i \ Ti. For every i
there exists a (−1)-curve Ci * Ti such that pi : Y i → Y i+1 is
the contraction of all smoothly contractible components of Ci +
Ti without losing the normal crossing condition (which we call
the NC-minimalization). Finally, for the almost minimal model
(Y
′
, T ′), the negative part (K
Y
′ + T ′)− coincides with the bark
Bk (T ′). The contractions in this process involve only curves
(or their images) contained in the negative part of (KY + T )
−,
and l is the number of such curves that meet Y .
(b) We put
e(Yi, Ti) = χ(Yi \ Ti) + #{connected components of Ti}.
We point out that here Ti is the direct image of Ti−1 in the sense of
divisors. In particular, an isolated point in pi−1(Ti−1) becomes part of
Yi. We find by an elementary calculation
Lemma 1.12. (a) χ(Yi+1) = χ(Yi) − 1 if and only if either (Ci ·
Ti) = 1 and Ti + Ci does not contract to a smooth point or
(Ci · Ti) = 0.
χ(Yi+1) = χ(Yi) (resp. χ(Yi+1) = χ(Yi)+1) if and only if either
(Ci · Ti) = 1 and Ti + Ci contracts to a smooth point or Ci
meets exactly two connected components T
(1)
i and T
(2)
i of Ti and
T
(1)
i + Ci + T
(2)
i does not contract (resp. does contract) to a
smooth point.
(b) e(Y
′
, T ′) = e(Y , T )− ℓ.
As to (b), each Ci contracted in the above process meets T , or its
image, transversally in at most 2 points. One easily checks that the
quantity e(−,−) decreases by 1 in such a contraction.
The following result will be used later.
Lemma 1.13. There is no affine, normal, rational surface Z ′ which
satisfies the following conditions:
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(a) κ(Z ′ \ Sing Z ′) = 0 or 1.
(b) Z ′ is a Z-homology plane.
(c) Sing Z ′ consists of two points, each of type A1.
Proof. Suppose Z ′ exists. Let Z → Z ′ be a resolution of singularities
and let E = E1 +E2 be the exceptional locus. E1, E2 are (−2)-curves.
Let p1, p2 be the singular points of Z
′. Let Z0 := Z
′ \ Sing Z ′.
Claim. There is no C∗-fibration on Z0.
Suppose that such a C∗-fibration exists, say f : Z0 → B, where B
is a smooth curve. If f extends to a C∗-fibration on Z ′ then by [MS,
Theorem 2.17] Z ′ has at most one singular point. Hence f is not defined
at one of the points pi. By elimination of indeterminacies we see that a
resolution of singularities of Z ′ has κ = −∞. Since p1, p2 are rational
double points we deduce from this that κ(Z ′ \SingZ ′) = κ(Z ′) = −∞,
a contradiction. This proves the claim.
By Kawamata’s theorem (see [Mi, Theorem 6.1.5])for open surfaces
with κ = 1, it follows that κ(Z0) = 0. By standard topological ar-
gument Pic (Z0) is torsion (see [KR, Proposition 2.6, (iii)]). It fol-
lows that Z0 is relatively minimal (see 4.2 in [KR].) Let Z ⊂ Z be
a smooth compactification of Z such that T = Z \ Z is an MNC-
divisor. Fujita classified connected components of boundary divisors
of an almost-minimal surface of Kodaira dimension 0 in [F, §8.8]. We
have d(T ) = −d(E) = −4 by the same argument as in Lemma 1.10. By
examining all possibilities for T we come to a contradiction. Details are
in section 4 of [KR] (the assumptions in [KR] are bit different, but the
arguments used in section 4 work in the present situation, a lot of cases
considered in [KR] in fact are ruled out by condition d(T ) = −4). 
The following result shows that the conclusion of Theorem 1 holds
if we assume that Sing S ′ consists of a unique quotient singular point
and κ(S ′ \ Sing S ′) ≥ 0.
Lemma 1.14. Suppose that U ′ is an affine, normal Z-homology plane
with exactly one quotient singular point q which is non-cyclic. If κ(U ′ \
{q}) ≥ 0 then κ(U ′ \ {q}) = 2 .
Proof. Suppose that κ(U ′ \ {q}) < 2. As in the proof of Lemma 1.13
above, U ′ \ {q} is not C∗-ruled. Hence κ(U ′ \ {q}) = 0. This case
is ruled out in [KR], section 4. (In [KR] it is assumed that surfaces
under consideration are topologically contractible. But in section 4 it
is enough to assume that they are Z-homology planes.) 
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Lemma 1.15. Suppose that Z ′ is a Q-homology plane with only quo-
tient singularities. Then Z ′ is affine. Moreover, if H1(Z
′;Z) = 0 then
Z ′ is a homology plane.
Proof. For the affiness of Z ′ we refer to [F, Theorem 2.4]. The proof
given there in the smooth case can be easily extented to our setup with
quotient singularities. If Z ′ is affine, then H2(Z
′;Z) is a free abelian
group. Hence it vanishes if b2(Z
′) = 0. So Z ′ is a homology plane in
this case. 
Let G be a non-cyclic small finite subgroup of GL(2,C). The surface
(C2 \ {0})/G has the structure of a Platonic fibration and its MNC
boundary divisor consists of two forks, P0 and P1, say. One, P0 say, is
the resolution of the origin in C2/G and contractible. We will call P1
the complementary fork of P0. The possibilities for the forks P0 and
their complementary forks are well known and a complete list is given
in [Mi, Chapter 3, section 2.5]. If the fork T has has branches T1, T2, T3
we say that it is of type (d(T1), d(T2), d(T3)). For a contractible fork or
a complementary fork we have d(Ti) ≥ 2 and
1
d(T1)
+
1
d(T2)
+
1
d(T3)
> 1
.
We will later need the following geometric characterization of this
situation by Miyanishi and Tsunoda [Mi, 5.1 and Theorem 5.1.2]
Lemma 1.16. Let X be a smoth projective surface and (X,P ) be an
almost minimal pair. Put X ′ = X \ P . If κ(X ′) = −∞ and if X ′ is
not affine ruled, then one of the following occurs.
(a) All connected components of P are contractible.
(b) P has two connected components, P0 and P1. One, P0 say, is a
contractible fork, and the other, P1, is the complementary fork
of P0, X
′ has the structure of a Platonic fibration and χ(X ′) =
0. If X ′′ is the surface obtained from X \ P1 by contracting P0
to a quotient singular point p, then X ′′ ≃ C2/G where G is the
local fundamental group at p.
Throughout this article, we use the following terminology and no-
tation concerning a maximal twig T of a divisor Q. Let T1 (resp. Tk)
denote the component of T that meets a branching component (resp.
is a tip) of Q. If n = d(T ), we write n = d(T ) = d(T − T1) and n˜ =
d˜(T ) = d(T−Tk). n/n = d(T−T1)/d(T ) (resp. n˜/n = d(T−Tk)/d(T ))
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is called the capacity (resp. the inductance) of T . These quantities are
crucial in the calculation of d(Q) (resp. Bk(Q)).
2. Determination of the dual graph of D
We keep the notation of Theorem 1 and Lemma 1.7. We assume that
we have a counterexample to Theorem 1, i.e., that q is a non-cyclic
quotient singularity, and will eventually arrive at a contradiction. We
assume that the number of irreducible components of the boundary
D is minimal for such a counterexample. We record some facts and
establish some notation.
Setup 2.1. (a) E is a fork.
(b) Let D0 be a branching component of D. Let D − D0 = Z1 +
· · ·+Zr be the decomposition into connected components, where
r ≥ 3. Let Z(1)i denote the irreducible component of Zi which
meets D0. It is possible that D−D0 is not MNC. Let f : S → Y
be a sequence of blowing downs of (-1)-curves to make the image
of D − D0 an MNC divisor. Let Qi = f∗(Zi) (1 ≤ i ≤ r),
Q0 = f∗(E) and Q = Q0+ (Q1+ · · ·+Qr), If Qi contracts to a
quotient singular point qi, we let Gi denote the local fundamental
group at qi. Let Y = Y \Q.
(c) Assume that no Zi contracts to a smooth point.Then we have
χ(Y ) = 2− r and rank Pic (Y ) = #Q + 1.
Here and later we denote by #Z the number of irreducible compo-
nents of a (reduced, effective) divisor Z. Note that by Corollary 1.4
the boundary divisor D is not a linear chain. So D has a branching
component D0.
Furthermore, the (−1) curves on S contracted in the NC-minimal-
ization f are among the components Z
(1)
i . The assumption in (c) is not
automatic. When it is satisfied, Y is seen to be the union of S ′\SingS ′
and the component D0 punctured in r points. This yields χ(Y ). For
rank Pic (Y ), see [KR, 2.6, (iii)].
We will need the following technical result which plays an important
role in the sequel.
Lemma 2.2. Let Y be a smooth projective rational surface, let Q be an
MNC-divisor consisting of smooth rational curves and let Y = Y \ Q.
Assume that one of the following two cases takes place.
(i) The divisor Q consists of r + 1 connected components, Q =
Q0 +Q1 + · · ·+Qr, where Q0 is a contractible fork and r ≥ 3.
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Further, χ(Y ) = 2− r, rank Pic Y = #Q+ 1 and H1(Y \ (Q1 ∪
· · · ∪Qr);Z) = 0.
(ii) The divisor Q consists of r connected components, Q = Q1 +
· · ·+Qr, where r ≥ 3. Further, χ(Y ) = 2−r and rankPic(Y ) =
#Q.
Assume furthermore that the following conditions are satisfied in each
of the above two cases.
(1) κ(Y ) ≥ 0.
(2) If a (−1)-curve C contained in Supp (KY + Q)
− meets two
connected components Qi and Qj, then Qi + C + Qj does not
contract to a smooth point, where (KY + Q)
− is the negative
part in the Zariski-Fujita decomposition of KY + Q.
(3) The irreducible components of Q are independent in Pic (Y ).
(4) No Qi contracts to a smooth point.
Then the pair (Y ,Q) is almost minimal.
Proof. Suppose that (Y ,Q) is not almost minimal. Let (Y
′
, Q′) be
an almost minimal model of (Y ,Q). Let (pi)1≤i≤ℓ be a sequence of
birational morphisms as in 1.11. We claim that χ(Yi+1) ≤ χ(Yi). If it
is not the case, then by 1.12 there exists a (−1)-curve C on Yi meeting
exactly two connected components of the image of the boundary Q
on Yi such that C together with these two components contracts to a
smooth point. Then we find curves C˜1, . . . , C˜i on Y , the pre-images
of C1, . . . , Ci, and we split Q = Q
(1) + Q(2), each Q(i) a sum of some
Qj, such that C˜1 + . . . + C˜i + Q
(1) contracts to a smooth point and
C˜1+ . . .+ C˜i+Q
(1) and Q(2) are disjoint. Then the intersection matrix
of Q(1)+C˜1+ · · ·+C˜i is negative definite. It follows that the irreducible
components of Q+C˜1+· · ·+C˜i are numerically independent in Pic(Y ).
This implies that i = 1. However, such a (−1)-curve C does not exist
by assumption (2) since C ⊂ (KY +Q)
−. Thus
(2.1) χ(Y
′
\Q′) ≤ χ(Y ).
Label as Q′1, . . . Q
′
k all the connected components of Q
′ which contract
to quotient singularities q′i. (Q
′
j is not necessarily the image of Qj.)
Note that the image of Q0 is contained in one of the Q
′
j in case (i). Let
G′i be the local fundamental group at q
′
i. We apply the BMY inequality
in Lemma 1.6 and obtain the inequality
(2.2) χ(Y
′
\Q′) +
k∑
i=1
1
|G′i|
≥ 0 .
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We have #Q′ ≥ Pic (Y
′
) since some (−1)-curve C 6⊂ Q is contracted
to obtain the almost minimal model (Y
′
, Q′). Hence not all connected
components of Q′ contract to quotient singularities, i.e., the number of
connected components of Q′ is strictly greater than k. Since e(Y ,Q) =
2−r+r+1 = 3 in case (i) and e(Y ,Q) = 2 in case (ii) and since ℓ ≥ 1,
we have (see 1.11 and 1.12)
k ≤ e(Y
′
, Q′)− χ(Y
′
\Q′)− 1
= e(Y ,Q)− ℓ− 1− χ(Y
′
\Q′)(2.3)
≤ 3− ℓ− 1− χ(Y
′
\Q′) ≤ 1− χ(Y
′
\Q′).
Hence we obtain χ(Y
′
\Q′) ≤ 1−k. From (2.2), since |Gi| ≥ 2, we have
1−k+ k
2
≥ 0. This implies k ≤ 2. Since χ(Y
′
\Q′) ≤ χ(Y ) ≤ −1, (2.2)
implies that k = 2 and χ(Y ′\Q′) ≥ −1. Hence χ(Y
′
\Q) = χ(Y ) = −1
and r = 3. Also |G′1| = |G
′
2| = 2. It follows that κ(Y
′ \ Q′) = 0 or
1, for otherwise we have a strict inequality in (2.2). Meanwhile, (2.3)
gives ℓ = 1 and e(Y ,Q) = 3. This implies that we are in the case (i)
and the morphism Y → Y
′
consists of the contraction p1 of a single
(−1)-curve C1. Since Q0 is a contractible fork and |G
′
1| = |G
′
2| = 2, Q0
must be touched under p1, i.e. C1 meets Q0. Either C1 meets only Q0
and Q0 +C1 contracts to a smooth point, or C1 meets Q0 and Q1, say
and C1 + Q0 + Q1 contracts to a (−2)-curve Q
′
1. In both cases, there
remains a non-contractible connected component Q′3 in Q
′, where one
can identify Q3 with Q
′
3 because Q3 is untouched by p. In the former
(resp. the latter) case, we may assume that Q′1, Q
′
2 are (−2)-curves
(resp. Q′2 is a (−2)-curve). Consider the surface Z = Y
′ \ Q′3. Let
Z ′ be obtained from Z by contracting Q′1, Q
′
2 to singular points. Since
Y \(Q1∪Q2∪Q3) ⊂ Y \Q3 and H1(Y \(Q1∪Q2∪Q3);Z) = 0, we have
H1(Y \ Q3;Z) = 0. Since the surface Z is obtained from Y \ Q3 by a
sequence of blowings-down, we have H1(Z;Z) = 0 and also H1(Z ′;Z) =
0. On the other hand, Pic (Y
′
) ⊗ Q is freely generated by irreducible
components of Q′. In fact, the components of Q0 + C1 + Q1 + Q2 are
contracted to points and hence numerically independent. Since Q3 is
disjoint from Q0+C1+Q1+Q2, the components of Q3 are independent.
Since rank Pic (Y ) = #Q + 1, the irreducible components of Q + C1
form a Q-basis of Pic (Y )⊗Q. Hence Pic (Y
′
)⊗Q is freely generated
by the components of Q′ and Pic (Z ′)⊗Q = 0. This implies, together
with H1(Z
′;Z) = 0, that Pic (Z ′) = 0. It follows that b2(Z ′) = 0. We
have
χ(Z ′) = χ(Z \ (Q′0 ∪Q
′
1)) + 2 = χ(Y
′ \Q′) + 2 = −1 + 2 = 1.
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Thus b3(Z
′) = 0, while b4(Z
′) = 0 because Z ′ is not compact. Hence
Z ′ is Q-acyclic. By Lemma 1.15, Z ′ is affine, whence H2(Z ′;Z) is a free
group and H2(Z
′;Z) = 0 because H2(Z ′;Q) = 0. Thus Z ′ is Z-acyclic.
Now we reach a contradiction by Lemma 1.13. 
If the condition (2) in Lemma 2.2 is violated, it reflects upon the
shape of the divisor Q on the surface Y .
Lemma 2.3. Let the situation be as in 2.1. Suppose that κ(Y ) ≥ 0 and
that a (−1)-curve C ⊂ (KY + Q)
− meets two connected components,
say Qi0 and Qi1, of Q, so that Qi0 + C + Qi1 contracts to a smooth
point. Then we have
(1) r = 3.
(2) C meets E. After relabelling the connected components of Q,
we have Qi0 = E and Qi1 = Q1.
(3) Q1 is a contractible chain and Q2, Q3 are trees with unimodular
intersection matrix. None of Q2, Q3 is a chain. One of Q2, Q3
is non-contractible.
Proof. Let π : Y → Y
′
be the contraction of Qi0 +C+Qi1 to a smooth
point. We infer as in the proof of Lemma 2.2 that the irreducible
components of Q+C are independent in Pic (Y ). Let Q′ = π∗(Q) and
Y ′ = Y
′
\Q′. We write π(Qi) = Qi for i 6= i0, i1. Now rank Pic (Y
′
) =
#Q′ and χ(Y ′) = 3− r.
Suppose that r ≥ 4. Then χ(Y ′) ≤ −1. Suppose that there exists
a (−1)-curve C ′ which meets precisely two connected components of
Q′, say Qj1 and Qj2, and that Qj1 + C
′ + Qj2 contracts to a smooth
point. Again the irreducible components of Q′+C ′ are independent in
Pic (Y
′
). This is a contradiction since rank Pic (Y
′
) = #Q′. Note that
χ(Y ′) = 3 − r = 2 − (1 + r − 2) since r − 1 connected components of
Q survive in Q′. So, (Y
′
, Q′) satisfies the assumptions of Lemma 2.2,
case (ii), and hence is almost minimal.
Let k be the number of connected components ofQ′ which contract to
quotient singularities. We have k < (number of connected components
of Q′) since otherwise we have a contradiction to the Hodge Index
Theorem. So k < r− 1, i.e. k ≤ r− 2. Now the BMY inequality gives
(2.4)
k
2
+ χ(Y ′) ≥ 0 .
This implies r−2
2
+ 3 − r ≥ 0, hence r ≤ 4. So, r = 4, k = 2 for two
singular points of type A1 and κ(Y
′
\ Q′) < 2 since equality occurs in
(2.4). Now Q′ has 3 connected components, two of which are (−2)-
curves. It follows that E = Q0 must be contracted together with C
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and Q1, say. We may assume that Q2, Q3 are (-2)-curves. Consider
the surface V ′ which is obtained from Y
′
\ Q4 by contracting Q2, Q3
to singular points of type A1. Note that H1(Y \ Q4;Z) = 0 because
Y \Q4 contains S = Y \ (Q1 ∪ · · · ∪Q4). Then we have H1(V
′;Z) = 0
since V ′ is obtained from Y \ Q4 by a proper birational morphism.
Since Pic (V ′)⊗Q = 0 and H1(V ′;Z) = 0, it follows that Pic (V ′) = 0
and hence H2(V ′;Z) = 0. An easy calculation gives χ(V ′) = 1, hence
b3(V
′) = 0. Thus V ′ is Q-acyclic. By Lemma 1.15, V ′ is affine Z-
acyclic. Since κ(V ′) = 0 or 1 we obtain a contradiction by Lemma
1.13.
Hence r = 3. Suppose that E · C = 1 and C · Q1 = 1, where
Q1 6= Q0 = E. Consider the surface W = Y \ (Q2 ∪ Q3), which is
the image of S \ (Z2 ∪ Z3) under a proper birational morphism. Since
S \ (Z2 ∪ Z3) contains S, H1(W ;Z) = 0. Note that Y ′ = π(W ). Then
H1(Y
′;Z) = 0. Furthermore, Pic (Y ′) ⊗ Q = 0. The reasoning in the
previous paragraph shows that Pic (Y ′) = 0. This implies that Pic (Y
′
)
is freely generated by the irreducible components of Q2∪Q3. It follows
that the intersection matrix of Qi, i = 2, 3 is unimodular. Suppose that
Q2 is a chain. Since Q2 is unimodular and does not contract to a smooth
point by the assumption in 2.1, Q2 contains an irreducible component
with non-negative self-intersection number and hence κ(Y ) = −∞ by
the argument following 2.1. This is a contradiction to the assumption.
Note that since E + C + Q1 contracts to a smooth point and E is a
fork, Q1 is necessarily a linear chain. Since the components of C+Q1+
Q2 + Q3 give a basis of Pic (Y )⊗ Q and since C + Q1 is contractible,
one of Q2, Q3 is not contractible by the Hodge index theorem. Hence
we obtain the situation described in the statement.
Suppose, still with r = 3, that C meets two components Q1 and
Q2 other than E. Consider U = Y \ Q3 and U
′ = π(U). Then
H1(U
′;Z) = 0 because U contains S and U ′ is the image of U under a
proper birational morphism. Let U ′′ denote U ′ with E contracted to a
singular point q. We find that U ′′ is Q-acyclic by the same reasoning
as above. By Lemma 1.15, it is affine and Z-acyclic. By Lemma 1.14,
κ(U ′′ \ {q}) = 2. Hence U ′′ satisfies the same assumptions as S ′ does.
However, Y
′
is a smooth normal completion of the minimal resolution
U ′ of U ′′ with the boundary divisor Q3 with #Q3 < #D. This con-
tradicts the assumption that #D is minimal for a counterexample to
Theorem 1.

Lemmas 2.2 and 2.3 give the following result.
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Corollary 2.4. Let things be as in 2.1. If κ(Y ) ≥ 0, then either
the pair (Y ,Q) is almost minimal, or there exists a (−1)-curve C in
(KY +Q)
− as in Lemma 2.3.
Determination of the graph of Q (or D) according to κ(Y ) will begin
with the following result.
Lemma 2.5. Let things be as in 2.1. If Y is affine ruled, then r = 3
and Q1, Q2, Q3 are linear chains.
Proof. Since Y is affine ruled, there exists a pencil Λ = {Ft}t∈P1 of
rational curves in Y such that Ft ∩ Y contains A1 for general t ∈ P1.
We make the following observations, where we freely use Lemma 1.1.
(a) If Λ has a base point in Y it is unique and we call it p. We let
Y˜ → Y be the elimination of base points and let f : Y˜ → P1 be the
induced P1-fibration. For a reduced divisor T in Y , we denote by T˜ its
reduced inverse image in Y˜ . We may write T˜ = T if p /∈ T . If p ∈ Y
we put Y # = Y \ {p} and let Q# = Y˜ \ Y # = Q˜ ∪ f−1(p), that is,
we incorporate f−1(p) as an extra connected component Q˜r+1 into the
boundary. Otherwise Y # = Y and Q# = Q˜.
(b) If there is a horizontal curve for f in Q#, and this is the case if
there is a base point, then it is unique. It is a 1-section of f , and we
call it H .
(c) Let F be a fiber of f and suppose F ∩ Q˜j 6= ∅. Then there is no
(−1)-curve in F ∩Q˜j if Q˜j = E or Q˜r+1 or if there is no horizontal curve
in Q˜j . In fact, there are only ≤ (−2)-curves in E˜ and Q˜r+1 except for,
possibly, H . In the last case, Q˜j = Qj ⊂ F , and Qj is MNC.
(d) In the notation of Lemma 1.5 we have b2(Q
#)−b2(Y˜ ) = −1. The
irreducible components of Q# are numerically independent in Pic (Y˜ )
and hence at most one fiber of f is contained in Q#. Hence ν ≤ 1 in
Lemma 1.5.
(1) Suppose that H exists and is a component of E˜. We have h = 1
in Lemma 1.5 and by (d) above, Σ = ν. Clearly ν = 0, for otherwise
there is a fiber of f contained in E˜, but the intersection matrix of E˜ is
negative definite. Hence Σ = 0, i.e., any singular fiber contains exactly
one Y -component which, by (c) above, is its unique (−1)-component.
In particular, it is a multiple component in the fiber, hence it does not
meet H . It follows that any singular fiber contains an E˜-component.
Suppose that a fiber contains Q˜i, Q˜j for i, j > 0, i 6= j and let C be its
unique Y -component. Then C meets Q˜i and Q˜j and a component of
E˜, i.e., the (−1)-component C meets 3 other components of the fiber.
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This is impossible. Hence any fiber contains at most one Q˜j , j ≥ 1.
Since r ≥ 3, there exist at least 3 singular fibers. If H is obtained
by the elimination of a base point, then E˜ − H would have at most
two connected components. Hence the pencil has no base points, and
it follows that Y˜ = Y . So H ⊂ E and H must be the branching
component of E, for otherwise we have at most two singular fibers.
Therefore there are exactly 3 singular fibers F1, F2, F3 and we can label
the twigs E1, E2, E3 sprouting from H so that Ei ⊂ Fi. It is clear now
that (Fi)red = Ei + Ci + Qi, where Ci is the unique (−1)-curve in Fi.
Hence every Qi is a linear chain by 1.1(f) and the lemma is proved in
this case. Note that we are in the case (i) in Proposition 2.6 below.
(2) Suppose that H exists and is a component of Q˜k, k ≥ 1. We again
have Σ = ν. Let FE be the fiber containing E. It is not a chain.
Suppose that ν = 0. Let C be the unique Y #-component of FE .
Contracting (−1)-curves in FE ∩ Q˜k if necessary, we may assume that
C is the unique (−1)-curve in FE . Then FE − C has two connected
components, one is the fork E and the second one is a linear chain T .
In view of the structure of fibers with exactly one (−1)-component,
FE contains two components of multiplicity 1, both contained in E.
Hence T consists of components of multiplicity > 1, but the 1-section
H meets T , a contradiction.
Suppose ν = 1. Note that then p /∈ Y if there is a base point.
Now f has a fiber F∞ contained in Q˜r, say, and Σ = 1. If FE has a
single Y #-component, we reach a contradiction as in the case ν = 0.
So FE has two Y
#-components, C1, C2 say. If there is a singular fiber
F0 with a unique Y -component, then this component has multiplicity
m > 1. We can take a cyclic covering of order m of the base curve
P1 ramified over the points f(F0) and ∞ and the normalization of the
fiber product of f : Y˜ → P1 with this cyclic covering. We obtain an
unramified abelian covering of Y ∪E, which is a contradiction because
of H1(Y ∪E;Z) = 0. There remains only the case where FE is the only
singular fiber other than F∞. Contracting (−1)-curves if necessary, we
may assume that FE ∩ Q˜r does not contain a (−1)-curve.
We have
(2.5) FE − (C1 + C2) = E +Q1 + · · ·+Qr−1 + (FE ∩ Q˜r) .
Here FE ∩ Q˜r could be reduced to a point.
Suppose that FE∩Q˜r contains at least one component. Then FE∩Q˜r
is a connected component of Q˜r − H and contains a component Qr,0
meeting H .
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Suppose that FE contains only one (−1)-component, say C1. Let
FE − C1 = R + T be the decomposition into connected components,
where R contains a curve with multiplicity 1. Then T is a chain by
Lemma 1.1(f). Hence E ⊂ R. It follows that C2 ⊂ R, for otherwise
FE − (C1+C2) has at most 3 connected components while there are at
least four by (2.5). By the same reason, C2 is a branching component
of R. It follows that the multiplicity 1 component Qr,0 is in R. The
fiber FE can be contracted to Qr,0. Reversing this process we regain
the fiber FE by a unique succession of blowings-up. We order the
resulting exceptional components by their order of appearance. Let T
be the first branching component of FE with respect to this ordering of
components. There are three branches, T1, T2, T3 say, at T where T1, T2
are chains made up of the components appearing before T , including
Qr,0, and C1 ⊂ T3. It follows that T = C2 or that T1+T+T2 ⊂ FE∩Q˜r.
In either case C1, C2 and E are in T+T3 and the multiplicities of C1, C2
and all components of E have the multiplicity of T as a common divisor
m > 1. Now we take a covering of the base curve of order m ramified
over the points f(FE) and∞ and the normalization of the fiber product
of f with this cyclic covering. We obtain an unramified abelian covering
of Y ∪ E. This gives a contradiction as above.
Thus both C1, C2 are (−1)-components. It follows that each of C1, C2
meets at most two connected components of Q and that each meets a
Qj in at most one point transversally. Furthermore, C1, C2 are dis-
joint from each other. It is impossible to obtain a connected fiber by
connecting four trees by two curves satisfying these conditions.
Thus FE ∩ Q˜r is a point on H and one of C1, C2 meets H . Say C2
does. If C2 is a (−1)-curve, it is a tip of FE of multiplicity 1. It cannot
be the only (−1) component of FE by what we said above about the
case of a unique (−1)-component. Hence C1 is a (−1)-component. If it
is the only one, then again C2 is a tip of FE by what we said above. As a
(−1)-component of FE , C1 meets at most two other components of FE.
It follows that the number of connected components of FE − (C1+C2)
is at most two, which is a contradiction since (2.5) implies that there
are at least 3 of them.
(3) Suppose that H does not exist. Then there is no base point and the
general fiber is contained in Y . We have h = 0 and find 0 ≤ Σ = ν−1.
Thus ν = 1 and Σ = 0. The fibration has one fiber F∞ contained in
some Qj . In fact, F∞ coincides with Qj supportwise since Qj is an
MNC divisor. So actually Qj is a (0)-curve and Qj 6= E. We can
assume j = r. If there exists a singular fiber F1 6= FE it has a unique
Y -component of multiplicity m > 1. We reach a contradiction by the
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covering technique in (2) above. Thus FE is the unique singular fiber
of f and hence contains E,Q1, . . . , Qr−1. But this is a contradiction
since these trees, at least three in number, cannot be connected in FE
by a single (−1)-component. 
The following result will limit the possibilities for the boundary di-
visor D.
Proposition 2.6. Let things be as in 2.1. Then we have one of the
following cases.
(i) All components Q1, · · · , Qr contract to quotient singularities.
(ii) κ(Y ) = −∞, r = 3, there exists a (−1)-curve C in Y such that
Q1+C +Q2 contracts to a smooth point, C · (Q3+E) = 0 and
Q3 is the complementary fork of E.
(iii) κ(Y ) ≥ 0, r = 3, Q1, Q2 contract to quotient singularities,
|G1| = |G2| = 2, Q3 does not contract to a quotient singularity.
The pair (Y ,Q) is almost minimal.
(iv) r = 3, Q1 is a linear chain, none of Q2, Q3 is a linear chain,
one is non-contractible and the intersection matrices of both
are unimodular. Further, there exists a (−1)-curve C such that
C · E = C · Q1 = 1, E + C + Q1 contracts to a smooth point
and C ·Q2 = C ·Q3 = 0.
Proof. (1) Suppose that κ(Y ) ≥ 0. If the pair (Y ,Q) is not almost
minimal, then by Corollary 2.4, we have the case (iv). Assume that the
pair (Y ,Q) is almost minimal. Let Q0, Q1, . . . , Qk be all the connected
components of Q which contract to quotient singularities. Now, since
χ(Y ) = χ(Y \Q) = 2− r, the BMY inequality gives
1
|G0|
+
k∑
i=1
1
|Gi|
≥ r − 2.
Hence 1
8
+ k
2
≥ r − 2 because |G0| ≥ 8. Since r ≥ k, this implies that
r ≤ 4. If r = 4, then k = 4 and |Gi| = 2 for 1 ≤ i ≤ 4. So, we are in
the case (i). Suppose that r = 3. Then k = 1 is impossible. If k = 2,
then |G1| = |G2| = 2 and we are in the case (iii). If k = 3 then we are
in the case (i).
(2) Suppose that κ(Y ) = −∞. In view of Lemma 2.5, we may assume
that Y is not affine ruled.
(2.1) Suppose that (Y ,Q) is not almost minimal. Let (Y
′
, Q′) be an
almost minimal model. We keep the notation of Setup 1.11 with T = Q
and Ti = Q
(i), the image of Q on Y i. We are now in the situation of
Lemma 1.16 with (X,P ) = (Y ′, Q′).
SINGULARITIES OF A HOMOLOGY PLANE OF GENERAL TYPE 19
Suppose that χ(Y ′) ≤ χ(Y ). In case (b), χ(Y ′) = 0. Since χ(Y ) =
2 − r < 0, case (a) of Lemma 1.16 occurs. Hence the intersection
matrix of Q′ is negative definite and the irreducible components of Q′
are independent in Pic (Y
′
). On the other hand, since at least one
blowing down is involved in passing from (Y ,Q) to (Y
′
, Q′), we have
rankPic(Y
′
) ≤ #Q′. This a contradiction to the Hodge Index Theorem.
So χ(Y ′) > χ(Y ). As in the first part of the proof of Lemma 2.2, we
find a (−1)-curve C0 such that C0 meets two components of Q, say Qi0
and Qi1 , and that Qi0 + C0 + Qi1 contracts to a smooth point. Again
the irreducible components of Q + C0 are independent in Pic (Y ) and
hence they form a basis of Pic (Y )⊗Q. It follows that the irreducible
components of Q(1) form a basis of Pic (Y
′
1) ⊗ Q and hence for i ≥ 1
not all connected components of Q(i) contract to quotient singularities.
Hence we are in case (b) of Lemma 1.16. For i ≥ 1, the curve Ci will
not have the property that it meets two connected components of Q(i)
and together with these contracts to a smooth point. For otherwise,
the irreducible components of Q(i)+Ci are independent in Pic(Y i), but
rankPic(Y i) ≤ #Q
(i). Hence 0 = χ(Y ′) ≤ χ(Y1) = χ(Y )+1 by Lemma
1.12. It follows that χ(Y ) = −1, i.e. r = 3, Q = Q0 + Q1 + Q2 + Q3.
Q(1) has two connected components and χ(Y1) = 0. Hence no further
contraction is possible, i.e. Y1 = Y
′.
Suppose that E 6= Qi0 and E 6= Qi1 . We may assume that i0 =
1, i1 = 2. In the notation of Lemma 1.16 we have P = Q
(1) = E + Q3
with E contractible. Hence Q3 is the complementary fork of E and
we have the case (ii). (If Y ′1 denotes Y 1 \ Q3 with E contracted to a
quotient singularity, then Y ′1 ≃ C
2/G.)
Suppose that E = Qi0 . We may assume that Qi1 = Q1. In the
notation of Lemma 1.16 we have P = Q(1) = Q2+Q3 where we can as-
sume Q2 contractible and Q3 is the complementary fork of Q3. In fact,
we may assume that Q3 is not contractible. Then Q2 is contractible
since Y ′ = Y1 is a Platonic fiber space. Let Y
′′
1 denote Y 1 \ Q3 with
Q2 contracted to a quotient singularity p with local fundamental group
G. Then Y ′′1 is isomorphic to C
2/G. Since H1(Y ∪ E;Z) = 0 implies
H1(Y ∪ E ∪Q1;Z) = 0 and since Y ′′1 \ {p} is the image of Y ∪ E ∪Q1
under a proper birational morphism, we have H1(Y
′′
1 \ {p};Z) = 0. It
follows that G is the binary icosahedral group, i.e., Q2 is the (−2)-fork
of type (2,3,5) (cf. [B, Satz 2.11]) and Q3 is the complementary fork of
Q2, and both are unimodular. Since C1 meets a fork E and a connected
component Q1 of (K +Q)
−, the theory of peeling implies that Q1 is a
linear chain. So, we have the case (iv).
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(2.2) Suppose that (Y ,Q) is almost minimal. Since χ(Y ) < 0, we
are in case (i) by Lemma 1.16.

Let S0 = S
′ \ {q} = S \ E. Then H1(S0;Q) = H2(S0;Q) = 0
(cf. [KR, Proposition 2.6]). Hence b˜1(S0) = b̂2(S0) = 0. We shall
consider a branching component of D with precisely three branches.
The following result, restricting the self-intersection number of such a
component, will be used in proving Lemma 2.10 below.
Lemma 2.7. The following assertions hold.
(i) There is no branching component B in D such that B has pre-
cisely three branches in D and B2 ≥ 0.
(ii) There is no branching component B in D such that B has pre-
cisely three branches in D, B2 = −1 and two of the three
branches consist of single (−2)-curves.
Proof. (i) Suppose on the contrary that B is such a branching compo-
nent with branches T1, T2, T3. Let Hi be the component of Ti meeting
B and write Ti = Hi + T
′
i . By blowing up if necessary the point of
intersection of B with (the inverse image of) T1 we may assume that
B2 = 0. Here we temporarily allow the case H21 = −1 and by abuse
of notation still write D,S, · · · for the corresponding quantities after
the blowings-up. We apply Lemma 1.5 to D + E and the P1-fibration
f : S → P1 induced by B. We have h = 3 (the three components Hi
are 1-sections of f and the only horizontal curves in D) and ν = 1 since
clearly B is the unique fiber contained in D. By the above remark on
b˜1, b̂2, we have Σ = 2. Let FE be the fiber containing E. We make the
following
Claim. FE is the only singular fiber of the fibration f .
If we admit the claim, then S\FE ≃ C∗×C∗∗, which implies κ(S0) ≤
1, in contradiction to our standing assumption that κ(S ′ \ {q}) = 2.
So it remains to prove the claim.
Proof of the Claim. Let L be a component of a singular fiber F and
denote by µ its multiplicity in F . We extract the following assertions
from Lemma 1.1 and Lemma 1.8 for easy reference.
(a) If L2 = −1, then L meets at most two other components of F
and precisely one if µ = 1.
(b) If L is the unique (−1)-component in F , then µ ≥ 2. Moreover,
F has precisely two components of multiplicity 1.
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(c) If L is an S0-component of F , then L · E ≤ 1 and L · D =
Σ3i=1L · Ti ≥ 2. Moreover, L · Ti ≤ 1, i = 1, 2, 3.
Suppose C is a (−1)-component of F ∩ D. Then C is not one of the
exceptional curves in the blow-up process. So there are two possibili-
ties. First, no blow-up takes place on C. Then C is branching in D,
but non-branching in F by (a), and hence meets one of the sections Hi
and at least two other components of F ∩D. This is ruled out by (a).
Second, a single blow-up occurs on C. Then C is a (0)-curve in the
original D and meets an end component of the exceptional locus which
is a linear chain or C meets a 1-section of f . By (a) this implies that
C is non-branching in the original D and defines a C- or C∗-ruling of
S0. This contradicts the assumption κ(S
′ \ {q}) = 2. Hence F ∩D has
no (−1)-components.
Suppose that L is the only S0-component in F . Then L is the only
(−1)-component and we have µ ≥ 2 by (b). Hence L does not meet
any of the 1-sections Hi. On the other hand, F meets each Hi and it
follows that L · T ′i = 1, i = 1, 2, 3 and we have a contradiction to (a).
In particular FE has at least two S0-components. Suppose there are
precisely two, L1, L2 say. If L1 is the only (-1)-component in FE , then
µ ≥ 2 and by 1.8 we find that L1 · T
′
i = 1 for two of the T
′
i , say for
T ′1, T
′
2, and that L1 · E = L1 · T3 = 0. Then T
′
1, T
′
2 are part of FE and
the components in T ′1, T
′
2 meeting H1, H2 have multiplicity 1 in FE . By
(b), T ′3 ∩ FE = ∅. In fact, if T
′
3 6= ∅ the component meeting H3 has
multiplicity 1 in its fiber. Since FE · H3 = 1, we have L2 · H3 = 1, so
L2 is a third component of multiplicity 1 in contradiction to (b). So
we have L21 = −1 = L
2
2 and we may assume L1 · E = 1. If L1 ∩ T
′
i 6= ∅
for some i then L1 has multiplicity ≥ 2 by (a) and L1 meets at least
two of the T ′i by (c), in contradiction to (a). So, L1 meets at least two
of the Hi, say L1 ·H2 = 1 = L1 ·H3. Then T
′
2 ∩ FE = T
′
3 ∩ FE = ∅ and
L2 meets only T1 and L2 ·D = L2 · T1 = 1, a contradiction to (c).
Hence FE has at least 3 S0-components. Since Σ = 2 there are
exactly 3 and any other singular fiber F has exactly one. By what we
said above this proves the claim.
(ii) Let Zi (i = 1, 2) be the branches at B consisting of a single (−2)-
curve. Then the linear pencil |Z1 + 2B + Z2| induces a P1-fibration on
S for which the component of the third branch Z3 meeting B is a 2-
section. Hence S0 has a C∗-fibration and κ(S0) ≤ 1. This contradicts
the assumption κ(S0) = 2. 
In what follows we choose a various branching component B of D so
that Setup 2.1 holds with D0 = B and apply Proposition 2.6 to D−B.
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When D − B falls in one of the cases treated there, we often say that
B is of type 2.6 (i) or, simply, of type (i), etc. We will write r = rB in
Setup 2.1 when we need to indicate the dependence on B.
First we mention an easy fact.
Lemma 2.8. In the situation of Proposition 2.6 (i) we have d(D) < 0.
Proof. Let I(−) denote intersection matrix. Then −I(D−D0) is posi-
tive definite since the connected components ofD−D0 are contractible.
If d(D) > 0, −I(D) is positive definite by Sylvester’s criterion. Hence
I(D) is negative definite, which is impossible because D supports an
ample divisor. Hence d(D) ≤ 0. Since |d(D)| = a > 0 by Lemma 1.10,
this entails that d(D) < 0. 
Lemma 2.9. Let things be as in 2.1. Suppose that all Zi are MNC.
Then the case 2.6 (ii) does not occur.
Proof. Suppose that the case (ii) occurs. Let B be the branching com-
ponent of the fork Q3 and R1, R2, R3 the three branches. They are con-
tractible chains. Let D1 be the component of Q3 such that D0 ·D1 = 1.
We assume thatD1 is a component of R1 ifD1 6= B. Let Q
#
3 = Q3−D1.
We have
(2.6) d(D) = d(D0 +Q1 +Q2)d(Q3)− d(Q1)d(Q2)d(Q
#
3 ).
By Lemma 2.7, B2 < 0 if D1 6= B. Since B is the branching com-
ponent of the fork complementary to E, B2 ≥ −1. Hence B2 = −1 if
D1 6= B. We first establish
Claim. d(D0 +Q1 +Q2) > 0.
Suppose d(D0 + Q1 + Q2) ≤ 0 and apply Proposition 2.6 to the
branching component B (notD0). Now D0+Q1+Q2 is not contractible
and hence the connected component of D − B containing D0 is not
contractible since it contains D0+Q1+Q2. So clearly the assumptions
of 2.1 are satisfied and B is not of type 2.6 (i). If B is of type 2.6 (iii),
then R2 and R3 are (−2)-curves, D1 6= B and |R2 + 2B +R3| induces
a C∗-fibration on S ′ \ {q}, a contradiction as before. Hence B is not
of type 2.6 (iii). Clearly, B is not of type 2.6 (iv). Hence B is of
type 2.6 (ii). In particular rB = 3. If D0 meets B then D − B has
4 connected components and rB = 4. Hence D0 · B = 0. Since B is
of type 2.6 (ii), there exists a (−1)-curve C ′ such that R2 + C
′ + R3
contracts to a smooth point and C ′ · (Q1 + Q2 + D0 + R1 + E) = 0.
Furthermore, D0+Q1+Q2+R1 is the complementary fork of E withD0
as branching component. Hence D20 = −1 by the argument which gave
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B2 = −1. Also, D0 meets Q1, Q2 in tips. Since d(Q1 +D0 + Q2) ≤ 0,
Q1+D0+Q2 is a non-contractible chain and is obtained from a linear
chain by blowing up over a (0)-curve contained in it. Hence there exists
a divisor F with Supp(F ) ⊂ D0+Q1+Q2 which induces a P1-fibration
of S. Then B+R2+C
′+R3 is contained in a fiber of this P1-fibration.
This is a contradiction since B +R2 + C
′ +R3 is a loop.
We continue the proof. We have ±d(D) = d(E) > 0 by Lemma 1.10,
while d(Q3) = −d(E) < 0 because Q3 is the complementary fork of E
on the surface obtained from S by contracting Q1+C+Q2 to a smooth
point. So (2.6) can be written as
−d(Q1)d(Q2)d(Q
#
3 ) = d(E)(d(D0 +Q1 +Q2)± 1).
Since Q1, Q2 are contractible, d(Q1) > 0 and d(Q2) > 0. Hence the
above claim implies that d(Q#3 ) ≤ 0. It then follows that D0 · B = 0,
for otherwise Q#3 consists of three contractible chains and d(Q
#
3 ) > 0.
Suppose that D1 · B = 1. Then
d(Q#3 ) = d(B +R2 +R3)d(R1 −D1) ≤ 0.
Since R1 −D1 is either empty or a contractible chain, we have d(R1 −
D1) ≥ 0. Thus d(B+R2+R3) ≤ 0 and B+R2+R3 is a non-contractible
linear chain. As above there exists a divisor F with Supp(F ) ⊂ B+R2+
R3 such that |F | gives rise to a P1-fibration on S and D0+Q1+Q2+C,
which is a loop, is contained in a fiber. This is a contradiction. Hence
D1 · B = 0. Then in particular #R1 > 1. As for any contractible
or complementary fork, one of the Ri is a single (−2)-curve. We may
assume it is R2. If the tip meeting B of R1 or of R3 is a (−2)-curve, N
say, then N + 2B +R2 induces a P1-fibration with the loop Q1+D0+
Q2 + C contained in a fiber. Hence these tips are (≤ −3)-curves. It
follows that Q3 is a (5, 2, 3)-fork. Moreover R1 has two components D1
and D2 with D
2
2 = −3, D
2
1 = −2 and D2 meeting B, and R3 consisting
of a single (−3)-curve.
D−B has connected components R2, R3 and R̂1 = D0+Q1+Q2+
tR1,
where we write tR1 for R1 attached in reversed order to the branching
component D0 of R̂1 by D1. Since D0 is the only possible (−1)-curve
in D − B the assumptions of 2.1 are satisfied with respect to B and
we can apply Proposition 2.6. We infer readily that either the case (i)
or the case (ii) occurs. In case (ii), R̂1 is the complementary fork of E
and identical to the fork Q3. Since R1 is not symmetric, this is not the
case. So B is of type 2.6 (i), i.e., R̂1 is a contractible fork. It follows
from Lemma 2.8 that d(D) < 0 and hence d(D) = −d(E). R̂1 is either
of type (2, 2, 5) or (2, 3, 5). We may assume that Q1 is a (−2)-curve.
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Then Q2 is a (−2)-curve in the (2, 2, 5)-case and either a (−3)-curve or
a chain of two (−2)-curves in the (2, 3, 5)-case. We have −d(D) = a =
d(E) = −d(Q3) = 7. Let D
2
0 = −t. Suppose that Q2 is a (−2)-curve.
We compute −7 = d(D) = (4t− 4)d(Q3)− 4d(Q
#
3 ) = −(4t− 4)7 + 12.
Suppose that Q2 is a (−3)-curve. Then −7 = −(6t − 5)7 + 18. If Q2
consists of two (−2)-curves then −7 = −(6t − 7)7 + 18. In all three
cases, t is not an integer. Hence the case 2.6 (i) is impossible. 
Lemma 2.10. Suppose that D −D0 is of type (iii) in Proposition 2.6
and that Z1, Z2 are MNC. Let D1 be the component of Z3 which meets
D0. Then the following assertions hold.
(1) D1 is contained in a twig of Z3. If Z3 is MNC, then D1 is a tip
of Z3 and D
2
0 = D
2
1 = −2. Moreover, D1 is not a maximal twig
of Z3.
(2) Suppose that Z3 contains two (−1)-components B1, B2 which
meet each other. Then Z3 is MNC, D1, D0 are (−2)-curves
and D1 · (B1 +B2) = 0.
Proof. Let P = (KS +D + E)
+ and PY = (KY + Q)
+ be respectively
the nef parts in the Zariski-Fujita decomposition of KS +D + E and
KY +Q. Here we note that Q contains Q0 = E. We have
0 ≤ P 2 ≤
3
|Γ|
≤
3
8
, 0 ≤ P 2Y ≤ 3(
1
2
+
1
2
+
1
|Γ|
− 1) ≤
3
8
by the BMY inequality (not Lemma 1.6, but the original estimation
involving P 2 or P 2Y (cf. [Mi, Chapter 2, Theorem 6.6.2])) where we
recall that Γ is the local fundamental group of S ′ at the point q. Let
T1, . . . , Tℓ be the maximal twigs of Z3.
(1) Suppose that D1 is not contained in any Ti. Then the Ti are
untouched under the process Z3 → Q3 of making Z3 an MNC divisor
since D1 is the only possible nonbranching (−1)-component in Z3 and
is separated from any Ti by a branching component of Z3. Note that
(KY +Q)
2 = (KS +D −D0 + E)
2 since we successively contract only
(−1)-components meeting exactly two other components of Z3 or its
image. Since (S,D + E) and (Y ,Q) are almost minimal, we have
P = KY + (D + E)
# and PY = KY +Q
#. Computing barks we find
(KS +D + E)
2 = P 2 − 1−
ℓ∑
i=1
e(Ti) + (Bk E)
2(2.7)
(KY +Q)
2 = P 2Y − 4−
ℓ∑
i=1
e(Ti) + (BkE)
2.(2.8)
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See [Mi] and [F] where e(Ti) denotes the inductance of Ti.
Subtract the first line from the second one. Since
(KY +Q)
2 − (KS +D + E)
2
= (KS +D −D0 + E)
2 − (KS +D + E)
2 = −2 +D20 ,
we obtain −2 +D20 = P
2
Y − P
2 − 3, whence
D20 = P
2
Y − P
2 − 1 ≥ −1−
3
8
.
Hence D20 ≥ −1. This is ruled out by Lemma 2.7 (ii).
Suppose that Z3 is MNC. Note that then 2.1 (c) holds. We may
assume that D1 is contained in the twig T1 of Z3. Suppose that D1 is
not a tip of Z3. Let T
′
1 be the maximal twig of D which is contained in
T1. Then the maximal twigs of D are Z1, Z2, T
′
1, T2, . . . , Tℓ. We have
(2.9) (KS +D + E)
2 = P 2 − 1− e(T ′1)−
ℓ∑
i=2
e(Ti) + (Bk E)
2 .
Subtracting (2.9) from (2.8), we obtain
−2 +D20 = P
2
Y − P
2 − 3 + e(T ′1)− e(T1).
and hence
D20 = P
2
Y − P
2 − 1 + e(T ′1)− e(T1).
Let the common tip of T1 and T
′
1 be a (−k)-curve. Then e(T
′
1) ≥
1
k
and
(since T1 has at least two components) e(T1) <
1
k−1
. We obtain
D20 > −P
2 − 1−
1
k(k − 1)
≥ −
3
8
− 1−
1
2
> −2.
We obtain D20 ≥ −1, and this is a contradiction by Lemma 2.7 (ii).
We have shown therefore that D1 is a tip of Z3. Hence the maximal
twigs of D are T2, · · · , Tℓ and we obtain
(KS +D + E)
2 = P 2 − 1−
ℓ∑
i=2
e(Ti) + (Bk E)
2(2.10)
(KY +Q)
2 = P 2Y − 4−
ℓ∑
i=1
e(Ti) + (Bk E)
2 .(2.11)
Subtracting (2.10) from (2.11), we obtain
−2 +D20 = P
2
Y − P
2 − 3− e(T1).
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and then
D20 ≥ −
3
8
− 1− e(T1).
Since e(T1) < 1 we obtain D
2
0 ≥ −2. Hence D
2
0 = −2 in view of Lemma
2.7. If D21 ≤ −3 or if D1 is a maximal twig of Z3, then e(T1) ≤
1
2
and
we obtain D20 > −2 in contradiction to Lemma 2.7.
(2) By (1), we can assume that D1 is contained in the maximal twig
T1 of Z3. Since D is MNC, no component of T1 other than D1 is a
(−1)-curve and D1 is a branching component of D if D
2
1 = −1.
Suppose first that D21 = −1. Suppose further that D1 6= B1, B2. We
consider the P1-fibration f defined by |B1+B2|. If D1 · (B1+B2) = 0,
let F be the fiber of f containing D1. Either all components of D
meeting D1 are in F , or precisely one of them meets B1 + B2 and is
a 1-section of f . Both possibilities are ruled out by Lemma 1.1 (f).
Hence D1 · (B1 +B2) > 0. We may assume that D1 ·B1 = 1. Then B1
is a branching component of Z3 to which the twig T1 is attached. This
is also the case if D1 coincides with B2.
We shall show that this situation leads to a contradiction. The pro-
cess Z3 → Q3 of making Z3 an MNC divisor involves only contractions
of T1-components since the image of B1 is a curve with non-negative
self-intersection number. Let T ′1 be the image of T1. The maximal
twigs of Q3 different from T
′
1 are precisely T2, . . . , Tℓ. Let T0 be the
maximal twig of D contained in T1. We have
(KS +D + E)
2 = P 2 − 1− e(T0)−
ℓ∑
i=2
e(Ti) + (Bk E)
2(2.12)
(KY +Q)
2 = P 2Y − 4− e(T
′
1)−
ℓ∑
i=2
e(Ti) + (Bk E)
2 .(2.13)
Subtracting (2.12) from (2.13), we obtain
−2 +D20 = P
2
Y − P
2 − 3− e(T ′1) + e(T0).
If T1 is contracted, T
′
1 is a point and e(T
′
1) = 0. Then D
2
0 > −1 − P
2,
which implies D20 ≥ −1 in contradiction to Lemma 2.7. So let D3 be
the tip of T1 and let D
2
3 = −k. D3 is not contracted. Suppose that D3
is untouched in the minimalization. Then e(T0) ≥
1
k
and e(T ′1) <
1
k−1
.
We obtain D20 > −1 −
3
8
− 1
k(k−1)
> −2. This is again a contradiction
by Lemma 2.7. Suppose that D3 is touched. Then T
′
1 is a single curve
with self-intersection number ≤ −2, whence e(T ′1) ≤
1
2
. We obtain
again D20 ≥ −1, a contradiction. So the case D
2
1 = −1 is impossible.
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In particular Z3 is an MNC divisor. By (1), D1 is a tip of Z3 and
D1 6= T1. Clearly Bi is not contained in T1. Hence D1 · (B1 +B2) = 0.
Further, D20 = D
2
1 = −2 by (1). 
Lemma 2.10 implies the following result.
Corollary 2.11. Suppose that D − D0 is of type (iii) in Proposition
2.6 and that Z1, Z2 are (−2)-curves. Then Z3 does not contain two
(−1)-curves which meet each other.
Proof. Suppose that two such (−1)-curves B1, B2 exist. We keep the
notation of Lemma 2.10. Consider the P1-fibration defined by |B1+B2|.
By (2) in Lemma 2.10, T = Z1 + Z2 +D0 +D1 is contained in a fiber
and consists of (−2)-curves. Since any component C of Z3− (B1+B2)
meeting B1+B2 is a 1-section, C meets D0+Z1+Z2+D1, hence D1,
by Lemma 2.12 below. But both B1, B2 are branching components of
Z3, so there are at least four such C. On the other hand, only one can
meet D1 since D1 is a tip of Z3. This is a contradiction. 
The following easy remark on a singular fiber of a P1-fibration is used
in the proof of Corollary 2.11.
Lemma 2.12. Suppose that f :M → B is a P1-fibration on a smooth
projective surface M . Suppose that T = H+L1+L2+L3 is a (−2)-fork
contained in a fiber FT , where H
2 = −2, L2i = −2 (i = 1, 2, 3) and H
is a branching component. Then every 1-section of f meets T .
Proof. Let L′i be the branch at H of FT containing Li. Considering
the process of shrinking FT to a (0)-curve we see that for precisely one
i, say for i = 1, we have L1 6= L
′
1 and that L
′
1 shrinks to a point on
H in such a way that H is turned into a (−1)-curve. It follows that
FT = L
′
1+H +L2+L3 with each component of L
′
1+H of multiplicity
at least 2 in FT . Hence any 1-section meets L2 or L3.

The following result will determine the shape of D when D contains
two (−1)-curves meeting each other transversally in one point.
Lemma 2.13. Suppose that B1, B2 are two (−1)-curves in D such that
B1 · B2 = 1. Then D = B1 + B2 + T1 + T2 + U1 + U2 where Ti, Uj,
i, j = 1, 2 are linear chains, B1 meets T1, T2 in tips, B2 meets U1, U2 in
tips. Moreover B1+T1+T2 and B2+U1+U2 are contractible (possibly
to smooth points).
Proof. Let Z1, . . . , Zr be the connected components of D − B1, where
we assume that B2 ⊂ Zr. Let Z
(1)
i be the component of Zi meeting
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B1. We denote by f the P1-fibration induced by |B1 +B2|. Our proof
consists of verifying several claims.
Claim 1. Z
(1)
i (1 ≤ i ≤ r − 1) is not a (−1)-curve. In particular,
Z1, . . . , Zr−1 are MNC divisors.
Proof. Suppose that Z
(1)
1 is a (−1)-curve. We apply Proposition 2.6
with D0 = Z
(1)
1 . Let R1, . . . , Rs be the connected components of D −
Z
(1)
1 , where we assume that B1+B2 ⊂ Rs. Suppose that R
(1)
1 is a (−1)-
curve. It meets the 1-section Z
(1)
1 of f . Since R
(1)
1 is branching in D this
gives a contradiction to Lemma 1.1 (e) as before. Hence R1, . . . , Rs−1
are MNC divisors. Note that Rs is not contractible since it contains
B1 + B2. In particular, 2.1 (c) is satisfied with respect to D0 = Z
(1)
1
and we can apply 2.6. By what we said, D − Z
(1)
1 is not of type (i).
Suppose that D−Z
(1)
1 is of type (iv). Then one of R1, . . . , Rs, say R1,
is a linear chain, s = 3, and there exists a (−1)-curve C meeting E and
R1 so that C ·R2 = C ·R3 = 0. Hence E+C+R1 is contained in a fiber
of f . Since Z
(1)
1 is a 1-section of f and meets R1, we have C ·Z
(1)
1 = 0.
Therefore C ·D = 1 and we reach a contradiction because C is then a
simple curve, which does not exist by Lemma 1.8. By Lemma 2.7 (ii),
D − Z
(1)
1 is not of type (iii). Therefore D − Z
(1)
1 is of type (ii). Let
C be as specified in Proposition 2.6 (ii). Then C connects R1 and
R2, and C + R1 + R2 is in a fiber of the fibration f for which Z
(1)
1 is
a 1-section. But Z
(1)
1 meets two components of the fiber, which is a
contradiction. 
Claim 2. B1 and B2 are the only (−1)-curves contained in D.
Proof. Suppose that B3 be a (−1)-curve in D different from B1, B2. By
Claim 1, B3 does not meet B1 and, by symmetry, it does not meet B2.
Hence B3 is in a fiber F of f . As a (-1)-component of D, B3 meets at
least three components of D. Among them, at most two are in F. Hence
one meets B1+B2 and is a 1-section of f . This leads to a contradiction
with Lemma 1.1 (e). 
Claim 3. Zi (1 ≤ i ≤ r− 1) is a linear chain and B1 meets the Zi in
their tips.
Proof. Suppose that D0 ⊂ Z1 is a branching component of Z1. Then it
is a branching component of D. One of the connected components of
D−D0 contains B1+B2 hence is not contractible. No other connected
component is contractible to a point by Claim 2. So we can apply 2.6.
D0 is not of type 2.6 (i). D0 is not of type 2.6 (iv) or 2.6 (ii) by the
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same argument as in the proof of Claim 1. So D0 is of type 2.6 (iii)
and this contradicts Corollary 2.11. This proves the first assertion.
Now suppose that Z
(1)
1 is not a tip of Z1. Then Z
(1)
1 is branching
in D and as above Proposition 2.6 applies. Z
(1)
1 is not of type 2.6 (i),
2.6 (iv). It is not of type 2.6 (iii) by Corollary 2.11. Hence it is of type
2.6 (ii). Now we argue as at the end of the proof of Claim 1. 
By symmetry on B1 and B2, all the connected components of D−B2
except the component B′1 containing B1 are linear chains and MNC.
Suppose r ≥ 4. Then B′1 is MNC since B1 is branching and the only
(−1)-component. We can therefore apply Proposition 2.6. By Lemma
2.9, B2 is not of type 2.6 (ii). Since B1 is a branching (−1)-component,
B′1 is not contractible and B2 is not of type 2.6 (i). Clearly B2 is
not of type 2.6 (iv). Hence B2 is of type 2.6 (iii). However, this is a
contradiction by Lemma 2.7 (ii). So r = 3. Now we change notations.
Put Z1 = T1, Z2 = T2. By symmetry, let U1, U2 be the two twigs of D
sprouting out of B2. Suppose that B1+T1+T2 is not contractible. We
can then again apply Proposition 2.6 to B2. B2 is not of type 2.6 (i) or
2.6 (iv). It is not of type 2.6 (iii) by Lemma 2.7 (ii). It is not of type
2.6 (ii) since none of the connected components T1+B1+T2, U1 and U2
is a fork. This is a contradiction. Hence B1 + T1 + T2 is contractible.
By symmetry, B2 + U1 + U2 is contractible. This completes the proof
of Lemma 2.13. 
We recall the notation P = (KS + D + E)
+ = KS + (D + E)
# =
KS+D+E−Bk(D+E). Let B be a branching component of D. We
say that a connected component Z of D − B is P -quasi-orthogonal if
Di ·P = 0 for every irreducible component Di ⊂ Z such that Di ·B = 0.
We make a few straightforward observations that we will use below.
Observation 2.14. (i) If D is a fork and B its branching component,
then each connected component of D − B is P -quasi-orthogonal.
(ii) Suppose D is not a fork. Let T be an irreducible component of D
and βT its coefficient in (D + E)
#.
(a) If T is not in a maximal twig of D, then βT = 1.
(b) If T does not meet a maximal twig of D, then T · P = T · (KS +
D + E) = −2 + αT , where αT is the branching number of T . If T is
also non-branching, then T · P = 0.
(c) If T is in a maximal twig T ′ of D, then T is in Supp(Bk(D +E))
and T ·P = 0. If T is the tip of T ′ meeting D−T ′, then βT = 1−
1
d(T ′)
.
(d) Let B be a branching component of D and Z a connected compo-
nent of D − B. Then Z is P -quasi-orthogonal if T · P = 0 for every
component T of Z that does not meet B and is branching in D.
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Lemma 2.15. Assume that there are no two (−1)-curves in D which
meet each other. Suppose that B is a (−1)-curve in D. Then all
connected components of D − B are MNC divisors, contractible and
P -quasi-orthogonal.
Proof. Let D−B = Z1 ∪ · · · ∪Zr. Then the Zi are MNC divisors, i.e.,
Qi = Zi, because no Z
(1)
i is a (−1)-curve by the assumption that no
two (−1)-curves meet each other. In particular Proposition 2.6 applies
to any (−1)-curve in D.
Claim. B is not of type 2.6 (iv).
Proof. Suppose the contrary. We assume that Z1 is the unique chain
in D−B and that Z3 is not contractible. We will construct a sequence
H0, H1, . . . of branching components of D which satisfies the following
conditions.
(1) H0 = B. For n > 0, H0, . . . , Hn are contained in a connected
component of D −Hn+1. This component is a non-contractible
unimodular tree. In particular Hi 6= Hj for i 6= j.
(2) Each Hi is of type 2.6 (iv).
(3) The connected components of D −Hn are MNC divisors.
The construction proceeds as follows. If n > 0, let T1, T2, T3 be the
connected components of D − Hn with T1 linear and T3 containing
H0, . . . , Hn−1. If n = 0, we put Ti = Zi. T2, T3 are non-linear unimodu-
lar trees, T3 is non-contractible. LetH be a branching component of T2.
Suppose that there exists a (−1)-component H ′ of T2 which meets H .
Since no other (−1)-component of D meets H ′, all connected compo-
nents ofD−H ′ are MNC. In particular, H ′ is not of type (ii) by Lemma
2.9. Since the connected component of D −H ′ containing Hn + T3 is
not contractible, H ′ is not of type (i). It is not of type (iii) by Lemma
2.10. Hence H ′ is of type (iv), and we may put Hn+1 = H
′. Suppose
that there is no (−1)-component in T2 which meets H . Since the con-
nected component of D−H containing Hn+ T3 is not contractible, no
connected component contracts to a smooth point and we can apply
Proposition 2.6 to H . H is not of type (i) and it follows from Proposi-
tion 2.6 that H has three branches in D. This implies that H ·Hn = 0,
for otherwise H has four branches since it is a branching in T2. Hence
no (−1)-curve in D meets H and all connected components of D −H
are MNC divisors. In particular, H is not of type (ii) by Lemma 2.9.
Furthermore, H is not of type (iii), for otherwise 2 divides d(Z2) which
must be ±1. Hence H is of type (iv), and we may put Hn+1 = H .
It is clear that such a sequence cannot exist since the number of
irreducible components of D is finite. The claim is proved. 
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B is not of type 2.6 (ii) by Lemma 2.9. It is not of type (iii) by
Lemma 2.7. Hence B is of type (i). A further (−1)-curve does not exist
since it would be branching in D−B. Suppose that Z1 is not P -quasi-
orthogonal. By 2.14 (d), Z1 is not a chain. Hence Z1 is a fork, and again
by 2.14 (d) the branching component B1 of Z1 is disjoint from B. The
connected components ofD−B1 are MNC divisors since B is the unique
(−1)-component of D. We can apply Proposition 2.6 with D0 = B1.
Clearly, B1 is not of type (i) since B is a branching (−1)-component in
a connected component of D −B1. Two of the connected components
of D − B1 are also connected components of Z1 − B and hence linear
chains. So B1 is not of type (iv). By Lemma 2.9, B1 is not of type
(ii). Thus B1 is of type (iii). We have Z1 = B1 +Q1 +Q2 +Q3, where
Q1, Q2 are (−2)-curves contracting to quotient singularities and Q3 is a
linear chain that is part of the non-contractible connected component
of D−B1. Now P = KS +B1+
1
2
Q1+
1
2
Q2+Q
′
3+ · · · where Q
′
3 is the
component of Q3 meeting B1. We calculate P ·B1 = −2+1+
1
2
+ 1
2
= 0.
By 2.14 (d) Z1 is P -quasi-orthogonal and we have a contradiction. 
The following result determines more precisely the shape of D.
Proposition 2.16. One of the following two cases takes place.
(a) There exists a branching curve B in D such that all connected
components of D − B are MNC divisors, contractible and P -
quasi-orthogonal.
(b) D has exactly two branching components B1, B2 such that D =
T1+T2+B1+T+B2+U1+U2, where T is a linear chain, possibly
empty, connecting B1 and B2, and T1, T2 (resp. U1, U2) are
maximal twigs of D sprouting out of B1 (resp. B2). Moreover,
B1 + T1 + T2 + T and B2 + U1 + U2 + T are contractible.
Proof. Lemmas 2.13 and 2.15 give the result if there is a (−1)-curve in
D. We assume therefore that D does not contain a (−1)-curve. Then
all divisors D′ ⊂ D are MNC. In particular we can apply Proposition
2.6 to any branching component D0 of D. By Lemma 2.9, the case
2.6 (ii) can never occur. These observation will be used repeatedly in
the proof below.
It is straightforward to prove by induction on #D that there exists a
branching curve B1 in D such that, if Z1, . . . , Zr denote the connected
components ofD−B1, Z1, . . . , Zr−1 are linear chains andB1 meets them
in tips. Hence Z1, · · · , Zr−1 are maximal twigs of D and contractible
Corollary 1.4.
Suppose that Zr is not contractible. Then B1 is not of type 2.6 (i). If
B1 were of type 2.6 (iv) we have r = 3 and only one of Z1, Z2 is a linear
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chain. So this does not occur. Suppose that B1 is of type (iii), hence
that r = 3 and Z1, Z2 are (−2)-curves. By Lemma 2.10, B1 meets a
tip of a maximal twig R of Z3. Since Z3 is not contractible it is not a
linear chain for otherwise every component of Z3 has self-intersection
number ≤ −2 by Corollary 1.4 and Z3 would be contractible.
Hence R sprouts from a branching componentB2 of Z3. LetR1, . . . , Rs
be the connected components of D − B2 with R ⊂ R1. Then R1 =
B1 + Z1 + Z2 + R and we claim it is contractible. First, B
2
1 ≤ −2 by
Lemma 2.7. Next, R is a contractible linear chain by Corollary 1.4.
Hence R1 is a contractible fork of type (2, 2, m) for some m. Since R1
is apparently not a (−2)-curve, B2 is not of type (iii). Further, B2 is
not of type (iv) since the intersection matrix of R1 is not unimodular
as the determinant is divisible by 2. So B2 is of type (i), i.e., Ri is
contractible for i = 1, . . . , s.
Now R1 is P -quasi-orthogonal. In fact, by 2.14 (d), we have to check
only B1 · P = 0, and this is done as it was for B1 in the proof of 2.15.
Suppose that R2 is not P -quasi-orthogonal. This implies as before that
R2 is a fork and that B3 ·B2 = 0, where B3 is the branching component
of R2. The connected component U of D − B3 containing B2 is not
contractible since B1 andB2 are two branching components in it. Hence
B3 is not of type (i). Furthermore, the connected component U has two
twigs consisting of single (−2)-curves, hence the intersection matrix of
U is not unimodular as the determinant is divisible by 2. Hence B3
is not of type (iv) as U is not a linear chain. B3 is not of type (iii)
for otherwise we see that R2 is P -quasi-orthogonal as before. The case
of type (ii) does not occur with B3 by the remark at the beginning
of the proof. So, we are led to a contradiction. Hence R2 must be
P -quasiorthogonal, and similarly Ri, i ≥ 2. So we have the case (a)
with B = B2.
We may assume then that Zr is contractible. If Zr is P -quasi-
orthogonal, we are done. Suppose that Zr is not P -quasi-orthogonal.
Then again Zr is not a linear chain, hence a fork, and the branching
component B2 of Zr is disjoint from B1. Let R1, R2, R3 be the maximal
twigs of Z3, where we assume that R1 meets B1. Let D1 be the compo-
nent of R1 such that D1 ·B1 = 1. Let R
′
1 = B1+Z1+ · · ·+Zr−1+R1.
Then R′1, R2, R3 are the connected components of D − B2. Suppose
that r > 3 or D1 is not a tip of R1. Then R
′
1 is not contractible, hence
B2 is not of type (i). B2 is not of type (iii), for otherwise Zr is P -quasi-
orthogonal. So, B2 is of type (iv), but two of the connected components
of D −B2 are linear chains, a contradiction. So, r = 3 and D1 is a tip
of R1. Suppose further that R
′
1 = B1+Z1+Z2+R1 is not contractible.
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Then B2 is not of type (i). It is not of type (iii), for otherwise Z3 is
P -quasi-orthogonal. Hence B2 is of type (iv), but R2, R3 are chains, a
contradiction. Thus B1+Z1+Z2+R1 is contractible. So we have the
case (b) with T = R1, T1 = Z1, T2 = Z2, U1 = R2, U2 = R3. 
We have a remark to add on the singular point q of S ′ in the case
(a).
Lemma 2.17. In the case (a) of Proposition 2.16, KS · E > 0. This
implies that q is not a rational double point.
Proof. Suppose that q is a rational double point. Then KS is trivial
when restricted to a small punctured neighborhood U of q. Since S ′
is a Z-homology plane, it is known that the natural homomorphism
H1(U,Z) → H1(S0,Z) is an isomorphism, and hence the restriction
map Pic (S0) → Pic (U) is an isomorphism, see [KR, Proposition
2.6 (ii)]. Hence KS is trivial when restricted to S0 and KS is sup-
ported on D + E. Since E has negative definite intersection matrix
and Ej · KS = 0 for every component Ej of E, there actually is a
canonical divisor KS supported by D. Write KS = a0B +
∑
aiDi.
Since all the Zi are MNC divisors and contractible, we can use [GS,
Lemma 4.1] to conclude that either all aj ≥ 0 or a0 < 0 and aj ≤ 0
for j ≥ 1. In the first case the geometric genus pg(S) > 0. This is
a contradiction, for S ′ is a Z-homology plane and hence rational. In
the second case, if Di is the component of some Zj meeting B and
ai = 0, then Di · KS < 0, which is not the case as D
2
i ≤ −2. Since
the intersection form on Zj is negative definite, as < 0 for every com-
ponent Ds of Zj. Hence aj < 0 for all j and KS + D ≤ 0. It follows
that κ(S0) = κ(KS + D + E) ≤ κ(E). Since E contracts to a nor-
mal point we have h0(nE) = 1 for every n so κ(E) = 0 and reach a
contradiction. 
3. Determination of the nef part P
We provide further details about the situation in 2.16.
Lemma 3.1. d(D) < 0 and hence a = d(E) = −d(D).
Proof. Apply Lemma 2.8 with D0 = B in the case (a) and D0 = B1 in
the case (b) of Proposition 2.16. 
Lemmas 3.2 through 3.4 refer to the situation of Proposition 2.16
(a). Let Z1, . . . , Zr be the connected components of D − B. Let Ci
be the irreducible component of Zi which meets B. We recall that
Pic (S) ⊗ Q ≃ H2(S;Q) has a basis consisting of the classes of the
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irreducible components of D+E and the intersection form on it is non-
degenerate. Then we can determine uniquely a Q-divisor Pi (1 ≤ i ≤ r)
such that Pi is supported by D, Ci · Pi = 1 and Dj · Pi = 0 for every
Dj ⊂ D different from Ci and also a Q-divisor P0 supported by D such
that P0 · B = 1 and P0 · Dj = 0 for every Dj different from B. Let
Z i = Zi − Ci (1 ≤ i ≤ r) and let ei =
d(Zi)
d(Zi)
be the capacity . Let aij
denote the coefficient of Ci in Pj with 1 ≤ i ≤ r and 0 ≤ j ≤ r. Let
ci (0 ≤ i ≤ r) denote the coefficient of B in Pi. Finally, let β = B · P
and βi = Ci · P . We recall that β ≥ 0 and βi ≥ 0.
Lemma 3.2. The following equalities hold.
(i) P = βP0 + β1P1 + · · ·+ βrPr.
(ii) ai0 = −
d(Zi)
d(D)
∏
j 6=i
d(Zj) =
d(Zi)
a
∏
j 6=i
d(Zj) =
ei
a
r∏
j=1
d(Zj).
(iii) c0 = −
1
d(D)
r∏
j=1
d(Zj) =
1
a
r∏
j=1
d(Zj),
ci = −
d(Zi)
d(D)
∏
j 6=i
d(Zj) = ai0.
(iv) aij = −
d(Zi)d(Zj)
d(D)
∏
k 6=i,j
d(Zk) =
eiej
a
r∏
k=1
d(Zk).
Proof. (i) Since the intersection of P − (βP0 + β1P1 + · · ·+ βrPr) with
every component of D+E is zero, we have P = βP0+β1P1+ · · ·+βrPr.
(ii) Write
P0 = c0B +
r∑
i=1
ai0Ci +
r∑
i=1
ni∑
j=1
dijZij ,
where Z i =
∑ni
j=1 Zij is the decomposition into irreducible components.
The condition that P0 ·B = 1 and P0 ·Dj = 0 for any other component
Dj of D gives rise to a system of linear equations in the variables c0, ci
and dij. Solving it by means of Cramer’s rule we obtain the equalities.
For the computation of the determinant of an intersection matrix we
refer to [KR, 2.1.1].
(iii) and (iv) Consider Pi written as a linear combination of B,Ci
and the Zij and obtain a system of linear equations from the given
condition that Pi ·Ci = 1 and Pi ·Dj = 0 for any other component Dj .
The coefficients are obtained by solving it. The computation is similar
to the case of P0. 
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Lemma 3.3. Let Π =
r∏
i=1
d(Zi). We have the following equalities.
(i) P · P0 =
Π
a
(β +
r∑
i=1
βiei).
(ii) P · Pj =
Π
a
(β +
r∑
i=1
βiei)ej.
(iii) P 2 =
Π
a
(β +
r∑
i=1
βiei)
2.
(iv) Π(β +
r∑
i=1
βiei)
2 ≤
3a
|Γ|
≤
3
2
.
Proof. (i) Writing
P0 = c0B +
r∑
i=1
ai0Ci +
r∑
i=1
ni∑
j=1
dijZij ,
take the intersection with P , where we note that P · Zij = 0 because
Zi is P -quasi-orthogonal. Then we obtain the equality by Lemma 3.2.
(ii) If we use the expression of Pj in terms of B,Ci and Zij, the same
argument as above applies.
(iii) Use the expression P = βP0+β1P1+· · ·+βrPr and the equalities
(i) and (ii).
(iv) The BMY-inequality in the form in [Mi, Theorem 6.6.2] is stated
as
0 < P 2 = (KS + (D + E)
#)2 ≤ 3
{
χ(S ′) +
1
|Γ|
− 1
}
.
Since we assume that the singular point q is not cyclic, Γ is not abelian.
Hence a = d(E) = |Γab| ≤
|Γ|
2
, where Γab is the abelianization of Γ.
Since χ(S ′) = 1, we obtain the stated inequality. 
Lemma 3.4. With the notations of Lemma 3.2, the following asser-
tions hold.
(i) βid(Z i) = βieid(Zi) is an integer.
(ii) βi = 0 if and only if either Zi is a linear chain and Ci is a tip
of Zi, or Zi is a linear chain Ci+Zi1+Zi2 with Z
2
i1 = Z
2
i2 = −2
or Zi is a fork of type (2, 2, n) and Ci is the tip of the n-twig.
Proof. We freely use Observation 2.14.
(i) If Ci is in Supp (Bk(D)), then Zi is a linear chain with Ci as a tip
and βi = 0. So suppose Ci is not in Supp (Bk(D)). Then among the
components of D meeting Ci only those in a maximal twig of D are in
36 R.V. GURJAR, M. KORAS*, M. MIYANISHI** AND P. RUSSELL***
Supp (Bk(D)). So if T1, · · · , Tℓ are the maximal twigs of D meeting Ci
we have
βi = Ci · P = Ci · (KS +D + E)− Ci · Bk (D)
= Ci · (KS +D)−
l∑
j=1
1
d(Tj)
.
Every Ti is a connected component of Zi and
d(Zi) = d(Zi − (T1 + · · ·+ Tl))
l∏
j=1
d(Tj).
Hence
l∏
j=1
d(Tj) divides d(Z i). It follows that βid(Zi) is an integer.
(ii) Note that Zi is a contractible linear chain or a contractible fork.
If Ci is in Supp (Bk(D)), then Ci is a tip of a linear chain and βi =
0. Suppose that Ci is not in Supp (Bk(D)). Then there are three
possibilities.
(a) Zi is a linear chain and Ci meets two maximal twigs T1, T2 of D.
We then have βi = 0 if and only if d(T1) = d(T2) =
1
2
, i.e., if T1, T2 are
(−2)-curves.
(b) Zi is a fork with Ci as branching component and branches T1, T2, T3
such that
3∑
j=1
1
d(Tj )
> 1. In this case βi = −1 +
3∑
j=1
1
d(Tj )
6= 0.
(c) Zi is a fork with branching component Bi 6= Ci. In this case Ci is a
tip of one of the branches, T3 say, of the fork Zi. Since Zi is P -quasi-
orthogonal, we have P · Bi = 0. This again implies that the branches
T1, T2 are (−2)-curves, i.e. that Zi is a (2, 2, n)-fork with Ci the tip of
the n-twig. 
We consider next the case (b) in Proposition 2.16. Let Pi (i = 1, 2)
denote a Q-divisor supported by D such that Bi ·Pi = 1 and Dj ·Pi = 0
for every Dj 6= Bi. Let bij denote the coefficient of Bi in Pj and let
βi = Bi · P .
Lemma 3.5. Set L = B1 + T1 + T2 + T and R = B2 + T + U1 + U2
with the notations in the case (b) of Proposition 2.16. Then we have
the following equalities.
(i) P = β1P1 + β2P2.
(ii) b11 =
d(T1)d(T2)d(R)
a
, b21 = b12 =
d(T1)d(T2)d(U1)d(U2)
a
,
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b22 =
d(U1)d(U2)d(L)
a
.
(iii) P · Pi = b1iβ1 + b2iβ2.
(iv) P 2 = b11β
2
1 + 2b21β1β2 + b22β
2
2
Proof. The proof is similar to the one of Lemma 3.2. (ii) requires
Cramer’s rule and some matrix calculation. The rest is clear. 
4. Further determination of D
In this section, we prove that D has exactly one branching com-
ponent, i.e., the dual graph of D is star-shaped. We then call D a
comb. The following lemma shows that we are reduced to the case (a)
in Proposition 2.16.
Lemma 4.1. If D is as in the case (b) in Proposition 2.16, then it is
also as in the case (a).
Proof. We retain the notations of Lemma 3.5. Since d(R) > 0 and
d(L) > 0, b11 and b22 are positive. As in the proof of Lemma 3.3 (iv),
we can also show in the present case that P 2 ≤ 3
|Γ|
≤ 3
2a
. By Lemma
3.5 we obtain
2ab21β1β2 ≤ aP
2 ≤
3
2
and hence
(4.1) 2d(T1)d(T2)d(U1)d(U2)β1β2 ≤
3
2
.
Since βi = P · Bi and P = KS + (D + E)
#, we have
β1 = 1−
1
d(T1)
−
1
d(T2)
≥ 0 and β2 = 1−
1
d(U1)
−
1
d(U2)
≥ 0 .
This implies that d(T1)d(T2)β1 and d(U1)d(U2)β2 are non-negative in-
tegers. If both are positive, we have a contradiction by (4.1). Hence
we may assume that β2 = 0, i.e., d(U1) = d(U2) = 2. This means that
R = T +B2 + U1 + U2 is P -quasi-orthogonal and contractible. So, we
are in the case (a). 
The following result will be used in the proof of Lemma 4.3 below.
Lemma 4.2. If a > 4, then there is no divisor F with Supp (F ) ⊂
D such that the condition (a) and one of the conditions (b) and (c)
specified below are satisfied.
(a) F is a fiber of a P1-fibration f : S → P1.
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(b) D − Supp (F ) = T1 + T2 is a union of two disjoint twigs of
D, where T1 is a single curve and T2 = T
′
2 + T
′′
2 with a single
curve T ′2 meeting Supp (F ) and a possibly empty linear chain
T ′′2 which is a twig of D. Further, T1 and T
′
2 are 2-sections of
the fibration.
(c) D − Supp (F ) = U1 + U2, where U1 is a single curve, U2 is a
possible empty linear chain, U1 + U2 is a twig of D and U1 is a
4-section of the fibration.
Proof. Suppose that a divisor F exists. Let FE be the fiber containing
E. Consider first the case (b). With notation as in Lemma 1.5 (applied
to S \ (D∪E), we have Σ = 1 since ν = 1, h = 2 and b˜1(S0) = b̂2(S0) =
0.
Let C be an S0-component C of FE . Then C · E ≤ 1 since C,E are
both part of the fiber FE . We have C ·D > 0 since S
′ is affine. Since
a simple curve does not exist by Lemma 1.8, we have C · D > 1. If
C · T ′′2 > 0, then C, T
′′
2 are part of FE and C · T
′′
2 = 1.
Suppose that C has multiplicity m > 1 in FE . Then C · T1 ≤ 1 and
C · T2 ≤ 1 since T1, T
′
2 are 2-sections. We now conclude C · T1 = 1
and C · T2 = 1 and m = 2. Moreover FE · T1 = C · T1 and C is the
only component of FE meeting T1. If C · T
′
2 = 1, then C is the only
component of FE meeting T2, and if C · T
′′
2 = 1, then C · T
′
2 = 0. If C
is the only S0-component of FE , then it is the unique (−1)-component.
By induction on the number of components it follows then from m = 2
that FE − C consists of (−2)-curves. More precisely, FE − C = E is
a fork of type (2, 2, n), with branching component a (−2)-curve and
C meeting the tip of the n-twig, which consists of (−2) curves well.
This implies d(E) = a = 4, contrary to our hypothesis. Hence FE
contains another S0-component C
′. Since Σ = 1, C and C ′ exhaust
the S0-components of FE . By Lemma 1.8 and what we said above, we
have C ′ · T2 > 1. Since C
′ · T ′′2 ≤ 1 we have C
′ · T ′2 > 0 and C · T
′
2 = 0.
This means that C meets T ′′2 , in particular that T
′′
2 6= ∅. It now follows
that C ′ has multiplicity m′ = 1 in FE since otherwise T
′
2 · FE > 2. For
the same reason, C ′ · T ′2 = 1. This gives C
′ · T ′′2 = 1. If C
′ is not a
(−1)-curve then C is the unique (−1)-component in FE , and we reach
a contradiction to the hypothesis a > 4 as above. So C ′ is a (−1)-curve
and it is a tip of FE since m
′ = 1. It follows that C ′ · E = 0. We
now contract C ′ and consecutively contractible components of C ′+T ′′2 .
Then E is not touched in this process. At some stage of the process,
C becomes the unique (−1)-component of the fiber. Since m = 2,
the remaining components of the fiber, in particular those of E, are
(−2)-curves. This leads to a contradiction to the hypothesis as above.
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Thus any S0-component of FE has multiplicity 1. At least one of
them is a (−1)-curve. By Lemma 1.1 (a) there is another (−1)-curve,
necessarily an S0-component. Since Σ = 1 these two exhaust the S0-
components of FE , i.e., FE has precisely two (−1)-components, both
of multiplicity 1. By 1.1 (f), FE is a linear chain, but it contains E,
which we assumed is not a linear chain.
Consider next the case (c). We have Σ = 0 in Lemma 1.5 since now
h = 1. So FE has a unique S0-component C, which is also a unique
(−1)-component of FE . If mult(C) = 2, then we have a contradiction
as above. So, mult(C) ≥ 3. By Lemma 1.8, C · (U1 + U2) > 1. Hence
C meets U1 and C · U1 = 1 since U1 is a 4-section, and C must also
meet U2. It follows that mult(C) = 3 and that the component of U2
which meets U1 has multiplicity 1 in FE . Now Lemma 1.1 (f) implies
that the connected component of FE \C containing E is a linear chain.
In particular, E is a linear chain. This is a contradiction. 
The following result shows that the divisor D (or its dual graph) is
star-shaped.
Lemma 4.3. D has exactly one branching component.
Proof. In view of Lemma 4.1, we may assume that D is as in the case
(a) of Proposition 2.16. Let D−B = Z1∪· · ·∪Zr be the decomposition
into connected components. Let Z1, . . . Zs exhaust all connected com-
ponents Zi such that Zi is a linear chain and B meets Zi in a tip. Let Cj
be the component of Zj such that Cj ·B = 1. Then Cj 6⊂ Supp(Bk(D))
for j > s. Hence we have
β = B · P = B · (KS +D + E)− B · Bk (D) = r − 2−
s∑
i=1
1
d(Zi)
.
Suppose that s < r. If s = r then D is star-shaped.
(i) Suppose further that β > 0. Take an index k with r ≥ k > s.
Looking at one term in Lemma 3.3 (iv), we obtain
2ββkekΠ <
3
2
,
where Π =
r∏
i=1
d(Zi). We group this as
(2β
s∏
i=1
d(Zi)) · (βkd(Zk)) · (
∏
j>s,j 6=k
d(Zj)) <
3
2
.
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Since
β
s∏
i=1
d(Zi) = (r − 2−
s∑
i=1
1
d(Zi)
)
s∏
i=1
d(Zi)
is a positive integer and since d(Zk)βk is a non-negative integer by
Lemma 3.4 (i), we must have βk = 0. Since βi = 0 for i = 1, . . . , s, we
obtain from Lemma 3.3 (iv) that(
r − 2−
s∑
i=1
1
d(Zi)
)2 s∏
i=1
d(Zi)
∏
j>s
d(Zj) ≤
3
2
.
Since d(Zi) ≥ 2 for i = 1, . . . , s we have
(4.2)
(
r − 2−
s
2
)2
2s
∏
j>s
d(Zj) ≤
3
2
.
Since s ≤ r − 1 we obtain
(4.3)
(
r − 3
2
)2
2s
∏
j>s
d(Zj) ≤
3
2
.
Since βr = 0, Lemma 3.4 (ii) implies that either Zr = Cr + U1 + U2 is
a linear chain composed of 3 components with U21 = U
2
2 = −2, or Zr is
a (2, 2, n)-fork and Cr is the tip of the n-twig.
In the first case, we have C2r ≤ −2 by Lemma 2.7, whence d(Zr) ≥ 4.
In the second case, d(Zr) is divisible by 4, whence d(Zr) ≥ 4 again.
Now (4.3) implies that r = 3 and (4.2) then yields s = 2. Lemma
3.3 (iv) again gives
(4.4) d(Z1)d(Z2)d(Z3)
(
1−
1
d(Z1)
−
1
d(Z2)
)2
≤
3
2
.
We may assume that d(Z1) ≤ d(Z2). If d(Z1) = d(Z2) = 2 we obtain
β = 0 contrary to our assumption. Hence d(Z1)d(Z2) ≥ 6 and
1
d(Z1)
+
1
d(Z2)
≤ 5
6
. Now (4.4) gives d(Z3) ≤ 9, d(Z1) = 2 and d(Z2) = 3. Also
β = 1
6
, and Z2 is a (−3)-curve or a chain of two (−2)-curves.
(i.1) We assume that Z3 is a (2, 2, n)-fork. Then d(Z3) is divisible by
4. Hence d(Z3) = 4 or d(Z3) = 8. Let B1 be the branching component
of Z3 and let U1, U2 be the (−2)-twigs of Z3. Let T be the third twig
(the n-twig) of Z3 which meets B in the tip C3. Let b = −B
2, b1 = −B
2
1 .
Suppose that Z2 is a single (−3)-curve. Suppose first that d(Z3) = 4.
Then Z3 is a fork composed only of (−2)-curves and b1 = 2. Let
Z3 = Z3 − C3. Then d(Z3) = 4 as well. We have d(D) = d(Z3)(6b −
5) − 6d(Z3). Hence d(D) = 24b − 44. Since d(D) < 0 and since
b > 0 by Lemma 2.7, we obtain b = 1, i.e., B is a (−1)-curve, and
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a = −d(D) = 20. The divisor F = 2(B + T +B1) + U1 + U2 induces a
P1-fibration f : S → P1, for which Z1 and Z2 are 2-sections. We reach
a contradiction by Lemma 4.2. Suppose next that d(Z3) = 8. This
implies that C23 = −3 and all other components of Z3 are (−2)-curves.
We compute d(D) = 48b−64, whence b = 1 as above. We consider the
P1-fibration given by 2Z1 + 4B + 2T + 2B1 + U1 + U2, for which Z2 is
a 4-section. Again we have a contradiction by Lemma 4.2.
Now suppose that Z2 = C2+Z
′
2 consists of two (−2)-curves with C2
meeting B. Suppose first that d(Z3) = 4. As above we find d(D) =
24b− 52. Hence b = 1 or 2 since d(D) < 0. Suppose that b = 2. Then
D consists of (−2)-curves and d(D) = −4. This implies that a = 4
and hence E is a (2, 2, n)-fork consisting only of (−2)-curves. Thus
the generators of Pic (S) ⊗ Q are (−2)-curves, which implies that KS
is numerically equivalent to 0. This is a contradiction because S is a
rational surface. Therefore B2 = −1 and d(D) = −28. Consider again
the P1-fibration defined by 2(B + T +B1) + U1 + U2. Now C2 and Z1
are 2-sections and Z ′2 is contained in a fiber. This is in contradiction
to Lemma 4.2. Suppose next that d(Z3) = 8. Then, as seen above,
C23 = −3 and all other components of Z3 are (−2)-curves. We compute
d(D) = 48b − 80, whence b = 1 as d(D) < 0. We consider the P1-
fribration defined by 2Z1 + 4B + 2T + 2B1 + U1 + U2, for which C2 is
a 4-section. This is again in contradiction to Lemma 4.2.
(i.2) We assume next that Z3 = C3+U1+U2 is a linear chain, where
U21 = U
2
2 = −2 and B · C3 = 1. Suppose first that Z2 = C2 + Z
′
2. We
compute d(D) = (6b−7)(4b1−4)−24 < 0, where b1 = −C
2
3 . By Lemma
2.7, b1 ≥ 2 and b ≥ 1. Hence either b = b1 = 2 or b = 1. In the first
case, d(D) = −4 and hence a = 4. So E is a (−2)-fork of type (2, 2, n),
D + E consists of (−2)-curves and we reach a contradiction as above.
In the second case, consider the branching component C3. The branch
containing B is a non-contractible linear chain. We find that C3 only
fits case (iii) in Proposition 2.6, and hence κ(S − (D − C3 + E)) ≥ 0.
However, Z1+2B+C2 defines a P1-fibration on S and an A1-fibration
on S − (D − C3 + E), whence κ(S − (D − C3 + E)) = −∞. This
is a contradiction. Suppose next that Z2 is a single (−3)-curve. We
compute d(D) = 24bb1 − 24b − 20b1 − 4. Since d(D) < 0, we obtain
6bb1 − 6b − 5b1 − 1 < 0, i.e., (6b − 5)(b1 − 1) < 6. Since b1 ≥ 2 and
b ≥ 1, we have b = 1. Since Π = d(Z1)d(Z2)d(Z3) = 24(b1 − 1) and
β = 1
6
and since βi = 0 for i = 1, 2, 3, Lemma 3.3 (iv) yields
Π · β2 =
1
36
· 24(b1 − 1) ≤
3
2
.
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This implies that b1 ≤ 3. Hence b1 = 2 or b1 = 3. We consider a
P1-fibration defined by 2B + 2B1 + U1 + U2 in the case b1 = 2 and by
2Z1+4B+2B1+U1+U2 in the case b1 = 3 and obtain a contradiction
by Lemma 4.2.
(ii) Suppose now that β = 0. Then
(4.5) β = r − 2−
s∑
i=1
1
d(Zi)
= 0 .
Since d(Zi) ≥ 2 for 1 ≤ i ≤ s and s < r, it follows from (4.5) that
r = 3, s = 2 and d(Z1) = d(Z2) = 2. Since β1 = β2 = 0, Lemma
3.3 (iii) yields
P 2 =
4d(Z3)
a
β23e
2
3 =
4
a
β23
d(Z3)
2
d(Z3)
.
Since d(D) = 4d(Z3)(−B
2 − 1 − e3) < 0, we have e3 > −B
2 − 1. In
view of Lemma 2.7, B2 ≤ −2. Hence e3 > 1 and d(Z3) > d(Z3). Note
that β3 > 0, for otherwise P
2 = 0 and κ(S0) < 2. Let U1, . . . , Uℓ be the
maximal twigs of D which meet C3 and let di = d(Ui). Then we have
β3 = P · C3 = −2 + α−
ℓ∑
i=1
1
di
,
where α = C3 · (D − C3) is the branching number of C3 in D. Since
β3 > 0 we have α ≥ 3. We deduce from Lemma 3.3 (iv) that
4
(
−2 + α−
ℓ∑
i=1
1
di
)2
d(Z3)
2
d(Z3)
≤
3
2
.
Since d(Z3) > d(Z3) and β3 > 0 we find
4
(
−2 + α−
ℓ∑
i=1
1
di
)2
d(Z3) <
3
2
.
Since Z3 is a linear chain or a fork the case ℓ = 0 is ruled out and we
have the following possibilities.
(a) α = 3 and ℓ = 1.
(b) α = 3 and ℓ = 2.
(c) α = 4 and ℓ = 2.
Suppose we have (a). Then Z3 is a contractible fork and Z3 has two
connected components, U1 and another linear chain U . The component
in U that meets C3 is the branching component of Z3. We have d(Z3) =
d1d(U) and find 4(1−
1
d1
)(d1 − 1)d(U) <
3
2
. This is not possible.
Suppose we have (b). Then Z3 = U1 + C3 + U2 is a linear chain and
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d(Z3) = d1d2. We obtain 4(1 −
1
d1
− 1
d2
)2d1d2 <
3
2
. We may assume
d1 ≤ d2. Since d1 = 2 = d2 is ruled out by β3 > 0 we find d1 = 2
and d2 = 3. The configuration we obtain, with the roles of B and C3
reversed, has been ruled out as a possibility in (i) above.
Suppose we have (c). Then Z3 is a fork with C3 as branching component
and d(Z3) = d1d2d3. We obtain 4(1 −
1
d1
− 1
d2
− 1
d3
)2d1d2d3 <
3
2
. This
is not possible.

5. First proof of Theorem 1
We shall finish the proof of Theorem 1 in two different ways. The
approach in this section is a continuation of the foregoing arguments
and the detailed determination of D and E. The second approach to
be given in the next section is a more conceptual one based on the
topology of surfaces with a good C∗-action. Both approaches start
with Lemma 4.3, where it was proved that the divisor D (or its dual
graph) is star-shaped.
In the first approach we now proceed to narrow down the possibilities
of the numerical data for D and E. We give precise data on B2 and
the number r of maximal twigs Zi sprouting from B, and give bounds
for the determinants d(Zi). This leads to a finite list of configurations
for D, which, when matched with the corresponding possibilities for E,
are shown not to exist.
We begin by summarizing some information about E.
Proof of the following results owes much to [F, 6.18]. We note again
that the thicker bark Bk ∗E in [F] for a fork E is denoted here by BkE.
Lemma 5.1. Let H be the branching component of E and let H2 =
−h. Let R1, R2, R3 be the maximal twigs of E. We assume that 2 =
d(R1) ≤ d(R2) ≤ d(R3). Let e(Ri) denotes the inductance of Ri. Let
δ =
∑
1
d(Ri)
. Then the following assertions hold.
(i) If E is of type (2, 3, 3), then a = d(E) is divisible by 3.
(ii) If E is of type (2, 3, 4), then a is even and not divisible by 4.
(iii) If E is of type (2, 3, 5), then a is odd.
(iv) If E is of type (2, 2, n), then a = d(D) = 4n(h− 1)− 4n, where
n denotes the determinant of the chain which is obtained from
the n-chain of E by deleting the component meeting H.
(v) If a ≤ 4, then E is a (−2)-fork, i.e., every component is a
(−2)-curve.
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(vi) a 6= 5, 6, 18, 25, 35.
(vii) (BkE)2 = −
d(R1)d(R2)d(R3)(δ − 1)
2
a
−
∑
e(Ri).
If E is of type (2, 2, n), this gives
(Bk E)2 = −1 −
4
na
−
n˜
n
,
where n˜ denotes the determinant of the chain which is obtained
from the n-chain of E by deleting the tip of E. In particular,
(BkE)2 < −1.
Proof. Let ri = d(Ri). The possible ri are determined by 1 ≤ ri < ri
and gcd(ri, ri) = 1. We have
a = r1r2r3h− r1r2r3 − r1r2r3 − r1r2r3
= 2r2r3h− r2r3 − 2r2r3 − 2r2r3 .
The proof of (i) through (vi) is now elementary. As a sample we show
a 6= 6 and then omit further details. Suppose that a = 6. By (i)
through (iv), E is not of type (2, 2, n) or (2, 3, 5). Suppose that E is of
type (2, 3, 3). We have 6 = 18h−9−6r2−6r3, which is a contradiction.
Suppose that E is of type (2, 3, 4). Then 6 = 24h− 12− 8r2− 6r3, i.e.,
9 = 12h− 4r2 − 3r3. Here r2 = 1 or 2, and r3 = 1 or 3. This equality
does not hold.
The calculation of Bk(E)2 is given in [F, 6.18]. 
Lemma 5.2. We have a = d(E) ≥ 7 and a 6= 18, 25, 35.
Proof. This follows from Lemma 2.17, Lemma 4.1 and (v) and (vi) in
Lemma 5.1. 
Lemma 5.3. Let the notations be the same as in Lemma 4.3. Then
we have r = 3.
Proof. Let di = d(Zi) for 1 ≤ i ≤ r. We assume that d1 ≤ . . . ≤ dr.
We have β = r − 2 −
r∑
i=1
1
di
and βi = 0 for 1 ≤ i ≤ r. ¿From Lemma
3.3, (iv), we obtain
(5.1)
(
r − 2−
r∑
i=1
1
di
)2 r∏
i=1
di ≤
3
2
.
Suppose that r ≥ 4. Then
r − 2−
r∑
i=1
1
di
≥ r − 2−
r
d1
≥ r − 2−
r
2
≥ 0 .
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So, we obtain from (5.1)(
r − 2−
r
d1
)2
dr1 ≤
3
2
.
or equivalently
(d1(r − 2)− r)
2 dr−21 ≤
3
2
.
Since dr−21 ≥ 4, it follows that d1(r − 2) − r = 0. This entails r = 4
and d1 = 2. Hence (5.1) reads as
(5.2)
(
3
2
−
4∑
i=2
1
di
)2
d2d3d4 ≤
3
4
.
Since 3
2
−
4∑
i=2
1
di
≥ 3
2
− 3
d2
≥ 0, (5.2) entails(
3
2
−
3
d2
)2
d32 ≤
3
4
.
It follows that d2 = 2. In a similar way, we obtain d3 = 2. Hence (5.1)
becomes (
1
2
−
1
d4
)2
d4 ≤
3
16
.
This implies that d4 = 2 or 3. If d4 = 2, then β = 0 and P
2 = 0, which
contradicts the hypothesis κ(S0) = 2. It remains to consider the case
d4 = 3. Let B
2 = −b. We compute d(D) = 24b − 36 − 8d4, where
d4 = 1 or 2. Thus d(D) is divisible by 4 and not divisible by 3. It
follows from Lemma 5.1 that E is a fork of type (2, 2, n). Suppose that
d4 = 2. Since d(D) < 0 by Lemma 3.1, we obtain b ≤ 2. If b = 2, then
a = −d(D) = 4, which is ruled out by Lemma 5.2. If d4 = 1, then
d(D) < 0 implies b ≤ 1, i.e., B2 ≥ −1. Blowing up points on B ∩ Z4 if
necessary, we may assume that B2 = −1. Let Z4 = T1 + T2, where T2
is a possibly empty linear chain and T1 is the component meeting B.
The divisor F = Z1+2B+Z2 induces a P1-fibration on S for which Z3
and T1 are 2-sections. But this is a contradiction to Lemma 4.2. 
The following result narrows down further the possibilities for D.
Lemma 5.4. With the above notations, the following assertions hold.
(a) B2 = −1 or −2.
(b)
P 2 =
d1d2d3
a
(
1−
1
d1
−
1
d2
−
1
d3
)2
,
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where
0 < d1d2d3
(
1−
1
d1
−
1
d2
−
1
d3
)2
≤
3
2
.
(c) d2 > 2.
(d) d1 ≤ 3, d2 ≤ 5, d3 ≤ 19.
Proof. (a) We have B2 ≤ −1 by Lemma 2.7. If B2 ≤ −3, then d(D) > 0
because
d(D) = −(B2)d1d2d3 − d1d2d3 − d1d2d3 − d1d2d3
≥ (d1 − d1)d2d3 + d1(d2 − d2)d3 + d1d2(d3 − d3) > 0 ,
This is a contradiction to Lemma 3.1.
(b) The assertion follows from Lemma 3.3, (iii) and (iv).
(c) Suppose d2 = 2. Then d1 = 2 since we assumed that d1 ≤ d2 ≤
d3, and Z1 and Z2 consist of single (−2)-curves. If B
2 = −1, then
Z1 + 2B + Z2 defines a P1-fibration on S with a 2-section C3. Hence
a C∗-fibration is induced on S0 and accordingly κ(S0) ≤ 1. This is a
contradiction. Hence B2 = −2 by (a). But then d(D) = 4(d3−d3) > 0.
This is again a contradiction by Lemma 3.1.
(d) The assertion is obtained from the assertion (b) by an elementary
calculation. 
Lemma 5.5. If −2 ≤ Bk (D)2 ≤ − 3
14
, then (K + D + E)2 = −2 or
−3.
Proof. Lemma 5.1 (vii) implies (Bk E)2 < −1 because
∑
e(Ri) ≥∑
1
ri
= δ > 1. Hence, in view of the evaluation of P 2 in the proof
of Lemma 4.1, we have
(K +D + E)2 = P 2 + (BkD)2 + (Bk E)2 <
3
|Γ|
+ (BkD)2 − 1.
Since |Γ| ≥ 2a ≥ 14 by Lemma 5.2 1 and (BkD)2 ≤ − 3
14
by assumption
we get (K+D+E)2 < −1. On the other hand, noting that (BkE)2 ≥
−2 holds in every case and (BkD)2 ≥ −2 by the assumption, we have
(K+D+E)2 > (BkD)2+(BkE)2 ≥ −2−2 = −4. Hence the statement
follows. 
Lemma 5.6. With the notations of Lemma 5.3, let Zi = Zi1 + Zi2 +
· · · + Ziki for 1 ≤ i ≤ 3, where Ziki is a tip of D and Zi1 meets B.
Suppose that B2 = −1 and that k1 = #Z1 ≤ 2. Suppose further that
Z11 is a (−2)-curve. Then Z
2
21 < −2 and Z
2
31 < −2.
1Γ is not abelian because E is a fork. Then Γ/[Γ,Γ] has order equal to d(E).
Hence |Γ| ≥ 2 · |Γ/[Γ,Γ]| ≥ 2d(E).
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Proof. Suppose that Z221 = −2. Let F = Z11 + 2B + Z21. Then the
pencil |F | induces a P1-fibration f on S such that Z31 is a 2-section
and that Z12 and Z22, if they exist, are 1-sections. In the notation of
Lemma 1.5 we have
(∗) Σ = 0,1 or 2 depending on whether none, one or two of Z12 and
Z22 exist.
We put Z ′2 = Z2 − (Z21 + Z22) and Z
′
3 = Z3 − Z31 and note that they
consist of fiber components (if non-empty), and these are the only fiber
components not in F .
Let FE be the fiber containing E. We recall the following conse-
quence of Lemma 1.8.
(∗∗) An S0-component of FE meets D at least twice.
Suppose that FE contains exactly one (−1)-component, say C. Then C
is multiple in FE and does not meet Z12 and Z22. In fact, mult(C) > 2,
for if mult(C) = 2, all other components in FE, including those of E,
are (−2)-curves, which contradicts Lemma 2.17. Hence C · Z31 = 0.
By (∗∗) we must have Z ′2 6= 0, Z
′
3 6= 0 and C · Z
′
2 = C · Z
′
3 = 1. As a
(-1)-component in FE , C does not meet any further component of FE,
and in particular C · E = 0. So, there must exist an S0-component C
′
of FE connecting Z
′
2 + C + Z
′
3 to some other component of FE . Hence
C ′ ·Z ′2 = 1 or C
′ ·Z ′3 = 1, but not both, since otherwise there is a loop in
FE. In a fiber with exactly one (−1)-component the only components
of multiplicity 1 are tips. Since C ′ meets at least two components of
FE, mult(C
′) > 1. Hence C ′ does not meet Z12 and Z22 and, since Z31
is already met by Z ′3, also does not meet Z31. So we have C
′ ·D = 1, in
contradiction to (∗∗). So, FE must contain at least two (−1)-curves,
C1, C2 say.
Suppose that none of C1, C2 nor any other (−1)-component meets
E. Then FE contains a third S0-component C3 which meets E, for
otherwise FE is disconnected. By (∗), the 1-sections Z12, Z22 exist and
C3 is unique. We can therefore contract all (−1)-components and con-
secutively contractible components of FE− (E+C3), without touching
E, until C3 becomes the unique (−1)-component in the fiber. Now
the 1-sections do not meet E and hence there exists a component of
multiplicity 1 not contained in E+C3. By Lemma 1.1 (f), E is a linear
chain. This is a contradiction.
Suppose now that C1 meets E. Suppose also that C1 meets a com-
ponent of FE ∩D. Then C1 is a multiple component, whence C1 ·Z12 =
C1 ·Z22 = 0. Since C1 is a (−1)-component, it meets at most one com-
ponent of FE ∩D and (∗∗) implies that C1 ·Z31 = 1 and mult(C1) = 2.
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Then C2 · Z31 = 0 because Z31 · FE = 2. It also follows that no com-
ponents of Z ′3 are contained in FE . Hence C1 meets a component of
Z ′2. We now have C2 · Z21 = 0 and C2 · Z3 = 0. By (∗∗) we must have
C2 ·Z
′
2 = 1 and C2 ·Z12 = 1. In particular, it follows that mult(C2) = 1.
Suppose that C1 and C2 are the only S0-components of FE . We contract
C2 and consecutively contractible components of C2+Z
′
2 until C1 is the
only (−1)-curve in the fiber. The image of Z12 meets a component of
the image of Z ′2, hence this component has multiplicity 1. By Lemma
1.1 (f), E is a linear chain. This is not the case. Hence FE contains a
third S0-component C3. But now C3 ·Z12 = C3 ·Z22 = C3 ·Z3 = 0. By
(∗∗), C3 meets Z
′
2 at least twice. This is impossible.
So, C1 as well as any (−1)-component in FE meeting E does not meet
a component of FE ∩D. If C1 meets a 1-section, mult(C1) = 1. If C1
does not meet the 1-sections, then it must meet Z31 at least twice. In
particular, mult(C1) = 1 in any case. Suppose that C2 meets E. Then
mult(C2) = 1 as well. Suppose that C2 · Z31 = 0. Then it follows from
(∗∗) that C2 · Z12 = C2 · Z22 = 1 and C1 · Z31 = 2. As a consequence,
Z ′2 and Z
′
3 are not part of FE . If C1, C2 are the only (−1)-curves in
FE , then FE , and hence E, is a linear chain, which is not the case. So,
there exists a third (−1)-curve C3 in FE . C3, like C1 and C2, meets only
sections of the fibration contained in D since Z ′2 and Z
′
3 are not part of
FE . Each Ci meets L = Z12+Z22+Z31 at least twice. Thus L ·FE ≥ 6,
while L · FE = 4, a contradiction. So C2 · Z31 > 0 and, by symmetry,
C1 · Z31 > 0. Therefore C1 · Z12 = C1 · Z31 = C2 · Z22 = C2 · Z31 = 1
and Z ′2 and Z
′
3 are not part of FE. By the argument above there exists
a C3. But now C3 ·D = 0; a contradiction. So C2 ·E = 0. There must
exist a third S0-component C3 in FE such that C3 ·E = 1, for otherwise
the fiber is disconnected. If C23 = −1, then we reach a contradiction by
the above argument where we replace C2 by C3. Hence the only (−1)-
curves in FE are C1 and C2. Therefore mult(C2) > 1, for otherwise FE
is a chain, and so C2 · Z12 = 0. Clearly, C2 · Z2 = C2 · Z
′
2 ≤ 1, and
by (∗∗), C2 meets Z3. It is clear that C2 · Z3 ≤ 1, so C2 · Z3 = 1 and
C2 · Z
′
2 = 1. It follows that C1 · Z2 = 0. If C1 meets Z31 twice, then
Z ′3 * FE and C2 ·Z3 = 0, a contradiction. Hence C1 ·Z31 = C1 ·Z12 = 1.
Also C2 · Z31 = 0. Hence C2 connects Z
′
2 and Z
′
3. Now C3 does not
meet Z12 and Z22. Also C3 ·Z31 = 0 since Z31 meets C1 and Z32 which
is in the fiber. Thus C3 must meet Z
′
2 and Z
′
3. We now have a loop in
FE , which is a contradiction. 
Lemma 5.7. B2 = −1.
Proof. Suppose this is not the case. By Lemma 5.4 we have B2 = −2.
We use the notations of Setup 2.1. We have Qi = Zi for i = 1, 2, 3 and
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Q0 = E. Consider the decomposition
KS +Q = KS +Q
# + Bk (Q) .
We compare KS + Q
# with P = KS + (D + E)
#. Since (KS + Q
#) ·
Cj = P · Cj = 0 for every component Cj of D + E − B, we have
KS + Q
# = αP for some α ∈ Q. Note that P is a nef Q-divisor.
Suppose that κ(Y ) = −∞. Then α < 0, for otherwise KS +Q
# is nef,
which would imply κ(Y ) ≥ 0. Hence we have
(KS +Q) · B = KS · B + 3 = α(P · B) + (Bk (Q) · B) <
3∑
i=1
c˜i ,
where P · B > 0 for otherwise P is numerically equivalent to zero and
c˜i denotes the coefficient of Zi1 in Bk (Zi). Since c˜i ≤ 1, we obtain
KS · B < 0. This is a contradiction because KS · B = 0 as B ≃ P
1.
Thus κ(Y ) ≥ 0. The pair (S,Q) is almost minimal by Lemma 2.2,
where one uses the condition (i). We apply the BMY-inequality to
(S,Q). Note that every Zi contracts to a cyclic quotient singularity
whose local fundamental group has order di. Since χ(Y ) = −1, we
have
1
d1
+
1
d2
+
1
d3
+
1
|Γ|
≥ 1 .
By Lemma 5.2, we have |Γ| ≥ 2a ≥ 14. Hence we obtain
(5.3)
1
d1
+
1
d2
+
1
d3
≥
13
14
,
where 2 ≤ d1 ≤ 3 and 3 ≤ d2 ≤ 5 by Lemma 5.4 (c). Now (5.3) gives
d3 ≤ 10. Suppose d1 = 2. If d2 = 5 then (5.3) gives d3 ≤ 4, which is a
contradiction to the hypothesis d2 ≤ d3. Suppose d2 = 4. Then d3 ≤ 5
by (5.3). Let di be the determinant of the chain Zi2 + Zi3 + . . .+ Ziki.
By Lemma 3.1, we have
(5.4) d(D) = d1d2d3(−B
2 −
∑ di
di
) < 0 ,
whence
∑
di
di
> 2 by the assumption B2 = −2. Since d2 = 4, Z2
consists of three (−2)-curves or a single (−4)-curve. Accordingly, we
have d2
d2
= 3
4
or 1
4
. In the latter case, we have d(D) > 0, which is not the
case. Hence (5.4) gives d3
d3
> 3
4
. Hence d3 6= 4, whence d3 = 5. Further,
d3 = 4 follows as 1 ≤ d3 ≤ 4. Now all these values give d(D) = −2,
which contradicts Lemma 5.2 as a = −d(D). Suppose d2 = 3. Then
d2 = 2, for otherwise d(D) > 0. We find
d3
d3
> 5
6
. This implies that Z3
begins with at least five (−2)-curves and that #Z3 > 5. From (5.3), we
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obtain d3 ≤ 10. If Z3 contains a (≤ −3)-curve, then d3 ≥ d(R) = 13,
where R is the linear chain
❞ ❞ ❞ ❞ ❞ t
−2 −2 −2 −2 −2 −3
Hence Z3 is a linear chain of (−2)-curves of length k with 6 ≤ k ≤ 9.
We compute d(D) = −k + 5. Hence a = k − 5 ≤ 4, which contradicts
Lemma 5.2. Now assume that d1 = 3. (5.3) gives d2 = d3 = 3. None
of the Zi is a single (−3)-curve, for otherwise d(D) ≥ 0. Hence each Zi
consists of two (−2)-curves. We compute d(D) = 0, which is not the
case. 
Lemma 5.7 and Lemma 5.4 (d) allow us to list all possible config-
urations for D, with the self-intersection numbers of all components
included. Once we determine D, we can compute a = −d(D) and then
find finitely many possibilities for E with the help of Lemma 5.1. Then
we know b2(S) and hence K
2
S
by Noether’s formula, in fact
b2(S) = #D +#E = 10−K
2
S
.
Further, we can compute (KS + D + E)
2 since we also know KS · D,
KS · E, P
2 by using (b) of Lemma 5.4, Bk (D)2 and Bk (E)2. Most of
the cases are ruled out by Lemma 5.5. In the remaining cases, we check
if all these numbers satisfy the equality in the Zariski-decomposition
formula
(KS +D + E)
2 = P 2 + Bk (D)2 + Bk (E)2 .
We find that the equality is not satisfied in each of the remaining listed
cases.
We begin with listing the cases with d2 = 2, d3 = 3. We do not
present the dual graphs of E which can be easily determined by the
use of Lemma 5.1. In the main table below, we give the columns
(−Z231,−Z
2
32, . . .), d3, −d(D) = a, #E, b2(S) and (K + D + E)
2. In
the more detailed table we add Bk(D)2,Bk E2, P 2. We will omit the
cases which can be excluded by Lemma 5.2. Further, we abbreviate a
sequence like (3, 3, 2, 2) as (32, 22).
Lemma 5.8. Suppose that d1 = 2 and d2 = 3. Then the following cases
in Table 1 exhaust all possibilities. Here k denotes a non-negative
integer.
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(−Z231, . . . ) d3 −d(D) #E b2(S) K · E (K +D + E)
2
(3, 3) 8 10 6 11 1 −2
(3, 4) 11 13 6 11 1 −2
(3, 5) 14 16 5 10 1 1
(3, 5) 14 16 k + 4 k + 9 3 3− k
(3, 5) 14 16 k + 6 k + 11 1 −1− k
(3, 6) 17 19 5 10 3 4
(4, 3) 11 7 6 11 1 −1
(4, 4) 15 9 5 10 1 1
(4, 5) 19 11 7 12 1 0
(3, 22) 7 11 7 13 1 −5
(32, 2) 13 17 5 11 2 −1
(3, 4, 2) 19 23 5 11 2 0
(4, 22) 10 8 k + 4 k + 10 1 −k − 1
(4, 2, 3) 17 13 6 12 1 −2
(4, 3, 2) 18 12 4 10 1 0
(4, 3, 2) 18 12 k + 4 k + 10 2 −k + 1
(4, 3, 2) 18 12 k + 5 k + 11 1 −k − 1
(3, 23) 9 15 4 11 2 −2
(3, 22, 3) 16 26 7 14 1 −5
(3, 2, 3, 2) 19 29 4 11 4 1
(32, 22) 18 24 7 14 1 −5
(32, 22) 18 24 k + 4 k + 11 5 −k − 2
(32, 22) 18 24 k + 8 k + 15 1 −k − 6
(4, 23) 13 11 7 14 1 −5
(5, 23) 17 7 6 13 1 −3
(3, 24) 11 19 5 13 3 −3
(4, 24) 16 14 5 13 2 −3
(3, 25) 13 23 5 14 2 −5
(4, 25) 19 17 5 14 2 −4
(3, 26) 15 27 5 15 2 −6
(3, 27) 17 31 8 19 1 −11
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In the cases where (K + D + E)2 = −2 or -3, the additional data of
P 2, (BkD)2 and (Bk E)2 are given in the Table 1bis below.
(−Z231, . . . ) d3 −d(D) #E P
2 (BkD)2 (BkE)2
(3, 3) 8 10 6 1
120
−29
24
−8
5
(3, 4) 11 13 6 25
858
−73
66
−23
13
(3, 5) 14 16 k + 4 1
21
−22
21
−5
4
(3, 5) 14 16 k + 6 1
21
−22
21
−7
4
(4, 22) 10 8 k + 4 1
30
−23
15
−3
2
(4, 2, 3) 17 13 6 121
1326
−127
102
−23
13
(4, 3, 2) 18 12 k + 4 1
9
−13
9
−4
3
(4, 3, 2) 18 12 k + 5 1
9
−13
9
−5
3
(3, 23) 9 15 4 1
90
−29
18
−6
5
(32, 22) 18 24 k + 4 1
18
−14
9
−7
6
(32, 22) 18 24 k + 8 1
18
−14
9
−11
6
(5, 23) 17 7 6 11
714
−163
102
−11
7
(3, 24) 11 19 5 25
1254
−109
66
−26
19
(4, 24) 16 14 5 25
336
−79
48
−10
7
None of the above cases exists.
Proof. By Lemma 5.4 (b), we have
6d3
(
1
6
−
1
d3
)2
≤
3
2
.
¿From this follows d3 ≤ 19. Now we have
β = B · P = 1−
1
d1
−
1
d2
−
1
d3
> 0
which implies d3 > 6. So, 7 ≤ d3 ≤ 19. By Lemma 5.7, B
2 = −1. Then
Z2 is a single (−3)-curve by Lemma 5.6. We find d(D) = d3 − 6d3. It
follows that d3 > 1, for otherwise d(D) > 0 as d3 ≥ 7. By Lemma 5.6,
Z231 ≤ −3. We have also Z
2
31 > −7 for otherwise
d3
d3
≤ 1
6
which leads to
d(D) ≥ 0.
The first column of Table 1 above gives all the cases for Z3. We omit
most of the details, which are elementary and similar to the arguments
given further on for other values of d1, d2. In each case the assumptions
of Lemma 5.5 are satisfied since Bk (D)2 = −1
2
− 1
3
− d3
d3
= −5
6
− e3
where e3 is the capacity of Z3 and 0 < e3 < 1. In some cases, we have
(K +D + E)2 = −2 or −3. We then compute P 2, (Bk (E))2,Bk (D)2,
etc. in Table 1bis. For all possibilities E is unique, except for a = 12,
a = 16 and a = 24. These cases are explained in the graphs below,
where a circle without assigned weight corresponds to a (−2)-curve.
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❞ t ❞
❞
−3
a = 12, (BkE)2 = −4
3
t ❞ ♣ ♣ ♣ ♣ ♣ ♣ ❞ ❞
❞
❞
−4
︸ ︷︷ ︸
k≥0
a = 12, (Bk E)2 = −4
3
❞ t ❞ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ❞ ❞
❞
❞
−3
︸ ︷︷ ︸
k≥0
a = 12, (BkE)2 = −5
3
❞ t ❞
❞
❞
−3
a = 16, (BkE)2 = −19
12
t ❞ ♣ ♣ ♣ ♣ ♣ ♣ ❞ ❞
❞
❞
−5
︸ ︷︷ ︸
k≥0
a = 16, (Bk E)2 = −5
4
❞ ❞ t ❞ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ❞ ❞
❞
❞
−3
︸ ︷︷ ︸
k≥0
a = 16, (BkE)2 = −7
4
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❞ ❞ ❞ ❞ t ❞
❞
−3
a = 24
t ❞ ♣ ♣ ♣ ♣ ♣ ♣ ❞ ❞
❞
❞
−7
︸ ︷︷ ︸
k≥0
a = 24, (Bk E)2 = −7
6
❞ ❞ ❞ ❞ t ❞ ♣ ♣ ♣ ♣ ♣ ♣ ❞ ❞
❞
❞
−3
︸ ︷︷ ︸
k≥0
a = 24 (BkE)2 = −11
6
With these data, we can check if the formula (K +D +E)2 = P 2 +
(BkD)2+(BkE)2 is satisfied and find out that none of the cases satisfies
the equality. 
Lemma 5.9. (1) Suppose that d1 = 2 and d2 = 4. Then the fol-
lowing cases in Table 2 exhaust all possibilities. Here k denotes a
non-negative integer.
(−Z231, . . .) d3 −d(D) b2(S) (BkD)
2 (Bk E)2 P 2 (K +D + E)2
(3, 3) 8 8 k + 9 −9
8
−3
2
1
8
1− k
(3, 22) 7 10 12 −41
28
−8
5
9
140
−3
(3, 23) 9 14 12 −55
36
−10
7
25
252
−2
(2) Suppose that d1 = 2 and d2 = 5. Then the following cases exhaust
all possibilities.
(i) Z2 is a (−5)-curve and Z3 = Z31 + Z32 with Z
2
31 = −3 and
Z232 = −2.
(ii) Z2 = Z21+Z22 with Z
2
21 = −3 and Z
2
22 = −2. Z3 is a (−6)-curve
or Z3 = Z31 + Z32 with Z
2
31 = −3 and Z
2
32 = −2.
None of the above cases exists.
Proof. (1) In the case d1 = 2 and d2 = 4, we have
8d3
(
1
4
−
1
d3
)2
≤
3
2
and β = P · B =
1
4
−
1
d3
> 0 .
Hence we have 5 ≤ d3 ≤ 9. By Lemma 5.6, Z2 consists of a single
(−4)-curve. Since B2 = −1 by Lemma 5.7, we find d(D) = 2d3 − 8d3.
This implies d3 > 1, for otherwise d(D) > 0 as d3 ≥ 5.
SINGULARITIES OF A HOMOLOGY PLANE OF GENERAL TYPE 55
(2) In the case d1 = 2 and d2 = 5 we have
10d3
(
3
10
−
1
d3
)2
≤
3
2
,
whence d3 = 5 or 6 as d2 ≤ d3. Suppose #Z2 = 1. Then #Z3 > 1,
for otherwise d(D) > 0. In view of Lemma 5.6 we have only one case
to consider, which is Z231 = −3 and Z
2
32 = −2. Then d3 = 5 and
a = −d(D) = 5. This is a contradiction by Lemma 5.2. Suppose
that #Z2 = 2. Then Z
2
21 < −2 by Lemma 5.6. Hence Z
2
21 = −3
and Z222 = −2. If Z3 is a single (−5)-curve, then this is the case
(i) with Z2 and Z3 interchanged. By Lemma 5.6, Z
2
31 < −2. So,
either Z231 = −3, Z
2
32 = −2 or Z3 is a single (−6)-curve. In the first
case, we have a = 15. So, #E = 4 and K · E = 2. We compute
b2(S) = 10, K
2 = 0 and (K+D+E)2 = −1. This is a contradiction by
Lemma 5.5. In the second case, a = 4 which is a contradiction again
by Lemma 5.2. 
The remaining case is d1 = 3. In this case, we make a case by case
argument.
Lemma 5.10. No case exists with d1 = 3.
Proof. Assume d1 = 3.
Step 1. By Lemma 5.4 (b), we have
(5.5) 3d2d3(
2
3
−
1
d2
−
1
d3
)2 ≤
3
2
.
Since
β = B · P =
2
3
−
1
d2
−
1
d3
≥
2
3
−
2
d2
≥ 0 ,
(5.5) yields
3d22(
2
3
−
2
d2
)2 ≤
3
2
.
Hence (d2 − 3)
2 ≤ 9
8
and we find d2 = 3 or 4. Now it is easy to
determine d3 and we finally have to consider the following cases for
the triple (d1, d2, d3) : (3, 3, 3), (3, 3, 4), (3, 3, 5), (3, 3, 6), (3, 4, 4). In the
case (3, 3, 3), P 2 = 0 by Lemma 5.4 (b). Hence we can exclude it.
Step 2. Suppose that (d1, d2, d3) = (3, 3, 4). Suppose that Z3 is
a single (−4)-curve. Then one of Z1 and Z2, say Z1, consists of two
(−2)-curves, for otherwise d(D) > 0. Then Z2 is a single (−3)-curve
by Lemma 5.6. We find d(D) = −9, b2(S) = 10, K
2 = 0, K · D = 2
and K · E = 1. Hence (K + D + E)2 = −1. Since (Bk D)2 = −5/4,
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this is a contradiction by Lemma 5.5. Suppose that Z3 consists of
(−2)-curves. Then Z1 and Z2 are single (−3)-curves by Lemma 5.6.
We find d(D) = −15, b2(S) = 10, K
2 = 0, K · E = 2 and K · D = 1.
Thus (K + D + E)2 = −1. Since (Bk D)2 = −17/12, we come to a
contradiction as above.
Step 3. Suppose that (d1, d2, d3) = (3, 3, 5). Suppose that Z3 is a
single (−5)-curve. Then one of Z1 and Z2, say Z1, consists of (−2)-
curves, for otherwise d(D) > 0. Then Z2 is a single (−3)-curve by
Lemma 5.6. We find d(D) = −9. Now b2(S) = 10, K
2 = 0, K · E = 1
and K ·D = 3. Hence (K+D+E)2 = 0, a contradiction by Lemma 5.5
since (Bk D)2 = −6/5. Suppose that Z231 = −2 and Z
2
32 = −3. Then
Z1 and Z2 are single (−3)-curves by Lemma 5.6. We find d(D) = −12.
We have 3 possibilities of E in case a = 12 whose dual graphs are listed
in the proof of Lemma 5.9.
In the first case, #E = 4, K · E = 1 and (Bk D)2 = −16
15
. We find
(K + D + E)2 = 0, which is a contradiction by Lemma 5.5. In the
second case, #E = k + 4 and K ·E = 2. Thus (K +D +E)2 = 1− k.
We find (Bk E)2 = −4
3
, (Bk D)2 = −16
15
and P 2 = 1
15
. These data do
not satisfy the formula for the Zariski decomposition. In the third case,
#E = k+5, K ·E = 1, (BkE)2 = −5
3
, (BkD)2 = −16
15
and P 2 = 1
15
. This
again gives a contradiction. Suppose that Z231 = −3 and Z
2
32 = −2. If
Z1 and Z2 are single (−3)-curves, then a = 3 which contradicts Lemma
5.2. So, one of Z1 and Z2, say Z1, is a single (−3)-curve and the second
one consists of (−2)-curves. Then a = 18 and this again contradicts
Lemma 5.2. Suppose finally that Z3 consists of (−2)-curves. Then Z1
and Z2 are single (−3)-curves by Lemma 5.6. We find a = 21. In this
case, the corresponding E is of type (2, 3, 3) with h = 3 and two 3-twigs
consisting of single (−3)-curves. Then we have b2(S) = 11, K · E = 3,
K ·D = 1. Hence (K +D +E)2 = −1. Since (BkE)2 = −22
15
we get a
contradiction by Lemma 5.5.
Step 4. Suppose that (d1, d2, d3) = (3, 3, 6). Suppose that Z3 is
a single (−6)-curve. Then one of Z1, Z2 is a single (−3)-curve and
the second one consists of (−2)-curves. We find a = 9, K · E = 1,
K · D = 4, b2(S) = 10. We find (K + D + E)
2 = 1; a contradiction
since (Bk E)2 = −7
6
. Suppose that Z3 consists of (−2)-curves. Then
both Z1, Z2 are single (−3)-curves by Lemma 5.6. We find a = 27.
Then E is of type (2, 3, 3) with h = 3 and two 3-twigs consisting of a
single (−3)-curve and a chain of two (−2)-curves. Hence b2(S) = 13,
K ·E = 1, K ·D = 1. We find (K +D+E)2 = −4; a contradiction by
Lemma 5.5 since (Bk E)2 = −3
2
.
SINGULARITIES OF A HOMOLOGY PLANE OF GENERAL TYPE 57
Step 5. Suppose that (d1, d2, d3) = (3, 4, 4). Suppose that Z1 is a
single (−3)-curve. If Z2 and Z4 are (−4)-curves, then d(D) = 8, which
contradicts Lemma 3.1. Suppose that Z2 and Z3 are chains of (−2)-
curves of length 3. Then a = 40, and E is of type (2, 2, n) by Lemma
5.1. Then we compute
(K +D + E)2 = P 2 + (BkD)2 + (Bk E)2
=
1
30
−
11
6
−
(
1 +
1
10n
+
n˜
n
)
= −
28n + 1 + n˜
10n
.
Since (K + D + E)2 is an integer, n divides n˜ + 1. Since n ≥ n˜ + 1,
we have n = n˜ + 1, which implies that n-chain of E consists of (−2)-
curves. Then (K +D + E)2 = −29
10
, a contradiction. Hence one of Z2
and Z3, say Z2, is a single (−4)-curve and the second one consists of
(−2)-curves. Let F = Z2 + 4B + 3Z31 + 2Z32 + Z33. F gives rise to a
P1-ruling of S. D − Supp (F ) = Z1 and Z1 is a 4-section of the ruling.
We get contradiction with Lemma 4.2 (c).
Suppose next that Z1 consists of (−2)-curves. Then Z2 and Z3 are
single (−4)-curves by Lemma 5.6. We find a = 8. By Lemma 5.1, the
corresponding E is of type (2, 2, n) with n+2 = n(h−1). This implies
that h = 2 and n = n+2. Hence E has the dual graph as given below.
t ❞ ♣ ♣ ♣ ♣ ♣ ♣ ❞ ❞
❞
❞
−3
︸ ︷︷ ︸
k≥0
a = 8
Then we have
P 2 + (BkE)2 + (BkD)2 =
1
6
−
3
2
−
7
6
which is not an integer. Hence this case does not take place. This
completes the first proof of Theorem 1. 
6. Second proof of Theorem 1
It follows from Lemma 4.3 that D is star-shaped. We now use some
results from the theory of normal affine surfaces with a C∗-action such
that there is a unique fixed point and the closure of any orbit passes
through the fixed point. We say that the C∗-action is good.
Now we can find a normal affine surface V with a good C∗-action
satisfying the following conditions:
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(1) The C∗-action has a unique fixed point p.
(2) V has an MNC-completion V such that the boundary divisor
∆ := V \ V is a star-shaped divisor whose weighted dual graph
is the same as that of D.
(3) The C∗-action on V extends to V .
For the existence of such a surface V , see [P, Thm. 2.1]. Recall,
with our initial set-up and notations, that H1(S
′ \ {q},Z) is finite and
isomorphic to the divisor class group of S ′. We use V to analyze the
maximal abelian unramified covering T → S ′ \ {q}. Let U be a small
contractible neighborhood of q in S ′. From the isomorphism H1(U \
{q},Z)→ H1(S ′ \ {q},Z), we deduce, by making use of covering space
theory, that the normalization T ′ of S ′ in the function field of T is
obtained by adding a point p to T which lies over q. Since KS′ is
a torsion divisor in the divisor class group of S ′, we see that KT is
a trivial line bundle and p is a rational double point. Let T be an
MNC-completion of T ′ which is smooth outside p. Set D˜ := T \ T ′.
Let N be a suitable small tubular neighborhood of D in S. Its inverse
image N˜ is a small tubular neighborhood of D˜ in T . The natural map
N˜ \ D˜ → N \D is a topological covering of degree a, which is equal to
the order of H1(S
′ \{q},Z). It is well-known that N is obtained by the
process of plumbing of disc-bundles on the irreducible components of
D, and the 4-manifold with boundary, N , is uniquely determined by the
weighted dual graph ofD. It follows that ∆ has a tubular neighborhood
N∞ in V which is C
∞-diffeomorphic to N . The first homology groups
H1(S
′ \ {q},Z), H1(N \ D,Z), H1(V \ {p},Z), H1(N∞ \ ∆,Z) are all
naturally isomorphic. We consider the maximal abelian unramified
coveringW ′ → V \{p}. LetW be the normalization of V in the function
field of W ′. It is easy to see that W admits a good C∗-action such that
W → V is an equivariant morphism. W has an MNC-completion X
such that X is smooth outside W and ∆˜ := X \W is a star-shaped
divisor. This implies that D˜ is also star-shaped. To see this, we may
use a result about plumbed 4-manifolds M which says that if M is not
a lens space, the boundary 3-manifold ∂M determines the weighted
divisor [Ne, Theorem 5.1]. In our situation, even the fundamental
group of the 3-manifold ∂N˜ is infinite, hence it is certainly not a lens
space.
Remark 6.1. It is possible to give an elementary proof that D˜ is
star-shaped without using Neumann’s result.
As in the proof of Lemma 2.17, there is a canonical divisor KT
supported on D˜. Let D˜0 be the unique branch curve in D˜. Since
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χ(S0) = 0, we have χ(T ) = 0. If D˜0 is a rational curve, then we see
easily that H1(N˜ \ D˜,Z) is finite and hence by a suitable Lefschetz
theorem H1(T
′,Z) is also finite [N, Corollary 2.3]. This easily implies
that T ′ is a Q-homology plane which is Gorenstein. Then we arrive at
a contradiction as in the proof of Lemma 2.17.
Now we assume that D˜0 is not rational. As in the proof of Lemma
2.17, we see that there is an effective canonical divisor supported on
D˜. Since D˜ does not contain a (−1)-curve, we see that a minimal
resolution of singularities T˜ of T has no (−1)-curve. In fact, if C is
a (−1)-curve, C is not contained in D˜ or in the the exceptional locus
E˜. So, C · D˜ > 0, which contradicts C · KT˜ = −1. Hence T˜ is a
smooth minimal projective algebraic surface. By a similar reason, it
also follows that T˜ is not ruled or rational. First we prove the following
result.
Lemma 6.2. If p is a smooth point of T ′, then Theorem 1 is true.
Proof. In this case the local π1 at q is a finite abelian group. This
implies that the local π1 is actually finite cyclic by the well-known
results about small finite subgroups of GL(2,C). Hence Theorem 1 is
proved if p is a smooth point. 
In view of this result, we will assume that p is not a smooth point.
Lemma 6.3. T˜ is a surface of general type.
Proof. We use the classification of minimal algebraic surfaces. T˜ cannot
be an abelian surface since p is not a smooth point and the exceptional
divisor obtained by resolving p is a tree of rational curves contained in
T˜ . Suppose that T˜ is a K-3 surface. Then T˜ is simply-connected. It is
not difficult to see that the components of D˜ are rationally independent
in the homology of T˜ . From this we see that T ′ is a Q-homology plane,
and arrive at a contradiction as T˜ is rational. Now it follows that KT˜
is not trivial, and hence a strictly positive divisor supported on D˜.
Suppose that T˜ is an elliptic surface. Let F be a general fiber of the
elliptic fibration. Then F 2 +K · F = 0 and F 2 = 0. Hence K · F = 0.
But D˜ being ample, F has to meet D˜, so that K · F > 0. This proves
the result. 
Now K2
T˜
> 0. We will now use the BMY-inequality. Using χ(T ′) = 0
and the arguments so far, we can see that the pair (T˜ , D˜) is strongly
minimal in the sense of [Mi, 4.9]. This is proved in the same way
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as Lemma 1.6 (see also the proof of Lemma 7.3 below). Note that p
is a rational double point and accordingly E˜# = 0. Now the BMY-
inequality gives
(KT˜ + D˜
#)2 ≤
3
|G|
,
where G is the local π1 at p and |G| is at least 2. Note that KT˜ + D˜
#
is written as KT˜ + D˜0 + D˜
′, where D˜0 is the branching component of
D˜ and D˜′ is an effective Q-divisor supported on the maximal twigs of
D˜. Hence (KT˜ + D˜
#) · D˜′ = 0. Expanding the LHS, we have
LHS = (K
T˜
+ D˜#) · (K
T˜
+ D˜0)
= K2
T˜
+ 2K
T˜
· D˜0 + D˜
2
0 + D˜0 · D˜
′ ,
where D˜0 · D˜
′ ≥ 0. Clearly K2
T˜
> 0 is an integer by Lemma 6.3. Since
KT˜ is nef, KT˜ · D˜0 ≥ 0 and KT˜ · D˜
′. But T˜ is a minimal surface of
general type, whence KT˜ · D˜0 = 0 would imply that D˜0 is a (−2)-curve.
But this is not true. Therefore, KT˜ · D˜0 > 0. Thus, the LHS is at least
2. This contradicts the BMY-inequality. Hence p is a smooth point
and Theorem 1 is proved.
7. Proof of Theorem 2
We shall deduce Theorem 2 from Theorem 1 and the following result,
where the assumptions are slightly more general than in Theorem 2,
but which otherwise is essentially a restatement of Theorem 2 without
the conclusion that Aut(V ) is cyclic.
Theorem 7.1. Let X be a smooth homology plane of general type. Let
G be a nontrivial subgroup of Aut(X). Then the following assertions
hold.
(1) There exists a unique fixed point P of X under the G-action
and G acts freely on X \ {P}.
(2) G is a small finite subgroup of GL(2,C) (in the induced action
on the tangent space at P ).
(3) The quotient surface X ′ = X/G has a unique singular point Q
and the local fundamental group at Q is G.
(4) If X is contractible, equivalently if X is simply connected, then
π1(X0) = G, where X0 = X
′ \ {Q}.
We need the following lemmas.
Lemma 7.2. Let X and G be as above. Then the quotient X ′ = X//G
is Z-acyclic.
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Proof. This is a standard result in Smith Theory of finite group actions
on simplicial complexes. It is well-known that any complex algebraic
variety is triangulable [Gi]. Clearly the corresponding simplicial com-
plex is finite dimensional. Since X is Z-acyclic, by ([Br], Chapter 3,
Theorem 5.4) X/G is also Z-acyclic. 
Lemma 7.3. Let X be as above. Then there are no contractible curves
on X.
Proof. Suppose that there exists a contractible curve C on X . Set
Y = X \ C. Then Y is a smooth affine surface of general type. Let
Z be an almost minimal model of Y . Since Y is affine, Z is an open
set of Y and Y \ Z is a disjoint union of affine lines [GM]. Then
χ(Z) ≤ χ(Y ) = 0. Meanwhile, the BMY-inequality implies χ(Z) > 0,
which is a contradiction. 
Lemma 7.4. Let X be a homology plane with an effective action of a
cyclic group H of prime order. Then we have :
(1) The fixed point locus XH is connected.
(2) If dimXH = 1 then XH is an affine line.
Proof. See [MS, Lemma 1.5]. 
Proof of Theorem 7.1. It is well known that Aut(X) is finite (since
κ(X) = 2). We now proceed in several steps.
Step 1. By Lemma 7.2 χ(X ′) = 1. We claim that there is a point
P ∈ X with nontrivial isotropy group. In fact, otherwise the quotient
morphism q : X → X ′ is an e´tale finite morphism. Hence χ(X) =
|G|χ(X ′). Since χ(X) = χ(X ′) = 1 this is a contradiction.
Step 2. Let P ∈ X be a point with nontrivial isotropy group HP .
Then the tangential representation of HP on TX,P does not contain a
pseudo-reflection. In fact, if an element h is a pseudo-reflection, we may
assume that h has prime order p. Let H be the cyclic group generated
by h. Then dimXH = 1. Now XH is an affine line by Lemma 7.4, and
this is impossible by Lemma 7.3. This implies that XHP is a single
point.
Step 3. Let Q = q(P ). Then q−1(Q) consists of n points P1, . . . , Pn,
where P1 = P and n = [G : HP ]. We shall show that there is a unique
point P with nontrivial isotropy group, which becomes a fixed point
under G. In fact, let {P11, . . . , P1n1 , P21, . . . , P2n2, . . . , Pr1, . . . , Prnr}
exhaust all points of X with nontrivial isotropy groups, where Pi1, . . . ,
Pini have conjugate isotropy groups for 1 ≤ i ≤ r. Then Pi1, . . . , Pini
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are mapped to the same point Qi of X
′. Since q : X \{P11, . . . , Prnr} →
X ′ \ {Q1, . . . , Qr} is an e´tale finite morphism, we have the equality
χ(X) − (n1 + · · · + nr) = |G|(χ(X
′) − r). Let mi be the order of the
isotropy group of Pi1. Then nimi = |G|. Since χ(X) = χ(X
′) = 1, we
deduce the equality
r − 1 =
1
m1
+ · · ·+
1
mr
−
1
|G|
.
Since mi ≥ 2, we have
r − 1 ≤
r
2
−
1
|G|
<
r
2
.
Hence r = 1 since r > 0 by step 1. So, r = 1 and m1 = |G|, i.e. there
is a unique isotropy group and it is a G-fixed point. This proves the
assertion (1).
Step 4. We shall prove the remaining assertions. Let ρ : G →
GL(2,C) be the tangential representation at the point P . Then ρ is
injective. In fact, if g is in the kernel of ρ, then g acts trivially on the
completion of OX,P , and hence on OX,P . Hence g is the identity. By
step 2, G is a small finite subgroup of GL(2,C). Let Q = q(P ). Then
q : X \ {P} → X ′ \ {Q} is a Galois e´tale covering with group G. Also,
q induces a covering U → U ′, where U is a simply connected punctured
neighborhood of P and U ′ a punctured neighborhood of Q. This proves
(3). Under the assumptions of (4), X \ {P} is simply connected, so
π1(X
′ \ {Q}) = G. ✷
Proof of Theorem 2. All statements except that Aut(V ) is cyclic
follow from Theorem 7.1. In particular, Aut(V ) is the local fundamen-
tal group at q. Now V ′ = V/Aut(V ) is Z-acyclic by Lemma 7.2 and
κ(V ′ \ {q}) = κ(V \ {p}) = κ(V ) = 2. Hence Aut(V ) is cyclic by
Theorem 1. ✷
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