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Abstract
The inverse of the dispersion matrix plays an important role in mixed model analysis.
Searle and Henderson [J. Amer. Statist. Assoc. 74 (1979) 465] showed that for a general
balanced mixed ANOVA model, such an inverse can be expression in the same form as the
dispersion matrix, i.e., a linear combination of Kronecker products. However, the coefficients
of such a linear combination are given in a way that it is not easy to see what each coefficient
is. In this paper, we give explicit expressions for these coefficients. An application of the result
is considered.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The mixed linear models have found broad applications. One special class of
mixed linear models are those with balanced data [8, Section 4]. These models are
also known as mixed models of the analysis of variance, or mixed ANOVA model.
A balanced r-factor mixed ANOVA model can be expressed as
y = Xβ +
∑
i∈S
Ziαi + 	, (1)
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where y is a N × 1 vector of observations; β is a p × 1 vector of unknown regres-
sion coefficients (the fixed effects); αi is a mi × 1 vector of unobservable random
variables, i ∈ S (the random effects); and 	 is a vector of errors. It is assumed that
the random vectors αi , i ∈ S, 	 are uncorrelated with E(αi) = 0, Var(αi) = σ 2i Imi ,
E(	) = 0, Var(	) = σ 20 IN , where In represents the n-dimensional identity matrix.
Furthermore, the matrices X and Zi’s have the following expressions (e.g., [6,8]):
X =⊗r+1q=1 1dqnq with d = (d1, . . . , dr+1) ∈ Sr+1 = {0, 1}r+1, Zi =⊗r+1q=1 1iqnq with
i = (i1, . . . , ir+1) ∈ S ⊂ Sr+1, where ⊗ denotes the operation of Kronecker prod-
uct, nq is the number of levels for factor q, 1n represents the n-dimensional vector of
1’s, 10n = In, and 11n = 1n. Note that the (r + 1)th factor in fact corresponds to “rep-
etition within cells”. As a consequence, we must have dr+1 = 1 and ir+1 = 1, i ∈ S.
We also use 0 for the element (0, . . . , 0) in Sr+1, and let S = {0} ∪ S. WLOG, we
assume that X is of full rank, i.e., rank(X) = p. The variance–covariance matrix
of y, i.e., the dispersion matrix, then has the form
=σ 20 IN +
∑
i∈S
σ 2i ZiZ
′
i
=
∑
i∈Sr+1
λi
r+1⊗
q=1
J
iq
nq , (2)
where Jn represents the n× n matrix of 1’s, J 0n = In, and J 1n = Jn; λi = σ 2i if i ∈ S,
and λi = 0 if i /∈ S.
The inverse of the dispersion matrix plays an important role in mixed model anal-
ysis. For the most part, every expression of an estimator, explicit or implicit, for the
fixed effects or for the variance components, and the variance–covariance matrix of
the estimator involve −1. For such a reason, there have been studies on the form of
−1 (e.g., [3,4]). Searle and Henderson [9] showed that −1 has the same form as
(2):
−1 =
∑
i∈Sr+1
τi
r+1⊗
q=1
J
iq
nq . (3)
The coefficients in (3) are computed by the following algorithm: Let λ = (λi)i∈Sr+1 ,
where and hereafter the components of a vector are listed according to the order
(0, . . . , 0), (0, . . . , 1), . . . , (1, . . . , 1), and
T =
r+1⊗
q=1
(
1 1
0 nq
)
with T −1 =
r+1⊗
q=1
1
nq
(
nq −1
0 1
)
.
Let u = T λ = (ui)i∈Sr+1 , and v = (u−1i )i∈Sr+1 . Then, τ = T −1v. From a compu-
tational point of view, the Searle–Henderson algorithm is easy to operate. However,
with such a form it may not be so easy to investigate the theoretical properties of−1.
For example, it is not easy to see what each τi is, and how it depends on the variance
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components σ 2i , i ∈ S. The purposes of this paper is to give an alternative derivation
of (3) with explicit expressions for the τi’s. It then follows by the uniqueness of the
expression (3), which we prove later on, that our τi’s are identical to those of Searle
and Henderson.
The rest of the paper is organized as follows. In Section 2 we state the main result
of this paper. The derivation is given in Section 4. Finally, two simple examples are
considered in Section 5 for illustration.
2. Main result
First, note that under the balanced model we have mi =∏iq=0 nq, i ∈ S. This
allows us to extend the definition of mi to all i ∈ Sr+1. In particular, p = md =∏
dq=0 nq , and N = m0 =
∏r+1
q=1 nq . We shall use the abbreviations {kq = 1}, etc.
for subsets of R = {1, . . . , r + 1}. For example, if k, u ∈ Sr+1, then {kq = 1, uq =
0} means {q ∈ R : kq = 1, uq = 0}. For u, v ∈ Sr+1, u  v means that uq  vq for
all q. Also, |B| denotes the cardinality of set B.
Theorem 1. For any balanced r-factor mixed ANOVA model, (3) holds with
τi =
(mi
N
)

∑
j∈Sr+1
(−1)|{iq=1,jq=0}|1(ji)
σ 20 +
∑
k∈S σ 2k (N/mk)1(kj)

 , i ∈ Sr+1. (4)
3. An application
Before we give the derivation of the main result, let us first consider an appli-
cation of it. In many cases (e.g., small area estimation; see [2]), the estimation of
mean squared error (MSE) of the empirical best linear unbiased predictor, or EBLUP
is an important, and challenging issue. Consider the following mixed linear model
y = Xβ + Zα + 	, whereX,Z are known matrices, β is a vector of unknown regres-
sion coefficients (the fixed effects), α is a vector of random effects and 	 is a vector
of errors. It is assumed that α and 	 are uncorrelated with E(α) = 0, Var(α) = G,
E(	) = 0, Var(	) = R. Then, the best linear unbiased estimator (BLUE) of β is given
by β˜ = (X′−1X)−1X′−1y, where  = Var(y), and the BLUP of α is given by
α˜ = GZ′−1(y −Xβ˜) (e.g., [7]). Here we assume, w.l.o.g., that X is of full rank.
Quite often, what is of main interest is a linear combination of fixed and random
effects θ = l′β +m′α, where l, m are known vectors. The BLUP of θ is then given
by θ˜ = l′β˜ +m′α˜. However, the difficulty is that  and G typically involve unknown
variance components. As a result, the BLUP θ˜ is not computable even though it is
known to be the best. It is customary to replace the unknown variance components
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in  and G by their (consistent) estimators. The resulting predictor, denoted by θˆ , is
called the EBLUP of θ .
It is well-known that the MSE of EBLUP does not have a closed-form expression
and is, in fact, difficult to evaluate. This is because one has to take into account
the additional variability of estimating the variance components. Prasad and Rao [5]
considered a special class of mixed linear models useful in small area estimation and
obtained second-order approximation of the MSE of EBLUP. Recently, Das et al.
[1] extended the Prasad–Rao approximation to general mixed linear models. A key
assumption for the latter approximation is that the BLUP can be expressed in the
form
θ˜ =
K∑
k=1
λk(σ
2)Wk(y), (5)
where σ 2 is the vector of variance components, and λk(·), Wk(·) are some functions.
The functional forms of λk’s are important, because it is required that maxk supσ 2
|λk(σ 2)| is bounded, and there are additional conditions involving the derivatives of
λk’s with respect to the variance components. Using the expressions (3) and (4), Das
et al. [1] showed that expression (5) holds for all balanced mixed ANOVA models
(with, of course, all the conditions regarding λk’s, and Wk’s, satisfied).
4. Derivation
First give the proof of the theorem. We divide the proof into several lemmas.
Lemma 1. Let u ∈ Sr+1, and R = R1 ∪ R2, where R2 ⊂ {uq = 0}. If R2 /= ∅, then
1∑
kq(1)=0
· · ·
1∑
kq(s)=0
(−1)|{kq=1,uq=0}| = 0,
where q(1), . . . , q(s) are all the elements of R2.
Proof. We have |{kq = 1, uq = 0}| =∑q∈R 1(kq=1,uq=0) =∑q∈R1 · · · +∑q∈R2· · · = c +∑q∈R2 1(kq=1), where c does not depend on kq(1), . . . , kq(s). Thus,
1∑
kq(1)=0
· · ·
1∑
kq(s)=0
(−1)|{kq=1,uq=0}|
= (−1)c


1∑
kq(1)=0
(−1)1(kq(1)=1)

 · · ·


1∑
kq(s)=0
(−1)1(kq(s)=1)


= 0. 
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Define u ∨ v = (u1 ∨ v1, . . . , ur+1 ∨ vr+1).
Lemma 2. Let l, u, w ∈ Sr+1 such that l  w. Then∑
k∨l=w
(−1)|{kq=1,uq=0}|1(uk) = (−1)|{wq=1,uq=0}|1(luw), (6)
where the sum is over k.
Proof. First, we note that u  k, k ∨ l = w imply u  w, so the LHS of (6) is 0
unless u  w.
Now suppose that u  w. We have u  k iff kq = 1 on uq = 1; k ∨ l = w iff
kq = 0 on wq = 0 and kq = 1 on wq = 1 and lq = 0. Let S0 = {uq = 1} ∪ {wq =
0} ∪ {wq = 1, lq = 0}. Then, Sc0 = {uq = 0} ∩ {wq = 1} ∩ ({wq = 0} ∪ {lq = 1}) ={uq = 0} ∩ {lq = 1}. Thus, Sc0 = ∅ iff l  u. If Sc0 /= ∅, then, by Lemma 1,
the LHS of (6)=
∑
uk,k∨l=w
(−1)|{kq=1,uq=0}|
=
∑
kq = 1 on uq = 1, kq = 0 on wq = 0, and
kq = 1 on wq = 1 and lq = 0
(−1)|{kq=1,uq=0}| = 0.
The result then follows by noting that l  u, u  k, and k ∨ l = w imply k = w.
Hence the sum in (6) has only one term, which is (−1)|{wq=1,uq=0}|. 
Lemma 3. For any sequence of numbers λi, i ∈ Sr+1,

 ∑
i∈Sr+1
λi
r+1⊗
q=1
J
iq
nq


−1
=
∑
i∈Sr+1
(mi
N
)

∑
j∈Sr+1
(−1)|{iq=1,jq=0}|1(ji)∑
k∈Sr+1 λk(N/mk)1(kj)


r+1⊗
q=1
J
iq
nq , (7)
provided that the inverse on the LHS exists.
Proof. Write
bij = (mi/N)(−1)|{iq=1,jq=0}|1(ji),
cjk = (N/mk)1(kj),
τi =
∑
j∈Sr+1
bij

 ∑
k∈Sr+1
cjkλk


−1
.
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Then, we have

 ∑
i∈Sr+1
λi
r+1⊗
q=1
J
iq
nq



 ∑
i∈Sr+1
τi
r+1⊗
q=1
J
iq
nq


=
∑
i,j∈Sr+1
λiτj
r+1⊗
q=1
J
iq+jq
nq
=
∑
i,j∈Sr+1
λiτj
(
N
mi
)(
N
mj
) r+1⊗
q=1
(
Jnq
nq
)iq∨jq
=
∑
k∈Sr+1


∑
i∨j=k
λiτj
(
N
mi
)(
N
mj
)

r+1⊗
q=1
(
Jnq
nq
)kq
,
using the fact that Jn/n is idempotent for the second equality. So, it suffices to show
that
∑
i∨j=k
λiτj
(
N
mi
)(
N
mj
)
= 1(k=0). (8)
By Lemma 2,
The LHS of (8)
=
∑
i∨j=k
λi
(
N
mi
) ∑
l∈Sr+1
(−1)|{jq=1,lq=0}|∑
u∈Sr+1 cluλu
1(lj)
=
∑
l∈Sr+1
1∑
u∈Sr+1 cluλu
∑
ik
λi
(
N
mi
) ∑
i∨j=k
(−1)|{jq=1,lq=0}|1(lj)
=
∑
l∈Sr+1
1∑
u∈Sr+1 cluλu
∑
ik
λi
(
N
mi
)
(−1)|{kq=1,lq=0}|1(ilk)
=
∑
lk
(−1)|{kq=1,lq=0}| = 1(k=0). 
The conclusion of the theorem then follows as a consequence of Lemma 3.
Next, we show the uniqueness of the coefficients in (3). It then follows that the
τi’s given by (4) are the same as those given implicitly by Searle and Henderson
[9].
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Lemma 4. If ∑i∈Sr+1 τi⊗r+1q=1 J iqnq =∑i∈Sr+1 µi⊗r+1q=1 J iqnq , then τi = µi, i ∈
Sr+1.
Proof. For any i ∈ Sr+1, let i· =∑r+1q=1 iq , so i· represents the number of 1’s in i, or
the number of J -matrices in
⊗r+1
q=1 J
iq
nq . Let Sr+1,k = {i ∈ Sr+1 : i·  k}, 0  k 
r + 1. We show by induction in k that
∑
i∈Sr+1,k
τi
r+1⊗
q=1
J
iq
nq =
∑
i∈Sr+1,k
µi
r+1⊗
q=1
J
iq
nq . (9)
If k = 0, (9) is obvious because Sr+1,0 = Sr+1. Suppose that (9) holds for k = l
(l  0). For any distinct integers q1, . . . , ql ∈ R, let i∗ ∈ Sr+1 such that i∗q = 1
iff q ∈ Q = {q1, . . . , ql}. Let P =⊗r+1q=1 Pq , where Pq = Inq if q ∈ Q, and Pq =
Knq with Kn = In − (1/n)Jn, if q /∈ Q. Since KnJn = 0, we have P
⊗r+1
q=1 J
iq
nq =⊗r+1
q=1 PqJ
iq
nq = 0, if there is at least one q /∈ Q such that iq = 1. On the other hand,
the only element i ∈ Sr+1,l such that iq = 0, q /∈ Q is i∗; and P⊗r+1q=1 J i
∗
q
nq /= 0.
Hence, we have
τi∗

P
r+1⊗
q=1
J
i∗q
nq

=P ∑
i∈Sr+1,l
τi
r+1⊗
q=1
J
iq
nq
=P
∑
i∈Sr+1,l
µi
r+1⊗
q=1
J
iq
nq = µi∗

P
r+1⊗
q=1
J
i∗q
nq

 ,
implying τi∗ = µi∗ . Since i∗ is arbitrary, (9) holds with l replaced by l + 1. 
5. Two examples
Example 1. First consider the case r = 0, so that S1 = {0, 1}. In this case, it is easy
to verify that
(In + λJn)−1 = In − λ1 + λnJn.
On the other hand, by our theorem (with λ0 = 1 and λ1 = λ), we have
(In + λJn)−1=1 · (1 + 0)J 0n +
(
1
n
)(
−1 + 1
1 + λn
)
J 1n
=In − λ1 + λnJn.
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Example 2. Next, consider the case r = 1, so that S2 = {(0, 0), (0, 1), (1, 0), (1, 1)}.
By our theorem, it is easy to obtain

∑
i∈S2
λiJ
i1
n1 ⊗ J i2n2


−1
= 1
λ0,0
In1 ⊗ In2 −
1
n2
(
1
λ0,0
− 1
λ0,0 + λ0,1n2
)
In1 ⊗ Jn2
− 1
n1
(
1
λ0,0
− 1
λ0,0 + λ1,0n1
)
Jn1 ⊗ In2
+ 1
n1n2
(
1
λ0,0
− 1
λ0,0 + λ0,1n2 −
1
λ0,0 + λ1,0n1
+ 1
λ0,0 + λ0,1n2 + λ1,0n1 + λ1,1n1n2
)
Jn1 ⊗ Jn2 . (10)
(10) can also be verified directly.
A balanced mixed ANOVA model corresponding to this case would be
yij = µ+ αi + 	ij ,
i = 1, . . . , m, j = 1, . . . , n, where µ is an unknown mean; αi’s are i.i.d. random
effects with mean 0 and variance σ 2; 	ij ’s are i.i.d. errors with mean 0 and variance
τ 2; and the α’s are 	’s are independent. Applying (10) with λ0,0 = τ 2, λ0,1 = σ 2,
λ1,0 = λ1,1 = 0, n1 = m and n2 = n, the inversed dispersion matrix is given by
(
τ 2Im ⊗ In + σ 2Im ⊗ Jn
)−1 = 1
τ 2
(
Im ⊗ In − σ
2
τ 2 + σ 2nIm ⊗ Jn
)
. (11)
Of course, (11) can also be verified directly.
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