This paper considers a class of nonlinear time harmonic Maxwell systems at fixed frequency, with nonlinear terms taking the form
Introduction
Let Ω ⊂ R 3 be a bounded domain with smooth boundary. The (macroscopic) Maxwell's equations for the electromagnetic field in a material filling the domain Ω, without (macroscopic) densities of charge or current, are 
(1)
For a linear medium, P N L ( E) = M N L ( H) = 0, and the system takes the familiar form that has been studied extensively both from the point of view * HKUST Jockey Club Institute for Advanced Study, The Hong Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong Kong; email: catalin.carstea@gmail.com of the forward problem and also of the inverse problem. Nonlinear effects have been observed in practice, as (for example) the extensive literature on nonlinear optics indicates. As an example, see [12] , [11] , [15] , where nonlinearities of the kind appearing in this paper are put forward.
We will consider time-harmonic fields of the form 1 E(t, x) = E(x)e −iωt + E * (x)e iωt , H(t, x) = H(x)e −iωt + H * (x)e iωt ,
where ω > 0 will be a given fixed frequency. At high frequency, the system (1) may be taken to reduce to
A common model is that of a Kerr-type nonlinearity:
The inverse problem for a model in which both X and Y have this form has been investigated in [1] . However, more realistic models feature a saturation effect for X when the field intensity is high (see [12] , [11] ). One example, given in [15] , is
A more complicated model is deduced in [11] . In this paper it will be assumed that X (x, s), Y (x, s) are analytic in s, having expansions at zero
and
Re ǫ, Re µ > λ > 0,
where λ, M, s 0 are positive constants. A note on notation: in order to make equations easier to read, the explicit dependence on x of various quantities will be suppressed. For example,
The forward problem
We will say that a vector field belongs to L p (Ω), W s,p (Ω), etc. if each component belongs to those respective spaces. Let
with the natural choice of norms. If n is the outer unit normal to ∂Ω, let
T W
where div( A) is the divergence associated with the metric induced on the boundary by the Euclidean metric of R 3 . For a smooth vector field A on Ω, let
i.e. the component tangential to the boundary of the restriction of A. t clearly extends to a bounded operator from
(∂Ω) , with the norm
Finally, let
Before discussing the inverse problem a well-posedness result for the forward problem is necessary. In section 2 it will be proven that: Theorem 1.1. For 3 < p ≤ 6 there exists a discrete set Σ ⊂ C and a constant m > 0 such that if ω ∈ Σ and f ∈ T W
such that t( E) = f and
where C > 0 is a constant that does not depend on f .
The proof of this result follows from estimates for the linear system obtained in [1] and a standard contraction principle argument.
The inverse problem
An inverse boundary value problem consists of the question of determining the interior physical properties of a possibly non-homogeneous object from measurements taken on the boundary of the object. A fundamental subproblem is the question of uniqueness: if two objects of the same shape give the same boundary measurement data, does it follow that their (relevant) physical properties are identical in the interior?
For time-harmonic electromagnetic fields in media in which (3) applies, in light of Theorem 1.1 we can then define the set of boundary measurements
: ( E, H) is a solution of (3) . (21) In section 3 we prove that Theorem 1.2. Suppose (ǫ, µ, F ) and (ǫ, µ, F ) are as above, ω ∈ Σ∪Σ ′ , and
The inverse boundary value problem has been studied extensively in the linear case. See for example [18] , [4] , [13] , [14] , [3] , [2] , [10] , [21] etc. Uniqueness results similar to Theorem 1.2 for nonlinear equations have been obtained in [9] , [8] , [16] , [19] , [7] , [6] , [5] , [17] using a linearization method. Here we will follow an idea from [1] and use the asymptotics in a small parameter t of solutions of (3) with boundary data t( E) = t f in order to inductively prove uniqueness for the coefficients of the nonlinearity. We will also need to use certain special solutions, so called geometric optics (CGO) solutions, which we construct following the method in [2] .
The forward problem 2.1 Preliminaries
The existence and uniqueness of W 1,p solutions to the linear Maxwell system, for p > 2, has been investigated in [1] . First we quote an existence result for the boundary value problem for the homogeneous system:
We also need the following result for the inhomogeneous system:
such that
where C > 0 is a constant that does not depend on J e , J m .
Under the conditions of Theorem 2.2, we will write
It is a corollary of Theorem 2.2 that G ǫ,µ is bounded from
For the sake of simplifying notation let:
Then equation (3) can be written
Given
be the solution given in Theorem 2.1. Then a solution of (3) with the boundary condition t( E) = f would be a fixed point of the operator
Existence of solutions
From now we will only consider p > 3. Then
and there exists a constant c > 0 such that
, then
where C > 0 does not depend on U and U ′ .
Proof.
Note that
Therefore
Also, since
it follows that
In order to estimate the second term in (34), let
We have, for q = p or q = ∞, that
(45) Using the same type of estimates as above, we can obtain that
Putting these together with (43) it follows that
Equations (33), (37), (50) imply
A similar estimate holds for the Y component of F .
Since F (0) = 0, Lemma 2.1 has the corollary , then
Proof of Theorem 1.1. Applying Lemma 2.1 and it's corollary together with Theorems 2.1 and 2.2 we can show that the operator T f ,ǫ,µ defined in (30) is a contraction on a sufficiently small ball in W 1,p
, of radius m, and therefore has a fixed point.
In the following discussion we will assume that m is chosen so that if
and if
Asymptotics
so
be the solution of L ǫ,µ U t = F (U t ) with boundary data t( E t ) = f , and let
be the solution of L ǫ,µ U t 0 = 0 with the same boundary
, since T f ,ǫ,µ is a contraction,
Observe that U t 0 = tU 0 . Define (60) and so on.
Proof. Follows easily by induction.
Lemma 2.3.
Since for small enough t, T f ,ǫ,µ is a contraction, the first term on the right hand side may be absorbed into the left hand side and applying Lemma 2.2, the result follows.
Notice that the terms multiplying t 2k+1 are the same for all U t k ′ with k ′ ≥ k. Define then
A useful observation is that
3 The inverse problem
be the constructed as in the previous sections using the two sets of coefficients respectively. Then we have
An immediate consequence is that
It is a known result then (e.g. see [14] , or [2] ) that ǫ = ǫ
l=1 . We will show that then a k = a 
An integral identity
For two vector fields A and B, we have
Let u 0 = e 0 h 0 be a solution of L ǫ,µ u 0 = 0. Using (66) we get
Subtracting the corresponding identities for the components of W ′ k and using (68) we have
which holds for any u 0 , U 0 solutions of the homogeneous linear equation.
The left hand side of this identity is a polynomial in t 1 , t 2 , t 3 , t * 1 , t * 2 , t * 3 , so the coefficient of each independent monomial must vanish. In particular, the coefficient of t 1 t k 2 t * k 3 must be zero. The vanishing quantity is
CGO solutions for the linear Maxwell system
CGO solutions for the linear Maxwell system have been constructed in many past works. The method given here is due to [13] , [14] . We will mostly follow the construction as given in [2] , summarizing the results when the argument proceeds identically and giving more detail when not. We show that
and σ e , σ h ∈ {0, 1}.
Let α = log ǫ, β = log µ, and I n be the identity matrix in dimension n. Suppose that
where
Observe that if e and h vanish, then( E, H) is a solution of
Let
then Y = (P − W t )Z is a solution to (88). We would like to construct solutions of (91) that are of the form
To do so, first extend the coefficients ǫ, µ to
. Let ρ > 0 be such that supp (ω 2 I 8 +Q) is contained in the ball of radius ρ. We can prove the following Lemma 3.1 (compare to [2, Lemma 8] ). There exist a C(ρ) > 0 such that for any L ∈ C 8 , ζ ∈ C 3 with ζ · ζ = ω 2 and
a solution of (91) in R 3 , Z ∈ W 3,2 (Ω) and with
Proof. We only need to show that such an R exists. The equation it need to satisfy is
We would like to, in a certain sense, invert (−△ − 2i ζ · ∇). For some −1 < δ < 0, define the spaces
There exists (see, for example, [20,
The equation R should satisfy can then be written as
We can choose the constant C(ρ) in (93) so that
in which case there exists a solution
and it satisfies the estimate (106).
The following lemma is a restatement of a result in [2] :
then there exists
(Ω) and with
Additionally, Y = (P − W t )Z solves (P + W )Y = 0 and is of the form
Under the conditions of the previous lemma, we get
For σ e , σ h ∈ {0, 1}, choose
Then E = e i ζ·x σ e ǫ −1/2 ζ |ζ| + r e ,
H = e i ζ·x σ h µ −1/2 ζ |ζ| + r h ,
and, applying the previous lemma and Sobolev embedding
Proof of the main theorem
Let ξ ∈ R 3 . WLOG, ξ = ξ 1 e 1 . Let ζ j = α j + iβ j ∈ C n , j = 0, 1, 2, 3,
Then
For sufficiently large τ > 0, let e j = e i ζ j ·x (σ e ǫ −1/2 | ζ j | −1 ζ j + r ej ) (119)
be the special solutions given by Proposition 3.1. Note that
Then e 0 · e 1 ( e 2 · e *
e 0 · e 2 ( e 1 · e 3 )( e 2 · e *
where O(τ −1 ) is to be understood in the sense of L ∞ (Ω) norms. Choosing σ e = 1, σ h = 0 and taking the limit τ → ∞ in (76), we get
This implies a k = a 
