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ABSTRACT 
Inflexible, habitual drug seeking despite negative consequences is a key component of 
alcoholism. Habitual behavior requires the dorsolateral striatum (DLS) in rodents, while flexible 
behavior requires the dorsomedial striatum (DMS). Lesion of dopamine inputs to the DLS can 
prevent habit formation; however, the role of dopamine to reverse an existing alcohol-seeking 
habit is unknown. Therefore, we tested the hypothesis that blocking dopamine in the DLS may 
initiate a reversion from habitual to flexible behavior in which the DMS predominates. Rats were 
trained to self-administer sweet solutions (S) or sweetened ethanol solutions (S/E) until they 
expressed habit-like seeking. Electrodes were surgically implanted in the DMS to measure 
neuronal activity. Behavioral flexibility was then assessed using a contingency degradation 
procedure with and without bilateral DLS infusions of the non-specific dopamine receptor 
antagonist α-flupenthixol (FLU). Following contingency degradation, both S and S/E rats 
showed a reduction in reinforcer seeking after FLU administration but not saline. Preliminary 
results showed a decrease in DMS neuronal firing rate over the course of the first degradation 
session for both S/E and S rats. Our results suggest that a reduction in DLS dopamine facilitates 
reversal of habitual reward seeking, and changes in DMS neuronal activity may precede the 
resurgence of flexible behavior.   
 
INTRODUCTION 
The National Institutes of Health (NIH) defines alcoholism as a chronic, often 
progressive, disease involving the strong need to consume alcohol, the occurrence of withdrawal 
symptoms and tolerance, and the persistent susceptibility to relapse. In 2011, the World Health 
Organization (WHO) estimated that 18 million American adults suffer from problems relating to 
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alcoholism or alcohol abuse, and upwards of $200 billion are lost each year in productivity, 
illness, and healthcare costs associated with alcoholism (“CDC reports”). In order to minimize 
these major health risks and economic costs, it is essential to understand the neurobiology behind 
the disease. To this end, much research has used animal models to focus on the molecular 
mechanisms and neuronal encoding involved in the learning processes of alcohol self-
administration.  
 Two models dominate the study of animal reward-seeking behavior: the teleological 
model and the mechanistic stimulus-response model. The teleological model suggests that some 
activities are goal-directed in nature—that is, a specific action is performed due to the value 
associated with its outcome. These activities are considered to be flexible behaviors, controlled 
by action-outcome (A-O) association. In contrast, the mechanistic stimulus-response model 
argues that some actions are habit-directed, in that their performance is autonomous of the 
current value of the goal (Dickinson, 1985). Such actions are characterized as inflexible 
behaviors, controlled by stimulus-response (S-R) association. Tests used to assess the flexibility 
of a particular behavior include the satiety-specific devaluation procedure and the contingency 
degradation procedure. The satiety-specific devaluation procedure involves measuring 
behavioral persistence after temporary reinforcer devaluation via satiety. The contingency 
degradation procedure also measures behavioral persistence, yet it does so via the disruption of 
action-outcome (A-O) contingencies over the course of re-training. In both tests, observed 
behavioral persistence indicates habit-directed behavior, while the absence of persistence 
indicates goal-directed behavior. Devaluation and degradation procedures typically measure the 
behavioral flexibility of reinforcer seeking under extinction conditions rather than general self-
administration conditions. Under extinction conditions, no reinforcer is delivered regardless of 
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the seeking behavior exhibited for that reinforcer; thus, seeking can be evaluated in a manner 
independent of reinforcer delivery.   
A previous study using rat models compared alcohol reward seeking to that of a natural 
food reward in order to compare the flexibility of behaviors directed at obtaining these distinct 
rewards (Dickinson et al., 2002). Results showed that alcohol-seeking persisted despite 
permanent devaluation of the alcohol reward in operantly trained rats, indicating that it became 
habit-directed, inflexible behavior. Conversely, after equivalent training, food-seeking remained 
sensitive to reward devaluation, indicating that it was a goal directed, flexible behavior. 
Behavioral flexibility, in general, has been found not only to be correlated with reinforcer type, 
but also with reinforcement schedule. Fixed ratio (FR) schedules of reinforcement tend to 
produce goal-directed operant behavior, whereas variable interval (VI) schedules induce habit-
like operant behavior as measured by both contingency degradation and reinforcer devaluation 
tests (Dickinson, 1985; Fanelli et al., 2013; Yin et al., 2006.) 
 The neurotransmitter dopamine has been shown to play a key role in both S-R and A-O 
learning. Two dopamine-dependent regions of both the human and rat brain are the 
caudate/dorsomedial striatum (DMS) and the putamen/dorsolateral striatum (DLS), both of 
which are rich in dopamine-receptor-expressing medium spiny neurons. To study the specific 
roles of the DMS and DLS in instrumental learning, a series of studies incorporated sucrose 
reinforcer devaluation along with inactivation of either the DMS or DLS by non-specific lesions 
(Yin et al., 2004; Yin et al., 2006; Yin et al., 2005). It was found that rats with DLS lesions 
remained sensitive to reinforcer devaluation despite extended operant training, and those with 
DMS lesions became insensitive to devaluation procedures (Yin et al., 2004; Yin et al., 2005). 
Furthermore, inactivation of the DLS via infusions of the GABA-A receptor agonist muscimol 
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produced results comparable to those found by inactivation via DLS lesions (Yin et al., 2006). 
The data strongly demonstrate that the DLS is essential for both the formation and expression of 
habitual behavior and S-R learning, while the DMS is responsible for goal-directed behavior and 
A-O learning. 
 The seeking and acquisition of different rewards may be encoded in different manners; 
therefore, further research involving more specific types of neuronal inactivation has been 
conducted. In one experiment, specific inactivation of dopaminergic neurons via bilateral 6-
hydroxydopamine lesions of the nigrostriatal pathway was conducted followed by a test of goal-
sensitivity by satiety-specific food devaluation (Faure et al., 2005). Food seeking remained 
sensitive to reward devaluation, indicating the absence of habit formation. The data also 
indicated that the role of dopamine in the DLS is at least one essential component governing 
habitual reward-seeking behavior in rat models. However, dopamine-dependent activity in the 
DLS does not operate independently. Operant responding for alcohol is believed to initiate as a 
goal-directed process governed by the DMS. Yet after extended self-administration and training, 
neuronal control may shift to the DLS and habit-like responding predominates, indicating 
interdependence between the DMS and DLS (Corbit et al., 2012). To measure the relative 
contribution of the DMS and DLS in governing a particular behavior, electrophysiology can be 
used to record the neuronal response of these areas and quantify cell-firing patterns. 
Electrophysiology has been used to show that phasic neuronal firing patterns in the DMS are 
typically time-locked with reinforcement delivery, while DLS firing patterns typically surround a 
seeking response such as a lever press (Fanelli et al., 2013).    
 While limited research has been conducted related to the dopamine-dependent formation 
and expression of habitual alcohol-seeking behavior, the role of dopamine in the reversal of a 
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previously learned habit has not been examined. Furthermore, it is uncertain how self-
administration learning potentially differs between alcoholic and non-alcoholic sweet-solution 
reinforcers. We hypothesized that dopamine action in the DLS is required for the expression of 
an alcohol-seeking habit, and blocking dopamine transmission in the DLS after an alcohol-
seeking habit has been formed will result in reversion to goal-directed behavior governed by the 
DMS. To test this hypothesis, we performed infusions of the non-specific dopamine receptor 
antagonist α-flupenthixol (FLU) into the DLS of rats expressing habitual alcohol-seeking 
behavior and subjected them to a contingency degradation procedure in order to test the 
maintenance or degradation of habit. We also used electrophysiology to monitor changes in the 
neuronal activity of DMS during degradation training.    
 
METHODS 
Subjects  
Male Long-Evans rats (250-300g) were purchased from Harlan (Indianapolis, IN, USA) 
and housed individually, on a 12-hour light/dark cycle. Rats arrived 6 days prior to the initiation 
of operant training to allow for familiarization to both the animal facility and animal handling 
practices. All rats received access to both food and water ad libitum except for the first 5 days of 
operant training over which they received 1 hour of water access after the operant session. 
Experimental procedures were conducted in accordance with the NIH Guide for the Care and 
Use of Laboratory Animals and were approved by the Institutional Animal Care and Use 
Committee of the University of North Carolina. 
General Self-Administration Training  
Self-administration training was conducted in Plexiglas operant chambers enclosed 
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within sound-attenuating cabinets (Med Associates, St Albans, VT, USA) as previously 
described (Robinson & Carelli, 2008). Briefly, each chamber contained a house light, two 
retractable metal levers, two cue lights located above each of the levers, and two fluid-dispensing 
cups. Lever-presses on the active lever resulted in 0.1mL fluid deliveries by means of a fluid line 
and pump (Fanelli et. al., 2013). 
Variable Interval (VI) Reinforcement Schedule  
The rats were divided into two groups: one trained to self-administer a 0.2% saccharine 
solution (S) and the other to self-administer a 0.2% saccharine/15% ethanol solution (S/E). For 
the S/E group, the alcohol concentration of a 0.2% saccharine solution was slowly increased 
(2.5% to 5%, 10%, 12.5% and 15%) over the first 20 training sessions in order to help facilitate 
alcohol self-administration. 
 All rats were trained 5 days per week (Monday to Friday) during the light phase on an 
overall VI reinforcement schedule (Fanelli et. al., 2013; Hay et al., 2013). During the first week 
of training, rats were water deprived for 23 hours per day to assist in the operant learning process 
and were given access to water for 1 hour immediately following the training session. Before all 
pre-surgery training sessions, rats were placed in the operant chamber 5 minutes prior to the start 
of the session. The first two sessions were run approximately 1 hour on a random time 60s 
schedule (RT60) and a fixed-ratio 1 schedule (FR1) as previously described (Fanelli et. al., 
2013). The third session, also 1 hour, incorporated a variable interval 7s (VI7) schedule where 
one lever press after a time interval of average 7 seconds had passed resulted in one 
reinforcement. All subsequent sessions were limited to 30 minutes. The fourth session was run 
on a VI15 reinforcement schedule, and subsequent sessions were run on a VI30 reinforcement 
schedule. In addition, after the 19th session, rats were limited to a maximum of 25 
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reinforcements per session. All rats underwent this VI30 training through weeks 8-9 until surgery 
was performed. If rats failed to press in the early stages of training, training progression was 
delayed until sufficient pressing ensued. Rats that failed to consistently acquire at least 20 
reinforcements per session were excluded. 
Satiety-Specific Devaluation 
 In order to assess behavioral flexibility, a two-part satiety-specific devaluation test was 
conducted during the 7th week of training for both groups as previously described (Fanelli et. al., 
2013). Each part was conducted in a balanced order across rats. Acute devaluation of the S and 
S/E reward solutions was produced by allowing the rat free access to its respective solution prior 
to the session to induce satiety for that solution. Each rat received access for exactly 1 hour in its 
home cage and then was immediately placed in the operant box. Lever-press responding was 
registered over the course of a 5-minute extinction test in which the press of the lever resulted in 
neither the delivery of a reward nor the illumination of the cue light. To control for pre-session 
drinking volume, the same procedure was conducted on a different day; however, rats were give 
free access to another palatable solution, 2% maltodextrin, prior to extinction testing. Both tests 
were separated by 2-3 days of normal VI30 sessions in order to maintain behavior and the order 
of test days was balanced across groups. If self-administration behavior was found to be flexible 
(reduction in pressing after free access to reinforcer solution), an additional satiety-specific 
devaluation test was conducted during the 9th week of training. 
Surgery 
 Surgery was performed after at least 8 weeks of training. Rats were anesthetized with 
isoflurane (5% induction, 2% maintenance) and two 26-gauge guide cannulae were implanted 
bilaterally directly above the target structure, the DLS (+0.2mm AP, ±4.0mm ML, -3.5mm DV 
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from bregma). Additionally, 16 Teflon-coated electrodes (50µm in diameter arranged approx. 0.5 
mm apart) were implanted. A 1 x 8 electrode array was aimed at the DMS (+0.2mm AP, ±1.7mm 
ML, -4.5mm DV from bregma) in an anterior-posterior orientation, and an 8-electrode array 
encircling the guide cannula was aimed at the ipsilateral the DLS (+0.2mm AP, ±4.0mm ML, -
3.5mm DV from bregma) with the order counterbalanced across rats. The cannulae and 
electrodes were fixed using dental acrylic and stainless steel screws. Following surgery, rats 
were given 15mg/kg of ibuprofen daily for a period of 3 days and were allowed 1 full week of 
recovery before returning to the operant boxes. 
Bilateral Pre-Session Infusions 
All post-surgery infusions were administered into the DLS through a 33-gauge injector 
extending 1-2mm past the cannula by means of a syringe pump (Harvard Apparatus, Holliston, 
MA) (du Hoffmann et. al., 2011). Sham treatments were performed to control for stress on the 
first infusion day. On the sham day, injector needles with empty fluid lines were inserted into the 
guide cannulae and removed after 4 minutes (PRE). Phosphate-buffered saline (VEH) at a pH of 
7.4 was infused on vehicle infusion days as a control for drug infusion volume. A 15µg dose of 
α-flupenthixol (FLU) was administered on drug infusion days. All VEH and FLU infusions were 
delivered at a rate of 0.25µL/min over the course of 2 minutes for a total infusion volume of 
0.5µL. Injector needles remained in the guide cannulae for another 2 minutes to allow for 
diffusion and then were removed to curtail leaks. 
Contingency Degradation Testing 
After surgery, VI30 training continued in slightly larger operant chambers that were 
equipped for electrophysiological recordings, and the pre-session waiting period was increased to 
15 minutes (Fanelli et. al., 2013). Following 8 days of unilateral infusion experiments not 
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discussed in this paper, rats underwent one session of normal VI30 training followed by 6 days 
of contingency degradation and testing after pre-session bilateral infusions of both VEH and 
FLU. First, a bilateral sham treatment was performed (PRE day). A 10-minute pre-degradation 
extinction test then ensued and was immediately followed by 30 minutes of self-administration 
on a VI30 reinforcement schedule. Over the next two days, two sessions of degradation training 
were performed in which action-outcome contingencies were disrupted by deliveries of the 
reinforcer on a random time 30s schedule (RT30) for 30 minutes. The day after, the first of two 
post-degradation extinction/VI30 sessions was conducted following a pre-session bilateral 
infusion of either VEH or FLU (counterbalanced across groups). The final two days consisted 
first of a third degradation training session, and second of a final post-degradation 
extinction/VI30 session before which the remaining VEH or FLU infusion was performed. 
Lever-pressing was compared both before and after degradation.  
Electrophysiology.  
Immediately following surgery, rats were habituated to a flexible tether that connected to 
both electrode arrays. This tether remained connected for all future operant sessions (unilateral 
infusion sessions and contingency degradation training). Before the initiation of each session, the 
operant box remained dark for 15 minutes, allowing for the selection of an appropriate reference 
channel to discriminate cell activity from background noise. Neuronal activity was measured 
using a multichannel acquisition processor (MAP system with SortClient software; Plexon, Inc., 
Dallas, TX, USA). Timestamps from the MedAssociates software to the MAP system were used 
to temporally align cell-firing with behavioral events. An oscilloscope was used for the purpose 
of recording signal-to-noise ratios for each channel displaying a possible cell unit. Following 
each session, cell sorting was finalized through a combination of both automated and manual 
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cluster selection using Offline Sorter software (Plexon, Inc.). Template analysis, principal 
component analysis, and signal-to-noise ratios were incorporated during cluster segmentation. 
Only units displaying a distinct cluster and physiological characteristics consistent with MSNs 
(i.e. ≤ 0.1% of spikes with interspike intervals < 1ms and average firing rates < 10Hz; Kish et al., 
1999; Kimchi et al., 2009) were included in neuronal analysis.  
Histology.  
Following the conclusion of experiments, all rats were anesthetized with urethane 
(1.5g/kg) and perfused through the heart with saline followed by 10% formalin. The brains were 
removed, frozen, sectioned into coronal slices, mounted on slides, and stained with thionin in 
order to verify electrode placement.  
Data Analysis.  
Lever-pressing during satiety-specific devaluation was quantified to determine behavioral 
flexibility prior to surgery. Lever-pressing during contingency degradation was used to evaluate 
behavioral flexibility through learning of novel lever-reinforcement contingencies. All 
behavioral data are presented individually for both S and S/E rat groups in the form of mean ± 
SEM, and were compared across solution and devaluation or degradation exposure using 2-way 
ANOVA with the Holm-Sidak method for multiple comparisons (Sigma Plot, Systat Software 
Inc, San Jose, CA).  
We report here the neuronal firing of cells in the DMS on the first day of degradation 
training. Six rats were selected for analysis from each reinforcer group (S/E and S). Three rats 
showed greater than 50% decrease and three rats had less than 20% decrease in pressing between 
the first and second degradation days. Perievent rasters with a bin size of 0.1s were created using 
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rates around the delivery of a free reinforcement. Because baseline-firing rates varied among 
neurons, the firing rate of each neuron was normalized by dividing by its average firing rate 
across the whole session. For further analysis, the total number of free reinforcements that each 
rat received during the session was divided in half, and neuronal activity of the DMS was 
examined separately for both the first half and second half of the session.    
RESULTS 
A total of 54 rats underwent operant self-administration training for the experiment. Of 
these, 30 rats (15 S/E & 15 S) learned to press consistently and completed at least 8 weeks of 
training (successful training rate of 56%). Rats used for post-surgery data analysis included 12 
S/E and 13 S rats. Some rats were excluded post-surgery due to faulty cannulae/electrode 
placement, failed microinfusions, or accidental head-cap removal during the experiment.   
Satiety-Specific Devaluation 
 After 7 weeks of training, rats underwent a satiety-specific devaluation test, and the 
number of lever-presses under extinction conditions was quantified as a measure of habit-like 
behavior. Rats were characterized as behaviorally inflexible if the number of presses after 
reinforcer pre-access exceeded the number of presses after 2% maltodextrin pre-access or if less 
than a 20% reduction in pressing was observed between 2% maltodextrin and reinforcer pre-
access pressing. Results of this devaluation test showed 11 of the 15 S rats (73%) and 5 of the 15 
S/E (33%) rats to be habitual seekers for their respective reinforcers (insensitive to devaluation). 
The remaining S and S/E rats exhibiting devaluation sensitivity underwent a subsequent test in 
the 9th week of training, resulting in the additional habitual classification of 2 of the remaining 4 
S rats and 5 of the remaining 10 S/E rats. Overall, a total of 13 S rats (87%) and 10 S/E rats 
(67%) were found to be behaviorally inflexible by the sated criterion prior to surgery.  
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 Pressing data for both the S and S/E groups was aggregated and averaged separately for 
each group, and both the first and final devaluation tests were analyzed to assess the final 
flexibility of behavior of each group prior to surgery (Figure 1). If a rat was classified as habitual 
after the first devaluation test, this test was also included as the final devaluation test for that rat. 
Statistical analysis showed a significant effect of devaluation after the first test (p=0.003) with no 
effect of reinforcer group (2-way RM ANOVA), indicating that neither the S/E nor the S group 
was displaying consistent habitual seeking behavior by week 7. However, given that no 
significant effect of devaluation or reinforcer group was found for either group after the final test 
(2-way RM ANOVA), both S/E and S rats were deemed to be habitual seekers for their 
respective reinforcers by week 9. 
Bilateral Pre-Session Infusions and Contingency Degradation 
To determine the effects of α-flupenthixol on habit-like responding, a contingency 
degradation test was performed. Between test days, the rats experienced contingency degradation 
sessions when there was no consequence of a lever press and free reinforcements were delivered 
on a random time 30s schedule. The test consisted of one pre-degradation extinction/VI30 
session (PRE), followed by two post-degradation extinction/VI30 sessions (VEH and 15 FLU). 
Before the post-degradation tests, either a bilateral, phosphate-buffered saline (VEH) infusion or 
a 15µg α-flupenthixol (FLU) infusion was administered. Mean total lever presses for the S and 
S/E groups over the three sessions were quantified separately, both under extinction and VI30 
conditions (Figure 2). The relationship of pressing on both the VEH and FLU days to pressing on 
the PRE day indicated the degree of persistence of habit-like behavior after contingency 
degradation and FLU, with performance in extinction conditions being the canonical test of 
habitual behavior in the absence of ongoing learning processes.  
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Under both extinction and VI30 reinstatement conditions, statistical analysis showed a 
main effect of reinforcer group, indicating that S/E rats pressed less, on average, than S rats, 
regardless of the type of infusion treatment (p<0.02 for both, 2-way RM ANOVA). Furthermore, 
a significant difference between reinforcer seeking on the 15 FLU day as compared to the PRE 
day was observed under both extinction (p=0.004) and VI30 reinstatement (p=0.04) conditions 
(2-way RM ANOVA). Lever-pressing on the VEH day was found to be somewhat less than 
pressing on the PRE day; however, no significant difference from VEH to PRE or from VEH to 
FLU was found. Therefore, a combination of both bilateral FLU infusions and contingency 
degradation training is the most likely responsible for reduced reinforcer seeking on the FLU day 
for both reinforcer groups. 
Lever-pressing from day one to day two of contingency degradation training was also 
quantified to further examine any changes in behavior on days where reward deliveries were not 
contingent upon a lever press and thus demonstrate whether the change in reward contingencies 
was detected by the rats (Figure 3). The third degrade day was not included for analysis because 
behavior on this day was most likely affected by the first post-degradation session run the day 
before. Statistical analysis showed a significant reduction in lever pressing from the first to 
second degrade session (main effect of session, p<0.05; 2-way RM ANOVA). No significant 
difference between reinforcer group was found.   
Electrophysiology 
The neuronal firing frequency of DMS cells was analyzed separately for S/E and S rats 
for both the first half and second half of the first session of degradation training (Figure 4). The 
normalized frequency was examined ± 4 seconds around the delivery of a free reinforcement 
(indicated at time 0 seconds). For both reinforcer groups, the data showed approximately equal 
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fluctuating background frequencies (time -4 seconds to time 0 seconds) for the first and second 
half of the session. In the time immediately following the delivery of a free reinforcement, all 
rats experienced a spike in cell firing. For both S/E and S rats, this spike was reduced in 
amplitude in the second half of the session as compared to the first half. To quantify this 
difference, neuronal firing frequencies of the first 0.1s bin immediately following reinforcement 
delivery were examined and used to calculate percent decrease. Both reinforcement groups 
experienced the same percent decrease of 22% between the first and second half of the session.  
DMS firing frequency was also analyzed by grouping rats based on percent decrease in 
pressing behavior from the first degrade day to the second (Figure 5). The two groups consisted 
of all rats, regardless of reinforcer, showing a greater than 50% decrease in pressing between 
degrade 1 and degrade 2 and all rats showing less than a 20% decrease between these days. Rats 
showing a greater reduction in pressing also showed a greater reduction in neuronal firing 
frequency of 29% as compared to a 17% reduction seen for rats showing less decrease in 
pressing behavior.      
 
DISCUSSION 
The purpose of this study was to examine the role of dopamine in the dorsal striatum of 
rats expressing a previously learned self-administration habit. However, to understand both the 
behavioral and electrophysiological implications of the study, it is first necessary to examine the 
formation process of the particular habit under scrutiny. One finding of the study was that both 
rats self-administering S/E and S exhibited flexible seeking behavior, on average, through 7 
weeks of training as measured by satiety-specific devaluation. However, when examined 
individually, a higher percentage of S rats (73%) than S/E rats (33%) met the criteria for 
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classification as habitual seekers. Furthermore, average pressing data for S/E rats showed a more 
drastic reduction in pressing following reinforcer pre-access when compared to maltodextrin pre-
access (Figure 1). Both findings suggest that S rats may have been forming habit at a faster rate 
than S/E rats. These findings could be explained by the fact that S/E rats received a gradual 
ethanol increase over the first 20 sessions, while saccharine rats experienced no change in 
reinforcer. Therefore, adaptation to a new or slightly altered reinforcer may hinder the rate of 
self-administration habit formation. Additionally, S is less calorically rich, and may not induce 
satiety, which has been shown to prevent a goal-like phenotype in this test (Shillinglaw et al., in 
press). It could also be the case that S has greater reinforcing capabilities than S/E. Future studies 
involving preference testing and/or progressive ratio self-administration training (each 
successive reinforcement requires more presses than the previous one) may validate this 
explanation. Despite potential variation in habit development, both S and S/E rats were, on 
average, expressing inflexible seeking behavior by week 9. This finding is consistent with prior 
research, suggesting that 8 weeks is sufficient for alcohol self-administration to become a habit 
(Corbit et al. 2012). 
Lesion of dopaminergic inputs to the DLS has been shown to prohibit the formation of a 
self-administration habit; however, the role of dopamine in the degradation of a pre-existing 
habit is uncertain. The present study examined the behavioral flexibility of habitual S/E and S 
rats by means of contingency degradation in conjunction with bilateral infusions of FLU into the 
DLS. Significant decreases in reinforcer seeking for both S/E and S rats were observed following 
FLU infusion (post degradation training) when compared to seeking prior to degradation training 
(PRE). These decreases were significant under extinction conditions and normal VI30 self-
administration conditions for both reinforcer groups. Such decreases can be partially be 
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explained by the ability of FLU to reversibly block dopamine activity in the habit governing 
DLS, resulting in less seeking and a reversion to goal-directed behavior. This argument garners 
support from a recent study showing that FLU infusions into the DLS of cocaine-seeking rats 
decreased seeking behavior under a progressive ratio schedule of reinforcement (Veeneman et al. 
2012). However, since no significant difference was evident between VEH and FLU pressing 
days for either reinforcer group, rats may have expressed behavioral flexibility for reasons not 
causally dependent upon inactivation of the DLS by FLU. A minor decrease in pressing from the 
PRE to VEH day suggests that rats may have reverted to goal-directed seeking as a result of 
contingency degradation training. Given these observations, a combination of FLU and 
contingency degradation training best explains the reduced S/E and S seeking observed, 
illustrating the ability of behavior and pharmacological interventions to interact for a positive 
effect on disease. That an effect was found under conditions where seeking was both non-
reinforced and reinforced allows for better extrapolation to human alcoholism, as human alcohol-
seeking environments can be highly variable.    
To complement the behavioral analysis, neuronal activity was analyzed to assess changes 
in learned behavior and the specific role of the DMS in habit reversal. In this experiment, we 
found that both S and S/E rats showed a 22% reduction in the neuronal firing frequency from the 
first to the second half of the first degradation session. Furthermore, a possible trend was found 
where all rats, regardless of reinforcer, that showed a greater relative decrease in behavior also 
showed greater relative decrease in neuronal responses to reinforcement. These findings indicate 
that a decrease in neuronal firing rate not only served as a predictor of future behavior, but it did 
so in a proportional fashion. Such a predictive relationship suggests that a change in DMS 
neuronal firing may be reflective of a change in the degree action-outcome behavior that will be 
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expressed under contingency degradation conditions. The reduction in cell firing was most likely 
seen as a result of rats learning that a lever press was no longer required to receive a reward. 
However, other factors may play a causative role. Further analysis for this experiment will be 
conducted to determine whether decreased DMS activity resulted simply from a lack of desire to 
consume the reward. For example, it is possible that rats became either sated or became 
uninterested over the course of the session. These factors will be analyzed in two ways: by 
scoring video footage collected for all post-surgery sessions and by quantifying the amount of 
unconsumed fluid remaining in the receptacle following the first degradation session. Further 
analysis is additionally required to validate whether or not the current electrophysiological data 
can be extrapolated to all rats, as only 6 of the 12-13 rats per group were analyzed.  
The overall findings of this study support our original hypothesis that blocking dopamine 
in the DLS may initiate a reversion to flexible behavior in which the DMS is active. Specifically, 
the data support that a reduction in DMS activity may precede the resurgence of flexible 
behavior. With the use of an animal model, our conclusions have the potential for human 
extrapolation, given the functional similarity of the rat dorsal striatum and the human caudate 
nucleus and putamen. However, further research using both human and animal models is needed 
to fully understand the role that dopamine in the dorsal striatum plays in the reversal of a 
drinking habit and to identify potential differences between “alcohol habits” and “saccharine 
habits.” This study, in conjunction with future research, may help validate the use of dopamine 
antagonists targeted to affect the dorsal striatum as a means of treatment for chronic alcohol use 
disorder.  
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Figure 1. Sensitivity of responding for 0.2% saccharine (S) or 0.2% saccharine/15% ethanol (S/E) for first 
and final devaluation tests.  Mean lever presses (+/- SEM) in the 5-minute extinction test following 1-hr free 
access to the reinforcer (Reinf) or 2% maltodextrin (Malto). On average, both S/E and S rats showed goal-directed 
seeking after 7 weeks of self-administration training. However, by week 9, both groups had developed inflexible 
seeking behavior prior to surgery. N=15, 15 rats. *indicates main effect of pre-access solution, p<0.01  
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Figure 2. Effects of bilateral infusions of α-flupenthixol on responding for 0.2% saccharine (S) and 0.2% 
saccharine/15% ethanol (S/E) under extinction and VI30 conditions. Mean active lever presses (+/- SEM) on 
pre-degradation extinction (PRE), phosphate-buffered saline vehicle (VEH), and 15 µg of α-flupenthixol (15 FLU) 
days. (A) Extinction conditions: both groups showed significant differences from PRE at the15 FLU level. (B) VI30 
conditions: both groups showed significant differences from PRE at the15 FLU level. N=12, 13 rats. *indicates main 
effect infusion treatment p<0.05; ^indicates main effect reinforcer group p<0.02 
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Figure 3. Effects of contingency degradation training on responding for 0.2% saccharine (S) and 0.2% 
saccharine/15% ethanol (S/E). Mean active lever presses (+/- SEM) on the first two degrade sessions where a 
reward delivery was no longer contingent upon a lever-press. A significant reduction in pressing between the first 
and second degradation sessions was found. N=12,13 rats. *indicates main effect degradation session p<0.05    
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Figure 4. Frequency of DMS neuronal firing around a free reinforcement during the first session of 
contingency degradation (degrade 1), grouped by reinforcer. Normalized firing rate for both the first and second 
half of the session (as divided by the total number of free reinforcements received). (A) S/E rats. (B) S rats. Both 
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S/E and S rats showed a 22% decrease in neuronal firing frequency immediately following reinforcement delivery 
(as measured in the first 0.1s bin) between the first second half of the session. N=53, 38 cells (6 rats per group). 
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Figure 5. Frequency of DMS neuronal firing around a free reinforcement during the first session of 
contingency degradation (degrade 1), grouped by percent decrease in pressing behavior between degrade 1 
and degrade 2. Normalized firing rate for both the first and second half of the session (as divided by the total 
number of free reinforcements received). (A) All rats showing greater than 50% decrease in pressing. A 29% 
decrease in neuronal firing frequency immediately following reinforcement delivery (as measured in the first 0.1s 
bin) was seen between the first and second half of the session. (B) All rats showing less than 20% decrease in 
pressing. A 17% decrease in neuronal firing frequency was seen across the session.    
 	  
