ABSTRACT This paper considers a cognitive small cell network, where one cognitive base station (CBS) transmits information to the cognitive user and energy to the energy harvesting receivers (EHRs). The Markov channel model is exploited to characterize the state change of the macrocell base station. The spectrum sensing time, the spectrum sensing interval, and the beamforming matrixes of the CBS are jointly optimized to achieve three goals: the maximization of the CBS throughput, the minimization of the energy cost of the CBS, and the minimization of the interferences to the macrocell users (MUEs). These objectives are optimized subject to the interference constraints of the MUEs, the secrecy rate constraint, the transmit power constraint of the CBS, and the energy harvesting constraints of the EHRs. The formulated problems are challenging non-convex and difficult to solve. A 1-D line search method and semidefinite relaxationbased algorithm is proposed to solve these problems. It is proved that the optimal solution can be obtained under some conditions. If the conditions are not satisfied, Gaussian randomization procedure is used to obtain the suboptimal solutions. Simulation results verify our theoretical findings and demonstrate the effectiveness of the proposed resource allocation scheme.
I. INTRODUCTION
The explosive increase of the wireless service requirements are expected to be satisfied in the fifth generation (5G) systems, which have many advantages over the current wireless communication systems such as lower latency, massive connectivity, etc. [1] . One of the key technologies of 5G systems is small cell, which can effectively improve the spectrum efficiency by narrowing the cell coverage at the cost of excessive inter-cell interferences and higher hardware costs [2] - [4] .
Another promising technology to improve the spectrum efficiency is cognitive radio (CR). In CR networks, the secondary users (SUs) execute spectrum sensing to obtain the status of the primary users (PUs) and adjust the transmit power to access the spectrum bands of the PUs, while satisfying the PUs interference limitations [5] , [6] . By adopting CR technology, the spectrum efficiency can be improved without changing much hardware architectures of the current wireless communication systems. Therefore, CR can play an important role in 5G small cells to further enhance the spectrum efficiency, which can make a tradeoff among the spectrum efficiency, inter-cell interferences and the hardware cost.
A. RELATED WORK AND MOTIVATION
Spectrum sensing, interference mitigation and power control are three main tasks of CR small cells [3] , [7] - [9] . There exists lots of spectrum sensing algorithms such as matched filter detection [10] , [11] , energy detection [12] , [13] , cyclostationary based detection [14] , [15] , and the covariance based detection [16] , [17] . Each of these algorithms has its own advantages and disadvantages [18] . Interference mitigation is a primary challenge in deploying the small cell, which can be realized by power control. An extensive interference analyses were provided in [19] , which included interferences on macrocell users (MUEs) from small cell users, intercell interference among small cells users, interferences from other users within one small cell, etc. Based on the interference measurements, a stochastic dual control method was proposed to adapt the spectrum sensing process to mitigate the interference in small cells. The transmit power and the spectrum sensing time were jointly optimized to maximize the energy efficiency in a cognitive small cell, where the cross-tier interference and transmit power constraint were considered [2] , [20] . Cheng et al. [21] derived the bounds of the maximum intensity of simultaneously transmitting small cells that satisfied a given per-tier outage constraint. A joint optimization of decision threshold and transmit power scheme was proposed to maximize the opportunistic throughput, under the MUEs interference constraints [22] . Considered the cross-tier interference limitation, minimum outage probability requirement and imperfect CSI, the joint subchannel and power allocation problem in cognitive small cell was solved in [23] by using cooperative Nash bargaining game. Small cell users can cooperate with the MUEs to achieve some performance gain. Two cooperation modes between small cell users and MUEs were proposed in [24] , namely, cooperative relay mode and interference control mode. In order to maximize the throughput of the small cell users, the small cell users chosen to be a relay node to enhance the MUE's transmit rate or to stop its own transmission to reduce the interferences caused to the MUEs [24] . A dynamic selection scheme of overlay/underlay modes was proposed in [25] , which considered the small cell users throughput and the energy consumption. Xie et al. [26] considered a different wireless network architecture that the both the MUE and the small cell users had cognitive capability. And an energyefficient resource allocation algorithm based on Stackelberg game was proposed in heterogeneous CR networks.
It can be noted that all the aforementioned works were based on the traditional slot structure, i.e., a slot consists of a spectrum sensing subslot and a transmission subslot. The SUs execute spectrum sensing at the beginning of each slot, i.e, the spectrum sensing interval is 1. The spectrum sensing interval is defined as the number of slots during which the channel state of the PU is considered unchanged and no further spectrum sensing is required [27] . In some practical scenarios, the access pattern of the PU can be characterized by a statistical model, the future status of the PUs can be predicted to some extent [27] - [33] . Therefore, the spectrum sensing interval does not necessarily to be set to 1. Setting the spectrum sensing interval bigger than 1 has some advantages. Firstly, adopting larger spectrum sensing interval may save the spectrum sensing energy, which can be used for the data transmission of the SUs. Secondly, adopting lager spectrum sensing interval will save the time for spectrum sensing, which also can be used for data transmission to enhance the throughput of SUs. Thirdly, setting the spectrum sensing interval to 1, the spectrum sensing scenario that the PU has statistical characteristics become the traditional spectrum sensing scenario. However, it is hard to accurately predict the future status of the PU even though the access pattern of the PU has statistical property. The SU will transmit multiple consecutive slots after executing the spectrum sensing once, which may collide with the PU's transmission. Therefore, the spectrum sensing interval and the transmit power must be carefully designed, which has already been studied in [27] , [32] and [33] . The spectrum sensing interval was optimized at different spectrum sensing results in [27] , but the spectrum sensing result was assumed to be perfect. Imperfect spectrum sensing was considered to jointly optimize the spectrum sensing interval, the spectrum sensing energy and the transmit power to maximize the degree of CR network satisfaction [32] , [33] . However, all of these works did not take the communication security between the SUs into consideration. Moreover, these works only considered the single-input single-output (SISO) systems, which can not be applied into 5G systems.
B. MAIN CONTRIBUTIONS
In this paper, we focus on the downlink of a multiple-input single-output (MISO) CR small cell. The macrocell base station (MBS) and MUEs are PUs and the cognitive base station (CBS) and the cognitive users (CUEs) are SUs. It is assumed that the access pattern of the MBS has Markov property. The spectrum sensing interval, spectrum sensing time and the beamforming matrixes of the CBS are jointly optimized to achieve three goals. The first one is to maximize the throughput of the CBS, while the interference constraints of the MUEs, the CBS transmit power constraint, the energy harvesting constraints of energy harvesting receivers (EHRs) and the secrecy rate constraint are considered. The second one is to minimize the energy cost of the CBS, while the throughput of the CBS constraint, MUEs interference constraints, the CBS transmit power constraint, the energy harvesting constraints of EHRs and the secrecy rate constraint are considered. The third one is to minimize the interference to the MUEs, while the throughput of the CBS constraint, the CBS transmit power constraint, the energy harvesting constraints of EHRs and the secrecy rate constraint are considered. All of these three optimization problems are noncovex and rank-constrained optimization problems. Three conditions that the optimization problems have rank-one solutions are derived. We now summarize the main contributions of this paper as follows:
• The spectrum sensing interval optimization problem in the MISO scenario is studied. Although the spectrum sensing interval optimization problem has been studied in [27] , [32] and [33] , but the optimization problems in these works were studied in the SISO scenario, which is limited in 5G systems. We extend this problem to a more general multiple-input single-output (MISO) scenario.
• Three optimization objects are investigated from the viewpoints of the CBS and the MUEs, respectively. The corresponding three optimization objects are given as follows: the maximization of throughput of the CBS, the minimization of the energy cost of the CBS, the minimization of the interferences to the MUEs. Each of these optimization objects is achieved by jointly designing spectrum sensing time, transmit beamforming matrixes and spectrum sensing interval under the constraints mentioned above. All of these problems are non-convex and solved by using semidefinite relaxation (SDR), one dimensional line search method and the software CVX. For each optimization problem, the conditions under which the problem has rank-one solutions are given.
• Extensive simulation studies have been conducted and the results indicate that when the state changes of MBS has Markov property, our proposed algorithms have higher throughput and greater dynamic range than the traditional spectrum sensing scheme. The rest of this paper is organized as follows. Section II presents the system model. In Section III, we formulate the spectrum sensing time, spectrum sensing interval and beamforming matrixes joint optimization problems and solve them by using two dimensional line search method, SDR and CVX. The performance of the proposed algorithms are evaluated by simulation results in Section IV. Finally, Section V concludes this paper.
Notations: Matrices and vectors are denoted by boldface capital letters and boldface lower case letters, respectively. I denotes the identity matrix with size N t , which is the number of the CBS transmit antennas. (·) H , Tr(·) and Rank(·) denote the Hermitian (conjugate) transpose, trace, and rank of a matrix, respectively. C M ×N denotes a M -by-N dimensional complex matrix set. X 0 (X 0) represents that X is a Hermitian positive semidefinite matrix. X N represents a N -by-N dimensional Hermitian matrix set.
II. SYSTEM MODEL A. CR NETWORK MODEL
Consider a cognitive small cell laid within a macrocell network as shown in Fig. 1 , where one CUE link, J MUE links, K EHR links share the same spectrum. The CBS is equipped with N t antennas. MUEs, CUE, EHRs are equipped with single antenna. All users are assumed to operate in a synchronized time slot structure with time slot length T . The CBS transmits information to the CUE and transfer energy to the K EHRs, respectively. The MBS transmits information to J MUEs, which are assumed to be friendly and will not eavesdrop the information sent by the CBS. We use H 0 and H 1 denote the hypotheses that the MBS is busy and idle, respectively. The received signals transmitted by the CBS at the CUE, the kth EHR and the jth MUE can be given as
where
is the beamforming vector when the spectrum sensing result is H i . s ∈ C 1×1 denotes the transmit data symbol of the CBS which is assumed that E |s| 2 = 1. n IR , n ER k and n MUE j are the additive white Gaussian noises (AWGN) with mean 0 and variance N 0 . h ∈ C N t ×1 , g k ∈ C N t ×1 and u j ∈ C N t ×1 denote the channel vectors between the CBS and the CUE, the kth EHR and the jth MUE, respectively. It is assumed that all the channel vectors do not change within the channel coherence time, which is assumed to be an integral multiple of T for convenience. 
B. MBS ACTIVITY MODEL
We model the MBS states as a two-states on-off Markov chain as shown in Fig. 2 , which has been widely used in CR networks [27] - [33] . The transition matrix is denoted by A = a 00 a 01 a 10 a 11 (4) where a ij = Pr q t+1 = H j |q t = H i , i, j = 0, 1, q t is the state of the MBS at slot t. The initial distribution of the states is assumed to be in a steady state and defined as π = a 10 a 01 + a 10 a 01 a 01 + a 10 .
C. NON-LINEAR ENERGY HARVESTING MODEL
One way to prolong the operation time of the cell users is to using EH technology [34] , [35] . The received radio frequency (RF) power at the kth EHR is given as
where Unlike the traditional linear energy harvesting model, we adopt a non-linear energy harvesting model, which is proved to accurately illustrate the process of energy harvesting in practice [36] - [38] . According to the energy harvesting model, the harvested power at the kth EHR is given by [36] 
where M k is a constant denoting the maximum harvested power at the kth EHR when the energy harvesting circuit is saturated. Z k denotes the maximum harvested power of the kth EHR, a k and b k are constants that capture the joint effects of resistance, capacitance, and circuit sensitivity [36] .
III. PROBLEM FORMULATION
The goals of this section are to maximize the throughput of the CBS, minimize the energy cost of the CBS and minimize the interference to the MUEs, while satisfying the corresponding constraints. Let random variable X 0 denote the number of the idle slots during consecutive slots. When the current true channel state is busy, the mean of X 0 is given as [32] , [33] 
where m is the number of state changes during consecutive slots. Pr (X 0 = k) is given as
11 [32] , [33] . When the current true channel state is idle, the expectation of X 0 is given as [32] , [33] 
10 and
00 [32] . We have assumed that the channel coherence time is an integer multiple of the length of a slot, which is denoted as d. Let i , i = 0, 1, denote a variable that the probability of the state i lasting for more than i slots is less than 0.99, which is given in [32] . Then, the maximum spectrum sensing interval is defined as
Without loss of generality, we use energy detector to perform spectrum sensing in our work. A constant detection probability P d is specified to protect the MUEs. Then, the false alarm probability P f is given by [39] 
where γ is the received signal-to-noise ratio (SNR) of the MBS signal at the CBS. τ is the sensing time and f s is the sampling frequency of the CBS. The energy consumed by energy detector is roughly linear in the number of samples, similar to [33] 
It is worth noting that e s can be ignored as it is generally very small compared to the energy cost for data transmission. The average throughput and, the average energy cost of the CBS per slot and the average interference to the MUEs when the spectrum sensing interval is are given as
where P H n 0 and P H n 1 are the probabilities of idle status and busy status of the MBS at slot n, respectively. c 1 , c 2 , c 3 and c 4 are given as
A. CBS THROUGHPUT MAXIMIZATION
We first investigate the CBS throughput maximization problem subject to the secrecy rate constraint, energy harvesting constraints, MUEs interference power constraints and the CBS transmit power constraint. The problem is given as
th is the maximum tolerable interference power of the ith MUE; P max is the maximum transmit power of the CBS; ψ k and ϒ k are the minimum harvesting energy required and the maximum received SNR of the CBS signal at the kth EHR, respectively. In (31b)-(31h), C1 guarantee the QoS of the MUEs; C2 limits the transmit power of the CBS; C3 and C4 limit the sensing time and the sensing interval, respectively. C5 is the energy harvesting constraints. ϒ k is the minimum secrecy SNR which prevents the EHRs from decoding the information send to the CUE. P 1 is non-convex due to the non-convex constraints C3, C4 and C7. The optimal and τ can be obtained by using a one-dimensional line search method. C7 can be relaxed by using semidefinite relaxation (SDR). Given and τ , P 1 can be transformed into the following problem
where ϑ = {ϑ k } K k=1 are slack variables. It can be seen that P 2 is convex and can be solved by the software CVX. If the rank of W 0 and W 1 are not one, Gaussian randomization procedure can be used to obtain a suboptimal solution [41] . Proof: Please refer to Appendix A.
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The optimal and τ can be obtained by searching from [1, max ] and (0, T ], respectively. Then, Algorithm 1 is proposed to solve P 1 , which is summarized in Table 1.  Table 2 shows the Gaussian randomization procedure for problem P 2 . 
B. ENERGY COST OF THE CBS MINIMIZATION
In this subsection, a resource allocation scheme is studied to minimize the energy cost of the CBS, while guaranteeing that the average throughput of the CBS is above the lower limit R req , which is given as follows
s.t. C1, C2, C3, C4, C5, C6, C7, C8 (33b)
C9 : R ave ≥ R req .
Following the similar procedure in subsection A, P 3 can be translated into P 4 based on the SDR for given τ and , which is given as where R req is the required throughput of the CBS. P 4 is convex and can be solved by using CVX. If the rank of W 0 and W 1 are not one, the Gaussian randomization procedure can be used to obtain a suboptimal solution. Proof: Please refer to Appendix B. The problem P 3 can be solved by Algorithm 1 with slight modification.
C. INTERFERENCE TO THE MUEs MINIMIZATION
The optimization problems in Subsection A and B are mainly from the viewpoints of the CBS. In this subsection we formulate an optimization problem to minimize the interferences to the MUEs, which is from the viewpoint of the MUEs. The problem is given as
s.t. C2, C3, C4, C5, C6, C7, C8, C9. (35b)
Following the similar procedure in subsection A and B, P 5 can be translated into P 6 based on the SDR for given τ and , which is given as Proof: Please refer to Appendix C.
D. COMPLEXITY ANALYSIS
Recall that the problems P 2 , P 4 and P 6 are convex and can be solved by interior-point method [42] . Similar to [43] , we can use the computational complexity of interior-point method to measure the complexity of the proposed algorithm. The computational complexity of interior-point method is related to the number of linear matrix inequalities and secondorder cone constraints. According to [43] , the complexity of Algorithm 1 is given in Table 3 , where
t and O (·) is the big-O notation. Indeed, the complexity of the proposed algorithm is relatively high. However, the optimization problems are solved in the CBS, which has strong computational capability. Moreover, the spectrum sensing time τ has relatively fewer impacts on the optimal value, the complexity can be reduced by fixing the spectrum sensing time τ .
IV. SIMULATION RESULTS
In this section, simulation results are provided to evaluate the performance of the proposed algorithms. The simulation parameters for the numerical results are summarized in Table 3 , which are set without loss of generality. We assume flat-fading channels with path-loss and Rayleigh fading, |h| Table 4 . Fig. 3 shows the average throughput of the CBS versus the interference limits I (j) th in problem P 1 . For convenience, we set all I (j) th equal to I th which ranges from -10 dBm to 0 dBm. It is seen that the average throughput of the CBS increases with the I th . A larger I th implies that the MUEs can tolerate more interferences from the CBS, which allows the CBS to use a larger transmit power or larger spectrum sensing interval. Another phenomenon that can be found in Fig. 3 is that our proposed algorithm can achieve about higher average throughput of the CBS than the traditional spectrum sensing scheme, i.e, max = 1. It matches our discussion in Section I-A that the statistical property of the MBS can be used to gain higher throughput of the CBS. Finally, it can be seen in Fig. 3 that the average throughput of the CBS increases with the number of the transmit antennas of the CBS. The reason if that a larger value of N t enlarges the feasible region of optimization problem P 1 . Fig. 4 displays the average spectrum sensing interval of the CBS versus I th in problem P 1 . As shown in Fig. 4 , the average spectrum sensing interval increases with I th and N t . A smaller value of I th implies that the protection requirements of the VOLUME 6, 2018 MUEs is high, hence, the CBS must sense the status of the MBS frequently, i.e., adopts smaller spectrum sensing interval. An increase of the N t increases the degrees of freedom of the spectrum sensing interval. 
FIGURE 6.
Average spectrum sensing interval of the CBS versus P max in problem P 1 . Fig. 5 and Fig. 6 show the trend of the average throughput and the spectrum sensing interval of the CBS versus the maximum transmit power limit P max in P 1 . It can be seen from Fig. 5 and Fig. 6 that the average throughput and the spectrum sensing interval of the CBS increase with P max and N t . Similar to Fig. 3 and Fig. 4 , this is because that larger P max and N t enlarge the feasible region of optimization problem P 1 . Fig. 7 displays average energy cost of the CBS versus R req in problem P 3 . In Fig. 7 , the average energy cost of the CBS increases when R req increases from 0.5 bps to 2.5 bps. In order to meet the increase of the minimum throughput of the CBS requirement R req , the CBS must increase its transmit power, which may increase the average energy cost of the CBS. According to Fig. 7, Fig. 8 and Fig.9 , it can been seen that the CBS will adopt larger transmit power and spectrum sensing interval to meet the throughput constraint C9. FIGURE 8. Problem P 3 unsolvable probability versus R req . Fig. 8 shows the problem unsolvable probability versus R req in P 3 . The problem unsolvable probability is defined as the probability that the of problem P 3 is unsolvable, or the probability that there are no feasible solutions of P 3 . It can be seen from Fig. 8 that the problem unsolvable probabilities of the proposed algorithm are lower than the traditional spectrum sensing scheme. The reason is that when R req becomes large and the channel qualities become worse, the traditional spectrum sensing scheme can not find feasible solutions due to the constraints C1 and C9. On the other hand, by using the proposed spectrum sensing scheme, the CBS can use lager spectrum sensing interval to satisfy the constraint C9. Therefore, our proposed algorithm has greater dynamic range than the traditional spectrum sensing scheme, which matches our discussion in Section I-A. Finally, it can be seen that the unsolvable probability decreases with N t . It can be explained by the fact that a larger N t can provide much more degrees of freedom of the beamforming matrix. Fig. 9 illustrates the average spectrum sensing interval versus R req in problem P 3 . As shown in Fig. 9 , the average spectrum sensing interval increases with R req , which coincides with our intuition that the CBS has to use larger spectrum sensing interval to satisfy the increased R req . Meanwhile, we can observe that the average spectrum sensing interval decreases with N t , which indicates that the CBS satisfies the minimum throughput constraint mainly through adjusting the beamforming matrix. Fig. 10 shows the average interferences to the MUEs versus R req in problem P 5 . It can be seen from Fig. 10 that the average interferences to the MUEs increase with R req . The reason is that the CBS uses larger transmit power to meet the minimum throughput constraint, which may introduce more interferences to the MUEs. As shown in Fig. 10 that increasing N t could mitigate the interferences to the MUEs, which is because that larger N t provides more degrees of freedom of the problem P 5 . Fig. 11 shows the unsolvable probability of problem P 5 versus R req . It can be seen from Fig. 11 that the problem unsolvable probability of the proposed algorithm is lower than the traditional spectrum sensing scheme. Moreover, the unsolvable probability decreases with N t . The reason for these phenomena are similar to that of Fig. 8 . Therefore, our proposed algorithm has greater dynamic range than the traditional spectrum sensing, which matches our discussion in Section I-A. 
V. CONCLUSION
In this paper, we considered a cognitive small cell network, which can be applied into 5G systems. Three optimization problems were formulated such as the CBS throughput maximization problem, the energy cost of the CBS minimization problem and the interference to the MUEs minimization problems. An algorithm based on the one-dimensional line search method, SDR and CVX was proposed to solve these problems. Three theorems were derived to given the conditions that the three problem had rank-one solutions. Simulation results showed that the proposed algorithm has higher throughput of the CBS and larger dynamic range than the traditional spectrum sensing scheme.
APPENDIX A PROOF OF THEOREM 1
The Lagrangian related with W 0 in problem P 2 is given by
are the dual variables with respect to C1, C2, C5b and C8, respectively. is a collection of variables and constants that are not relevant to the proof. l 1 and l 2 are given by
The partial Karush-Kuhn-Tucker (KKT) optimality conditions related to our proof are given as follows:
Then through some algebraic operations, we have
We multiply the both sides of (43) by W * 0 leading to
Since W * 0 = 0, the rank of W * 0 is one. The proof of the W * 1 is similar to the case of W * 0 . The proof is competed.
APPENDIX B PROOF OF THEOREM 2
The Lagrangian related with W 0 of problem P 4 is given as
where λ
(1)
k,0 ≥ 0, k ∈ κ, o 0 ≥ 0 are the dual variables with respect to C1, C2, C5b, C6, C8 and C9, respectively. is a collection of variables and constants that are not relevant to the proof. d 1 is given as
Following the similar proof process of Appendix A, we have
Refer to (46), it can be seen form (49) 
APPENDIX C PROOF OF THEOREM 3
The Lagrangian related with W 0 in problem P 6 is given as 
Refer to (46), it can be seen form (52) 
