Abstract. We put forward a plausible explanation of African financial under-development in the form of a bad credit market equilibrium. Utilising an appropriately modified IO model of banking, we show that the root of the problem could be unchecked moral hazard (strategic loan defaults) or adverse selection (a lack of good projects). Applying a dynamic panel estimator to a large sample of African banks, we show that loan defaults are a major factor inhibiting bank lending when the quality of regulation is poor. We also find that once a threshold level of regulatory quality has been reached, improvements in the default rate or regulatory quality do not matter, providing support for our theoretical predictions.
Introduction
Africa remains today one of the most financially under-developed parts of the world. Financial under-development is frequently associated with a country's inability to mobilise sufficient amounts of saving to satisfy the demand for credit. A recent study by the World Bank has, however, shown that African banking systems, although lacking in depth compared to other regions in the world, are excessively liquid (Honohan and Beck 2007) . That is to say, savings mobilisation does not appear to represent a binding constraint on African banks' ability to lend. Instead, African banks complain of a lack of credit worthy borrowers while at the same time households and firms complain about lack of credit. The same study shows that the least developed banking systems in Africa are also the most liquid, which implies that resolving the paradox of excess liquidity may hold the key to understanding African financial under-development. To do so requires focussing on the structure and mechanics of African credit markets.
The main contribution of this paper is to put forward a plausible explanation of African financial under-development in the form of a bad credit market equilibrium. We show that the root of the problem could be either moral hazard-taking the form of strategic loan defaults-or adverse selection emanating from the lack of good projects. Theoretically, the two are almost indistinguishable but we make an attempt to gauge empirically which of the two is the most likely cause.
The first part of the paper is theoretical. It modifies a standard IO model of banking to analyse the market for bank credit. The model encapsulates various stylised facts of African credit markets, including high loan default rates. In the model, sub-optimal equilibria arise when there are severe informational imperfections and institutions intended to contain moral hazard are weak. In these sub-optimal equilibria, the loan default rate (an endogenous variable in the model) is high, which deters the expansion of bank credit.
When we use the model to explore the impact of improvements in institutions designed to mitigate informational imperfections, we find important non-linearities in the response of the banking system. For example, improvements in contract enforcement can reduce the impact of loan default on lending, but only when enforcement is low to begin with.
Once the quality of contract enforcement has reached a certain level, further improvements will have no impact on banks' behaviour. These results appear in both the moral hazard and adverse selection versions of the model, and are consistent with the threshold effects implicit in other macroeconomic studies.
The second part of the paper is empirical. It is aimed at testing various specific predictions of the theory utilising panel data for hundreds of African banks over a ten year period. Specifically, it explores the relationship between the amount that African banks are willing to lend, loan default rates and the institutional environment, allowing for threshold effects.
1 The model is fitted using a GMM dynamic panel estimator (Arellano and Bond 1991, Blundell and Bond 1998) . Our empirical results provide strong support for the predictions of our theoretical model, and we are able to identify a threshold effect in regulatory quality. Moreover, they pass a variety of robustness checks, including sensitivity to different values of the threshold level as well as alternative dynamic panel data estimators. Finally, we provide some evidence on whether the root cause of financial under-development lies in strategic loan default (moral hazard) or the lack of good projects (adverse selection).
Our paper complements a growing literature on African financial systems that is mainly macroeconomic in approach. Honohan and Beck (2007) provide the starting point for our paper in the sense that we delve further into some of the issues they raise in their important World Bank study. More recently, Allen, Otchere and Senbetm (2010) provide a comprehensive, thorough and up-to-date overview of African financial systems, including banks, financial markets and microfinance. Their survey confirms the dominance of traditional banking over other forms of formal finance, particularly in Sub-Saharan Africa. It also highlights the tendency of African banks to invest in government securities but does not address the factors that explain excess liquidity. Other studies explore the links between financial development and economic growth in Africa. Gries, Kraft and Meierrieks (2009) , for example, find limited support to the finance-led growth hypothesis in 16 Sub-Saharan African countries. Earlier work on a broader range of developing countries by Demetriades and Law (2006) shows that this is predominantly a feature of low income countries, most of which are, in fact, located in Sub-Saharan Africa. In middle income countries, some of which are located in North Africa, the link between finance and growth is much stronger.
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Similar threshold effects in the finance-growth relationship have also been documented by Rioja and Valev (2004) . Such macroeconomic effects are consistent with our own findings of threshold effects in bank credit that are derived from a micro-setting.
The paper is structured as follows. Section 2 sets out the theoretical model and describes various credit market equilibria under moral hazard and adverse selection. Section 3 outlines the empirical model, describes the data set and explains the estimation method.
Section 4 presents the empirical results. Section 5 summarises and concludes.
Theory
One of the most important features of African credit markets is that credit registries are either completely absent or are in their infancy. The absence of credit registries makes screening loan applicants extremely challenging. Combined with weak contract enforcementanother stylised feature of many African economies-this encourages loan default. As we will see later, variation in regulatory quality across countries and over time is particularly large in Africa. In this environment, it is no surprise to observe that banks in countries with weak regulatory institutions are cautious in extending loans and that the default rate is very high. In the absence of systematic credit history records, default does not have any impact on credit ratings, and the cost of default to borrowers is relatively low. In these circumstances, credit markets are prone to an extreme moral hazard problem in the form of strategic loan defaults: some loan applicants may apply for loans with no intention of ever repaying them. Equally, the difficulty of distinguishing successful entrepreneurs from unsuccessful ones can create an adverse selection effect. Our theoretical model adds to the existing literature on moral hazard and loan default by exploring in detail how the extent of contract enforceability and the extent of moral hazard combine to determine the type of equilibrium prevailing in the loans market. This provides the basis for our empirical model of bank behaviour in African countries with widely varying levels of regulatory quality.
Benchmark model of strategic default with identical banks
Our starting point is the "circular city" model of product differentiation applied to the lending side of banking. 3 n private identical banks compete for loan contracts. The fixed cost of setting up a bank is F and there are no entry restrictions. Bank i (i = 1, ..., n) maximises its payoff by setting the lending rate, r i , for all its loan applications. Loan applicants are entrepreneurs that have access to an identical and riskless investment technology, which gives return R on one unit of invested funds. Entrepreneurs (henceforth, borrowers)
can be either opportunistic, with probability γ (0 < γ < 1), or honest, with probability 1 − γ. The borrower's type is private information, while the probabilities are common
knowledge. An honest borrower repays his loan without fail, while an opportunistic borrower may choose to either repay or default on his loan, depending on the extent of loan contract enforcement. If a borrower defaults on his loan, the bank gets compensation d > 0 with probability λ (otherwise, with probability 1 − λ, the bank gets 0). The banks have access to the following screening technology: when it screens a loan application, the bank finds that the applicant is opportunistic with probability σ (0 < σ < 1), otherwise, with 3 The model was originally developed by Salop (1979) ; see also a useful discussion in relation to bank deposit contracts in Freixas and Rochet (1997) . Andrianova, Demetriades and Shortland (2008) extend it to analyse depositor behaviour in the presence of opportunistic banks and government owned banks. It is particularly relevant in the African context where product differentiation can be thought of as representing a bank's ethno-linguistic characteristics.
probability 1 − σ, the bank has no information as to the type of the applicant. 4 The bank may choose to use its screening technology and, having screened all applicants, the bank can also choose whether to refuse (or not) applications of those borrowers who were flagged up by screening as opportunistic. 5 Borrowers are uniformly distributed along a circle of a unitary length. 6 A borrower incurs a positive transportation cost t which is proportional to the distance between the depositor and the bank. Every borrower can apply for a loan to at most one bank. All players are risk-neutral. Every bank has sufficient funds to approve all of its applications if deemed profitable.
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The timing of the game is as follows.
(1) Banks decide whether to enter; n banks enter.
(2) Bank i (i = 1, . . . , n) sets its lending rate r i .
(3) Each borrower chooses the bank in which to apply for a loan of 1 monetary unit.
(4) Facing the demand for loans, D i , bank i (i = 1, ..., n) chooses whether to screen or not all of its loan applications. 4 We justify this assumption by alluding to a repeated game frame in the background: if a borrower defaulted on his loan in the past, there may be a record of the default that the bank could learn about through screening. Honest borrowers don't have such record, while opportunistic borrowers may or may not have such record, depending on their past actions. Note that banks cannot share information about borrowers. The process by which African banks make decisions about individual customers is typically very opaque, and not documented, so we have no way of modelling information sharing empirically.
5 We do not allow the bank to charge a different rate for borrowers with a "stained" credit record. Once the lending rate is posted in order to attract loan applications, the bank cannot decide to charge a higher rate for borrowers with a poor credit record, but only to refuse credit at the posted rate, which we believe is plausible.
6 For simplicity, let us assume that the distribution density is 1.
7 Obviously, this is a simplification but not an unreasonable one in the light of Honohan and Beck (2007) . (6) A borrower with an approved loan invests his 1 monetary unit and obtains return R.
(7) An honest borrower repays his loan, an opportunistic borrower chooses whether to repay or default on his loan.
(8) If any of its loans are defaulted on, the bank seeks compensation.
(9) Payoffs are realized.
Solution in the benchmark
Given the sequential nature of the game, the appropriate solution method is backward induction. Let q ∈ {0, 1} represent an opportunistic borrower's decision to repay his loan contract where the value of q (q = 1 repay, or q = 0 default) is set by an opportunistic borrower to maximize his expected payoff. Let ξ ∈ {0, 1} denote a bank's decision to screen (ξ = 1 is screen, ξ = 0 is no screen). 8 And let p ∈ {0, 1} denote a bank's decision to approve all its applications when it decides not to screen. 9 The expected payoffs of the players (borrowers and banks) are calculated as follows. By going to bank i, an honest borrower located at distance x i expects to obtain:
By applying to bank i, an opportunistic borrower located at distance x i from the bank expects to obtain
A bank's expected payoff depends on its choice of actions: screen and finance those with apparently clean record, or don't screen and then either finance all loan applications or finance none. Thus bank i's payoff is written as follows:
Assumptions we need to have in place here are the following.
(A1) ensures that in the absence of enforcement problems, lending to entrepreneurs is sufficiently profitable (ie it must pay off more than the opportunity cost). We could also think of this assumption as ensuring a "sufficient degree of product differentiation", since t captures the degree of product differentiation in the model of bank competition.
8 As all banks are identical for now, the subscript i is dropped in the notation for probabilities associated with the banks' decision-making.
9 This economises on notation somewhat, as it can be checked that a bank's strategy (screen, finance all) is dominated by (don't screen, finance all), for a non-negative screening cost.
is simply a participation constraint of the marginal borrower in the absence of enforcement problems (ie it ensures a non-negative ex ante expected payoff).
Four types of pure strategy equilibria emerge in this game (see Table 1 ): "high" equi- Table 1 : Description of equilibria.
Equilibrium Equilibrium behaviour
librium (HE) where all borrowers repay and banks approve all loan application without resorting to screening, upper intermediate equilibrium (IE1) whereby despite opportunistic borrowers' default the banks find it profitable to lend to all applicants and avoid screening, lower intermediate equilibrium (IE2) whereby opportunistic borrowers default, banks screen and finance those whose credit record is apparently clean, and finally "low" equilibrium (LE) in which there is no lending at all (banks put their loanable funds into the safe asset).
Proposition 1 Assume (A1) and (A2). A unique (pure strategy) equilibrium exists and it is of type:
(iii) IE2, if λ < λ, and either γ ≤γ, or γ >γ together with σ >σ. 
When banks' screening technologies differ
We now allow banks to differ in their ability to screen: more established banks may well have an informational advantage over a "new" bank. Formally and simply, let there be two types of banks: the α-type is the bank that has a screening technology as described in the benchmark section (finds out about an existing stained credit record with probability σ), and the β-type is the bank that has a useless screening technology (learns nothing even if it screens). The proportion of each type of bank (α and β, respectively, with α + β = 1) is publicly known, but the type itself is private information. Adapting the notation from the earlier section: ξ is α-bank decision to screen, and p k is k's bank decision to lend when not screening (k = {α, β}).
The expected payoffs change to:
Notice that the equilibria without screening are not affected by this modification in the assumption on banks' screening technologies. In a pooling equilibrium with screening (IE2), β-type bank is mimicking the α-type, by setting the loan approval probability to be equal to p β = 1−σγ. The less efficient at screening bank can do so, although the pool of the approved loans for this bank is obviously going to be worse than that of the more efficient at screening bank. The parameter range in which each of the four possible equilibria obtain does not change, while the equilibrium values of n and r i in IE2 now become
Compared to the benchmark case of section 2.2, the equilibrium lending rate and the number of banks that enter are both larger when the screening technology differs across banks.
Re-interpreting the benchmark as a pure adverse selection model
This section considers the possibility that the default on a loan may be due to reasons other than the strategic behaviour of a borrower. Suppose now that a borrower defaults because the project for which he obtained the loan has turned out to be a bad project with an ex post zero return. Now the parameter γ captures the proportion of borrowers whose projects are worthless (have zero realized return). The type of the project determines the type of the borrower and is borrower's private knowledge, although the value of γ is publicly known.
As the loan is sunk in the zero-return project, the lender expects to get the liquidation value of the project, 0 < d < 1, with probability λ. The screening technology of the bank allows it to filter out "bad" projects from being financed. A zero-return project is found out by the screening technology with probability σ (similar to the benchmark case). As in section 2.2, all banks here possess the same screening technology.
The expected payoffs change to: It is straightforward to establish that the same types of equilibria obtain in this pure adverse selection version of the model as in the benchmark case, with one exception: the parameter space that previously housed IE1 and HE equilibria in the benchmark case, now only allows IE1. The qualitative results are therefore independent of whether the model is interpreted as a strategic default setting (where some borrowers may choose to default depending on the extent of loan contract enforcement) or pure adverse selection setting (where loans made to bad projects will be defaulted on with certainty). 10 2.5 "Bad luck" setup without strategic default Suppose now that instead of knowing their type before applying for a loan, borrowers learn the type of their project-"good" project with return R > 1 or "bad" project with zero return-only after making the investment. In other words, all borrowers are subject to a bad shock (e.g. because the economy is doing worse than expected, etc) and screening entrepreneurs/projects ex ante of loan approval is not possible (not informative). Assume additionally that when investment returns are realized, it is costless for a lender to establish the realized return (state falsification is not possible). Then, choosing between approving all loans or approving none, bank i compares the following two payoffs: D i (1−γ)(1+r i ) and
. Approving all loans results in a higher payoff when γ < (r i − r 0 )/(1 + r i ), which is similar to the threshold valueγ obtained earlier in the benchmark case (to be precise, it is exactly the same as with pure bad luck and absent any collateral, d = 0). Thus, the only two possible equilibria here are IE1 and LE, in the notation of the benchmark section (but note that IE1 replaces IE2 here because screening is not feasible in the current setting).
And the equilibrium is determined by the parameter γ.
Empirical Strategy, Data and Econometric Methods
The theoretical model indicates that a bank's willingness to make new loans depends on the proportion of opportunistic borrowers (or the proportion of low-productivity borrowers)
that it faces and on the extent of contract enforcement in the market in which it operates.
representations of asymmetric information.
Overall, bank lending is increasing in the extent of contract enforcement and decreasing in the proportion of opportunistic borrowers, but these effects are not linear in the following sense. For a given punishment technology facing a bank (a given d), the proportion of opportunistic borrowers matters only when the extent of contract enforcement is below a certain threshold level. Moreover, within this range, a small change in the extent of contract enforcement has no effect on bank behaviour. However, the threshold level will depend on the characteristics of each loan contract; for example, an increase in the parameter d will lower the threshold. These characteristics are not directly observable (at least in our data set). If they vary across contracts, then for a given proportion of opportunistic borrowers, a small change in the extent of contract enforcement can affect the volume of loans, if the change represents a crossing of the threshold for some group of contracts. By the same token, a small difference in the extent of contract enforcement can affect the impact on loans of a change in the proportion of opportunistic or low-productivity borrowers.
Nevertheless, there will be an overall threshold level of the extent of contract enforcement corresponding to the threshold for the most extreme set of technology parameters. Above this level, neither improvements in contract enforcement nor changes in the proportion of opportunistic or low-productivity borrowers have any effect on loan volumes.
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11 The model also suggests that there is a region in which banks will not lend at all. This is a rather extreme situation which we do not expect to arise frequently in practice hence it may not lend itself to econometric testing due to insufficient observations. In our dataset, there are 85 observations for which the loans-to-assets ratio is zero. The average regulatory quality is -0.27 while information on the default rate is missing.
These observations suggest the following empirical model for the volume of loans:
where LA jt is the volume of loans made by the jth bank in period t (expressed as a fraction of bank assets), 12 DF jt is the default rate it faces and RQ jt is the quality of the regulatory environment in which it operates, which determines the extent of contract enforcement. RQ * is some overall threshold level of RQ jt . Greek letters represent parameters. In the empirical application, we estimate the first version of the model for both low and high regulatory quality values, separately, and test the restriction of zero coefficients (θ, δ and η).
It is likely that we will also observe systematic variations in the volume of loans over time (α t ) and across banks (β j ). (β j controls for variation in fixed characteristics of banks that may affect their access to screening technology, and variation in fixed characteristics of the market in which they operate, such as country size.) There will also be completely random variations in the volume of loans (u jt ), because of unobservable shocks in the costs that banks face. Perhaps there is also some persistence in the effect of shocks. In this case, our model will be:
In Section 2, we assumed that the volume of bank assets remains fixed, a simplification which makes the theoretical model more tractable; the theory does not explain variation in bank size. Normalization on the volume of assets controls for this variation. Demetriades and Fielding (2010) explore the determinants of bank assets in West Africa.
Relevant annual panel data on individual African banks are available in Bank Scope for 1999-2008. However, for many banks observations of some variables are missing, so our sample is limited to 378 banks in total.
13 There is little information on the factors that are likely to drive idiosyncratic variations in banks' costs. However, one factor that we can control for is the government's share in the ownership of a bank (GV jt ). The political constraints facing a publicly owned bank may force it to lend more than a private bank.
For a given default rate, this effect is likely to be mopped up by the bank-specific fixed effect β j , because ownership shares change very infrequently in our sample. However, if government banks are relatively insensitive to loan default rates, then one final modification of equation (14) is necessary:
LA jt is measured as the ratio of total loans by each bank, as indicated in Bank Scope, expressed as a fraction of its total assets. DF jt is measured as the ratio of impaired loans to total loans. It should be noted that DF jt does not measure exactly the same quantity as the parameter γ in the theoretical model: γ captures the fraction of borrowers with the potential to default, not the actual fraction of borrowers who do default. Unlike γ, DF jt 13 Appendix B lists the countries in the dataset, and the number of banks in each country.
is likely to be endogenous to bank behaviour: for example, it is likely to depend partly on the efficiency with which loan applicants are screened. Consistent estimation of equation (15) will therefore require the use of some set of instrumental variables, as discussed below.
RQ jt is measured by the Regulatory Quality index for the country in which the bank operates, as reported in the Worldwide Governance Indicators (Kaufmann, Kraay and Mastruzzi 2009) . Like all the other Governance Database indices, Regulatory Quality is normalised so that the average world value in the base year is zero and the corresponding standard deviation is unity.
14 Tables 2 and 3 provide summary statistics of all the variables, including a correlation matrix. The mean of the loans to assets ratio is 50%, which is low by international standards, confirming the problem highlighted by the World Bank. This variable displays substantial variation, ranging from a minimum value of 2% to a maximum value of 98%.
The default rate is also very high by international standards: it has a mean value of nearly 14% and varies between zero and 86%. Regulatory quality has a mean value of -0.45, which is well below the world mean of zero and ranges between -2.4 and 0.95. The corresponding standard deviation of 0.68 is much larger than in other regions of the world; for example, the equivalent figure for the European Union is 0.43. The mean value of government share is nearly 10%; 10 out of 378 banks are fully government owned throughout the sample period, 149 are fully private. The mean growth rate is 2.5% with a minimum of -18.0%
14 Other sources of data, such as the Doing Business surveys, provide more detailed information about contract enforcement, but until very recently the coverage of African countries in these surveys has been limited.
and a maximum of 25%. Table 3 reveals a correlation of 0.38 between the loans to assets ratio and regulatory quality, an overall pattern consistent with our theoretical results. The correlation between the default rate and the loans to assets ratio is 0.08, which indicates that overall rapid growth in lending is associated with a slightly higher default rate. The growth rate and regulatory quality are highly correlated with a correlation coefficient of 0.38, which is to be expected. There is a smaller correlation of 0.07 between the loans to assets ratio and the growth rate. Finally, government ownership and the default rate are positively correlated with a correlation coefficient of 0.08. Given that two-step GMM standard errors are biased, we employ the Windmeijer (2005) 15 This way of identifying the effect of DF jt on LA jt will be valid so long as shocks to LA jt -for example, shocks to the efficiency with which loans are screened-impact on default rates only with a lag, if at all.
Current lending decisions might affect decisions to default in future years, but not in the current year.
correction to obtain robust estimates of the variance-covariance matrix. We use a Sargan
Test to check the validity of the over-identifying restrictions in our model, along with tests for first-and second-order autocorrelation in ∆u jt . 16 We also carry out a series of robustness checks, including fitting the model using a standard fixed effects estimator (with instruments for the endogenous regressors).
With unbalanced panel data and few annual observations on some banks, we fit several Finally, we note that the right hand side of equation (15) does not contain any measure of aggregate economic activity in the country in which the bank operates. With the moral hazard interpretation of the model, there is no particular reason why the loans-to-assets ratio should depend on the aggregate level of economic activity. However, with the adverse selection interpretation, it is possible that aggregate economic activity plays a role. The magnitude of the adverse selection effect might well depend on the number of profitable investment projects available: in periods of high economic growth there will be more opportunities, and fewer borrowers will default because of failed projects. In this case, adding some measure of economic growth to the right hand side of equation (15) Table 4 presents a set of baseline results for the whole sample, regardless of the level of this effect is significant at the 1% level. A unit increase in regulatory quality (an increase equal to one standard deviation in the worldwide sample of governance variables) raises the loans to assets ratio by nearly 5 percentage points; this effect is significant at the 5% level.
Empirical Results
In Model 2, we see that the government ownership effect is also statistically significant. that is significant for RQ * = 0 and RQ * = 0.25. The interaction term between government ownership and the default rate is also small and positive, suggesting that the negative effect of the default rate is mitigated by government ownership. This term is, however, significant only at the 10% level for RQ * = 0 and RQ * = −0.25; it is insignificant for RQ * = 0.25.
The interaction between regulatory quality and the default rate is positive, ranging between 0.39 and 0.48; it is significant at the 5% level for RQ * = 0 and RQ * = 0.25. Regulatory quality mitigates, therefore, the negative effect of the default rate. All three diagnostic statistics are highly satisfactory throughout. Overall, the results in Table 5 provide strong support for our theoretical predictions. In a weak regulatory environment, the default rate has a substantial negative effect on banks' willingness to lend; this effect is mitigated by regulatory quality. Regulatory quality has a positive effect on bank lending, an effect that 17 This means that for a bank completely owned by the government, the point estimate of the default rate coefficient is positive. However, this point estimate is insignificantly different from zero with a p-value of 0.25.
is greater when the default rate is higher. Table 6 , we do not impose zero coefficients on RQ jt and DF jt , but show that the estimated coefficients are insignificantly different from zero. The point estimate of the default rate coefficient is still negative, but much smaller than in the previous tables, and only one standard error below zero. This is true regardless of whether regulatory quality is included as a regressor. In other words, there is a threshold level of regulatory quality above which small changes in regulatory quality, or in the default rate, have no significant impact on bank behaviour. In good regulatory environments the default rate has no impact on bank lending, as predicted by our theoretical model. Note that the insignificance of the default coefficient in Table 6 is not a consequence of low variability in the default rate in banks operating in a relatively good regulatory environment. The standard deviation of DF jt when RQ jt > 0 is 12.7 percentage points, which is only slightly smaller than in the figure for the whole sample (13.9 percentage points).
18 Default rates in Africa do vary widely, even in a relatively good regulatory environment, but in such an environment they appear not to affect bank lending.
Finally, we check whether economic growth has a positive effect on the loans to assets ratio. The economic growth variable is intended to shed some light on whether the root cause of African financial underdevelopment is moral hazard or adverse selection. We expect higher growth rates to lessen adverse selection but to have little or no effect on moral 18 Moreover, there is no significant difference in mean default rates between the cases in which RQ jt < 0 and those in which RQ jt > 0.
hazard. When an economy is growing fast, the number of good projects will increase while the number of opportunistic borrowers is unlikely to change. Table 7 reports an extension of the first model in Table 4 , in which the rate of growth of GDP per capita in the country in which the bank operates (GY ) is added as an additional regressor. We provide four different sets of estimates, which vary depending on the treatment of GY . Specifically, we use contemporaneous or lagged values of GY and we treat both of them as exogenous in the first two regressions and as endogenous in the second two. In the latter case, as we use system GMM, the instruments for GY are its own lagged values in the differenced equation and lagged values of its first difference in the levels equation. The results on the significance of GY are unfortunately not very clear, varying not so much by whether it is treated as an endogenous or exogenous regressor but by whether we use contemporaneous or lagged values of GY . When we use contemporaneous values, the growth rate is not significant. When we use lagged values, the GDP growth rate is significant at the 5% level if it is treated as an exogenous regressor. Its significance, however, diminishes to the 10% level when it is treated as an endogenous regressor. It is perhaps more reasonable to attach slightly more weight on the results in which the GDP growth rate is treated as an endogenous variable. It is also perhaps more plausible to expect bank lending to respond to the exogenous component of economic growth reasonably quickly. When a bank is considering which projects to finance, current economic conditions and future prospects are likely more important than last years economic conditions. In that sense, to the extent that the growth rate is a good proxy for cyclical variations in investment opportunities, the evidence indicates, albeit tentatively, that the more likely cause of African financial underdevelopment is strategic loan defaults rather than the lack of good projects.
Robustness Checks
As we have shown in Table 5 , the main results of the paper remain valid when using alternative threshold values for RQ * . Moreover, the main results remain valid if we remove the time fixed effects. 19 In Table 8 we report additional robustness checks involving the use of a simpler estimator, namely fixed effects IV. Although this estimator is biased for small T , we report it for comparison purposes. We report results for all countries and separately for those with above or below RQ * , for RQ * set at the world average level. The instruments for the endogenous variables include regulatory quality and lagged values of the endogenous variables (the lagged dependent variable and the default rate). Because fewer instruments, lags and first differences of the variables are used, the sample size is somewhat larger compared to system GMM. In the all-countries results reported in column 1 of Table 8 , the default rate is negative and highly significant while regulatory quality is positive but not significant. In the sample that includes the countries with below world average regulatory quality, the default rate remains negative and highly significant with a slightly higher coefficient. In the sample of countries that have above world average regulatory quality, the default rate remains negative but has a much smaller coefficient in absolute terms which is insignificant. Taken together these results provide confirmation of our main finding we obtained using system GMM-default rates are important only for countries that have poor regulatory quality.
19 These results are not reported in the interest of brevity but are available from the authors upon request. Table 9 reports partial derivatives of the loans to assets ratio with respect to the default rate and regulatory quality at various key points in the sample. The derivatives have been calculated using the model in the first column of Table 5 , which corresponds to countries that have below world average regulatory quality (i.e. RQ * = 0). Because of the presence of the lagged dependent variable, these derivatives represent the short-run marginal effects;
Policy Analysis
the implied long-run effects are more than twice the size of the short-run ones.
Since the derivative with respect to the default rate varies with the extent of government ownership, we report it for fully private and fully government owned banks (the fully private bank is the median observation of government ownership in the sample) and at two intermediate values between these two extremes. Because the same derivative also varies with the degree of regulatory quality we report it at three different levels in the sample (all of which are of course below RQ * ): the sample mean of RQ * , the median which at -0.32 is slightly higher than the mean and the 25 th percentile, which is -0.93.
For a fully private bank this derivative is -1.34 and is significant at the 2% level; it declines from -1.29 at the median RQ to -1.53 at the 25 th percentile. At the other extreme, for a fully government owned bank this marginal effect has a lower value in absolute terms of -0.92 at mean RQ. It is no longer significant at the conventional 5% level, although it is significant at the 10% level. At the mean value of government ownership, the derivative takes only slightly lower values than the corresponding ones for a private bank and has the same significance level. At 50% government ownership, the derivative increases to -1.13
at mean RQ and to -1.32 at the 25 th percentile RQ. Thus, it appears that the default rate has a substantial impact on the loans to assets ratio, which is mitigated somewhat by government ownership and regulatory quality. A reduction in the default rate by 1% for a privately owned bank would increase the loans to assets ratio by 1.3 percentage points in the short-run and by nearly 3.0 percentage points in the long-run. These are economically large effects suggesting that if default rates are reduced, bank lending can indeed take off, even without additional savings mobilisation.
The partial derivatives of regulatory quality, which do not vary with government ownership, are reported for various values of the default rate. At the mean default rate (0.14), the derivative has a value of 0.09 and is highly significant. It declines to 0.07 at the median default rate but remains significant. At the 25 th and 75 th percentiles it stands at 0.05 and 0.11 respectively and remains highly significant in both cases. An increase in the regulatory quality index by 0.1 at the 75 th percentile default rate increases the loans to assets ratio by 1.1 per cent. An increase in the regulatory quality index by 0.1 at the 75 th percentile default rate increases the loans to assets ratio by 1.1 per cent in the short-run and by 2.5
per cent in the long-run. These numbers are both plausible and economically large.
Concluding Remarks
It has been suggested that the major factor explaining why most banks in Africa choose to remain excessively liquid is a high loan default rate. We explore this conjecture in a theoretical model based on moral hazard or adverse selection among borrowers, and find that loan default matters when the quality of regulations guaranteeing contract enforcement falls below a certain level. Estimation of an econometric model based on a dataset of African banks confirms this result: the importance of loan default as a factor inhibiting bank lending depends on regulatory quality, but in a non-linear way. Above a certain threshold level of regulatory quality, neither improvements in the default rate nor further improvements in regulatory quality will increase bank lending.
These theoretical and empirical results are consistent with both a model based on moral hazard (banks find it difficult to screen out opportunistic borrowers who have no intention of repaying the loan) and a model based on adverse selection (banks find it difficult to screen out borrowers with poor investment projects). However, we also find evidence which indicates that banks' behavior is more or less invariant to the overall economic conditions in which they are operating: when economic growth rises, banks do not lend a significantly larger fraction of their assets. If there is any correlation between economic growth and the availability of profitable investment projects, then this makes the adverse selection explanation less likely.
Our findings are consistent with the presence of threshold effects in the finance-growth relationship found by macroeconomic studies such as Rioja and Valev (2004) and Demetriades and Law (2006) . They suggest that a high propensity for borrowers to default does not necessarily deter banks from lending: a sufficiently rigorous regulatory environment will promote a relatively high level of lending despite a high rate of default. In this dimension of economic development-as in others-institutional quality is the binding constraint on the performance of the poorest African nations. Once countries have passed a certain threshold level of institutional quality, then a virtuous finance-growth cycle (an important part of which is the market for bank credit) can be established. 6. *** indicates a coefficient significantly different from zero at the 1% level; ** corresponds to the 5% level and * the 10% level. 4. The F-test tests the significance of the bank fixed effects. 5. *** indicates a coefficient significantly different from zero at the 1% level; ** corresponds to the 5% level and * the 10% level. 
Appendix A

