Abstract. In the present paper we prove that under the assumption of the GRH (Generalized Riemann Hypothesis) each sufficiently large odd integer can be expressed as the sum of a prime and two isolated primes.
Introduction
In 1937 Vinogradov [21] proved that each sufficiently large odd integer is the sum of three primes. For a step by step exposition of Vinogradov's theorem see [19] . Recently Helfgott [9] (see also [10] ) proved the result that all odd integers greater than five have this property. Wirsing [23] , motivated by earlier work of Erdős and Nathanson [5] on sums of squares, considered the question of whether one could find thin subsets S of primes, which are still sufficient to obtain all sufficiently large odd integers as sums of three of them and obtained the answer that there exist such sets S with p≤x,p∈S 1 ≪ (x log x) 1/3 .
Wirsing's result used probabilistic methods and did not lead to a subset of the primes, which is constructive. Wolke in an Oberwolfach conference in 1986 suggested to find more familiar thin sets of primes. This was achieved by Balog and Friedlander [1] who merged the result of Vinogradov with that of Piatetski-Shapiro [14] , who considered sets
with a fixed constant C > 1. Piatetski-Shapiro [14] proved that
holds in the range 1 < C < 12/11, which later was improved by many authors.
Balog and Friedlander proved ([1], Corollary 1):
For any fixed C with 1 < C < 21/20 every sufficiently large odd integer can be written as the sum of three primes from P C . They also prove more general results in which the three primes are taken from sets P C with possibly different values of C. Here we consider another special set of primes: isolated primes. Definition 1.1. Let g : N → [1, ∞) be a monotonically increasing function with g(n) → ∞ for n → ∞. We say that a prime p is g-isolated, if m is composite for all positive integers m with
This concept of isolation is closely linked to the question of large gaps between primes. Let p n be the nth prime. For which functions g do we have:
infinitely often? After Westzynthius [22] had shown that (1.1) holds for g being an arbitrarily large positive constant, further progress was achieved by variations of the Erdős-Rankin method ( [4] , [17] ). Rankin [17] could show that (1.1) holds with
(C a positive constant, log 1 n = log n, log k n = log(log k−1 n)). For a long period of time the improvements of the result (1.2) only involved the constant C ( [12] , [15] , [18] , [20] ). A famous prize problem of Paul Erdős was the improvement of the order of magnitude of the function g. This was achieved only recently ( [6] , [7] , [13] ). The latest result ( [7] ) is:
We shall use this function g in our definition of isolated primes, which in the sequel we shall simply call isolated. Definition 1.2. Let C be a fixed positive constant, which we assume to be sufficiently small. We say, a prime number p is isolated if log 4 p ≥ 1 and m is composite for all integers m with
Our result is the following: Theorem 1.3. Assume the Generalized Riemann Hypothesis. Then each sufficiently large odd integer is a sum of a prime and two isolated primes.
Remark. There are several challenges. It is very likely true that each sufficiently large odd integer is the sum of three isolated primes. It would be worthwhile to find a proof of this fact, possibly with a function g of smaller order of magnitude. It also remains the problem to remove the assumption of the Generalized Riemann Hypothesis.
Construction of the isolated residue-class
Let p 1 , p 2 be two isolated primes in the representation N = p 1 + p 2 + p 3 . In this section we shall construct a modulus P * being a product of many small prime numbers. We also construct an "isolated" residue-class u 0 (mod P * ), such that (u 0 , P * ) = (N − 2u 0 , P * ) = 1 and (m, P * ) > 1 for m = u 0 if |u 0 − m| is small. The proof of our Theorem 1.3 will then be concluded in the next section by the circle method, choosing p 1 and p 2 from the residue class u 0 (mod P * ) and p 3 from the residue class (N − 2u 0 ) mod P * . From
it then follows that p 1 and p 2 are isolated in the sense as defined in the previous section. More specifically we shall prove in this section:
Theorem 2.1. Let C > 0 and D > 0 be fixed, C sufficiently small and D sufficiently large. Let N = N (C, D) be a sufficiently large odd integer. Then there is a positive integer P * with
Our construction is mainly based on the ideas of the paper [7] . Also our definitions are mainly taken from [7] . Let c 1 , c 2 be fixed positive constants to be specified later. Also the constants c 3 , c 4 , . . . will be positive constants. They will depend only on c 1 , c 2 . We set (2.1)
Definition 2.2. We introduce the three disjoint sets of primes
For each prime p ≤ x we define:
is the set of z-smooth integers in (x, y].
Proof. Assume n ≡ d p (mod p) for all p ≤ x and n ∈ Q. Assume there are two primes t 1 , t 2 with t 1 < t 2 , t 2 > z and t 1 | n, t 2 | n. Then by (2.4), (2.5) we have:
a contradiction. Thus, since n ∈ Q, we have n ∈ R.
Lemma 2.5. It holds
Proof. To estimate #R, let u := log y log z .
So from (2.2), (2.3) one has
By standard estimates for smooth numbers (e.g. de Bruijn's theorem [3] and (2.2)) we have:
Lemma 2.6. Let N be sufficiently large and suppose that x, y, z are given by (2.1), (2.2) and (2.3). Then there are vectors a = (a s mod s) s∈S and b = (b p mod p) p∈P , such that
Proof. This follows immediately from Theorem 2 of [7] .
We now fix a and b satisfying (2.5). We need some results from standard sieves (Brun's or Selberg's sieve). We borrow the following notations and results from [8] . An exception is the set of primes, denoted by P in [8] , which we denote byP. Definition 2.7. Let A be a finite set of integers and letP be a set of primes. For a positive squarefree integer d composed only of primes ofP let
Let z be a positive real number and let P (z) be a product of the primes inP that are smaller than z. Then we set (2.6) S(A;P, z) := |{a : a ∈ A, (a, P (z)) = 1}| .
Let ω be a multiplicative function defined for squarefree numbers with ω(p) = 0 for p ∈P. With X an appropriate constant we set:
We also define
We introduce the conditions:
(
if 2 ≤ w ≤ z, where κ (> 0) and A 2 (≥ 1) are independent of z and w.
where L and A ′ 0 are suitable constants, P = {p ∈ P : p ∈ P} .
Let α be a constant with 0 < α ≤ 1.
Assume that for any constant u ≥ 1 there exists a constant C 0 > 0 such that
where the O-constants may depend on u as well as on the constants A
Proof. This is Theorem 2.5 ′ of [8] .
Definition 2.9. Let
Lemma 2.10.
Proof. We apply Lemma 2.8 with
Then the conditions (Ω 1 ), (Ω 2 (κ)) are satisfied with A 1 = 2, κ = 1. The existence of A 2 follows from Mertens' result
By the Generalized Riemann Hypotehsis we have
We have
Lemma 2.10 now follows from (2.9). Proof. This is the Brun-Titchmarsh Inequality (see [8] , Theorem 3.8).
Definition 2.13. Let q ∈ Q * . Then we define
Lemma 2.14. Let x → ∞. Then we have for all but o(|Q * |) primes q ∈ Q * :
Proof. We have by Lemma 2.12:
The relation (2.10) follows from Lemma 2.10. We have
The relation (2.11) now follows from Lemma 2.10. We have
The relation (2.12) now follows from Lemma 2.10. and a subset
Proof. Since the sets {n ≡ d p (mod p)} are arithmetic progressions with difference p, we have by Lemma 2.14:
#{n ∈ (x, y] : n ≡ a s (mod s) for some s ∈ N 1 (q 0 )} = O(x log x log 2 x log 3 x(log x)
We now define (2.16)
The claim of Lemma 2.15 follows from Lemmas 2.4, 2.5, 2.6 and the estimates (2.13), (2.14) and (2.15).
We now conclude the proof of Theorem 2.1. Let n 1 , . . . , n k ∈ (x, y] \ {q 0 } with n j ≡ d p (mod p) for all p ∈ P * . By the prime number theorem there is a C 0 > 1, such that
Since p | (n j − q 0 ) for at most one prime p ∈ (x, C 0 x] we may choose primes p 1 , . . . ,p k ∈ (x, C 0 x], such that n j ≡ q 0 (mod p) for 1 ≤ j ≤ k. Definition 2.16. We define dp j = n j , for 1 ≤ j ≤ k. 
By the Chinese Remainder Theorem v 0 is uniquely determined. We now define the isolated residue class (mod P * ) by (2.19)
From (2.18) we see that p | v 0 + d p for all p ∈ P * \ {q 0 }. Thus, we have (n, P * ) > 1 for all n ∈ (x, y] \ {u 0 }. Thus |u 0 − m| is composite for all m with 0 < |m| ≤ y/3. By Definition 2.13 for N 3 (q) and (2.16) we have:
We have (2.20)
by the prime number theorem. By the Definition 2.3 we have d p = 0 for z < p ≤ x/2. Therefore
if c is chosen small enough. The bound N ≥ (P * ) 100 follows, if c 1 in (2.1) is chosen sufficiently small. The upper bound N ≤ (P * ) D follows from Lemma 2.14. This concludes the proof of Theorem 2.1.
The Circle Method
Let N and P * satisfy the conditions of Theorem 2.1 and let u 0 be the isolated residue-class mod P * . It remains to be shown that there are primes p 1 , p 2 , p 3 with
This will be achieved by the circle method. We closely follow [11] . The results and definitions are borrowed from there with slight modifications. They are formulated for general arithmetic progressions.
, L = log N , with the constant C to be specified later. The major arc of the circle method is defined as
Since 2P < Q, no two major arcs intersect. Write α ∈ [0, 1] in the form
It follows from Dirichlet's lemma on rational approximation that E 2 (R) = α : P < q < Q, |λ| ≤ 1 qQ .
Let Λ(n) be the von Mangoldt function, e(α) = e 2πiα and
Λ(n)e(nα) .
By orthogonality we then have (3.6)
Lemma 3.2. Let A > 0 be arbitrary and α ∈ E 2 (R). If C is sufficiently large, then 
Remark. This is a generalization of the Gaussian sum
In the special case g = k, let
For positive integers r and q let where α j , β j and γ j are positive integers with γ j = min(α j , β j ), j = 1, . . . , s. Define
Then
(3.14)
Let also χ mod g be induced by the primitive character χ * mod g * . Then
Proof. This is Lemma 3 of [11] .
where t is defined by tk/d ≡ 1(mod d).
Proof. This is Lemma 7 of [11] .
The basic identity for the asymptotic evaluation of the major arcs is the following.
Lemma 3.6. Let a, q, r be positive integers, and h, h 1 , h 2 defined as in (3.10)-(3.13), such that (3.14) holds. Then are over the Dirichlet characters mod r/h 1 respectively q/h 2 .
Proof. This is Lemma 2 of [11] .
We now decompose the sum in Lemma 3.6 in three partial sums.
Definition 3.7.
S a q + λr, b = S 0 (a, q, λ, r, b) + S 1 (a, q, λ, r, b) + S 2 (a, q, λ, r, b) ,
where S 0 , S 1 , respectively S 2 are the sums corresponding to
(ii) ξ = ξ 0 mod r h1 , respectively (ξ 0 resp. η 0 are the principal characters mod r/h 1 resp. mod q/h 2 ).
The asymptotics of the major arcs contribution and thus also of (3.6) comes from the sum S 0 . To state the result we need the following definitions:
Definition 3.8. Let q, r be positive integers and (q, r) = h. For (a, q) = 1 and
Then we have:
Lemma 3.9.
Proof.
By the Riemann Hypothesis and partial summation we have
The result now follows from Lemma 3.5.
We now show that for 1 2 R ≤ r ≤ 2R the contribution of S 1 and S 2 to the major arcs contribution is negligible. 
Proof. We partition the sums S( a q +λ, r, b i ) according to Definition 3.7. The product
becomes a sum of 27 products
with j i ∈ {0, 1, 2}.
Assume that (j 1 , j 2 , j 3 ) = (0, 0, 0). Without loss of generality we may assume j 1 = 0. Then the characters ξη appearing in the sums
by Lemma 3.6 are non-principal. Therefore by the GRH we have the estimate
The other sums may be trivially estimated by
This proves Lemma 3.11.
Lemma 3.12.
Proof. We obtain by Lemmas 3.9 and 3.11:
Using the estimate n≤N e(nλ) ≪ min N, 1 |λ| one sees that the integral is
We thus have proved Lemma 3.12. Proof. This is due to Rademacher [16] Lemma 3.14. Let ǫ > 0. Then we have as N → ∞.
Proof. This follows from (3.6), Lemma 3.2 and Lemmas 3.12, 3.13, 3.14. 
Conclusion

