1. Introduction. In recent years, following the pioneering papers [12, 13] , much work concerning numerical applications of stochastic variational calculus (Malliavin calculus) has been carried out. This mainly concerns applications in mathematical finance: computation of conditional expectations (which appear in, e.g., American option pricing) and of sensitivities (the socalled Greeks). The models at hand are usually log-normal type diffusions and one may then use standard Malliavin calculus. Currently, there is increasing interest in jump-type diffusions (see, e.g., [7] ) and one must then use the stochastic variational calculus corresponding to Poisson point processes. Such a calculus has already been developed (in [4] and [15] ) concerning the noise coming from the amplitudes of the jumps and (in [6, 9, 18, 19, 21, 22] ) concerning times. Recently, Bouleau (see [5] ) established the so-called error calculus based on the Dirichlet forms language and showed that the approaches in [4] and [6] fit into this framework. Another point of view, based on chaos decomposition, may be found in [3, 10, 16, 17, 23] . Let us finally mention that the models considered in mathematical finance (e.g., Merton's model) may have both a diffusion component (driven by a Brownian motion) and a jump part (driven by a compound Poisson process). In this case, one may use the standard Malliavin calculus with respect to the Brownian motion increments after conditioning in a clear way with respect to the Poisson component. This is done in [8, 11, 20] .
The aim of this paper is to give a concrete application of the Malliavin calculus approach to sensitivity computations (Greeks) for pure jump diffusion models. We give three examples: in the first, we use the Malliavin calculus with respect to the jump amplitudes and in the second, we differentiate with respect to the jump times. In the third, we differentiate with respect to both of them.
The basic tool is an integration by parts formula which is analogous to the one in the standard Malliavin calculus on the Wiener space. Here, we give an abstract approach which, in particular, permits us to treat in an unified way the derivatives with respect to the times and the amplitudes of the jumps of Lévy processes. More precisely, we consider functionals of a finite number of random variables V i , i = 1, . . . , n. The only assumption is that for each i = 1, . . . , n, the conditional law of V i (with respect to V j , j = i) is absolutely continuous with respect to the Lebesgue measure and the conditional density p i = p i (ω, y) is piecewise differentiable. Using integration by parts, one may settle the duality relation which represents the starting point in Malliavin calculus. However, some border terms will appear corresponding to the points at which p i is not continuous: for example, if V i has a uniform conditional law on [0, 1], the density is p i (ω, y) = 1 [0, 1] (y) and integration by parts produces border terms in 0 and in 1. There is a simple idea which permits us to cancel the border terms: we introduce in our calculus some weights π i which are null at the points of singularity of p i -in the previous example, we may take π i (y) = y α (1 − y) α with some α ∈ (0, 1). We then obtain a standard duality relation between the Malliavin derivative and the Skorohod integral and the machinery established in the Malliavin calculus produces an integration by parts formula. But there is a difficulty hidden in this process: the differential operators involve the weights π i and their derivatives. In the previous example, π ′ i (ω, y) = α(y α−1 (1 − y) α − y α (1 − y) α−1 ). These derivatives blow up in the neighborhood of the singularity points and this produces some nontrivial integrability problems. We must therefore search an equilibrium between the speed of convergence to zero and the speed with which the derivatives of the weights blow up in the singularity points. This leads to a nondegeneracy condition which involves the weights and their derivatives.
The integration by parts formula is established in Section 2. Since numerical algorithms involve only functions of a finite number of variables, we do not develop here an infinite-dimensional Malliavin calculus, but restrict ourselves to simple functionals. In Section 3, we use the integration by parts formula in order to compute the Delta (derivative with respect to the initial condition) for European options based on an asset which follows a pure jump diffusion equation and in Section 4, we give numerical results.
Malliavin calculus for simple functionals.
2.1. The frame. We consider a probability space (Ω, F, P ), a sub-σ-algebra G ⊆ F and a sequence of random variables V i , i ∈ N. We define
Our aim is to establish an integration by parts formula for functionals of V i , i ∈ N, which is analogous to the one in Malliavin calculus. The σ-algebra G appears in order to describe all the randomness which is not involved in the differential calculus.
We will work on some set A ∈ G which will be fixed throughout this section. We denote by L (∞) (A) the space of the random variables such that E(|F | p 1 A ) < ∞ for all p ∈ N, and L (p+) (A) will be the space of the random variables F for which there exists some δ > 0 such that E(|F | p+δ 1 A ) < ∞. We assume the following.
For each i ∈ N, we consider some k i ∈ N and some G i -measurable random variables
We define
Notice that we may take
We will work with functions defined on (a i (ω), b i (ω)) which are smooth except for the points t j i , j = 1, . . . , k i . We define C k (B i ) to be the set of measurable functions f : Ω × R → R such that for every ω, y → f (ω, y) is k-times differentiable on B i (ω) and for each j = 1, . . . , k i , the left-hand side and the right-hand side limits f (ω, t j i (ω)−), f (ω, t j i (ω)+) exist and are finite [for j = 0 (resp., j = k i + 1), we assume that the right-hand side (resp., the left-hand side) limit exists and is finite]. We define For f, g ∈ C 1 (B i ), the integration by parts formula gives
so Γ i represents the contribution of the border terms-or, in other words, of the singularities of f or g.
Let n, k ∈ N. We denote by C n,k the class of the G × B(R n )-measurable functions f : Ω × R n → R such that I i (f ) ∈ C k (B i ), i = 1, . . . , n, where
For a multi-index α = (α 1 , . . . , α k ) ∈ {1, . . . , n} k , we define
Moreover, we denote by C n,k (A) the space of functions f ∈ C n,k such that for every 0 ≤ p ≤ k and every
The points t j i , j = 1, . . . , k i , represent singularity points of the functions at hand (note that f may be discontinuous at t j i ) and our main purpose is to establish a calculus adapted to such functions.
Our basic hypothesis is the following.
Hypothesis 2.2. For every i ∈ N, the conditional law of V i with respect to G i is absolutely continuous on (a i , b i ) with respect to the Lebesgue measure. This means that there exists a
for every positive, G i -measurable random variable Θ and every positive, measurable function ψ : R → R.
We assume that p i ∈ C 1 (B i ) and
In concrete problems, we consider random variables V i with conditional densities p i and we then take t j i , i = 0, . . . , k i+1 , to be the singularities of p i . This means that we choose B i in such a way that p i satisfies Hypothesis 2.2 on B i . This is the significance of B i (in the case where p i is smooth on the whole R, we may choose B i = R).
For each i ∈ N, we consider a G i × B(R)-measurable and positive function π i : Ω × R → R + such that π i (ω, y) = 0 for y / ∈ (a i , b i ) and π i ∈ C 1 (B i ). We assume the following.
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These will be the weights used in our calculus. In the standard Malliavin calculus, they appear as renormalization constants. On the other hand, p i may have discontinuities at t j i , j = 1, . . . , k i , and this will produce some border terms in the integration by parts formula; see (2.2). We may choose π i in order to cancel these border terms (as well as the border terms in a i and b i ).
Differential operators.
In this section, we introduce the differential operators which represent the analogs of the Malliavin derivative and of the Skorohod integral.
Simple functionals. A random variable F is called a simple functional if there exists some n and some
We denote by S (n,k) the space of simple functionals such that f ∈ C n,k , and S (n,k) (A) will denote the space of simple functionals such that f ∈ C n,k (A).
We will use the notation
Simple processes. A simple process of length n is a sequence of random variables U = (U i ) i≤n such that
where u i : Ω × R n → R, i ∈ N, are G × B(R n )-measurable functions. We denote by P (n,k) [resp., P (n,k) (A)] the space of simple processes of length n such that u i ∈ C n,k , i = 1, . . . , n [resp.,
On the space of simple processes, we consider the scalar product
We now define the differential operators which appear in Malliavin's calculus.
The Malliavin derivative. D : The Malliavin covariance matrix.
This is a symmetric, positive-definite matrix.
The Skorohod integral. We define δ :
The border term operator.
Remark 2.1. If we choose π i such that
then [F, U ] π = 0 for every F ∈ S (n,1) and U ∈ P (n,1) . So there will be no border terms in the duality formula or in the integration by parts formula. This In our framework the duality between δ and D is given by the following proposition.
Proposition 2.1. Let F ∈ S (n,1) and U ∈ P (n,1) . Suppose that for every i = 1, . . . , n,
Using integration by parts [see (2. 2)], we obtain for almost all ω ∈ A. Thus, the above integrals make sense. Since Γ i (I i (f × u i )π i p i ) is the sum of these two integrals, we also obtain E(|Γ i (
Using the definition of p i , we return to expectations and obtain
One sums over i and the proof is complete.
for some η > 0. Then for every F ∈ S (n,1) (A), U ∈ P (n,1) (A), one has
Proof. We need only check that F and U = QU satisfy (2.4). We have
We have
The Ornstein-Uhlenbeck operator. We now introduce L := δ(D) : S (n,2) → S (n,0) :
As an immediate consequence of the duality relation (2.5), we obtain the following.
Lemma 2.1. Let F, G ∈ S (n,2) and A ∈ G. Suppose that for every i = 1, . . . , n,
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We denote by C k p (R d ) the space of the functions φ : R d → R which are ktimes differentiable and such that φ and its derivatives of order less then or equal to k have polynomial growth. Standard differential calculus gives the following chain rules.
and
(iii) Let F ∈ S (n,1) (A) and U ∈ P (n,1) (A). Then F U ∈ P (n,1) (A) and
In particular, if F ∈ S (n,1) (A) and G ∈ S (n,2) (A), then F DG ∈ P (n,1) (A) and
π,n (A) to be the closure of P (n,0) with respect to the norm associated with the scalar product
Suppose, for example, that V 1 is exponentially distributed and V i , i = 2, . . . , n, are arbitrary and independent of V 1 . We take π 1 = 1 and π i = 0, i = 2, . . . , n. So we define our calculus with respect to V 1 only. In this case, a 1 = 0, b 1 = ∞ and there are no points t j i . Now take F n = f n (V 1 ) with f n (x) = 1 − nx for 0 < x < 1/n and f n (x) = 0 for x ≥ 1/n. Also, take u 1 (x) = 1 − x for 0 < x < 1 and u 1 (x) = 0 for x ≥ 1 and write the duality formula
But if [F, U ] π = 0 for every F , U [this happens, e.g., if we choose π i to satisfy (2.3)], then the duality formula (2.5) guarantees that D and δ are closable. But we will remain at the level of simple functionals and will not discuss the extension to the infinite-dimensional setting.
Remark 2.3. The above differential operators and the duality formula (2.5) represent abstract versions of the operators introduced in Malliavin calculus and of the duality formula used there. In order to see this, we consider the simple example of the Euler scheme for a diffusion process, corresponding to the time grid 0 = s 0 < s 1 < · · · < s n = s. This is a simple functional depending on the increments of the Brownian motion B, that is, V i = B(s i )− B(s i−1 ), i = 1, . . . , n. The variables on which the calculus is based are independent Gaussian variables. It follows that
Since p i is smooth on the whole of R and has null limit at infinity, there will be no border terms, so we take
where D s F is the standard Malliavin derivative. We take π i = s i − s i−1 so that
We note that here the weights are used in order to obtain the Lebesgue measure. Moreover, we have ∂ y ln p i (y) = −y/(s i − s i−1 ), so
So we find out the standard Malliavin calculus.
Remark 2.4. If [F, G] π = 0, the calculus presented here fits into the framework introduced by Bouleau in [5] : in the notation there, the bilinear form (F, G) → DF, DG π leads to an error structure. A variety of examples and applications of these structures is discussed. That framework mainly focuses on the error calculus, but examples of applications to sensitivity computations are also given and an integration by parts formula is derived. This works well in the particular case of a one-dimensional functional. Moreover, the differential calculus is based on a single noise V i as in Corollary 2.2 below (so the weights π i do not come into the nondegeneracy condition). In a more general framework, the nondegeracy condition involves the weights π i , i ∈ N, and a more detailed analysis must be undertaken (see the following section).
The integration by parts formula. We consider
(n,1) (A) and define
We think of G ∈ Θ F (A) as a random direction in which F is nondegenerate (in Malliavin's sense). The basic integration by parts formula is given in the following theorem.
Proof. Using (2.8),
Note that φ(F ) ∈ S (n,1) (A) and DF i ∈ P (n,1) (A). Since the Q i satisfy (2.6), one may use the duality formula (2.7) and thereby obtain (2.10).
We now give a nondegeneracy condition on σ F which guarantees that all of the directions are nondegenerate for F .
We assume that det σ F = 0 on A and define γ F = σ −1
. . , n. This means that there exists η > 0 such that
Lemma 2.3. Assume that (2.11) holds true and that
Let us check that (2.6) holds true for
We now check that
. We write
and the proof is complete.
As a consequence, we obtain the following.
Proof. We take G = (0, . . . , 0, G, 0, . . . , 0) with G occupying the ith place so that
One then employs Theorem 2.1. In order to obtain the second equality in the expression for H i (F, G), one employs (2.9).
There is one particular situation in which the nondegeneracy condition (2.11) does not involve the weights-when if F is one-dimensional and the integration by parts formula is based on a single random variable V i . We then have the following corollary.
Suppose that there exists some l ∈ {1, . . . , n} such that
for some η > 0. Consider the weights π i = 0 for i = l and let π l be an arbitrary function which satisfies
We return to the proof of Theorem 2.1 and write G = Qσ F with
and, as a consequence of the hypothesis (2.12), one has
. . , n. So we may use the duality relation to conclude the proof.
3. Pure jump diffusions. In this section, we will use the integration by parts formula presented in the previous section for a pure jump diffusion (S t ) t≥0 . We will use the notation from [14] . We consider a Poisson point measure N (dt, da) on R with positive and finite intensity measure µ(da)× dt, that is, E(N ([0, t] × A)) = µ(A)t. We denote by J t the counting process, that is, J t := N ([0, t] × R) and we denote by T i , i ∈ N, the jump times of J t .
We represent the above Poisson point measure by means of a sequence ∆ i , i ∈ N, of independent random variables with law ν(da) = µ(R) −1 × µ(da).
We look at the solution S t of the equation
We will work under the following hypothesis.
Hypothesis 3.1. The functions (t, x) → c(t, a, x) and x → g(t, x) are twice differentiable and have bounded derivatives of first and second order. Moreover, we assume that they have linear growth with respect to x, uniformly with respect to t and a, that is, |c(t, a, x)| + |g(t, x)| ≤ K(1 + |x|).
On each set {J t = n}, S t is a simple functional of ∆ 1 , . . . , ∆ n and T 1 , . . . , T n . In the first subsection, we present the deterministic calculus which permits us to compute the Malliavin derivatives and in the following two subsections, we give the integration by parts formula with respect to the amplitude of the jumps and with respect to the jump times, separately. Finally, in the fourth subsection, we briefly present the mixed calculus with respect to both.
We shall remain in the one-dimensional case (i.e., S t ∈ R) because the multi-dimensional case is more involved from a technical point of view. Our purpose is to illustrate the way in which the integration by parts formula works for Poisson point measures and to emphasize the specific difficulties. The heavy techniques related to the multi-dimensional case would obscure these specific points, but the machinery works just as well in this case.
3.1. The deterministic equation. We fix some deterministic 0 = u 0 < u 1 < · · · < u n < T and define u = (u 1 , . . . , u n ). We also fix a = (a 1 , . . . , a n ) ∈ R n . To these fixed numbers, we associate the deterministic equation
where J t (u) = k if u k ≤ t < u k+1 . We denote by s t (u, a), or simply by s t , the solution of this equation. This is the deterministic counterpart of our stochastic equation. On the set {J t = n}, the solution S t of (3.1) is represented as S t = s t (T 1 , . . . , T n , ∆ 1 , . . . , ∆ n ).
In order to solve this equation, we introduce the flow Φ = Φ u (t, x), 0 ≤ u ≤ t, x ∈ R, which solves the ordinary integral equation
The solution s of the equation (3.2) is given by
Our aim is to compute the derivatives of s with respect to u j , a j , j = 1, . . . , n.
We first introduce some notation. We define
Since Φ u i (r, s u i ) = s r for u i ≤ r < u i+1 , we have
it follows that
and since
we have
Finally, we define q(t, α, x) := (∂ t c + g ∂ x c)(t, α, x) + g(t, x) − g(t, x + c(t, α, x)). Lemma 3.1. Suppose that Hypothesis 3.1 holds true. Then s t (u, a) is twice differentiable with respect to u j , j = 1, . . . , n, and with respect to a j , j = 1, . . . , n, and we have the following explicit expressions for the derivatives.
A. Derivatives with respect to u j . For t < u j , ∂ u j s t (u, a) = 0. Moreover,
Finally, for p ≥ j + 1 and u p ≤ t < u p+1 , we have the recurrence relations
Define T (f ) := ∂ t f + g ∂ x f . The second order derivatives are given by
Then for u j < t < u j+1 ,
For p ≥ j + 1, we define Then for p ≥ j and u p ≤ t < u p+1 , we have the recurrence relations
Derivatives with respect to a j . For t < u j , ∂ a j s u j (u, a) = 0 and for t ≥ u j , ∂ a j s t (u, a) satisfies the equation
The second-order derivatives satisfy
Proof. A. It is clear that for t < u j , s t does not depend on u j and so ∂ u j s t = 0. We now compute
For u j < t < u j+1 , we have and the same computation gives ∂ u j s u j+1 − = e u j ,u j+1 (s u j )q(u j , a j , s u j − ). Finally,
We now assume that u p ≤ t < u p+1 , p ≥ j + 1, and we write
The same computation gives ∂ u j s u p+1 − = e up,u p+1 (s up ) ∂ u j s up . Finally, we have
and the proof is complete for the first-order derivatives. The relations concerning the second-order derivatives are obtained by direct computations.
B. Using the recurrence relations (3.4), one verifies that for every t ∈ [0, T ], a j → s t (u, a) is continuously differentiable and one may then differentiate in equation (3.2) (this was not possible in the case of the derivatives with respect to u j because these derivatives are not continuous).
As an immediate consequence of the above lemma we obtain: Corollary 3.1. Suppose that Hypothesis 3.1 holds true and that the starting point x satisfies |x| ≤ K for some K. Then for each n ∈ N and T > 0, there exists a constant C n (K, T ) such that for every 0 < u 1 < · · · < u n < T , a ∈ R n and 0 ≤ t ≤ T ,
Finally, we present a corollary which is useful in order to control the nondegeneracy.
Corollary 3.2. Assume that Hypothesis 3.1 holds true and there exists a constant η > 0 such that for every (t, a, x) ∈ [0, T ] × R × R, one has
Let n ∈ N be fixed. Then there exists a constant ε n > 0 such that for every j = 1, . . . , n and every (u, a) ∈ [0, T ] n × R n , we have,
Proof. Since ∂ x g is bounded, there exists a constant C > 0 such that e s,t (x) ≥ e −CT for 0 ≤ s < t ≤ T . One then employs (3.5) and (3.6).
3.2.
Integration by parts with respect to the amplitudes of the jumps. In this section, we will use the integration by parts formula for S t which will be regarded as a simple functional of ∆ i , i ∈ N. So, with the notation from Section 2, we have V i = ∆ i and G = σ{T i : i ∈ N}. We recall that J t = n on {T n ≤ t < T n+1 }. Then, on {J t = n}, we have
where s t is defined in the previous section [see (3.2) ].
We assume that Hypotheses 3.1 and 2.1 [i.e., E(|∆ i | p ) < ∞ for all p ∈ N] hold true. Moreover, we consider some q 0 < q 1 < · · · < q k+1 and define
We assume the following. Therefore, Hypothesis 2.2 holds true. Since ρ is not differentiable on the whole of R, we work with the following weight. We take α ∈ (0, 1) and β > α and we define
We introduce the following convention: if b = q k+1 = +∞ or a = q 0 = −∞, we define
Since α ∈ (0, 1), we can show by elementary computations that π satisfies Hypothesis 2.3, that is, π ∈ L (∞) (A) and π ′ ∈ L (1+) (A). Let A := {J t = n}. In view of (3.9), (a 1 , . . . , a n ) → s t (T 1 (ω) , . . . , T n (ω), a 1 , . . . , a n )
is twice continuously differentiable and has bounded derivatives. It follows that S t ∈ S (n,2) (A). The differential operators which appear in the integration by parts formula are
All of these quantities may be computed using (3.7) and (3.8).
The result which is used in sensitivity computations is the following.
Proposition 3.1. Suppose that Hypotheses 3.1 and 3.2 hold true and, moreover, suppose that there exists a positive constant η such that for every t, a, x, we have
Take α ∈ (0, 1/2) and β > α. Then for every differentiable function φ : R → R which has linear growth and for every n ≥ 1,
with, on {J t = n},
Proof. Let n ∈ N * be fixed. We already know that S t ∈ S (n,2) (A) with A = {J t = n}.
Moreover, ∂ x S t = ∂ x s t (T 1 , . . . , T n , ∆ 1 , . . . , ∆ n ) and ∂ x s t is computed by the recurrence relations
It is then easy to check that ∂ x s t and its derivatives with respect to a i , i = 1, . . . , n, are bounded on the set {J t = n} and consequently that ∂ x S t ∈ S (n,1) (A).
• Suppose that n = 1. We will use Corollary 2.2, so we check that the nondegeneracy condition (2.12) holds true. One has
so that, using (3.12),
for some positive constant c. Inequality (2.12) then follows. Then the integration by parts formula (2.13) holds true for S t and ∂ x S t on the event A = {J t = 1}. Moreover, by our choice of π, the border terms are canceled, which gives E(φ ′ (S t ) ∂ x S t 1 {Jt=1} ) = E(φ(S t )H 1 1 {Jt=1} ) with
On {J t = 1}, we have
• Now suppose that n ≥ 2. In this case, we will use Theorem 2.2, so we look at the nondegeneracy condition (2.11). Since π is bounded, this amounts to finding δ > 0 such that for i = 1, . . . , n,
We choose δ > 0 such that 2α(1 + δ) < 1 and (1 − α)(1 + δ) < 1 [which is possible because α ∈ (0, 1/2)]. In particular, since ρ is bounded on I and ∆ i have finite moments of any order, this gives
The proof of (3.13) is different for i = n and i = 1, . . . , n − 1. First, take i < n. One has |∂ an s t | = |∂ a c(u n , a n , s un− )| exp(
Now, take i = n and write σ St ≥ π 2 (∆ n−1 )|D n−1 S t | 2 . A simple computation shows that
Using (3.12), we obtain ∂ a n−1 s t ≥ c > 0, so σ St ≥ c 2 π 2 (∆ n−1 ). Consequently,
Remark 3.1. Suppose now that ρ is differentiable on the whole of R. We then take no weight, π = 1 and hypothesis (3.12)(i) gives σ St ≥ c on {J t = n} for all n ∈ N * . So the above integrability problems disappear. In particular, hypothesis (3.12)(ii) is no longer necessary. This case is discussed in [1] .
3.3.
Integration by parts with respect to the jump times. In this section, we differentiate with respect to the jump times T i , i ∈ N. It is well known (see [2] ) that conditionally to {J t = n}, the law of the vector (T 1 , . . . , T n ) is absolutely continuous with respect to the Lebesgue measure and has the following density:
In particular, for a given i = 1, . . . , n, conditionally to {J t = n} and to {T j , j = i}, T i is uniformly distributed on [T i−1 (ω), T i+1 (ω)]. Therefore, it has the density (with the convention T 0 = 0, T n+1 = t)
Since p i is not differentiable with respect to u, we must use the following weights:
with α ∈ (0, 1/2). In order to fit with the notation from the first section, we take
. We fix n and work on the set A = {J t = n}. Hypotheses 2.1, 2.2 and 2.3 then hold true and S t = s t (T 1 , . . . , T n , ∆ 1 (ω), . . . , ∆ n (ω)). So S t is a simple functional and the function which represents S t is twice differentiable and has continuous derivatives on the whole of R n . The differential operators are
) and all of these quantities may be computed using Lemma 3.1.
Proposition 3.2. Suppose that Hypothesis 3.1 holds true. Suppose, moreover, that (3.10) is satisfied, that is, that
for some η > 0. Take α ∈ (0, 1 2 ). Then for every n ≥ 4 and every continuously differentiable function φ which has linear growth, we have
Proof. From (3.9), we know that s t (u, a) and its derivatives up to order two with respect to u i , i = 1, . . . , n, are bounded on [0, T ] n . It follows that S t ∈ S (n,2) (A).
Since π i are bounded, the nondegeneracy condition (2.11) amounts to
. We use (3.11) in order to obtain
), we must check that, for every i = 1, . . . , n,
Take i = 1 and write
).
Since δ i is exponentially distributed of parameter µ(R), a necessary and sufficient condition in order to have E(δ
We then choose η sufficiently small that (1 − α)(1 + η) < 1 and α(1 + η) < 2α(1 + η) < 1 (which is possible because 0 < α < 1/2) and we have E(δ
We now write
Recalling that δ i has finite moments of any order, by the choice of η, we obtain
Since n ≥ 4, the same argument works for i = 2, . . . , n and leads to E[
Remark 3.2. Suppose that n = 2. Then
and this quantity is not integrable for α > 0, η > 0.
Remark 3.3. For n = 1, one may use Corollary 2.2 in order to obtain an integration by parts formula.
But for n = 2 and n = 3, we are not able to handle the nondegeneracy problem. In our numerical examples, we will use the noise coming from the amplitudes of the jumps in order to solve the problem for n = 2 and n = 3.
3.3.1. Examples.
• We consider the geometrical model
In this case, g(t, x) = xr and c(t, a, x) = xα(t, a). It follows that q(t, a, x) = x ∂ t α(t, a) + xrα(t, a) + xr − r(x + xα(t, a)) = x ∂ t α(t, a).
In particular, if α does not depend on the time, the model is degenerate from the point of view of the jump times. The nondegeneracy condition becomes
On the other hand, the condition |1 + ∂ x c(t, a, x)| ≥ η becomes |1 + α(t, a)| ≥ η.
• We now consider the following Vasicek-type model:
In this case, g(t, x) = xr and c(t, a, x) = α(t, a). It follows that q(t, a, x) = ∂ t α(t, a) + xr − r(x + α(t, a)) = ∂ t α(t, a) − rα(t, a).
Suppose that α does not depend on the time so that ∂ t α = 0. Then the nondegeneracy assumption becomes |α(a)| ≥ ε.
3.4. Mixed calculus. In this section, we briefly present the differential calculus with respect to both noises coming from the jump amplitudes and from the jump times. So the random variables will be V i = T i , i = 1, . . . , n, V n+i = ∆ i , i = 1, . . . , n, and G = σ(J t ). We combine the results from the two previous sections (and we keep the notation therefrom). We still assume Hypotheses 3.1 and 3.2. The differential operators are
We will use the weights defined in the previous sections, namely
where α ∈ (0, 1 2 ). We have
All of these quantities may be computed using the formulas from the previous sections.
Theorem 3.1. Suppose that Hypotheses 3.1 and 3.2 hold true and that
Then for every n ≥ 1 and every continuously differentiable function φ which has linear growth, we have
Proof. We write
for some ε > 0. Then, using the same techniques as in the proofs of Propositions 3.2 and 3.1, one shows that the nondegeneracy (2.11) condition holds true.
Remark 3.4. Note that the nondegeneracy condition holds true for every n (including n = 2) because we may use the noises coming from the jump times and the jump amplitudes at the same time.
Numerical results.
4.1. Malliavin estimator. In this section, we compute the Delta of two European options: call option with payoff φ(x) = (x− K) + and digital option with payoff φ(x) = 1 x≥K . The asset (S t ) t≥0 follows a one-dimensional pure jump diffusion process. We use the notation from the beginning of Section 3.
We deal with two different pure jump diffusion models. The first is a Vasicek-type model,
and the second is a geometrical model,
In both models, we take
2 . Note that even if ρ is not bounded on R, the integration by parts formula holds by a truncation argument.
Our aim is to compute ∂ x E(φ(S T )) using the integration by parts formula derived in the previous sections. We write
For n ≥ 1, we use the integration by parts formula on {J T = n} and obtain
where H n is a weight involving Malliavin derivatives of S T and ∂ x S T . Summing over n = 1, 2, . . . , we obtain
In order to compute the two terms in the right-hand side of the above equality, we proceed as follows. On {J T = 0}, there is no jump on ]0, T ], thus S T and ∂ x S T solve some deterministic integral equation. In the examples that we considered in this paper, the solutions of these equations are explicit, so this term is explicitly known. We may use the finite difference method. For the computation of the second term, we use a Monte Carlo algorithm. We simulate a sample ((T k n ) n∈N , (∆ k n ) n∈N ), k = 1, . . . , M , of the times and the amplitudes of the jumps and we compute the corresponding J k t , S k T and We now compute the Malliavin weights H k
for our examples. One may use Lemma 3.1, but in the particular cases that we discuss here, we have explicit solutions, so direct computations are much easier.
• We first study the diffusion process defined by (4.1). We have the following explicit expression for S T on {J T = n}:
We may use integration by parts with respect to the jump amplitudes, to the jump times or to both of them.
* Jump amplitudes: H J T has been calculated in [1] . Since ∆ i is Gaussian distributed for all i, the weight is π(ω, ∆ i ) = 1 and on {J T = n},
(4.4) * Jump times: suppose that n ≥ 4 and J T = n. We use the weights
Moreover, ∂ x S T = e −rT so that D i ∂ x S T = 0 for all i = 1, . . . , n. We now have the expression for all of the terms involved in H n and we obtain
For n = 1, 2, 3, we use integration by parts with respect to ∆ 1 only. Similar computations then give H n = e −rT 1 σ∆ 1 .
• We study the jump diffusion process defined by (4.2). On {J T = n}, we have
We may not use integration by parts with respect to the jump times because S T depends on T 1 , . . . , T k by means of J t only. Therefore, we use the integration by parts formula with respect to the jump amplitudes only. On {J T = n}, the Malliavin weight is, in this case (see [1] ),
where
5. Numerical experiments. In this section, we present several numerical experiments in order to compare the Malliavin approach to the finite difference method. We use the geometrical model and the Vasicek-type model and, in the latter, we use the Malliavin calculus with respect to the amplitudes of the jump and to the jump times. We also look at two types of payoff: call options and digital options.
The comparison is illustrated by some graphs (see Figures 1-3 ) on one hand and by empirical variance tables (see Tables 1-3 ) on the other. In Tables 1-3 , we give the empirical variance of the two estimators denoted Var Mall and Var Diff and we compare them. We also include in our tables the value of the volatility σ that we use and the corresponding variance of the underlying, denoted by Variance(S t ). We choose the parameter σ in the following way. • For the geometrical model, the variance of S t is Variance(S t ) = x 2 e 2rt (e σ 2 λt − 1). We take λ = 1, r = 0.1, T = 5 and x = 100. Then for σ ∈ [0.1, 0.6], 1393.69 ≤ Variance(S T ) ≤ 137264. • For the Vasicek-type model, we have Variance(S t ) = 2αe −2rt (x − α) + λσ 2 2r (1 − e −2rt ).
We take λ = 1, r = 0.1, T = 5, α = 10 and x = 100. Then for σ ∈ [16, 50] (note that the practitioners use σ = 20 to 30 in the short-term rate modeling), 1471.3 ≤ Variance(S T ) ≤ 8563.69. In all of our simulations, we have used a variance reduction method based on localization (analogous to the one introduced in [13] and [12] ). We use the following abbreviations:
• AJ: amplitude of the jumps.
• JT: jump times.
• FD: finite differences.
• G: geometrical model.
• V: Vasicek-type model.
• Call: call option.
• Dig: digital option.
(G/Dig/AJ) then means that we are in the geometrical model (G) with a digital option (Dig) and we use an algorithm based on the amplitudes of the jumps (AJ). (G/Dig/AJ) versus (G/Dig/FD) means that we compare these two estimators.
5.1.
Numerical results for the Vasicek-type model. Here, we compare the Delta of European call and digital options obtained by using Malliavin calculus on the one hand and finite difference method on the other hand.
• (V/Call/AJ) versus (V/Call/JT) versus (V/Call/FD).
• (V/Dig/AJ) versus (V/Dig/JT) versus (V/Dig/FD).
In the call options case, both the graph and the variance table show that the Malliavin estimators and the finite difference variances are very close. The methods then give comparable results.
In the digital options case, the algorithm based on Malliavin calculus is significantly better than the one based on finite difference. We also note that the Malliavin estimator using jump amplitudes gives less variance than the one based on jump times.
5.2.
Numerical results for the geometrical model. These are similar to those of the Vasicek-type model, as we can see for digital options.
(G/Dig/AJ) versus (G/Dig/FD).
5.3.
Conclusions.
• For a smooth payoff (as the call), the algorithms based on the Malliavin calculus (with respect to the jump times or amplitudes) give comparable results to those based on the finite difference method.
• For a discontinuous payoff (as in the digital options), the algorithms based on Malliavin calculus give significantly better results than those based on the finite difference method.
