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Introduction
For years, the behavioral theory of dynamical systems has been advocated as a natural vantage point from which to address general questions on modeling, identification, model equivalence and control. Within this theory, quite some research effort has been devoted to studying equations of the form
which represents a system of differential equations in the signal w and where P(ξ ) is a polynomial in the indeterminate ξ , with real matrix-valued coefficients. Here, (1) is a compact notation for the general class of systems that can be represented by any finite number of linear, ordinary, constant coefficient differential equations in, say, w variables that evolve over time. The interest in models of this type stems from the fact that many firstprinciple modeling exercises naturally lead to systems of ordinary differential equations with real coefficients. Eq. (1) is called a kernel representation of a system and its associated behavior is the set of sufficiently often differentiable functions w : T → R w (in w variables and defined on some time set T ⊂ R) that satisfy (1).
If differentiation in (1) is not understood in a generalized sense of distributions, then there is a technical difficulty about the function space in which solutions w of (1) are assumed to reside. Since many relevant linear, shift-invariant function spaces are dense in the space C ∞ of infinitely differentiable functions, the restriction to this signal space resolves this complication and is the reason for interpreting the solution set of (1) in this sense.
It is the purpose of this paper to investigate model classes in which solutions of (1) belong to the Lebesgue space of square integrable functions on the time set T = R + , T = R − or T = R. The reason for investigating these model classes lies in the importance of square integrable trajectories in many control questions where performance and stability requirements are specified in terms of square integrable trajectories only. In addition, the study of solutions of (1) restricted to specific Hilbert spaces leads to important questions on system representation and system equivalence.
Although this work is inspired by the study of L 2 systems defined on different time sets, we heavily exploit the fact that the space of square Lebesgue integrable functions on T ⊆ R is isomorphic to complex valued Hilbert or Hardy spaces via the (unilateral or bilateral) Laplace transform. Hilbert spaces of complex valued functions w : C → C w that are square integrable on the imaginary axis (possibly with different domains of analyticity) are closed under multiplication with rational functions P(s) (also with different domains of analyticity). This observation where w(s) is the Laplace transform of a solution of (1) and where P(s) is a real rational function (i.e., every entry of P is a quotient of polynomials with real coefficients) in s ∈ C. Clearly, solutions of (1) with compact support satisfy (2) on taking Laplace transforms. Here, the system associated with (2) with P being real rational will be the collection of all w ∈ L 2 that satisfy (2). This functional analytic interpretation of (2) proves useful for solving questions on synthesis, representation, normalization, elimination and interconnection of L 2 systems. These questions will be addressed in this paper.
Models inferred from first principles generally lead to higher order differential equations and one may therefore argue that rational kernel operators of the form (2) are less interesting from a general modeling point of view. This is true. However, the functional analytic tools for rational model representations allow for possibilities such as scaling, normalization, projection and approximation that cannot be paralleled by polynomial methods. It is for this reason that a thorough understanding of system representations by rational operators prove a useful alternative to (polynomial) differential operators. Earlier investigations in, e.g., Trentelman (2010) , Trentelman, Yoe, and Praagman (2007) and Willems and Yamamoto (2007) have studied interpretations of (1) with rational functions P. In these papers, solutions of (1) with rational P are defined by all infinitely often differentiable functions Second, we exploit the inner product structure on the signal space to infer a rich theory on rational representations of dynamical systems. This paper extends a number of results that were obtained in Weiland and Stoorvogel (1997) for a class of discrete ℓ 2 systems to continuous time systems.
The outline of the paper is as follows. First, questions of system equivalence, elimination and synthesis that will be discussed in this paper are introduced in Section 2. Section 3 introduces notation. Section 4 deals with rational representations of L 2 systems. Three classes of L 2 systems are introduced and we present for each model class complete results on system equivalence and for the elimination of latent variables. The roles of L 2 behaviors in interconnected systems and specific controller synthesis problems are discussed in Section 5. Conclusions are presented in Section 6. All proofs are collected in the Appendix.
Problem formulation
Following the behavioral formalism, a dynamical system (Belur, 2003; Willems, 1989 Willems, , 2007 ) is a triple
where T ⊆ R or T ⊆ C is the time or frequency axis, W is the signal space, which will be a w-dimensional vector space throughout, and B ⊆ W T is the behavior, that is defined in more explicit terms in Section 4.
We consider L 2 behaviors, which are closed, shift-invariant subspaces of L 2 . This means that, contrary to the usual behavioral models, ours does not consider function classes with time as the independent variable but uses frequency, i.e., T = C. More particularly, we distinguish between closed, invariant subspaces of L 2 that contain the open right complex half-plane, the open left complex half-plane or the imaginary axis in their domain of analyticity. This leads to three distinct classes of L 2 systems, each of them allowing system representations as the kernel (null space) of a rational operator. For each of these classes, three main questions will be addressed:
1. System equivalence. In the context of this paper, the question of system equivalence means for finding conditions under which two rational operators represent the same behavior. We provide a complete answer to this question for each of the three system classes. 2. Elimination of variables and equations. The elimination problem amounts to finding conditions under which a distinguished auxiliary variable can be completely eliminated from the defining equations of a system. Specifically, we consider
invariant subsets of L 2 and described by the kernel of a rational operator. Variables of such systems consist of pairs (w, ℓ) with w a manifest variable that is of interest to the user, and ℓ a latent variable that is used as an auxiliary variable for describing the model. Every latent variable system induces a system whose behavior B = {w | ∃ℓ such that (w, ℓ) ∈ B full } is the projection of the latent variable behavior on its manifest variable. We will be interested in finding necessary and sufficient conditions under which the induced manifest behavior again admits a rational kernel representation. We address this question for each of the three model classes of L 2 systems. For locally integrable or infinitely differentiable solutions of polynomial differential operators, a complete answer to this question has been given in Polderman (1997) and Polderman and Willems (1998) .
Synthesis of controlled systems. Controlled systems
that are referred to as plants and controllers, respectively. For a given plant Σ P and a desired controlled system Σ K , the controller synthesis problem amounts to synthesizing, if it exists, a controller Σ C that after interconnection with Σ P results in the desired controlled system Σ K . In Section 5, this problem is addressed for both full and partial interconnections. Existence and non-uniqueness of controllers are characterized, and we aim to parameterize all controllers that establish a desired controlled system after (full or partial) interconnection. As mentioned in the introduction, earlier research for cases with infinitely smooth behaviors has been carried out for this problem in Trentelman et al. (2007) and Willems (1997 Willems ( , 2007 . 
Notation
where C + := {s ∈ C | Re(s) > 0}, C − := {s ∈ C | Re(s) < 0} and s = σ + jω. So, functions in H + p and H − p are analytic in C + and in C − , respectively, and their norm is defined as 
The prefixes R and U denote rational matrices and units in the Hardy spaces H and RH − ∞ will be referred to as stable and anti-stable functions, respectively. See Francis (1987) and Vidyasagar (1985) for more details about Hardy spaces.
The ring RH + ∞ admits an extension that consists of stable rational functions with possible poles at infinity:
Matrix-valued functions in RH + ∞, * are understood as matrices whose elements satisfy the right-hand side of (4) with f : C + → C.
Similarly, we define the extension RH − ∞, * (resp., RL ∞, * ) as the space of complex valued functions f for which there exist k ≥ 0 and α > 0 such that 
The kernel (or null space) of a rational multiplication operator 
has full row rank. If P is outer, then P has a right inverse which is analytic in C − . It is easily seen that all elements in UH Francis (1987) , Kailath (1980) and Vidyasagar (1985) .
The τ -shift operatorσ τ on a signalŵ : R → R is defined as (σ τŵ )(t) =ŵ(t − τ ).
We callσ τ a right (left) shift whenever τ > 0 (τ < 0). Let L, L + , L − denote the usual bilateral and unilateral Laplace transforms defined on square integrable functions on R, R + , R − , respectively. We will be interested in operators σ τ :
Obviously, σ 0 is the identity map. Note that σ τ : L 2 → L 2 defines an isometry (for all τ ∈ R) and that σ 
Equivalence and elimination for rational representations
In this section, behaviors of dynamical systems are defined as closed subspaces of L 2 , H + 2 and H − 2 represented by the null spaces of rational operators (Mutsaers & Weiland, 2008) . Behavioral inclusion, equivalence and elimination of variables will be discussed in terms of rational operators. The results will be compared with earlier research on infinitely smooth behaviors represented by rational differential operators (Trentelman, 2010; Willems & Yamamoto, 2006 . Throughout this section, we will use the variables w and ℓ, which are elements of L 2 , H 
Anti-stable rational operators
Let P ∈ RH − ∞ be a rational operator with w columns. We associate three dynamical systems with P by setting
where B := {w ∈ L 2 |Pw = 0} = ker P,
define behaviors of dynamical systems Σ, Σ + , Σ − (respectively) in the frequency domain, i.e. as subsets of complex valued functions. We refer to P as a rational kernel representation of these systems. The corresponding time domain models of (6a) are inferred via the inverse Laplace transform according tô We call a rational kernel representation P minimal if any other rational kernel representation of the system has at least as many rows as P. A rational kernel representation is minimal if and only if P has full row rank. For a dynamical system Σ in the class L, the output cardinality of its behavior B is defined as p(B) = rowrank(P), where P ∈ RH − ∞ represents B as in (6b). The output cardinality therefore reflects the number of independent restrictions that are imposed on the system. It is easily shown that p(B) is, in fact, independent of the representation P and that p(B) can be interpreted as the dimension of the output variable in one (or any) input-output representation of Σ. Similarly, the input cardinality of B is the number m(B) = w − p(B), which represents the degree of under-determination of the restrictions that the system imposes on its w variables. For systems in the model classes L + and L − the input and output cardinality are defined in a similar manner.
A complete characterization of inclusions and equivalence of systems in the model classes L, L + and L − is given in the following result. respectively, as in (6) . We then have:
Theorem 4.3 (Inclusion and Equivalence). Let two systems in the
class L (or L + or L − ) with behaviors B 1 , B 2 (or B 1,+ , B 2,+ or B 1,− , B 2,− ) be represented by full rank P, Q ∈ RH − ∞ ,
inclusions of behaviors:
2. equivalence of behaviors:
if, in addition, Q is co-inner, then the statements in item 1 are equivalent to the existence of F
then the statements in item 2 are equivalent to the existence of
Statement 1ii of Theorem 4.3 thus promises that B 2,+ ⊂ B 1,+ where B 1,+ := ker + Π + P and B 2,+ :
also represented by the (inner and) co-inner function Q (s) = 1, the same conclusion follows from statement 3 of Theorem 4.3 as
. Then P defines a system in the model class L whose behavior B 1 = ker P is the L 2 graph associated with the transfer function T , i.e., Remark 4.6. Theorem 4.3 substantially differs from the equivalence results in Gottimukkala, Fiaz, and Trentelman (2011), Trentelman (2010) and Yamamoto (2007, 2008) where C ∞ behaviors are defined as kernels of rational differential operators P. In Gottimukkala et al. (2011) , it is shown that the controllable parts of the C ∞ kernels of rational operators P and Q coincide if and only if there exists a unitary matrix U ∈ UL ∞, * such that P = UQ .
Remark 4.7. The explicit construction of the operators F and U in Theorem 4.3 is an application of the Beurling-Lax theorem (Rosenblum & Rovnyak, 1997) . We refer the reader to the proof of Theorem 4.3 for details.
Next, we consider latent variable systems for the three model 
where P is decomposed according to the variables (w, ℓ). Associate with (7) the manifest behaviors
That is, the manifest behaviors consist of the projection of the full behaviors on the manifest variable w. From a general modeling point of view, the modeler is interested in the manifest behavior only, but the representation of this system is typically implicitly described by means of auxiliary or latent variables. We therefore address the question of when the manifest behaviors define systems in L, L + and L − , respectively, and whether one can find explicit representations for the manifest system. This is formalized as follows.
Definition 4.8. The full behaviors in (7) are said to be ℓ-eliminable
Thus, in an ℓ-eliminable system, one can find a kernel representation for its induced manifest behavior. The following elimination theorem is the main result of this section.
Theorem 4.9 (Elimination). Let P = [P 1 P 2 ] ∈ RH − ∞ be full row rank and define the full system behaviors as in (7) and consider the equation
We have, with respect to (8) , that
Moreover, in each of these cases, the corresponding manifest behavior of Definition 4.8 is represented by the rational operator P
The elimination problem has been investigated earlier. For polynomial representations of C ∞ systems, it has been shown in Polderman and Willems (1998) that elimination of latent variables is always possible. The same result has been obtained for discrete time systems. The elimination problem for C ∞ solutions of rational differential operators has been mentioned in Willems and Yamamoto (2008) ; however no concrete solution was presented in that paper. Theorem 4.9 shows that in the context of the Hardy and Lebesgue spaces, that we introduced here, elimination of latent variables from systems in the model classes L, L + and L − is only possible under the stated conditions. For results of eliminability in terms of conditions from geometric control theory, we refer the reader to Weiland (2010, 2011) .
Example 4.10. Consider the latent variable system with behavior given by
Here, α is a non-zero real constant. By Theorem 4.9 this system is ℓ-eliminable if there exists X ∈ RH + ∞ such that Q in (8) belongs to RH − ∞ and satisfies the proper rank conditions. This implies that
and the rank condition implies that
Since the poles in the right part of this equation are always in C + , the left part should also satisfy this.
However, the poles of X are in C − . Hence, α < 0 is a necessary condition for ℓ-eliminability. It follows that this system is ℓ-eliminable if and only if α < 0. Indeed, with
which fulfills the rank condition. Moreover, also (9) holds with X ∈ RH + ∞ if and only if α < 0.
Stable rational operators
So far, we have considered anti-stable rational operators for defining L 2 systems. This subsection defines model classes of L 2 systems through stable rational operators. The material in this subsection is analogous to that in the previous subsection and will therefore be stated without further discussion or proof. Let P ∈ RH + ∞ and consider the following three dynamical systems:
where
Here, Π − is the canonical projection from L 2 onto H Hence, kernels of anti-stable rational operators define left invariant subspaces, and kernels of stable rational operators are right invariant. We have, with respect to (11) , that
Moreover, in each of these cases, the corresponding manifest behavior is represented as the kernel of the stable rational operatorQ .
The proofs of Theorems 4.13 and 4.14 are similar to the proofs of Theorems 4.3 and 4.9 and are not included in this paper.
Controller synthesis
This section answers the third question posed in Section 2, namely the controller synthesis problem. Given are two systems Σ P and Σ K , both represented by means of rational kernel representations. We address the question of how to synthesize a third system Σ C , belonging to the same model class as Σ P and Σ K , such that the interconnection of Σ P and Σ C coincides with Σ K . Because this question is of evident interest in control, we will refer to Σ P as the plant, to Σ C as the controller and to Σ K as the controlled system. The problem then amounts to synthesizing a controller for a given plant that yields a given controlled system after interconnecting plant and controller. Here, we distinguish between full and partial interconnections as explained in Section 2. For the latter case, we will illustrate the results obtained by giving an example.
In this section, we focus on the system class L + . However, all results extend to the system classes L, L − and M (±) without additional technical problems. For simplicity of notation, throughout this section we omit the subscript + in the definitions of systems (Σ ) and their corresponding behaviors.
The full interconnection problem
For systems in the class L + , the synthesis problem by full interconnection is formalized as follows.
i. Verify whether there exists
Any such system is said to implement K for P by full interconnection through w.
ii. If such a controller exists, find a representation C 0 ∈ RH − ∞ for the system Σ C , in the sense that its behavior C = ker + Π + C 0 implements K for P .
iii. Characterize the set C par of all C ∈ RH − ∞ for which the
The synthesis algorithm that will be derived in this section is inspired by the polynomial analog that has been treated in Polderman and Willems (1998) and Trentelman et al. (2007) . Specifically, we provide an explicit algorithm that leads to the set of all rational representations of behaviors C that implement K for P . The main result is stated as follows. By Theorem 4.3, the condition in item i of Theorem 5.2 implies that K ⊂ P . Hence, the inclusion K ⊂ P is a necessary condition for the existence of a controller that implements K for P by full interconnection. This condition is, however, not sufficient. This is unlike the situation for C ∞ behaviors discussed in Polderman and Willems (1998) and Trentelman et al. (2007) where the inclusion K ⊂ P is a necessary and sufficient condition for guaranteeing the existence of a (C ∞ ) controller that implements K for P . The fact that we consider systems in L + over the function space H 
Theorem 5.2. Let the systems Σ
. This implies that w(s) belongs to the full interconnection of P and C.
Conclude that for α < 0, we have that K ⊂ P but K cannot be implemented for P .
The algorithm
The following algorithm yields an explicit construction of all controllers Σ C that solve Problem 5.1 for the class L + of L 2 systems.
Algorithm 5.4. Let P, K ∈ RH − ∞ define the behaviors P and K corresponding to the systems Σ P ∈ L + and Σ K ∈ L + , respectively. Aim: Find all C ∈ RH − ∞ that define systems Σ C ∈ L + with behavior C = ker + Π + C such that C implements K for P in the sense that P ∩ C = K by full interconnection.
Step 1: Find an outer rational function X ∈ RH − ∞, * such that P = XK . If no such X exists, the algorithm ends and no controller exists that implements K for P . In this case, set C par = 0.
Step 2: Determine a unitary function U ∈ UH − ∞, * which brings X into the form:
Step 3 Step 4: Set C 0 := WK ∈ RH − ∞, * . Define α > 0 and k ≥ 0 such that C :=
Step 5: Set
Output: C par is a parameterization of all controllers Σ C that implement K for P by ranging over all kernel representations
This explicit construction results in full plant-controller interconnections with the property that p(P ) + p(C) = p(K).
In the terminology used in Polderman and Willems (1998) and Trentelman et al. (2007) , these are referred to as regular interconnections and they realize the idea that controllers do not duplicate laws that are already present in the plant to establish the controlled system.
The partial interconnection problem
In this subsection we consider the more general synthesis problem with partial interconnections of dynamical systems
in the model class L + , represented by the rational operators P, K ∈ RH − ∞ , respectively.
Here, Σ P is a latent variable system as introduced in Section 4, so P = [P 1 P 2 ] is decomposed according to the manifest and latent variables w and c of dimensions w and c, respectively. 
i. Verify whether there exists a linear left invariant system
Any such system is said to implement K for P full by partial interconnection.
ii. If such a controller exists, find a representation C ∈ RH − ∞ for the system Σ C in the sense that its behavior C = ker + Π + C implements K for P full .
To solve this problem, we associate with the system Σ P a set N that we refer to as the hidden behavior. For the model class L + it is defined as
according to the decomposition made between manifest and latent variables. The hidden behavior is illustrated in Fig. 2 and is named hidden since it is not possible to estimate trajectories in N by observing the latent variable c only. Problem 5.5 can be solved under suitable conditions as is shown in the following theorem. This result is inspired by the controller implementation theorem introduced in Willems and Trentelman (2002) . 
Theorem 5.6. Let the systems Σ
The proof of this theorem is also constructive and is given in the Appendix. The conditions in (13) imply that N ⊂ K ⊂ P manifest , which are necessary and sufficient conditions for the existence of a C ∞ controller Σ C that implements K for P full as discussed in Polderman and Willems (1998) and Trentelman et al. (2007) . However, these conditions are not sufficient for the partial interconnection problem for systems in the model class L + , as in the full interconnection case.
The algorithm
An explicit construction of a controller Σ C ∈ L + that implements K for P full by partial interconnection is given by the following algorithm.
Algorithm 5.7. Let P, K ∈ RH − ∞ define the behaviors P full and K corresponding to the systems Σ P ∈ L + and Σ K ∈ L + , respectively.
Assumption: P full is c-eliminable.
Aim: Find C ∈ RH − ∞ that defines the behavior C of system
such that C implements K for P full by partial interconnection through c.
Step 1: Use Theorem 4.9 to obtain P man ∈ RH − ∞ such that
Step 2: Find an outer rational function X ∈ RH − ∞, * such that K = XP 1 . If no such X exists, the algorithm stops and no controller can be found.
Step 3: Find an outer rational Y ∈ RH − ∞, * such that P man = YK . If no such Y exists, the algorithm stops here.
Step 4 Step 5 Step 6: The controller Σ C with behavior C = ker + Π + C is given by
where α > 0 and k ≥ 0 are such that C ∈ RH − ∞ .
The example
To illustrate the algorithm for controller synthesis by partial interconnection, consider the following input-state-output system:
with
] ,
In this example, w := col(z, d) is the manifest variable and c := col(y, u) denotes the variable that is available for (partial) interconnection with a controller. The controlled system Σ K is defined by the state space equations 
∞ is decomposed accordingly with col(w, c), with
, and K (s) given in Box I Given P and K , we apply Algorithm 5.7
to find a controller that implements K for P by partial interconnection.
Step 1: To obtain a representation of the manifest behavior P manifest , we first eliminate the latent variable c in the full plant behavior. For this, we start by creating zero-rows in P 2 , as discussed in the proof of Theorem 4.9, by pre-multiplying P with U defined by
Since U and U 
,
.
It is now easily seen that the conditions for eliminability of c in Theorem 4.9 are satisfied since there exists an X ∈ RH + ∞ such that P 12 + P 22 X ∈ RH − ∞ and that rowrank(P 11 ) = p(P full ) − rowrank(P 2 ) (note that this operator X differs from the one used in Step 2). Hence, by the elimination theorem, P manifest = ker + Π + P man with 
Step 2: We need to verify the existence of an outer function X ∈ RH − ∞, * such that K = XP 1 . The rational operator given in Box II fulfills this requirement because RH
Step 3: We need to verify the existence of an outer function Y ∈ RH − ∞, * such that P man = YK . The rational operator
fulfills this requirement.
Step 4 
yields that Y 1 is a unitary function. This meets the conditions on U.
Step ] .
Step 6: The controller Σ C with behavior C = ker + Π + C is given by the equation in Box III. There, v(s) = Note that this controller does indeed implement K for P , since substitution of the law u = 3y yields
Conclusions
In this paper, systems are viewed as collections of functions that are square integrable on the imaginary axis. More specifically, we distinguish three classes of closed, left invariant systems that can be represented as kernels of rational operators in the class RH We have applied the results to solve the controller synthesis problem in an analogous approach, as described in Trentelman et al. (2007) . Explicit algorithms have been presented that synthesize a controller C that after interconnection with an L 2 plant P gives a desired controlled behavior K. In fact, we characterized all controllers (as L 2 systems) that after interconnection with a given plant result in the desired controlled behavior. Two possible interconnection structures, namely full and partial interconnections, are distinguished for this controller synthesis problem.
Appendix. Proofs
We start this section with a lemma that proves useful in various proofs.
Proof. For the first claim, we first verify the inclusion (⊆). Let w ∈ H + 2 be such that z := Pw ∈ H − 2 . Since k ≥ 0 and α > 0, we have that
We claim that z + is analytic in C. To show this, first note that z + is analytic in C 
To verify the converse inclusion, let f ∈ RH + ∞, * . Following (5), f is a rational function that is analytic in C + with possible poles at
, be a right-coprime polynomial factorization of f . By the analyticity of f , det(D(λ)) ̸ = 0, ∀λ ∈ C + . Moreover, there exist polynomials
(s) and R(s)D(s)
−1 is strictly proper (Vidyasagar, 1985) .
−1 is a sum of a polynomial and a strictly proper rational function with poles in C
. This completes the proof.
Proof of Lemma 4.1. To prove linearity, let w 1 , w 2 ∈ B + . For λ 1 , λ 2 ∈ R, we have to verify whether w := λ 1 w 1 + λ 2 w 2 ∈ B + . This is indeed the case because Pw = λ 1 Pw 1 + λ 2 Pw 2 ∈ H − 2 . To prove left invariance of B + , we need to show that for all τ ≤ 0 and w ∈ B + , σ τ w ∈ B + holds. For all τ ≤ 0 we have that
Since w ∈ B + we have P(s)w(s) ∈ H − 2 and therefore also e −sτ P(s)w(s) ∈ H − 2 for τ ≤ 0. Moreover, with a change of variables u := t + τ , we infer
The proofs for B and B − are similar and are omitted in this paper.
Proof of Theorem 4.3. Inclusions of behaviors:
We prove the three statements on inclusions of behaviors through the following items:
Let B 1 and B 2 be represented by P, Q ∈ RH − ∞ . Suppose that P = FQ with F ∈ RL ∞, * . Let w ∈ B 2 . Then v := Q w = 0 and we infer that Pw = FQ w = F v = 0. Therefore w ∈ B 1 . Since w ∈ B 2 is arbitrary, we conclude that B 2 ⊂ B 1 .
• (B 2,+ ⊂ B 1,+ ⇐ ∃F ∈ RH − ∞, * such that P = FQ ): Let B 1,+ and B 2,+ be represented by P, Q ∈ RH − ∞ as in (6b).
Suppose that P = FQ with F ∈ RH − ∞, * . Take w ∈ B 2,+ and define v := Q w. Then, by definition of B 2,+ , we have that v ∈ H − 2 . We infer that z := Pw = FQ w = F v, where we observe that z ∈ L 2 since P : H + 2 → L 2 . From (5) it follows that ∃k ≥ 0 and ∃α > 0 such that
, which shows that w ∈ B 1,+ . Since w ∈ B 2,+ was arbitrary, we infer B 2,+ ⊂ B 1,+ .
•
This proof is omitted, since it is similar to the proof of the first item.
To prove the converse implications, recall that any full row rank P ∈ RH − ∞ admits an outer/co-inner factorization (Francis, 1987) :
where P o ∈ RH − ∞ (square) is outer and P ci ∈ RH − ∞ (square or wide) is co-inner. Thus, P * ci is inner and P ci P * ci = I. Since P o is outer, its inverse P −1 o exists and is analytic in C − (Francis, 1987) . Therefore, we have that P
• (B 2 ⊂ B 1 ⇒ ∃F ∈ RL ∞, * such that P = FQ ):
Suppose that B 1 and B 2 are represented by P, Q ∈ RH − ∞ , respectively. Then
Similarly, without using the factorization, we obtain that
, and so
Equivalently, with over-bars denoting closures,
The Beurling-Lax theorem (see the proof of Theorem 12.6 in Fuhrmann (1981, Chapter 2)) states that, if M = qH for some inner function q and Hilbert space H , then M is a closed invariant subspace of H. Applying this to (16) gives
Now, we use a more general result for bounded operators A and B in Hilbert spaces (Theorem 7.1 in Fuhrmann (1981) ), which states that im A ⊂ im B if and only if A = BC for some bounded operator C .
More explicitly, as in the proof of Theorem 7.1, define
⊥ and belongs to RL ∞ . Now,
Consequently, by taking adjoints it follows that P = C * Q ci . Let
which completes the proof.
This proof goes in a similar manner to the one in the previous item. However, we will make use of Lemma A.1 and claim that there exist k ≥ 0 and α > 0 such that 
Using this, and applying Lemma A.1 again, we obtain
which represents B 2,+ as the orthogonal complement of the image of an inner rational operator. This implies that the closure in (17) also vanishes in this case. Again applying Theorem 7.1 of Fuhrmann (1981) , it follows that the bounded operator •
This proof is omitted here, since it is similar to the proof of the last two implications. Here we will obtain that C ∈ RH − ∞ , resulting in F ∈ RL ∞, * .
Equality of behaviors:
We only show the proof for the equivalence B 1,+ = B 2,+ , which will be used in Section 5. With this proof, one can easily verify the other two equivalence conditions. 
Using co-inner operators Q and P:
One can observe in the proof of the inclusions that when Q is coinner, no outer/co-inner factorization has to be applied. In this case, we can verify whether im P * ⊂ im Q * directly (since the closure of
, and we obtain F := C ∈ RL ∞ as a bounded operator. For the case where also P is co-inner, equivalence of where P 12 has full row rank. Define the decompositioñ
Then, by Theorem 4.3,
It follows that B full,+ = B 1 full,+ ∩ B 2 full,+ , where Indeed, if ℓ 1 , ℓ 2 ∈ L(w) and α ∈ R then (w, ℓ i ) ∈ B 1 full,+ for i = 1, 2 and, by linearity of B full , also α(w, ℓ 1 )
full,+ . This shows that αℓ 1 + (1 − α)ℓ 2 ∈ L(w). Any affine set can be written as • Uniqueness follows from the observation that whenever X 1 and
Since B full is left invariant we infer that (σ τ w, σ τ ℓ) ∈ B full and therefore σ τ ℓ ∈ L(σ τ w) = L 0 + X (σ τ w). It follows that σ τ ℓ = σ τ ℓ ′ + X (σ τ w) and, using the uniqueness of X , we have that X commutes with σ τ for any τ ≤ 0.
Since X : H (1991) . It follows that, for any w ∈ H + 2 , the latent variable ℓ := X w is compatible with w in the sense that (w, X w) ∈ B 1 full,+ . In particular, R 1 := P 11 + P 12 X satisfies
To prove that Y is rational, consider the Hankel operator Γ Y :
which is finite because (P 12 P * 12 ) −1 P 11 is rational. By Kronecker's theorem (Theorem 3.11 in Partington (1988) ), Y will be rational. Hence, Y ∈ RH + ∞ and it follows that
Third, note that the manifest behavior B manifest,+ = B Finally, we prove that Q ∈ RH − ∞ satisfies the rank conditions in Theorem 4.9. Since R :=P
with R 1 = 0 and R 2 = P 21 , it is immediate that R ∈ RH − ∞ . Moreover this satisfies rowrank(R) = rowrank(R 2 ) = rowrank(P) − rowrank (P 12 
We can choose C such that  P C  has full row rank. Then by applying Theorem 4.3, we obtain that there exists a U ∈ UH − ∞, * such that 
where we defined C 0 := WK . Note that C 0 ∈ RH − ∞, * . Using the definition of RH − ∞, * , we know that ∃α > 0 and ∃k ≥ 0 such that C :=
The proof is then completed by setting C = ker + Π + C which implements K for P by full interconnection.
ii. Observe that U :=  (s−α) kC . Hence, the set of controllers is parameterized by C par as in (12).
Proof of Theorem 5.6. (⇒): Suppose Σ C ∈ L + implements the desired behavior K for P full . This means that K = {w | ∃c for which (w, c) ∈ P full and c ∈ C}.
In particular, any w ∈ K belongs to P manifest . Hence, K ⊂ P manifest . By Theorem 4.3, there exists X ∈ RH − ∞, * such that P man = XK . We need to verify whether X is outer. The full controlled behavior is given by
From Definition 4.8, it follows that K full is c-eliminable since we have K = {w ∈ H 
It is assumed that P full is also c-eliminable. Hence, there exists X p ∈ RH + ∞ such that P manifest = ker + Π + P man with
As shown, K ⊂ P manifest , so for any w ∈ K we can also use X k for the elimination of c in P full in (23) (with the restriction that w ∈ K). Thus, for all w ∈ K we have that (w, X k w) ∈ P full . Hence, there exists one mappingX : w → c that eliminates c in P full as well as in K full through X w :=  X k w, ∀w ∈ K, X p w, ∀w ∈ K ⊥ ∩ P , so P man = P 1 + P 2X and Q =
where P man can be chosen to have full row rank, and redundant rows in C man can be eliminated such that Q has full row rank. For all w ∈ K we have that Q w ∈ H 
where we define C As shown, N ⊂ K; hence we can also use X n to eliminate the variable c in (22) Then, given this α and k, we apply Lemma A.1 such that
Because col(w, c) ∈ P full , we have P 1 w + P 2 c ∈ H 
