ABSTRACT
Introduction
Recently a great deal of research effort has been expended in bandwidth efficient coded modulation for achieving reliable communication on bandlimited channels [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . This new technique of coded modulation is achieved by coding onto an expanded set of channel signals (relative to that needed for uncoded transmission). A properly designed coded modulation can provide significant coding gain over an uncoded modulation system with no or little bandwidth expansion. To achieve a 3 to 5 dB coding gain with a single modulation code, the decoding complexity is quite reasonable. However, to achieve coding gains exceeding 5 dB with a single modulation (trellis or block) code, the decoding complexity increases drastically, and the implementation of the decoder becomes very expensive and unpractical (if not impossible). Then the question is, "how can we achieve coded modulation with reduced complexity?". An answer to this question is to use coded modulation in conjunction with concatenated coding. In this combined coding/modulation scheme, a good short modulation code is used as the inner code and a relatively powerful ReedSolomon (RS) code is used as the outer code. With properly chosen inner and outer codes, this scheme not only can achieve large coding gain (or high reliability) with good bandwidth efficiency but also can be practically implemented. That is to say, this concatenated coding/modulation scheme offers a way of achieving the best of two worlds.
In this paper, we present a coded modulation scheme with reduced complexity for error control in data communications. This scheme is achieved by concatenating a RS outer code and a bandwidth efficient block inner code for the M-ary PSK modulation.
The outer code is interleaved to enhance the overall system performance. We show that this concatenated coded modulation scheme can achieve extremely high reliability (or large coding gain) with a very simple M-ary PSK modulation inner code. Furthermore, if an inner code of high effective rate is used, the overall bandwidth expansion of the scheme due to coding will be greatly reduced. Suppose an inner code with effective rate equal to one is used. Then the overall bandwidth expansion of the scheme is due to outer code coding. Generally, in a concatenated coding scheme, the RS outer code is a high rate code. Hence the bandwidth expansion required is small. Of course, if an inner code with effective rate greater than one is used, the overall scheme may not need any bandwidth expansion at all [ 161. The proposed scheme is particularly effective for high-speed satellite communications for large file transfer where high reliability is required.
The presentation of this paper is organized as follows. In Section 2, we present a simple method for constructing block codes for M-ary PSK modulation with M = 2' which are suitable for concatenated coding. Some short M-ary PSK modulation codes with good minimum squared Euclidean distance are constructed. These codes have simple trellis structure and can be decoded with a soft-decision Viterbi decoding algorithm. In Section 3, the encoding and decoding of the proposed concatenated coded modulation scheme is described. Error performance of the proposed scheme is analyzed in Section 4. In Section 5, a specific concatenated coded modulation scheme with the NASA standard (255, 223) RS code over the Galois field GF(28) as the outer code and an &PSK modulation block code as the inner code is presented. Conclusion is given in Section 6.
Bandwidth Efficient Block Codes for M-ary PSK Modulation
In this section, we present a simple method for constructing block codes for M-ary PSK modulation with M = 2' which are suitable for concatenated coding. Using this method, some good short codes are constructed. These codes have simple trellis structure and can be decoded with a soft-decision Viterbi decoding algorithm. where d(sj,si.) = 4sin2(2-'x(s -s')). 
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For 1 5 j 5 n, let (zj,gj) be the normalized output of a coherent demodulator [20] for the j-th symbol of a received frame. The received frame is then represented by the following 2n-tuple: z = (zl, yl , zl, y2,. . . , z , , y,). For the received frame z and a codeword v = (sl, s2,. . . , s,) in C, let Iz, vi2 be defined as follows:
Assume that the channel is an additive white Gaussian noise (AWGN) channel. When symbol s E {0,1,. . . ,2' -1) is transmitted, the normolized output (2, y) of a coherent demodulator for 2'-ary PSK is distributed with the following joint probability density function, where u2 = 1/2p, and p is the SNR per symbol [20] . Suppose every codeword of C is transmitted with the same probability. Then we have the following decoding rule: For a received frame z, choose a codeword v in C with minimum I Z , V~~. The segment u corresponding to v is then the decoded segment. This decoding rule achieves maximum likelihood decoding for C over an AWGN channel. If C has a simple trellis structure with moderate number of states, the decoding of C can be implemented easily with a Viterbi decoding algorithm.
To analyze the error performance of a 2'-PSK code C, we need to know its complete weight distribution. Let v = (sl, s2,. . . , s,) be an n-tuple over the additive group A.
where ti is the number of components si in v equal to the symbol i in A. Let W(t) be the number of codewords v in C with comp(v) = t. Let T be the set, Then, {W(t) : t E T} is the detail weight distribution of C. W(t) can be enumerated from the joint weight distribution [21] of the binary component codes, Cb1, Cbl,. . . , c b 1 of C.
Once the detail weight distribution of C is known, its error performance can be analyzed and computed for an AWGN channel. The detail weight distributions of the codes listed in The outer code of the scheme, denoted C2, is an (n2,k2) RS code with symbols from the Galois field GF(2b) and minimum (Hamming) distance 4 = n2 -k2 + 1. Each code symbol of the outer code is represented by a binary 6-tuple (called a 6-bit byte) based on a certain basis of GF(2b). We require that k, = m6 where m is a positive integer.
The encoding of the proposed scheme! is performed in two stages. First a message of k26 bits is divided into k2 6-bit bytes. Each 6-bit byte is regarded as a symbol in GF(2'). These k2 bytes are encoded according to the outer code C2 to form an n2-byte codeword in C2. This codeword is then temporarily stored in a buffer as a row in an array. After m outer codewords have been formed, the buffer stores an rn x n2 array, called a segment-array as shown in Figure 3 . Each row of a segment-array is called a section. Each column of a segment-array consists of rn 6-bit bytes (or m6 bits), and is called a segment.
There are k2 data segments and n , -k2 parity segments. At the second stage of encoding, each segment of a segment-array is encoded according to the inner 2'-PSK code C, to form a sequence of n, 2'-PSK signals as described in the previous section. This sequence of n, 2'-PSK signals is called a frame. The n, frames corresponding to the segments of a segment-array form a code block. A code block is transmitted column by column (or frame by frame). In fact each frame is transmitted as soon as it has been formed. Note that the outer code is interleaved with a depth (or degree) of m.
The decoding for the proposed scheme also consists of two stages, the inner and outer decodings. When a frame in a code block is received, it is decoded into a segment of m bytes based on the soft-decision decoding algorithm as described in the previous section. order. Otherwise, the receiver declares an erasure for the entire decoded segment-array.
When the receiver fails to decode a received block, the block is erased from the receiver buffer and a retransmission for that block is requested. However, if retransmission is either not possible or not practical and no block is allowed to be discarded, then the erroneous block with all the parity symbols removed is accepted by the user with alarm.
Error Performance Analysis
In this section, we analyze the performance of the proposed concatenated coded modulation scheme for an AWGN channel. We assume that all the codewords of the inner modulation code are equally likely to be transmitted.
Let P,"' be the probability that a decoded segment is error-free and P,:) be the probability that a decoded segment is erroneous. Since the inner code Cr is linear over (0, 1, . . . ,2' -1) under binary component-wise modulo-2 addition, we assume that the all-zero codeword 0 is transmitted without loss of generality. For a received frame z, the decoded segment is error-free if and only if for every nonzero codeword v in Cl (the probability that Iz, vi2 = le, 0l2 is assumed to be zero). It follows from (9) that the inequality of (11) can be put into the following form:
where z = (zl ,yl , z 2 , y 2 , . . . ,x,, ,y,,) and v = (sl ,s2,. . . ,snl). For any codeword v in C1, let Q(v) denote the set of (zl, y, , z2, y2,. . . , z , , , y,, , ) which satisfies the inequality of (12). Define the following set,
Then it follows from (10) that where the integration is taken over the set Qe.
Let S be a subset of C, -(0) such that Then S is called a representative set for C, -(0). To evaluate (14), it is desired to find a small set S to represent C1 -(0). For a nonzero codeword v in C1, let P'l'(v) denote the probability that a received frame z satisfies the following condition:
The inequality of (16) can be put into the following form:
where Ivl = d w . it follows from (13) and ( Next we analyze the error performance of the overall concatenated coded modulation scheme. Let P,, P,, and Per be the probabilities of a correct decoding, an erasure and an incorrect decoding for an entire received code block respectively. Then Let pc and per denote the right-hand sides of (23) and (25) respectively. Then pc is a lower bound on Pc, and Fer is an upper bound on Per. The probability, 1 -Pc, is an upper bound on the total probability of a decoding failure and a decoding error. Clearly, 1 -pc serves as an upper bound on the probability that a received block will be rejected (we will call this as the rejection rate). The performance of the proposed concatenated coded modulation scheme is then measured by the pair of probabilities, Per and 1 -p,.
A Specific Concatenated Coded Modulation Scheme
In this section, we consider a specific concatenated coded modulation scheme, in which the outer code C2 is the NASA standard (255,223) RS code over GF(28) and the inner code C1 is the 8-PSK code of length 8 
For other composition t = (to , t l , t 2 , t 3 , t,, t 5 , t @ , t 8 ) , W(t) = 0.
By choosing a representative set for Cl -{0}, we find the following upper bound on the probability of an incorrect decoding for the inner code,
+484 erfc( 2 Let p!') IC denote the upper bound on q:) given by the right hand side expression of (28). Then 8:) is used as a measure of the error performance of the inner code Cl. The error performance of the inner code and that of the uncoded QPSK versus SNR per symbol is shown in Figure 4 . Simulation result on PjC1) is also included. Note that the difference between q:) and the simulation result on P'jc1) is very small for SNR > 8 dB/symbol (or 5 dB/information bit). We also see that the simple 8-PSK inner code provide a 2.31 dB (real) coding gain over the uncoded QPSK modulation at loe6 decoded segment-error rate, and a 2.42 dB coding gain at lo'@ decoded segment-error rate.
The RS outer code is a very powerful code which is capable of correcting up to 16 symbol (or byte) errors. From (23) and (28), we can compute the probability 1 -pc which is an upper bound on the probability of a decoding failure. From (25) and (28), we can compute the probability fie, which is an upper bound on the probability Per of an incorrect decoding of a received block. The error performance of the scheme is given by the pair of probabilities, and 1 -p,.
We can also use the simulation result on P'cl), denoted P'ct!, to compute the error performance of the overall scheme. Let 1 -Pc,, denote the value computed from the expression of (22) with P!cl) replaced by the simulation result F f ! . Then 1 -Pc,, gives the total probability of a decoding failure and a decoding error for the overall scheme based on the simulation results of the inner code.
Using the outer code to correct up to 16 symbol errors (t2 = 16), the error performance of the overall scheme is shown in Figures 5 to 8 , where Figures 5 and 6 give the blockerror performance and Figures 7 and 8 give the bit-error performance. Figure 5 gives the upper bound 1 -p, and simulation result 1 -P',, on the total probability of a decoding failure and a decoding error versus SNR/symbol, and Figure 6 gives the upper bound fie, on the probability Per of a decoding error for the overall scheme versus SNR/symbol.
From Figures 5 to 6 , we see that the specific concatenated modulation scheme proposed in this section provides extremely high reliability. For example, with SNR = 9 dB/symbol (or 6.57 dB/information bit), the probability of a decoding error is upper bounded by 6.28 x (using simulation results of the inner code). We see that the rejection rate is extremely small and it does not affect the system throughput. With SNR = 10 dB/symbol (or 7.57 dB/information bit), the probability of a decoding error is less than 6.80 x l o ' " ! Practically, the scheme achieves error-free communication. Pbl, is computed based on the probability Pet of an incorrect decoding of a code block using the approximation, Pbl = (4 /2n2) Per. This type of BER is a measure of bit-error performance of the scheme when retransmission is allowed. The t y p e 1 decoded BER of the scheme versus SNR/symbol is shown in Figure 7 . We see that the scheme achieves large coding gain over the uncoded QPsK for 2 lo-'. At Pbl = lo-' and Pb1 = lo-", the coding gains are 6.16 dB/symbol (or 5.58 dB/information bit) and 8.30 dB/symbol (or 7.72 dB/information bit) respectively. The required SNR to achieve P b l = lo-' is 7.39 dB/symbol (or 4.96 dB/information bit), and the required SNR to achieve Pbl = lo-'' is 7.80 dB/symbol (or 5.37 dB/information bit).
The second type of decoded BER, denoted P b l , is computed based on the total probability 1 -P ' of a decoding failure and a decoding error of a code block using the appraximation, Pb2 = ( 4 / 2 n 2 ) -(1 -P'). This type of BER is used as the measure of bit-error performance of the scheme when retransmission is not allowed. Figure 8 gives the type-2 decoded BER of the scheme versus SNR/symbol. We see that, at P b 2 = and P b l = lo"' , the coding gains of the scheme Over the uncoded QPSK are 5.52 dB/symbol (or 4.94 dB/information bit) and 7.60 dB/symbol (or 7.02 dB/information bit) respectively.
The required SNR to achieve P b l = is 8.04 dB/symbol (or 5.61 dB/information bit), and the required SNR to achieve P b l = 10' lo is 8.50 dB/symbol (or 6.07 dB/information bit).
From Figure 2 , we see that the 4-state trellis diagram for the 8-PSK inner code consists of two identical parallel 2-state trellis sub-diagrams without cross connection between them. This structure suggests that the decoding of the inner code can be done with two 2-state Viterbi decoders to process the two trellis sub-diagrams in parallel. This implementation not only simplify the decoding complexity but also speeds up the decoding process. Since the inner code is very short, a very high speed decoder can be implemented without much cost.
The specific concatenated coded modulation scheme is suitable for high-speed satellite communications for large file transfer where high reliability is required. Furthermore, the scheme is very robust in correcting burst-erron. It is capable of correcting any single burst of errors of length up to 242 bits.
To reduce the bandwidth expansion due to coding of the (255,223) RS outer code, we may use a higher effective rate M-ary PSK code as the inner code. Suppose we use the 7-th code in 
Conclusion Remarks
In this paper, a concatenated coded modulation scheme for error control in data communications has been presented. This scheme is achieved by concatenating a RS (or maximumdistance-separable) outer code and a bandwidth efficient block inner code for the M-ary PSK modulation. Error performance of this scheme has been analyzed. A simple method for constructing bandwidth efficient block codes for the M-ary PSK modulation has been devised. By a specific example, we have shown that extremely high reliability can be achieved by concatenating a good short 8-PSK modulation inner code and relatively powerful RS outer code, such as the NASA standard (255,223) RS code over GF(2'). Since the inner code is short, a high speed decoder with a soft-decision decoding algorithm can be implemented without much cost (or complexity). If a proper high effective rate inner code is used, the bandwidth expansion required by the overall scheme due to coding will be greatly reduced. The proposed scheme is actually devised to achieve coded modulation with reduced complexity. It offers a way of obtaining the best of three worlds, reliability, complexity and bandwidth efficiency. The proposed scheme is particularly suitable for high-speed satellite communications for large file transfer where high reliability is required.
The inner code decoder can be implemented to perform both decoding and erasure operations. In this case, a decoded segment may contains symbol errors and an erased segment creates m symbol erasures, one in each section. The RS outer code is then designed to correct both symbol errors and erasures.
Of course, other types of modulation codes can be used as inner codes in the proposed concatenated coded modulation scheme.
Trellis Diagram for the 8-PSK Code Described in Section 2
The 8-PSK code C described in Section (1) v, = (0, I},;
(2) P, denotes the (n,n -1) linear binary code which consists of all the even-weight (3) P,l denotes the dual code of P,, which consists of the all-zero and all-one vectors; 
