American College of Surgeons, the National Comprehensive Cancer Network, and the American Society of Clinical Oncology collaboratively developed fi ve quality measures for cancer care. These measures were subsequently endorsed by the National Quality Forum as part of the Quality of Cancer Care Performance Measures project ( 18 ) ; however, none of these quality indicators specifi cally addressed pancreatic cancer care.
Individual quality measures assess only a single aspect of care. However, health care is multidimensional and complex, leading the Institute of Medicine to note that composite quality measures consisting of multiple individual component measures can provide a better sense of the reliability of the health-care system ( 19 ) . Importantly, the National Quality Forum has recently introduced an initiative to establish a framework for composite quality measures to ensure that they are scientifi cally acceptable (ie, reliable and valid), usable (ie, meaningful and understandable), and feasible (ie, based on data that are readily available and retrievable without undue collection burden) ( 20 ) .
Thus, there is a need for both individual and composite quality indicators that are developed by using a formal methodology and that encompass the various domains of pancreatic cancer care, including those related to pancreatic surgery, for which outcomes are highly variable and potentially modifi able. Moreover, there is a need for hospitals to assess adherence with individual aspects of care by using specifi c indicators as well as to examine the overall quality of pancreatic cancer care by using a composite measure to identify potential quality improvement opportunities within their institutions. The objectives of this study were 1) to develop indicators of high-quality care for pancreatic cancer patients; 2) to assess 
CONTEXT AND CAVEATS

Prior knowledge
Pancreatic cancer outcomes vary considerably among hospitals, but the factors responsible for this variability have been difficult to identify because valid indicators of high-quality care for pancreatic cancer patients are not available.
Study design
A panel of pancreatic cancer experts identified valid quality indicators for pancreatic cancer care, assessed hospital-level compliance with these indicators, and developed a composite measure of adherence at the hospital level using data from the National Cancer Data Base (2004) (2005) in the United States.
Contribution
Of 50 potential quality indicators identified, 43 were rated as valid and assessed structural factors, clinical processes of care, treatment appropriateness, efficiency, and outcomes. Most hospitals were adherent with fewer than half of the 10 component indicators that were used to develop the composite measure of adherence.
Implications
These quality indicators can be used by hospitals to monitor, standardize, and improve the care they provide to pancreatic cancer patients.
Limitations
Important indicators may have been missed. Some indicators may have received slightly lower rankings because of how they were worded. The reliability of hospital performance comparisons was limited by the small sample size and an inability to adjust completely for differences in case mix among hospitals. The findings may not be generalizable to all hospitals.
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hospital-level compliance with these indicators in the United States; and 3) to develop a composite, evidenced-based measure of the quality of hospital-level pancreatic cancer care. The ultimate goal of this study was to identify indicators that hospitals can use to assess their performance and to develop specifi c initiatives to improve the quality of patient care and outcomes.
Methods
Quality Indicator Development
We used a modification of the RAND/UCLA Appropriateness Methodology to assess the validity of potential quality indicators ( 21 , 22 ) . The RAND/UCLA Appropriateness Methodology is an iterative Delphi method that has been used to develop quality-ofcare indicators across a broad range of disease processes ( 21 , 23 -27 ) . This method is particularly useful when high-level evidence is lacking because it incorporates recommendations made by an expert panel that are based on their evaluation of the evidence and their clinical experience. Briefly, in two rounds of rankings, the expert panel members independently rank potential quality indicators for validity. Between the two rounds, there is an expert panel discussion ( Figure 1 ). Indicators are evaluated for appropriateness (based on the median ranking for each) and agreement (based on the distribution of rankings). This process identifies indicators that are ranked as valid by the expert panel and has been shown to provide quality indicators that have face, construct, and predictive validity ( 28 -30 ) . This study was approved by the Northwestern University institutional review board. Potential quality indicators were identifi ed through extensive systematic literature reviews, assessment of existing guidelines from numerous organizations (eg, National Comprehensive Cancer Network guidelines), quality measures (eg, AHRQ), and semistructured interviews with pancreatic cancer experts in various subspecialties of medicine. Although high-level evidence (eg, from randomized trials) supporting clinical practice was frequently unavailable, we required that there was some evidence suggesting that the potential indicators would affect outcome (eg, institutional case series). The indicators were categorized into fi ve domainsstructure, process, appropriateness, effi ciency, and outcomes ( 7 , 10 , 31 ) -and encompassed the diagnostic, perioperative, intraoperative, postoperative, and follow-up phases of pancreatic cancer care. To evaluate potential quality indicators, we assembled an expert panel of 20 physicians that included clinicians and researchers in the fi elds of surgery (12 members), medical oncology (three members), radiation oncology (two members), pathology (one member), radiology (one member), and gastroenterology (one member) ( see Notes). Most of the panel members were from academic institutions, but some physicians from community hospitals were also included.
In the fi rst round of rankings, panel members were sent via electronic mail a list of potential indicators and detailed instructions regarding the methodology and the process of ranking indicators for validity. The instructions given to panelists regarding the rankings were as follows. First, an indicator should be considered "valid" if adherence with this indicator is critical to provide quality care to patients with pancreatic cancer exclusive of costs or feasibility of implementation. Not providing the level of care addressed in the indicator would be a breach in clinical practice and an indication of unacceptable care. Second, validity rankings should be based on the panelist ' s own judgment, not on what they think other experts or the panel believes. Third, the indicators should be considered for an "average" patient who presents to an "average" physician at an "average" hospital. Finally, the indicators need not necessarily apply to any one specifi c patient, but rather could pertain to the overall care of pancreatic cancer patients (eg, antibiotic discontinuation within 24 hours of surgery).
Each indicator was ranked on a 9-point scale for which 1 = definitely not valid, 5 = uncertain or equivocal validity, and 9 = definitely valid. Panelists were also given the opportunity to suggest wording modifi cations to improve the clarity or increase the potential validity of the quality indicator. The panel was also allowed to suggest entirely new indicators. Summary statistics were calculated for each individual candidate quality indicator to assess the median and distribution of rankings. For round 1, a potential quality indicator that had four or more rankings in the 1 -3 range and four or more rankings in the 7 -9 range was considered to have scores that were in disagreement. If all but four rankings were in any single 3-point range (eg, 1 -3, 4 -6, or 7 -9), then the scores for that indicator were said to be in agreement. All other score distributions were deemed indeterminate. The round 1 rankings were used to guide discussion at the expert panel meeting.
Before the expert panel meeting, the panelists were provided with the relevant literature regarding indicators for which there was disagreement in the round 1 rankings. The panelists were also given a summary sheet of the round 1 rankings that showed the aggregated summary statistics for each indicator and a copy of their own round 1 rankings. Each potential quality indicator was discussed by the panel to identify opportunities to improve the wording of the indicators or to highlight evidence that may have been missed by the literature review. In addition, indicators could be reworded and new indicators could be proposed during the discussion. It was stressed that there was no need to establish a consensus among the panelists because each member would independently rank the indicators for validity after the panel discussion.
Immediately after the expert panel discussion, the panelists were sent an updated ranking form via electronic mail on which they were asked to re-rank all of the indicators for validity. These round 2 rankings were used for the fi nal assessment of validity. The rankings were compiled, and the median ranking from the expert panel was calculated for each individual indicator. We used defi nitions from previous quality indicator development studies ( 23 -26 ) to establish two levels of validity that were based on the stringency of the criteria used: relaxed and strict. According to the strict criteria, an indicator was deemed to have high validity if the median score and at least 90% of the individual rankings from the 20 panelists were within the 7 -9 range. According to the relaxed criteria, an indicator was deemed to have moderate validity if the median score and at least 95% (all but one) of the individual rankings from the expert panel were within the 4 -9 range.
Assessment of Hospital Performance
The National Cancer Data Base (NCDB) is a national cancer registry supported by the American College of Surgeons, the Commission on Cancer, and the American Cancer Society ( 21 , 32 , 33 ) . All of the approximately 1450 Commission on Cancerapproved hospitals are required to report all of their cancer cases to the NCDB annually. The NCDB and state and national cancer registries share common mechanisms for data coding, collection, and accuracy assessment ( 21 , 34 ) . According to incidence estimates from the American Cancer Society, the NCDB captures approximately 75% of newly diagnosed pancreatic cancers in the United States each year ( 21 ) . The NCDB collects information regarding patient demographics, tumor characteristics and pathology, staging, diagnosis, treatment, and survival ( 34 ) .
Patients who were diagnosed with pancreatic adenocarcinoma from January 1, 2004, to December 31, 2005 , were identifi ed from the NCDB based on International Classifi cation of Diseases for Oncology , third edition, site and histology codes ( 35 ) . At the time of this study, patients diagnosed through the end of 2005 were the most recent ones available for analysis. Patients who underwent pancreatectomy were identifi ed based on the Commission on Cancer's Facility Oncology Registry Data Standards site-specifi c procedure coding ( 34 ) . Patients were staged according to the American Joint Committee on Cancer sixth edition Cancer Staging Manual ( 36 ) . We assessed adherence with valid quality indicators for which the relevant data are reported to the NCDB. Patients who underwent palliative procedures or exploratory surgery without a cancer-directed resection were not included in the cohort that was categorized as undergoing cancer-directed resection (ie, pancreatectomy).
We fi rst assessed adherence with the individual quality indicators at the patient level to determine the proportion of patients at Commission on Cancer -approved hospitals who received care that was concordant with the quality indicators. We then assessed adherence with the individual indicators at the hospital level; adherence was defi ned a priori as hospitals for which at least 90% of patients received care in compliance with the specifi c quality indicator. A composite measure of hospital pancreatic cancer care was calculated by summing the points for the valid indicators. Adherence with each indicator was assigned 1 point ( ≥ 90% of patients received the recommended care). The quality indicators relating to documentation were aggregated into a single composite score for which the maximum score was 10 points. Valid indicators examining all domains of care (structure, process, appropriateness, effi ciency, and outcome) were included in the composite measure.
Statistical Analysis
For the quality indicator addressing a hospital's risk-adjusted mortality rate within 30 days of surgery, a logistic regression model was used to adjust for differences in clinicopathologic characteristics among hospitals. The model included sex, age at diagnosis, race (white, black, Asian, Hispanic, other), stage, type of pancreatectomy (pancreaticoduodenectomy, distal pancreatectomy, total pancreatectomy, other), and Charlson comorbidity score. The NCDB requires reporting of six preexisting comorbidities based on International Classification of Disease , ninth edition classification ( 34 , 35 ) . The primary cancer diagnosis and postoperative complications are not included when these six codes are reported. A modified Charlson comorbidity score was calculated to assess the severity of preexisting comorbidities ( 37 -39 ) . Analyses were performed using SPSS, version 15 (SPSS, Inc., Chicago, IL).
Results
Quality Indicator Development
On the basis of literature reviews, consensus guidelines, and interviews with experts, we identified 50 potential quality indicators for pancreatic cancer care ( Table 1 ) . These indicators were categorized into five domains of care: structure (12 indicators Based on the round 2 expert panel rankings of the 50 potential quality indicators, 43 indicators (86%) were rated as valid (29 as having high validity and 14 as having moderate validity) and seven (14%) were rated as not valid ( Table 1 ) . Of the 43 valid indicators, 11 (25.6%) assessed structural factors, 19 (44.2%) assessed clinical processes of care, four (9.3%) assessed treatment appropriateness, four (9.3%) assessed effi ciency, and fi ve (11.6%) assessed outcomes ( Tables  2 and 3 ). The assessment for the indicators would be at the hospital level for 18 indicators (41.9%) and at the patient level for 25 indicators (58.1%). Of the 43 indicators rated as valid, 22 are reported to cancer registries or can be derived from data submitted to cancer registries, another 14 are found in widely available multi-institutional administrative datasets, and eight are generally found only in patient charts ( Table 1 ) . Seven indicators were ranked as not valid ( Table 4 ) .
The indicators that were rated as having high validity were diverse and included the diagnostic, preoperative, intraoperative, postoperative, and follow-up phases of care ( Table 2 ) . Structural indicators included factors that address case volume requirements, surgeon certifi cation, and the availability of consulting physicians and services. Process indicators addressed the preoperative evaluation, assessment of resectability, treatment planning, and operative and pathology report documentation. The appropriateness indicators rated as having high validity focused on the use of surgical and nonsurgical treatment. Effi ciency indicators addressed the time from diagnosis to treatment. Finally, outcome indicators that were rated as having high validity included monitoring the margin-negative resection rate and the * Based on strict validity criteria ( ≥ 90% of expert panel rankings in the 7 -9 range). † Based on relaxed validity criteria ( ≥ 95% of expert panel rankings in 4 -9 range). ‡ Totals in some columns may not equal the total number of indicators because some data can be found in more than one source and some data are not readily available in the specified sources. perioperative mortality rate. The indicators rated as having moderate validity involved clinical trials participation, case volume thresholds, the availability of endoscopic ultrasound and endoscopic retrograde cholangiopancreatography, the availability of adjuvant therapy services, resection margin status, documentation of the assessment of resectability, estimated blood loss, operative time, the adequacy of nodal evaluation, readmission rates, and long-term survival rates ( Table 3 ) . Seven indicators were rated as not valid by the expert panel. These indicators concerned specifi c case volume thresholds; the use of diagnostic laparoscopy, feeding jejunostomies, and epidural anesthesia; discussion of unresectable disease at a multidisciplinary conference; estimated blood loss thresholds; and the absolute time from diagnosis to treatment ( Table 4 ) .
Adherence With Pancreatic Cancer Quality Indicators
Of the 43 indicators rated as valid, 18 could be assessed by using data in the NCDB ( Table 5 ). The indicators related to medical documentation were combined into a single indicator for which a patient was deemed to have had concordant care if all of those indicators were met. This approach resulted in 10 quality indicators for which we assessed adherence (nine individual indicators and the combined medical documentation measure). We first assessed adherence with indicators at the patient level. Adherence with the valid quality indicators of pancreatic cancer care ranged from 49.6% to 97.2% among the 49 065 patients treated at Commission on Cancer -approved hospitals. Next, hospital-level performance for adherence with each of the quality indicators was examined among 1134 Commission on Cancer -approved hospitals (1134 of the 1450 Commission on Cancer -approved hospitals reported a pancreatic cancer operation to the NCDB). A hospital was classified as being adherent with the quality indicator if the care it provided was concordant with the quality indicator in at least 90% of the patients at that hospital. The proportion of adherent hospitals ranged from 6.8% to 99.9%. Two indicators could only be assessed at the hospital level: number of pancreatectomies performed per year (Figure 2, A) and hospital * Based on relaxed validity criteria ( ≥ 95% of expert panel rankings in 4 -9 range). ERCP = endoscopic retrograde cholangiopancreatography; CT = computed tomography; MRI = magnetic resonance imaging. † The expert panel extensively discussed indicators with multiple nodal count thresholds, but the only indicator retained was for the resection and examination of greater than or equal to 10 nodes. The indicator for greater than or equal to 12 nodes was also moderately valid but had lower median score; thus, the indicator for greater than or equal to 10 nodes was retained. The indicator for greater than or equal to 15 nodes was ranked as not valid. ‡ The expert panel discussed a variety of time thresholds and thought that 8 hours would be a reasonable maximum, but they settled on 10 hours because many panel members believed that operative times greater than 8 hours would not be excessive.
mortality rate (Figure 2, B) . Of the 1134 Commission on Cancer -approved hospitals that reported a pancreatic cancer operation to the NCDB, 748 (66.0%) had a perioperative mortality rate less than 5%, and only 77 (6.8%) performed 12 or more pancreatectomies for cancer per year.
To establish a composite score for hospital performance on these quality indicators, we assigned each hospital 1 point for each of the 10 quality indicators with which they were adherent ( ≥ 90% of patients received the recommended care) and then summed the scores for each hospital. The summed scores ranged from 1 to 9 (median score = 4, interquartile range = 3 -5; maximum possible score = 10; Figure 3 ).
Discussion
By using a formal, well-described methodology, an expert panel assessed potential quality indicators and identified 43 valid indicators of quality care for pancreatic cancer management. We then assessed performance on these measures at 1134 hospitals using data from a large national cancer registry and found that most hospitals were adherent with fewer than half of the indicators. The intent was to develop indicators of quality of care that hospitals could use for self-assessment to identify quality initiatives for improving pancreatic cancer care.
The RAND/UCLA Appropriateness Methodology has been used to develop quality indicators for many disease processes ( 21 ) . In previous studies to develop quality indicators in surgery and oncology, 59% -81% of the potential indicators were ranked as valid ( 23 -26 ) . These studies individually used only one criterion for the assessment of validity (ie, the number of panelists who ranked an indicator within the 7 -9 range); however, the defi nition of validity differed somewhat among these studies. Therefore, we used two frequently used defi nitions of validity to establish two potential validity levels based on the relative stringency of the criteria: high validity and moderate validity. We found that 58% of indicators met the strictest validity defi nition and 86% met the relaxed criteria. We expected that a large proportion of the indicators would be ranked as valid because all were derived from the literature, established guidelines, and interviews with experts in the fi eld.
Previously, the only quality indicators involving the care of patients with pancreatic malignancies were two proposed by the AHRQ ( 30 ) . These indicators require hospitals to track their pancreatectomy case volume and postoperative mortality rate and are currently under consideration by the National Quality Forum ( 40 ) . However, neither of these two measures sets an absolute numerical threshold for mortality or case volume. The indicators we used for monitoring surgeon-and hospital-level operative volumes, as well as those for monitoring perioperative mortality, were ranked as having high validity and are similar to the AHRQ pancreas measures. In the preliminary semistructured interviews, all of the experts uniformly suggested that pancreatectomy case volume is a critical component for ensuring quality pancreatic cancer care. However, defi nitions of "high volume" vary widely in the literature, ranging from two to 200 cases per year ( 1 ). The expert panel debated numerous thresholds ranging from six to 24 cases per year and how case volume should be defi ned (ie, whether it should include benign and/or malignant lesions) and ultimately decided that the valid quality indicators for specifi c thresholds should be 12 cases per year for hospitals and six cases per year for surgeons. Similarly, the 5% postoperative mortality threshold was discussed and decided by the expert panel.
There is a paucity of high-level evidence (ie, from clinical trials) in pancreas surgery to guide clinical decision making. However, this circumstance is well suited for the application of the RAND Appropriateness Methodology, in which the best available literature is combined with expert opinion. Although the National Comprehensive Cancer Network and other organizations publish detailed recommendations for pancreatic cancer diagnosis, treatment, and follow-up, these guidelines serve a very different function than the intended purpose for quality measures ( 21 , 34 ) . Guidelines make recommendations based on the best available evidence and suggest that certain disease management issues be discussed with the patient; quality indicators (or quality measures) are held to a much higher standard in that noncompliance with a quality indicator generally constitutes unacceptable or poor care ( 21 ) . Moreover, quality indicators must be suitable and practical for potential use if they are to be used to assess hospitals and providers. Once a set of quality indicators has been developed, the measures can be used by hospitals to assess the quality of care at their institutions. McGlynn et al. ( 41 ) developed 429 indicators of quality of care for 30 acute and chronic conditions as well as preventive care and found that recommended care was delivered to only approximately 55% of patients. However, for individual hospitals to assess adherence with quality indicators can require a considerable amount of data abstraction from the patient's chart. Thus, readily available data, such as those collected by cancer registries including the NCDB, are likely to be used to assess hospital performance because no additional data collection would be needed. For this reason, we used cancer registry data to evaluate adherence with the valid pancreatic cancer quality indicators at the patient and hospital levels. Patient-level adherence with individual indicators ranged from 49.6% to 97.2%, and the proportion of adherent hospitals ranged from 6.8% to 99.9%. Of note, only 77 hospitals met the volume threshold established by the panel. Thus, regionalization of surgical care to high-volume centers is likely an impractical policy initiative, and we suggest that these indicators should be used by all hospitals to attempt to raise the level of care provided to pancreatic cancer patients. In addition, we found that most hospitals were adherent with fewer than half of the 10 component indicators that we used to develop the composite score, and no hospital was adherent with all of the indicators. Thus, there is an opportunity for all hospitals to improve. Hospital adherence with guidelines and consensus recommendations for pancreatic cancer management may vary for a number of reasons. First, the experience and training of the clinical teams are likely to vary. Experienced teams may be more familiar with the literature and guideline recommendations and, thus, may be more likely to follow those recommendations. High-volume hospitals and cancer centers have been shown to provide care concordant with guidelines more frequently than low-volume centers, including the appropriate use of curative resection ( 42 ) , the completeness of resection ( 43 , 44 ) , adequacy of nodal examination ( 45 , 46 ) , the use of adjuvant treatments ( 47 ) , clinical trials participation ( 48 ) , and aggressiveness of cancer surveillance activities. Second, patient preferences may affect hospital adherence with quality indicators ( 49 ) . Finally, the dismal prognosis for patients diagnosed with pancreatic cancer may lead to pessimism on the part of physicians and patients, which may result in nonadherence with guidelines ( 42 ) .
Mechanisms are then needed by which individual hospitals are informed about their adherence rates with quality indicators. Numerous studies have demonstrated the benefi ts of quality assessment and feedback for a wide range of medical conditions ( 50 -52 ) . For many years, reporting of outcomes has been routine in New York and California for coronary artery bypass graft operations, as well as in the Veterans ' Health Administration system for a wide variety of surgeries ( 53 -55 ) . These efforts have been shown to prompt hospitals to initiate specifi c quality improvement efforts that have produced improvements in outcomes ( 53 -55 ) . However, it is unknown whether adherence with quality indicators will improve outcomes at individual hospitals, and some have suggested that this type of quality measurement and feedback initiatives may be detrimental to patient care and the health-care system ( 19 , 20 , 52 , 56 -58 ) . For oncological care, a feedback mechanism through the NCDB is currently available for breast and colorectal cancer quality measures ( 21 , 59 ). The NCDB receives data from more than 1450 Commission on Cancer -approved hospitals, and these data can be used to calculate performance rates for individual hospitals for specifi c quality measures as demonstrated in this study. The NCDB can provide individual hospitals with their performance in a confi dential manner on quality indicators compared with that of all the other Commission on Cancer -approved hospitals, as shown in Figure 2 . Only the individual hospital can identify its outcomes. However, public reporting initiatives for hospital quality measure compliance and outcomes are becoming a reality in the United States ( 55 ) . Thus, identifi cation of measures and evaluation of performance by individual hospitals can be good preparation for a future that will likely include a great deal of public reporting of process and outcome measure performance. Importantly, readily available data sources such as cancer registries will likely be used for quality measurement initiatives by government oversight agencies and payers because these existing data sources provide a convenient assessment mechanism for which no additional data need to be collected. Thus, it is important for hospitals to ensure that the data they report to cancer registries are accurate and of high quality.
There are some important caveats regarding the application of the indicators identifi ed in this study. First, 100% compliance is generally not required for all of the quality indicators. No matter how well defi ned the inclusion and exclusion criteria are for quality indicators, there will be some instances where the indicators are inappropriate (eg, the requirement to assess 12 or more lymph nodes for colon cancer in an intraoperatively unstable patient where resection of more nodes may not be safe). Moreover, patient preferences may also affect quality indicator compliance (eg, patient refusal to undergo chemotherapy for a stage III colon cancer). Second, it is also important to note that the development of quality indicators involves an iterative process. Even measures that are based on high-level evidence will become outdated or may need to be modifi ed over time as the science advances. Measure development will need to be revisited periodically as new evidence accumulates and practice patterns change. When the ultimate goal of complete compliance with a quality measure is achieved, assessment can be discontinued and new measures can be added ( 40 ) . Prompt feedback regarding quality measure performance could help decrease the time from publication of seminal studies and subsequent guideline development to the incorporation of measures into clinical practice. Finally, quality measures can be applied to different extents. The National Quality Forum has endorsed measures at two levels: accountability and quality improvement. Accountability measures meet the strictest criteria and generally have a clear impact on outcomes; thus, providers may be judged and incur fi nancial consequences depending on their performance on these indicators of care. The criteria for endorsing quality improvement measures are somewhat less rigorous, and these measures are simply intended to provide feedback to hospitals.
Although the two levels of validity used in this study do not directly correspond to the National Quality Forum guidelines for accountability and quality improvement, a similar paradigm could be considered to base the "accountability" and "quality improvement" designations on more objective criteria.
This study has some potential limitations. First, although we attempted to include all measures of quality in the indicator development process, it is likely that important indicators were missed. Moreover, another expert panel or a panel with a different composition of specialties or backgrounds represented may have ranked the quality indicators differently or developed a different set of indicators. Second, although the wording of the indicators was discussed at length by the panel, there was not always agreement on the wording, so some indicators may have received slightly lower rankings due to wording disagreement. These differences in wording do not appear to have qualitatively changed the validity category of the indicators. Third, for assessment of hospital performance, small sample size and inadequate risk adjustment (ie, the inability to adjust completely for differences in case mix among hospitals) may decrease the reliability of the comparisons; however, process measure performance is, in principle, insulated from these issues because we assumed that the indicator should be adhered to in nearly all cases. Thus, adherence with the indicator is either met or not met. Furthermore, because there is little evidence regarding a defi nitive method for threshold selection, we chose, a priori, a 90% threshold for adherence to allow for variability at hospitals while still requiring all hospitals to achieve a high level of adherence. Fourth, the poor quality indicator adherence rates demonstrated in this study may be partly related to poor documentation in the medical chart. For example, adjuvant therapy may be underreported to cancer registries by the individual hospitals because it is frequently administered in the outpatient setting, often many weeks after surgery ( 60 ); however, it will be the hospital's responsibility to ensure that accurate and complete data regarding all aspects of care are transmitted to cancer registries because these data will be used by federal agencies and providers for quality assessment ( 18 , 48 ) . In addition, some indicators examine issues that are diffi cult to assess accurately, such as margin status and readmissions, due to variability in practice patterns. For example, low margin-positive resection rates may be indicative of less thorough pathological evaluation of the margins. Thus, centers that focus on pancreatic cancer and perform detailed margin assessments may have higher margin-positive resection rates, but these rates are likely paradoxically related to the quality of care because a more extensive margin assessment will identify higher margin-positive resection rates. Finally, our assessment of hospital performance was limited to Commission on Cancer -approved hospitals. Thus, the fi ndings may not be generalizable to all hospitals. However, the NCDB receives data from a large number of hospitals that care for more than three-fourths of all the pancreatic cancer patients in the United States.
In conclusion, we used a standardized methodology to identify indicators of pancreatic cancer care. Noncompliance with these indicators is indicative of poor quality care. Hospitals can assess their performance on these quality indicators and compare it with that of other hospitals, thus identifying potential areas for internal quality improvement initiatives. Because hospitals' resources for quality improvement efforts are limited, a mechanism to effi ciently direct quality initiatives would be benefi cial. Because the future of health care will certainly involve more measurement of the quality of care, there is a need for rigorously developed quality indicators put forth by clinicians. Moreover, individual quality measures can be used to develop a data-driven composite measure of hospital pancreatic cancer care that assesses care across multiple domains. These quality indicators offer an opportunity to monitor, standardize, and improve the care of patients with pancreatic cancer.
