Introduction
Let M be a three-dimensional differential manifold and £ a chart belonging to its atlas atl M. By J (M), resp. 3C(M)» we denote respectively the ring of smooth functions and the module of smooth vector field on M.
Let Τ be a vector field of type (1,1) and V a linear connection on M. Let V be a vector field belonging to 3£(M). Then VyI denotes the covariant derivative of the given vector field Τ along the vector field V.
In the present paper we shall give a necessary and sufficient condition for the existence of a linear connection V determined by the field of a tensor Τ covariantly constant, i.e. satisfying the condition (1.1) VVT = Ό for every V e 3£(M). We call such a tensor field parallel with respect to the linear connection V . Condition (1.1) can be written out with respect to an arbitrary chart ξ e atl M 2 T. Bury (1.2) (6,*,λ,μ= 1,2,3), where Τ λ are given coordinates of the tensor field Τ in the chart ξ, d g T¿ are partial derivatives of the field Τ and Γ 6 β are unknown coordinates of the linear connection in Q the given chart. (1.2) can be treated as a system of η equations (for every 6) linear non-homogeneous with respect to Γ 6 α . This problem has been solved fo '''-dimensional space in [1] for 3-dimensional space in [2] (tv·:: published doctoral thesis of the author). In the present paper we give main stages of this solution.
2. Some scalar concomitants of the tensor field Τ Let Τ denote the set of all non-zero tensor fields of type (1.1) defined on M.
V/e shall consider scalar fields which are concomitants of TeT [3] (2.1)
. μ S (Τ) is called the trace of first order of th^i^atrix (Τ λ ) of the tensor field Τ and is denoted by tr T t S (ï) is called the trace of second order of the matrix (τ£) and it
is seen from the definition that (i) Thè traces S(T) (i = 1,2,3) are scalar fields (i)
The partial derivatives of these scalar field
are co-vector fields. The vanishing of these fields, i.e.
M,·
Ug-(T) = 0 is an invariant property holding in every chart Ç e afcl M. Let TQ denote TÍJ, where Q is a joint index: Q = (/¿,λ.), (Q = 1,2,...,9). By (2.1) and (2.2) we have
L-Ι Moreover, le^ us consider the following scalar fields which are concomitants of given tensor field TeT [2]
φ (Τ) : a Τ* τ£ Τ J .
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Partial derivatives of these scalar fields
are covariant vector fields. The vanishing of these fields, (i) i.e. %(T) = 0 is an invariant property holding in every chart ξ e atl M.
Prom (2.7) and (2.8) we obtain
where T^ denotes the coordinates of the tensor T£.
Nov; let us form the matrix The maximal rank of B(T) will be denoted by r B :
(2.12) r B = max r B(T) .
(i) In [2] it was proved that the scalar field φ (T^ defined by (2*7) can be expressed by means of the traces S (Τ) defined in (2.1), in the following way:
(2.13) , φ ) is a bisection. The inverse mapping can oe expressed as follows (2.14)
(1)
From Theorem 1 and from the fact that the mapping S --φ is a bisection it follows that Theorem 2. Under the assumptions above we have rB = rA = p.
3. The matrices of the system of equations (1.2) In the system of equations (1.2) we take the pairs {μ, λ) in the following orders (11), (12), (13), (21), (22), (23), (31)» (32), (33)» and for the uaknows Γ6£ the pairs (a,j8) in the same order. Let 3ΪΓ(Τ) denote the fundamental matrix of the system (1.2) and its elements by hJ^ , where the pair (μ, λ) denotes the row, (α,β) the column of the matrix ffl. Prom (1.2) we obtain (3.1) «;j(ï).
T.Bury
From this formula it is seen that the matrix. Wl(T) is slce;v-symmetrix with respect to the pairs (μ, λ) and (α,β), i.ß.
= -Writing out the augneáted matrix Mlj(T) of the system (1.2) we obtain from (3.1): T m= 6 ' where ó"^ is the Kronecker delta.
Tfre existence of linear connection
The following theorem holds: Theorem 4. A necessary and sufficient condition in order that there exist a linear connection V , with respect to which the tensor field Τ € J is parallel, is the vanishing of three covector fields
Outline of the proof. Necessity follows from the theorem proved by A.Lichnerowicz [7] and A.Zajtz [8] : if a tensor field Τ is parallel (covariantly constant) with respect to the connection V ancl the field Κ is its concomitant, then Κ is also parallel. Hence in particular for·the scalar concomitant K(T) we have
Thus for scalar concomitants (2.7) we have by (2.8):
(i) V ff (T) = O for every i = 1,2,3.
T.Bury
Conversely, assume that Vg-(T) = O (i = 1,2,3). We have to show that rm(T) = r^T). From the assumption by (2.9) is follows that 9 (i) (4.1) = 0
(1 = 1.2,3).
Q=1 Q
a) In the case = 6 we show that B(T) · ffl£(T) = [θ] (see [6] , [5] ).
In fact, in the last column of the product B(T)· we obtain
& ^a <r
These expressions are equal by means of (4.1). For the remaining columns of this product we also obtain zero (see [6] ). This implies that 
