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Abstract
Taking the idea from classical Foxby equivalence, we develop an equivalence theory for
derived categories over di3erential graded algebras. Both classical Foxby equivalence and the
Morita equivalence for complete modules and torsion modules developed by Dwyer and Green-
lees arise as special cases. c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 16E45; 18E30; 13D05
0. Introduction
Section 1 of this manuscript takes its idea from classical Foxby equivalence for
noetherian, local, commutative rings (see [3]), and generalizes it to an equivalence
theory for derived categories over di3erential graded algebras (henceforth abbreviated
DGAs). Section 2 shows some simple properties of the new equivalence, and Section
3 shows that both classical Foxby equivalence and the Morita equivalence for complete
modules and torsion modules developed by Dwyer and Greenlees in [8] arise as special
cases. It also shows that a new instance of our theory which one can reasonably call
“Matlis equivalence” gives a new characterization of Gorenstein rings.
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1. Generalized Foxby equivalence
This section starts with a very general result in Theorem (1.1), and then immediately
proceeds to look at DGAs. In (1.5) we give the equivalence for derived categories over
DGAs mentioned in the introduction.
(1.1) Theorem. Consider categories C;D and an adjoint pair of functors (F;G);
C F−→←−
G
D:
Let  and  denote the unit and counit of the adjunction. De5ne full subcategories
of C and D
A= {A∈C | A is an isomorphism};
B= {B∈D | B is an isomorphism}:
Then the functors F and G restrict to a pair of quasi-inverse equivalences of cate-
gories
A
F−→←−
G
B:
Proof. This is an easy exercise in adjoint functors.
(1.2) De#nition (Auslander and Bass classes). In the situation of Theorem (1.1), we
call A the Auslander class, and B the Bass class. The name “Auslander class” (strictly
speaking, “Auslander category”) is taken from [3], while “Bass class” is taken from
[6,7].
(1.3) Setup. In the rest of this section and the next; R and S are DGAs; and R;SM is a
DG-R-left-S-left-module. (We use subscripts on DG-modules to indicate their structures;
as is the custom in non-commutative ring theory.)
(1.4) Tensor and Hom over a DGA. From [9; Section 6.1] we know that there is an
adjoint pair of functors between homotopy categories of DG-modules
K(Ropp)
−⊗RM−−−−−−→←−−−−−−
HomS (M;−)
K(S): (1.4.1)
Here Ropp is the opposite DGA of R; whose multiplication is given by s ·opp r =
(−1)|r‖s|rs; where |r| denotes the degree of the homogeneous element r. We iden-
tify DG-Ropp-left-modules with DG-R-right-modules; so K(Ropp) is identiHed with the
homotopy category of DG-R-right-modules.
The unit  of the adjunction (1.4.1) is given by
idK(Ropp)(L)
L−→ HomS(M; L⊗R M); L(‘) = (m 
→ ‘ ⊗ m)
and the counit  is given by
HomS(M;N )⊗R M N−→ idK(S)(N ); N ( ⊗ m) = (m):
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Since all DG-modules have K-projective and K-injective resolutions by [9, Sec-
tions 3.1 and 3.2], we can get − L⊗RM from − ⊗R M by using a K-projective resolu-
tion in the Hrst variable, and we can get RHomS(M;−) from HomS(M;−) by using
a K-injective resolution in the second variable. The adjointness described above is
inherited by the derived functors in a straightforward way.
(1.5) Generalized Foxby equivalence. By (1.4) we have an adjoint pair of derived
functors between derived categories of DG-modules
D(Ropp)
− L⊗RM−−−−−−→←−−−−−−
RHomS (M;−)
D(S):
Theorem (1.1) now says: denoting unit and counit of the adjunction by  and ; there
are Auslander and Bass classes
AM (Ropp) = {L∈D(Ropp) | L is an isomorphism};
BM (S) = {N ∈D(S) | N is an isomorphism}
and the functors − L⊗RM and RHomS(M;−) restrict to a pair of quasi-inverse equiva-
lences of categories
AM (Ropp)
− L⊗RM−−−−−−→←−−−−−−
RHomS (M;−)
BM (S):
2. Size of Auslander and Bass classes
In this section, we continue to work with the Setup (1.3).
We begin in (2.1) by recalling, among other things, the so-called evaluation mor-
phisms ! and  from [2], and in Lemma (2.2) rewrite unit and counit of the adjoint
pair (− L⊗RM;RHomS(M;−)) in terms of ! and . This is used in Theorem (2.4)
which under certain conditions characterizes objects in the Auslander class by ! being
an isomorphism, and objects in the Bass class by  being an isomorphism. Lemma
(2.2) and Theorem (2.4) follow ideas from [3, pf. of Theorem (3.2)]. The section ends
by deriving corollaries (2.5) and (2.7) which state under appropriate conditions that
the Auslander and Bass classes contain “many” DG-modules.
(2.1) Some morphisms. In [2; 4.3] two so-called evaluation morphisms are consid-
ered for complexes of modules over rings. The same method gives morphisms for
DG-modules over DGAs as follows: If
TFR; U;SA; R;SB
are DG-modules with structures as indicated; then there is a natural morphism of
DG-T -left-U -right-modules
TFR ⊗R HomS(U;SA; R;SB) !→ HomS(U;SA; TFR ⊗R R;SB)
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given by
(!(f ⊗ ))(a) = f ⊗ (a):
Moreover, if F can be resolved by a DG-T -left-R-right-module which is K-Jat over
R, and A can be resolved by a DG-U -left-S-left-module which is K-projective over S,
then ! induces a natural morphism of derived functors
TFR
L⊗R RHomS(U;SA; R;SB) !→ RHomS(U;SA; TFR
L⊗RR;SB):
Note that it is not necessary that F and A have structures over T and U . That is,
omitting T or U or both, there are still morphisms given by the same prescriptions.
And if
R;TA; R;SB; SIU
are DG-modules with structures as indicated, then there is a natural morphism of
DG-T -left-U -right-modules
HomS(R;SB; SIU )⊗R R;TA → HomS(HomR(R;TA; R;SB); S IU )
given by
(( ⊗ a))() = (−1)|a‖|(a):
Moreover if A can be resolved by a DG-R-left-T -left-module which is K-projective
over R, and I can be resolved by a DG-S-left-U -right-module which is K-injective
over S, then  induces a natural morphism of derived functors
RHomS(R;SB; SIU )
L⊗R R;TA →RHomS(RHomR(R;TA; R;SB); S IU ):
Note that again T or U or both could be omitted in both morphisms.
We also need some morphisms which sometimes exist in the situation of Setup
(1.3): suppose that M can be resolved by a DG-R-left-S-left-module P which is
K-projective over S. Then we have HomS(P; P) ∼= RHomS(M;M), and the morphism
R → HomS(P; P) given by r 
→ (p 
→ rp) gives a canonical morphism in the derived
category of DG-R-left-R-right-modules
R
!→RHomS(M;M):
Similarly, if M can be resolved by a DG-R-left-S-left-module which is K-projective
over R, then we get a canonical morphism in the derived category of DG-S-left-S-right-
modules
S "→RHomR(M;M):
The following lemma is an abstraction of part of [3, Proof of Theorem (3.2)].
(2.2) Lemma. (1) Suppose that M can be resolved by a DG-R-left-S-left-module
which is K-projective over S. For any DG-R-right-module; L; there is a
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commutative diagram
where ’ is the canonical isomorphism, where L is the unit of the adjoint pair
(− L⊗RM;RHomS(M;−)) evaluated on L, and where ! comes from (2.1).
(2) Suppose that M can be resolved by a DG-R-left-S-left-module which is K-
projective over R. For any DG-S-left-module, N , there is a commutative diagram
where  is the canonical isomorphism, where N is the counit of the adjoint pair
(− L⊗R M;RHomS(M;−)) evaluated on N , and where  comes from (2.1).
Proof. The proofs of (1) and (2) are similar; so we only show (1).
Replace L by a K-Jat resolution (this is always possible, e.g. by replacing L by a
K-projective resolution), and replace M by a resolution which is a DG-R-left-S-left-
module that is K-projective over S. This enables us to write HomS and ⊗R rather than
RHomS and
L⊗R.
Now let ‘ be in L, and consider the composition of morphisms appearing in the
lemma, evaluated on ‘:
(! ◦ (1L ⊗ !) ◦ ’)(‘) = (! ◦ (1L ⊗ !))(‘ ⊗ 1R) = !(‘ ⊗ idM ) = (m 
→ ‘ ⊗ m):
This is indeed L(‘), as one sees in (1.4).
(2.3) Conditions. Here are two conditions which can be imposed on M :
(1) M can be resolved by a DG-R-left-S-left-module which is K-projective over S;
and the canonical map R
!→RHomS(M;M) is an isomorphism.
(2) M can be resolved by a DG-R-left-S-left-module which is K-projective over R;
and the canonical map S "→RHomR(M;M) is an isomorphism.
The following theorem is proved essentially in the same way as [3, Theorem
(3.2)]:
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(2.4) Theorem. (1) Suppose that M satis5es Condition (2.3)(1). Then
AM (Ropp) =

L∈D(R
opp)
∣∣∣∣∣∣∣∣
L
L⊗R RHomS(M;M) !−→
RHomS(M; L
L⊗R M)
is an isomorphism

 :
(2) Suppose that M satis5es Condition (2.3)(2). Then
BM (S) =

N ∈D(S)
∣∣∣∣∣∣∣∣
RHomS(M;N )
L⊗R M −→
RHomS(RHomR(M;M); N )
is an isomorphism

 :
Proof. Again; the proofs of (1) and (2) are similar; so we only show (1).
Condition (2.3)(1) says that M can be resolved by a DG-R-left-S-left-module which
is K-projective over S, so we are in the situation of Lemma (2.2)(1). The composition
!◦(1L
L⊗R !)◦’ in the lemma equals L, so by (1.5) the DG-module L is in AM (Ropp)
precisely when ! ◦ (1L
L⊗R !) ◦ ’ is an isomorphism.
But since R
!→RHomS(M;M) is an isomorphism by condition (2.3)(1), both maps
’ and 1L
L⊗R ! are isomorphisms. Hence ! ◦ (1L
L⊗R !) ◦’ is an isomorphism precisely
when ! is.
In the following corollary, (−)“ denotes the functor which forgets di3erentials. It
sends DGAs and DG-modules to graded algebras and graded modules.
(2.5) Corollary. (1) Suppose that M satis5es Condition (2.3)(1). Suppose moreover
that when we forget the R-structure on M; we can resolve M by a K-projective
DG-S-left-module; A; so that (SA)“ is a direct summand in a 5nite coproduct of
shifts of S“.
Then the Auslander class AM (Ropp) is all of D(Ropp).
(2) Suppose that M satis5es Condition (2.3)(2). Suppose moreover that when we
forget the S-structure on M , we can resolve M by a K-projective DG-R-left-module,
B, so that (RB)“ is a direct summand in a 5nite coproduct of shifts of R“.
Then the Bass class BM (S) is all of D(S).
Proof. Again the proofs of (1) and (2) are similar; so we only show (1).
Theorem (2.4)(1) implies that to prove the corollary’s claim that AM (Ropp) is all
of D(Ropp), we must show that
L
L⊗R RHomS(M;M) !−→RHomS(M; L
L⊗R M)
is an isomorphism for any L.
Now, to see whether ! is an isomorphism, there is no need to remember the
R-structure on the M ’s appearing in the Hrst variable of the RHom’s. Hence we can
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use the DG-S-left-module SA which is a K-projective resolution of SM to compute the
two RHom’s. But when SA has the special form required in the corollary, ! is an
isomorphism by [1, Section 1, Theorem 2]. (Note that [1] actually requires A“ itself
to be a Hnite coproduct of shifts of S“, but gives a proof which also applies to direct
summands.)
(2.6) De#nition. If Q is a DGA; then we deHne two classes of DG-Q-left-modules by
F(Q) =
{
L∈D(Q)
∣∣∣∣∣ L is isomorphic in D(Q) to aK-Jat left-bounded DG-module
}
and
I(Q) =
{
N ∈D(Q)
∣∣∣∣∣ N is isomorphic in D(Q) to aK-injective right-bounded DG-module
}
:
In the following, 'iX denotes the ith suspension of the DG-module X , so ('iX )j =
Xj−i.
(2.7) Corollary. (1) Suppose that M satis5es Condition (2.3)(1). Suppose moreover
the following:
• R and S are non-negatively graded.
• H0S is left-noetherian; and each HiS is 5nitely generated from the left over H0S.
• HM is bounded; and each HiM is 5nitely generated over H0S.
Then
F(Ropp) ⊆AM (Ropp):
(2) Suppose that M satis5es Condition (2.3)(2). Suppose moreover the following:
• R and S are non-negatively graded.
• H0R is left-noetherian, and each HiR is 5nitely generated from the left over H0R.
• HM is bounded, and each HiM is 5nitely generated over H0R.
Then
I(S) ⊆ BM (S):
Proof. Again; the proofs of (1) and (2) are similar; so we only show (1).
Theorem (2.4) implies that to prove the corollary’s claim that F(Ropp) is contained
in AM (Ropp), we must show that
L
L⊗R RHomS(M;M) !→RHomS(M; L
L⊗R M)
is an isomorphism when L is in F(Ropp).
Now, to see whether ! is an isomorphism, there is no need to remember the
R-structure on the M ’s appearing in the Hrst variable of the RHom’s. Hence we can
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replace these M ’s by any DG-S-left-module SP which is isomorphic to SM in D(S).
Inserting the bulleted assumptions on S and M into [4, Theorem 10.1.5] gives that we
can choose an SP which is semi-free and in particular K-projective, and has
(SP)“ =
⊕
j¿i
'j(S“)*j
for certain Hnite numbers i and *j.
We can also replace the M ’s appearing in the second variable of the RHom’s by
any quasi-isomorphic DG-R-left-S-left-module R;SB. And B can be chosen left-bounded:
since R and S are both non-negatively graded, it makes sense to truncate DG-R-left-S-
left-modules, and since HM is bounded, and so in particular left-bounded, we can
truncate M to the left to get a left-bounded B.
Finally, when LR is in F(Ropp), we can replace LR by a K-Jat left-bounded DG-R-
right-module FR which is isomorphic to LR in D(Ropp).
So what we need to see is in fact that
F
L⊗R RHomS(P; B) !−→RHomS(P; F
L⊗R B)
is an isomorphism. But P is K-projective and F is K-Jat, so this is represented by
F ⊗R HomS(P; B) !−→HomS(P; F ⊗R B):
And P, B, and F being as they are, this is an isomorphism by [1, Section 1, Theorem
2].
3. Applications of the theory
This section describes three concrete instances of the theory from Section 1:
In (3.1) it is shown that our theory contains classical Foxby equivalence over noethe-
rian, local, commutative rings as known from [3], and Corollary (2.7) is used to recover
the previously known results that the Auslander class contains all bounded complexes
of Jat modules while the Bass class contains all bounded complexes of injective mod-
ules.
In (3.2) it is shown that our theory contains the Morita equivalence for complete
modules and torsion modules developed by Dwyer and Greenless in [8], and Corollary
(2.5) is used to recover the previously known result that a certain Auslander class
contains all complexes.
Finally, in (3.3) to (3.5), we consider a new instance of our theory where the
dualizing complex from classical Foxby equivalence is replaced with E(k), the injective
hull of the residue class Held k. This theory turns out to be able to detect Gorensteinness
in the same way as classical Foxby equivalence, namely by k being in the Auslander
and Bass classes (see [6, (3.1.12) and (3.2.10)]).
(3.1) Classical Foxby equivalence. Classical Foxby equivalence in the setup of [3; Sec-
tion 3] is a special case of the theory of Section 1: Let R be a noetherian commutative
ring; viewed as a DGA concentrated in degree zero; and let S equal R. Let M be a
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dualizing complex over R; that is; M is a bounded complex of injective modules with
Hnitely generated homology so that the canonical morphism R→ RHomR(M;M) is an
isomorphism. Clearly; M is a DG-R-left-S-left-module.
So (1.5) applies, and since Ropp equals R, the adjoint pair of (1.5) is
D(R)
− L⊗R M−−−−−−→←−−−−−−
RHomR(M;−)
D(R)
and this is simply the pair of functors from the classical Foxby equivalence theorem,
[3, Theorem (3.2)]. Also, our Auslander and Bass classes
AM (R) = {L∈D(R) | L is an isomorphism};
BM (R) = {N ∈D(R) | N is an isomorphism}
are simply the classes A(R) and B(R) of [3, DeHnition (3.1)], except that we have
avoided the (unnecessary) boundedness conditions in [3]. Our equivalence result (1.5)
essentially specializes to the equivalence theorem [3, Theorem (3.2)].
Moreover, the conditions of Corollary (2.7)(1) hold. First, Condition (2.3)(1) holds:
since R is a noetherian, commutative ring and S equals R, we can resolve M by
a DG-R-left-S-left-module which is K-projective over S simply by resolving it by
a K-projective resolution of M as an R-complex. And we have that the canonical
morphism R
!→RHomS(M;M) is a quasi-isomorphism by assumption on M . Secondly,
the three itemized requirements in Corollary (2.7)(1) are immediate by the assumptions
on R, S, and M .
So Corollary (2.7)(1) says that AM (R) contains F(R). In particular, AM (R) con-
tains all bounded complexes of Jat modules.
Symmetrically, Corollary (2.7)(2) says that BM (R) contains I(R). In particular,
BM (R) contains all bounded complexes of injective modules.
Note that the above way of viewing classical Foxby equivalence also applies to the
more general Foxby equivalence theory with semi-dualizing complexes constructed in
[7, Section 4].
(3.2) Dwyer and Greenlees’ theory. Dwyer and Greenless’ Morita equivalence theory
from [8] which generalizes Rickard’s theory from [11] is a special case of the theory
of Section 1: let S be any ring; viewed as a DGA concentrated in degree zero; and
let M be a perfect complex of S-left-modules; that is; a bounded complex of Hnitely
generated projective S-left-modules. Set R equal to HomS(M;M). It is not diMcult
to check that this is a DGA; that M acquires the structure of DG-R-left-module; and
that this structure is compatible with the S-structure of M; so that M is in fact a
DG-R-left-S-left-module; R;SM .
So (1.5) applies, and we get quasi-inverse equivalences between the Auslander and
Bass classes
AM (Ropp)
− L⊗R M−−−−−−→←−−−−−−
RHomS (M;−)
BM (S):
Moreover, the conditions of Corollary (2.5)(1) hold. First, Condition (2.3)(1) holds:
R;SM is a resolution of itself which is K-projective over S, because we have started
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with an M which is perfect over S. Also, the canonical morphism R
!→RHomS(M;M)
is an isomorphism since we have in e3ect deHned R to be RHomS(M;M). Secondly,
when we forget the R-structure on M , we are left with SM , that is, the original M over
S which is perfect. Hence (SM)“ is clearly a direct summand in a Hnite coproduct of
shifts of S“.
So Corollary (2.5)(1) says AM (Ropp) = D(Ropp).
But then the above diagram is identical to the right half of the following diagram
from Dwyer and Greenlees’ Morita theorem, [8, Theorem 2.1]:
Acomp
E−→←−
C
mod-E
T−→←−
E
Ators
([8] denotes our R by E, and our D(Ropp) by mod-E). This can be seen by checking:
• Our functors − L⊗R M and RHomS(M;−) are the same as the functors T and E
from [8] (this is trivial).
• The Bass class BM (S) equals Ators (this is done in [8, Theorem 2.1]).
Note that by replacing M by HomS(M; S), our theory can be specialized to the other
half of [8, Theorem 2.1].
(3.3) The Auslander and Bass classes for E(k). Let R be a noetherian; local; commu-
tative ring with maximal ideal m and residue class Held k = R=m; and let E(k) denote
the injective hull of k. We want to consider our theory with S = R and M = E(k).
In this setup it turns out that the corresponding Auslander and Bass classes contain k
precisely when R is Gorenstein.
Recall that the same statement is true for the Auslander and Bass classes of clas-
sical Foxby equivalence where M is the dualizing complex D (see [6, (3.1.12) and
(3.2.10)]). However, not all commutative, local, noetherian rings admit a dualizing
complex.
Note that since the duality theory involving the functor RHomR(−; E(k)) is just
classical Matlis duality, it seems reasonable that one should call the theory treated in
this and the next two paragraphs “Matlis equivalence”.
(3.4) Lemma. Let R be as in (3.3). Then the following statements are equivalent:
(1) R is Gorenstein.
(2) RHomR(E(k); k) ∼= '−dk for some d.
(3) k
L⊗R E(k) ∼= 'dk for some d.
If the equivalent statements hold; then d= dim R.
Proof. Let (−)∨ = RHomR(−; E(k)) denote the Matlis duality functor.
It is not diMcult to see that each of the numbered statements is equivalent to the
same statement for Rˆ, the completion of R in the m-adic topology. For this, one uses
that the artinian R-module E(k) can be viewed as an Rˆ-module which satisHes the
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isomorphisms of Rˆ-modules Rˆ⊗R E(k) ∼= ERˆ(k) ∼= E(k), see [5, ex. 3.2.14]. Hence we
can suppose that R is complete.
(1)⇔ (2): There are isomorphisms
RHomR(E(k); k) ∼= RHomR(k∨; E(k)∨) ∼= RHomR(k; R) (3.4.1)
by Matlis duality (see [10, Theorem 18.6]). But R is Gorenstein precisely if RHomR(k; R)
is isomorphic to '−dk for some d, by [10, Theorem 18.1]. So the result follows.
(2)⇔ (3): There are isomorphisms
RHomR(E(k); k) ∼= RHomR(E(k); k∨)
= RHomR(E(k);RHomR(k; E(k)))
(a)∼= RHomR(k
L⊗R E(k); E(k))
= (k
L⊗R E(k))∨;
where “(a)” is by adjointness. This shows (3)⇒ (2). And taking Matlis duals gives
RHomR(E(k); k)∨ ∼= (k
L⊗R E(k))∨∨ ∼= k
L⊗R E(k); (3.4.2)
where the second “∼=” is by Matlis duality, because k L⊗R E(k) has artinian homology.
This shows (2)⇒ (3).
Finally, in case the numbered conditions hold so R is Gorenstein, we know
RHomR(k; R) ∼= '−dim Rk, again by [10, Theorem 18.1]. Hence (3.4.1) proves
RHomR(E(k); k) ∼= '−dim Rk, and (3.4.2) proves k
L⊗RE(k) ∼= ('−dim Rk)∨ ∼= 'dim Rk.
So we conclude d= dim R.
(3.5) Theorem (Gorenstein sensitivity).
Let R be as in (3.3). Then the following statements are equivalent:
(1) R is Gorenstein.
(2) k ∈AE(k)(R).
(3) k ∈BE(k)(R).
Proof. (1) ⇒ (2). When R is Gorenstein; we have k L⊗RE(k) ∼= 'dim Rk by Lemma
(3.4)(3). Hence
RHomR(E(k); k
L⊗R E(k)) ∼= RHomR(E(k); 'dim Rk) ∼= k;
where the second “∼=” uses Lemma (3.4)(2).
To see k ∈AE(k)(R) we must see that the unit of the adjoint pair (−
L⊗R E(k);
RHomR(E(k);−)) evaluated on k is an isomorphism, that is, that
k
k→RHomR(E(k); k
L⊗R E(k)) is an isomorphism. This is the same as seeing that its
homology Hk is an isomorphism. But by the above computation, both source and
target of k have homology given by k in degree 0, and 0 in all other degrees, so
since k is a simple module, it suMces to see that H0k is non-zero.
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For this, replace E(k) by a free resolution F . Then k is represented by the chain
map k → HomR(F; k ⊗R F) given by x 
→ (f 
→ x ⊗ f). In particular we have
1k 
→ (f 
→ 1k ⊗ f). Now, 1k is a cycle in the complex k, so represents an element
in homology. Its image under H0k is represented by the cycle f 
→ 1k ⊗ f in the
complex HomR(F; k ⊗R F). Hence to see that H0k is non-zero, all we need to see is
that the cycle f 
→ 1k ⊗ f is not a boundary. But the boundaries in a Hom complex
are exactly the null homotopic chain maps, so we must check that f 
→ 1k ⊗ f is not
null homotopic.
But if it were null homotopic, then it would remain so upon tensoring with k. That
is, k ⊗R F −→ k ⊗R k ⊗R F given by y ⊗ f 
→ y ⊗ 1k ⊗ f would be null homotopic.
But using k ⊗R k ∼= k, this map can be identiHed with the identity on k ⊗R F , hence
cannot be null homotopic because k ⊗R F ∼= k
L⊗R E(k) has non-vanishing homology
by Lemma (3.4).
(1)⇒ (3). This is seen by a computation similar to the one above.
(2)⇒ (1). If k ∈AE(k)(R) then we have
k
∼=→RHomR(E(k); k
L⊗R E(k)):
And it is easy to see that the maximal ideal m in R annihilates the modules in a
suitable representative of k
L⊗R E(k), so
k
L⊗R E(k) ∼=
⊕
i∈I
'i k: (3.5.1)
Combining these gives k ∼= RHomR(E(k);
⊕
i∈I '
i k).
Suppose that
⊕
i∈I '
i k contained more than one summand so was equal to
'1k
⊕
'2k ⊕ (⊕i∈I ′ 'ik). Then we would have
k ∼= RHomR(E(k); '1k)⊕ RHomR(E(k); '2k)⊕ RHomR
(
E(k);
⊕
i∈I ′
'ik
)
:
(3.5.2)
However, using Rˆ⊗R E(k) ∼= ERˆ(k) ∼= E(k) again, it is not diMcult to see
RHomR(E(k); k) ∼= RHomRˆ(ERˆ(k); k)
and by Matlis duality, this is again RHomRˆ(k; Rˆ) which is non-zero. As k is an inde-
composable object in D(R), this gives a contradiction with Eq. (3.5.2), and thus there
can only be one summand in (3.5.1), so k
L⊗R E(k) ∼= 'jk. By Lemma (3.4) we get
that R is Gorenstein.
(3)⇒ (1). If k ∈BE(k)(R) then we have
RHomR(E(k); k)
L⊗R E(k)
∼=→ k:
Again it is easy to see that m annihilates the modules in a suitable representative of
RHomR(E(k); k). Thus
RHomR(E(k); k) ∼=
⊕
i∈I
'i k:
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Combining these gives (
⊕
i∈I '
i k)
L⊗R E(k) ∼=
⊕
i∈I ('
ik
L⊗R E(k)) ∼= k.
Again, using that k is an indecomposable object in D(R), the only possibility is that
there is only one summand so 'jk
L⊗R E(k) ∼= k. By Lemma (3.4) we get that R is
Gorenstein.
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