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Vision research has long focused on how to understand, learn and recognize the three dimensional world from two dimensional projections. A primary question that arises is that of representation: what is a suitable representation for modeling, detecting and localizing 3D object classes in 2D imagery? Recent computer vision literature addressing general object class detection and localization has advocated models based on local image features [12, 25] . At the heart of these models lies the notion of a geometrical reference frame defined in the image plane, that is related to the underlying 3D object class in a geometrically meaningful way. The reference frame serves as a mechanism for grouping image features arising from the same underlying object class instance, and thereby defining detection. Examples include bounding boxes [10] , feature constellations [12] , individual features [11, 8] , etc.
The majority of approaches to modeling object class appearance to date have focused on single viewpoints, and as a result reference frames used are often single viewpoint in nature, i.e. they do not remain geometrically consistent with the underlying 3D object class with a change in viewpoint. Bounding boxes change in size and shape with inplane rotation, 2D feature configurations collapse and individual features disappear with in-depth rotation. Such reference frames do not lend themselves easily to learning and detecting 3D object classes from arbitrary viewpoints. For a reference frame to remain geometrically consistent over change in viewpoint, it must represent a property of the underlying 3D object class that is invariant to perspective projection arising from viewpoint change, i.e. a viewpoint invariant [4] . Examples include 3D object centroids which project to 2D points [18] , 3D volumetric primitives such as geons [2] or spheres which project to 2D circles, 3D line segments which project to 2D lines [22, 4] .
In this paper, we consider modeling of 3D object classes from arbitrary viewpoints based on viewpoint invariant reference frames. There are two major representations by which this can be accomplished [3] , the multi-view representation and the viewpoint invariant representation. The multi-view representation links image features to reference frames in a set of distinct views around the object class of interest, thereby explicitly modeling the variable of viewpoint. The viewpoint invariant representation links image features directly to a viewpoint invariant reference frame, thereby effectively marginalizing the variable of viewpoint.
Our contribution is to address two important, open questions relating to modeling 3D object classes from viewpoint invariant reference frames. First, is it preferable to model in terms of a set of distinct views (i.e. the multi-view representation) or in terms of a single model over the entire viewpoint range (i.e. the viewpoint invariant representation)? Second, can an optimal invariant reference frame be derived for an object class in an iterative, data-driven manner? We address these questions as follows. First, we provide a side-by-side comparison of multi-view and viewpoint invariant representations in the context of supervised 3D face modeling and detection, in terms of detection performance. We hypothesize that the linking features directly to the 3D geometry of the object class via a viewpoint invariant representation instead of to specific views will improve detection. Second, we propose an iterative algorithm to learn an optimal viewpoint invariant reference frame, by iteratively 1) learning a viewpoint invariant model from training images with labeled reference frames, then 2) re-estimating reference frame labels from the learned model. We hypothesize that this learning process will converge to a reference frame that both 1) remains geometrically consistent with the underlying 3D object class and 2) minimizes the error in predicting the reference frame geometry from image features.
The remainder of this paper is organized as follows. In Section 2 we review related work on object class detection, particularly recent local feature-based approaches. In Section 3, we review the theory behind the specific approach we adopt in learning multi-view and viewpoint invariant representations. In Section 4, we present experimentation in the context of 3D face learning and detection. Learning is based on the standard color FERET face database [1] , which contains a large number of different subjects with viewpoint labels, and detection is based on the public CMU profile database [7] containing faces in arbitrary viewpoints amid clutter. Results show that the viewpoint invariant representation is superior in terms of the average precision measure [10] , as the multi-view representation is more prone to false positives. Iterative learning results in an optimal reference frame that remains geometrically consistent with 3D faces, and detection performance is improved using the optimal reference frame for both multi-view and viewpoint invariant representations. In Section 5 we conclude with a discussion.
Related Work
Our work follows the trend in recent computer vision literature to model object class appearance in terms of local scale-invariant features [15, 16, 5, 13] . Although efficient and effective detectors have been constructed based on features such as Haar wavelets [26] , scale-invariant features are interesting due to their high degree of invariance to nuisances, including partial occlusion, illumination changes and in-plane geometrical deformations such as translation, scale and orientation changes. Additionally, invariant features can be efficiently detected and matched without requiring an explicit search over parameters of geometrical transforms under which they are invariant. While invariant features can often be directly matched between different images of the same textured object, i.e. object recognition/detection [14] , they cannot be generally matched directly between different instances the same abstract object class, e.g. different cars or faces.
Probabilistic modeling and machine learning have been used to address the task of general object class detection for a variety of different classes, e.g. vehicles, animals, etc [12, 9, 20, 8, 6] . Such models describe the appearance of an object class in terms of a set of local features, including their occurrence statistics, appearances and geometries (i.e. image location, orientation and scale) with respect to a geometrical reference frame. As reference frames used are often specific to fixed viewpoints, e.g. 2D feature constellations [12] , they are generally ineffective for detecting and localizing general 3D object classes from arbitrary viewpoints [27] , where inter-feature geometrical relationships and individual feature appearances change significantly with changes in viewpoint.
Representations used to model general 3D object class appearance over viewpoint change can be generally described as multi-view or viewpoint invariant in nature [3] . The multi-view representation maintains a sampling of distinct single viewpoint models around the object of interest, and detection is accomplished by fitting a new image to the nearest modeled view. The viewpoint invariant representation models features with respect to a viewpoint invariant reference frame, and detection is accomplished inferring the reference frame from image features in a manner independent of viewpoint. In the computer vision literature, both multi-view [21] and viewpoint-invariant [22] representations have been proposed to address 3D object class detection and localization from arbitrary viewpoints 1 . Although the multi-view/viewpoint-invariant distinction is helpful for understanding representations, elements of both representations can be combined. For example, a viewpoint invariant reference frame can be used in both 1) a viewpoint invariant representation or 2) as the basis for modeling individual views in a multi-view representation.
Modeling 3D Object Classes using Viewpoint Invariant Reference Frames
Our work builds on the viewpoint invariant modeling approach of Toews and Arbel [22] , which we outline in Section 3.1. In Section 3.2 we describe the implications of using viewpoint invariant reference frames with multi-view and viewpoint invariant representations. In Section 3.3, we propose an iterative algorithm for learning an optimal invariant reference frame in a data-driven manner.
Viewpoint Invariant Reference Frames
Modeling appearance over viewpoint change can be accomplished by linking features to a viewpoint invariant reference frame, which maintains a consistent a consistent geometrical interpretation with respect to the underlying 3D object class from arbitrary viewpoints. In the context of 3D object classes, such an invariant can be referred to as an OCI (object class invariant) [22] , a viewpoint invariant reference frame that is uniquely defined for each instance of a 3D object class. Figure 1 illustrates an example of an OCI in the form of a 3D line segment for the modeling the class of 3D face images from scale-invariant features. The 3D line segment is uniquely defined for each 3D face from the base of the nose to the forehead, a definition which is independent of viewpoint. Such a reference frame is suitable for representing the appearance of object classes such as faces which are typically viewed from a coronal plane (i.e. rarely from over/underhead views), and thus bear a distinct orientation component. Figure 1 . Illustrating modeling the object class of 3D faces in terms of scale-invariant features (white circles) and a viewpoint invariant reference frame (solid white arrows). The reference frame, defined here a line segment from the base of the nose to the forehead, maintains a consistent geometrical interpretation with respect to the face from arbitrary viewpoints. It can thus be used to group scale-invariant image features in images taken from arbitrary viewpoints, for the purpose of face detection and localization. A probabilistic model (left) can be learned from labeled reference frames in training images taken at arbitrary viewpoints. Model instances can then be detected and localized in a new image (right) taken at an arbitrary viewpoint, based on detected model features (dashed black lines) that agree on the reference frame (dashed white arrow). Note that reference frame shown here 1) exploits the symmetry of faces allowing mirror feature correspondence and 2) is not designed for overhead/underhead views.
3D object class appearance can be described in terms of an OCI o and a set of scale-invariant image features {m i }. A feature is denoted as m i : {m represents the image content within the region specified by the image geometry and can be represented in a number of ways, e.g. principle components [24] or orientation histograms [15] 
where the first equality results from Bayes rule and the second from the assumption of conditional feature independence given the OCI. With the conditional independence assumption, modeling focuses on term p(m i |o) defining the relationship between an individual feature and the OCI as: ) represents the residual error in predicting the reference frame geometry from the feature geometry, and can be modeled as Gaussian. Note that the scale parameters are treated in the log domain, and location parameters are normalized by reference frame scale.
Learning requires estimating the parameters of the terms in equation (2) . This can be done using a supervised learning technique in order learn a model from natural imagery from arbitrary viewpoints. First, OCIs are manually labeled in a set of training images by drawing a line segment on the image, for example from the base of the nose to the forehead as in Figure 1 , and scale-invariant features are automatically extracted in all training images. With labeled OCI and extracted features, learning proceeds by identifying clusters of features that agree in terms of their appearances and their geometries with respect to the OCI, where each such cluster represents a single underlying model feature m i . 
of geometrically agreeing vs. disagreeing features is maximized. Note that this ratio can be considered a measure of feature distinctiveness [9] , and appearance thresholds are thus set to maximize the distinctiveness of model features.
Detecting and localizing object class instances in a new image can be done as follows. can be tested using a Bayes decision ratio [12] :
In equation (3), term
is a constant representing the prior ratio of valid vs. invalid OCI o g occurrences, and
represents the likelihood ratio of a true vs. false feature match.
Multi-view or Viewpoint Invariant Modeling?
Given that features are to be modeled relative to a viewpoint invariant reference frame, it is possible to adopt either the multi-view or viewpoint invariant representation using the OCI modeling technique in the previous section. Which should be used? The multi-view approach is arguably more prevalent in the literature [21, 18] , possibly because of simplicity: individual view models do not require invariant reference frames and can generally make use of a wide variety of single viewpoint techniques. The choice of reference frame aside, however, the difficult with the multi-view representation is as follows: local features arising from images of 3D object class typically persist over a range of viewpoint [15] , the particular range depending on the specific image feature. When the range of a particular feature overlaps between adjacent views of a multi-view model, which is often the case, the same image feature is linked to distinctly different reference frames in adjacent views. When a multi-view model is used for detection, the same image features will thus produce strong, distinctly different hypotheses as to the geometry of the reference frame in the image. Indeed, a major focus of multi-view modeling is developing strategies to cope with false detections or imprecise localization resulting from the same image features supporting different hypotheses as to the object class in the image [21] . Additional, special learning algorithms have been proposed to identifying modeling features which can be shared across views [23] .
The viewpoint invariant model avoids this difficulty as follows: image features are learned over the viewpoint range in which they best predict the reference frame geometry on a feature-by-feature basis, and not according to a fixed view sampling. For this reason, we hypothesize that a viewpoint invariant representation will generally result in fewer false positive detections, and thus improved detection performance.
Deriving Optimal Invariant Reference Frames
What is an optimal viewpoint invariant reference frame? Can one be derived in an iterative, data-driven manner? Viewpoint invariant reference frames used are often specified arbitrarily, e.g. as an object centroid [18] or as a line segment along the nose in face images [22] . These definitions have intuitive 3D interpretations and lend themselves to supervised learning from natural imagery, as labels can be specified in arbitrary viewpoints (one could even guess at their locations from rear views of a head). But are such reference frames optimal for detection? One could argue to the contrary, for the reason that error in predicting the reference frame geometry image features increases with distance between the two in the image, as illustrated in 2. An optimal reference frame would thus minimize the expected distance between observed image features and the reference frame, while the nasally defined OCI for instance is clearly noncentral for oblique and profile views of a face. Ideally, fully unsupervised learning could derive an optimal invariant reference frame from data, however unsupervised learning is a challenging task even in the single viewpoint case. Approaches to learning models over viewpoint changes typically employ a degree of external supervision. The multi-view representation, for example, requires viewpoint information and is learned from a viewsphere sampled at regular angular intervals, for each of set of different object class instances [21] . Images must be sorted and aligned according to viewpoint, and a suitable sampling of viewpoints must be determined, making it difficult to learn from natural imagery taken from arbitrary viewpoints. A viewpoint invariant representation does not require explicit viewpoint knowledge and can be learned from natural images taken from arbitrary viewpoints using manual labeled OCIs [22] .
Here, we extend learning in order to determine an optimal viewpoint invariant in an iterative, data-driven fashion: starting from an initial, coarse OCI labeling as in the previous section, we propose alternately learning features {m i } from reference frames labels {o j } as in equation (2), then re-estimating OCI labels {o j } from learned features {m i } by maximizing the decision ratio in (3). The initial labeling step constitutes a degree of supervision that could be removed via a partially supervised learning approach where a small portion of data is labeled, then propagated by determining initial coarse feature correspondences between different faces and views. We hypothesize that this iterative learning process will converge to a stable OCI definition that is geometrically consistent with the underlying 3D object class and result in improved detection performance.
Experimentation
The goals of experimentation are twofold. First, we compare the viewpoint invariant and multi-view representations in terms of object class detection and localization performance. Second, we show how the iterative learning algorithm can be used to identify optimal viewpoint invariant reference frames. The details of the experimental setup are as follows. Image features: Although a variety of different scaleinvariant features can be used, we use the scale-invariant feature transform (SIFT) technique [15] based on an implementation provided by the author. SIFT features have been shown to perform well in comparison with other approaches in terms of detection repeatability [19] and appearance distinctiveness [17] . Training data: Model learning is based on the publicly available color FERET face image database [1] , consisting of images of 994 unique subjects of various ethnicity, age, gender, taken from various viewpoints, illumination conditions, with/without glasses, etc. As FERET images are labeled according to viewpoint, they provide a good basis for multi-view modeling and therefore comparison of the multi-view and viewpoint invariant representations. For the purpose of training, we randomly select 497 different subjects (half of all FERET subjects), and for each subject, we randomly select a viewpoint from the range of -90 to 90 degrees (i.e. left profile to right profile) provide by the FERET database. This results in a total of 497 images, which are processed in grey scale at a resolution of 256x384 pixels. Each image results 150-300 SIFT features. Training OCI geometries are manually labeled from the base of the nose to the forehead. Testing data: Detection performance is evaluated on a subset of images from the CMU profile database [7] , containing a total of 95 faces. The database is a challenging detection test set containing face images under arbitrary viewpoints amid a high degree of background clutter. We select a subset of testing faces which are of higher resolution, as low resolution faces (i.e. < 40 pixels) produce few SIFT features and are thus difficult to detect. Ground truth OCI locations were labeled as line segments from the base of the nose to the forehead, as in training images.
Multi-view vs. Viewpoint Invariance
Given that a viewpoint invariant reference frame exists for modeling 3D object classes, is it better to maintain a set of distinct views (multi-view representation) or ignore viewpoint altogether (viewpoint invariant representation)? Here we compare multi-view and viewpoint invariant representations learned from precisely the same training labels and image features, in terms of detection performance. For the purpose of multi-view learning, we quantize the range of viewpoint into 3 distinct views: frontal, oblique and profile, as illustrated in Figure 3 . The multi-view representation is generated by learning three distinct models from the images in each of the three view ranges, and the viewpoint invariant representation is generated by learning a model from all 497 images, both via the learning process described in Section 3.1. Detection was performed by fitting the respective models to features extracted in the test images, as described in Section 3.1. To suppress multiple detection hypotheses arising from the same face, all hypotheses in a proximity of a hypothesis with a locally maximal Bayes decision ratio (3) were removed, where proximity was defined by geometrical OCI agreement threshold T g as in the discussion on model learning. Note that the detection output was considered for all three view models of the multi-view representation, while the viewpoint invariant model produces only a single detection output. Figure 4 illustrates the precisionrecall curves of viewpoint invariant and multi-view. As hypothesized, the viewpoint invariant representation outperforms the multi-view representation in terms of the average precision (AP) measure, defined by the arithmetic mean of the precision evaluated at recall increments of 0.1 [10] .
The reason the viewpoint invariant representation achieves superior detection performance because of the higher false positive rate of the multi-view approach. This is particularly true when the viewpoint of a testing image falls in between the two training views of the multi-view representation, as illustrated in Figure 5 . In this situation, the same image features fit well to different view models, producing strong, distinctly different geometrical interpretations as to the geometry of the object class instance. Although this ambiguity can be resolved to a degree in the multi-view context [21] , cases arise in natural imagery where is is generally difficult to establish wether neighboring hypotheses arise from two distinct object class instances or simply different interpretations from different views, as illustrated in Figure 6 . The difficulty is generally less prevalent with the viewpoint invariant representation, where each feature effectively serves as its own best view. Figure 5 . The viewpoint of the face shown falls somewhere between the oblique and profile views of the multi-view model. As a result, the oblique and profile views of the multi-view representation produce two strong, distinct interpretations as to the geometry of the object class instance, as shown in A). The viewpoint invariant representation produces a single strong interpretation, as shown in B), as image features are related directly to the geometry of the object class instance and not to fixed views. Note that the frontal view of the multi-view representation did not produce a significant detection hypothesis for this image.
Determining an Optimal Viewpoint Invariant
Can an optimal viewpoint invariant reference frame be derived in a data-driven manner? Starting with the FERET face images initially labeled as in the previous section, we perform the iterative process described in Section 3.3. OCIs appear to converge in the training images after approximately 30 iterations. For frontal face training images, the Figure 6 . The two overlapping faces to the right illustrate a situation where it is difficult to determine wether multiple detection hypotheses are the result of different interpretations of the same object class instance or two distinct object class instances.
re-learned OCI labels become slightly larger in scale but do not change significantly in orientation or location. In all oblique and profile images, however, the OCI labels retreat noticeably from the nose back to the cheeks, as illustrated in Figure 7 . These new labels, determined by an iterative, data-driven process, are consistent with the projection of a single 3D line segment central to the human head in the image plane. As such, they minimize the distance between image features and the projected OCI location over a 180 degree range of viewpoint.
In order to evaluate the new optimal OCI definition, we re-run detection trials. The difficulty, however, is that the ground truth OCI geometries in the testing images must be relabeled according to the new OCI definition. As the new optimal OCI definition has been automatically determined, the human labeler him/herself must first learn it from training image examples before producing ground truth labelings in the testing images. The detection results are shown in Figure 8 , where the optimal OCI results in improved detection performance over the initial manual OCI in terms of average precision for both multi-view and viewpoint invariant representations.
Discussion
In this paper, we investigate open questions regarding the viewpoint invariant representation of 3D object class appearance from scale-invariant image features, particularly relating to the use of a viewpoint invariant reference frame consistent with the geometry of the 3D object class. When modeling using viewpoint invariant reference frames, is it preferable to use a multi-view or a viewpoint invariant representation? A comparison of detection performance shows that the viewpoint invariant representation outperforms the multi-view representation in terms of average precision, as the multi-view representation is prone to a higher number of strong, false detection solutions. Can an optimal viewpoint invariant reference frame be derived in an data-driven manner? An iterative algorithm is proposed which converges to a stable reference frame central to the underlying 3D object class and image features, thereby minimizing the error in reference frame localization as predicted by theory. Both multi-view and viewpoint invariant models trained using the optimally derived reference frame show improvement in detection performance.
Open questions remain. Is it important to model 3D object class appearance using viewpoint invariant reference frames? As mentioned, a variety of single viewpoint models that could potentially be used to model views in a multiview representation. It is reasonable to expect, however, that the primary difficulty with the multi-view model would Figure 8 . Precision-recall curves using the optimal OCI for both viewpoint invariant and multi-view detection. Using the optimal OCI definition improves detection for both viewpoint invariant and multi-view representations from the initial definition, which show average precision (AP) improvements of 0.26 → 0.28 for viewpoint invariant detection and 0.24 → 0.25 for multi-view detection.
still be manifested, i.e. the same image feature being related to multiple, different views. Do all object classes generally exhibit meaningful viewpoint invariant reference frames? It would seem so for rigid object classes such as cars or 3D scenes, a collection of reference frames would likely be required to efficiently encode deformable or articulated object classes. Can viewpoint invariant reference frames serve as a basis for fully unsupervised learning of 3D object class appearance? Our work shows that iterative model learning and reference frame re-estimation converges to a stable result in training images from arbitrary viewpoints. The key is in automatically establishing several initial reference frame labels sufficiently similar to one another to drive learning to convergence.
