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Abstrat
We desribe the Hopf-Galois extensions of the base eld and the biGalois
groups of non semisimple monomial Hopf algebras. The main feature of our
desription is the use of modied versions of the seond ohomology group
of the grouplike elements. Our omputations generalize the previous ones of
Masuoka and Shauenburg for the Taft algebras.
Introdution
This paper ontributes to the general problem of determining the Hopf-Galois exten-
sions of a given Hopf algebra. We desribe here the Hopf-Galois extensions (of the
base eld) and the biGalois groups of an important lass of pointed Hopf algebras,
namely the monomial non semisimple Hopf algebras, whih were reently lassied
by Chen, Huang, Ye and Zhang [6℄.
The rst lassiation results of Hopf-Galois extensions for a non ommutative
and non oommutative Hopf algebra are due to Masuoka [12℄, without any restri-
tion on the subring of invariants, in the ase of the Taft algebras. Then Shauenburg
[16℄ determined all Hopf-Galois extensions of the base eld (= Galois objets) for the
general Taft algebras with several grouplike elements, and omputed their biGalois
groups. The generalized Taft algebras are monomial Hopf algebras, so our results
generalize Shauenburg's ones. The main feature of our desription of Galois objets
and biGalois groups for monomial Hopf algebras is the use of modied versions of
the seond ohomology group of the grouplike elements. It gives a general onise
desriptive formula for the set of isomorphism lasses of Galois objets and for the
biGalois groups, leaving the expliit omputations to be done at the ohomology
group level.
Our omputations do not use the underlying quiver of a monomial Hopf algebra:
it ertainly would be interesting to get a onnetion between our desription and
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the properties of the quiver. Also it would interesting to desribe Galois objets
and biGalois groups over the Hopf algebra assoiated to a Hopf quiver by Cibils and
Rosso in [7℄.
This paper is organized as follows. The main denitions and results around Hopf-
Galois extensions and biGalois groups are realled in the rst setion. We also reall
the notion of a group datum of [6℄, whih by the results of [6℄ is equivalent to the
notion of a monomial Hopf algebra, and divide the various group data into six dif-
ferent types. Finally this preliminary setion is onluded with some ohomogial
preliminaries: the denition of the modied seond ohomology group, to be used
in the desription results of the next setions. In Setion 2, we desribe the Galois
objets over the (monomial) Hopf algebra assoiated with a group datum, the type
VI ase being treated thanks to the results of the third setion. The very end of
the setion deals with the lassiation up to homotopy of these Galois extensions, a
onept reently introdued by Kassel and Shneider [10℄: this is an easy task using
the results of [10℄. Setion 3 ontains the general desription of the BiGalois group
of a monomial Hopf algebra. In Setion 4, some expliit examples are examined in
detail: Hopf algebras assoiated with yli group data, inluding the Taft algebras
and the simple-pointed Hopf algebras, and Hopf algebras assoiated with deompos-
able group data, inluding the generalized Taft algebras with several grouplike. In
partiular the results of Masuoka [12℄ and Shauenburg [16℄ are reovered.
Throughout this paper k is a ommutative eld ontaining all primitive roots of
unity. This fores k to be a harateristi zero eld. The multipliative group of
non-zero elements of k is denoted by k˙. For n ∈ N∗, the group of nth-roots of unity
in k is denoted by µn. By our assumption we have |µn| = n.
1 Preliminaries
1.1 Hopf-Galois extensions
We rst reall the prinipal fats onerning Hopf-Galois extensions, the main objet
of study in this paper. The book [13℄ is a onvenient referene for this topi.
Let A be a Hopf algebra. A right A-Galois extension (of k) is a non-zero
right A-omodule algebra Z suh that the linear map κr dened by the omposition
κr : Z ⊗ Z
1Z⊗α−−−−→ Z ⊗ Z ⊗A
mZ⊗1A−−−−−→ Z ⊗A
where α is the oation of A and mZ is the multipliation of Z, is bijetive. We also
say that a right A-Galois extension (of k) is an A-Galois objet. A morphism of A-
Galois objets is an A-olinear algebra morphism. It is known that any morphism of
A-Galois extensions is an isomorphism. The set of isomorphism lasses of A-Galois
objets is denoted by Gal(A). For example, when A = k[G] is a group algebra,
we have Gal(k[G]) ∼= H2(G, k˙). However Gal(A) does not arry a natural group
struture in general.
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Amongst A-Galois extensions, the left ones will be espeially important in this
paper. First reall that a 2-oyle over A is a onvolution invertible linear map
σ : A⊗A −→ k satisfying
σ(a(1), b(1))σ(a(2)b(2), c) = σ(b(1), c(1))σ(a, b(2)c(2))
and σ(a, 1) = σ(1, a) = ε(a), for all a, b, c ∈ A. For example, when A = k[G] is
a group algebra, a oyle over A orresponds preisely to an element of Z2(G, k˙).
To any 2-oyle σ on A we assoiate the right A-omodule algebra σA. As an
A-omodule σA = A and the produt of σA is dened to be
aσ.b = σ(a(1), b(1))a(2)b(2), a, b ∈ A.
Let Z be a right A-omodule algebra. Then Z is said to be left if one the following
equivalent onditions holds:
• There exists a 2-oyle over A suh that Z ∼= σA as A-omodule algebras.
• Z is A-Galois and Z ∼= A as A-omodules.
• There exists an A-olinear onvolution invertible map A −→ Z.
The equivalene of the above assertions are due to Doi and Takeuhi and to
Blattner and Montgomery. We refer the reader to [13℄ for proofs and for the original
referenes. It is known that any A-Galois extension of k is left if A has one of the
following properties:
• A is nite-dimensional (by [11℄),
• A is pointed, i.e. all its simple omodules are one-dimensional, (by [9℄, Remark
10).
Sine we only onsider pointed (and nite-dimensional) Hopf algebras in this pa-
per, we only onsider left Galois objets. The reader might onsult [3℄ for examples
of non left Galois objets.
Although this will not be needed in this paper, the reader might like to know
about the ategorial interpretation of Hopf-Galois extensions, whih is espeially
enlightening when we have a view towards biGalois objets. Let Comod(A) be the
ategory of left A-omodules. Reall [18℄ that a bre funtor ω : Comod(A) −→
Vect(k) is a monoidal k-linear exat and faithful funtor ommuting with olimits.
Let Z be a right A-Galois extension of k: Ulbrih [18℄ assoiates a bre funtor
ωZ to suh a Galois extension. This bre funtor is dened by ωZ(V ) = ZAV
where ZAV is the otensor produt over A of the right A-omodule Z and of
the left A-omodule V . Then Ulbrih shows in [18℄ that this denes a ategory
equivalene between A-Galois extensions of k and bre funtors over Comod(A).
The interpretation of the notion of left extension is partiularly nie in this setting.
Let ω be a bre funtor on Comod(A). Then the following assertions are equivalent:
• The Galois extension orresponding to the bre funtor ω is left.
• The bre funtor ω is isomorphi, as a funtor, with the forgetful funtor.
• The bre funtor ω, when restrited to nite-dimensional A-omodules, preserves
the dimensions of the underlying vetor spaes.
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The hard part when showing the equivalene of the above assertions is to see that
the third one implies the seond one. This a onsequene of a result of Etingof and
Gelaki (Proposition 4.2.2 in [5℄) ombined with Tannaka-Krein type results.
Let us now ome to biGalois extensions. Similarly to the right ase, a left A-
Galois extension (of k) is a non-zero left A-omodule algebra Z suh that the
linear map κl dened by the omposition
κl : Z ⊗ Z
β⊗1Z−−−−→ A⊗ Z ⊗ Z
1A⊗mZ−−−−−→ A⊗ Z
where β is the oation of A and mZ is the multipliation of Z, is bijetive.
Let A and B be Hopf algebras. An algebra Z is said to be an A-B-bigalois
extension [15℄ if Z is both a left A-Galois extension and a right B-Galois extension,
and if Z is an A-B-biomodule.
Now onsider a Hopf algebra A and an A-Galois objet Z. Then Shauenburg
shows (Theorem 3.5 in [15℄) that there exists a Hopf algebra L(Z,A) suh that
Z is an L(Z,A)-A-biGalois extension. The Hopf algebra L(Z,A) is unique: if B
is another Hopf algebra suh that Z is B-A-biGalois, there exists a unique Hopf
algebra isomorphism f : L(Z,A) → B suh that (f ⊗ idZ) ◦ β = β
′
, where β and
β′ denote the respetive left oations of L(Z,A) and B. In fat the Hopf algebra
L(Z,A) is the Tannaka-Krein reonstruted objet from the bre funtor assoiated
with the A-Galois extension Z: this is Theorem 5.5 in [15℄. In partiular the k-linear
monoidal omodule ategories over two Hopf algebras A and B are equivalent if and
only if there exists an A-B-biGalois extension. More preisely by Corollary 5.7 of
[15℄ there is a ategory equivalene between:
• The ategory of k-linear monoidal equivalenes of ategories between Comod(A)
and Comod(B).
• The ategory of A-B biGalois extensions.
Thus BiGal(A), the biGalois group of A, dened by Shauenburg in [15℄ as
the set of isomorphism lasses of A-biGalois extensions (i.e. A-A-biGalois exten-
sions) endowed with the otensor produt, might also be seen as the group of
monoidal isomorphism lasses of monoidal k-linear auto-equivalenes of the ate-
gory Comod(A). In this way if there exists an A-B-biGalois extension, then there
is a bijetion Gal(A) ∼= Gal(B) and a group isomorphism BiGal(A) ∼= BiGal(B).
For example, when A = k[G] is a group algebra, we have a group isomorphism
BiGal(k[G]) ∼= Aut(G)⋉H2(G, k˙).
1.2 Group data and monomial Hopf algebras
Following Chen, Huang, Ye and Zhang [6℄, we dene a group datum (over k) to be
a quadruplet G = (G, g, χ, µ) onsisting of a nite group G, a entral element g ∈ G,
a harater χ : G −→ k˙ with χ(g) 6= 1 and an element µ ∈ k suh that µ = 0 if
o(g) = o(χ(g)), and that if µ 6= 0, then χo(χ(g)) = 1.
We need to lassify the various group data into six dierent types.
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• A type I group datum G = (G, g, χ, µ) is a group datum with µ = 0, d =
o(χ(g)) = o(g) and χd = 1. In this ase we simply write G = (G, g, χ).
• A type II group datum G = (G, g, χ, µ) is a group datum with µ = 0, d =
o(χ(g)) = o(g) and χd 6= 1. In this ase we simply write G = (G, g, χ).
• A type III group datum G = (G, g, χ, µ) is a group datum with µ = 0, d =
o(χ(g)) < o(g) and χd = 1. In this ase we simply write G = (G, g, χ).
• A type IV group datum G = (G, g, χ, µ) is a group datum with µ = 0, with
d = o(χ(g)) < o(g), with χd 6= 1, and suh that there does not exist σ ∈ Z2(G, k˙)
with χd(h)σ(h, gd) = σ(gd, h), ∀h ∈ G. In this ase we simply write G = (G, g, χ).
• A type V group datum G = (G, g, χ, µ) is a group datum with µ = 0,
d = o(χ(g)) < o(g) with χd 6= 1, and suh that there exists σ ∈ Z2(G, k˙) with
χd(h)σ(h, gd) = σ(gd, h), ∀h ∈ G. In this ase we simply write G = (G, g, χ).
• A type VI group datum G = (G, g, χ, µ) is a group datum with µ 6= 0 (and
hene d = o(χ(g)) < o(g) and χo(χ(g)) = 1).
Let G = (G, g, χ, µ) be a group datum. A Hopf algebra A(G) is assoiated with
G in [6℄. We will slightly hange the onventions of [6℄ for the formula dening the
oprodut, but this will not hange the whole set of isomorphism lasses. As an
algebra A(G) is the quotient of the free produt algebra k[x] ∗ k[G] by the two-sided
ideal generated by the relations
xh = χ(h)hx, ∀h ∈ H, xd = µ(1− gd), where d = o(χ(g)).
The Hopf algebra struture of A(G) is dened by:
∆(x) = 1⊗ x+ x⊗ g, ε(x) = 0, S(x) = −xg−1,
∆(h) = h⊗ h , ε(h) = 1 , S(h) = h−1 , ∀h ∈ G.
Using the diamond lemma [2℄, it is not diult to see that the set {hxi, 0 ≤ i ≤
d− 1, h ∈ G} is a linear basis of A(G), and hene dimk(A(G)) = |G|d.
The Hopf algebras A(G) have been shown in [6℄ to be exatly the monomial non
semisimple Hopf algebras: see [6℄ for the preise onept of a monomial Hopf algebra.
Several partiular ases of this Hopf algebra onstrution were onsidered in
the literature: the Taft algebras [17℄, the simple-pointed nite dimensional Hopf
algebras (see [14℄)... See setion 4. In fat a group datum G with µ = 0 is exatly a
one-dimensional Yetter-Drinfeld module over the group algebra k[G], and the Hopf
algebra A(G) is a Radford biprodut of the algebra k[x]/(xd) by k[G]. More generally,
this onstrution might be done for any one-dimensional Yetter-Drinfeld module over
an arbitrary Hopf algebra H: see e.g. [1, 4℄.
Let G = (G, g, χ, µ) be a group datum. We need a few more informations on-
erning the Hopf algebra A(G). The grouplike elements of A(G) oinide with the
group G. For h ∈ G, the set of (1, h)-primitives (i.e. elements y ∈ A(G) suh that
∆(y) = 1⊗ y+ y⊗h) is kx⊕ k(g− 1) if h = g and k(h− 1) otherwise. From this we
see that if G1 = (G1, g1, χ1, µ1) and G2 = (G2, g2, χ2, µ2) are group data, then the
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Hopf algebras A(G1) and A(G2) are isomorphi if and only if the group data are iso-
morphi in the sense of [6℄, namely there exists a group isomorphism f : G1 −→ G2
suh that f(g1) = g2 and χ2 ◦ f = χ1, and δ ∈ k˙ suh that µ1 = δ
dµ2. We also see
that if G = (G, g, χ) is a group datum of type I to V, then
AutHopf(A(G)) ∼= Autg,χ(G) × k˙,
where Autg,χ(G) = {u ∈ Aut(G) | u(g) = g, χ ◦u = χ}. If G = (G, g, χ, µ) is a type
VI group datum, then
AutHopf(A(G)) ∼= Autg,χ(G)× µd.
1.3 Cohomologial preliminaries
In this subsetion we introdue modied versions of the seond ohomology group
of a group. We will only need elementary group ohomology. In this setting, an
appropriate referene is [8℄.
Let G be a group and let g ∈ G be a entral element. We put
Z2g (G, k˙) = {σ ∈ Z
2(G, k˙), σ(g, h) = σ(h, g),∀h ∈ G} and
B2g(G, k˙) = {∂(µ), µ : G→ k˙, µ(g) = 1 = µ(1)}.
For g1, g2 ∈ Z(G), it is lear that B
2
g2
(G, k˙) is a subgroup of Z2g1(G, k˙) and we dene
H2g1,g2(G, k˙) = Z
2
g1
(G, k˙)/B2g2(G, k˙).
We have H21,1(G, k˙) = H
2(G, k˙). These modied seond ohomology groups will
be useful for the desription of Galois objets and biGalois groups over the non
semisimple monomial Hopf algebras. Some expliit omputations will be done in
Setion 4.
Here is an another useful onstrution. Let G be a group and let g ∈ Z(G) be
an element of order n. Consider the group morphism
ǫ0 : Z
2(G, k˙) −→ k˙, σ 7−→ σ(g, g) . . . σ(g, gn−1).
It is lear that ǫ0 indues a group morphism
ǫ : H21,g(G, k˙) −→ k˙.
In this way we have an ation by automorphism of H21,g(G, k˙) on the additive group
(k,+), and we an form the semi-diret produt H21,g(G, k˙)⋉ k.
Let us lose this setion by a useful fat, to be used freely in the rest of the paper.
Let G be a group, let H ⊂ G be a entral subgroup and let σ ∈ Z2(G, k˙). Then the
map
Bσ : G×H −→ k˙, (g, h) 7−→ σ(g, h)σ(h, g)
−1 ,
is a pairing between the groups H and G (see [8℄, Lemma 2.2.6).
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2 Desription of Galois objets
In this setion we determine the Galois objets for the Hopf algebra assoiated to a
group datum. We only onsider group data of type I,II, III, IV or V. The type VI
ase will be treated thanks to the results in the next setion, and may be redued
to the type III ase: see Corollary 3.18. Let us state the main result, for whih the
ases of type I, II, III, IV and V will be proved in this setion.
Theorem 2.1 Let G = (G, g, χ, µ) be a group datum. Then aording to the type of
G, we have the following desription for Gal(A(G)).
• Type I: Gal(A(G)) ∼= H2(G, k˙)× k.
• Type II and IV: Gal(A(G)) ∼= H2(G, k˙).
• Type III, V and VI: Gal(A(G)) ∼= H2(G, k˙) ∐H2gd,gd(G, k˙).
The expliit bijetions will be onstruted during the proof. Most of the proof
will be done without any assumption on the type of the group datum. Case by ase
arguments will be used only at the very end.
We x a group datum G = (G, g, χ), with as usual d = o(χ(g)) > 1. The key
onstrution is the following one.
Denition 2.2 For σ ∈ Z2(G, k˙) and a ∈ k, we dene the algebra Aσ,a(G) to be the
algebra presented by generators X, (Th)h∈G with dening relations, ∀h, h1, h2 ∈ G:
Th1Th2 = σ(h1, h2)Th1h2 , T1 = 1, XTh = χ(h)ThX, X
d = aTgd .
Proposition 2.3 The algebra Aσ,a(G) has a right A(G)-omodule algebra struture
with oation α : Aσ,a(G) −→ Aσ,a(G)⊗A(G) dened by
α(X) = 1⊗ x+X ⊗ g, α(Th) = Th ⊗ h, ∀h ∈ G.
Then Aσ,a(G) is a right A(G)-Galois objet if and only if
(2.1) aσ(gd, h) = aχ(h)dσ(h, gd), ∀h ∈ G.
In this ase the set {ThX
i, h ∈ G, 0 ≤ i ≤ d−1} is a linear basis of Aσ,a(G), and the
map Φσ,a : A(G) −→ Aσ,a(G), hx
i 7−→ ThX
i
is a right A(G)-olinear isomorphism.
Proof. It is easy to hek that the map α is a well-dened algebra map that endows
Aσ,a(G) with a right A(G)-omodule algebra struture. Assume that Aσ,a(G) is a
right A(G)-Galois objet. Then sine A(G) is nite-dimensional, it must be left and
dimAσ,a(G) = |G|d. The set {ThX
i, h ∈ G, 0 ≤ i ≤ d− 1} learly generate Aσ,a(G)
linearly, and hene must be a basis. Let h ∈ G. Then aσ(gd, h)Tgdh = aTgdTh =
XdTh = χ(h)
dThX
d = χ(h)daThTgd = χ(h)
daσ(h, gd)Thgd and hene it follows that
(2.1) holds.
Conversely assume that (2.1) holds. Endow the set S = {X,Th, h ∈ G} with a to-
tal order suh that Th < X, ∀h ∈ G. Then endow the set of monomials in elements of
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S in suh a way that two monomial of dierent length are ordered aording to their
length, and that two monomial of equal length are ordered lexiographially with re-
spet to their indies. Our presentation is ompatible with this order, there are three
inlusion ambiguities (T1Th, T1Th), (ThT1, ThT1) and (XT1,XT1) whih are learly
resolvable, and there are the following overlap ambiguities: (Th1T1, T1), (T1, T1Th2),
(Th1Th2 , Th2Th1), (XTh, ThTh2), (XT1, T1), (X
iXd−i,Xd−iXi), (Xd,XTh). These
ambiguities are easily seen to be resolvable, using (2.1) for the last one. We an use
the diamond lemma [2℄ to onlude that {ThX
i, h ∈ G, 0 ≤ i ≤ d − 1} is a linear
basis of Aσ,a(G). It is lear that the map Φσ,a is a right A(G)-olinear isomorphism.
For h ∈ G, we have
κr(σ(h
−1, h)−1Th−1⊗Th) = 1⊗h and κr(1⊗X−σ(g
−1, g)−1XTg−1⊗Tg) = 1⊗x
and sine x and the elements h ∈ G generate A(G) as an algebra, it is easy to see
that κr is surjetive. Hene κr is an isomorphism and Aσ,a(G) is A(G)-Galois. 
We want to prove that any right A(G)-Galois objet arises from the onstrution
of Proposition 2.3. For this we need a slightly more general onstrution. Let
σ ∈ Z2(G, k˙), let a ∈ k and let ψ : G −→ k. We dene the algebra Aσ,a,ψ(G) to be the
algebra presented by generators X, (Th)h∈G with dening relations, ∀h, h1, h2 ∈ G:
Th1Th2 = σ(h1, h2)Th1h2 , T1 = 1, XTh = χ(h)ThX + ψ(h)Tgh, X
d = aTgd .
Lemma 2.4 The algebra Aσ,a,ψ(G) has a right A(G)-omodule algebra struture with
oation α : Aσ,a,ψ(G) −→ Aσ,a,ψ(G)⊗A(G) dened by
α(X) = 1⊗ x+X ⊗ g, α(Th) = Th ⊗ h, ∀h ∈ G.
Moreover the following assertions are equivalent.
1) Aσ,a,ψ(G) is a right A(G)-Galois objet.
2) dimAσ,a,ψ(G) = |G|d and the set {ThX
i, h ∈ G, 0 ≤ i ≤ d− 1} is a linear basis.
3) Aσ,a,ψ(G) is a non-zero algebra.
Proof. It is easy to hek that the map α is a well-dened algebra map that endows
Aσ,a,ψ(G) with a right A(G)-omodule algebra struture. The proof of 1) ⇒ 2) is
similar to the one in Proposition 2.3 and 2) ⇒ 3) is obvious. Similarly to Propo-
sition 2.3 the map κr is surjetive and if Aσ,a,ψ(G) is a non-zero algebra we have
dimAσ,a,ψ(G) ≥ |G|d, hene dimAσ,a,ψ(G) = |G|d and we onlude that κr is an
isomorphism. 
The following result motivates the introdution of the algebras Aσ,a,ψ(G).
Lemma 2.5 Let T be a right A(G)-Galois objet. Then there exists σ ∈ Z2(G, k˙),
a ∈ k and ψ : G −→ k suh that T ∼= Aσ,a,ψ(G) as right A(G)-omodule algebras.
Proof. Let σ : A(G)⊗A(G) −→ k be a 2-oyle suh that there exists an isomor-
phism of A(G)-omodule algebras f : σA(G) −→ T . We put X = f(x) and Th = f(h)
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for h ∈ G. It is lear that for h1, h2 ∈ G, we have Th1Th2 = σ(h1, h2)Th1h2 . Let β be
the oation of A(G) on T . We have
β(Th) = Th ⊗ h, ∀h ∈ G and β(X) = 1⊗ x+X ⊗ g.
Hene for h ∈ G, we have
β(XTh − χ(h)ThX) = (XTh − χ(h)ThX)⊗ hg,
and thus there exists ψ(h) ∈ k suh that XTh−χ(h)ThX = ψ(h)Tgh. This denes a
map ψ : G→ k. Similarly β(Xd) = (1⊗x+X⊗g)d = Xd⊗gd and hene there exists
a ∈ k suh that Xd = aTgd . In this way we have a surjetive right A(G)-omodule
algebras morphism Aσ,a,ψ(G) −→ T where σ is the restrition of σ to G. Hene
Aσ,a,ψ(G) is a non-zero algebra, is A(G)-Galois by the previous lemma, and sine
Aσ,a,ψ(G) and T are both A(G)-Galois, they are isomorphi via f . 
Therefore we need to study when the algebra Aσ,a,ψ(G) is A(G)-Galois. The
tehnial onditions are given in the following result.
Lemma 2.6 If Aσ,a,ψ(G) is a right A(G)-Galois objet, then for h1, h2, h ∈ G we
have
(2.2) ψ(h1h2) = σ(h1, h2)
−1(χ(h1)σ(h1, h2g)ψ(h2) + σ(h1g, h2)ψ(h1)),
(2.3) ψ(h) = ψ(g)(σ(g, h) − χ(h)σ(h, g))σ(g, g)−1 (1− χ(g))−1,
(2.4) a(σ(gd, h) − χ(h)dσ(h, gd)) = ψ(h)ψ(gh) . . . ψ(gd−1h).
Proof. Let h1, h2 ∈ G. We have
XTh1h2 = χ(h1h2)Th1h2X + ψ(h1h2)Th1h2g.
On the other hand we have
XTh1h2 = σ(h1, h2)
−1XTh1Th2 = σ(h1, h2)
−1(χ(h1)Th1X + ψ(h1)Th1g)Th2 =
=σ(h1, h2)
−1(χ(h1)χ(h2)Th1Th2X + χ(h1)ψ(h2)Th1Th2g + ψ(h1)Th1gTh2) =
=χ(h1h2)Th1h2X + σ(h1, h2)
−1(χ(h1)ψ(h2)σ(h1, h2g) + ψ(h1)σ(h1g, h2))Th1h2g.
Hene by Lemma 2.3, Equation (2.2) holds.
Let h ∈ G. Sine g is entral in G, we have ψ(hg) = ψ(gh), and it is a straight-
forward omputation to hek that Equation (2.3) holds, using (2.2) and the fat
that σ is a 2-oyle.
For n ∈ N∗, there exists a1, . . . an−1 ∈ k suh that
XnTh = χ(h)
nThX
n +
n−1∑
l=1
alTglhX
n−l + ψ(h)ψ(gh) . . . ψ(gn−1h)Tgnh.
This is proved easily by indution. For n = d, we see, using Lemma 2.3, that
Equation (2.4) holds. 
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Lemma 2.7 Let σ ∈ Z2(G, k˙). Then for h ∈ G, we have
d−1∏
i=0
(
σ(g, gih)− χ(gih)σ(gih, g)
)
= σ(g, g) . . . σ(g, gd−1)
(
σ(gd, h) − χ(h)dσ(h, gd)
)
.
Proof. Consider the polynomials
P (X) =
d−1∏
i=0
(
σ(g, gih)− χ(gi)σ(gih, g)X
)
∈ k[X] and
Q(X) = σ(g, g) . . . σ(g, gd−1)
(
σ(gd, h)− σ(h, gd)Xd
)
∈ k[X].
Sine σ is a 2-oyle and sine g is entral, we have for i ∈ N:
σ(g, h)σ(h, g)−1 = σ(g, gih)σ(gih, g)−1 and (σ(g, h)σ(h, g)−1)i = σ(gi, h)σ(h, gi)−1.
Let t be a root of P : this means that there exists i ∈ {0, . . . , d − 1} suh that t =
σ(g, gih)σ(gih, g)−1χ(g)−i = σ(g, h)σ(h, g)−1χ(g)−i. Then td = (σ(g, h)σ(h, g)−1)d =
σ(gd, h)σ(h, gd)−1. Hene t is a root of Q. Conversely assume that t is a root of Q.
Then we have tdσ(gd, h)−1σ(h, gd) = 1 = (tσ(g, h)−1σ(h, g))d. Hene there exists
i ∈ {0, . . . , d− 1} suh that t = χ(g)−iσ(g, h)σ(h, g)−1 = χ(g)−iσ(g, gih)σ(gih, g)−1
and t is a root of P . It is easy to see that P and Q have the same onstant term, and
we onlude that P = Q. In partiular P (χ(h)) = Q(χ(h)): this proves the lemma.

Lemma 2.8 Let σ ∈ Z2(G, k˙), a ∈ k and ψ : G → k be suh that Aσ,a,ψ(G) is
A(G)-Galois. Then there exists a′ ∈ k suh that Aσ,a,ψ(G) ∼= Aσ,a′(G) as right
A(G)-omodule algebras.
Proof. We put
a′ = a− ψ(g)dσ(g, g)−d(1− χ(g))−dσ(g, g) . . . σ(g, gd−1).
Let us rst show that Aσ,a′ is A(G)-Galois. Let h ∈ G. We have
a′
(
σ(gd, h)− χ(h)dσ(h, gd)
)
= a
(
σ(gd, h)− χ(h)dσ(h, gd)
)
−ψ(g)dσ(g, g)−d(1− χ(g))−dσ(g, g) . . . σ(g, gd−1)
(
σ(gd, h)− χ(h)dσ(h, gd)
)
=ψ(h)ψ(gh) . . . ψ(gd−1h) (by Lemma 2.6) −
ψ(g)dσ(g, g)−d(1− χ(g))−dσ(g, g) . . . σ(g, gd−1)
(
σ(gd, h) − χ(h)dσ(h, gd)
)
=ψ(g)dσ(g, g)−d(1− χ(g))−d
[(
d−1∏
i=0
(
σ(g, gih)− χ(gih)σ(gih, g)
)
− σ(g, g) . . . σ(g, gd−1)
(
σ(gd, h) − χ(h)dσ(h, gd)
)
]
(by Lemma 2.6) = 0 (by Lemma 2.7).
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Hene Aσ,a′(G) is A(G)-Galois by Proposition 2.3. Now put λ = ψ(g)σ(g, g)
−1(1 −
χ(g))−1. It is straightforward to hek, using Lemma 2.6, that there exists an A(G)-
omodule algebra morphism f : Aσ,a,ψ(G) −→ Aσ,a′(G) suh that f(X) = X + λTg
and f(Th) = Th, ∀h ∈ G. Then f is an isomorphism sine Aσ,a,ψ(G) and Aσ,a′(G)
are A(G)-Galois. 
Combining Lemmas 2.5 and 2.8, we get the following result.
Proposition 2.9 Let T be a right A(G)-Galois objet. Then there exists σ ∈ Z2(G, k˙)
and a ∈ k suh that T ∼= Aσ,a(G) as right A(G)-omodule algebras.
The next step is to lassify the Galois objets Aσ,a(G).
Proposition 2.10 Let σ, τ ∈ Z2(G, k˙) and a, b ∈ k be suh that Aσ,a(G) and
Aτ,b(G) are A(G)-Galois objets. Then the right A(G)-omodule algebras Aσ,a(G)
and Aτ,b(G) are isomorphi if and only if there exists µ : G −→ k˙ with µ(1) = 1 suh
that
σ = ∂(µ)τ and b = aµ(gd).
Proof. Let f : Aσ,a(G) −→ Aτ,b(G) be an A(G)-olinear algebra isomorphism. Then
Φ−1τ,b ◦f ◦Φσ,a is a right A(G)-olinear automorphism of A(G), and hene there exists
a onvolution invertible linear map φ : A(G) → k suh that Φ−1τ,b ◦ f ◦ Φσ,a = φ ∗ id.
From this we see easily see that there exists µ : G −→ k˙ and λ ∈ k suh that
f(X) = X + λTg and f(Th) = µ(h)Th, ∀h ∈ G.
It is then lear that σ = ∂(µ)τ and that µ(1) = 1. We have
f(XTg) = µ(g)XTg + λµ(g)τ(g, g)Tg2 and
f(χ(g)TgX) = χ(g)µ(g)TgX + χ(g)λτ(g, g)µ(g)Tg2 .
Sine χ(g) 6= 1, we have λ = 0. Then bTgd = X
d = f(Xd) = µ(gd)aTgd and hene
b = aµ(gd).
Conversely if σ = ∂(µ)τ with µ(1) = 1 and b = aµ(gd), it is straightforward to
hek that there exists a right A(G)-omodule algebra isomorphism f : Aσ,a(G) →
Aτ,b(G) suh that f(X) = X and f(Th) = µ(h)Th, ∀h ∈ G. 
We an now nish the proof of Theorem 2.1 with ase by ase arguments.
Proposition 2.11 Let G = (G, g, χ) be a type I group datum. For any σ ∈ Z2(G, k˙)
and a ∈ k, then Aσ,a(G) is A(G)-Galois. The map Z
2(G, k˙) × k −→ Gal(A(G)),
(σ, a) 7−→ [Aσ,a(G)], indues a bijetion
H2(G, k˙)× k ∼= Gal(A(G)).
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Proof. It is lear that for any σ ∈ Z2(G, k˙) and a ∈ k, ondition (2.1) is satised
and hene Aσ,a(G) is A(G)-Galois by Proposition 2.3. The map Z
2(G, k˙) × k −→
Gal(A(G)), (σ, a) 7−→ [Aσ,a(G)], indues, by Proposition 2.10, an injetive map
H2(G, k˙) × k −→ Gal(A(G)). This map is surjetive by Proposition 2.9: this on-
ludes the proof. 
Proposition 2.12 Let G = (G, g, χ) be a type II group datum. For any σ ∈
Z2(G, k˙), then Aσ,0(G) is A(G)-Galois. The map Z
2(G, k˙) −→ Gal(A(G)), σ 7−→
[Aσ,0(G)], indues a bijetion
H2(G, k˙) ∼= Gal(A(G)).
Proof. For any σ ∈ Z2(G, k˙) and a = 0, ondition (2.1) is satised and hene
Aσ,0(G) is A(G)-Galois by Proposition 2.3. The map Z
2(G, k˙) −→ Gal(A(G)), σ 7−→
[Aσ,0(G)], indues, by Proposition 2.10, an injetive map H
2(G, k˙) −→ Gal(A(G)).
Let T be a right A(G)-Galois objet: by Proposition 2.10 there exists σ ∈ Z2(G, k˙)
and a ∈ k suh that T ∼= Aσ,a(G). But sine χ
d 6= 1, ondition (2.1) is satised only
if a = 0. This onludes the proof. 
Proposition 2.13 Let G = (G, g, χ) be a type III group datum. Then the maps
Z2(G, k˙) −→ Gal(A(G)), σ 7−→ [Aσ,0(G)], and Z
2
gd
(G, k˙) −→ Gal(A(G)),
σ 7−→ [Aσ,1(G)], indue a bijetion
H2(G, k˙) ∐H2
gd,gd
(G, k˙) ∼= Gal(A(G)).
Proof. Our two maps indue a map H2(G, k˙)∐H2
gd,gd
(G, k˙) −→ Gal(A(G)), whih is
injetive by Proposition 2.10. Let T be a right A(G)-Galois objet: by Proposition
2.9 there exists σ ∈ Z2(G, k˙) and a ∈ k suh that T ∼= Aσ,a(G). If a 6= 0, then
σ ∈ Z2
gd
(G, k˙) by Proposition 2.3. Consider µ : G −→ k˙ suh that µ(1) = 1 and
µ(gd) = a. Then Aσ,a(G) ∼= A∂(µ)σ,1(G) by Proposition 2.10, and hene our map is
also surjetive. 
The proofs of the type IV and V ases are similar and left to the reader, and
onlude the proof of Theorem 2.1 (up to the type VI ase).
Proposition 2.14 Let G = (G, g, χ) be a type IV group datum. Then the map
Z2(G, k˙) −→ Gal(A(G)), σ 7−→ [Aσ,0(G)], indues a bijetion
H2(G, k˙) ∼= Gal(A(G)).
Proposition 2.15 Let G = (G, g, χ) be a type V group datum. Let τ ∈ Z2(G, k˙)
be suh that χ(h)d = τ(gd, h)τ(h, gd)−1, ∀h ∈ G. Then ∀σ ∈ Z2
gd
(G, k˙), Aτσ,1(G) is
A(G)-Galois. The maps Z2(G, k˙) −→ Gal(A(G)), σ 7−→ [Aσ,0(G)], and
Z2
gd
(G, k˙) −→ Gal(A(G)), σ 7−→ [Aτσ,1(G)], indue a bijetion
H2(G, k˙) ∐H2gd,gd(G, k˙)
∼= Gal(A(G)).
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We onlude the setion with a few words onerning the notion of homotopy
equivalene of Hopf-Galois extensions, reently introdued by Kassel and Shneider
[10℄. Let G = (G, g, χ, µ) be a group datum and letHk(A(G)) be the set of homotopy
lasses of right A(G)-Galois extensions of k (see [10℄ for the preise denition). Then
we have
Hk(A(G)) ∼= H
2(G, k˙).
Indeed if µ = 0, then A(G) = ⊕d−1i=0 k[G]x
i
and hene A(G) is an N-graded Hopf
algebra. Therefore ombining Corollary 2.9 and Proposition 3.2 of [10℄, we have the
laimed result. Then one gets the result in the type VI ase by ombining Corollary
2.11 of [10℄ and Corollary 3.18 in the next setion.
3 BiGalois groups
In this setion we give a general desription of the biGalois group of a monomial Hopf
algebra. Several partiular ases will be studied in more detail in the next setion.
Just like in the previous setion, our rst goal is to state our main result. We
rst need to introdue some terminology. Let G = (G, g, χ, µ) be a group datum.
We onsider the subgroup Autg(G) of elements u ∈ Aut(G) satisfying u(g) = g and
the modied ohomology group H21,g(G, k˙) = Z
2(G, k˙)/B2g(G, k˙) of the rst setion.
The group Autg(G) has a natural right ation by automorphisms on H
2
1,g(G, k˙), and
hene we may form the semi-diret produt Autg(G)⋉H
2
1,g(G, k˙). We dene now
Γ(G) = {(u, σ) ∈ Autg(G)×H
2
1,g(G, k˙), χ ◦ u(h) = σ(g, h)
−1σ(h, g)χ(h), ∀h ∈ G}.
It is lear that, sine g is entral in G, that the dening equation for the elements
of Γ(G) does not depend of the hoie of a representant of a (modied) ohomology
lass. The following lemma is a straightforward veriation.
Lemma 3.1 Let G = (G, g, χ, µ) be a group datum. Then Γ(G) is a subgroup of
Autg(G) ⋉H
2
1,g(G, k˙).
The group morphism ǫ : H21,g(G, k˙) −→ k˙ has a natural ontinuation to Γ(G),
and hene we may form the semi-diret produt Γ(G) ⋉ k. We have now all the
ingredients to state the main result of the setion.
Theorem 3.2 Let G = (G, g, χ) be a group datum. Then aording to the type of
G, we have the following group isomorphism.
• Type I : BiGal(A(G)) ∼= Γ(G)⋉ k.
• Type II, III, IV, V and VI: BiGal(A(G)) ∼= Γ(G).
Types V and VI will be shown to redue to type III. Similarly to the previous
setion, we begin with general results and onstrutions.
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Proposition 3.3 Let G = (G, g, χ) be a group datum. Let σ ∈ Z2(G, k˙) and a ∈ k
with a = 0 if G is not of type I: Aσ,a(G) is A(G)-Galois. Assume that there exists
u ∈ Autg(G) suh that (u, σ) ∈ Γ(G). Then Aσ,a(G) has a left A(G)-omodule
algebra struture βu : Aσ,a(G) −→ A(G)⊗Aσ,a(G) dened by
βu(X) = 1⊗X + x⊗ Tg, βu(Th) = u(h)⊗ Th, ∀h ∈ G.
Furthermore Aσ,a(G) is an A(G)-A(G)-biomodule algebra and is A(G)-biGalois.
This Hopf biGalois extension is denoted by Auσ,a(G).
Proof. It is easy to hek that βu is a well-dened algebra map, using that (u, σ) ∈
Γ(G) when heking that βu(XTh) = βu(χ(h)ThX), that endows Aσ,a(G) with an
A(G)-A(G)-biomodule struture. There remains to hek that κl : Aσ,a(G) ⊗
Aσ,a(G) −→ A(G) ⊗ Aσ,a(G) is bijetive. We have κl(σ(g, g
−1)−1(X ⊗ Tg−1 − 1 ⊗
XTg−1)) = x ⊗ 1 and κl(σ(h, h
−1)−1Th ⊗ Th−1) = u(h) ⊗ 1 for h ∈ G. Sine the
elements x and u(h), h ∈ G generate A(G) as an algebra and sine κl is right
Aσ,a(G)-linear, we onlude that it is surjetive and an isomorphism. .
The next step is to lassify the Hopf biGalois extensions just onstruted.
Proposition 3.4 Let G = (G, g, χ) be a group datum. Let σ, τ ∈ Z2(G, k˙) and
a, b ∈ k with a = b = 0 if G is not of type I: Aσ,a(G) and Aτ,b(G) are A(G)-Galois.
Assume that there exist u, v ∈ Autg(G) suh that (u, σ) ∈ Γ(G) and (v, τ ) ∈ Γ(G).
Then the A(G)-biGalois extensions Auσ,a(G) and A
v
τ,b(G) are isomorphi if and only
if u = v and there exists µ : G −→ k˙ satisfying µ(1) = µ(g) = 1, σ = ∂(µ)τ and
b = aµ(gd).
Proof. Let f : Auσ,a(G) −→ A
v
τ,b(G) be an A(G)-biolinear isomorphism. By Propo-
sition 2.10 and its proof, there exists µ : G −→ k˙ with µ(g) = 1, σ = ∂(µ)τ ,
b = aµ(gd), suh that f(X) = X and f(Th) = µ(h)Th for h ∈ G. Using that f is left
olinear, we see that u = v and that µ(g) = 1. The onverse assertion is lear from
the above onsiderations. 
We now onnet the group strutures of Γ(G) and BiGal(A(G)).
Proposition 3.5 Let G = (G, g, χ) be a group datum. Let σ, τ ∈ Z2(G, k˙) and
a, b ∈ k with a = b = 0 if G is not of type I: Aσ,a(G) and Aτ,b(G) are A(G)-
Galois. Assume that there exist u, v ∈ Autg(G) suh that (u, σ) ∈ Γ(G) and (v, τ ) ∈
Γ(G). Put ν = (σ ◦ v × v)τ and c = τ(g, g) . . . τ(g, gd−1)a + b. Then Aν,c(G) is
right A(G)-Galois, (u ◦ v, ν) ∈ Γ(G) and the A(G)-biGalois extensions Au◦vν,c (G) and
Auσ,a(G)A(G)A
v
τ,b(G) are isomorphi.
Proof. It is lear that Aν,c(G) is A(G)-Galois. We have (u ◦ v, ν) ∈ Γ(G) by
Lemma 3.1 and hene we an onsider the A(G)-biGalois extension Au◦vν,c (G). It
is easy to see that 1 ⊗ X + X ⊗ Tg ∈ A
u
σ,a(G)A(G)A
v
τ,b(G) and that for h ∈ G,
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Tv(h) ⊗ Th ∈ A
u
σ,a(G)A(G)A
v
τ,b(G). One heks now that there exists an algebra
morphism
γ : Au◦vν,c (G) −→ A
u
σ,a(G)A(G)A
v
τ,b(G)
suh that γ(X) = 1 ⊗ X + X ⊗ Tg and γ(Th) = Tv(h) ⊗ Th, ∀h ∈ G. It is lear
that γ is A(G)-biolinear, and sine it is a morphism of Galois extensions, it is an
isomorphism. 
Now we need to show that we have onstruted all the A(G)-biGalois extensions.
We will need ase by ase arguments. We begin with a property whih, unfortunately,
only holds in general for type I or II group data.
Lemma 3.6 Let G = (G, g, χ) be a group datum of type I or II. Let σ ∈ Z2(G, k˙).
Then there exists u ∈ Autg(G) suh that (u, σ) ∈ Γ(G).
Proof. Sine G is of type I or II we have d = o(χ(g)) = o(g) and χ indues a
group isomorphism 〈g〉 ∼= µd. Let s : µd −→ 〈g〉 be a group morphism suh that
χ ◦ s = id. Now let ψ : G −→ k˙ be a group morphism. Dene a map u : G −→ G
by u(h) = s(ψ(h))h, ∀h ∈ G. Then it is easy to see that u is a group morphism (g
is entral) and that χ ◦ u(h) = ψ(h)χ(h), ∀h ∈ G. Furthermore u is an isomorphism
and u(g) = g if ψ(g) = 1. This general argument, applied to the group morphism
G −→ µd, h 7−→ σ(g, h)
−1σ(h, g), proves our lemma. 
Combining Propositions 2.11, 2.12 and 3.3, Lemma 3.6 with Theorem 3.5 and
Corollary 5.7 of [15℄, we get the following result, whih generalizes Corollaries 4 and
18 in [16℄.
Corollary 3.7 Let G = (G, g, χ) be a group datum of type I or II. Then any right
A(G)-Galois objet is A(G)-biGalois. The Hopf algebra A(G) is ategorially rigid:
if H is any Hopf algebra suh that the monoidal k-linear ategories of omodules of
A(G) and H are equivalent, then H ∼= A(G) as Hopf algebras.
We an nish the proof of Theorem 3.2 in the ase of type I and II group data.
Proposition 3.8 Let G = (G, g, χ) be a type I group datum. Then we have a group
isomorphism:
Ψ : Γ(G)⋉ k −→BiGal(A(G))
(u, σ, a) 7−→[Auσ,a].
Proof. It follows immediately from Propositions 2.11, 3.3 and 3.4 that Ψ is a
well-dened injetive map. Also it is lear from Proposition 3.5 that ψ is a group
morphism. There just remains to show that Ψ is surjetive. Let Z be an A(G)-
biGalois extension. By Proposition 2.11 we an assume that Z = Aσ,a(G) as right
A(G)-Galois objet. By Lemma 3.6 there exists u ∈ Autg(G) suh that (u, σ) ∈ Γ(G),
and hene by Proposition 3.3 Auσ,a(G) is A(G)-biGalois. By [15℄, Theorem 3.5, there
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exists f ∈ AutHopf(A(G)) suh that Z =
fAuσ,a(G) as A(G)-biomodule algebras, i.e.
if β′ denotes the left oation of Z, we have β′ = (f ⊗ id) ◦ βu. There exists v ∈
Autg,χ(G) and r ∈ k˙ suh that f(h) = v(h), ∀h ∈ G and f(x) = rx. Consider now a
map µ : G −→ k˙ with µ(1) = 1 and µ(g) = r. It is lear that (v ◦ u, ∂(µ)σ) ∈ Γ(G),
and hene we onsider the A(G)-biGalois extension Av◦u
∂(µ)σ,a(G). It is not diult
to hek that the right Aσ,a(G)-omodule algebra isomorphism f
′ : Av◦u
∂(µ)σ,a(G) −→
fAuσ,a(G) dened by f
′(X) = X and f ′(Th) = µ(h)Th, ∀h ∈ G, is also left olinear.
Therefore Ψ is also surjetive 
The type I ase will be examined in more detail in the next setion. The proof
of the type II ase is similar and left to the reader.
Proposition 3.9 Let G = (G, g, χ) be a type II group datum. Then we have a group
isomorphism:
Ψ : Γ(G) −→BiGal(A(G))
(u, σ) 7−→[Auσ,0].
We now begin the study of the biGalois group in the type IV ase.
Proposition 3.10 Let G = (G, g, χ) be a type IV group datum. Let σ ∈ Z2(G, k˙).
Consider the group morphism χ′ : G −→ k˙ dened by χ′(h) = σ(g, h)−1σ(h, g)χ(h).
Then the group datum G
′ = (G, g, χ′) is a type IV group datum. The right A(G)-
Galois objet Aσ,0(G) is A(G
′)-A(G)-biGalois. The Hopf algebras A(G) and A(G′)
are isomorphi if and only if there exists u ∈ Autg(G) suh that (u, σ) ∈ Γ(G).
Proof. It is easy to see that G
′
is a type IV group datum and it is straightforward to
hek that there exists an algebra morphism β : Aσ,0(G) −→ A(G
′) ⊗ Aσ,0(G) suh
that β(X) = 1⊗X +x⊗Tg and β(Th) = h⊗Th, ∀h ∈ G, that endows Aσ,0(G) with
an A(G′)-A(G) biomodule algebra struture. Very similarly to Proposition 3.3, we
see that Aσ,0(G) is A(G
′)-A(G)-biGalois. The Hopf algebras A(G′) and A(G) are
isomorphi if and only if the orresponding group data are isomorphi, i.e. if and
only if there exists u ∈ Autg(G) suh that χ ◦ u = χ
′
. This last ondition exatly
means that (u, σ) ∈ Γ(G). 
It is possible that the Hopf algebras A(G) and A(G′) are not isomorphi. Indeed
we have the following example.
Example 3.11 Let d > 1 and let G = 〈x, h | xd
4
= 1 = hd
2
, xh = hx〉 (G ∼=
Cd4 × Cd2). Let g = x
d
and let q ∈ k˙ be a primitive d2th root of unity. Let
χ : G −→ k˙ be the harater dened by χ(x) = q and χ(h) = 1. We have d = o(χ(g)),
d2 = o(χ) and d3 = o(g). For any σ ∈ Z2(G, k˙), we have σ(gd, x) = σ(x, gd) while
χd(x) = χ(g) 6= 1. Hene G = (G, g, χ) is a type IV group datum.
Now onsider σ ∈ Z2(G, k˙) dened by σ(xαhβ, xα
′
hβ
′
) = qαβ
′
(σ is in fat a
biharater). We have σ(g, h)−1σ(h, g) = q−1. Let u : G −→ G be a group mor-
phism. We have u(h) = xαhβ and sine u(hd
2
) = 1, we have d2|α and we onlude
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that χ ◦ u(h) = 1. Hene there does not exist u ∈ Autg(G) suh that (u, σ) ∈ Γ(G),
and we onlude that the Hopf algebras A(G) and A(G′) are not isomorphi.
The following result onludes the proof of Theorem 3.2 in the type IV ase.
Sine its proof is very similar to the one of Proposition 3.8, it is left to the reader.
Proposition 3.12 Let G = (G, g, χ) be a type IV group datum. Then we have a
group isomorphism:
Ψ : Γ(G) −→BiGal(A(G))
(u, σ) 7−→[Auσ,0].
We now study the ase of type III group data. This is ertainly the rihest ase.
Proposition 3.13 Let G = (G, g, χ) be a type III group datum.
i) Let σ ∈ Z2(G, k˙). Consider the group morphism χ′ : G −→ k˙ dened by χ′(h) =
σ(g, h)−1σ(h, g)χ(h) and the group datum G′ = (G, g, χ′). The group datum G′ is
a type III or V group datum. The right A(G)-Galois objet Aσ,0(G) is A(G
′)-A(G)-
biGalois, and the Hopf algebras A(G) and A(G′) are isomorphi if and only if there
exists u ∈ Autg(G) suh that (u, σ) ∈ Γ(G).
ii) Let σ ∈ Z2(G, k˙) and let a ∈ k˙ suh that Aσ,a(G) is A(G)-Galois. Consider
the group morphism χ′ : G −→ k˙ dened by χ′(h) = σ(g, h)−1σ(h, g)χ(h) and let
µ = −aσ(g, g)−1 . . . σ(g, gd−1)−1. Then G′ = (G, g, χ′, µ) is a type VI group datum,
and Aσ,a(G) is A(G
′)-A(G)-biGalois.
Proof. i) The proof is similar to the one of Proposition 3.10.
ii) Sine Aσ,a(G) is A(G)-Galois, we have σ(g
d, h) = σ(h, gd), ∀h ∈ G. Hene
χ′d = 1 and G′ is a type VI group datum. Then one heks that there exists an
algebra morphism β : Aσ,a(G) −→ A(G
′)⊗Aσ,a(G) suh that β(X) = 1⊗X+x⊗Tg
and β(Th) = h⊗ Th, ∀h ∈ G, that endows Aσ,a(G) with an A(G
′)-A(G) biomodule
algebra struture. Very similarly to Proposition 3.3, we see that Aσ,a(G) is A(G
′)-
A(G)-biGalois. 
The following two examples show that the group datum G
′
of proposition 3.13.i
might be of type III not isomorphi with G, or of type V.
Example 3.14 Let d > 1 and let G = 〈g, h | gd
2
= 1 = hd , gh = hg〉 (G ∼=
Cd2 × Cd). Let q ∈ k˙ be a primitive dth root of unity. Let χ : G −→ k˙ be the
harater dened by χ(g) = q and χ(h) = 1: we have gd 6= 1 and χd = 1 and hene
G = (G, g, χ) is a type III group datum.
Now onsider σ ∈ Z2(G, k˙) dened by σ(gαhβ, gα
′
hβ
′
) = qαβ
′
(σ is in fat a
biharater). We have σ(g, h)−1σ(h, g) = q−1 and hene χ′d = 1: G′ = (G, g, χ′) is
type III group datum. Let u : G −→ G be a group morphism. We have u(h) = gαhβ
and sine u(hd) = 1, we have d|α and we onlude that χ ◦ u(h) = 1 6= q−1. Hene
there does not exist u ∈ Autg(G) suh that (u, σ) ∈ Γ(G), and we onlude that the
Hopf algebras A(G) and A(G′) are not isomorphi.
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Example 3.15 Let d > 1 and let G = 〈g, h | gd
2
= 1 = hd
2
, gh = hg〉 (G ∼=
Cd2 × Cd2). Let q ∈ k˙ be a primitive d
2
th root of unity. Let χ : G −→ k˙ be the
harater dened by χ(g) = qd and χ(h) = 1: we have gd 6= 1 and χd = 1 and hene
G = (G, g, χ) is a type III group datum.
Now onsider σ ∈ Z2(G, k˙) dened by σ(gαhβ , gα
′
hβ
′
) = qαβ
′
(σ is a bihara-
ter). We have σ(g, h)−1σ(h, g) = q−1 and hene χ′d(h) = σ(gd, h)−1σ(h, gd)χd(h) =
σ(gd, h)−1σ(h, gd) = q−d. Hene G′ = (G, g, χ′) is type V group datum.
Using Proposition 3.13, the proof of the desription of the biGalois group in the
type III ase is the same has in the previous ases, and hene is left one again to
the reader.
Proposition 3.16 Let G = (G, g, χ) be a type III group datum. Then we have a
group isomorphism:
Ψ : Γ(G) −→BiGal(A(G))
(u, σ) 7−→[Auσ,0].
Corollary 3.17 Let G = (G, g, χ) be a type V group datum, and let σ ∈ Z2(G, k˙)
be suh that χd(h) = σ(gd, h)σ(h, gd)−1. Consider the group morphism χσ : G → k˙
dened by χσ(h) = σ(g, h)
−1σ(h, g)χ(h). Then Gσ = (G, g, χσ) is a type III group
datum, there exists an A(G)-A(Gσ)-biGalois extension and group isomorphisms
BiGal(A(G)) ∼= BiGal(A(Gσ)) ∼= Γ(Gσ) ∼= Γ(G).
Proof. It is immediate that Gσ is a type III group datum. Consider now σ
−1 ∈
Z2(G, k˙). It is lear that the assoiated group datum (Gσ)
′
of Proposition 3.13.i is G,
and hene that Aσ−1,0(G) is A(G)-A(Gσ)-biGalois, whih gives the rst isomorphism.
The seond isomorphism is given by Proposition 3.16. For the last one, it is not
diult to hek that we have a map
Γ(Gσ) −→Γ(G)
(u, τ ) 7−→(u, (σ ◦ u× u)−1στ )
whih is a group isomorphism. 
This last orollary nally ompletes the proofs of Theorems 2.1 and 3.2.
Corollary 3.18 Let G = (G, g, χ, µ) be a type VI group datum. Consider the type
III group datum Gred = (G, g, χ). Then there exists an A(G)-A(Gred) biGalois ex-
tension, and hene a bijetion
Gal(A(G)) ∼= H2(G, k˙) ∐H2gd,gd(G, k˙)
and a group isomorphism
BiGal(A(G)) ∼= Γ(G).
Proof. It is lear from the seond part of Proposition 3.13 that A1,−µ(Gred) is
A(G)-A(Gred)-biGalois. Hene the type III ase of Theorems 2.1 and 3.2 onlude
the proof. 
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4 Examples
This setion is devoted to the study of a few onrete examples. We rst onsider
yli group data, and we get in partiular Masuoka's desription [12℄ of the Galois
objets for the Taft algebras and Shauenburg's desription [15℄ of their biGalois
groups. Then we onsider deomposable group data and get a more expliit de-
sription of orresponding biGalois groups: in partiular we reover Shauenburg's
desription of the biGalois groups of the generalized Taft algebras, in a slightly dif-
ferent form.
4.1 Cyli group data
A group datum G = (G, g, χ, µ) is said to be yli if the underlying group G is
yli. In this subsetion we ompletely desribe the Galois objets and biGalois
groups for Hopf algebras assoiated with yli group data.
Before stating the main result, we need to introdue some terminology. Let N > 1
be an integer and let n1, . . . , nr be some divisors of N . We put
U(Z/NZ)[n1, . . . , nr] = {β ∈ U(Z/NZ) (β ∈ Z) | β ≡ 1 (mod ni), i = 1, . . . , r}.
This is learly a subgroup of U(Z/NZ) ∼= Aut(CN ). For N = 1, we adopt the
onvention U(Z/NZ) = {1}.
Theorem 4.1 Let G = (G, g, χ, µ) be a yli group datum with d = o(χ(g)), n =
o(g), N = |G| and m = o(χ).
• If G is a type I group datum, i.e. if d = n = m, then
Gal(A(G)) ∼= k˙/k˙N × k and BiGal(A(G)) ∼= (Aut(CN
n
)⋉ (k˙ × k˙/k˙
N
n ))⋉ k.
• If G is a type II group datum, i.e. if d = n < m, then
Gal(A(G)) ∼= k˙/k˙N and BiGal(A(G)) ∼= U(Z/NZ)[m]⋉ (k˙ × k˙/k˙
N
n ).
• If G is a type III or VI group datum, i.e. if d = m < n, then
Gal(A(G)) ∼= k˙/k˙N∐(k˙× k˙/k˙
Nd
n ) and BiGal(A(G)) ∼= U(Z/NZ)[n]⋉(k˙× k˙/k˙
N
n ).
• If G is a type IV group datum, i.e. if d < n and d < m, then
Gal(A(G)) ∼= k˙/k˙N and BiGal(A(G)) ∼= U(Z/NZ)[n,m]⋉ (k˙ × k˙/k˙
N
n ).
The rest of this subsetion is essentially devoted to the proof of Theorem 4.1.
The rst remark is that sine any 2-oyle on a yli group is symmetri, there
does not exist any type V yli group datum, and we have the following result.
Lemma 4.2 Let G = (G, g, χ, µ) be a yli group datum. Then
Γ(G) ∼= Autg,χ(G) ⋉H
2
1,g(G, k˙).
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The next step is to ompute the modied ohomology groups of the rst setion
in the ase of a yli group. This is done in the following lemma.
Lemma 4.3 Let CN be the yli group of order N and let g ∈ CN be an element
of order n > 1. Then we have a group isomorphism:
H21,g(CN , k˙) = H
2
g,g(CN , k˙)
∼= k˙ × (k˙/k˙
N
n ).
Proof. We onstrut a split exat sequene
1 −−−−→ k˙/k˙
N
n
u
−−−−→ H21,g(G, k˙)
ǫ
−−−−→ k˙ −−−−→ 1
where the group morphism ǫ : H21,g(G, k˙) −→ k˙ was onstruted in subsetion 1.3.
Let us hoose a generator y of CN suh that g = y
N
n
. For a ∈ k˙, dene fa ∈ Z
2(G, k˙)
in the following way [8℄. For 0 ≤ i, j ≤ N − 1, we put fa(y
i, yj) = 1 if i+ j ≤ N − 1
and fa(y
i, yj) = a if i+ j ≥ N . We have ǫ(fa) = a and hene the group morphism
f : k˙ → H21,g(G, k˙), a 7−→ fa, satises ǫ ◦ f = idk˙.
Let us x a family of integers (ri)0≤i≤N−1 with r0 = 1 and rN
n
= 1, and for t ∈ k˙,
let us dene βt : G −→ k˙ by βt(y
i) = tri , for 0 ≤ i ≤ N − 1. We have βt(g) = t.
Now dene a group morphism
u0 : k˙ −→ H
2
1,g(G, k˙), t 7−→ ft−n∂(βt).
It is lear that u0(k˙) ⊂ Ker(ǫ). Now let σ ∈ Z
2(G, k˙) be suh that σ ∈ Ker(ǫ). By the
desription of H2(G, k˙) in [8℄, Theorem 2.3.1, there exists a ∈ k˙ and µ : G→ k˙ (with
µ(1) = 1) suh that σ = fa∂(µ). Then a = µ(g)
−n
. Sine βµ(g)(g) = µ(g), we have
∂(µ) = ∂(βµ(g)), and σ = fµ(g)−n∂(βµ(g)) ∈ u(k˙). We onlude that Ker(ǫ) = u0(k˙).
Now let t ∈ k˙ be suh that u0(t) = 1. Then there exists µ : G→ k˙ with µ(g) = 1
suh that ft−n∂(βt) = ∂(µ), and hene ft−n is a oboundary, whih means that
t−n ∈ k˙N ([8℄), i.e. that t ∈ k˙
N
n
(reall that k ontains all primitive roots of unity).
Conversely let t ∈ k˙
N
n
and let s ∈ k˙ be suh that t−n = sN . Dene γs : G −→ k˙
by γs(y
i) = si for 0 ≤ i ≤ N − 1. Then ft−n = ∂(γs) and ft−n∂(βt) = ∂(γsβt),
with γsβt(g) = s
N
n t = 1, and thus t ∈ Ker(u0). Therefore u0 indues an injetive
morphism u : k˙/k˙
N
n −→ H21,g(G, k˙) and we have the announed split exat sequene.

Let us now desribe the expliit models for yli group data (we do not treat the
type VI ase thanks to Corollary 3.18). A yli datum is a 5-uplet (d, n,N, α, q)
where d, n,N > 1 are integers, α ∈ N∗ and q ∈ k˙ is a root of unity, satisfying:
d|n|N, α|
N
n
, GCD(α, d) = 1, o(q) =
Nd
αn
.
To any yli datum (d, n,N, α, q) we assoiate a group datum
C[d, n,N, α, q] := (CN = 〈z〉, g = z
N
n , χq)
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where χq is the harater dened by χq(z) = q. The exat relations between yli
data and yli group data are given by the following lemma.
Lemma 4.4 i) Let (d, n,N, α, q) be a yli datum. Then C[d, n,N, α, q] is a yli
group datum with d = o(χq(g)), n = o(g), N = |G| and m = o(χq) =
Nd
αn
.
ii) Let G = (G, g, χ) be a yli group datum. Then there exists a yli datum
(d, n,N, α, q) suh that G ∼= C[d, n,N, α, q].
iii) Let (d, n,N, α, q) be a yli datum, with the yli group datum C[d, n,N, α, q].
• C[d, n,N, α, q] is a type I group datum if and only if
d = N or [d = n < N, GCD(
N
n
,n) = 1 and α =
N
n
].
• C[d, n,N, α, q] is a type II group datum if and only if
d = n < N and α <
N
n
.
• C[d, n,N, α, q] is a type III group datum if and only if
d < n = N or [d < n < N, GCD(
N
n
, d) = 1 and α =
N
n
].
• C[d, n,N, α, q] is a type IV group datum if and only if
d < n < N and α <
N
n
.
Proof. i) We have
o(χ(g)) = o(q
N
n ) =
o(q)
GCD(o(q), N
n
)
=
Nd
αn
GCD( N
αn
α, N
αn
d)
= d
sine GCD(α, d) = 1. The other assertions are immediate.
ii) Let G = (G, g, χ) be a yli group datum with |G| = N and o(g) = n Let us
hoose a generator z ∈ G suh that g = z
N
n
. Let q = χ(z). We have
d = o(χ(g)) = o(q
N
n ) =
o(q)
GCD(o(q), N
n
)
.
From this we see that o(q)|(N
n
d). Let α ∈ N∗ be suh that αo(q) = N
n
d. Then
o(q)
d
α = N
n
and hene α|N
n
. Finally
N
nα
= GCD(o(q),
N
n
) = GCD(
N
nα
d,
N
nα
α)
and we onlude that GCD(α, d) = 1. Thus (d, n,N, α, q) is a yli datum and we
have G ∼= C[d, n,N, α, q]. The nal assertions are immediate. 
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Proof of Theorem 4.1. Let G = (G, g, χ) be a yli group datum. By Lemma
4.4 we an assume that
G = C[d, n,N, α, q] = (CN = 〈z〉, g = z
N
n , χq)
for a yli datum (d, n,N, α, q). We begin with some generalities. We always have
H21,g(G, k˙)
∼= k˙ × k˙/k˙
N
n
by Lemma 4.3. Let u ∈ Autg,χ(G). Then there exists
β ∈ {0, . . . , N − 1} suh that u(z) = zβ with
GCD(β,N) = 1, n|(β − 1),
Nd
αn
|(β − 1).
Hene we have
Autg,χ(G) ∼= U(Z/NZ)[n,
Nd
αn
] and Γ(G) ∼= U(Z/NZ)[n,
Nd
αn
]⋉ (k˙ × k˙/k˙
N
n )
by Lemma 4.2. The proof of Theorem 4.1 now follows easily from Theorems 2.1, 3.2,
Lemma 4.4 and the ase by ase omputation of U(Z/NZ)[n, Nd
αn
]. 
Let us speialize Theorem 4.1 to a few famous examples of Hopf algebras. First
onsider the yli datum (N,N,N, 1, q). The yli group datum C[N,N,N, 1, q]
is of type I, and the orresponding Hopf algebra A(C[N,N,N, 1, q]) is preisely the
Taft algebra HN,q. Hene we get Masuaoka's [12℄ and Shauenburg's [16℄ respetive
results
Gal(HN,q) ∼= k˙/k˙
N
n and BiGal(HN,q) ∼= k˙ ⋉ k.
Now onsider the yli datum (d,N,N, 1, q) with d < N . The yli group datum
C[d,N,N, 1, q] is of type III, and hene for µ ∈ k we an onsider the group datum
C[d,N,N, 1, q][µ] = (G = CN = 〈g〉, g, χq , µ). The orresponding Hopf algebra
A(C[d,N,N, 1, q][µ]) is, with the notation of [14℄, the simple-pointed Hopf algebra
A(q,µ,d,N) of [14℄. Hene we get
Gal(A(q,µ,d,N)) ∼= k˙/k˙
N ∐ (k˙ × k/k˙d) and BiGal(A(q,µ,d,N)) ∼= k˙.
4.2 Deomposable group data
The rst goal of this setion is to provide a more onrete desription for the biGalois
group of the Hopf algebra assoiated to a type I group datum. We prove the following
result.
Theorem 4.5 Let G = (G, g, χ) be a type I group datum with K = Ker(χ) and
d = o(χ(g)) = o(g) = o(χ). Then we have a bijetion
Gal(A(G)) ∼= k˙/k˙d ×H2(K, k˙)×Hom(K,µd)× k,
and a group isomorphism
BiGal(A(G)) ∼= Aut(K)⋉ ((k˙ ⋉ k)×H2(K, k˙)×Hom(K,µd))
where the right ations of Aut(K) on H2(K, k˙) and Hom(K,µd) are the natural ones,
and the ation on k˙ ⋉ k is the trivial one.
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In fat the omparison of our desription of the biGalois group of a generalized
Taft algebra with Shauenburg's one [16℄ will lead us to onsider more generally
deomposable group data. We say that a group datum G = (G, g, χ, µ) is deom-
posable if G is the diret produt of 〈g〉 with a subgroup K. It is easy to see that
G is a type I group datum if and only if µ = 0 and G is deomposable with G being
the diret produt of 〈g〉 and of K = ker(χ).
The rst step when studying deomposable group data is to examine the be-
haviour of the modied ohomology group under diret produt. We have the fol-
lowing slight generalization of a theorem of Yamazaki, see [8℄, Theorem 2.3.13. For
groups G1 and G2, the set of pairings (i.e. bimorphisms) G1 ×G2 −→ k˙ is denoted
by P(G1 ×G2, k˙). It has a natural group struture.
Lemma 4.6 Let G1, G2 be some groups and let g, h ∈ Z(G1). Then we have a group
isomorphism
H2g,h(G1 ×G2, k˙)
∼= H2g,h(G1, k˙)×H
2(G2, k˙)×P(G1/〈g〉 ×G2, k˙).
Proof. We freely use the tehniques and results of the proof of Theorem 2.3.13 in
[8℄. Let us rst onsider the group morphism
Ψ0 : Z
2
g (G1 ×G2, k˙) −→Z
2
g (G1, k˙)× Z
2(G2, k˙)× P(G1/〈g〉 ×G2, k˙)
σ 7−→(σ1, σ2, Bσ)
where σi, i = 1, 2, is the restrition of σ to Gi and Bσ is the pairing dened by
Bσ(g1, g2) = σ(g1, g2)σ(g2, g1)
−1
, ∀(g1, g2) ∈ G1 × G2. Clearly Ψ0 indues a group
morphism
Ψ : H2g,h(G1 ×G2, k˙) −→H
2
g,h(G1, k˙)×H
2(G2, k˙)× P(G1/〈g〉 ×G2, k˙)
σ 7−→(σ1, σ2, Bσ).
For (σ1, σ2, B) ∈ Z
2
g (G1, k˙) × Z
2(G2, k˙) × P(G1/〈g〉 × G2, k˙), dene an element
σ ∈ Z2g (G1 ×G2, k˙) by
σ(g1g2, g
′
1g
′
2) = σ1(g1, g
′
1)σ2(g2, g
′
2)B(g1, g
′
2), ∀g1, g
′
1 ∈ G1, g2, g
′
2 ∈ G2.
Clearly Ψ(σ) = (σ1, σ2, Bσ), and hene Ψ is surjetive. Now let σ ∈ Z
2
g (G1 ×G2, k˙)
be suh that σ ∈ Ker(Ψ). This means that there exists µ1 : G1 → k˙ with µ1(h) =
1 = µ1(1), µ2 : G2 → k˙ with µ2(1) = 1, and that Bσ = 1. Now dene a map
µ : G1 ×G2 → k˙ by µ(g1g2) = µ1(g1)µ2(g2), ∀(g1, g2) ∈ G1 ×G2.
We have µ(h) = 1 and hene σ = ∂(µ)σ. In this way we an assume without loss
of generality that σ(g1, g
′
1) = 1 = σ(g2, g
′
2), ∀g1, g
′
1 ∈ G1, g2, g
′
2 ∈ G2. Now onsider
the map s : G1 ×G2 → k˙ dened by s(g1, g2) = σ(g1, g2)
−1
. By the omputation in
the proof of Theorem 2.3.13 in [8℄ (p. 61), we have σ = ∂(s), and sine s(h) = 1, we
onlude that σ = 1 and that Ψ is injetive. 
23
Using this lemma, or simply Yamazaki's result in the type I, II and IV ases,
one gets a more preise desription for the set Gal(A(G)) of a deomposable group
datum. The type I ase is ontained in the statement of Theorem 4.5, and we have:
Corollary 4.7 Let G = (G, g, χ) be a deomposable group datum with G = 〈g〉×K,
and d = o(χ(g)), n = o(g). Assume that G is not a type I group datum.
• If G is of type II or IV, then
Gal(A(G)) ∼= k˙/k˙n ×H2(K, k˙)×Hom(K,µn)
• If G is of type III, V or VI, then
Gal(A(G)) ∼= (k˙/k˙n×H2(K, k˙)×Hom(K,µn))∐(k˙×k˙/k˙
d×H2(K, k˙)×Hom(K,µn)).
We now study the biGalois group of a type I group datum.
Lemma 4.8 Let G = (G, g, χ) be a type I group datum, let K = Ker(χ) and let
p2 : G −→ K be the anonial projetion. The map
Ω : Γ(G) −→Aut(K)⋉ (k˙ ×H2(K, k˙)×Hom(K,µd))
(u, σ) 7−→(p2 ◦ u|K , σ(g, g) . . . σ(g, g
d−1), σ|K×K, χ ◦ u|K)
is a group isomorphism.
Proof. It is straightforward to hek that Ω is well dened (is fat on the whole
group Autg(G)⋉H
2
1,g(G, k˙)) and is a group morphism. Let (u, σ) ∈ KerΩ. It is easy
to see that, sine G = 〈g〉K and K = Ker(χ), that u = idG. Sine (u, σ) ∈ Γ(G), we
have χ ◦ u(h) = σ(g, h)−1σ(h, g)χ(h), ∀h ∈ G, and hene σ(g, h) = σ(h, g), ∀h ∈ G.
Thus the pairing Bσ in the proof of Lemma 4.6 is trivial. By Lemma 4.3 the identity
σ(g, g) . . . σ(g, gd−1) = 1 preisely means that the restrition of σ to 〈g〉 × 〈g〉 is
trivial in H21,g(G, k˙), and we onlude that σ = 1 by Lemma 4.6: Ω is injetive.
Finally let (f, λ, τ , ψ) ∈ Aut(K)× k˙×H2(K, k˙)×Hom(K,µd). Let s : µd → 〈g〉
be a group morphism suh that χ ◦ s = id. Dene u ∈ Autg(G) by u(g) = g and
u(h) = s(ψ(h))f(h) for h ∈ K. Let fλ ∈ Z
2(〈g〉, k˙) dened in the proof of Lemma
4.3, and dene σ ∈ Z2(G, k˙) as in the proof of Lemma 4.6:
σ(gαh, gβh′) = fλ(g
α, gβ)τ(h, h′)ψ(h′)α, ∀α, β ∈ Z,∀ h, h′ ∈ K.
It is lear that (u, σ) ∈ Γ(G) and that Ω(u, σ) = (f, λ, τ , ψ). Thus Ω is an isomor-
phism. 
Theorem 4.5 is now a straightforward onsequene of Theorem 3.2 and Lemma
4.8. 
Before oming to the generalized Taft algebras, let us examine the ase of a type
I group datum G = (G, g, χ) where K = Ker(χ) is an abelian group, written as a
diret produt of yli groups K =
∏m
i=1CNi . We have a group isomorphism
H2(K, k˙) ∼=
m∏
i=1
H2(CNi , k˙)×Hom(Λ
2(K), k˙),
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where Hom(Λ2(K), k˙) is the group of alternating bimorphism B : K ×K → k˙ (i.e.
with B(r, r) = 1 for r ∈ K). This isomorphism is Aut(K)-equivariant, the ation
of Aut(K) on Hom(Λ2(K), k˙) being the natural one while we need a few words to
explain the ation on
∏m
i=1H
2(CNi , k˙). Let σ = (σi) ∈
∏m
i=1H
2(CNi , k˙) and let
u ∈ Aut(K) written in a matrix form u = (uij) with uij ∈ Hom(Gj , Gi). Then
σ ← u = (
∏
j
σj ◦ (uji × uji))i.
Thus by Theorem 4.5 we get a bijetion
Gal(A(G)) ∼= k˙/k˙d × (
m∏
i=1
k˙/k˙Ni)×Hom(Λ2(K), k˙)×Hom(K,µd)× k,
and a group isomorphism
BiGal(A(G)) ∼= Aut(K)⋉ ((k˙ ⋉ k)× (
m∏
i=1
k˙/k˙Ni)×Hom(Λ2(K), k˙)×Hom(K,µd)).
The generalized Taft algebra HN,m+1,q with (m + 1) grouplike (m ∈ N) may be
dened as the Hopf algebra assoiated with the group datum G = (Cm+1N , g, χq)
where g is a generator of the rst yli opy of Cm+1N , q is a primitive Nth root of
unity and χq is the harater dened by χq(g) = q and Ker(χ) = C
m
N . We get, after
standard identiations, the result of Shauenburg [16℄
Gal(HN,m+1,q) ∼= k˙/k˙
N × (k˙/k˙N )m × Skewm(Z/NZ)× (Z/NZ)
m × k,
(where Skewm(Z/NZ) is the set of Z/NZ-valued skew-symmetri matries r = (rij),
i.e. with rij = −rji and rii = 0) and a group isomorphism
BiGal(HN,m+1,q) ∼= GLm(Z/NZ)⋉((k˙⋉k)×(k˙/k˙
N )m×Skewm(Z/NZ)×(Z/NZ)
m),
The right ations of GLm(Z/NZ) on eah opy of the right side being the following
ones. The ation on k˙ ⋉ k is the trivial one, the ation on (k˙/k˙N ) is the one in-
dued by the Z/NZ-module struture of k˙/k˙N (see [16℄), and the (right) ations on
Skewm(Z/NZ) and (Z/NZ)
m
are the natural ones (see also [16℄).
Our desription of the group struture of the biGalois group is dierent and
seems to be simpler than the one of Shauenburg in [16℄, who used both an ation
(of GLm(Z/NZ)⋉ (Z/NZ)
m
) and a oyle to desribe the group struture. Let us
try to understand the reasons leading to the use of a oyle.
So let us onsider a deomposable group datum G = (G, g, χ) where G is the
diret produt G = 〈g〉 ×K. We assume that χn = 1 where n = o(g). An element
of Γ(G) may be desribed as an element
(f, ψ1, λ, σ, ψ2) ∈ Aut(K)×Hom(K, 〈g〉) × k˙ ×H
2(K, k˙)×Hom(K,µn)
satisfying χ(f(h))χ(ψ1(h)) = χ(h)ψ2(h), ∀h ∈ K.
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Hene we see that sine χn = 1, the element ψ2 is redundant, and as a set we have
Γ(G) ∼= Aut(K)×Hom(K, 〈g〉) × k˙ ×H2(K, k˙).
The group law is not the one of a simple semi-diret produt, and this is where
oyles ome into play for the desription of the group struture. However when
K = Ker(χ), then ψ1 is redundant with respet to the other data, and in this
partiular setting the group law is the one of a semi-diret produt, as desribed in
Theorem 4.5.
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