Causal inference from observational data requires assumptions. These assumptions range from measuring confounders to identifying instruments. Traditionally, these assumptions have focused on estimation in a single causal problem. In this work, we develop techniques for causal estimation in causal problems with multiple treatments. We develop two assumptions based on shared confounding between treatments and independence of treatments given the confounder. Together these assumptions lead to a confounder estimator regularized by mutual information. For this estimator, we develop a tractable lower bound. To fit the outcome model, we use the residual information in the treatments given the confounder. We validate on simulations and an example from clinical medicine.
Introduction
Causal inference aims to estimate the effect one variable has on another. Such causal inferences form the heart of inquiry in many domains, including estimating the value of giving a medication to a patient, understanding the influence of genetic variations on phenotypes, and measuring the impact of job training programs on income.
Assumption-free causal inferences rely on randomized experimentation [7, 27] . Randomized experiments break the relationship between the intervention variable (the treatment) and variables that could alter both the treatment and the outcome-confounders. Though powerful, randomized experimentation fails to make use of large collections of non-randomized observational data (like electronic health records in medicine) and is inapplicable where broad experimentation is infeasible (like in human genetics). The counterpart to experimentation is causal inference from observational data. Causal inference from observational data requires assumptions. These assumptions include measurement of all confounders [32] , the presence of external randomness that partially controls treatment [3] , and structural assumptions on the randomness [14] .
Though causal inference from observational data has been used in many domains, the assumptions the underlie these inferences focus on estimation in a single causal problem. But many real-world applications consist of multiple causal problems. For example, the effects of genetic variation on various phenotypes [6] or the effects of medications from order sets in clinical medicine [25] consist of multiple causal problems rather than a single causal problem. Considering multiple causal problems make new kinds of assumptions possible.
We formalize multiple causal inference, a collection of causal inference problems with multiple treatments and a single outcome. We develop a set of assumptions under which confounders can be estimated when unmeasured. Two assumptions form the starting point: that the treatments share confounders, and that given the shared confounder, all of the treatments are independent. This kind of shared confounding structure can be found in many domains such as genetics. In genetics, the multiple causal problems are the effects of different genetic variations on different phenotypes. The shared unobserved confounding structure across problems comes from population structure or local correlation structure (such as linkage disequilibrium).
These two assumptions of shared confounding and independent treatments given the confounder imply a probabilistic model for the treatments, confounder, and outcome. This model is akin to generalized factor analysis. Yet shared confounding and independent treatments still leave ambiguity in how to estimate the confounder. This ambiguity lies in how much information the confounder contains about a single treatment given the rest of the treatments.
To respect shared confounding, the information between the confounder and a treatment given the rest of the treatments should be minimal. However, forcing this information to zero makes the confounder independent of the treatments. This can violate the assumption of independence given the shared confounder. To resolve the tension between our two assumptions, we develop the principle of minimal information. This minimal information principle says that the true confounder has minimal information with each treatment, given the rest of the treatmentssubject to the constraint that the confounder should predict each treatment best, given the rest of the treatments. In other words, we try find the confounder that has lowest information with the treatments, while still rendering them independent.
We develop an algorithm for estimating the confounder based on the minimal information principle. The algorithm relies on independently reconstructing each treatment given a stochastic confounder estimated from all of the treatments, while regularizing the mutual information each treatment has with the confounder, given the rest of the treatments. The mutual information is intractable, so we build a lower bound called the multiple causal lower bound (MCLBO).
The last step in building a causal estimator is to build the outcome model. Traditional outcome models regress the confounders and treatments to the outcome [24] . However, since the confounder estimate is a stochastic function of the treatments, it contains no new information about the response over the treatments-a regression on both the estimated confounder and treatments can ignore the estimated confounder. Instead, we build regression models using the residual information in the treatments and develop an estimator to compute these residuals. The assumptions and algorithms we develop strengthen the theoretical basis for existing causal estimation with unobserved confounders such as causal estimation with linear mixed models (LMMs) [17, 21] .
We demonstrate our approach on a large simulation study. Though traditional methods like principal component analysis (PCA) adjustment [42] closely approximate the family of techniques we describe, we find that our approach more accurately estimates the causal effects, especially when the confounder dimensionality is misspecified. Finally, we apply the MCLBO to control for confounders in a medical prediction problem on health records from the Multiparameter Intelligent Monitoring in Intensive Care (MIMIC III) clinical database [16] . We show the effects we recover match those in the literature.
Related Work. Causal inference has a long history in many disciplines including statistics, computer science, and econometrics. A full review is outside of the scope of this article, however, we highlight some of recent advances in building flexible causal models. Wager and Athey [38] develop random forests to capture variability in treatment effects [38] . Hill [13] uses Bayesian nonparametric methods to model the outcome response. Louizos et al. [22] build flexible latent variables to correct for confounding when proxies of confounders are measured, rather than the confounders themselves. Johansson et al. [15] , Shalit et al. [34] develop estimators with theoretical guarantees by building representations that penalize differences in confounder distributions between the treated and untreated.
The above approaches focus on building estimators for single treatments, where either the confounder or a non-treatment proxy is measured. In contrast, computational genetics has developed a variety of methods to control for unmeasured confounding in genome-wide association studies (GWAS). Genome-wide association studies have multiple treatments in the form of genetic variations across multiple sites. Yu et al. [42] , Kang et al. [17] , Lippert et al. [21] estimate kinship matrices between individuals using a subset of the genetic variations, then fit a LMM where the kinship provides the covariance for random effects. Song et al. [35] adjust for confounding via factor analysis on discrete variables and use inverse regression to estimate individual treatment effects. Tran and Blei [37] build implicit models for genome-wide association studies and describe general implicit causal models in the same vein as Kocaoglu et al. [19] . A formulation of multiple causal inference was also proposed by [40] ; they take a model-based approach in the potential outcomes framework that leverages predictive checks.
Our theoretical grounding for multiple causal inference complements this earlier work. We develop the two assumptions of shared confounding and of independence given shared confounders. We describe the information ambiguity inherent in estimating confounders in multiple causal inference and show that a probabilistic model can be insufficient to resolve the ambiguity. We develop a confounder estimator to resolve this by regularization, while minimizing the leave-one-treatment-out prediction error. Earlier work estimates confounders by choosing their dimensionality to not overfit. This matches the flavor of the estimator we develop.
Multiple Causal Inference
The trouble with causal inference from observational data lies in confounders, variables that affect both treatments and outcome. The problem is that the observed statistical relationship between the treatment and outcome may be partially or completely due to the confounder. Randomizing the treatment breaks the relationship between the treatment and confounder, rendering the observed statistical relationship causal. But the lack of randomized data necessitates assumptions to control for potential confounders. These assumptions have focused on causal estimation with a single treatment and a single outcome. In real-world settings such as in genetics and medicine, there are multiple treatments. We now define the multiple causal inference problem, detail assumptions for multiple causal inference, and develop new estimators for the causal effects given these assumptions.
Multiple causal inference consists of a collection of causal inference problems. Consider a set of T treatments t i indexed by i and single outcome y. For example, t i could be the ith medication for a disease given to a patient and y could be the severity of that disease. The patient's unmeasured traits induce a relationship between the treatments and the outcome. The goal of multiple causal inference is to simultaneously estimate the causal effects for all T treatments. We develop two assumptions under which these causal effects can be estimated in the presence of unobserved confounders.
Shared
Confounding. The first assumption we make to identify multiple causal effects is that of shared confounders. The shared confounder assumption posits that confounders are shared across all of the treatments. Under this assumption, each treatment provides a view on the shared confounder. This provides the means to control for confounding on other treatments. This assumption is natural in many problems. For example, in GWAS, treatments are genetic variations and the outcome is a phenotype. Due to correlations in genetic variations caused by ancestry, the treatments share confounding structure.
Independence Given Unobserved Confounders. The shared confounding assumption does not identify the causal effects, since there can be links from treatment t i to treatment t j . In the presence of these links, we cannot get a clear view of the shared confounder. The is because the dependence between t i and t j may be due either to confounding or to the direct link between the pair of treatments. To address this issue, we assume that treatments are independent given unobserved confounders. In the discussion, we explore strategies to loosen this assumption.
Implied Model. We developed two assumptions: shared confounding and independence given the confounder. Together, these assumptions imply the existence of an unmeasured variable z with some unknown distribution such that when conditioned on, the treatments become independent:
Proposition 1 Let ε be independent noise terms, and f , g, h be functions. Then, shared confounding and independence given unobserved confounding imply a generative process for the data that is
We require that any given value of the treatments, t i , be expressible as a function of the treatment noise, ε i , given any value of the confounder, z. Also, we require that the outcome, y, be a non-degenerate function of the treatment noise, ε i , via the treatments, t i . In other words, the treatment noise, ε i , must influence the outcome.
If this model were explicitly given, posterior inference would reveal the causal effects. However, an issue remains. Since the information to infer z comes from the treatments and the outcome, flexible models lead to a problematic ambiguity. Specifically, it is unclear how much information the outcome and each treatment reveal about the confounder. These assumptions lead to the principle of minimal information. This principle says that the confounder retains the minimum amount of information about each treatment needed to reconstruct the other treatments. We formalize the notion of information and develop an estimator that controls the information in the next section.
Confounder Estimation in Multiple Causal Inference
We develop an estimator for the confounder in multiple causal inference without directly specifying a generative model. This estimator finds the confounder with minimum information that reconstructs each treatment given the other treatments. The estimator works via informationbased regularization and cross-validation in a way that is agnostic to the particular functional form of the estimator. We present a tractable lower bound to estimate the confounder.
Information Ambiguity. We formalize the notion of information using mutual information [8] .
Let (a, b) denote the mutual information. The mutual information is nonnegative and is zero when a and b are independent. To understand the ambiguity in building stochastic confounder estimators, consider the information between the estimated confounder and treatment i given the remaining treatments t −i : (t i , z | t −i ). We call this the additional mutual information (AMI). It is the additional information a treatment can provide to the confounder, over what the rest of the treatments provide. The additional mutual information takes values between zero and some nonnegative number. The maximum indicates that z and t −i perfectly predict t i . 1 This range parameterizes the ambiguity of how much information the confounder encodes about treatment i, over the information present in the remaining treatments. 2 At first glance, letting (t i , z | t −i ) > 0 seems to violate shared confounding because the confounder z has information about a treatment that is not in the other treatments. But setting (t i , z | t −i ) = 0 forces the confounder to be independent of all of the treatments. This is in tension with the assumption of the independence of treatments given the confounder. Since if the confounderestimated entropy (t i | t −i ) is bigger than the true entropy under the population sampling distribution F , F (t i | t −i ), the treatments cannot be independent given the confounder.
The minimal information principle can be seen as a balancing of independence given a shared confounder and having a purely shared confounder. This principle can formally be stated as trying to minimize the AMI (t i , z | t −i ) subject to good predictions via the confounder by minimizing predictive entropy (t i | t −i ).
Confounder Estimation. The most general form of a confounder estimator is a function that takes the following as input: noise ε, parameters θ , treatments t j , and outcome y j . Using the outcome without extra assumptions is inherently ambiguous. The ambiguity lies in how much of y j is retained in z j . The only statistics we observe about y come from y or its cross statistics with t. From eq. (1), we know that the cross statistics provide a way to estimate z the confounder. However, since the outcome depends on the treatments, cross statistics between the treatment and outcome could either be from the confounder or from the direct relationship between the treatments and outcome. This ambiguity cannot be resolved without further assumptions like assuming a model. Therefore we focus on estimating the confounder without using the outcome, where the outcome has been marginalized out.
A generic stochastic confounder estimator with marginalized outcome is a stochastic function of the treatments and noise with parameters θ . The posterior of the latent confounder in a model is an example of such a stochastic estimator. To respect the assumptions, we want to find a θ such that conditional on the confounder, the treatments are independent. With the estimator we can directly control the AMI (t i , z | t −i ) via regularization. This contrasts classical latent variable models, where parameters like the dimensionality, flexibility of the likelihood, and number of layers in a neural network control the additional mutual information.
For compactness, we drop the confounder's functional dependence on ε and write z ∼ p θ (z | t). Let p(t) be the empirical distribution over the observed treatments, let β be a parameter, and let α be a regularization parameter. Then we can define an objective that tries to reconstruct each treatment independently given z, while controlling the additional mutual information:
We will suppress the index i in p β when clear. The distributions p β and p θ can be from any class; in practice we use conditional distributions built from neural networks, e.g., z ∼ Normal(µ θ (t), σ θ (t)), where µ and σ are neural networks. This objective finds the z that can reconstruct t most accurately, assuming the treatments are conditionally independent given z. Equation (2) can be viewed as an autoencoder where the code is regularized to limit the additional mutual information, thereby preferring to keep information shared between treatments.
The information regularizer is similar to regularizers in supervised learning. Consider how well the confounder predicts a treatment when estimated conditional on the rest of the treatments. When α is too small for a flexible model, the confounder memorizes the treatment so the prediction error (t i | t −i ) is big. When α is too large, z is independent of the treatments so again the prediction error is big. This mirrors choosing the regularization coefficient in linear regression. When the regularization is too large, the regression coefficients ignore the data, and when it is too small, the regression coefficients memorize the data. As in regression, α can be found by cross-validation. Minimizing the conditional entropy directly rather than by cross-validation leads to the degenerate solution of z having all the information in t.
Since we do not have access to p(t i , z | t −i ), the objective contains an intractable mutual information term. We develop a tractable objective based on the conditional entropy decomposition of conditional mutual information.
Multiple Causal Lower Bound. The conditional mutual information can be written in terms of conditional entropies as
The second term comes from the entropy of p θ (z | t) and is tractable. But the first term requires marginalizing out the treatment t i . This conditional entropy with marginalized treatment is not tractable, so we develop a lower bound. Let p(t i ) be the marginal distribution of treatment i; expanding the integral gives
The lower bound follows from Jensen's inequality. Unbiased estimates of the lower bound can be computed via Monte Carlo. The bound becomes tight as K goes to the number of observations. Substituting this back, the information-regularized confounder estimator objective gives
This gives a tractable lower bound to the information-regularized objective called the multiple causal lower bound (MCLBO).
Algorithm.
To optimize the MCLBO, we use stochastic gradients by passing the derivative inside expectations [41] . These techniques underly black box variational inference algorithms [29, 18, 31] . We derive the full gradients for β and θ in the appendix. With these gradients, the algorithm can be summarized as follows. We choose a range of α values and fit the confounder estimator using the MCLBO. We then select the α that minimizes the entropy i (t i | t −i ) on held-out treatments. In practice, we allow a small relative tolerance for larger α's over the best held-out prediction to account for finite sample estimation error. The algorithm can be seen as learning an autoencoder. The code of the this autoencoder minimizes the information retained about each treatment subject to the code predicting each t i best when the code is computed only from t −i , the remaining treatments.
Necessity of Minimal Information.
Even with an explicit probabilistic model, the minimal information principle is necessary. We provide an example model and population treatment distribution that demonstrates this. Suppose the true treatments t j come from an unconfounded model, where all of the t j are independent. Consider a latent variable model where each observation has a latent variable z and treatment vector t. Let W be a matrix of parameters, let κ and σ be hyperparameters, and let j index observations. Then the model is
The maximum likelihood estimate for the model in eq. (4) with latent size equal to data size given this true model is W * = I(1 − κ), up to rotations. The posterior distribution is
From the posterior, we see that small κ leads to the posterior z memorizing the treatments t-the model learns that all of t is confounded by z, while the true treatments are unconfounded. This problem occurs because there are a class of models indexed by κ that model the observed t and have the same conditional entropy and predictive likelihoods. All additional mutual information regularization values α lead to the same prediction. Satisfying the minimal information principle forces identification, in this case preserving the true unconfounded treatments.
Estimating the Outcome Model
In traditional observational causal inference, the possible outcomes are independent of the treatments given the confounders, so predictions given confounders are causal estimates. With the d o notation that removes any influence from confounding variables, we have
So to estimate the causal effect, it suffices to build a consistent regression model. However with estimated confounders that are stochastic functions of the treatment, this relationship breaks: (z, y) ≤ (t, y) and ( y, z | t) = 0. The confounder has less information about the outcomes than the treatments themselves. Given the treatments, the confounders provide no information about the outcome. The lack of added information means that if we were to simply regress t and z to y, the regression could completely ignore the confounder. Building outcome models conditional on z addresses this issue, but this requires doing regression for every value of z.
A regression conditional on the confounder can only use the part of the treatment that is independent of the confounder. Recovering these independent components allows for the use of regression. Formally, let ε i be the independent component of the ith treatment, then we would like to find a distribution p(ε i | z, t) that maximizes
Optimizing this objective over p(ε i | z, t) and p(t i | z, ε i ) provides stochastic estimates of the part of t i independent of z. We call this leftover part ε i the residuals. These residuals are independent of the confounders and can be used in conjunction with them to estimate the outcome. The residuals mirror instrumental variables; they are independent and affect the outcome only through the treatments. Optimizing eq. (5) can be a challenge both due to the intractable mutual information constraint and that p(t i | z, ε i ) may have degenerate density.
In the appendix, we provide a general estimation technique for the residuals. Here we focus on the degenerate case. Suppose t i ∼ p β (t i | z) in eq. (2) 
, since ε i is independent of z by construction and in conjunction with z perfectly reconstructs t i . This means when the reconstruction in eq. (2) is invertible, independent residuals are easy to compute.
To learn the outcome model, we regress with the residuals and confounder by maximizing
Since ε and z are independent, they provide different information to y. To compute the desired causal estimate, p( y | z, d o(t)) given the learned p( y | z, ε), we can substitute:
The right hand side is in terms of known quantities: the outcome model from eq. (6) and the ε from the confounder estimation in eq. (3). The causal estimate of do(t = t * ) can be computed by averaging over p(z). We call the process of confounder estimation with the MCLBO followed by outcome estimation with residuals the multiple causal estimation via information (MCEI). We formalize causal recovery with MCEI in a simple setting.
Proposition 2 If the confounder is finite dimensional and the treatments are i.i.d. given the confounder, then the multiple causal estimator in eq. (2) combined with eq. (7) recovers the correct causal estimate as T → ∞, N → ∞.
The intuition is that as T → ∞, we get perfect estimates of z. Moreover, the amount of information about each treatment in the confounder goes to zero, so the information ambiguity gets resolved and we return to the classical causal inference setup. Asymptotics require constraints for the outcome model to be well defined. For example, with normally distributed outcomes the variance needs to be finite [10] . This proposition can be generalized to non-identically distributed treatments where posterior concentration occurs.
Experiments
We demonstrate our approach on a challenging simulation where the noise also grows with the amount of confounding. We study multiple variants of this simulation across many replications. In total, we estimate over a hundred different models. We also study a real-world example from medicine. Here, we look at the effects of various lab values prior to entering the intensive care unit on the length of stay in the hospital.
Simulation. Consider a model with real-valued treatments. Let n index the observations and i the treatments. Let W be a parameter matrix, σ be the simulation standard deviation, and D be the dimensionality of z. The treatments are drawn conditional on an unobserved z n as
where γ scales the influence of z n on each of the treatments. The outcomes are drawn in a way so that the effects of ε n and z n cancel each other out. Let b be a vector of weights and σ y be the outcome standard deviation. Then the outcomes are
The amount of confounding grows with γ. Moreover since the weights b are shared and opposite in sign between the treatment part b ε, and confounding part b (W z i ), the effects when simply considering the observed confounded treatment t can cancel each other out. This means to have any hope of recovering the true b requires t i be split apart into the confounded and unconfounded parts. This, combined with the fact the noise grows relative to the unconfounded portion as γ increases, makes this simulation a challenge.
We compare our approach to the PCA correction [42] and the LMM [17, 21] . These approaches should perform well since the process in eq. (8) matches the assumptions behind probabilistic PCA [5] . Both these methods fall into the theoretical framework we developed. For confounder estimation by the MCLBO, we limit our approach to have a similar number of parameters. Details are in the appendix. We study two cases. First, we correctly give all methods the right dimensionality D = 2. Second, we misspecify: all methods use a smaller dimension 2, while the true D = 4, and the reverse setting where the dimensionality (40) is much bigger than the true D = 2. We measure MSE to the true parameters scaled by the true norm. We simulate 10, 000 observations with 50 treatments over 5 redraws. We describe the remaining simulation parameters in the appendix. Figure 1 shows the results. The left panel plots the error for varying levels of confounding when the confounder dimension is correctly specified. We find that confounder estimation with MCEI performs similar to or better than PCA and the LMM. This difference is larger when the confounding grows. This is mostly due to the better variance control from fitting all treatments at once (PCA with all treatments has degenerate design). The middle and right panels show MCEI tolerates misspecification better than PCA and the linear mixed model. 
Clinical Experiment. Length of stay (LOS)
is defined as the duration of a hospital visit. This measure is often used as an intermediate outcome in studies due to the associated adverse primary outcomes. Patient flow is important medically because unnecessarily prolonged hospitalization places patients at risk for hospital acquired infections (among other adverse outcomes). These can be difficult to treat and are associated with significant morbidity, mortality, and cost. Studies have found a 1.37% increase in infection risk and 6% increase in any adverse event risk for each excess LOS day [12, 2] . Also, it is of operational concern for hospitals because reimbursement for medical care is increasingly tied to visit episodes rather than to discrete products or services provided [28] .
The dataset studied in this experiment is comprised of 25753 ICU visits and 37 laboratory tests from the MIMIC III clinical database [16] . We applied our MCEI approach to laboratory tests measured in the emergency department prior to admission as treatments, and a binarized LOS based on the average value as outcome. Laboratory test values were shifted, log-transformed, and then standardized with missing values imputed by randomly sampling the empirical distribution of the laboratory test type.
The results are shown in fig. 2 and correlate well with findings in the literature regarding factors influencing LOS. For example, elevated blood urea nitrogen is associated with states of hypovolemia and hypercatabolism and has been linked to increased LOS in pancreatitis and stroke patients [11, 20] . Elevated white blood cells, or leukocytosis, is one of the main markers for infection and, as expected, infection has been associated with increased LOS, particularly when systemic [4, 36] . Other findings, such as an inverse relationship to potassium (hypokalemia) and platelets (thrombocytopenia) are also supported by the literature [26, 9] .
Discussion
We formalized two assumptions needed for multiple causal inference, namely shared confounding and independence between treatments given the shared confounders. Together, these assumptions imply a minimal information principle that tries to find the confounder that has minimal information with the treatments while rendering the treatments conditionally independent given the confounder. We developed a tractable algorithm to estimate the confounder based on the minimal information principle. We showed how stochastic residuals can be used to estimate the outcome model, and we demonstrated our approach in simulations and on ICU data.
Many future directions remain. First, the assumptions we made are likely not tight. For example, the independence between treatments given the shared confounder could be relaxed to allow a finite number of dependencies between observations. The intuition is that if there is a limited amount of dependence between treatments, the confounder can be estimated from the other treatments. Next, in the algorithm to estimate the information, the lower bound can be replaced by likelihood ratio estimation. This has the added benefit of removing slack from the bound, while also improving numerical stability by avoiding differences of numbers of arbitrary magnitude. In this work, we focused on estimation with a single outcome. With multiple outcomes, new kinds of estimators that are simpler can be developed.
A Appendix
Explicit Ambiguity. We make the idea of explicit ambiguity precise by constructing two models. Both models have the same distribution of treatments and outcomes and have treatments that are independent of the outcome. Take the model
and the model
Both of these models satisfy the independence of treatments given the shared confounder and have the same joint distribution on t, y. But the second model differs in key way. It assumes all of the treatments are due to confounding. Since the two models have the same observed distribution, we need assumptions to choose between them.
We could start by arguing that this model does not satisfy shared confounding because parts of z only relate to a single treatment. Howeverm limiting z by requiring it to contain only shared information θ (t i , z | t −i ) = 0 requires the confounder be independent of the treatments. In practice it can be hard to prevent a confounder from memorizing the ε i , as even a single dimensional z with flexible h i can memorize the treatments. This is why we need the minimal information principle along with the regularizer it induces.
Negative Entropy Lower Bound
The lower bound follows via the relationship from Jensen's inequality, (12)) Update θ and β using stochastic gradient ascent. end Proposition 1. Independence given the confounder means that t i is independent of t j given the unobserved confounder. Shared confounding means there is only a single confounder z. Since the form of f is arbitrary, the distribution on z is arbitrary. Also, since h i is arbitrary the distribution of t j given z is arbitrary. Thus the generative process in Equation (1) constructs treatments that are conditionally independent given the confounder. It can represent any distribution for each treatment given the confounder. The confounder can also can take any distribution. This means that Equation (1) can represent any distribution of treatments that satisfy both assumptions, of shared confounding and of independence given confounding. The outcome function g is arbitrary and so can be chosen to match any true outcome model.
Gradients of the MCLBO.
The first term in the MCLBO denoted and the conditional entropy are all integrals with respect to the distribution p θ (z | t). To compute stochastic gradients, we differentiate under the integral sign as in variational inference. For simplicity, we assume that a sample from p θ (z | t) can be generated by transforming parameter-free noise ε ∼ s through a function z = z(ε, θ , t). This assumption leads to simpler gradient computation [18, 31] . 
Then the gradient with respect to θ can be written as
Sampling from the various expectations gives a noisy unbiased estimate of the gradient. The gradient for β is much simpler, as the sampled distributions do not depend on β:
Sampling from the observed data then sampling the confounder estimate gives an unbiased estimate of this gradient. The confounder estimation for a fixed value of α is summarized in Algorithm 1.
Equivalent Confounders. Invertible transformations of a random variable preserve the information in that random variable. Take two distributions for computing the stochastic confounder z 1 ∼ p 1 (· | t) and z 2 ∼ p 2 (· | t) where z 2 can be written as an invertible function of z 1 . These two distributions have equivalent information for downstream tasks, such as building the outcome model or conditioning on the confounder. This equivalence means we have choice on which member in the equivalence class we choose. One way to narrow the choice is to enforce that the dimensions of z are independent by minimizing total correlation.
