, given a metrizable profinite group G, a cardinal invariant of the continuum fm(G) was introduced, and a positive solution to the Haar Measure Problem for G was given under the assumption that non(N ) fm(G). We prove here that it is consistent with ZFC that there is a metrizable profinite group G * such that non(N ) > fm(G * ), thus demonstrating that the strategy of [6] does not suffice for a general solution to the Haar Measure Problem.
Preliminaries
Convention 1. (1) We denote by ω the set of natural numbers.
(2) Given n < ω, we identify n with the set {0, ..., n − 1} = [0, n).
(3) Given a set X we denote by P(X) the set of subsets of X. (4) Given a set X and n < ω, we denote by [X] n the set of subsets of X of power n. Definition 2. A metrizable profinite group G is a profinite group of the form lim ← −φ i<ω G i , forφ = (ϕ i : i < ω) and ϕ i ∈ Hom(G i+1 , G i ), i.e. G is an inversē ϕ-limit of an (ω, <)-inverse system of finite groups. When the homorphisms ϕ i are clear from the context, we might forget to mentionφ and simply write lim
Notation 3. Given a metrizable profinite group we denote by µ its Haar measure, i.e. the unique translation-invariant probability measure defined on G.
Notation 4. Let 1 < n < ω, A ⊆ G n and g ∈ G. We let:
A g = {(h 1 , ..., h n−1 ) ∈ G n−1 : (h 1 , ..., h n−1 , g) ∈ A}.
Definition 5. Let G be a metrizable profinite group.
(1) We say that X ⊆ G n is an elementary algebraic set if there is a group word w(x,z), with |x| = n, and a sequence of parametersc ∈ G |z| such that:
(2) We say that X ⊆ G n is an elementary algebraic null set if X is an elementary algebraic set which is null with respect to µ (cf. Notation 3). (3) We say that X ⊆ G is Fubini-Markov if either of the following happens:
(a) X is an elementary algebraic null set; (b) there is 1 < n < ω and an elementary algebraic null set A ⊆ G n such that:
Definition 6. Let G be a metrizable profinite group. The cardinal invariant fm(G) is the smallest size of a collection of Fubini-Markov sets whose union has measure 1.
Fact 7. Let G = lim ← −φ i<ω G i be a metrizable profinite group and let π i be the canonical projection of G onto G i , for i < ω. Let U ⊆ G be a closed set of the form:
Proof. Notice that: Definition 8. We denote by N the ideal of null sets in the Cantor space 2 ω , and by non(N ) the minimal cardinality of a non-null subset of 2 ω .
Building Appropriate Finite Groups
Notation 9. Let G be a group andḡ = (g i : i < n), for n < ω, a finite sequence of elements of G. Given I ⊆ n we let g I = i∈I g i ∈ G (if I = ∅, then g I = e).
Definition 10. For 2 4m n < ω such that 2 2 m + 1 n 2 < 1 m , let CR (n,m) be the class of triples (G,ȳ,z) such that: (a) G is a finite group; (b)ȳ = (y i : i < n) is a sequence of pairwise commuting elements of G each of order 2 and such that ȳ G is a subgroup of order 2 n ; (c)z = (z I : I ∈ [n] m ) and z I ∈ G; Lemma 11. For n, m < ω as in Definition 10, CR (n,m) = ∅ (cf. Definition 10).
Proof. Let G 0 be the Abelian group {Z 2 y i : i < 2n}, and, for I ⊆ n, let y I = {y i : i ∈ I} (i.e. we are using Notation 9 in additive notation). For I ⊆ n, let π I ∈ Aut(G 0 ) be such that for every J ⊆ n with J / ∈ {∅, I} we have that:
π I (y J ) = y J and π I (y I ) = y I .
[Why the π I 's exist? Let (y I ℓ : ℓ < n) be a basis of G 0 such that y I 0 = y I , if I = ∅, and any x ∈ G 0 − {e} otherwise (it is well known that every x ∈ G 0 − {e} can be extended to a basis of G 0 ). Let π ′ I be such that, π ′ I (y I ℓ ) = y n+ℓ , for ℓ ∈ (0, n), and π ′ I (y I 0 ) = y I 0 . Then any extension of π ′ I to a π I ∈ Aut(G 0 ) is as wanted.] Let G 1 be the group generated by G 0 ∪ {z I : I ∈ [n] m } freely except for:
(i) the equations of G 0 ; (ii) if I ⊆ n and x ∈ G 0 , then z −1 I xz I = π I (x). Let G be Sym(G 1 ) (the group of permutations of the set G 1 ), interpreting G 1 as a subgroup of G, and let n = |G 1 |. Then clearly n > n 2 (which will be used at the end of the proof). Now, we claim that (G,ȳ,z) ∈ CR (n,m) , forȳ = (y i : i < n) andz = (z I : I ∈ [n] m ). Clearly, clauses (a)-(d) of Definition 10 hold. Finally, concerning condition (e), notice that if s ∈ G − {e}, then:
Definition 12. Let CR be the set of tuples p such that:
and:
i has order 2, for every ℓ ∈ {2, 3} and i < n; (γ) y ℓ i and y ℓ j commute, for every ℓ ∈ {2, 3} and i, j < n; (δ) for every ℓ ∈ {2, 3}, i < n and g ∈ G 1 , y ℓ i commutes with g;
Notation 13. For uniformity of notation, given the context of Definition 12, and in particular k, m and n as there, we will let n = n 2 = n 3 .
Lemma 14. Let p ∈ CR (cf. Definition 12). Then:
Notation 13), for ℓ ∈ {2, 3}, and y (1,x) ∈ G 1 , such that:
where, for ℓ ∈ {2, 3}, we let: 2) , and k = k p . If x 0 , ..., x k−1 ∈ G 2 , then for some I * ⊆ [0, n 2 ) (cf. Notation 13) we have: (2)).
Proof. For η ∈ 2 k , let:
So (I η : η ∈ 2 k ) is a partition of [0, n 2 ) into 2 k parts, hence for some η ∈ 2 k we have that |I η | n 2 /2 k (recall that 2 k | n 2 and k << n 2 ). Now, let I * ⊆ I η be such that it satisfies clause (a) of the statement of the lemma. Then I * is as wanted.
Lemma 16. Let p ∈ CR (cf. Definition 12). If x ℓ ∈ G 2 = G (p,2) , for ℓ < k = k p , then for some I * ⊆ n and c, c * ∈ G 2 we have:
(a) c = y 3 I * and c * = z 1 I * ;
is a partition of G 2 into sets of equal size such that:
where, for I ⊆ I * , we let:
Proof. Let x ℓ ∈ G 2 , for ℓ < k, and let I * ⊆ [0, n 2 ) be as in Lemma 15 with respect to (x 0 , ..., x k−1 ). Let c = {y 3 i : i ∈ I * } = y (3,I * ) and c * = z 1 I * (cf. Definitions 10 and 12). We have to show that (I * , c, c * ) are as wanted. To this extent, let a ∈ G 2 and let: a = y (3,U (3)) y (2,U (2)) y (1,a) be as in Lemma 14(2), for U(ℓ) = U(ℓ, a) ⊆ [0, n ℓ ), and ℓ ∈ {2, 3}. Notice that for ℓ ∈ {2, 3} and I ℓ ⊆ [0, n ℓ ) we have that (y ℓ I ℓ ) −1 = y ℓ I ℓ (cf. Notation 9), since each element of the product has order 2 and they all commute with each others. Then for any a ∈ G 2 we have that (recalling Lemma 14 and letting y (ℓ,U (ℓ)) = y (ℓ,U (ℓ,a)) ): Clearly X = X 1 ∪ X 2 and X 1 ∩ X 2 = ∅. Now, on one hand, we have:
While, on the other hand, we have:
[Why (2) ? First of all notice that: Secondly, notice that: U (3) ) y (2,U (2)) y (1,x) and [y (1,x) , t] = e} (cf. Lemma 14);
(b) and so for t = G 1 − {e} we have:
, t] = e}|; (c) and thus, by (b) and Definition 10(e), we have:
Hence, we have:
That is, Equation (2) holds as promised. This closes the "Why (2)?" above.] Hence, putting together (1) and (2) we have:
by the choice of m and n, in fact by (c) of this lemma we have that |I * | = n 2 /2 k and, by Definition (12)( * ) 0 (d) and Notation 13, n 2 /2 k = n/2 k = 2 k m/2 k = m.
Conclusion 17. Assume that p ∈ CR (cf. Definition 12). If x ℓ ∈ G 2 = G (p,2) , for ℓ < k = k p , then for some c 1 , c 2 ∈ G 2 we have:
Proof. This is clear from Lemma 16 letting c 1 = c and c 2 = c * , for c, c * as there.
The Solution
Notation 18. (Recalling the notation of Definition 12.) We choose (f 1 , g 1 ) and (f 2 , g 2 ) such that:
(a) f 1 , g 1 , f 2 , g 2 are strictly increasing functions from ω ω ;
(b) f ℓ (n) > g ℓ (n), for ℓ ∈ {1, 2} and n < ω;
(c) (f 1 , g 1 ) and (f 2 , g 2 ) are sufficiently different (as in [4] ), e.g., for every i < ω we have 2 2 f 1 (i) < g 2 (i) and 2 2 f 2 (i) < g 2 (i + 1); (d) for every i < ω, there is p i ∈ CR (cf. Definition 12) such that:
(a) f 1 (i) = |G (pi,2) |;
(f ) for i < ω, let (m * i , m * * i ) = (g 2 (i), f 2 (i)); (g) for i < ω, let k pi = k i , m pi = m i , n pi = n i and G * i = G (pi,2) ; (h) let G * = i<ω G * i .
Observation 19. (1) For every i < ω, G * i is a finite group. (2) G * is a metrizable profinite group (cf. Definition 2).
Proof. Item (1) is by Lemma 14. Item (2) is by definition.
Notation 20. (1) We denote by w(x, y,z), forz = (z 1 , z 2 ), the group word:
From now till the end of the paper the letter w will denote this specific word.
(2) Recall Notation 3, i.e. we denote by µ the Haar measure.
Notation 21. (1) Forc ∈ G * × G * , let:
Lemma 22. A sufficient condition for fm(G * ) λ (cf. Definition 6) is:
i ] ki of cardinality λ such that:
Proof. For every ν ∈ F and i < ω, Hence, by (a') and (b'), we have that {Xc ν : ν ∈ F } is a witness for fm(G * ) λ.
Lemma 23. Recalling Notation 18(f), a sufficient condition for non(N ) > λ (cf. Definition 8) is:
(⋆) 2 for every Y ⊆ i<ω m * * i of cardinality λ there is ν such that: (a) ν ∈ i<ω [m * * i ] m * i ; (b) if η ∈ Y , then, for infinitely many i < ω, we have that η(i) ∈ ν(i).
Proof. This is because denoting by µ (resp. µ * ) the Lebesgue measure (resp. the outer Lebesgue measure) of the Polish space i<ω m * * i we have that: µ * (Y ) µ * ({η ∈ X : ∃ ∞ i(η(i) ∈ ν(i))} Theorem 24. Assume that V |= CH. Then for some ℵ 2 -c.c. proper (in fact even cardinal preserving) forcing P we have that in V[P] both of the conditions below are satisfied: (a) the statement (⋆) 1 from Lemma 22 for λ = ℵ 1 ; (b) the statement (⋆) 2 from Lemma 23 for λ = ℵ 1 .
