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ALLOCATION DE RESSOURCES À EFFICACITÉ ÉNERGÉTIQUE DANS DES
RÉSEAUX D’ACCÈS RADIO-CLOUD À CAPACITÉ LIMITÉE DU FRONTHAUL
Phuong Thi Thu LUONG
RÉSUMÉ
Au cours des dernières années, les réseaux d’accès radio cloud (C-RAN) ont continuellement
démontré leur rôle à titre de candidat technologique fort prometteur pour relever les nom-
breux déﬁs liés à l’avènement des réseaux mobiles de cinquième génération (5G). Dans les
C-RANs, les modules capables de traiter les données et les signaux radio sont physiquement
séparés en deux groupes fonctionnels principaux : le groupe BBU (Baseband Unit) constitué
de plusieurs BBUs sur le cloud et les réseaux d’accès radio (RAN) composés de plusieurs têtes
de radiocommande à faible puissance (RRH) dont la fonctionnalité est simpliﬁée grâce à la
transmission / réception radio. Grâce à la capacité de calcul centralisée du cloud computing,
les C-RANs permettent une coordination entre les RRHs aﬁn d’améliorer signiﬁcativement
l’efﬁcacité spectrale réalisable, permettant ainsi de satisfaire la demande croissante des util-
isateurs. Par surcroît, cette performance améliorée peut être obtenue en mode d’économie
d’énergie, créant ainsi une perspective de C-RAN écoénergétique. On notera qu’une telle
amélioration peut être réalisée dans une condition idéale de fronthaul avec une capacité très
élevée et stable. Cependant, en pratique, les liens fronthaul dédiés doivent être substantielle-
ment divisés pour connecter une grande quantité de RRH au cloud, conduisant à un scénario de
capacité limitée de fronthaul pour chaque RRH. Cela impose une limite supérieure à l’efﬁcacité
spectrale de chaque utilisateur, limitant ainsi la performance des C-RANs. Pour tirer pleine-
ment proﬁt des C-RANs écoénergétiques tout en respectant leurs caractéristiques strictes en
matière de capacité de transmission fronthaul, il est ainsi essentiel de concevoir un réseau plus
approprié et plus efﬁcace.
L’objectif principal de cette thèse est d’optimiser l’empreinte écologique des C-RANs en terme
d’efﬁcacité énergétique dans des conditions de capacité de fronthaul non idéales, à savoir une
conception économe en énergie dans des C-RANs à capacité de fronthaul limitée. En déter-
minant conjointement la formation du faisceau d’émission, la sélection RRH et l’association
RRH- utilisateur, notre étude cible les trois problèmes de conception essentiels suivants : le
compromis optimal entre la maximisation du débit et la minimisation de la consommation én-
ergétique totale, l’efﬁcacité énergétique maximale dépendante du modèle de puissance du débit
adaptatif, la conception optimale de l’informatique virtuelle efﬁcace concernant l’économie
d’énergie ainsi que l’allocation des ressources radio dans les C-RANs virtualisés. Les contri-
butions signiﬁcatives et les éléments novateurs de ces travaux sont décrits dans les chapitres
suivants.
Premièrement, nous présentons au chapitre 3 la conception conjointe de la formation de fais-
ceau d’émission, la sélection RRH et l’association RRH-utilisateur pour optimiser le compro-
mis entre la maximisation du débit et la minimisation de la consommation énergétique totale
dans les liaisons descendantes des C-RANs. Nous avons développé un algorithme puissant
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avec une haute complexité et deux nouveaux algorithmes de faible complexité pour résoudre
respectivement les solutions optimales globales et celles sous-optimales de haute qualité. Les
résultats de ce chapitre montrent que les algorithmes proposés, en plus de surmonter la réso-
lution du problème non convexe difﬁcile dans un temps polynomial, surpassent également les
techniques proposées dans la littérature sur le plan de la convergence et de la performance du
réseau.
Deuxièmement, nous avons proposé dans le chapitre 4 un nouveau modèle reﬂétant la dépen-
dance de la puissance consommée sur le débit de données de l’utilisateur et met en évidence
son impact à travers divers métriques d’efﬁcacité énergétique dans les C-RANs. La perfor-
mance dominante du modèle des résultats du chapitre 4, comparée au modèle conventionnel
sans puissance adaptée en fonction du débit, corrobore l’importance du nouveau modèle pro-
posé pour conserver de manière appropriée la puissance du système et obtenir la performance
C-RAN la plus économe en énergie.
Enﬁn, nous avons proposé dans le chapitre 5 un nouveau modèle sur le centre du cloud qui
permet la virtualisation et l’allocation adaptative des ressources informatiques selon le traﬁc
signiﬁcatif de données pour conserver plus de puissance. Un problème de conception conjointe
de la ressource informatique virtuelle avec le beamforming, la sélection RRH, et l’association
RRH-utilisateur qui maximise l’efﬁcacité énergétique C-RAN virtualisée est considéré. Pour
faire face au problème de taille complexe sur l’optimisation formulée et aboutir à la solution, un
nouvel algorithme efﬁcace avec une plus faible complexité par rapport au travail précédent a été
développé. À partir de différentes évaluations, les résultats obtenus démontrent la supériorité
des concepts proposés par rapport aux travaux conventionnels.
Mots-clés: Beamforming, réseau d’accès radio cloud, fronthaul limité, optimisation
ENERGY-EFFICIENT RESOURCE ALLOCATION IN LIMITED FRONTHAUL
CAPACITY CLOUD-RADIO ACCESS NETWORKS
Phuong Thi Thu LUONG
ABSTRACT
In recent years, cloud radio access networks (C-RANs) have demonstrated their role as a
formidable technology candidate to address the challenging issues from the advent of Fifth
Generation (5G) mobile networks. In C-RANs, the modules which are capable of processing
data and handling radio signals are physically separated in two main functional groups: the
baseband unit (BBU) pool consisting of multiple BBUs on the cloud, and the radio access
networks (RANs) consisting of several low-power remote radio heads (RRH) whose function-
ality are simpliﬁed with radio transmission/reception. Thanks to the centralized computation
capability of cloud computing, C-RANs enable the coordination between RRHs to signiﬁ-
cantly improve the achievable spectral efﬁciency to satisfy the explosive trafﬁc demand from
users. More importantly, this enhanced performance can be attained at its power-saving mode,
which results in the energy-efﬁcient C-RAN perspective. Note that such improvement can be
achieved under an ideal fronthaul condition of very high and stable capacity. However, in prac-
tice, dedicated fronthaul links must remarkably be divided to connect a large amount of RRHs
to the cloud, leading to a scenario of non-ideal limited fronthaul capacity for each RRH. This
imposes a certain upper-bound on each user’s spectral efﬁciency, which limits the promising
achievement of C-RANs. To fully harness the energy-efﬁcient C-RANs while respecting their
stringent limited fronthaul capacity characteristics, a more appropriate and efﬁcient network
design is essential.
The main scope of this thesis aims at optimizing the green performance of C-RANs in terms
of energy-efﬁciency under the non-ideal fronthaul capacity condition, namely energy-efﬁcient
design in limited fronthaul capacity C-RANs. Our study, via jointly determining the trans-
mit beamforming, RRH selection, and RRH–user association, targets the following three vital
design issues: the optimal trade-off between maximizing achievable sum rate and minimiz-
ing total power consumption, the maximum energy-efﬁciency under adaptive rate-dependent
power model, the optimal joint energy-efﬁcient design of virtual computing along with the ra-
dio resource allocation in virtualized C-RANs. The signiﬁcant contributions and novelties of
this work can be elaborated in the followings.
Firstly, the joint design of transmit beamforming, RRH selection, and RRH–user association
to optimize the trade-off between user sum rate maximization and total power consumption
minimization in the downlink transmissions of C-RANs is presented in Chapter 3. We develop
one powerful with high-complexity and two novel efﬁcient low-complexity algorithms to re-
spectively solve for a global optimal and high-quality sub-optimal solutions. The ﬁndings in
this chapter show that the proposed algorithms, besides overcoming the burden to solve dif-
ﬁcult non-convex problems within a polynomial time, also outperform the techniques in the
literature in terms of convergence and achieved network performance.
XSecondly, Chapter 4 proposes a novel model reﬂecting the dependence of consumed power
on the user data rate and highlights its impact through various energy-efﬁciency metrics in C-
RANs. The dominant performance of the results form Chapter 4, compared to the conventional
work without adaptive rate-dependent power model, corroborates the importance of the newly
proposed model in appropriately conserving the system power to achieve the most energy-
efﬁcient C-RAN performance.
Finally, we propose a novel model on the cloud center which enables the virtualization and
adaptive allocation of computing resources according to the data trafﬁc demand to conserve
more power in Chapter 5. A problem of jointly designing the virtual computing resource to-
gether with the beamforming, RRH selection, and RRH–user association which maximizes the
virtualized C-RAN energy-efﬁciency is considered. To cope with the huge size of the formu-
lated optimization problem, a novel efﬁcient with much lower-complexity algorithm compared
to previous work is developed to achieve the solution. The achieved results from different
evaluations demonstrate the superiority of the proposed designs compared to the conventional
work.
Keywords: Beamforming, cloud radio access network, limited fronthaul, optimization
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INTRODUCTION
Recently, the demand to serve ubiquitously an incredibly huge amount of wireless devices
from the proliferation of Internet of Things (IoT) has been exponentially increasing. This
drives wireless technology and its vertical businesses as one of the most growing industries in
this decade (Ghanbari et al., 2017). With more than 50 billions connected devices at the end
of 2020 (Peng et al., 2015), wireless services are pertinent to providing high-speed, ultra-high
reliability, ultra-low latency, and ubiquity to cope with a wide classiﬁcations of use–case ap-
plications. These new uses of wireless applications are found through various domains such
as augmented and virtual reality, high deﬁnition video streaming, social networks, machine-
to-machine communications, automatic driving and ﬂying, tactile Internet, etc (c.f. Fig. 0.1).
While technological efforts in dealing with the data–hunger phenomenon are underway, the
issues of envisaging much more power consumption scaling with the tremendous surge of
wireless devices is obviously inevitable. Not only that this is the dominant source of environ-
mental pollution via emitting CO2 in the air, but also it raises additional expensive cost to the
existing expenses of network capital expenditure (CAPEX) and operating expenditure (OPEX).
Therefore, achieving greener communications in terms of energy-efﬁcient solution along with
the development of future technologies is utmost imperative towards the Fifth Generation (5G)
implementation.
To satisfy all the angles of 5G’s requirements, recent updates in all 5G’s technology candi-
dates are able to radically deliver the superior enhancement of system capacity, data rate, la-
tency and more importantly, energy-efﬁciency. Among the key enablers of 5G such as massive
multiple-input multiple-output (MIMO), millimeter wave (mmWave) communications, dense
heterogeneous networks (HetNets), or full-duplex transceivers, cloud radio access networks
(C-RANS) emerge as a tangible technology candidate to achieve such plausible green solution.
By bridging the conventional radio access networks (RANs) and cloud computing technol-
ogy using fronthaul connections, C-RANs possess all the advantages of centralized computing
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Figure 0.1 Different use-case applications in 5G (Intelligence,
2014).
and virtualization capabilities in cloud computing and virtualization technology together with
the autonomy, ubiquity, low-power operation in small cells. Thus, it can leverage the sys-
tem energy-efﬁciency by improving system spectrum efﬁciency and reducing overall power
consumption via non-trivial radio resource allocation design, thanks to the centralized coordi-
nation on the cloud. One bottleneck challenge of C-RANs is that, in practice, the high capacity
fronthaul links are greatly divided into ﬁnite capacity ones to support a dense deployment
of RAN, e.g., remote radio head (RRH). This leads to a limited data rate ﬂow to/from the
cloud center, which could degrade or jeopardize the C-RAN’s operation if network resource is
under- or over-utilized, respectively. In light of this, this thesis mainly focuses at the designs of
three major components of C-RANs, namely transmit beamforming, RRH idle/active selection,
RRH–user association, which maximizes the C-RAN energy-efﬁciency.
3The organization of this thesis, which contains 6 chapters, is as follows. Chapter 1 intro-
duces the overview of C-RANs concerning about the energy-efﬁciency issues, the motivations,
the problem objectives together with its novel contributions, and the proposed methodology.
Chapter 2 surveys the literature review of prior work on C-RANs. Then, each following chapter
presents an article which has been published, or submitted in a peer-reviewed journal.
Speciﬁcally, Chapter 3 presents the ﬁrst article’s work on a joint design of RRH-user associa-
tion, RRH selection and beamforming in a downlink limited fronthaul C-RAN which simulta-
neously maximizes the achievable sum rate and minimizes the total power consumption. The
formulated problem is a mixed integer non-linear program due to the joint appearance of binary
variables and non-convex functions, which is generally difﬁcult to solve. Based on this, var-
ious algorithmic approaches at different complexity levels are proposed to solve for solution.
First, a high-complexity branch-and-bound based algorithm is developed to compute a global
optimal solution. Second, a method based on novel transformation techniques, successive con-
vex approximations, and Lipschitz continuity property is proposed to drive the problem into
a series of approximated mixed integer second order cone programming (MI-SOCP), which
can be sequentially solved by modern dedicated solver until convergence. The third approach
relaxes the binary variables into continuous ones, iteratively solves a sequence of relaxed con-
tinuous SOCP problems, and performs a post-processing procedure to seek for a feasible value
of the binary variable, until convergence. Towards the end of this chapter, the framework of
sparsity-inducing regularization is used to develop another low-complexity efﬁcient algorithm
based on SOCP, which also iteratively solves the approximated problems until convergence.
Extensive numerical results show that the developed algorithms always outperform the con-
ventional solution approaches in terms of algorithm’s convergence speed and achieved system
performance.
4Chapter 4 presents the second article’s work on a joint design of RRH-user association, RRH
selection, and beamforming in a downlink limited fronthaul C-RAN which maximizes each of
the following three metrics:
- Global energy-efﬁciency: deﬁned as the ratio of sum achievable rate over the total power
consumption.
- Weighted sum of energy-efﬁciency: deﬁned as the weighted sum of all individual RRH’s
energy-efﬁciency, where each individual energy-efﬁciency term is computed as the ratio of
achievable rate over the power consumption at that RRH.
- Minimum of all individuals’ energy-efﬁciency (fairness): deﬁned as the smallest individual
energy-efﬁciency among all considered RRH.
In all problems, a novel rate-dependent model, which more accurately characterizes the behav-
ior of total power consumption than conventional work, is proposed. Based on the developed
solution framework in Chapter 3, Chapter 4 investigates the impact of using a precise power
consumption’s model on improving the achieved energy-efﬁciency in limited fronthaul capac-
ity C-RANs.
Chapter 5 presents the third article on energy-efﬁcient resource allocation of limited fronthaul
capacity C-RANs with virtualization. In particular, this chapter proposes a novel virtual com-
puting resource allocation (VCRA) scheme, in which the incoming user trafﬁc is adaptively
split into smaller workload fractions and parallelly processed by virtual in the BBU pool. Each
virtual machine can be accordingly active (or idle) and allocated with a sufﬁcient amount of
virtual computing resource to conserve more power. Based on this scheme, a problem of jointly
designing the virtual computing resource along with the radio resource allocation which max-
imizes the system energy-efﬁciency in the virtualized limited-fronthaul C-RAN is formulated.
Then, a novel algorithm, which is based on the difference of convex (D.C.) technique combined
5with Lipschitz continuity, with much lower complexity than the previous solution approaches
in Chapter 3 and 4 is developed to solve the formulated problem at the best efﬁcient way.
Numerical results show that the proposed VCRA model together with the newly developed al-
gorithm signiﬁcantly outperforms other conventional designs in terms of algorithm’s efﬁciency
and achieved system performance.

CHAPTER 1
CLOUD RADIO ACCESS NETWORKS: OVERVIEW, MOTIVATIONS,
CHALLENGES, RESEARCH OBJECTIVE, METHODOLOGY
1.1 Overview
Towards the end of current decade, mobile wireless networks will experience several updates
along the announcement of 5G standardization (Andrews et al., 2014; Boccardi et al., 2014).
The emergence of 5G, as being well-known for its promises on the enhancement over several
domains (Qualcomm, 2016), as depicted in Fig. 1.1, has become the most anticipated topic
for the last few years. Many technologies such as massive MIMO, mmWave, or dense net-
works (Chin et al., 2014) have been lending themselves as the promising candidates to fulﬁll
the aforementioned goals by enhancing the conventional transmission quality with advanced
hardware upgrades and groundbreaking technologies, mainly at the serving base station (BS)
side. In particular, the BSs can either be equipped with a large scale number of antenna array
(Larsson et al., 2014; Nguyen et al., 2015; Nguyen & Le, 2015; Hoydis et al., 2013), migrate
wireless transmissions to a much higher mmWave frequency band (Ayach et al., 2014; Hur
et al., 2013), be densely deployed over the cellular coverage (Bhushan et al., 2014), or even
join these techniques altogether to suit future network performance with the 5G’s requirement.
Beside the rate-prioritized expectations, improving the network energy-efﬁciency has been re-
cently highlighted as an important issue and rapidly drawn signiﬁcant attention from academic
and industrial research. According to a report in (Peng et al., 2015), the total power consump-
tion contributed by the cellular network sector is roughly 60 billions kWh per year, where 80%
of energy demand is from the BS side (Auer et al., 2011). This subsequently causes hundreds
of millions of polluted carbon dioxide emission annually, which is envisioned to be doubled
by 2020. Obviously, an intense increase of BS deployment can tremendously raise consumed
power and environmental responsibility cost (OPEX) to an incredible ﬁgure. Note that this is in
addition to the inherent expensive expenditure CAPEX, which handles the network planning,
site acquisition, radio frequency (RF) hardware, baseband hardware, software licenses, leased
8line connections, installation, civil cost and site support, like power and cooling. Achieving an
energy-efﬁcient network in 5G is therefore seeking for a practical solution which harmonizes
the improvement of system throughput at the most plausible cost of power consumption.
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Figure 1.1 Expected enhancement of 5G of different use cases
(Qualcomm, 2016).
C-RAN emerges as a prominent technology which can efﬁciently overcome this energy-efﬁcient
barrier to achieve a greener future network (Rost et al., 2014; Abid et al., 2011). Unlike tra-
ditional cellular networks, the general structure of C-RANs aims at physically separating the
computing and radio transmission modules. The computing components are gathered on the
cloud center to form a pool of base band unit (BBU), where using virtualization technique
to control computing resources strengthens the centralized coordination’s capability for heavy
signal processing tasks. On the other hand, each radio transmission unit, as known as remote
9radio head (RRH), is typically simpliﬁed with a RF module to transmit/receive signal to/from
users. By either using ﬁber or wireless fronthaul links to connect these two cloud-based and
radio-based component types, C-RANs are successful in fusing the fruitful advantages of joint
transmission coordination from Coordinated Multi-Point Communications (CoMP) (Irmer et
al., 2011; Lee et al., 2012) and inexpensive deployment of low-power RRHs at a enormous
density from Ultra-Dense heterogeneous Networks (UDN) (Ge et al., 2016), thus advances as
a pragmatic energy-efﬁcient solution.
1.1.1 C-RAN Structure
A basic architecture of C-RAN including the RRHs connected to the BBU pool via multiple
fronthaul connections (Wu et al., 2015) is depicted in Fig. 1.2. The three components’ features
can be further detailed as follows:
- RRH: In contrast to the traditional cellular BS whose BBUs are internally integrated, RRH
is only equipped with radio units and spatially separated far from the BBUs, which are
located in the cloud center. In fact, each RRH only accounts for the compression and
transmission/reception of radio signals to/from users, which has similar functionalities of
small cell BSs in heterogeneous networks (Nguyen et al., 2013, 2012a,b; Nguyen & Le,
2014b,a; Chandrasekhar et al., 2008). In particular, a RRH can operate on both uplink (UL)
and downlink (DL) to communicate with its served users where its main tasks include the
digital processing, digital to analog conversion (DAC), analog to digital conversion (ADC),
power ampliﬁcation, ﬁltering, RF transmission and hnadling interface of fronthaul link for
the data transportation to/from the BBU pool.
- BBU Pool: BBU pool consists of multiple BBUs which collocate in the cloud center. BBU
pool’s main functionalities include the radio resource control (RRC) in Layer 31, transport
medium access control (MAC) in Layer 2 and channel coding/decoding, quantization, an-
tenna mapping, resource block mapping, sampling, modulation, inverse fast Fourier trans-
1 Please refer to the 7 layers of the OSI system.
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form (IFFT) in Layer 1 (c.f. Fig. 1.3). By centrally coordinating all the central processing
units (CPUs), a BBU pool can handle the sophisticated baseband signal processing and
even compute optimal radio resource allocation such as transmit beamforming or power for
the RRHs’ transmissions/receptions. In general, a BBU pool often applies two transpira-
tion mechanisms: compression-after-precoding and compression-before-precoding. In this
ﬁrst mechanism, the BBU pool precodes the beamforming vectors intended for the RRHs,
then compresses the precoded data and forwards it to RRHs via the corresponding fronthaul
links. In the second one, the BBU pool forwards the compressed beamforming vectors to
RRHs, and the RRHs precode the received signals and transmit them to the UEs.
- Fronthaul link: A fronthaul link can be a wired or wireless connection that connects the
BBU pool to the corresponding RRHs using a speciﬁc interface. The in-phase/quadrature
(I/Q) data transmission protocol between RRH and the BBU pool in the fronthaul link can
be bidirectional such as Common Public Radio Interface (CPRI) (Doc, 2013), Open Base
Station Architecture Initiative (OBSAI) (Doc, 2006) and Open Radio equipment Interface
(ORI) (Doc, 2011). Fronthaul links can be generally categorized into two types: ideal and
non-ideal limited fronthaul. In the ideal fronthaul case, optical ﬁber cables of high capacity
are used to guarantee fronthaul data transportation with low latency and high reliability. In
contrast, the non-ideal limited fronthaul often refers to wireless communications to offer an
inexpensive and ﬂexible solution for fronthaul data transmissions. Due to the challenges of
wireless channel attenuation and wireless transmissions’ concurrency, non-ideal fronthaul
capacity is limited at some ﬁnite value, which set a remarkable upper-bound for the potential
performance of C-RANs. Table 1.1 summarizes the up-to-date wireless technologies for the
non-ideal fronthaul used in practical C-RANs.
1.1.2 C-RAN Functional Split
A typical C-RAN contains a certain set of functionalities belonging to either the BBU pool or
RRH. However, these functionalities are ﬁxed at one place and can be adaptively equipped at
the BBU or RRH depending on the operator’s demand. Based on the quality of the fronthaul
11
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Figure 1.2 System architecture for the deployment of Cloud
radio access network (C-RAN) into the existing cellular network.
connections and the functionalities equipped at the BBU pool and each RRH, C-RAN operation
can be categorized, according to Fig. 1.3, into three types in term of the network coordination
level:
- Full centralization: The BBU pool is responsible for the functions of baseband physical
layer, MAC layer, and network layer which manage the operation of all RRHs. The BBUs
that operate in this coordination level contains all the tasks of signal processing and resource
management similar to the traditional cellular BS but suffers heavy burden from the limited
fronthaul conditions since extremely high data trafﬁc is transmitted between the RRH and
the BBU pool via the fronthaul links. The required fronthaul data rate, denoted as RFH,
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Table 1.1 Different Fronthaul Technology
Fronthaul Technology Latency (per hop) Throughput Topology
mmWave 60GHz Unlicensed
≤ 5 ms ≤ 800 Mbps PtP (LOS)
≤ 200 μs ≤ 1 Gbps PtP (LOS)
mmWave 70-80GHz Light licensed ≤ 200 μs ≤ 2.5 Gbps PtP (LOS)
Microwave 28-42 GHz licensed
≤ 200 μs ≤ 1 Gbps PtP (LOS)
≤ 10 ms ≤ 1 Gbps PtmP (LOS)
Sub-6 GHz Unlicensed or licensed
≤ 5 ms ≤ 500 Mbps PtP (LOS)
≤ 10 ms ≤ 500 Mbps PtmP (NLOS)
≤ 5 ms ≤ 1 Gbps PtmP (NLOS)
Dark Fibre 5 μs/km × 2 ≤ 10 Gbps PtP
CWDM 5 μs/km × 2 ≤ 10N Gbps (N ≤ 8) Ring
Metro Optical Network 250 μs ≤ 1 Gbps Mesh/Ring
PON (Passive Optical Networks) ≤ 1 ms 100 Mbps–2.5 Gbps Ptmp
xDSL 5-35 ms 10 Mbps–100 Mbps PtP
which is responsible for I/Q data transportation, can be computed as (Wübben et al., 2014)
RFH = 2N0 fsNQNR (1.1)
where N0, fs,NQ, and NR are the oversampling factor, sampling frequency, quantization
bits per I/Q and number of receive antenna, respectively. This coordination level embraces
the existence of low-cost RRH, where no digital processing unit is required. However,
utilization of signal processing and beamforming techniques is necessarily optimized to
reduce the trafﬁc within the fronthaul link and harness the advantages of this setting.
- Partial centralization: The RRH is functioned with some additional baseband signal pro-
cessing functions beside the RF capability. This means that the BBU pool tasks are facil-
itated with less operations on the baseband signal processing, while still include the MAC
and network layer tasks. At this level, the signal processing tasks such as forward-error-
correction or decoding are executed at the RRH side, resulting in the pure MAC payload
inside the fronthaul link to/from the BBU. Depending on modulation and coding scheme,
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the resulting fronthaul data rate is approximated as
RFH =
NSCηS
Ts
(1.2)
where NSC,Ts, η , and S are number of used sub-carriers, symbol duration, resource ele-
ment utilization, and spectral efﬁciency, respectively. This category can potentially provide
great reduction of fronthaul signaling overhead and alleviation of limited fronthaul con-
straint. However, its implementation is very complicated and requires further research to be
conducted in industrial operation.
- Hybrid centralization: This is considered a special case of full centralization, where a
subset of base band processing physical layer is avoided at the BBU to be assembled into a
new separated processing unit, which can ﬂexibly be a part of the BBU pool. The beneﬁt
of this structure is its ﬂexibility to allocated resource to support the joint operation of BBU
and RRH and thus embrace the network reconﬁguration and reduce energy consumption in
the BBUs to achieve higher system energy-efﬁciency. If the cyclic preﬁx and fast Fourier
transformation units are equipped to RRH to process the baseband signal, the required
fronthaul data rate is signiﬁcantly decreased as
RFH =
2NSCNQNR
Ts
(1.3)
1.1.3 Virtualization in C-RANs
Virtualization technology basically separates resources into virtual entities from the underlying
physical hardware (Liang & Yu, 2015; Hawilo et al., 2014). In C-RANs, virtualization is used
to create a virtualized BBU pool that is operated on different commercial servers. In fact, the
virtualized network functions and protocols can be deployed in a virtualized network that con-
nects several virtual machines through virtual links, enabling the division of computing-related
resources existing in the BBU pool such as data storage, memory size, CPU capacity to run
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Figure 1.3 Three types of centralization in C-RAN.
different applications, operating systems and controls. Thus, C-RAN network virtualization
reduces the cost of hardware utilization and increases the scalability of dynamically activat-
ing/deactivating the virtual resources. It allows C-RAN to inherit the technologies related to
cloud computing and virtualization such as the Network Function Virtualization (NFV) and
Software Deﬁned Network (SDN) in order to ﬂexibly support a broad range of services and
multiple operators that are not achievable in traditional RANs.
Softwared Deﬁned Network
SDN is the technology which splits the control and data planes. It enables the programmability
and global management of network control via the external applications and the underlying
infrastructure. These network controls can be reprogrammed, abstracted, and adjusted to suit
with various applications and network services. Moreover, SDN based controller can offer
available open interfaces between the devices and network controllers of different protocols
from various vendors. With these capabilities, SDN is the key technique to provide an effective
control plane in C-RAN’s development towards 5G. Although SDN is not the topic focused in
this thesis, it is brieﬂy dicussed in this paragraph to complete the C-RAN concept.
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Network Function Virtualization
NFV allows the functions specially developed for the networking purposes to be virtualized
and complete general computing tasks. By using the virtualization technique, multiple net-
work functions can operate through the software installed in the data center. This means that
the different network devices such as packet gateways, routers, switches, and hubs can be
replaced by virtualized functions operated on the common off-the-shelf servers. Thus, NFV
provides network to achieve ﬂexibility and scalability to deal with the changes of network’s
environment as well as enhances the hardware utilization by using software update rather than
hardware update. In C-RAN, with resource cloudiﬁcation in the centralized fashion, it is more
beneﬁcial to develop NFV. By using virtualization techniques to transform the physical CPUs
into multiple virtual machines, the computing capability improves signiﬁcantly and efﬁciently.
In particular, it enables a more dynamic and scalable system operation to cope with the tempo-
ral and spatial trafﬁc ﬂuctuations. Consequently, NFV can reduce the network operation cost,
exposes more software services, and provide ﬂexible solutions.
1.2 Motivations
1.2.1 Beneﬁts of C-RANs
Throughput Enhancement
From the basic architecture of C-RANs, it is obvious that numerous RRHs can be centrally
coordinated in the cloud center, thanks to the fronthaul connections. Depending on how the
centralization level is authorized in Section 1.1.2, C-RANs can accordingly allow a suitable co-
ordination between RRHs by allocating appropriate resource allocation such as transmit power
(or beamforming) so that users sharing the same time-frequency resources are simultaneously
served at higher achievable rate. In fact, having multiple coordinated BSs signiﬁcantly in-
creases the degrees of freedom of transmissions similar to the MIMO scenario, so that beam-
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foming techniques can be leveraged to improve cell-edge users while maintaining the good
performance of the cell-centered users.
In the literature, the technique which exploits MIMO and interference management through BS
cooperation is inspired by the CoMP strategy (Lee et al., 2012). In CoMP, there are two levels
of coordination, which are also widely used in the context of C-RANs. The ﬁrst approach is
the multi-point coordination, where the cooperative BSs only share CSI, but not the transmit
signals. Hence, the resulted CoMP system is similar to the multi-cell networks, where each
BS transmits data to its users and often suffers from the neighboring inter-cell interference.
By sharing CSI, the set of radio resources such as power allocation (or transmit beamforming)
is jointly computed for all the considered BSs at a central server to control interference and
optimize the overall system performance.
The second approach is multi-point joint transmission, where BSs now share all the CSI to-
gether with transmit data. The BSs are now in full-cooperation mode. Hence, the resulted
system is similar to the MISO multi-user networks, where the cooperative BSs cooperatively
forms a centralized multi-antenna BS to simultaneously beamform data to all users. Fig. 1.4
illustrates the differences between the multi-point coordination and multi-point joint transmis-
sion. Note that users in this scenario still suffer from co-channel inter-user interference, but
now with multi-antenna beamforming technique, interference can be better suppressed or mit-
igated to achieve a much higher gain in system performance compared to the ﬁrst approach.
One main drawback of CoMP joint transmission is that the signaling overhead to backhaul data
between BSs towards the central server is excessive which drives the system viability far from
practical implementation.
Power Conservation
The radio part of C-RANs mainly includes the low-power short-range cost-efﬁcient RRH,
which greatly reduces the overall network power consumption. Under the centralized con-
trol of BBU pool, some RRHs can be adaptively switched between active and idle modes to
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Figure 1.4 Coordinated beamforming and joint transmission in CoMP.
save more power when the channel condition is not good to communicate with their users.
Another advantage is that since BBUs are moved to the cloud, the power cooling systems can
be smartly controlled by the server. Further, with virtualization on the cloud, the computing
unit in the BBU pool can be virtualized and adjusted to adapt with the trafﬁc variations. In this
way, the unnecessary BBUs can be turned off when data trafﬁc is low to conserve more energy.
User Trafﬁc Adaptability
User data trafﬁc often varies randomly in time and space rather than remains deterministic. For
example, trafﬁc in the shopping mall or football stadium is often higher than in a rural area,
and it is higher at date time rather than at night. As discussed above, C-RAN enabled with
virtualization technology on the cloud can dynamically allocate the computational resource to
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be active or idle to adapt with the trafﬁc ﬂuctuation. In particular, the amount of VM capacity2
can be sufﬁciently reconﬁgured in the physical servers (PSs) of the same or different BBUs pool
according to the required amount of baseband signal processing. Note that reducing the amount
of active VMs also decreases the set of active RRHs to serve each user. This shows an efﬁcient
way of utilization BBUs and scheduling RRHs in C-RANs with virtualization compared to the
traditional RANs of ﬁxing the amount of BBU resources.
In C-RANs, RRHs positioned at the different areas can either connect to the same or different
BBU pool. With fast and high-quality connections, these BBU pool can be considered as a
single cloud base station to more ﬂexibly ofﬂoad data between RRHs or associate users with
suitable RRHs according to the variations of data trafﬁc and channel conditions. Besides,
RRHs also can be easily added to the BBU pool to extend the network coverage extension and
BBU pool can also add more servers, hardwares and install new softwares to cope with the
network demand.
1.2.2 Challenges
Limited Fronthaul Capacity
Although it is known that C-RANs can offer many promising beneﬁts, in practice, C-RAN do
not have ideal fronthaul connection of inﬁnite capacity. Since hardware resources and invest-
ment budgets are limited, fronthaul capacity must be greatly divided to connect to an enormous
number of RRHs. Therefore, practical C-RANs are constrained by limited fronthaul capacity
Peng et al. (2015); Bernardos et al. (2013). Since each connection is often reserved for sig-
naling overhead, which includes the CSI estimates, raw baseband signal on the uplink, and
quantized I/Q data on the downlink, etc., a limited connection leads to the following problems:
2 VM capacity is mostly represented by three components: (i) computing capacity in CPU cycles/sec-
ond, (ii) memory and storage capacity in bytes, and (iii) network interface speed in bps.
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- The achievable data rate at each RRH must not exceed its given fronthaul link’s capacity
threshold. This explicitly imposes a certain bound on the system throughput, which can
potentially degrade C-RAN performance compared to the ideal fronthaul condition (Peng
et al., 2015).
- Higher lossy quantization schemes must be used in order to compress the amount of infor-
mation to suit with the capacity threshold so that the precoded I/Q data can be transfered
to the RRH. This creates in unreliable transmitting sources, which also reduces the system
performance.
- Signaling overhead exchanges often require excessively high rate from the fronthaul link
(Biermann et al., 2013). One common approach is to reduce the amount of signaling infor-
mation over the fronthaul link. However, reducing the amount of CSI to/from the central-
ized BBU pool by just sending a part of the complete CSI set could cause insufﬁcient and
inaccurate data input to compute the expected good solution for the system performance.
- Limited fronthaul capacity also results in system delay, asynchronization, imperfect CSI.
Clustering Issues
From the discussion of C-RAN functional split, it is obvious that a dense scale of RRH sup-
ported by full centralization can achieve very high cooperative signal processing gain, which
can signiﬁcantly enhance C-RAN throughput performance. However, large-scale full central-
ization in C-RANs implies the processing of multiple large channel matrices, which subse-
quently leads to high computational complexity and channel estimation overhead. To reduce
the high capacity burden incurred at the limited fronthaul link, clustering is proposed as an
effective technique to restrain the number of cooperative RRHs per cluster that serves a typ-
ical user. In general, there exists three RRH clustering strategies, whose pros and cons are
described as follows:
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- Disjoint clustering: The entire RRHs are divided into non-overlapping clusters. Each
cluster contains a subset of RRHs that jointly serve all UEs within the clustered coverage.
Although its low complexity implementation is favored, this scheme has one drawback that
the cluster-edge UEs must suffer from remarkable inter-cluster interference.
- User-centric clustering: Each UE is served by a selected subset of neighboring RRHs
which forms a cluster; and different clusters serving each individual UE may overlap. Un-
like the previous case, user-centric clustering gains more beneﬁt than that of the disjoint
scheme since there exists no explicit cluster edge. Thus, inter-cluster interference can be
well mitigated if optimal user-centric clustering design is attained. Moreover, this approach
can be further categorized into dynamic and static RRH clustering implementation. The
dynamic user-centric clustering allows the serving RRHs for each user to change over dif-
ferent time slots. This enables more ﬂexible association between user and serving RRHs
to avoid the short term blockage due to the user mobility or the occurrence of obstacles.
However, this causes a large signaling overhead when the new user-RRH associations are
established. On the contrary, static user-centric clustering ﬁxes the serving RRHs to each
user over time and may be only updated when the user location changes.
- Content-centric clustering: Each RRH in the C-RAN system is equipped with a cache
server to prefetch and store popular data and use these data to directly transmit to the UEs.
According to the similarities between the content stored in neighboring RRHs and the con-
tent requested from nearby UEs, a problem of designing appropriate clusters that accounts
for content-centric factor is considered to achieve the best formulated network objective.
It is now obvious that clustering technique can help to reduce the heavy burden on the fronthaul
capacity. However, this inevitably results in less cooperative gains and reduce the potential of
full centralization. Determining which RRH should be clustered changes the amount of data
rate necessary for each fronthaul link and affect the overall network throughput. In addition,
the RRH clustering also removes unnecessary RRHs out of the clusters. These unused RRHs
can be switched into idle mode to save more power consumption and reduce the inter-cell
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interference. Moreover, the cluster size directly impacts to the density of scheduled users per
area unit and the redeﬁnes the system diversity gains.
Virtualization Challenges
Virtualization, beside bringing many beneﬁts to C-RAN, also entails the following challenges:
- The schemes to virtualize the computing resources from the physical servers into VMs to
process the varying trafﬁc demand and ensure the QoS requirements must be appropriate,
dynamic, efﬁcient. Beside, parallel computing capability for delay-sensitive applications
should be highlighted when designing the virtualization.
- BBUs are represented by a large amount of VMs, which results in a highly complicated
cloud data network topology. Therefore, supporting high bandwidth, low latency condition
for BBUs connections and ﬂexible topology of RRHs-BBUs inter-connection must always
be taken in account.
- The overhead signaling issues such as control information, data exchange between the vir-
tual networks and between virtual machines are important to be addressed in the BBU pool.
VM consolidation and VM-RRH association strategy should be appropriately designed to
prevent overloading the overhead in such the virtualized BBU pool.
- To apply NFV in the BBU pool, new additional virtual functions for computation intensive
physical layer functions must be designed to peform the radio signal processing tasks with
strict real-time requirements.
1.2.3 Motivations
The future of information technology, in order to be sustained and further developed, should
take into account human-centric issues. Now and then, building a future system with energy-
efﬁcient perspective to endure human-living environment is the most important priority. There-
fore, this thesis is motivated by overcoming the fundamental challenges and harness all the
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beneﬁts of energy-efﬁcient C-RAN solution. To achieve such goal, a joint design of many
coupled system parameters, such as transmit beamforming, RRH idle/active selection, RRH-
user association, which optimizes the energy-efﬁciency-based objective while respecting the
limited fronthaul capacity condition is necessary.
In general, the mathematical constrained optimization problem of limited fronthaul capacity
C-RANs, while explicitly imposing all the technical issues as constraints, often falls into a
category of NP-hard problem. This means that solving for an optimal solution is very difﬁcult,
while no method or off-the-shelf algorithms can optimally solve this problem type within a
polynomial time. This thesis’s motivations are ﬁrst to formulate this problem in the most ap-
propriate and elegant way and develop a framework which can solve for a high-quality solution
by a low-complexity and efﬁcient algorithm. Not only that, the developed framework is also
multi-disciplinary, hence it can also be employed for various problems in other research topics
and ﬁelds as well.
1.3 Thesis Objective and Methodology
1.3.1 Thesis Objective
The objectives of this thesis aim at constructing a uniﬁed framework to develop a series of
practical algorithmic approaches which optimize various energy-efﬁciency-like metrics, in the
limited fronthaul capacity C-RANs. The generic energy-efﬁciency metric throughout this the-
sis is deﬁned as the ratio between the spectral efﬁciency, computed in bps/Hz and the power
consumption, computed in Watts. Some mathematical optimization problems are formulated
via the joint design of the important system parameters, such as transmit beamforming, RRH
idle/active selection, RRH-user association (clustering), which optimize the following objec-
tives of interest:
- The trade-off between achievable sum rate maximization and total power consumption min-
imization.
23
- Various energy-efﬁciency maximization under rate-dependent power model.
- System energy-efﬁciency maximization in virtualized limited fronthaul capacity C-RANs.
Note that in this work, the formulated problem considers the design of VM ON/OFF status
in addition to the design of transmit beamforming, RRH idle/active selection, RRH-user
association is considered.
The goals of these works are to exploit the beneﬁts of the centralized computation capabil-
ity in C-RANs to develop centralized efﬁcient algorithms which can attain a close-to-optimal
solution and consolidates the potentials of C-RANs for future green networks.
1.3.2 Highlighted Contributions and Novelty
The main theme of this thesis’ contribution lies in the explicit consideration of the limited
fronthaul capacity constraint in all of the optimization problems. As analyzed in Section 1.2.2,
mathematically imposing this constraint introduces several new obstacles to solve the formu-
lated problems, thus remarkably raises the computational complexity in attaining the optimal
solution. This thesis, beside other particular contributions presented in each work, aims at pro-
viding a novel approach to radically handle this type of constraints and enjoy the application
of this approach to solve the problems visited throughout Chapter 3–5.
In particular, by introducing the explicit per-fronthaul capacity constraint in the optimization
problems in Chapter 3, a novel design with more appropriate consideration of joint RRH-user
association, RRH selection and beamforming design is highlighted. Unlike (Dai & Yu, 2014;
Ha et al., 2016) where the authors assign a predetermined achievable rate to overcome the non-
convex fronthaul constraint, Chapter 3 directly tackles it by proposing a novel transformation
to arrive at an equivalent but more tractable form. To evaluate the superiority of this approach,
Chapter 3 considers a multi-objective optimization problem including both achievable sum
rate maximization and total power consumption minimization and jointly design the transmit
beamforming, RRH selection and RRH-user association in the downlink C-RANs. The binary
selection variables for RRH selection and RRH-user association factors are introduced into the
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problem formulation and a global optimal solution is derived by using the monotonic opti-
mization based branch-and-bound method. In addition, a new method which approximates the
non-convex parts in the considered per-fronthaul capacity constraints and the objective func-
tions into convex SOC ones is effectively utilized to drive the original non-convex problem
into mixed integer second order cone programming (MI-SOCP). Furthermore, by relaxing the
binary variables and then invoking a post-processing procedure on these relaxed variables to
search for a high-performance solution, a more pragmatic, and much faster algorithm (than the
developed MI-SOCP based algorithm) based on SOCP is developed. Finally, we also solve
the considered problem using another approach of sparsity-inducing regularization. With the
novel contributions, the enhancement in terms of convergent behavior and overall network
performance is achieved.
In Chapter 4, various energy-efﬁciency objectives, namely global, weighted sum, and fair
energy-efﬁciency, are considered in the optimization problem under the limited fronthaul ca-
pacity C-RANs. Note that a joint design of the transmit beamforming, RRH selection and
RRH-user association similar to the previous chapter is visited. Here, the signiﬁcance of this
work is the proposal of rate-dependent power model. This new formula can more precisely
reﬂect the adaptation of each RRH’s power consumption according to its achievable rate and is
employed in all of the energy-efﬁciency formulation. Despite the different structure of the vis-
ited energy-efﬁciency metrics, a uniﬁed framework based on a similar principle to the previous
chapter, such as equivalent transformation and SCA techniques, is presented to develop low-
complexity algorithms to solve for each problem’s solution. Numerical results are extensively
studied to validate the importance of the proposed rate-dependent power model in achieving
more energy-efﬁciency compared to existing work.
Recently, virtualization for wireless communications has been shown to be a powerful tech-
nology fully and ﬂexibly exploiting the computing resources of C-RANs. Chapter 5 targets
to study an energy-efﬁcient design of a virtualized C-RAN under limited fronthaul capacity
condition. More advanced than (Pompili et al., 2016; Tang et al., 2015; Guo et al., 2016b;
Wang et al., 2016a; Saxena et al., 2016), this chapter proposes a novel virtual computing re-
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source allocation (VCRA) scheme, in which the users’ arrival workload can be split into smaller
fractions and processed by VMs in parallel. Speciﬁcally, the virtual computing resources are
allocated to the VMs according to the user’s trafﬁc demand and VMs are assigned to the phys-
ical servers in such a way that the minimum physical servers are necessary to conserve more
power consumption. Based on this, joint virtual computing and radio resources are designed
to improve the considered virtualized limited fronthaul capacity C-RANs. Another signiﬁ-
cant contribution lies in the novel solution approach based on difference of convex algorithm
(DCA) and Lipschitz continuity to solve the formulated non-convex problem. This proposed
method has been shown to signiﬁcantly reduce the computational complexity in solving the
difﬁcult problem, and is reﬂected by its enhanced convergent speed and network performance
compared to the existing algorithms.
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mun., Vol. 17, No. 4, Apr. 2018, pp. 2602 - 2617.
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1.3.3 Methodology
In most cases, the formulated optimization problem is a mixed binary non-convex problem,
which is generally NP-hard and difﬁcult to solve (Boyd & Vandenberghe, 2004). Through-
out this thesis, the following methods are employed to achieve the solution of the formulated
problem.
First, an exhaustive search approach is necessary to ﬁnd the optimal solution. In particular,
a generic framework to develop a high-complexity solution based on Branch-and-Bound ex-
haustive search algorithm is proposed to numerical arrive at an optimal solution. Note that this
approach is impractical for the real-time wireless applications since its complexity exponen-
tially scales with the problem size. The motivation of providing this solution approach is only
to serve as a benchmark to compare with other low-complexity and efﬁcient algorithms.
The second method, which is more pragmatic than the Branch-and-Bound approach due to
its applicability and efﬁciency, is to develop more realistic algorithm which can solve for a
solution within a polynomial time. To achieve such goal, two obstacles must be addressed: the
integer constraint and the non-convex characteristic. The basic steps of the second method can
be organized in the following order:
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1. Equivalent transformations of the originally formulated optimization problem into a more
tractable form, where the non-convex factors which cause the problem non-convex are
revealed.
2. Relax the condition on binary variable into continuous ones bounded by the interval from
0 to 1 to turn the equivalent problem into continuous (smooth) non-convex problem.
3. Invoke the idea of successive convex approximation (SCA) technique to approximate the
continuous non-convex problem into a series of convex approximated problems, where
each of them is a convex upper-bound of the non-convex original problem. Note that
this approximation technique introduces a few more parameters into each of the convex
approximated problems.
4. Conduct some non-trivial algebraic manipulations and conic approximations to equiva-
lently rewrite each of the convex approximated problems into a standard form of second
order cone programming (SOCP).
5. Develop an algorithm to successively solve the convex approximated problems and update
the parameters with the achieved optimal solution until convergence.
6. Employ the post-processing procedure based on the Inﬂation-Deﬂation algorithm (Cheng
et al., 2013) to sequentially reﬁne (rounding) the value of relaxed binary variable into
the binary values to ﬁnally achieve a feasible solution which satisfy all the constraints of
originally formulated optimization problem.
In some cases, the problem can be formulated as a sparsity-inducing –norm non-convex op-
timization problem and it is categorized as a non-smooth non-convex problem. One common
way to solve this problem type is to directly replace the non-smooth 0–norm function by its
continuous approximation 1/p, and then employ similar principle from Step 3–5 to solve for
solution.
Finally, it is important to note that solving the constrained convex problems in Step 4, MAT-
LAB software integrated with the YALMIP platform embedded modern dedicted solvers such
28
as SDPT3, SEDUMI, and MOSEK (mos, 2014) are used as the main simulation environment
and tool.
CHAPTER 2
LITERATURE REVIEW
This chapter aims to cover the state-of-the-art of the existing analytical results based on tractable
system design and radio resource allocation based on optimization framework techniques for
the development of C-RAN with limited fronthaul capacity. More speciﬁcally, in Section 2.1,
we present a survey of analytical results and statistical expression of network achievable rate
for general CoMP and C-RAN in random small scale and large scale scenarios. In Section 2.2,
we present a literature review of the radio resource designs based on solving an optimization
problem that is used to achieve the best network performance in the considered limited fron-
thaul C-RAN. In Section 2.3, we introduce the literature review in which the virtual computing
in the BBU pool is taken into account the radio resource design when optimizing the C-RAN
system performance.
2.1 Tractable Analytical Framework for C-RAN
In C-RAN with the ideal fronthaul condition, CoMP is seen as a promising technique that en-
ables effective interference elimination and fully harnesses the potential cooperative processing
gains by allowing the coordination among all RRHs at the BBU pool (Jungnickel et al., 2014;
Irmer et al., 2011). In the literature, there have been an extensive number of works that aim
to characterize the network performance under various CoMP transmission schemes. In par-
ticular, the achievable per-cell rate that relies on the Wyner-type channel model was derived
in (Simeone et al., 2009) by studying the cooperative decoding scheme at the BS under the
ﬁnite capacity backhaul assumption. In (Jing et al., 2008), the authors also relied on the sim-
ilar channel model with clustered cell-edge UEs and BS cooperation assumption to analyze
the performance of several precoding schemes including dirty-paper coding (DPC), cophas-
ing, zero-forcing (ZF) and MMSE precoders on the DL of multicell (MC) multiuser (MU)
cooperative networks. Different from these works, in (Wen et al., 2014), the message passing
algorithm that requires only the local communications and computation of neighboring BSs
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were devised to obtain the regularized ZF beamforming in the cooperative DL transmission.
Further, Wu & Liang (2015) analyzed the sum-rate capacity and SE for MC cooperative cellu-
lar networks by applying the two-dimensional nested co-array, which enables the calculation of
all elements in the covariance matrix of channel fading coefﬁcients. The analytical results can
be extended to the nest distributed BSs in the non-fading and Rayleigh fading channel. Lozano
et al. (2013) presented the limitation of the cooperation within a limited size clusters of BSs
by deriving the upper bound of the SE. Moreover, this paper showed the ratio of user data
sharing among several BSs and provided more complex precoding and decoding scheme that
scales with size of BS cooperation via examining the MC MIMO cooperation from different
perspectives of coding, signal processing and information theory.
Unlike ideal C-RAN, by considering the non-ideal fronthaul which is limited by ﬁnite capacity
and strict time latency, limited C-RAN is under-exploited from full cooperation among RRHs
and maximum performance might be degraded when improper system parameters are chosen.
Thus, it is vital to conduct more research on different CoMP strategies to determine the feasible
operating regime of the limited C-RAN system. In particular, the analysis that studies the im-
pact of limited fronthaul capacity on C-RAN performance under the various RRH cooperation
strategies can be found in (Zakhour & Gesbert, 2011; Zhang et al., 2013; Sanderovich et al.,
2009; Marsch & Fettweis, 2011; Peng et al., 2014a). In (Zakhour & Gesbert, 2011), the achiev-
able rate region for two-cell CoMP scenario was analyzed under the limited fronthaul capacity.
The work in (Zhang et al., 2013) studied the switching schemes between CoMP-joint pro-
cessing and CoMP-coordinated beamforming with limited capacity fronthaul. The theoretical
UL CoMP achievable rates analysis for classical Wyner model was presented in (Sanderovich
et al., 2009), which was based on decompression and decoding technique. Similarly, other
works on theoretical UL schemes including decode-and-forward and compress-and-forward
strategies were also analyzed under the constrained fronthaul infrastructure and imperfect CSI
in (Marsch & Fettweis, 2011; Zhou et al., 2013). Peng et al. (2014a) presented an analytical
closed form of ergodic capacity for single nearest and N-nearest RRH association schemes.
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These analytical results show that there should be a ﬁnite number of RRH associations in order
to achieve the balance between the performance gain and implementation cost.
Despite achieving many beneﬁts from the above tractable frameworks and results, these works
only consider the random small scale fading channel model in which BS locations are ﬁxed.
In practical C-RAN with dense deployment of RRHs, these transmitting nodes are likely to be
randomly positioned in space, where in most cases, the distribution of the RRH locations are
assumed to follow the Poisson Point Process (PPP) with a given RRH intensity. It is important
to say that since the RRHs are coordinated to mitigate the interference in C-RAN, conventional
stochastic geometry analysis without considering the cooperation is unable to straightforwardly
be applied to analyze the C-RAN performance. Thus, it is more challenging to propose the an-
alytical framework and derive the closed-form expression for SE and EE metrics in large scale
PPP C-RAN. By applying the stochastic geometry to cater the random large scale pathloss and
small scale fading gain, the works in (Ding & Poor, 2013) analyzed the performance of C-RAN
and the trade-off between reliability and system complexity with distributed antenna array. In
addition, Lee et al. (2013) analyzed the performance of dynamic BS clustering scheme based
on the stochastic geometry in dense C-RAN, in which the closed-form cumulative distribution
function (CDF) of the achieved SINR was attained. On the contrary, Zhao et al. (2015) stud-
ied the ﬁxed cluster formation for DL transmissions in C-RAN, where the successful access
probability was derived by applying the stochastic geometry tool. However, these closed-form
capacity expressions considering stochastic geometry were only analyzed for SE while the EE
analysis in C-RAN is more challenging and still left open for further research.
2.2 Optimization-Based Radio Resource Allocation Design in C-RAN
2.2.1 Power minimization
Over the recent years, designs for network power consumption minimization in MIMO cellular
networks has evolved to be adopted in different variant of wide cooperative networks such as C-
RAN. In C-RAN, the cooperative BSs are represented by the RRHs that are allowed to densely
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coordinate with each other to jointly serve the regarding UEs. This raises several fundamen-
tal issues in maintaining appropriate network conﬁguration to meet the desired performance.
With dense number of active RRHs and UEs, high power budget are inevitably required to sat-
isfy the given minimum rate requirement quality-of-service (QoS) due to severe inter-user and
inter-cluster interference. On the other hand, distributing limited fronthaul capacity among the
large amount of RRHs and reducing signaling overhead carried over the fronthaul link shared
by these RRHs is important. It is indeed beneﬁcial to switch OFF a few RRHs or route an ap-
propriate subset of RRHs to serve a corresponding group of UEs so that more network power
are conserved with the least cost of fronthaul capacity. In fact, compared to the low complex-
ity conventional disjoint clustering, an attempt to approach the user-centric or content-centric
clustering by fully considering the joint design of power control, RRH selection and RRH-UE
association potentially provides more signiﬁcant power conservation with higher stability of
limited fronthaul constraint satisfactory.
Denote a set of RRHs as I = {1, . . . , I} and a set of single antenna users as K = {1, . . . ,K}.
Each RRH is equipped with Mi antennas. In a beamforming design framework, the baseband
transmit signals from the ith RRH are of the form:
xi = ∑
∀k∈K
wi,ksk, ∀i ∈I (2.1)
where sk is a complex scalar denoting the data signal intended to the kth user and wi,k ∈ CMi
is the transmit beamforming vector at the ith RRH for the kth user. Without loss of generality,
we assume that E[|sk|2] = 1 and sk’s are independent with each other. The baseband received
signal at the kth user is given by
yk = ∑
∀i∈I
hHi,kwi,ksk+ ∑
∀i∈I
∑
∀ j =k
hHi,kwi, js j+ zk, ∀k ∈K (2.2)
where hi,k ∈ CMi is the channel vector from the ith RRH to the kth user and zk stands for
the additive white Gaussian noise (AWGN) at the kth user with mean zero and variance σ2k ,
∀k ∈K . By treating the interference as noise, the received SINR and achievable rate at the kth
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user is given by
Γk(w) =
|∑∀i∈I hHi,kwi,k|2
∑∀ j =k |∑∀i∈I hHi,kwi, j|2+σ2k
(2.3)
Rk(w) = log2(1+Γk((w))) (2.4)
To describe the RRHs clustering scheme in which the k user is served by a set of RRHs,
the indicator function I
(∥∥wi,k∥∥2) for the association status of the kth user and ith RRH is
introduced as
I
(∥∥wi,k∥∥2)=
⎧⎪⎨⎪⎩
1 , if
∥∥wi,k∥∥2 > 0
0 , otherwise
∀i ∈I ,∀k ∈K (2.5)
The cluster which serves the kth user now can be expressed as Vk =
{
i
∣∣∣∣I(∥∥wi,k∥∥2)= 1,∀i ∈I}.
It can be seen that if the ith RRH serves the kth user, the BBU pool needs to send the user data
message sk along with the beamforming coefﬁcient wi,k to the ith RRH through the correspond-
ing fronthaul. Hence, the total accumulated data rates of those users served by the ith RRH
must satisfy the maximal capacity allowed at the ith fronthaul link in the following constraint
∑
∀k∈K
I
(∥∥wi,k∥∥2)Rk(w)≤Ci (2.6)
In (Ha et al., 2016), the problem that jointly optimizes the set of RRHs serving each user and
precoding in C-RAN to minimize overall power consumption under the rate requirement QoS
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constraint and explicit per-fronthaul capacity constraint is formulated as
min
w ∑∀i∈I ∑∀k∈K
∥∥wi,k∥∥22 (2.7a)
s.t. ∑
k∈K
∥∥wi,k∥∥22 ≤ Pmax (2.7b)
Γk(w)≥ Γmaxk (2.7c)
∑
∀k∈K
I
(∥∥wi,k∥∥2)Rfhi,k ≤Ci (2.7d)
It is worth mentioning that the difﬁculty of the presented problem in (2.7) lies in the non-
convexity of fronthaul capacity constraint in (2.7d) due to the nonsmooth indicator function.
To overcome this challenge, the authors in (Ha et al., 2016, 2014) approximated the indicator
function into a linear function by applying the conjugate function concept. Particularly, the in-
dicator function I
(∥∥wi,k∥∥2) is replaced by ∇ f (∥∥∥w(n)i,k ∥∥∥2)− f (∥∥∥w(n)i,k ∥∥∥2) at the (n+1)th it-
eration of the proposed algorithm where f 
(∥∥wi,k∥∥2) is the conjugate function of f (∥∥wi,k∥∥2).
Note that, the rate function in the per-fronthaul capacity constraint in (2.7d) is set to a constant
Rfhi,k, ∀i ∈ I and ∀k ∈ K . Using the constant rates results in the upper bound of the fron-
thaul transmission rate and does not exactly describe the fronthaul capacity compared to the
constraint in (2.6) in the C-RAN system.
To further save the power consumption, the RRH selection is considered in (Dai & Yu, 2016;
Pan et al., 2017; Cheng et al., 2013). Particularly, the power consumption at each RRH is
categorized into two types: data-dependent power, which is related to the transmitted signal,
and data-independent power. The data-independent power can be further sub-categorized into
two types: power to keep each ith RRH active, denoted as Prai , and power to keep each ith RRH
idle, denoted as Prii . Denote wi =
[
wTi,1, . . . ,w
T
i,K
]T ∈ C(K×Mi)×1 the transmit beamforming
vector at the ith RRH. By deﬁning the indicator function I
(
‖wi‖2
)
,∀i ∈ I to represent the
operation mode of each ith RRH where I
(
‖wi‖2
)
= 0 indicates that the ith RRH is in sleep
mode if ‖wi‖2 = 0 and I
(
‖wi‖2
)
= 1 otherwise if ‖wi‖2 > 0, the total power consumption at
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the ith RRH is calculated as
PRRHi (w) =
1
ηi∑k∈K
∥∥wi,k∥∥22+ I(‖wi‖2)Prai + (1− I(‖wi‖2))Prii (2.8)
Thus, designing the set of active RRHs I a =
{
i|I
(
‖wi‖2
)
= 1,∀i ∈I
}
, the RRH clusters
Vk, ∀k ∈K and the transmit beamforming to minimize the total power consumption while still
guaranteeing the required QoS is of the interest. For example, the work in (Dai & Yu, 2016)
aimed at minimizing the total power consumption of RRHs and corresponding fronthauls, in
which a more accurate analysis of non-linear power consumption that takes into account the
amount of fronthaul power usage was considered and a low complexity algorithm was called
to solve the following problem
min
w ∑∀i∈I
(
PRRHi (w)+ρi ∑
∀k∈K
I
(∥∥wi,k∥∥2)Rk(w)) (2.9a)
s.t. ∑
k∈K
∥∥wi,k∥∥22 ≤ Pmax (2.9b)
Γk(w)≥ Γmaxk (2.9c)
The authors stated that the minimum SINR constraints in (2.9c) are necessarily met with equal-
ity at the optimal solution. Therefore, the rate function in the fronthaul power consumption
part of the objective is replaced by the minimum rate and the difﬁculty only remaining in the
said problem is the non-convexity of the indicator function. The authors in (Dai & Yu, 2016)
proposed to approximate the nonconvex indicator function by using the reweighted convex
1-norm as
I
(
‖wi‖2
)
=
∥∥∥∥∥ ∑∀k∈K
∥∥wi,k∥∥2
∥∥∥∥∥
0
=
c
∑∀k∈K
∥∥∥w(n)i,k ∥∥∥2+ τ ∑∀k∈K
∥∥wi,k∥∥2 (2.10)
where c and τ are small and positive constants and w(n)i,k are parameters obtained from the
previous iteration of the proposed algorithm. Similarly, the authors in (Pan et al., 2017) adopted
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the reweighted 1-norm approximation to solve the two stage problem of user-centric clustering
and RRH selection. In particular, a user selection algorithm was developed to maximize the
subset of admitted users in the ﬁrst stage and the RRH selection was performed by an iterative
algorithm in the second stage.
In another approach, by using the big-M formulation with binary variables introduction bi ∈
{0,1} and ai,k ∈ {0,1} which represent for the ith RRH active/sleep and association status
between the ith RRH and kth user ∀i ∈I , ∀k ∈K , respectively, the authors in (Cheng et al.,
2013) addressed the total power consumption minimization problem as the follows
min
w ∑∀i∈I
(
1
ηi ∑∀k∈K
∥∥wi,k∥∥2+biPrai +(1−bi)Prii + ∑
∀k∈K
ai,kPfhi,k
)
(2.11a)
s.t. ∑
k∈K
∥∥wi,k∥∥2 ≤ biPmax (2.11b)
Γk(w)≥ Γmaxk (2.11c)∥∥wi,k∥∥2 ≤ ai,kPmax (2.11d)
ai,k ≤ bi (2.11e)
∑
∀i∈I
ai,k ≥ 1 (2.11f)
where Pfhi,k is the ﬁxed fronthaul power consumption for the ith fronthaul to convey the data
message for the kth user, ∀i ∈I and ∀k ∈K . The above problem arrives at MI-SOCP, which
can be solved optimally by applying branch and cut method. In addition, the relaxed-integer
programming approach has been adopted to solve the MI-SOCP problem with much reduced
the computational complexity, requiring the inﬂation or deﬂation methods to gradually update
the set of active RRHs or RRH-user association based on the relaxed solutions. The similar
method to formulate the problem of RRH selection depending on the trafﬁc density conditions
is applied in (Zhao & Wang, 2016) to minimize the power consumption in C-RAN.
The works in (Shi et al., 2016b, 2014; Zhao et al., 2013; Luo et al., 2015) also developed a
joint beamforming and BS selection design to minimize the power consumption in C-RANs so
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that the related fronthaul capacity required to transport data was implicitly minimized. Unlike
the approach in (Cheng et al., 2013), the mixed 1/p norm method was used to induce the
sparsity of the beamforming vectors in the cooperative C-RAN in (Shi et al., 2016b, 2014; Luo
et al., 2015). Basically, when the ith RRH is switched off, the corresponding coefﬁcients in
the vector w˜i =
[
wTi,1, . . . ,w
T
i,K
]T ∈C(K×Mi)×1 will be set to zero simultaneously. Similarly, the
vector w=
[
w˜T1 , . . . , w˜
T
I
]T has a group sparsity structure where multiple RRHs are switched off
when the corresponding block of varibles w˜i’s are zeros. Thus, to induce the group sparsity for
the beamformers, the weighted mixed 1/2-norm is aplied and the total power minimization
problem of RRH selection and beamforming can be expressed as
min
w ∑∀i∈I
βi
∥∥w˜i∥∥2 (2.12a)
s.t. (2.9b), (2.9c) (2.12b)
where βi is a weight parameter associated to the ith RRH, ∀i ∈I . The above formulated prob-
lem is SOCP which can solved efﬁciently. Then, the authors proposed the iterative algorithm
that sorts the best candidate RRHs based on the obtained beamformers to achieve the best ob-
jective value. In the same way, Zhao et al. (2013) used reweighted 1-norm approximation to
minimize the total number users counted in the fronthaul links while maintaining the user QoS
requirements.
Inspired by the works in (Cheng et al., 2013; Shi et al., 2016b, 2014), (Luo et al., 2015) further
addressed the coupling factor of UL and DL transmissions in C-RAN to resolve the problem
of (Shi et al., 2016b, 2014) by exploiting the UL-DL duality. Luo et al. (2015) proposed both
group sparsity optimization and relaxed integer programming approaches to solve the problem
of UL-DL power minimization. The optimal active BSs selection and transceiver design was
also considered for the purpose of operational overhead reduction in (Lia et al., 2014). The
power beamforming minimization problem was proposed in (Tolli et al., 2011; Dhifallah et al.,
2015) by relying on the limited information exchange between BSs. Although the fronthaul
power consumption and fronthaul overhead signaling are minimized, however the fronthaul
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capacity constraints were not explicitly considered into the optimization problems in these
works (Dai & Yu, 2016; Cheng et al., 2013; Shi et al., 2016b, 2014; Zhao et al., 2013; Luo
et al., 2015; Lia et al., 2014; Tolli et al., 2011; Dhifallah et al., 2015). This may result in the
infeasible solutions in the practical system with limited fronthaul capacity.
While the aforementioned works mainly design the system parameters to obtain the beamform-
ing and formation of user-centric clustering, recent research on context-aware wireless com-
munication has stated the importance of content-centric clustering in the regards of the C-RAN
development. In this content-centric context, it is assumed that each RRH is equipped with a
cache server to prefetch and store popular download content data locally so that their near-by
UEs are more conveniently served. For this caching scheme, only unsaved data requested by
the UEs is required to be transmitted from the cloud server via fronthaul to the RRH, and thus,
fronthaul trafﬁc was intuitively reduced. To study the effect of the proposed caching scheme
compared to conventional C-RAN system, Zhou et al. (2015) formulated a problem that jointly
designs the multi-cast beamforming and content-centric clustering to minimize the overall sys-
tem cost, where each fronthaul link cost here is proportional to the associated UE achievable
rate and the status of the requested data from that UE in the cache. Thus, the existing solu-
tion approaches for this problem category can be adopted. To further investigate the system
behavior with caching, the authors in (Li et al., 2016) proposed a criteria to observe the data
queuing stability. Then, a problem based on Lyapunov optimization framework was formulated
and a low complexity algorithm was developed to attain the desired solution. More works on
content-centric cached C-RAN can be found in (Dhifallah et al., 2015; Chen et al., 2016; Ugur
et al., 2016) and the references therein.
2.2.2 Rate maximization
Akin to the conventional rate maximization problem in homogeneous and multi-tier heteroge-
neous networks (Luong et al., 2016c,b, 2014a,b) and by inheriting the design property from
the previous power minimization category, the problem of rate maximization in limited fron-
thaul capacity constrained C-RAN aims to maximize the overall network achievable rate by
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jointly (or partly) designing the transmit beamforming and RRH-UE association. Note that in
this problem, the non-convex limited fronthaul capacity constraint can no longer be relaxed
like in (Zhao et al., 2013; Ha et al., 2016, 2014), so that solving it is highly complicated since
it is a non-convex combinatorial optimization problem, which is also NP-hard. More specif-
ically, even if we relax the integer constraints included in the RRH-UE association problem,
solving the remaining problem is still intractable due to the existence of the non-convex non-
concave rate formulas as the functions of beamforming variables that lies in the objective and
the fronthaul constraints. Being restrained by these difﬁculties, an attempt to design a viable
and efﬁcient algorithm with polynomial-time complexity is more reasonable and realistic than
achieving the optimal solution via exhaustive search. The survey of rate maximization problem
in limited fronthaul C-RAN is summarized in (Dai & Yu, 2014; Ha et al., 2015; Park et al.,
2016, 2013b,c,a; Zhou & Yu, 2014; Nguyen et al., 2018b; Nguyen et al.).
In the literature, the method mostly used to tackle the non-convex weighted sum-rate max-
imization is relaxing it to a weighted sum-mean square error (MSE) minimization problem,
named the weighted minimum mean square error (WMMSE) method. Based on this obser-
vation, the ﬁrst works of weighted sum-rate maximization in limited fronthaul C-RAN were
studied in (Dai & Yu, 2014; Ha et al., 2015) by jointly optimizing the transmit beamforming
and UE scheduling with the imposition of explicit per-fronthaul capacity constraints, which is
formulated as
max
w ∑∀k∈K
αkRk(w) (2.13a)
s.t. ∑
k∈K
∥∥wi,k∥∥22 ≤ Pmax (2.13b)
∑
∀k∈K
I
(∥∥wi,k∥∥2)Rk(w)≤Ci (2.13c)
where αk, ∀k ∈K is the priority weight associated with the kth user and the achievable rate
Rk(w) is computed as Rk(w) = log
(
1+wHk H
H
k
(
∑ j =kH jw jwHj HHk +σ
2I
)−1
Hkwk
)
. Here,
denote Hk =
[
H1,k, . . . ,HI,k
] ∈ CN×M as the channel matrix composing the channel matrix
from all RRHs to the kth user, where Hi,k ∈ CN×Mi is the channel state information matrix
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from Mi antennas in the ith RRH to the kth user equipped with N antennas and M = ∑∀i∈I Mi.
In this work, the authors took advantage of the 0-norm to expose the relationship between
beamforming design and the RRH-UE connection to redirect the problem into non-smooth
non-convex group sparsity optimization problem. In particular, they proposed an iterative low
complexity algorithm based on the reweighted 1-norm approximation of the 0-norm as cal-
culated in (2.10), which is used to overcome the nonconvexity of indicator function in the
fronthaul capacity constraints in (2.13c). Additionally, to tackle the nonconvex rate function
in the fronthaul capacity constraint in (2.13c), achievable user rate Rk(w) is assigned to a ﬁxed
value R˜k which is computed from the beamforming values obtained in the previous iteration of
the proposed algorithm. By doing this way, the authors in Dai & Yu (2014); Ha et al. (2015) ap-
plied the WMMSE method to sequentially solve the convex approximated problem and update
respective parameters until convergence as below
max
w,{ρk,uk}∀k∈K
∑
∀k∈K
αk (logρk−ρkek) (2.14a)
s.t. ∑
k∈K
∥∥wi,k∥∥22 ≤ Pmax (2.14b)
∑
∀k∈K
c
∥∥wi,k∥∥22∥∥∥w(n)i,k ∥∥∥22+ τ
R˜k ≤Ci (2.14c)
where uk ∈ CN and ρk are denoted for a receive beamforming vector and the MSE weight at
the kth user. Note that, the MSE ek is given by
ek = E
[∥∥uHk yk− sk∥∥22]
= uHk
(
∑
∀ j∈K
Hkw jwHj H
H
k +σ
2I
)
uk−2ℜ
{
uHk Hkwk
}
+1 (2.15)
The problem (2.14) can be solved by using a block coordinate descent (BCD) method that
allows to iteratively optimize over ρk, uk, w as the following. For a given w(n), the receive
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beamforming u(n)k to minimize MSE at the kth user can be obtained as
u(n)k = argminuk
E
[∥∥uHk yk− sk∥∥22]=
(
∑
∀ j∈K
Hkw
(n)
j w
(n)H
j H
H
k +σ
2I
)−1
Hkw
(n)
k ,∀k ∈K
(2.16)
Given ﬁxed beamforming w(n) and receive beamforming u(n)k , the MSE weight ρ
(n)
k can be
determined by
ρ(n)k =
(
e(n)k
)−1
(2.17)
Then, the optimal beamforming w can be found under ﬁxed ρk and uk, ∀k ∈K , by solving the
following quadratic problem
max
w ∑∀k∈K
wHk
(
∑
∀ j =k
α jρ
(n)
j H
H
j u
(n)
j u
(n)H
j H j
)
wk−2 ∑
∀k∈K
αkρ
(n)
k ℜ
{
u(n)Hk Hkwk
}
(2.18a)
s.t. (2.14b), (2.14c) (2.18b)
However, the convergence proof of proposed WMMSE algorithm in (Dai & Yu, 2014; Ha et al.,
2015) could not be justiﬁed.
In contrast to the WMMSE approach, the successive convex approximation (SCA) method is
another approach proved to be very useful in improving the convergent speed in the view of
optimization. Inspired by (Nguyen et al., 2014a), Tran & Pompili (2017a) proposed the SCA
based algorithm to solve the sum rate maximization problem with the computing-capacity con-
straint for the C-RAN system. Particularly, the ﬁxed cluster decision is assumed to be known
and an iterative SOCP algorithm is developed to solve the ﬁxed cluster based problem without
the computing-capacity constraint. The resulting solution is veriﬁed against the computing-
capacity constraint to obtain ﬁnally the beamforming solution of the original problem. The
SCA method was again applied in (Parsaeefard et al., 2017) to solve the sum rate maximiza-
tion problem, considering a single pair of RRH and BBU assinged to serve each user and effects
of pilot contaminations in C-RAN.
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Alternatively, the join design of fronthaul and radio access links for C-RAN with wireless
fronthauling was studied to maximize the weighted sum rate in (Park et al., 2016; Nguyen
et al., 2016b). The difference of convex (DC) programming approach is applied to the prob-
lem to achieve a sequence of monotonically nondecreasing objective values at each iteration.
Park et al. (2013b) studied the impact of different multi-rate compression strategies on the
DL transmissions of C-RAN and proposed an iterative majorization algorithm to solve for the
suboptimal precoding solution. Then, the authors continued to study the compression scheme
of the UL of C-RAN in (Park et al., 2013c) by considering distributed source coding strate-
gies to effectively exploit the correlation of the received signal and proposed a similar iterative
approach to solve for solution. In (Zhou & Yu, 2014), the quantization noise levels were op-
timized for the weighted sum achievable rate maximization problem through the Wyner-Ziv
model and single-user compression scheme. Results in this work showed that the near-optimal
solution can be achieved when the quantization noise level were set proportional to the back-
ground noise level at high signal-quantization-noise ratio regime.
2.2.3 Energy Efﬁciency Maximization
Along with the demand of meeting higher network throughput performance, achieving greener
communication is also considered as an active research trend in the limited C-RAN (Peng et al.,
2014b; Luong et al., 2011, 2018a). In particular, how green the communication can be relies
on the number of data bits over the energy unit Joule, which is also known as energy efﬁciency
(EE). According to the report in (Auer et al., 2011), almost 80% the total network energy is
spent at BS sites; thus, in a dense C-RAN deployment, saving more energy by operating less
power at the RRHs to maintain an acceptable throughput leads to greener and more economical
communications. Motivated by the need of EE amendment, which also helps in lowering op-
erational costs for mobile network operators and contributes to the decrease of CO2 emissions,
optimally managing the radio resource is essential to attain the best system EE.
Devising a radio resource allocation to optimally maximize the EE in a limited C-RAN is much
more difﬁcult and complicated than a general EE in cellular wireless communication. Although
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we can transform the conventional nonlinear fractional form of EE into a linear subtractive
form to reduce the problem complexity (Dinkelbach, 1967), solving the EE maximization in
C-RAN must abide by the limited fronthaul capacity. On the other hand, by involving in the
design of active clustering and UE association that allows to switch the RRH on/off to conserve
more power and select the “good” UE served by a subset of coordinated RRHs to achieve
better throughput, this EE problem normally falls into a combinatorial non-convex optimization
problem. Because of these challenges, it is important to reconstruct the problem of interest into
a more tractable form where the combination of methods used to solve the power minimization
and sum rate maximization can be ﬂexibly adopted to develop the polynomial time complexity
algorithm and obtain a “high-quality” solution. In fact, to facilitate the EE solution, the work
in (Dai & Yu, 2016; Shi et al., 2014, 2016b) proposed to turn it into a problem of minimizing
the system cost or power consumption with additional QoS rate requirement constraint, that
were presented to the section 2.2.1.
In (Peng et al., 2016c; Li et al., 2016; Luong et al., 2012), the authors visited the EE maxi-
mization problem in limited C-RAN with queue-aware assumption. In this case, the objective
function of weighted EE utility at time slot t is deﬁned by equivalent EE metric as follows
ηEE(t) =
α
K ∑∀k∈K
Rk(t)
ωk
− 1−α
I ∑∀i∈I
Pi(t)
μi
(2.19)
where α is the weighting factor representing the ratio of the achievable rate to the power con-
sumption. ωk (b/s/Hz) and μi (Watts) represent the transmission rate and power consumption
reference, respectively. Thus, the stochastic optimization is applied to solve the problem as
maxw limt→∞ 1t ∑
t−1
τ=0E{ηEE(τ)}. An additional constraint that covers the queue stability be-
havior is proposed together with the upper bound limited fronthaul capacity. The optimiza-
tion problem is reformulated as an equivalent sum-MSE minimization problem, where a low
complexity algorithm based on reweighted 1-norm and WMMSE method (cf. presented in
section 2.2.2) is proposed to sequentially solve the a block of variables while ﬁxing the other
blocks and update corresponding parameter until convergence.
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2.3 Optimization-Based Virtual Computing and Radio Resource Allocation Design in
C-RAN
As the C-RAN deﬁnition that merges the cloud computing and RAN together, studies on the
integration of powerful computing resources and wireless network resources to boost the over-
all C-RAN network performance recently emerged. Various works as in (Tang et al., 2015,
2017; Guo et al., 2016b; Wang et al., 2016b) that jointly optimize the computing resources and
radio resources have been proposed in the literature. Tang et al. (2015, 2017) stated that apply-
ing the virtualization technique and resource sharing to the centralized BBU pool can reduce
the computing power consumption and improve the hardware utilization. Through virtualiz-
ing the computing resources in the physical servers into many virtual machines (VMs), the
VMs provisioning schemes that allow to elastically scale service capacities depending on the
trafﬁc requirements in the cloud-based BBU pool were proposed in (Tang et al., 2015, 2017).
Compared to the previous works where minimize only the RRH power consumption, the total
system cost consisting of computational power consumption and RRH power consumption was
minimized in Tang et al. (2015, 2017) with the slightly modiﬁed objective function as
mφ + ∑
∀i∈I
PRRHi (w) (2.20)
where m is a variable representing the number of VMs needed to process the users’s trafﬁc
and φ is the cost associated with a VM. Since this kind of optimization problem is formulated
as MINLP, the authors proposed the integer search approach to perform a search for number
of VMs m which minimizes the objective function value. Under ﬁxed m, the problem is re-
duced to the RRH power minimization problem which can be solved by adopting the presented
methods such as reweighted 1-norm relaxation. A similar idea of VM assignment provision-
ing in combination with a hybrid clustering scheme was considered in (Guo et al., 2016b) to
minimize the total power consumption in C-RAN. Particularly, the power consumption at the
VM m determined by VM assignment xm,k ∈ {0,1} between VM m and user k is expressed
as ∑∀k∈K xm,kφm where φm is the cost associated to VM m. The hybrid clustering scheme is
deﬁned by variables ti,k ∈ {0,1}, e.g., ti,k = 1 states the ith RRH transmits to the kth user and
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versus, and variables ai,k ∈ {0,1}, e.g., ai,k = 1 states the ith RRH does not transmit the desired
data to the kth user but avoid interfering with the kth user, otherwise ai,k = 0, ∀k ∈K , ∀i ∈I .
Thus, the system power consumption minimization proposed in Guo et al. (2016b) is given by
min
t,a,x ∑∀m∈M ∑∀k∈K
xm,kφm+η ∑
∀i∈I
{ ∑
∀k∈K
pi,k+
∥∥∥∥∥ ∑∀k∈K ti,k
∥∥∥∥∥
0
Prai } (2.21)
where the transmit power pi,k can be calculated with equal transmit power as Pmax/Si where Si
is the maximum number of users served by the ith fronthaul.
2.4 Conclusion
The state-of-the-art of recent results on C-RAN limited fronthaul capacity has been surveyed
in this chapter. In particular, we present a survey of analytical results and statistical expressions
of network achievable rate for general CoMP and C-RAN in random small scale and large scale
scenarios. In 2.2 and 2.3, we review the virtual computing and radio resource designs based
on solving an optimization problem that are used to achieve the best network performance in
the considered limited fronthaul C-RAN. The survey has shown that the existing approaches
were not efﬁcient and fully exploited the potential performance of C-RAN. This motivates us
to develop more effective and practical methods, which will be presented in the subsequent
chapters.
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(Luong et al., 2017c).
3.1 Introduction
Recently, cloud radio access networks (C-RANs) have been considered as a key technology
to signiﬁcantly enhance network performance in order to cope with the explosive demand ex-
pected in the foreseen 5G networks (Rost et al., 2014). By merging the capability of cloud
computing and radio frequency (RF) transmissions, C-RAN architectures are anticipated to
use low-cost low-power base stations for radio services while embracing coordinated and cen-
tralized computational tasks at the cloud center to achieve higher network performance. Gener-
ally, C-RAN systems contain several low-power RRHs that are all connected to a baseband unit
(BBU) pool through fronthaul links (Wu et al., 2015), as illustrated in Fig. 3.1. In C-RANs,
RRHs equipped with RF modules only account for compression and transmission/reception
of radio signals to/from user equipment (UEs). The fronthaul links connecting RRHs and the
BBU pool play a role as a data signal transportation media towards/backwards the BBU pool
from/to RRHs. On the BBU side, the joint centralized processing task powered by multiple
advanced computer processing units (CPUs) is executed to handle all the relevant baseband
signals. With this architectural advantage, C-RANs are able to cater both effective interference
management and cooperative gains, thereby increasing system capacity. However, the perfor-
mance of a C-RAN is heavily restricted by the limited fronthaul capacity between RRHs and
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the BBU pool (Peng et al., 2015; Bernardos et al., 2013). This creates a fundamental bottle-
neck on the network operation, which requires appropriate management on the selection and
transmit power design at RRHs to attain the optimal performance.
Achieving the maximal achievable sum rate with minimal amount of available resources is
a vital problem in wireless networks in general and in C-RANs in particular. The number
of RRHs, together with the associated fronthaul links, in C-RANs can be very high, which
results in huge power consumption. In this regard, RRH selection and RRH-user association
problem is of particular interest. This should be done in accordance with limited fronthaul
capacity constraints, which present a new challenge in the design of C-RANs. Consequently,
the existing design techniques for conventional wireless communication networks are no longer
applicable and thus new design methods for C-RANs are required.
There have been several pioneer works that study the joint design of RRH-user (UE) associ-
ation and beamforming in C-RAN with limited fronthaul capacity. For example, the work in
(Park et al., 2013b; Zhou & Yu, 2014) proposed various compression techniques to minimize
the transmitted data delivered over the fronthaul network. In (Fan et al., 2016), Fan et. al. de-
veloped a low-complexity and efﬁcient algorithm to form clusters of RRHs so that the number
of centralized computational processing tasks at the BBU pool was greatly reduced. In (Shi
et al., 2014; Zhao et al., 2013), the authors employed a sparsity inducing-norm to develop a
joint beamforming and base station (BS) selection design to minimize the power consumption
in C-RANs so that the related fronthaul capacity required to transport data was implicitly mini-
mized. Inspired by these works, the authors in (Luo et al., 2015) further addressed the coupling
factor of uplink (UL) and downlink (DL) transmissions in C-RANs to resolve the problem of
(Shi et al., 2014) by exploiting the UL-DL duality and MI-SOCP framework. In (Ramamon-
jison et al., 2014), the authors employed a generalized Bender decomposition (GBD) method
to develop a decentralized algorithm that jointly optimizes the beamforming and BS cluster-
ing under the limited message exchange assumption in cognitive radio networks. The work of
(Ng & Schober, 2015) considered the limited backhaul constraint and formulated a power min-
imization problem as a combinatorial non-convex problem, where different resource allocation
49
algorithms based on GBD combined with semideﬁnite programming and difference of convex
programming were derived. In (Niu et al., 2016), an increment-based greedy allocation algo-
rithm was proposed to solve the problem of resource allocation and user association through a
user-centric resource sharing scheme for a C-RAN with fronthaul capacity constraint. In addi-
tion, the authors in (Dai & Yu, 2014; Ha et al., 2016) explicitly incorporated the per-fronthaul
capacity constraints in their optimization problems and applied different methods based on
group sparsity inducing norms to attain their designs. In (Peng et al., 2016a), the authors
assigned the ﬁxed rates in the previous iteration to overcome the non-convexity of fronthaul
capacity constraints and applied a generalized WMMSE method to solve the problem of en-
ergy efﬁciency maximization in queue-aware H-CRAN. Sun et al. (2016); Zhao et al. (2016)
developed the coalitional formation game based algorithm to form an RRH cluster, while a
contract game based interference coordination was proposed in (Peng et al., 2015b). Using the
approximation Bellman equation, the authors in (Lau et al., 2013) derived a close-form approx-
imation function for the problem of power-delay trade-off for MU-MIMO systems. To develop
an optimal algorithm for resource allocation in C-RANs, branch and bound method was used
in (Cheng et al., 2013; Tang et al., 2015) and the dual decomposition method was exploited in
(Peng et al., 2015a; Li et al., 2016). An exhaustive search was adopted in (Ha et al., 2016; Guo
et al., 2016a) to ﬁnd the optimal RRH cluster. However, the authors in (Ramamonjison et al.,
2014; Luo et al., 2015; Cheng et al., 2013; Dai & Yu, 2016; Tang et al., 2015; Peng et al.,
2015a; Li et al., 2016; Peng et al., 2015b) did not explicitly consider the fronthaul capacity
constraints, while the user rates were set to be constant to overcome the non-convex fronthaul
capacity constraints in (Dai & Yu, 2014; Ha et al., 2016; Ng & Schober, 2015; Niu et al., 2016;
Guo et al., 2016a; Peng et al., 2016a).
From a network optimization perspective, total power consumption minimization and achiev-
able sum rate maximization are the two most common performance metrics when designing
wireless communications. However, these two design criteria have been often considered sep-
arately as their goals are conﬂicting. Note that, by weighing the two objectives, we can ﬁnd
the whole rate and power region of the system (Boyd & Vandenberghe, 2004; Wu et al., 2014).
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This is in close relation to energy-efﬁcient transmission strategies (Vu et al., 2016). The re-
search on transmit power-throughput trade-off was considered in (Manosha et al., 2014; Yadav
et al., 2016b,a), where the convex hull of the entire achievable power-rate region of MIMO
heterogeneous networks was obtained. By an MI-SOCP approach, a mechanism to ﬁnd the op-
timal trade-off between the overall BS power consumption and power consumption overhead
associated with CoMP transmission was proposed in (Cheng et al., 2013). The work in (Luong
et al., 2016a) was the ﬁrst to employ the MI-SOCP approach to study the power minimiza-
tion in limited C-RANs. The works of (Dai & Yu, 2016) adopted the reweighted 1-norm to
study the trade-off between total power consumption and fronthaul capacity for data sharing
and compression strategies in C-RANs.
It is worth mentioning that the studies in relation to the overall power consumption minimiza-
tion in C-RANs implicitly imply the minimization of the fronthaul capacity usage. This also
helps the cloud center to use the least computational resource to satisfy QoS requirements. In-
vestigations on how C-RANs can beneﬁt from cloud computing capabilities have been reported
recently. For example, the works of (Tang et al., 2015), (Pompili et al., 2016) proposed a joint
design of virtual machine computation capacity, RRH selection and beamforming to minimize
the total power consumption in C-RANs. In this paper, we focus on the communications part
of C-RANs rather than the cloud computing capabilities.
In this paper, we consider the downlink transmission of a C-RAN with limited fronthaul ca-
pacity. In the considered system model, digital data is transmitted from the BBU pool to RRHs
using fronthaul links of ﬁnite capacity, and beamforming technique is used to send data to
UEs. Under this context, we study a joint design of RRH selection, RRH-UE association and
beamformer that simultaneously maximizes the achievable sum rate and minimizes the total
power consumption. The main motivation for jointly designing beamforming with RRH selec-
tion, and RRH-UE association is due to the design goal. It is true that for spectral efﬁciency
maximization, we do not need to consider the RRH-UE association and RRH selection since
maximum degree of freedom is achieved if all RRHs are allowed to serve all the UEs in the
system. We note that the objective function in our problem strikes the balance between spectral
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efﬁciency maximization and total power minimization. Thus, RRH-UE association and RRH
selection are particularly relevant. Intuitively, the optimization of RRH-UE association and
RRH selection is important because there exists a situation where some RRHs of severe fading
conditions can be switched off and each UE can be served by a small subset of active RRHs to
save power.
To deal with two conﬂicting targets, we formulate the problem of interest as a multi-objective
(or vector) optimization problem, directly solving which is cumbersome. To overcome this dif-
ﬁculty, we propose to employ the scalarization approach for the formulated problem by linearly
combining each weighted element of the vector objective function to result in a standard scalar
optimization problem. As shown later on, two challenges arise in the considered problem: (i)
the non-convexity of per-fronthaul capacity constraints, and (ii) the combinatorial nature of the
selection procedure. To deal with the latter one, we naturally introduce binary selection vari-
ables to represent the selection status of RRHs and associated users. The formulated problem is
basically a combinatorial one, which is generally NP-hard. Moreover, another problem is that
even if these binary selection variables are relaxed to be continuous, the resulted problem is still
non-convex because of the non-convexity of the objective function and per-fronthaul capacity
constraints. This attribute makes the considered problem much more difﬁcult to solve, and the
methods presented in previous studies such as those in (Ramamonjison et al., 2014; Luo et al.,
2015; Cheng et al., 2013; Dai & Yu, 2016; Tang et al., 2015; Peng et al., 2015a; Li et al.,
2016; Peng et al., 2015b) are no longer applicable. Moreover, different from (Dai & Yu, 2014;
Ha et al., 2016; Ng & Schober, 2015; Niu et al., 2016; Guo et al., 2016a; Peng et al., 2016a)
where the authors simply assign a predetermined achievable rate to overcome the non-convex
fronthaul constraint, we directly tackle it by proposing novel transformations to arrive at an
equivalent but more tractable form. Based on that, we develop a new framework using SCA
method (Beck et al., 2010) to solve the considered problem efﬁciently. The main contributions
of this paper are summarized as follows.
- We formulate the joint design of RRH selection, RRH-UE association and beamforming
for achievable sum rate-total power maximization problem by employing the concept of
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multi-objective optimization (Boyd & Vandenberghe, 2004). The problem is formulated as
a mixed integer nonlinear program. We then present a novel transformation to rewrite the
design problem in a form that facilitates a customized branch-and-reduce-and-bound (BRB)
algorithm to ﬁnd a globally optimal solution based on monotonic optimization.
- To overcome the high complexity inherently in a global optimization method, we propose
novel transformations and convex approximation techniques to derive two suboptimal low-
complexity algorithms aiming at attaining a high-quality feasible solution. More speciﬁ-
cally, in the ﬁrst method, we iteratively approximate the continuous non-convex constraints
by convex ones using SCA framework. By using a quadratic bound of the logarithm func-
tion, we are able to arrive at a sequence of MI-SOCPs, for which dedicated solvers are
available and efﬁcient. The second method is a simpliﬁed version of the ﬁrst one where
we further relax the binary variables in each iteration to be continuous. That is to say, each
iteration of the second method merely requires solving an SOCP. After convergence, we
then perform a post-processing procedure on the relaxed selection variables to search for a
high-performance solution.
- From a different viewpoint, we reformulate the considered problem under the concept of
sparsity-inducing regularization. The connection status of a particular pair of RRH and UE
is represented by the norm of the associated beamforming vector, which is encouraged to
be zero if doing so improves the objective. By exploiting a 2-norm based logarithm ap-
proximation, the new optimization problem basically shares the same non-convex structure
as the previous one. Applying similar steps in the proposed methods mentioned above, we
arrive at an SOCP, but of smaller size, in each iteration. Then, RRH selection and RRH-UE
association can be decided by ignoring the zero elements in the obtained sparse solution,
after the convergence of the iterative algorithm.
- Extensive numerical results are presented to show the efﬁciency of our proposed algorithms,
compared to known solutions in the literature, especially for the cases of sum achievable rate
maximization and power minimization. In particular, compared to the WMMSE approach
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in (Dai & Yu, 2014), our proposed SCA-based methods converge much faster, while still
achieving a better performance.
The rest of this chapter is organized as follows. Section 3.2 introduces the system model
and formulates our joint RRH selection, RRH-UE association and transmit beamformers into
an achievable sum rate-total power consumption optimization problem. Section 3.3 provides
the global optimal algorithm. In Section 3.4, we introduce our proposed low complexity al-
gorithms. Section 3.5 presents our numerical results and insight discussions under different
simulation setups. Finally, the concluding remark of the this work is given in Section 3.6.
3.2 System Model and Problem Formulation
3.2.1 Transmission Model
We consider the DL of C-RAN consisting of I RRHs and K single antenna UEs. For notational
convenience, we denote I = {1, . . . , I} and K = {1, . . . ,K} as the set of RRHs and UEs,
respectively. We assume that the ith RRH is equipped with Mi antennas,∀i ∈ I . As shown
in Fig. 4.1, we assume that all the RRHs are connected to BBU pool via the fronthaul links,
e.g., high-speed optical ones, where the ith link has a predetermined maximum capacity Ci.
Each UE is served by a speciﬁc group of RRHs but one RRH can serve more than one users
simultaneously. Let us denote by sk the signal with unit power, i.e., E
{
sks∗k
}
= 1, intended for
the kth UE and by wi,k ∈ CMi×1 the transmit beamforming vector from the ith RRH to the kth
UE. The vector of channel coefﬁcients encompassing small-scale fading and pathloss from the
ith RRH to the kth UE is represented by hi,k ∈CMi×1. For notational convenience we denote the
set of beamforming vectors intended for the kth UE as wk  [wT1,k,wT2,k, . . . ,wTI,k]T ∈CM×1, and
the vector including the channels from all RRHs to the kth UE as hk  [hT1,k,hT2,k, . . . ,hTI,k]T ∈
CM×1, where M = ∑i∈I Mi. Using these notations, the received signal at the kth UE is given
by
yk = hHk wksk+ ∑
j∈K \k
hHk w js j+ zk (3.1)
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where zk ∼ CN (0,σ20 ) is the additive white Gaussian noise (AWGN) and σ20 is the noise
power. Note that in (3.1), we have assumed that the kth UE is connected to all the RRHs,
but the ith RRH serves the kth UE only if
∥∥wi,k∥∥22 > 0. By treating interference as noise, the
achievable rate in b/s/Hz at the kth UE is given by
Rk (w) = log2 (1+Γk (w)) (3.2)
where
Γk (w) =
|hHk wk|2
∑ j∈K \k |hHk w j|2+σ20
(3.3)
and w [wT1 ,wT2 , . . . ,wTk ]T ∈ C(KM)×1 is vector stacking the beamformers for all users.
C1 C2 C3 C4
Figure 3.1 Limited fronthaul C-RAN.
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3.2.2 Fronthaul Capacity Constraint
After the BBU pool performs a relevant radio resource management algorithm to determine the
beamforming vectors, data for the kth UE is routed from the BBU pool to the ith RRH via the
ith fronthaul link only if
∥∥wi,k∥∥2 > 0. For the transmission to be feasible, the capacity of the ith
fronthaul link should be ξi times greater than or equal to the total achievable rate at the ith RRH
where ξi ≥ 1, ∀i ∈I (Peng et al., 2016b). Herein, we assume that the channel conditions are
slow varying. Thus, the transportation of CSI via the fronthaul link occurs less frequently than
that of data. As a result, conveying CSI consumes much less fronthaul capacity than conveying
the users’ data, and thus can be neglected for the sake of simplicity. For the purpose of problem
formulation, let us introduce binary variables ai,k ∈ {0,1} ,∀i ∈I and k ∈K to represent the
association status between the ith RRH and the kth UE, i.e., ai,k = 1 implies that the kth UE is
served by the ith RRH and ai,k = 0, otherwise. Then, the per-fronthaul capacity constraints can
be written as
∑
k∈K
ai,kRk (w)≤ Ciξi ,∀i ∈I . (3.4)
3.2.3 Power consumption
In this subsection, we present a power consumption model that accounts for the power con-
sumption at RRHs as well as for transmitting digital data from the BBU pool to the corre-
sponding RRHs. According to Shi et al. (2014), the power consumption at a RRH consists
of two types, namely, data dependent power and data independent power. The former is the
power dispatched at the power ampliﬁers in an RRH which is a function of transmitted signals,
while the latter is mostly due to electronic components. The data independent power can be
sub-categorized into two types, one, denoted by Prai , representing the ﬁxed amount of power
when the ith RRH is in active mode, and one, denoted by Prii , accounting for the power re-
quired to keep the ith RRH in sleep mode. More speciﬁcally, Prai and P
ri
i are the power that
is consumed by the circuit and to maintain the operation of the fronthaul optical link in the
active and sleep mode of the ith RRH, respectively. The power consumption for forwarding
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information data and beamformers related to the transmission from the ith RRH to the kth UE
via fronthaul tranmission is denoted by PFHi,k . From the introduction of ai,k, it is obvious that
when ai,k = 0, then PFHi,k = 0. To represent the operation mode of the ith RRH, we introduce
a binary variable bi = {0,1},∀i ∈ I . In particular, bi = 0 states that the ith RRH is in sleep
mode and bi = 1 means otherwise. In summary, the sum power consumption at all RRHs and
corresponding fronthaul links can be written as
Ptot (w,a,b) =
1
ηi ∑i∈I ∑k∈K
‖wi,k‖22+ ∑
i∈I
biPrai + ∑
i∈I
(1−bi)Prii + ∑
i∈I
∑
k∈K
ai,kPFHi,k︸ ︷︷ ︸
Pcirc(a,b)
(3.5)
where ηi ∈ [0,1] is the power ampliﬁer efﬁciency, b= [b1, . . . ,bI]T and a=
[
aT1 , . . . ,a
T
K
]T where
ak =
[
a1,k . . . ,aI,k
]T . For simplicity, we denote Pcirc (a,b) = ∑i∈I biPrai +∑i∈I (1−bi)Prii +
∑i∈I ∑k∈K ai,kPFHi,k .
3.2.4 Problem Formulation
We are now ready to formulate the problem of simultaneously maximizing the achievable sum
rate of K users and minimizing the total power consumption of the considered C-RAN model.
These are the most two common design criteria in wireless networks. By optimizing the two
performance measures in a single framework, we can achieve maximal sum rate with minimal
total power consumption, and also easily trade-off between the two conﬂicting objectives. In
general, this problem is categorized as a multi-objective optimization one, where the objective
is a vector-valued function. A common method to solve it is to apply the scalarization method
by taking a linear combination of individual components Boyd & Vandenberghe (2004). Moti-
vated by this method, we consider a joint design of beamforming, RRH selection and RRH-UE
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association given by
max
b,a,w,ν
α
Rtot(w)
R0
− (1−α) P
tot(w,a,b)
P0
(3.6a)
s.t. Γk (w)≥ Γmink ,∀k ∈K (3.6b)
∑
k∈K
∥∥wi,k∥∥22 ≤ biPmax,∀i ∈I (3.6c)∥∥wi,k∥∥22 ≤ ai,kνi,k,∀i ∈I ,∀k ∈K (3.6d)
νi,k ≤ ai,kPmax,∀i ∈I ,∀k ∈K (3.6e)
ai,k ≤ bi,∀i ∈I ,∀k ∈K (3.6f)
∑
i∈I
ai,k ≥ 1,∀k ∈K (3.6g)
∑
k∈K
ai,kRk (w)≤Ci,∀i ∈I (3.6h)
bi ∈ {0,1} ,ai,k ∈ {0,1} ,∀i ∈I ,∀k ∈K (3.6i)
where Rtot(w) ∑k∈K Rk (w). In (3.6), we have introduced the weight α ∈ [0,1] to strike the
balance between sum rate maximization and total power minimization. It is worth mention-
ing that if α = 1 (or α = 0), we arrive at the sum rate maximization problem (or total power
minimization). In addition, due to the different physical meaning of rate and power in the
objective, we divide Rtot(w) and Ptot
(
w,a,b
)
by a reference value R0 (b/s/Hz) and P0 (Watt),
respectively. The values of R0 and P0 are provided in Section 3.5. Before proceeding fur-
ther, we note that there exist other scalarization techniques such as weighted Tchebycheff Ng
et al. (2016), weighted exponential and other methods introduced in Marler & Arora (2004)
to solve a multi-objective problem. However, the weighted Tchebycheff method is inefﬁcient
to the considered problem in this paper because optimizing individual objectives is already in-
tractable. The weighted exponential and other methods in Marler & Arora (2004) essentially
lead to a formulation similar to (3.6), and thus the proposed solutions in the subsequent sections
are still applicable. In this paper, we adopt the linear scalarization method for its popularity
and simplicity.
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The introduction of the set of auxiliary variables ν =
{
νi,k,∀i ∈I ,k ∈K
}
and the constraints
in (3.6) deserve further explanation. Intuitively, νi,k represents the soft power transmitted from
the ith RRH to UE k. Constraint (3.6b) is to ensure the QoS requirement for the kth user,
where Γmink is the predetermined SINR requirement for the kth user. Moreover, constraint
(3.6c) implies that the total transmit power at each RRH is limited by a given budget power
Pmax. The constraints (3.6c) and (3.6d) are to make sure that when the ith RRH is in sleep
mode, e.g., bi = 0, no power will be transmitted from it. This can be easily seen as bi = 0,
then ai,k = 0 for all k ∈K and ∑k∈K
∥∥wi,k∥∥22 = 0. Similarly, in (3.6d) we guarantee that the
transmit power
∥∥wi,k∥∥22 from the ith RRH to the kth user is zero if ai,k = 0. The constraint in
(3.6e) means that the soft power from the ith RRH to the kth user should not exceed Pmax. We
impose the constraint (3.6g) to ensure that each user is served by at least one RRH. Finally, the
per-fronthaul capacity constraint is explicitly presented in (3.6h).
We remark that problem (3.6) includes, as a special case, RRH clustering Ramamonjison et al.
(2014); Dai & Yu (2014); Cheng et al. (2013). Speciﬁcally, a dynamic cluster of RRHs can be
formed by posing an extra constraint on the variable {ai,k}∀i,k, i.e., ∑i∈I ai,k ≤ κ where κ ≤ I
to require that each user can only connect to at most κ RRHs instead of all RRHs. In this
way, dynamic RRH cluster formation can be optimized through binary variables ai,k ∈ {0,1},
∀i ∈I and ∀k ∈K in each scheduling slot. Exploring the potential gains offered by dynamic
RRH clustering deserves a thorough study, and thus is left as future work.
Towards solving (3.6) optimally, we note that the constraint (3.6d) is called a rotated second
order cone Cheng et al. (2013); Boyd & Vandenberghe (2004). It is trivial to see that (3.6d) can
be rewritten as
(ai,k+νi,k
2
)2 − (ai,k−νi,k2 )2 ≥ ∥∥wi,k∥∥22. Thus (3.6d) is equivalent to the following
SOC constraint
ai,k+νi,k
2
≥
∥∥∥[ai,k−νi,k
2
,wTi,k
]T∥∥∥
2
,∀i ∈I ,∀k ∈K (3.7)
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3.3 Global Optimization Method
In this section we present a solution to solve (3.6) optimally. Before proceeding further, we
provide some comments on the complexity of (3.6). First, problem (3.6) is a mixed integer
non-linear program (MINLP) due to binary variables a and b, which is generally NP-hard.
Moreover, even when a and b are relaxed to be continuous, the obtained problem is still non-
convex because of the non-convexity of the objective function (3.6a) and the constraint (3.6h).
In mathematical programming, (3.6) is categorized as a mixed integer non-convex problem for
which the method in Cheng et al. (2013) is not applicable to ﬁnd a globally optimal solution.
To the best of our knowledge, there is no off-the-shelf solver for (3.6). In what follows, we
present an equivalent formulation of (3.6), based on which a BRB algorithm using monotonic
optimization is customized to solve it optimally.
3.3.1 Equivalent Formulation
Consider the following problem
max
b,a,w,ν ,u
f (u) α˜ ∑
k∈K
uk− α¯u−10 (3.8a)
s.t. Rk (w)≥ uk,∀k ∈K (3.8b)
uk ≥ log(1+Γmink ) (3.8c)
Ptot(w,a,b)≤ u−10 (3.8d)
∑
k∈K
ai,kuk ≤Ci (3.8e)
uk ≥ 0,k = 0,1,2, . . . ,K (3.8f)
(3.6c), (3.6e)− (3.6g), (3.6i), (3.7). (3.8g)
where α˜  α/R0 and α¯  (1−α)/P0. The key to the development of our proposed optimal
solution is due to the following lemma.
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Lemma 1. The formulations in (3.6) and (3.8) are equivalent in the sense that they have the
same optimal objective.
Proof : The equivalence is due to the observation that at optimality of (3.8), the inequalities
Rk (w) ≥ uk and Ptot(w,a,b) ≤ u−10 must hold with equality. The details of the proof are
presented in Appendix 1.
3.3.2 Proposed BRB Solution
While the formulation in (3.8) does not reduce the non-convexity of the considered problem,
it facilitates the development of an optimal design based on monotonic optimization. More
speciﬁcally, it is easy to see that the objective in (3.8) monotonically increases with respect
to each entry of u. Thus we can apply a BRB method to solve (3.8) optimally as done in
Tervo et al. (2015); Tuy & khayya-and P. Thach (2005). We refer the interested reader to Tervo
et al. (2015); Tuy & khayya-and P. Thach (2005) for a detailed description of a monotonic
optimization-based BRB. Herein we present the customized steps required for solving the con-
sidered problem. For this purpose, we reuse the deﬁnitions and concepts in Tervo et al. (2015);
Tuy & khayya-and P. Thach (2005) relevant to the development of the proposed BRB. Speciﬁ-
cally, we deﬁne the compact normal setQ= {u∈RK+1+ |(3.8b)− (3.8g)} andU = [u, u¯] as the
box that contains all u feasible to (3.8). The values of u and u¯ are can be computed as follows.
From (3.8c), it holds that uk ≥ log(1+Γmink ) = uk, ∀k = {1, . . . ,K}. Moreover, we have
u0 ≥ 11
ηi I×Pmax+ I×Pra+ I×K×PFHi,k
= u0. (3.9)
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Similarly, an upper bound of u can be given by
u0 ≤ 1I×Pri = u0 (3.10)
uk
(a)
≤ log(1+
∣∣hHk wk∣∣2
σ20
)
(b)
≤ log
(
1+
‖hk‖22 ‖wk‖22
σ20
)
(c)
≤ log
(
1+
I×Pmax ‖hk‖22
σ20
)
= uk,∀k ∈K . (3.11)
where (a) is due to omitting the inter-user interference, (b) is the result of applying Cauchy–Schwarz
inequality, and (c) is obvious from the power constraint for each wi,k. The main problem in a
BRB algorithm using monotonic optimization framework is to check if a given u belongs toQ
or not. Mathematically we need to solve the following feasibility problem for a given u
ﬁnd w,a,b,ν (3.12a)
s.t. (3.8b), (3.8c), (3.8d), (3.8e), (3.8f), (3.8g). (3.12b)
Similar to (3.26) we can equivalently rewrite (3.8b) as
c′ℜ(hHk wk)≥
∥∥hHk w1, . . . ,hHk wK,σ0∥∥2 (3.13)
where c′ =
√
1
2uk−1 +1. Furthermore (3.8d) is equivalent to
u−10 −Pcirc (a,b)+1
2
≥
∥∥∥∥∥∥
[
wT1,1√
η1
, . . . ,
wTI,K√
ηI
,
u−10 −Pcirc (a,b)−1
2
]T∥∥∥∥∥∥
2
(3.14)
From the above transformations, it is clear that when u is ﬁxed, (3.12) is a MI-SOCP feasibility
problem, which can be solved optimally by (3.12) dedicated solvers such as MOSEK MOS and
Gurobi Gurobi Optimization (2015). Despite exponential worst-case complexity, these mixed
integer solvers can solve (3.12) reasonably fast in practice, especially when leveraging the
distributed and parallel optimization capability in a cloud computing platform.
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Based on the above analysis, problem (3.8) can now be expressed as max{ f (u)|u ∈Q ⊂U }.
First, we check whether u is feasible or not. If so, we apply the proposed BRB algorithm,
which is outlined in Algorithm 3.1, to ﬁnd a globally optimal solution to (3.8). In principle,
the proposed BRB algorithm recursively branches a boxB into two smaller boxes, checks the
feasibility of each new box, update the current upper and lower bounds by the box reduction
and bound computation process, and removes the boxes that do not contain an optimal solution.
The details of these operations can be found in Tervo et al. (2015), and thus omitted here for
space limitation. For our particular problem, the upper and lower bound of a boxB = [u, u¯] is
computed UB(B) = f (u¯) and LB(B) = f (u), respectively. According to Tuy & khayya-and
P. Thach (2005), the proposed BRB algorithm is bound improving and terminates after ﬁnitely
many iterations for a given desired accuracy level ε .
Algorithm 3.1: Proposed BRB algorithm.
1: Apply box reduction to U to obtain redu(U )
2: n= 1;B1 = redu(U ); D1 = {B1} ;ζ1 = LB(B1) ;
3: repeat
4: Select the box with the largest upper bound to branch: Bn = argmaxBi⊂Dn UB(Bi);
5: Branch the boxBn into two small boxesB
(1)
n andB
(2)
n ; // Box Branching //
6: for j = 1 : 2 do
7: Compute lower bound set ofB( j)n , denoted asX
( j)
n =
{
u( j)n
}
;
8: if X( j)n is feasible then
9: Apply box reduction toB( j)n to obtain redu
(
B
( j)
n
)
; // Box Reduction //
10: X
( j)
n = /0;
11: end if
12: Compute lower bound LB
(
redu
(
B
( j)
n
))
, upper bound UB
(
redu
(
B
( j)
n
))
from the
reduced box; // Bound Computation //
13: end for
14: Update the lower bound: ζn+1 = max
(
LB
(
redu
(
B
(1)
n
))
,LB
(
redu
(
B
(2)
n
))
,ζn
)
;
15: Update the set of boxes: Dn+1 =
{
Dn,B
(1)
n ,B
(2)
n
}
;
16: Delete the box that do not contain optimal solution:
Dn+1 =Dn \{Bi|ζn+1 >UB(redu(Bi)) ,∀i= 1, . . . ,cardinal(Dn)} ; // Pruning //
17: n= n+1;
18: until
∣∣maxBi⊂DnUB(redu(Bi))−ζn∣∣≤ ε;
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3.3.3 Convergence analysis
Algorithm 3.1 is guaranteed to compute an optimal solution to (3.8) and its convergence can
be proved using the same arguments as those in Tuy & khayya-and P. Thach (2005), which can
be explained as follows. First, the branching rule improves the lower and upper bounds of the
objective (3.8a) after every iteration. Speciﬁcally, by the updating rule in Step 14, the lower
bound is non-decreasing after each iteration. Due to the box reduction and bound computation
rule, the upper bound is non-increasing. After a ﬁnite number of iterations, Algorithm 3.1 will
create a set of boxes that contain an optimal solution, and the gap between the upper bound and
lower bound is less than or equal to ε , where ε is a predetermined desired accuracy level.
3.4 Low-complexity Algorithms
In general, computing a globally optimal solution to (3.6) is very difﬁcult and even if possible,
it is of little practical use in wireless communications since the channel conditions can change
quickly. Thus, the proposed optimal solution presented in the preceding section are mostly
useful for benchmarking purposes. For more practically appealing methods, we derive in this
section three iterative low-complexity approaches to ﬁnd a high-quality feasible solution to
(3.6). In the ﬁrst approach, we employ successive convex approximation (SCA) method to
convexify the non-convex continuous part of problem (3.6). In this way the problem at each
iteration of the proposed algorithm is still an MI-SOCP. However, the number of MI-SOCPs
that needs to be solved is signiﬁcantly reduced, compared to the optimal BRB method, since
the SCA-based convexiﬁcation converges rapidly. In the second approach, we further lower the
computational complexity of the ﬁrst approach by relaxing the binary variables into continuous
ones. This results in a series of SOCP being solved until convergence. For a continuous
relaxation method, it is generally known that the obtained solution may not produce a high-
performance (or even a feasible) solution. To this end, we carry out a post-processing procedure
over the obtained solution to search for a high-quality solution. In the ﬁnal method, the problem
is reformulated from the viewpoint of sparsity-inducing regularization by applying reweighted
1-norm in combination with the SCA-based approximation.
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3.4.1 New Equivalent Transformation
We ﬁrst remark that, although (3.6) and (3.8) are equivalent as shown in Lemma 1, their feasible
sets are different. It means a feasible solution of (3.8) might be infeasible to (3.6). This can
be veriﬁed by observing that in (3.8b), we can ﬁnd a feasible solution w¯, u¯k, a¯i,k,∀i,k such that
Rk (w¯)> u¯k and ∑k∈K a¯i,kRk (w¯)>
Ci
ξi
, violating constraint (3.6h). In this section we are about
to apply SCA optimization to ﬁnd low-complexity algorithms that provide suboptimality of
(3.6). Thus a new transformation with an equivalent feasible set is necessary. To this end, we
consider the following formulation
max
w,a,b,
ν ,μ,γ
α˜ ∑
k∈K
μk− α¯Ptot(w,a,b) (3.15a)
s.t. log(1+ γk)≥ μk (3.15b)
Γk (w)≥ γk (3.15c)
γk ≥ Γmink (3.15d)
(3.6c), (3.6e)− (3.6i), (3.7). (3.15e)
It is easy to see that a solution feasible to (3.15) is also feasible to (3.6). Moreover, all the
constraints (3.15b)–(3.15c) are active at optimality. Thus (3.15) is an equivalent formulation of
(3.6) that serves the purpose mentioned above. From the previous discussions, it is clear that
the continuous nonconvexity of (3.15) is due to (3.6h) and (3.15c). To proceed further, we ﬁrst
rewrite (3.6h) as
K
∑
k=1
ai,k log(1+ tk)≤ Ciξi , (3.16a)
|hHk wk|2
∑Kj =k |hHk w j|2+σ20
≤ tk, (3.16b)
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where t= {tk ≥ 0,∀k ∈K } is the set of newly introduced variables. Moreover, with the intro-
duction of additional auxiliary variables z = {zk ≥ 0,∀k ∈K }, we can rewrite (3.16a) as
∑
k∈K
a2i,k/zk ≤
Ci
ξi
, (3.17)
1+ tk ≤ e1/zk . (3.18)
A subtle point should be made here. In fact, to arrive at (3.17), we have used the fact that ai,k =
a2i,k for ai,k ∈ {0,1}. This maneuver has two purposes. Firstly, (3.17) is SOC representable.
Secondly, if ai,k is allowed to be continuous on [0,1], then it holds that ai,k ≥ a2i,k. Thus, if ai,k
satisﬁes (3.17), then it also does for (3.16a). This important observation will be exploited to
derive a high-performance solution based on the continuous relaxation. To summary, we can
equivalently rewrite (3.6) as
max
w,a,b,
ν ,μ,γ
t,z
α˜ ∑
k∈K
μk− α¯Ptot(w,a,b) (3.19a)
s.t. log(1+ γk)≥ μk (3.19b)
∑
j∈K \k
|hHk w j|2+σ20 ≤
|hHk wk|2
γk
(3.19c)
1+ tk ≤ e1/zk , (3.19d)
|hHk wk|2
tk
≤
K
∑
j =k
|hHk w j|2+σ20 , (3.19e)
(3.6e)− (3.6g), (3.6i), (3.6c), (3.7), (3.15d), (3.17). (3.19f)
We remark that problem (3.19) is still non-convex but its nonconvexity is easier to handle in
light of SCA as demonstrated in the following.
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3.4.2 SCA-MISOCP Algorithm
In the ﬁrst iterative method we preserve the Boolean variables, and only approximate the con-
tinuous nonconvex parts of (3.19). In particular, we do so by applying the framework of suc-
cessive convex optimization. Explicitly, at iteration n of the proposed algorithm, the right side
of (3.19c) is simply replaced by its ﬁrst order Taylor approximation around the points w(n)k and
γ(n)k
H
(
wk,γk;w
(n)
k ,γ
(n)
k
)
=
2ℜ
(
w(n)Hk Hkwk
)
γ(n)k
−
∣∣hHk w(n)k ∣∣2
γ(n)2k
γk (3.20)
where Hk  hkhHk , and we have denoted w
(n)H
k =
(
w(n)k
)H and γ(n)2k = (γ(n)k )2 to lighten the
notation. In the same way we convexify the right sides of in (3.19d) and (3.19e) by the ﬁrst
order Taylor approximation as
F
(
zk;z
(n)
k
)
= e1/z
(n)
k − e
1/z(n)k
z(n)2k
(
zk− z(n)k
)
(3.21)
G
(
w;w(n)
)
=
K
∑
j =k
2ℜ
(
w(n)Hj Hkw j
)− K∑
j =k
w(n)Hj Hkw
(n)
j +σ
2
0 (3.22)
By applying these approximations into the non-convex constraints (3.19c),(3.19d) and (3.19e),
we can formulate the mixed integer convex approximation of problem (3.19) at iteration n+1
as below
max
w,a,b,
ν ,μ,γ
t,z
α˜ ∑
k∈K
μk− α¯Ptot(w,a,b) (3.23a)
s.t. log(1+ γk)≥ μk (3.23b)
∑
j∈K \k
|hHk w j|2+σ20 ≤ H
(
wk,γk;w
(n)
k ,γ
(n)
k
)
(3.23c)
1+ tk ≤ F
(
zk;z
(n)
k
)
(3.23d)∣∣hHk wk∣∣2 /tk ≤ G(w;w(n)) (3.23e)
(3.6e)− (3.6g), (3.6i), (3.6c), (3.7), (3.15d), (3.17). (3.23f)
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where w(n),z(n),γ(n) are the parameters to be updated at the (n+1)th iteration.
Remark 1. Note that all the continuous constraints in (3.23), except (3.23b), are convex
quadratic representable. Thus (3.23) is recognized as a generic convex mixed-integer program
for which dedicated solvers are quite limited. In an effort to preserve the convexity, while still
able to avail of more efﬁcient solvers, the authors in Tervo et al. (2015) approximate (3.23b)
by a system of SOC constraints. In this way, (3.23) reduces to an MI-SOCP for which dedi-
cated solvers such as MOSEK have proved to be very efﬁcient. However, the number of SOC
constraints required to approximate the exponential cone in (3.23b) increases quickly with the
accuracy.
In this work we propose a novel approach to transform (3.23) into an MI-SOCP. To this end we
ﬁrst present the following inequality. For any γk ≥ 0 it holds that
log(1+ γk)≥U
(
γk;γ
(n)
k
)
= log
(
1+ γ(n)k
)
+
1
1+ γ(n)k
(
γk− γ(n)k
)− 1
2
(
γk− γ(n)k
)2 (3.24)
In factU
(
γk;γ
(n)
k
)
is a quadratic lower bound of log(1+ γk) around γ
(n)
k , which is derived from
the Lipschitz continuity of the derivative of log(1+ γk). The proof is given in Appendix 2. In
the MI-SOCP formulation of (3.23) we replace (3.23b) by
U(γk;γ
(n)
k
)
)≥ μk (3.25)
which is conic quadratic representable. The ﬁrst proposed algorithm, referred to as the SCA-
MISOCP based Algorithm, is outlined in Algorithm 3.2.
Convergence Analysis
We now prove that Algorithm 3.2 is guaranteed to converge. This can be established by show-
ing that the sequence of objectives returned by Algorithm 3.2 is monotonically convergent.
Towards this end, let θ (n) and Θ(n) denote the optimal objective value and the achieved optimal
solution at the nth iteration of Algorithm 3.2, respectively. Due to the ﬁrst order approximation
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Algorithm 3.2: SCA-MISOCP based Algorithm.
1: Initialize starting points of w(n),z(n),γ(n);
2: Set n := 0;
3: repeat
4: Solve the approximated problem (3.23) with the SOC approximation (3.25) at
w(n),z(n),γ(n) to achieve the optimal solution a,b,γ, t,μ,ν,w,z;
5: Set n := n+1;
6: Update w(n) = w,z(n) = z,γ(n) = γ;
7: until Convergence;
in (3.20), (3.21) and (3.22), it holds that equalities occur at (a) when (w(n)k ,γ
(n)
k ) = (wk,γk),
at (b) when z(n)k = zk, and (c) when w
(n) = w, respectively. Then, the updating rule in Algo-
rithm 2 (cf. Step 5 in Algorithm 3.2) ensures that Θ(n) is also feasible to problem (3.23) at
the (n+ 1)th iteration. This subsequently leads to θ (n+1) ≥ θ (n), meaning that Algorithm 3.2
generates a non-decreasing sequence of objective function values. Due to the power budget
constraint (3.6c), the sequence of objectives {θ {n}} is upper bounded and thus, is convergent.
Generation of Initial Point
To start the iterative process in Algorithm 3.2, it is essential to ﬁnd a feasible point in Step 1 of
Algorithm 3.2. For this purpose, we can simply set tk = Γmin, γk = Γmin, μk = log(1+Γmin) for
all k ∈K , and then solve the following feasibility problem (Pini) = ﬁnd{a,z|zk ≤ 1/ log(1+
Γmin), (3.17), (3.6g),ai,k ∈ {0,1}}. We remark that the problem (Pini) is a feasibility MI-SOCP
program which can be solved optimally by off-the-shelf solvers such as MOSEK or GUROBI.
Next, from the obtained value of a, t,z,γ,μ , we consider the following mixed integer program
(Pmin) = minw,b,ν{Ptot(w,a,b)|(3.6b)− (3.6f),bi ∈ {0,1}}. Note that the constraints (3.6c)-
(3.6f) are SOC representable as discussed earlier. In fact, (3.6b) can also be reformulated by
a SOC constraint as shown inTervo et al. (2015); Wiesel et al. (2006), which can be brieﬂy
explained as follows. It is easy to check that if wk,∀k ∈K is feasible to (3.6), then a phase
rotation on wk (i.e., replace wk by wke jφk for some φk ∈ [0,2π]) creates another feasible solution
of the same objective value. Therefore, without loss of optimality, wk can be chosen such that
hHk wk is real and non-negative ∀k ∈K . As a result, (3.6b) is equivalent to the following two
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constraints
cRe
(
hHk wk
)≥ ∥∥∥[hHk w1, . . . ,hHk wK,σ20 ]T∥∥∥2 (3.26a)
Im
(
hHk wk
)
= 0 (3.26b)
where c=
√
(Γmin+1)/Γmin. Now, it is clear that (Pmin) is a MI-SOCP problem, and thus can
be solved optimally. The obtained values of w,z,γ by solving (Pini) and (Pmin) are then used
to start Algorithm 3.2. Alternative option is to initialize Algorithm 3.2 from a feasible solution
that can be found by the suboptimal algorithms presented in the subsequent subsections.
3.4.3 Continuous relaxation and inﬂation based algorithm
To develop a more practically appealing algorithm, we further consider the continuous relax-
ation of (3.23), i.e., 0 ≤ bi ≤ 1,0 ≤ ai,k ≤ 1 for ∀i ∈ I ,∀k ∈K . As a result, the continuous
relaxation of (3.23), denoted as (Pr), becomes an SOCP which can be solved in polynomial
time by modern conic solvers. The second proposed iterative method combines two stages: (i)
continuous relaxation and (ii) post-processing. In the ﬁrst stage, we follow an iterative algo-
rithm similar to Algorithm 3.2, but simply solve (Pr) in Step 3. The post-processing process
is then used to map the obtained bi’s and ai,k’s to the binary values, which is required due to
the continuous relaxation. Towards this end, we apply the inﬂation procedure in Cheng et al.
(2013) to reﬁne the achieved solution. In particular, we rely on the solution to the continuous
relaxation at convergence as an incentive measure to make a decision on the binary value of
a and b. Let us denote a˜, b˜ and w˜ as the solution achieved after the ﬁrst stage. Intuitively,
the connection between the ith RRH and the kth UE is more likely if the channel of the link
is in better condition and the power consumed to transmit fronthaul data PFHi,k is smaller than
the others. Consequently, solving the continuous relaxation would possibly yield higher b˜i for
the ith RRH and higher a˜i,k for the connection between the ith RRH and the kth UE. Based
on the above intuitive observations, we propose an iterative procedure to determine the set of
active RRHs and RRH-UE association based on a˜ and b˜. The process starts by assuming that
all the RRHs are off and there is no association between RRH and UE. In each iteration, (Pr)
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is solved with a set of remaining inactive RRHs and RRH-UE association that is not connected.
The RRH-UE association with the largest a˜i,k will be made connected and the resulting RRH
will be set active, following the relationship in (3.6f). The overall algorithm is presented in
Algorithm 3.3.
Algorithm 3.3: Inﬂation based algorithm
1: Set m := 0, π(m) is signiﬁcantly small, and initialize the set
R
(m)
off = {(i,k)× i ∈ (I ,K )×I }.
2: repeat
3: Set m := m+1;
4: Solve (Pr) with ai′,k′ = 1 and bi′ = 1,∀{(i′,k′)× i′} /∈R(m−1)off ;
5: UpdateR(m)off =R
(m−1)
off \
{
(i′,k′)× i′ = argmax
i,k∈R(m−1)off
a˜i,k
}
;
6: Solve (3.23) with (3.25) given ai′,k′ = 1,bi′ = 1,∀{(i′,k′)× i′} /∈R(m)off and
ai,k = 0,bi = 0,∀{(i,k)× i} ∈R(m)off , denoted as
(
P int
)
. If
(
P int
)
is feasible, set
π(m)as the value of objective function achieved at the convergence. If not, set
π(m) = π(0).
7: until (Pr) starts to be infeasible or
(
P int
)
is feasible and π(m) < π(m−1);
8: Solve (3.23) with (3.25) given ai′,k′ = 1,bi′ = 1,∀{(i′,k′)× i′} /∈R(m−1)off and
ai,k = 0,bi = 0,∀{(i,k)× i} ∈R(m−1)off to obtain w,ν, t,z,μ,γ;
Convergence Analysis
Algorithm 3.3 is provably convergent due to two facts. First, the SCA-based algorithm to solve
(Pr) is guaranteed to converge and this can be proved in the same way as done for Algorithm
3.2. Second, the post-processing procedure is executed (I−1)K times in the worst case. In
the last step when all the binary variables have been ﬁxed, the SCA-based algorithm is applied
to solve (3.23) until convergence. Note that in this case, we deal with a continuous optimiza-
tion problem and a stronger convergence result can be achieved. Speciﬁcally, every limit point
of the SCA-based algorithm is a stationary solution to the continuous optimization problem.
However, we remark that a stationary point is not necessarily a locally optimal solution. Ex-
ploring further properties of the obtained stationary solution is beyond the scope of the paper.
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Generation of Initial Point
To apply the SCA-based algorithm to solve (Pr) in the ﬁrst iteration of Algorithm 3.3 (i.e,
when 0 ≤ ai,k ≤ 1 and 0 ≤ bi ≤ 1), we may need a feasible point. However, as mentioned ear-
lier, the challenge is that (Pr) (cf. (3.23)) is nonconvex with the remaining other continuous
variables, making it difﬁcult to ﬁnd a feasible point. There is in fact a penalty method to allow
the SCA-based procedure to start from an infeasible point, which is described in Lipp & Boyd
(2016). The idea is to introduce slack variables into each constraint as the violations and pe-
nalizing the sum of these violations in the objective. In this way, ﬁrst iterations of Algorithm
3.3 may be infeasible to (3.23), but violations are forced to be zero as the iterative process pro-
gresses. We refer the interested reader to (Lipp & Boyd, 2016, Algorithm 3.1) for a complete
description of this initialization method.
3.4.4 Sparsity-inducing Norm Approach
In the ﬁnal low-complexity approach, we reformulate the sum rate-power maximization from
a viewpoint of group sparsity. Note that the ith RRH will not be selected if the vector w˜i =[
wHi,1, . . . ,w
H
i,K
]
which includes all beamformers related to the ith RRH is a zero vector. Let us
rewrite the total power consumption as
Ptotsparse(w) =
1
ηi ∑∀i∈I
∥∥w˜i∥∥22+ ∑
∀i∈I
χ
(∥∥w˜i∥∥22)(Prai −Prii )
+ ∑
∀i∈I
Pri+ ∑
∀k∈K
∑
∀i∈I
χ
(∥∥wi,k∥∥22)PFHi,k . (3.27)
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The sum rate–power optimization can now be written as
max
w
α˜
K
∑
k=1
Rk(w)− α¯Ptotsparse(w) (3.28a)
s.t. Γk (w)≥ Γmink ,∀k ∈K (3.28b)
∑
∀k∈K
χ
(∥∥wi,k∥∥22)Rk(w)≤ Ciξi ,∀i ∈I , (3.28c)∥∥w˜i∥∥22 ≤ Pmax,∀i ∈I . (3.28d)
In fact we can impose sparsity on the soft power vector ν to derive the sparsity-inducing norm
method. However our idea is to impose sparsity directly on the beamforming vector w to arrive
at (3.28). Thus, all slack variables are not introduced to reduce the complexity of the resulting
formulation. However, problem (3.28) is still non-convex due to the presence of the indication
functions, which are intractable. To deal with this problem, we will replace χ(x) by log(τ +x)
for a small τ > 0, following the result in Candes et al. (2008). In this way we can approximate
χ
(∥∥w˜i∥∥22)  log(∥∥w˜i∥∥22+ τ1) (3.29)
χ
(∥∥wi,k∥∥22)  log(∥∥wi,k∥∥22+ τ2) (3.30)
where τ1,τ2 > 0 are small positive parameters. Consequently, we can obtain a continuous
approximation of (3.28) as
max
w
α˜
K
∑
k=1
Rk(w)− α¯P˜totsparse(w,p,q) (3.31a)
s.t. ∑
∀k∈K
q2i,kRk(w)≤
Ci
ξi
,∀i ∈I , (3.31b)
log
(∥∥w˜i∥∥22+ τ1)≤ pi,∀i ∈I , (3.31c)
log
(∥∥wi,k∥∥22+ τ2)≤ q2i,k∀i ∈I ,∀k ∈K (3.31d)
(3.28b), (3.28d) (3.31e)
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where we have introduced q =
{
qi,k ≥ 0,∀k ∈K ,∀i ∈I
}
and p = {pi ≥ 0,∀i ∈I } and de-
ﬁned
P˜totsparse(w,p,q) =
1
ηi ∑∀i∈I
∥∥w˜i∥∥22+ ∑
∀i∈I
pi
(
Prai −Prii
)
+ ∑
∀i∈I
Prii + ∑
∀k∈K
∑
∀i∈I
q2i,kP
FH
i,k . (3.32)
Note that P˜totsparse(w,p,q) is convex with the involving variables, and that the purpose of using
the second order on qi,k is to reuse the approximations presented previously, as we will show
shortly. The constraint in (3.31c) can be equivalently rewritten as
∥∥w˜i∥∥22+ τ1 ≤ epi ,∀i ∈I (3.33)
and thus can be approximated by
∥∥w˜i∥∥22+ τ1 ≤ ep(n)i + ep(n)i (pi− p(n)i ) F˜(pi; p(n)i ). (3.34)
In the same way (3.31d) can be approximated as
∥∥wi,k∥∥22+ τ2 ≤ eq(n)2i,k +2q(n)i,k eq(n)2i,k (qi,k−q(n)i,k ) F¯(qi,k;q(n)i,k ). (3.35)
Here we write eq
(n)2
i,k instead of e
(
q(n)i,k
)2
to lighten the notation. Unlike to approach that ﬁxes the
rate function Rk(w) in each iteration in Dai & Yu (2014); Ha et al. (2016), here, we deal with
the nonconvexity in (3.31b) by equivalently rewriting it as⎧⎪⎨⎪⎩ ∑k∈K
q2i,k
zk
≤ Ci
ξi
, (3.36)
(3.16b), (3.18).
where t and z are introduced as done similarly in (3.16b)–(3.18). Now the approximations used
to deal with (3.16b)–(3.18) can be applied, which results in the following convex approximated
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Algorithm 3.4: Sparsity-inducing norm-based algorithm.
1: Set n := 0 and initialize starting points of w(n),z(n),γ(n),p(n),q(n);
2: repeat
3: Solve the approximated problem (3.37) at w(n),z(n),γ(n),p(n),q(n) to achieve the
optimal solution w,μ,γ, t,z,p,q;
4: Update w(n+1) = w,z(n+1) = z,γ(n+1) = γ,p(n+1) = p,q(n+1) = q;
5: Set n := n+1;
6: until Convergence;
problem (3.28) at the (n+1)th iteration of the sparsity-based iterative algorithm
max
w,μ,γ,t
z,p,q
α˜ ∑
k∈K
μk− α¯P˜totsparse(w;p;q) (3.37a)
s.t.
∥∥w˜i∥∥22+ τ1 ≤ F˜ (pi; p(n)i ) (3.37b)
U
(
γk;γ
(n)
k
)
≥ μk (3.37c)
γk ≥ Γmink (3.37d)
∑
j∈K \k
|hHk w j|2+σ20 ≤ H
(
wk,γk;w
(n)
k ,γ
(n)
k
)
(3.37e)
1+ tk ≤ F
(
zk;z
(n)
k
)
(3.37f)∥∥wi,k∥∥22+ τ2 ≤ F¯ (qi,k;q(n)i,k ) (3.37g)∣∣hHk wk∣∣2 /tk ≤ G(w;w(n)) (3.37h)∥∥w˜i∥∥22 ≤ Pmax,∀i ∈I , (3.37i)
∑
k∈K
q2i,k
zk
≤ Ci
ξi
,∀i ∈I (3.37j)
where w(n),z(n),γ(n),p(n),q(n) are the parameters that are updated at the (n+1)th iteration. The
proposed iterative approach to solve problem (3.28) is given in Algorithm 3.4. Note that the
convergence of Algorithm 3.4 can be established following the same arguments as those in
Algorithms 3.2 and 3.3 above. Also, the generation of an initial point for Algorithm 3.4 can be
carried out the same way as for Algorithm 3.3.
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3.4.5 Convergence and Complexity Analysis
We now discuss the complexity of each proposed algorithm in this section. For the optimal
design based on a BRB method, i.e., Algorithm 3.1, the complexity is extremely high since
the number of the boxes needs to be considered increases exponentially with the problem di-
mension. Moreover, in each iteration, an MI-SOCP feasibility problem is solved. For Algo-
rithm 3.2, the overall complexity mainly depends on that of solving the MI-SOCP problem in
(3.23) which is indeed a combinatorial optimization problem. In particular, there are IK binary
variables ai.k’s and I binary variables bi’s, resulting in 2IK+I combinations for all the binary
variables. Given ﬁxed a and b, all the constraints in problem (3.23) approximately consist
of a total number of KM+ 2IK+ 4K+ 1 variables and a number of 3IK+ 2I+ 4K+ 1 SOC
constraints of dimension KM+ 1. Thus, the worst-case complexity of Algorithm 3.2 in each
iteration can be written as O
(
2IK+K(K4M3I)
)
. Compared to Algorithm 3.1, Algorithm 3.2 has
less complexity due to the continuous approximation converging rapidly.
Next, we analyze the complexity of Algorithms 3.3 and 3.4. First we remark that in the worst
case, Algorithm 3.3 must iteratively solve and update the resulting parameters for the SOCP
problem (Pr) and
(
P int
)
for (I−1)K times. In each step, the complexity of solving (Pr) and(
P int
)
is approximatelyO
(
K4M3I
)
, resulting the overall complexity ofO
(
2(I−1)K (K4M3I))
for Algorithm 3.3. In Section 3.5, the numerical results show that Algorithm 3.3 yields a per-
formance very close to that of Algorithm 3.2 but with much lower computation time. Finally,
for Algorithm 3.4, the worst-case complexity is given by O
(
K4M3I
)
.
3.5 Numerical Results
In this section, we numerically evaluate the performance of the proposed algorithms. For most
numerical experiments, we use the simulation parameters listed in Table 3.1. In particular, the
parameters in the RRH and fronthaul power consumption model are taken from Cheng et al.
(2013). For the spatial model, we assume a network consisting of I RRHs that are uniformly lo-
cated around the considered coverage and K UEs are randomly scattered across the considered
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Table 3.1 Simulation parameters in Chapter 3
Description Notation Value
Number of RRHs I 6
Number of users K 4
Number of antennas per RRH Mi 2
Power ampliﬁer efﬁciency ηi 0.35
Maximum transmit power Pmax 10 dBW
Active power for RRH and fronthaul Prai 12.5 dBW
Sleep power for RRH and fronthaul Prii 2.5 dBW
Reference rate R0 1 b/s/Hz
Reference power P0 0 dBW
Noise power σ20 -143 dBW
Fronthaul power PFHi 0 dBW
Maximum fronthaul capacity Ci =C,∀i 500 b/s/Hz
Fronthaul capacity factor ξi, ∀i 10
Reweighted parameter τ1,τ2 10−3
network coverage. Moreover, we assume Rayleigh fading channel and the pathloss component
is calculated as (dik/d0)−3where dik is the distance between the ith RRH and the kth user and
d0 = 100 m is the reference distance. To simplify the notations, we also assume the fronthaul
link capacityCi =C,∀i ∈I , can be achieved up to 10 Gbps over 20 MHz bandwidth, which is
equivalent to 500 b/s/Hz. In our simulations, Algorithms 3.2, 3.3, and 3.4 are terminated when
the increase in the objective between two consecutive iterations is less than 10−5.
In Fig. 3.2, we show the convergence of the objective function in (3.6) of Algorithms 3.1 and
3.2 for a set of random channel realizations. In this numerical experiment, we set α = 0.7
and consider a small network setting with I = 4, K = 3. For Algorithm 3.2, we show the con-
vergence behavior of the objective function with two different initial points w(0),z(0),γ(0). As
expected, Algorithm 3.1 requires much more iterations to update the upper and lower bounds,
and thus converges after many iterations. On the other hand, Algorithm 3.2 converges much
faster, just after a few iterations, and achieves the same objective value as return by the optimal
algorithm despite the choice of initial points. This clearly demonstrates the effectiveness of
Algorithm 3.2 which is used for benchmarking in the next experiments.
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Figure 3.2 The convergence of our proposed algorithms for a set of random channel
realizations.
For onwards, we will consider the network setting as mentioned in Table 3.1. In Figs. 3.3
and 3.4, we compare the convergence performance of our proposed low-complexity algorithms
with the iterative WMMSE-reweighted 1-norm algorithm introduced in Dai & Yu (2014) and
coalitional game based algorithm in Sun et al. (2016) for α = 0.9, in terms of both number
of iterations and the overall runtime. Although only the sum rate maximization problem was
studied in Dai & Yu (2014) and Sun et al. (2016), we can easily modify their algorithm to
solve the sum rate-power maximization problem considered in this paper. As can be clearly
seen, our proposed solutions need a much smaller number of iterations to converge (possibly to
different objectives), compared the reweighted 1-norm algorithm and coalitional game based
algorithm. We note that in Fig. 3.3, the convergence of each SOCP during the inﬂation process
is plotted, which explains the uphill and downhill effect in the ﬁgure. As can be seen, Algorithm
3.2 just takes a few iterations to stabilize. However its overall runtime is very high since the
problem in each iteration is an MI-SOCP. On the other hand, Algorithms 3.3 and 3.4 require
more iterations to converge but the per-iteration problem is an SOCP, which can be solved
with much computational effort. Thus their eventual computation time is much lower than
that of Algorithm 3.2. Due to the fast converging property, Algorithms 3.3 and 3.4 outperform
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the reweighted 1-norm method, which is shown in Fig. 3.4. In Fig. 3.3, we can also see
that the reweighted 1-norm and coalitional game based optimization methods converge to a
smaller value, compared to our proposed solutions. This will be elaborated in the following
experiments.
1 10 100
−20
−10
0
10
20
Iteration number
O
bje
ct
iv
e
in
(3.
6a
)
Alg. 3.2 (SCA-MISOCP)
Alg. 3.3 (Relax-Inﬂation)
Alg. 3.4 (SCA-Sparsity)
Reweighted 1-norm
Coalitional game
Figure 3.3 The convergence comparison between different low complexity algorithms.
In Figs. 3.5 and 3.6, we study the trade-off between achievable sum rate (ASR) and total power
consumption (TPC) by varying the parameter α over the interval [0,1] for the algorithms of
comparison. The end points on bottom left of Figs. 3.5 and 3.6 show the smallest possible value
of TPC without any consideration of the ASR (i.e., α = 0). On the contrary, the end points on
top right represent the largest possible ASR that can be obtained without any consideration of
the TPC (i.e., α = 1). As expected and shown in Figs. 3.5 and 3.6, when the TPC increases,
so does the ASR. Moreover, it can be clearly seen that our proposed algorithms outperform the
reweighted 1-norm and coalitional game based algorithm. Algorithm 3.2 is shown to attain the
best performance among all the algorithms. Noticeably, the differences in the TPC between our
proposed algorithms and the reweighted 1-norm algorithm as well as coalitional game based
algorithm are signiﬁcant. The reason is that, the method in Dai & Yu (2014) does not take into
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Figure 3.4 The average run time comparision between different algorithms with number
of antenna per RRH Mi = 2,3.
the fronthaul power while it becomes signiﬁcant for large PFH and the method in Sun et al.
(2016) does not consider the RRH selection in their coalition formation algorithm.
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Figure 3.5 Trade-off between achievable sum rate and sum power consumption.
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In Fig. 3.6, we investigate the trade-off between ASR and TPC for different values of fronthaul
capacity factor ξi = 50, 100,∀i ∈ I . We ﬁrst observe that there exists a “strong” trade-off
between ASR and TPC in the high power regime when the fronthaul capacity is small. That
is to say, a large amount of TPC is consumed just for a negligible improvement in the ASR.
For high transmit power, the ASR over the wireless medium may be high but the small fron-
thaul capacity will act as a bottleneck. The practical guidance here is to avoid transmitting
at full power for small fronthaul capacity to improve the network energy efﬁciency. Fig. 3.6
also demonstrates the increase of the ASR with the fronthaul capacity. To achieve the same
ASR, more TPC is required for the networks with smaller fronthaul capacities. Intuitively, for
smaller fronthaul capacities, the number of cooperative RRHs is reduced (cf. Table 3.2 for
further insights). In fact, when each fronthaul capacity limit is small, common data shared by
cooperative RRHs are limited to be transported via the fronthaul link to the RRHs, which in
turn allows lesser number of cooperative RRHs. This results in more concurrent transmissions
from the non-cooperative RRHs, which increases interference at each UE and subsequently
leads to an increase in TPC to achieve the desired ASR. Furthermore, the results in Fig. 3.6
again show that the proposed algorithms achieve an improvement in the sum rate by up to 3.2
bits/s/Hz for the same TPC in the case ξi = 100, compared to the reweighted 1-norm and
coalitional game based algorithms. In addition, the performance of coalitional game method
is worse than other methods since RRHs are formed disjoint coalitions, thereby increasing the
cell-edge interference and decreasing the ASR.
To gain more insights into the considered problem, we list the average number of active RRHs
and number of RRH-UE associations versus the fronthaul power and fronthaul capacity in Ta-
ble 3.2. In this table, when PFH = 0, 8 dBW, we chooseC = 500 b/s/Hz and whenC = 60, 100
b/s/Hz, we choose PFH = 0 dBW. We can see that when the fronthaul power consumption in-
creases, fewer RRH-UE associations are active and more RRHs are turned on. We observe that
our proposed algorithms switch on only 50% of RRHs and 29.17% of user-RRHs associations
to further reduce the total transmit power, while the referred algorithm switches on 66.67% of
RRHs as well as RRH-UE associations.
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Figure 3.6 Trade-off between sum achiveable rate and total power consumption.
Table 3.2 Average number of active RRH-UE associations (Avr.RRH-UE) and active
RRHs (Avr.RRHs).
PFH/C Alg. 3.2 Alg. 3.3 Alg. 3.4 Dai & Yu (2014)
PFH=0 dB
Avr.RRH-UE 0.4167 0.4167 0.5 0.5
Avr.RRHs 0.5 0.5 0.5 0.5
PFH=8 dB
Avr.RRH-UE 0.2917 0.4167 0.5 0.6667
Avr.RRHs 0.5 0.5 0.6667 0.6667
C=6 b/s/Hz
Avr.RRH-UE 0.375 0.4583 0.5 0.5
Avr.RRHs 0.5 0.6667 0.6667 0.6667
C=10 b/s/Hz
Avr.RRH-UE 0.4583 0.4583 0.5 0.5
Avr.RRHs 0.5 0.5 0.5 0.5
In Fig. 3.7, we compare the achievable sum rate at α = 1 with respect to the fronthaul ca-
pacity C beween different algorithms. Note that problem (3.6) with α = 1 is equivalent to
the problem of maximizing the achievable sum rate. From the ﬁgure, when C increases, the
achievable sum rates obtained by all the algorithms increase accordingly. This can be ex-
plained as when C increases, more data information transported via the fronthaul link, which
enables more cooperation between RRHs. This cooperation has the impact of reducing inter-
RRH interference and thus improves the overall achievable rate of the system. However, at
high regime of fronthaul capacity, these achievable sum rates saturate at a ﬁxed value. This
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is because there always exists interference between multi-user transmissions even as more co-
operation is enabled between RRHs. This interference creates a upper limit to the achievable
rate for all users so that increasing more fronthaul capacity do not provide more beneﬁt to the
system performance. In addition, we observe that at high value of C, our proposed algorithms
achieve a better achievable sum rate than the WMMSE-reweighted l1-norm algorithm, which
again proves the superiority of our algorithms compared to traditional work Dai & Yu (2014).
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Figure 3.7 Sum achievable rate of different algorithms for sum rate maximization
problem (α = 1).
In Fig. 3.8 and Fig. 3.9, we investigate the power consumption minimization problem by
attaching the weight α = 0 to the two–dimensional achievable sum rate-power maximization
problem. Here the achievable sum rate term is completely not considered. In Fig. 3.8 and Fig.
3.9, we compare the total power consumption of our proposed algorithms to that of the linear-
relaxed based algorithm in (Ha et al., 2016). In Fig. 3.8, it shows the total transmission power
versus the fronthaul transmission power PFH is achieved by applying different algorithms at
two different Γmink = 2, 6 dB. It is observed that when P
FH increases, more power is required to
transport the data via the fronthaul link, thus resulting in an increment of Ptot. At higher Γmink ,
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the system consumes more power to achieve the required target SINR. It can also be seen that
our algorithms outperform the linear-relax algorithm in (Ha et al., 2016).
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Figure 3.8 Total power consumption of different algorithms versus the fronthaul power
consumption for power minimization problem (α = 0).
In Fig. 3.9, we show the total transmission power versus the fronthaul link capacity Ci =
C,∀i ∈I with Γmink =2, 6 dB and PFH = 0 dB. As shown in the ﬁgure, total power consump-
tion decreases with the increment of fronthaul maximum capacity C and it increases with the
increment of target SINR. This can be explained by the fact that when the fronthaul capacity
becomes higher, the number of UEs which are served by each RRH is larger, resulting in less
power consumption in each RRH.
In Figs. 3.10 and 3.11, we compare the performance of the optimal solution attained by Al-
gorithm 3.1 and the suboptimal solution by Algorithm 3.2 versus the required minimum SINR
Γmink = Γ
min, ∀k ∈K with parameter α = 0.2, 0.5, 0.7 and 0.9. Here, we consider a small
network setting with I = 4, K = 3. As can be seen, when Γmin increases, the ASR and TPC
increase for all values of α . Particularly, the ASR and the TPC rapidly increase in the regime
of low Γmin and slightly increase in the high regime of Γmin. The increase of the ASR when
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Figure 3.9 Total power consumption of different algorithms versus maximal fronthaul
capacity for power consumption minimization problem (α = 0).
Γmin grows in Fig. 3.10 can be explained as follows. At low value of α , problem (3.6) has
more priority to minimize TPC under the minimum rate constraint. Each user’s rate achieved
by solving the optimization (3.6) in this case is almost equal to the minimum rate, so that when
Γmin grows, the ASR increases proportionally. However, at high value of α , the problem of
sum rate maximization is dominant. As a result, increasing Γmin has less impact on the ASR
performance. Similar explanation can be applied for the increase of the TPC at different α
when Γmin increases in Fig. 3.11. Moreover, in Fig. 3.12, the ASR is shown with three differ-
ent values of the noise power σ20 =−143,−140, and−130 dBW for α = 0.8. It is obvious that
when the noise power increases, the ASR decreases since the SINR of all users is eventually re-
duced. Regarding the optimality of the proposed suboptimal solutions, it is shown numerically
in Fig. 3.10, 3.11 and 3.12 that the suboptimal solution achieved by Algorithm 3.2 is very close
to the optimal solution obtained by Algorithm 3.1. This again demonstrates the effectiveness
of Algorithm 3.2.
In Fig. 3.13, we compare the objective of different algorithms for different values of α . We
note that the variation of the objective in (3.6a) depends not only on α but also on the values of
R0 and P0. For the chosen R0 and P0 stated in Table 3.1, we observe that when α increases, the
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Figure 3.10 ASR versus required SINR Γmin with parameter α = 0.2, 0.5, 0.7 and 0.9.
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Figure 3.11 TPC versus required SINR Γmin with parameter α = 0.2, 0.5, 0.7 and 0.9.
objective ﬁrst decreases and then increases. From the results shown in Figs. 3.5 and 3.6, it is
clear that when α increases, the TPC increases, and this make the objective decrease. However,
after a certain point, the term αRtot(w)/R0 will become dominant (1−α)Ptot(w,a,b)/P0 since
the weight associated with power consumption is small, resulting in the objective increasing.
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Figure 3.13 Objective in (3.6a) versus parameter α .
Fig. 3.13 again demonstrates that our proposed algorithms outperform the reweighted 1-norm
algorithm.
In the ﬁnal numerical experiment, we consider a relatively large network setting with the num-
ber of RRHs I = 60 for the number of UEs K = 50 and K = 60. In Fig. 3.14, the trade-off
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Figure 3.14 Trade-off curves with K = 50 and K = 60.
between the ASR and TPC of low-complexity algorithms is plotted by varying α ∈ [0,1]. As
shown in Fig. 3.14, the ASR and TPC increase when the weight associated with sum achiev-
able rate (i.e., α) increases. The reasons is that in this case, the objective is in favor of sum
rate maximization rather than power consumption minimization. This leads to more power
consumption needed to obtain the higher ASR. Moreover, when the number of UEs increases,
so do the ASR and TPC. It can be clearly explained that for higher number of UEs, more RRHs
should be active to provide sufﬁcient degree of freedom, leading to an increase in the TPC and
also ASR. Again, Fig. 3.14 shows that Algorithms 3.3 and 3.4 attain a better performance com-
pared to reweighted 1-norm algorithm. This demonstrates the effectiveness of our proposed
framework.
3.6 Concluding remarks
In this chapter, joint beamforming, RRHs selection and RRH-UE association design has been
proposed to maximize achievable sum rate and minimize total power consumption in the DL
of C-RAN with limited capacity fronthaul links. In order to solve this multi-objective opti-
mization problem, we have employed the scalarization method to form a scalar weighted sum
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objective function. Then, by novel transformations, we have transformed the combinatorial
optimization problem into a more tractable form based on which a BRB algorithm has been
customized to ﬁnd an optimal solution. To overcome the high computational complexity of a
global optimization method, we have also proposed three low-complexity algorithms by intro-
ducing novel transformations and approximation in light of the SCA framework. In the ﬁrst ap-
proach dubbed as SCA-MISOCP algorithm, we have approximated the continuous non-convex
part of the design problem and solved a sequence of MI-SOCP problems. Numerical results
have shown that the SCA-MISOCP algorithm can attain a performance close to that of the op-
timal one achieved by the BnRnB algorithm within a few iterations. The second method has
been developed based on the continuous relaxation of binary optimization variables and post-
processing. This inﬂation–based SCA-SOCP algorithm has much lower complexity, while still
achieves a performance that has been numerically shown close to that of the SCA-MISOCP
algorithm. In the ﬁnal low complexity method, we have reformulated the considered prob-
lem from a perspective of sparsity-inducing regularization and utilized the reweighted 1-norm
technique, in combination with SCA method, to solve the resulting problem iteratively. The
extensive numerical results have conﬁrmed that our proposed algorithms achieve a good con-
vergence rate under various simulation settings and signiﬁcantly outperform other reference
algorithms.
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4.1 Introduction
Towards the ﬁfth generation (5G) wireless networks, the exponential growth of data demand
from numerous high-speed applications along with seamless area coverage requirement have
been drawing signiﬁcant attention in wireless communications (Andrews et al., 2014). This
demand excessively increases the energy consumption due to the additional deployed base
stations and transporting network. According to the estimation in (Auer et al., 2011), 80%
of total power consumption of a wireless telecommunication network comes from the base
station side. This is also the main source of CO2 emission and tremendous electrical costs
for the operators. Consequently, the important of energy efﬁcient design for wireless mobile
network has been raised during the past ﬁve years.
Emergence of cloud-radio access networks (C-RANs) is foreseen as an essential solution to
signiﬁcantly enhance not only system spectral but also global network energy efﬁciency (EE)
(Wu et al., 2015). Particularly, C-RAN is composed of multiple low-power low-cost RRHs
which typically simpliﬁed with only radio frequency (RF) functions to handle the transmis-
sion/reception of radio signal to/from the users, and clouds of BBUs which are connected with
RRHs through fronthauls and centrally execute the sophisticated baseband signals processing
tasks instead of RRHs (Rost et al., 2014). This novel architecture enables the huge computing
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resources of BBU pools in the cloud exploiting centralized computing capability for baseband
signals processing whereas interference suppression and large scale coordinated signal pro-
cessing can be efﬁciently achieved, thereby increasing the throughput (Simeone et al., 2016).
Further, RRHs are distributed closely to users to furnish less power consumed and higher bit
data rate. Thus, the overall EE network is greatly enhanced.
Despite these beneﬁts, C-RAN entails some certain challenges on the radio resource allocation.
Firstly, the RRHs cooperation scale depends on the capacity of the fronthauls that are limited in
practice, directly imposing a constraint to the potential EE performance of the C-RANs system
(Peng et al., 2015). Secondly, the power consumption of fronthauls increases proportionally
with the number of associated users, and were not treated appropriately when the user number
becomes large (Buzzi et al., 2016). Consequently, it is critically required to consider an energy
efﬁcient design of beamforming, RRH-user association and RRH selection along with a precise
fronthaul power consumption model to attain the optimal EE performance of C-RANs.
The radio resource allocation for maximizing EE has been deeply investigated in the various
wireless communication networks (Tervo et al., 2015; Shi et al., 2016a; Xiong et al., 2016;
Pan et al., 2016). For example, an efﬁcient iterative algorithm was proposed in (Tervo et al.,
2015) by applying the successive convex approximation (SCA) method to maximize EE in
multi-user multiple input single output (MISO) system while the problem of EE maximization
in two-tiers wireless backhaul HetNets was considered in (Nguyen et al., 2017a, 2016a,c).
The EE maximization problem of joint beamforming and power splitting design for MISO
SWIPT systems was studied in (Shi et al., 2016a), where a Lagrangian relaxation coupled with
Dinkelbach method was proposed. Furthermore, a low-complexity approximation that each
designed factor is optimized given others was developed in (Xiong et al., 2016) to obtain the
maximal EE in multi-relay OFDM networks. To overcome the weighted sum EE maximization
problem for MISO interference channels, an efﬁcient distributed beamforming algorithm based
pricing mechanism was proposed in (Pan et al., 2016).
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To address the weighted energy efﬁciency (EE) maximization problem in C-RANs, a gener-
alized weighted minimum mean square error (WMMSE) approach was used in (Peng et al.,
2016) under the Lyapunov framework. By exploiting the 1/2-norm approximation and the
block coordinate descent (BCD) method, an iterative mechanism based algorithm was pro-
posed to maximize the minimum EE in an user-centric green C-RAN (Lin et al., 2016). For
energy efﬁcient D2D communications in C-RAN, a joint design of channel selection and power
allocation was presented in (Zhou et al., 2016), which is solved by applying the Dinkelbach
method. In (Pompili et al., 2016), the authors proposed virtual base station architectures for
improving EE in C-RAN. In (Dai & Yu, 2016), an energy consumption minimization algorithm
was developed via the design of beamforming and user association in C-RAN by utilizing the
reweighted 1–norm approximation method while Shi et al. (2016b) employed smoothed p
minimization approach for solving the beamforming and RRH selection solution of power con-
sumption minimization problem. Motivated by the reweighted 1-norm approximation tech-
nique in (Dai & Yu, 2016), Arifﬁn et al. (2017) proposed the joint design of beamforming and
energy to minimize the total energy cost in C-RAN where RRHs are equipped with renewable
energy resources. Guo et al. (2016b) studied the framework for green C-RAN by optimizing
computation provisioning in the BBU pool coupled with hybrid clustering. For the analytical
framework, Liu & Yang (2016) analyzed the maximal EE gain given a cache strategy at the
base stations under the condition of limited capacity backhaul.
In this paper, we study various EE metrics of the limited fronthaul capacity C-RAN via solving
the resource allocation optimization probems. Compared to existing work in (Shi et al., 2014;
Luo et al., 2015; Lin et al., 2016), we consider a practical model where the power consumed
by the fronthaul links depends on the associated user’s rate served by the corresponding RRH
(Dai & Yu, 2016). The formulated problems are generally combinatorial non-convex, which
leads to the following challenges: (i) the fractional and non-convex nature of the objective
functions, (ii) the non-convexity of the per-fronthaul capacity constraints and (ii) the combina-
torial nature of the introduced binary variables. Another problem is that even if these binary
association variables are relaxed to be continuous, the resulted problem is still non-convex.
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A signiﬁcant departure from previous works of EE maximization where Dinklebach method
is applied to convert the fractional objective function into the subtraction form, we directly
tackle the considered problem by proposing novel transformations to arrive at an equivalent
but more tractable form. Based on this, we develop an iterative algorithm using SCA method
(Marks & Wright, 1977) to arrive at a MI-SOCP in each iteration, which can be solved opti-
mally by dedicated MI-SOCP solvers to compute a high-quality feasible solution. Our contri-
butions are expressed as follows:
- We study three different EE objectives: (i) GEE which quantiﬁes the EE of overall network,
(ii) WSEE which focuses on controlling the EE of each individual RRH, (iii) and FEE
which provides the best EE fairness among all RRHs. Unlike the existing models where
the fronthaul power is a quadratic or linear function of the respective resource variables,
we consider the rate-dependent power model where the power consumed by the fronthaul
depends on the rate served by the corresponding RRH. Compared to the literature (Peng et
al., 2016; Lin et al., 2016; Zhou et al., 2016; Pompili et al., 2016; Dai & Yu, 2016; Shi
et al., 2016b; Arifﬁn et al., 2017; Guo et al., 2016b), our work is the ﬁrst one consider the
problems of GEE, WSEE, and FEE maximization problems which takes into account the
this rate-dependent power model.
- We ﬁrst transform the three EE problems into the equivalent forms which are more suitable
with the customized branch-and-reduce-and-bound (BRB) algorithm, where global optimal
solutions can be attained. To develop a practical and low-compelxity solution approach
which can generally be applied to all the problems, we propose some uniﬁed transformation
techniques to transform all the problems into the forms which are more amenable to the
SCA method. Then, we employ the continuous relaxation on the binary variable together
with appropriate convex approximation techniques to approximate the non-convex problem
into a sequence of convex approximated one. Finally, we present an uniﬁed algorithm based
on the SCA and Relaxation method to iterative solve the the sequence of approximiated
problems and compute the high-quality sub-opitmal solution at convergence.
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- Extensive numerical results are presented to show the effectiveness of our proposed algo-
rithms in terms of convergent speed and achieved near-to-optimal EE for three different
EE metrics. Finally, the impact of proposed rate-dependent power consumption on the EE
of the C-RANs is demonstrated as it outperforms the linear fronthaul power consumption
model which was used in the literature.
4.1.1 Organization
The rest of the paper is organized as follows. Section 4.2 introduces the system model. Sec-
tion 4.3 formulates our joint transmit beamformers, RRH selection, and RRH-UE association
design into three different energy efﬁciency optimization problems. Section 4.4 provides the
globally optimal algorithm. In Section 4.5, we introduce our proposed SCA based low com-
plexity algorithms. Section 4.6 presents our numerical results and insight discussions under
different simulation scenarios. Finally, the conclusion of the paper is given in Section 4.7.
4.2 System Model
4.2.1 Transmission Model
We consider the DL of C-RAN consisting of I RRHs and K single antenna UEs. For notational
convenience, we denote I = {1, . . . , I} and K = {1, . . . ,K} as the set of RRHs and UEs,
respectively. We assume that the ith RRH is equipped with Mi antennas,∀i ∈ I . As shown
in Fig. 4.1, we assume that all the RRHs are connected to BBU pool via the fronthaul links,
e.g., high-speed optical ones, where the ith link has a predetermined maximum capacity Cmaxi .
Each UE is served by a speciﬁc group of RRHs but one RRH can serve more than one users
simultaneously. Let us denote by sk the signal with unit power, i.e., E
{
sks∗k
}
= 1, intended for
the kth UE and by wi,k ∈ CMi×1 the transmit beamforming vector from the ith RRH to the kth
UE. The vector of channel coefﬁcients encompassing small-scale fading and pathloss from the
ith RRH to the kth UE is represented by hi,k ∈CMi×1. For notational convenience we denote the
set of beamforming vectors intended for the kth UE as wk  [wT1,k,wT2,k, . . . ,wTI,k]T ∈CM×1, and
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the vector including the channels from all RRHs to the kth UE as hk  [hT1,k,hT2,k, . . . ,hTI,k]T ∈
CM×1, where M = ∑i∈I Mi. Using these notations, the received signal at the kth UE is given
by
yk = hHk wksk+ ∑
j∈K \k
hHk w js j+ zk (4.1)
where zk ∼ CN (0,σ20 ) is the additive white Gaussian noise (AWGN) and σ20 is the noise
power. Note that in (4.1), we have assumed that the kth UE is connected to all the RRHs,
but the ith RRH serves the kth UE only if
∥∥wi,k∥∥2 > 0. By treating interference as noise, the
achievable rate in b/s/Hz at the kth UE is given by
Rk (w) = log2 (1+Γk (w)) (4.2)
where
Γk (w) =
|hHk wk|2
∑ j∈K \k |hHk w j|2+σ20
(4.3)
and w [wT1 ,wT2 , . . . ,wTk ]T ∈ C(KM)×1 is vector stacking the beamformers for all users.
4.2.2 Fronthaul Capacity Constraint
After the BBU pool performs a relevant radio resource management algorithm to determine
the beamforming vectors, data for the kth UE is routed from the BBU pool to the ith RRH via
the ith fronthaul link only if
∥∥wi,k∥∥2 > 0. For the transmission to be feasible, the capacity of
the ith fronthaul link should be greater than or equal to the total achievable rate at the ith RRH.
For the purpose of problem formulation, let us introduce binary variables ai,k ∈ {0,1} ,∀i ∈
I and k ∈K to represent the association status between the ith RRH and the kth UE, i.e.,
ai,k = 1 implies that the kth UE is served by the ith RRH and ai,k = 0, otherwise. Then, the
per-fronthaul capacity constraints can be written as
∑
k∈K
ai,kRk (w)≤Cmaxi ,∀i ∈I . (4.4)
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Figure 4.1 Limited fronthaul C-RAN.
4.2.3 Power consumption
1. According to (Shi et al., 2014), the power consumption at a RRH consists of two parts: (i)
the power dispatched at the power ampliﬁers in each RRH which is a function of transmit-
ted signals; (ii) the static power dued to electronic components which are powers required
to keep the ith RRH and its corresponding fronthau link in active and sleep mode, denoted
by Prai and P
ri
i , respectively. To represent the operation mode of the ith RRH, we introduce
a binary variable bi = {0,1},∀i ∈ I . In particular, bi = 0 states that the ith RRH is in
sleep mode and bi = 1 means otherwise. The sum power consumption at the ith RRHs can
be expressed as below
PRRHi (w,bi) =
1
ηi ∑k∈K
∥∥wi,k∥∥22+biPrai + (1−bi)Prii (4.5)
where ηi ∈ [0,1] is the power ampliﬁer efﬁciency at the ith RRH.
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2. In the fronthaul links, the power consumption for forwarding information data and beam-
formers related to the transmission to the ith RRH from the BBU pool is denoted by PFHi .
More importantly, the term of fronthaul power consumption PFHi should be correctly char-
acterized in C-RAN. We model that each ith fronthaul transfers the total transmission rates
of users served by the corresponding RRH, thus the power consumed for the ith fronthaul
is proportional to the sum achievable rates at each ith RRH Dai & Yu (2016). Hence, we
have the rate dependent fronthaul power consumption model expressed as
PFHi (w,ai) = ρi ∑
k∈K
ai,kRk(w) (4.6)
where ρi is a constant scaling factor and ai = [ai,1, . . . ,ai,K]T . In summary, the total power
consumption of all RRHs and fronthaul links is given by
Ptot
(
w,a,b
)
= ∑
i∈I
⎛⎜⎝PFHi (w,ai)+Prrhi (w,bi)︸ ︷︷ ︸
Pi(w,ai,bi)
⎞⎟⎠ (4.7)
where we denote b = [b1, . . . ,bI]T , and a = [aT1 , . . . ,a
T
I ]
T .
4.3 Problem Formulation
In this paper, we study various different EE metrics of designing a green communication. First,
global energy efﬁciency (GEE) is referred as the ratio of network sum rate and the total network
power consumption, which is presented as
fGEE(w,a,b) =
Rtot(w)
Ptot
(
w,a,b
) (4.8)
where the total rate over all RRHs is given by
Rtot(w) =∑
i
∑
k
ai,kRk(w). (4.9)
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GEE is the common EE objective in the literature used to quantify the system EE performance,
however GEE is not able to control the maximization of individual EEs which have different
priorities. To handle this issue, the weighted sum of individual energy efﬁciency (WSEE) over
all RRHs is studied and given by
fWSEE(w,a,b) = ∑
i∈I
λi
∑k∈K ai,kRk(w)
Pi(w,ai,bi)
(4.10)
where λ = [λT1 , . . . ,λ
T
I ]
T is the vector of the weights associated to the corresponding RRHs. It
is worth mentioning that GEE and WSEE fail to guarantee the fairness between RRHs, leading
the introduction of EE fairness metric which aims at maximizing the minimum EE across all
RRHs and is mathematically stated as
fFEE(w,a,b) = min
i∈I
{∑k∈K ai,kRk(w)
Pi(w,ai,bi)
} (4.11)
We are now ready to formulate a joint design of beamforming, RRH-UE association and RRH
selection that maximizes the three different EE merits in the considered C-RAN system as
(EX): max
b,a,w,ν
fX(w,a,b) (4.12a)
s.t. Γk (w)≥ Γmink ,∀k ∈K (4.12b)
∑
k∈K
∥∥wi,k∥∥22 ≤ biPmax,∀i ∈I (4.12c)∥∥wi,k∥∥22 ≤ ai,kνi,k,∀i ∈I ,∀k ∈K (4.12d)
νi,k ≤ ai,kPmax,∀i ∈I ,∀k ∈K (4.12e)
ai,k ≤ bi,∀i ∈I ,∀k ∈K (4.12f)
∑
k∈K
ai,kRk (w)≤Ci,∀i ∈I (4.12g)
ai,k ∈ {0,1},bi ∈ {0,1},∀i ∈I ,∀k ∈K (4.12h)
where X can be GEE, WSEE, and FEE representing for the performance metrics of EE in-
troduced in (4.8), (4.10), and (4.11), respectively. In addition, the introduction of the set of
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auxiliary variables ν =
{
νi,k ≥ 0,∀i ∈I ,k ∈K
}
and the constraints in (4.12) deserve further
explanation. Intuitively, νi,k represents the soft power transmitted from the ith RRH to UE k.
Constraint (4.12b) is to ensure the QoS requirement for the kth user, where Γmink is the pre-
determined SINR requirement for the kth user. Moreover, constraint (4.12c) implies that the
total transmit power at each RRH is limited by a given budget power Pmax. The constraints
(4.12c) and (4.12d) are to make sure that when the ith RRH is in sleep mode, e.g., bi = 0, no
power will be transmitted from it. This can be easily seen as bi = 0, then ai,k = 0 for all k ∈K
and ∑k∈K
∥∥wi,k∥∥22 = 0. Similarly, in (4.12d) we also guarantee that the transmit power ∥∥wi,k∥∥22
from the ith RRH to the kth user is zero if ai,k = 0. The constraint in (4.12e) means that the
soft power from the ith RRH to the kth user should not exceed Pmax. Finally, the per-fronthaul
capacity constraint is explicitly presented in (4.12g). Note that, the constraint (4.12d) is called
a rotated SOC which can be reformulated as an SOC
(
ai,k+νi,k
)
/2 ≥
∥∥∥[(ai,k−νi,k)/2,wTi,k]T∥∥∥2 (4.13)
4.4 Globally Optimal Solution
In this section we present a solution to solve (EX) optimally. Before proceeding further, we
provide some comments on the complexity of (EX). First, as we mentioned above that problem
(EX) is generally NP-hard. Moreover, even when binary variables a and b are relaxed to be
continuous, the obtained problem is still non-convex because of the non-convexity of the objec-
tive function (4.12a) and the constraint (4.12g). More precisely, in mathematical programming,
(EX) is categorized as a mixed integer non-convex problem for which such a method in (Tang
et al., 2015; Guo et al., 2016b; Cheng et al., 2013) is not applicable to ﬁnd a globally optimal
solution. To the best of our knowledge, there is no off-the-shelf solver for (EX). In what fol-
lows, we present an equivalent formulation of (EX), based on which a binary branch and reduce
and bound (BRB) algorithm using monotonic optimization (MO) is customized to solve (EX)
optimally.
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4.4.1 Equivalent Formulation
Let us introduce the slack variables τ = [τ1, . . . ,τK]T , t = [t0, t1, . . . , tI]T , and compact the vari-
ables a, τ and t into a vector denoted as s= [aT ,τT , tT ]T ∈RS+ with dimension S=N+K+I+1
where N = IK is the length of vector a. Thus, we are able to rewrite (EX) into the following
equivalent problem
max
a,b,w,ν ,τ,t
fX(s) (4.14a)
s.t. Rk(w)≥ τk,∀k ∈K (4.14b)
τk ≥ log2(1+Γmink ),∀k ∈K (4.14c)⎧⎪⎨⎪⎩
P˜tot(w,a,b,τ)≤ 1/t0, if X is GEE
P˜i(w,a,b,τ)≤ 1/ti,∀i ∈I otherwise
(4.14d)
∑
k∈K
ai,kτk ≤Ci,∀i ∈I (4.14e)
(4.12c), (4.12e), (4.12f), (4.12h), (4.13). (4.14f)
where three different EE objectives are expressed in the form of fX(s) as below
fX(s) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
t0∑i∑k ai,kτk if X is GEE
∑∀i∈I λiti∑k ai,kτk if X isWSEE
min∀i∈I {ti∑k ai,kτk} if X is FEE
(4.15)
According to the slack variable introduction of τ and t and the equivalent transformation, the
total power consumption function Ptot
(
w,a,b
)
and power consumption function at each RRH
and corresponding fronthaul Pi(w,ai,bi) in the denominator of objective function in (4.12a)
are respectively rewritten in the newly additional constraints in (4.14d) as
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P˜tot (w,a,b,τ) = ∑
i∈I
(
ρi ∑
k∈K
ai,kτk+Prrhi (w,bi)
)
(4.16)
P˜i (w,a,b,τ) = ρi ∑
k∈K
ai,kτk+Prrhi (w,bi),∀i ∈I (4.17)
The following lemma is to characterize the property of problem (4.14).
Lemma 2. The formulations in the problem (4.12) and (4.14) are equivalent in the sense that
they have the same optimal solution set and objective.
Proof. The equivalence between (4.12) and (4.14) is due to the observation that at optimality
of (4.14), the inequalities (4.14b) and (4.14d) must hold with equalities. In addition, an optimal
solution set to (4.14) is also optimal solution set to (4.12). The detail of proof are presented in
Appendix 3.
4.4.2 Optimal Solution based BRB Algorithm for Problem (4.14)
In this subsection, we aim at solving the problem (4.14) optimally using the BRB algorithm
based on MO framework. This is possible due to two following important observations.
- The objective in (4.15) monotonically increases with respect to (w.r.t) each entry of s. Par-
ticularly, we can observe that the objective increases if we keep increasing each of a, t or τ
as long as it is still feasible to (4.14).
- For given s, the resulted problem of (4.14) becomes a feasibility checking problem, which
is recognized as mixed-integer second order cone program (MI-SOCP) feasibility problem
and can be solved optimally by dedicated solvers such as MOSEK.
Herein we present the customized steps required for solving the considered problem (4.14).
Speciﬁcally, we deﬁne the compact normal setS = {s ∈RL+|(4.14b)− (4.14f)} as the feasible
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set of (4.14) and U = [s;s] as the box that contains all s feasible to (4.14). The calculation
of box U is presented detailed in Appendix 4. The general idea to solve the problem (4.14)
optimally in a BRB algorithm using MO framework is to check if a given s ∈U belongs toS
or not. Mathematically we need to solve the following feasibility problem for a given s
ﬁnd b,w,ν (4.18a)
s.t. (5.10b)− (5.10i). (4.18b)
It is easy to check that when τ is ﬁxed, (4.14b) can be reformulated as SOC constraint as
cℜ(hHk wk)≥
∥∥hHk w1, . . . ,hHk wK,σ0∥∥2 (4.19)
where c=
√
1
2τk−1 +1. Similarly, for given s the constraint (4.14d) is SOC representable as
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1/t0−Pˆtot(b)+1
2 ≥
∥∥∥∥∥
[
wT1,1√
η1
, . . . ,
wTI,K√
ηI ,
1/t0−Pˆtot(b)−1
2
]T∥∥∥∥∥
2
if X is GEE
1/ti−Pˆi(b)+1
2 ≥
∥∥∥∥∥
[
wT1,1√
η1
, . . . ,
wTI,K√
ηI ,
1/ti−Pˆi(b)−1
2
]T∥∥∥∥∥
2
,∀i ∈I otherwise
(4.20)
where
Pˆtot(b) = ∑
i∈I
ρi ∑
k∈K
ai,kτk+ ∑
i∈I
(biPrai +
(
1−bi
)
Prii ) (4.21)
Pˆi(b) = ρi ∑
k∈K
ai,kτk+biPrai +
(
1−bi
)
Prii ,∀i ∈I (4.22)
Thus, the feasibility checking problem (4.18) is in fact a MISOCP problem.
Based on the above analysis, problem (4.14) can now be expressed as max{ fX(s)|s∈S ⊂U }.
First, we check whether s is feasible or not. If so, we apply the proposed BRB method to ﬁnd
a globally optimal solution to (4.14). The proposed method recursively branches a box U into
two smaller boxes, checks the feasibility of each new box, update the current upper and lower
bounds by the box reduction and bound computation process, and removes the boxes that do not
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contain an optimal solution. Note that, the variable of interest scomprises both binary variables
a and continuous variables τ and t, thus the branching and reduction procedures need to be
adjusted to guarantee the exact solution of binary variables. The operations of BRB algorithm
is presented as follows.
- Box branching: At each iteration, the box which currently contains the largest upper bound
is selected to branch. This box is split into two smaller boxes by a standard bi-partition along
the longest edge (Tuy & khayya-and P. Thach, 2005). In particular, supposed that the box
B = [x,y] is chosen to branch, then it is divided into two following subboxes
B(1) =
⎧⎪⎨⎪⎩
[x,y− el] if l ≤ N
[x,y− el(yl − xl)/2] if l > N
andB(2) =
⎧⎪⎨⎪⎩
[x+ el,y] if l ≤ N
[x+ el(yl − xl)/2,y] if l > N
(4.23)
where l = argmaxl∈{0,...,S} (yl−xl) is the index of the longest edge ofB and el is a S×1 vector
where all entries are zero except that the lth entry is 1. By using the above branching rules, the
branched binary variables are guaranteed to lie in binary cutting plane.
- Box reduction: Supposed that we perform the reduction process on the box B(1) = [p,q] to
obtain the reduced box redu(B(1)) without any loss of optimality. Note that a similar argument
can be applied to B(2) as well. First, we check whether B(1) contains at least one feasible
solution to problem (5.10) or not by checking the feasibility of (5.11) for the given lower
bound set p. If (5.11) is infeasible, it means that p ∈ U \S and B(1) does not contain any
feasible solution to (5.10) so that it can be discarded. Otherwise, the reduction process is
performed to ﬁnd redu(B(1)) = [p′,q′]. In particular, we calculate p′ = q−∑l∈{0,...,S}λl(ql −
pl)el , where λl = sup{λ |λ ∈ [0,1],q−λ (ql − pl)el ∈U \S }, ∀l ∈ {0, . . . ,S} and q′ = p′+
∑l={0,...,S}βl(ql − p′l)el , where βl = sup{β |β ∈ [0,1],p′+β (ql − p′l)el ∈S }, ∀l ∈ {0, . . . ,S}.
The problem of ﬁnding λl and βl can be solved easily using a bisection procedure over λ ∈ [0,1]
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and β ∈ [0,1], respectively. To guarantee p′l , q′l ∈ {0,1}, ∀l ≤ N while reducing, we do
p′l =
⎧⎪⎨⎪⎩
1 if q− el ∈U \S
0 otherwise
and q′l =
⎧⎪⎨⎪⎩
1 if p′+ el ∈S
0 otherwise
. (4.24)
It is shown in (Tuy & khayya-and P. Thach, 2005) that if B(1) contains an optimal solution,
then redu(B(1)) also contains this optimal solution.
- Bounding and Pruning: due to the monotone objective function, the upper and lower bound
of a box B = [s, s¯] is simply computed U (B) = f (s¯) and L(B) = f (s), respectively. After
updating the current best lower bound ζn, the pruning is performed to delete the boxes whose
upper bounds are smaller than ζn. According to (Tuy & khayya-and P. Thach, 2005), the
proposed algorithm is bound improving and terminates after ﬁnitely many iterations for a given
desired accuracy level ε .
We remark that BRB algorithm requires very high computational complexity due to the MIS-
OCP feasiblity checking problem and a large number of iterations to terminate. Thus, BRB
algorithm is practically used as benchmark for the low-complexity algorithms that are pro-
posed in the following sections.
4.5 Proposed SCA-based Low Complexity Algorithms
4.5.1 General SCA method
Before elaborating the SCA method to solve the EE maximization problems, we take an oppor-
tunity to present how SCA method can address a general nonconvex problem. Let us consider
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the general nonconvex optimization problem in the following
max
x∈X
f (x) (4.25a)
s.t. gi(x)≤ 0, i= 1, . . . ,L1 (4.25b)
p j(x)≤ q j(x), j = 0, . . . ,L2 (4.25c)
where gi(x) : Cn → R,i = 1, . . . ,L1, p j(x) : Cn → R, j = 1, . . . ,L2 and q j(x) : Cn → R, j =
1, . . . ,L2 are convex functions w.r.t x ∈ CN , respectively. The idea to deal with the nonconvex
constraint (4.25c) is to apply the approximation on the nonconvex part of (4.25c) into the
convex one. In particularly, assuming q j(x) is differentiable (which is mostly true for the
constraints in wireless communications), SCA linearizes q j(x) around the current iteration
parameters x(n) to arrive at the following constraint
p(x)−q(x(n))−〈∇q(x(n)),x−x(n)〉≤ 0 (4.26)
Note that (4.26) implies (4.25c) as a concave function (i.e., −q(x) as mentioned above) is
upper bounded by its linearization. In other words, SCA arrives at an inner approximation
of the feasible set of the nonconvex program in (4.25), which is expressed by the following
convex subproblem
max
x∈X
{ f (x)| (4.25b), (4.26)} (4.27)
at the n+1th iteration and updates the operating point x(n) until convergence. The SCA based
algorithm to solve the problem (4.25) is presented in Algorithm 4.1.
Algorithm 4.1: SCA based Algorithm
1: Set n := 0 and initialize starting points of x(n);
2: repeat
3: Solve the approximated convex problem (4.27) at x(n) to achieve the optimal solution
x;
4: Update x(n+1) = x;
5: Set n := n+1;
6: until Convergence;
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In the following subsection, we present how to apply the SCA based algorithm presented in this
subsection 4.5.1 to three different formulated EE problems in (4.12). It is worth mentioning
that it is not amenable to directly apply this presented methods to three different EE problems
in (4.12) since they are not well formed as (4.25). Therefore, it is necessary to propose the new
transformations for each EE problem in (4.12) to equivalently transform it into more tractable
form so that the nonconvex constraints are revealed and can be handled by the light of SCA
method.
4.5.2 SCA-based Algorithm for GEE Maximization Problem
In what follows, we present SCA approach to provide a sub-optimal solution of (4.12) for
GEE maximization problem. The proposed method is developed based on the transformations
introduced in (Luong et al., 2017a).
4.5.2.1 Equivalent transformations
First, let us introduce the new slack variables ψ ≥ 0, μ ≥ 0 , ϕ = {ϕi,k ≥ 0}∀i∈I ,∀k∈K ,
φ = {φk ≥ 0}∀k∈K , γ = {γk ≥ 0}∀k∈K and z = {zk ≥ 0}∀k∈K , and consider the following
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equivalent formulation
max
b,a,w,ν
μ,γ,φ ,z,ψ,ϕ
ψ (4.28a)
s.t.
(
∑i∑k∈K ϕ2i,k
)
μ
≥ ψ (4.28b)
P˜tot
(
w,a,b,z
)≤ μ (4.28c)
ai,kφk ≥ ϕ2i,k (4.28d)
log(1+ γk)≥ φk (4.28e)
Γk(w)≥ γk (4.28f)
γk ≥ Γmink (4.28g)
∑
k∈K
(
ai,k/zk
)≤Ci (4.28h)
Rk(w)≤ 1/zk (4.28i)
(4.12c), (4.12e), (4.12f), (4.12h), (4.13). (4.28j)
where we denote P˜tot
(
w,a,b,z
)
=∑i Prrhi (w,bi)+∑i∈I ρi∑k∈K
(
ai,k/zk
)
. Note that the mean-
ing of ϕ2i,k is considered as the transmission rate of user k transported through the fronthaul link
i. It is easy to see that all the constraints (4.28b) and (4.28c) are active at optimality. Moreover,
a feasible solution of (4.28) is also feasible to (4.12). Thus, (4.28) is equivalent to (4.12).
It is recognized that the newly additional constraint (4.28d) is SOC representable as φk+ai,k2 ≥∥∥∥ϕi,k, φk−ai,k2 ∥∥∥2. To proceed further, we use a subtle observation that ai,k = a2i,k for ai,k ∈ {0,1}
to replace ai,k by a2i,k and rewrite the nonconvex constraint in (4.28h) into two equivalent in-
equalities as
a2i,k ≤ θi,kzk, (4.29)
∑
k∈K
θi,k ≤Ci, (4.30)
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with newly introduced variables θ = {θi,k ≥ 0}∀i∈I ,k∈K . By taking advantage of the transfor-
mation in (4.29), we can rewrite (4.28c) by a convex constraint as
∑
i
Prrhi (w,bi)+ ∑
i∈I
ρi ∑
k∈K
θi,k ≤ μ (4.31)
Finally, to reveal the hidden convexity of (4.28i), we can equivalently rewrite it as
1+ξk ≤ exp(1/zk) (4.32)
|hHk wk|2
ξk
≤
K
∑
j =k
|hHk w j|2+σ20 , (4.33)
where ξ = {ξk ≥ 0,∀k ∈K } is the set of newly introduced variables. By denoting the set of
variables as ΨGEE = {b,a,w,ν ,θ ,μ,γ,φ ,z,ψ,ξ ,ϕ}, the ﬁnal equivalent problem after being
transformed is presented as
max
ΨGEE
ψ (4.34a)
s.t. ψ ≤
(
∑i∑k∈K ϕ2i,k
)
μ
(4.34b)
∑
i
Prrhi (w,bi)+ ∑
i∈I
ρi ∑
k∈K
θi,k ≤ μ (4.34c)
ai,kφk ≥ ϕ2i,k (4.34d)
log(1+ γk)≥ φk (4.34e)
∑
j∈K \k
|hHk w j|2+σ20 ≤
|hHk wk|2
γk
(4.34f)
1+ξk ≤ exp(1/zk) (4.34g)
|hHk wk|2
ξk
≤
(
K
∑
j =k
|hHk w j|2+σ20
)
(4.34h)
(4.12c), (4.12e), (4.12f), (4.12h), (4.13), (4.28g), (4.29), (4.30). (4.34i)
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where the constraint (4.34f) is rewritten from the constraint (4.28f). We remark that problem
(4.34) is still nonconvex but its nonconvex constraints in (4.34f), (4.34c), (4.34g) and (4.34h)
are ready to be handled in light of the SCA method as the follows.
4.5.2.2 SCA-GEE Algorithm
In this method we preserve the Boolean variables, and only approximate the continuous non-
convex parts of (4.34). In particular, we do so by applying the framework of SCA. Let us
ﬁrst consider the nonconvex constraint (4.34b) and (4.34f). These functions of
(∑i∑k∈K ϕ2i,k)
μ
and |h
H
k wk|2
γk
have the same form of function h(p,q) = |p|
2
q , ∀p ∈ C,q ∈ R+, i.e., in (4.34b) it
is h(ϕ,μ) and in (4.34f), it is h(wk,γk). Thus, at iteration n+1 th the proposed algorithm we
apply the ﬁrst order Taylor approximation to h(p,q) around the point of p(n), q(n) by
H
(
p,q; p(n),q(n)
)
=
2ℜ
(
p(n)p
)
q(n)
−
∣∣p(n)∣∣2
q(n)2
q (4.35)
where we have denoted q(n)2 =
(
q(n)
)2 to lighten the notation. Particularly, H(ϕ,μ;ϕ(n),μ(n))
is concave upper bound function of h(ϕ,μ) around the point of ϕ(n) and μ(n) given by
H(ϕ,μ;ϕ(n),μ(n)) =
∑i∑k∈K 2ϕ
(n)
i,k ϕi,k
μ(n)
− ∑i∑k∈K
ϕ(n)2i,k
μ(n)2
μ
In the same way, we have H(wk,γk;w
(n)
k ,γ
(n)
k ) is simply a linearization of function h(wk,γk) =
|hHk wk|2
γk
around the point of w(n)k and γ
(n)
k given by
H(wk,γk;w
(n)
k ,γ
(n)
k ) =
2ℜ
(
w(n)Hk Hkwk
)
γ(n)k
−
∣∣hHk w(n)k ∣∣2
γ(n)2k
γk (4.36)
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Here, we have denoted Hk  hkhHk , w
(n)H
k =
(
w(n)k
)H to lighten the notation. The nonconvex
constraints (4.34g) and (4.34h) can also be approximated by its concave upper bound as
1+ξk−F
(
zk;z
(n)
k
)≤ 0 (4.37)∣∣hHk wk∣∣2
ξk
−G(w;w(n))≤ 0 (4.38)
where F(zk;z
(n)
k ) given in (4.39) is lower bound concave approximation of f (zk) = exp(1/zk)
around the point of z(n)k and G
(
w;w(n)
)
given in (4.40) is lower bound concave approximation
of g(w) = ∑Kj =k |hHk w j|2+σ20 around the point of w(n).
F
(
zk;z
(n)
k
)
= e(1/z
(n)
k )− e
(1/z(n)k )
z(n)2k
(
zk− z(n)k
)
(4.39)
G
(
w;w(n)
)
=
K
∑
j =k
2ℜ
(
w(n)Hj Hkw j
)− K∑
j =k
w(n)Hj Hkw
(n)
j +σ
2
0 (4.40)
By applying these approximations we can obtain a mixed integer convex approximation of
problem (4.34) at iteration n+1 of the algorithm as
max
ΨGEE
ψ (4.41a)
s.t.ψ −H(ϕ ,μ;ϕ(n),μ(n))≤ 0 (4.41b)
∑
i
Prrhi (w,bi)+ ∑
i∈I
ρi ∑
k∈K
θi,k ≤ μ (4.41c)
ai,k+φk
2
≥
∥∥∥∥ϕi,k, ai,k−φk2
∥∥∥∥
2
(4.41d)
log(1+ γk)≥ φk (4.41e)
∑
j∈K \k
|hHk w j|2+σ20 −H
(
wk,γk;w
(n)
k ,γ
(n)
k
)≤ 0 (4.41f)
1+ξk−F
(
zk;z
(n)
k
)≤ 0 (4.41g)∣∣hHk wk∣∣2 /ξk−G(w;w(n))≤ 0 (4.41h)
(4.12c), (4.12e), (4.12f), (4.12h), (4.13), (4.28g), (4.29), (4.30) (4.41i)
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where w(n),z(n),γ(n),μ(n),ϕ(n) are the parameters to be updated at the (n+1)th iteration.
Remark 2. Note that all the continuous constraints in (4.41), except (4.41e), are convex
quadratic representable. However, due to the presence of the exponential cone in (4.41e),
(4.41) is still recognized as a generic convex mixed-integer program for which dedicated
solvers are quite limited. To avail of powerful modern MI-SOCP solvers such as MOSEK or
GUROBI, our idea is to approximate (4.41e) by a conic constraint and this should be done in
light of SCA. More speciﬁcally, a conic lower bound of the left hand side of (4.41e) is desired.
The key is due to the following inequality. For any γk ≥ 0 it holds that
log(1 + γk) ≥ U
(
γk;γ
(n)
k
)
= log
(
1 + γ(n)k
)
+
1
1+ γ(n)k
(
γk − γ(n)k
) − 1
2
(
γk − γ(n)k
)2
. (4.42)
In factU
(
γk;γ
(n)
k
)
is a quadratic lower bound of log(1+ γk) around γ
(n)
k , which is derived from
the Lipschitz continuity of the derivative of log(1+ γk). The proof is given in Appendix 2. To
obtain an MI-SOCP formulation of (4.41), we replace (4.41e) by
U(γk;γ
(n)
k
)
)≥ φk (4.43)
which is SOC representable. The problem (4.41) becomes MI-SOCP program, which can be
solved by SCA based algorithm outlined in Algorithm 4.1.
4.5.3 SCA-based Algorithm for WSEE Maximization Problem
In this section, we present the method to apply SCA to solve the problem WSEE maxi-
mization problem in (4.12). By introducing the similar slack variables ψ = {ψi ≥ 0}∀i∈I ,
μ = {μi ≥ 0}∀i∈I , ϕ = {ϕi,k ≥ 0}∀i∈I ,∀k∈K , φ = {φk ≥ 0}∀k∈K , γ = {γk ≥ 0}∀k∈K , θ =
{θi,k ≥ 0}∀i∈I ,∀k∈K , ξ = {ξk ≥ 0}∀k∈K and z = {zk ≥ 0}∀k∈K , as presented in the GEE
maximization and denote ΨWSEE = {b,a,w,ν ,θ ,μ,γ,φ ,z,ψ,ξ ,ϕ}, we are able to equiva-
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lently transform the maximization problem (EWSEE) as the following
max
ΨWSEE
∑
i
λiψi (4.44a)
s.t. ψi ≤
∑k ϕ2i,k
μi
(4.44b)
Prrhi (w,bi)+ρi ∑
k∈K
θi,k ≤ μi (4.44c)
(4.12c), (4.12e), (4.12f), (4.12h), (4.13), (4.28g), (4.29), (4.30) (4.44d)
(4.34d), (4.34e), (4.34f), (4.34g), (4.34h). (4.44e)
It is noted that μi is the variable representing the upper bound for the ith RRH and its fronthaul
power consumption and ψi represents the lower bound for the EE of ith RRH. We have an ob-
servation that the problem (4.44) shares the similar form with the problem (4.34). For instance,
it is also interesting to show that the function
∑k ϕ2i,k
μi in the righ hand side of constraint (4.44b)
has the form of h(p,q). Thus, nonconvex constraint (4.44b) can be approximated into a convex
one by applying the linearization to the h(ϕi,μi) as
H(ϕ i,μi;ϕ
(n)
i ,μ
(n)
i ) =
∑k∈K 2ϕ
(n)
i,k ϕi,k
μ(n)i
− ∑k∈K
ϕ(n)2i,k
μ(n)2i
μi (4.45)
where we denote ϕ i = {ϕi,k}∀k∈K . Similarly, we apply the same transformations and convex
approximations in the previous section to obtain the MI-SOCP problem of (4.44) at the n+1th
iteration as
max
ΨWSEE
∑
i
λiψi (4.46a)
s.t. ψi−H(ϕi,μi;ϕ(n)i ,μ(n)i )≤ 0, (4.46b)
Prrhi (w,bi)+ρi ∑
k∈K
θi,k ≤ μi (4.46c)
(4.12c), (4.12e), (4.12f), (4.12h), (4.13), (4.28g), (4.29), (4.30) (4.46d)
(4.41d), (4.41f), (4.41g), (4.41h), (4.43). (4.46e)
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where w(n),z(n),γ(n),ϕ(n),μ(n) are the parameters that are updated at the (n+1)th iteration.
The proposed iterative approach to solve problem (4.44) for WSEE maximization problem is
given in Algorithm 4.1, where the MISOCP convex problem (4.46) is applied in the step 3.
4.5.4 SCA-based Algorithm for FEE Maximization Problem
Inspired by the SCA method for solving the problems of GEE and WSEE maximization,
here we provide the main steps to tackle the FEE maximization problem. First, with the
set of variables ΨFEE = {b,a,w,ν ,θ ,μ,γ,φ ,z,ψ,ξ ,ϕ} where newly similar slack variables
ψ ≥ 0, μ = {μi ≥ 0}∀i∈I , ϕ = {ϕi,k ≥ 0}∀i∈I ,∀k∈K , φ = {φi ≥ 0}∀i∈I , γ = {γk ≥ 0}∀k∈K ,
θ = {θi,k ≥ 0}∀i∈I ,∀k∈K , ξ = {ξk ≥ 0}∀k∈K and z = {zk ≥ 0}∀k∈K are introduced, the FEE
maximization problem in (4.12) can be equivalently transformed into the following problem
max
ΨFEE
ψ (4.47a)
s.t. ψ ≤ ∑k∈K ϕ
2
i,k
μi
(4.47b)
Prrhi (w,bi)+ρi ∑
k∈K
θi,k ≤ μi (4.47c)
(4.12c), (4.12e), (4.12f), (4.12h), (4.13), (4.28g), (4.29), (4.30) (4.47d)
(4.34d), (4.34e), (4.34f), (4.34g), (4.34h). (4.47e)
where ψ represents for the minimum EE across all RRHs. The formulation of problem (4.47)
now is exactly as same as the problem (4.44). Thus, the same transformations and approxima-
tions as in the previous sections can be applied to (4.47). As a result, the problem (4.47) can
be approximated to a MISOCP problem at the n+1th iteration as the following
max
ΨFEE
{
ψ
∣∣∣∣ψ −H(ϕ i,μi;ϕ(n)i ,μ(n)i )≤ 0, (4.46c), (4.46d), (4.46e)} (4.48)
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where w(n),z(n),γ(n),ϕ(n),μ(n) are the parameters that are updated at the (n+1)th iteration.
The proposed iterative approach to solve problem (4.47) for FEE maximization problem is
given in Algorithm 4.1 where the problem (4.48) is applied to the step 3.
4.5.5 Relaxed based Algorithms
To develop an algorithm with polynomial time, we further consider the continuous relaxation
of binary variables, i.e., 0 ≤ bi ≤ 1,0 ≤ ai,k ≤ 1 for ∀i ∈ I ,∀k ∈K . As a result, the con-
tinuous relaxation of (4.41), (4.46), and (4.48) denoted as (E rX), becomes an SOCP which can
be solved in polynomial time, with X representing for GEE, WSEE, and FEE, respectively.
The relaxed based algorithm generally combines two stages: (i) continuous relaxation and (ii)
post-processing. In the ﬁrst stage, we follow Algorithm 4.1, but simply solve (E rX) in Step 3.
The post-processing process is then used to map the obtained bi’s and ai,k’s to the binary val-
ues, which is required due to the continuous relaxation. In particular, we rely on the solution
to the continuous relaxation at convergence as an incentive measure to make a decision on the
binary value of a and b. Let us denote a˜, b˜ and w˜ as the solution achieved after the ﬁrst stage.
Intuitively, the connection between the ith RRH and the kth UE is more likely if the channel of
the link is in better condition and the power consumed to transmit fronthaul data PFHi (w,ai) is
smaller than the others. Consequently, solving the continuous relaxation would possibly yield
higher b˜i for the ith RRH and higher a˜i,k for the connection between the ith RRH and the kth
UE. Based on the above intuitive observations, we propose an iterative procedure to determine
the set of active RRHs and RRH-UE association based on a˜ and b˜. The process starts by as-
suming that all the RRHs are off and there is no association between RRH and UE. In each
iteration, (E rX) is solved given a set of active RRHs and RRH-UE association that is connected.
The RRH-UE association with the largest a˜i,k will be made connected and the resulting RRH
will be set active, following the relationship in (4.12f). The overall algorithm is presented in
Algorithm 4.2.
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Algorithm 4.2: Relaxed algorithm
1: Set m := 0, π(m) is signiﬁcantly small, and initialize the set
R
(m)
off = {(i,k)× i ∈ (I ,K )×I }.
2: repeat
3: Set m := m+1;
4: Algorithm 4.1 is used to solve (E rX) given ai′,k′ = 1 and
bi′ = 1,∀{(i′,k′)× i′} /∈R(m−1)off ;
5: UpdateR(m)off =R
(m−1)
off \
{
(i′,k′)× i′ = argmax
i,k∈R(m−1)off
a˜i,k
}
;
6: Algorithm 4.1 is used to solve (E rX) given ai′,k′ = 1,bi′ = 1,∀{(i′,k′)× i′} /∈R(m)off and
ai,k = 0,bi = 0,∀{(i,k)× i} ∈R(m)off . If it is feasible, set π(m)as the value of objective
function achieved at the convergence. If not, set π(m) = π(0).
7: until (E rX) starts to be infeasible or it is feasible but π(m) < π(m−1);
8: Algorithm 4.1 is used to solve (E rX) given ai′,k′ = 1,bi′ = 1,∀{(i′,k′)× i′} /∈R(m−1)off and
ai,k = 0,bi = 0,∀{(i,k)× i} ∈R(m−1)off to obtain ﬁnal solution ΨX;
4.5.6 Convergence and Complexity Analysis
The convergence of SCA-based algorithms has been well studied Marks & Wright (1977). In
particular, due to the use of convex approximations, the optimal solution obtained at iteration n
is feasible to the convex problems (4.41), (4.46), and (4.48) at iteration n+1 for GEE, WSEE,
and FEE maximization problems, respectively. This results in a non-decreasing sequences of
objectives. Since the objective is upper bounded due to the power budget, the iterative algo-
rithms are probably convergent. We now discuss the complexity of the proposed algorithms
in this section. For Algorithm 4.1, the overall complexity mainly depends on that of solving
the MI-SOCP problem in (4.41), (4.46), and (4.48), respectively, which is indeed a combi-
natorial optimization problem. In particular, there are IK binary variables ai.k’s and I binary
variables bi’s, resulting in 2IK+I combinations for all the binary variables. Thus, the worst-case
complexity of Algorithm 4.1 in each iteration can be written as O
(
2IK+K(K4M3I)
)
. For Al-
gorithm 4.2, ﬁrst we remark that in the worst case, Algorithm 4.2 must iteratively solve and
update the resulting parameters for the SOCP problem (E rX) for (I− 1)K times, resulting the
overall complexity of O
(
2(I−1)K (K4M3I)). In Section 4.6, Algorithm 4.2 is shown to yield
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a performance very close to that of SCA based algorithms but with polynomial computation
time.
4.6 Numerical Results
In this section, the extensive numerical results are presented to evaluate the performance of
the proposed algorithms. For most numerical experiments, we use the simulation parameters
listed in Table 4.1 (Cheng et al., 2013; Dai & Yu, 2016). For the spatial model, we assume a
network consisting of I RRHs that are uniformly located around the considered coverage and
K UEs are randomly scattered across the considered network coverage. Moreover, we assume
shadowing channel and the path-loss component is calculated as (dik/d0)−3where dik is the
distance between the ith RRH and the kth user and d0 = 100 m is the reference distance. In
our simulations, Algorithms 4.1 is terminated when the increase in the objective between two
consecutive iterations is less than 10−5.
Table 4.1 Simulation parameters in Chapter 4
Notation Value Notation Value
Mi 2 ηi 0.35
Pmax 10 dBW Cmaxi =C,∀i 20 b/s/Hz
Prai 38.5 dBW P
ri
i 36.5 dBW
ρi, ∀i 1 λ [1/I, . . . ,1/I]
4.6.1 Convergence and achieved EE performance
Fig. 4.2, Fig. 4.3 and Fig. 4.4 show the convergence of lower and upper bound of BRB algo-
rithms and proposed low-complexity algorithms for GEE, WSEE and FEE maximization prob-
lems, respectively. In general for all cases of GEE, WSEE and FEE maximization problems,
it can be seen that the lower and upper bound of BRB algorithm require more than 104 itera-
tions to converge at the optimal solution while the SCA based algorithms need few iterations to
converge to the objective value that is very close to the optimal value returned by the optimal
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Figure 4.2 Convergent behavior of different algorithms for GEE maximization
problems.
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Figure 4.3 Convergent behavior of different algorithms for WSEE maximization
problems.
BRB algorithm. In Fig. 4.2, the convergence of each SOCP E rGEE during the relaxed processes
is plotted for the relaxed-GEE algorithm, which illustrates the uphill and downhill effect in the
ﬁgure. For example, at some ﬁrst iterations, the GEE objective achieved in the relaxed-GEE al-
gorithm is higher than in BRB and SCA based algorithms because of the relaxation continuous
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Figure 4.4 Convergent behavior of different algorithms for FEE maximization problems.
of binary variables and as expected, it eventually converges to the near-optimal objective value
after all relaxed binary variables are mapped into feasible binary values. In addition, to demon-
strate the performance gains of our proposed GEE algorithms, we compare our GEE algorithms
with the Dinklebatch method, named DB-GEE algorithm. Especially, in DB-GEE algorithm,
Dinklebatch approach is used to transform the fractional GEE objective function in (4.8) into
the subtraction form associated with a ﬁxed parameter, then the SCA method is applied to solve
this subtraction formulation problem and the parameter in the objective can be updated until
convergence. It is shown that DB-GEE algorithm requires more iterations to stabilize. In addi-
tion, in Fig. 4.3 and Fig. 4.4, the performance of relaxed-WSEE and relaxed-FEE algorithms
are exactly same as that of SCA-WSEE and SCA-FEE algorithms, respectively. This can be
explained as solving the relaxed problem E rWSEE and E
r
FEE at the ﬁrst stage of corresponding
relaxed algorithms result the binary values of all relaxed variables. Thus, Fig. 4.2, Fig. 4.3 and
Fig. 4.4 prove the effectiveness of our proposed algorithms in both terms of convergence and
achieved EE performance.
Fig. 4.5, Fig. 4.6 and Fig. 4.7 evaluate the performance of SCA-based algorithms with re-
spect to achieved GEE, WSEE and FEE metrics in (4.8), (4.10) and (4.11), respectively, versus
the maximum fronthaul capacity Cmaxi = C
max, for ∀i ∈ I . Our ﬁrst observation is that the
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achieved GEE, WSEE and FEE performance increases in the low regime ofCmax and becomes
saturated in the large regime of Cmax. The reason is that the multi-user interference always
exists even as more cooperation can be attained among all RRHs. For interference limited
situations, there is an upper bound on the achievable rate for all users so that increasing more
fronthaul capacity basically provides no beneﬁt to the system performance. It is obvious that
the resource allocation solution obtained from GEE maximization algorithm results the best
GEE performance than the WSEE and FEE maximization algorithms in Fig. 4.5. Similarly,
WSEE maximization algorithm outperforms the GEE and FEE maximization algorithms in
term of the achieved WSEE performance in Fig. 4.6. Meanwhile, FEE maximization algo-
rithm achieves the best minimum EE value compared to the GEE and WSEE maximization
algorithms in Fig. 4.7, but incur the small loss of GEE and WSEE performance shown in Fig.
4.5 and Fig. 4.6. These observations imply that the FEE metric yields the better minimum
EE than GEE and WSEE criteria but still achieves the good performance in terms of GEE and
WSEE.
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Figure 4.5 GEE objective in (4.8) calculated from the solutions obtained by applying
the different algorithms versus Cmax.
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Figure 4.6 WSEE objective in (4.10) calculated from the solutions obtained by applying
the different algorithms versus Cmax.
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Figure 4.7 FEE objective in (4.11) calculated from the solutions obtained by applying
the different algorithms versus Cmax.
4.6.2 Advantages of proposed rate-dependent power model
In this numerical result, we demonstrate the advantages of the GEE, WSEE and FEE perfor-
mance achieved by our proposed rate dependent power consumption model compared to the
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linear power consumption model used mostly in the recent literature. Instead of using our pro-
posed rate dependent fronthaul power model in (4.6), the linear fronthaul power consumption
model (LFP) is expressed as
PFHi (ai) = ∑
k∈K
ai,kPfhi,k (4.49)
where Pfhi,k is the ﬁxed power consumption, i.e., P
fh
i,k = 2 Watts Tang et al. (2017); Guo et al.
(2016b), used for data transmission between the kth user and the ith fronthaul. Then our pro-
posed SCA-based algorithm is employed to optimize the GEE, WSEE and FEE metrics with
the linear power consumption model, called GEE-LFP, WSEE-LFP and FEE-LFP algorithms,
respectively.
Fig. 4.8 and 4.9 plot the GEE and WSEE objective values, respectively, achieved from the
solutions of the GEE, WSEE, FEE, GEE-LFP, WSEE-LFP and FEE-LFP maximization algo-
rithms. As expected, achieved GEE and WSEE performance increase and reach a plateau along
with the growth of Pmax. The fact is that the sum achieved rate of users ﬁrst increases due to the
increase of transmit power consumption, which leads to an increase in the achieved GEE and
WSEE performance. However, when power budget becomes sufﬁcient large, the gain of sum
achieved data rate can not compensate for the quick increase in the power consumption. Thus,
GEE and WSEE maximization algorithms will not use the excess transmit power to further in-
crease the rate to maintain the high values of GEE and WSEE. Another important observation
is that our proposed rate dependent power consumption model outperforms the linear power
consumption model. This is obvious as the linear power model consumes the ﬁxed power
consumption for each active transmission between user and fronthaul, which is not precise in
practice.
Fig. 4.10 shows the FEE objective values in (4.11) calculated from the solutions obtained by
applying different algorithms versus Pmax. Clearly, FEE maximization algorithm that focuses
on maximizing the minimum EE, achieves the best FEE objective values than GEE and WSEE
maximization algorithms. Moreover, it can be seen that for GEE and WSEE maximization
algorithms, FEE value increases and then slightly decreases and eventually get saturated when
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Pmax increases. This can be explained similarly to the explanation of Fig. 4.8 and Fig. 4.9
in the previous paragraph. The achieved GEE and WSEE ﬁrst increase with the increase of
Pmax because of the increase of users’ data rates. However, at a certain point of Pmax, the
increase of sum achieved data rate gain lead to larger transmit beamforming power forced to
increase at the RRH which has the worst channel conditions to its served UEs. This results
in the decrease of EE at this RRH. Furthermore, at the sufﬁcient large Pmax increasing more
transmit power provides no beneﬁt to the system throughput, thus GEE and WSEE algorithms
will not continue to increase the transmit beamforming at the RRHs to maintain the still good
achieved EE performance. Last but not least, the performance in term of FEE achieved from
our proposed power model is larger than that of linear power model. This not only proves the
beneﬁts of our proposed rate dependent power consumption model, but also emphasizes the
important in correctly characterizing the power consumption in C-RAN.
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Figure 4.8 The comparison of GEE performance between our proposed rate dependent
power consumption model and the linear fronthaul power consumption model versus
Pmax.
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Figure 4.9 The comparison of WSEE performance between our proposed rate
dependent power consumption model and the linear fronthaul power consumption model
versus Pmax.
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Figure 4.10 The comparison of FEE performance between our proposed rate dependent
power consumption model and the linear fronthaul power consumption model versus
Pmax.
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4.7 Concluding Remarks
We investigated energy efﬁcient resource allocation in the downlink of a limited fronthaul
capacity C-RAN with the constraints where the rate-dependent power model was proposed.
Three different EE metrics, namely GEE, WSEE of all RRHs, and FEE across all RRHs were
considered. In this work, we customize the BRB algorithm to ﬁnd the globally optimal so-
lutions for all the visited problems. For the low-complexity solution approach, we presented
some novel techniques to transform the combinatorial and non-convex EE problems into more
tractable forms. Further, the uniﬁed framework based on the SCA method and the relaxation
method was developed to approximate the EE problems into a sequence of SOCP problems.
Then, a low-complexity algorithm based on SCA and relaxation framework was conducted to
iteratively compute the resource allocation solution at convergence. Numerical results show
that our proposed SCA- and relaxed-based algorithm signiﬁcantly outperform all the existing
methods in terms of convergent speed and can achieve near-to-optimal compared to the BRB
algorithm. It was shown that WSEE provided more freedoms on the individual EE of each
RRH for resource allocation design compared to popular GEE metric. Also, FEE yielded the
best balanced EE performance on system design compared to others. Additionally, we have nu-
merically illustrated the signiﬁcance of our proposed rate-dependent power model in achieve
higher EE compared to the existing power model in the literature.
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5.1 Introduction
The development of the next generation wireless network, commonly referred to as 5G, is
underway. In general, 5G is expected to meet a set of challenging requirements that can solve
many problems in existing wireless systems (Andrews et al., 2014). Some key technologies
for 5G are introduced in (Wong et al., 2017). From a network architecture viewpoint, cloud-
radio access networks (C-RANs) have received growing attention as a powerful candidate to
implement 5G standards. In particular, C-RANs can signiﬁcantly enhance both system spectral
and energy efﬁciency (EE), and satisfy other quality-of-service (QoS) requirements. In C-
RANs, signals transmitted or received by low-power remote radio heads (RRHs) are processed
by the centralized baseband unit (BBU) pool, comprising several physical servers (PSs) on
a cloud-computing platform (Rost et al., 2014; Andrews et al., 2014). A RRH is typically
simpliﬁed with only radio frequency (RF) functions to handle the transmission/reception of
radio signals to/from the users. On the other hand, sophisticated baseband signal processing
tasks are migrated to the BBU pool, i.e., on the cloud. In this way, the virtualization and
network slicing technology can be used to deliver dynamic and powerful resource allocation.
As a main feature of cloud-computing, virtualization at the BBU pool enables each PS to
dynamically split the dedicated computing resources into various virtual machines (VMs) sizes,
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depending on data trafﬁc. Some noticeable results in this regard were reported in Simeone et al.
(2016).
Although the beneﬁts of C-RAN technology, with the use of distributed RRHs, are relatively
convincing from a viewpoint of centralized resource management, it still raises a serious con-
cern over the energy power consumption. In fact, there are many power consumption sources
in a C-RAN, ranging from the circuit powers and RF transmission power to the fronthaul data
transportation and processing, fronthaul maintenance power, computational power from the
cloud, etc. In light of this, designing greener resource allocation which maximizes the EE of
C-RANs has become an essential criteria for viable C-RAN solutions. A variety of our studies
on the energy efﬁciency maximization, the power consumption minimization as well as the
maximization of the trade-off between total power consumption and throughput in the C-RAN
by jointly optimizing the radio resource allocation given a ﬁxed setting of cloud computing ca-
pability have been carried out in (Luong et al., 2017a, 2016a, 2017b,c). Despite many potential
beneﬁts, the understanding on energy-efﬁciency of virtualized C-RANs with limited-capacity
fronthaul is far from comprehensive, this paper should contribute to thoroughly clarify the is-
sue. From the virtualization standpoint, an energy-efﬁcient design must be able to adapt com-
puting resources to elastic trafﬁc (Pompili et al., 2016; Saxena et al., 2016; Tang et al., 2015).
From the energy-efﬁciency maximization perspective, it should maximize the system spectral
efﬁciency while consuming the least power. Thus, PSs on the cloud can be activated wisely,
otherwise the power consumption for signal processing taking place in the BBU pool dom-
inates other power consumption sources in the network, leading to a poor energy-efﬁciency
performance (Lin et al., 2011). More explicitly, some PSs should be switched OFF to save
power while others must be active to maintain the system quality-of-service (QoS). Moreover,
the number of RRHs and its associated fronthaul links can be very large in a dense C-RAN,
generating a huge pressure on the total network power consumption. As a result, designing a
green C-RAN must also consider the RRH selection together with the RRH-user association
problem, concerning the limited-capacity fronthaul (Peng et al., 2015). These motivations call
for new radio resource management methods to design energy-efﬁcient C-RANs.
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Energy-efﬁcient approaches for C-RANs have been presented in the recent literature, especially
for joint design of RRH selection and RRH clustering (Zhuang et al., 2016; Zhao & Wang,
2016; Shi et al., 2016b; Niu et al., 2016; Luo et al., 2015; Shi et al., 2014; Peng et al., 2016;
Saxena et al., 2016). Speciﬁcally, to minimize network power consumption, the authors in
(Zhuang et al., 2016) considered a joint design of cell activation and spectrum allocation, using
the reweighted 1-norm approximation technique. Similarly, a smoothed p-norm minimization
method was involved to deal with the RRH selection and user admission problem in a multi-
cast C-RAN (Shi et al., 2016b). The work of in (Luo et al., 2015) studied joint optimization of
beamforming and user association for green C-RANs. In (Li et al., 2015a), stochastic optimiza-
tion was applied to solve the problem of queue-aware joint RRH selection and beamforming
to minimize the network power consumption. Queue-aware energy efﬁciency maximization
was also studied for heterogeneous C-RAN in (Peng et al., 2016). A stochastic game approach
was proposed in (Saxena et al., 2016) to allow virtual base stations to learn the cellular trafﬁc
variation and thus enable to switch OFF some RRHs to reduce the overall energy consumption
in C-RANs. Unlike these, a recent and pragmatic technology which deploys a cached server
at each base station to alleviate the fronthaul congestion and improve the system energy efﬁ-
ciency was considered in (Liu & Yang, 2016). Given a cache strategy, the authors developed
a framework to analyze and derive the EE closed-form expression on top of achieving an opti-
mal cache policy which maximizes the network EE (Liu & Yang, 2016). The energy-efﬁcient
resource allocation considering limited fronthaul capacity was studied in (Wang et al., 2017;
Ng et al., 2012). Speciﬁcally, in (Wang et al., 2017), the authors aimed to maximize the sig-
moidal function of user’s SINR under imperfect CSI condition and limited backhaul capacity.
In (Ng et al., 2012), the authors studied an EE resource allocation in multi-cell limited back-
haul OFDMA downlink networks, where zero-forcing beamforming and semi-orthogonal user
selection policies were employed prior to the EE problem formulation. The trade-off between
EE and spectral efﬁciency was investigated in (Wu et al., 2014). There also exists the trade-off
between the EE and the system delay as shown in (Li et al., 2015b).
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In recent years, virtualization for wireless communications has proved to be a powerful technol-
ogy to fully and ﬂexibly exploit the computing resources of C-RANs (Simeone et al., 2016). In
(Tang et al., 2014), the authors considered a framework of dynamic request allocation of VMs
to minimize the VM computing cost. A heuristic algorithm was developed in (Xu & Fortes,
2010) to design the VM placement and network element switching ON/OFF to conserve more
computing power. In (Nejad et al., 2015), an integer linear program was formulated for the
problem of dynamic VM provisioning and allocation. For a joint design of radio resource
management and network virtualization for C-RANs, the work of (Pompili et al., 2016) pro-
posed a virtual base station (VBS) cluster associated with a subset of RRHs which can adapt
to trafﬁc dynamics. Likewise, the authors in (Wang et al., 2016b) leveraged the VBS concept
and optimized VBS formation using an mixed-integer linear program. A joint design of VM
computation capacity, RRH selection, and beamforming to minimize the total power consump-
tion in C-RANs was proposed in (Tang et al., 2015; Guo et al., 2016b). Similarly, the authors
in (Wang et al., 2016a) considered the joint computing capacity and beamforming design for
energy minimization problem in a mobile cloud computing network. Throughput maximiza-
tion in C-RAN was studied in (Tran & Pompili, 2017b), taking into account the constraint of
computing resource capacity of VBS pool.
In this paper we study an energy-efﬁcient design of a virtualized C-RAN with limited-capacity
fronthaul. Unlike (Wang et al., 2017; Ng et al., 2012), where the virtual computing resource at
the central unit or BBU pool is not accounted for, we consider a joint optimization of transmit
beamforming, virtual computing resource allocation, RRH selection, and the RRH-user asso-
ciation to maximize the global network energy efﬁciency. Compared to the recent literature
(Pompili et al., 2016; Tang et al., 2015; Guo et al., 2016b; Wang et al., 2016a; Saxena et al.,
2016), we ﬁrst propose a novel virtual computing resource allocation (VCRA) scheme. In
particular, to best exploit the VMs in each PS, the proposed VCRA method splits the users’
workload into smaller pieces that can be served by different VMs in parallel. The distinguish-
ing features of the proposed VCRA scheme are as follows: (i) data trafﬁc of a user can be
processed by heterogeneous VMs; (ii) VM’s computing capacity is dynamically allocated ac-
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cording to the trafﬁc condition; (iii) the assignment of VMs to PSs is done in such a way that
the number of unused PSs is maximal. Furthermore, to quantify the power consumption more
accurately, we introduce a new power consumption model which includes the rate dependent
fronthaul power consumption. More speciﬁcally, the fronthaul power consumption model is
computed based on the total transmission rates served by the corresponding RRH, which is
more realistic and different from that in (Luo et al., 2015; Shi et al., 2016b; Guo et al., 2016b),
where fronthaul power is a quadratic or linear function of involved variables.
We formulate the problem as a mixed-integer non-convex program, for which is generally
difﬁcult to ﬁnd an optimal solution. Even if possible, the complexity is prohibitively high
since a mixed-integer program is commonly known to be NP-hard. Solving the problem is far
more challenging for several reasons: (i) the non-convexity of the cost function, (ii) the non-
convexity of the limited-capacity fronthaul and the cross-layer delay constraints, and (iii) the
combinatorial nature of the selection and assignment procedure. The said non-convexity actu-
ally implies that the continuous relaxation of the problem is non-convex. In fact, this attribute
makes known mixed-integer optimization solvers of no use to solve the considered problem,
which motivates us to develop an optimal algorithm. To this end we ﬁrst propose multiple
novel transformations to reformulate the original problem into a form that amenable to mono-
tonic optimization (Tervo et al., 2015). For a more practically appealing method, we develop
a low complexity algorithm based on difference of convex algorithm (DCA) (Pham & Thi,
2014), approximating the original problem by a series of convex quadratic programs, using
Lipschitz continuity (Parikh & Boyd, 2014). Our contributions are the following:
- We propose a novel VCRA strategy at the BBU pool and consider a joint optimization prob-
lem of the beamforming, VCRA, RRH selection and RRH-user association. To formulate
the problem of interest we introduce several binary preference variables. The objective is to
maximize the overall network energy efﬁciency under explicitly limited-capacity fronthaul
constraints. We customize a branch-and-reduce-and-bound (BnRnB) algorithm to compute
a globally optimal solution to the formulated problem, which is a mixed-integer non-convex
program.
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- To ﬁnd a high-quality low-complexity solution, we ﬁrst deal with the continuous relaxation
of the problem and then propose a post-processing procedure to recover binary variables.
This way seems to be a standard mixed-integer programming but, as mentioned earlier, the
relaxed problem is non-convex and still difﬁcult to solve. Our aim is to solve the relaxed
problem using a local optimization method called DCA (Pham & Thi, 2014), which has
been shown to be very effective in may applications. The proposed DCA method can cope
with the non-convex limited fronthaul constraints without assigning a ﬁxed rate as done in
(Wang et al., 2017) or employing zero forcing beamforning and user selection as in (Ng
et al., 2012) before solving the optimization problem. To this end, we invoke the concept
of Lipschitz continuity to rewrite the relaxed problem as a DC program. This reformation
offers two beneﬁts. First, no slack variable is introduced in the DC program, which is
different from previous publications in the similar context (Luong et al., 2017a; Nguyen
et al., 2014b). Second, the resulting DC program can be easily approximated by a sequence
of convex quadratic optimization problems using DCA. Finally, a post-processing algorithm
is then carried out to search for a high-performance binary solution.
- Extensive numerical results are presented to show the efﬁciency of our proposed algorithms
in terms of the convergent rate and achievable energy efﬁciency performance, compared
to other existing methods. In particular, the numerical results also demonstrate that the
proposed VCRA scheme signiﬁcantly outperform the known methods.
The rest of the paper is organized as follows. Section 5.2 introduces the system model. Section
5.3 formulates the joint design of the energy efﬁciency maximization problem and Section
5.4 presents a global optimization algorithm. In Section 5.5, we propose a low-complexity
algorithm to ﬁnd a high-quality feasible solution. Section 5.6 presents numerical results and
insight discussions under different simulation setups. Finally, the concluding remarks of this
chapter is given in Section 5.7.
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5.2 System Model
5.2.1 Transmission Model
We consider the downlink of a C-RAN consisting of I RRHs and K single-antenna user equip-
ments (UEs). We denote by I = {1, . . . , I} and K = {1, . . . ,K} the set of RRHs and UEs,
respectively. The ith RRH is equipped with Mi antennas,∀i ∈ I . As shown in Fig. 5.1,
we assume that all the RRHs are connected to BBU pool via the fronthaul links, e.g., high-
speed optical ones, where the ith link has a maximum capacity CFHi . Each UE is served by
a speciﬁc group of RRHs but one RRH can serve more than one UEs simultaneously. Let sk
be the signal with unit power, i.e., E
{
sks∗k
}
= 1, intended for the kth UE and wi,k ∈ CMi×1
be the beamforming vector from the ith RRH to the kth UE. The vector of channel coef-
ﬁcients from the ith RRH to the kth UE is represented by hi,k ∈ CMi×1. In this work, we
assume perfect channel state information (CSI) between the RRHs and the UEs.1 For no-
tational convenience, we denote the set of beamforming vectors intended for the kth UE as
wk  [wT1,k,wT2,k, . . . ,wTI,k]T ∈ CM×1, and the vector including the channels from all RRHs to
the kth UE as hk  [hT1,k,hT2,k, . . . ,hTI,k]T ∈ CM×1, where M = ∑i∈I Mi. Using these notations,
the received signal at the kth UE is given by
yk = hHk wksk+∑ j∈K \khHk w js j+ zk (5.1)
where zk ∼ CN (0,σ20 ) is the additive white Gaussian noise (AWGN) and σ20 is the noise
power. We normalize the noise power factor to 1 for the sake of notational simplicity in the rest
of the paper. Note that in (5.1), we have assumed that the kth UE is connected to all the RRHs,
but the ith RRH serves the kth UE only if
∥∥wi,k∥∥22 > 0. By treating interference as noise, the
achievable rate in b/s/Hz for a given set of channel realizations at the kth UE is given by
Rk (w) = log2 (1+Γk (w)) , (5.2)
1 In practice, CSI between RRHs and UEs is estimated by exploiting the channel reciprocity between
the UL and DL transmissions in the time division duplexing system or by the feedback channels in
the frequency division duplexing system.
132
where
Γk (w) =
|hHk wk|2
∑ j∈K \k |hHk w j|2+σ20
(5.3)
where w [wT1 ,wT2 , . . . ,wTk ]T ∈ C(KM)×1 is vector stacking the beamformers for all UEs.
In C-RAN systems, CSI between RRHs and UEs is exchanged between RRHs and the BBU
pool via the fronthaul links. The cost of the incurred overhead scales with the amount of
CSI fed back to the cloud via fronthaul links. Thus, a certain portion of fronthaul capacity is
reserved for this overhead information transportation to and from the BBU pool. This reduces
each effective fronthaul capacity budgetCFHi for the data transmission, which may degrade the
overall network performance in terms of network throughput and EE. For simplicity, we assume
that this overhead fronthaul capacity reservation is done prior to our problem formulation. Each
limited fronthaul capacity budget CFHi is now reserved for the data transportation. The beneﬁt
of RRHs coordination is limited by the overhead of pilot-assisted channel estimation (Fan et al.,
2016). Estimating a subset of channel coefﬁcients, rather than all the channel coefﬁcients from
all UEs can simply reduce the overhead of CSI and signaling, but restricts the cooperation
within a limited number of RRHs, resulting in the loss of system throughput. We note that data
for the kth UE is routed from the BBU pool to the ith RRH via the ith fronthaul link only if∥∥wi,k∥∥22 > 0. Let binary variables ai,k ∈ {0,1} ,∀i ∈ I and k ∈K represent the association
status between the ith RRH and the kth UE, i.e., ai,k = 1 implies that the kth UE is served by
the ith RRH and ai,k = 0, otherwise. Then, the per-fronthaul capacity constraints can be
∑k∈K ai,kRk (w)≤CFHi ,∀i ∈I . (C1)
5.2.2 Proposed Virtual Machine Computing Model
We consider a BBU pool consisting a set of S = {1, . . . ,S} physical servers (PSs). The pro-
posed VCRA scheme is described as follows. Assume that each PS is capable of creating
multiple virtual machines (VMs) to process the incoming packets in parallel. Unlike the work
in (Guo et al., 2016b), we consider a VM assignment in which one VM can only process
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the packets to one user but one user’s packets can be served by several VMs with different
computing capacities. To model this assignment scheme, we introduce the binary variables
cs,k ∈ {0,1}, ∀k ∈K and ∀s∈S , where cs,k = 1 states that the packets of the kth user are pro-
cessed by a VM in the sth PS and cs,k = 0, otherwise. In addition, let binary variable ds ∈ {0,1}
and d= {ds,∀s ∈S } denote the operation mode of the sth PS, where ds = 0 means the sth PS
is turned off and ds = 1 otherwise.
5.2.3 Processing Queue Model
The packet arrival of the kth UE is assumed to follow a Poisson process with arrival rate Λk.
For simplicity, we assume each packet has identical length. As illustrated in Fig. 5.1, packets
of the kth UE ﬁrst arrive at the dispatcher and are subsequently split into smaller fragments
that are then routed to VMs in different PSs for parallel processing. It is worth mentioning that
each small fragment from the kth UE’s packets assigned to the VM in the sth PS also follows a
Poisson process with arrival rate λs,k, where we have⎧⎪⎨⎪⎩∑s∈S
λs,k = Λk
λs,k ≤ cs,kΛk
,∀k ∈K ,s ∈S (C2)
We assume that the baseband processing of each VM on each UE packets can be described
as a M/M/1 processing queue, where the service time at the VM of the sth PS follows an
exponential distribution with mean 1/μs,k, where μs,k represents the computing capacity that
the VM of sth PS can process the kth UE’s packets. Note that since each PS has a maximum
computing capacity CPSs ,∀s ∈S , we have the following constraints⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∑k∈K μs,k ≤ dsCPSs
μs,k ≤ cs,kCPSs
cs,k ≤ ds
,∀k ∈K ,s ∈S (C3)
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Based on these, the average response time to process each packet for the kth UE at the VM of
the sth PS is computed as cs,kμs,k−λs,k , where λs,k < μs,k,∀s ∈ S ,k ∈K . Since the packets for
the kth UE can be processed by multiple VMs of different computing capacities, the effective
response time τk to process all packets of the kth UE in the BBU pool should be larger than the
worst average response time among its serving VMs, leading to the following constraint
⎧⎪⎨⎪⎩
τk ≥ cs,kμs,k−λs,k
μs,k ≥ λs,k
,∀k ∈K ,s ∈S (C4)
5.2.4 Transmission Queue Model
After being processed by the VMs, the outcome packets from the processing queue are aggre-
gated at a virtual switching node. Then, they are transported via the corresponding fronthaul
links to the RRHs and eventually transmitted to the UEs. For simplicity, we neglect the trans-
portation delay. By Burke’s Theorem (Burke, 1956), the arrival process of transmission queue
for the kth UE, (i.e., the departure process of processing queue for the kth UE) is still Poisson
with rate Λk. Therefore, the data transmission to the kth UE from its serving RRHs can be
modeled as a M/M/1 transmission queue service time 1/Rk (w) (Zhuang et al., 2016) (cf. Fig.
5.1). Therefore, the average response time in the wireless transmission queue for the kth UE is
simply given by
tk (w) =
1
Rk (w)−Λk ,∀k ∈K (5.4)
where Rk (w) > Λk should be guaranteed for the queue stability. In this paper, we restrict the
total response time of the processing and transmission queue by a delay value Dk to ensure a
low-latency transmission for each UE, which is expressed as
τk+
1
Rk (w)−Λk ≤ Dk,∀k ∈K (C5)
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It is noteworthy that virtual computing constraints are coupled with the physical constraints via
QoS delay constraint in (C5), motivating the cross-layer joint design considered in this paper.
5.2.5 Power Consumption Model
5.2.5.1 RRH power consumption
According to (Luo et al., 2015; Shi et al., 2016b; Guo et al., 2016b), the power consumption
at each RRH is categorized into two types: data-dependent power, which is related to the
transmitted signal, and data-independent power. The data-independent power can be further
sub-categorized into two types: power to keep each ith RRH active, denoted as Prai , and power
to keep each ith RRH idle, denoted as Prii . To formulate the design problem, we introduce a
binary variable bi = {0,1},∀i ∈ I to represent the operation mode of each ith RRH, where
bi = 0 indicates that the ith RRH is in sleep mode and bi = 1 otherwise. The total power
consumption at the ith RRH is written as
PRRHi
(
w,bi
)
=
1
ηi∑k∈K
∥∥wi,k∥∥22+biPrai + (1−bi)Prii (5.5)
where ηi ∈ [0,1] is the power ampliﬁer efﬁciency.
5.2.5.2 Fronthaul power consumption
We adopt the model in (Dai & Yu, 2016) where the fronthaul link power consumption directly
depends on transmission rates served by the corresponding RRH. Speciﬁcally, the power con-
sumption of the ith fronthaul link for forwarding information data and beamformers is written
as
PFHi (w,ai) = ρi∑k∈K ai,kRk(w) (5.6)
where ai = [ai,1 . . . ,ai,K]T and ρi = PFHi,max/CFHi is the constant scaling factor associated to the
ith fronthaul with PFHi,max is the power dissipation of ith fronthaul.
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5.2.5.3 BBU power consumption
Let us deﬁne PPSs and κsμ
αs
s,k,∀s∈S ,k∈K as the power spent by the sth PS and the associated
VMs for processing the kth UE’s trafﬁc, respectively, where in the polynomial approximation
κsμαss,k (c.f.,(Tang et al., 2015, 2014)), κs > 0, αs > 1 are the positive multiplication and expo-
nent factors.Thus, by denoting μ = {μs,k,∀s ∈S ,∀k ∈K }, the overall power consumption in
the BBU pool is
PBBU (d,μ) =∑s∈S dsPPSs +∑s∈S∑∀k∈K κsμαss,k (5.7)
5.2.5.4 Total power consumption
Finally, the entire network power consumption in the considered system model is formulated
as
P(w,μ,a,b,d) =∑i∈I
(
PRRHi
(
w,bi
)
+PFHi (w,ai)
)
+φPBBU (d,μ) (5.8)
where φ > 0 is a parameter to strike a balance between the power consumption of RRHs,
fronthaul and BBU pool, b = [b1, . . . ,bI]T and a =
[
aT1 , . . . ,a
T
I
]T .
5.3 Problem Formulation
We aim at jointly optimizing the virtual computing resource allocation with beamforming,
RRH selection and RRH-UE association to maximize the global network energy efﬁciency. To
guarantee the stability of the transmission queue as shown in (5.4) and the minimum QoS UE
rate requirement Rmink for each UE k, we impose the following constraint
Rk(w)≥ max
{
Rmink ,Λk
}
(C6)
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Figure 5.1 (a) Limited fronthaul C-RANs with VCRA scheme, (b) Queuing model, i.e.,
for UE 2
Moreover, the total transmit power at each RRH is limited by a power budget Pmax, which is
expressed as
∑k∈K
∥∥wi,k∥∥22 ≤ biPmax; ∥∥wi,k∥∥22 ≤ ai,kPmax; ai,k ≤ bi (C7)
where a and b are deﬁned in (C1) and (5.5). The above constraint implies that when the ith
RRH is in sleep mode, e.g., bi = 0, no power will be transmitted from it. Similarly, we also
guarantee that the transmit power
∥∥wi,k∥∥22 from the ith RRH to the kth UE is zero if ai,k = 0.
Also, whereas bi = 0, then ai,k = 0 for all k ∈K and ∑k∈K
∥∥wi,k∥∥22 = 0. Now the considered
problem is formulated as
(P0) : maximize
a,b,c,d,λ ,τ,w,μ
∑k∈K Rk(w)
P(w,μ,a,b,d)
(5.9a)
subject to (C1); (C2); (C3); (C4); (C5); (C6); (C7) (5.9b)
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where a, b, c, d are implicitly understood to be binary. To solve (5.9), we ﬁrst customize a
branch-and-reduce-and-bound (BnRnB) based algorithm which is presented in the next section.
5.4 Proposed Global Optimization Method
We present an algorithm to solve (5.9) optimally. Before proceeding further, we provide some
comments on the complexity of (5.9). First, problem (5.9) is generally NP-hard due to the pres-
ence of binary variables a, b, c and d. Moreover, even when these binary variables are relaxed
to be continuous, the obtained problem is still non-convex because of the non-convexity of the
objective function (5.9a) and the constraints in (C1) and (C5). In mathematical programming,
(5.9) is categorized as a mixed-integer non-convex program for which such a method in (Tang
et al., 2015; Guo et al., 2016b; Cheng et al., 2013) is not applicable to ﬁnd a globally opti-
mal solution. To the best of our knowledge, there is no off-the-shelf solver for (5.9). In what
follows, we present an equivalent formulation of (5.9), based on which a BnRnB algorithm
using monotonic optimization (MO) is customized to solve it optimally. We note that there are
also other global optimization techniques such as inner and outer approximation, cutting-plane
methods, etc. These optimal algorithms will yield the same optimal objective value. In this
paper, we adopt the branch-and-reduce-and-bound (BnRnB) method to ﬁnd a globally optimal
solution for the considered problem since it lends itself to the considered problem, especially
with a novel reformulation presented next.
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5.4.1 Equivalent Formulation
Let us introduce the slack variables ν = {νi ≥ 0,∀i ∈ {0∪K }} and ζ = {ζk ≥ 0,∀k ∈K }
and rewrite (5.9) as the following problem
maximize
a,b,c,d,λ ,τ,w,μ,ν ,ζ
f (ν) = ν0∑k∈K νk (5.10a)
subject to Rk(w)≥ νk (5.10b)
νk ≥ max
{
Rmink ,Λk
}
(5.10c)
Pˆ(w,μ,a,b,d,ν)≤ 1/ν0 (5.10d)
∑k∈K ai,kνk ≤CFHi (5.10e)
τk ≥ c2s,k/(μs,k−λs,k) (5.10f)
ζk ≥ 1/(νk−Λk) (5.10g)
τk+ζk ≤ Dk (5.10h)
(C2), (C3), (C7) (5.10i)
where Pˆ(w,μ,a,b,d,ν) = ∑i∈I ρi∑k∈K ai,kνk+∑i∈I PRRHi (w,bi)+φPBBU(d,μ). To arrive
at (5.10), several slack variables have been introduced and the idea behind this step is justiﬁed
as follows. First, we have replaced cs,k in (C4) by c2s,k, resulting in (5.10f). However, this
maneuver still maintains the equivalence between (C4) and (5.10f) since cs,k = c2s,k for cs,k ∈
{0,1}. The beneﬁt of considering (5.10f) is that it is a convex constraint and particularly can be
recast as a second order cone constraint, while (C4) is a non-convex one. This property will be
exploited to develop a global optimization algorithm to (5.10). Second and more importantly,
Rk(w) has been replaced by νk or Λk at various places in (5.9). We remark that this move
does not follow the standard reformulation technique based on epigraph form and thus the
equivalence between (5.9) and (5.10) is not guaranteed in general. In this regard one of our
main contributions is stated in the following lemma.
Lemma 3. The formulations in (5.9) and (5.10) are equivalent in the sense that they have the
same optimal solution set and objective.
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Proof. The proof is presented in Appendix 5.
5.4.2 Optimal Solution based BnRnB Algorithm
The key beneﬁts of the reformulation given in (5.10) are two-fold: ﬁrst, it facilitates the cus-
tomization of the BnRnB algorithm based on the MO framework to solve (5.10); and secondly
in this regard, the search space for an optimal solution is reduced from (a,b,c,d,λ ,τ,w,μ,ν ,ζ )
in (5.9) to only ν in (5.10), which then results in less computational complexity. Application
of MO to solve (5.10) is possible due to the following two important observations.
- The objective in (5.10a) monotonically increases with respect to each entry of ν , which is
obvious from the expression of f (ν) in (5.10a).
- For a given ν , the following feasibility problem
ﬁnd a,b,c,d,λ ,τ,w,μ,ζ (5.11a)
s.t. (5.10b)− (5.10i). (5.11b)
is a mixed-integer second order cone (MISOC) feasibility problem, which can be solved opti-
mally by dedicated MISOCP solvers such as MOSEK.2 Note that for a given νk, (5.10b) can
be reformulated as a SOC constraint as
c′ℜ(hHk wk)≥
∥∥hHk w1, . . . ,hHk wK,σ0∥∥2 (5.12)
where c′ =
√
1
2νk−1 +1.
From the above two facts, we can develop a BnRnB method to solve (5.10) optimally as done
in (Tervo et al., 2015). The detailed content and description of the BnRnB algorithm is similar
to the presentation in (Tervo et al., 2015, Algorithm 1), which is skipped here due to space
constraint. Herein, we brieﬂy present some important steps and deﬁnitions required to solve
2 https://www.mosek.com/
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the considered problem (5.10). Speciﬁcally, we ﬁrst deﬁne the compact normal set Q = {ν ∈
R
K+1
+ |(5.10b)− (5.10i)}, i.e., ∀ν ∈ Q such that problem (5.11) is feasible. We also deﬁne
V = [ν ;ν ] to be the box that contains all ν feasible to (5.10). Note that Q⊂ V . The calculation
of ν and ν is presented in Appendix 6. Problem (5.10) can now be abstractly expressed as
max{ f (ν)|ν ∈Q ⊂ V }.
The main idea to solve problem (5.10) optimally using MO framework is to check if a given
ν belongs to Q or not, which amounts to solving the MISOC feasibility problem in (5.11).
At the beginning of the proposed algorithm, we check whether ν (i.e., the lower corner of V )
is feasible or not. If so, we apply the BnRnB method to ﬁnd a globally optimal solution to
(5.10). The proposed method recursively branches a boxB, which has the largest upper bound
compared to others, into two smaller boxes, checks the feasibility of each new box, updates
the current upper and lower bounds by the box reduction and bound computation process, and
removes the boxes that do not contain an optimal solution. The details of these operations can
be found in (Tervo et al., 2015), and thus omitted here for the sake of brevity. As mentioned
earlier, these steps are performed over ν , not over all optimization variables. This dimension
reduction signiﬁcantly reduce the overall complexity. Moreover, due to the monotonicity of
the objective, the upper and lower bound of a boxB = [ν , ν¯ ] can be quickly found asU (B) =
f (ν¯) and L(B) = f (ν), respectively.According to Tervo et al. (2015), the proposed algorithm
is bound improving and terminates after ﬁnitely many iterations for a given desired accuracy
level ε .
To conclude this section, we remark that the proposed optimal Algorithm BnRnB presented in
this section requires extremely high computational complexity for two apparent reasons. First,
the MISOC feasibility problem in (5.11) is NP-hard in general and thus the complexity can
increase exponentially with the problem size in the worst case. Second, the BnRnB algorithm
(even when all binary variables are relaxed to be continuous) generally requires a large number
of iterations to terminate. As a result, Algorithm BnRnB is practically useful for networks of
relatively small size and is mainly used for benchmarking purpose in this paper. For a more
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practically appealing solution we propose a low-complexity method based on the framework
of DC programming in the next section.
5.5 Low-complexity Method
Given the inherent non-convexity and combinatorial nature of (P0), a pragmatic goal is to ﬁnd
a sufﬁciently good feasible solution in a reasonable amount of time. To this end we will present
a low-complexity algorithm in this section based on the following steps:
- Binary variables are relaxed to be continuous to obtain the continuous relaxation problem
of (P0), denoted as (P1). This step is routine to handle the discreteness of the considered
problem.
- As mentioned above, (P1) is still non-convex and solving it is difﬁcult. Although ﬁnding
a globally optimal solution to (P1) is possible by slightly modifying Algorithm BnRnB,
the run time will be prohibitively high which is not suitable for real-time applications. The
main idea of the proposed low-complexity method is to solve (P1) using a local opti-
mization method to compute a high-quality estimate of (P0). Thus, we resort to the DC
programming framework.
- The last step is to devise a post-processing procedure to map the solution produced by
solving (P1) which is not binary in general into a binary one.
In the next subsections we will present the details of the steps listed above.
5.5.1 DC Decomposition
The main target of the proposed low-complexity algorithm is to solve (P1) efﬁciently. We re-
call that the non-convexity of (P1) is due to that of function Rk (w) and also the term ai,kRk (w).
Based on the concept of DC programming, we will express each of the non-convex functions
as a difference of two convex ones. To illustrate this point let us ﬁrst consider the rate function
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Rk(w). Note that the following decomposition holds
Rk(w) = Rk(w)+ξk ‖w‖22︸ ︷︷ ︸
fk(w)
−ξk ‖w‖22 (5.13)
for any ξk. Intuitively if ξk is sufﬁciently large, the quadratic term ξk ‖w‖22 will dominate Rk(w)
and thus fk(w) becomes convex eventually. We remark that this kind of DC decomposition is
not entirely new. But the problem is that ﬁnding a proper value for ξk to make (5.13) a DC
expression is very challenging and problem-speciﬁc. In this regard our contribution is the
following lemma.
Lemma 4. For ξk > ξ¯k, where ξ¯k is given in (A I-20) in Appendix 7, fk(w) is strongly convex .
Proof. The proof and the derivation of ξ¯k in Lemma 4 are involved and all the detailed algebra
is presented in Appendix 7. The idea is to show that Rk(w) is ξ¯k-smooth, i.e.,
‖∇Rk(x)−∇Rk(y)‖2 ≤ ξ¯k ‖x−y‖2 (5.14)
where ∇ f (x) is the gradient of f (x) with respect to x. Equivalently, ∇Rk(x) is Lipschitz con-
tinuous with a constant ξ¯k.
We now turn the attention to a DC decomposition of the term ai,kRk (w). By the same way, we
consider the following DC decomposition
ai,kRk (w) = γk
(
‖w‖22+a2i,k
)
−
(
γk
(
‖w‖22+a2i,k
)
−ai,kRk (w)
)
︸ ︷︷ ︸
uk(w,ai,k)
(5.15)
and the following lemma is in order.
Lemma 5. For γk > γ¯k where γ¯k is given in (A I-36) in Appendix 8, uk(w,ai,k) is strongly
convex.
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Proof. The proof of Lemma 5 follows the same steps as those for that of Lemma 4 and is
provided in Appendix 8.
Based on the above DC decomposition, we are now in a position to describe the proposed
algorithm to solve (P1) efﬁciently. First (P1) can be equivalently rewritten as
(P2) : max
a,b,c,d
λ ,τ,w,μ
∑k∈K fk(w)−ξk ‖w‖22
P˜(w,μ,a,b,d)
(5.16a)
s.t. fk(w)−ξk ‖w‖22 ≥ max
{
Rmink ,Λk
}
(5.16b)
∑
k∈K
(
γk
(
‖w‖22+a2i,k
)
−uk(w,ai,k)
)
≤CFHi (5.16c)(
τk+μs,k−λs,k
)2
4
≥ cs,k+
(
τk−μs,k+λs,k
)2
4
(5.16d)
fk(w)−ξk ‖w‖22−Λk ≥
1
Dk− τk (5.16e)
ai,k,bi,cs,k,ds ∈ [0,1] (5.16f)
μs,k ≥ λs,k (5.16g)
(C2); (C3); (C7) (5.16h)
where P˜(w,μ,a,b,d) = ∑i∈I PRRHi
(
w,bi
)
+ φPBBU (d,μ)+∑i∈I ρi∑k∈K (γk
(
‖w‖22+a2i,k
)
−uk(w,ai,k)). Note that we have equivalently rewritten constraints (C4) and (C5) as (5.16d)
and (5.16e), respectively. The purpose of these reformulations is to express (P2) as a DC
program that is amenable to application of DCA, which is presented next subsection.
Before proceeding further, we remark that to deal with the non-convexity of such a problem as
(P1), a class of existing methods introduce some slack variables to expose the hidden convex-
ity of non-convex objective and/or constraints, and then apply successive convex approximation
to solve the resulting problem (Nguyen et al., 2014b; Luong et al., 2017a). The drawback of
such a method is that the eventual number of optimization variables increases (quickly in many
cases) with the problem size. In this regard, the DC form in (P2) does not introduce any new
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auxiliary variable, which certainly achieves more favorable scalability property and thus makes
it more suitable for C-RANs.
5.5.2 DCA-based Method
In this section we apply DCA to solve (P2). The main idea of DCA can be brieﬂy explained
as follows. Let us consider the following general DC constraint
p(x)−q(x)≤ 0 (5.17)
where p(x) and q(x) are convex with respect to x. It is obvious that the non-convex part in the
above constraint is −q(x) which is concave. Assuming q(x) is differentiable (which is true for
all constraints in (P2)), DCA linearizes q(x) around the current iteration x(n) to arrive at the
following constraint
p(x)−q(x(n))−〈∇q(x(n)),x−x(n)〉≤ 0 (5.18)
Note that (5.18) implies (5.17) as a concave function (i.e., −q(x) as mentioned above) is upper
bounded by its linearization. In other words, DCA arrives at an inner approximation of the
feasible set of the considered nonconvex program and updates the point x(n) until convergence.
Let us deal with the DC constraints in (P2) ﬁrst. According to the philosophy of DCA, we
can approximate (5.16b) as
Fk(w;w(n))−ξk ‖w‖22 ≥ max
{
Rmink ,Λk
}
(5.19)
where Fk(w;w(n)) is given as
Fk(w;w(n)) = fk(w(n))+
∑ j∈K
(
2ℜ
(
w(n)Hj Hkw j
)−2w(n)Hj Hkw(n)j )
∑ j∈K |hHk w(n)j |2+σ20
−
∑ j∈K \k
(
2ℜ
(
w(n)Hj Hkw j
)−2w(n)Hj Hkw(n)j )
∑ j∈K \k |hHk w(n)j |2+σ20
+2ξkℜ
(
w(n)Hw
)−2ξk∥∥∥w(n)∥∥∥2
2
(5.20)
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Note that Fk(w;w(n)) is simply a linearization of fk(w) around w(n) and its derivation is in fact
a by-product of Appendix 7. Thus, constraint (5.16e) can be approximated by the following
constraint
Fk(w;w(n))−ξk ‖w‖22−Λk ≥
1
Dk− τk (5.21)
which is a convex constraint since 1/(Dk− τk) is convex and Fk(w;w(n))− ξk ‖w‖22 −Λk is
concave with respect to all feasible variables w,τk. In the same way, we can also derive the up-
per bound convex approximation of the non–convex DC function γk
(
‖w‖22+a2i,k
)
−uk(w,ai,k)
by deriving the lower bound concave approximation of uk(w,ai,k) as follow
uk(w,ai,k)≥ F˜k(w,ai,k;w(n),a(n)i,k ) (5.22)
where F˜k(w,ai,k;w(n),a
(n)
i,k ) is given as
F˜k(w,ai,k;w(n),a
(n)
i,k )= f˜k(w
(n),a(n)i,k )+
[
log( ∑
j∈K
|hHk w(n)j |2+σ20 )− log( ∑
j∈K \k
|hHk w(n)j |2+σ20 )
]
(ai,k−a(n)i,k )
+a(n)i,k
⎡⎣∑ j∈K
(
2ℜ
(
w(n)Hj Hkw j
)−2w(n)Hj Hkw(n)j )
∑ j∈K |hHk w(n)j |2+σ20
−
∑ j∈K \k
(
2ℜ
(
w(n)Hj Hkw j
)−2w(n)Hj Hkw(n)j )
∑ j∈K \k |hHk w(n)j |2+σ20
⎤⎦
+2γkℜ
(
w(n)Hw+a(n)i,k ai,k
)−2γk(∥∥∥w(n)∥∥∥2
2
+a(n)2i,k
)
(5.23)
Thus, constraint in (5.16c) can be approximated by its concave upper bound as
∑
k∈K
(
γk
(
‖w‖22+a2i,k
)
− F˜k(w,ai,k;w(n),a(n)i,k )
)
≤CFHi (5.24)
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By applying the above approximations, we can formulate the approximation of problem (P2)
at iteration n+1 as
max
a,b,c,d
λ ,τ,w,μ
∑k∈K
(
Fk(w;w(n))−ξk ‖w‖22
)
Pˆ
(
w,μ,a,b,d;w(n),a(n)
) (5.25a)
s.t. Fk(w;w(n))−ξk ‖w‖22 ≥ max
{
Rmink ,Λk
}
(5.25b)
∑
k∈K
γk
(
‖w‖22+a2i,k
)
− ∑
k∈K
F˜k(w,ai,k;w(n),a
(n)
i,k )≤CFHi (5.25c)
cs,k+
(τk−μs,k+λs,k)2
4
≤
τ(n)k +μ
(n)
s,k −λ (n)s,k
2
(τk+μs,k−λs,k)
−
(τ(n)k +μ
(n)
s,k −λ (n)s,k )2
4
(5.25d)
Fk(w;w(n))−ξk ‖w‖22−Λk ≥
1
Dk− τk (5.25e)
ai,k,bi,cs,k,ds ∈ [0,1] (5.25f)
(C2); (C3); (C7); (5.16g) (5.25g)
where
Pˆ
(
w,μ,a,b,d;w(n),a(n)i,k
)
=∑i∈I PRRHi
(
w,bi
)
+φPBBU (d,μ)+∑i∈I ρi∑k∈K γk×(
‖w‖22+a2i,k
)
−∑i∈I ρi∑k∈K F˜k(w,ai,k;w(n),a(n)i,k ). (5.26)
Note that the fractional objective (5.25a) can be easily transformed into a linear subtractive
form using Dinkelback approach (Ng et al., 2012). This subsequently makes (5.25a) convex
and can be solved by the DCA-based algorithm, which is outlined in Algorithm 5.1.
Convergence analysis: We now prove that Algorithm 5.1 is guaranteed to converge. This
can be established by showing that the sequence of objectives returned by Algorithm 5.1 is
monotonically convergent. Towards this end, let θ (n) and Θ(n) denote the optimal objective
value and the achieved optimal solution at the nth iteration of Algorithm 5.1, respectively. We
will show that Θ(n) is also feasible to problem (5.25) at the (n+ 1)th iteration. To see this let
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Algorithm 5.1: DCA-based Algorithm.
1: Set n := 0 and initialize starting points of w(n),a(n),τ(n),μ(n),λ (n);
2: repeat
3: Solve the approximated problem (5.25) at w(n),a(n),τ(n),μ(n),λ (n) to achieve the optimal
solution a,b,c,d,λ ,τ,w,μ;
4: Set n := n+1;
5: Update w(n) = w,a(n) = a,τ(n) = τ,μ(n) = μ,λ (n) = λ 
6: until Convergence of the objective (5.25a);
us focus on the general DC constraint in (5.17). Due to the concavity of the term −q(x), the
following inequality holds
p(x)−q(x)≤ p(x)−q(x(n))−〈∇q(x(n)),x−x(n)〉 (5.27)
for all x. Note that the right hand side of the above inequality stands for the resulting approx-
imate constraint in the problem considered at the (n+ 1)th iteration of Algorithm 5.1. The
inequality in (5.27) means that if x satisﬁes the approximate constraint in (5.18), then it also
satisﬁes the DC constraint in (5.17). Thus, Algorithm 5.1 produces a sequence of iterates {x(k)}
that are feasible to the original problem, i.e., p(x(k))− q(x(k)) ≤ 0. Substituting x by x(n) in
(5.18) we have
p(x(n))−q(x(n))−〈∇q(x(n)),x(n)−x(n)〉= p(x(n))−q(x(n))≤ 0. (5.28)
The above inequality holds because x(n) is feasible to the original problem. Thus, the solution
of the nth iteration is feasible to the problem at iteration (n+ 1). This leads to θ (n+1) ≥ θ (n),
meaning that Algorithm 5.1 generates a non-decreasing sequence of objective values. Due to
the power budget constraint (C7), the sequence of objectives {θ {n}} is upper bounded and thus,
is convergent.
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5.5.3 An Accelerated Version of Algorithm 5.1: Practical Choices of ξk and γk
As being shown in the previous section, the sufﬁcient conditions of ξk and γk to ensure the
DC forms of functions (5.13) and (5.15) (and thus the convergence of Algorithm 5.1) are that
ξk ≥ ξ¯k and γk ≥ γ¯k, where ξ¯k and γ¯k are analytically computed in Appendix 7 and 8. However,
smaller values of ξk and γk may signiﬁcantly increase the convergence rate of Algorithm 5.1 in
practice since they can lead to tighter approximation in each iteration of Algorithm 5.1. This
will be easily seen from (5.13) where fk(w) is close to Rk(w) for small ξk. Based on this
observation, we set ξk and γk to a small value (elaborated in the numerical results section) in
each iteration of Algorithm 5.1. If monotonic increase of the objective is not achieved, we
then set ξk and γk to ξ¯k and γ¯k, respectively. This variant is numerically shown to remarkably
improve the convergence of Algorithm 5.1 and thus referred to as an accelerated version of
Algorithm 5.1.
5.5.4 Post-Processing Procedure
A post-processing step is proposed to map the relaxed variables from solving (P2) to the bi-
nary values, which is required due to the continuous relaxation. The process starts by assuming
that all the RRHs and PSs are OFF and there is no association between RRHs, VMs and UEs.
In each iteration, (P2) is optimally solved given a set of active RRHs, RRH-UE association,
active PSs and VM assignment that is connected. Let us denote optimal solution of (P2) in
the mth iteration of post-processing algorithm by {a,b,c,d,λ ,τ,w,μ}. The RRH-UE
association and VM assignment are then gradually updated by ﬁxing untreated relaxed vari-
ables to be 1. Apparently, which unﬁxed relaxed variables are prior to be picked up is a critical
decision. Intuitively, the connection between the ith RRH and the kth UE is more likely if the
channel link condition is good and the power consumed to transmit fronthaul data is smaller
than the others. Similarly, the kth UE is preferred to be processed by VM in the sth PS if the
power expended for switching on the sth PS is the smaller than the others and the total signal
processing power consumed in the sth PS is larger. Based on the above intuitive observations,
we deﬁne a virtual energy efﬁciency for assigning the ith RRH to serve the kth UE (i.e., incen-
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tive measure to set ai,k = 1 ) as Ei,k and a normalized importance index for assigning the VM
in the sth PS to process for the kth UE’s trafﬁc (i.e., incentive measure to set cs,k = 1 ) as Is,k,
which are given by
Ei,k =
Rk(w)
1
ηi
∥∥∥wi,k∥∥∥2+ρiRk(w) (5.29)
Is,k =
∑k∈K κs
(
μs,k
)αs
PPSs +κs
(
μs,k
)αs (5.30)
Hence, we propose to ﬁx the untreated relaxed variables to be 1 in the mth iteration of post-
processing algorithm, i.e., ai′,k′ = 1, cs′,k′ = 1 whose indices (i′,k′),(s′,k′) are selected by
(i′,k′) = argmax
(i,k)∈R(m−1)off
Ei,k ∨ (s′,k′) = argmax
(s,k)∈R(m−1)off
Is,k (5.31)
whereR(m−1)off = {(i,k),(s,k)|∀(i,k) ∈ (I ,K ),∀(s,k) ∈ (S ,K ),a(m−1)i,k = 0,c(m−1)s,k = 0} de-
notes the set of unﬁxed RRH-UE association and VM assignment in the (m− 1)th iteration
of the post-processing algorithm. This selection rule means that the unﬁxed relaxed binary
variable that contributes mostly to the entire energy efﬁciency is set to be 1. According to
constraints in (C3) and (C7), the variables bi and ds, ∀i,s are ﬁxed with respect to its associated
variables ai =
{
ai,k,∀k ∈K
}
and cs =
{
cs,k,∀k ∈K
}
, respectively. In particular, we need
to set bi = 1 or ds = 1 if we ﬁx any ai,k = 1 or cs,k = 1. Moreover, if variables ai and cs are
ﬁxed to 0, then we need to set bi = 0 or ds = 0. The RRH-UE association and VM assignment
with the largest incentive measures (5.31) will be made connected and the resulting RRH and
PS will be set active, following the relationship in cs,k ≤ ds in (C3) and ai,k ≤ bi in (C7). The
overall algorithm is presented in Algorithm 5.2.
Convergence analysis: Algorithm 5.2 is provably convergent due to two facts. First, the DCA-
based algorithm to solve (P2) is guaranteed to converge as proved in the previous section.
Second, the post-processing procedure is executed max{(I−1)K,(S−1)K} times in the worst
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Algorithm 5.2: Post-processing algorithm.
1: Set m := 0, π(m) is signiﬁcantly small, and initialize a(m)i,k = 0,c
(m)
s,k = 0,b
(m)
i = 0,d
(m)
s = 0,
∀i ∈I ,∀k ∈K ,∀s ∈S and the set
R
(m)
off =
{
(i,k) ,(s,k)|∀(i,k) ∈ (I ,K ),∀(s,k) ∈ (S ,K ),a(m)i,k = 0, c(m)s,k = 0
}
.
2: repeat
3: Set m := m+1;
4: Solve (P2) given ai′,k′ = bi′ = 1, cs′,k′ = ds′ = 1,∀(i′,k′),(s′,k′) /∈R(m−1)off until
convergence ;
5: UpdateR(m)off =R
(m−1)
off \{(i′,k′) ,(s′,k′)|(5.31)};
6: Solve (P2) until convergence given all binary values:
ai′,k′ = bi′ = 1,cs′,k′ = ds′ = 1,∀(i′,k′) ,(s′,k′) /∈R(m)off and
ai,k = 0,cs,k = 0,∀(i,k) ,(s,k) ∈R(m)off . If (P2) is feasible, set π(m) as the value of
objective function achieved at the convergence. If not, set π(m) = π(0).
7: until (P2) starts to be infeasible or it is feasible and π(m) < π(m−1);
case. Hence, the post-processing algorithm mainly consists in solving ﬁnite times the problem
(P2) and it converges in ﬁnite iterations with a polynomial time computational complexity.
5.5.5 Complexity Analysis
We now discuss the worst-case per-iteration computational complexity of Algorithms 5.1 and
5.2. For Algorithm 5.1, (5.25) can be easily rewritten as a second order cone program (SOCP),
whose total number of variables is KM+3SK+ IK+K+S+ I and total number of constraints
is 4SK+2IK+3K+2I. Thus, the worst-case per-iteration computational complexity of Algo-
rithm 5.1 and accelerated version of Algorithm 5.1 (ignoring the small orders) can be written as
O(K4(M3+S3+I3)(S+I)). Next, we analyze the worst-case per-iteration complexity of Algo-
rithm 5.2. First we remark that in the worst case, Algorithm 5.2 must iteratively solve and up-
date the resulting parameters for the problem (P2) for max{(I−1)K,(S−1)K} times. In each
step, the worst-case per-iteration complexity of solving (P2) is O(K4(M3+ S3+ I3)(S+ I)).
Therefore, the overall worst-case per-iteration computational complexity of Algorithm 5.2
O(max{(I−1)K,(S−1)K}K4(M3+S3+ I3)(S+ I)).
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5.6 Numerical Results
We carry out extensive numerical experiments to evaluate the performance of the proposed
algorithms. Unless mentioned otherwise, we employ the parameters in Table 5.1 in our simu-
lations, which are taken from (Cheng et al., 2013; Dai & Yu, 2016; Kansal et al., 2010). We
set the number of PSs S to be equal to the number of UEs K to ensure that all UEs’s packets
are always served in order to satisfy the worst case of schemes B and C in Section 5.6.2. We
consider a network consisting of I RRHs which are uniformly located and K UEs are randomly
scattered across the considered network coverage. The path-loss is modelled as (dik/d0)−3
where dik is the distance between the ith RRH and the kth UE and d0 = 100 m is the reference
distance. For the VM power consumption, we set κs = 10−26 and μs,k is in cycle/s (Guo et al.,
2016b). In addition, we consider the conversion calculation μs,k b/s = (8/1900)×μs,k cycle/s
to compute the processing response time for UEs (Guo et al., 2016b). Throughout our simula-
tions, the accelerated variant of Algorithm 5.1 is used where ξk and γk are both ﬁrst set to 0.1
in each iteration. Algorithm 5.1 is terminated when the increase in the objective between two
consecutive iterations is less than 10−5.
Table 5.1 Simulation parameters in Chapter 5
Notation Value Notation Value
Ps 17 dBW PFHi,k 3 dBW
ηi 0.35 CPSs =CPS,∀s 2.5×103 cycle/s
Prai 12.5 dBW ρi, ∀i 1
Mi 2 CFHi =C
FH,∀i 15 b/s/Hz
Pmax 10 dBW Dk = D,∀k 0.5 s
Prii 2.5 dBW αs 3
5.6.1 Convergence Speed and Performance Gains by Proposed Algorithms
In Fig. 5.2, we show the convergence of the lower and upper bounds returned by Algorithm
BnRnB for I = 4 and K = 3. As can be seen, Algorithm BnRnB requires about 103 iterations
to compute an optimal solution. Fig. 5.3 compares the convergence behavior and gains be-
153
100 101 102 103
0.00
0.02
0.04
0.06
0.08
0.10
0.12
Upper bound
Lower bound
Iteration index
En
er
gy
ef
fic
ie
nc
y
(b
its
/J
/H
z) Algorithm BnRnB
Optimal solution
Figure 5.2 Convergence of the optimal BnRnB algorithm.
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Figure 5.3 Convergence of different low complexity algorithms.
tween our proposed low-complexity algorithm (i.e., Algorithm 5.1), the DB-based WMMSE
algorithm in (Peng et al., 2016), and the zero-forcing (ZF) based heuristic algorithm. Algo-
rithm 5.1 needs a much smaller number of iterations to converge, compared to the DB-based
WMMSE algorithm. As expected, the accelerated version of Algorithm 5.1 achieves an im-
proved convergence rate due to the reason explained in 5.5.3. Moreover, the convergence of
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Algorithm 5.1 combined with the post-processing (i.e., Algorithm 5.2) is also presented Fig.
5.3. It is clear that the objective value achieved by Algorithm 5.1 combined with Algorithm 5.2
at convergence is very close to the optimal value returned by Algorithm BnRnB. On the other
hand, the DB-based WMMSE and ZF based heuristic algorithms converges to a smaller objec-
tive compared to that achieved by our proposed algorithms. This demonstrates the superiority
of our proposed low-complexity algorithms.
Fig. 5.4 plots the average run time required for the proposed algorithms to obtain the ﬁnal
solution versus K. We observe that the average run time increases with K which is expected
from the complexity analysis presented in Section 5.5.5. Noticeably, Accelerated Algorithm
5.1 achieves lowest run time to return a solution which is consistent with the results shown
in Fig. 5.3. We also observe that Algorithm 5.2 is much faster than the DB-based WMMSE
algorithm. This again illustrates the effectiveness of our proposed algorithms compared to
other existing ones.
To evaluate the time sensitivity of the computed solution from our proposed algorithm, in
Figs. 5.5a and 5.5b, we plot the cumulative distribution function (CDF) of the EE and each
UE’s SINR. The empirical CDFs are obtained as follows. First (5.16) is solved for a given set
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Figure 5.5 (a) CDF of the EE; (b) CDF of each UE’s SINR.
of channel realizations using Algorithm 5.2. The resulting EE and minimum SINRs are denoted
as the expected EE and Γmin. Then new channel realizations are generated by adding errors
to the given channel realizations. The channel errors are drawn from a zero-mean Gaussian
distribution with a variance of 0.01. The obtained solution is used to compute the EE and
SINRs for these new channel realizations. As shown from Fig. 5.5a, 60% of the cases, the
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achieved EE is equal and larger than the expected EE. Fig. 5.5b also shows that UE 1 and UE
2 achieve the minimum SINR requirement Γmin = 6 dB for 100% of simulated cases. That
number for UE 3 is reduced to 50%. These results are quite positive in terms of the time
sensitivity of the solution.
In Fig. 5.6, we compare the energy efﬁciency performance of our proposed algorithms with the
DB-based WMMSE in (Peng et al., 2016), SCA-based algorithms in (Tran & Pompili, 2017b),
and the ZF based heuristic algorithm, with respect to the maximum fronthaul capacity CFHi .
Here, we choose CFHi =C
FH,∀i ∈I . We observe that when CFH increases, energy efﬁciency
of all methods in comparison increases accordingly. This is because larger fronthaul capacities
allows more data to be transported, which requires a smaller number of activated RRHs to
serve the demanding UEs and subsequently leads to reduced total power consumption. It is
worth mentioning that larger fronthaul capacity promotes more coordination among RRHs
so that inter-RRH interference is more effectively managed, and thus improves the overall
achievable sum rate. These two factors collectively increase the energy efﬁciency. However,
all the energy efﬁciency curves saturate at the high fronthaul capacity regime. This can be
explained as the multi-user interference always exists despite more cooperation among the
RRHs. For this situation, there is an upper bound on the achievable sum rate determined by
the wireless interface of the network. Thus increasing more fronthaul capacity provides no
beneﬁt to the system performance. It is also shown that our proposed algorithms outperforms
the DB-based WMMSE, SCA-based, and ZF based heuristic algorithms in terms of achieved
energy efﬁciency, which again justiﬁes the effectiveness of our proposed methods.
5.6.2 Advantages of Proposed Computing Model
Next we evaluate the performance of our proposed VCRA scheme and the rate-dependent
fronthaul power consumption (RDFP) model. The following schemes are compared:
- Proposed Scheme: the proposed VCRA scheme and RDFP model are considered, where
our proposed method in Algorithm 5.1 and Algorithm 5.2 is employed.
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Figure 5.7 EE comparison of different algorithms versus Λ
- Scheme A: the proposed VCRA scheme without the RDFP model is considered, where the
SCA-based algorithm in (Tran & Pompili, 2017b) is employed. Instead of using the RDFP
model, a linear fronthaul power consumption model in (Luo et al., 2015; Shi et al., 2014)
is applied by setting PFHi = ∑k∈K ai,kPFHi,k with P
FH
i,k being a ﬁxed power consumption, i.e.,
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PFHi,k = 2 Watts (Shi et al., 2014), for each data transmission between the ith fronthaul link
and the kth UE.
- Scheme B: This scheme considers that the UE’s workload is not split and thus the entire
workload of one UE is served by only one VM (c.f., (Tang et al., 2015; Guo et al., 2016b)).
Additionally, the linear fronthaul power consumption model in Scheme A is applied to
this scheme. Here, the DB-based WMMSE combined with reweighted 1-norm technique
in (Peng et al., 2016; Dai & Yu, 2014) is employed and greedy algorithm in (Guo et al.,
2016b) is used to determine the active RRHs and RRH-UE associations.
- Scheme C: no PS switching ON/OFF is considered (which is similar to (Tang et al., 2015;
Wang et al., 2016a)) and DB-based WMMSE combined with reweighted 1-norm technique
used in Scheme B is applied.
Fig. 5.7 plots the energy efﬁciency performance of the above listed schemes as a function of
the workload arrival rates when I = 6,K = 4. Here, we set the UE’s workload arrival rates Λk
equally to Λ, ∀k ∈K . As can be seen from Fig. 5.7, the energy efﬁciency attained by all
schemes decreases when Λ increases, which can be explained as follows. As the trafﬁc arrival
rate grows, more computing resources and active PSs are needed to process the data. This
results in the increase of power consumption in the BBU pool which then reduces the overall
energy efﬁciency of the C-RAN system. In addition, we observe that our Proposed Scheme
outperforms Scheme A, which verifying the beneﬁt of considering the RDFH model in the
formulated C-RAN optimization problem. Moreover, there is a remarkably large performance
gap between our Proposed Scheme and Schemes B and C. This is because when Λ becomes
larger, splitting the UE’s workload into smaller fractions allows for more ﬂexibility in assigning
multiple VMs for different tasks and thus consolidate the existence of VMs to active PSs. As
a result, more PSs can be switched OFF and more system power consumption can be saved,
thereby enhancing the overall system energy efﬁciency. This again validates the advantages of
our Proposed Scheme over the others in comparison.
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In Fig. 5.8, the energy efﬁciency performance of different schemes is studied with respect to
the total number of UEs K where I = 6. In this ﬁgure, we set the UE’s workload arrival rate
Λk = Λ = 0.3 bps and the delay Dk = D = 0.5 seconds, ∀k ∈ K . It is obvious that when
K increases, the energy efﬁciency ﬁrst increases and then slightly decreases. The fact is that
when the UE number increases, the total achievable rate ﬁrst increases due to the multiuser
diversity gain, which leads to an increase in the energy efﬁciency. However, when K becomes
sufﬁciently large, a large number of RRHs and the PSs need to be activated to coordinate
the induced interference. This in turn produces a huge amount of power consumption which
subsequently decreases the achieved energy efﬁciency. Again, the energy efﬁciency achieved
by our Proposed Scheme is much higher than that by Schemes A, B, and C.
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Figure 5.8 EE comparison of different algorithms versus K.
Fig. 5.9 demonstrates the impact of the joint optimization of virtual computing resource in
the cloud and radio resource allocation in the RAN by comparing it with the decoupled op-
timization problem. Note that we can integrate the coupled and decoupled problem on all
the above schemes. It is worth mentioning that the decoupled problem separately optimize
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Figure 5.9 EE comparison of different schemes versus D.
each component. For the decoupled problem, to enable the separation between the the virtual
computing resource and the radio resource allocation, the cross-layer delay constraint in (C5)
are divided into two separated constraints, namely, the processing delay constraint τk ≤ Dk/2
and the transmission delay constraint 1Rk(w)−Λk ≤ Dk/2, ∀k ∈K . Then, similar transforma-
tions and approximation techniques presented in Section 5.5 can be straightforwardly applied
to solve this decoupled problem. The numerical results in Fig. 5.9 are obtained by setting the
UEs’ delay requirement to be Dk = D ∀k ∈K . From Fig. 5.9, we can see that the energy efﬁ-
ciency for both the coupled and decoupled schemes increases when D grows. This is because
that large delay requirement offers less computing resources which leads to more idle PSs and
more power savings. Moreover, it is obvious from Fig. 5.9 that the coupled design outperforms
the decoupled design for each scheme. Furthermore, the joint design applied to our Proposed
Scheme achieves better performance than the decoupled one for Schemes A, B, and C, which
again veriﬁes the advantages of our Proposed Scheme compared to other known methods in
(Peng et al., 2016; Tang et al., 2015; Dai & Yu, 2014; Tran & Pompili, 2017b).
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5.7 Concluding Remarks
We have considered the joint design of VCRA and radio resource allocation in a limited fron-
thaul C-RAN under a RDFP model for maximizing the network EE. To solve the formulated
problem, we have customized a BnRnB algorithm to search for a globally optimal solution. We
have also developed a novel low-complexity and more appealing algorithm which is provably
convergent. The proposed method is inspired by the DCA method combined with the Lip-
schitz continuity concept, approximating the non-convex problem into a sequence of convex
quadratic ones, which can be efﬁciently solved by dedicated convex conic solvers. After solv-
ing the continuous relaxation, a post-processing routine is executed to ﬁnd a high-performance
solution which is feasible to the original problem. Numerical results showed that our proposed
algorithms converge rapidly and achieve a near-optimal performance as well as outperform the
other existing methods. Additionally, we have also numerically demonstrated that the proposed
VCRA scheme not only efﬁciently allocates virtual computing in the BBU pool to process the
user’s workload in parallel but also signiﬁcantly reduces the total power consumption.

CONCLUSION AND RECOMMENDATIONS
6.1 Summary
By decoupling BBU pools from RRH that allows the computing resource cloudiﬁcation and
virtualization in the BBU pool and easy radio transmission coordination between RRHs, C-
RAN enables more ﬂexible, scalable and efﬁcient resource designs that can not be achieved
in the other traditional wireless networks. In particular, centralized baseband signal process-
ing in the BBU pool appropriately allocates the resources from multiple coordinated RRHs
to serve users at higher achievable rate and lower power consumption. Through virtualiza-
tion technology, computation resources can be ﬂexibly adjusted as on-demand request to meet
the ﬂuctuation of user trafﬁc. With the proven signiﬁcant beneﬁts of SE and EE performance
gains, C-RAN again illustrates its role as a key technology for the 5G system. However, such a
distinct network structure and functions in C-RAN pose several major challenges to seek an op-
timal resource allocation strategy in order to attain the best system performance. Speciﬁcally,
C-RAN performance strictly depends on the transport network, e.g., fronthaul, that connects
RRHs and the BBU pool. Thus, considering the stringent requirements in the fronthaul trans-
mission such as capacity, latency, power consumption, etc., is necessary when designing the
resource allocation in C-RAN. Likely, the cooperative RRHs clusters for user-centric strategy
must be carefully designed in such a way to improve C-RAN throughput performance without
violating the fronthaul constraints. Moreover, to cope with the very dense RRH and huge BBU
pool deployment, the power saving management needs to be intensively scrutinized, especially
the computing power consumption, fronthaul power consumption and RRH on/off strategy.
In this dissertation, we have presented the technical solutions to deal with these challenges in
C-RAN. In detail, we have developed the energy efﬁcient resource allocation algorithms to
maximize the system performance of limited fronthaul capacity constrained C-RAN. In Chap-
ter 3, we have proposed the joint design of transmit beamforming, user association and RRH
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selection to optimize the trade-off between sum achievable rate and total power consump-
tion, considering the limited fronthaul capacity constraints. Our algorithms based on the SCA
method proved the signiﬁcant enhancement of achieved performance compared to other works.
Additionally, we have investigated the energy efﬁcient resource allocation design to maximize
the different EE metrics, consisting of global energy efﬁciency (GEE), weighted sum energy
efﬁciency (WSEE) and fairness of energy efﬁciency (FEE), taking into account the rate de-
pendent fronthaul power consumption model in Chapter 4. We have proposed the SCA based
framework to solve the different EE maximization problems. The performance evaluation of
GEE, WSEE and FEE was provided. Moreover, the numerical results demonstrated that the
rate dependent power consumption model had the largest impact on the EE performance, and
thus highlights our contributions.
In the ﬁnal contribution, we have proposed the joint design of virtual computing, beamforming,
user association and RRH selection for C-RAN, which aims at maximizing the system energy
efﬁciency considering the end-to-end latency constraints. We have developed the difference
of convex algorithms to tackle the nonconvex optimization problem without introducing any
slack variables. The numerical results were provided to evaluate the better improvement of our
proposed strategy and algorithms than other works.
6.2 Future Research
Our dissertation focused on the resource allocation to improve the performance of energy ef-
ﬁciency in C-RAN considering fronthaul capacity limitation. However, there are still other
important research directions that should be further investigated as the following.
165
6.2.1 Resource allocation design with imperfect CSI
In our dissertation, we assume that perfect CSI between all RRHs and the users are available
in the BBU pool. In fact, the CSI between RRHs and users obtained in the BBU pool for
the resource allocation design is not perfect due to the delayed CSI feedback, quantization
error, channel estimation error. Since perfect CSI is hardly achieved in practice, there is also a
class of studies dealing with imperfect CSI which are based on worst-case design (Shi et al.,
2015) or probabilistic approaches (Pan et al., 2018; Lau et al., 2013). However, the stochastic
CSI uncertainty approaches will produce the probabilistic QoS constraints, resulting in chance
constrained programming problems that are highly intractable in general. Thus, this deserves
a thorough separate study of robust resource allocation algorithms which may use the newly
introduced constraints to capture the imperfect CSI should be considered in our future work.
6.2.2 Cache allocation optimization for C-RAN
To decrease the data information exchanged through fronthauls and alleviate radio signal pro-
cessing computation burden in the BBU pool, there are promising approaches that distribute a
part of resources such as storage capacity, radio resources and signal processing capacity to the
base stations and edge devices. In particular, each RRH can be equipped a cache with ﬁnite size
to store a mount of ﬁle contents so that the BBU pool needs to deliver only the rest contents of
the requested ﬁle to that RRH. By doing this way, the fronthaul congestion is further reduced
and the end-to-end downloading time from the BBU pool to the users is much enhanced. It
can be seen that C-RAN with RRH caching has been investigated in the recent literature (Ugur
et al., 2016; Zhou et al., 2015; Sun et al., 2016; Chen et al., 2016), however most of the works
focus on analyzing the effect of RRH caching to fronthaul capacity consumption and the per-
formance of C-RAN utilities under the ﬁxed cache allocation among the RRHs. In addition,
there have been some works that aim at optimizing the caches at the RRHs (Dai et al., 2018;
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Bidokhti et al., 2018, 2017; Nguyen et al., 2018a, 2017b), but the channel conditions between
the BBU pool and RRHs in the wireless fronthaul network coupling with different multicast
channels have not been deeply considered. Consequently, this can be a potential direction of
our research in the future.
6.2.3 Mobile Edge Computing in C-RAN
Mobile Edge Computing (MEC) has recently been seen as a potential technology that sig-
niﬁcantly reduces mobile device energy by ofﬂoading heavy-loaded application task to the
edge server equipping with powerful computing and storage resources. In the context of C-
RAN, MEC servers can be installed at the RRHs, thus enables the operation of low-latency
and context-aware applications of 5G networks to be performed closely to the side of end
users. Speciﬁcally, the applications which are more sensitive to delay and demand high com-
puting tasks can be executed at the network edge through the design of resource allocation
between mobile RAN and cloud computing center. In addition, partial amount of data can be
pre-processed before being sent to the cloud, thus not all data is transmitted between cloud cen-
ter and RAN. This results in the alleviation of fronthaul congestion and core workload (Tran
et al., 2017). Therefore, optimizing the resource allocation and task ofﬂoading in the MEC
and C-RAN integration can further improve the overall network performance and should be
investigated in our future research.
6.2.4 Machine learning for C-RAN
Recently, it has been shown that the integration of artiﬁcial intelligence (AI) and machine learn-
ing into the wireless infrastructure and edge devices has brought more reliable, predictable, bet-
ter self-organized and self-optimized features and applications in the future wireless networks,
especially the IoT systems (Chen et al., 2017). One of important aspect in wireless networks is
that the amount of CSI obtained at the BBU pool is limited due to the fronthaul requirements
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and must be updated very quickly to adapt the real-time resource allocation. Furthermore,
with the advantages of cloud computing techniques in the BBU pool that enables huge scalable
computation resources to be massively deployed and enormous amount of unstructured data
to be stored cost effectively, machine learning techniques can be easily employed in the BBU
pool that provide the unprecedented perception on channel variation and user behaviors. Spe-
cially, using machine learning techniques to analyze the vast amount of collected data related
to ﬁle requested from users is able to generate the precise predictive cache allocation strategies
and intelligent cached content recommendations. Hence, the development of machine learn-
ing algorithms with predictive capabilities for resource allocation in C-RAN to improve user
scheduling, cache allocation, and channel estimation are mandatory and an important research
direction for our future research.

APPENDIX I
APPENDICES
1. Proof of Lemma 1
We prove that the constraints in (3.8b) and (3.8d) of problem (3.8) are active at optimality
by contradiction. Let (b,a,w,ν,u) denote an optimal solution of (3.8). By contradic-
tion, suppose that (3.8d) is inactive, i.e., Ptot(w,a,b) < 1/u0. Then there exists u
′
0 such
that u′0 > u

0 and P
tot(w,a,b) < 1/u′0. That is, u
′
0 is feasible to (3.8) but yields a strictly
larger objective, which contradicts with the fact that (b,a,w,ν,u) is an optimal solution.
Similarly, assume that Rk
(
w
)
> uk for some k. We then create a new set of beamformers as
w′ = [w′T1 ,w
′T
2 , . . . ,w
′T
k ]
T where
w′i =
⎧⎪⎨⎪⎩
wi i = k
ζwk i= k
(A I-1)
for some 0 < ζ < 1. Intuitively, the beamforming vector of user k is scaled down by a factor
of ζ and the beamforming vectors of other users remain the same. From (??), it is easy to
see that there exists ζ ∈ (0,1) such that Rk
(
w′
)
> uk for all k. Note that
∥∥w′∥∥2 < ∥∥w∥∥2 and
thus Ptot(w′,a,b)< Ptot(w,a,b)≤ 1/u0. Consequently, we ﬁnd u′0 such that u′0 > u0 and
Ptot(w′,a,b) ≤ 1/u′0, meaning that a strictly larger objective can be obtained. Again, this
contradicts with the fact that (b,a,w,ν,u) is an optimal solution, and thus completes the
proof.
2. Proof of (3.25) and (4.42)
We ﬁrst show that the gradient of the function g(x) = − log(1+ x) for x ≥ 0 is Lipschitz con-
tinuous with parameter L= 1. This can be easily proved since
‖∇g(x1)−∇g(x2)‖2 =
∣∣∣∣− 11+ x1 + 11+ x2
∣∣∣∣= ∣∣∣∣ x1− x2(1+ x1)(1+ x2)
∣∣∣∣ (a)≤ |x1− x2| (A I-2)
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where (a) is due to (1+x1)(1+x2)> 1 for x1,x2 > 0. Due to the Lipschitz continuity of∇g(x),
it holds that Parikh & Boyd (2014)
g(γk)≤ g(γk)+∇g(γ(n)k )
(
γk− γ(n)k
)
+
1
2λ
(
γk− γ(n)k
)2
(A I-3)
for λ ∈ (0,1], and thus completes the proof by noting that (A I-3) is actually (4.42) when λ = 1.
3. Proof of the equivalence of (4.12) and (4.14)
We prove that the constraints in (4.14b) and (4.14d) of problem (4.14) are hold with equalities
at optimality by contradiction. Let Θ = {b,a,w,ν,τ, t} denote an optimal solution of
(4.14). By contradiction suppose that (4.14d) is inactive, i.e., P˜tot(w,a,b,τ) < 1/t0 for
GEE maximization problem and P˜i(w,a,b,τ) < 1/ti for WSEE and FEE maximization
problems. Then, for GEE, there exists t ′0 such that t
′
0 > t

0 and P˜
tot(w,a,b,τ)≤ 1/t ′0. That
is, t ′0 is feasible to (4.14) but yields a strictly larger objective, which contradicts with the fact
that Θ is an optimal solution. Similarly, assume that Rk
(
w
)
> τk for some k. We then create
a new set of beamformers as w′ = [w′T1 ,w
′T
2 , . . . ,w
′T
k ]
T where
w′i =
⎧⎪⎨⎪⎩
wi i = k
ξwk i= k
(A I-4)
for some 0 < ξ < 1. Intuitively, the beamforming vector of user k is scaled down by a factor
of ξ and the beamforming vectors of other users are remain the same. It is easy to see that
there exists ξ ∈ (0,1) such that Rk
(
w′
)
> τk for all k. Note that
∥∥w′∥∥2 < ∥∥w∥∥2 and thus
P˜tot(w′,a,b,τ)< P˜tot(w,a,b,τ)≤ 1/t0. Consequently, we can ﬁnd t ′0 such that t ′0 > t0
and P˜tot(w′,a,b,τ)≤ 1/t ′0, meaning that a strictly larger objective can be obtained. Again,
this contradicts with the fact that Θ is an optimal solution, and thus proves that the constraints
in (4.14b) and (4.14d) of problem (4.14) are hold with equalities at optimality. As a result, for
given optimal solution Θ to (4.14) we can simply obtain optimal solution (b,a,w,ν) to
(4.12) and the same objective value as that of (4.14) and vice versa for given optimal solution
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(b,a,w,ν) to (4.12), we can easily ﬁnd the corresponding optimal solution Θ to (4.14)
by calculating τk = Rk(w
), ∀k ∈K and 1/t0 = P˜tot(w,a,b,τ), and also achieve the same
objective value as that of (4.12). Thus, Lemma 3 is proved. Similar proof steps can be applied
for WSEE and FEE maximization problems.
4. Calculation of box U
The values of s = [aT ,τT , tT ]T and s = [aT ,τT , tT ]T can be computed as follows. It is easily
seen that a = 0N and a = 1N where N = IK since ai,k ∈ {ai,k,ai,k} = {0,1}, where 0N and 1N
denote vectors of all zeros and ones with length of vector is N. Additionally, from (4.14b), it
holds that τk ≥ log(1+Γmink ) = τk, ∀k ∈K . Moreover, we have
τk
(a)
≤ log(1+ |h
H
k wk|2
σ20
)
(b)
≤ log
(
1+
∥∥hk∥∥22∥∥wk∥∥22
σ20
)
(c)
≤ log
(
1+ I×Pmax
∥∥hk∥∥22
σ20
)
= τk,∀k ∈K .
(A I-5)
where (a) is due to omitting the inter-user interference, (b) is the result of applying Cauchy–Schwarz
inequality, and (c) is obvious from the power constraint for each wi,k. Similarly, an upper bound
and lower bound of ti can be given by
ti ≥ 1pi
= ti; ti ≤
1
pi
= ti (A I-6)
where ⎧⎪⎨⎪⎩
p0 = ∑i∈I ρi∑k∈K τk+∑i∈I ( 1ηi P
max+Prai ) if X is GEE
pi = ρi∑k∈K τk+ 1ηi P
max+Prai otherwise
(A I-7)
and ⎧⎪⎨⎪⎩
p0 = ∑i∈I Prii if X is GEE
pi = Prii ,∀i ∈I otherwise
(A I-8)
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5. Proof of the equivalence of (5.9) and (5.10)
We prove that the constraints in (5.10b) and (5.10d) of problem (5.10) are hold with equalities at
optimality by contradiction. Let Θ = {b,a,c,d,λ ,τ,w,μ,ν,ζ } denote an optimal
solution of (5.10). By contradiction suppose that (5.10d) is inactive, i.e.,
Pˆ(d,μ,w,a,b,ν)<
1
ν0
Then there exists ν ′0 such that ν
′
0 > ν

0 and
Pˆ(d,μ,w,a,b,ν)≤ 1
ν ′0
ν ′0 is feasible to (5.10) but yields a strictly larger objective, which contradicts with the fact that
Θ is an optimal solution. Similarly, assume that Rk
(
w
)
> νk for some k. We then create
a new set of beamformers as w′ = [w′T1 ,w
′T
2 , . . . ,w
′T
k ]
T where w′i = wi if i = k and w′i = ξwk
otherwise, for some 0 < ξ < 1. Intuitively, the beamforming vector of UE k is scaled down
by a factor of ξ and the beamforming vectors of other UEs remain the same. It is easy to
see that there exists ξ ∈ (0,1) such that Rk
(
w′
)
> νk for all k. Note that
∥∥w′∥∥2 < ∥∥w∥∥2 and
thus Pˆ(d,μ,w′,a,b,ν)< Pˆ(d,μ,w,a,b,ν)≤ 1/ν0. Consequently, we can ﬁnd ν ′0
such that ν ′0 > ν

0 and Pˆ(y
,μ,w′,a,b,ν) ≤ 1/ν ′0, meaning that a strictly larger objective
can be obtained. Again, this contradicts with the fact that Θ is an optimal solution, and thus
proves that the constraints in (5.10b) and (5.10d) of problem (5.10) hold with equalities at
optimality. As a result, for given optimal solution Θ to (5.10) we can simply obtain optimal
solution (b,a,c,d,λ ,τ,w,μ) to (5.9) and the same objective value as that of (5.10).
Similarly, for given optimal solution (b,a,c,d,λ ,τ,w,μ) to (5.9), we can easily ﬁnd
a feasible solution Θ to (5.10) by setting νk = Rk(w
), 1/ν0 = Pˆ(d
,μ,w,a,b,ν) and
Dk− τk ≥ ζ k ≥ 1/(νk −Λk) , ∀k ∈K that achieves the same objective value as that of (5.9).
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6. Calculation of box V
The values of ν = {ν0,ν1, . . . ,νK} and ν = {ν0,ν1, . . . ,νK} can be computed as follows.
From (5.10c), it holds that νk ≥ log(1+Γmink ) = νk, ∀k ∈K . Moreover, we have
νk
(a)
≤ log
(
1+
|hHk wk|2
σ20
) (b)
≤ log
(
1+ I×Pmax
∥∥hk∥∥22
σ20
)
= νk,∀k ∈K . (A I-9)
where (a) is due to omitting the inter-user interference, (b) is by applying the result of Cauchy-
Schwarz inequality to have |hHk wk|2 ≤
∥∥hk∥∥22∥∥wk∥∥22 ≤ IPmax∥∥hk∥∥22. Similarly, an upper bound
and lower bound of ν0 can be given by ν0 ≥ 1P = ν0;ν0 ≤ 1∑i∈I Prii = ν0, where
P= ∑
i∈I
ρi ∑
k∈K
νk+ ∑
i∈I
(
1
ηi
Pmax+Prai )+ ∑
s∈S
(PPSs +κsC
αs
s )) (A I-10)
7. Proof of Lemma 4
In this section, we show that ξ¯k in Lemma 4 is a Lipschitz constant of ∇Rk (w), which is then
used to prove Lemma 4. Since there is a mapping rule from a complex-valued vector into a
real domain and also due to the space limitation, we will treat w as a real-valued vector in the
following. For ease of mathematical presentation, let us rewrite Rk (w) as
Rk (w) = log
(
σ20 +w
HHkw
)− log(σ20 +wHGkw) (A I-11)
where H˜k = hkhHk , Hk = blkdiag(H˜k, . . . ,H˜k︸ ︷︷ ︸
K elements
), and Gk = blkdiag(H˜k, . . . , 0︸︷︷︸
kth position
, . . . ,H˜k).
Then the gradient of Rk (w) is given by
∇Rk (w) =
2wHHk
wHHkw+σ20
− 2w
HGk
wHGkw+σ20
= h1 (w)h2 (w)−g1 (w)g2 (w) (A I-12)
where h1(w) = 2wHHk, h2(w) = 1wHHkw+σ20
, g1 (w) = 2wHGk, and g2 (w) = 1wHGkw+σ20
. Next
we will ﬁnd a Lipschitz constant of each term in (A I-12). From the deﬁnition of h1(w), the
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following inequality holds
‖h1(w)−h1 (w¯)‖2 =
∥∥(wH − w¯H)Hk∥∥2 ≤ ‖Hk‖F ‖(w− w¯)‖2 (A I-13)
In words, a Lipschitz constant of h1 (w) is ‖Hk‖F . Next we have
‖h2 (w)−h2 (w¯)‖2 =
∥∥∥∥∥ w¯HHkw¯−wHHkw(wHHkw+σ20 )(w¯HHkw¯+σ20 )
∥∥∥∥∥
2
≤ ∥∥w¯HHkw¯−wHHkw∥∥2
≤ ∥∥w¯HHkw¯− w¯HHkw+ w¯HHkw−wHHkw∥∥2
≤ ∥∥w¯HHk (w¯−w)∥∥2+∥∥(w¯H −wH)Hkw∥∥2
≤ ||w¯||2 ‖Hk‖F ‖w− w¯‖2+ ||w||2 ‖Hk‖F ‖w− w¯‖2
≤ 2P‖Hk‖F ‖w− w¯‖2 (A I-14)
where P=
√
IPmax. Note that the last inequality occurs due to the sum power constraint. Using
(A I-13) and (A I-14) we can ﬁnd a Lipschitz constant of the product h1 (w)h2 (w) as
‖h1 (w)h2 (w)−h1 (w¯)h2 (w¯)‖2
≤ ‖h2 (w)‖2 ‖h1 (w)−h1 (w¯)‖2+‖h1 (w¯)‖2 ‖h2 (w)−h2 (w¯)‖2
≤ (‖Hk‖F ‖h2 (w)‖2+2P‖Hk‖F ‖h1 (w¯)‖2)‖(w− w¯)‖2
≤
(
‖Hk‖F +(2P‖Hk‖F)2
)
‖(w− w¯)‖2 (A I-15)
We now study the Lipschitz continuity of the term g1 (w)g2 (w) in (A I-12). Following the
same algebraic manipulations the following inequalities are obtained
‖g1 (w)−g1 (w¯)‖2 =
∥∥(wH − w¯H)Gk∥∥2 ≤ ‖Gk‖F ‖(w− w¯)‖2 (A I-16)
‖g2 (w)−g2 (w¯)‖2 ≤ 2P‖Gk‖F ‖w− w¯‖2 (A I-17)
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Thus a Lipschitz constant of g1 (w)g2 (w) is simply given by
‖g1 (w)g2 (w)−g1 (w¯)g2 (w¯)‖ ≤
(
‖Gk‖F +4P2 ‖Gk‖2F
)
‖(w− w¯)‖2 (A I-18)
Combining (A I-15) and (A I-18) results in
‖∇Rk (w)−∇Rk (w¯)‖2 ≤ ‖h1 (w)h2 (w)−h1 (w¯)h2 (w¯)‖2
+‖g1 (w)g2 (w)−g1 (w¯)g2 (w¯)‖2 ≤ ξ¯k ‖(w− w¯)‖2 (A I-19)
where
ξ¯k = ‖Hk‖F +(2P‖Hk‖F)2+‖Gk‖F +(2P‖Gk‖F)2 . (A I-20)
In other words Rk (w) is a ξ¯k-smooth function.
We now show that fk(w) = Rk (w)+ ξk ‖w‖22 is strongly convex. Since Rk (w) is ξ¯k-smooth,
the following inequality holds
∣∣∣Rk (w)−Rk (w¯)−∇Rk (w¯)T (w− w¯)∣∣∣≤ ξ¯k2 ‖w− w¯‖2 (A I-21)
which implies
Rk (w)≥− ξ¯k2 ‖w− w¯‖
2+Rk (w¯)+∇Rk (w¯)T (w− w¯) (A I-22)
Due to the strong convexity of ξk ‖w‖22 we have
ξk ‖w‖22 ≥ ξk ‖w¯‖22+2ξkw¯T (w− w¯)+
ξk
2
‖w− w¯‖2 (A I-23)
Combining (A I-22) and (A I-23) we obtain
Rk (w)+ξk ‖w‖22 ≥
ξk− ξ¯k
2
‖w− w¯‖2+Rk (w¯)+
ξk ‖w¯‖22+ℜ
{
(∇Rk (w¯)+2ξkw¯)T (w− w¯)
}
(A I-24)
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which is equivalent to
fk (w)≥ ξk− ξ¯k2 ‖w− w¯‖
2+ fk (w¯)+∇ fk (w¯)T (w− w¯) (A I-25)
(A I-25) implies that fk (w) is (ξk− ξ¯k)-strongly convex, ∀ξk > ξ¯k which completes the proof.
8. Proof of Lemma 5
Similar to the proof of Lemma 4, uk(w,ai,k) is strongly convex if ∇
(
ai,kRk(w)
)
has a Lipschitz
constant of γk. First we have ∇
(
ai,kRk(w)
)
= [Rk(w);ai,k∇Rk (w)] which leads to
∥∥∇(ai,kRk(w))−∇(a¯i,kRk(w¯))∥∥22 = (Rk(w)−Rk(w¯))2
+
∥∥ai,k∇Rk (w)− a¯i,k∇Rk (w¯)∥∥22 (A I-26)
From (A I-12) we can write
∥∥ai,k∇Rk (w)− a¯i,k∇Rk (w¯)∥∥22
= ‖ai,k∇Rk (w)−ai,k∇Rk (w¯)+ai,k∇Rk (w¯)− a¯i,k∇Rk (w¯)‖22 (A I-27)
≤ 2(∥∥ai,k∇Rk (w)−ai,k∇Rk (w¯) ||22+ ||ai,k∇Rk (w¯)− a¯i,k∇Rk (w¯)∥∥22) (A I-28)
≤ 2(|ai,k|2∥∥∇Rk (w)−∇Rk (w¯) ||22+ |ai,k− a¯i,k|2||∇Rk (w¯)∥∥22) (A I-29)
≤ 2(∥∥∇Rk (w)−∇Rk (w¯) ||22+ |ai,k− a¯i,k|2||∇Rk (w¯)∥∥22) (A I-30)
Also from (A I-12) the following inequality holds
||∇Rk (w)
∥∥2
2 =
∥∥∥ 2wHHk
wHHkw+σ20
− 2w
HGk
wHGkw+σ20
∥∥∥2
2
(A I-31a)
≤ 2
(∥∥∥ 2wHHk
wHHkw+σ20
∥∥∥2
2
+
∥∥∥ 2wHGk
wHGkw+σ20
∥∥∥2
2
)
(A I-31b)
≤ 4(||wHHk||22+ ||wHGk||22) (A I-31c)
≤ 4(||Hk||2F + ||Gk||2F) ||w||22 (A I-31d)
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We now study the Lipschitz continuity of Rk(w). To this end we will show that the function
log(1+ x) for x ≥ 0 is Lipschitz continuous with a Lipschitz constant of 1. That is, for u ≥ 0
and v ≥ 0, |log(1+u)− log(1+ v)| ≤ |u− v|. Obviously, we only need to prove this for the
case u > v ≥ 0. Since log(1+ x) is continuous and differentiable in the interval [v,u], by the
mean-value theorem ?, there exists v< x0 < u such that 11+x0 =
log(1+u)−log(1+v)
u−v , and thus
log(1+u)− log(1+ v) = (u− v)/(1+ x0)≤ u− v (A I-32)
Now we have
(
Rk(w)−Rk(w¯)
)2
=
(
log
(
1+wHHkw
)− log(1+ w¯HHkw¯)+ log(1+ w¯HGkw¯)− log(1+wHGkw))2
(A I-33a)
≤ 2(log(1+wHHkw)− log(1+ w¯HHkw¯))2+2(log(1+ w¯HGkw¯)− log(1+wHGkw))2
(A I-33b)
Applying (A I-32) results in
(
Rk(w)−Rk(w¯)
)2 ≤ 2|wHHw−wHHw¯+wHHw¯− w¯HHw¯|2+
2|wHGkw−wHGkw¯+wHGkw¯− w¯HGkw¯|2 (A I-34a)
≤ 4|wHH(w− w¯)|2+4|(wH − w¯)Hw¯|2+4|wHGk(w− w¯)|2+4|(wH − w¯)Gkw¯|2 (A I-34b)
≤ 8P2(||Hk||2F + ||Gk||2F)||w− w¯||22 (A I-34c)
Combining (A I-19),(A I-30), (A I-31d) and (A I-34c) we obtain
∥∥∇(ai,kRk (w))−∇(a¯i,kRk (w¯))∥∥2 ≤ γ¯k√|ai,k− a¯i,k|2+ ||w− w¯||22 (A I-35)
where
γ¯k =
√
2ξ¯ 2k +8
(||Hk||2F + ||Gk||2F)P2 (A I-36)
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This completes the proof.
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