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Abstract
Measuring expensive covariates for all subjects within a cohort may not be a feasi-
ble option due to a study′s budgetary or logistical constraints. As a result of such
limitations, we need to consider sampling designs that account for subjects that have
missing data. To design a study allowing incomplete covariate data for some subjects,
it is better to employ a cost-efficient sampling design, which balances the efficiency of
parameter estimates and power of association tests with the sample size. Response-
dependent sampling is a cost-efficient sampling design. In this design a subset of
subjects is selected from a cohort, based on the response variable (and inexpensive
covariates), which has already been gathered for all subjects in the cohort. In our
study, we focus on response-dependent two-phase sampling designs. During phase I of
the sampling design, all members in a cohort are measured for the response variable
and the inexpensive covariates. In phase II, a subset of the cohort is selected, based on
the response variable obtained in phase I, and the expensive covariate(s) are measured
only for those selected. In our study, the response variable that determines which in-
dividuals are selected for phase II is a continuous time-to-event variable; wherein
this type of the response variable maybe subject to censoring. The most common
response-dependent sampling design for time-to-event data is the case-cohort sam-
pling design. We explore variations of the case-cohort design which give more efficient
association estimates for a given sample size. We stratify cases and non-cases based
on the observed time-to-event values and apply basic stratified sampling. Modify-
ing the proportion of observations selected from each strata changes the efficiency of
association estimates.
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Chapter 1
Introduction
Measuring expensive covariates for all subjects within a cohort may not be a feasi-
ble option due to a study′s budgetary or logistical constraints. As a result of such
limitations, we need to consider sampling designs that account for subjects that have
missing data. To design a study allowing incomplete covariate data for some subjects,
it is better to employ a cost-efficient sampling design, which balances the efficiency of
parameter estimates and power of association tests with the sample size. The objec-
tive is to explore designs that lead to efficient association estimates for a given sample
size. Response-dependent sampling is a cost-efficient sampling design, in which a
subset of subjects is selected from a cohort, based on the response variable, which
has already been gathered for all subjects in the cohort. In our study, we focus on
two phase response-dependent sampling designs. During the first phase of the sam-
pling design, all members in a cohort are measured for the response variable and the
inexpensive covariates. In phase II, a subset of the cohort is selected, based on the
response variable obtained in phase I, and the expensive covariate(s) is measured only
for the selected subjects (Neyman, 1938; Zhao and Lipsitz, 1992). In our study, the
response variable that determines which individuals will be selected for phase II is a
2continuous time-to-event variable; wherein this type of the response variable is subject
to censoring. Difficulties arise when dealing with data that is censored. For example,
an individual with a right-censored event time may not have an observed event time;
instead it may be censored due to a random process or censored at the end of the
study follow-up period. A response variable that may be censored complicates the
response-dependent sampling and the method of estimation. There are two commonly
used response-dependent sampling designs for time-to-event data: case-cohort sam-
pling designs and nested case-control sampling designs. Our focus, the generalized
case-cohort sampling, is performed by selecting a random sample from the case set
and a random sample from the cohort, the cohort includes both case and non-case
observations in their follow-up period (Chen, 2001).
The aim of our study is to explore efficient case-cohort sampling designs when the
response is a continuous time-to-event variable that is subject to censoring. Different
variations of case-cohort sampling design will be considered under different survival
models. A basic introduction to time-to-event data analysis is given in Section 1.1.
To begin, the notation will quickly be outlined and basic definitions will be presented.
Following this, regression models used in time-to-event data analysis will be sum-
marized. Parametric, non-parametric and semi-parametric estimation methods will
briefly be outlined. Lastly in Section 1.1 the mixture-cure model is presented. Two-
phase response-dependent sampling designs will be outlined in Section 1.2, specifically
when the response variable is a continuous variable which is not subject to censoring.
Section 1.3 contains information regarding common sampling designs for time-to-event
data, specifically nested case-control designs and case-cohort sampling designs. Esti-
mation methods under two-phase response-dependent sampling, in particular pseudo-
likelihood and likelihood-based approaches under the case-cohort sampling design, are
described within Section 1.4. Finally in Section 1.5 the objectives of the study and
3the outline of the thesis is presented.
1.1 Introduction to Time-To-Event Data Analysis
Time-to-event, a non-negative continuous variable measures the time from a defined
origin to an event occurrence, denoted Ti for individual i. There are three components
requiring consideration when defining the time-to-event: measurement scale, point of
origin, and the event. The goal is for observations to be as comparable as possible,
thus the point of origin must be strictly defined for each observation. Observations
may have a staggered entry into the study; they do not require the same entry date.
Similarly the event of interest must be exactly defined for all individuals within the
study. The measurement scale, which will always be non-negative, must be the same
for all observations. Often the measurement scale is based on real time; i.e. hours,
days, months, etc. As an example consider death due to cancer as the event of
interest to be studied. The point of origin for this study will be defined as date
of cancer diagnosis, and the measurement scale will be the number of days between
cancer diagnosis and death due to cancer.
One of the difficulties that arises when working with survival data is unobserved
time-to-event values, this predicament is termed censoring. The most common type
of censoring is right censoring and may occur for any number of reasons. Relating
to our example above, a few causes of right censoring may include: the individual
may not die due to cancer within the follow up time period, a death unrelated to
the cancer, the individual is lost in follow up, and the individual drops out of the
study. There are multiple forms of right censoring however our focus is on type
I censoring and random censoring. In type I censoring, the censoring time (Ci) is
fixed for all individuals (i = 1, .., N) at the beginning of the study, thus the total
4number of observed events is a random variable. Type I censoring occurs because
individuals do not experience the event of interest within the follow-up time period.
When there is random censoring, the censoring time (Ci) occurs randomly for each
individual within the study. In this case the Ci values are independent of the event
time, Ti. In contrast to type I censoring, the censoring time values are considered
random variables. Random censoring could occur if an individual is lost in follow
up, individual drops out of the study, etc. Often right censored data contains a
combination of type I censoring and random censoring.
Under right censored data the observed time for the ith individual, ti, is equal to
the minimum time between the event time and the censoring time, ti = min(Ti, Ci).
An individual has experienced the event if the event time is less than the censoring
time. Finally, a censoring indicator δi, must be defined to indicate whether the i
th
individual’s event time has been censored or uncensored. The censoring indicator is
equal to one when the event time is observed and zero when the censoring time is
observed, i.e. δi = I(Ti ≤ Ci) where I(·) is an indicator function.
A vital concept in time-to-event data analysis is the hazard function. It is a
function of time t, and it is the instantaneous event rate given the individual has
survived without the event of interest until time t. The hazard function is defined as:
h(t) = lim
∆→0+
Pr(t ≤ T < t+ ∆|T ≥ t)
∆
. (1.1)
Another important expression in time-to-event data analysis is the survival func-
tion, denoted S(t). This function describes the probability that an individual survives
until time point t, S(t) = P (T ≥ t). This is a left continuous monotone non-increasing
function with S(0) = 1 and S(∞) = 0. The probability density function (pdf), de-
noted f(t), is:
5f(t) = −dS(t)
dt
. (1.2)
The expression for hazard function may be simplified using the survival function
and the pdf: h(t) = f(t)/S(t). Finally, the cumulative hazard function is defined as:
H(t) =
∫ t
0
h(s)ds. (1.3)
There are various parametric families used to model time-to-event data, the most
widely used are: Exponential, Weibull, Log-logistic, and Log-normal. The survival
function for the Weibull distribution is S(t) = exp(−(ρt)α) and for the Log-logistic
distribution is S(t) = 1/(1 + (ρt)α), where ρ > 0 is the scale parameter and α > 0 is
the shape parameter in both distributions.
1.1.1 Regression Models for Time-To-Event Data Analysis
In addition to ti and δi, observations may have explanatory information, i.e. covariate
information (denoted by x). For example, covariates may indicate the treatment type,
exogenous variables (e.g. environmental factors), or intrinsic characteristics (e.g. age,
gender, etc). Regression models are used to determine the relationship between the
covariates and the response variable. Commonly covariate information is integrated
into the survival model using the proportional hazards (PH) regression model or the
accelerated failure time (AFT) model. In the PH regression model the expression for
the hazard function when considering a single covariate is
h(t|x) = ho(t)eγ1x, (1.4)
where ho(t) is the baseline hazard function; the hazard function for an individual who
6has x = 0. Assuming it is constant over time, the hazard ratio, eγ1 , is the measure of
change in the hazard function when x is increased by a single unit. When γ1 > 0 the
length of survival will decrease as x increases; conversely, when γ1 < 0 the length of
survival will increase as x increases. When considering a single covariate, the survival
function becomes:
S(t|x) = So(t)γ1x, (1.5)
where So(t) is the baseline survival function; the survival function for an individual
with x = 0.
Unlike the PH regression model, the most common form of the AFT model assumes
there is a log-linear relationship between x and T . Considering a single covariate the
AFT model is:
Y = log(T ) = γ0 + γ1x+ , (1.6)
where  is the error term having a specified distribution. As the effects are additive
in the model, the regression function will either increase or decrease the time to event
occurrence, it will decelerate or accelerate.
For example the AFT model when  has the extreme value distribution, thus T
has the Weibull distribution with the survival function
S(t|x) = exp(− exp(γ0 + γ1x)tα), (1.7)
where α > 0 is the shape parameter. The corresponding hazard function is h(t|x) =
αtαeγ0+γ1x which reduces to the PH model (Eq. 1.4).
71.1.2 Estimation Methods
The goal of survival analysis is to make inference regarding the survival time of indi-
viduals based on collected data; that is, we wish to estimate the survival function in
such a way that we may draw meaningful conclusions. Non-parametric, parametric,
and semi-parametric approaches can be used to obtain an estimated survival function.
Non-parametric methods can be used when there are no covariates requiring con-
sideration. Consider a sample with N independent individuals with no censoring,
the survival function can simply be estimated using the empirical survival function; a
step function that decreases by 1/N at each event time, Ti. The Kaplan-Meier (KM)
estimate, a modification of the empirical survival function, will account for censored
observations within observed time-to-event data. The KM estimate of S(t) is a left
continuous step function, with the steps occurring at uncensored event times only.
The KM estimator is:
Sˆ(t) =
∏
j|tj<t
(
1− dj
rj
)
(1.8)
where dj is the number of individuals who experience an event at tj and rj is the
number of individuals within the risk set at tj. The step size at t will be influenced
by the number of individuals who experience the event at t as well as individuals who
are at risk at t−.
The parametric approach assumes a specified distribution which completely de-
scribes the behaviour of event times given additional explanatory information (co-
variates). Recall the PH regression model (Eq. 1.4); for a fully parametric PH model
we must specify the parametric form of the baseline hazard function. Similarly for
the fully parametric AFT model (Eq. 1.6) we must specify the distribution of . The
maximum likelihood estimation (MLE) method is employed to obtain estimates for
8the specified distribution parameters as well as the regression parameters. In order to
proceed with MLE, first the structure of the likelihood function must be understood.
Both censored individuals and uncensored individuals will contribute to the likelihood
equation. Consider N individuals, where the Ti for all individuals are independent and
identically distributed, and censoring is non-informative. Uncensored individuals with
δi = 1 will contribute to the likelihood function through the f(ti|xi; θ) since they have
experienced the event of interest. Individuals that have not experienced the event of
interest, and are thus censored (δi = 0), contribute to the likelihood equation through
S(ti|xi; θ). The likelihood of the N independent observed data {(ti, δi, xi); i = 1, .., N}
is:
L(θ) =
N∏
i=1
f(ti|xi; θ)δiS(ti|xi; θ)1−δi , (1.9)
where θ denotes the vector of unknown parameters. For example, under the Weibull
distribution assumption of the survival time in (Eq. 1.7), the parametric vector be-
comes θ = (α, γ0, γ1). The resulting ML estimates are consistent and asymptotically
normally distributed.
Finally, there are semi-parametric estimation methods which can be employed to
estimate the survival function. Consider the PH regression model (Eq. 1.4). The
regression portion of each model is considered the parametric portion, and the base-
line hazard or survival function (ho(t) and So(t), respectively) are estimated non-
parametrically. The partial likelihood method proposed by Cox (1975) allows es-
timation of γ1 without explicitly stating So(t), while maintaining consistency and
asymptotic normality of the estimate of γ1.
To non-parametrically estimate So(t), one may use the relationship: So(t) =
exp[−Ho(t)] where Ho(t) is the baseline cumulative hazard function. The estimate for
Ho(t) when there is a single covariate is:
9Hˆo(t) =
∑
i:ti≤t
δi∑N
l=1 Yl(ti)e
γˆ1xl
, (1.10)
where Yi(t) = I(ti ≥ t) where I(·) is the indicator function and γˆ1 is an estimated
value obtained through the Cox partial likelihood method.
1.1.3 Mixture-Cure Model
The situation may arise in which an individual never experiences the event of inter-
est. For example, not all individuals may experience a disease recurrence. The pre-
vious methods discussed assume all individuals will eventually experience the event
of interest, thus the survival function will continuously decrease until it reaches zero.
However, now consider if the survival function decreases until a positive plateau which
accounts for individuals who never experience the event, these individuals are referred
to as statistically cured.
The mixture-cure model considers that some individuals within the cohort are
statistically cured. Thus the survival function needs to consider individuals that are
cured as well as those individuals who will experience the event (termed susceptible).
Hence, the survival function could be written as
S(t|x) = P (T > t|x)
= p(x)︸︷︷︸
cured
+ (1− p(x))So(t|x)︸ ︷︷ ︸
susceptible
,
(1.11)
where So(t|x) is the survival function for the susceptible group, all susceptible indi-
viduals will eventually experience the event, i.e. So(0|x) = 1 and So(∞|x) = 0. For
example, the standard survival function So(t|x) could be modelled by the Weibull
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distribution in (Eq. 1.7). In Eq. 1.11, p(x) denotes the probability of being cured
conditional on the covariate x, p(x) = P (T = ∞|x). The probability of being cured
could be modelled using the logistic regression:
p(x) = exp(α0 + α1x)/(1 + exp(α0 + α1x)). (1.12)
The likelihood function of the N independent observed data {(ti, δi, xi); i = 1, .., N},
under the mixture-cure model is:
L(θ, α0, α1) =
N∏
i=1
[(1− p(xi))fo(ti|xi; θ)]δi [p(xi) + (1− p(xi))So(ti|xi; θ)]1−δi (1.13)
where fo(t|x; θ) = −∂So(t|x;θ)∂t and θ is the set of parameters in So(t|x; θ). For our study
the So(t|x; θ) will be of Weibull form (regression parameters included) in Eq. 1.7, thus
θ = (α, γ0, γ1).
1.2 Two-Phase Response-Dependent Sampling De-
signs
Measuring expensive covariates for all subjects within a cohort may not be a feasi-
ble option due to a study′s budgetary or logistical constraints. As a result of such
limitations, we need to consider sampling designs that account for subjects that have
missing data. To design a study allowing incomplete covariate data for some subjects,
it is better to employ a cost-efficient sampling design, which balances the efficiency of
parameter estimates and power of association tests with the sample size.
Response-dependent sampling is a cost-efficient sampling design, in which a subset
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of subjects is selected from a cohort, based on the response variable, which has already
been gathered for all subjects in the cohort (Lawless et al., 1999). The motivation
behind response-dependent sampling is the ability to direct the study resources to the
most informative subjects within the sample (Ding et al., 2015). In comparison to
using the entire cohort, response-dependent sampling does incur some loss of efficiency
to detect the association between the response variable and the expensive covariate;
however, it is far more efficient than selecting a SRS of the same size (Yilmaz and
Bull, 2011). In our study, we focus on two-phase response-dependent sampling designs.
During the first phase of the sampling design, all members in a cohort are measured
for the response variable and the inexpensive covariates. In phase II, a subset of
the cohort is selected, based on the response variable obtained in phase I, and the
expensive covariate(s) is measured only for the selected subjects.
Case-control sampling is the most well known response-dependent sampling design,
and methods for two-phase sampling design have been developed (Breslow and Cain,
1988; Flanders and Greenland, 1991; Wacholder and Weinberg, 1994; Breslow and
Holubkov, 1997; Breslow and Chatterjee, 1999). In case-control sampling, a random
sample is selected from the set of cases and another random sample is selected from
the controls. Estimation methods under the two phase case-control sampling designs
have been extensively studied (Robins et al., 1994; Carroll et al., 1995; Lawless et al.,
1999;, Breslow et al., 2000, 2003; Scott and Wild, 2001; Chatterjee et al., 2003).
1.2.1 Two-Phase Response-Dependent Sampling Designs for
Continuous Response Variable
Suppose that the response variable that determines which observations will be selected
in phase II is continuous, and is collected during phase I for all observations (along
with inexpensive covariate information). Basic stratified sampling (BSS) could be
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used for phase II sampling. Assume that there are N independent observations with
the response variable and inexpensive covariates available. Suppose K strata are
defined by allocating the observations based on K − 1 cut-off points for response
variable. Within the jth strata (Sj) there are Nj observations, where N =
∑K
j=1 Nj.
Hence, phase I observations will be allocated to a particular strata depending on the
response value. In phase II, assume that n individuals are selected. From the strata
Sj a sample of size nj where n =
∑K
j=1 nj is randomly selected, thus the selection
probability for strata j is pj = nj/Nj (Lawless et al., 1999). The phase II sample with
size n is selected based on the stratum selection probabilities, pj, j = 1, .., K.
1.3 Two-Phase Response-Dependent Sampling De-
signs for Time-To-Event Analysis
In our study, the response variable that determines which individuals will be selected
for phase II is a continuous time-to-event variable; wherein this type of the response
variable is subject to censoring, the event time may not be fully observed. Difficulties
arise when dealing with data that is censored. For example, an individual with a
right-censored event time does not have an event time; instead it is censored due to
a random process or censored at the end of the study follow-up period. Within our
study cases are individuals who have experienced the event of interest, and non-cases
are the individuals that have been censored (have not experienced the event of interest
until the censoring time).
A response variable that may be censored complicates the response-dependent
sampling and the method of estimation; however, there are two commonly used
response-dependent sampling designs for time-to-event data: case-cohort sampling
designs (Prentice, 1986) and nested case-control sampling designs (Thomas, 1977).
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In the nested case-control sampling design, which is a variation of case-control sam-
pling, a small subset of controls (1-5 observations) is selected from those at-risk at
the event time of each case (Langholz and Thomas, 1990; Wacholder, 1991). For
the standard case-cohort design all case observations are selected and a subset of the
cohort, termed the subcohort, is randomly selected (Prentice, 1986). This standard
case-cohort design approach is used when the event of interest is rare. When the
event is not considered rare and there is an expensive covariate to measure in the sec-
ond phase, the generalized case-cohort design could be performed. In the generalized
case-cohort design, a random subset of the case observations is selected along with a
subcohort that is randomly selected. It is important to note the cohort is made up of
the non-case (i.e., censored) and case observations.
While advances have been made in the development of methods of analysis for
response-dependent sampling designs, the study into identifying efficient response-
dependent sampling designs with multiple phases is lacking. Only one study, carried
out by Morara et al. (2007), focuses on multi-phase response-dependent sampling
designs where the response variable is continuous not subject to censoring. The ap-
proach finds the efficient sampling design by minimizing the asymptotic variance of
the regression parameter estimate that was obtained through MLE. There have been
a few studies analysing the efficiency for the two-phase case-control sampling designs
(Palmgren, 1987; Greenland, 1988; McNamee, 2005; Cai and Zeng, 2007) investigated
power and sample size calculations specifically for case-cohort designs.
In this study, we consider the response variable as a time-to-event variable subject
to censoring and consider extensions of case-cohort design. To improve the efficiency
of the sampling designs, we select a more informative sample. The efficiency of the
parameter estimates will be the basis for comparison among the sampling scenarios;
the aim is to minimize the variance of the coefficient estimate of the expensive covariate
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to maximize efficiency. The case-cohort designs considered expand on previous work
in which the sampling probabilities depend on the censoring status as well as time-
to-event (Ding et al., 2014; Ding et al., 2015; Lawless, 2016).
For this study, the generalized case-cohort sampling design will be modified in
such a way that BSS will be applied to the cases only, or applied to both cases and
non-cases. Stratification will be based on censoring status and time-to-event. First,
the case set will be stratified into three groups based on survival time. Short survival
times will be allocated to stratum 1, long survival times will be allocated to stratum 3,
and all other survival times will fall into stratum 2 (medium survival times). BSS will
be employed on the stratified case set and a simple random sample (SRS) is selected
from the cohort.
Secondly, BSS will be applied to the cases and the non-cases. The stratified case
sampling design that resulted in the most efficient parameter estimate will be used
throughout all sampling scenarios, thus the investigation focuses on BSS of the non-
cases. All non-cases are stratified into three groups based on censoring time. Short and
long censoring times will be allocated to stratum 1 and 3, respectively. All medium
length censoring times are designated to stratum 2. A detailed explanation of the
sampling design settings are given in Chapter 2.
1.4 Estimation Methods under Two-Phase Response-
Dependent Sampling
Two-phase response-dependent sampling is employed. Assume that N individuals are
being generated from f(y|x, z; θ)g(x|z)h(z) where f(y|x, z; θ) denotes the conditional
pdf of the response variable Y given the expensive covariate X and inexpensive co-
variate Z, g(x|z) denotes the conditional pdf of X given Z and h(z) denotes the pdf
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of Z. In the first phase, the response variable (Yi) and inexpensive covariates (Zi)
are collected for all individuals (i = 1, .., N) in the cohort. In phase II, response-
dependent BSS is used to select n individuals that are measured for the expensive
covariate Xi. Thus, define Ri = I[individual i is selected in the second phase]. The
probability of being fully observed depends on Yi and Zi, and the sampling probabil-
ity is pii = Pr(Ri = 1|xi, zi, yi) = Pr(Ri = 1|zi, yi). Thus Xi are missing at random
(Rubin, 1976).
There are two main methods of estimation for continuous response variables that
are not subject to censoring: pseudo-likelihood based and likelihood-based approaches.
Lawless et al. (1999) gives a summary of different estimation methods. The most well-
known pseudo-likelihood based approach is the Horvitz Thompson (HT) estimation.
The estimators obtained through the HT estimation approach provide the solution to
the inverse probability weighted (IPW) equation
U(θ) =
N∑
i=1
Ri
pii
∂
∂θ
log{f(yi|xi, zi; θ)} = 0, (1.14)
which is determined through the sampling probabilities in phase II of sampling. The
only information used is from those units that were completely observed. The limi-
tation with this method occurs when the sampling probability pii for an individual is
close to zero.
The likelihood-based approaches that have been considered thus far are: the con-
ditional likelihood method (conditional on being selected into the phase II sample)
and the full likelihood method. As in the HT estimation method, in the conditional
likelihood approach, only the information from units that were completely observed
are used. The conditional likelihood is
16
LC(θ) =
∏
i:Ri=1
Pr(yi, xi, zi|Ri = 1). (1.15)
The estimate of θ is obtained by maximizing Eq. 1.15.
The full likelihood uses all of the observed data; which is {(yi, xi, zi), i ∈ V } ∪
{(yi, zi), i ∈ V } where V = {i : Ri = 1, i = 1, ..., N} and V = {i : Ri = 0, i = 1, ..., N}.
Hence, the full likelihood is
L(θ,G) =
∏
i∈V
f(yi|zi, xi; θ)g(xi|zi)
∏
i∈V
∫
x
f(yi|zi, x; θ)dG(x|zi). (1.16)
Lawless et al. (1999) discussed the semi-parametric estimation method when
g(x|z) is treated non-parametrically. When BSS is performed in phase II as described
in Section 1.2.1, the stratum identifier is retained for all units, and it is assumed that
the fully observed units within each stratum are a random sample. Then, the full
likelihood function (Eq. 1.16) could be written under these conditions as
L(θ,G) =
K∏
j=1
{
∏
i∈Sj
f(yi|xi, zi; θ)g(xi|zi)}Qj(θ,G)Nj−nj (1.17)
where Qj(θ,G) = Pr{(y, x, z) ∈ Sj} and g(x|z) is estimated non-parametrically.
Semi-parametric ML estimation is performed to estimate the unknown parameters θ
and the distribution of x given z.
For missing data and response-selective problems Lawless et al. (1999) presented
the semi-parametric ML, conditional likelihood and compared them with the pseudo-
likelihood method. They concluded that in most situations the full likelihood method
was more efficient over the pseudo-likelihood approach. In particular the pseudo-
likelihood approach struggled greatly when the correlation between the response and
covariates was strong; conversely when the regression relationship was weak and the
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sample size was large, the pseudo-likelihood approach could be more efficient than the
ML approach. In general they also found including information from the incomplete
observations improves the efficiency.
1.4.1 Estimation Methods Under Case-Cohort Designs
There are two main methods of analysis for case-cohort sampling designs: the pseudo-
likelihood based approach and likelihood-based approaches. The pseudo-likelihood
based approach or the estimating equation approach discussed by Breslow et al. (2009)
is an extension of the IPW estimating equation method. The proposed method reduces
the variance (improves efficiency) due to the IPW estimation through calibration or by
using auxiliary variable information to estimate the sampling weights. The limitation
with this method occurs when at least one strata sampling probability is close to
zero. The analysis of case-cohort designs through the Cox partial likelihood method,
in particular weighting methods, were discussed by Barlow et al. (1999) and Onland-
Moret et al. (2007).
Focusing on two-phase case-cohort designs Zeng and Lin (2014) proposed semi-
parametric transformation models that take into consideration correlation between
inexpensive phase I covariates and expensive phase II covariates; this is a likelihood-
based approach. Considering pdfs conditional on continuous phase I covariates has
an added difficulty, thus kernal smoothing was included in the likelihood model. The
covariate distribution is modelled non-parametrically. To maximize the proposed
likelihood function, they also recommended a new semi-parametric EM algorithm
that results in estimators that are consistent, asymptotically efficient and normally
distributed.
Our focus will be on the likelihood-based approach. Introducing covariates into
the standard likelihood (Eq. 1.9) is simple if all individuals are measured for each
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covariate. In case-cohort sampling, however, we have the added complexity that only
individuals that are sampled in phase II are measured for an expensive covariate Xi.
Suppose a cohort of N individuals is selected in phase I; for those individuals yi, δi and
the inexpensive covariate information zi is collected. In phase II, a sample from the
cohort is selected based on the data collected in phase I and the expensive covariate
Xi is measured for the selected individuals. The probability of the i
th individual
being selected in phase II does not depend on the expensive covariate, thus Xi is
missing at random. In other words, the sampling probability for the ith individual
is pii = Pr(Ri = 1|δi, Yi, Zi, Xi) = Pr(Ri = 1|δi, Yi, Zi) where Ri = I[individual i is
selected in phase II].
A conditional likelihood function, conditional on Ri = 1, i = 1, ..N , can be applied
to estimate the model parameters. This method does not use information pertaining
to individuals not sampled in phase II. The likelihood-based approach used within
this study takes into account all individuals, both those with complete covariate data
and those with incomplete covariate data. The likelihood function based on the data
set: {(δi, yi, zi, xi), i ∈ V } ∪ {(δi, yi, zi), i ∈ V } where V = {i : Ri = 1, i = 1, ..., N}
and V = {i : Ri = 0, i = 1, ..., N} is:
L(θ, g) =
∏
i∈V
f(yi|zi, xi; θ)δiS(yi|zi, xi; θ)1−δig(xi|zi)×
∏
i∈V
∫
x
f(yi|zi, x; θ)δiS(yi|zi, x; θ)1−δidG(x|zi), (1.18)
where the conditional distribution function of X given Z is G(x|z) and the corre-
sponding conditional pdf is g(x|z). Semi-parametric ML estimates of θ and g(x|z) are
obtained by maximizing (Eq. 1.18); the corresponding estimates are asymptotically
normally distributed and consistent.
19
1.5 Aim and the Outline of the Study
In this study, the aim is to explore the efficiency of the various types of case-cohort
sampling designs based on likelihood-based method under different survival models;
AFT model, PH regression model, and the mixture-cure model. We want to find
the sampling designs that lead to more efficient estimates, in particular we consider
sampling based on the observed time (ti) in addition to the censoring status (δi).
In the generalized case-cohort design a random sample is selected from each of
the case set and from the cohort. Firstly, in the generalized case-cohort design, we
want to determine the proportion of cases versus cohort observations selected into the
sample during phase II that lead to efficient estimates; sampling is based only on the
censoring indicator. Sampling based on censoring indicator and observed time will
then be explored using an extended version of the generalized case-cohort design, in
particular we want to determine which BSS design setting with response-dependent
strata leads to more efficient parameter estimates. BSS for both the case and the
non-case observations will be considered.
In Chapter 2, we outline the investigated sampling design settings and consider
their relationship to the study objectives. Section 2.1 considers the efficiency of the
generalized case-cohort sampling design, which focus on determining the proportion
of cases to cohort observations selected during phase II leading to the most efficient
design. The sampling design settings that investigate BSS of the cases and non-cases,
stratified by observed time, that result in efficient parameter estimates are outlined
in Section 2.2 and 2.3, respectively. The sampling scenarios investigated within each
sampling design setting will be compared based on the efficiency of the coefficient
estimate of the expensive covariate.
In Chapter 3 the simulation study results under the standard survival model are
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presented. The outline of the simulation study performed is found within Section
3.1, including the data generation details. Section 3.2 and 3.3 contain the simulation
results for the simulation study based on a large cohort of data generation when
the censoring mechanism is generated from the uniform and exponential distribution,
respectively. And finally, Section 3.4 assesses the sampling design efficiency when the
simulation study is replicated 1000 times for a smaller cohort size.
An investigation regarding the efficient case-cohort sampling designs when the
survival times are from the mixture-cure model is found within Chapter 4. The
efficiency of the sampling designs are based on the standard error of the expensive
covariate coefficient as well as the logistic regression coefficient (in relation to the
probability of being cured). A summary of the study results and concluding remarks
will be discussed in Chapter 5.
Chapter 2
Case-Cohort Designs
The case-cohort design is generally used when the event of interest is rare or there
is an expensive covariate to measure. The standard case-cohort sampling design is
used when the event of interest is rare. In this design all cases are selected into
the phase II sample, and a simple random sample of size n − ∑Ni=1 δi is selected
from the cohort of size N . The sampling probability of the ith individual, denoted
pii, depends on the censoring indicator. If δi = 1 then pii = 1; if δi = 0 then pii =
(n−∑Ni=1 δi)/∑Ni=1(1−δi). An extension of the standard case-cohort design, generally
used when there is an expensive covariate and the event is not rare, is the generalized
case-cohort design. In this generalized design a simple random sample of size ncases
is selected from the case set of size Ncases, and a sample sized ncohort = n − ncases
is selected from the cohort without replacement. For this generalized design, the
sampling probability of individual i still only depends on the censoring indicator,
pii = Pr(Ri = 1|δi).
In our study, using likelihood-based approaches, we want to determine the sam-
pling designs that lead to increased efficiency of the coefficient estimate of the ex-
pensive covariate given the phase II sample size n. The efficiency of the parameter
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estimate is maximized when the corresponding standard error is minimized. The
investigated sampling designs depend on the censoring indicator, or the censoring in-
dicator and the time-to-event variable. In particular, we have the following objectives:
Objective 1: Given the sample size n, in generalized case-cohort designs determine
the proportion of case versus cohort observations that should be selected during phase
II that maximizes the efficiency of the coefficient estimate.
Selecting a more informative case sample could improve the efficiency of the sam-
pling designs. Thus we consider an extension of the generalized case-cohort design
in which the selection probabilities depend on the censoring indicator and the case
selection probabilities depend on the time-to-event variable. Thus we investigate the
following objective:
Objective 2: Given the sample size n, determine which observations within the case
set should have a higher selection probability during phase II to obtain more efficient
sampling design. This objective includes
i) Comparison of the design efficiency of the SRS with the BSS of the case set, and
ii) Determination of the case BSS design which improves the efficiency of the coef-
ficient estimate of the expensive covariate.
Finally, our aim is to determine if the design efficiency improves when the sampling
probabilities of the non-case observations depend on the censoring time, Ci. For this
final investigation, BSS designs are considered for both the case set and non-case set.
Objective 3: Using the most efficient design identified under objective 2, determine
which observations within the non-case set in phase II should have a higher selection
probability to obtain more efficient sampling designs. This objective includes
i) Comparison of the design efficiency of the SRS with the BSS of the non-cases,
and
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ii) Determination of the non-case BSS design which improves the efficiency of the
coefficient estimate of the expensive covariate.
The following sampling design settings are considered to investigate the objectives.
In Section 2.1, we will investigate objective 1 through the sampling design setting 1.
Section 2.2 contains the details of sampling design setting 2 which explores objective
2. Finally, the third objective is investigated through sampling design setting 3 details
found in Section 2.3. In the simulation study in Chapter 3, we consider these design
settings under the Weibull AFT model/PH model when the censoring time is from
the uniform distribution and the exponential distribution.
2.1 Sampling Design Setting 1
The first sampling method studied is the generalized case-cohort sampling design in
which sampling depends only on the censoring indicator.
A single large phase I cohort is used throughout all sampling scenarios. The cohort
size is N = 50000 with approximately 10000 cases within the cohort (Ncases ≈ 10000).
A sample is selected from the cohort, the phase II sample, and is measured for the
expensive covariate. For all sampling scenarios the phase II overall sample size n is
10000, but different case sample size (ncases) and cohort sample size (ncohort) values
are considered. The purpose of this design setting is to determine the proportion of
case versus cohort observations to be selected in phase II which lead to more efficient
estimates, objective 1.
The six sampling scenarios outlined in Table 2.1 are performed on the same gen-
erated phase I data set. The percentage of cases initially selected into the sample
decreases by 10% as the sampling scenario number increases. The total number of
cases selected in the phase II is a combination of the ncases sampled and cases selected
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Table 2.1: Sampling Design Setting 1
Sampling Scenario ncases ncohort
1 7000 3000
2 6000 4000
3 5000 5000
4 4000 6000
5 3000 7000
6 2000 8000
during cohort sampling; this is given by
n∗cases =
N∑
i=1
Riδi, (2.1)
where Ri = I[individual i is selected in the second phase]. The total number of cases
within the sample n∗cases is greater than or equal to the cases initially selected into the
sample ncases.
2.2 Sampling Design Setting 2
The second objective, how to select an informative case sample which leads to in-
creased efficiency of the coefficient estimate, is explored in sampling design setting
2. To determine the cases that should have a higher selection probability we employ
the generalized case-cohort sampling design and a modified generalized case-cohort
sampling design with BSS for case set only. The sample collected under the general-
ized case-cohort sampling design is a random sample selected from the case set and
a random sample selected from the cohort. This was completed in sampling design
setting 1. Sampling scenario 2 from sampling design setting 1 (ncases = 6000 and
ncohort = 4000) is used as the SRS of the case set to compare with the BSS sampling
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scenarios outlined in sampling design setting 2A. Sampling design setting 2B investi-
gates case BSS when ncases = 4000 and ncohort = 6000, thus sampling scenario 4 from
sampling design setting 1 will be used to compare SRS with these case BSS scenarios.
For the modified case-cohort sampling design, BSS is applied to the cases and a
random sample is selected from the cohort. For case BSS, the case observations are
ordered based on length of survival time, shortest to longest. Cases will be allocated
to one of three possible case strata using fixed cut-off survival time values; lower cut-
off (LC) and upper cut-off (UC). There will be Ncases1 cases below LC thus are placed
the first, short survival time stratum. The second stratum will have Ncases2 mid-range
survival time cases that fall between LC and UC . Finally, Ncases3 cases are allocated
to the stratum 3, which contains the survival times that are longer than UC . The
defined stratum cut-offs allocate approximately 3000 observations to stratum 1 and
to stratum 3, and Ncases2 = Ncases −Ncases1 −Ncases3 . The cut-off values were chosen
in such a way that we tried to not allocate too many individuals to the first and third
strata to see the importance of selecting individuals from these extreme strata.
T(1) < ... < T(Ncases1 )︸ ︷︷ ︸
ncases1
< LC < T(Ncases1+1) < ... < T(Ncases1+Ncases2 )︸ ︷︷ ︸
ncases2
< UC < T(Ncases1+Ncases2+1)
< ... < T(Ncases1+Ncases2+Ncases3 )︸ ︷︷ ︸
ncases3
, (2.2)
where T(i) denotes the i
th smallest survival time in the case set.
A random sample is selected from each stratum independently with sizes ncases1 ,
ncases2 and ncases3 as shown in Eq. 2.2. The sampling probability assigned to each
stratum varies, however the total sample size remains fixed, n = 10000. In Table 2.2,
the first five sampling scenarios outlined select 6000 case observations, and 4000 cohort
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observations. Firstly, we select the predetermined number from each case strata to
make up the total ncases. Following this a random sample is collected from the cohort
without replacement. Recall the cohort is made up of cases as well as non-cases, this
implies the sample size from each case strata will be larger than those presented in
Table 2.2. In the first sampling scenario in Table 2.2, case observations with short
or long survival times (stratum 1 and 3) will be sampled heavily and no mid-range
survival time observations will be selected during the case sampling. For sampling
scenario 2, an equal number of cases will be selected from each of the three defined
case strata. In sampling scenario 3 the case observations with long survival times,
case stratum 3, are sampled more than the other case strata. In contrast sampling
from stratum 1, the short survival times, is increased in sampling scenario 4. Finally
sampling scenario 5, like sampling scenario 1, focuses case sampling mostly on the
observations from stratum 1 or 3, however a sixth of the initial case sample will be
mid-range survival time observations (stratum 2). The proportion of cases to cohort
observations selected into the sample is modified in sampling scenario 6, ncases = 4000
and ncohort = 6000, which is found to be the most efficient sampling design in sampling
design setting 1 in Chapter 3. The percentage of observations sampled from each case
strata mimics that of sampling scenario 4 in Table 2.2 which is found to be the most
efficient design among the first five scenarios in Chapter 3.
Table 2.2: Sampling Design Setting 2A
Sampling Scenario ncases1 ncases2 ncases3 ncohort
1 3000 0 3000 4000
2 2000 2000 2000 4000
3 1000 2000 3000 4000
4 3000 2000 1000 4000
5 3000 1000 2000 4000
6 2500 1000 500 6000
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The goal of sampling design setting 2B in Table 2.3 is to obtain the most efficient
estimates when the case strata selection probabilities are modified between sampling
scenarios, as in sampling design setting 2A in Table 2.2, combined with the knowledge
gained from sampling design setting 1. All six scenarios begin by selecting a predefined
number of cases from each case strata totalling ncases = 4000 cases; then the cohort
sample, where ncohort = 6000 observations (a mixture of cases and non-cases) are
randomly selected without replacement. For sampling scenarios 1 and 6 in sampling
design setting 2B, most or all of the case sample is selected from the first and third
strata. In sampling scenario 2, a random sample will be selected from each case strata
of approximately equal size. In the third sampling scenario cases with long survival
times, cases within stratum 3, will be largely sampled. Finally the short survival
times, cases within the first stratum, are heavily sampled in sampling scenarios 4, 5
and 6 with different stratum 2 and 3 sample size scenarios.
Table 2.3: Sampling Design Setting 2B
Sampling Scenario ncases1 ncases2 ncases3 ncohort
1 2000 0 2000 6000
2 1333 1334 1333 6000
3 500 1000 2500 6000
4 2500 1000 500 6000
5 2666 667 667 6000
6 2500 500 1000 6000
The total number of cases sampled from the jth strata is the combination of the
cases initially selected into the sample from strata j and cases selected during cohort
sampling. This is given by
n∗casesj =
∑
i∈Sj
Riδi, (2.3)
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where Sj denotes the j
th stratum (j = 1, 2, 3). The total number of cases sampled
from the jth strata n∗casesj is greater than or equal to the number of cases initially
sampled from the jth strata ncasesj .
2.3 Sampling Design Setting 3
Objective 3 is explored in sampling design setting 3; we want to obtain the most
efficient design by selecting the non-case observations in an informative manner. For
this analysis we will be selecting an informative sample from the case set and the
non-case set; these sets are mutually exclusive.
The cases are selected based on knowledge gained from sampling design setting
2; we consider the most efficient design obtained in Section 2.2. We set ncasesj =
n∗casesj and perform sampling on the case set and non-case set separately instead of
sampling from the case set or the cohort. The non-case observations are ordered by
censoring time, and stratified into three groups. Suppose the first non-case stratum
includes Nnoncases1 non-cases with a censoring time shorter than the lower censoring
time threshold (LCN), and the third non-case stratum includes Nnoncases3 non-cases
with a censoring time longer than the upper censoring time threshold (UCN). The
remaining Nnoncases2 = Nnoncases −Nnoncases1 −Nnoncases3 non-cases with intermediate
censoring times fall in non-case stratum 2. The defined stratum cutoffs, LCN and
UCN , result in: Nnoncases1 ≈ 7000, Nnoncases2 ≈ 26000 and Nnoncases3 ≈ 7000.
C(1) < ... < C(Nnoncases1 )︸ ︷︷ ︸
nnoncases1
< LCN < C(Nnoncases1+1) < ... < C(Nnoncases1+Nnoncases2 )︸ ︷︷ ︸
nnoncases2
< UCN < C(Nnoncases1+Nnoncases2+1)
< ... < C(Nnoncases1+Nnoncases2+Nnoncases3 )︸ ︷︷ ︸
nnoncases3
, (2.4)
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where C(i) denotes the i
th smallest censoring time. Firstly, a random sample of size
n∗casesj , will be randomly selected from the j
th case strata (j = 1, 2, 3); then a ran-
dom sample is selected from each non-case stratum independently; a sample of size
nnoncasesh is selected from the h
th non-case stratum (h = 1, 2, 3).
Table 2.4 outlines the sampling scenarios investigated for sampling design setting
3. Throughout all of the simulations n, n∗cases1 , n
∗
cases2
and n∗cases3 remain fixed. There
will be nnoncases = 5000 throughout all of the sampling scenarios. The sampling
probabilities of the non-case strata change between different sampling scenarios. In
sampling scenarios 1 and 6 non-cases will be sampled mostly from stratum 1 and
3, short and long censoring times respectively. The non-case sampling performed in
sampling scenario 2 is selected mostly from the mid-range censoring times, non-case
strata 2. Each non-case strata will be sampled from in approximately equal numbers
in sampling scenario 3. Sampling scenarios 4 and 7 will sample non-case observations
mostly from non-case stratum 1, the short censoring times. Finally, the long censoring
time observations within stratum 3 will be heavily sampled in sampling scenario 5.
Table 2.4: Sampling Design Setting 3
Sampling Scenario n∗cases1 n
∗
cases2
n∗cases3 nnoncases1 nnoncases2 nnoncases3
1 2700 1400 900 2500 0 2500
2 2700 1400 900 875 3250 875
3 2700 1400 900 1667 1666 1667
4 2700 1400 900 2700 1400 900
5 2700 1400 900 900 1400 2700
6 2700 1400 900 2700 900 1400
7 2700 1400 900 3334 834 834
Chapter 3
Simulation Study Under the
Standard Survival Model
For a given phase II sample size n, we explore extensions of the generalized case-cohort
sampling design that result in more efficient sampling designs. Efficient sampling
designs minimize the variance of the coefficient estimate of the expensive covariate
X. In Chapter 2, different sampling design settings are outlined relating to the three
main study objectives. These defined sampling design settings will explore phase
II sampling where the sampling probabilities depend on censoring indicator only, or
censoring indicator and the observed survival time.
In two-phase sampling designs, for all N individuals within the cohort (i.e. phase
I sample) the observed time ti and censoring indicator δi is obtained. No inexpensive
covariates are considered in the simulation study. In phase II, a sample is selected from
the cohort, based on δi and/or ti generated in phase I, and the expensive covariate is
obtained. In the simulation study it is assumed that there is an expensive covariate
X which is a binary variable. Individuals within the cohort, both those with complete
(δi, ti, xi) and incomplete (δi, ti) data will contribute to the likelihood function. For
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the simulation study performed the likelihood function (Eq. 1.16) can be simplified
to:
L(θ; q) =
∏
i∈V
f(ti|xi; θ)δiS(ti|xi; θ)1−δig(xi; q)
∏
i∈V
1∑
x=0
f(ti|x; θ)δiS(ti|x; θ)1−δig(x; q),
(3.1)
where the notation used was described in Section 1.4. The ML estimate of θ and q is
obtained by maximizing Eq. 3.1.
3.1 Simulation Procedure
A large cohort of individuals, N = 50000, was generated for each simulation study.
First the expensive covariate, Xi, was generated from the Bernoulli distribution
with the probability of success p = 0.25. The time-to-event value for individual
i, Ti was generated from the Weibull distribution with survival function S(t|x) =
exp(−e0.5+γ1xtα). Throughout the simulation study different values of the shape
parameter, α and regression parameter, γ1, were considered: α = 0.5, 1.0, 1.5 and
γ1 = 0, 0.25, 1.0. Two censoring mechanisms were considered during the simulation
study. Firstly, the censoring time, Ci, was generated from the Uniform distribution
(0, b). The results to be found in Section 3.2. In Section 3.3, the censoring time
was generated from the Exponential distribution with rate λ. The values of the pa-
rameters b and λ in the censoring distributions were determined in such a way that
approximately 20% of the observations are not censored; in other words, there will be
approximately Ncases ≈ 10000 cases within the cohort, with size N = 50000.
In phase I, the response variable, (δi, ti) is collected for all individuals N within the
cohort. A sample will be selected in phase II, based on the response variable, and will
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be measured for the expensive covariate. The expensive covariate xi is assumed to be
unknown for unselected individuals in the second phase. Thus individuals selected in
phase II will be completely observed (δi, ti, xi), and individuals not selected in phase
II will be incomplete (δi, ti). The case-cohort sampling designs outlined in Chapter 2
were performed on the simulated dataset and the ML estimates were obtained for the
model parameters. The nlm function that is built into the R software environment
was used to maximize the likelihood function (Eq. 3.1) and obtain the ML estimates of
the parameters and their corresponding standard errors. The sampling designs were
compared based on the efficiency of coefficient of the expensive covariate (γ1 in Eq.
1.7), thus we want to minimize the standard error of the ML estimate of γ1, γˆ1.
3.2 Uniform Censoring
Although the sampling procedure, as described in Section 3.1, is a response-dependent
sampling design the sampling designs investigated in Chapter 2 under uniform censor-
ing result in ML estimates that are unbiased. The figures in Appendix A.1 illustrate
the ML estimates of γ1 obtained through maximizing Eq. 3.1 are close to the true
value.
3.2.1 Results under Sampling Design Setting 1
We consider the efficiency of sampling designs that are extensions of the generalized
case-cohort design. In particular in sampling design setting 1 (Section 2.1), we aim to
understand the efficiency of the generalized case-cohort designs based on the number
of case and cohort observations selected in phase II (Objective 1) given the phase II
sample size n. The sampling scenarios considered are in Table 2.1.
For each value of γ1 a plot of the standard error of γˆ1 is presented in Figure 3.1
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for all sampling scenarios in Table 2.1 explored and all values of the shape param-
eter that were considered. All of the plots indicate that scenario 1, when selecting
7000 case observations into the sample, produces the highest standard error estimate.
The standard error estimate continues to decrease as the number of selected cases
observations decreases until scenario 4. For scenarios 5 and 6 the standard error of
γˆ1 begins to increase. This trend is seen across all values of γ1 and all values of the
shape parameter.
Figure 3.1: Standard error estimate of γˆ1 under sampling design setting 1 and the
Weibull survival model with shape parameter α = 0.5, 1, 1.5. Censoring times were
generated from the Uniform distribution.
Our results indicate that sampling scenario 4 produces the minimum standard
error for all γ1 and α values investigated. Sampling scenario 4 selects 4000 cases and
6000 subcohort observations however this does not reflect the true number of cases
found within the total sample in the second phase. Recall the cohort sampled in
the second phase includes non-case observations as well as cases that have not been
sampled. Thus the true number of cases, n∗cases (Eq. 2.1) is generally larger than
ncases. Table 3.1 gives n
∗
cases and the number of non-cases sampled, nnoncases, in each
sampling scenario. For sampling scenario 4, the number of cases within the sample
was 4802. Comparing the total number of cases in the other sampling scenarios with
scenario 4 (Table 3.1), scenario 4 achieves near balance between the number of cases
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and non-cases selected into the sample.
As in the case-control sampling design, when the phase II sample size n is fixed,
a balanced number of cases versus non-cases selected into the sample minimizes the
variance. Therefore the parameter estimates that are produced are the most efficient.
Table 3.1: Count of Cases versus Non-cases under the Sampling Design Setting 1 and
Standard Survival Model
Sampling Scenario n∗cases nnoncases
1 7211 2789
2 6383 3617
3 5573 4427
4 4802 5198
5 4063 5938
6 3360 6640
3.2.2 Results under Sampling Design Setting 2
In this sampling design setting, phase II sampling is dependent on the censoring
indicator as well as the observed survival time. In particular for Objective 2, defined
in Chapter 2, focuses on the selection probability assigned to the case observations.
This objective is explored through sampling design setting 2, Section 2.2, and considers
SRS and BSS of the case set. Case observations will be stratified into three groups
based on their survival time, and each stratum will be sampled from independently.
Table 2.2 and 2.3 contains the sampling scenarios considered in this design setting.
Using sampling scenario 2 of sampling design setting 1 (Table 2.1), we can compare
SRS with BSS of the case set (sampling scenarios 1 through 5 of sampling design
setting 2A). The efficiency of γˆ1 is affected when employing BSS versus SRS. In
particular, when the BSS design selects more cases from the left side of the distribution
the efficiency of γˆ1 is improved over the SRS design.
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For sampling scenarios one to five in Table 2.2 the proportion of cases to non-
cases was consistent, in general 6400 to 3600. Therefore the change in standard error
between sampling scenarios is not due to the number of cases versus non-cases within
the sample.
Figure 3.2 depicting standard error of the γ1 estimate, by sampling scenario and
shape parameter, indicate selecting more cases from the first and second strata will
result in a lower standard error. In particular, sampling scenarios four and five show
lower standard errors in comparison to the other sampling scenarios with ncases =
6000. In these scenarios increased sampling from the left side of the distribution and
results in more efficient estimates. Reflecting on the shape of the true underlying
distribution of the simulated data, the Weibull distribution, this conclusion seems
logical. The Weibull distribution is skewed to the right thus selecting more from the
left hand side would provide more information on the shape of the distribution. The
pdfs for γ1 = 1 for the three shape parameters explored can be found in the Appendix
B.1.
Sampling scenario three selects more from case stratum 3, thus selecting more cases
from the right side of the distribution. The standard error of γˆ1 for this scenario is
larger than all other scenarios. Again this is a logical conclusion, the sampling scenario
is selecting more cases from the right tail of the distribution and such observations
are less frequent in the cohort.
The lowest standard error is achieved when selecting more observations from the
cohort (ncohort = 6000) the the case set (ncases = 4000) in addition to increased
sampling from stratum 1 and 2, denoted sampling scenario six. This is a reflection
of a conclusion made in sampling design 1, balance between the number of cases and
non-cases in the sample produce more efficient estimates.
The results discussed hold for all values of γ1 and all defined values of the shape
36
Figure 3.2: Standard error estimate of γˆ1 under sampling design setting 2A and the
Weibull survival model with shape parameter α = 0.5, 1, 1.5. Censoring times were
generated from the Uniform distribution.
parameter used throughout the analysis.
In sampling design setting 2B, we aim to determine the most efficient BSS case
sampling scenario when there is approximate balance between cases and non-cases
within the sample, the most efficient sampling scenario from sampling design setting
1. Using sampling scenario 4 of sampling design setting 1 (Table 2.1) and sampling
design setting 2B (Table 2.3), we can compare SRS with BSS of the case set. Recall
in sampling design setting 1 that the generalized case-cohort sampling design was
employed; a SRS is selected from the case set and then from the cohort. Thus sampling
scenario 4 from sampling design setting 1 is used as the SRS of the case set in the
required comparison. Further, sampling scenario 4 is used for comparison since the
proportion of cases initially selected into the sample is the same as the scenarios
outlined in Table 2.3, ncases = 4000. The sampling design efficiency may improve or
degrade based on the BSS design employed, when compared to the SRS design.
For all of the sampling scenarios in sampling design setting 2B the proportion of
cases to non-cases was consistent, approximately 4800 to 5200. This indicates change
in standard error between sampling scenarios is not due to the proportion of cases to
non-cases within the sample, but instead a result of the case strata sampling. Figure
3.3 displays the standard error of γˆ1 for all sampling scenarios in Table 2.3 and shape
37
parameter values. Sampling scenarios four, five and six result in the lowest standard
error estimate. These three sampling scenarios correspond to selecting more cases
from stratum 1 and 2 versus stratum 3, in other words selecting more from shorter
time-to-event cases. A more efficient sampling design can be obtained by selecting
more individuals from the high frequency areas of the distribution.
Figure 3.3: Standard error estimate of γˆ1 under sampling design setting 2B and the
Weibull survival model with shape parameter α = 0.5, 1, 1.5. Censoring times were
generated from the Uniform distribution.
The largest standard error for γˆ1 is produced when more cases are being sampled
from stratum 3. Increased sampling from stratum 3 translates to increased sampling
from the right tail of the Weibull distribution, a rather uninformative portion of the
distribution.
3.2.3 Results under Sampling Design Setting 3
Employing the most efficient BSS design of the case set from sampling design setting
2, we aim to determine which non-cases within the cohort should be assigned a higher
selection probability during phase II sampling. In Chapter 2, this is discussed as
Objective 3 and will be explored using sampling design setting 3 as outlined in Section
2.3.
Firstly, to compare SRS with BSS of the non-cases, we compare sampling scenario
4 from sampling design setting 2B with the sampling design setting 3 in Table 2.4.
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Sampling scenario 4 from sampling design setting 2B was the most efficient case
BSS sampling scenario, in which a BSS is performed on the case sample and a SRS is
collected from the cohort. The efficiency of the γ1 estimate is affected when employing
BSS versus SRS of the non-case set, either it will degrade or improve depending on
the BSS design employed.
To determine the efficiency of the tested non-case BSS scenarios in Table 2.4, the
standard error of γˆ1 is plotted in Figure 3.4. The least efficient sampling scenarios
are 4 and 7, which have increased sampling from non-case strata 1 and 2. In general,
as the number of observations sampled from the first stratum decreases, the design
efficiency improves.
Figure 3.4: Standard error estimate of γˆ1 under sampling design setting 3 and the
Weibull survival model with shape parameter α = 0.5, 1, 1.5. Censoring times were
generated from the Uniform distribution.
For all γ1 and shape parameter values explored, the minimum standard error occurs
in sampling scenario 5. In sampling scenario 5, sampling from the third stratum is
highest among the scenarios investigated and then is coupled with little sampling from
stratum 1. Thus the design efficiency is improved when the non-cases within stratum
3 have been assigned a higher selection probability.
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3.3 Exponential Censoring
Although the sampling procedure, as described in Section 3.1, is a response-dependent
sampling design the sampling designs investigated in Chapter 2 under exponential
censoring result in ML estimates that are unbiased. The figures in Appendix A.2
illustrate the ML estimates of γ1, under exponential censoring, obtained through
maximizing Eq. 3.1 are close to the true value.
3.3.1 Results under Sampling Design Setting 1
To determine the most efficient generalized case-cohort design under exponential cen-
soring, the standard errors are plotted in Figure 3.5 for all Weibull shape parameter α
values and sampling scenarios in Table 2.1. When γ1 = 0, the efficiency of γˆ1 increases
as the number of selected cases decreases, until sampling scenario 3 for all shape pa-
rameters investigated. When α = 0.5 the efficiency increases again as the number of
selected cases decreases to 4000. Thus the most efficient sampling design when γ1 = 0
and α = 0.5 is sampling scenario 4. When α = 1 or α = 1.5 the efficiency of the γ1
estimate decreases as the number of cases selected decreases, after sampling scenario
3. Therefore sampling scenario 3 produces the most efficient γ1 estimates when the
shape parameter is equal to 1 or 1.5 and the true value of γ1 = 0.
For γ1 = 1, the standard error when α = 0.5 or α = 1.0 behaves similarly to what
was observed when the censoring indicator was generated from a uniform distribution.
The minimum standard error was observed under sampling scenario 4, thus the most
efficient parameter estimate was obtained by this sampling design. The standard
errors calculated for the other sampling scenarios steadily decrease until sampling
scenario 4, then begin to increase moving from fourth to the fifth sampling scenario.
The behaviour of the standard error when γ1 = 1 and α = 1.5 is slightly different than
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Figure 3.5: Standard error estimate of γˆ1 under sampling design setting 1 and the
Weibull survival model with shape parameter α = 0.5, 1, 1.5. Censoring times were
generated from the Exponential distribution.
observed under uniform censoring. The standard error for sampling scenarios 1, 2 and
3 are smaller then the standard errors for sampling scenarios 4, 5 and 6. Previously,
under uniform censoring, sampling scenarios 1 and 2 were the least efficient parameter
estimates, the standard errors were the highest among all scenarios. In Appendix C,
the empirical conditional pdfs of the cases in the cohort and of the cases selected in
phase II are shown for each shape parameter value investigated. In Appendix C.3,
when α = 1.5, it shows that the sample from the case set must be large enough to
sufficiently sample cases from the extremes of the distribution.
3.3.2 Results under Sampling Design Setting 2
Comparing sampling scenario 2 from sampling design setting 1 with sampling scenarios
1 to 5 of sampling design setting 2A in Table 2.2, we conclude BSS of the case set
does change the efficiency of the γ1 estimate when compared with a SRS from the
same case set. To determine which stratified sampling design is the most efficient,
the standard error of γˆ1 for each sampling scenario and α value is presented in the
Figure 3.6. When γ1 = 0, the standard error patterns follow what was observed
under uniform censoring. Within the first 5 sampling scenarios, the standard error is
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minimized when we decrease the case sampling from stratum 3, few observations with
long-term survival sampled. Combining this conclusion with the knowledge gained
during sampling design setting 1, balance between case and non-case observations,
sampling scenario 6 is presented. Sampling scenario 6 does in fact produce the most
efficient γ1 estimate.
Figure 3.6: Standard error estimate of γˆ1 under sampling design setting 2A and the
Weibull survival model with shape parameter α = 0.5, 1, 1.5. Censoring times were
generated from the Exponential distribution.
For γ1 = 1 when the α is equal to 0.5 or 1.0 our conclusion does not change.
Increased sampling from the first two stratum produce more efficient estimates, and
sampling scenario 6 obtains the most efficient estimates among the sampling scenarios
given. When γ1 = 1 and α = 1.5, however, the standard error pattern is drastically
different then what was observed under uniform censoring, and what was observed for
the other shape parameters under exponential censoring. The standard error is now
minimized when there is increased sampling from stratum 1 and stratum 3, therefore
sampling scenario 1 results in the most efficient estimates. Decreasing the sampling
from either stratum 1 or 3 increases the standard error, thus produces less efficient
estimates. When the censoring mechanism is from the exponential distribution, sam-
pling from the stratum 1 and 3 (the tails of the distribution) becomes increasingly
important as the empirical conditional distribution for the cases becomes more sym-
metric when the shape parameter α is 1.5.
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Sampling design setting 2B is used to compare SRS with BSS of the case sample
and to determine the most efficient case BSS sampling scenario under the most efficient
sampling scenario obtained in sampling design setting 1; cases and non-cases should
be approximately balanced within the sample. The efficiency of γˆ1 is affected when
BSS is employed instead of SRS of the case set, in particular an increase or decrease
in efficiency occurs depending on the BSS performed. This conclusion was drawn
by comparing sampling scenario 4 from sampling design setting 1 and all sampling
scenarios in Figure 3.7 from sampling design setting 2B (Table 2.3).
When γ1 = 0, the standard error of γˆ1 is minimized when there is increased sam-
pling on stratum 1 and 2, sampling scenarios 4, 5, and 6 (Figure 3.7). When selecting
heavily from stratum 3 there is an increase in the standard error, the estimates are less
efficient. This agrees with the conclusions made in sampling design setting 2B under
exponential censoring and when the censoring times were generated from a uniform
distribution.
Figure 3.7: Standard error estimate of γˆ1 under sampling design setting 2B and the
Weibull survival model with shape parameter α = 0.5, 1, 1.5. Censoring times were
generated from the Exponential distribution.
The standard error of γˆ1 when γ1 = 1 and the shape parameter α is 0.5 or 1.0
increases as sampling from stratum 1 decreases. For these two shape parameters in-
creased sampling from stratum 1 and stratum 2 produces the most efficient estimates.
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When the shape parameter is 1.5 however, the standard error decreases when sam-
pling from stratum 1 and stratum 3 is increased, thus sampling scenario 6 is the most
efficient sampling design.
3.3.3 Results under Sampling Design Setting 3
The standard error of γˆ1 for each sampling scenario in Table 2.4 and shape parameter
investigated is plotted in Figure 3.8. When BSS of the non-case set is employed there
is a change in γˆ1 efficiency when compared with SRS. The change in efficiency can be
seen by comparing sampling scenario 4 in Figure 3.7 from sampling design setting 2B
with the sampling design setting 3 sampling scenarios (Table 2.4) depicted in Figure
3.8.
The standard error is maximized in sampling scenario 7 when there is increased
sampling from non-case stratum 1. Thus increased sampling of the short censoring
times leads to a less efficient parameter estimate. Sampling scenario 5 is the most
efficient design; the standard error is low when sampling from non-case stratum 3 is
increased.
Figure 3.8: Standard error estimate of γˆ1 under sampling design setting 3 and the
Weibull survival model with shape parameter α = 0.5, 1, 1.5. Censoring times were
generated from the Exponential distribution.
Generally, the design efficiency improves as nnoncases3 increases. In other words,
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selecting longer censoring times improves the efficiency of γ1 estimate. This agrees
with conclusions for sampling design setting 3 with uniform censoring.
3.4 A Standard Monte Carlo Simulation Study
The simulation study performed is similar to the previously defined study in Section
3.1, with a few modifications. Instead of using a very large cohort size N and sample
size n, we consider that the cohort size is N = 5000 and the phase II sample size is
n = 1000. The data generation, sampling and estimation was replicated 1000 times
for each set of parameters investigated (α = 0.5, 1, 1.5 and γ1 = 0, 0.25). This is
a typical Monte Carlo simulation study, and it was conducted to see whether the
previous simulation study based on a large cohort of data and a large sample size is
valid to understand the efficiency of the sampling designs. Since the standard Monte
Carlo simulation study with multiple replications is computationally expensive, one
would prefer to use a simulation study with a large cohort.
The censoring mechanism used in the simulation study is from the uniform distri-
bution with a censoring rate of 80%, thus there are approximately 1000 cases within
the cohort, Ncases ≈ 1000. Depending on the aim of the sampling designs investigated
the proportion of cases to cohort observations selected is modified, or the case strata
selection probabilities are changed.
The results capture the mean of the γ1 coefficient estimate and the mean standard
error estimates of γˆ1 for each shape parameter and sampling scenario considered over
1000 simulation replications. A summary of the mean standard error estimates of γˆ1
is provided in the following sections. The mean coefficient estimates were found to be
very close to the true value.
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3.4.1 Results under Sampling Design Setting 1
Sampling design setting 1 investigates the efficiency of the sampling scenarios when
changing the proportion of case to cohort observations selected in phase II. Table 3.2
outlines the sampling scenarios investigated in this simulation study.
Table 3.2: Sampling Design Setting 1 Used for the Standard Monte Carlo Simulation
Study
Sampling Scenario ncases ncohort
1 250 750
2 400 600
3 500 500
4 600 400
5 750 250
As previously seen, the true number of cases within the sample is made up of two
components: the cases initially selected into sample, and the case observations that
were in the cohort portion of the sample. Table 3.3 presents the mean number of cases
and non-cases within the sample over 1000 replications for each sampling scenario.
Table 3.3: Mean Number of Cases versus Non-cases for Sampling Design Setting 1
over 1000 Replications
Sampling Scenario Mean Number of Cases Mean Number of Non-Cases
1 371 629
2 480 520
3 557 443
4 637 363
5 766 234
Figure 3.9 depicts the mean of the standard error estimates of γˆ1 over 1000 repli-
cations for each sampling scenario and shape parameter investigated. The standard
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error is minimized for sampling scenario 2, in which 400 cases and 600 cohort obser-
vations were selected, and thus was the most efficient design. Sampling scenario 2
is the sampling design that is closest to balancing the number of cases to non-cases
within the sample.
Figure 3.9: Mean standard error estimates of γˆ1 over 1000 replications under sampling
design setting 1 and the Weibull survival model with shape parameter α = 0.5, 1, 1.5.
Censoring times were generated from the Uniform distribution.
The result of this sampling design setting agrees with the results from the large
sample N = 50000 simulation study in Section 3.2.1, the sampling design with ap-
proximate balance between cases and non-cases within the sample is the most efficient
design.
3.4.2 Results under Sampling Design Setting 2
To determine the sampling probabilities for the cases that lead to the most efficient
sampling design we stratify the case observations into 3 strata based on observed
survival time and sample from each independently. There will be approximately
Ncases1 ≈ Ncases3 ≈ 300 cases allocated to stratum 1 and 3, and Ncases2 ≈ 400 cases
to stratum 2. The proportion of cases selected from each of the strata is modified
however ncases = 600 is not altered. Table 3.4 shows the sampling scenarios performed
for sampling design setting 2A.
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Table 3.4: Sampling Design Setting 2A Used for the Standard Monte Carlo Simulation
Study
Sampling Scenario ncases1 ncases2 ncases3 ncohort
1 300 0 300 400
2 200 200 200 400
3 300 100 200 400
4 100 200 300 400
5 300 200 100 400
Figure 3.10 depicts the mean standard error estimates of γˆ1 over 1000 replications
for the scenarios investigated. From the figure notice that increased sampling from
stratum 1 and 2 improves the design efficiency. Sampling scenario 4, in which sampling
is increased from stratum 3 is, in fact, the least efficient sampling design. Sampling
scenario 5 is the most efficient design with the lowest standard error and is the design
in which case sampling is mostly done from stratum 1 and 2.
Figure 3.10: Mean standard error estimates of γˆ1 over 1000 replications under
sampling design setting 2A and the Weibull survival model with shape parameter
α = 0.5, 1, 1.5. Censoring times were generated from the Uniform distribution.
The most efficient design is achieved when sampling from stratum 1 and stratum
2 is increased, this agrees with the results obtained in the large sample N = 50000
simulation study in Section 3.2.2.
In sampling design setting 2B, the number of cases initially selected into the phase
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II sample is ncases = 500 and the proportion of cases sampled from each strata changes
as provided in Table 3.5.
Table 3.5: Sampling Design Setting 2B Used for the Standard Monte Carlo Simulation
Study
Sampling Scenario ncases1 ncases2 ncases3 ncohort
1 250 0 250 500
2 175 150 175 500
3 167 166 167 500
4 85 165 250 500
5 250 165 85 500
The mean standard error estimate of γˆ1 for each sampling scenario is plotted in
Figure 3.11. We conclude that as sampling is increased from stratum 1 and 2, the
standard error decreases. The most efficient sampling design is sampling scenario 5,
in which sampling is mostly from stratum 1 and 2. The mean standard error estimate
under sampling scenario 5 is also less than the mean standard error estimates in Figure
3.10. The least efficient sampling design is when sampling from the right side of the
distribution is increased, sampling scenario 4.
Figure 3.11: Mean of standard error estimates of γˆ1 over 1000 replications under
sampling design setting 2B and the Weibull survival model with shape parameter
α = 0.5, 1, 1.5. Censoring times were generated from the Uniform distribution.
Again we concluded that increased sampling from case stratum 1 and 2 improves
the sampling design efficiency, which agrees with previous conclusions made in the
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sampling design setting 2A of the standard Monte Carlo simulation study and the
large sample N = 50000 simulation study.
The efficiency conclusions obtained in the standard Monte Carlo simulation study
agree with those obtained in the large sample N = 50000 simulation study. Hence,
performing a large sample simulation study is sufficient to understand the efficiency
of sampling designs, and the framework applied in Section 3.1 could be safely used.
Chapter 4
Efficiency of Sampling Designs
Under Mixture Cure Model
The mixture cure model (Eq. 1.11) considers that some individuals are statistically
cured. Within this study, the survival times are from a mixture cure model which
has a non-standard survival function. The aim is to determine the most efficient
sampling designs when data is from the mixture cure model. In particular, the aim
is to determine the proportion of cases versus cohort observations selected and to
understand how the sampling probabilities should be assigned to members of the
cohort, to obtain the most efficient case-cohort design.
The previously discussed simplified likelihood equation (Eq. 3.1) is modified in
such a way to consider data from the mixture cure model:
L(θ; q) =
∏
i∈V
[p(xi)fo(ti|xi; θ)]δi [p(xi) + (1− p(xi))So(ti|xi; θ)]1−δig(xi; q)×
∏
i∈V
1∑
x=0
[p(x)fo(ti|x; θ)]δi [p(x) + (1− p(x))So(ti|x; θ)]1−δig(x; q), (4.1)
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where p(xi) is the probability of being cured, fo(ti|xi; θ) is the standard pdf and
So(ti|xi; θ) is the standard survival function for the susceptible group of individuals.
4.1 Simulation Study Set-up under Mixture Cure
Model
To identify efficient two-phase sampling designs, following the aims in Chapter 2
under the mixture cure model (Eq. 1.11), based on the likelihood-based method, a
large cohort of data was generated from the mixture cure model.
For each simulation study a large cohort of individuals, N = 50000, was generated.
First for each individual i the expensive covariate, xi, which is binary, was generated
from the Bernoulli distribution with the probability of success 0.25. For each observa-
tion the probability of being cured p(xi) is calculated using Eq. 1.12. The probability
of being cured has introduced two new parameters into the model, α0 and α1. These
two parameters were defined in such a way that when the expensive covariate is equal
to zero the probability of being cured is 0.5, and when the covariate is equal to one
the probability of being cured is 0.6. Thus, we set α0 = 0 and α1 = 0.405. Using
the probability of being cured, the cure status (Qi) for each observation is generated
using a Bernoulli distribution with probability of being cured, p(xi). If Qi = 1, the
observation is cured, otherwise Qi = 0 and the observation is not cured.
The time-to-event value for a susceptible individual i, Ti, was generated from the
Weibull distribution with survival function
So(ti|xi) = exp(−e0.5+γ1xitαi ). (4.2)
Throughout the simulation study three values of the shape parameter (α) and
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regression parameter (γ1) are considered: α = 0.5, 1.0, 1.5 and γ1 = 0, 0.25, 1.0. The
right censoring time (Ci) was generated from Uniform(a,b) where a and b are selected
in such a way that the censoring rate is approximately 70% and there is no early
censoring.
Each individual has a censoring indicator (δi) and observation time (ti). All cured
individuals, Qi = 1, are censored (δi = 0) thus ti = Ci. Susceptible individuals with
Qi = 0 are censored if Ci < Ti, otherwise δi = 1 when Ci ≥ Ti. The observed time for
susceptible individuals is obtained by ti = min(Ti, Ci).
The case-cohort sampling designs were performed on the simulated dataset are
outlined in Section 4.2. Parameter estimates were obtained through MLE by maxi-
mizing the likelihood function in Eq. 4.1. The nlm function that is built into the R
software environment was used to obtain the estimates for the parameters and their
corresponding standard errors.
The sampling designs were compared based on the efficiency of the coefficient
estimate of the expensive covariate in both the probability of being cured model (Eq.
1.12) and the Weibull survival model for the susceptible individuals (Eq. 4.2). Thus
we want to minimize the standard error estimates of the ML estimate of γ1 and α1,
γˆ1 and αˆ1.
4.2 Sampling Designs Settings for Mixture Cure
Model
For the mixture cure model we will be investigating the efficiency of both regression
coefficient estimates γˆ1 and αˆ1. We would like to achieve optimal efficiency for both
parameter estimates, thus the most efficient sampling design described within our
investigation may balance the efficiency of the two parameter estimates.
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4.2.1 Mixture Cure Model Sampling Design Setting 1
Mixture cure model sampling design setting 1 investigates the proportion of case
observations versus cohort observations that should be selected in a generalized case-
cohort design where a SRS is performed on the cases and the cohort given a phase II
sample size n.
Table 4.1: Mixture Cure Model Sampling Design Setting 1
Sampling Scenario ncases ncohort
1 9000 1000
2 8000 2000
3 7000 3000
4 6000 4000
5 5000 5000
6 4000 6000
7 3000 7000
8 2000 8000
There are 8 sampling scenarios considered within this design setting (Table 4.1)
when n = 10000. Each sampling scenario is applied to the same generated cohort, thus
allowing comparison. The percentage of cases selected into the sample decreases by
10% between each sampling scenario. Recall, the total number of cases n∗cases selected
in the phase II is a combination of the ncases sampled and cases selected during cohort
sampling (Eq. 2.1). The total number of cases within the sample n∗cases will be greater
than or equal to the cases initially selected into the sample ncases.
4.2.2 Mixture Cure Model Sampling Design Setting 2
For mixture cure model sampling design setting 2 the focus is to determine the most
efficient sampling scenario when the case set is strategically sampled using BSS. As
discussed previously, in standard survival model sampling design setting 2 in Chapter
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2, the case observations are stratified into three mutually exclusive groups. There
are approximately 15000 case observations within the cohort, thus the stratification
is a modification of what was previously seen. The allocation to each case stratum is:
Ncases1 ≈ 3500, Ncases2 ≈ 8000 and Ncases3 ≈ 3500.
Table 4.2: Mixture Cure Model Sampling Design Setting 2
Sampling Scenario ncases1 ncases2 ncases3 ncohort
1 3500 0 3500 3000
2 3500 1000 2500 3000
3 2333 2334 2333 3000
4 1000 2500 3500 3000
5 1633 3734 1633 3000
6 3500 2500 1000 3000
Table 4.2 describes the sampling scenarios investigated. The phase II sample size
n is set to 10000. In the first two sampling scenarios in Table 4.2, case observations
with short or long survival times (stratum 1 and 3) will be sampled heavily during the
case sampling. For sampling scenario 3, an equal number of cases will be selected from
each of the three defined case strata. In sampling scenario 4 the case observations
with long survival times, case stratum 3, are sampled more than the other case strata.
In contrast sampling from stratum 1, the short survival times, is increased in sampling
scenario 6. Sampling scenario 5 is equivalent to performing a SRS on the case set.
The cohort sample will always be collected through SRS and ncohort will remain the
same across all scenarios. Recall, the total number of cases sampled from the jth
strata n∗casesj is the combination of the cases initially selected into the sample from
strata j and cases selected during cohort sampling (Eq. 2.3).
55
4.2.3 Mixture Cure Model Sampling Design Setting 3
The focus of this sampling design setting is to determine how to best select the
non-case observations in an informative matter, either through SRS or BSS. For this
analysis we will be selecting a BSS sample from the case set and a BSS sample
from the non-case set; these sets are mutually exclusive. Non-cases are stratified
into three strata based on censoring time as described in Section 2.3. The defined
stratum cutoffs, LCN and UCN , result in: Nnoncases1 ≈ 6000, Nnoncases2 ≈ 23000 and
Nnoncases3 ≈ 6000. A sample of size nnoncasesh (h = 1, 2, 3) is selected from the hth
non-case stratum where
∑3
h=1 nnoncasesh = nnoncases.
Within Table 4.3, sampling scenarios 2-8 describe a SRS selected from the case set
(ncases = n
∗
cases = 7000) and a BSS selected from the non-case set (nnoncases = 3000).
Efficiency conclusions comparing different non-case stratum sampling probabilities
can be made using these 7 scenarios. In sampling scenario 2 all sampled non-cases
are selected from stratum 3, observations with long censoring times. For sampling
scenarios 2 to 5, as the sampling scenario number increases, the number of non-
cases sampled from the third non-case stratum decreases. In sampling scenarios 6
to 8 there is no sampling performed from the non-case stratum 3 and the number
of observations selected from non-case stratum 2 decreases as the sampling scenario
increases. Sampling scenario 8 corresponds to the design where non-cases are only
selected from stratum 1, the short censoring times. Sampling scenario 1 is included
to assess the efficiency of γ1 and α1 when BSS is employed to the non-cases under the
most efficient case BSS sampling scenario found in sampling design setting 2 (Table
4.2).
To further explore BSS of cases and non-cases within the cohort, mixture cure
model sampling design setting 3B is presented in Table 4.4. For all 8 sampling sce-
narios, the most efficient BSS sampling scenario of the case set, as determined in
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Table 4.3: Mixture Cure Model Sampling Design Setting 3A
Sampling Scenario n∗cases1 n
∗
cases2
n∗cases3 nnoncases1 nnoncases2 nnoncases3
1 3500 0 3500 0 0 3000
2 1633 3734 1633 0 0 3000
3 1633 3734 1633 0 1500 1500
4 1633 3734 1633 1500 0 1500
5 1633 3734 1633 515 1970 515
6 1633 3734 1633 0 3000 0
7 1633 3734 1633 1500 1500 0
8 1633 3734 1633 3000 0 0
sampling design setting 2 (Table 4.2); 3500 cases will be selected from each case stra-
tum 1 and 3, and zero cases are selected from the second case stratum. The proportion
of non-cases selected from each of the non-case strata is modified throughout the 8
sampling scenarios. In general, as the sampling scenario increases the number of non-
cases selected from the left side of the distribution increases; in other words sampling
observations with short censoring times increases as the sampling scenario increases.
Table 4.4: Mixture Cure Model Sampling Design Setting 3B
Sampling Scenario n∗cases1 n
∗
cases2
n∗cases3 nnoncases1 nnoncases2 nnoncases3
1 3500 0 3500 0 0 3000
2 3500 0 3500 0 1500 1500
3 3500 0 3500 1500 0 1500
4 3500 0 3500 515 1970 515
5 3500 0 3500 1000 1000 1000
6 3500 0 3500 0 3000 0
7 3500 0 3500 1500 1500 0
8 3500 0 3500 3000 0 0
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Figure 4.1: Standard error estimate of γˆ1 (upper panel) and αˆ1 (lower panel) under
sampling design setting 1 for the mixture cure model.
4.3 Results of the Simulation Study
4.3.1 Results under Mixture Cure Model Sampling Design
Setting 1
In sampling design setting 1 we consider the generalized case-cohort design when data
is from the mixture cure model. In particular, we aim to understand the efficiency
of γˆ1 and αˆ1 based on the proportion of case to cohort observations selected into the
phase II sample. Table 4.1 contains the sampling scenarios used in this investigation.
In general, for γˆ1, the standard error increases as the number of cases initially
selected into the sample decreases (Figure 4.1). Thus sampling scenario 1 in Table 4.1
results in the most efficient γ1 parameter estimate among those scenarios investigated.
As shown in Figure 4.1, the standard error estimate of αˆ1 decreases among the
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first three sampling scenarios. Following sampling scenario 3, the standard error
estimate of αˆ1 either increases or stays relatively stable depending on the Weibull
shape parameter and the true value of γ1. Therefore, sampling scenario 3 is selected
as the most efficient sampling design to approximately balance the efficiency of the
γ1 parameter with the efficiency of α1 parameter. Hence, moving forward we will use
sampling scenario 3 (ncases = 7000) as the base design for more complex designs.
4.3.2 Results under Mixture Cure Model Sampling Design
Setting 2
Now consider an extended version of the generalized case-cohort design in which BSS is
performed on the case set. We wish to determine, during phase II sampling, which case
observations should be assigned a higher selection probability so that more efficient
estimates of γ1 and α1 are obtained. The sampling scenarios used in this investigation
are outlined in Table 4.2.
Firstly, to compare SRS with BSS of the case set, we compare sampling scenario 5
with the remaining sampling scenarios within this sampling design setting 2. Figure
4.2 shows that the efficiency of γˆ1 does increase or decrease when BSS is employed,
depending on the BSS design setting. Conversely, there is little to no effect on the
efficiency of αˆ1 when BSS is performed.
Generally, the efficiency of γˆ1 decreases as the number of cases sampled from
stratum 2 increases (Figure 4.2). An exception to this is sampling scenario 6 has
a smaller ncases2 when compared with sampling scenario 5, but the efficiency has
decreased. Between sampling scenarios 5 and 6 there is a significant reduction in
ncases3 which could lead to the loss in efficiency. Sampling scenario 1 resulted in the
most efficient γ1 estimate. This sampling scenario selects only from the extremes in
the case set.
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Figure 4.2: Standard error estimate of γˆ1 (upper panel) and αˆ1 (lower panel) under
sampling design setting 2 for the mixture cure model.
The efficiency of αˆ1 throughout the sampling scenarios does not drastically change
as shown in Figure 4.2. Sampling scenarios 2 and 6 (sampling from case stratum 3 is
decreased) are slightly less efficient then the remaining sampling scenarios particularly
when the true value of γ1 is zero. Additionally, when γ1 = 0 sampling scenario 1 is
slightly more efficient for α1.
In conclusion, under sampling design setting 2 the most efficient design for both γ1
and α1 is sampling scenario 1, in which sampling is performed only on case stratum 1
and 3 (ncases1 = 3500, ncases2 = 0 & ncases3 = 3500). Thus, when completing the case
sampling phase the probability of sampling from case stratum 2 will be zero.
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4.3.3 Results under Mixture Cure Model Sampling Design
Setting 3
Again consider two-phase response-dependent sampling, in which phase II sampling
is dependent on the censoring indicator as well as the time-to-event variable. In
particular, the design setting aims to determine how non-case sampling probabilities
should be assigned to obtain the most efficient parameter estimates. Table 4.3 and
4.4 contain the sampling scenarios considered.
In Figure 4.3, sampling scenarios 2 through 8 given in Table 4.3, outline the changes
in efficiency due to modification of the sampling probabilities of the non-cases; the
cases are selected through SRS. To compare SRS with BSS of the non-cases, compare
sampling scenario 5 (SRS of non-cases) with the remaining sampling scenarios (BSS
of non-cases). The efficiency of γˆ1 does not change when BSS is performed, however
the efficiency of αˆ1 improves or degrades when BSS is performed. The standard error
of αˆ1 increases as the sampling from non-case stratum 3 decreases. Further still, once
nnoncases3 = 0 the standard error continues to increase as sampling from non-case
stratum 2 decreases (i.e. sampling non-case stratum 1 is increased).
Increased sampling from the third non-case stratum (long censoring times) im-
proves the efficiency of αˆ1 which is the ML estimate of the coefficient of the expensive
covariate in the model of the probability of being cured. Stratified sampling of the
non-cases does not greatly influence the γˆ1 efficiency. From Figure 4.3, sampling sce-
nario 1 is the most efficient design for both of the parameters among those scenarios
investigated. Sampling scenario 1 combines the most efficient case stratification design
determined in sampling design setting 2, with the most efficient non-case stratification
sampling design.
Sampling design setting 3B only considers sampling scenarios in which the most
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Figure 4.3: Standard error estimate of γˆ1 (upper panel) and αˆ1 (lower panel) under
sampling design setting 3A for the mixture cure model.
efficient case stratified sampling design is employed. The difference between all of the
sampling scenarios investigated is the change in non-case stratum sampling proba-
bilities. Again, sampling scenario 5 is the SRS of the non-case set. As before, the
efficiency of only αˆ1 will either increase or decrease depending on the BSS design per-
formed. The efficiency of γˆ1 remains unchanged regardless of the stratified sampling
design completed on the non-case set. The αˆ1 efficiency improves as sampling from
non-case stratum 3 increases (Figure 4.4).
In conclusion, the sampling design which results in the most efficient parameter
estimates, samples heavily from case strata 1 and 3, as well as heavy sampling from
the longer censoring times (non-case stratum 3).
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Figure 4.4: Standard error estimate of γˆ1 (upper panel) and αˆ1 (lower panel) under
sampling design setting 3B for the mixture cure model.
Chapter 5
Summary and Conclusions
5.1 Summary
This study was motivated by important problems in biomedicine and genetics, par-
ticularly in genetic association studies. For example, in genetic association studies,
survival data and inexpensive covariates can be collected for all individuals in a co-
hort but budgetary constraints prevent genotyping all individuals within the cohort
(Huang and Lin, 2007; Lin et al. 2013; Lin, 2014). Two-phase response-dependent
sampling designs are cost-efficient and consider observations with incomplete data.
During phase I, all members of the cohort are measured for the response variable
and the inexpensive covariates. In phase II, observations are sampled based on the
response variable collected, and measured for the expensive covariate. In particular,
throughout the study we focused on a time-to-event response variable and case-cohort
sampling designs; during Phase II a random sample is selected from the case set and
the cohort. Firstly, when the phase II sample size n is fixed, the objective was to
determine the proportion of case versus cohort observations that should be selected
into the Phase II sample, resulting in efficient parameter estimates. The efficiency of
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parameter estimates are improved by selecting a more informative sample, thus sam-
pling based on censoring status as well as observed survival time was considered. In
particular, strategic sampling of the cases and the non-cases was performed through
BSS to assess the design efficiency. Cases and non-cases were each stratified into three
groups based on observed survival time. Each of the defined strata were sampled from
independently.
There are two main methods of analysis for case-cohort sampling designs: the
pseudo-likelihood based approach and likelihood based approaches. The pseudo-
likelihood based approaches are generally less efficient than the likelihood-based ap-
proaches and cannot be used when the phase II sampling probability for an individual
is near to zero. Likelihood based approaches can be divided into two main approaches:
the conditional likelihood based approach (conditional on being selected into the sam-
ple) and the full likelihood based approach. We employed the full likelihood based
approach which considers all individuals within the cohort regardless of whether they
were sampled in phase II. The ML estimates obtained through the likelihood based
approach are consistent, asymptotically efficient and normally distributed.
The framework, the large sample N = 50000 simulation study, used to determine
the efficient sampling design within this study was applied under certain assumptions.
In a different study with different assumptions this framework can be employed to
obtain the efficient sampling designs.
5.2 Conclusions
Within this study, the efficiency of various types of case-cohort sampling designs based
on likelihood methods were explored under different survival models: PH model, AFT
model and the mixture cure model. In particular we focused on the Weibull survival
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model, one of the most common survival models, which is both an AFT and a PH
model.
For the standard survival model we concluded, under Uniform and Exponential
censoring, selecting a sample that approximately balances the number of cases with
the non-cases leads to a more efficient design. Further, applying BSS to the cases
and non-cases can improve the efficiency of the coefficient estimate of the expensive
covariate. The most efficient sampling design, among those explored in the analysis,
selects an increased number of case observations with short survival times and samples
more non-cases with long censoring times.
In Chapter 4 we extended the analysis to the mixture cure model which accounts
for individuals that are statistically cured. For the mixture cure model, we were inter-
ested in balancing the efficiency of two parameters; the coefficients of the expensive
covariate γ1 and α1 in the survival model for susceptible individuals and the model
for the probability of being cured, respectively. The efficiency of the two coefficient
estimates was approximately balanced when selecting more from the cases such that
ncases = 7000 and ncohort = 3000 when n = 10000 is given. When employing BSS on
the case set the efficiency of γˆ1 was affected whereas the efficiency of αˆ1 was unaf-
fected. Selecting more cases with short- and long-survival times, the extremes of the
distribution, improved the design efficiency. The efficiency of αˆ1 was affected when
BSS was performed on the non-cases. In particular, selecting more non-cases with
long censoring times lead to more efficient estimates of α1. The efficiency of γ1 was
unaffected by BSS of the non-cases.
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5.3 Recommendations and Future Work
The general framework purposed within this thesis may be extended to consider al-
ternative situations. The design efficiency conclusions may change if the performed
analysis considers other survival models, parameter values, censoring distributions or
rates, and choice of the cutoff points when determining the strata in the BSS set-
ting. Further, datasets with multiple response variables may also be considered by
extending this framework.
Within this study there was a single covariate considered, the expensive covari-
ate, and the strata were defined through the response variable (censoring status and
observed time). The proposed framework could be extended to include inexpensive
covariates. The design efficiency can additionally be improved when the stratification
is also based on an inexpensive covariate, collected for all individuals within the co-
hort, that is highly correlated with the expensive covariate (Borgan, et al.,2000; Nan
et al., 2006).
Finally, the efficiency of the sampling designs were assessed when likelihood-based
approaches were used. Efficient sampling designs under pseudo-likelihood based ap-
proaches should be explored and the conclusions compared with those found within
this thesis.
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Appendix A
Estimated γ1 and α1 Plots
A.1 Uniform Censoring
A.1.1 Sampling Design Setting 1
For each scenario in Table 2.1 and each shape parameter value the estimated γ1 and
the 95% confidence interval for γ1 was plotted in Figure A.1. There are a couple of
instances where the 95% confidence interval does not include the true value of the
parameter. For these few instances the 99% confidence interval was calculated and
the true parameter value was always included in the interval. Hence, γˆ1 under each
sampling scenario is close to the true value of γ1.
A.1.2 Sampling Design Setting 2
For each scenario in Table 2.2 and each shape parameter value the estimated γ1 was
plotted and the 95% confidence interval for γ1 was displayed (Figure A.2). Most of
the 95% confidence intervals contained the true value of the parameter. For instances
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Figure A.1: Estimated γ1 under sampling design setting 1 and the Weibull survival
model with shape parameter α = 0.5, 1, 1.5. Censoring times were generated from the
Uniform distribution.
in which the true value did not fall within the 95% confidence interval, the 99% con-
fidence interval was calculated. The true value always fell within the 99% confidence
interval, thus the estimated γ1 adequately captures the true value.
Figure A.2: Estimated γ1 under sampling design setting 2A and the Weibull survival
model with shape parameter α = 0.5, 1, 1.5. Censoring times were generated from the
Uniform distribution.
For sampling design setting 2B, the estimated γ1 values for all sampling scenarios
in Table 2.3, and shape parameter values, were plotted with the corresponding 95%
confidence interval in Figure A.3. Most of the 95% confidence intervals contained the
true value of γ1 and all 99% confidence intervals contained the true value of γ1. Thus
the ML estimate of γ1 is adequately capturing the true γ1 value.
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Figure A.3: Estimated γ1 under sampling design setting 2B and the Weibull survival
model with shape parameter α = 0.5, 1, 1.5. Censoring times were generated from the
Uniform distribution.
A.1.3 Sampling Design Setting 3
Figure A.4 contains the estimated γ1 values under the sampling scenarios outlined
in Table 2.4. The most efficient BSS design for the cases is applied to all scenarios,
and the sampling probabilities of the non-case strata are being modified. All 99% γ1
confidence intervals contain the true value of γ1.
Figure A.4: Estimated γ1 under sampling design setting 3 and the Weibull survival
model with shape parameter α = 0.5, 1, 1.5. Censoring times were generated from the
Uniform distribution.
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A.2 Exponential Censoring
A.2.1 Sampling Design Setting 1
The γ1 estimates are plotted in Figure A.5, along with the corresponding 95% con-
fidence interval for γ1, for all sampling scenarios in Table 2.1 and shape parameters
explored. The estimated 95% confidence intervals contain the true value in almost all
scenarios, the exceptions occur when γ1 = 1. When α = 0.5 for sampling scenarios
2 and 3, the 95% confidence intervals do not contain the true value of γ1. The 99%
confidence intervals for these situations were calculated, and the true value was found
to fall within the interval. We conclude these estimates adequately represent the true
value of γ1.
Figure A.5: Estimated γ1 under sampling design setting 1 and the Weibull survival
model with shape parameter α = 0.5, 1, 1.5. Censoring times were generated from the
Exponential distribution.
A.2.2 Sampling Design Setting 2
Firstly, the sampling scenarios in Table 2.2 were considered under Exponential cen-
soring. The 95% confidence intervals for γ1 generally contain the true value of the
parameter, as depicted in the Figure A.6. The few situations where the true value
is not contained within the 95% confidence interval, the 99% confidence interval was
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calculated. The true value was always within the wider confidence interval.
Figure A.6: Estimated γ1 under sampling design setting 2A and the Weibull survival
model with shape parameter α = 0.5, 1, 1.5. Censoring times were generated from the
Exponential distribution.
Sampling design setting 2B explores stratified sampling when the proportion of
cases to non-cases within the sample is approximately equal. The sampling scenarios
investigated are outlined in Table 2.3. Figure A.7 depicts the 95% confidence intervals
for γ1 under each sampling scenario investigated; the true value is adequately captured.
This conclusion was made by recognizing that all of the 95% confidence intervals
contain the true value of γ1.
Figure A.7: Estimated γ1 under sampling design setting 2B and the Weibull survival
model with shape parameter α = 0.5, 1, 1.5. Censoring times were generated from the
Exponential distribution.
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A.2.3 Sampling Design Setting 3
Figure A.8 depicts the estimated γ1 and corresponding 95% confidence intervals under
each shape parameter and sampling scenario investigated in Table 2.4. The true value
falls within the 99% confidence interval of γ1 in most cases. The 99% confidence
intervals for sampling scenarios 4 and 6 when γ1 = 1 do not contain the true value of
γ1.
Figure A.8: Estimated γ1 under sampling design setting 3 and the Weibull survival
model with shape parameter α = 0.5, 1, 1.5. Censoring times were generated from the
Exponential distribution.
A.3 Mixture Cure Model
A.3.1 Sampling Design Setting 1
The estimated values for γ1 and α1 under the sampling scenarios in Table 4.1 are given
in Figure A.9, along with the corresponding 95% confidence intervals. In general, for
both parameters, the true value falls within the 99% confidence interval for γ1 and α1
therefore we can conclude the model is adequately estimating the parameter values.
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Figure A.9: Estimated γ1 (upper panel) and α1 (lower panel) under sampling design
setting 1 and the Weibull mixture cure model with shape parameter α = 0.5, 1, 1.5.
Censoring times were generated from the Uniform distribution.
A.3.2 Sampling Design Setting 2
Figure A.10 displays the estimated γ1 and α1 values under the sampling scenarios
in Table 2.4 in which BSS of the cases is investigated. The model appears to be
adequately capturing the true value of the parameter as the estimated 95% confidence
interval for γ1 and α1 always contains the true value for both γ1 and α1.
A.3.3 Sampling Design Setting 3
The estimated values for γ1 and α1 under the sampling scenarios in Table 4.3 are
given in Figure A.11. We observe that when γ1 = 0, the 95% confidence intervals for
γ1 always contain the true value. When γ1 = 1, however, it appears that the value
of γ1 is regularly under-estimated, particularly when the Weibull shape parameter is
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Figure A.10: Estimated γ1 (upper panel) and α1 (lower panel) under sampling design
setting 2 and the Weibull mixture cure model with shape parameter α = 0.5, 1, 1.5.
Censoring times were generated from the Uniform distribution.
1.5. For α1 the model appears to adequately capture the true value of the parameter,
as all of the 95% confidence intervals contain the true value, α1 = 0.405.
Sampling design setting 3B described in Table 4.4 only considers sampling sce-
narios in which the most efficient case stratified sampling design is employed. The
difference between all of the sampling scenarios investigated is the change in non-case
stratum sampling probabilities. From Figure A.12, we see that the resulting estimated
γ1 for all of the sampling scenarios appear close to the true value. Due to the method
of case stratification and the selection of the case set (essentially all cases from stra-
tum 1 and 3 were selected), the 7000 case observations selected for each sampling
scenario are almost identical. This leads to the γ1 estimates being extremely similar
across all of the sampling scenarios. The model appears to capture the true value of
α1 in most cases, as well.
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Figure A.11: Estimated γ1 (upper panel) and α1 (lower panel) under sampling design
setting 3A and the Weibull mixture cure model with shape parameter α = 0.5, 1, 1.5.
Censoring times were generated from the Uniform distribution.
Figure A.12: Estimated γ1 (upper panel) and α1 (lower panel) under sampling design
setting 3B and the Weibull mixture cure model with shape parameter α = 0.5, 1, 1.5.
Censoring times were generated from the Uniform distribution.
Appendix B
Empirical Conditional Pdfs of
Survival Models
B.1 Empirical Conditional Pdf of the Weibull Sur-
vival Model
To understand how the shape parameter influences the shape of the Weibull distri-
bution, Figure B.1 depicts the empirical conditional pdfs of the Weibull distribution
with shape parameters α = 0.5, 1.0, 1.5.
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Figure B.1: The empirical conditional pdfs of the Weibull survival model (Eq. 1.7)
with γ1 = 1 shape parameters α = 0.5, 1, 1.5
Appendix C
Sampling from the Weibull
Distribution under Exponential
Censoring
In Sections 3.2.1 and 3.3.1, we observed a difference between the efficiency conclusions
drawn under Uniform censoring and Exponential censoring. In particular, when the
Weibull shape parameter α = 1.5, the efficiency conclusions changed depending on the
censoring mechanism in place. Under Uniform censoring when α = 1.5 we concluded
approximately balancing the cases and the non-cases within the sample lead to a more
efficient design. However, when Exponential censoring was employed and α = 1.5 the
efficiency of γ1 improved when ncases was large. To understand these differences the
following Appendix contains the empirical conditional pdfs, for all shape parameters
investigated α = 0.5, 1.0, 1.5 under the Weibull distribution, of the case sample drawn
during phase II for each sampling scenario investigated in Table 2.1 (sampling design
setting 1).
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C.1 Empirical Conditional Pdf when α = 0.5
Figure C.1 depicts each empirical conditional pdf of the observed survival times for
the case set under Weibull survival model with α = 0.5 and Exponential censoring,
produced from the sampling scenarios considered in sampling design setting 1 (Table
2.1). The black points represent the cases within the entire cohort. The orange
points indicate sampled cases under each sampling scenario. From the plots we can
conclude that sampling scenario 4 (ncases = 4000 & ncohort = 6000) captures enough
case observations from the left hand side the of the distribution, a highly informative
portion, through SRS of the cases.
C.2 Empirical Conditional Pdf when α = 1.0
Figure C.2 depicts each empirical conditional pdf of the observed survival times for
the case set under Weibull survival model with α = 1.0 and Exponential censoring,
produced from the sampling scenarios considered in sampling design setting 1 (Table
2.1). The black points represent the cases within the entire cohort. The orange points
indicate sampled cases under each sampling scenario. From the plots we can conclude
that sampling scenario 4 randomly selects enough observations from the informative
portion of the distribution, cases with short survival times.
C.3 Empirical Conditional Pdf when α = 1.5
Figure C.3 depicts each empirical conditional pdf of the observed survival times for
the case set under Weibull survival model with α = 1.5 and Exponential censoring,
produced from the sampling scenarios considered in sampling design setting 1 (Table
2.1). The black points represent the cases within the entire cohort. The orange points
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Figure C.1: The figures depict the empirical conditional pdf when γ1 = 1 and α = 0.5
in Eq. 1.7 for the case set. The black points represent the cases within the entire
cohort. The orange points indicate sampled cases under each sampling scenario.
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Figure C.2: The figures depict the empirical conditional pdf when γ1 = 1 and α = 1.0
in Eq. 1.7 for the case set. The black points represent the cases within the entire
cohort. The orange points indicate sampled cases under each sampling scenario.
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indicate sampled cases under each sampling scenario. From the plots we can conclude
that sampling scenario 4 does not randomly select enough cases from the extremes
of the distribution. Further, we see the case sample must be large enough that cases
with short and long survival times are adequately represented within the mentioned
sample.
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Figure C.3: The figures depict the empirical conditional pdf when γ1 = 1 and α = 1.5
in Eq. 1.7 for the case set. The black points represent the cases within the entire
cohort. The orange points indicate sampled cases under each sampling scenario.
