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Zusammenfassung
GNSS -2 (Global Navigation Satellite System of Second Generation) ist eine neue Generation eines
satellitenbasierten Navigationssystems. Das Hauptziel des Navigationssystems ist es die vorhandenen
Satellitensysteme wie GPS und GLONASS zu verbessern. Europas Beitrag zu einem neuen
Navigationssatellitensystem von GNSS -2 wird Galileo genannt.
Das typische Raumsegment eines GNSS -2 Systems besteht aus inclined geosynchronous (IGSO), geostationary
(GEO) und Medium Earth Orbit  (MEO) Satelliten. Das Raumsegment des Galileo Systems ist jetzt nur aus
MEO Satelliten zusammengesetzt. Mit diesem neuen Satellitennavigationssystem kann genaue Navigation und
Ortsbestimmung mit einer Genauigkeit von mindestens 10 Metern ohne die Differentialtechnik erreicht werden.
Deshalb ist eine sehr präzise Orbitbestimmung für erfolgreiche Anwendungen von GNSS -2/Galileo Systemen
mit dieser Genauigkeit gefordert.
Die genauen Orbitbestimmungen von IGSO, GEO und MEO Satelliten werden mit Hilfe von dynamischen und
kinematischen Methoden in dieser Dissertation diskutiert. Die Hauptaugenmerk wird jedoch auf IGSO und GEO
Satelliten auf Bodenbeobachtungsstationen gerichtet.
In Kapitel 1 werden der GNSS-2/Galileo Entwicklungsplan und die Entwicklungsphase vorgestellt. In Kapitel 2
werden die Grundbeobachtungen der Satellitenbahnbestimmung diskutiert; in Kapitel 3 sind die, für
verschiedene Satellitenbahnbestimmungen verwendeten, gegenwärtige Systeme beurteilt; in Kapitel 4 werden
größere Quellen von Beobachtungsfehlern analysiert; in Kapitel 5 wird die Störung von  IGSO, GEO und MEO
modelliert und geschätzt; in Kapitel 6 werden größere Algorithmen zur Orbitbestimmung von IGSO, GEO und
MEO Satelliten, wie zum Beispiel Dynamik, reduzierte Dynamik und kinematische Methoden entwickelt und
diskutiert; in Kapitel 7 wird die hohe Genauigkeit der IGSO und GEO Orbitbestimmung, die
Trägerphasenbeobachtung verwendet, diskutiert; in Kapitel 8 wird ein ernstes Problem der GEO
Orbitbestimmung während Satellitenmanövern gezeigt und gelöst. Zuletzt werden in Kapitel 9 die
Simulationsergebnisse eines möglichen Satellitenverfolgungssystems von GNSS-2/Galileo gezeigt.
Summary
GNSS-2 (Global Navigation Satellite System of Second Generation) is a new generation of satellite-based
navigation system. The primary goal is to improve the existing satellite systems such as GPS and GLONASS.
Europe's contribution to a new navigation satellite system of GNSS-2 is called Galileo.
The typical space segment of a GNSS-2 system is composed of inclined geosynchronous (IGSO), geostationary
(GEO) and Medium Earth Orbit (MEO) satellites. The space segment of the Galileo system is now only
composed of MEO satellites. With this new satellite navigation system precise navigation and positioning with
accuracy of at least 10 meters without differential techniques may be achieved. Therefore high precision orbit
determination is required for successful applications of GNSS-2/Galileo systems with this accuracy level.
The precise orbit determinations of IGSO, GEO and MEO satellites are discussed using dynamic and kinematic
methods in this dissertation. The effort is focused, however, on IGSO and GEO satellites on ground tracking
stations.
In Chapter 1, GNSS-2/Galileo development plan and phase are presented. In Chapter 2, the basic observations of
orbit determination are discussed; in Chapter 3 current systems used for various orbit determination applications
are evaluated; in Chapter 4 major sources of observation errors are analyzed; in Chapter 5 perturbations on
IGSO, GEO and MEO are modeled and estimated; in Chapter 6 major algorithms of orbit determination of
IGSO, GEO and MEO, for examples, dynamic, reduced dynamic and kinematic methods are developed and
discussed; in Chapter 7 high accuracy of IGSO and GEO orbit determination using carrier phase observation are
discussed; in Chapter 8 a serious problem of GEO orbit determination during satellite maneuvers is presented
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1.1 Europe's Contribution to a Navigation Satellite System
Satellite navigation is already being used in many fields. Geodesy, geodynamics, airline pilots, fleet
management, car navigation and  telematics are increasingly relying on it. Information systems are also on the
increase for controlling road traffic or with satellites being used to calculate positioning data. However, there is
one main condition to be met before Global Navigation Satellite Systems (GNSS) can be used even more
extensively, particularly in civil aviation. That is: the satellite-based navigation system should be controlled
under civil institutions.
GNSS-2 (Global Navigation Satellite System of Second Generation) will be a new generation of satellite-based
navigation system. The primary goal is to improve the existing satellite systems such as GPS and GLONASS, in
particular for integrity, accuracy and safety. If the possibilities offered by satellite navigation were fully
exploited by civil applications, the result would be better control of air, sea and road traffic, leading to
considerable savings in resources and therefore costs. For that reason the European institutions are cooperating
in a joint program, called Galileo, which is Europe's contribution to a new navigation satellite system of GNSS-
2.
GNSS-2/Galileo will be a civil system and provide a three-dimensional performance over Europe, with accuracy
better than 10 meters and provide a universal independent time of reference on a global basis..
According to the document of EU Commission Communication to the European Parliament and the Council on
Galileo 2000, Galileo will offer three major categories of  navigation services: a general service, a commercial
service and a public service. The general service can be used  for positioning, navigation and dating service
compatible with the existing services but with a great degree of accuracy. This service like GPS SPS will be
opened to public free of charge. The commercial servives will be suitable for service providers which can give
added value to their range of products.  This service will be charged by Galileo operators. As a return, the
Galileo operator will be able to offer certain service guarantees. The signals to access this service will be
controlled on protected access keys. The public service will be offered to users who are highly dependent on
precision, signal quality and signal transmission reliability. It will be offered  at a very high level of integrity.
This service like GPS PPS may be restricted to authorised users.
The space segment of GNSS-2/Galileo consists of a constelletion of  30 medium earth satellite or MEO + GEO
(Geostationary) satellites. The ground segment is composed of  the satellite control centres and the centres
needed to provide the services.
In the first phase of GNSS-2/Galileo, EGNOS (European Geostationary Navigation Overlay Service) will be
developed. Satellites stationed in geostationary orbit at an altitude of about 36 000 km will relay on GPS and
GLONASS and ensures integrity of both systems to aircraft, ship or road vehicle information that will enable the
users to determine their actual positions with higher precision than possibly using GPS/GLONASS data alone.
EGNOS in particular will enable to increase the number of satellites that can be seen by a given user within the
geostationary broadcast area.
One requirement for EGNOS is, that the position of a geostationary satellite must be known with a high
precision. For that reason several Earth stations must be deployed in order to determine the position of
geostationary satellites with the required accuracy, through range measurements. All data will be forwarded to a
central processing facility and used to compute navigation information similar to that provided by GPS. The
results are transmitted to users with a GPS-like signal via Earth stations, one for the Inmarsat III AOR East and
the other for the Inmarsat III IOR satellite. The GPS-like signal must be synchronized with the GPS clock. In a
second phase, upload stations will be deployed. This will measure not only the ranges to the geostationary
satellites but also the distances to all visible GPS and GLONASS satellites. With the aid of corrections





GNSS-2/Galileo system will be developed in the period from 2000 to 2008, building on the experience acquired
from GNSS-1.
The time schedule for the different steps can be summarized as follows: (Commission Communication to the
European Parliament and the Council on Galileo, 2000)
Development  and Validation Phase 2001 to 2005
Deployment Phase 2006 to 2007
Start of Operation 2008
1.3 Orbit Determination of GNSS-2/Galileo
In the early study phase, the typical space segment of GNSS-2/Galileo system was composed of inclined
geosynchronous (IGSO), geostationary (GEO) and medium earth orbit (MEO) satellites. Now the space segment
of Galileo system is composed of 30 MEO satellites or MEO + GEO satellites. According to the document of EU
Commission Communication to the European Parliament and the Council on Galileo 2000, the advantage of the
system using such satellites is more uniform in performance both in terms of accuracy and availability and
greater robustness in crippled mode. With this new satellite navigation system under control of civilian
institutions, the precise navigation and positioning with accuracy of at least 10 meters without differential
techniques  may be achieved. Therefore high precision orbit determination is required for successful applications
of GNSS-2/Galileo system with this accuracy level.
There are some new problems for orbit determination of GNSS-2 satellites. For example, due to high altitude of
IGSO and GEO satellites, the geometrical distribution of tracking stations will have a greater influence on the
accuracy of orbit determination than any other earth satellites, the distances between the satellites and tracking
stations will change slowly as satellites move, which leads to some problems in the solution of observation
equation, because there are no big differences for observations measured in several minutes. In other words,
more observations in a short time will not contribute to improve the accuracy of orbit determination, and when
using Doppler-based methods it also does not enhance the accuracy of orbit determination because the Doppler
effect will not be significantly sensitive to slow changing of the range rate.
Until now the actual accuracy of geostationary orbit determination is in kilometers. The precise orbit
determination of a GNSS-2 satellite with comparable accuracy to a GPS satellite, therefore, is a great challenge.
In order to achieve highly accurate orbit determination of GNSS-2 satellites, the satellite tracking station
distribution and related data processing methods should be carefully chosen to satisfy the accuracy requirement
of GNSS-2 system.
The tracking systems of orbit determination can be classified as two major types: ground-based tracking systems
such as S-Band and Satellite Laser Ranging (SLR) and  space-borne tracking systems, for examples, DORIS and
PRARE. There are two major kinds of observations for orbit determination: optical and radio microwaves. Basic
optical observations are directions and angles. The microwave observation may consist of ranges, range rates
(Doppler), and carrier phases.
In the dissertation, the current systems of orbit determination using ranges, range rates (Doppler) and carrier
phases will be discussed and evaluated. The focus is on ground orbit determination methods. In Chapter 2, the
basic observations of orbit determination are discussed; in Chapter 3 current systems used for various orbit
determination applications are evaluated; in Chapter 4 major sources of observation errors are analyzed; in
Chapter 5 perturbations on IGSO, GEO and MEO are modeled and estimated; in Chapter 6 major algorithms of
orbit determination of IGSO, GEO and MEO, for examples, dynamic, reduced dynamic and kinematic methods
are developed and discussed; in Chapter 7 high accuracy of IGSO and GEO orbit determination using carrier
phase observation are discussed; in Chapter 8 a serious problem of GEO orbit determination during satellite
maneuvers is presented and solved, and finally the simulation results of a possible satellite tracking system of
GNSS-2 are presented in Chapter 9.
IGSO, GEO and MEO satellites are all possible candidates for a GNSS-2/Galileo system. MEO satellites are
actually the same type as GPS/GLONASS satellites, therefore in the dissertation, my focus is on IGSO and GEO
satellites, i.e. precise orbit determination of IGSO and GEO satellites, including special situation during GEO
satellite maneuvers.
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CHAPTER 2 OBSERVATIONS OF ORBIT DETERMINATION
The basic observations of orbit determination are ranges, range rates (Doppler), carrier-phases, laser ranging, etc.
According to the applications, these observations may be used for one-way or two-way systems. In this chapter,
the basic observations of orbit determination, the possible error budgets, the error models related to the receivers
and the advantages and disadvantages based on current satellite navigation systems, GPS/GLONASS are
discussed.
2.1 One-Way System
In a one-way system the signal transmitted from satellite is received by the ground tracking stations or the signal
transmitted from ground tracking stations is received by satellites. The received signal is then processed for orbit
determination. In a typical one-way system, the measurement is done by comparing a clock time at the
transmitter antenna with a clock time at the receiver antenna. The travel time of the signal is scaled into a range




r ( t 1 )
S 1
S ( t 2 )
S ( t 1 )
Figure 2-1 One-way Range Measurement
As shown in Figure 2-1, assuming a clock time at the receiver antenna is t2 , and a clock time at the transmitting
antenna is t1 , the one-way range measurement S1 can be expressed by
ε+−== )( 121 ttcSL (2-1)
where
1S the geometrical distance between the satellite and ground tracking station
c speed of light in vacuum
ε measurement noises such as ionospheric and tropospheric errors, multipath effect
satellite and receiver errors, and random noises
)( 1tr satellite geocenter position vector at t1
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Eq.(2-1) can be written as
||)()(||)( 2112 tStrttcL −=−= (2-4)
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 The accuracy of range observations is dependent on the chip rate or frequency. Discussion in detail about
influence on range measurements from various error sources such as tropospheric, ionospheric errors and
multipath effect are given in Chapter 4. In this section the major error sources of range measurement related to
the receiver are discussed and the error budget based on experiences of current satellite navigation systems is
presented.
 
 Range measurements are implemented inside the receiver in two ways: 1) tone range; 2) pseudocode ranging like
GPS C/A code measurements. The major error sources related to receivers are the following two types.
 
 i) Tone Range Error













 rσ distance error
 c speed of light
 sf major tone frequency
 S/N signal-to-noise ratio
 K receiver-related parameter
 
 ii) Pseudonoise(PN)-Code Ranging Error with Delay Lock Loop (DLL)
 For a Delay Lock Loop, the accuracy of range measurement can be expressed   by





D Lr =σ (2-11)
 where
 LB loop bandwidth
 D chip-length of single PN-code chip
 C/N0 carrier-to-noise ratio in 1 Hz bandwidth
 
 Using GPS as an example, the total error budget for one-way range measurement is listed in Table 2-1.
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 2.1.2 Doppler
 2.1.2.1 Basic Observation
Due to relative movement between the satellite and the receiver, the received frequency is different from the
frequency transmitted from the satellite. The variation is called Doppler effect. The frequency variation
measured in a very short time is defined as Doppler shift measurement, also called differential Doppler
measurement.
Doppler observations can be divided into two types: Doppler shift and integrated Doppler count.
 (1) Doppler shift (Figure 2-2)
 
 
r ( t 1 )
S 1
S ( t 2 )
S ( t 1 )S 1
S ( t1 + d t )d S
 Figure 2-2 Doppler Shift Measurement
 
 Doppler shift is usually used for measurement of the relative velocity between two objects, satellite and receiver.
The relationship between received frequency and transmitted frequency due to Doppler effect is:







 ft frequency transmitted from satellites
 fr frequency received at ground tracking stations
 &S1 range rate between satellite and ground tracking station
 c speed of light in vacuum
 ε measurement noises i.e. ionospheric error, tropospheric error, multipath effect
 satellite clock error, receiver error and random noises
 














T &&& −−== (2-14)
 
 where
 )( 1tr satellite geocentric position vector at t1
 )( 2tS geocentric vector of ground tracking station at t2
 
 Therefore, basic linear observation L can be written as follows
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 (2) Integrated Doppler Count
 
 
r ( t 1 )S 1
S ( t4 )
S ( t 1 )S 2
S ( t3 )
r ( t 3 )
S ( t2 )
 Figure 2-3 Doppler Count Measurement
 
 The equation of integrated Doppler count measurement can be written by
 )())(( 120130 SSc
fttffL t −+−−= (2-27)
 where
 f0 the reference frequency of receiver
 ft the transmitting frequency of satellite signal
 











 )( 1tr satellite geocentric position vector at t1
 )( 3tr satellite geocentric position vector at t3
 )( 2tS the geocentric vector of ground tracking station at t2
 )( 4tS the geocentric vector of ground tracking station at t4
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 2.1.2.2 Error Budget
 Doppler shift measurement is indirectly made by Phase-Lock-Loop (PLL). PLL measures the difference in the
carrier phase between the incoming carrier and a reference carrier generated by local receiver. The standard error








 C/N0 carrier-to-noise ratio in 1 Hz bandwidth
 
 Because Doppler shift is the difference between the instantaneous phases at two continuous epochs, the standard






 Ti Doppler integration time constant
 
 The errors of Doppler measurements are composed of ionospheric, tropospheric, multipath, satellite clock and
receiver errors. Table 2-2 shows the error budget for integrated Doppler count measurement of the TRANSIT
satellite system.
 
 Table 2-2 Error Budget for One-Way Doppler Count Measurement (Seeber, 1993)
 Error Source  Error (m)
 Ionosphere  1-5
 Troposphere  2
 Multipath  *
 Satellite Clock  *
 Receiver Error  1-6
 Total (1σ)  >8
             * not determined
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 2.1.3 Carrier Phases
 2.1.3.1 Basic Observation
 The carrier-phase observations are biased on the integer number of cycles and oscillator frequency offsets
between transmitter and receiver. During a data processing session the initial ambiguities should be included as
parameters in the observation equations and solved with other parameters. The basic observation equation of





22)()( NSttL tr (2-43)
 where
 ϕ r local copy of the transmitted phase produced by the receiver
 ϕ t received satellite phase at the nominal reception time t
 N1 initial integer ambiguity
 λ1 wavelength of signal frequency
 c speed of light in vacuum,
 ε carrier-phase measurement noises
 




























































































































































 Eq.(2-43) or Eq.(2-44) can also be expressed as
 ),,,,,,( ii NzyxzyxfL &&&= (2-53)
 where
 x y z, , geocentric coordinates of satellite position
 &, &, &x y z geocentric coordinates of satellite velocity
 
 In Eq.(2-53) the tracking station coordinates are assumed to be known parameters. Eq.(2-53) shows that each
observation has an extra parameter, the initial integer ambiguity. Fortunately, the number of parameters will not
be increased if the observations are continuous. Therefore, the minimum number of parameters to be solved can
be described.
 n=6 + m
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 where
 n total number of parameters to be solved
 6 number of coordinate components of position and velocity of satellite
 m number of tracking stations
 
 For example, if eight tracking stations are tracking one satellite at the same time, at least 6+8=14 parameters
should be solved. For one epoch, only 8 observations are available. That means in order to solve the orbit
determination problem using carrier-phase observations, from the theoretical point of view, at least two epochs
of observation are necessary.
 
 2.1.3.2 Error Budget
 For dual frequency carrier phase observations, ionospheric error will be significantly decreased. Another
advantage of carrier phase observations is that the receiver noise is much smaller due to high resolution of carrier
phase measurement.
 
 The carrier phase processed in the receiver is mainly affected by following error sources
 
•  Observation resolution
•  Variation of the antenna phase center
•  Variation of phase delay in the receiver
•  Instability of the oscillator
•  Interchannel bias
Interchannel bias for each hardware channel can be of order of ±2.5 mm r.m.s. Phase delay variations depend on
the satellite signal strength. The influence can be reduced by processing observations from many satellites.
Oscillator instabilities play only a minor role in carefully designed receivers if the timing signal is taken from the
satellite clock or a well-behaved atomic clock. The phase center variation is minimized and reproducible for
well-designed antenna. For a modern microstrip antenna the variation is a few mm (Seeber, 1993). Observation
resolution depends on the signal to noise ratio from the satellite signals. Currently, the observation resolution is
about 1% of the signal wavelength according to rule of thumb.
Using GPS as an example, the error budget of one-way carrier phase measurements are listed in Table 2-3.
Table 2-3 Error Budget of One-Way Carrier Phase Measurements (GPS, L1)







* based on Table 2-1
From Table 2-3, the accuracy of a carrier phase observation is not much better than that of a range observation.
Usually a carrier phase observation is used in differential way. Under this situation, the accuracy of the carrier
phase observation is much higher than that of the range observation. See Chapter 7 for details. Another problem
for carrier phase observations are initial ambiguities. It is difficult to solve initial ambiguites in real-time
applications such as navigaion.
2.2 Two-Way System
In a two-way system, the signal is transmitted and received by the same station. A typical two-way system is
satellite laser ranging (SLR). Supposing that the signal is transmitted by the ground station at ti-1 and is reflected
by the satellite at t t ti i= +−1 1∆ . The same signal is returned and received at the ground station at
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t t t ti i+ −= + +1 1 1 2∆ ∆ . Then ∆ ∆t t1 2+  will be converted to the range observation by multiplying with velocity of
light.
For two-way microwave measurement system, the received signal is reconstructed in a coherent transponder and
retransmitted. The advantage of a two-way system is that only frequency fluctuations that occur in the up-link
and down-link travel time are uncompensated and for time transfer it is unnecessary to know the precise
positions of satellite or ground stations. The disadvantage is that the propagation errors (ionosphere and
troposphere error) are increased twice.
In the following section the basic observations such as ranging, range rates (Doppler), carrier phases and laser
ranging used in two-way systems are discussed.
2.2.1 Range
r ( t 2 )S 1
S ( t 4 )
S ( t 2 )S 2
S ( t 3 )
r ( t 3 )
S ( t 1 )
Figure 2-4 Two-Way Range Measurement
2.2.1.1 Basic Observation
In a two-way system, assuming the signal is transmitted from a receiver and returned to the receiver in some
time later (see Figure 2-4), then two-way range observation can be expressed as











)( 2tr satellite geocentric position vector at t2
)( 3tr satellite geocentric position vector at t3
)( 1tS geocentric vector of ground tracking station at t1
)( 4tS geocentric vector of ground tracking station at t4


















































































































































































































In a two-way system, except multipath effects, all other propagation-related errors such as ionospheric and
tropospheric errors have almost double influence on observations. Assuming these errors have the same order of
magnitude on the signal. According to error propagation law, the standard error (1σ) of two way range







ms transponder related errors
mr receiver related errors
mnoise random noises
mo total error of the one-way observation
Two way range systems need only one clock. This is an advantage for two way systems. One way systems need
two clocks, one for the receiver and another for the transmitter. These two clocks should be synchronized. The
clock error is a major error source for one way range system.
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2.2.2 Doppler
2.2.2.1 Basic Observation Equation
r ( t 1 )
S 1
S ( t 3 ) S ( t 1 )
S 1
S ( t 1 + d t )
S ( t 4 - d t )
S ( t 4 )
r ( t 4 )
S 2 S 2
S ( t 2 )
d S
d S
Figure 2-5 Two-Way Doppler Shift













1rf received frequency (downlink) at transponder
tt ff =1 transmitted frequency at satellite
1S& change rate of distance between satellite and ground station for downlink
When the transponder receives the signal and changes it to the coherent frequency f Kft r2 1= , then the signal is













rr ff =2 the received frequency (uplink) at the satellite
2tf the transmitted frequency at the transponder



























T &&& −−== (2-74)











Eq.(2-75) can also be rewritten as













K coherent frequency transposure factor, if uplink and downlink have different  frequencies.






































































































































































































































































































































































































































p satellite dynamical model parameters
2.2.2.2 Error Budget
Like two way range observations, for the two-way Doppler observation, the atmosphere errors are increased




md two way Doppler error
mo one way Doppler error
2.3 Conclusion
In this chapter the major observations of one-way and two-way systems such as ranges, range rates (Doppler),
carrier phases and laser ranges were discussed. One-way observations require two clocks, one in the receiver and
another on-board the satellite. This introduces clock synchronization errors to the observations. Two-way
observations do not have such a problem. Another advantage of two-way observations is that for time transfer no
accurate position coordinates of satellite and ground station are needed to compute the signal propagation delays
of the mainly reciprocal paths and the clock offset respectively (Hahn, 1996). Significant drawbacks of two-way
observations are that atmospheric errors are introduced twice due to the signal traveling around the propagation
path.
As an orbit tracking system for GNSS-2, range observations are one of the best choices for orbit determination,
because a range observation is simple in mathematical form, easily processed and well modeled for the various
error sources. It is very important that range observations can be used in real time. If SLR is used for orbit
determination of GNSS-2 satellites, in addition to the advantages mentioned above, there is another advantage,
high accuracy. The disadvantage is that SLR is strongly dependent on the weather, which can not be used in
routine operation.
Carrier phase observations are highly accurate measurements, but they are complicated to process due to initial
ambiguity and cycle slips, especially in real-time applications. If two L-band frequencies just like the GPS
system are used, it is difficult to determine GEO satellite orbits using carrier phase observations because the
initial ambiguity is not sensitive to GEO satellite.
Doppler measurement is also a good choice due to its high accuracy. It can also be used in real time applications.
For GEO satellite orbit determination, the problem is that the position change of GEO satellite related to the
earth is so small that the accuracy of Doppler measurement will not be good.
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CHAPTER 3 ORBIT TRACKING SYSTEMS AND THEIR ERROR 
BUDGETS
Traditionally, the satellite orbit is determined by ground tracking stations over a region or continent using radio
tracking and receiving equipment or optical instruments like laser and camera. These are all called satellite
ground tracking systems. With the development of satellite technology, more types of satellite tracking systems
have appeared such as space-borne tracking and inter-satellite-link systems. At present, there are many ground-
based and space-borne orbit tracking systems used for orbit determination, for instance, Satellite Laser Ranging
(SLR), S-Band, International GPS Service (IGS) tracking network, Doppler Orbitography and Radio Positioning
Integrated by Satellite (DORIS) and Precise Range and Range rate Equipment (PRARE), etc.. In this chapter, the
current satellite tracking systems and possible applications of satellite orbit determination for future satellite-
based navigation systems will be evaluated.
3.1 Ground Tracking Systems
The ground tracking systems used for basic orbit determination have being used for a long time. Usually ground
tracking stations are distributed over some region or the globe. All one-way and/or two-way types of
observations discussed in Chapter 2 can be used in the ground tracking systems.
3.1.1 Satellite Laser Ranging (SLR)
SLR is a typical two-way, ground-based tracking system that has successfully been used in many geodetic and
geophysical applications, for example, for the determination of the earth rotation parameters (ERP), polar
parameters and crustal movements, etc.
The first SLR was a pulsed laser system, which was developed in the USA as early as 1961/1962 for tracking of
artificial satellites. The satellite which carried laser reflectors was launched into an orbit of about 1000 km
altitude and 80° inclination on October 9, 1964 and an accuracy of a few meters had been obtained (Vonbun
1977). Since then, the further development of SLR went on fast, the accuracy of range measurements being
improved from several meters to a few millimeters.
3.1.1.1 Principle
For laser ranging measurements to satellites the time of travel of a laser pulse between a ground station and a
satellite is observed. A short laser pulse is generated in the ground station and is transmitted through an optical
system to satellite. The target satellite carries appropriate retro-reflectors. The reflected pulse is received at the
ground station, detected, amplified, analyzed, and used to stop an electronic counter.
The basic observation equation can be simply written as follows
L S S= + +1 2 ε (3-1)
where
ε atmospheric propagation error, satellite mass center error, tracking station center error,
timing error, and laser system drift
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3.1.1.2 Error Budget
SLR is a highly precise range measurement. Centimeter or even millimeter accuracy of SLR measurements can
be achieved. The SLR error sources are different from pseudocode range measurement. Tropospheric error is one
of the fundamental errors of SLR. Major error sources can be classified as follows
1. Atmospheric propagation error
2. Satellite mass center error
3. Tracking Station Position error
4. Timing error
5. Laser system drift (Temporal error)
(1) Atmospheric Propagation Error
The accuracy of a satellite laser ranging system is limited by atmospheric refraction and turbulence. According
to Gardner et al, 1984, the standard error of path deviation due to atmospheric turbulence can be up to a few
centimeters when the satellite is at low elevation angles (about 10°). Under most conditions, the standard error of
path deviation is a few millimeters or lesser.
Atmospheric refraction increases the optical path length to a satellite by 2 ½ meter when the satellite is near
zenith and by more than 13 meter when the satellite is at 10° elevation. Using Murray-Marini model,
atmospheric refraction can be corrected to better than centimeter level.
(2) Satellite Mass Center Correction
The range correction to satellite mass center can be analytically calculated and measured in the laboratory prior
to launch. This correction will be as large as 1 mm and would be a long term fixed range bias (Seeber, 1993).
(3) Tracking Station Position Error
The laser system that occupies a site can not be placed exactly at the reference mark position. Therefore the
system reference point must be surveyed with respect to the local geodetic reference marker. The error in this
measurement will constitute a fixed offset in station position. This error can be corrected.
(4) Timing Error
The standard epoch reference used for laser ranging is usually UTC that is maintained by a local atomic clock
and periodically checked using GPS and Loran. According to observations of LAGEOS satellite, a 1 microsec
epoch error will introduce an error in station position of about 4 mm.
(5) Thermal Effect
The thermal effect produces uncompensated system drift (change in internal delay) during ranging operations.
These would be due to changes in temperature, cycling of fans and compressors, changes in line voltage, etc.
The counter readings are roughly proportional to the temperature (Leschiutta et al, 1984), which can be
estimated within mm level.
The SLR error budget  can be summaried as follows.
Table 3-1 The Error Budget of SLR (Seeber 1993, Schillak 1998)
Error Source Error (mm)
Atmospheric Propagation Error 1.0
Satellite Mass Center Correction 1.0




SLR is the most accurate two-way ranging system to determine the satellite orbit, but SLR is strongly dependent
on weather conditions and very expensive in building and maintaining the ground segment.
SLR is widely used for low earth satellites at an altitude of 1000 km from earth surface. According to results of
GPS orbit determination using SLR, 5-8 centimeter accuracy in radial component can be achieved (Springer et
al, 1999; Zhu et al, 1997), therefore for IGSO, GEO and MEO satellite orbit determination, about 10 cm
accuracy level may be expected.
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3.1.2 S-Band
S-Band systems are traditionally satellite tracking networks used by NASA and ESA for satellite orbit
determination. S-Band systems are also two-way systems that determine and record the satellite range, range
rate, and antenna gimbal angle positions. S-Band systems transmit continuous S-Band carrier signals with
modulated pseudo random codes. These signals are demodulated on board satellite, remodulated to the down-
link telemetry carrier signals with fixed ratio 221/240 of up-link to down-link frequency and retransmitted to the
receiver at the ground station. The received signals at the ground station are compared to the transmitted signals
in order to determine the distance between satellite and ground station (range observation). The precision of the
measurement is within a few meters (Cappellari at al, 1976).
3.1.2.1 Principle
For S-Band system the range measurement is made by means of an autocorrelation with a pseudo random code
that is modulated onto the S-Band uplink carrier and coherently turned around by the transponder at the satellite.
The local code generated at the ground station is delayed to allow comparison with the received code, which has
undergone a two-way propagation delay. When the delay of the local code equals the two-way propagation
delay, the autocorrelation function has a maximum value. The measured delay is converted to a double distance
between the ground station and the satellite. After the signals are locked, the Doppler counter or range rate will
be continuously observed. For the basic mathematical observation equations, see §2.2.1 and §2.2.2, Chapter 2.
3.1.2.2 Error Budget
Table 3-2 Error Budget for S-Band*
Error Source Error
Range (m) Doppler (mm/s) Angles (°)
Ionosphere 5 Unknown 0.006
Troposphere 1 Unknown 0.003
Receiver Error 2 2 0.001
Total (1σ) 6 >2 0.007
   *Inter-Satellite-Link, Telespazio Inc, Italy, 1992
The accuracy of orbit determination of ERS1 and ERS2 satellites using S-band is shown in Figure 3-1.
Figure 3-1 ERS Operational (S-Band) vs Precise Orbit Comparison
(http:\\nng.esoc.esa.de\ers\gifs\ocompo.gif)
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The S-Band orbit tracking systems are daily used by NASA and ESA for operational orbit determination of
various types of satellites. The advantage is that there are many tracking stations currently available all over the
world. If they are used for satellite orbit determination of the GNSS-2 system, the costs could be much reduced
because current equipment and tracking stations could be used without significant modification. A disadvantage
is the low accuracy.
3.1.3 IGS Tracking Station Network
IGS Tracking Station Network was officially established in January 1, 1994 by the International Association of
Geodesy (IAG) (Beutler et al, 1996). The early objective of the IGS is to provide highly accurate orbits, earth
rotation parameters, and station coordinates derived from GPS observations to support geodetic and geophysical
research activities. Now the IGS products are not only used for geodetic and geodynamic research activities, but
also support applications of atmospheric sciences, accurate time and frequency transfer.
IGS tracking stations are equipped with high accuracy, dual frequency, P-code geodetic GPS receivers operating
at a thirty-second sampling rate (Noll et al, 1996). At present, the IGS tracking station network is composed of
229 stations (March, 2000) distributed over the world (see Figure 3-2), which provides capacity of continuous
tracking GPS satellites. The observations from each tracking station are transmitted through phone lines,
network, or satellite connections on a daily basis to regional and global data centers. GPS observations are
processed by five IGS Analysis Centers to generate the precise GPS ephemeredes, IGS Tracking Station and
related Earth Rotation Parameter (ERP). The IGS official orbit is available about 11 days later after the
observations. Its accuracy is of the order of 3-5 cm. IGS rapid combined orbits are produced within a delay of 22
hours (Beutler et al, 1996; Kouba et al, 1998).
Figure 3-2 IGS Tracking Station Network in 2000 (from IGS Central Bureau http://igscb.jpl.nasa.gov/network/map.html)
3.1.3.1 Principle
IGS is mainly composed of tracking stations, data centers and analysis centers.
IGS tracking stations are divided into three categories: global, regional, and local. Global stations are those
whose data are analyzed by at least two IGS analysis centers (located on different continents) and are used for
daily estimation of satellite orbits, Earth rotation parameters, and station positions and velocities. Local stations
are utilized to augment the network of global and regional stations and could be episodically occupied.
IGS data centers are also divided into three levels, operational, regional and global data centers. Operational data
centers are responsible for the direct interface to GPS receivers, connecting to the remote site daily and
downloading and archiving the raw receiver data. Regional data centers gather data from various operational
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data centers and maintain an archive for users interested in stations of a particular region. These data centers
forward data from global sites to the global data centers within at most 24 hours of receipt. IGS global data
centers are responsible for providing an on-line archive of at least 150 days of GPS data in RINEX. The global
data centers are also required to provide an on-line archive of derived products, generated by the seven IGS
analysis centers.
The seven IGS analysis centers retrieve the IGS tracking data from the global data centers on a daily basis and
produce orbit products, Earth rotation parameters and station position solutions.
Observations of carrier phase and pseudorange from tracking stations are transferred to analysis centers through
data centers. The observations gathered somedays before are processed every day. In data processing, most of
the modeled observations are undifferenced or double differenced carrier phases. The perturbation models
include geopotential, Sun and Moon attraction (as point masses), solar radiation pressure and the solid earth tides
and so on. GPS ephemeredes, station coordinates, earth rotation parameters, etc are produced at each Analysis
Center (AC). These products are then sent to the Analysis Center Coordinator who uses an orbit combination
technique to produce the official IGS orbits.
3.1.3.2 Error Budget
Before observation processing, the GPS error budget for IGS should be the same as Table 2-1 and Table 2-3.
Due to the great amount of observations, optimum global tracking network and refined mathematical processing
models, the high accuracy of IGS orbit determination can be achieved.
As far as orbit determination for the GNSS-2 system is concerned, use of a IGS-like global tracking network
would significantly enhance the accuracy of orbit determination of IGSO, GEO and MEO satellites. If the
GNSS-2 signals are compatible with GPS, the current IGS global tracking network can also be used for precise
orbit determination of the GNSS-2 system, which will greatly save time and cost.
3.2 Space-borne Tracking Systems
Space borne technology for orbit determination has been developing very quickly in recent years. DORIS
(Doppler Orbitography and Radio Positioning Integrated by Satellite), PRARE (Precise Range and Range rate
Equipment), Inter-Satellite-Links and GPS/GLONASS space borne navigation systems have been all
successfully used for ERS (European Remote Sensing satellite) and TOPEX/POSEIDEN (The Ocean
Topography Experiment/ Poseidon, named for the Greek god of the sea.) that would use a satellite altimeter to
measure the surface of the world's oceans satellite applications by JPL (Jet Propulsion Laboratory) and CNES
(the French space agency). The major advantage of space-borne systems over ground-based systems is that the
signal is received onboard the satellite, thus reducing costs and increasing accuracy of orbit determination.
3.2.1 DORIS (Doppler Orbitography and Radio Positioning Integrated by Satellite)
DORIS is a satellite tracking system which uses range-rate measurements of signals from a dense network of
ground-based beacons. The data is processed on ground providing the satellite orbit with an accuracy in the order
of centimeters. They are also processed on board to provide real time satellite positions with an accuracy of some
tens of centimeters.
The DORIS system is developed by French Space Institutions and is based on the one-way measurement of
Doppler shifts. The signal is transmitted by ground beacons and received by the DORIS onboard package when
the satellite transits over the sky above the ground beacons (Seeber, 1993).
DORIS was originally designed to perform very precise orbit determination of low earth orbiting satellites, in
support of POSEIDON ocean altimeter experiment, providing an orbit altitude reference for radar altimeter data
processing, with an accuracy goal of 10 cm or less on the radial component of the orbit (Lefebvre, 1989; Willis
1995).
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3.2.1.1 Principle
Doppler measurement is made at two frequencies, 2036.25 MHz and 401.25 MHz. The later frequency is used
for ionospheric correction of signal propagation through the ionosphere and for measurement time-tagging and
auxiliary data transmission. The measurement data onboard would be received and processed by the ground
control station in the short time when satellite passes over.
The orbit determination beacons are distributed on a global network. Installation and maintenance of the network
are performed by the IGN (French national geographic institute). The time reference of the system is provided by
the master beacons, located in Toulouse, France and in Kourou, French Guyana, which are connected to atomic
clocks.
3.2.1.2 Error Budget
The major error budget is summarized in Table 3-3.
Table 3-3 Error Budget for DORIS (Willis, 1997; Murielle 1997)







DORIS is a very precise orbit determination system for low orbit satellites and has been successfully used for
SPOT2, TOPEX and SPOT3 satellite orbit determination missions. The selection of a one-way system (uplink)
allows fully automated operation of the beacons and easy communication links for the overall system. DORIS
can also determine the position of the ground beacons. Another advantage is that the one-way measurement of
Doppler shift does not require a pointing antenna on board and is less sensitive to multipath effect and
insensitive to transit time.
A disadvantage is that DORIS onboard receiver has only two receiving channels. The onboard receiver can only
simultaneously track two ground beacons. This limits the accuracy of orbit determination for DORIS.
DORIS is not suitable for high altitude satellites such as IGSO, GEO and MEO satellites, because range-rate or
Doppler shift is not accurate enough for high altitude satellite, especially for GEO satellites as the range rates
remain very small.
3.2.2 PRARE (Precise Range and Range rate Equipment)
The PRARE System is developed and manufactured by the Institute of Navigation, Stuttgart; Kayser Threde
GmbH, Munich; Dornier Satellite System GmbH, Friedrichshafen and the Geo-Forschungszentrum (GFZ),
Potsdam (Flechtner et al, 1990; Seeber, 1993; Reigber et al, 1997).
PRARE is an autonomous space-borne two-way, dual frequency microwave-tracking system with its own
telemetry, telecommand, data storage, timing and data transmission capability. It allows precise range and range
rate at a sub-decimeter level of accuracy with the assistance of up to four transportable, dedicated ground station
transponders at the same time in a code multiplexing method. It can be used for various applications in the fields
of orbit determination, geodesy, geophysics and atmospheric sciences (Reigber et al, 1997).
3.2.2.1 Principle
The PRARE system consists of three components (Reigber et al, 1997):
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(1) the space segment, a small self-contained hardware unit of dimensions 400x250x180 mm with a mass of 20
kg, a power consumption of 32 W and host satellite independent communication links,
(2) the ground segment, a network of 29 small autonomously transportable operating ground tracking stations,
which can be installed at any site that is connected to a power line, for generation of tracking data,
(3) the control segment consisting of a command station (Stuttgart), which is responsible for space segment
control and data dumping; a master station (Oberpfaffenhofen) which is responsible for station network
management, user support, and data preprocessing, quality control and distribution; and a calibration station
(Potsdam), where a third generation laser system is operated to produce simultaneous laser ranging observations
for periodic system calibration.
Two PRARE signals (X and S-Bands) are emitted from space segment to earth. Both signals are modulated with
PN-codes (10 MChips/s for X band and 1 Mchips/s for S-Band) and spread-spectrum binary data. They are all
generated inside the space segment derived from its central ultra-stable oscillator and permanently disseminated
by two dipole antennas.
As PRARE has four independent receiver channels, up to four preselected stations can be handled
simultaneously. The transportable and automatically operating ground stations receive the X-band downlink
signal and demodulate the PN-code. Then the PN-sequence is remodulated on the X-band that is retransmitted to
the space segment (regenerative transponders) containing ground station measurement data used for the
preprocessing of the data. The PRARE space segment measures both two-way range and the received two-way
Doppler-shifted signals very precisely by comparing the phase of the received signal to the phase of the on-board
clock. The overall accuracy stems mainly from this two-way configuration of the system that eliminates the most
clock errors of one-way systems.
Ranging data is acquired by determination of the signal delay between outgoing and incoming signal (PN-code
correlation method, 91 averaged measurements per second), range-rate by counting of the microwave cycles and
the phase shift of the return signal (1 measurement per second). The high data precision is based on the full
coherent two-way principle of the system, the high signal frequencies, and the appropriate resolution of the space
segment receiver counters.
r ( t 1 )S 1
S ( t 3 )
S ( t 1 )S 2
S ( t 4 )
r ( t 4 )
S ( t 2 )
Figure 3-3 PRARE Two-Way Range Measurement
The basic observation can be written as follows
(1)Two-way range observation:
Assuming the signal is transmitted from the satellite. From Figure 3-3, two-way range observation is
ε++=−= 2114 )( SSttcFL (3-2)
where
c speed of light in vacuum.
F conversion factor from seconds of PRARE time to UTC units
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)( 91 dopagctempexiotrpcmcgasa xxc ττττττττττττε ∆+∆+∆+∆+∆−∆−∆+∆+∆+∆−∆+∆=
91τ∆ 91-value range correction
saτ∆ satellite internal calibration correction
xxτ∆ ground station internal calibration correction
gaτ∆ ground station mechanical center correction
mcτ∆ satellite center of mass correction
pcτ∆ satellite phase center correction
trτ∆ tropospheric correction
ioτ∆ ionospheric correction
exτ∆ external calibration correction
tempτ∆ correction due to mean temperature of space segment
agcτ∆ correction due to AGC (Automatic Gain Control)










Using Taylor expression of r S,  backwards in time, following relation holds
i) 214414441 )(2
1)()()( ttrttrtrtr ∆+∆−≅ && (3-5)
ii) 23323332 )(2
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Figure 3-4 PRARE Two-Way Range Rate (Doppler Shift) Measurement




kfNL tdtd ∆−∆+∆−∆−−+−== (3-20)
The first term of above equation represents the number of cycles due to the geometrical Doppler shift, and the
last one represents the corrections.
Full PRARE Doppler correction in cycles can be written as:
exiotrpcmcgaxxsa NNNNNNNNN ∆+∆+∆+∆+∆+∆+∆+∆=∆ (3-21)
where
saN∆ satellite internal calibration correction
xxN∆ ground station internal calibration correction
gaN∆ ground station mechanical correction
mcN∆ satellite center of mass correction
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pcN∆ satellite phase center correction
trN∆ tropospheric correction
ioN∆ ionospheric correction
∆Nex external calibration correction.
The full correction ∆N is added to the observed number of cycles N . The delivered measured two-way Doppler
cycles are already corrected for the ∆N xx and ∆Nsa  by the PRARE Master Station. The values of these two
corrections are not known from the data files. For orbit determination purposes the only corrections to be
considered are∆Nga ,∆Npc ,∆Nmc ,∆Ntr ,∆Nio  and∆Nex .
3.2.2.2 Error Budget
The error budget of PRARE for range measurement is listed in Table 3-4. Actual accuracy of orbit determination
of ERS satellite using PRARE is drawn in Figure 3-5 and Figure 3-6.
Table 3-4 Error Budget for PRARE (Reigber et al, 1989, 1997; Flechtner, 2000)




Phase and Mass Center 1.0
Total (1σ) 6.5
Figure 3-5 PRARE Measurement residual (From ESOC Homepage: http:\\nng.esoc.esa.de\ers\prare\resip.html)
Chapter 3 Orbit Tracking System and Their Error Budgets
27
Figure 3-6 ERS PRARE vs Precise Orbit Comparison (From ESOC Homepage:
http:\\nng.esoc.esa.de\ers\prare\ocompo.html)
PRARE is an autonomous, space-borne, all-weather, dual frequency, two-way microwave system with ranging
and ranging rate measurements for application of high-precision orbit determination. The ground station network
is operated continuously and is fully automatic. The time errors are significantly reduced using two way
measurements. The most part of the ionospheric error can be eliminated using dual frequency measurements. In
addition, PRARE can also determine the position of the ground stations.
A disadvantage is, that the use of two-way measurements can also increase the propagation errors. The principle
error sources limiting accuracy of PRARE system is the error produced by the atmospheric refraction effects and
internal delays.
In principle, PRARE can be used for orbit determination of GNSS-2 satellites, but has some problems like
DORIS, i.e. low accuracy of Doppler measurements for GEO and IGSO satellites.
3.2.3 Inter-Satellite-Links (ISL)
3.2.3.1 Principle
Inter-Satellite-Links require at least two satellites. One satellite is called orbiting platform, for which the orbit
should be determined using other tracking systems, usually ground-based tracking systems. Another is user
satellite the orbit of which will be determined by orbiting platform satellite. One- and/or two-way observations
among satellites have been used so far to measure their relative position and velocity. At present, two models of
ISL exist, a low-low model and a high-low model. The low-low model is used for satellites flying at low altitude,
i.e. a few hundred of kilometers apart. The main satellite (the orbiting platform) tracks two or more user
satellites. The high-low model describes the situation, where a high orbiting satellite carries an intersatellite
measurement device that tracks a low orbiting satellite. The coverage for the high-low model is substantially
smaller than that for the low-low model, only about 1/5 of the coverage of a low-low configuration (Mueller et
al, 1988, Blaha 1991, Feltman 1999).
The first application of high-low intersatellite links between two satellites in orbit around the Earth started in
April 1975 with a tracking experiment between the geostationary ATS-6 satellite and GEOS-3 at an altitude of
840 kilometer (Schmid et al., 1975). The ISL data has been used for the orbit computation of the low altitude
satellites. During this experiment both one-way and two-way range and range-rate data were obtained over the
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link ground station/ATS-6/GEOS-3. The specially processed range-rate measurements had a precision of about
0.3 mm/s. Now ISL has been used for many scientific research projects, for examples, GRACE (Gravity
Recovery and Climate Experiment) and CHAMP (Challenging Mini-Satellite Payload).
The major observation of ISL is the one-way range, range rate and two-way range and range rate.
3.2.3.2 Error Budget
According to the discussions in the sections before, ISL error budget could be estimated as follows.
Table 3-5 Error Budget for Possible ISL*
Error Source Error




Satellite Clock <9.0 0.3
Receiver Error 3.0-9.0 0.3-9.0
Total (1σ) >9.5 >0.5
*Assuming satellites orbiting in more than 1000 km altitude
If ISL is used for GNSS-2 system, the advantage would be that atmospheric errors (ionosphere and troposphere)
do not exist because IGSO, GEO and MEO satellites are far above the ionosphere and troposphere. The accuracy
of the range rates (Doppler) will be very accurate and thus high accuracy of relative orbit determination can be
achieved. Using ISL the onboard autonomous orbit determination is possible. The disadvantage is that frequency
band of onboard receiver should be broader than that of the receiver on the ground, therefore the receiver errors
are also significantly increased in ISL application. Another disadvantage is that the major satellite (orbiting
platform) should be determined by the ground based tracking systems, therefore the absolute accuracy is still
affected by atmosphere errors.
3.2.3 Navigation System (GPS/GLONASS)
GPS and GLONASS are satellite-based navigation systems that can be used in high precise positioning,
navigation and time transfer applications. It can also be used for precise orbit determination of other earth orbit
satellites, because on-board GPS/GLONASS receiver can track a number of GPS/GLONASS satellites.
The GPS system consists of 28 satellite (March 2000) with 20200 km altitude above the earth’s surface and at
least 4 satellites will be available anywhere on the earth, 24 hour a day. GPS satellite transmits signals at two
frequencies L1=1575.42 MHz and L2=1227.6 MHz with C/A-code and P-code and navigation messages.
GLONASS was developed by former Soviet Union and now consists of 22 satellites (March 2000). Its function
is like GPS, which can also provide all-weather, continuous, real time and precise navigation capacity. The
satellites transmit signals at two frequencies L1=1602 -1615 MHz and L2=1246 - 1256 MHz.
The characteristics of two types of systems are listed in Table 3-6
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3.2.3.1 Principle
A GPS/GLONASS receiver can be installed on-board a satellite for orbit determination using pseudorange,
Doppler (range and range rate) and carrier phase to GPS/GLONASS satellites.
The basic observation equations are just like one-way range, range rate and carrier phase ( see §2.1.1, §2.1.2 and
§2.1.3 in Chapter 2).
r ( t 1 )
S 1
S ( t 2 )
S ( t 1 )
S 2
S ( t 3 )
S ( t 4 )
r ( t 3 )
Figure 3-7 GPS Navigation System
3.2.3.2 Error Budget
The error budget of space-borne GPS orbit determination is the same as ground-based GPS navigation
application except the atmosphere effects.
Table 3-7 Error Budget of Space-borne GPS One-Way Ranging







One of the significant advantage of space-borne GPS/GLONASS navigation systems for orbit determination is
that the ground tracking networks are not necessary. The atmosphere errors do not affect space-borne
GPS/GLONASS orbit determination, but the receiver noise is significantly increased, which is related to the
bandwidth of the receiver frequency, and becomes the major error source of orbit determination, as for space-
borne GPS/GLOANSS application usually high kinematic models of receivers with broad frequency bandwidth
are required to lock the signal from GPS/GLONASS satellites.
The use of space-borne GPS navigation systems for orbit determination of low and medium orbiting satellites
will be a standard method in near future. It can provide small size, low cost hardware, global coverage and high
performance of tracking and operation. These satellites normally fly below the GPS satellites. For GNSS-2
systems like Galileo, the orbital altitude of IGSO and GEO satellites are of course above the GPS satellite
constellations. Since the antenna of the GPS satellites are toward to earth in order to assure global coverage, it is
generally not possible to receive GPS signals for IGSO and GEO satellites. Only when GPS satellites approach
the vanishing point behind the earth, the GPS signal will be accessed by space borne GPS receivers. This
problem will be solved as GPS IIF satellites are launched into orbit.
Chapter 3 Orbit Tracking System and Their Error Budgets
30
3.3 Conclusion
There are still many other systems which can be used for GNSS-2 satellite orbit determination, for examples,
DGPS or TOPEX/POSEIDON systems etc, but these systems are all dependent on GPS and are not discussed
further here.
In this chapter, the major current tracking systems of orbit determination were briefly discussed and evaluated.
From this discussion it can be seen that the range, range rate and carrier phase are the major types of
observations for the orbit determination systems. The ground based tracking systems are still widely used for
tracking satellites, for example, IGS global tracking network. For GNSS-2 satellite navigation system using
IGSO, GEO and MEO satellites, some special factors should be considered. IGSO and GEO satellites are high
altitude satellites about 42000 km from the earth surface, which will lead to following results, (1) radial change
between satellite and ground tracking stations or ground beacons is slow, and thus, the Doppler shift which is
based on radial changes is not significantly sensitive to IGSO and GEO satellites, and (2) there will be worse
influence of geometrical distribution of the tracking station network on the accuracy of IGSO and GEO satellite
orbit determination than on any other satellites. From (1), Doppler shift-based systems such as S-Band, DORIS
and the Doppler measurement part of PRARE cannot achieve high accuracy of orbit determination for IGSO and
GEO satellites. The remaining observations available are range and carrier phase. From (2), it is best that wide
spaced ground tracking stations could be used for IGSO, GEO and MEO satellite orbit determination. According
to §3.2.3 it can be seen that the current space-borne GPS/GLONASS navigation systems may not be suitable for
IGSO and GEO satellite orbit determination, because the GPS/GLONASS signals are transmitting towards earth
surface in order to assure global coverage. It is generally not possible for the onboard receiver to receive
GPS/GLONASS signals at a geostationary and geosynchronous orbits, and even though the signal may be
received at some special conditions, there is still a small chance of more than 4 satellites available for a fixed
point at geostationary orbit over one day. Therefore the use of space-borne GPS/GLONASS navigation systems
alone for orbit determination of IGSO and GEO satellites is still very difficult, but onboard orbit determination
of GNSS-2 satellites could be possible due to successful launching of German space mission Equator-S and new
type of GPS satellites (IIF) (Balbach et al, 1998). The Equator-S satellite used ground tracking stations and
onboard GPS receiver to determine the Equator-S orbit. Using inter-satellite-links (see §3.2.3) would be also
very promising.
According to the discussion above, a ground-based tracking system with range (including laser ranging) and
carrier phase observations for IGSO, GEO and MEO satellite orbit determination may be a best choice for
GNSS-2 systems.
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CHAPTER 4 MAJOR ERROR SOURCES OF SATELLITE
OBSERVATIONS
The accuracy of observations, further the accuracy of orbit determination will be affected by many error sources.
The major error sources of the observations are tropospheric and ionospheric errors, multipath effects, satellite
and receiver clock errors, etc. In this chapter the influences of these error sources on the accuracy of orbit
determination using the ground tracking network will be discussed.
4.1 Atmospheric Errors
The atmosphere is a mixture of gases that surround the Earth. The atmosphere is held to the surface of the Earth
by gravity. The atmosphere has no definite outer boundary. As it extends outward from Earth, it becomes thinner
and blends with particles of interplanetary space.
The atmosphere is composed of 5 regions based on temperature trends. In the order of increasing height these are
the troposphere, the stratosphere, the mesosphere, the thermosphere and exosphere. In the troposphere, as
altitude increases, air temperature decreases. The temperature stops dropping at the tropopause, which is the
boundary between the troposphere and the stratosphere.
In the upper stratosphere is the ozone layer (O3 molecules), which absorbs harmful ultraviolet radiation from the
sun. The absorption of the solar energy explains the increase in temperature in this region.
Part of the upper atmosphere is composed of charged particles (ions and electrons). This region is known as the
ionosphere. Ionosphere can be further divided into the different ionospheric layers or regions (D, E, and F)
which are capable of reflecting high frequency radio waves. Notice that the electron concentration of the
ionosphere is much greater during the day than at night, and in fact the D region disappears at night. This is
because the ionospheric layers are produced by the action of solar extreme ultraviolet radiation, which is not
present at night. An overview over structure of the atmosphere is given in Table 4-1 (Wild, 1994)
Table 4-1 Nomenclature of the Atmosphere
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The effects of the atmosphere on radio signal propagation are mainly from two parts of the atmosphere, one is
called troposphere and another is ionosphere.
4.1.1 Tropospheric Error
The troposphere is composed of dry gases and water vapor. Water vapor exists only below altitude of 12 km
above sea level. Water vapor density varies widely with position and time and is much more difficult to predict
than dry gases. Fortunately, however, water vapor effects represent only a relatively small fraction (≈1/10) of
total tropospheric error (Spiker, 1996). Dry gases are relatively uniform in its constituents. For L-band
frequencies, oxygen, which is part of dry gases, is the dominant source of attenuation. Tropospheric errors cause
the radio signal delay.
The signal from the satellite is refracted by the troposphere as it travels to the users on or near the Earth’s
surface. Tropospheric refraction causes a delay that depends upon the actual path of the ray and the refractive
index of the gases along that path. For troposphere symmetric in azimuth about the user antenna, the delay
depends only upon the vertical profile of the troposphere and elevation angle to the satellite.
There are several empirical models for computation of signal delay due to the tropospheric effects. Among them,
Saastamoinen total delay model, Hopfield two quartic models and Black and Eisner model are more popularly
used (Hofmann-Wellenhof et al 1992, Leick 1995, Spiker, 1996).
1)Saastamoinen model (Spiker, 1996)
Tropospheric error which produces a signal delay and thus causes an increase in the observed range can be
calculated by using Saastamoinen standard model as follows
∆S D P
T
e B mtrop R= + + + − +0 002277 1




0. ( )sec [ ( . ) tan ]ψ ψ δ (4-1)
where ∆Strop is the delay correction in meters; P e0 0,  are the atmospheric pressure and the partial pressure of
water vapor at sea level in millibars; T0  is the absolute temperature at sea level in °Kelvin; The correction term
B and δ R  are given in Table 4-2 (Spilker, 1996) for various tracking station heights h. The apparent zenith angle
ψ 0
090= − E  in which E is the elevation of satellite related to the tracking station; the value D is
D h= +0 0026 2 0 00028. cos .ϕ , where ϕ  is the local latitude, and h is the tracking station height in km.
Table 4-2 Correction Terms for Saastamoinen Standard Model
Apparent Zenith Tracking Station Height Above Sea Level
Angle 0 km 0.5 km 1 km 1.5 km 2 km 3 km 4 km  5 km
60°00’ 0.003 0.003 0.002 0.002 0.002 0.002 0.001 0.001
66°00’ 0.006 0.006 0.005 0.005 0.004 0.003 0.003 0.002
70°00’ 0.012 0.011 0.010 0.009 0.008 0.006 0.005 0.004
73°00’ 0.020 0.018 0.017 0.015 0.013 0.011 0.009 0.007
75°00’ 0.031 0.028 0.025 0.023 0.021 0.017 0.014 0.011
δR m 76°00’ 0.039 0.035 0.032 0.029 0.026 0.021 0.017 0.014
77°00’ 0.050 0.045 0.041 0.037 0.033 0.027 0.022 0.018
78°00’ 0.065 0.059 0.054 0.049 0.044 0.036 0.030 0.024
78°30’ 0.075 0.068 0.062 0.056 0.051 0.042 0.034 0.028
79°00’ 0.087 0.079 0.072 0.065 0.059 0.049 0.040 0.033
79°30’ 0.102 0.093 0.085 0.077 0.070 0.058 0.047 0.039
79°45’ 0.111 0.101 0.092 0.083 0.076 0.063 0.052 0.043
80°00’ 0.121 0.110 0.100 0.091 0.083 0.068 0.056 0.047
B mb 1.156 1.079 1.006 0.938 0.874 0.757 0.654 0.563
2) Hopfield Model (Hofmann-Wellenhof et al 1992)















  for h hd≤ = 43  km (4-2)
Chapter 4 Major Error Sources of Satellite Observations
33




















For observation site on the earth surface, Eq.(4-3) can be written as





The wet part is much more difficult to be modeled. Hopfield used the same assumption as dry part. Therefore
wet part delay can be expressed as




0,  hw = 12  km (4-5)
where Nd,0 , Nw,0 are the respective dry and wet refractive indices at the surface.
According to (Hofmann-Wellenhof et al, 1992), Nd,0 , Nw,0  can be described as follows.
N c p
T




Tw,0 2 3 2
= + (4-7)
c2 12 96= − .  k/mb (4-8)
c3
53 718 10= ×.  k2/mb (4-9)
where
p atmospheric pressure in millibars (mb)
T temperature in Kelvin (K)
e partial pressure of water vapor in mb
The magnitudes of tropospheric error of range measurements are listed in Table 4-3
Table 4-3 Influence of the Tropospheric Refraction on Range Measurement (Seeber, 1993)
Elevation angle 90° 20° 15° 10° 5°
Tropospheric Error (m) 2.51 7.29 9.58 14.04 25.82
4.1.2 Ionospheric Effect
The ionosphere is that part of the upper atmosphere where free electrons occur in sufficient density to have an
appreciable influence on the propagation of radio frequency electromagnetic waves. This ionization depends
primarily on the Sun and its activity. Ionospheric structures and peak densities in the ionosphere vary greatly
with time (sunspot cycle, seasonally, and diurnally), with geographical location (polar, auroral zones, mid-
latitudes, and equatorial regions), and with certain solar-related ionospheric disturbances.
The major part of the ionization is produced by solar X-ray and ultraviolet radiation, and by corpuscular
radiation from the Sun. The most noticeable effect is seen as the Earth rotates with respect to the Sun; ionization
increases in the sunlit atmosphere and decreases on the shadowed side. Although the Sun is the largest
contributor toward the ionization, cosmic rays make a small contribution. Any atmospheric disturbance affects
the distribution of the ionization.
Longer wavelength radio signals can be "bounced" off the ionosphere allowing radio signal transmission "over
the horizon". This is how the long, medium and short wave radio broadcasts reach receivers over long distances.
Because the ionosphere is not a nice smooth "mirror" the signal can be scattered in many directions causing loss
of signal strength and interference from other transmitters. The ionosphere is particularly disturbed in the auroral
regions, and during magnetic sub-storms.
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Shorter wavelength radio signals pass through the ionosphere but are affected by it. These shorter wavelengths
are used by satellites for communication and navigation purpose, and the ionosphere affects the signals rather
like the way the atmosphere causes "twinkling" of the stars.
Considerable efforts have, therefore, been concentrated on modeling this ionospheric parameter. Several models
are available including the Chiu model (Chiu, 1975), the Bent model (Bent et al. 1972) that has been used
extensively for satellite tracking, the semi-empirical SLIM model (Anderson et al, 1987) based on theoretically
obtained grid values, and the FAIM model (Anderson et al, 1989) that uses the Chiu formalism together with the
SLIM results. The International Reference Ionosphere (IRI) is probably the most mature of these models, having
undergone more than two decades of scrutiny and improvement.
At present, almost all empirical models of ionospheric parameters are limited to non-auroral, magnetically quiet
conditions. Major efforts are underway to extend ionospheric predictability beyond these limitations. A
promising venue seems to be the inclusion of real-time data from the newly developed automatical recording and
scaling ionosondes.
Following Hofmann-Wellenhof (1992), Klobuchar (1996), Seeber (1993) and Wild (1994), the phase and range









Then first orders of ionospheric group and phase delays for range and phase observations are proportional to the
integrated number of free electrons along the propagation path and inversely proportional to the square of







where f is the carrier frequency and Ndl  is Total Electron Content (TEC), integrated along the path from
ground tracking station to satellite.
From Eq.(4-12) and Eq.(4-13) it can be seen that changes of range and phase caused by the ionospheric
refraction may be restricted to the determination of the total electron content (TEC). TEC itself is dependent on
sunspot activities, seasonal and diurnal variations, the line of sight which includes elevation and azimuth of the
satellite and the position of the observation site.
Usually TEC can be measured using dual frequency observations forming wide-lane linear combination (L4). In
the case of code observations the total electron content is proportional to the difference of the ionospheric
refraction on the two frequencies. Ionospheric error can also be removed by ionosphere-free linear combination
(L3). For single frequency users, some mathematical models, for examples, Klobuchar model (Klobuchar, 1996)
and single-layer model (Wild 1994) may be used.
Following Wild (1994), a simple and widely used mathematic model, single-layer model (SLM) will be
discussed here.
SLM is based on the assumption that all free electrons are concentrated in a spherical layer of infinitesimal
thickness (single layer) at a height H above the earth’s surface. From Eq.(4-12) and Eq.(4-13), ionospheric












′z zenith distance at the intersection P of the actual signal with the single-layer
Chapter 4 Major Error Sources of Satellite Observations
35
TVEC surface density of the electrons in the single-layer at point P; TVEC is also called the total vertical
electron content
Figure 4-1 Single-Layer Model of the Ionosphere
SLM reduces the complicated layer structure of the ionosphere to a single layer. The height of this idealized
layer is usually set to about 300-400 km.
In Eq.(4-14), TVEC can be developed as a function of Taylor series with latitude ϕ and the hour angle s of the
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The hour angle of the Sun is defined as the angle between the Sun and the local meridian (positive to the west).
The local solar time t is related to the hour angle of the Sun by
t s h= +12
Usually, s0 is selected to be the hour angle corresponding to the middle of the observation interval, ϕ 0 is defined
as the mean value of the latitudes of all stations used to compute the model.
Eq.(4-14) and the coefficients in Eq.(4-15) are introduced as unknown parameters in observation equations and
estimated together with the other unknowns during data processing.
Table 4-4 shows the maximum range errors of GPS dual frequencies due to ionosphere errors.
Table 4-4 Maximum vertical ionospheric range error (Seeber, 1993)














Multipath error is one of the dominant error sources for satellite-based navigation systems. Although this
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navigation community. Many literatures are contributed to this topic and most parts of these papers focus on the
correlator designs as well as signal processing in receiver hardware.
Van Nee (1991) analyzed the influence of multipath error on code measurements from the point of view of the
GPS receiver hardware and concluded that multipath error may not be removed by long averaging time because
there are mean range errors existing due to the nonlinearity in the code measurements. Braasch (1992) also
analyzed the multipath effect from hardware point of view. Since then many advances related to GPS receiver
hardware have been achieved, such as Narrow Correlators (Van Dierendonck et al 1993), Multipath Estimating
Delay Lock Loop (MEDLL) (Townsend et al 1995), SNR-based method (Breivik et al 1997, Comp et al 1996,
Sleewaegen 1997), Multiple Closely-Spaced Antennas (J.K. Ray et al 1998) and Dual-Depth Dual-Frequency
Choke Ring (Filippov et al 1998) etc.  Some authors presented pure algorithm-related methods such as
Maximum Likelihood Estimator for Multipath (Weill 1995), Autocovariance Function of Pseudorange Multipath
Error (El-Rabbany 1995), Uniform Geometrical Theory of Diffraction (GTD) to model and verify the differential
carrier phase errors due to multipath (Gomez et al 1995). Raquet (1996) presented a unique method by using
network adjustment to reduce the multipath error in the reference stations.
 
4.2.1 Multipath Envelopes
The incoming signals from satellites plus reflected incoming signals from nearby objects are received by satellite
receivers. The locally generated replicas are aligned with these signals in the Phase and Delay Lock Loop (PLL
and DLL) to make correlation function between the local replica and the incoming signals maximum. The
reflected incoming signals are called multipath signals and their effects will distort the correlation functions and
introduce code and phase tracking errors that are defined as multipath effects. Multipath effects appear to be the
dominant error source in high precision navigation, influencing also fast ambiguity resolution.
Assuming input signals directly from satellite plus a multipath signal are given by





α multipath relative amplitude coefficient < 1;
τ time delay from the satellite to the receiver (line-of-sight);
θ m multipath relative phase;
δ multipath relative time delay;
According to Van Dierendonck (1996), Eissfeller (1997) and Sleewaegen (1997), the outputs from receiver
correlators are
)cos()()cos()( mP ARARI θϕδταϕτ −∆−′+∆′= (4-18)
)sin()()sin()( mP ARARQ θϕδταϕτ −∆−′+∆′= (4-19)
)cos()]2/()2/([ ϕττ ∆−′−+′= dTRdTRAI D (4-20)
)cos()]2/()2/([ mdTRdTRA θϕδτδτα −∆−−′−+−′+ (4-21)
)cos()]2/()2/([ ϕττ ∆−′−+′= dTRdTRAQD (4-22)
+ ′ − + − ′ − − −α τ δ τ δ ϕ θA R dT R dT m[ ( / ) ( / )]sin( )2 2 ∆ (4-23)
where
′τ synchronous delay time error produced by the receiver
∆ϕ difference between the local phase in PLL and the incoming carrier phase
T signal period
d early - late spacing between correlators in chips; d is between 0 and 1. d=1 standard 1 chip spacing;
d<1 narrow spacing
If incoming phase is locked by local phase, QP =0; if incoming code is locked by local code, ID =0, i.e.
0)sin()()sin()( =−∆−′+∆′= mP ARARQ θϕδταϕτ (4-24)
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)cos()]2/()2/([ ϕττ ∆−′−+′= dTRdTRAI D
0)cos()]2/()2/([ =−∆−−′−+−′+ mdTRdTRA θϕδτδτα (4-25)
The problem is how the multipath signal delay time δ  affects correlation time ′τ . If multipath effects do not
exist, i.e. α = 0 , Eq.(4-24) and Eq.(4-25) hold only and only if ′ =τ τ . Due to multipath effects, Eq.(4-24) and
Eq.(4-25) will hold when ′ ≠τ τ , i.e. zero-crossing point is distorted.
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According to Eq.(4-27), Eq.(4-28), Eq.(4-29) and Eq.(4-30) and assuming α = 0 5. , the multipath error
envelopes of code pseudoranges are drawn in Figure 4-2 and Figure 4-3 respectively.
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Figure 4-3 Periodic Function of Multipath Error
4.2.2 Influence of Multipath Errors on Range and Phase Observations
From the mathematical point-of-view, the influence of multipath delay δ  on correlation time ′τ  can be directly
derived from auto-correlation function R( )τ .
Using very simple signal equation, suppose the arrived signal from satellite is
)(cos τω −= tASd (4-31)
where
τ time delay from the satellite to the receiver
One multipath signal reflected from near object is:
)](cos[ δτωα −−= tASm
])(cos[ mtA θτωα +−= (4-32)
where
α multipath relative amplitude coefficient < 1;
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θm multipath relative phase( ωδθ =m )
The signals received by satellite receiver are
])(cos[)(cos mmdr tAtASSS θτωατω +−+−=+=
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Finally Eq.(4-33) becomes
)](sinsin)(cos[cos τωφτωφ −−−= ttAS rr













φ  is the phase error caused by multipath effects
From Eq.(4-34), it is clear that the received signals are distorted by the multipath effects. The amplitude of the
received signal A becomes Ar and the phase of the signals introduces phase shift φ .
Suppose the local receiver produces a synchronous signal
)(cos τω ′−= tASl (4-35)
where
′τ correlation time error between replica and incoming signal produced by the receiver
The auto-correlation function of the receiver may be written as follows:
 ′=′ dtSSR lr )()()( τττ
  ′−+−=′−+−= dtttAAdttAtA rr )(cos])(cos[)(cos])(cos[ τωφτωτωφτω (4-36)
For simplicity, the time error, propagation errors and receiver errors (PLL track errors etc.) are not considered
and assuming α  is a constant.
In order to make Eq.(4-36) maximum, let



































































































Actually, there are many reflected multipath signals, therefore Eq.(4-39) can also be written as
From Eq.(4-38), it can be shown that ∆τ is an error of time delay caused by multipath effects. nπ  is of the
periodic term. φ  is a phase error.
Clearly, Eq. (4-37) can also be obtained from Eq.(4-24) and Eq.(4-25). Eq.(4-37) shows under the ideal situation,
the multipath error is of a periodic term that can be removed by using the averaging method or filtering (Sennott
et al 1987). Actually, code delay (distance between satellite and GPS receiver) is measured by the so-called DLL
discriminator, which is based on the approach that the incoming signals are mixed with early and late codes
produced by local GPS receiver. The mixed signals then enter the Low-Pass Filters (LPF). The output signals
with early and late mixed codes from LPF are subtracted each other to form the DLL discriminator. The signals
from DLL discriminator are zero if incoming signals are locked by local signals.
Theoretically, if the output of the discriminator is zero, the related autocorrelation function Eq.(4-36) reaches
maximum, which means Eq.(4-37) holds. But actually in a GPS receiver, early and late local signals are not
strictly symmetrically generated due to variety of the errors such as thermal noise, timing error and frequency
drift, etc., i.e. that the output of the discriminator is zero doesn’t mean that corresponding autocorrelation
function Eq.(4-36) reaches maximum, and vice versa. Therefore a mean error exists, which is not zero if using
DLL to track satellite signals under influence of multipath effect. Therefore the multipath errors can not be
completely removed by averaging or filtering methods (van Nee 1991, Eissffeller 1997).
From discussion above and Eq.(4-38) and Eq.(4-39), the following conclusions about multipath effects can be
reached.
1. Theoretically, the multipath errors shows a period property. The period is dependent on the signal frequency
and in principle is equal to the signal period. Actually because early and late codes are not symmetrically
produced by the local receiver, the multipath errors are not strictly periodic functions, there are mean errors
existing,
2. The influence of multipath errors on code pseudorange is inversely proportional to the signal frequency.
Periods of phase errors caused by multipath effects are dependent on the signal frequency,
3. The multipath error is dependent on receiver design,
4. The multipath error is independent of the length of baseline. It is related to the observation site.
According to these properties and the conclusion discussed above, the system part of multipath errors could be
removed using linear combinations for the dual frequences of the observations from the same site, the remaining
random part of multipath errors might be eliminated by using averaging method for static measurements.
f
M±≈∆ρ
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4.3 Clock Errors
 Clock errors are divided into two parts, one is the satellite clock error and another is receiver clock error. Usually
the satellite clock error is independent of the satellite direction and is a fundamental error for one-way ranging
measurements. According to modern clock technology, atomic clocks such as cesium and rubidium clocks have
the stability of about 1 part in 1013 over a day or about 3.5 m in ranging (Parkinson et al, 1996) and can be used
on board the satellite. Also the errors introduced as additional parameters with other orbit parameters in orbit
determination processing can be determined. Generally because the ground tracking stations are equipped with
very stable and high accuracy atom clocks, the receiver clock errors in these stations can be removed before data
processing or it is so small that it can be neglected.
 
 According to Chadwell (1995), satellite clock and receiver clock can be related by






















2Ω ( ) ( )ϖ ϖ (4-44)
 where
 τ s satellite clock time
 τ ground receiver clock
 rt geocenter position vector of ground receiver
 Ω rotation rate of the Earth
 xt x component of geocenter position vector of ground receiver
 yt y component of geocenter position vector of ground receiver
 a semi-major axis of satellite orbit
 ϖx s position vector of satellite in geocenter coordinate system
 ϖv s velocity vector of satellite in geocenter coordinate system
 
 Second term in Eq.(4-44) causes a secular offset that can be corrected by setting the satellite clock frequency
lower by 4.4×10-10 MHz from the nominal frequency (Spilker, 1978). The third term (relativistic effects) causes
a periodic variation that has a maximum magnitude of 14 m for single point positioning, but cancels out with
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CHAPTER 5 PERTURBATION MODELS OF IGSO, GEO and MEO 
SATELLITE ORBITS
The performances of IGSO, GEO and MEO satellite orbits will be affected by many perturbations such as the
non-central part of the Earths gravitational potential, gravitational effects of Sun and Moon, solid earth tidal
effects, solar radiation pressure, Albedo radiation pressure, gravitational effects of ocean tides, gravitational
effects of the planets, relativistic corrections, thermal emission of the satellite etc. Because IGSO, GEO and
MEO satellite orbits are far away from the earth, the effects of earth tides, ocean tides and earth radiation are
much smaller. Hence the non-central part of the Earth, the gravitational effects of Sun and Moon and solar
radiation pressure play a major role in the perturbations on IGSO, GEO and MEO satellite orbits. In this chapter,
the computations of these three perturbation models will be discussed. The major literatures on this topic are
referred to Soop (1994), Tscherning (1976, 1977).
5.1 The Earth Gravitational Perturbation
The earth geopotential is represented as a point mass and an expansion of spherical harmonics to represent the





















G Newtonian Gravitational Constant
M the Earth’s mass (GM=398.600415×1012 m3 s-2)
)(sinϕnmP associated Legendre function
ϕλ , geographic longitude and latitude of satellite
Cnm , Snm spherical harmonic coefficients.
In the equation above, the first term is the point mass part. The other terms are an expansion of spherical
harmonics to represent the nonspherical effects of the earth mass, i.e. the Earth gravitational perturbation.



































5.1.1 Computation of Legendre Polynomials
From Eq.(5-1) it can be seen that in order to compute the geopotential, the first step is computation of the
Legendre polynomials.
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xPdxxP )()1()( 2/2−= (5-5)
With these definitions the spherical harmonics are not normalized. In order to normalize them, spherical
harmonics needs to be multiplied by













xPdxP )()()( = (5-8)
Eq.(5-8) can be calculated by the following recursive formula in n for given value of x and m≥1 with starting
values:
mnifxP mn <= 0)(
)( (5-9)


















First, using the equations above to obtain P xn
m( ) ( ) , then using Eq.(5-5) to calculate the associated Legendre
function Pnm; at last using Eq.(5-4) to compute Legendre polynomials.
After Legendre polynomials have been computed, the coefficients should be normalized using Eq.(5-6) and
Eq.(5-7).
5.1.2 Computation of Geopotential Perturbation
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Eq.(5-15) starts with ξ 0 1=  and η0 0= .











































































































































































































From Eq.(5-12) to Eq.(5-28), the geopotential perturbation can be computed.
5.1.3 The Effect of Geopotential Perturbation
The effects of geopotential perturbation on IGSO and GEO satellite orbits were computed according to
discussion above. In the computation, GEM-T2 Earth model is used. The results are listed in Table 5-1 to Table
5-2 for IGSO satellite and in Table 5-3 to Table 5-4 for GEO satellite.
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5.1.3.1 Influence of Geopotential on IGSO Satellites
Table 5-1 The Effect of Geopotential Perturbation on IGSO Satellite Orbit
(Zonal Part)
(Satellite Parameters: a=42164.174km, starting point λ=20°, i=63°)
Perturbation Force Acceleration Orbit Errors (m)
(m/sec2) One Day Ten Days
J2 8×10-6 8.90 (km) 88.7 (km)
J3 3×10-9 0.03 0.25
J4 3×10-10 0.18 1.83
J5 7×10-12 0.00 0.03
J6 3×10-12 0.00 0.03
J7 3×10-13 0.00 0.00
J8 3×10-14 0.00 0.00
J9 3×10-15 0.00 0.00
J10 9×10-16 0.00 0.00
Table 5-2 The Effect of Geopotential Perturbation on IGSO Satellite Orbit
(Sectorial and Tesseral Part)
(Satellite Parameters: a=42164.174km, λ=20°, i=63°)
Perturbation Force Acceleration Orbit Errors (m)
(m/sec2) One Day Ten Days
2 ≤ n ≤ 10, 1≤ m≤n 6×10-8 371 31.6(km)
3 ≤ n ≤ 10, 1≤ m≤n 2×10-9 21.2 205.4
4 ≤ n ≤ 10, 1≤ m≤n 9×10-10 0.65 109.7
5 ≤ n ≤ 10, 1≤ m≤n 1×10-10 0.09 2.21
6 ≤ n ≤ 10, 1≤ m≤n 1×10-11 0.02 0.62
7 ≤ n ≤ 10, 1≤ m≤n 4×10-12 0.00 0.21
8 ≤ n ≤ 10, 1≤ m≤n 2×10-13 0.00 0.03
9 ≤ n ≤ 10, 1≤ m≤n 7×10-14 0.00 0.00
n= 10, 1≤ m≤n 3×10-15 0.00 0.00
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Figure 5-1 The Effect of Geopotential Perturbation Model with 2≤ n ≤10, 0≤ m ≤n
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Figure 5-4 The Effect of Geopotential Perturbation J4 Term
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Figure 5-5 The Effect of Geopotential Perturbation J5 Term
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Figure 5-7 The Effect of Geopotential Perturbation Sectorial and Tesseral Terms, 2≤ n ≤10, 1≤ m ≤n
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Figure 5-8 The Effect of Geopotential Perturbation Sectorial and Tesseral Terms, 3≤ n ≤10, 1≤ m ≤n
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Figure 5-10 The Effect of Geopotential Perturbation Sectorial and Tesseral Terms, 5≤ n ≤10, 1≤ m ≤n
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Figure 5-11 The Effect of Geopotential Perturbation Sectorial and Tesseral Terms, 6≤ n ≤10, 1≤ m ≤n
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Figure 5-12 The Effect of Geopotential Perturbation Sectorial and Tesseral Terms, 7≤ n ≤10, 1≤ m ≤n
Figure 5-1 shows total effects of geopotential perturbation with degree and order from 2 to 10 (2≤n ≤10, 0≤
m≤n). Figure 5-2 to Figure 5-6 show effects of geopotential perturbation of zonal terms (J2  to J6 ). Figure 5-7 to
Figure 5-12 illustrate the effects of geopotential perturbation of sectorial and tesseral parts. Comparing Figure 5-
1 with Figure 5-2 it can be seen that there are almost same change phases and periods in these two figures, which
means that in total geopotential perturbation, zonal term J2 plays a major role (see Fig. 5-2). Interesting is that
the even order terms have the same change phases and periods as the total perturbation effects, odd order terms
have reverse phases that act as reducing the effects of the even order terms.
From Table 5-1 and Table 5-2 and Figure 5-12, it can be found that the geopotential model whose degree and
order are more than 6 has an effect of max. 3 cm on IGSO satellite after ten days, thus the effect of geopotential
model with degree more than 6 may be neglected in the satellite dynamic model if the accuracy of orbit
determination to be within one meter is required.
Also from Figure 5-7 and Figure 5-8 there are some resonant phenomenon existing. According to Blitzer (1966),
the coefficients of geopotential C22, S22 are resonant terms for 24 hour satellite. The resonant term means that if
the force frequency is equal to the natural frequency of the satellite orbital motion, a dynamical resonance
occurs. In other words, the influence of geopotential perturbations from these two coefficients on 24-hour
satellite like GEO and IGSO are significantly increased. Figure 5-13 shows the effects of these two resonant
terms on IGSO satellite. Although there are other resonant terms, for example, C31 S31, C32, S32, C33, S33, C41, S41,
C42, S42, etc., but compared to C22,S22, the effects from these terms are very small.
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Figure 5-13 The Effect of Geopotential Perturbation Model C22,S22
5.1.3.2 Geopotential Influence on GEO Satellite
The following results are for geostationary (GEO) satellites. A GEO orbit is one where the orbit has the same
period as IGSO satellite (24 hour), but remains at a fixed point in the sky at all times and stationary over a single
point on the Earth's surface. Obviously, a GEO satellite is a special case of IGSO satellite with inclination of
orbit i=0.
The effects of geopotential on GEO satellite orbit are shown in Table 5-3 and Table 5-4.
Table 5-3 The Effect of Geopotential Perturbation on Geostationary Satellite Orbit
(Zonal Part )
(Satellite Parameters: a=42164.174km, λ=20°, i=0°)
Perturbation Force Acceleration Orbit Errors (m)
(m/sec2) One Day Ten Days
J2 8×10-6 19.7 (km) 196 (km)
J3 3×10-9 0.00 0.02
J4 3×10-10 0.84 8.42
J5 7×10-12 0.00 0.00
J6 3×10-12 0.01 0.07
J7 3×10-13 0.00 0.00
J8 3×10-14 0.00 0.01
J9 3×10-15 0.00 0.00
J10 9×10-16 0.00 0.00
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Table 5-4 The Effect of Geopotential Perturbation on Geostationary Satellite Orbit
(Sectorial and Tesseral Part)
(Satellite Parameters: a=42164.174km, λ=20°, i=0°)
Perturbation Force Acceleration Orbit Errors (m)
(m/sec2) One Day Ten Days
2 ≤ n ≤ 10, 1≤ m≤n 6×10-8 656 58.3 (km)
3 ≤ n ≤ 10, 1≤ m≤n 2×10-9 12.6 1200
4 ≤ n ≤ 10, 1≤ m≤n 9×10-10 2.15 121.9
5 ≤ n ≤ 10, 1≤ m≤n 1×10-10 0.18 40.1
6 ≤ n ≤ 10, 1≤ m≤n 1×10-11 0.01 0.72
7 ≤ n ≤ 10, 1≤ m≤n 4×10-12 0.00 0.77
8 ≤ n ≤ 10, 1≤ m≤n 2×10-13 0.00 0.05
9 ≤ n ≤ 10, 1≤ m≤n 7×10-14 0.00 0.05
n= 10, 1≤ m≤n 3×10-15 0.00 0.00
The detailed information on the effects of geopotential perturbation on the geostationary satellite orbit can be
seen in the following figures.
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Figure 5-14 The Effect of Geopotential Perturbation Model with 2≤ n ≤10, 0≤ m ≤n
- 2 0 0
- 1 5 0







0 2 4 4 8 7 2 9 6 1 2 0 1 4 4 1 6 8 1 9 2 2 1 6 2 4 0















Figure 5-15 The Effect of Geopotential Perturbation J2 Term









0 2 4 4 8 7 2 9 6 1 2 0 1 4 4 1 6 8 1 9 2 2 1 6 2 4 0

























0 24 48 72 96 120 144 168 19 2 216 240























0 24 48 72 96 120 144 168 192 216 240













Figure 5-18 The Effect of Geopotential Perturbation J6 Term
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Figure 5-19 The Effect of Geopotential Perturbation Sectorial and Tesseral Terms, 2≤ n ≤10, 1≤ m ≤n
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Figure 5-20 The Effect of Geopotential Perturbation Sectorial and Tesseral Terms, 3≤ n ≤10, 1≤ m ≤n
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Figure 5-21 The Effect of Geopotential Perturbation Sectorial and Tesseral Terms, 4≤ n ≤10, 1≤m≤n
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Figure 5-23 The Effect of Geopotential Perturbation Sectorial and Tesseral Terms, 6≤ n ≤10, 1≤ m ≤n
From figures above it is clear that the influence of geopotential perturbation on GEO satellites is much larger
than that on IGSO satellites. Also very interesting is that for zonal terms, the effects from the odd terms are











= −sin ( sin )ϕ ϕ (5-22)
for GEO satellite ϕ = 0 , the effect of J3 becomes zero. Other odd terms of the zonal part show the same
property. Due to this reason, the effects of total geopotential perturbation are mainly from the even terms.
Actually ϕ will not be zero for GEO satellites, therefore the effects of odd zonal terms are not totally zero, but
very small like J3 in Fgure 5-16.
5.1.3.3 Geopotential Influence on MEO (GPS)
Influence of geopotential perturbation on MEO(GPS) satellite is listed in Table 5-5 (Landau,1988).
Table 5-5 The Effect of Geopotential Perturbation on MEO(GPS) Satellite
Perturbation Force Acceleration Orbit Errors (m)
(m/sec2) One Day 7 Days
J2 5×10-5 10(km) 100(km)
Cnm, Snm(n,m<8) without C20 3×10-7 200 3.4(km)
Cnm, Snm(n,m>8) <1×10-8 0.03 0.1
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5.2 The Solar and Lunar Attractions
Due to the great distance between the Earth and the Sun and between the Earth and Moon, it is unnecessary to
take the nospherical part of the Sun and Moon into account. For this reason, in the perturbation models the Sun
and Moon are considered as point mass. The solar and lunar attractions on the satellite may be expressed in the
inertial coordinate system as follows

































whereϖr position vector of satelliteϖrs position vector of Sunϖrm position vector of Moon
µ µ µ, ,s m gravity constants of the Earth, Sun and Moon respectively.
In order to evaluate the influences of Sun and Moon on IGSO, GEO and MEO satellites, the accelerations
produced by the solar and lunar attractions on IGSO and GEO satellites  are computed using JPL Planetary
Ephemeris DE200 and Eq.(5-23). The quantities of the accelerations and orbit errors by these two perturbation
forces are listed in Table 5-6, Table 5-7 and Table 5-8 as well as are drawn in Figures 5-24, 5-25, 5-26 and 5-27.
Table 5-6 The Effect of Solar and Lunar Attraction on IGSO Satellite
(Satellite Parameters: a=42164.174km, λ=20°, i=63°)
Perturbation Force Acceleration Orbit Errors (m)
(m/sec2) One Day Ten Days
Solar Attraction 3×10-6 945 8915
Lunar Attraction 6×10-6 2590 77 (km)
Table 5-7 The Effect of Solar and Lunar Attraction on GEO Satellite
(Satellite Parameters: a=42164.174km, λ=20°, i=0°)
Perturbation Force Acceleration Orbit Errors (m)
(m/sec2) One Day Ten Days
Solar Attraction 3×10-6 2263 23183
Lunar Attraction 6×10-6 2311 14 (km)
Table 5-8 The Effect of Solar and Lunar Attraction on MEO (GPS) Satellite*
Perturbation Force Acceleration Orbit Errors (m)
(m/sec2) One Day Ten Days
Solar Attraction 2×10-6 800 3500
Lunar Attraction 5×10-6 3000 8000
       *Feltens, 1991; Landau, 1988
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Figure 5-26 The Effect of the Solar Attraction on GEO Satellite
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Figure 5-27 The Effect of the Lunar Attraction on GEO Satellite
5.3 The Solar Radiation Pressure Model
The effect of solar radiation pressure on satellite orbit can be divided into two categories, i.e. direct radiation and
earth albedo radiation. Because IGSO, GEO and MEO satellites are much far away from the earth surface, the
earth albedo radiation has small influence on these types of satellites and can be neglected. Therefore only the
direct radiation pressure should be considered in the satellite dynamic models.
5.3.1 Direct Radiation Pressure
For the direct radiation it means the satellite absorbs the entire solar radiation. If assuming the satellite is a



















whereϖad acceleration due to the direct radiation pressure,
µ eclipse factor (=1 if the satellite is in sunlight,
=0 if the satellite is in the Earth shadow,
0<µ <1 if the satellite is in the Penumbra),
A/m cross-section area of the satellite as seen from the Sun divided by its mass,
as astronomical unit(AU)
cEPs /= radiation pressure for a completely absorbing object with A/m=1 at the
distance of one astronomical unit. (E is the solar constant, c the velocity of light),
Cr reflection coefficient,ϖϖr rs, geocentric coordinates of satellite and Sun respectively.
If the GEO, IGSO and MEO satellites are assumed like GPS to be composed of a number of flat or cylindrical
surfaces, each of which absorbs and reflects the solar light. Following Fliegel et al(1992), for the flat surfaces the
components of the acceleration due to radiation pressure are expressed by
Normal
θµν 2,1 cos)1)(( +−= c
EAF N (5-25)
Shear
θθµν cossin)1)((,1 −−= c
EAF S (5-26)
Diffuse








ν reflectivity, ranging from 0 (black) to 1 (white),
µ specularity, ranging from 0 (diffuse) to 1 (specular),
θ angle between the incoming solar ray and the normal to the flat surface,
other symbols are the same as Eq.(5-24).








































The parameters in Eq.(5-28) to Eq.(5-30) are dependent on satellite profile. Fliegel et al (1992) give a simple
formula for GPS components of total radiation accelerations in SV-body coordinate system, i.e.
X B B B
Z B B B
= − + + − + +




4 55 0 08 2 0 9 0 06 4 0 08 0 08
4 54 0 20 2 0 3 0 03 4
. sin( ) . sin( . ) . cos( . ) .
. cos( ) . sin( . ) . sin( )
(5-34)
where
B the angle between the Sun and +Z axis.
All above formulas must be divided by satellite mass ms. SV-body coordinate system is defined as follows: the
+Z direction is toward the Earth and therefore along the SV antennas. The +X direction is positive toward the
half plane that contains the Sun, and +Y completes a right-handed system and points along one of the solar panel
center beams. Assuming 
ϖr  represents a position vector of the satellite in the inertial system, ϖrs  a position vector


















The acceleration due to direct radiation pressure according to Fliegel model which is also in the inertial
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For actual orbit determination, the imperfect of the direct radiation model should be considered, therefore some


























&α can be considered as unmodeled errors of reflection coefficient Cr  which changes with time. Cr  in Eq.(5-24)
can be written as
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In Eq.(5-41), the first term can be calculated by mathematic model like Rock4 (Fliegel et al 1992, McCarthy
1992), the second term is solved during data processing of orbit determination.
5.3.2 Effect of Eclipses
In order to process the solar direct radiation, another problem, the sun eclipse, should be considered, i.e. how to
process the satellite orbit when satellite is inside the shadow of the Earth. The effect of the eclipse is a difficult
problem for satellite orbit determination, especially when satellite is in the penumbra. For the eclipse problem,
the simple cylinder model can be used for computation of the shadow of the Earth. According to this simple
model, for MEO (GPS) satellite, when the angle between the Sun and the +Z direction of the SV-body system of
the satellite, is less than about 14°, the Sun is eclipsed, i.e. the satellite is inside the shadow of the Earth; for
IGSO and GEO satellites with about 36000 km altitude from the surface of the Earth, the eclipse angle is about
8.6°, i.e. when the angle between the Sun and the +Z direction of the SV-body system of the satellite is less than
about 8.6°, the satellite is inside the shadow of the Earth, see Figure 5-28.
Figure 5-28 The Eclipse Angle of IGSO and GEO Satellites
Although this simple model can be used to check if the satellite is in the shadow of the Earth, the non-continuity
of the solar radiation in force model due to the satellite entering the shadow of the earth will have problem in the
orbit integration. During an eclipse, the satellite passes continuously from sunlight to shadow of the Earth, but
Satellite
Direction of the Sun
Earth
Eclipse angle
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for orbit integration, continuous property may not be kept due to the size of integration step. The simple method
to solve this problem is to use tuning parameters, which constructs transition status smoothly from sunlight to
shadow. The shadow problem, however, still needs to be further improved for IGSO, GEO and MEO satellites,
but this is dependent on actual design and profile of GNSS-2 satellites.
The effects of solar direct radiation on IGSO, GEO and MEO satellites are listed in Table 5-9, Table 5-10 and
Table 5-11 as well as drawn in Figures 5-29 and 5-30.
Table 5-9 The Effect of Solar Radiation Pressure on IGSO Satellite
(Satellite Parameters: a=42164.174km, λ=20°, i=63°)
Perturbation Force Acceleration Orbit Errors (m)
(m/sec2) One Day Ten Days
Solar Radiation 1×10-7 317 3227
Table 5-10 The Effect of Solar Radiation Pressure on GEO Satellite
(Satellite Parameters: a=42164.174km, λ=20°, i=0°)
Perturbation Force Acceleration Orbit Errors (m)
(m/sec2) One Day Ten Days
Solar Radiation 1×10-7 317 3253
Table 5-11 The Effect of Solar Radiation Pressure on MEO Satellite
Perturbation Force Acceleration Orbit Errors (m)
(m/sec2) One Day Ten Days
Solar Radiation 6×10-8 200 1000
- 3 0 0 0
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- 1 0 0 0
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1 0 0 0
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Figure 5-29 Effect of the Solar Radiation on Inclined Geosynchronous Satellite
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Figure 5-30 Effect of the Solar Radiation on Inclined Geostationary Satellite
5.4 Other Perturbations
Other important perturbations such as ocean tide, solid earth tide, permanent tide, station displacement due to
Pole tide and solid earth tide, ocean loading and so on have very small influences on IGSO and GEO satellites
compared to the perturbations discussed above, but to MEO satellite (like GPS) some of these perturbations may
be considered.
5.4.1 Solid Earth Tides
Actually the earth can be considered as the elastic one, the attraction of the Sun and Moon on the earth will cause
the earth mass to respond periodically by deforming and thus changing the earth’s geopotential and displacing
the tracking station positions. This phenomenon is called solid earth tides. According to McCarthy (1992), solid
earth tides are most easily modeled as variations in the standard geopotential coefficients Cnm  and Snm , and can
be calculated by two steps. First step uses a frequency independent Love number κ 2 (assuming κ 2 0 3= . ) and an
evaluation of the tidal potential in the time domain from a lunar and solar ephemeris. The changes in normalized





































































































κ 2 nominal second degree Love number
Re equatorial radius of the Earth
GM⊕ gravitational parameter for the Earth
GM j gravitational parameter for the Moon (j=2) and Sun (j=3)
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rj distance from geocenter to Moon or Sun
φ j body fixed geocentric latitude of Moon or Sun
λ j body fixed east longitude (from Greenwich) of Sun or Moon
rj ,φ j and λ j can be calculated by using JPL Planetary Ephemeris DE200.
But Love number κ 2 is not constant according to Wahr model (Wahr, 1981) and dependent on the frequency.
Thus the second step corrects the geopotential change computed in the first step by using the frequency












































δks difference between Wahr model for κ at frequency s and the nominal value κ 2 in the sense κ κs − 2
Hs amplitude (m) of term at frequency s from the Cartwright and Tayler (1971) and Cartwright and Edden
(1973) harmonic expansion of the tide generating potential.
The accelerations of IGSO and GEO satellite caused by solid earth tides are about 4.0×10-10 m/s2; the
acceleration of MEO (GPS) satellite is about 3×10-9 m/s2 (Landau, 1988, Feltens 1991). From Table 5-1 to Table
5-4 we can conclude that the solid earth tides will cause the orbit errors of IGSO and GEO satellite about 0.10 m
after one day arc; for MEO satellite the orbit error about 0.3 m (Landau, 1988), therefore this perturbation effect
can be neglected from the satellite dynamical model for real-time orbit determination, because usually update
step in orbit determination is short than 10 minutes and the influence from solid earth tides is very small; but for
long period of orbit prediction or batch processing for post-processing, the solid earth tides should be included in
the satellite dynamical models.
The solid earth tides also displace the tracking station coordinates. According to Chadwell (1995, pp.30), the
correction has a maximum at ϕ = 45οand is 0.013 m. Therefore this correction can also be neglected in the orbit
determination of GNSS-2 satellites.
5.4.2 Ocean Tides
Ocean tides are also caused by the attraction of the Sun and Moon on the Earth’s ocean that make the
distribution of Earth’s mass changes periodically. The exact modeling of ocean tides of the earth is a difficult
problem due to the complex hydrodynamic response to the tidal forces. Approximatly the same as the solid earth
tides, the dynamical effect of ocean tides is most easily described as periodic variations in the normalized
































2131110673.6 −−−×= skgmG the gravitational constant
31025 −= kgmwρ
′κ n load deformation coefficients
( 0892.0,1032.0,132.0,195.0,3075.0 65432 −=′−=′−=′−=′−=′ κκκκκ )
C Ssnm snm
± ±, ocean tide coefficients in m for the tide constituent s
The computation detail is referred to McCarthy (1992).
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The accelerations of IGSO and GEO satellite produced by ocean tides are about 1×10-10 m/s2; for MEO (GPS)
satellite is about 5×10-10 m/s2 (Landau, 1988), i.e. after one day orbit arc computation, the maximum errors of
IGSO and GEO is less than 0.01 meter, for MEO (GPS) satellite is less than 0.04 meter, therefore for real-time
orbit determination the ocean tide terms can be neglected in the satellite dynamic model, but for long period of
orbit prediction and batch processing, the ocean tide effects should be included in the satellite dynamic model.
5.4.3 Ocean Tide Loading
Ocean tides by attraction of Sun and Moon also cause a periodic deformation of the crust. This phenomenon is
called ocean tide loading. The displacements of tracking stations will be produced by the deformation of the
crust, which can be described by three components of radial, east-west, north-south. The resulting displacements
were computed by Scherneck (1991) using Schwiderski tide model, Green function for an elastic earth and
Green function for a visco-elastic structure for stations on continental shelves. The displacement due to ocean
loading is about 0.05 meter (Chadwell, 1995) and can be considered as tracking station error. The 0.05 meter of
displacements of tracking stations will lead to 0.05 meter of orbit error, which is independent of the satellite
type. In precise orbit determination, the effect of ocean loading should be included.
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CHAPTER 6 ALGORITHMS OF ORBIT DETERMINATION FOR 
IGSO, GEO & MEO SATELLITES
6.1 Numerical Integration
According to Newton's gravitational law, the satellite movement equation can be written as (Escobal, 1976)
ϖ ϖ&r r
r
= −µ 3 (6-1)
where,
ϖ&r satellite acceleration vector in inertial coordinate systemϖr satellite position vector in the same coordinate system
µ the earth's gravitational constant
Practically, the satellite is affected by various factors such as nonspherical  earth gravitation, solar and lunar





= − +µ ∂
∂3
(6-2)
where R is a perturbation function of the sum of various perturbation sources mentioned above.
Usually, there are two kinds of methods to solve this equation, analysis solution and numerical integration. The
analysis method is complicated and the solution is low accuracy. The numerical integration is widely used and
very rigorous, but time consuming for computation, especially for computation of complicated perturbation
models. Two common algorithms of numerical integrations are Runge-Kutta and Adams-Cowell (Cappellari et
al 1976, Xu 1989 and Engeln-Müllges et al, 1996).
6.1.1 Runge-Kutta Integration
The solution of satellite movement equation can be considered as solution of the initial value problem of the
following differential equation, i.e.
&( ) ( , )
( )








Please note in Eq.(6-3), y=(y1,y2,y3,y4,y5,y6), which can be expressed as six Kepler orbital parameters.
The differential equation (6-3) can be solved by explicit Runge-Kutta algorithm as follows (Cappellari et al
1976, Xu 1989)
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h step length of integration
f( ) the right function of satellite movement equation
m order of Runge-Kutta method
wi weighted coefficients
ci , ki, aij coefficients
In precise orbit determination, 8-order of Runge-Kutta integration algorithm should be used, which is given by
(Cappellari et al 1976, Engeln-Müllges et al, 1996, Xu 1989)
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The right function f in Eq.(6-5) must be repeatedly computed several times for each integration step. The satellite
movement equation is solved step by step, i.e. from known initial state y0 , y1  can be computed; from y1 , y2
can be computed, the rest is done similarly until yn  is obtained. Hence Runge-Kutta algorithm is also called one
step method. Because Runge-Kutta algorithm has such a low computation efficiency, normally, it is used during
the starting phase of orbit integration. Afterwards, the so-called multi-step algorithm will be used for subsequent
integration of satellite movement equation.
6.1.2 Adams-Cowell Algorithm












Adams’ integration algorithm can be divided into two types, Adams-Moulton (calibration) and Adams-Bashforth
(prediction). Using Admas-Moulton algorithm to integrate the differential equation, the solution is given by



























































































When yn+1 is computed from yn , the right function is computed only once, the other right functions fn-1, fn-2, ..., fn-
9 , have been already computed before this step, therefore Adams’ algorithm can integrate much faster than
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Runge-Kutta algorithm does, but it can not integrate the differential equation directly from initial condition y0, it
needs y0, y1, y2, ..., yq that can be provided by Runge-Kutta algorithm.
6.1.3 Cowell Algorithm




















There are also two kinds of algorithms, prediction and calibration. The Cowell prediction algorithm is:






































































































































































In practice, the prediction and calibration are combined to integrate the differential equation, first using
prediction to compute the approximate yn+1 and also compute the right function with a certain accuracy and then
using calibration to solve more precise yn+1.
6.1.4 Numerical Integration of Satellite Dynamic Movement Equation
The satellite movement equation Eq.(6-2) can be equally written as follows
































































































































Comparing Eq.(6-11), Eq.(6-12) and Eq.(6-13) with Eq.(6-3), it can be found that if x y z x y z0 0 0 0 0 0, , , & , & , & ,
called initial orbit parameters, are known, Eq.(6-11) or Eq.(6-12) and Eq.(6-13) can be integrated using Runge-
Kutta algorithm according to Eq.(6-4). First Eq.(6-13) is computed to obtain vx,vy,vz and then Eq.(6-12) is solved
to obtain x,y,z. Usually, Runge-Kutta algorithm is used to provide enough initial values and the right function
computation, after that, Adams-Cowell integration algorithms will be used to perform further integration.
Using Cowell prediction and calibration algorithm Eq.(6-9) and Eq.(6-10) to integrate Eq.(6-13), the satellite
position x,y,z can be solved and then using Adams-Moulton algorithm Eq.(6-7) to integrate Eq.(6-13), satellite
velocity &, &, &x y z  will be solved, i.e. the satellite movement equation Eq.(6-2) or Eq.(6-11) have been fully solved
using numerical integration method.
6.2 Orbit Determination Methods
Usually orbit determination methods can be divided into two processing modes: sequential and all-observation-
together processing (batch). Sequential processing means that satellite orbit will be updated when each or each
set of observations are available. In this way, orbit can be determined in both real- and post-time. Batch (all-
observation-together) processing implies that orbit will be determined after all observations arrive, usually batch
processing is used in post-time. For satellite-based navigation system, real-time orbit determination is very
important, as navigation users need orbit ephemeris updated in real-time to compute their positions.
In this chapter my focus is on sequential processing method of orbit determination.
6.2.1 Kalman Filter for Orbit Determination
Sequential processing usually uses Kalman filter for orbit determination which can be generally described as
follows
Supposing that the satellite system state equation is
Chapter 6 Algorithms of Orbit Determination of IGSO, GEO and MEO Satellites
69
11,11, −−−− Γ+Φ= kkkkkkk wxx
ϖϖϖ (6-14)
The observation equation is
kkkkkk zGxHy ε
ϖϖϖϖ ++= (6-15)
whereϖxk n dimensional signal state vector such as satellite orbit and dynamic parametersϖyk m dimensional observation vectorϖzk p dimensional systematic parameter vector like tracking station coordinates, etc.
Φk k, −1 n×n dimensional state transition matrix
ϖwk dynamic system noise vectorϖε k observation noise vector
Gk m×p dimensional coefficient matrix of non-random parameters
Γk k, −1 coefficient matrix of dynamic system noise vector
Hk m×n dimensional observation coefficient matrix
The a priori statistic information of ϖ~x0  is given by the expectancy E x{ }
ϖ
0  and the covariance D x P{ }
ϖ
0 0= .
Obviously, according to the assumption in Eq.(6-14) and (6-15), ϖxk is a random parameter vector and 
ϖzk  is a




















































where ϖxk  is assumed to be pseudo-observation, 
ϖε xk  is the pseudo-observation noise.








kkxkkx QPP kk 1,11,1,1, 1 −−−−− ΓΓ+ΦΦ=′ − (6-18)
where ϖ~xk−1 is the estimator of 




kkk wwQ −−− =
ϖϖ is the system state noise covariance at k −1 .

















where Rk is the covariance matrix of observation vector 
ϖyk ; ′Pxk represents a priori information of system
parameters.













































































































































































































































Here, ϖ ϖ′ ′x zk k, are a priori unbiased estimates of 
ϖ ϖx zk k,  respectively.
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If assuming
A H R H Pk
T
k k xk11






























































−−− −= AAAAA (6-22)
If matrices D and C are positive definite and others are arbitrary matrices, following relation holds




































−−−−− 11111 ])([ (6-24)
The gain matrix is defined as
{ } 11111 ])([ −−−−−−+′′= kTkkkTkkkkTkxkTkxk RGGRGGIRHPHHPK kk (6-25)








ϖϖϖϖ ])([)(~ 1111 −−−− −′−+′−′= (6-26)
Assuming

















1)( −′−= WHPHKI Tkxkk k





From Eq.(6-23), the equation above becomes
[ ] 1111 −−−− +′= WHHWHP TkkTkxk (6-28)
According to the relation (D and C should be positive definite)
1111 )()( −−−− +=+ BDABDCDACBCB (6-29)
then Eq.(6-28) becomes
1)( −+′′= WHPHHP Tkxk
T
kx kk
{ } kkTkkkTkkkTkxkTkx KRGGRGGIRHPHHP kk =−+′′= −−−−− 11111 ])([ (6-30)





)( kkkkk xHyKx ′−+′=
ϖϖϖ (6-31)
Eq.(6-21) will be written as







From Eq.(6-19), the covariance matrix Pxk of 
ϖxk  is
kk xkkx PHKIAP ′−==
− )(111 (6-33)
and the covariance matrix Pzk of 











[ ]111111 )()()( −−−−−− ′−+= kkTkkkTkxkkkkTkkkTk GRGGRHPHKIHRGIGRG k (6-34)
The summary of the Kalman filter algorithm just developed for orbit determination is as follows. First, the a
priori unbiased estimate ϖ′xk  of state vector 
ϖxk  is computed at epoch k, that is
ϖ ϖ′ = − −x xk k k kΦ ,
~
1 1 (6-35)
The ϖ′xk  covariance matrix is
′ = +− − − − −−P P Qx k k x k k
T
k k k k k
T
k k
Φ Φ Γ Γ, , , ,1 1 1 1 11 (6-36)
Then the gain matrix can be computed by Eq.(6-25).
Finally, the a posteriori state vector estimate ϖ~xk  and its error covariance matrix can be obtained by applying Eq.
(6-31) and Eq.(6-33). The non-random parameter vector ϖ~zk  is estimated by Eq.(6-32), its variance matrix is
obtained using Eq.(6-34).
6.2.2 Dynamic Orbit Determination Method
The satellite run around the Earth, which is affected by various factors such as the earth gravitation, solar and
lunar attraction, solar radiation pressure and so on. Dynamical method requires modeling of the complete set of
these factors acting on an orbiting satellite. These modeling have been discussed in Chapter 5.
Suppose that 
ρx x y z x y z= { , , , &, &, &}  is a state vector of satellite, the satellite equation has the following form
dx
dt
f x t t
ϖ ϖ= ( ( ), ) (6-37)
The observation equation is given byϖ ϖ ϖ ϖy O x t z t t= +( ( ), ( ), ) ε (6-38)
The satellite movement equation Eq.(6-37) can not be directly used by Kalman filter discussed above. Some
changes should be made, and supposing that state vector of satellite ϖ′xk  is close enough to its true value 
ϖ~xk , i.e.
∆x x xk k k= − ′ <
ϖ ϖ ε












































where „ ´ “ means related terms are computed by approximate 
ρ
′xk  at epoch tk .
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(6-41)
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(6-42)
where 
ρwk is the dynamic noise and 
ρ
ε is the measurement noise and we can further assume that
E w Ek k( ) , ( )
ϖ ϖ= =0 0ε .
The satellite dynamic system equation becomes
∆ Φ ∆ Γϖ ϖ ϖx x wk k k k k k k= +− − − −, ,1 1 1 1 (6-43)




Eq.(6-44) shows that if the dimension of state vector is 6, actually 36 differential equations in Eq.(6-44) must be
solved. In the orbit computation, the dimension of state vector is more than 6, so the solution of Eq.(6-44) is a
time-consuming task for computer. Eq.(6-44) can only be rigorously solved using numerical integration method.
For actually application, some approximation approach may be used. From Kalman filter algorithm, ϖ′xk  should
be first computed using numerical integration, ϖ′xk  is also called reference value (or 
ϖ ϖ Λ ϖ′ ′ ′x x xk0 1, , ,  series called
reference orbit) and should be precisely computed, as the errors of the reference orbit will affect the accuracy of
orbit determination; for computation of∆ϖxk and Pkk-1, Φk k, −1  may not be so precise as for the computation of
ϖ′xk . Therefore approximation approach can be used to compute Φk k, −1  for ∆
ϖxk  and Pkk-1. The computation
burden will be significantly reduced and the accuracy of orbit determination will be kept.
The approximation approach of the solution of Eq.(6-44) in the stationary system can be expressed as
Φ( )t e Ft= (6-45)











I an identity matrix.
Referring to Eq.(6-11) to Eq.(6-13), F in Eq.(6-46) may be written as
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Considering the various perturbations, the general derivatives in Eq.(6-47) are very difficult to be expressed. In
the following, only the geopotential, solar and lunar influences are considered, then
U U U Ue s m= + +
where subscript e means the geopotential, s means Sun and m Moon.
1) Geopotential
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(sin )( cos sin )ϕ λ λ (6-48)
where
G Newtonian gravitational constant
M the Earth’s mass (GM=398.600415×1012 m3 s-2)
Pnm (sin )ϕ
associated Legendre function
λ ϕ, geographic longitude and latitude of satellite
Cnm , Snm spherical harmonic coefficients.
Ue is in the earth-fixed coordinate system. Clearly, geopotential Ue is directly related to the spherical components
r, ,ϕ λ , not Cartesian components x y z, , . From relations,





































































































































































































e e= +( ) (6-55)
where, the symbol |e  means the derivatives in the earth-fixed coordinate system. These derivatives will be
converted to the inertial coordinate system.
If only the J2 term in geopontential Eq.(6-48) is considered, the Eq.(6-50) to Eq.(6-55) become,
∂
∂
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( ) ( sin ) sin cosϕ ϕ λ (6-56)
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( ) ( sin ) sin sin cosϕ ϕ λ λ (6-57)
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+ −( ) ( sin ) sin cos ( ) sin (cos sin ) cos

















( ) ( sin ) sin cos cosϕ ϕ ϕ λ (6-58)
∂
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( ) ( sin ) sin sinϕ ϕ λ (6-59)
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2)Solar and lunar Attractions
The solar and lunar attractions Eq.(5-23) may be rewritten in the following forms:
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µ µ3 2 2 2 3 (6-62)
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µ µ3 2 2 2 3 (6-63)
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If in the state transit matrix the perturbation influence on the satellite dynamic model is not considered, the
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Eq.(6-77) is also called Extended Kalman Filter (EKF).
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6.2.3 Kinematic Orbit Determination
The kinematic method, which is traditionally used for ground navigation and positioning, can also be used for
orbit determination. Kinematic orbit determination is independent of the satellite dynamic force model and is a
geometrical method, which does not consider the dynamic property of moving objects. In other words the
kinematic method does not consider the attractions from various sources on satellites. This property is especially
beneficial for orbit determination during satellite maneuver, because the exact satellite maneuver force model is
difficult to be constructed. The accuracy of the kinematic orbit determination is strongly dependent on the
accuracy of observations. This is big difference from dynamic method. The accuracy of the dynamic orbit
determination method is not only dependent on the observation, but also dependent on the satellite force models.
The disadvantage of kinematic orbit determination is that the observation sample rate should be higher than that
of dynamic orbit method, which results in huge observation volume. Another disadvantage is that it is not able to
use the kinematic method to predict satellite orbit. This may be a serious problem for users of real-time
navigation and positioning applications. Specifically, the kinematic orbit determination is used in such situations
where the satellite dynamical forces are difficult to be precisely described by mathematical models, for example,
during satellite maneuver. In addition, kinematic orbit determination can also be used to determine some
dynamic parameters. Another interesting aspect of kinematic orbit determination is onboard satellite
autonavigation. In this mode, high accuracy of orbit determination can be achieved. The satellite orbit integrity is
enhanced by comparing the orbit results determined onboard with the results by the ground-based method.
It should be noted that kinematic orbit determination described here is different from other kinematic orbit
applications (Byun et al 1998 and Balbach et al 1998). Byun et al used onboard GPS receivers to determine
satellite orbit just like ground kinematic navigation and positioning. In our method, onboard GPS receivers are
not necessary and the kinematic orbit determination is still based on ground-based tracking network.





































































x x component of satellite position in the Earth-fixed system
y y component of satellite position in the Earth-fixed system
z z component of satellite position in the Earth-fixed system
&x x component of satellite velocity in the Earth-fixed system
&y y component of satellite velocity in the Earth-fixed system
&z z component of satellite velocity in the Earth-fixed system
&x x component of satellite acceleration in the Earth-fixed system
&y y component of satellite acceleration in the Earth-fixed system
&z z component of satellite acceleration in the Earth-fixed system
pi other parameters such as clock error, tropospheric correction etc.
Kinematic orbit determination can be used in the Earth-fixed coordinate system. This is different from dynamic
orbit determination which is only used in an inertial coordinate system.
For state vector Eq.(6-78), state transition matrix is given by
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∆t t tk k= − −1
a ann1 10, , ,Λ  are coefficients of ∆pi .
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(6-80)
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1 (6-81)
whereϖxk system status vector at epoch kϖwk process noise at epoch kϖyk vector of observationsϖε k measurement noise
Φk k, −1 state transition matrix between epochs k k, −1
Gk k, −1 system noise matrix between epochs k k, −1
Hk design matrix
′Pk predicted covariance matrix at epoch k
Pk improved covariance matrix at epoch k
Kk Kalman filter gain matrixϖ′xk prediction of 
ϖxk  at epoch k
ϖ~xk estimation of 
ϖxk  based on the measurements 
ϖy1 to 
ϖyk−1
Because geostationary satellite moves very slowly relative to the Earth, the polynomial with second order is
precise enough to be used in the state transition matrix of Eq.(6-79).
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The kinematic orbit determination can also be used with satellite dynamic models that are used to produce
reference orbit, therefore Eq.(6-77) can be modified as follows
ϖ ϖ
ϖ ϖ ϖ
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1 (6-82)
6.2.4 Reduced-Dynamic Method
Dynamic orbit determination is a very precise method, its accuracy, however, is strongly dependent on the
satellite force models. The accuracy of orbit determination is significantly reduced if the satellite forces are
mismodeled. The kinematic orbit determination is a purely geometric method. The accuracy of the orbit
determination is completely dependant on the accuracy of observation. The errors of satellite force models do not
affect the accuracy of kinematic orbit determination. The reduced dynamic method may be defined as the half
dynamic and the half geometric method, in which the satellite force models are modeled as sum of deterministic
and stochastic components. The stochastic force model is characterized by two selectable parameters: a
correlation time constant T and a steady state variance V. In the Kalman filter, the stochastic force models are
estimated at each step. When T is set to zero, and V is made large, orbit determination method will become
geometric(kinematic) one, because deterministic components are not considered in Kalman filter; if T is large
and V is zero, the orbit determination method becomes dynamic one, stochastic components are not estimated.
That orbit is determined by adjusting T and V to balance dynamic, geometric and measurement errors is called
the reduced dynamic method (Yunk et al, 1994). Reduced dynamic orbit determination was successfully used for
the TOPEX/Poseidon mission. The results have been compared with flight GPS receiver and laser/DORIS
dynamic solutions. About 3 cm RMS accuracy in altitude can be obtained (Yunk et al, 1994).
Kalman filter algorithm for reduced dynamic orbit determination may be written as follows
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where, Qk−1  is dependent on two adjustable parameters T and V; force model ′ ′f x tk( , )
ϖ  is imperfect and mainly
composed of deterministic components. The parts of parameters of stochastic component are included in ϖxk .
In order to predict highly precise satellite orbits for a long arc, some imperfect dynamic parameters such as solar
radiation coefficients should be included in the state vector to solve these parameters during orbit determination.
The sample rate of observations for the reduced dynamic method should be higher than that for the dynamic
method, but lower than that of kinematic method. In other words, the dynamic method needs less observations
than the reduced dynamic and kinematic methods. In order to obtain high accuracy orbit, the kinematic method
requires lots of observations in short time.
6.3 Data Processing
In the following, data processing for orbit determination and the difference between sequential and batch
processing will be discussed.
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6.3.1 Batch Processing
Precise satellite orbit determination is usually post-processed in batch mode, i.e. all observation data available in
a tracking session is collected and processed together. Using this mode the highest accuracy of orbit
determination can be achieved. The basic method can be briefly described as follows.
Assuming that the satellite state vector is ϖx x y z x y z={ , , , &, &, &} , the state transition matrix is Φ( , )t ti i−1  and the
observation is ρ i . If the observation set is available in the following forms,























































































































Li the sub-observation matrix at epoch i,
∆ρ i jt( ) the difference between computation and observation at tracking station i and
epoch tj,
Hi the observation coefficient at epoch i,
Φ( , )t ti 0 the state transition matrix between epoch ti and t0,ϖx0 the initial state vector including initial orbit parameters and initial ambiguities.
ϖx0  can be solved using least-squares solution
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P the weight matrix of all observations
6.3.2 Sequential Processing
According to discussion in section §6.2.1, sequential processing is used for both real-time and post-processing
applications. Orbit determination will be updated when the new observations are available. The basic equations
are Eq.(6-77), Eq.(6-81), Eq.(6-82) and Eq.(6-83).
6.3.3 Comparison Between Batch and Sequential Processing
From the mathematical point of view, the result of batch processing is different from sequential processing, only
at the final epoch the results should be the same. This can be explained by the following figures
Figure 6-1 Batch Processing Figure 6-2 Sequential Processing
In Figure 6-1 and Figure 6-2, the box represents the observation, vertical axis represents the time in which
observation has been made, horizontal axis stands for epoch at which observation has been processed by
sequential or batch processing mode.
From Figure 6-1 and Figure 6-2 it can be seen that batch processing uses all observations during whole
observation session to determine the satellite orbit. Sequential processing uses all observations available until the
current to determine satellite orbit. From Figure 6-1, at epoch 1 the orbit results are produced by processing all
observations. From epoch 2, epoch 3 ... until epoch k, the used observations are same for all epochs by batch
processing. From Figure 6-2, procedures are different. At first epoch only observation at first epoch is used; at
second epoch only first and second observations are used; at k epoch all observations from first epoch to k-th
epoch are used. In other words, sequential processing only uses past and current observations and does not use
future observations. From the description above we can see that the accuracy of orbit determination for the
whole orbit arc length by batch processing is uniform, but the accuracy of orbit determination by sequential
processing is not uniform. For sequential processing the accuracy of orbit determination will gradually become
better and better as the new observations come and are processed.
The exact proof can be given as follows: starting from simple situation, only two observations at two epochs
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Eq.(6-89) and Eq.(6-90) are the results of batch processing.
From the sequential processing by using Kalman filter, the results are
x x K y H x1 1 1 1 1 1= ′ + − ′( ) (6-91)
x x K y H x2 2 2 2 2 2= ′ + − ′( ) (6-92)
[ ]′ = = ′ + − ′x x x K y H x2 21 1 21 1 1 1 1 1Φ Φ ( ) (6-93)
K P H H P H RT T1 1 1 1 1 1 1
1= ′ ′ + −( ) (6-94)
K P H H P H R P H H P H RT T T T T T2 2 2 2 2 2 2
1
21 1 21 2 2 21 1 21 2 2
1= ′ ′ + = +− −( ) ( )Φ Φ Φ Φ
[ ]= − ′ − ′ + −Φ Φ Φ Φ21 1 1 1 21 2 2 21 1 1 1 21 2 2 1( ) ( )I K H P H H I K H P H RT T T T (6-95)
According to Eq.(6-93) to Eq.(6-95),  Eq.(6-92) becomes
[ ] [ ]x x K y H x I K H P H H I K H P H RT T T T2 21 1 1 1 1 1 21 1 1 1 21 2 2 21 1 1 1 21 2 2 1= ′ + − ′ + − ′ − ′ + −Φ Φ Φ Φ Φ( ) ( ) ( )
[ ]× − ′ + − ′y H x K y H x2 2 21 1 1 1 1Φ ( ( ) (6-96)
Considering Eq.(6-23) and Eq.(6-29),
[ ]( ) ( ) ( )I K H P P P H H P H R H P H R H PT T T− ′ = ′ − ′ ′ + ′ = + ′− − − −1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 (6-97)
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Sequential result x2 can be written as
{x H R H P H R y P xT T2 21 1 1 1 1 1 1 1 1 1 1 1 1 1 1= + ′ + ′ ′− − − − −Φ ( ) ( )
[ ]+ + ′ + ′ +− − − − − − −( ) ( )H R H P H H H R H P H RT T T T T T1 1 1 1 1 1 1 21 2 2 21 1 1 1 1 1 1 1 21 2 2 1Φ Φ Φ
[ ]}× − + ′ + ′ ′− − − − −y H H R H P H R y P xT T2 2 21 1 1 1 1 1 1 1 1 1 1 1 1 1 1Φ ( ) ( )
{= + ′ + ′ ′− − − − −Φ21 1 1 1 1 1 1 1 1 1 1 1 1 1 1( ) ( )H R H P H R y P xT T
[ ]+ + ′ +− − − − −( )H R H P H R H H RT T T T T1 1 1 1 1 1 21 2 2 1 2 21 1 21 2 2 1Φ Φ Φ
[ ]}× − + ′ + ′ ′− − − − −y H H R H P H R y P xT T2 2 21 1 1 1 1 1 1 1 1 1 1 1 1 1 1Φ ( ) ( )
{= + ′ +− − − − −Φ Φ Φ Φ21 1 1 1 1 1 1 21 2 2 1 2 21 1 21 2 2 1 2[( ) ]H R H P H R H H R yT T T T T
[+ + ′− − −( )H R H PT1 1 1 1 1 1 1
] }− + ′ + + ′ + ′ ′− − − − − − − − − −[( ) ] ( ) ( )H R H P H R H H R H H R H P H R y P xT T T T T T T1 1 1 1 1 1 21 2 2 1 2 21 1 21 2 2 1 2 21 1 1 1 1 1 1 1 1 1 1 1 1 1 1Φ Φ Φ Φ
{= + ′ +− − − − −Φ Φ Φ Φ21 1 1 1 1 1 1 21 2 2 1 2 21 1 21 2 2 1 2[( ) ]H R H P H R H H R yT T T T T
[+ + ′ + + ′ + ′ +− − − − − − − − − −[( ) ] ( ) {( ) }H R H P H R H H R H P H R H P H R HT T T T T T T1 1 1 1 1 1 21 2 2 1 2 21 1 1 1 1 1 1 1 1 1 1 1 1 1 1 21 2 2 1 2 21Φ Φ Φ Φ
] }− + ′ + ′ ′− − − − − −Φ Φ21 2 2 1 2 21 1 1 1 1 1 1 1 1 1 1 1 1 1 1T T T TH R H H R H P H R y P x( ) ( ) (6-100)
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In Eq.(6-100), because
( )H R H PT1 1
1
1 1
1 1− − −+ ′  and Φ Φ21 2 2 1 2 21T TH R H−  are positive and symmetrical matrices,
therefore






2 21 21 2 2
1
2 21 1 1
1
1 1
1 1− − − − − − − −+ ′ = + ′Φ Φ Φ Φ
then Eq.(6-100) becomes
[ ] [ ]x H R H P H R H H R y P x H R yT T T T T T2 21 1 1 1 1 1 1 21 2 2 1 2 21 1 1 1 1 1 1 1 1 21 2 2 1 2= + ′ + + ′ ′ +− − − − − − −Φ Φ Φ Φ( ) ( ) (6-101)
The sequential results are expressed by Eq.(6-99) and Eq.(6-101). Clearly Eq.(6-101) is the same as Eq.(6-90),
i.e. both batch and sequential processing should have the same results at the final epoch. Eq.(6-99) is different
from Eq.(6-89), which means except final epoch, the results of sequential processing at other epochs are different
from batch processing. Similarly, for observations y y yn1 2, , ,Λ  the results of batch and sequential processing at
the epoch n can be expressed as
























































( ) ( ) (6-102)
But actually, due to accuracy limit, after some steps of process the sequential processing has almost the same
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Figure 6-4 Batch Processing
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CHAPTER 7 ORBIT DETERMINATION USING CARRIER PHASE
OBSERVATIONS
Highly precise orbit determination of IGSO, GEO and MEO satellites is a key issue for second generation of
Global Navigation Satellite System (GNSS-2). According to research work (Hein et al, 1997), using pseudo-
range observation the accuracy of orbit determination of IGSO and GEO satellites is about 1-2 meters. In order
to obtain better accuracy of satellite orbits, one should use the carrier phase measurements that are the most
accurate observations available at present. The carrier phase observable is biased by integer number of cycles
called an initial ambiguity. If the initial ambiguities of carrier phase observations are solved, precise orbit
determination with the accuracy of order of better than 1 meter level can be achieved.
In this chapter, the orbit determination of IGSO, GEO and MEO satellites using carrier phase observations are
described. Some problems of carrier phase observations with IGSO, GEO and MEO orbit determination are
presented. The initial ambiguity resolution which could be used for orbit determination are discussed. In order to
overcome the influence of multipath effects on initial ambiguity resolution, a new and unique method for
reduction of multipath effects is presented and discussed. The results of orbit determination using carrier phase
observations based on simulation data are shown in §9.3, Chapter 9. The cycle slip problem in the carrier phase
observations is not considered.
7.1 Mathematical Models for Carrier Phase Observations
7.1.1 Carrier Phase
Orbit determination using carrier-phase observations is greatly different from that using range observations.
Carrier phase observations are biased by integer number of cycles and oscillator frequency offsets between the
transmitter and the receiver. In the observation equations, the initial ambiguities should be included as
parameters and resolved with other parameters at the same time. From Eq.(2-43), Chapter 2, the carrier phase
observation equation is rewritten as
 L t t S Nr t= − = + +ϕ ϕ
π
λ





 ϕ r receiver’s phase,
 ϕ t received satellite phase at the nominal reception time t ,
 N1 initial integer ambiguity,
 λ 1 wavelength of signal frequency
 c speed of light in vacuum,
 ε carrier-phase measurement noise including hardware delays of receiver and the satellite as well
as multipath.
 S1 line-of-sight between satellite and tracking station
7.1.2 Doppler
 Doppler measurements may also be used to determine the satellite orbit. The basic observation equation of
integrated Doppler count measurement is given by (Figure 2-3)
 L f f t t
f
c




 f0 the reference frequency of the receiver
 ft the transmitting frequency of satellite signal (not shifted by Doppler effect)
 S S1 2, line-of-sights between satellite and tracking station at different epochs
Chapter 7 Orbit Determination Using Carrier Phase Observation
86
The observation equation Eq.(7-2) can be used with Kalman filter or batch processing to determine the satellite
orbit. The advantage is that there are no initial ambiguities in Doppler measurements. Due to slow changes of the
line-of-sight between tracking station and GEO satellite, it is difficult to determine a GEO satellite orbit using
Doppler observations. This problem will be further shown in §7.2.2.
7.1.3 Effects of Initial Ambiguities on Orbit Determination
Initial ambiguities will affect the accuracy of satellite orbit determination, which can be evaluated below.
Rewriting Eq.(7-1):
ρ λi i i i ix x y y z z N= − + − + − +( ) ( ) ( )
2 2 2 (7-3)
Differentiating Eq.(7-3),
∆ ∆ ∆ ∆ ∆ρ
ρ
λi i i i ix x x y y y z z z N= ′
− + − + − +1 [( ) ( ) ( ) ] (7-4)
where,
′ = − + − + −ρ ( ) ( ) ( )x x y y z zi i i
2 2 2
Assuming that the accuracy of ∆ ∆ ∆x y z, ,  are equal and ∆ρ = 0 . The vectors ϖϖr ri,  and ∆
ϖr  can be expressed as
ϖ ϖ ϖ ϖ
ϖ ϖ ϖ ϖ
ϖ ϖ ϖ
r xi yj zk
r x i y j z k
r xi yj zk



































letting θ=0, Eq.(7-6) can be written as
λN ri = ∆
ϖ (7-7)
Eq.(7-7) shows the influence of initial ambiguity on the accuracy of orbit determination. Using GPS L1
frequency as an example, one cycle error in the initial ambiguity will cause 0.19 meter error in satellite orbit.
7.1.4 Kalman Filter for Orbit Determination using Carrier Phase Observation
Using the Kalman filter and carrier-phase observations to determine IGSO, GEO and MEO satellite orbits, the
initial ambiguities should be included as system parameters in the satellite dynamical model or as non-random
parameters in observation equations. The float solutions are obtained as Kalman filter processes the incoming
observations. In order to fix the float ambiguities to integers, it is necessary to take special strategies such as bias
optimizing (Blewitt, 1989), LAMBDA (Teunissen 1994 and Jonge et al, 1996), TCAR (Harris, 1996 and Forssell
et al 1997), etc..
Assuming that the state variance is ϖx x y z x y z N N N Nn={ , , , &, &, &, , , , . . . , }1 2 3  in which n is the number of tracking
stations, the satellite movement equation has a following form,
dx
dt
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The transition matrix Φ  with initial ambiguities as parameters is more complex than without initial ambiguities.
The Kalman filter algorithms discussed in Chapter 6 can be used with carrier phase observation for satellite orbit
determination.
According to Eq.(7-1), the carrier phase range equations can be written as
ρ λi i i i ix x y y z z N= − + − + − +( ) ( ) ( )
2 2 2 (7-11)
linearizing Eq.(7-10),
∆ ∆ ∆ ∆ ∆ρ
ρ
λi i i i ix x x y y y z z z N= ′
− + − + − +1 [( ) ( ) ( ) ] (7-12)
Then,
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∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆ϖx x y z x y z N Nn={ , , , &, &, &, , . . . , }1
In developing the equations above it is assumed that all observations are continuous. If the cycle slips occur,
there are two methods to solve it: first using cycle slip fixing strategies to repair the cycle slips at the observation
preprocessing session, therefore the above equations will never be changed; secondly the new initial ambiguities
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can be added as extra parameters in satellite state vector, but the satellite dynamic and observation equations will
become complicated.
7.2. Problems of Carrier Phase Observation
7.2.1 Ambiguity Solution Convergence
Normally ambiguities as parameters are solved during orbit determination at the same time as the other
parameters such as satellite positions, velocities and satellite dynamic parameters. Other ambiguity solution
approaches will be discussed in a later section.
The probability of ambiguity solution is dependent on the satellite types and the empirical formular can be
expressed as,
P Ambiguity f s PDOP s
PDOP




κ coefficient related to frequency, atmosphere and so on
P probability
&s change rate of line-of-sight between tracking station and satellite
The probability of ambiguity solution related to types of satellite orbits using GPS L1 frequency as an example is
approximately shown in Figure 7-1.
Figure 7-1 Ambiguity Solution Related to the Altitude of Satellite
In the figure above, ICO (Intermediate Circular Orbits) is a circular orbit at an altitude of around 10,000 km.
Based on mathematic point-of-view and simulation tests for various satellite constellations, the relations of
ambiguity solution with ICO, MEO/GPS, IGSO and GEO satellites are listed in Table 7-1.

















0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340









Chapter 7 Orbit Determination Using Carrier Phase Observation
89
In Table 7-1, NI means that almost all of ambiguities are rounded to nearest integers. 100% means the exact
integer ambiguities solved (possibly under simulation test).
From Eq.(7-14), Figure 7-1 and Table 7-1, it is obvious that the ambiguity solution is strongly dependent on the
rate of change of line-of-sight between tracking station and satellite as well as PDOP. Hence, the lower the
satellite orbit, the better for the ambiguity solution. For GEO satellite, if no special techniques such as wide band
and multi-frequency are used, the initial ambiguity cannot be directly solved during orbit determination. This
problem will be shown in the next section.
7.2.2 Geostationary Satellite Orbit Determination using Carrier Phase Observation
Due to the slow movement of geostationary satellite relative to the surface of the Earth, the initial ambiguities of
carrier phase observations are very difficult to be solved (see Figure 7-2). For detailed information about the
distribution of tracking stations, sample rate of observation, true initial ambiguities and orbital arc length are
referred to Chapter 9, Software and Simulation Results.
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Figure 7-3 Ambiguities of GEO Orbit Determination
Figure 7-2 shows the results of GEO satellite orbit determination using carrier phase observations. Figure 7-3
shows the initial ambiguity solutions. The solution of the initial ambiguities is strongly dependent on the changes
of geometry between satellites and tracking stations. GEO satellites move very slowly relative to the earth,
which makes the initial ambiguities difficult to be distinguished from other parameters. The initial ambiguities
for GEO satellite can be solved only before orbit determination, i.e. during observation preprocessing phase. In
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order to use carrier phase observation for GEO satellite orbit determination, other independent methods such as
CCD camera and SLR could be used in data preprocessing. Using these techniques, the precise distance between
satellite and tracking station is obtained and the initial ambiguities of carrier phase observations can be
computed. Because the tracking stations for orbit determination are located in the open area, the locked signals in
the tracking stations will not be easily interrupted. Therefore initial ambiguities will not be easily changed.
7.3 Ambiguity Resolution Approaches
There are many ambiguity resolution approaches for GPS. Some typical methods may also be suitable for
GNSS-2/Galileo orbit determination when using carrier phase measurements.
Following Teunissen (1994), the ambiguity approach can be described as follows.
The carrier phase measurement can be represented as
Φ = − + − + +ϖ
ϖ
r R c dt dT N( ) λ ε (7-15)
whereϖr unknown receiver antenna position vector at signal reception timeϖ
R given satellite antenna position vector at signal transmission time
c speed of light in vacuum
cdt receiver clock range offset
cdT satellite clock range offset
λ carrier wavelength of the signal
N carrier phase ambiguity
The term ε represents carrier phase measurement noise and biases such as satellite ephemeris errors, tropospheric
and ionospheric delays, and ranging errors caused by multipath effects. In the processing of carrier phase data it
is common to differentiate the carrier phase measurements between satellites and between receivers to eliminate
some common errors. This gives the single and double differenced carrier phase observation equations
∇Φ = ∇ − + ∇ + ∇ + ∇r R c dt Nλ ε (7-16)
∆∇Φ ∆∇ ∆∇ ∆∇= − + +r R Nλ ε (7-17)
∇  and ∆∇  stand for the single and double difference operator. In the following discussion a two-receiver
situation is assumed. The term ∇ dt  then denotes the single differenced clock error between the reference
receiver and the remote receiver. Because of double differencing this error vanishes in Eq.(7-17). In both
equations the ambiguity-terms ∇ N  and ∆∇ N  are known to be integers.
Linearization of the observation equations with respect to the unknown parameters and a collection of these
linearized equations into a linear system of equations gives:
ϖ ϖ ϖ ϖy Aa Bb= + +ε (7-18)
with E D D y Qy{ } , { } { }
ϖ ϖ ϖε ε= = =0
whereϖy vector of observed minus computed differenced carrier phase observations
ϖa vector of unknown ambiguities
ϖ
b vector of unknown coordinates of baseline or satellite position, velocity and related
dynamic parameters
A,B design matrices for unknown ambiguities and parametersϖε vector of unmodeled errors (in the following ϖε  is sufficiently small to be neglected)




Because ϖa  should be integers, it can be shown, that Eq. (7-18) may be solved in three steps. Firstly, estimating a










a b Rn, ∈ (7-19)
Chapter 7 Orbit Determination Using Carrier Phase Observation
91
where




Qy variance-covariance matrix of double-difference carrier phase observations
Rn n-dimensional space of reals
Secondly, solving the following minimization problem, integer ambiguity estimation:
min( ∃ ) ( ∃ )∃a
T
a
a a Q a aϖ ϖ ϖ ϖϖ− −−1  with ϖa Z m∈ (7-20)
where
Z m m-dimensional space of integers
The final step is called fixed solution, once the integer least square ambiguity vector ϖ
(
a Z m∈  has been obtained,
the residual ( ∃ )ϖ ϖ
(
a a− is used to adjust the solution 
ϖ∃b . As a result, the final solution is obtained as
ϖ( ϖ ϖ ϖ(
ϖϖ ϖb b Q Q a aba a= − −
−∃ ( ∃ )∃ ∃ ∃
1 (7-21)
The difficulty of integer ambiguity solution is in the second step, the integer ambiguity estimation. There are
many ambiguity resolution approaches to solve this problem, two of them are LAMBDA and TCAR.
7.3.1 LAMBDA Method
LAMBDA stands for Least-squares AMBiguity Decorrelation Adjustment method. Its two main features are
•  sequential conditional least squares estimation
•  preceded by a decorrelation of the ambiguities
The method contains a strict extension of standard least-squares to the integer domain. The novelty of the
method is a decorrelating reparametrization of the ambiguities, by which the integer least-squares estimates can
be computed very fast and efficiently. This new method is proposed by Teunissen (1993, 1994).
The basic LAMBDA idea is that integer ambiguity solution will become easy once the confidence ellipsoid of
the ambiguities equals a sphere. In the case of GPS, however, the confidence ellipsoid is usually rotated with
respect to the coordinate axes and extremely elongated, particularly for short observational time-spans and
without P-code data. Teunissen (1993, 1994, 1995) introduced a one-to-one transformation from the original set
of ambiguities to a new set of ambiguities, of which the confidence ellipsoid has more sphere-like properties and
therefore the ambiguities are more decorrelated.
LAMBDA method consists of two steps. The first, the ambiguity transformation, i.e. ambiguity decorrelation,
and the second, ambiguity search based on transformed ambiguity space. The first step is unique for LAMBDA
method. The second step may use any other ambiguity search approach (Hatch, 1990; Frei et al, 1990, 1993;
Euler and Landau, 1992 etc). Therefore in the following we focus on the first step, ambiguity transformation
used by LAMBDA.
Since in Eq.(7-20) the constraint is an integer-constraint ϖa Z m∈ , it is also called integer least-squares
estimation. The key problem is the minimization of Eq.(7-20). All possible ambiguity vectors with integer
elements that can solve Eq.(7-20) belong to a confidence ellipsoid that is given by:
{ }E a R Q a a a Q a am T a m: | ( ) ( ∃ ) ( ∃ )∃ ,= ∈ = − − ≤− −ϖ ϖ ϖ ϖ ϖ ϖϖ1 12χ α (7-22)
where,
E ellipsoid set of points ϖa  in mR
Q a( )ϖ quadratic form in ϖa
χ αm,1
2
− chi-squares percentile for m degrees of freedom and confidence level 1- α
α error probability (significance level)
LAMBDA objective is to reparametrize Eq.(7-20) in such a way, that an equivalent formulation is obtained, but
one that is easily solved. The simplest integer estimation method is "rounding to the nearest integer" and applied
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to Eq.(7-20) means, that Qa∃  has to be diagonal. In order to achieve this objective, the transformation matrix Z
should be found, which will make covariance matrix of Z to be diagonal.






L low or upper triangular matrix
If the elements of transformation matrix Z are integers and satisfies
Q ZQ Z ZLD L Z DZ a
T T T
∃ ∃ ( ) ( )= = =
− −1 1 (7-24)
where
Z L= −1 (7-25)
Then QZ∃  will be a diagonal matrix and original float ambiguity solution 
ϖ∃a , can be transformed to
ϖ ϖ∃ ∃z Za= (7-26)
Due to diagonal matrix QZ∃ , integer ambiguity 
ϖ(z  can be obtained by using „ rounding to the nearest integer“ to
transformed ambiguity ϖ∃z .
Finally by inversion of Eq.(7-26), the original integer ambiguity solution can be obtained
ϖ( ϖ(a Z z= −1 (7-27)
From Eq.(7-23) to Eq.(7-27), the transformation matrix Z should possess following properties
a.) the transformation must have integer elements
b.) the transformation must be volume preserving, and
c.) the transformation should aim at reducing the product of all the ambiguity variances.
If these three conditions are met, it is guaranteed that:
• the transformed ambiguities are again integer-valued, and
• the variance-covariance matrix of the transformed ambiguities is more diagonal than the original
variance-covariance matrix.
Due to restrictions on Z it is generally not possible to get a complete diagonalization of variance-covariance
matrix Qzϖ∃ . Nevertheless a decrease in correlation, although not complete, will be very helpful for ambiguity
search approach.
According to Eq.(7-25), the matrix Z can be formed by letting the elements of matrix Z equal to the nearest
integers of elements of matrix L-1. Actually the matrix Z is formed by a concatenation of ambiguity
transformations. In this sequence two kinds of transformation occur alternately, namely a Gauss-transformation
that reduces the variances of the ambiguities to a certain level and a permutation that interchanges two
ambiguities each time such that a further reduction of the variances is possible. Once the ambiguity
transformation is applied, the Cholesky-decomposition of the transformed confidence ellipsoid provides a
completion of squares, that allows an efficient computation of the integer least-squares estimates of the
ambiguities. For detail of the procedure, refer to (Paul de Jonge et al 1996).
7.3.2 Three Carrier Ambiguity Resolution - TCAR
TCAR uses three frequencies to solve initial ambiguities. The signal structures for probable three frequencies
(E1/E2/E3) are summarized in Table 7-4.
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E1 1589.742 2.046 0.1886 146.53
E2 1561.098 2.046 0.1920 146.53
E3 1215.324 0.25575 0.2467 1172.2
A limiting factor for successful ambiguity resolution is the existence of unmodeled multipath errors in the carrier
phase and code measurements. TCAR is a direct resolution method for initial integer ambiguity of carrier phase
observation presented by (Harris 1997 and Forssell et al. 1997). The influence of the multipath effects on TCAR
algorithm has been researched by (Werner et al. 1998).
TCAR approach may be written in the following three steps according to the different ambiguity solution phases.
Step 1:
From E1 code measurements,
∃ ( )ρ I R= 1 (7-28)
super widelane float ambiguity of E1 and E2 phase measurement combination may be solved by
∃ : ( ) ∃ ( )N I12 1 2
1 2




N N N12 1 2:= −
The accuracy of ∃ ( )ρ I  is less than ±10m if there are no adverse multipath effects. The wave length of linear
combination of Φ Φ1 2−  is about 10 m. Therefore super widelane integer ambiguity solution can easily be
obtained from Eq.(7-29), i.e.
N N12 12: [ ∃ ]= (7-30)
where
[ ] means rounding to nearest integer
Step 2:
From integer ambiguity N12 , more precise phase range is solved by using narrow widelane linear combinations
of E1 and E3 phase observations:







1 2 12Φ Φ (7-31)
Hence new ambiguity N13  with smaller wavelength can be solved by
∃ : ( ) ∃ ( )N II13 1 3
1 3
1 1= − − −Φ Φ
λ λ
ρ (7-32)
N N13 13: [ ∃ ]= (7-33)
where,
N13 integer ambiguity
∃N13 float ambiguity and
N N N13 1 3:= −
In Step 2, the wavelength of Φ Φ1 2−  is 0.80 meter, the accuracy of ∃ ( )ρ II  is in centimeter level (see L4* in
Table 7-7) and better than ∃ ( )ρ I , therefore, the ambiguity with smaller wavelength N13  can be solved by
rounding to the nearest integer.
Step 3:
Final integer ambiguities N N1 2, and N3  will be solved as follows
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1 3 13Φ Φ (7-34)














N N N N N N1 1 2 2 3 3: [ ∃ ] : [ ] : [ ]= = = (7-36)
The first step is very important for the successful solution of the initial integer ambiguities for TCAR algorithm.
If under strong multipath environment, the error of ∃ ( )ρ I  is larger than ±10 meter, it is impossible for N12 to get
integer solution. Thus from the second step to the last step, a big bias will be introduced into all integer
ambiguity solutions, which lead to ambiguity resolution failure.
The multipath effects may be reduced using linear combinations, which will be discussed in the next section.
L3 is an ionospheric-free linear combination that is little affected by multipath effects as well (see Table 7-7). In
order to eliminate the influence of multipath effects and ionospheric errors on TCAR algorithm, the ionosphere-
free or multipath-free linear combination of E1/E3 code measurements should be formed as the first step for
ρ ( )I , i.e. improved TCAR steps may be written as follows,
Step1:
Ionospheric-free linear combinations of E1 and E3 code pseudoranges should be produced by



























From Table 7-7, it is guaranteed that ∃ ( )ρ I  has much little influence from ionospheric errors and multipath
effects. Thus the float ambiguity ∃N12  is solved by using widelane linear combinations of E1 and E2 phase
observations and ∃ ( )ρ I
∃ : ( ) ∃ ( )N I12 1 2
1 2
1 1= − − −Φ Φ
λ λ
ρ (7-38)
Because the wave length of linear combination of Φ Φ1 2−  is about 10 meter and the accuracy of ∃ ( )ρ I  is much
better than 10 meter, integer ambiguity N12  can easily be obtained by rounding ∃N12 to the nearest integer, i.e.




∃ :N N N12 1 2= −
Step 1 is a big difference from the original TCAR algorithm Eq.(7-28) and will significantly reduce the
ionospheric errors and multipath effects. In Step 2 there is no influence from multipath effects, hence Step 2 does
not need to be changed. Step 3 also remains without changes.
From the discussion above it is clear that TCAR still can not guarantee 100% success in the integer ambiguity
resolution of original carrier phase observations. The key step is the last step. For example, if L1 is strongly
affected by ionospheric and/or multipath errors, the last step will not be successful. In other words, the accuracy
of ∃ ( )ρ III  in Eq.(7-34) and Eq.(7-35) should be better than 0.10 meter, otherwise, the last step may be a failure.
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CHAPTER 8 GEOSTATIONARY ORBIT DETERMINATION AND 
PREDICTION DURING SATELLITE MANEUVERS
Geostationary satellites (GEO) are important candidates for the GNSS-2 system. Theoretically, a geostationary
orbit is one where the orbit has the same period as the earth's rotation period, and remains at a “fixed” point on
the sky at all times and stationary over a single point on the Earth's surface. The orbit is a circle and the orbit
must lie in the earth's equatorial plane.
Because of various perturbations such as nonspheric earth gravitation, solar and lunar attractions, once a satellite
is placed in the proper position of geostationary orbit, it doesn't stay there, it tends to drift.
Geostationary satellite drifts can be divided into two parts, one is the in-plane drift and the other is the out-of-
plane drift. The in-plane drift is caused by changes of the orbital parameter longitude of the ascending node, Ω .
The out-of-plane drift is produced by variation of the orbital parameter inclination of orbit, i.
When geostationary satellite drifts away from its “fixed” position, satellite maneuver or station keeping
operation will be started. The operation frequency is dependent on the deadbands, normally 0.1 degree or larger.
Regular weekly or two weekly longitude maneuvers may be preferred for simplicity, inclination maneuvers will
be less frequent, larger and will normally have an in-plane component that will need to be corrected rapidly
(Dow, 1999). For almost weekly maneuvers, geostationary satellite is very difficult to be used for navigation
application purpose.
MEO and IGSO satellites also meet the maneuver problems, but it is not so serious as GEO satellites, because
the frequencies of maneuver operation for MEO and IGSO are much lower than for GEO satellites. Therefore in
this chapter, the emphasis is on GEO satellite maneuvers. The kinematic orbit determination method discussed in
Chapter 6 will be used to solve this problem during GEO satellite maneuvers.
8.1 Perturbations of Geostationary Satellite
For geostationary satellite maneuvers or stationkeeping, the changes of orbital parameters longitude of the
ascending node Ω  and inclination of orbit i under influence of the perturbations are very important. The
changes of these two parameters are analyzed as follows.
The orbital elements and time are related to perturbation functions by the following system of differential
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where
a e i, , , , ,Ω ω and M  are the semimajor axis of the orbit, eccentricity, orbital inclination, longitude of the
ascending node, argument of perigee and mean anomaly, respectively. M n t T= −( )0 ,where n is called the mean
motion, and T0  the time of perifocal passage; R is a perturbation function.
Clearly, due to the complexity of the perturbation function R in Eq.(8-1), it is impossible to obtain closed
solutions, instead, an approximate solution will be obtained. The perturbations on the satellite can be classified
as three types, first, the secular variations or the ever-increasing or the decreasing changes from the some epoch;
second, the long periodic variations and third the short periodic variations. These can be expressed by (Escobal,
1965, pp. 362).
q q q t t K K v= + − + + +0 0 0 1 22 2 2& ( ) cos( ) sin( )ω ω (8-2)
where,
v true anomaly
In Eq.(8-2) above, the second term is the secular variation that is ever-increasing or decreasing, the third term is
the long periodic variation that is related to the argument of perigeeω . ω  changes slowly with the period 2π.
The last term is short periodic variation, caused by the trigonometric functions of linear combinations of M or v
and ω , in which the changes of true anomaly, v, are much more faster than the slow secular variations in the
argument of perigee ω .
For geostationary satellite maneuver or stationkeeping, the secular variations of Ω , i, are more interesting,
because the secular variation makes geostationary satellites drift away from their fixed position and never to
return. This is different from the periodic terms. Therefore in the following section only the effects of the secular
variation terms are discussed.
8.1.1 Nonspherical Earth Gravitation
The geopotential perturbation function can be written as
R GM a
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where
J Ci i= 0
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According to Eq.(8-2), the perturbation function with the secular variations in Eq.(8-5) can be expressed as















































5 2 4( ) sin ( ) sin sin (8-6)
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i i v i v( ) sin ( sin )cos ( ) sin cos ( )ω ω (8-7)
Inserting Eq.(8-6) and Eq.(8-7) into Eq.(8-1), the variations of Ω and i due to perturbations Eq.(8-6) and Eq.(8-
7) can be obtained as
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i i v i v( ) sin ( sin )sin ( ) sin sin ( )ω ω (8-9)
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n unperturbed two-body mean motion
E eccentric anomaly
T0 time of perifocal passage












In order to evaluate Ω  and i variations under the influence of nonspherical earth gravitation, Eq.(8-8) and Eq.(8-
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where ts is the epoch of integrating start, te  the epoch that the satellite takes a revolution and returns to the
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where p a e= −1 2
Clearly, from the results Eq.(8-22) and Eq.(8-23), the short periodic variations of the orbital parameters under













































































4ω ω ω (8-25)

















































































Since J2=-0.1083×10-2, J3=0.2532×10-5, J4=0.1620×10-5, J3 and J4 are much smaller than J2, and for
geostationary satellite, e≈0 and i≈0, therefore in Eq. (8-26) and Eq.(8-27), the terms related to J3 and J4 can be








∆is = 0 (8-29)
Eq.(8-28) shows the secular variations of the longitude of the ascending node Ω  of the satellite orbit are
produced by geopotential zonal terms, especially J2. This effect causes the ascending node to drift toward west if
0 90ο ο≤ ≤i . From Eq.(8-29) the zonal terms have no direct influence on orbital inclination i .
8.1.2 Solar and Lunar Attractions
Because of the great distance between the Earth and the Sun and the Earth and the Moon, the non-spherical parts
of the Sun and the Moon don’t need to be taken into account. Due to this reason, in the perturbation models, the
Sun and the Moon can be considered as point masses. The solar and lunar attractions on the satellite can be
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whereϖr position vector of satelliteϖr1 position vector of Sunϖr2 position vector of Moon
µ µ µ, ,1 2 the gravity constants of the Earth, the Sun and the Moon respectively.
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It is known that
| | ( ) ( ) ( ) ( )r r x x y y z z r x x y y z z ri i i i i i i i− = − + − + − = − + + +
2 2 2 2 2 22
and r ri >> , then
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3( cos ) ( cos cos )δ δ δ Λ (8-33)
































( cos ) ( cos cos )δ δ δ Λ (8-34)
In the equations above subscript i means s or m, i.e. the Sun and the Moon respectively. The relations between δ
and satellite orbit parameters are shown in the following figure.
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Figure 8-1 Relations between Satellite and Sun/Moon
In Figure 8-1 ε  is the obliquity of the ecliptic. The arc between γ and ′N  is defined as Ω. The arc between
satellite and ′N  as v +ω . The arc between γ and Sun/Moon as ′ + ′v ω ,
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From Figure 8-1,
cos cos( ) cos( ) sin( ) sin( ) cos( )δ ω ω ω ω ε= + − ′ − ′ − + − ′ − ′ −v v v v iΩ Ω
In Eq.(8-34) if only the first term is considered, Eq.(8-34) becomes
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Eq. (8-39) to Eq.(8-42) are difficult to integrate, but for geostationary satellite, e ≈ 0 , then Eq.(8-39) to Eq.(8-
42) become
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v i= − − ′ − ′ −3 2 3
2π ω εsin ( ) cos( ) (8-48)
Considering the effects of the Sun and the Moon on the geostationary satellite respectively and inclinations of







s s s s= −















v= − − − −3 232 3







m m m m= −





2 2 5 14
sin( )








v= − − − −3 5 142 3
2π ωsin ( ) cos( . )ο (8-52)
According to Eq.(8-49) to Eq.(8-52), the secular variations of the inclination i and the longitude of the ascending
node, Ω, of the geostationary satellite due to the Sun and the Moon attractions are drawn in Figure 8-2 and
Figure 8-3. In the figures, assuming the Sun and the Moon move along the Sun/Moon orbits from 0° to 360°. For
the Sun it takes one year, for the Moon it only needs about one month.
From Eq.(8-28) and Eq.(8-29), and the discussion above it is clear that the secular variations of the inclination i
and the longitude of the ascending node, Ω , of geostationary satellite are mainly caused by Sun and Moon
attractions. Although the secular variations are produced by the J2 term of non-spherical gravitation as well,
comparing to the Sun and the Moon, the variations caused by J2 are very small. Therefore the major effects that
are considered for GEO satellite maneuvers are the Sun and the Moon attractions.
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Figure 8-3 Secular Variations of Longitude of Ascending Node of GEO Satellite due to Sun/Moon Position Changes
Figure 8-2 and Figure 8-3 show that the gravitational attractions of the Sun and the Moon pull the geostationary
satellites out of equatorial orbit plane, gradually increasing satellite’s orbital inclination. In addition, the
noncircular shape of the earth’s equator causes these satellites to be slowly driven to one of two stable
equilibrium points along the equator, resulting in an east-west liberation (drifting back and forth) about these
points.
The secular variation from the Moon attraction is about twice as strong as from the Sun’s attraction. This is
because the distance from the Sun is much larger than the Moon and the attraction from the Sun decreases with
the cube of the distance from the Sun to the Earth. For the secular variation of inclination i from the Sun
attraction, the maximum variations will be reached four times each year, two times for positive changes and two
times for negative changes. For the secular variation of inclination i from the Moon attraction, the maximum
variations will be reached four times each lunar month, also two times for positive changes and two times for
negative changes. For the secular variation of the longitude of the ascending node, Ω, from the Sun attraction,
the maximum variations occur at midsummer and midwinter. At the beginning of spring and autumn, the secular
variation of Ω is zero. The effect of the lunar perturbation on the orbital inclination is the same as that of the
solar perturbation. The variations are maximum twice per lunar month and passes through zero in between.
Due to non-spherical geopotential gravitation, the Sun and the Moon attractions, the inclination and longitude of
the ascending node of the geostationary satellite will gradually drift away from the original position.
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To counteract these drifts due to perturbations, sufficient fuel is loaded into the maneuver rockets onboard of all
geostationary satellites to periodically correct any changes over the planned lifetime of the satellite. These
periodic corrections are known as stationkeeping or satellite maneuvers. North-south stationkeeping corrects the
slowly increasing inclination back to zero and east-west stationkeeping keeps the satellite at its assigned position
within the geostationary belt. These maneuvers are planned to maintain the geostationary satellite within a small
distance of its ideal location (both north-south and east-west). This tolerance is normally designed to ensure the
satellite remains within the ground antenna beamwidth without tracking.
In Germany, Deutsche Telekom owns and operates three geostationary telecommunication and direct
broadcasting satellites. The Telekom DFS-Kopernikus satellites are maneuvered in longitude (EW) on a weekly
and in inclination (NS) on a two week basis. TVSAT-2 is operated in EW and NS on a two week cycle. It results
that the Flight Dynamics System has to cope with 11 maneuvers on a fortnight basis (Bisten, M.& Damiano, A.
1996)
8.2 Orbit Determination During Satellite Maneuvers
If a geostationary satellite is used for navigation purpose, the orbit information (ephemeris) should be
continually broadcasted to the users for their navigation and positioning computation. Due to the large orbit
errors during satellite maneuvers, the orbit information at that time can not be used. During this period, users
have to stop their navigation and positioning applications. Normally, the geostationary satellite maneuver is
operated weekly, which makes a big problem for navigation users to get correct orbit information in real-time. In
order to overcome this problem, the precise orbit determination and prediction methods during satellite
maneuver should be considered.
The situation of satellite orbit changes during the satellite maneuver can be shown in Figure 8-4.
Figure 8-4 Three Phases of GEO Satellite Tracks during Maneuver
Figure 8-4 shows five tracks of GEO satellite orbit. Track 1 is an orbit track before maneuver; Track 2 is the
predicted orbit before maneuver; Track 3 is the track of GEO satellite during maneuver; Track 4 is the predicted
orbit during maneuver; Track 5 is a satellite orbit after maneuver. Tracks 1, 3 and 5 are actually GEO satellite
orbits. Without maneuver operation, actual GEO satellite tracks should be Track 1 and Track 2. Normally GEO
satellite orbit is determined and predicted using precise satellite dynamic models which include geopotential,
solar and lunar attractions, solar radiation pressure etc., but no satellite maneuver force model is included due to
difficulties to model the maneuver force. Currently, the most of the GEO satellites are used for communication
purposes, people are more concerned about GEO satellite drift, they are not so interested in the actual satellite
orbit. But for navigation application, the actual orbit of GEO satellite is very important. Users need the actual
position and velocity of GEO satellite as references to compute their own positions and velocities.
There are two phases that are big problems for satellite navigation application during satellite maneuver. The
first phase: satellite maneuver begins at T1(see Figure 8-4); navigation users use the predicted orbit Track 2
(predicted before maneuver), but the actual orbit is Track 3. This will introduce a big orbit error for the
navigation users in their navigation computation. The second phase is that the satellite maneuver stops at T2, the
T1: Maneuver Start
3: Orbit During Maneuver
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predicted orbit is Track 4, the actual orbit is Track 5, but the navigation users still use predicted orbit Track 4.
This will also introduce a big orbit error for the navigation users.
In order to solve the problems discussed above, other two problems should be solved before. First, the orbit
determination during maneuver; second, the precise satellite maneuver force model that can be used for orbit
prediction. Because navigation users can only use predicted orbit for their navigation application, the precise
maneuver force model is very important for GEO orbit prediction during satellite maneuver.
In the following, the orbit determination of the GEO satellite during maneuver and the maneuver force model
will be discussed.
8.2.1 Orbit Determination Without Maneuver Operation
In order to compare the accuracy, the simulation results of kinematic and dynamic orbit determination methods
without maneuver operation are presented (see Figure 8-5 and Figure 8-6). Observations are ranges with 1 m
random noises and the sample rate is 1 min. Eight ESA tracking stations (see Chapter 9) are used in simulations.
A geostationary satellite is supposed to be located in the sky at ground λ = 0οabove. The results of orbit
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Figure 8-6 Dynamic Orbit Determination of Geostationary Satellite
From Figure 8-5 and Figure 8-6, the accuracy of dynamic orbit determination is better than kinematic orbit
determination. In the simulation test above, the satellite dynamic force models are assumed to include all
necessary perturbations, therefore the highest accuracy can be achieved for dynamic orbit determination. This
also shows that the accuracy of dynamic orbit determination is strongly dependent on the dynamic force models.
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On the other side, the accuracy of kinematic orbit determination is not related to the dynamic force models, it
only dependents on the observation noise and geometrical distribution of the ground tracking stations. The lower
the noise of observation, the better the accuracy of the kinematic orbit determination. Figure 8-7, that shows the
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Figure 8-7 Kinematic Orbit Determination of Geostationary Satellite using Carrier Phase Observation
8.2.2 Orbit Determination With Maneuver Operation
Following are the results of orbit determination during satellite maneuvers using the kinematic and the dynamic
methods. The observations are still ranges with 1 m random noise. The satellite maneuver starts at 5h00m and
stops at 10h00m. The maneuver lasts 5 hours. The maneuver accelerations are assumed as follows
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Figure 8-8 Kinematic Orbit Determination of Geostationary Satellite during Maneuver

























Figure 8-9 Dynamic Orbit Determination of Geostationary Satellite during Maneuver
Comparing Figure 8-5 with Figure 8-8, it shows that there are no great differences found for orbit determination
using kinematic method with or without maneuver operations. This property can be used for improving
maneuver force model. Comparing Figure 8-6 with Figure 8-9 it is obvious that during satellite maneuver, the
accuracy of the dynamic orbit determination is significantly degraded. For some larger maneuver force, the
accuracy of dynamic orbit determination would be worse. This is because in the dynamic method, no precise
maneuver force models are included. Even if the maneuver force models were included, but there were some
unmodeled or mismodeled errors, the accuracy of the dynamic orbit determination would also be reduced.
8.3 Maneuver Force Model
For post-processing, it is sufficient to use the kinematic method for orbit determination during satellite
maneuver. For real-time navigation application, users usually need the so-called satellite ephemeris, i.e.
predicted orbit, as a reference to compute their positions and velocities. The kinematic method can be used to
determine the satellite orbit during satellite maneuver, but it cannot be used to predict orbit. For orbit prediction,
the dynamic method is still needed and the maneuver force should be included in the satellite dynamic force
models.
First let us see the accuracy of orbit prediction using current dynamic models without satellite maneuver force
model included.
Figure 8-10 and Figure 8-11 show the accuracy of orbit prediction due to the maneuver accelerations expressed
by Eq.(8-53). The maneuver operation lasts about 5 hours. Figure 8-12 shows the accuracy of orbit prediction
due to the maneuver accelerations written below and the maneuver operation lasts about 48 minutes
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Figure 8-10 Dynamic Orbit Prediction during Satellite Maneuver
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Figure 8-12 Dynamic Orbit Prediction during Satellite Maneuver
After one hour from maneuver starting at maneuver accelerations described in Eq.(8-53), the orbit prediction
error will reach about 5 meter (see Figure 8-10 and Figure 8-11), which may be tolerable for the navigation
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users. But for the larger maneuver accelerations, see Eq.(8-54), after 5 minutes from maneuver starting, the
prediction error will reach about 5 meter, maximum about 330 meter. Obviously the larger the maneuver
acceleration, the worse the accuracy of orbit prediction. Also it can be inferred that the shorter the time of
maneuver operation, the better the accuracy of orbit prediction.
From the discussion above it can be concluded that for about 5 meter orbit accuracy required by navigation
users, if maneuver force model is not included in dynamic model for orbit determination, the time of maneuver
operation for maneuver acceleration like Eq.(8-53) should not exceed one hour; for maneuver acceleration like
Eq.(8-54), maneuver operation time should not exceed 5 minutes. For longer maneuver operation, proper
maneuver force model should be included into the dynamic models of orbit determination and prediction.
8.3.1 Nominal Model
When onboard rocket is fired during the satellite maneuver operation, the rocket thrust is slightly higher than its
normal value, short time later it will be kept constant. Therefore the nominal maneuver force model can be
written by (Gill et al, 1993)
ϖ ϖa t T t
m t
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where
T t( ) thrust magnitude
T0 initial value of thruster at firing start t0
Tss constant thrust after td
t0 epoch of firing start
td epoch of thrust becoming constant
te epoch of maneuver end
m t( ) satellite mass
ϖe t( ) thrust direction unit vector in inertial space
In Eq.(8-56), it is assumed that the thrust linearly decreases from its initial value T0 to a value Tss  that remains
constant during the following steady state thrust phase up to the maneuver end.
8.3.2 Approximation using Kinematic Orbit Determination
The values of T t( )  and m t( )  in Eq.(8-55) and Eq.(8-56) depend on the force profile of the onboard rocket. The
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From dynamic orbit determination, the acceleration of the GEO satellite can be obtained by dynamic model
computation. From kinematic orbit determination, Eq.(6-79), GEO satellite acceleration is also solved,
therefore ∆ ∆ ∆a a ax y z, ,  in Eq.(8-57) can be obtained by making difference of these two types of accelerations.
By solving the least square problem in Eq.(8-57), the parameters of a a a a a ax x y y z z0 1 0 1 0 1, , , , , , , ,Λ Λ Λ , can be
obtained. Then these parameters as well as nominal maneuver force model Eq.(8-55) and Eq.(8-56) can be
included in satellite dynamic model to predict the satellite orbit. For real-time application, Kalman filter or
sequential least-squares methods can be used to solve Eq.(8-57) to get update values of these parameters.
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Clearly from Eq.(8-57), the acceleration is in the earth-fixed system, which cannot be directly compared with the
acceleration from the dynamic model. The coordinate system conversion should be made before. The
transformation can de done as follows.
Assuming [ ]N  is the nutation transformation matrix, [ ]P  the precession matrix, [ ]C  the polar motion matrix
and [ ]G  the sidereal time transformation matrix, then transformations from the earth-fixed coordinate system to
inertial coordinate system are
ϖ ϖr N P C G ri e= [ ][ ][ ][ ] (8-58)
{ }ϖ ϖ ϖ& [ ][ ][ ] ]& [ &]r N P C G r G ri e e= + (8-59)
{ }ϖ ϖ ϖ& [ ][ ][ ] [ ]& [ &]&r N P C G r G ri e e= +2 (8-60)
whereϖ ϖr ri e, position vectors of satellite in the inertial and the earth-fixed systems, respectively
ϖ ϖ&, &r ri e velocity vectors of satellite in the inertial and the earth-fixed systems, respectively
ϖ ϖ&,&r ri e acceleration vectors of satellite in the inertial and the earth-fixed systems, respectively
Normally 
ϖ&r  and [ &]G  are very small, therefore the product of [ &]&G re
ϖ can be neglected.
According to the method described above, using simulation data, the results of orbit prediction during satellite
maneuvers are shown in Figure 8-13 and Figure 8-14.
For the maneuver operated at the acceleration of Eq.(8-53), the orbit prediction during satellite maneuver is
drawn as in Figure 8-13; for the maneuver acceleration of Eq.(8-54), the orbit prediction is drawn in Figure 8-14.
In the orbit prediction, it is assumed that 50% of maneuver acceleration is modeled by nominal maneuver force
model, Eq.(8-55) and Eq.(8-56); 20% of maneuver acceleration were corrected by Eq.(8-57), which was updated
at the rate of about 60 minutes for Figure 8-13 and 10-15 minutes for Figure 8-14 by kinematic orbit
determination results, the remaining 30% were unmodeled maneuver force errors that were not corrected during
orbit prediction.
Figure 8-13 Orbit Prediction during Satellite Maneuver
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Figure 8-14 Orbit Prediction during Satellite Maneuver
Comparing Figure 8-10 with Figure 8-13 and Figure 8-12 with Figure 8-14, it can be seen that the accuracies of
predicted orbit are significantly enhanced by the maneuver force models that are updated by kinematic orbit
determination. In Figure 8-11, the accuracy of prediction orbit is about 300 meters for 5 hours of maneuver
operation, but in Figure 8-13, the accuracy of prediction orbit is about 5 meters for 5 hours of maneuver
operation. In Figure 8-12, the accuracy of prediction orbit is about 300 meters after 48 minutes of maneuver
operation, but in Figure 8-14, the accuracy of prediction orbit is about 5-10 meters after 48 minutes of maneuver
operation. It should be noted again that in the results above, 30% unmodeled maneuver force errors are assumed,
which were not corrected during orbit determination and prediction. If maneuver force model is more accurately
or the accuracy of observation is increased, the time of orbit prediction will be longer.
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CHAPTER 9 SOFTWARE AND SIMULATION RESULTS
9.1 Software
According to the discussions and algorithms in the previous chapters, I have written the software for IGSO and
GEO orbit determination using extended Kalman filter, called GEOKAL (GEO/IGSO orbit determination using
KALman filter). At present in the software, GEOKAL, the major perturbations such as geopotential perturbation,
solar and lunar attractions and solar radiation force are included in the satellite dynamic models. Observations
which can be processed are ranges and carrier phases. The major flow chart of software GEOKAL is as follows:
Figure 9-1 The flowchart of Program GEOKAL
9.1.1 Coordinate System
In the software, GEOKAL, there are two coordinate systems used, i.e. the earth-fixed geocentric coordinate
WGS84 which is defined and maintained by National Imagery and Mapping Agency (NIMA), USA and inertial
coordinate FK5 in which polar axis points in the direction of the mean pole at J2000.0 as defined by the IAU
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9.1.2 Distribution of Tracking Stations
The following eight ESA satellite tracking stations are used for GNSS-2/Galileo satellite orbit determination in
the simulation study.
Table 9-1 The Distribution of ESA Tracking Stations
Index Tracking Station Latitude Longitude
(1) Herstmonceux 52°00′ 00°00′
(2) Azoren 38°30′ -28°00′
(3) Kreta 35°00′ 25°00′
(4) Maspalomas 27°20′ -15°00′
(5) Kourou 05°05′ -52°23′
(6) Libreville 00°23′ 09°27′
(7) Hartebeesthoek -25°30′ 25°00′
(8) Perth -31°33′ 115°30′
The distribution of the tracking stations and ground tracks of IGSO, GEO and MEO satellites for a possible
GNSS-2/Galileo constellation are shown in Figure 9-2, Figure 9-3 and Figure 9-4 respectively. The longitude of
subpoints of IGSO and GEO satellites are located at λ=-10°, 20° and 60° respectively.
Figure 9-2 Distribution of Assumed Tracking Stations and IGSO Satellite Ground Tracks of GNSS2
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Figure 9-3 Distribution of Assumed Tracking Stations and GEO Satellite Ground Tracks of GNSS2
Figure 9-4 Distribution of Assumed Tracking Stations and MEO Satellite Ground Tracks of GNSS2
9.1.3 Satellite Visibility
The satellite visibility means the satellite will be seen when the satellite passes over the tracking station. The
visibility can be measured with the elevation of the satellite related to the local coordinate system of the tracking
station.
The satellite visibilities of IGSO and GEO satellites located at λ=-10°, 20° and 60° for the assumed tracking
stations are drawn as follows.
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Figure 9-7 Visibility of an IGSO Satellite at λ=60°
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Figure 9-8 Visibility of a GEO Satellite at λ=20°
9.2 The Simulation Results of Dynamic Orbit Determination using 
Code Range Observations
Figure 9-9 shows the results of dynamic orbit determination using the algorithms, the tracking stations and
software GEOKAL as discussed in former chapters and above.
Figure 9-9 The accuracy of orbit determination using Kalman filter and 8 tracking stations
In Figure 9-9, about 10 days arc length of theoretical orbit has been produced. The satellite positions and
velocities of theoretical orbit in the first epoch are chosen as initial orbit parameters for orbit determination. The
initial orbit parameters are intentionally added with ±200 meter errors in the position and ±0.1 m/s errors in the
velocity. Figure 9-9 shows the accuracy of orbit determination using Kalman filter for about 10 days arc length.
The horizontal axis in the figure is time and the vertical axis is the difference between the theoretical orbit and
the orbit determined by Kalman filter. From Figure 9-9 it can be seen that using Kalman filter discussed in the
chapters 6 and 8, tracking stations presented in §9.1.2, the accuracies of x, y and z coordinates of the satellite
orbit determination are about ±0.24, ±0.17, ±0.18 m respectively. In the results above, the satellite visibility is
not considered in the orbit determination software GEOKAL. Under this situation it is assumed that the satellites
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are always tracked at the ground tracking stations. Under this situation it can show the highest accuracy of
dynamic orbit determination which can be achieved using Kalman filter. As a comparison, the results of the
accuracy of dynamic orbit determination with the satellite visibility controlling (elevation mask=5°, 10° and 15°)
are presented in the following figures.
Figure 9-10 The Accuracy of Orbit Determination with Elevation Mask 5°
Figure 9-11 The Accuracy of Orbit Determination with Elevation Mask 10°
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Figure 9-12 The Accuracy of Orbit Determination with Elevation Mask 15°
The accuracies of x, y, z coordinates of the dynamic orbit determination with the satellite visibility control
(elevation mask=5°) are ±0.59, ±0.63, ±0.66 meters respectively. For elevation mask=10°, the accuracies of
dynamic orbit determination are ±1.41, ±1.10, ±1.35 meters respectively. For elevation mask 15°, the accuracies
of dynamic orbit determination are ±0.92, ±1.19, ±1.32 meters respectively (see Figure 9-10, Figure 9-11 and
Figure 9-12). Obviously, due to the satellite visibility, the number of the tracking stations which take the
measurements of the satellite is decreased during some arcs of the satellite and the accuracy of the orbit
determination is reduced. The related PDOP of the orbit determination using these 8 ground tracking stations is
shown in Figure 9-13.
Figure 9-13 PDOP of the Orbit Determination with 8 Tracking Station Distribution (Elevation Mask 10°)
The results of orbit determination of an IGSO satellite located at λ=60°, -10° are drawn in Figure 9-14 to Figure
9-17 (elevation mask 10°).
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Figure 9-14 The Accuracy of the Orbit Determination of an IGSO Satellite Located at λ=60°
Figure 9-15 PDOP of the Orbit Determination of an IGSO Satellite Located at λ=60°
Figure 9-16 The Accuracy of Orbit Determination of an IGSO Satellite Located at λ= -10°
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Figure 9-17 PDOP of the Orbit Determination of an IGSO Satellite Located at λ= -10°
The accuracies of x, y, z coordinates of dynamic orbit determination of an IGSO satellite located at λ=60° are
±0.54, ±0.41 and ±0.33 meters respectively. The accuracies of an IGSO satellite located at λ= -10° are ±0.78,
±1.84 and ±1.42 meters respectively.
The figures above show the possible accuracy of dynamic orbit determination of IGSO satellites using 8 ESA
ground tracking stations. Using Kalman filter and range observations with one meter error, 1 m accuracy of
dynamic orbit determination of IGSO satellites can be achieved. If other conditions are the same as above,
considering unmodeled errors in the satellite dynamic models, propagation and some unknown errors, the
accuracy of IGSO satellite better than ±3 meters can be achieved without difficulty.
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Figure 9-18 Accuracy of Orbit Determination of a GEO Satellite Located at λ=-10°
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Figure 9-20 Accuracy of Orbit Determination of a GEO Satellite Located at λ=60
The accuracy of x, y, z coordinates of dynamic orbit determination of a GEO satellite located at λ=-10° are
±0.09, ±0.09 and ±0.13 meters respectively. The accuracy of a GEO satellite located at λ= 20° are ±0.15, ±0.16
and ±0.13 meters respectively. The accuracy of a GEO satellite located at λ=60° are ±0.24, ±0.25 and ±0.14
meters respectively.
Also considering the unmodeling errors in the satellite dynamic models, the propagation and some unknown
errors, 1-10 m accuracy-level of dynamic orbit determination of GEO satellites can be achieved using range
observations with 1 m errors.
Obviously, the accuracy of dynamic orbit determination of GEO satellites is better than that of IGSO satellites.
This is related to satellite visibility, refer to Figure 9-5 to Figure 9-8.
9.3 Simulation Results using Carrier Observations
In order to carry out the simulation of dynamic orbit determination of IGSO and GEO satellite using carrier
phase observation, a theoretical error-free orbit is produced using a numerical integration method. Four major
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perturbation effects on the satellite orbit such as geopotential attraction (n, m ≤ 10), solar and lunar attraction and
solar radiation pressure are included in the satellite dynamic model. The observation is a one-way carrier phase
that is generated from the integrated theoretical orbit and the known coordinates of tracking stations described in
§9.1.2. The white noise with σ = ±1 cm are added to carrier phase observation. The elevation cut-off angle of
observation is 15°. The sample rate is 10 minutes.
When observations are discontinuous due to the elevation mask limitation, new ambiguities of carrier phase
observations will be added and solved during the orbit determination process. In the satellite dynamical models
of orbit determination, the perturbation effects included are the same as those used for the theoretical error-free
orbit integration, but there is a difference, for example, the degree and order of geoperturbation used in orbit
determination are less than those used to determine the theoretical orbit. The accuracy of orbit determination is
obtained using differences between the results of orbit determination and the theoretical error-free integration
orbit.
9.3.1 Orbit Determination with Float Ambiguity Solution
9.3.1.1 The Accuracy of Orbit Determination without Satellite Visibility 
Considered
The distribution of tracking stations used for orbit determination using carrier observations are drawn in Figure
9-2. In the following simulation results, the carrier phase observations are assumed to be continuous. The
satellite visibility problem and cycle slips are not considered. All observations have to be set with true initial
ambiguities according to their tracking stations as listed in Table 9-2.
Table 9-2 TRUE INITIAL AMBIGUITY SET FOR TRACKING STATIONS
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Figure 9-21 Float Ambiguity Solution of Tracking Station 1
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Figure 9-24 Float Ambiguity Solution of Tracking Station 4
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Figure 9-27 Float Ambiguity Solution of Tracking Station 7




















Figure 9-28 Float Ambiguity Solution of Tracking Station 8
In Figure 9-21 to Figure 9-28 most of the initial integer ambiguities have been solved as float solutions for one
day and since then have had no great changes in the continuous processing.
The corresponding results of orbit determination of IGSO satellite located at λ=-10° with float ambiguity
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Figure 9-29 Accuracy of Dynamic Orbit Determination with Float Ambiguity Solution
The accuracies of x, y, z coordinates of orbit determination with float ambiguity solutions are ±0.23 m, ±0.06 m
and ±0.12 m respectively. In Figure 9-29 the accuracy of dynamic orbit determination has been significantly
improved after the initial ambiguities are nearest integers (still as float solution), but not rounding to the nearest
integers.
9.3.1.2 The Accuracy of Orbit Determination Considering Satellite Visibility
The accuracy presented above is the ideal accuracy of dynamic orbit determination of an IGSO satellite using
carrier phase, because in the results above the satellite visibility problem at the tracking stations are not
considered, therefore the observations to satellites are continuous for ten days, which is impossible in a practical
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situation. In this section, the satellite visibility will be considered in the dynamic orbit determination. The
satellite visibility, however, is a big problem for resolving initial ambiguity. The visibility of a IGSO satellite
located at λ =-10° with eight tracking stations has been shown in Figure 9-5.
From Figure 9-5 it can be seen that except the tracking stations Kourou (5) and Libreville (6), which are located
near the equator, the observations of carrier phase from other tracking stations and IGSO satellites are
discontinuous due to satellite visibility. After re-tracking the satellite at the tracking stations, the new initial
ambiguities must be introduced in the observations. For example, from Figure 9-5, for tracking station 7 and 8,
the first session of continuous observation is only about three hours. It is not enough time for this three-hour
observation session to resolve all initial ambiguities due to the high altitude of the IGSO satellite (refer to §7.2.1,
Chapter 7). Then observations are interrupted because the satellite is not visible from these two tracking stations.
After a six hour interruption, the satellite will be seen again and re-locked, the new initial ambiguities must be
introduced and solved, which will affect the accuracy of satellite orbit determination (see Figure 9-30, Figure 9-
31 and Figure 9-32). But, if the accuracy with centimeter level of orbit determination has been achieved before
observation interruption, the satellite visibility will not be a problem, because the satellite orbit can be precisely
predicted by satellite dynamic models. The new initial ambiguities can be computed according to precise satellite
orbit and the coordinates of ground tracking stations.
For convenience in simulation, the true initial ambiguities will be set according to Table 9-2. When the satellites
are re-tracked, the same true initial ambiguities will be set as before. This assumption will not affect the actual
accuracy of orbit determination. It is only convenient for graphical illustration. In order to save text volume, in
the following figures only the ambiguity solutions from the tracking stations 1 and 5 are given. The observation
from the tracking station 1 was not continuous, whereas tracking station 5 was continuous. The initial
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Figure 9-31 Float Ambiguity Solution of a IGSO Satellite at λ =-10° at Tracking Station 5
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Comparing Figure 9-21 and Figure 9-25 with Figure 9-30 and Figure 9-31, it can be found that the float
ambiguity solution in Figure 9-30 (considering the satellite visibility) is not as good as that in Figure 9-27. When
the tracking station looses the signal from the satellite, in the software GEOKAL, the initial ambiguity will be set
to zero; when the signal is re-locked, the ambiguities are solved again. The same true ambiguities will be set
before and after observation interruption. This is the reason why Figure 9-30 looks like a bar graph.
Figure 9-32 shows the accuracy of dynamic orbit determination of IGSO satellite at λ=-10° using carrier phase
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Figure 9-32 Accuracy of dynamic Orbit Determination of a IGSO Satellite at λ=-10° with Float Ambiguity Solution
The accuracies of x, y, z coordinates of dynamic orbit determination with float ambiguity solution are ±0.32 m,
±0.34 m and ±0.17 m respectively.
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Figure 9-33 Float Ambiguity Solution of a IGSO Satellite at λ =20° at Tracking Station 1
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Figure 9-36 Float Ambiguity Solution of a IGSO Satellite at λ=60° at Tracking Station 1








































Figure 9-38 Accuracy of Dynamic Orbit Determination of a IGSO Satellite at λ=60° with Float Ambiguity Solution
Considering the satellite visibility, the accuracies of x, y, z coordinates of orbit determination of an IGSO
satellite located at λ =20° with float ambiguity solution are ±0.52 m, ±0.18 m and ±0.34 m respectively. The
accuracies of an IGSO satellite located at λ =60° with float ambiguity solution are ±0.91 m, ±1.11 m and ±1.04
m respectively. The accuracies of these results are not better than that using range observations. One of the
reason is that the convergence of the initial ambiguities estimated in Kalman filter to their true integer values is
very slow, this is because the geometry changes between IGSO satellites and tracking stations are small.
9.3.2 Effects of Sample Rate on the Accuracy of Orbit Determination
In the results above, assume the sample rate of the observation is 10 min. What is the influence of sample rate of
the observation on the accuracy of orbit determination? In the following simulation test, the observations with
sample rate 1 and 5 min respectively are used for orbit determination. The results of orbit determination with
observation sample rate 1 min are as follows (Figure 9-40 to Figure 9-48).



























Figure 9-40 Accuracy of Dynamic Orbit Determination of an IGSO Satellite at λ=-10° with Float Ambiguity Solution and



















Figure 9-41 Float Ambiguity Solution of an IGSO Satellite at λ=-10° with Sample Rate 1 min at Tracking Station 1














Figure 9-42 Float Ambiguity Solution of an IGSO Satellite at λ=-10° at Tracking Station 5
Figure 9-40 shows the accuracies of x, y, z coordinates of orbit determination of an IGSO satellite located at λ=-
10° with float ambiguity solution considering the satellite visibility and observation sample rate 1 min are ±0.04
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Figure 9-43 Accuracy of Dynamic Orbit Determination of an IGSO Satellite at λ=20° with Float Ambiguity Solution and
Sample Rate 1 min
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Figure 9-45 Float Ambiguity Solution of an IGSO Satellite at λ=20° at Tracking Station 5
Figure 9-48 shows the accuracies of x, y, z coordinates of orbit determination of an IGSO satellite located at
λ=20° with float ambiguity solution considering the satellite visibility and observation sample rate 1 minute are
±0.02 m, ±0.14 m and ±0.04 m respectively. Figure 9-49 and Figure 9-50 show the related ambiguity solution.
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Figure 9-48 Float Ambiguity Solution of an IGSO satellite at λ=60° at Tracking Station 5
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Figure 9-51 shows the accuracies of x, y, z coordinates of orbit determination for a IGSO satellite located at
λ=60° with float ambiguity solution considering the satellite visibility and observation sample rate 1 minute are
±0.12 m, ±0.12 m and ±0.05 m respectively. Figure 9-52 and Figure 9-53 show the related ambiguity solution.
The results above show that the accuracy of dynamic orbit determination has been significantly improved using
carrier phase observation with a sample rate of 1 min. The initial integer ambiguities have been quickly resolved.
This is because, using observations with a sample rate of 1 min, the satellite dynamic model errors and some
time-related errors are reduced. The disadvantage of observations with a sample rate of 1 minute is that the
amount of observation data will be too large to be processed for orbit determination. My suggestion is, after
integer or float ambiguities are resolved, the observations with a sample rate of 10 min can be used for following
orbit determination.
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Figure 9-50 Float Ambiguity Solution of an IGSO satellite at λ=-10° at Tracking Station 1
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Figure 9-53 Float Ambiguity Solution of an IGSO satellite at λ=20° at Tracking Station 1
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Figure 9-56 Float Ambiguity Solution of an IGSO satellite at λ=60° at Tracking Station 1
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Figure 9-57 Float Ambiguity Solution of an IGSO satellite at λ=60° at Tracking Station 5
The accuracies of x, y, z coordinates of dynamic orbit determination of an IGSO satellite located at λ=-10° with
float ambiguity solution considering the satellite visibility and observation with sample rate of 5 minutes are
±0.17 m, ±0.07 m and ±0.07 m respectively. The accuracies of an IGSO satellite located at λ=20° are ±0.34 m,
±0.33 m and ±0.18 m respectively. The accuracies of a IGSO satellite located at λ=60° are ±0.40 m, ±0.41 m and
±0.29 m respectively.
9.3.3 The Effect of Distribution of Tracking Stations
It is very interesting that the effect of the geometrical distribution of tracking stations depends on the type of
observations. Comparing Figure 9-40, Figure 9-43 and Figure 9-46 with the following figures it shows that there
are different effects of distribution of tracking stations using range and carrier-phase observations. For range
observations some tracking station networks constitute an optimal geometrical distribution, but for carrier phase
observations this distribution may be bad. From the mathematical point of view, this difference is caused by the
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Figure 9-58 Accuracy of Orbit Determination of an IGSO Satellite at λ=-10° using Range Observations
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Figure 9-60 Accuracy of Orbit Determination of an IGSO Satellite at λ=-10° with Range Observations
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9.3.4 Orbit Determination With Integer Ambiguity Solution
Due to propagation errors, satellite clock drift and receiver noises, it is difficult to fix the initial ambiguities of
carrier phase observations into integers during data processing for orbit determination. What accuracy of
dynamic orbit determination can be achieved if the initial integer ambiguities of carrier phase observable are
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Figure 9-62 Accuracy of Orbit Determination of an IGSO Satellite at λ=-10° with Integer Ambiguity Solution
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Figure 9-64 Accuracy of Orbit Determination of an IGSO Satellite at λ=60° with Integer Ambiguity Solution
Figure 9-61 shows that data processing for 45h 20m, all initial ambiguities of observations are fixed into integers.
Figure 9-62, Figure 9-63 and Figure 9-64 show the promising accuracy of dynamic orbit determination of IGSO
and GEO satellites. According to statistics from the differences between Kalman filter and theoretical error-free
orbits, the accuracy of coordinate components of dynamic orbit determination of an IGSO satellite located at λ=-
10° are ±0.01 m, ±0.01 m and ±0.01 m respectively; the accuracy of an IGSO satellite located at λ=20° are ±0.02
m, ±0.01 m and ±0.01 m respectively and the accuracy of an IGSO satellite located at λ=60° are ±0.07 m, ±0.05
m and ±0.08 m respectively. From these figures it can also be found that the wave-like variations in the accuracy
of orbit determination have been significantly reduced. This means, that with the same error budget the effects of
geometrical distribution of tracking station network and observation gaps due to the satellite visibility are largely
eliminated. If the signal is lost after centimeter-accuracy of orbit determination has been reached, the initial
integer ambiguities of recovered signals will be quickly resolved using high-precise orbit and coordinate of
tracking stations, but this method is not suitable for orbit maneuvers.
It is difficult to resolve the initial ambiguity of carrier phase observation for GEO satellite, but if the initial
ambiguity could be solved using other approaches, the accuracy of orbit determination of a GEO satellite would
be significantly increased, see Figure 9-65.
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Figure 9-65 Accuracy of Orbit Determination of a GEO Satellite located at λ=20° using Carrier Phase Observation
The accuracy of dynamic orbit determination of a GEO satellite located at λ=20° is better than centimeter level.
In order to enhance the accuracy of orbit determination of IGSO and GEO satellites, the ambiguity resolution
techniques of carrier phase observations are very important. Widely used ambiguity resolution algorithms
available at present for GPS may be also suitable for future GNSS-2/Galileo satellite orbit determination. A new
method of Three Carrier Ambiguity Resolution (TCAR) is proposed by Harris (1997). If TCAR method is





The GNSS-2/Galileo system should be an open and global navigation satellite system(GNSS), developed by
Europe and fully compatible with GPS, but independent of it. Galileo should provide three-dimensional
performance, accurate to better than 10 meters horizontally, providing a universal independent time reference on
a global basis. The Galileo system is based on a core constellation of MEO satellites. IGSO and GEO satellites
are all possible candidates for GNSS-2 satellite constellations such as EGNOS.
In the dissertation the orbit determinations of IGSO, GEO and MEO satellites are discussed using dynamic and
kinematic methods. The effort focused, however, on IGSO and GEO satellites, because MEO satellites are
already adopted by both US and USSR for satellite navigation systems such as GPS and GLONASS and thus
there is substantial literature available for GPS/Glonass orbit determination and applications.
From the discussion, IGSO satellites have many advantages. Fewer satellites are needed than are used in MEO
for global coverage. Using range observations with one meter error, and partial global satellite tracking stations,
1-10 meter accuracy of real-time orbit determination of IGSO satellite can be achieved. When using carrier
phase observations, the accuracy of real-time orbit determination will be much better. The disadvantage is that
there is no actual application of IGSO satellites, therefore people have no experience of this type of satellite for
navigation.
GEO satellites can be “fixed” at some point in the sky above the earth surface. For satellite tracking stations on
the coverage of GEO, there is no visibility problem. Under the same conditions as IGSO satellites, using range
observations, the accuracy of real time orbit determination of GEO satellites is better than that of IGSO satellites.
The disadvantage is that the satellite orbit can not be determined using carrier phase observations. This is
because of the very slow movement of the GEO satellite relative to the Earth’s surface. Another disadvantage is
that maneuver operations are required weekly for GEO satellites due to quick drift. This is a serious problem for
navigation and positioning users, because normally satellite orbit information will not be sent to navigation and
positioning users during satellite maneuver and thus users can not perform navigation and positioning operations.
This serious problem has been solved by using kinematic orbit determination discussed in chapter 8. If the initial
ambiguity can be solved, very high accuracy of real time orbit determination can be achieved by using carrier
phase observations.
For MEO satellites, the same accuracy as the IGSO and GEO satellites could be achieved.
The multipath effect has great influence on the initial ambiguity solution and the accuracy of orbit determination.
In the dissertation, methods for mitigation of the multipath effect using linear combinations of original carrier
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