Abstract-On the basis of a reference model for ADSL traffic on an IP backbone link, established in an earlier study, we show in this paper that it is possible to infer the characteristics of long flows by performing a deterministic 1/N packet sampling. By using the fact that the number of active long flows can be represented by means of the number of customers in an M/G/∞ queue with Weibullian service times, we derive some probabilistic properties of sampled data. These properties are then used to infer the characteristics of original flows. The method is illustrated by considering an actual traffic trace captured in the France Telecom IP backbone network. Experimental data show that the method proves quite efficient.
I. INTRODUCTION
Traffic measurement is an issue of prime interest for network operators and networking researchers in order to know the nature and the characteristics of traffic supported by IP networks. The exhaustive capture of traffic traces on high speed backbone links, with rates larger than 1 Gigabit/s, however, leads to the storage and the analysis of huge amounts of data, typically several TeraBytes per day. A method of overcoming this problem is to reduce the volume of data by sampling traffic. Several sampling techniques have been proposed in the literature (see for instance [1] , [2] and references therein). In this paper, we consider the deterministic 1/N sampling, which consists of capturing one packet every other N packets. This sampling method has notably been implemented in CISCO routers under the name of NetFlow [3] , which is widely deployed nowadays in commercial IP networks.
The major issue with 1/N sampling is that the correlation structure of flows is severely degraded and then any digital signal processing technique turns out very delicate to apply in order to recover the characteristics of original flows [2] . An alternative approach consists of performing a statistical analysis of flow as in [1] , [4] . The accuracy of such an analysis, however, greatly depends on the number of samples for each type of flows and may lead to quite inaccurate results. In fact, this approach proves efficient only in the derivation of mean values of some characteristics of interest, for instance the mean number of packets or bytes in a flow.
In this paper, we show that with an a priori knowledge on flows, it is possible to recover with a reasonable accuracy some key characteristics. In order to illustrate this method, we shall consider traffic measurements from the France Telecom backbone network carrying ADSL traffic. In particular, we shall show that we can experimentally compute the characteristics of long flows (referred to as elephants), in For this purpose, we shall use the model introduced in [5] for describing TCP traffic generated by ADSL customers on a backbone link in a commercial IP network. The most salient feature of ADSL traffic is that the most significant part (up to 80%) is due to peerto-peer (p2p) applications. For traffic analyzed in [5] , the dominating p2p application is eDonkey, but most current p2p protocols share some common properties, which tend to smooth traffic. For instance, current p2p protocols split large files (corresponding to audio CDs or DivX-compressed movies) into separate pieces (chunks) of moderate size (e.g., 9 Mbytes for eDonkey, see [6] for details). Chunks may be retrieved asynchronously and in parallel by peers. Segmentation of large files into chunks and multiple downloads are characteristic features, which are implemented by many p2p protocols (e.g., Bearshare, Xolox, KaZaA).
In addition, the bit rates of individual TCP connections associated with chunk downloads are in practice limited to a few tens of Kbit/s. This limitation may be due to different factors. For instance, the terminals of individual ADSL customers may play the role of servers and only a part of the available CPU is devoted to jobs related to p2p activity. Moreover, the bit rate of ADSL lines in the upload direction is often limited to a few hundreds of Kbit/s. Thus, multiple uploads may severely limit the bit rates of individual TCP connections.
The predominance of p2p applications in commercial traffic has a great impact on the characteristics of traffic. Early traffic measurements in local area or campus networks (see [7] and [8] ) have shown that traffic exhibits long range dependence and self-similarity. These properties are usually explained by the fact that large files without severe access bandwidth restrictions are transmitted through such networks and TCP naturally give rise to oscillations in the case of packet loss (see for instance [9] ). Because of access rate limitations and the predominance of p2p traffic with the characteristics recalled above, ADSL traffic exhibits quite different properties. In fact, it can be shown (see [10] ) that the global bit rate can be described by means of the superposition of Gaussian processes with subexponentially decreasing correlations. In particular, the number of flows active at an arbitrary instant can be well approximated by the number of customers in an M/G/∞ queue with Weibullian service times.
The organization of this paper is as follows: In Section II, the basic characteristics of ADSL traffic are recalled. In Section III, we investigate the probabilistic properties of a 1/N packet sampler with ADSL traffic. The results are then used in Section IV to infer the traffic characteristics of elephants by analyzing sampled data. Some concluding remarks are presented in Section V. ; the one reported in this paper seems to be the most interesting one since the load of the link is quite large (about 43%) and the resulting global bit rate exhibits an almost stationary behavior (see [5] for details).
To establish a model for the global bit rate process, the well known mouse/elephant dichotomy has been used in [5] . Even though a clear definition does not exist for mice and elephants (see [11] for a thorough discussion on the difficulty of separating mice from elephants), the following simplified definitions are used in the analysis carried out in this paper. We recall that a flow is a group of TCP packets with the same source and destination IP addresses together with the same source and destination port numbers.
Definition 1-Mice and elephants:
A mouse is a flow with less than 20 packets. An elephant is a flow with more than 20 packets.
The above definitions may appear very crude at first glance, but they allow a first segregation between long and short flows. These two types of flows are expected to have different networking behavior. As a matter of fact, flows with less than 20 packets does not or slightly leave the slow start period. Those flows are thus not so much sensitive to the fair bandwidth sharing principle imposed by TCP, even if they may react to loss by resuming the slow start period. Long flows are expected to be regulated in the congestion avoidance regime and to fairly share the bandwidth of the network.
The segregation between long and short flows by using the above criterion is furthermore supported by the fact p2p protocols generate a huge amount of signalling traffic giving rise to flows with small size, typically less than 8 packets per flow; see [10] for details. Hence, when examining the probability distribution of the global flow duration, we can observe a bimodal distribution with one mode for short flows and another one for long flows.
With the above definitions, mice represent about 95% of flows but contribute only 5% to the global bit rate. Moreover, short flows have a little chance to be seen more than once when using a 1/N packet sampler, with N ranging from 100 to 1000. In fact, short flows give rise to a white noise in the sampled signal as it is seen by computing the power spectrum of the sampled bit rate. This is why we shall concentrate only on long flows in the following. But, we have to first draw attention to the fact that those flows may be of different types.
As a matter of fact, with the emergence of p2p applications, terminals of customers might play the role of servers. Hence, when observing traffic from an IP backbone network towards different ADSL areas, a significant proportion of long flows is mainly composed of ACK segments. Those elephants are referred to as ACK elephants. They contribute only 1% to the global bit rate but represent one third of elephants. Those elephants are in reality not so much interesting when studying the global bit rate. We shall subsequently introduce a heuristic rule in order to remove ACK elephants from sampled data.
The other elephants are referred to as data elephants. The mean number of active data elephants at an arbitrary instant during the observation period is approximately equal to 30,000. When studying the packet transmission pattern of a data elephant, one can observe that packets are not regularly transmitted but they are sent in bursts separated by low transmission phases. One may expect that this phenomenon is not seen by the packet sampler since the number of simultaneously active data elephants is large and two samples of a same elephant are separated by a rather large time period so that low transmission phases are unlikely seen by the packet sampler.
The empirical distribution of the duration S of data elephants is given in Figure 1 . It appears that this distribution can be approximated by a two-parameter Weibullian distribution, which means that
where η and β are the scale and the skew parameters, respectively. One empirically finds, by using a Maximum Likelihood Estimation based on a Matlab routine, that η = 116 and β = 0.39. In addition, by following the same method as in [5] via computing the empirical spectral density of the stochastic process describing the number of active elephants and then comparing it with the theoretical spectral density, it can be checked that elephants arrive according to a Poisson process with rate λ; the empirical value of the parameter λ is equal to 35.2 elephant/s. Thus, the number of active elephants at an arbitrary instant is equal to the number of customers in an M/G/∞ queue with Weibullian service times.
Weibullian approximation 
III. THEORETICAL ANALYSIS OF SAMPLED DATA
When sampling traffic on an IP backbone link, one picks up a packet among all active flows. If they were only data elephants and if all those elephants had similar bit rate, the probability of drawing a packet of a particular elephant at time t would then be 1/nt, where nt is the number of elephants active at time t. Since the number of elephants is close to the number of customers in an M/G/∞ queue in heavy traffic (since λE[S] is large), one may approximate 1/nt by 1/ (λE[S] ). In addition, by using once more the fact that λE[S] is large, everything happens as if one sampled an elephant according to a Poisson process, say, with rate µ.
Adding mice does not fundamentally change the situation. In that case, the probability of seeing an elephant is smaller since there are more flows, but the presence of mice accelerates the sampling clock. Thus, one may reasonably assumes that 1/N sampling is equivalent to a Poisson sampling of elephants, i.e., the times between two successive samples of a same elephant are independent and exponentially distributed, with a large mean value denoted by 1/µ.
In the following, a sampled elephant is a flow, which is seen more than once by the packet sampler. We denote by F (x) the probability distribution function of the duration S of elephants, which is assumed to be Weibullian with scale parameter η and skew parameter β < 1; the function 1 − F (x) is given by Equation (1). The estimation of the parameters µ, β and η is discussed in Section IV. In a first step, we compute some probabilistic characteristics of the system. In a first step, we consider the distribution of the number of times an elephant is seen by the packet sampler.
Lemma 1: The distribution of the number ν of times an elephant is seen by the packet sampler is given by
Proof: Let X denote a Weibull random variable with scale parameter η and skew parameter β < 1, and let N be a Poisson process with intensity µ; the points of the Poisson process are denoted by Tn for n ≥ 0 with T0 ≤ 0 < T1 < T2 < . . . By definition, we have
Since Tn+1 has an Erlang-n distribution with mean (n + 1)/µ and variance (n + 1)/µ 2 , Equation (2) directly follows via an integration by part.
The above lemma allows us to compute the first and second moments of the random variable ν.
Corollary 1: The mean and the variance of the random variable ν are given by
where Var(S) is the variance of the duration S of an elephant, given by
Proof: Given that conditionally to the event S = x, the random variable ν is Poisson with mean µx, we have
By deconditioning, Equations (3) and (4) follow. Since β < 1, it is worth noting that P(ν > n) can be expanded in power series of 1/(µη) β as
which is obtained by expanding exp − x µη β in power series of x and by using the fact that the above series is absolutely converging when β < 1. This series can be used for numerically evaluating the quantity P(ν > n). When 1/(µη) β is small, the Wyn and Shanks ε-algorithm might be used to accelerate the convergence of the series (see [12] , [13] for the ε-algorithm).
From Lemma 1, we immediately deduce the following result for the number of packets in a sampled elephant (recalling that a sampled elephant is a flow seen more than once by the packet sampler).
Corollary 2:
The distribution of the number M of packets in a sampled elephant is given by
Equations (3) and (4) can be used to compute the mean and the variance of the random variable M . We now turn to the analysis of the asymptotic properties of sampled elephants, in particular the asymptotic behavior of their duration and their number of packets.
Proposition 1: Let D denote the duration of a sampled elephant. Then, the complementary probability distribution function of the random variable D is given by
Moreover, when x tends to infinity,
Proof: The duration of a sampled elephant is larger than x if the duration of the original elephant is y > x and if one point of the sampling process occurs at time u ∈ (0, y − x) and at least another point falls within the time interval (u + x, y). Thus,
and Equation (8) follows by integrating by parts. When x is large, we have by Equation (8) and Dominated Convergence Theorem
and Equation (9) follows. From the above result, we can deduce via simple manipulations the mean value of the duration of sampled elephants.
Corollary 3: The mean value of the duration of sampled elephants is given by
and the second moment is given by
where M is the number of packets in a sampled elephant (containing at least two packets). Proof: We have
Equation (10) follows by using the expression of P(ν > n) given by Equation (2) and the fact that E(ν) = µE(S).
Concerning the second moment, we have
By using Equations (3) and (4), Equation (11) follows. Proposition 2: Let ν denote the number of times a sampled elephant is seen by the packet sampler. Then, we have
as n → ∞. Proof: To estimate the behavior of the integral appearing in Equation (2) when n is large, we use Laplace method [14] . If yn is the root of f n (x) = 0 with
then clearly (yn) converges to infinity, since
Moreover, by Stirling formula, n! ∼ n n+1/2 √ 2πe −n when n is large. We therefore deduce that
Finally, it is easily checked that f n (yn) < 0 and that |f (2) (yn)| is equivalent to 1/ √ n for large n. A direct application of Laplace method then yields Equation (12) .
IV. VALIDATION WITH ACTUAL DATA
In this section, we consider the traffic trace captured in November 2003 from the France Telecom backbone IP network as described in Section II. We then perform on this trace a deterministic 1/N packet sampling with N set equal to 100. First, we compare the power spectra of the original and sampled bit rate processes, which are displayed in Figure 2 . By convention, a bit rate process is evaluated by computing the numbers of bits in successive time intervals of length ∆ and by dividing these numbers by ∆; the power spectrum is then the spectral density of the corresponding time series. In the data reported in this paper, the parameter ∆ has been set equal to 100 milliseconds.
We observe from Figure 2 that the power spectrum of the sampled bit rate has a larger noise component and less power in low frequencies when compared with the power spectrum of the original process. These observations are in line with the theory developed in [2] and [15]. In particular, it seems very difficult to extract useful information from the power spectrum of the sampled bit rate by means of digital signaling processing procedures, in particular because of the huge noise component and the low signal to noise ratio. This is why we perform in the following a probabilistic analysis based on the formulas established in the previous section.
In the remainder of this section, only traffic due to data elephants is considered since they offer about 95% of traffic. In order to distinguish between data and ACK elephants, we use the following simple criterion: If a (original or sampled) elephant has a mean packet size less than 80 bytes, this elephant is considered as an ACK elephant and is subsequently not taken into account in the analysis. This criterion is applied to the original as well as sampled trace and allows us to concentrate on the data, which are expected to be generated by data elephants. By comparing the original and the sampled traces, we observe that 47% of the original data elephants are indeed considered as data elephants in the sampled trace. The threshold of 80 bytes is arbitrary but as shown in [5] , it leads to satisfying experimental results.
From now on, we consider only sampled data, which basically correspond to the observations when NetFlow is run in a router, and we analyze sampled data elephants by considering flows with more than one packet and a mean packet size larger than 80 bytes. The sampling rate µ is estimated by using the mean values of the number M of packets and the duration D of a sampled data elephant. Experimental results give E[M ] = 12.10 and E[D] = 673 seconds, leading to a value for the parameter µ equal to 0.018 packet/s. Note that this values leads to a theoretical ratio of sampled data to original elephants, namely P(ν > 1) defined by equation (2), equal to 54.3%, numerically estimated by using the series (6). This ratio is reasonably close to the empirical value of 47% computed by considering both sampled and original traffic traces.
By using the asymptotic estimate (12), we have for large n log (− log P(ν > n)) / log(n) ∼ β − β log(µη)/ log(n).
The curve n → log (− log P(ν > n)) / log(n) is displayed in Figure To estimate the value of P(ν > 1), we use the duration of the sampled data. Indeed, from approximation (9), we have for large x
By using the estimatesβ andη for the values of the parameters β and η, Figure 4 displays the ratio (14) and clearly shows that the function x → P(D > x)/exp(−(x/η)β) tends to the value 2.4, which yields an estimate equal to 41% for the value of P(ν > 1), which is reasonably close to the actual value equal to 47%. By using the values ofη andβ as well as the value of µ, a direct estimation of the series (6) yields a value of 53.4% for P(ν > 1), which is again reasonably close to the empirical ratio equal to 41%. Complementary probability distribution function of the duration of a sampled data elephant rescaled by the approximating function g(x) = exp(−(x/η)β ).
To estimate the arrival rate λ of elephants, we use the fact that the number of elephants is large and slowly fluctuating; recall that the number of active elephants is approximated by the number of customers in an M/G/∞ queue with Weibullian service times. Hence, the probability of picking up an elephant is close to 1/(λE[S]). If τ denotes the mean value of the time between two packets of sampled data elephants, then the sampling rate µ of an original elephant is 1/(τ λE [S] ). Therefore, we have λ = 1 µτ ηΓ(1 + 1/β) .
Experimental data yields τ = 0.0041 seconds. Therefore, by using the estimatesη andβ, the arrival rate λ can be estimated byλ = 33.29 elephants/s, which is close to the actual value equal to 35.2 elephants/s.
V. CONCLUSION We have shown in this paper that with an a priori knowledge of the form of traffic, it is possible to infer with a reasonable accuracy the characteristics of original flows from 1/N sampled data. The method presented in this paper proves efficient for TCP flows composed of more than 20 packets. These flows contribute 95% to the global TCP bit rate and a precise knowledge of their characteristics is necessary for charging issues. Such a method is all the more needed that 1/N sampling is performed by NetFlow widely deployed in commercial networks.
The next step is to find estimators for small flows, in particular the detection and the characteristics in terms of IP addresses of mice composed of one or two packets. Such mice typically arise in the case of Distributed Denial of Service attacks. The detection of such mice is then a crucial issue for security purposed. This point will be addressed in further studies.
