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A formula is established for the number of chains with designated ranks in the non-crossing 
partition lattice. As corollaries, certain results of Kreweras are obtained. Non-crossing parti- 
tions are then generalized in two ways, and similar problems are solved. 
1. Introduction 
A partition X = &, Bz, . . . , Bk of the set [m]= {1,2,. . . , m) is called non- 
crossing (n.c.) if there do not exist four numbers Q < b C c C d such that a, c E Bl 
and b, d E Bi and i # j. Let ‘I& be the set of all n.c. partitions of [m] ordered by 
refinement. ‘F.. is a lattice and was first studied by Kreweras [3] and later by 
Poupard [4]. 
The goal of this paper is to sahe certain chain enumeration problems for T,,, 
and related structures. As corollaries, some of the results of Kreweras arc 
obtained. The advantage of our methods, besides their greater generality, is that, 
in most cases, the proofs are strictly combinatorial. 
In Section 2 machinery is introduced which will be needed in the rest of the 
paper. Section 3 contains the main chain counting theorem for T,,. The last two 
sections concern new structures. In Section 4 we introduce the k-divisible LC. 
partitions and prove analogous theorems to those in Section 3. Finally, in Section 
5, n.c. 2-partitions are defined and some enumeration problems for them are 
examined. The methods used in this section are much like those of Kreweras. 
2. Preliminuries 
In this section the machinery that will be used in the rest of the paper is 
introduced. Central to this will be certain cyclic permutations of the numbers of 
c 1 m. 
* The results in this paper form part of the author’s doctoral thesis written under the direction of 
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Define u,,(m) to be the string of numbers 
6 b+l b-!-2 .-. m 1 2 .a. b-l. 
Given a n.c. partiticn X of [m] the blocks of X can be ordered relative to q,(m) 
by taking B, to be the block containing b and Bi to be the block containing the 
number furthest to the left in a,(m) that is not in U’;-’ Bj. 
Given a k + 1-tuple of non-void subsets of [m], (L, RI, R2, . . . , Rk), such that 
Itl= (1 IN)+ 1, insert parentheses into q,(m) in the following way: Put a left 
parenthesis to the left of every number in L and for each appearance of t in the 
sets & place a right parenthesis to the right of r. Call (Tb( m) parenthesized as 
above &(m). 
&&tt) is called well-parenthesized if it begins with a left parenthesis and with 
the removal of that parenthesis the remaining parentheses all close. Each of the 
closed pairs of parentheses will be called mates. The following lemma is central to 
the rest of the paper. 
Lemma 2.1. Given a k + 1-tuple of non-void subsets of m (L, RI, R2, . . . , Rk) 
such that IL1 = (z” IRii) + 1, then there is a unique number b E [m] such that ii,(m) 
is well -parenthesized. 
Roof. This is a standard lemma proven in various forms. See, for example, [1, 5 
and 81. Perhaps the simplest proof is by induction on the number of parentheses. 
q 
A well-parenthesized string 6,,(m) is associated with a n.c. partition of [m] in a 
natural away. Add a right parenthesis to the far right of the string. If a substring of 
6,,(m) is enclosed by parentheses and contains $10 internal parentheses, call those 
elements a block and remove that string a,nd the parentheses urrounding it. 
Repeat his process unti? a partition of [m] is produced. The fact that the string is 
well-parenthesized guarantees that this process will not terminate until a partition 
is produced. It is easy to show that such a partition is n.c. 
We close with an example illustrating the ideas discussed in this section. Let 
m = 8 and 
& = (1,3,4,5,7,8), 
R, =L 21, & = {3,6), R3 = (21. 
The number guaranteed by Lem-na 2. i is 4 and cQS) is 
(4(5@ (X8( 1XW (31. 
The associated n.c. partition is 
(1) (2,g) (3) (7) (596) (4) 
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3. Non-crossing partitions 
The aim of this section is to establish a formula for the number of chains in T, 
with designated ranks. As corollaries we get the number of maximal chains in T,,, 
and the zeta polynomial for T”“, as defined following Corollary 3.3. 
First, a lemma is required. This result was first obtained by Kreweras [3, 
Corollary 4.11 although his proof is not similar. The correspondence established in 
the proof is important to the rest of the paper. 
Lemma 3.1. There are (~)(&)/m n.c. partitions of [m] with k blocks. 
Proof. We establish a bijection between a pair of subsets of [m], (L, R), IL1 = 
II?1 + I = k, and a pair (X, b) where X is n.c. partition into k blocks and b E [m]. In 
Section 2 the map from (L, R) to (X, b) was produced, where b is the number 
guaranteed by Lemma 2.1, and X is the n.c. partition associated with 6&n). 
Now we produce the inverse map. Given (X, b), order the blocks of X relative 
to am. Within each block order the elements as they appear in I,. L is 
then the set of first numbers in the blocks B1, BZs . . . , Bk and I? is the set of last 
numbers in the blocks B2, Bf, . . . , &. 
Since the number of pairs (L, R) is (~)(k?I), and the number of pairs (X, b) is m 
times the number of n.c. partitions into k parts, the theorem is proven. cl 
Recall from [3] that T, is a ranked lattice and that the rank of a particular 
partition IX is m - 1x1, where 1x1 is the number of blocks in X. Let rk (X) denote 
the rank of X. 
For any integers t,, t2,. . . , t, such that OC tI <* 9 l C t, C m - 1 let 
Ml,, t2, l l . , t,) denote the number of chains 6 <:X1 < l l l CX, < i in T, such that 
rk(X,) = ti. We can now present the main theorem of this section. This result was 
conjectured by Stanley [7]. 
Theorem 3.2. Set t,=O, tr+l=m-l, and si=ti-ti-1 for fcisr+l. ‘khen 
Proof.. We exhibit a bijection between an r+ I-tuple of subsets of [m] with 
cardinalities m - sl, s2, 
l **9 S r+l and a pair (P, b) where b E [m] and P is a chain in 
T, with the appropriate properties. Since the number of r+ 1-tuples of this type 
is 
and the number of pairs (P, b) is m l N( tI, t2, . . . , t,), the theorem follows. 
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Let (L, &&, . . .v R,) be an rt- l-tuple of subsets of [m] with [I.] = m - sl, 
IR I 1 = St , , . . , II?,1 = s,+~. Notice that IL\ = a \R,I)+ 1. By Lemma 2.1 there is a 
unique b such that e,(m) is well-parenthesized. Let X1 be the n.c. partition 
associated with &(m). X1 has L blocks and hence is of rank tI. 
For each i E R,, remove the first right parenthesis after i and its mated left 
parenthesis. Notice that the remaining string is still well-parenthesized. Let X, be 
the associated n.c. partition. X, has IL1 - I&\ = m - s1 - s2 blocks and, hence, its 
rank is t2. Notice also that XI C X2 since by removing parentheses the blocks of 
the associated partition are merged. 
Continuing this process a chain X1 <X2< l l l CX, = P is produced where 
rk(X,) = ti. So, the r + 1-tuple (L, RI, . . . , R) is mapped to (P, b). 
Now the inverse map will be constructed. A pair (P, b) is given where P is a 
chain and 6 E [ml. Start with X, the coarsest partition in the chain. Let (I,,, R,) be 
the image of (&, b) under the map produced in Lemma 3.1. We proceed 
inductively. Assume the existence of an r-tuple (L,, R2, R3, . . . , RF) which is 
mapped to (P,,b) with P1=X2<X,<**~CX,. 
For each block Bi of X2, two sets, E and Ei, are constructed in the following 
way: Suppose in X1, Ri is broken into sub-blocks B,,, Bb, . . . , Bi, where Bi, C 
63,,C l l l C BL in the ordering relative to q,(m). Within each block order the 
numbers by their order in q,(m). Let & be the first element in block R& and e, be 
the last element. Let fi = {fs 1 ~3~32) and Ei={e,I ~2~22). Define R,= 
U ~~~~~ Ei and L = L1 U { UB,EXZ 4). It is evident hat (L, RI R2, . . . , R,) is mapped to 
thepair(P=X,CX2C~~CX,,b). 0 
CoroBary 3,3. The number of maximal chains in T, is mme2. 
YroOt, Evaluate N( 1,2, . . . , m - 2) using Theorem 3.2. a 
Define the zeta polynomial of a finite partially ordered set P, Zp( n), to be the 
number of malt&chains in P, X1 G X2 G l l l < Xn+ Kreweras has already calcu- 
lated Z&(n) in [3, Theorem 51. The result follows as 9 corollary of Theorem 3.2. 
Carom 3,4. Gm(n) = f,“ll;)/m. 
Proof. Let D be an m - 1 element subse: of [nm]. Partition D as 
S,U&U* -us, 
where 
S,={ilieD and (r-l)m+l~~i~m). 
Define 
S;={jI(r-l)m+jES,). 
Notice that lST[ = a IS$ + 1, where Sf is the complement of S1 in the set [ml. 
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Then by the techniques of Theorem 3.1 the n-tuple (S;, S& S;, . . . , S;) can be 
assigned to an n - 1 element chain where Xi = Xi+1 if Si+, = 8. 
For the inverse map we are given a chain X1 c X, e l l l sX~+. Look at the 
related chain without repetitions Xi, < XjZ C l l l C Xjk, where Xii is the first OCCUTT- 
ence of that partition in the chain. Using the techniques of Theorem 3.1, produce 
the sets (L, R1, &, . . . , &). Then the n-tuple of sets (ST, S;J, S;, . . . , S;) 
defined by 
s; = L, 
Sl= I Ri if k=ji+l, 8 otherwise 
will lead to the inverse for the multi-chain. Cl 
4. k-divisible partitions 
In this section the k-divisible n.c. partition is defined and theorems imilar to 
those in Section 3 are proven. 
A n.c. partition of [km] is called k-divisible if the cardinality of every block is 
divisible by k. Define Tkirn to be the poset of the k-divisible n.c partitions of [km] 
ordered by refinement. Notice that Tk:,, has no minimum element. Tkim is ranked 
by letting rk(X) by m - 1x1. 
Lemma 4.1. The number of k-divisible n.c. partitions of km into h blocks is 
Proof. Given a pair of sets (L, R) where L is a subset of [m] and P is a subset of 
[km] and 1 LI = 1 RI + 1 = it we will produce a pair (X, b) where X is a k-divisible 
n.c. partition and where b E [km] satisfies b = 1 (mod m). 
Consider a string o,(m). Parenthesize it with the sets (L, R) by placing a left 
parenthesis to the left of every element of L and for each number i E R, 
k(r-l)+l&srk 
put a right parenthesis to the right of r. 
As in Lemma 2.1, there is a unique b, such that &,(m) is well-parenthesized by
(L, R). Let w = k( b - 1) + 1. A well-parenthesized string &, (km) will be produced 
such that the parentheses will be in the same relative order as those of &,(m). 
Put a right parenthesis to the right of every number in R. Place a left 
parenthesis in C;, (km) such that if a block of &,(m) has r points in it, then the 
related block in &Jkm) has rk points. That this can be done follows from an easy 
induction. The induction is on pairs of parentheses in 6&n). It is done by 
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removing a pair of facing parentheses. Then the pair (L, R) is mapped to the pair 
(X, w) where X is the associated n.c. partition of &,&VI), 
Given a pair (X, w), X a k-divisible n.c. partition and w E [km] satisfying w = 1 
(mod m), use the map in Lemma 3.1 to produce a well-parenthesized string 
&Jkm). From there it is easy to generate the related parenthesized string b,,(m) 
where w = (b- 1)k + 1 and hence the pair (L, R). cl 
As an example of ihe above correspondence l t m = 4, k = 3, L = {1,2,3} and 
R = {7,9}. Then 
&,(4) = (1(2(3)) 4 
and 
i&J 12) = (1?3(4(567)89) 10 11 12. 
The analogous theorem to Theorem 3.2 is true for k-divisible n.c. partitions. 
Choose integers IF,, t2,. . . , tr such that O~tl~t2<*. l <&>m-l. Let 
N&,, t2, l l a - f,) denote the number of chains X1 C X2 < l l l C X, C 1 in Tk ;m such 
that rk(X,) = ti. 
‘I’Be~rem 4.2. Set to=O, t,.+r=m-1, UVZ~ Si=ti-ti-1 for lsisr+l. Then 
nr,(t,,. . . , t,)=- 
f (z,riy;,* l l c::,. 
Prerof. The proof follows that of Theorem 3.2 given the correspondence derived 
in Lemma 4.1. The details are left to the reader. q 
cordlary 4.3. Tire number of maximal chains in Tkim is k(km)“-*. 
c!ammuy 4.4. 
5. Non-crossing 2qWitions 
Another generalization of the n.c. partition lattice T,, n.c. 2-partitions, are 
defined in this section. They are modeled after the 2-partitions discussed in [6, 
&&on 6]- Certain results similar to those proven by Kreweras for T, are 
derived. The methods are not as combinatorial as in the previous sections of this 
paper. 
Define a n.c. It-partition of the set [m] to be a set 
v=  {(A, 9 W 642, B,), . . . , (Ak, &)) 
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such that 
(i) The sets AI, As, . . . , Ak form a n.c. partition of [ml. 
(ii) the sets B1, B2, . . . , Bk form a regular partition of [m]. 
(iii) IAjl=IBji for all 1 sisk. 
Let pm be the poset of n.c. 2-partitions ordered by refinement. For each 7~ E pm 
define L, ={oEP,l u G 7~). Suppose n = {(A,, B,) l l l (Ak, Bk)} and let the type 
of the partition (B,, . . . : B,J of [m] be ul, u2,. . . , u,,,. Then it is easy to see that 
Lm is isomorphic to 
(Tf)al X (c)a2 X l l 9 X (?“,)am 
where (v>s means the direct product of c with itself a, times. 
Theorem 5.1. The number of TE pm of type sl, s2, . . . , s,,, is 
(m),-,m! 
Sl! s2! l ’ . s,! (l!)sl ’ - l (m!)Q 
where h = 1” si, and (wI)~_~ = (RI)(PIZ - 1) l l l (m - h + I). 
Proof. By Kreweras [3, Theorem 4] the number of n.c. partitions of [m] of type 
s1, s2, . . . , s, is 
(rn)&JSl! l . l sm!. 
It is well known (see for instance [23) that the number of partitions of [m] of type 
Sl, s2, . . . , s, is 
m !/Sl ! l l l s, ! (1 !)sl l . l (m !)% 
Given a n.c. partition and a regular partition of the same type we can arrange the 
blocks to form a n.c. 2-partition in s,! l l l sm. 1 different ways. The formula follows. 
cl 
Let r(sl, s2, . . . , s,) be the number of partitions of [m] of type sl, s,, . . . , s,,,. 
Define S(m, h), the Stirling numbers of the second kind, to be the number of 
partitions of m into h parts. (See [2] for details.) 
Theorem 5.2. Z%e number of mz pm with h blocks is (~&_~S(rn, h). 
Proof. The required number is equal to 
C (m)h-l&, . . , s,) 
where the sum is taken over all types of partitions into h blocks. But this is clearly 
(m),-$(w W cl 
Finally, we present a surprising formula for the zeta polynomial of 7%. 
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meorem 5.3. Z&l + 1) = (wian +1p--l. 
Roof. This proof is modelled after Kreweras’ proof of Corollary 3.4. It 
proceeds by induction on n. The result is true for yt = 0. Assume it is true for 
all k s n. We wish to count multi-chains of length y1+ 1. 
Fix a partition w of type sl, s2,. . . , s,,,. Let p(sl,. . . , s,,,) be the number of 
multi-chains of length n + 1 ending with n: By induction and the multiplicativity 
of the zeta polynomial 
P(S1 , . . . , &) = ((n + l)O)S1((2n + 1)‘F * . l ((ml! + l)“-‘)“-. 
Here we use the remark about the structure of L.,,. So, if we sum over all elements 
of type sl,. , . , s,,, we have 
chains. Summing over all partitions into h blocks and then over h we get 
Z&z +2) = E (Nh-I C & . . . 9 s,)P(s19 . . . 9 hJ 
h=l 
bJ9 
where the second sum is over all partitions into h blocks. 
Define F(x) by 
F(x) = 2 (m + l)‘W/r!. (**) 
r=l 
Then, by the exponential formula (see [6, Section VI] for details) the second sum 
of (*) is 
(xpn! [F(x)]” 
where (x”) means the coeficient of xm in the power series. Therefore 
ZT(n 4~2) = (xm) 2 (m)h_l(rn!/h!)[F(~)]h m 
h=l 
= (xm) f (m! m!/h! m -. h + l!)[F(x)]” 
h=l 
= (xm)(m!/m + 1) f, (‘“h’ ‘)[ F(x)]~ 
h=3 
= (x”)(m!/m + 1)[ 1 + F(x)lm? (***) 
We evaluate the right-hand side of (***) by Lagrange inversion. See [2] for 
more details and references. Let f(x) = 1’;” Q,,x” and G(x) = c; b,x” such that 
f(x) = xG(f(x)). 
Theit, the Lagrange inversion formula says that 
k cx”)lf(x)]” =-c rk >[G(t)l". 
n 
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Suppose we have a power series f(x) which satisfies the equation 
jr(X) = X l ef(“). 
Then 
(xn)lf(x)lk = -5 tnDk >(e’)n = ( 
n 
kk), nnwk-l. 
n- . 
Define g(x) = f(x)/x. Then 
wx.f(~)lk =w)xkrgM = w-kxddlk. 
If we make the substitution of n + k for yt, then from (1) and (2) we get 
WX,P(~)lk =$(n+k)“-’ 
. 
which implies that 
[g(x)lk = f k(m + k)s. 
m=O . 
Let k = j/n and (3) becomes 
Making the substitution x for x in (4) we get 
[g( nx)-p = &(mn+j)m-l$ 
m . 
Define 1+ F(x) = [g(nx)]““. Then (5) is 
[l+ F(x)?= c j(mn -+ j)m-l 2. 
m . 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
Notice that for i = 1, 1+ F(x) is the same as in (**). Let i = m + 1, then 
(x”)[l+ F(x)]~+’ is by (6) 
~-(,,+,+l)m-l 
. 
So, by (***) we get 
Z-r+ +2) = (rnn + m + l)m-l 
which completes our induction. n 
In a future paper a bijection between chains in pm and a certain type of labeled 
k-tree will be presented to establish the above formula for the zeta polynonY.9. A 
similar correspondence will be used to reprove the formula in Corollary 3.4. The 
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proofs are not included here because of the complexity of the arguments and the 
techniques used are quite different from those in this paper. 
One would think that this definition of n.c. 2-partitions could be extended to 
r-partitions. Unfortunately, the obvious extensions to 3, one n.c. partition and 
two regular partitions or two n.c. and one regular, are not suitable. The central 
problem is that with either of these definitions for the n.c. 3-partition the zeta 
polynomial does not seem to have any of the nice properties that it does for T, or 
pm. An interesting question is how to define n.c. r-partitions o that the theory is 
“nice”. 
The author would like to thank Richard Stanley for suggesting this line of 
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