An algorithm based on back propagation neural network and particle swarm optimization is proposed to solve the direction of arrival (DOA) estimation of coherent signals received by the sensor array in colored noise environment. First, a spatial differential smoothing algorithm is adopted to eliminate colored noise and the independent signals to obtain a covariance matrix only containing the coherent sources. Then, the first line of the covariance matrix is extracted as an input characteristic parameter vector, meanwhile, the DOA of the coherent signals are taken as output. Finally, the trained back propagation neural network optimized by particle swarm algorithm is exploited to reckon the directions of coherent signals. The algorithm put forward in this paper does not require eigen-decomposition and spectral peak searching, so the computational burden is low. Theoretical analysis and simulations demonstrate that the proposed algorithm has high angular resolution and direction finding accuracy in colored noise environment.
I. INTRODUCTION
In nowadays, the theoretical research for direction of arrival(DOA) estimation has gradually matured, but the actual environment is not as ideal as the theory, signal propagation paths are complex and variable. Due to the multipath phenomenon in the signal transmission, or the electromagnetic interference intentionally set by the enemy, there may be correlated components in the array data. For example, the multiple reflections of electromagnetic waves and the block of tall buildings will lead to sudden changes in the transmission environment, even coherent signal sources are generally present in the space. Coherent multipath signals may have an adverse impact on mobile communications: in some cases they may enhance the signals arriving at the receiver, but when the reflective environment changes they will attenuate them [1] - [6] . In the use of array signal processing, coherent sources will lead to the location error, false alarm, or a complete estimation failure. This is because
The associate editor coordinating the review of this manuscript and approving it for publication was Qilian Liang . the information of the signal subspace extends into noise subspace, the covariance matrix of array received data will miss the rank under the influence of correlation, the corresponding matrix dimensions of traditional subspace algorithms are asymmetric, then the spatial spectrum functions can not be established reasonably. The key of solving the DOA estimation by subspace algorithms is to restore the array covariance to full rank which is equivalent to the number of incident sources. Therefore, it is very necessary to research some algorithms for decorrelation.
The classical algorithms based on signal-subspace, such as multiple signal classification method (MUSIC) [7] and estimation of signal parameters via rotational invariance techniques [8] can merely estimate DOA of uncorrelated sources, and only general Gaussian white noise exists in the array. But in many complex electromagnetic environments, there may be some noises made by engine, atmospheric, ocean, and weapons. Such as the sound in the application of sonar, a sudden wave during the marine operation, besides, in radar detection, most of the noise are the scattering interferences mainly caused by the ground, sea clusters, and the surrounding environments, the frequency spectrums of these noise above are often not white, they cover limited band and manifest colored characteristic, we can not describe them with white noise model. At the background of these colored noise, performances of the conventional subspace algorithms decrease seriously, how to cope with this kind of noise has always been a difficult problem. Therefore, DOA estimation of coherent signals in colored noise environment has get extensive attention. The weighted spatial smoothing algorithm [9] constrains the weighting coefficient of each covariance matrix subarray in the spatial smoothing to zero, it also overcomes the influence of colored noise on the coherent DOA estimation. In [10] , the array covariance matrix is divided into Toeplitz and non-Toeplitz parts, then the differential algorithm of matrix transformation is used to remove the colored noise. The spatial difference smoothing (SDS) algorithm [11] combines SDS and MUSIC to estimate the DOA in colored noise environment. However, it not only needs eigen-decomposition but also spectral peak searching.
For the purpose of achieving the DOA estimation accurately and quickly, an idea of ''soft modeling'' or ''soft computing'' has emerged. Some literatures have proposed the methods exploiting machine learning techniques to estimate the DOA, such as neural network [12] - [17] and support vector regression [18] - [24] . The other approaches consider the DOA estimation as a classification [25] - [28] or a function approximation problem [16] , [29] , [30] . In fact, it can also be considered as a model building by input-output pairing, then unknown DOA are calculated by the trained models.
For the past few years, back propagation neural network (BPNN) has been used in many fields, such as big data analysis in internet financial credit investigation [31] , automatic pavement crack recognition [32] and wireless sensor network location [33] . For the collected training samples, we can take into account some factors such as noise type, signal to noise ratio (SNR), signal model, and transmission channel. The selections of the characteristic parameters, the primal weights, and thresholds of BPNN are the main factors influencing the accuracy of prediction. Since the coherent signal sources are multiple outputs, this paper choose BPNN to estimate their DOA. Instead of precise mathematical expression, BPNN constructs neural network with training samples in the process of modeling, then this paper has three contributions at least: first, a spatial differential smoothing algorithm is adopted eliminate colored noise and the independent signals to obtain a covariance matrix only containing the information of coherent signals. Second, it uses the trained BPNN to estimate DOA, improving the estimation precision and speed to a large extent. Third, particle swarm optimization (PSO) [34] is exploited to determine the primal weights and thresholds, enhancing the generalization capability of the network. Consequently, the DOA can be reckoned by the trained BPNN.
The structure of the paper is as follows: In section II, we discuss the signal model and spatial difference smoothing algorithm. In section III, the DOA estimation based on BPNN is proposed. In section IV, we give several simulations to verify the effectiveness of the proposed algorithm. Section V is the conclusion.
II. ARRAY SIGNAL MODEL AND SPATIAL DIFFERENCE SMOOTHING ALGORITHM A. ARRAY SIGNAL MODEL
The array signal model is shown in Fig.2 , we consider that N narrowband waves are incident on an ideal uniform linear sensor array (ULSA) made up of M omnidirectional antennas from θ n , n = 1, · · · N , suppose that N is known in advance, then the signal received by the sensor array is represented as
where m = 1, · · · M , t = 1, · · · T , d is the spacing of the adjacent ULSA elements. The number of sampling snapshots is denoted by T , thus, we have
where X(t) is the matrix of snapshot data on the sensor array, A is the array manifold, S(t) is the vector of the source, N(t) is the noise matrix of the ULSA in colored noise environment, they can be written
where n = 1, · · · N , m = 1, · · · M , and
According to the second-order statistical characteristics of the model, the correlation matrix is denoted by
R s (t) and R n are respectively the signal and colored noise correlation matrix, the superscripts H and T mean conjugate transpose and transpose separately. For R n , the colored noise model matrix is proposed in [35] , each element in the matrix is r n (i, k), and it has the following definition
where
It can be seen from (10) that R n is a Toeplitz matrix with noise correlation between each array element, and the eigenvalue of R n is completely determined by the noise power σ 2 n and the correlation coefficient ρ.
B. SPATIAL DIFFERENCE SMOOTHING ALGORITHM
When there are N mixed signals in the space, it may be assumed that the first N 1 are independent sources, and the number of coherent sources is N 2 = N − N 1 , then the matrix R is
where R T and R NT are the covariance matrices of independent and coherent sources respectively. Then R T and R n are both Toeplitz matrices which have the following properties: If Q is a Toeplitz matrix, there is a same-order permutation matrix J satisfying
according to their properties, we have
while R NT is a non-Toeplitz matrix. For the purpose of eliminating the interference of spatial colored noise, define differential covariance matrix of the sensor array as
Substitute (12) into (17), we can obtain the differential covariance matrix as
R d does not contain the Toeplitz term, this is because it only has the information of coherent signals and does not include that of independent sources and colored noise. The spatial smoothing [36] - [38] is an effective preprocessing method for evaluating DOA of coherent signals. It exploits the space translation invariance of ULSAs to divide the sensor arrays into L subarrays overlapping one another. The number of ULSA elements in each subarray is m = M − L + 1. Then the autocorrelation matrix of L subarrays is arithmetically averaged to form a m-order array covariance matrix. Thus, the spatial difference smoothing matrix can be obtained
here
the matrix R ds also contains only information of the coherent signal sources, and it is a negative antisymmetric matrix, so its first line can be selected as the input of BPNN, that is expressed
Due to the gain of the signal does not affect the DOA estimation, the vector b is normalized to obtain the input feature parameter of BPNN
Since x ∈ and y ∈ Θ( ⊂ C m ,Θ ⊂ R N , and Θ respectively represent the collections in complex and real number sets), in this way, both of the training and predictive samples can be obtained. 
III. DOA ESTIMATION BASED ON BPNN
In order to estimate DOA of coherent signals, we first need to train the BPNN. A typical BPNN processor is demonstrated in Fig.3 , the structure of the network includes three main components: data preprocessing, training and testing BPNN, and data post processing. Where data preprocessing includes eliminating the colored noise and independent signals, besides, as the activation function in BPNN we exploited is sigmoid, whose output range is [0,1], so the normalization to input data received by array sensors is also realized in this part. For the similar reason, we need to recover the estimated DOA to the range [−90 • , 90 • ], which is the role of data post processing. Fig.4 shows the structure of BPNN, the given training sample set is indicated as D = {x 1 , · · · x d ; y 1 , · · · y l }, that is to say the input example is described by d characteristics, and the l-dimensional real value vector is output. The input node is x i , the first, the second and the third layers respectively have d, h, and l neurons. The input node of the second layer is s k and the corresponding output node is b k . The input node of the output layer is l j and the expected value is y j . The weight of the first layer to the second one is represented as ω ik , that of the second layer to the third one is denoted by υ kj , the output threshold of each node in the second layer is expressed as θ k , and γ j is that in the third layer. Then we derive the BPNN as follows:
A. THE BRIEF INTRODUCTION OF BPNN
1) Weight initialization. Each of the connection weights ω ik , υ kj , and threshold θ k , γ j are arbitrarily chosen within the interval (−1, 1). 2) We randomly select a set of target samples y m and inputs x m to provide to the BPNN. 3) The value s k is calculated by sample x i , the connection weight ω ik , and the threshold θ k , then the output b k of each node in the hidden layer can be calculated through sigmoid which is selected as transferring function.
4) The output l j of each node in the output layer is computed by b k of the second layer, the weight υ kj , and threshold γ j . Then the response t j of each node is evaluated by the transferring function, and the transferring function of the output layer is also the sigmoid function.
5) The error d j of each node in the output layer is obtained by the expected value y j of the neural network and the actual output t j .
6) The error e k is estimated by υ kj , d j , and b k .
7) The connection weight υ kj and the threshold γ j are corrected by d j and b k .
where 0<α<1. 8) The connection threshold θ k and the weight ω kj are corrected by the input x i and the error e k .
where 0<β<1. 9) We randomly choose one of the samples to provide to the BPNN once again, and then return to step 3) until the sample is trained. 10) We reselect a set of inputs and outputs from the learning sample, then repeat the process above until the global error of the network is less than a preset minimum value or converges.
B. PARTICLE SWARM OPTIMIZATION
In the field of intelligent algorithms, PSO is based on bionics besides ant colony and genetic algorithm [36] , [39] which perform global searching through collaboration and competition among individuals. The system is initialized as a group of stochastic solutions which are taken as particles. PSO completes the optimization through the particle flighting in the searching space, it needs to be adjusted through only a fewer parameter iterations and is different from the genetic algorithm who requires the cross and mutation operations. However, the BPNN algorithm based on gradient descent has the insurmountable defects that it is easy to fall into local extremum, or convergence very slowly, so it is necessary to use PSO to optimize BPNN, and there is no need to introduce any extra parameters in the learning process, its essence is to adjust the initial weight and threshold according to the training samples [40] . Therefore, the initial selection of weight and threshold both play a crucial role to the final generalization ability of BPNN. Consequently, we combine PSO with BPNN algorithm, the former is used to find the initial weight and threshold of the model, while the latter is employed to estimate DOA, thus the final model can be established. The neural network constructed in this way can overcome many shortcomings such as low reliability, bad learning stability, and falling into local minimum easily caused by pure BPNN. The derivation process of estimating DOA of the coherent signals with BPNN optimized through particle swarm is shown below: 1) Define the number m and the dimension n of the particle swarm, here, m is selected as 30. If the neural network structure is M − N − 2, the dimension of the particle swarm will be n = (M + N ) × N + (N + 1) × 2. 2) Determine learning factor c 1 ,c 2 and the inertia weight w. In this paper, c 1 = c 2 = 1.49445, the learning factors determine the development and detection abilities of PSO algorithm. The inertia weight w is used to control the influence of the previous velocity of the particle on the current state. This paper adopts a linear decreasing weight strategy.
where w s is the initial inertia weight, w e is that iterated to the maximum generation, i is the current generation number of evolution and Y is the largest one. 3) Determine the fitness function. The mean square error of training set is defined as the fitness function of particles, which is
where y i(real) is the actual value, y i is the prediction and Z is the number of training samples. Therefore, the iteration of the algorithm will not be stopped until the position corresponds to the particle with the lowest fitness, and that is also the optimal solution for the problem. 4) Renew the velocity and location of the particle to calculate the error. 5) Judge whether the error has satisfied the preset precision or converged. If yes, the weight and threshold of each dimension in the global optimal value of the last iteration will be the optimal solution, then the algorithm terminates. If not, we continue to renew the velocity and location of the particle to calculate the error of the algorithm until the optimal solution is obtained. 6) The weights and thresholds optimized by the PSO algorithm are used as the initial values of the neural network to train BPNN, thus DOA estimation model can be established.
C. THE IMPLEMENTATION STEPS OF THE ALGORITHM
According to the discussion above, the process of this algorithm can be summarized as Fig.5 . First, we remove the independent sources and colored noise from the array data to acquire the spatial difference smoothing matrix R ds by exploiting (19) . Then extract the first line of R ds as the row of vector b and normalize it to get the feature vector. Next, initialize weights and threshold lengths of BPNN. After that, combining PSO, we can get optimal weights and thresholds for training BPNN. Finally, the parameters can be modified properly according to the simulation results. The maximum number of signals can be processed by the proposed algorithm is associated with the detail decoherence algorithm, amount of sensors in the array, For the M uniform linear arrays, the forward spatial smoothing algorithm can distinguish M 2 coherent signal sources at most, while the forward-backward spatial smoothing algorithm can 
distinguish 2M
3 at most. The weighted spatial smoothing algorithm in [11] is essentially a forward space smoothing with the weighting coefficients of zero. So its number of distinguishable sources is the same with forward spatial smoothing algorithm. When there is only coherent signal sources, the BPNN algorithm can estimate 2M 3 . Therefore, take forward-backward spatial smoothing for example, the proposed BPNN algorithm needs to satisfy M > N and M ≥ 2N 2 3 . For the sake of simplicity, we only count time-consuming procedures, define number of sub-array is M 0 , SDS and BPNN both perform constructing covariance, removing uncorrelated signals and colored noise, spatial smoothing. Furthermore, the former needs eigen-decomposition, solving spatial spectrum, so the computation of SDS is about O M 2 T + (η 2 −η 1 )M 0 2 θ , where η 2 and η 1 are respectively the upper and lower bounds of the searching space in MUSIC algorithm, θ is the searching steps. While the latter requires optimizing particle swarm and training the neural net, so its complexity is nearly O(M 2 T + mnGZ + M 0 hN 2 ), where G is iteration times in PSO.
IV. SIMULATION RESULTS

A. BPNN PREDICTION RESULTS
For the sake of verifying the effectiveness of the proposed algorithm based on BPNN, several examples are presented below. In the simulations, the array adopts an ideal ULSA composed of 8 omnidirectional sensors with spacing 1 2 λ, where λ represents the wavelength of these signals. The SNR is equal to 10dB, the snapshots are 200 and the number of subarray is 3. Iteration times of BPNN is 100. Before the DOA estimation, assume that the number of signals is known. In colored noise environment, two coherent signals are considered.
DOA of the first signal is represented as θ 1 , and that of the second one is denoted by θ 2 . The angular difference between the two coherent signals is expressed as θ 12 = θ 2 − θ 1 = 5 • , the angle is sampled between η 1 = −90 • and η 2 = 90 • . That is to say, if the first source is −90 • , the second one will be −85 • , if the first source is −89 • , then the second one will be −84 • . By analogy, we can cover the entire range (−90 • , 90 • ), so the arrival angles of the training and test set are
where L = 176, θ 12 = 5 • , θ = 1 • , 100 Monte Carlo experiments.
The training and test set are randomly selected from the L samples, where the former number is L 1 (L 1 = 161), the latter one is L 2 (L 2 = 16), then the estimated DOA are demonstrated in Fig.6 and Fig.7 . Fig.6 illustrates the actual and estimated DOA of the first signal, while Fig.7 demonstrates those of the second source. By comparing SDS and BPNN, we know that both of them can accurately identify the DOA of the test set, whereas the SDS algorithm has a larger estimation error. Fig.8 gives the root mean square errors (RMSE) of the two coherent signals in the test set estimated by BPNN, we can observe that most of the RMSE are less than 1 • , so the BPNN algorithm is robust in estimating DOA. In the above simulations, the angle separation between the two coherent waves is 5 • . The number of training set accounts for 90% of the total samples and the rest are test data. The SNR is equal to 15dB and snapshots are 200. Fig.9 shows the RMSE of the test set when angular separation changes from 1 • to 7 • . From Fig.9 , we can know that when the angle difference between the two coherent signal sources is less than 2 • , SDS and BPNN can not accurately distinguish the two signal sources. But with the augmenting of the angular interval, their RMSE are gradually becoming smaller and smaller. When the angular difference is greater than 4 • , the RMSE of DOA estimation of BPNN is less than 0.6 • . Generally, it is necessary to increase the SNR or array aperture to improve the angular resolution performance. When the angle interval is larger that 5 • , the BPNN algorithm can more accurately distinguish the two coherent signal sources without increasing the array aperture and SNR.
B. COMPARISON OF STATISTICAL PERFORMANCE OF ALGORITHMS
Under the colored noise environment, the statistical performance of SDS and BPNN algorithms under different SNR and snapshots are compared.
Two coherent sources arrives at an 8-element ULSA with equal powers from 5 • and 10 • , Fig.10 indicates the RMSE of DOA estimation of SDS and BPNN versus SNR when the snapshots are 200. The SNR are equal to -16dB, -11dB, -6dB, -1dB, 5dB, 10dB, 15dB, 20dB, and 25dB respectively. Fig.11 shows the RMSE of SDS and BPNN algorithms versus snapshots when SNR is 10dB. The snapshots are separately equal to 200, 400, 600, 800, 1000, 1200, and 1400. Meanwhile, Table 1 exhibits their computation time.
The statistical results show that although the SDS can eliminate colored noise and correctly predict DOA, it has a larger RMSE, while the RMSE of BPNN is significantly smaller than that of SDS. Meanwhile, We can see from Table 1 , because of many iteration times, BPNN takes a long time for training, but its test time is more shorter than SDS, in applications, we can use some techniques such as parallel processing or algorithm optimization to improve the computational efficiency.
V. CONCLUSION
The traditional algorithms for estimating the DOA of the coherent signals is to solve the problem of how to effectively restore the rank of the correlation matrix through a series of processing or transformation. In this paper, the PSO algorithm is used to optimize the BPNN to solve the coherent DOA estimation, the proposed algorithm has two advantages: on one hand, taking the first line of the spatial differential smoothing covariance matrix as the feature input of the BPNN can decrease the input feature dimension and the structural complexity of the BPNN. on the other hand, it still performs well under circumstances of low SNR or small snapshots.
Although the training of the BPNN takes some time, the training is offline, and test is quite fast, so the BPNN can estimate the DOA at a high speed, therefore, it also has a good application prospect. In the future, we will extend this algorithm to other planar arrays, so as to estimate DOA of two dimensional signals.
