ABSTRACT With the new applications of Internet of Things in recent years, radar sensors have become an important design unit in Internet of Things and embedded design. Considering that the dimensions of the radar sensors deployment problem increase with the increasing number of radars deployed and that the strength of the monkey algorithm is that it avoids the ''dimension disaster,'' this algorithm is introduced to solve the optimization problem. Some improvements are made based on the shortcomings of the traditional monkey algorithm. Adaptive climbing steps are used in the climbing process to enhance its local search capabilities, a tent function is used to balance the search accuracy and search time in the overlooking process and the jumping process, and a semi-group execution strategy is adopted for the above two processes. To improve the search accuracy, the learning factor and the Euclidean distance are introduced into the looping process, which improves the optimization ability and avoids the individual homoplasy. Therefore, the improved chaotic self-adapting monkey algorithm (ICSAMA) is proposed and abbreviated to ICSAMA. The simulation results show that the improved chaotic adaptive monkey algorithm is better than the monkey algorithm regarding the convergence precision and convergence rate. Finally, a mathematical model of radar deployment is established based on the volume of airspace coverage. Three simulation experiments are designed by using different conditions and scenarios, such as air defense, maritime combat, and trajectory planning, and an emphasis is placed on describing the applications of ICSAMA. The results show that ICSAMA can effectively solve the problem of radar deployment and provide technical support for the site selection of new observation and communication posts, deployment of maneuverable radar stations, and track planning of fleets.
I. INTRODUCTION
As a new development of information technology in recent years, the internet of things (IOT) has received worldwide concern. Many IOT applications rely on embedded sensors to perform critical measurement tasks or are as an important part of control circuits. The development of new sensors enables new applications, and radar sensors have become an important design unit in IOT and embedded design. Radar sensors network with IOT is a good approach for coping with the increasingly complex conditions of modern wars [1] , [2] .
How to deploy the radar sensors to improve the efficiency of the radar sensors network system is the original intention of the optimization. Radar sensors network can be implemented by simple rational allocation of existing radars and selecting radar sensors positions in a certain tactical background and selected theater [3] , [4] . There has been an increasing research focus on deploying radar sensors using optimization algorithms. Optimal radar sensors locations can be achieved using the shuffled frog leaping algorithm [5] , [6] . The genetic algorithm has been used to realize optimal deployment of radar sensors in static locations to obtain the best radar sensor ''four-counter'' ability [7] . A speed variation mechanism is introduced into particle swarm optimization (PSO) and then, modified PSO is implemented to solve the radar sensors optimization deployment problem [8] .
However, the above-mentioned algorithms work well only for limited objective function dimensions. In other words, when the dimensions are relatively large, the mentioned algorithms fail in radar sensors deployment. To achieve the maximum returns with the minimal resource investment in the modern battlefield, optimized deployment of radar sensors maximizes the role of each radar sensors and facilitates coordinated control of the entire system to accomplish the established tasks.
The monkey algorithm (MA) was first proposed in 2008, and it quickly caught researchers' attention due to its advantage of avoiding dimension disaster [9] - [11] . However, some shortcomings of the MA have been described in applications. These shortcomings include maintaining all MA parameters at their default values, the influence of the setting of MA parameters on its performance, long execution time, low convergence precision and slow convergence speed. Therefore, to further study the optimization mechanism of the MA, ICSAMA is proposed in this paper, which can overcome the above shortcomings and obtain the global optimal solution quickly and effectively.
In this paper, we first introduce the underlying inspiration and principles of radar systems of internet of things and the basic MA method in Section I. Some related work are expressed in Section II. Some representative modified MA algorithms are next explained in Section III. In Section IV, to prove the feasibility of a new MA method with application in the radar systems of internet of things, simulation experiments are completed and analyzed. Finally, in Section V, the paper is concluded with some remarks and conclusions.
II. RELATED WORK
The research on deterministic sensor placement was started about a decade ago due to some types of the sensor are very expensive. This conclude that to place the minimum number of sensors in the optimal position to satisfy the coverage requirement and significantly reduced the over all cost. The critical issue is to reduce the number of sensors required and identify the optimal position to deploy the sensors. Some people have presented a deterministic sensor placement for area coverage problem representing the sensor field as grids. They have used the greedy heuristic algorithm for identifying the best position for sensors, one after another and deployed in the optimal position to cover the entire field. Some people have used the wavelet transform in the genetic algorithm for identifying the optimal position for the sensors to cover the maximum area. Some people have utilized wavelet transform in cat swarm optimization for covering the entire area. Initially, they deployed a limited number of sensors in the terrain, and the remaining sensors were deployed in the uncovered terrain with the help of wavelet transform. Some people present frame sense, a greedy algorithm for identifying the optimal position for sensors. They have implemented the concept of identifying the best L number of positions from the available N positions, where N > L for placing the sensors. They have, for this purpose, removed in each iteration, what was considered as the worst position, not suitable for sensing.
Some people have brought in the concept of target tracking, which comes under the concept of area coverage. In addition, the deployed sensors are to track any object when moving. They deployed a limited number of sensors for detecting the path of the target. Some people have utilized differential evolution algorithms for identifying the optimal position for sensors to cover the entire targets in the three dimensional space. They validate the algorithm by placing nine sensors in the optimal position for covering the 72 targets. Some people present a discrete Haar wavelet transform for identifying the best position for the sensors to cover the entire targets. Dilation and translation of Haar wavelet transform moved the sensors up and down and also to the right and the left in the entire region for identifying an optimal position. They have conducted numerous simulation experiments for validating the method and performed better than the random placement, but covering the minimum number of targets with deployment of a limited number of sensors. Still we need the efficient generalized algorithm to identify the optimal position of sensors to cover the entire targets.
III. IMPROVED CHAOTIC SELF-ADAPTING MONKEY ALGORITHM
To exploit the MA's strong points and avoid its weaknesses, four aspects of the MA are modified as follows. The first aspect is the initial population generation using chaotic technology to retain the diversity of the population. The second aspect is the use of an adaptive factor to adjust the step length to improve the algorithm's precision in the climbing process. The third aspect is the overlooking process, which uses an adaptive factor of trade-off between the visual field and duration to accelerate the local search rate. The last aspect is the introduction of a learning factor and niche technology to the jumping process, which respectively, controls each monkey's learning strength for the sake of accelerating the convergence and avoiding homoplasy of the monkey population to globally optimize the solution. Therefore, ICSAMA is an improved version of the MA.
A. INITIAL POPULATION GENERATED BY CHAOTIC TECHNOLOGY
Due to the sensitivity of the MA to the initial value, it is not easy to obtain the optimal solution. The new method of the MA makes full use of the sensitivity of the initial value and tracks the ergodicity of chaos rather than in a random way when initializing the population. A typical method of generating chaos variables is the logistic function [12] - [14] , but the logistic map gets stuck in an infinite loop at the fixed points of 0, 0.25, 0.75, and 0.5.
Therefore, another chaotic sequence generator, called the cat map, is introduced in this section. The expression of the two-dimensional cat map [15] , [16] is shown in (1):
(1) VOLUME 6, 2018 Figure 1 , and the partial results are given in Table 1 . As shown in Figure 1 , the two maps are equally distributed, but it should be noted that the tent map is a many-to-one mapping. The tent chaotic sequences quickly fall into loops and rapidly converge due to hardware problems. Although the hardware problems can be solved by other means, implementation is more complicated. It is observed from Table 1 that each map with different initial values has few differences in the number of occurrences, which is also true for two maps that have the same initial values. However, the initial value of the cat map can be 0 or 1, but that of the tent map cannot. As a result, the chaotic distribution characteristics of the cat map are better than those of the tent map.
B. THE CLIMBING PROCESS
The climbing process is an important local search. Actually, the climbing process obtains the optimal value of the objective function via iteration. The MA makes good use of the pseudo-gradient of the objective function in simultaneous perturbation stochastic approximation rather than the gradient of the classical method to accelerate the convergence process. Furthermore, the climbing process is the most timeconsuming phase of the MA. The more climbing numbers and smaller the climb step length that we set, the higher the solution accuracy and the slower the convergence rate that is obtained. Obviously, in the early iterations of the algorithm, the fixed climbing steps make the monkeys spend more time looking for peaks, which means that the monkeys rapidly climbs to the nearby peaks. Toward the end of the iterations, the fixed climbing steps can be relatively larger, thus causing the monkeys to climb over the local peaks and miss the optimal solution. Therefore, it is necessary to set a climbing step that is larger in early iterations and smaller in later iterations of the algorithm. To this end, the self-adjustment factor is defined to satisfy the requirement that the length of the climbing step changes over time.
Suppose the self-adjustment factor is ς 1 . Then,
Where N c are the climbing numbers and k is the climbing number in this iteration. The climbing step length can be calculated according to (3):
Where a represents the climbing step length and a 0 is the climbing step base. Considering the later iteration of the algorithm, the entire monkey population almost falls into the local optimal solution zone and requires smaller steps to perform a fine search. Therefore, a self-control parameter ζ 2 is introduced to adjust the climbing step base a 0 .
Where t is the current evolution number of the monkey population. MT represents the maximum evolution numbers of the algorithm. By proceeding from (2) to (4), (5) can be obtained.
The overlooking process mainly searches for larger zones around a certain local dominant position and increases the size of the visual field of the monkeys. Compared with the climbing process, the overlooking process is a large-scale local rough search process. In this process, the advancing direction is randomly generated; that of the climbing process is generated by calculating the pseudo-gradient of the objective function. The analysis shows that the furthest distance that an individual can overlook depends on the length of the visual field. If the length of the visual field is too small, it is not conducive to accelerate the local optimization. If the length of the visual field is too large, it influences the rate of convergence and is far from the motivation of this process design. Therefore, to balance the quality of the equilibrium solution and elapsed time, the gradually increasing field of view length β and increasing view time ω are defined as follows:
Where ρ and ϕ are growth factors and k is the cycle number. The overlooking process is essentially a local search process. If chaos technology is used to conduct the random search of this process, sufficient time is needed to guarantee strong ergodicity. Therefore, the running time is also very important. Here, the tent map is selected from chaos technology to ensure a better solution with less time overhead.
D. JUMPING PROCESS
The jumping process is executed after performing the two above mentioned processes in the basic MA. The main intention of the design of the jumping process is to make the individual in the population search for new searching regions by jumping to prevent the search algorithm from stopping. Research shows that the random jumping step with the center of gravity as a fulcrum does not obtain a better position in the classical MA; it actually obtains a worse position in the classical MA. Using the center of gravity as the starting point of jumping cannot achieve good effects and may limit the opportunity for outstanding individuals to develop in a better direction, thus greatly reducing the search efficiency of the MA.
To improve the searching ability of the MA, individuals with the best positions are selected as the starting points and the learning factor is introduced into the jumping process. In addition, a niche technology is used to eliminate convergent individuals in the learning from optimal individuals. The learning factors that align individuals to the best models are designed according to (7):
Where ν indicates the learning direction coefficient, the value of which is 1 or −1. k is the cycle number. The jumping steps of the individuals are shown in (8) .
After the implementation of jumping, the positions of the individuals become (9)
Learning from the best model is a good method to solve the problem of insufficient information sharing among individuals in the iterative process. The learning direction factor in (7) describes the rebellious mentality of individuals in learning, and the fractional part of (7) is the mathematical model of different individuals learning from the model. The niche phenomenon in nature reflects indicates ''like attracts like'', which expands the niche into the optimization problem, so that the good and bad that are mixed together are transformed into associations between strong enterprises [19] , [20] . At this time, when the distance between two individuals is set to be smaller than the niche radius, individuals with relatively inferior fitness are less able to increase the probability of the niche phenomenon from being eliminated in the subsequent process.
The distance d ij between an individual X i and an individual X j is expressed as(10)
Where d is the dimension. The learning factors allow most individuals in the population to learn from the optimal models. Therefore, homoplasy is formed and greatly reduces the diversity of the population. The niche technology replaces individuals within the niche radius with random individuals to avoid excessive convergence and maintain diversity.
In summary, the flow of ICSAMA is shown in Figure 2 . 
IV. SIMULATION EXPERIMENTS AND ANALYSIS
In this section, to validate the performance of the proposed ICSAMA, a large number of simulation experiments are performed and the results are discussed and analyzed. Six functions are chosen to test and compare the performance of the MA and ICSAMA using the MATLAB compiler.
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The parameters of the two algorithms are set to be the same, as follows: the size of the population is M = 5; the dimension of the objective function is n = 30; the maximum evolution number is MT = 50; the growth factor is ρ = 1. 
A. COPARISON OF CONVERGENCE PRECISION
The two algorithms run 30 times independently for six functions, and the results are shown in Table 2 . Although there are more processes in ICSAMA than the MA, Table 2 shows that there is no difference in the run-times between the two algorithms with the same parameter values because the climbing process of the MA takes a long time and is executed twice, whereas for ICSAMA, the climbing process is only implemented once and only by half of the population. The other two processes take less time, and thus, take less time to the ICSAMA than the MA. In terms of the convergence precision, Table 2 shows that although the number of monkeys in the climbing process is reduced by half, the convergence precision of ICSAMA is enhanced due to the pattern search, which includes a strong local refinement search and only one individual per evolution.
The convergence curves of the six functions are shown in Figure 3 . As shown in Figure 3 , six functions converge within 50 iterations. Then, from Table 2 , it is shown that ICSAMA converges to the optimal solution for all of the test functions and that its accuracy is higher than that of the MA, but a premature phenomenon appears in the MA, which is more intuitive in Figure 3 . This phenomenon occurs, because the settings of parameter N c are small.
The settings of parameter N c for the six functions are increased to 550, 1000, 500, 950 and 350, and the running results are given in Table 3 .
As reported in Table 3 , each function obtains a solution near the optimal solution, but the number of the climbing process in the MA increases by a large amount, mainly because of the adaptive climbing step of the ICSAMA, which improves the convergence speed and ensures the convergence accuracy. Table 2 and Table 3 demonstrate that the convergence accuracy of the MA is improved, but there is still a large gap between ICSAMA and the MA. The running time of the MA is much greater than that of ICSAMA. The convergence characteristics of the two algorithms over six functions with larger parameter settings are shown in Figure 4 .
As is observed in Figure 4 , the convergence curve of ICSAMA is greatly reduced on the vertical axis in comparison with that of the MA, which means that the accuracy of ICSAMA is significantly improved.
B. COPARISON OF CONVERGENCE SPEED
The convergence speed is compared according to the contrast between the number of iterations and the iteration time required by the algorithms to achieve the fixed optimal precision. If the algorithm does not converge to the specified accuracy when it reaches the maximum number of iterations, then it has no convergence. All of the experimental parameters are set as described earlier. The optimization precisions of the six Table 4 . AI is the average iterations, MINI is the minimum number of iterations, MAXI is the maximum number of iterations, SR is the success rate, and ART is the average running time.
As observed from Table 4 , ICSAMA can obtain the optimal solution of all functions except for the function f 1 (x), ART does not exceed 2 seconds, and AI is less than 30 generations. When the specified accuracy of ICSAMA is reached, the ART and AI for ICSAMA are smaller than those for the MA, as are the other two indexes. ICSAMA is more complex and takes a longer time to evolve than the MA. However, the ART of ICSAMA is smaller than that of the MA under the experimental conditions of this section, which indicates that the searching efficiency of ICSAMA is better than that of the MA and that the search precision can be satisfied within the given number of iterations. This result indicates that the design of ICSAMA is so effective that the convergence speed is increased. Simultaneously, this result shows that the MINI is far less than 50 when ICSAMA satisfies the search accuracy because the jumping process is better able to guide the algorithm to approximate the optimal solution, accelerate the convergence rate and jump out of the local optimum to prevent premature convergence.
C. APPLICATION OF ICSAMA INTO RADAE SYSTEMS OF INTERNET OF THINGS
Example 1: To verify that ICSAMA can effectively solve the radar deployment problem for air defense, it is assumed that the area of responsibility covers longitudes from 111 to 119, latitudes from 24 to 30 and heights from 450 to 50000, and then, we import the corresponding digital elevation model (DEM) data into the MATLAB compiler. The warning airspace is the cylinder. The red line polygon that is 264296km 2 in Figure 5 Nine radars are planned for optimized deployment and are denoted by R1, R2, R3, R4, R5, R6, R7, R8, and R9. Their parameter settings are listed from Table 5 to Table 13 . The parameter settings of the jammer are reported in bandwidth, BC is the Boltzmann constant, AMLDG is the antenna main lobe direction gain, MDSNR is the minimum detectable signal to noise ratio, MBEA is the main beam elevation angle, and TN is the thermal noise. RCS is the radar cross section, HWW is the half wave width, JTP is the jammer transmitting power, JAG is the jammer antenna gain, PLRAIS is the polarization loss of the radar antenna due to interfering signals, and JFB is the jammer frequency bandwidth.
Here, to simultaneously maximize the detection rate in the airspace ρ det ection and the overlapping rate in the airspace ρ overlap , the function f is obtained through the weighted method to balance the two indexes. (11) where V given is the volume of the given detection airspace, V det ction is the volume of the airspace detected by each radar in a given detection airspace, V overlap is the radar's airspace overlaid in a given detection airspace, V waring is the volume of the warning airspace detected by each radar in a given detection airspace, and V care is the volume of the core airspace detected by each radar in a given detection airspace. The height of the given detection airspace is from 500 meters to 27000 meters. Taking into account the run-time, we set the sampling accuracy at 3 • and the sampling side length at 200 meters. The parameters of ICSAMA are set as follows: the size of the population is M = 6, the dimension of the objective function is n = 30, the maximum evolution number is MT = 50, the overlooking time is ω = 20, the growth factor is ρ = 1.1 and ϕ = 1.1, the jumping interval is [c, d] = [−1, 1] , the climbing step a is 0.001, the climbing number N c is 300, and the field of vision length β is 2.
Let
, y i9 , z i9 ) represent the current position of the i-th monkey, which is the current position of the nine radars. X b = (x b1 , y b1 , z b1 , . . . , x b9 , y b9 , z b9 ) is the current optimal position, which is the current optimal position of the nine radars. X w = (x w1 , y w1 , z w9 , . . . , x w9 , y w9 , z w9 ) is the current worst position, which is the worst position of the nine radars.
First, the cat map is used to generate a set x = {x 1 , x 2 , . . . , x 6 } with M = 6 in the optimized deployment scenario as the element. x i , i = 1, 2, . . . , 6 is the deployment scenario that includes the nine radars locations. Then, the corresponding fitness values f x i of each deployment scenario x i are calculated. f x i i = 1, 2, . . . , 6 are sorted in descending order and recorded as (f 1 ,
Second, the location set of the optimized radar deployment is divided into two groups. The first three locations are the first group, and the last three locations are the second group. The first group executes the overlooking process, and the second group carries out the climbing process. After the two processes are completed, the best radar position in the entire position set at this time can be obtained and are noted as X b1 . Then, the jumping process of X b1 is performed as previously mentioned in section I and a better position X b2 is obtained. This process is repeated until reaching a maximum evolution number of 50, thus resulting in the optimal deployment position solution. The position comparisons of the 9 radars before and after the optimization are given in Table 15 . Table 16 shows a comparison of the airspace range detection rate ρ dection and airspace range overlap rate ρ overlap before and after optimized deployment. RPBOD is the radar positions before the optimized deployment, and RPAOD is the radar positions after the optimized deployment. Table 16 indicates that the airspace detection rate before optimization is 0.8212, the overlap airspace rate is 0.6121, and the fitness is 0.7376. After deployment, the range detection rate is 0.9542, the range overlapping rate is 0.8512 and the fitness is 0.9131. It is obvious that the three indexes after optimization are greatly improved compared to those before optimization. Due to the complicated topography in the airspace and the influence of the jammer, small changes in location may lead to a large change in the detection airspace. However, the optimal deployment location can be found to satisfy the constraints using ICSAMA. The complexity of the terrain also highlights the strong searching ability of ICSAMA. The increase of the overlap rate in the airspace area can increase the probability of detecting the target in the overlapping airspace, enhance the radar anti-interference ability, and strengthen the survival ability. Ultimately, the fitness value is increased, which indicates that it is feasible and effective to make use of ICSAMA to solve the radars optimized deployment problem. Figure 5 shows the airspace detection range of the 9 radars before and after optimized deployment. It is observed from Figure 5 that the number of radars covering in the same airspace range is no larger than three at the same time, which avoids excessive wasting of resources. To analyze the advantages of using ICSAMA to solve the radar deployment problem in greater detail, the airspace detection range of the radars is cut parallel to the sea level, and the two-dimensional detection range is analyzed and compared according to the two indexes of the alert airspace coverage rate and core airspace coverage rate before and after optimization. The results are reported in Table 17 .
As observed from Table 17 , with optimized deployment of ICSAMA, the alert airspace coverage rates of the six levels are increased by approximately 10%, which meets the requirement of ρ ≥ 95%. Meanwhile, the core airspace coverage rate of the six levels increase from 98.3698%, 99.8452%, 99.8473%, 99.6227%, 99.8350% and 99.8778% to 99.5941%, 99.9013%, 99.9309%, 99.9992%, 99.9976% and 99.9951%, respectively, which satisfies the condition of τ ≥ 99%. These results are good mainly because the populations are divided into two groups, with one group performing the climbing process and the other implementing the overlooking process, which increases the search capabilities of the algorithm. Therefore, it is feasible and effective for ICSAMA to optimize radar deployment. Figure 6 shows the convergence curves of the optimized deployment of the nine radars using the MA and ICSAMA. As observed from Figure 6 , the optimal location solution generated from ICSAMA is obtained when the iteration number is approximately 7, mainly because the learning factor and Euclidean distance in the jumping process make it skip the local optimum, and the MA converges to the local optimal position solution after 25 iterations. In addition, the initial iteration fitness of ICSAMA is higher than that of the MA due to the differences between the initial population generated by chaos and the initial population that was randomly generated. On account of the adaptive parameter adjustment with strong search ability and the learning factor with a faster convergence speed, the convergence curve of ICSAMA is always above that of the MA. Therefore, ICSAMA has a better search ability and faster convergence speed than those of the MA. Table 18 . larger than the 28.32% obtained using the MA. Figure 8(a) indicates that the airspace alert range obtained using the MA is 48.94% of the airspace responsibility, while it is 49.54% of the airspace responsibility when ICSAMA is used, as shown in Figure 8 Figure 9 . Radar G1 is at longitude 111.429 and latitude 21.578, and radar G2 is at longitude 111.105 and latitude 21.518.
The area of ship-borne radar track planning is given in Figure 9 . As observed from Figure 9 , the sea guard detection range of the two radars accounts for 9.76% of the area of responsibility, and there is also a rather large detection blind zone.
It is proposed that two ships should be planned on certain tracks so that their ship-borne radars can cover the largest detection airspace via co-detection. Here, the start points and end points of the two ships are given as A (110.922,  20.982,0), B(112.623,19.851,0), C(112.623,19.851,0) , and Table 19 and Table 20 give the parameter settings of the ship-borne radar R1 and ship-borne radar R2, respectively. All of the parameter settings of ICSAMA are the same as those of Example 1.
The optimal trajectories of the two ship-borne radars using ICSAMA are presented in Figure 10 , as is their co-detection range. Ship No.1 follows the route of the virtual line AB, as shown in Figure 10 , and ship No. 2 is the chain dotted line CD shown in Figure 10 . The sea guard detection range accounts for 76.21% of the detection responsibility, reduces the blind zone of exploration and realizes cooperative detection of the two ships.
V. CONCLUSION
IOT is introduced into radar system to solve the problem of radar sensors optimized deployment. Each radar sensor is no longer about independent radar. Optimal radar placement is the challenging issue in radar system for target coverage problem. In this paper, we have suggested a new technique called ICSAMA to identify the optimal sensor position to cover the entire targets. Furthermore, by redesigning the three processes of the MA, ICSAMA is presented to obtain the higher convergence accuracy and avoid falling into the local optimal solution. A comparison and analysis are conducted to demonstrate the performance and convergence precision of ICSAMA and the effects of the adjustable parameters on the algorithm. A mathematical model of radar sensors deployment is established based on the volume of the radar detection airspace, and three examples indifferent scenarios are simulated to verify the better performance of ICSAMA compared to the MA. The results show that it is better and more effective to use ICSAMA to solve the radar sensors optimized deployment problem. The new technical methods of IOT and ICSAMA provided for the location problem of observation and communication posts and the trajectory planning of a fleet.
