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ON THE BEHAVIOR OF SOLUTIONS OF QUASILINEAR ELLIPTIC
INEQUALITIES NEAR A BOUNDARY POINT
ANDREJ A. KON’KOV
Abstract. Assume that p > 1 and p − 1 ≤ α ≤ p are real numbers and Ω is a
non-empty open subset of Rn, n ≥ 2. We consider the inequality
divA(x,Du) + b(x)|Du|α ≥ 0,
where D = (∂/∂x1, . . . , ∂/∂xn) is the gradient operator and A : Ω × Rn → Rn and
b : Ω→ [0,∞) are some functions with
C1|ξ|
p ≤ ξA(x, ξ), |A(x, ξ)| ≤ C2|ξ|
p−1, C1, C2 = const > 0,
for almost all x ∈ Ω and for all ξ ∈ Rn. For solutions of this inequality we obtain esti-
mates depending on the geometry of Ω. In particular, these estimates imply regularity
conditions of a boundary point.
1. Introduction
Let Ω be an open subset of Rn, n ≥ 2. By Bxr and S
x
r we mean the open ball and the
sphere in Rn of radius r > 0 and center at a point x. In the case of x = 0, we write Br and
Sr instead of B
0
r and S
0
r , respectively. Let us denote Br1,r2 = {x ∈ R
n : r1 < |x| < r2}
and Ωr1,r2 = Br1,r2 ∩Ω, 0 < r1 < r2. Through out the paper, we assume that Sr ∩Ω 6= ∅
for any r ∈ (0, R), where R > 0 is some real number.
We are interested in the behavior of solutions of the problem
divA(x,Du) + b(x)|Du|α ≥ 0 in BR ∩ Ω, u|BR∩∂Ω = 0, (1.1)
where D = (∂/∂x1, ∂/∂x2, . . . , ∂/∂xn) is the gradient operator and the function A :
Ω×Rn → Rn satisfies the ellipticity conditions
C1|ξ|
p ≤ ξA(x, ξ), |A(x, ξ)| ≤ C2|ξ|
p−1
with some constants C1 > 0, C2 > 0, and p > 1 for almost all x ∈ Ω and for all ξ ∈ R
n.
It is also assumed that p− 1 ≤ α ≤ p is a real number and b is a non-negative function
such that b ∈ Lν(Ωr,R) for all r ∈ (0, R), where ν satisfies the following requirements:
(i) if α = p, then ν =∞;
(ii) if α = p− 1 and n 6= p, then ν = max{n, p};
(iii) if α = p− 1 and n = p, then ν > p;
(iv) if p− 1 < α < p and n 6= p, then ν = max{n, p}/(p− α);
(v) if p− 1 < α < p and n = p, then ν > p/(p− α).
We say that u ∈W 1p (BR ∩ Ω)∩L∞(BR ∩ Ω) is a solution of problem (1.1) if A(x,Du) ∈
Lp/(p−1)(BR ∩ Ω),
−
∫
Ω
A(x,Du)Dϕdx+
∫
Ω
b(x)|Du|αϕdx ≥ 0
for any non-negative function ϕ ∈ C∞0 (BR ∩ Ω), and uψ ∈
o
W1p(Ω) for any ψ ∈ C
∞
0 (BR).
In his classical papers [8, 9], N. Wiener obtained a boundary point regularity criteria
for solutions of the Dirichlet problem for the Laplace equation. In other words, he found
necessary and sufficient conditions for solutions of the Dirichlet problem for the Laplace
1
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equation to be continuous at a boundary point. The criteria was formulated in terms
of capacity which is very similar to the one that arises in electrostatics. This approach
proved to be very productive and was subsequently used by many authors [1–7]. In
paper [7], V.G. Maz’ya managed to get sufficient regularity conditions for solutions of
the Dirichlet problem for the p-Laplace equation. The results of V.G. Maz’ya were
generalized for quasilinear equations containing term with lower-order derivatives by
R. Gariepy and W. Ziemer [2] and for systems of quasilinear equations by J. Bjo¨rn [1].
In so doing, authors of papers [1, 2] imposed essential restrictions on coefficients of the
lower-order derivatives. In the case of problem (1.1), this restrictions take the form
b1/(p−α) ∈ Ln(BR ∩ Ω) if 1 < p < n and b
1/(p−α) ∈ Lλ(BR ∩ Ω), λ > n, if p = n.
Therefore, the results of [1, 2] can not be applied if b(x) grows fast enough as x → 0
(see Examples 2.1–2.3). Below we present Theorems 2.1–2.10 that are free from this
shortcoming.
We use the following notations. For every solution of (1.1) we put
M(r; u) = ess sup
Sr∩Ω
u, (1.2)
where the restriction of u to Sr∩Ω, r ∈ (0, R), is understood in the sense of the trace and
the essential supremum in (1.2) is taken with respect to (n − 1)-dimensional Lebesgue
measure on the sphere Sr. In accordance with the maximum principle either M(·; u) is
a monotonic function on the whole interval (0, R) or there exists R∗ ∈ (0, R) such that
M(·; u) does not increase on (0, R∗) and does not decrease on (R∗, R).
Let E be a non-empty open subset of the sphere Sr. We denote
λmin(E) = inf
ψ∈C∞
0
(E)
∫
E |∇ψ|
p dSr∫
E |ψ|
p dSr
,
where |∇ψ| = (gij∇iψ∇jψ)
1/2, gij is the dual metric tensor on Sr induced by the standard
euclidean metric on Rn, and dSr is the (n − 1)-dimensional volume element of Sr. By
the variational principle, λmin(E) is the first eigenvalue of the problem
∆pv = −λ|v|
p−2v in E, v|∂E = 0,
for the p-Laplace-Beltrami operator ∆pv = ∇i(|∇v|
p−2gij∇jv).
The capacity of a compact set K ⊂ ω relative to a non-empty open set ω ⊂ Rn is
defined as
cap(K,ω) = inf
ϕ
∫
ω
|Dϕ|p dx,
where the infimum is taken over all functions ϕ ∈ C∞0 (ω) that are identically equal to
one in a neighborhood of K. By definition, the capacity of the empty set is equal to
zero. In the case of ω = Rn, we write cap(K) instead of cap(K,ω). If p = 2 and n ≥ 3,
then cap(K) coincides with the well-known Wiener capacity.
It can be shown that cap(K,ω) has the following natural properties.
(a) Monotonicity: If K1 ⊂ K2 and ω2 ⊂ ω1, then
cap(K1, ω1) ≤ cap(K2, ω2).
(b) Similarity property: If K ′ = λK and ω′ = λω, where λ > 0 is a real number, then
cap(K ′, ω′) = λn−p cap(K,ω).
(c) Semiadditivity: Assume that K1 and K2 are compact subsets of an open set ω,
then
cap(K1 ∪K2, ω) ≤ cap(K1, ω) + cap(K2, ω).
3By the ε-essential inner diameter of an open set ω, where 0 < ε < 1 is a real number,
we mean the value
diamε ω = sup
{
r ∈ (0,∞) : ∃x ∈ ω
cap(Bxr \ ω,B
x
2r)
cap(Br, B2r)
< ε
}
.
In so doing, if ω = ∅, then diamε ω = 0.
The ε-essential inner diameter is a monotone set function, i.e. diamε ω1 ≤ diamε ω2
if ω1 ⊂ ω2. It also is a monotone function of ε. In other words, diamε1 ω ≤ diamε2 ω if
ε1 ≤ ε2.
We say that f ∈ Lν,ε(ω), where ν ≥ 1 and 0 < ε < 1 are real numbers and ω is an
open set, if f ∈ Lν,loc(ω) and
sup
x∈ω
‖f‖Lν(ω∩Bxdiamε ω) <∞.
It can be seen that Lν,ε(ω) is a Banach space with the norm
‖f‖Lν,ε(ω) = |S1|
−1/ν sup
x∈ω
‖f‖Lν(ω∩Bxdiamε ω)
,
where |S1| is the (n − 1)-dimensional volume of S1. In the case of f ∈ L∞(ω), we
obviously have
‖f‖Lν,ε(ω) ≤ (diamε ω)
n/ν‖f‖L∞(ω). (1.3)
2. Estimates of solutions near a boundary point
Below we assume by default that Λ, q, and D are non-negative measurable functions
such that
Λ(r) ≤ inf
t∈(r/θ,rθ)∩(0,R)
λmin(St ∩ Ω), (2.1)
q(r) ≥ (diamεΩr/θ,rθ)
p−α−n/ν‖b‖Lν,ε(Ωr/θ,rθ), (2.2)
and
D(r) ≤
1
diamε Ωr/θ,rθ
for almost all r ∈ (0, R), where θ > 1 and 0 < ε < 1 are some real numbers.
Remark 2.1. In view of (1.3), if b ∈ L∞(Ωr,R) for any r ∈ (0, R), then to perform (2.2)
it is sufficient to require that
q(r) ≥ (diamε Ωr/θ,rθ)
p−α esssup
Ωr/θ,rθ
b
for almost all r ∈ (0, R).
Theorem 2.1. Let p− 1 < α ≤ p and∫ R
0
min{(rΛ(r))1/(p−1),Λ1/p(r)}
1 + q1/(α−p+1)(r)
dr =∞.
Then every non-negative solution of (1.1) satisfies the estimate
M(r; u) ≤M(R; u) exp
(
−C
∫ R
r
min{(tΛ(t))1/(p−1),Λ1/p(t)}
1 + q1/(α−p+1)(t)
dt
)
(2.3)
for all sufficiently small r > 0, where the constant C > 0 depends only on n, p, α, ε, θ,
ν, and the ellipticity constants C1 and C2.
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Example 2.1. Assume that p− 1 < α ≤ p, {(x′, xn) ∈ R
n : |x′| < k1xn, 0 < xn < R} ⊂
BR \ Ω, and
b(x) ≤ k2|x|
l (2.4)
for almost all x ∈ BR ∩ Ω, where k1 and k2 are positive constants and l ∈ R.
If l ≥ α − p, then Theorem 2.1 implies that M(r; u) → 0 as r → +0 for any non-
negative solution of (1.1). In addition, the estimate
M(r; u) ≤M(R; u)rk
is valid for all sufficiently small r > 0, where the constant k > 0 does not depend on u.
Really, we can take the function Λ such that
Λ(r) ∼ r−p as r → +0 (2.5)
or, in other words,
κ1r
−p ≤ Λ(r) ≤ κ2r
−p
with some constants κ1 > 0 and κ2 > 0 for all r > 0 from a neighborhood of zero. In so
doing, as the q, we can take a bounded function.
We note that, from paper [2], the required regularity follows only for l > α−p. In the
case of the critical exponent l = α− p, the results of [2] are inapplicable.
Now, let the inequality
b(x) ≤ k2|x|
α−p
(
log
1
|x|
)σ
be fulfilled instead of (2.4). In other words, we examine the case of the critical exponent
l = α−p. If σ ≤ α−p+1, then in accordance with Theorem 2.1, where Λ satisfies (2.5)
and
q(r) ∼
(
log
1
r
)σ
as r → +0,
we have M(r; u) → 0 as r → +0 for any non-negative solution of (1.1). In addition, it
can be shown that
M(r; u) ≤M(R; u)e−Cf(r) (2.6)
for all sufficiently small r > 0, where
f(r) =


log
1
r
, σ ≤ 0,
(
log
1
r
)(α−p+1−σ)/(α−p+1)
, 0 < σ < α− p+ 1,
log log
1
r
, σ = α− p+ 1,
and C > 0 is a constant independent of u.
Theorem 2.2. Let p− 1 < α ≤ p,∫ R
0
Λ1/p(r)
1 + q1/(α−p+1)(r)
dr =∞
and, moreover,
lim inf
r→+0
rp−n cap
(
Brθ−2/3,rθ−1/3 \ Ω, Br/θ,r
)
> 0. (2.7)
Then every non-negative solution of (1.1) satisfies the estimate
M(r; u) ≤M(R; u) exp
(
−C
∫ R
r
Λ1/p(t)
1 + q1/(α−p+1)(t)
dt
)
(2.8)
5for all sufficiently small r > 0, where the constant C > 0 depends only on n, p, α, ε, θ,
ν, C1, C2, and on the limit in the left-hand side of (2.7).
Remark 2.2. Condition (2.7) is obviously fulfilled if we can touch zero by a cone that
lies entirely outside the set Ω. This condition is also fulfilled if
lim
r→+0
diamεΩr/θ,rθ
r
= 0.
Theorem 2.3. Let p− 1 < α ≤ p,∫ R
0
D(r)
1 + q1/(α−p+1)(r)
dr =∞
and, moreover, (2.7) holds. Then every non-negative solution of (1.1) satisfies the esti-
mate
M(r; u) ≤M(R; u) exp
(
−C
∫ R
r
D(t)
1 + q1/(α−p+1)(t)
dt
)
for all sufficiently small r > 0, where the constant C > 0 depends only on n, p, α, ε, θ,
ν, C1, C2, and on the limit in the left-hand side of (2.7).
Example 2.2. Assume that p−1 < α ≤ p, BR∩Ω ⊂ {(x
′, xn) ∈ R
n : |xn| < k1|x
′|s, |x′| <
R}, and (2.4) is valid, where k1 > 0, k2 > 0, and s > 1 are some constants.
In the case of l ≥ α− p+ 1− s, applying Theorem 2.3 with
D(r) ∼ r−s and q(r) ∼ rs(p−α)+l as r → +0,
we obtain that M(r; u) → 0 as r → +0 for any non-negative solution of (1.1). In so
doing, Theorem 2.3 implies estimate (2.6), where
f(r) =


r1−s, s(α− p) ≤ l,
r(α−p+1−s−l)/(α−p+1), α− p+ 1− s < l < s(α− p),
log
1
r
, l = α− p+ 1− s.
We note that the results of paper [2] yields the required regularity for l > (α− p)(n+
s−1)/n. It does not present any particular problem to verify that (α−p)(n+s−1)/n >
α− p+1− s for all positive integers n. Thus, Theorem 2.3 provides us with a regularity
condition that is better than the analogous condition given in [2].
Now, let the inequality
b(x) ≤ k2|x|
α−p+1−s
(
log
1
|x|
)σ
be fulfilled instead of (2.4).
If σ ≤ α− p+ 1, then M(r; u)→ 0 as r → +0 for any non-negative solution of (1.1).
In addition, the function M(·; u) satisfies estimate (2.6), where
f(r) =


(
log
1
r
)(α−p+1−σ)/(α−p+1)
, σ < α− p+ 1,
log log
1
r
, σ = α− p+ 1.
To show this, it is sufficient to apply Theorem 2.3 with
D(r) ∼ r−s and q(r) ∼ rs(p−α)+α−p+1−s
(
log
1
r
)σ
as r → +0.
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Theorem 2.4. Estimate (2.3) remains valid if, under the assumptions of Theorem 2.1,
the function Λ satisfies the inequality
Λ(r) ≤ inf
Ω
rθ−1/3,rθ1/3
µpδ + r
−n cap
(
Brθ−2/3,rθ−1/3 \ Ω, Br/θ,r
)
(2.9)
instead of (2.1), where θ > 1 and 0 < δ < 1− θ−1/3 are some real numbers and
µδ(x) = sup
r∈(0,δ|x|)
(r1−n cap(Bxr \ Ω, B
x
2r))
1/(p−1).
In this case, the constant C > 0 in (2.3) depends also on δ.
Corollary 2.1. Let the inequality
Λ(r) ≤ r−n cap
(
Brθ−2/3,rθ−1/3 \ Ω, Br/θ,r
)
(2.10)
be fulfilled instead of (2.1) and, moreover,∫ R
0
(rΛ(r))1/(p−1)
1 + q1/(α−p+1)(r)
dr =∞.
Then every non-negative solution of (1.1) satisfies the estimate
M(r; u) ≤M(R; u) exp
(
−C
∫ R
r
(tΛ(t))1/(p−1)
1 + q1/(α−p+1)(t)
dt
)
for all sufficiently small r > 0, where the constant C > 0 depends only on n, p, α, θ, ν,
and the ellipticity constants C1 and C2.
Theorem 2.5. Estimate (2.8) remains valid if, in the assumptions of Theorem 2.2, the
function Λ satisfies inequality (2.9) instead of (2.1). In this case, the constant C > 0
in (2.8) depends also on δ.
Theorem 2.6. Let u be a non-negative solution of (1.1), where α = p− 1. Then there
exist constants k > 0 and C > 0 depending only on n, p, ε, θ, ν, and the ellipticity
constants C1 and C2 such that the condition∫ R
0
e−kq(r)min{(rΛ(r))1/(p−1),Λ1/p(r)} dr =∞ (2.11)
implies the estimate
M(r; u) ≤M(R; u) exp
(
−C
∫ R
r
e−kq(t)min{(rΛ(r))1/(p−1),Λ1/p(r)} dt
)
(2.12)
for all sufficiently small r > 0.
Corollary 2.2. Let u be a non-negative solution of (1.1) with α = p − 1 and, more-
over, (2.10) holds instead of (2.1). Then there exist constants k > 0 and C > 0 depending
only on n, p, α, ε, θ, ν, and the ellipticity constants C1 and C2 such that the condition∫ R
0
e−kq(r)(rΛ(r))1/(p−1) dr =∞
implies the estimate
M(r; u) ≤M(R; u) exp
(
−C
∫ R
r
e−kq(t)(tΛ(t))1/(p−1) dt
)
for all sufficiently small r > 0.
7Theorem 2.7. Let u be a non-negative solution of (1.1) with α = p − 1 and, more-
over, (2.7) holds. Then there exist constants k > 0 and C > 0 depending only on n, p,
α, ε, θ, ν, C1, C2, and on the limit in the left-hand side of (2.7) such that the condition∫ R
0
e−kq(r)Λ1/p(r) dr =∞ (2.13)
implies the estimate
M(r; u) ≤M(R; u) exp
(
−C
∫ R
r
e−kq(t)Λ1/p(t) dt
)
(2.14)
for all sufficiently small r > 0.
Theorem 2.8. Let u be a non-negative solution of (1.1) with α = p − 1 and, more-
over, (2.7) holds. Then there exist constants k > 0 and C > 0 depending only on n, p,
α, ε, θ, ν, C1, C2, and on the limit in the left-hand side of (2.7) such that the condition∫ R
0
e−kq(r)D(r) dr =∞
implies the estimate
M(r; u) ≤M(R; u) exp
(
−C
∫ R
r
e−kq(t)D(t) dt
)
for all sufficiently small r > 0.
Example 2.3. Assume that α = p−1, BR∩Ω ⊂ {(x
′, xn) ∈ R
n : |xn| < k1|x
′|s, |x′| < R},
and (2.4) is valid, where k1 > 0, k2 > 0, and s > 1 are some constants.
In the case of l ≥ −s, taking
D(r) ∼ r−s and q(r) ∼ 1 as r → +0
in Theorem 2.8, we obtainM(r; u)→ 0 as r → +0 for any non-negative solution of (1.1).
In so doing, estimate (2.6) is valid, where
f(r) = r1−s.
Note that the results of paper [2] guarantee the required regularity for l > −(n+ s−
1)/n. It is easy to see that −s < −(n+s−1)/n for all integers n ≥ 2. Thus, Theorem 2.8
gives us a better regularity condition than the results of paper [2].
Theorem 2.9. In the hypotheses of Theorem 2.6, let the function Λ satisfies inequal-
ity (2.9) instead of (2.1). Then there exist constants k > 0 and C > 0 depending only
on n, p, δ, ε, θ, ν, and the ellipticity constants C1 and C2 such that the condition (2.11)
implies estimate (2.12).
Theorem 2.10. In the hypotheses of Theorem 2.7, let the function Λ satisfies inequal-
ity (2.9) instead of (2.1). Then there exist constants k > 0 and C > 0 depending only
on n, p, δ, α, ε, θ, ν, C1, C2, and on the limit in the left-hand side of (2.7) such that
the condition (2.13) implies estimate (2.14).
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