This paper presents the theoretical underpinning of a model for symbolically representing probabilistic transition systems, an extension of labelled transition systems for the modelling of general (discrete as well as continuous or singular) probability spaces. These transition systems are particularly suited for modelling softly timed systems, real-time systems in which the time constraints are of random nature. For continuous probability spaces these transition systems are infinite by nature. Stochastic automata represent their behaviour in a finite way. This paper presents the model of stochastic automata, their semantics in terms of probabilistic transition systems, and studies several notions of bisimulation. Furthermore, the relationship of stochastic automata to generalised semi-Markov processes is established.
Introduction
The design and analysis of systems, like embedded systems, communication protocols or multimedia systems, requires insight into not only the functional, but also into the real-time and performance aspects of applications involved. Research in concurrency theory has recognised the need for the additional support of quantitative aspects, and various initiatives have been taken to accomplish such support. A prominent example is the treatment of real-time constraints, where specification formalisms like timed automata [2] have emerged, and where impressive progress has been made in the development of efficient verification algorithms [34, 4] . This has resulted in a number of tools (model checkers) that provide interesting experimental platforms for industrial case studies [51, 35] .
Stochastic automata
Typical constraints considered in this real-time setting are hard-"the system must always do a certain activity before time t." For many applications, though, real-time constraints are less stringent. Rather than requiring that an activity must always occur before time t, in practice one is usually interested in soft real-time constraints, where a system is required to perform the activity mostly before time t. The soft real-time requirements of systems typically have to do with their performance characteristics, and are often also referred to as quality-of-service parameters. They are usually related to stochastic aspects of various forms of time delay, such as, for example, mean and variance of message transfer delay, service waiting times, failure rates, utilisation, etc. In a soft real-time system one typically considers constraints like:
the system should perform an activity before time t in 92% of the cases This paper proposes a specification model for soft real-time systems. This model, called stochastic automata, borrows ideas from timed automata [2] and generalised semi-Markov chains (GSMPs, for short) [19, 49] . Stochastic automata extend transitional automata with variables that we call random clocks or simply clocks. On entering a state, clocks are initialised by sampling a (continuous, discrete, or singular) probability distribution. Once clocks are initialised they run backwards, all with the same rate. An edge in the automata is labelled with a pair (a, C), where a is an action and C is a set of clocks. Such edge represents a transition that is able to offer action a once all clocks in C have expired, that is, when all clocks in C have taken a non-positive value. Stochastic automata are amenable to composition, thus allowing for a modular and hierarchical construction of models. The compositionality aspects are further studied in an accompanying paper [13] .
Probabilistic transition systems
The semantics of stochastic automata is defined in terms of probabilistic transition systems, which are labelled transition systems that contain two disjoint sets of states: probabilistic and non-deterministic states. This model is inspired by [21, 42, 43, 46] . Paths through a probabilistic transition system are sequences of alternating non-deterministic and probabilistic states. From each probabilistic state, there is exactly one outgoing probabilistic transition. Therefore, probabilistic transitions are defined by a function that maps a probabilistic state onto a probability space whose sample space ranges over the set of non-deterministic states. This sample space will usually be of an uncountable nature since we use probabilistic transitions to give an interpretation to the random clock settings of a stochastic automaton. Non-deterministic transitions are labelled transitions as in ordinary labelled transition systems. To give an interpretation to the stochastic timings in a stochastic automaton, we label these transitions with pairs (a, d) where a is an action name, and d a non-negative real number, indicating the time at which action a happens.
Bisimulation relations
When studying the behaviour of systems it is important to be able to check whether two systems behave in the same manner. There are many reasons why this is important. For instance, it would help to answer whether the model of a system implementation conforms to its specification. Another reason is that whenever two systems show equivalent behaviour, one of them could be replaced by the other as part of a larger system. In the non-stochastic setting, a well-understood method to deal with these matters that is widely accepted, is to model the specification and the implementation by labelled transition systems and then compare them according to an appropriate notion of equivalence. One of the most prominent notions is bisimulation [37] . This paper studies several notions of bisimulation on stochastic automata. These bisimulation relations range from notions that compare solely by inspecting the structure of the two stochastic automata while neglecting the probabilistic information, to more complex equivalences that take the stochastic timing information fully into account. Probabilistic bisimulation-basically a continuous version of Larsen and Skou bisimulation [36] -is defined on probabilistic transition systems and is lifted to stochastic automata in two different ways. Besides, a symbolic probabilistic bisimulation is defined that facilitates the comparison of the probabilistic behaviour of stochastic automata without considering their underlying (infinite) probabilistic transition systems. The relationship between the (four) defined bisimulation relations is studied. In an accompanying paper [13] , the congruence properties of these bisimulations are studied.
Organisation of the paper
Section 2 introduces probabilistic transition systems and probabilistic bisimulation. Stochastic automata, their semantics, and several notions of equivalence are defined in Section 3. Section 4 studies the relation between stochastic automata and GSMPs. Section 5 describes related work, and Section 6 concludes the paper.
Probabilistic transition systems
This section introduces probabilistic transition systems and a fundamental equivalence relation: probabilistic bisimulation.
The model
Probabilistic transition systems generalise labelled transition systems by encoding probabilistic steps in a probabilistic transition relation. A probabilistic transition is a function that maps a state onto a probability space whose sample space ranges over the set of states. We consider a model in which probabilistic and non-deterministic transitions strictly alternate along any possible execution. The set of states is partitioned in two subsets: the probabilistic states, to which exactly one possible probabilistic step is associated per state, and the non-deterministic states which have zero or more outgoing non-deterministic transitions.
Whereas most probabilistic models in the literature [47, 39, 36, 17, 21, 42] focus on discrete probability spaces, probabilistic transition systems are aimed to cope with general probability spaces, including discrete, continuous, or singular spaces. This generalisation allows the representation of real-time systems in which time constraints are not necessarily deterministic but depend on some random factor.
For this and subsequent sections, some basic mathematical foundations of probability theory are needed. For a brief introduction into these concepts, the reader is referred to Appendix A. Definition 1. Let Prob(H) denote the set of probability spaces ( , F, P) such that ⊆ H . A probabilistic transition system (PTS, for short) is a structure PTS = ( , , L, T , − →) where:
(1) is the set of probabilistic states. (2) is the set of non-deterministic states such that
The pair (PTS, 0 ) with initial probabilistic state 0 ∈ is called a rooted PTS.
We use the shorthand notations − → for , , ∈ − → , − → for (∃ . − → ), and − → / for ¬( − → ).
Example 2.
Tossing a fair coin can be modelled by the following PTS with:
where P is the unique probability measure defined by P({ h }) = P({ t }) = 1 2 . This PTS is depicted in Fig. 1 , where states are represented by dots, probabilistic transitions are represented by dotted arrows joined by a dotted arc, and non-deterministic transitions by solid arrows.
As an example that exhibits non-determinism, consider a player who tosses a fair coin but cheats whenever the contender does not pay attention. In such case, he will choose arbitrarily according to his convenience. Fig. 2 depicts the PTS that models this behaviour given that the contender gets distracted with probability In the context of this paper, our interest is to deal with time information. Therefore, we label non-deterministic transitions with timed actions, that is, we consider the set of labels L = A × IR ≥0 , where A is a set of action names and IR ≥0 is the set of non-negative real numbers, which are intended to denote the (relative) time at which an action takes place. We denote a(d) whenever (a, d) ∈ L and it means "action a occurs right after the system has been idle for d time units".
Example 3.
Consider an automatic switch that controls a light as it can be found in a staircase or corridor in a hotel. People can arrive at any time and press the "on" button either to turn on the light or to reset the timer that controls it. The interarrival time is a Poisson process with an arrival every 30 min. Hence, the time difference between two persons turning on the light is a random variable with the (negative) exponential distribution F e,30 (t) = 1 − e − t 30 . Suppose the light turns itself off after 2 min. This mechanism is thus governed by the deterministic distribution defined by:
The behaviour of the switch can be modelled by the rooted PTS (Switch, init ), where the components of Switch are defined as follows:
Here, R(F e,30 , D 2 ) is the probability space on the real plane (cf. Appendix A) with the unique probability measure obtained from the distributions F e, 30 and D 2 , and Triv(d) is the trivial probability space on the sample space {d}. The rooted PTS can be explained as follows. The system starts in probabilistic state init where the light is assumed to be off. From this state, a probabilistic transition is emanating in which the first arrival time d is randomly determined according to F e, 30 . The resulting state d is an element in the sample space IR ≥0 of T( init ) = R (F e,30 ) . In this state, the transition d
− −−− → on can be taken, indicating that the light is turned on after d time-units. In the resulting state on , a probabilistic transition takes place. It randomly determines the time at which the next arrival will occur and the time at which the light turns itself off. This is registered by a tuple (d, d ) where d is the remaining time to the next arrival, and d is the remaining time to switch off the light. Notice that d = 2 with probability 1, and d is selected as just above. Now two situations may occur: either the next arrival will happen soon enough, before the light turns itself off (in which case d d ), or the light will turn off before somebody arrives (d d). In the first case, the "on" button is pressed and both time values need to be set again. This is , d) , a probabilistic transition leaves with a trivial probability space containing only element d where the switch waits until it is turned on again.
Probabilistic bisimulation
Probabilistic bisimulation [36, 43] is extended to the general setting of PTSs.
be an equivalence, and /R be the set of equivalence classes in induced by R. R is a probabilistic bisimulation if for any 1 , 2 ∈ R:
(1) for all S ⊆ /R, ( 1 , ∪S) = ( 2 , ∪S), whenever 1 , 2 ∈ ; and (2) for all ∈ L, 1 − → 1 implies 2 − → 2 and 1 , 2 ∈ R, for some 2 ∈ , whenever 1 , 2 ∈ . Although the definition of probabilistic bisimulation coincides with traditional definitions in the discrete case, e.g., [36, 22, 43] , we remark a necessary difference. In the discrete case, instead of transfer property 1 of Definition 4, it suffices to insist that
i.e., S is an equivalence class instead of a set of equivalence classes. In our case, condition (1) is too weak to deal with, for instance, continuous distribution functions. This is shown in the following example. 
would be a probabilistic bisimulation since the probability of a point in a continuous probability space is 0.
When proving bisimilarity, the case ( , ∪S) = 0 requires special attention. The following proposition states that it suffices to consider only ( , ∪S) > 0.
Proposition 6. R is a probabilistic bisimulation if and only if R is an equivalence relation and for all
1 , 2 ∈ R :
Proof. The "only if" part is trivial. For the "if" part it suffices to prove that the first transfer property in Definition 4 is implied by the first condition above. Suppose
( 1 , ∪S) which contradicts our assumption.
Some classic results of non-probabilistic bisimulation do not hold in the probabilistic setting. For instance, the union of two probabilistic bisimulations is not always an equivalence relation, and therefore, may not be a probabilistic bisimulation. The transitive closure of the union of two probabilistic bisimulations, however, is a probabilistic bisimulation. This result is essential to prove that ∼ p is an equivalence relation and, hence the largest probabilistic bisimulation. 
which proves the first transfer property in Definition 4. The second transfer property follows in a straightforward way.
Corollary 8. ∼ p is the largest probabilistic bisimulation.
Proof. Let be the set containing all probabilistic bisimulations. By definition, ∼ p is the smallest set containing all relations in . By Theorem 7, we calculate
As a consequence, ∼ p = (∪ ) * is a probabilistic bisimulation.
As for classical bisimulation, we can define the notion of probabilistic bisimulation up to ∼ p and show that finding a probabilistic bisimulation up to ∼ p suffices to prove probabilistic bisimilarity. 
This facilitates a proof by induction on n. The case for n = 0 reduces to check that the identity relation is a probabilistic bisimulation, which is straightforward. For the inductive case, suppose 1 
For each transfer property we proceed as follows: 
Stochastic automata
Probabilistic transition systems constitute a framework for the description and comparison of processes with stochastic behaviour. However, they become uncountably large-both in the number of states and in the number of transitions-as soon as systems are modelled with random timing behaviour, cf. Example 3, the model of the light switch. To overcome this problem, this section introduces stochastic automata, a model that allows the representation of such systems in a finite, symbolic way. Stochastic automata are inspired by the so-called generalised semi-Markov processes (GSMPs) [49, 19, 8, 44] and timed automata [2, 26] . They extend automata with random clocks which are intended to control the random time of the different activities.
This section is organised as follows. Section 3.1 introduces (random) clock variables. Section 3.2 defines stochastic automata. The concrete semantics of stochastic automata in terms of PTSs is defined in Section 3.3. Finally, Section 3.4 studies notions of equivalence for stochastic automata.
Random clock variables
Like timed automata, stochastic automata resort to clock variables to control and observe the passage of time. Since in our context the time at which events occur is random, clocks are in fact random variables. When a clock is set, it takes a random value whose probability depends on the distribution function of the clock. As time evolves, clocks count down synchronously, i.e., all do so at the same rate. When a clock reaches the value zero, "the clock expires" and this may enable different events.
Let C be a given set of (random) clock variables such that each clock x ∈ C has an associated distribution function F x . Let V be the set of all valuations v : C → IR. A valuation provides the current value of a clock, e.g., v(x) = 3.12 states that the current value of clock x equals 3.12. Note that clocks may take a negative value; this takes place when one has to wait for the expiration of a set of clocks, and some clocks of such set expire before others. Since clocks decrease as time evolves, v−d is used to denote the valuation which is obtained d time-units after the valuation v was observed. Formally, for d ∈ IR 0 and x ∈ C, let
As mentioned before, clocks take random values whenever they are set. Several clocks can be set simultaneously and can take different values according to their distribution. Suppose the set C ⊆ C of clocks needs to be set in the valuation v. For simplicity, assume that C is ordered and let C denote this ordered set. If n is the cardinality of C, and d ∈ IR n 0 are the (randomly) chosen values for each
denotes the valuation after setting the clocks in C and is defined by
where C(i) and d(i) denote the ith element of C and d, respectively.
The model

Definition 11.
A stochastic automaton is a structure SA = (S, A, C, , Ä) where:
• S is a set of locations.
• A is a set of actions.
• C is a set of (random) clocks, each x ∈ C has associated a distribution
Note that the sets S, A, and C are countable, i.e., these sets are not required to be finite. Sometimes, it will be convenient to distinguish an initial location s 0 ∈ S. The structure (SA, s 0 ) is called a rooted stochastic automaton.
We write s a,C s whenever (s, a, C, s ) ∈ and call C the trigger set of the edge s a,C s . If there exists some location s such that s a,C s , we write s a,C .
To each location s a finite set of clocks Ä(s) is associated. On entering location s, any clock x in Ä(s) is initialised according to its probability distribution function F x . Once initialised, the clock variables count down at the same rate of letting time pass. A clock expires if it has reached the value 0. The occurrence of an action is controlled by the expiration of clocks. Thus, whenever s a,C s and the system is in location s, action a can be offered once all clocks in the set C have expired. In this situation, the edge s a,C s becomes enabled. After taking the edge, the system moves to location s . If, after the expiration of a (possibly empty) set of clocks, more than one edge outgoing from s is enabled, an enabled edge is selected non-deterministically.
Example 12.
The light switch of Example 3 can be symbolically described by the stochastic automaton System
where 30 and F y = D 2 . Fig. 3 depicts the stochastic automaton System. Circles represent locations, variables in each location are the clocks required to be set by function Ä, and edges are represented by the arrows. For convenience, sets are denoted as lists without enclosing braces. The initial location in the rooted stochastic automaton (System, s 0 ), is represented by a small incoming arrow.
Example 13. Consider a simple queuing system in which jobs arrive and wait until they are executed by a single server. Assume that the queue has infinite capacity. Jobs arrive with an interarrival time that is determined by some distribution F a , and the execution time of a job by the server is determined by a distribution function F c . Suppose that both distribution functions are continuous. This system is known as a G/G/1/∞ queue, where the G's stand for general distribution of the arrival and service process, respectively, 1 indicates that there is only one server, and ∞ says that the queue has infinite capacity. (The curious reader is referred to, e.g., [28, 23, 8] for more details.) The stochastic automaton Queue describing the behaviour of the G/G/1/∞ queue is depicted in Fig. 4 . The different components of Queue are:
where i 0 and ∈ {a, c}. Locations in this automaton are pairs where the first component indicates the number of jobs in the system (i.e., queue and server), and the second component indicates whether a job has just arrived (action a) or it has just been completed (action c). Notice that after an arrival (i.e., an occurrence of action a), a location is reached in which clock x is set, and after the completion of a job (i.e., a c-action) a clock y is set with the only exception of location 0, c . Clock x thus controls the job inter-arrival time while y controls the service delay.
Initially, the queue is assumed to be empty and no job is being served. Therefore, this behaviour is modelled by the rooted stochastic automaton (Queue, 0, a ). Observe that at location 1, a the event that have just arrived is the one to be served. Thus, both the time of the next arrival as well as the completion time are determined. Therefore, both clocks x and y are set in 1, a . At location 0, c , however, the last job has just been served, and the time for the next job arrival has been already determined. Hence no clock is set in this location.
Semantics of stochastic automata
The semantics of stochastic automata is defined in terms of PTSs. In fact, we define two different semantics. The first interpretation regards the stochastic automaton as a model of a closed system, that is, a system that is complete by itself and requires no external interaction. The second interpretation regards the stochastic automaton as a model of an open system, i.e., a system that cooperates with the environment or is intended to be part of a larger system.
The closed system view
When regarding a system as closed, one not only models the components of the system but also the environment with which it interacts. In this way, an action of the whole system can take place as soon as it becomes enabled since there is no external agent that may delay its execution. That is, closed systems possess the maximal progress property. We refer to this interpretation as the closed system behaviour or closed behaviour for short.
Given a stochastic automaton (S, A, C, , Ä), its closed behaviour is defined by a PTS. We identify its states by the location in which the system is plus the values of the clocks at the current time. Therefore, the set of possible states is given by all the pairs of locations and valuations, i.e., the set S × V. Since we need to differentiate between probabilistic and non-deterministic states, we enclose probabilistic states between parenthesis and non-deterministic states between square brackets. Thus, (S × V) is the set of probabilistic states with elements ranging over (s, v) , (s i , v i ) , . . ., and [S × V] is the set of non-deterministic states with elements ranging over [s, v] 
To define the probabilistic transition relation we need to resort to probability theory. The basic concepts are formally defined in Appendix A. Let s ∈ S be a location and v ∈ V be a valuation. Suppose #Ä(s) = n. We define the function
. . , F n ) be the unique probability space induced by the distribution functions 
with T and − → defined by the following rules:
. 
The closed behaviour of the rooted stochastic automaton
Choosing v 0 with v 0 (x) = v 0 (y) = 0 as the initial valuation, the rooted PTS (PTS c (System), (s 0 , v 0 )) defines the closed behaviour of the rooted stochastic automaton (System, s 0 ).
The open system view
An open system is a system that interacts with its environment. The environment can be a user or another system. Basically, an open system is a component of a larger system.
To study reachability properties like freedom from deadlock, it is important to observe how the system behaves in an arbitrary context. That is, the interaction of a system with a certain "well-behaved" component may not induce a deadlock, while a "badly behaved" component could take the system through an undesired path that will end in a deadlock situation. To study these situations, the interpretation of a stochastic automaton as a closed system is not sufficient. Instead, if we interpret a stochastic automaton as an open system, the possibility of interacting with its environment would be considered. In this case an action that is enabled cannot be executed until the environment is also ready to perform it. Therefore, the maximal progress property is dropped in the open semantics.
where T is defined by rule Prob as in Definition 14 and − → is defined by:
The open behaviour of the rooted stochastic automaton
The only difference between the open and closed semantics is that the constraint of maximal progress is present in the inference rule Closed but not in Open. In the open behaviour, nondeterministic transitions with different time labels may leave the same state, whereas this is impossible in the closed behaviour. 
Notice that there is no correlation between the values d of x and d of y. The only requirement is that the time d of occurrence of an action is positive and beyond the time at which the edge becomes enabled (cf. Example 15).
Equivalences on stochastic automata
By lifting the probabilistic bisimulation of PTS to stochastic automata, we obtain two different notions of equivalences depending on whether the closed behaviour or the open behaviour is considered. Structural bisimulation is a slightly weaker equivalence than isomorphism. It is a bisimulation on stochastic automata that preserves both actions and sets of clocks. (S, A, C, , Ä) be a stochastic automaton. A relation R ⊆ S × S is a structural bisimulation if R is symmetric and for all a ∈ A and C ∈ C, whenever s 1 , s 2 ∈ R the following transfer properties hold: Structural bisimulation up to ∼ s is useful to prove structural bisimilarity.
Definition 20. Let
(1) s 1 a,
Definition 21. Let (S,
A, C, , Ä) be a stochastic automaton. A relation R ⊆ S × S is a structural bisimulation up to ∼ s if R is symmetric and for all a ∈ A and C ∈ C, whenever s 1 , s 2 ∈ R the following transfer properties hold: 
The proof of the following theorem closely resembles the proofs of each of the enumerated facts for strong bisimulation [37] and is therefore omitted.
Theorem 22.
(1) ∼ s is a structural bisimulation, and (2) ∼ s is an equivalence relation on the set of locations.
Structural bisimulation is defined directly on stochastic automata, but does not consider any stochastic information. Simple modifications to the stochastic automaton like changing the name of a random variable while preserving the probability function, or setting clocks that will never be used, do not lead to any behavioural difference. An example is shown in Fig.  5A , where clock z is never used, while x and y are synonyms. Similarly, a clock that has already expired-and never set again-is irrelevant, as shown in Fig. 5B . Here, in location s 1 clock x has already expired (and not set again), and therefore is not of any importance anymore. Moreover, a unique clock may replace a set of clocks if they are always initialised and triggered together, as in Fig. 5C . (The distribution function of the maximum of a set of independent random variables is defined in Proposition 43.) Open and closed p-bisimilarity do take the probabilistic behaviour into account, but are defined in terms of the underlying, infinite PTS. Probabilistic information can be considered at a symbolic level too by defining a symbolic bisimulation on stochastic automata. As a symbolic bisimulation needs to relate clocks, we syntactically characterise those clocks which are important to take into account. Basically, a clock is relevant if it is used somewhere, that is, it is in some trigger set on some edge. For finite path s 0 a 0 ,C 0 s 1 a 1 ,C 1 · · · a n ,C n s n+1 , clock x is relevant in location s i if j > i is the smallest index such that x ∈ C j and x is not set in s i through s j . This notion is lifted to locations as follows.
Definition 23. Let (S, A, C, , Ä) be a stochastic automaton. The set of free clock variables of location s ∈ S, denoted by Fv(s), is defined by the smallest set satisfying
The set of relevant clock variables for location s ∈ S, denoted Rel(s), is defined by
Intuitively, clock x is relevant in location s if for any path starting from s the following holds: if x is in the trigger set of (some edge of) some location along the path, then x is not set until it has triggered some edge along the path. A clock is free in s if, in addition, it is not set in s. Therefore, Fv(s) = Rel(s) − Ä(s). Note that Ä(s) ⊆ Rel(s) may not hold, e.g., clock z is not relevant in location s 2 in the right automaton of Fig. 5A .
A symbolic bisimulation should relate relevant clocks in a particularly organised manner. Roughly speaking, clocks are related when they are set at the same instant and have corresponding distributions. Therefore, each element in a symbolic bisimulation is a triplet s 1 
C 1 , C 2 can be read as " C 1 , C 2 is compatible with C 1 , C 2 ". To be compatible, C 1 and C 2 should be included in C 1 and C 2 , respectively, or should not intersect. Notice that in a synchronisation relation SR all tuples should be compatible with each other, that is,
for all pairs of tuples in SR. As a consequence, either (1) SR is a synchronisation relation such that: 
; and (b) s 1 , s 2 , SR ∈ R for some SR which is forward compatible with SR , i.e., 
The rooted stochastic automata (SA The synchronisation relation SR in s 1 , s 2 , SR explains how the relevant clocks in s 1 and s 2 are related. This is mostly explained in item 1. In particular, 1(i) requires that all clocks in SR are relevant, and conversely, that all relevant clocks are related; 1(ii) states that clocks related in the same pair must be set simultaneously; and 1(iii) requires that clocks related in a pair should be set with equal probability in the sense that random variables max(C 1 ) and max(C 2 ) should have the same distribution. Here, the maximum of a set of clocks is taken as we need to wait until all clocks have expired, i.e., the "slowest" clock determines the overall delay. Recall (cf. Proposition 43) that the distribution function of max(C) is given by F max(C) (t) = x∈C F x (t) for all t ∈ IR where F max(∅) (t) equals the constant function 1.
Items 2 and 3 are the transfer properties, and they state how the edges must be simulated. If the left-hand side location has an outgoing arrow, the right one has also an outgoing arrow labelled with the same action name. Moreover, the trigger sets should be compatible with the synchronisation relation, therefore requiring that clocks in C ૽ 1 are appropriately synchronised with those in C ૽ 2 (conditions 2(i) and 3(i)). Finally, the target locations must be again related with a new synchronisation relation SR which should be forward compatible with SR (conditions 2(ii) and 3(ii)). By forward compatible we mean that SR preserves the old relation imposed by SR for all clocks that are still relevant. Notice that clocks in the previous trigger sets are not required to stay synchronised since they already expired and therefore they do not impose any restriction on further enabling conditions. This is meant to relate stochastic automata like the ones in Fig. 5B .
Two locations may be related by a symbolic bisimulation but they are not necessarily symbolically bisimilar. This has to do with the fact that a triplet s 1 , s 2 , SR "remembers" in SR how the clocks were related in the past. For two locations to be symbolically bisimilar, their free clock variables cannot be arbitrarily synchronised. Following the criterion of closed and open p-bisimulation in which two locations are related if they are related in every valuation (see Definition 18), we require that SR satisfies the additional condition ( * ). This condition requires that a free variable is not related to any other variable at the same side and it is related to the (free) variable of the same name in the other side. 
Proof. ∼ = ⊂ ∼ s . It follows from the fact that the relation R def = { s, I(s) | s ∈ S}, where I(s) denotes the set of states that are isomorphic to s, is a structural bisimulation.
Let R s be a structural bisimulation. Notice that for any s 1 , s 2 ∈ R s , the set of free clock variables coincides, and as a consequence, the set of relevant clocks coincides as well, i.e., Rel(s 1 ) = Rel(s 2 ). We define the relation ∼ o ⊂ ∼ c . Let R be a probabilistic bisimulation relation on the open behaviour of SA. Using Lemma 45 (see Appendix C), it is not difficult to check that R is also a probabilistic bisimulation on the closed behaviour of SA.
It is not difficult to check that
The inclusions in Theorem 28 are strict as shown in Fig. 6 . The stochastic automata in Fig.  6A are structural bisimilar, but not isomorphic for evident reasons. The automata in Fig. 6B are not structural bisimilar, since e.g., the initial locations cannot be related (due to different clocks that are set), but are symbolic bisimilar. The automata in Fig. 6C are not symbolic bisimilar as clock x and clocks y and z are not synchronised, but are open p-bisimilar, as both automata can perform an a-action after an equal stochastic delay while evolving to equivalent locations. (The distribution function of the minimum of independent random variables is defined in Proposition 43.) Finally, the stochastic automata in Fig. 6D are closed p-bisimilar as both automata perform an a immediately. They are not open p-bisimilar, because when maximal progress is not considered, action b can take place by waiting long enough in the initial location. 
Stochastic automata and GSMPs
Generalised semi-Markov processes (GSMPs, for short) [49, 19] allow for modelling the behaviour of a wide class of discrete-event systems. They generalise continuous-time Markov chains by allowing, on the one hand, the occurrence time of events to be generally distributednot only according to memoryless distribution functions-and, on the other hand, that such a timing depends not only on the current state but also on the past states. This section defines GSMPs, defines its semantics in terms of PTSs, and proves that GSMPs are a proper subclass of stochastic automata.
Generalised semi-Markov processes
A GSMP is defined on top of an automaton sometimes referred to as generalised semiMarkov scheme (GSMS, for short). Transitions in a GSMS are triggered by the occurrence of randomly timed events. A set of active events is associated to each state. These are the events that are possible in that state, i.e., that can cause the execution of a transition. The remaining time until the possible occurrence of an event is determined by an implicit clock; we thus have one clock per event. Clocks are initialised according to a continuous probability distribution function (that only depends on the current state) and run backwards 2 , all with the same pace. We consider discrete-state GSMPs in which transitions are deterministic, i.e., given the current state and the next event, the next state is uniquely determined.
Definition 29. A generalised semi-Markov scheme (GSMS) is a structure G = (Z, E, active, next, F) where
• Z is the set of (output) states;
• E is a set of events;
• active : Z → ℘ (E) assigns a set of active events to each output state;
• next : Z × E → Z assigns the next state according to the current state and the event that is triggered; and
assigns to each event a continuous distribution function such that F(e)(0) = 0; we write F e instead of F(e).
As initial condition a state z 0 ∈ Z is appointed. A generalised semi-Markov process (GSMP) is the stochastic process defined by a GSMS.
Example 30.
Consider the G/G/1/∞ queue of Example 13. A typical GSMP description of such queuing system is given by the GSMS whose components are defined as follows:
• The set of output states is defined by the non-negative integers Z = IN, where i ∈ Z indicates the number of jobs in the system. Initially, the system does not contain any job. We therefore select 0 as the initial state.
• The set of events contains the event a that represents the arrival of a job, and c that represents the completion of a job. Thus, E = {a, c}. • In the initial state 0, there is no job in the system that can be completed. Thus, only an arrival is possible. In the other states either a new job arrives or a job is completed. Hence, active(0) = {a} and active(i) = {a, c} for i > 0.
• At any state i, a new job may arrive increasing, as a consequence, the number of jobs in the system to i+1. At any state i > 0 a job can be completed decreasing the number of jobs by one. So, next(i, a) = i+1 and next(i+1, c) = i.
• The distribution functions associated to the events are the functions F a and F c given in Example 13.
This GSMS is depicted in Fig. 7 where a state z is represented by a circle, the set active(z) is given by the labels of its outgoing arrows, and arrows represent the next state function where z e z if next(z, e) = z .
A GSMS behaves as follows. Suppose that the system is in state z. The active events in active(z) have associated some positive real number. Such number is the time remaining to execute the event. All other events (the inactive ones) have no particular associated value. The active event with the smallest associated value is selected to be executed. Say e ૽ is that event,
and d ૽ its value. Notice that e ૽ is unique with probability 1, since the timing of every event in a GSMS depends on a continuous random variable. Thus, the probability that two active events have the same associated value is zero. The next state is given by next(z, e ૽ ). The set of new events New(z, e ૽ ) is given by
i.e., the events active in the new state which were not active before. The values of these new events are randomly defined according to their distribution function. The set of old events is the set of all active events that remain active:
The value of every old event is decreased by d ૽ units of time. This mechanism is known as variable time advance procedure [8, 44] .
Example 31. In our queuing system example, the sets of new and old events are:
We describe the behaviour of a GSMS in terms of probabilistic transition systems. 3 Let z be a state in Z. Let e ૽ ∈ active(z) and let V ⊂ E → IR ∪ {⊥} be a set of valuations, where ⊥ represents the undefined value. Let v ∈ V and suppose n = |New(z, e ૽ )|. We define 
and T and − → are defined by the following rules:
For the special case of the initial state we extend PTS(G) with a new distinguished probabilistic state (z 0 ) and define
where
. Now, the complete behaviour of G is defined by the rooted probabilistic transition system (PTS(G), (z 0 )).
Notice that T is in fact a function. As a consequence, PTS(G) is a well-defined probabilistic transition system.
Relating GSMPs to stochastic automata
The relation between stochastic automata and GSMPs is shown by providing a mapping from GSMSs onto stochastic automata. The existence of this mapping indicates that GSMPs are properly included in stochastic automata. We show that the mapping preserves the underlying (closed) behaviour.
Definition 33.
Let G = (Z, E, active, next, F) be a GSMS with initial output state z 0 . The translation of G into a stochastic automaton is defined by the rooted stochastic automaton (SA(G),
The mapping introduces a location as a pair (z, E) where z is a state of the GSMP and E is the set of events that are already active. The initial location is (z 0 , ∅). For each active event in the output state z, there is an outgoing edge from any location (z, E). This edge is labelled with event e (i.e., the action) and the set of clocks {e}. Therefore active(z) = {e | (z, E) e,{e} }. Since in a GSMP exactly one clock is associated to an event, we obtain singleton sets as trigger sets. There are many locations (z, E) that are unreachable. All reachable locations have the form (next(z, e) , active(z) − {e}) for every (reachable) z ∈ Z and e ∈ E. Notice that, for these reachable locations, Ä((next(z, e), active(z) − {e})) = active(next(z, e)) − (active(z) − {e}) = New(z, e).
Example 34. Fig. 8 depicts the reachable part of the stochastic automaton obtained from the GSMS model of the G/G/1/∞ queue as defined in Example 30. Note that this stochastic automaton is isomorphic to the one given in Example 13.
The correctness of the translation is stated by showing that the behaviour of a GSMS G is closed p-bisimilar to SA(G).
Theorem 35. (PTS(G), (z 0 )) and (PTS c (SA(G)), ((z 0 , ∅), v)) are probabilistic bisimilar for any valuation v.
Proof. Let relation R be defined by the symmetric closure of the set
The proof that R is a probabilistic bisimulation up to ∼ p is routine.
Notice that a translation of stochastic automata into GSMSs is not possible in general as stochastic automata allow non-continuous probability distribution functions and may exhibit non-determinism. 
Related work
Probabilistic transition systems
The notion of probabilistic transition systems studied in the first part of this paper is a generalisation of the discrete probabilistic transition systems, like [47, 39, 36, 17, 21, 42] . This generalisation allows the representation of soft real-time systems in which time constraints are not necessarily deterministic but have some random nature. PTSs are inspired by the discrete probabilistic models of Hansson [22, 21] and Segala [42, 43] , and are related to the continuous model of Strulo [46, 24, 25] . Alternating probabilistic and non-deterministic transitions have been introduced by Hansson in a discrete probabilistic model. Strulo considers a continuous extension of Hansson's alternating model. These models do not explicitly consider probability spaces as a structure; instead, probabilistic transitions are labelled with numbers. For continuous distributions this model tends to be cumbersome. The definition of probabilistic transitions as mappings onto probability spaces of states originates from Segala. In his model, there is no distinction between probabilistic and non-deterministic states. As Segala's work is focused on studying randomised distributed algorithms, discrete probability spaces do suffice in his setting. It can be shown that discrete PTSs (in our sense) are as expressive as Segala's simple probabilistic automata [11] . Cattani et al. [9] have recently proposed stochastic transition systems as continuous variant of probabilistic automata.
Probabilistic bisimulation
Probabilistic bisimulation has originally been defined on reactive probabilistic transition systems by Larsen and Skou [36] and has been adapted to generative [16] and stratified probabilistic models [17] . Hansson considered a variant of probabilistic bisimulation tailored to a discretetime version of his alternating model. Segala and Lynch [43] extended Larsen-Skou probabilistic bisimulation to simple probabilistic automata. Their notion coincides with the discrete variant of the probabilistic bisimulation defined in this paper. All these works consider probabilities in a discrete setting. Notions of probabilistic bisimulation in a continuous setting have received scant attention in the literature. Notable exceptions for the setting with general distributions are the probabilistic bisimulation in a continuous setting by Harrison and Strulo [46, 24, 25] which coincides with our notion, the co-algebraic characterisation of continuous probabilistic bisimulation by de Vink and Rutten [48] , the categorical definition of Desharnais et al. [15] , and the recent notion in Cattani et al. [9] that naturally extends trace distributions.
Stochastic and timed automata
Stochastic automata are a symbolic model for finitely representing continuous-time probabilistic systems. These automata are inspired by the timed automata of Alur and Dill [2] and generalised semi-Markov processes (GSMPs) by Glynn [19] and Whitt [49] . (Extensive introductions to GSMPs can be found in Cassandras [8] and Shedler [44] ). Timed automata are extensions of state-transition diagrams with clock variables. Whereas in timed automata clocks are set to a deterministic value (and then run forwards), in stochastic automata clocks are initialised according to a probability distribution function (and run backwards). Similar to timed automata, whose semantics is typically defined in terms of timed transition systems that are intrinsically infinite, stochastic automata are interpreted in terms of infinite probabilistic transition systems, in fact a probabilistic counterpart to timed transition systems. A translation of stochastic automata into timed automata with deadlines that abstracts from the stochastic information has been studied in [12] . Other probabilistic extensions of timed automata include discrete probabilistic branching (but not stochastic clocks) [30, 31] , and automata in which the location residence time is governed by a distribution that is positive on a finite set of intervals [1] . Stochastic automata are closely related to the continuous probabilistic timed automata recently considered by Kwiatkowska et al. [32] . Whereas stochastic automata are developed for specification purposes, [1, 31, 32 ] focus on the model-checking problem and neither study bisimulation relations nor compositionality issues.
Stochastic automata and interactive GSMPs
A variant of stochastic automata, called interactive GSMPs, in which clocks run forward has been proposed by Bravetti and Gorrieri in, amongst others, [5, 7] . These variants of GSMPs (with a residual lifetime interpretation) generalize Hermanns' interactive Markov chains [27] , and equip GSMPs with non-determinism. [5, 7] study (strong and weak) bisimulations and compositionality issues (like hiding and parallel composition).
The main technical differences between IGSMPs and stochastic automata are as follows. In IGSMPs, actions are considered as combinations of start and termination events like in ST-semantics [18] , a well-studied true concurrency semantics. This allows for, for instance, the transfer of various results from ST-semantics such as weak bisimulations and action refinement to the stochastic setting. In our case, start and termination events do not always occur strictly as pairs, e.g., clocks that are set may never be "used" (i.e., terminated), or clocks may be used in trigger sets more than once. A detailed study reporting extensively on the differences between these approaches has recently been provided by Bravetti and D'Argenio [6] .
Conclusions and discussion
This paper presented stochastic automata, a new model for symbolically representing probabilistic transition systems that allow to cope with general probability spaces. Stochastic automata are in particular suited for modelling softly timed systems, real-time systems where time constraints are of quantitative nature-"an activity should occur within t time units in 99% of the cases." The semantics of stochastic automata have been defined in terms of probabilistic transition systems with general probability spaces. Notions of (probabilistic) bisimilarity have been defined and their relationship has been established. Furthermore, we proved that generalised semi-Markov processes are a proper subset of stochastic automata. An important property of stochastic automata is their compositional nature. This is discussed in full detail in [13] where stochastic automata are used as semantic model for a process algebra in which actiondelays are governed by general distributions, and is also illustrated by their use in providing a semantics to a stochastic extension of UML statecharts [29, 20] . This paper does not address the analysis of stochastic automata. Due to the general nature of the distributions involved, quantitative properties, such as the delay between two activities or the probability of a certain behaviour, can be established by means of discrete-event simulation [8, 44] . Prior to the simulation phase, non-determinism is resolved by means of adversaries [43, 47] . Simulation of stochastic automata is described in [11, 14] . Recently, [50] introduced a simulation-based method to assess the validity on CSL (Continuous Stochastic Logic) formulas [3] on GSMPs. As the process is statistically based, answers may be unsound but the likelihood of error is bounded using statistical hypothesis testing. This technique can therefore be lifted to stochastic automata. For a restricted set of stochastic automata, the insensitive GSMPs [41] , numerical methods can be used to assess their steady-state behaviour. Alternatively, in case of absence of non-determinism, approximation results can be employed, and arbitrary distributions can be approximated by phase-type distributions [38] . This results in a continuous-time Markov chain for which efficient numerical methods exist. To assess qualitative properties of stochastic automata such as (untimed) safety properties, standard reachability techniques can be used such as model checking [10] , after abstraction of the stochastic ingredients [11, 14, 12] .
The structure ( , F, P) is called a probability space. In particular, if there is a countable set A ∈ such that {a} ∈ F and a∈A P({a}) = 1, P is called a discrete probability measure and ( , F, P) is a discrete probability space.
The support set of a probability measure is the smallest closed subset of the sample space whose measure is 1. That is, the support set of P is the set
Observe that, if P is a probability measure on ( , F), P • f −1 is a probability measure on ( , F ).
Proposition 38. If f : →
is a measurable function, ( , F, P) is a probability space and ( , F ) is a measurable space, then ( , F , P • f −1 ) is a probability space.
Let P = ( , F, P) be a probability space and D : → be injective. We lift D to subsets of as usual:
is a -algebra on the sample space D( ). As a consequence, D is a measurable function and, by the previous proposition,
is a probability space. Since D(P) is basically the same probability space as P, we say that D is a decoration and we refer to D(P) as the decoration of P according to D. Decoration is a key concept in the semantics of stochastic automata.
A.2. Borel spaces and probability measures
Borel algebras are an important class of -algebras. In particular we are interested in the Borel algebras defined on a Cartesian product of the real numbers.
Definition 39. For every
The set I = I 1 × . . . × I n ⊆ IR n is called a rectangle.
Let I be the set of all rectangles. The Borel algebra of subsets of IR n , denoted by B(IR n ), is the smallest -algebra containing I. The measurable space (IR n , B(IR n )) is called a Borel space.
We only consider probability spaces that are isomorphic to some Borel space defined on a real hyperspace (as in Definition 39) whose coordinates are determined by independent random variables. The class of probability measures used is defined by the following theorem [45, II- §3].
Theorem 40.
For i ∈ {1, . . . , n}, let F i be a distribution function. There is a unique probability measure P on (IR n , B(IR n )) such that P ((a 1 , b 1 
with −∞ a i < b i < ∞, for i ∈ {1, . . . , n} and where
As a consequence of this theorem we uniquely identify by R (F 1 , . . . , F n ) the probability space (IR n , B(IR n ), P n ) where B(IR n ) is the Borel algebra on IR n and P n is the unique probability measure obtained as in Theorem 40 from a given family of distribution functions F 1 , . . . , F n . In particular, if n = 0, R() is the trivial probability space ({∅}, {∅, {∅}}, P 0 ) with P 0 in the obvious way.
A.3. Random variables
Definition 41. Let ( , F) be a measurable space and (IR, B(IR) ) the Borel space on the real line. A measurable function X : → IR is called a random variable. If P is a probability measure on ( , F), the probability measure
is the probability distribution of X. The function F X , defined by
Definition 42. Let P = ( , F, P) be a probability space. Random variables X 1 , . . . , X n on P are independent if for all B i ∈ B(IR), i = 1, . . . , n:
Proposition 43. Let X 1 , . . . , X n (n 1) be independent random variables on ( , F, P) where X i has distribution function F X i , and d ∈ IR.
(1) The distribution function Y = max(X 1 , . . . , X n ) is given by:
(2) The distribution function of Z = min(X 1 , . . . , X n ) is given by: 
Proof. By definition, R o is symmetric. Thus, we directly proceed to prove the transfer properties in Definition 9. We only prove the straight cases. The symmetric ones follow in a similar way.
) for i ∈ {1, 2}. By Definition 16 (rule Prob), for i ∈ {1, 2},
Let N be the number of pairs 
Then, we have the following claim whose proof can be found later.
From this claim it follows that for any (d 1 , . . . , d N ) ∈ IR N and any [s, v] 
Therefore, we can state that there is a unique set D ⊆ IR N (taking D = ∪D ) such that for i ∈ {1, 2},
where For all (d 1 , . . . , d N ) ∈ IR N , and any i ∈ {1, 2} :
For i ∈ {1, 2} and k ∈ {1, . . . , N }, let max(C k i ) be the random variable that maximizes all random variables in C k i . Its distribution function is given by
Therefore, because of condition 1(iii) of symbolic bisimulation (see Definition 25) ,
, 2} is measurable. As a consequence, if P is the probability measure of R(F max (C 1  1 ) , . . . , F max(C N 1 ) ) (and hence also of R(F max (C 1  2 ) , . . . , F max(C N 2 ) )), and P i is the probability measure of R(
) for i ∈ {1, 2}, 
We consider now two cases. First, let 
