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Abstract
This thesis addresses the kinematic analysis of mechanisms, in particular, the position
analysis of kinematic chains, or linkages, that is, mechanisms with rigid bodies (links)
interconnected by kinematic pairs (joints). This problem, of completely geometrical
nature, consists in finding the feasible assembly modes that a kinematic chain can adopt.
An assembly mode is a possible relative transformation between the links of a kinematic
chain. When an assignment of positions and orientations is made for all links with
respect to a given reference frame, an assembly mode is called a configuration. The
methods reported in the literature for solving the position analysis of kinematic chains
can be classified as graphical, analytical, or numerical.
The graphical approaches are mostly geometrical and designed to solve particular
problems. The analytical and numerical methods deal, in general, with kinematic chains
of any topology and translate the original geometric problem into a system of kinematic
equations that defines the location of each link based, mainly, on independent loop
equations. In the analytical approaches, the system of kinematic equations is reduced
to a polynomial, known as the characteristic polynomial of the linkage, using different
elimination methods —e.g., Gro¨bner bases or resultant techniques. In the numerical
approaches, the system of kinematic equations is solved using, for instance, polynomial
continuation or interval-based procedures.
In any case, the use of independent loop equations to solve the position analysis
of kinematic chains, almost a standard in kinematics of mechanisms, has seldom been
questioned despite the resulting system of kinematic equations becomes quite involved
even for simple linkages. Moreover, stating the position analysis of kinematic chains
directly in terms of poses, with or without using independent loop equations, introduces
two major disadvantages: arbitrary reference frames has to be included, and all formulas
involve translations and rotations simultaneously. This thesis departs from this standard
approach by, instead of directly computing Cartesian locations, expressing the original
position problem as a system of distance-based constraints that are then solved using
analytical and numerical procedures adapted to their particularities.
In favor of developing the basics and theory of the proposed approach, this thesis
focuses on the study of the most fundamental planar kinematic chains, namely, Baranov
trusses, Assur kinematic chains, and pin-jointed Gru¨bler kinematic chains. The results
obtained have shown that the novel developed techniques are promising tools for the
position analysis of kinematic chains and related problems. For example, using these
techniques, the characteristic polynomials of most of the cataloged Baranov trusses can
be obtained without relying on variable eliminations or trigonometric substitutions and
using no other tools than elementary algebra. An outcome in clear contrast with the
complex variable eliminations require when independent loop equations are used to tackle
the problem.
The impact of the above result is actually greater because it is shown that the
characteristic polynomial of a Baranov truss, derived using the proposed distance-based
techniques, contains all the necessary and sufficient information for solving the position
xanalysis of all the Assur kinematic chains resulting from replacing some of its revolute
joints by slider joints. Thus, it is concluded that the polynomials of all fully-parallel
planar robots can be derived directly from that of the widely known 3-RPR robot. In
addition to these results, this thesis also presents an efficient procedure, based on dis-
tance and oriented area constraints, and geometrical arguments, to trace coupler curves
of pin-jointed Gru¨bler kinematic chains. All these techniques and results together are
contributions to theoretical kinematics of mechanisms, robot kinematics, and distance
plane geometry.
Abstract in Spanish
Resumen
Esta tesis aborda el problema de ana´lisis cinema´tico de mecanismos, en particular, el
ana´lisis de posicio´n de cadenas cinema´ticas, es decir, mecanismos con cuerpos r´ıgidos
(enlaces) interconectados por pares cinema´ticos (articulaciones). Este problema, de
naturaleza completamente geome´trica, consiste en encontrar los modos de ensamblaje
factibles que una cadena cinema´tica puede adoptar. Un modo de ensamblaje es una
transformacio´n relativa posible entre los enlaces de una cadena cinema´tica. Cuando una
asignacio´n de posiciones y orientaciones se hace para todos los enlaces con respecto a un
marco de referencia dado, un modo de ensamblaje recibe el nombre de configuracio´n. Los
me´todos reportados en la literatura para la solucio´n del ana´lisis de posicio´n de cadenas
cinema´ticas se pueden clasificar como gra´ficos, anal´ıticos o nume´ricos.
Los enfoques gra´ficos son en su mayor´ıa geome´tricos y se disen˜an para resolver pro-
blemas particulares. Los me´todos anal´ıticos y nume´ricos tratan, en general, con cadenas
cinema´ticas de cualquier topolog´ıa y traducen el problema geome´trico original en un
sistema de ecuaciones cinema´ticas que define la ubicacio´n de cada enlace, basado gen-
eralmente en ecuaciones de bucle independientes. En los enfoques anal´ıticos, el sistema
de ecuaciones cinema´ticas se reduce a un polinomio, conocido como el polinomio carac-
ter´ıstico de la cadena cinema´tica, utilizando diferentes me´todos de eliminacio´n —e.g.,
bases de Gro¨bner o te´cnicas de resultantes. En los me´todos nume´ricos, el sistema de
ecuaciones cinema´ticas se resuelve utilizando, por ejemplo, la continuacio´n polinomial o
procedimientos basados en intervalos.
En cualquier caso, el uso de ecuaciones de bucle independientes para resolver el
ana´lisis de posicio´n de cadenas cinema´ticas, pra´cticamente un esta´ndar en cinema´tica de
mecanismos, rara vez ha sido cuestionado a pesar de que el sistema resultante de ecua-
ciones cinema´ticas es bastante complicado incluso para cadenas cinema´ticas simples. Por
otra parte, establecer el ana´lisis de la posicio´n de cadenas cinema´ticas directamente en
te´rminos de poses, con o sin el uso de ecuaciones de bucle independientes, presenta dos
inconvenientes principales: sistemas de referencia arbitrarios deben ser introducidos, y
todas las fo´rmulas implican traslaciones y rotaciones de forma simulta´nea. Esta tesis se
aparta de este enfoque esta´ndar expresando el problema de posicio´n original como un sis-
tema de restricciones basadas en distancias, en lugar de directamente calcular posiciones
cartesianas. Estas restricciones son posteriormente resueltas mediante procedimientos
anal´ıticos y nume´ricos adaptados a sus particularidades.
Con el propo´sito de desarrollar los conceptos ba´sicos y la teor´ıa del enfoque propuesto,
esta tesis se centra en el estudio de las cadenas cinema´ticas planas ma´s fundamentales,
a saber, estructuras de Baranov, cadenas cinema´ticas de Assur, y cadenas cinema´ticas
de Gru¨bler con articulaciones de revolucio´n. Los resultados obtenidos han demostrado
que las novedosas te´cnicas desarrolladas son herramientas prometedoras para el ana´lisis
xi
de posicio´n de cadenas cinema´ticas y problemas relacionados. Por ejemplo, usando
dichas te´cnicas, los polinomios caracter´ısticos de la mayor´ıa de las estructuras de Bara-
nov catalogadas se puede obtener sin realizar eliminaciones de variables o sustituciones
trigonome´tricas, y utilizando solo herramientas de a´lgebra elemental. Un resultado en
claro contraste con las complejas eliminaciones de variables que se requieren cuando las
ecuaciones de bucle independientes se utilizan para abordar el problema.
El impacto del resultado anterior es en realidad mayor porque se demuestra que el
polinomio caracter´ıstico de una estructura de Baranov, derivado a partir de las te´cnicas
propuestas basadas en distancias, contiene toda la informacio´n necesaria y suficiente
para resolver el ana´lisis de posicio´n de todas las cadenas cinema´ticas de Assur que re-
sultan de la sustitucio´n de algunas de sus articulaciones de revolucio´n por articulaciones
prisma´ticas. De esta forma, se concluye que los polinomios de todos los robots planares
totalmente paralelos se pueden derivar directamente del polinomio caracter´ıstico del am-
pliamente conocido robot 3-RPR. Adema´s de estos resultados, esta tesis tambie´n pre-
senta un procedimiento eficaz, basado en restricciones de distancias y a´reas orientadas,
y argumentos geome´tricos, para trazar curvas de acoplador de cadenas cinema´ticas de
Gru¨bler con articulaciones de revolucio´n. En conjunto, todas estas te´cnicas y resulta-
dos constituyen contribuciones a la cinema´tica teo´rica de mecanismos, la cinema´tica de
robots, y la geometr´ıa plana de distancias.
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Chapter 1
Introduction
1.1 On kinematics, mechanisms, and kinematic chains
Andre´-Marie Ampe`re, the famous French physicist and mathematician, proposed in 1834
the name kinematics for a new science dedicated to “everything that can be said about
the different sorts of motions independent of the forces that can produce them” [8, p.
51] (translation cited in [96]). In this way, the analytical study of motion, kinematics,
started a process of institutionalization, that is, entire courses on kinematics began
to be taught at universities and the first books dedicated to kinematics were written
[96]. A constantly overlooked aspect in the history of kinematics is that the underlying
idea of Ampe`re’s proposal was actually to give a scientific support to the development of
mechanical systems for the transmission of power or force: “this is a science (kinematics)
where motions are considered in themselves as they are when we observe them in the
instances that surround us, especially in the devices that we call machines”1 [8, p. 52].
From a practical viewpoint, a kinematic chain is essentially the skeleton of a ma-
chine, namely, the system that supports its physical elements and constrains its motion
when exposed to forces and displacements. Kinematic chains can be classified as spe-
cializations of mechanisms. Formally, according to the International Federation for the
Promotion of Mechanism and Machine Science (IFToMM), a mechanism is a constrained
system of bodies designed to convert motions of, and forces on, one or several bodies
into specific motions of, and forces on, the remaining ones [83]. Thus, kinematic chains
are mechanisms with rigid bodies interconnected by kinematic pairs —i.e., contact con-
straints, or, in simpler words, assemblages of links and joints [83].
It can be properly said that kinematic chains, also known as linkages, came into
existence early in the age of the power revolution, by the 13th century [134]. The term
kinematic chain was coined in the mechanical engineering community, ostensibly, in the
19th century. Franz Reuleaux, often called the ‘father of kinematics’ [128], and one of
the firsts ‘engineer-scientists’ [129], already used it in his major book The Kinematics
of Machinery [155]. Since kinematics and kinematic chains are the object of research of
this thesis, at this point of discussion, it is important to distinguish between two relevant
and connected areas of the study of motion: theoretical kinematics and kinematics of
mechanisms [96].
1.1.1 Theoretical kinematics and kinematics of mechanisms
Theoretical kinematics is the branch of kinematics that deals with the more general geo-
metrical properties of motion [96]. The golden age of this subject was between the 19th
century and the first quarter of the 20th century. In that period, several mathematicians
interested in geometry successfully turned their attention to kinematics, to name a few,
1Translation made with the help of Le´onard Jaillet.
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Julius Plu¨cker, Arthur Cayley, Jean Victor Poncelet, and Henri Re´sal, author of the first
book entirely dedicated to the branch [154]. In 1829, Michel Chasles probably presented
the first contribution to theoretical kinematics, the geometrical proof of the existence of
the instantaneous center of rotation [32]. The last relevant contribution in the subject
has possibly been the development of the so-called screw theory by, principally, Robert
Ball [10], Raoul Bricard [22], and Eduard Study [178] during the turn of the 20th cen-
tury. A modern treatment of theoretical kinematics, based on classical geometry, was
developed by the Dutch geometer Oene Bottema in the sixties of the 20th century [20].
The specific study of motion in mechanisms is known as kinematics of mechanisms.
This branch had its origins by the late 18th century and first part of the 19th century
when some French mathematicians such as Gaspard de Prony and Alexandre Joseph
Hidulphe Vincent began to study the approximate straight-line linkages of the Scot-
tish inventor James Watt [94]. However, the prominent fathers of this subject were the
already mentioned German engineering scientist Franz Reuleaux and the Russian math-
ematician Pafnuty Chebyshev (see [116] for a compilation of his results) who worked in
the area during the second half of the 19th century. Many of the current ideas about
kinematics of mechanisms and multi-body systems stem from the approaches of Reuleaux
and Chebyshev.
Among Reuleaux’s main ideas are the novel concept of machine as a chain of ge-
ometrical constraints between kinematic pairs, and the distinction between open and
closed kinematic chains [128, 129]. Chebyshev, for his part, was probably the first in
using mathematical formulations for the study of mechanisms [28, 117] while worked in
the design of straight-line linkages, his relevance in kinematics is even greater because,
due to his authority, he aroused the interest for the subject of linkages of several leading
mathematicians in France and England, including the distinguished James Sylvester [95].
Other key researchers in the development of kinematics of mechanisms are, among many
others, the English geometer Samuel Roberts [156], the English engineering scientist
Robert Willis [213], and the American (German-born) engineering scientist Ferdinand
Freudenstein [47].
It is convenient to stand out that some authors, such as Bottema and Roth [21],
consider the kinematics of mechanisms as a type of applied kinematics, the application
of theoretical kinematics. Although the results of theoretical kinematics can be applied
to the study of motion in mechanisms, as presently happens widely with screw theory,
it is also true that a simple application of those results cannot solve, in general, the
problems that arise in kinematics of mechanisms, moreover, some of those problems
can be even solved without resorting to theoretical kinematics. As a consequence, this
thesis agrees with the Dutch mathematical historian Teun Koetsier in the aforementioned
differentiation between theoretical kinematics and kinematics of mechanisms [96].
Furthermore, since a mechanism, and in particular a kinematic chain, is indeed a
system of geometrical constraints, that is, a group of geometrical elements —e.g, points,
lines, circles, polygons— subject to geometrical measures —e.g., angles, lengths, areas,
volumes— and geometrical relations —e.g., ratios, congruences, tangencies, contacts, it
is argued in this thesis that the study of mechanisms doesn’t belong exclusively to the
study of machines. Hence, this thesis considers that kinematics of mechanisms actually
divides in two complement and different branches: theoretical kinematics of mechanisms
and applied kinematics of mechanisms.
Theoretical kinematics of mechanisms refers to the study of the geometry of motion
in general mechanisms, namely, open or closed chains of geometrical constraints. The
German geometer Ludwig Burmester can be considered the father of this branch, he
was probably the pioneer in the study of complex compound mechanisms [24], that is,
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mechanisms with more than two independent loops in which at least one geometrical
element is connected through kinematic pairs to more than two others [29], a loop is a
subset of geometrical elements that forms a closed circuit [83]. Applied kinematics of
mechanisms employs theoretical results in specific mechanisms that emerge in areas such
as, for instance, robotics, mechatronics, or Computer-Aided Design (CAD), or directly
studies the motion on those particular instances. Applied kinematics of mechanisms is
nowadays the most fruitful branch of kinematics. The outcomes of this thesis can be
principally cataloged in theoretical kinematics of mechanisms, but significant results are
also made to applied kinematics of mechanisms, specifically, in robot kinematics.
1.2 Position analysis of kinematic chains
Kinematics of mechanisms, regardless of the theoretical and applied perspectives, can be
widely divided into two big problems: i) kinematic analysis and ii) kinematic synthesis.
Kinematic analysis is the examination and determination of the motion —position,
velocity, and acceleration— of a mechanism, kinematic synthesis is the development of
a mechanism whose motion holds a desired set of characteristics. This thesis addresses
the kinematic analysis problem, in particular, the position analysis of kinematic
chains. This problem consists basically in finding the feasible assembly modes that
a kinematic chain can adopt. An assembly mode is a possible relative transformation
between the geometrical elements —i.e., the links— of a kinematic chain. When an
assignment of positions and orientations is made for all links, an assembly mode is
called a configuration.
The position analysis problem of kinematic chains is a high impact research sub-
ject because important problems of several domains can be reduced to it. For example,
the problem arises in robotics, specifically, in robot kinematics when solving the in-
verse/forward displacement analysis of serial/parallel manipulators [9, Ch. 8], in grasp-
ing and path planning when planning the coordinated manipulation of an object or the
locomotion of a reconfigurable robot [220], in simultaneous localization and map-building
(SLAM) [144], or in the relational positioning module of robotized teleoperated tasks
[13, 157]. Other research areas where the problem appears include, at least, the simula-
tion and control of complex deployable structures [139], the design of mechanical hands
[38], the theoretical study of rigidity [17, 18], the location of points on a plane in CAD
programs [136], and the conformational analysis of biomolecules [97, 150, 205].
1.2.1 Solution approaches
The methods to solve the position analysis of kinematic chains can be classified, broadly
speaking, as graphical, analytical, or numerical [78]. The graphical approaches are com-
pletely geometrical and specially designed to solve particular problems. This approach
was extensively used at the beginning of kinematics of mechanisms, during the 19th
century, based on the descriptive geometry of French mathematician Gaspard Monge
[28, 117]. These methods principally use dyadic decomposition for solving the position
analysis problem. In a kinematic chain, a dyad is any connection of two links with a
revolute joint or a prismatic pair (also called a slider joint). The dyadic decomposition
approach consists in the identification of a loop of four links in the kinematic chain under
study for then calculating the position of the other dyads using arc intersections. In mod-
ern times, the procedure has been combined with other techniques —e.g., interpolation
methods— for improving its results and scope [78].
In contrast to graphical approaches, the analytical and numerical methods deal, in
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general, with kinematic chains of any topology. Typically, these methods use analyti-
cal geometry to translate closure conditions of the original geometrical problem —i.e.,
conditions that are fulfilled if and only if the kinematic chain can be assembled— into
a system of equations, normally nonlinear, that constraints the location, or coordinates,
of each link respect to a particular reference frame. These coordinates can be defined
using reference point coordinates, natural coordinates, or relative coordinates [88, Ch. 2].
In reference point coordinates and natural coordinates, the location of each geometrical
element is directly defined in absolute form with respect to a common reference frame.
The closure condition in these approaches is given by a mathematization of a proper
selection of the geometrical measures and geometrical relations of the kinematic chain
—e.g, the distance constraints between kinematic pairs.
In relative coordinates, the location of each link is defined in relation to the previous
element in the kinematic chain. The closure condition in this approach is normally given
by an independent set of the vector closure relations that naturally arise from each loop
in a kinematic chain. The mathematization with relative coordinates of this closure
condition is widely known as independent loop equations or loop closure equations. This
technique is currently, by far, the most common practice in kinematics of mechanisms
because, principally, the emerging system of equations is more compact —i.e, less number
of equations and variables— than the resulting system using other approaches such as, for
example, those based on equations that express constancy of distance between kinematic
pairs. The use of independent loop equations in kinematic chains was probably introduced
in the second half of 19th century, inspired by Chebyshev’s work on parallelograms (see,
for instance, [116, pp. 52-53]).
1.2.1.1 Analytical methods
In position analysis, the difference between analytical and numerical methods lies in the
procedure used to solve the system of equations that characterizes the valid configu-
rations of a kinematic chain. In the analytical approaches, the system of equations is
transformed into a system of polynomial equations that is then reduced to a univari-
ate polynomial using variable elimination. The polynomial transformation is performed
using substitution of variables and the variable elimination is implemented using ei-
ther Gro¨bner bases or elimination and resultant methods. In any case, the analytical
approaches are complete —i.e., they are able to find all the valid configurations of a
kinematic chain.
The concept of Gro¨bner Bases was introduced in 1966 by Bruno Buchberger in his
doctoral thesis [23]. The basic idea of the method is to eliminate the highest-ordered
terms in a given set of polynomial equations by adding multiples of the other equations in
the set, this process is known as reduction [133]. In the method, the system of polynomial
equations f1 = 0, f2 = 0, . . . , fn = 0 in the variables x1, x2, . . . , xn is written as a
triangular form gn(xn) = 0, gn−1(xn, xn−1) = 0, . . . , g1(x1, x2, . . . , xn) called a Gro¨bner
basis [123]. Gro¨bner bases generalize three familiar techniques: Gaussian elimination for
solving linear systems of equations, the Euclidean algorithm for computing the greatest
common divisor of two univariate polynomials, and the Simplex algorithm for linear
programming [179]. This technique has been successfully used in the position analysis
of different kinematic chains, see for instance [43, 45, 51].
Elimination and resultant methods use algorithms for computing the solutions of
a system of polynomial equations in several variables based on resultants. Resultants,
or eliminants, are polynomial expressions in the coefficients of a system of polynomial
equations that are derived after eliminating variables. The importance of resultants lies
in that their vanishing is a necessary and sufficient condition for the system to have a
1.2 Position analysis of kinematic chains 5
solution [206]. Resultants expressions for two polynomials f(x) = amx
m + . . . + a0 and
g(x) = bnx
n + ...+ b0 of degrees m and n, respectively, are:
1. The Sylvester resultant. The Sylvester matrix is an (m+n)×(m+n) matrix formed
by filling the matrix beginning with the upper left corner with the coefficients of
f(x), then shifting down one row and one column to the right and filling in the
coefficients starting there until they hit the right side. The process is then repeated
for the coefficients of g(x) [210]. The determinant of this matrix is the Sylvester
resultant.
2. The Be´zout determinant. Assuming that m > n, the Be´zout determinant is formed
with a system ofm equations derived from f(x) and g(x). The firstm−n equations
are formed from g(x) by multiplication with xm−n−1, xm−n−1, . . . , x0 in sequence.
The remaining n equations are derived from f(x) and xm−n g(x), both of which
are of degree m. These latter polynomials are set equal to zero, and each of the
resulting equations, f(x) = 0 and xm−n g(x) = 0, is solved explicitly for its highest
degree term in x, its two highest degree terms in x, and so on. After taking ratios
and cross multiplying these equations, n polynomials of degree m−1 are obtained.
The Be´zout determinant is the determinant of the coefficient matrix of these m
equations [101].
In addition, given a system of n + 1 polynomial equations Pi(X) = fi(x1, x2, . . . xn) =
0, i = 1, ..., n + 1, the methods that simultaneously and efficiently eliminate several
variables from it at a time include:
1. The Dixon resultant. Let Xˆ = {xˆ1, xˆ2, . . . xˆn} be a new set of variables and
δ(Xˆ) =
∣∣∣∣∣∣∣∣∣∣∣
Q1,1 . . . Q1,n+1
Q2,1 . . . Q2,n+1
...
...
...
Qn,1 . . . Qn,n+1
P1(Xˆ) . . . Pn+1(Xˆ)
∣∣∣∣∣∣∣∣∣∣∣
,
where
Qj,i = (fi(xˆ1, . . . , xˆj−1, xj , . . . , xn)− fi(xˆ1, . . . , xˆj , xj+1, . . . , xn)) / (xj − xˆj) .
δ(Xˆ) is known as the Dixon polynomial. Now, if D is the set of polynomials formed
by the set of all coefficients (which are polynomials in X) of terms in δ(Xˆ), then
the coefficient matrix of D is the Dixon matrix and its determinant is known as
the Dixon resultant [90].
2. The Macaulay resultant. For 1 ≤ i ≤ n + 1, let di the total degree of polynomial
Pi(X) and dm = 1+
∑n+1
1 (di − 1). Let T denote the set of all terms of degree dm
in the variables x1, x2, . . . xn, that is, T = {x1α1 x2α2 . . . xnαn |α1 + α2 + . . . +
αn = dm}. Now, let T (i) the terms of degree dm − di that are not divisible
by {x1d1 , x2d2 , . . . , xi−1di−1}. Then, the multiplication of terms in T (i) by Pi(X)
gives a set of polynomials whose coefficients formed the Macaulay matrix. The
determinant of this matrix is the Macaulay resultant [224].
Elimination and resultant methods has been extensively used to solve the position
analysis of kinematic chains. In the context of planar kinematic chains —i.e., kinematic
chains whose geometrical elements lie in parallel planes, the general methods developed
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by Nielsen and Roth [133], and Charles Wampler [190, 191] stand out. Both methods are
notable for their uniform treatment of planar kinematic chains by variable elimination
techniques. The method of Nielsen and Roth uses a modification of Dixon resultant
applied to independent loop equations formulated in terms of sines and cosines. Charles
Wampler proposed first a Sylvester-type elimination procedure applied to independent
loop equations formulated in the complex plane [190]. He improved the method later by
applying the Dixon determinant procedure of Nielsen and Roth to the set of complex
equations [191].
1.2.1.2 Numerical methods
The numerical techniques developed in the literature for solving the system of equations
that define the feasible configurations of a kinematic chain can be divided in incomplete
and complete methods. The incomplete methods, that only provide some solutions (typ-
ically one) of the system of equations, commonly are gradient-based iterative methods
that require an initial guess of a solution [26]. The complete methods —i.e., procedures
that find all solutions of a system— are, for instance, the approaches that solve the
problem using polynomial continuation or interval-based techniques based on branch-
and-prune methods, as explained below:
1. Polynomial continuation. The basic premise of this procedure, originally known
as “bootstrap method” and developed by Roth and Freudenstein in 1963 [167], is
that small perturbations in the coefficients of a system of equations lead to small
changes in the solutions [133]. The method begins with an initial system whose
solutions are all known, then the system is modified, in a step-by-step process, to
the system whose solutions are sought, while tracking all solutions paths along the
way [148]. Polynomial continuation is also known as homotopy continuation.
General continuation-based solvers that can be applied to solve the position anal-
ysis of kinematic chains include the PHCPACK of Jan Verschelde [187] and the
Bertini software of Bates et. al. [14].
2. Interval-based techniques. The branch-and-prune approach, a technique developed
to solve optimization problems, consists in using approximate bounds of the solu-
tion set for discarding the parts of the search space that contain no solution [68].
It employs a successive decomposition of the initial problem into smaller disjoint
subproblems that are solved iteratively until a criterion is achieved and the optimal
solution is found [177]. The convergence of this approach is guaranteed because
the bounds get tighter as the intermediate domains get smaller [149].
The interval-based techniques develop iterative algorithms that combine interval
methods with the branch-and-prune principle for determining all solutions of a
system of equations within a given search space. The interval methods integrate
interval arithmetic with analytic estimation techniques to solve a system of equa-
tions, two main classes of interval methods have been explored in the position
analysis of kinematic chains: those based on the interval version of the Newton
method [27, 122] and those based on polytope approximations of the solution set
[148].
The CUIK project developed by the Kinematics and Robot Design Group at the
Institut de Robo`tica i Informa`tica Industrial [92], a software package able to deal
with the most complex kinematic chains [149], can be cataloged as an interval-
based technique.
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1.3.1 Why distance geometry?
Classically, as it was discussed in the last section, closure conditions of kinematic chains
has been directly stated in terms of Cartesian poses —i.e., location and orientation— of
the links using analytical geometry techniques. This widely accepted approach has two
major disadvantages:
1. Arbitrary reference frames has to be introduced
2. All formulas involve translations and rotations simultaneously
The first drawback is very relevant because the numerical conditioning of the system
of equations derived from the closure conditions, that is, the best possible accuracy
of a solution given approximations by the computation [186], depends on the selected
reference frames. This drawback affects all the analytical and numerical methods based
on analytical geometry. The second disadvantage affects those methods that use the
tangent-half angle substitution or normalized homogeneous coordinates to transform the
original system of equations into a system of polynomial equations because problems to
reconstruct ±pi roots, and other roots occurring in conjunction with them, arise [106].
This thesis departs from the usual analytical-geometry-based approach to solve the
position analysis of kinematic chains by expressing the original geometrical problem as
a graph with vertices subject to polytope content constraints —e.g., distances, areas,
volumes. The content of a polytope, the generalized concept of volume, or hypervolume,
can be always expressed in terms of distances between points, using Cayley-Menger
determinants (see Chapter 2). Then, the solution of the position problem of a kinematic
chain reduces to determine the feasible distinct embeddings of a graph of Euclidean
distance constraints in the corresponding problem’s dimension. A graph embedding, in
simple terms, is a particular drawing of a graph [209].
The embedding problem of a graph of Euclidean distance constraints is equivalent
to the problem of determining the point conformation (configuration, relative position
or location) by inference from interpoint Euclidean distance information. This problem
is studied by the so-called distance geometry, a term coined by the American mathe-
matician Leonard Blumenthal during the first half of the 20th century [15, 16]. This
relatively new branch of mathematics concerns about the classification and study of ge-
ometric spaces by means of the metrics —i.e., distances— that can be defined on them
[70]. Distance geometry has successfully been used to intrinsically characterize Euclidean
spaces, providing proves of theorems of Euclidean geometry without imposing arbitrary
reference frames [69].
1.3.2 The graph embedding problem
In a graph of Euclidean distance constraints with n vertices and m edges, the graph
distance matrix, also called the all-pairs shortest path matrix, is a n × n matrix with
zero diagonal entries consisting of all Euclidean distances from vertex i to vertex j. The
graph distance matrix corresponds to a symmetric partial matrix —i.e., a symmetric
matrix in which only some of its entries are specified. Then, the embedding problem
of a graph of distance constraints in a specific dimension reduces to determine whether
its graph distance matrix with the entries squared can be completed to a proper Eu-
clidean Distance Matrix (EDM). This problem is called the Euclidean Distance Matrix
completion problem (EDM completion problem, for short).
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1.3.2.1 The Euclidean distance matrix completion problem
An n×nmatrix D = (si,j) is called an EDM if and only if there are n points P1, P2 . . . Pn
in some Euclidean space, such that si,j = ‖Pj − Pi‖2 —i.e., the squared distance between
Pi and Pj . A proper EDM is a symmetric matrix with positive entries and with zero
diagonal that is negative semidefinite on the subspace eT x = 0 where x ∈ Rn and e
is the vector of all ones of appropriate dimension [1]. A symmetric partial matrix is a
symmetric matrix in which only some of its entries are specified, the unspecified entries
are said to be free.
Given a n×n symmetric partial matrix A, a n×n matrix D is an EDM completion
of A if and only if D is EDM. Thus, the EDM completion problem, in its general form,
is the problem of determining whether or not a symmetric partial matrix A has an EDM
completion [2]. The reported methods to solve this problem can be classified as:
1. Global methods. In these methods, all feasible EDM completions of a given symmet-
ric partial matrix are determined in a specific dimension. An example of solution
for R3 is the branch-and-prune procedure developed by Porta et. al. [151, 152].
In this algorithm, the original problem of distance constraints is transform into a
system of multilinear equalities and inequalities using criteria based on the theory
of Cayley-Menger determinants, then all possible values for the unknown distances
are established via a bound smoothing process [146].
In [182, 183], Thomas et. al. presented an ingenious approach of a global method
for the EDM completion problem in Rd. The idea of the algorithm is to iteratively
reduce and expand the dimension of the problem using projection and backpro-
jection operations based on the cosine theorem. In the approach, given a n × n
symmetric partial matrix, all entries are converted to real compact intervals by
putting lower and upper bounds for the unknown entries using triangle and/or
tetrangle inequalities. The squared distance intervals —i.e., the entries of the
transformed symmetric partial matrix— are repetitively projected onto the hyper-
plane orthogonal to the axis defined by the entry 1, n and their bounds are reduced
through backprojections or divided by bisection. The branches of the process that
after d iterations of projection yield null matrices are finally backprojected, they
correspond to all feasible EDM completions of the problem.
2. Local methods. The local methods only find a single EDM completion. These
algorithms are based mainly on semidefinite programming, a subfield of convex
optimization [3, 104, 219]. In this approach, given a partial symmetric matrix A
with nonnegative elements and zero diagonal, one of its feasible EDM completions,
the matrix D, is computed by solving the convex optimization problem
minimize ‖H ◦ (A−D)‖2F
subject to D ∈ ξ,
where H is an n × n symmetric matrix with nonnegative elements, ◦ denotes the
Hadamard product, F indicates the Frobenius norm, and ξ represents the cone
of EDMs. In this approach the dimension of the completion can not be specified.
Other similar methods for a local solution of the EDM completion problem, but in
which the desired dimension of embedding can be constrained, include the dissimi-
larity parameterized formulation [58, 185] and the nonconvex position formulation
[227].
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1.4 A new approach to the position analysis of kinematic
chains
The total number of pairwise distances between n points is n(n−1)2 [39]. Hence, finding
all possible solutions of the EDM completion problem is, in general, extremely complex.
In fact, James Saxe in [168] showed that this problem is NP-complete for dimension
1 and NP-hard for higher dimensions. However, determining all the set of unknown
squared distances is normally unnecessary because, for instance, to solve a distance
constraint problem between n spatial points, only 3n − 6 distances are usually enough
[221]. An example of this characteristic is the approach presented by Porta et. al. in
[147] where the set of kinematic chains, associated with spatial serial and parallel robot
manipulators, whose EDM can be derived following a constructive geometric process
through trilaterations is identified.
Given the location of n points in a space, n-lateration is a method to determine the
location of another point whose distance to these n points is known. In three-dimensional
space, for n < 3 the problem is indeterminate, for n = 3 the problem, called trilateration,
has two feasible solutions, and for n > 3 the problem is overconstrained. Analogously,
in the case of plane geometry, for n < 2 the problem is indeterminate, for n = 2 the
problem, called bilateration in this thesis, has two feasible solutions, and for n > 2 the
problem is overconstrained.
The trilateration problem, using analytical geometry, can be trivially formulated
as the intersection of three spheres, that is, as the solution of a system of quadratic
equations. Alternatively, Thomas and Ros in [184], using barycentric coordinates and a
distance geometry approach, developed a more elegant formulation, namely, a vectorial
expression in terms of Cayley-Menger determinants. This formulation was proven to
be mathematically more tractable than previous ones because of, in contrast to other
approaches, all its terms have a geometrical meaning.
This thesis, in order to solve the position analysis problem, introduces a further
twist to the idea developed in [147] by, instead of solving the EDM completion problem,
obtaining closure conditions of kinematic chains using n-laterations and constructive
geometric arguments. The mathematization of these closure conditions, a fundamental
step in the whole process, is performed using formulations of n-laterations inspired by
the idea developed in [184] for trilateration. The resulting system of equations are
then solved using analytical and numerical procedures adapted to its particularities. In
favor of developing the basics and theory of this new approach for solving the position
analysis of kinematic chains, this thesis focuses on the study of the most fundamental
planar kinematic chains.
1.5 Planar kinematic chains
Kinematic chains can be characterized as planar, spherical, or spatial, depending on if the
axes of their rotational joints, see as lines in three-dimensional Euclidean space, coincide
at an infinite point, coincide at a finite one, or do not coincide at all, respectively. In this
thesis, planar kinematic chains as taken as case study to develop the approach for the
position analysis of kinematic chains discussed in the last section. These kind of linkages
can also be defined as kinematic chains whose links lie in parallel planes. The kinematics
study of these linkages is relevant because most kinematic chains found in practice are,
in fact, planar [118]. Examples of planar kinematic chains can be found in, to name
a few, the suspension system of an automobile, the feeding device of a multifunction
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domestic sewing machine, or the end-effector of a robot arm.
1.5.1 Mobility
The main structural parameter of a kinematic chain, regardless if it is planar, spherical,
or spatial, is its mobility [52]. IFToMM defines it as the number of independent coor-
dinates needed to define the configuration of a kinematic chain [83]. Alternatively, in
this thesis, mobility is defined as the minimum (maximum) number of geometrical con-
straints that has to be added to (subtracted from) a kinematic chain with given side link
lengths to get (maintain) a discrete relative transformation between their links —i.e, a
finite number of assembly modes. Moreover, instantaneous mobility, or local mobility, is
defined as the mobility of a kinematic chain in a particular configuration. The definition
and distinction here presented are made taking into account results recently published
for the mobility calculation of kinematic chains [131, 171, 193].
A problem that has attracted the attention of several researchers since the dawn
of kinematics of mechanisms is the derivation of a simple equation for the quick and
correct identification of the mobility of mechanisms. However, although a large number
of formulas have been indeed proposed for the calculation of mobility (see [52] for an
exhaustive collection of these equations); unfortunately, in general, they are not able to
correctly predict the mobility of a mechanism for all its particular instances —e.g., local
mobility cases. A solution to this problem seems the approach based on mechanism’s
topology and inner forces proposed by Offer Shai [171] but it is a result that requires
further research.
The most widely used formula for the quick calculation of the mobility of a kinematic
chain is the Chebychev-Gru¨bler-Kutzbach’s criterion [131]. In the case of planar kine-
matic chains composed only by revolute and prismatic joints, this formula states that
the mobility F can be computed as [118]:
F = 3 l − 2 j − 3, (1.1)
where l and j are the number of links and joints, respectively. Altough it is well known
that this formula does not give the correct mobility for special cases of planar kinematic
chains such as overconstrained planar linkages or some planar kinematic chains with
particular link side lengths —the formula actually yields a lower bound on the mobility
of a specific planar kinematic chain [131], it is quite general for the purposes of this
thesis.
1.5.2 Modular kinematics
In position analysis of kinematic chains, modular kinematics refers to the idea of analyz-
ing a linkage by dividing it into a sequence of fundamental modules —i.e., basic elements
in which a planar kinematic chain can be built up— in order to obtain a decoupled sys-
tem of kinematic equations for the kinematic chain under studied [50]. This idea was
introduced by the Russian engineering scientist Leonid Assur in 1914 [169] by stating
that any planar kinematic chain can always be divided in simpler linkages. Nowadays,
these basic modules are called Assur groups, formally defined as the minimal group of
links that can be connected to any kinematic chain without modifying its mobility [30].
Presently, it is widely known that any kinematic chain with positive mobility is
equivalent to a linkage of mobility zero, that is, a structure, when its input joints are
fixed, or in other words, a planar kinematic chain of mobility F is constituted of F input
links and one linkage of mobility zero. In any case, the resulting structure is composed
by Assur groups [12, Ch. 4]. The automatic decomposition of a planar kinematic chain
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θ
Figure 1.1. A Gru¨bler kinematic chain of 22 links, 1 prismatic joint, and 30 revolute
joints.
into Assur groups can be made using the procedure, based on the pebble game algorithm
developed in structural rigidity, recently reported by Sljoka and colleagues [175]. A non-
overconstrained closed planar linkage with mobility zero from which an Assur group can
be obtained by removing any of its links is defined as an Assur kinematic chain, basic
truss [30, 50], or Baranov truss when no slider joints are considered. Hence, an Assur
kinematic chain (or a Baranov truss) corresponds to multiple Assur groups.
The relevance of Assur kinematic chains (and Baranov trusses) derive from the fact
that, if the position analysis of an Assur kinematic chain (or of a Baranov truss) is solved,
the same process can be applied to solve the position analysis of all its corresponding
Assur groups. Therefore, by solving the position analysis of Assur kinematic chains (and
Baranov trusses), the position analysis of any planar kinematic chain can be solved. As
a consequence, this thesis focuses in the study of these fundamental kinematic chains.
By way of motivating example, let us consider the planar linkage depicted in Fig. 1.1.
This kinematic chain has 22 links, 1 prismatic joint, and 30 revolute joints. Then,
according to equation (1.1), F = 3 (22) − 2 (31) − 3 = 1. Therefore, the linkage is a
Gru¨bler kinematic chain, that is, a closed planar kinematic chain with mobility one. For
a given value θ of the input link —labeled with the arrow in Fig. 1.1, it can be verified
that the resulting linkage of mobility zero [Fig. 1.2(top)] is composed of:
 One Assur kinematic chain of seven links [Fig. 1.2(center-left)]. In Chapter 4, it is
shown how the position analysis of this kinematic chain reduces to solve a scalar
radical equation in a single variable.
 Six Baranov trusses of three links, or triads [Fig. 1.2(center-right)]. The triad is
the simplest Baranov truss, a one-loop structure with three links and two feasible
configurations. This kinematic chain is analyzed in Chapter 3.
 One Baranov truss of thirteen links [Fig. 1.2(bottom)]. This kinematic chain is
indeed a Watt-Baranov truss, a linkage whose position analysis, regardless the
number of independent loops, reduces to solve a scalar radical equation in a single
variable. This kinematic chain is also analyzed in Chapter 3.
12 1 Introduction
Figure 1.2. For a given value θ of the input link in the Gru¨bler kinematic chain
depicted in Fig. 1.1, the resulting linkage of mobility zero (top) is composed of: one
Assur kinematic chain of seven links (center-left), six triads (center-right), and one
Watt-Baranov truss of thirteen links (bottom).
Then, by solving in cascade the position analysis of each of the above Assur kinematic
chains and Baranov trusses, the position analysis of the Gru¨bler kinematic chain under
study, for a given value of θ, can be solved. The movement of the Gru¨bler kinematic
chain, starting from an initial configuration, can be followed by varying discretely the θ
angle and then solving the position analysis problem for each of its new values. Thus, a
finite set of locations is obtained for any arbitrary point on the Gru¨bler kinematic chain.
If θ is changed continuously, rather than discretely, these finite sets become plane curves.
In Gru¨bler kinematic chains, the curve traced by a point at a link during the con-
tinuous movement of the linkage —i.e., when the joint variable of a input link changes
continuously— is known as coupler curve. Tracing this curve is a problem of great in-
terest in the study of this kind of linkages because their properties plays a fundamental
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role in, for example, the design of machines or the simulation of mechanisms. As it
was discussed, a sampled coupler curve —i.e., a finite set of locations for a point— of
a Gru¨bler kinematic chain can be readily obtained using the modular approach above
presented. However, find the correct connection between neighboring samples of such
sampled curve is not a trivial problem at all. This thesis focuses in the study of pin-
jointed Gru¨bler kinematic chains, that is, closed planar kinematic chains with mobility
one connected by revolute joints, in order to find an efficient solution to the coupler
curve tracing problem.
1.6 Overview of chapters
The rest of this thesis is structured as follows:
 Chapter 2 introduces the basic tools for the application of the proposed technique
in kinematic chains: the concept of bilateration matrices and the idea of deriving
closure conditions in terms of them.
 Chapter 3 shows how the position analysis of Baranov trusses can be solved us-
ing the theory developed in Chapter 2. A comprehensive review of the solutions
reported in the literature for the position analysis of Baranov trusses is also pre-
sented.
 Chapter 4 discusses how to transform an Assur kinematic chain with slider joints
into a Baranov truss with revolute joint centers located at infinity to obtain clo-
sure conditions in terms of bilateration matrices. The position analysis of Assur
kinematic chains is then solved.
 In Chapter 5, the ideas developed in Chapters 3 and 4 are applied and extended
to solve the forward kinematics of all fully-parallel planar robots.
 Chapter 6 presents an approach, based on bilateration techniques and geometrical
arguments, to trace the configuration space —i.e. the possible values of the set of
parameters that define a configuration— and coupler curves of pin-jointed Gru¨bler
kinematic chains.
 In Chapter 7, the conclusions summarize the main contributions and propose pros-
pects for further research.
 Finally, in Chapter 8, a list of the publications resulting from the research reported
in this thesis is presented.

Chapter 2
Bilateration matrices and closure conditions
2.1 Basic notation
Throughout this thesis, Pi and pi will denote a point and its position vector in a given
reference frame, PiPj the segment defined by Pi and Pj , 4PiPjPk the triangle defined
by Pi, Pj , and Pk, ∠PiPjPk the angle defined by Pi, Pj , and Pk with Pj as reference,
and Ai,j,k the oriented area of 4PiPjPk. Moreover, pi,j =
−−→
PiPj is the vector going from
Pi to Pj and si,j = d
2
i,j = ‖pi,j‖2 is the squared distance between Pi and Pj .
2.2 Cayley-Menger determinants
Karl Menger in 1928 [119] proposed an intrinsic characterization of the Euclidean metric,
or Euclidean distance, in the form of a system of polynomial equations and inequalities
in terms of squared interpoint distances [70]. These polynomials can be written as
D(i1, . . . , in; j1, . . . , jn) = 2
(−1
2
)n
∣∣∣∣∣∣∣∣∣
0 1 . . . 1
1 si1,j1 . . . si1,jn
...
...
. . .
...
1 sin,j1 . . . sin,jn
∣∣∣∣∣∣∣∣∣
. (2.1)
This determinant is known as the Cayley-Menger bi-determinant of the point sequences
Pi1 , . . . , Pin , and Pj1 , . . . , Pjn and its geometric interpretation plays a fundamental role
in distance geometry. When the two point sequences are the same, it is convenient to
abbreviate D(i1, . . . , in; i1, . . . , in) by D(i1, . . . , in), which is simply called the Cayley-
Menger determinant of the involved points.
The evaluation of D(i1, . . . , in) gives (n− 1)!2 times the squared hypervolume, or
squared content, of the simplex spanned by the points Pi1 , . . . , Pin in R
n−1 [120, pp.
737-738]. Therefore, the squared distance between Pi and Pj can be expressed as D(i, j)
and the oriented area of 4PiPjPk as ±12
√
D(i, j, k), which is defined as positive if
Pk is to the left of vector pi,j, and negative otherwise. It can also be verified that
D(i1, i2; j1, j2) is equivalent to the dot product between the vectors pi1,i2 and pj1,j2 .
Then, cos θ = D(i, j; i, k)/
√
D(i, j)D(i, k), θ being the angle between pi,j and pi,k.
For more properties of Cayley-Menger determinants, the interested reader is referred to
[70, 124, 184].
2.3 Bilateration
Many geometric problems can be elegantly formulated using Cayley-Menger determi-
nants, see, for instance, [70, §2]. The bilateration problem is one of them. It consists of
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Pi
Pi Pj
Pj
Pk
Pk
pi,j
pi,k
x
y
P
pi pj
pk
p
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θ
Figure 2.1. The bilateration problem (left) and associated notation (right)
finding the feasible locations of a point, say Pk, given its distances to two other points,
say Pi and Pj , whose locations are known [Fig. 2.1(left)]. Then, according to notation
of Fig. 2.1(right), the position vector of the orthogonal projection of Pk onto PiPj can
be expressed as
p = pi +
√
D(i, k)
D(i, j)
cos θpi,j = pi +
D(i, j; i, k)
D(i, j)
pi,j. (2.2)
Moreover, the position vector of Pk can be expressed as
pk = p±
√
D(i, j, k)
D(i, j)
Spi,j, (2.3)
where S =
(
0 −1
1 0
)
and the ± sign accounts for the two mirror symmetric locations of
Pk with respect to the line defined by PiPj . Then, substituting (2.2) in (2.3), we get
pk = pi +
D(i, j; i, k)
D(i, j)
pi,j ±
√
D(i, j, k)
D(i, j)
Spi,j. (2.4)
Therefore,
pi,k =
D(i, j; i, k)
D(i, j)
pi,j ±
√
D(i, j, k)
D(i, j)
Spi,j
=
1
D(i, j)
(
D(i, j; i, k) ±
√
D(i, j, k)S
)
pi,j. (2.5)
2.3.1 Bilateration matrices
Equation (2.5) is the bilateration problem formulated in terms of Cayley-Menger deter-
minants. However, a more compact and suitable representation is obtained by expressing
this equation in matrix form, that is
pi,k = Zi,j,k pi,j (2.6)
where
Zi,j,k =
1
D(i, j)
(
D(i, j; i, k) I ±
√
D(i, j, k)S
)
=
1
D(i, j)
(
D(i, j; i, k) ∓
√
D(i, j, k)
±
√
D(i, j, k) D(i, j; i, k)
)
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is called a bilateration matrix [161]. I is the 2× 2 identity matrix. If the Cayley-Menger
determinants involved in Zi,j,k are expanded, a more amenable expression is obtained
[163]:
Zi,j,k =
1
2 si,j
(
si,j + si,k − sj,k −4Ai,j,k
4Ai,j,k si,j + si,k − sj,k
)
where
Ai,j,k = ±1
4
√
(si,j+si,k+sj,k)
2−2 (si,j2+si,k2+sj,k2) (2.7)
is the oriented area of 4PiPjPk.
2.3.1.1 Basic properties of bilateration matrices
Given the triangle in Fig. 2.1(left), it is possible to compute six different bilaterations.
Expressly,
pi,k = Zi,j,k pi,j (2.8)
pj,k = Zj,i,k pj,i (2.9)
pi,j = Zi,k,j pi,k (2.10)
pk,i = Zk,j,ipk,j (2.11)
pk,j = Zk,i,j pk,i (2.12)
pj,i = Zj,k,ipj,k. (2.13)
From these equations, three interesting properties arise:
1. Zi,j,k = I− Zj,i,k
Proof. Since pi,k = pi,j +pj,k, then, using equation (2.9), pi,k = pi,j +Zj,i,k pj,i =
pi,j − Zj,i,k pi,j . Hence, pi,k = (I− Zj,i,k)pi,j. Substituting equation (2.8) in this
last result, we get Zi,j,k pi,j = (I− Zj,i,k)pi,j . Therefore, Zi,j,k = I − Zj,i,k. Note
that if Ax = Bx for all x with A and B n × n matrices and x an appropriate
non-zero vector, then Ax−Bx = (A−B) x = 0. Thus, A = B.
2. Zi,j,kZi,k,j = I
Proof. Substituting equation (2.10) in equation (2.8), we get pi,k = Zi,j,kZi,k,j pi,k.
Therefore, Zi,j,kZi,k,j = I.
3. Zi,j,k = −Zk,j,iZj,i,k
Proof. Since pi,k = −pk,i, from equations (2.8) and (2.11), we get Zi,j,k pi,j =
−Zk,j,ipk,j = Zk,j,ipj,k. Replacing equation (2.9) in this last result, we obtain
Zi,j,k pi,j = Zk,j,iZj,i,k pj,i = −Zk,j,iZj,i,k pi,j. Therefore, Zi,j,k = −Zk,j,iZj,i,k.
2.4 Perpendicular matrices and fundamental properties
Bilateration matrices can be seen as perpendicular matrices, namely, 2 × 2 matrices
whose columns and rows are orthogonal vectors of the same magnitude, specifically, ma-
trices of the form

a −b
b a

. Some fundamental properties of these special matrices are:
Let two perpendicular matrices A =

a1,1 −a1,2
a1,2 a1,1

 and B =

b1,1 −b1,2
b1,2 b1,1

, then
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1. Perpendicular matrix addition is closed and commutative. A+B = B+A,
A+B is a perpendicular matrix
Proof. The expansion of A + B and B + A yields

a1,1 + b1,1 − (a1,2 + b1,2)
a1,2 + b1,2 a1,1 + b1,1

,
that is, a perpendicular matrix.
2. Perpendicular matrix product is closed and commutative. AB = BA, AB
is a perpendicular matrix
Proof. The expansion of AB and BA yields

 a1,1 b1,1 − a1,2 b1,2 − (a1,1 b1,2 + a1,2 b1,1)
(a1,1 b1,2 + a1,2 b1,1 a1,1 b1,1 − a1,2 b1,2

,
that is, a perpendicular matrix.
To sum up, perpendicular matrices constitute a commutative group —i.e., an abelian
group— under product and addition operations. Additionally,
3. Orthogonality. AAT = ATA = det (A) I
Proof. The expansion of AAT and ATA yields

a21,1 + a21,2 0
0 a21,1 + a
2
1,2

 = (a21,1 + a21,2) I = det (A) I.
This property is a consequence of the columns and rows in a perpendicular matrix
are orthogonal vectors. Note that, since the determinant of a perpendicular matrix
is always positive, the special orthogonal group of order 2, SO(2), namely, the set
of rotation matrices of size 2, is a particular case of perpendicular matrices.
4. Scaling. If v = Aw with u and v appropriate vectors, then ‖v‖2 = det (A) ‖w‖2
Proof. Let choose a reference frame, without lost of generality, whose x axis is
collinear to vector w, so w = (xw, 0)
T . Thus, v = Aw =
(
a1,1
a1,2
)
xw. Therefore,
‖v‖2 = (a21,1 + a21,2)xw2 = (a21,1 + a21,2) ‖w‖2
= det (A) ‖w‖2 .
Of these four fundamental properties of perpendicular matrices, the properties of closure
and commutation under product and addition operations, and the scaling property,
especially, will be useful throughout this thesis.
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2.5 Ruler and compass constructions
Classical geometric constructions, or Euclidean constructions, refer to precisely draw
geometrical shapes, angles, or lines using a ruler1 and a compass only. The geometrical
problems of antiquity, namely, circle squaring, cube duplication, and angle trisection,
were restricted to be solved using uniquely a finite set of this kind of constructions.
Although each of these three problems cannot be solved with that condition, other
interesting geometrical problems such as, for instance, the bisector of a line segment,
the construction of an equilateral triangle, or the square root of a number, can be. In
fact, in the geometrical problems whose solution can be constructed using a ruler and a
compass alone, each point is determined by only three basic operations: the intersection
of two lines, the intersection of a line and a circle, or the intersection of two circles [91].
2.5.1 Circle-circle, circle-line, and line-line intersections
Pi
PiPi
Pj
PjPj
Pk
Pk
Pk
pi,j
pi,jpi,j
pi,k
pi,kpi,k
Figure 2.2. The intersection of two circles (top-left), and the intersection of a circle
and a line (top-right) can have up to two possible solutions which can be expressed
in vector form using bilateration matrices. Two lines intersect, in general, in a single
point (bottom), this solution can also be expressed in vector form using bilateration
matrices.
1The ruler is assumed to be infinite in length, has no markings on it, and has only one edge, that is,
a straightedge.
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The intersection of two circles is a classical geometrical problem whose solution im-
plies the resolution of a system of two quadratic equations. According to notation of
Fig. 2.2(left), the result to this problem can be expressed in terms of bilateration matrices
as
pi,k = Zi,j,k pi,j. (2.14)
A line and a circle may intersect in two imaginary points, a single degenerate point,
or two distinct points. Then, let us suppose, according to notation of Fig. 2.2(right), that
we want to obtain the intersection of a circle centered at Pi and a line whose nearest
point to Pi is Pj . In this case si,k = si,j + sj,k, so, substituting this relationship in
expression (2.14), we get
pi,k = Yi,j,kpi,j (2.15)
where
Yi,j,k =
1
si,j
[
si,j −2A′i,j,k
2A
′
i,j,k si,j
]
(2.16)
and
A
′
i,j,k = ±
1
2
√
si,jsi,k (2.17)
is the oriented area of right triangle 4PiPjPk.
Two lines intersect, in general, in a single point. Then, let us suppose, according
to the notation in Fig. 2.2(bottom), that we want to obtain the intersection between
a line that passes through point Pi and a line that passes through point Pj which is
the projection point of Pi onto this second line. This problem can be solved in terms
of bilateration matrices using equation (2.15), taking into account that the orientation
of 4PiPjPk is fixed and that the angle between two lines is given by the dot product
between their direction vectors.
2.5.2 Bilateration, geometric constructions, and kinematic chains
Since bilateration matrices permit to represent the result of the three basic operations of
geometric constructions in a vector form, where the sign of the square roots account for
all possible solutions that are generated along the constructive process, they constitute an
interesting tool to solve this type of geometrical problems. As an example, the position
analysis of a planar kinematic chain is a geometrical problem that sometimes can be
solved with no further help than a compass and a ruler. This kind of kinematic chains
is called quadratically-solvable linkages. Unfortunately, the position analysis of complex
planar kinematic chains —e.g., Baranov trusses with more than 3 links (1 loop)— cannot
be solved using only a ruler and a compass. However, bilateration matrices are still of
great practical interest because, as it will be shown later, their use permits to derive
efficient closure conditions.
2.6 Strips of triangles
2.6.1 Two triangles sharing one edge
Let us consider the two triangles sharing one edge depicted in Fig. 2.3. Then, pi,l can
be expressed in terms of pi,j by applying two consecutive bilaterations, as
pi,l = Zi,k,l pi,k = Zi,k,lZi,j,k pi,j . (2.18)
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Pi Pj
PkPl
pi,j
pi,k
pi,l
Figure 2.3. Two triangles sharing one edge.
Actually, a vector involving any two different points in the set {Pi, Pj , Pk, Pl} can be
expressed in function of pi,j using bilateration matrices. For example,
pj,l = pi,l − pi,j = (Zi,k,lZi,j,k − I)pi,j. (2.19)
Therefore, since Zi,k,lZi,j,k − I is a perpendicular matrix, the unknown squared distance
between Pj and Pl can be obtained as:
sj,l = det(Zi,k,lZi,j,k − I)si,j. (2.20)
If this result is compared to the approached presented for example in [57, pp. 65-69],
the ability of bilateration matrices to represent the solution of complex problems in a
very compact form starts to be appreciated.
2.6.2 Squared distances in strips of triangles
The result presented in the previous subsection can be extended to strips of triangles
—i.e., series of connected triangles that share one edge with one neighbor and an-
other with the next— to obtain the squared distance between any couple of their ver-
tices as a function of known edge lengths. As an example, first, let us suppose that
we are interested in finding p4,3 as a function of p2,4 for the strip of three triangles
{4P1P10P2,4P2P10P4,4P10P3P4} appearing in Fig. 2.4(top-left). Then, clearly,
p4,3 = Z4,10,3 p4,10
= Z4,10,3Z4,2,10 p2,4.
Now, let us suppose that we want to compute p1,3 as a function of p2,4. In this case
P1P3 is not an edge of any triangle in the strip, but
p1,3 = −p2,1 + p2,4 + p4,3
= −Z2,10,1 p2,10 + p2,4 + Z4,10,3 p4,10
= −Z2,10,1Z2,4,10 p2,4 + p2,4 + Z4,10,3 p4,10
= (−Z2,10,1Z2,4,10 + I− Z4,10,3 Z4,2,10)p2,4.
Therefore, the squared distance s1,3 can be expressed as:
s1,3 = det (Ω1) s2,4, (2.21)
where Ω1 = −Z2,10,1Z2,4,10 + I − Z4,10,3 Z4,2,10. Note that Ω1 is a function of all the
known edge lengths in the strip of triangles.
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Figure 2.4. In the strip of triangles {4P1P10P2,4P2P10P4,4P10P3P4}, s1,3 can be
obtained from bilateration matrices (top-left). After affixing the strip of triangles
{4P1P6P3,4P1P5P6,4P6P5P9} to the previous one, s4,9 can also be obtained using
bilateration matrices (top-right). Likewise, s2,8 can be obtained after affixing the strip
of triangles {4P4P9P7,4P7P9P8} (bottom).
2.6.3 Strips of strips of triangles
The possibility of computing squared distances that involve arbitrary couples of ver-
tices, using sequences of bilaterations, is not limited to strips of triangles. This can
also be applied, for example, to two strips sharing two arbitrary vertices —i.e., a
strip of strips of triangles. To exemplify this, let us suppose that we are interested
in finding p4,9 as a function of p2,4 after attaching the strip of triangles defined by
{4P1P6P3,4P1P5P6,4P6P5P9} to the strip {4P1P10P2,4P2P10P4,4P10P3P4} depic-
ted in Fig. 2.4(top-left), so that they share vertices P1 and P3 [see Fig. 2.4(top-right)].
Then,
p4,9 = −p2,4 + p2,1 + p1,6 + p6,9
= −p2,4 + Z2,10,1 p2,10 + p1,6 + Z6,5,9 p6,5
= (−I+ Z2,10,1 Z2,4,10)p2,4 + (I− Z6,5,9Z6,1,5)p1,6
= (−I+ Z2,10,1 Z2,4,10)p2,4 + (I− Z6,5,9 Z6,1,5)Z1,3,6 p1,3
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= (−I+ Z2,10,1 Z2,4,10)p2,4 + (I− Z6,5,9Z6,1,5)Z1,3,6Ω1 p2,4
= (−I+ Z2,10,1 Z2,4,10 + (I− Z6,5,9 Z6,1,5)Z1,3,6Ω1)p2,4.
Therefore,
s4,9 = det (Ω2) s2,4, (2.22)
where
Ω2 = −I+ Z2,10,1 Z2,4,10 + (I− Z6,5,9Z6,1,5)Z1,3,6Ω1.
The process of adding a strip of triangles sharing two arbitrary vertices with the
obtained structure can be iterated further. For example, we can now add the strip of
triangles defined by {4P4P9P7,4P7P9P8}, as shown in Fig. 2.4(bottom). In this case,
we might be interested in obtaining s2,8 as a function of s2,4. To this end, we could
compute
p2,8 =p2,4 + p4,9 + p9,8
=p2,4 + (I− Z9,7,8Z9,4,7)p4,9
=(I+ (I− Z9,7,8Z9,4,7)Ω2)p2,4.
Thus,
s2,8 = det (Ω3) s2,4, (2.23)
where
Ω3 = I+ (I− Z9,7,8Z9,4,7)Ω2.
Observe that, if s2,8 is fixed to a given value, the above equation can be seen as a
closure equation, a condition that is fulfilled if and only if the strip of triangles can be
constructed so that the distance between P2 and P8 is the desired one. This idea can
be applied to obtain closure conditions of planar kinematic chains, as presented in the
next section.
2.7 Closure conditions of kinematic chains using bilatera-
tion matrices
Considering the 9-bar pin-jointed planar truss —i.e., a planar kinematic chain of mobility
zero with nine binary links (links with two points of connection) connected by revolute
joints— depicted in Fig. 2.5(a). The points P1, P2, P3, P4, and P5 are the revolute pair
centers of the nine binary links. In this truss, note that once P1 and P4 have been located
on the plane, points P2 and P5 can be positioned in 8 and 4 different locations, respec-
tively. Taking p1,6 as a reference, since the revolute pair centers and the nine binary links
of this truss define the strip of triangles {4P1P3P2,4P1P6P3,4P1P4P6,4P4P5P6}, we
have that
p2,5 = −p1,2 + p1,6 + p6,5
= −Z1,3,2 p1,3 + p1,6 + Z6,4,5 p6,4
= −Z1,3,2Z1,6,3 p1,6 + p1,6 + Z6,4,5Z6,1,4 p6,1
= (I− Z1,3,2Z1,6,3 − Z6,4,5Z6,1,4)p1,6. (2.24)
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Figure 2.5. If the binary link between the revolute pair centers P1 and P6 is removed
in the 9-bar pin-jointed planar truss (left), a planar linkage of mobility 1 is obtained
(center). If a binary link is then added between P2 and P5, a truss is again obtained
(right) whose closure condition can be expressed as the squared distance s2,5 as a
function of s1,6.
Thus, the possible values of the squared distance between points P2 and P5 can be
computed as a function of the lengths of the binary links as:
s2,5 = det
(
I− Z1,3,2Z1,6,3 − Z6,4,5 Z6,1,4
)
s1,6. (2.25)
Now, if the binary link between the revolute pair centers P1 and P6 is removed, as
presented in Fig. 2.5(b), the planar pin-jointed truss becomes a planar linkage of mobility
1 (observe the 4-bar linkage formed between P1, P3, P4, and P6). But, if a binary link
is then added between P2 and P5, a truss is again obtained [Fig. 2.5(c)]. What are
the assembly modes of this new truss? Note that the closure condition of this truss is
given by equation (2.25). The solution of this equation gives the set of values of s1,6
compatible with the lengths of all the binary links of this new truss. Actually, when
4P1P3P2 and 4P4P5P6 are oriented —i.e., when 4P1P3P2 and 4P4P5P6 are ternary
links— this truss corresponds to a well-known kinematic chain, the Baranov truss of two
loops, or pentad.
As it will be presented in next chapters, the above process can be extended to com-
pute closure conditions of complex planar kinematic chains. It will be shown how the
resulting formulations greatly simplify the position analysis problem of planar linkages.
2.7.1 Closure conditions and symmetries of kinematic chains
The symmetries of a kinematic chain are given by its automorphisms. An automorphism
of a kinematic chain is a set of permutations of its joints that map the kinematic chain
onto itself while preserving the connectivity between joints. Since the composition of two
automorphisms is clearly another automorphism, the set of automorphisms of a given
kinematic chain, under the composition operation, forms a group, the automorphism
group of the kinematic chain.
Finding the automorphism group and an irreducible set of its generators for a
kinematic chain is an easy task using any of the available open-source software tools
for computing graph automorphisms. For instance, the truss of Fig. 2.5(right) has
twelve automorphisms: {1, 2, 3, 4, 5, 6}, {1, 3, 2, 4, 6, 5}, {2, 1, 3, 5, 4, 6}, {2, 3, 1, 5, 6, 4},
{3, 1, 2, 6, 4, 5}, {3, 2, 1, 6, 5, 4}, {4, 5, 6, 1, 2, 3}, {4, 6, 5, 1, 3, 2}, {5, 4, 6, 2, 1, 3}, {5, 6, 4, 2,
3, 1}, {6, 4, 5, 3, 1, 2}, and {6, 5, 4, 3, 2, 1} (Fig. 2.6 depicts the first three).
Observe that the closure condition of any of the symmetric trusses above discussed is
obtained by the simple application of the corresponding permutation to equation (2.25).
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{1, 2, 3, 4, 5, 6} {1, 3, 2, 4, 6, 5} {2, 1, 3, 5, 4, 6}
Figure 2.6. Three of the twelve automorphisms of the planar truss presented in
Fig. 2.5(right).
For example, the closure condition of the truss in Fig. 2.6(center) is obtained by applying
the permutation [
1 2 3 4 5 6
1 3 2 4 6 5
]
.
That is,
s3,6 = det
(
I− Z1,2,3Z1,5,2 − Z5,4,6Z5,1,4
)
s1,5.
The application of permutations to closure conditions will be useful later to solve the
position analysis of complex planar kinematic chains.

Chapter 3
Position analysis of Baranov trusses
An Assur group, a key concept in kinematics of mechanisms introduced by the Rus-
sian engineering scientist Leonid Assur in 1914 [169], is a minimal group of links that
can be connected to any kinematic chain without modifying its mobility [30]. A non-
overconstrained closed planar linkage with mobility zero from which an Assur group can
be obtained by removing any of its links is defined as an Assur kinematic chain, basic
truss [30, 50], or Baranov truss when no slider joints are considered [138]. Hence, a
Baranov truss, named after the Russian kinematician G.G. Baranov who first presented
the idea of this kind of truss in 1952 [11], corresponds to multiple Assur groups. The
relevance of the Baranov trusses derive from the fact that, if the position analysis of a
Baranov truss is solved, the same process can be applied to solve the position analysis
of all its corresponding Assur groups.
The simplest Baranov trusses are the triad, a one-loop structure with three links and
two feasible configurations, and the pentad, a truss with two loops and up to six assembly
modes. Baranov, in his seminal paper, presented 3 trusses of 7 links and 26 trusses of
9 links. In 1971, Manolescu and Erdelean identified two additional trusses of 9 links
that were missing in the initial categorization [115], thus completing the classification of
Baranov trusses with up to 4 loops. In 1994, Yang and Yao found that the number of
Baranov trusses with 11 links is 239 [223]. Unfortunately, their topologies were not made
available and, to the best of the author’s knowledge, they have not been published yet.
Thus, strictly speaking, only the Baranov trusses with up to 9 links have been cataloged
(see Table 3.1). This catalog appears in Fig. 3.1 where each truss is identified using the
nomenclature suggested by Manolescu [114].
Links Loops Baranov Available Coupling degree Resulting
trusses topology 0 1 2 3 Assur groups
3 1 1 Yes 1 0 0 0 1
5 2 1 Yes 0 1 0 0 2
7 3 3 Yes 0 3 0 0 10
9 4 28 Yes 0 24 4 0 173
11 5 239 No 0 197 42 0 5442
13 6 ? No 0 ? ? ? 251638
Table 3.1. Number of Baranov trusses as a function of the number of links (alter-
natively, number of loops), indication of whether the topologies are available in the
literature, number of trusses with different coupling degrees, and number of different
Assur groups resulting from eliminating one link from the trusses in each class.
The position analysis problem for a planar truss consists in, given the dimensions of
all links, calculating all relative possible transformations between them all. This analysis,
in the analytical methods (§1.2.1.1), reduces to finding the roots of a polynomial in one
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Alpha
3/B1 5/B1 7/B1 7/B2 7/B3 9/B1 9/B2
9/B3 9/B4 9/B5 9/B6 9/B7 9/B8 9/B9
9/B10 9/B11 9/B12 9/B13 9/B14 9/B15 9/B16
9/B17 9/B18 9/B19 9/B20 9/B21 9/B22 9/B23
9/B24 9/B25 9/B26 9/B27 9/B28
Figure 3.1. The cataloged Baranov trusses.
variable, the characteristic polynomial of the truss. When this polynomial is obtained,
it is said that the problem is solved in closed form. This approach is usually preferred
to numerical approaches (§1.2.1.2), although obtaining the polynomial with standard
methods is in general a cumbersome task, because the degree of the polynomial specifies
the greatest possible number of assembly modes of the linkage and modern software
provides guaranteed and fast computation of all real roots of a polynomial equation and
hence of all assembly modes of the analyzed linkage.
The closed-form solution to the position analysis of the cataloged Baranov trusses
is known for 22 of them. They have been solved on an ad hoc basis by several au-
thors (see §3.1, Tables A.1-A.8, and the references therein) using mainly elimination
techniques, as those based on Sylvester or Dixon resultants, applied to vector loop equa-
tions expressed in trigonometric or complex number terms. Some of those approaches
are in fact variations of the general methods developed by Nielsen and Roth [133], and
Wampler [190, 191]. Up to author’s knowledge, the closed-form position analysis of the
trusses identified as 9/B2, 9/B3, 9/B4, 9/B5, 9/B6, 9/B8, 9/B9, 9/B13, 9/B18, 9/B19,
and 9/B22 has not been reported in the literature. Nevertheless, the number of assembly
modes of these trusses was studied in [67] using homotopy continuation. However, as
it will be shown later, some of the reported results are erroneous. Beyond four loops,
the closed-form position analysis of only one 11-link Baranov truss has been previously
reported. In [109], Lo¨sch solved the five-loop version of the 9/B1 Baranov truss with a
procedure based on trigonometric-based vector loop equations and Gro¨bner basis. The
same truss was analyzed by Wohlhart using Sylvester elimination [217]. In Section 3.6,
the position analysis of the five-loop (11-link) and six-loop (13-link) versions of the 9/B10
Baranov truss are solved.
An n-ary link in a Baranov truss introduces a set of distance constraints between the
n involved joints. This translates into a set of quadratic equations from which an elimi-
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nant can be obtained to get a single equation in one variable. In this case, each equation
is simple but the elimination process involves a large number of equations. A more com-
pact elimination process is obtained when the set of n−12 independent loop equations is
derived. This has been the dominating technique in kinematics of mechanisms which,
in general, requires not only complex eliminations but also tangent-half-angle substitu-
tions. It is relevant to stand out that the use of independent loop equations is too the
standard technique in numerical approaches.
Observe that an even more compact formulation is obtained by a applying the fol-
lowing constructive process. Take one loop with a low number of joints and some of its
joint variables as parameters which, when assigned to particular values, make the loop
rigid. Then, the position of all links in the neighboring loops to this loop can also be
obtained as a function of the chosen parameters taking, if needed, more joint variables
as parameters. This process can be repeated till the locations of all links are expressed
as functions of a set of parameters. Along the process, the locations of some links can
be computed using different sets of parameters. This give rise to constraints between
the parameters which translate into equations. The number of these equations is called
the coupling degree of the truss [222, 223].
For non-overconstrained trusses, as is the case of Baranov trusses, the number of
resulting constraints always equals the number of joint variables taken as parameters.
Since the coupling degree is always lower than the number of loops (see Table 3.1),
the elimination process to get a characteristic polynomial is simplified. Actually, when
the coupling degree is 1, eliminations are no longer required. Moreover, there are some
trusses that form regular patterns whose coupling degree is independent from the number
of its loops, as discussed in Section 3.6.
Although the above idea is simple, its implementation using displacement transfor-
mations —i.e., a collection of rotations and translations— is not. This is probably why
this approach has been belittled but, in this chapter, we show how, by expressing the po-
sition analysis problem fully in terms of distances, this idea recovers interest because its
implementation becomes straightforward. Moreover, as it will be presented in Sections
3.2, 3.3, and 3.4, for all the cataloged Baranov trusses with positive coupling degree1,
the system of kinematic equations is reduced to a single scalar equation in one variable,
except for the Baranov trusses 9/B25, 9/B26, 9/B27, and 9/B28 for which the system is
formed by two scalar equations in two variables, a result in agreement with their coupling
degrees found by Yang and Yao [223].
3.1 Position analysis of the triad or 3/B1 Baranov truss
The simplest Baranov truss is the 3/B1 truss or triad. This one-loop truss has three
binary links and up to two assembly modes, its position analysis problem is equivalent
to the bilateration problem. Thus, according to the notation used in Fig. 3.2(left), given
the dimensions of the three binary links and the locations of the revolute pair centers
P1 and P2, the location of the revolute pair center P3 can be computed as:
p1,3 = Z1,2,3 p1,2. (3.1)
Other approaches to solve the position analysis problem of the triad can be found, for
instance, in [49, 180].
1The position analysis of the triad, whose coupling degree is 0, reduces to the bilateration problem
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P1
P1
P2
P2
P3
P3
P4 P5
P6
Figure 3.2. The triad (left) and the pentad (right).
3.1.1 Example
As an example, let us suppose that we are interested in solve the position analysis
problem of a triad whose link squared lengths are s1,2 = 50, s1,3 = 20, and s2,3 = 18. In
this case,
Z1,2,3 =
1
2 s1,2
(
s1,2 + s1,3 − s2,3 −4A1,2,3
4A1,2,3 s1,2 + s1,3 − s2,3
)
=

 1325 ∓ 925
± 925 1325

 .
Then, if P1 and P2 are located, for instance, in (1, 3)
T and (6, 8)T , respectively, we get
P3 =
(
9
5
,
37
5
)T
or P3 =
(
27
5
,
19
5
)T
.
This two configurations appear in Fig. 3.3.
P3 =
(
9
5 ,
37
5
)T
P3 =
(
27
5 ,
19
5
)T
Figure 3.3. The configurations of the analyzed 3/B1 Baranov truss.
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3.2 Position analysis of the pentad or 5/B1 Baranov truss
The pentad or 5/B1 Baranov truss is a two-loop structure of two ternary links and three
binary links with up to six assembly modes. This truss has been, by far, the most studied
Baranov truss in the literature. The Russian kinematician Eduard Peisach is credited
to be the first researcher in obtaining a characteristic polynomial for this structure in
1985 [137]. After Peisach’s work, a characteristic polynomial for the pentad has been
obtained independently at least by Li and Matthew [105], Pennock and Kassner [142],
Gosselin et. al. [55, 56], Wohlhart [214], Husty [81], Kong and Gosselin [98], Collins
[37], Han et. al. [66], Liu et. al. [108], and Luo [110]. Numerical approaches has also
been reported, for instance, Hang et. al. [67] used homotopy continuation, Luo et. al.
[111] used a Newton iterative method, and Chandra and Rolland [31] used an hybrid
metaheuristic.
In the 5/B1 Baranov truss depicted in Fig. 3.2(right), the revolute pair centers of
the two ternary links define the line segments P1P4, P2P5, and P3P6, and the triangles
4P1P3P2 and 4P6P4P5. The closure condition of this truss using bilateration tech-
niques, as presented in Section 2.7, equation (2.25), reduces to compute s2,5 as a function
of all the link side lengths in the Baranov truss and the unknown squared distance s1,6,
namely:
s2,5 = det
(
I− Z1,3,2Z1,6,3 − Z6,4,5 Z6,1,4
)
s1,6. (3.2)
This equation is fulfilled if and only if the 5/B1 Baranov truss can be assembled. The
expansion of equation (3.2) yields
s2,5 =
1
s1,6
(Ψ + Φ2A1,4,6 +Φ3A1,6,3 +Φ4A1,4,6A1,6,3) , (3.3)
that is,
(Ψ− s2,5 s1,6) + Φ2A1,4,6 +Φ3A1,6,3 +Φ4A1,4,6A1,6,3 = 0
or
Φ1 +Φ2A1,4,6 +Φ3A1,6,3 +Φ4A1,4,6A1,6,3 = 0, (3.4)
where Φ1 = Ψ − s2,5 s1,6, and Ψ, Φ2, Φ3, and Φ4 are polynomials in s1,6, of at most
second order, whose coefficients are algebraic functions of the link side lengths. Hence,
equation (3.4) is a scalar radical equation in a single variable: s1,6, that is, the pentad
has coupling degree 1.
The roots of equation (3.4), in the range in which the signed areas of the triangles
4P1P4P6 and 4P1P6P4 are real, that is, the range[
max{(d1,4 − d4,6)2 , (d1,3 − d3,6)2},min{(d1,4 + d4,6)2 , (d1,3 + d3,6)2}
]
,
determine the assembly modes of the 5/B1 Baranov truss. These roots can be readily
obtained for the four possible combinations of signs for the oriented areas A1,4,6 and
A1,6,3 using a numerical approach, for example, an interval Newton method. If a
polynomial representation is preferred, we proceed as explained in the next subsection.
3.2.1 Deriving the characteristic polynomial
In order to obtain a polynomial expression from the scalar equation (3.4), we just have
to clear the radicals associated with the oriented areas A1,4,6 and A1,6,3. To this end,
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the terms in equation (3.4) are arranged as
Φ2A1,4,6 +Φ3A1,6,3 = − (Φ1 +Φ4A1,4,6A1,6,3) .
Now, by squaring both sides of the above equation, expanding the result, and rearranging
terms, we get
Φ22A
2
1,4,6 +Φ
2
3A
2
1,6,3 − Φ24A21,4,6A21,6,3 − Φ21 = 2 (Φ1Φ4 − Φ2Φ3)A1,4,6A1,6,3.
Finally, if both sides of the above equation are again squared and expanded, the following
equation is obtained:
− Φ44A41,4,6A41,6,3 + 2Φ24Φ22A41,4,6A21,6,3 + 2Φ24Φ23A21,4,6A41,6,3 − Φ42A41,4,6 − Φ43A41,6,3
− Φ41 +
(
2Φ22Φ
2
3 − 8Φ2Φ3Φ4Φ1 + 2Φ24Φ21
)
A21,4,6A
2
1,6,3 + 2Φ
2
1Φ
2
2A
2
1,4,6 + 2Φ
2
1Φ
2
3A
2
1,6,3 = 0.
(3.5)
which, when fully expanded, leads to
s21,6P5B1 = 0, (3.6)
where P5B1 is a 6th-degree polynomial in s1,6. The double extraneous root at s1,6 = 0
was introduced when clearing denominators to obtain equation (3.4), so they can be
dropped. P5B1 is the distance-based characteristic polynomial of the 5/B1 Baranov
truss. The form of equation (3.4) as well as the twice squaring process for clearing
radicals explained above will be recurrent along this thesis to solve the position analysis
of kinematic chains in closed form.
3.2.2 Computing configurations
The roots of equation (3.4) or polynomial P5B1 correspond to the assembly modes of
the 5/B1 Baranov truss. For each of these roots, given the location of the ternary link
associated to the triangle4P1P3P2 —i.e., given the locations of the revolute pair centers
P1, P2, and P3, the Cartesian position of the revolute pair centers P4, P5, and P6 can
be computed using the following sequence of bilaterations:
p1,6 = Z1,3,6 p1,3,
p1,4 = Z1,6,4 p1,6,
p4,5 = Z4,6,5 p4,6.
This process leads up to four possible locations for P5, and at least one of them must
satisfy the distance imposed by the binary link connecting P2 and P5.
To compute the configurations of a 5/B1 Baranov truss given the location of a link
different to the one associated to 4P1P3P2, we simply have to calculate the Euclidean
transformation between the constant values of the new link of reference, or ground link,
and the values computed with the above set of bilaterations.
3.2.3 Example
According to the notation used in Fig. 3.2(right), let us suposse that s1,2 = 50, s1,3 = 20,
s1,4 = 52, s2,3 = 18, s2,5 = 73, s3,6 = 18, s4,5 = 81, s4,6 = 40, and s5,6 = 13. In this case,
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Z1,3,2 =

 1310 910
− 910 1310

 ,
Z1,6,3 =
1
2 s1,6

 s1,6 + 2 ∓
√
−s21,6 + 76 s1,6 − 4
±
√
−s21,6 + 76 s1,6 − 4 s1,6 + 2

 ,
Z6,4,5 =

 − 720 920
− 920 − 720

 , and
Z6,1,4 =
1
2 s1,6

 s1,6 − 12 ∓
√
−s21,6 + 184 s1,6 − 144
±
√
−s21,6 + 184 s1,6 − 144 s1,6 − 12

 .
Note that the orientation of triangles 4P1P3P2 and 4P6P4P5 is fixed.
Now, substituting the link side lengths of the analyzed pentad in equation (3.4), we
obtain
− 40 s1,62 + 26480 s1,6 − 960± 1440
√
−s21,6 + 184 s1,6 − 144
± (8640 − 2160 s1,6)
√
−s21,6 + 76 s1,6 − 4
± 40
√
−s21,6 + 76 s1,6 − 4
√
−s21,6 + 184 s1,6 − 144 = 0
that is a scalar equation in s1,6 which can be numerically solved for the four possible
combinations of signs of the two involved squared roots. Alternatively, substituting the
above values in P5B1, the following characteristic polynomial is obtained:
266085 s1,6
6 − 44959860 s1,65 + 2314950740 s1,64 − 35686383040 s1,63
+ 210282384000 s1,6
2 − 482011052800 s1,6 + 366616640000.
The real roots of this polynomial are 1.6525, 2.3684, 5.9939, 10.6876, 73.7712, and
74.4945. The corresponding configurations for the case in which P1 = (0, 0)
T , P2 =
(5
√
2, 0)T , and P3 = (
13
5
√
2, 95
√
2)T appear in Fig. 3.4.
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There are three seven-link (three-loop) Baranov trusses, namely, the 7/B1 Baranov truss,
7/B2 Baranov truss, and 7/B3 Baranov truss. Next, it is shown how the position analysis
of each of them can be solved using the bilateration techniques presented in Chapter 2.
In this section, the product Zi,j,kZi,k,l is abbreviated as Ωi,j,k,l.
3.3.1 Position analysis of the 7/B1 Baranov truss
The 7/B1 Baranov truss is a three-loop structure of four ternary links and three binary
links with up to fourteen assembly modes. The position analysis of this truss has been
solved in closed form, following standard analytical methods, at least by Kong and Yang
[99], Innocenti [87], and Dhingra et. al. [41]. Numerical approaches based on homotopy
continuation have been reported by Liu and Yang [107] and Hang et. al. [67].
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s1,6 = 1.6525 s1,6 = 2.3684
s1,6 = 5.9939 s1,6 = 10.6876
s1,6 = 73.7712 s1,6 = 74.4945
Figure 3.4. The configurations of the analyzed 5/B1 Baranov truss.
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Alpha
P1
P2
P3 P4
P5
P6
P7
P8
P9
p3,2
p2,7 = −Ω2,3,4,7p3,2
p3,5 = Ω3,2,4,5p3,2
p5,7 = − (Ω3,2,4,5 +Ω2,3,4,7 − I)p3,2
p5,8 = Ω5,7,9,8p5,7
p3,6 = Ω3,2,1,6p3,2
Figure 3.5. The 7/B1 Baranov truss and its associated notation.
In the 7/B1 Baranov truss depicted in Fig. 3.5, the revolute pair centers of the three
ternary links define the triangles 4P2P4P7, 4P3P5P4, 4P3P1P6, and 4P5P8P9. Next,
it is shown how the kinematic equations of this truss can be reduced to compute s6,8 as
a function of s2,3. That is, s2,3 is used as a parameter in terms of which the location of
all other links of the truss can be expressed. Since one parameter is needed, the truss is
said to have coupling degree 1, as already observed by [223].
3.3.1.1 Computing s6,8 as a function of s2,3
Considering the two strips of triangles {4P3P1P6,4P1P3P2,4P3P2P4,4P2P7P4,4P3
P4P5} and {4P5P7P9,4P5P9P8} in Fig. 3.5, we have
p2,7 = Z2,4,7p2,4 = −Z2,4,7Z2,3,4p3,2 = −Ω2,3,4,7p3,2 (3.7)
p3,5 = Z3,4,5p3,4 = Z3,4,5Z3,2,4p3,2 = Ω3,2,4,5p3,2 (3.8)
p3,6 = Z3,1,6p3,1 = Z3,1,6Z3,2,1p3,2 = Ω3,2,1,6p3,2 (3.9)
p5,8 = Z5,9,8p5,9 = Z5,9,8Z5,7,9p5,7 = Ω5,7,9,8p5,7. (3.10)
Since
p6,8 = −p3,6 + p3,5 + p5,8 (3.11)
and
p5,7 = −p3,5 + p3,2 + p2,7
= −Ω3,2,4,5p3,2 + p3,2 −Ω2,3,4,7p3,2
= (I−Ω3,2,4,5 −Ω2,3,4,7)p3,2 (3.12)
then
p6,8 = −Ω3,2,1,6p3,2 +Ω3,2,4,5p3,2 +Ω5,7,9,8p5,7
= (−Ω3,2,1,6 +Ω3,2,4,5 −Ω5,7,9,8 (Ω3,2,4,5 +Ω2,3,4,7 − I))p3,2.
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Therefore,
s6,8 = det (−Ω3,2,1,6 +Ω3,2,4,5 −Ω5,7,9,8 (Ω3,2,4,5 +Ω2,3,4,7 − I)) s2,3. (3.13)
The expansion of the right hand side of the above equation is a function of the
unknown squared distances s2,3 and s5,7. Since, from equation (3.12),
s5,7 = det (Ω3,2,4,5 +Ω2,3,4,7 − I) s2,3, (3.14)
then the substitution of (3.14) in (3.13) yields a scalar radical equation in a single
variable: s2,3. The roots of this equation, in the range in which the signed areas of the
triangles 4P1P3P2 and P3P2P4 are real, that is, the range[
max{(d1,2 − d1,3)2 , (d2,4 − d3,4)2},min{(d1,2 + d1,3)2 , (d2,4 + d3,4)2}
]
determine the assembly modes of the 7/B1 Baranov truss. These roots can be quickly
obtained for the eight possible combinations of signs for the signed areas of the triangles
4P1P3P2, 4P3P2P4, and 4P5P7P9 using a standard numerical procedure. For each of
these roots, given the location of the ternary link associated to the triangle 4P3P5P4,
we can determine the Cartesian position of the six revolute pair centers P1, P2, P6, P7,
P8, and P9 using equations (3.7)-(3.10) and the equation p2,3 = Z3,4,2p3,4. This process
leads up to eight combinations of locations for P6 and P8, and at least one of them
must satisfy the distance imposed by the binary link connecting them. If a polynomial
representation is preferred, we can proceed as described next.
3.3.1.2 Deriving the characteristic polynomial
By expanding equation (3.14), we get
s5,7 = Γ1 + Γ2A3,2,4 (3.15)
where Γ1 and Γ2 are polynomials in s2,3 whose coefficients are algebraic functions of
the known squared distances s3,4, s3,5, s4,5, s4,7, s2,7, and s2,4. On the other hand, by
expanding equation (3.13), we obtain
s6,8 =
1
s2,3 s5,7
(
Υ1 +Υ2A3,2,1 +Υ3A3,2,4 +Υ4A3,2,1A3,2,4
+ (Υ5 +Υ6A3,2,1 +Υ7A3,2,4 +Υ8A3,2,1A3,2,4)A5,7,9
)
, (3.16)
that is,
− s6,8 s2,3 s5,7 +Υ1 +Υ2A3,2,1 +Υ3A3,2,4 +Υ4A3,2,1A3,2,4
+ (Υ5 +Υ6A3,2,1 +Υ7A3,2,4 +Υ8A3,2,1A3,2,4)A5,7,9 = 0 (3.17)
where Υi, i = 1, . . . , 8, are polynomials in s2,3 and s5,7 whose coefficients are algebraic
functions of known distances.
Now, by properly squaring equation (3.17), that is, by clearing the square root re-
lated to A5,7,9, we obtain a polynomial equation in s5,7 whose coefficients are radical
expressions in s2,3. Therefore, by replacing (3.15) into this polynomial equation, we get
Φ1 +Φ2A3,2,1 +Φ3A3,2,4 +Φ4A3,2,1A3,2,4 = 0 (3.18)
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where Φ1, Φ2, Φ3 and Φ4 are polynomials in s2,3 of degree 6, 5, 5, and 4, respectively.
Finally, the square roots in (3.18) can be eliminated by properly twice squaring it, using
the procedure explained in §3.2.1. This operation yields
− Φ44A43,2,1A43,2,4 + 2Φ24Φ22A43,2,1A23,2,4 + 2Φ24Φ23A23,2,1A43,2,4 − Φ42A43,2,1 − Φ43A43,2,4
− Φ41 +
(
2Φ22Φ
2
3 − 8Φ2Φ3Φ4Φ1 + 2Φ24Φ21
)
A23,2,1A
2
3,2,4 + 2Φ
2
1Φ
2
2A
2
3,2,1 + 2Φ
2
1Φ
2
3A
2
3,2,4 = 0.
(3.19)
which, when fully expanded, leads to
s42,3 s
2
5,7P7B1 = 0 (3.20)
where P7B1 is a 14th-degree polynomial in s2,3. The extraneous roots at s2,3 = 0 and
s5,7 = 0 were introduced when clearing denominators to obtain equation (3.17), so they
can be dropped.
3.3.1.3 Example
According to the notation used in Fig. 3.5, let us suppose that s1,2 = 101, s1,3 = 17,
s1,6 = 34, s2,4 = 25, s2,7 = 36, s3,4 = 37, s3,5 = 25, s3,6 = 17, s4,5 = 20, s4,7 = 13,
s5,8 = 25, s5,9 = 20, s6,8 = 61, s7,9 = 45, and s8,9 = 25. Substituting these values in
(3.18), we obtain
Φ1 +Φ2A3,2,1 +Φ3A3,2,4 +Φ4A3,2,1A3,2,4 = 0 (3.21)
where
Φ1 = 3.6378 10
5 s62,3 − 8.2798 107 s52,3 − 6.2189 108 s42,3 + 1.4591 1012 s32,3
− 1.2227 1014 s22,3 + 2.8811 1015 s2,3 − 5.5415 1015
Φ2 = −9.9850 105 s52,3 + 3.1519 108 s42,3 − 3.2834 1010 s32,3 + 1.2528 1012 s22,3
− 1.5430 1013 s2,3 + 6.0248 1013
Φ3 = 9.9850 10
5 s52,3 − 4.1383 108 s42,3 + 6.1116 1010 s32,3 − 3.7134 1012 s22,3
+ 6.6516 1013 s2,3 + 4.2174 10
14
Φ4 = 1.4551 10
6 s42,3 − 3.5852 108 s32,3 + 3.4064 1010 s22,3 − 1.5972 1012 s2,3
+ 2.1990 1013
Equation (3.21) is a scalar equation in s2,3 which can be numerically solved for the
four possible combinations of signs of the two involved squared roots. Alternatively,
proceeding as explained above, we obtain the characteristic polynomial
119.5503 1012 s142,3 − 132.8081 1015 s132,3 + 67.7507 1018 s122,3 − 20.9729 1021 s112,3
+ 4.3875 1024 s102,3 − 654.0472 1024 s92,3 + 71.4151 1027 s82,3 − 5.7830 1030 s72,3
+ 347.7941 1030 s62,3 − 15.4050 1033 s52,3 + 492.8930 1033 s42,3 − 11.0051 1036 s32,3
+ 161.4709 1036 s22,3 − 1.3884 1039 s2,3 + 5.2641 1039 .
The real roots of this polynomial are 39.8353, 41.6616, 42.6537, 78.9181, 81.8425,
106.0000, 121.9444, and 122.6125. The corresponding configurations for the case in
which P3 = (0, 0)
T , P4 = (6,−1)T , and P5 = (4, 3)T appear in Fig. 3.6. The coefficients
of the above polynomial have to be computed in exact rational arithmetic. Otherwise,
numerical problems make impracticable the correct computation of its roots. Although
these coefficients are given here in floating point arithmetic for saving space, they could
be of interest for comparison and reproducibility purposes. This observation applies to
the rest of closed-form examples presented in this thesis.
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s2,3 = 39.8353 s2,3 = 41.6616
s2,3 = 42.6537 s2,3 = 78.9181
s2,3 = 81.8425 s2,3 = 106.0000
s2,3 = 121.9444 s2,3 = 122.6125
Figure 3.6. The configurations of the analyzed 7/B1 Baranov truss.
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P1
P2
P3
P4
P5
P6
P7
P8
P9p8,4
p8,9 = Ω8,4,7,9p8,4p4,2 = −Ω4,8,5,2p8,4
p4,6 = −Ω4,8,7,6p8,4
p2,9 = (Ω4,8,5,2 +Ω8,4,7,9 − I)p8,4
p2,1 = Ω2,9,3,1p2,9
Figure 3.7. The 7/B2 Baranov truss and its associated notation.
3.3.2 Position analysis of the 7/B2 Baranov truss
The 7/B2 Baranov truss is a three-loop structure of four ternary links and three binary
links with up to sixteen assembly modes. The position analysis of this truss was solved
for the first time in closed form by Carlo Innocenti in [85] using an ad-hoc elimination
procedure applied to trigonometric-based vector equations. The problem was also solved
in closed form using Sylvester resultant by Almadi et. al. [7] and Dhingra et. al. [41]. A
solution based on a combination of Gro¨bner basis and Sylvester resultant was presented
in [42]. Wampler in [191] presented a solution using loop equations in the complex plane
and the Dixon resultant. Numerical approaches have been reported, at least, by Hang
et. al. [67] and Shen et. al. [172].
In the 7/B2 Baranov truss depicted in Fig. 3.7, the revolute pair centers of the three
ternary links define the triangles 4P2P4P5, 4P1P2P3, 4P4P6P7, and 4P8P7P9. The
kinematic equations of this truss can be reduced to compute s1,6 as a function of s4,8
when bilateration techniques are applied. That is, s4,8 is used as a parameter in terms of
which the location of all other links of the truss can be expressed. Since one parameter
is needed, the truss is said to have coupling degree 1, a value in accordance with the
degree reported in [223].
3.3.2.1 Computing s1,6 as a function of s4,8
Considering the two strips of triangles {4P4P6P7,4P8P4P7,4P4P8P5,4P4P5P2,4P7
P9P8} and {4P2P9P3,4P2P3P1} in Fig. 3.7, we have
p4,2 = Z4,5,2p4,5 = −Z4,5,2Z4,8,5p8,4 = −Ω4,8,5,2p8,4 (3.22)
p4,6 = Z4,7,6p4,7 = −Z4,7,6Z4,8,7p8,4 = −Ω4,8,7,6p8,4 (3.23)
p8,9 = Z8,7,9p8,7 = Z8,7,9Z8,4,7p8,4 = Ω8,4,7,9p8,4 (3.24)
p2,1 = Z2,3,1p2,3 = Z2,3,1Z2,9,3p2,9 = Ω2,9,3,1p2,9. (3.25)
Since
p1,6 = −p2,1 − p4,2 + p4,6 (3.26)
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and
p2,9 = −p4,2 − p8,4 + p8,9 (3.27)
then
p1,6 = −Ω2,9,3,1p2,9 +Ω4,8,5,2p8,4 −Ω4,8,7,6p8,4
= (−Ω2,9,3,1 (Ω4,8,5,2 +Ω8,4,7,9 − I) +Ω4,8,5,2 −Ω4,8,7,6)p8,4.
Therefore,
s1,6 = det (−Ω2,9,3,1 (Ω4,8,5,2 +Ω8,4,7,9 − I) +Ω4,8,5,2 −Ω4,8,7,6) s4,8. (3.28)
The right hand side of the above equation is a function of the unknown squared
distances s2,9 and s4,8. Since, from equation (3.27),
s2,9 = det (Ω4,8,5,2 +Ω8,4,7,9 − I) s4,8, (3.29)
then the substitution of (3.29) in (3.28) yields a scalar equation in s4,8 whose roots in
the range in which the signed areas of the triangles 4P4P8P5 and 4P8P4P7 are real,
that is, the range[
max{(d5,8 − d4,5)2 , (d4,7 − d7,8)2},min{(d5,8 + d4,5)2 , (d4,7 + d7,8)2}
]
determine the assembly modes of the analyzed linkage. These roots can be obtained, as
in the Baranov trusses previously studied, for the eight possible combinations of signs
for the signed areas of the triangles 4P4P8P5, 4P8P4P7, and 4P2P9P3. For each real
root, taking as reference the link associated to triangle 4P2P4P5, we can determine
the Cartesian position of the six revolute pair centers P1, P3, P6, P7, P8, and P9 using
equations (3.22)-(3.25) and the equation p4,8 = Z4,5,8p4,5. This process leads up to
eight combinations of locations for P1 and P6, and at least one of them must satisfy the
distance imposed by the binary link connecting them. If a polynomial representation is
preferred, we can proceed as described next.
3.3.2.2 Deriving the characteristic polynomial
By expanding equation (3.29), we get
s2,9 =
1
s4,8
(Γ1 + Γ2A4,8,5 + Γ3A8,4,7 + Γ4A4,8,5A8,4,7) (3.30)
where Γi, i = 1, . . . , 4, are polynomials in s4,8 whose coefficients are algebraic functions
of the known squared distances s2,4, s2,5, s4,5, s4,7, s5,8, s7,8, s7,9, and s8,9. On the other
hand, by expanding equation (3.28), we obtain
s4,8 =
1
s1,6 s2,9
(
Υ1 +Υ2A4,8,5 +Υ3A8,4,7 +Υ4A4,8,5A8,4,7
+ (Υ5 +Υ6A4,8,5 +Υ7A8,4,7 +Υ8A4,8,5A8,4,7)A2,9,3
)
, (3.31)
that is,
Υ1 +Υ2A2,9,3 +Υ3A4,8,5 +Υ4A8,4,7 +Υ5A2,9,3A4,8,5
+Υ6A2,9,3A8,4,7 +Υ7A4,8,5A8,4,7 +Υ8A2,9,3A4,8,5A8,4,7 − s1,6s2,9s4,8 = 0
(3.32)
where Υi, i = 1, . . . , 4, are polynomials in the unknown distances s2,9 and s4,8 whose
coefficients are algebraic functions of known squared distances.
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Now, by properly squaring equation (3.32), that is, by clearing the square root re-
lated to A2,9,3, we obtain a polynomial equation in s2,9 whose coefficients are radical
expressions in s4,8. Therefore, by replacing (3.30) in this polynomial equation, we get
Φ1 +Φ2A4,8,5 +Φ3A8,4,7 +Φ4A4,8,5A8,4,7 = 0, (3.33)
where Φ1, Φ2, Φ3, and Φ4 are polynomials in s4,8 of degree 8, 7, 7, and 6, respectively.
Finally, to obtain a polynomial equation, the square roots in (3.33) can be eliminated
by properly twice squaring it. When the result is fully expanded, we obtain
s24,8 s2,9P7B2 = 0, (3.34)
where P7B2 is a 16th-degree polynomial in s4,8. The extraneous roots at s2,9 = 0 and
s4,8 = 0 were introduced when clearing denominators to obtain equation (3.32), so they
can be dropped.
3.3.2.3 Example
According to the notation used in Fig. 3.7, let us suppose that s1,2 = 25, s1,3 = 100,
s1,6 = 97, s2,3 = 45, s2,4 = 13, s2,5 = 36, s3,9 = 97, s4,5 = 25, s4,6 = 13, s4,7 = 20,
s5,8 = 16, s6,7 = 17, s7,8 = 13, s7,9 = 37, and s8,9 = 20. Then, proceeding as explained
above, we obtain the characteristic polynomial
18.8825 1024 s164,8 − 5.9735 1027 s154,8 + 818.5722 1027 s144,8 − 64.1837 1030 s134,8
+ 3.2137 1033 s124,8 − 108.7285 1033 s114,8 + 2.5531 1036 s104,8 − 41.5239 1036 s94,8
+ 452.6824 1036 s84,8 − 3.1196 1039 s74,8 + 12.6154 1039 s64,8 − 28.2936 1039 s54,8
+ 38.9353 1039 s44,8 − 36.1341 1039 s34,8 + 25.5007 1039 s24,8 − 15.1151 1039 s4,8
+ 5.2854 1039 .
The real roots of this polynomial are 1.1161, 1.2002, 7.3517, 10.4180, 17.0000, 27.5995,
52.9281, 53.7863, 56.0905 and 61.5796. The corresponding configurations for the case in
which P2 = (0, 0)
T , P4 = (2, 3)
T , and P5 = (6, 0)
T appear in Fig. 3.8.
3.3.3 Position analysis of the 7/B3 Baranov truss
The 7/B3 Baranov truss is a three-loop structure of one quaternary link, two ternary links
and four binary links with up to eighteen assembly modes. The position analysis of this
truss was solved for the first time in closed form by Carlo Innocenti using a combination
of Cramer’s rule and Sylvester resultant applied to trigonometric-based vector equations
[84, 86]. The problem has been also solved in closed form by, at least, Han et. al.
[61] (complex-number-based vector loop equations with Sylvester resultant), Dhingra et.
al. [41] (trigonometric-based vector loop equations with Sylvester resultant), Wang et.
al. [196] (complex-number-based vector loop equations with Wu method), and Ni et.
al. [132] (conformal-geometric-algebra-based vector equations with Dixon resultant). A
numerical approach have been reported by Hang et. al. [67].
In the 7/B3 Baranov truss depicted in Fig. 3.9, the revolute pair centers of the
quaternary link and the two ternary links define the triangles 4P1P6P7, 4P1P2P6,
4P3P5P4, and 4P8P5P9. Using bilateration techniques, the kinematic equations of
this truss can be reduced to compute s7,9 as a function of s1,4. Since s1,4 is used as a
parameter in terms of which the location of all other links of the truss can be expressed,
the truss is said to have coupling degree 1, as already observed by [223].
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s4,8 = 1.1161 s4,8 = 1.2002 s4,8 = 7.3517
s4,8 = 10.4180 s4,8 = 17.0000 s4,8 = 27.5995
s4,8 = 52.9281 s4,8 = 53.7863 s4,8 = 56.0905
s4,8 = 61.5796
Figure 3.8. The configurations of the analyzed 7/B2 Baranov truss.
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replacemen
P1
P2
P3
P4
P5
P6
P7
P8
P9
p4,1
p4,5 = Ω4,1,3,5p4,1
p1,7 = −Ω1,4,2,7p4,1
p1,6 = −Ω1,4,2,6p4,1
p5,6 = − (Ω4,1,3,5 +Ω1,4,2,6 − I)p4,1
p5,9 = Ω5,6,8,9p5,6
Figure 3.9. The 7/B3 Baranov truss and its associated notation.
3.3.3.1 Computing s7,9 as a function of s1,4
Considering the two strips of triangles {4P1P6P7,4P1P2P6,4P1P4P2,4P4P1P3,4P3
P5P4} and {4P5P8P6,4P8P5P9} in Fig. 3.9, we have
p1,6 = Z1,2,6p1,2 = −Z1,2,6Z1,4,2p4,1 = −Ω1,4,2,6p4,1, (3.35)
p1,7 = Z1,2,7p1,2 = −Z1,2,7Z1,4,2p4,1 = −Ω1,4,2,7p4,1, (3.36)
p4,5 = Z4,3,5p4,3 = Z4,3,5Z4,1,3p4,1 = Ω4,1,3,5p4,1, (3.37)
p5,8 = Z5,6,8p5,6 = Z5,8,9Z5,6,8p5,6 = Ω5,6,8,9p5,6. (3.38)
Since
p7,9 = p1,6 − p1,7 − p5,6 + p5,9 (3.39)
and
p5,6 = −p4,5 + p4,1 + p1,6, (3.40)
then
p7,9 = −Ω1,4,2,6p4,1 +Ω1,4,2,7p4,1 − p5,6 +Ω5,6,8,9p5,6
= (−Ω1,4,2,6 +Ω1,4,2,7 − (Ω5,6,8,9 − I) (Ω4,1,3,5 +Ω1,4,2,6 − I))p4,1.
Therefore,
s7,9 = det (−Ω1,4,2,6 +Ω1,4,2,7 − (Ω5,6,8,9 − I) (Ω4,1,3,5 +Ω1,4,2,6 − I)) s1,4. (3.41)
The right hand side of the above equation is a function of the unknown squared distances
s1,4 and s5,6. Since, from equation (3.40),
s5,6 = det (Ω4,1,3,5 +Ω1,4,2,6 − I) s1,4, (3.42)
then the substitution of (3.42) in (3.41) yields a scalar equation in s1,4 whose roots in
the range in which the signed areas of the triangles 4P1P4P2 and 4P4P1P3 are real,
that is, the range[
max{(d2,4 − d1,2)2 , (d1,3 − d3,4)2},min{(d2,4 + d1,2)2 , (d1,3 + d3,4)2}
]
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determine the assembly modes of the analyzed linkage. Similarly to previous sections,
these roots can be obtained for the eight possible combinations of signs for the signed ar-
eas of the triangles 4P1P4P2, 4P4P1P3, and4P5P8P6 using a numerical procedure such
as an interval Newton method. Alternatively, a polynomial representation is obtained
as follows.
3.3.3.2 Deriving the characteristic polynomial
Following the procedure described in Section 3.3.2.2, from equations (3.41) and (3.42),
we obtain
Φ1 +Φ2A1,4,2 +Φ3A4,1,3 +Φ4A1,4,2A4,1,3 = 0 (3.43)
where Φ1, Φ2, Φ3, and Φ4 are polynomials in s1,4 of degree 8, 7, 7, and 6, respectively.
Finally, by properly twice squaring the above equation, we get
s21,4 s5,6P7B3 = 0 (3.44)
where P7B3 is a 18th-degree polynomial in s1,4. The extraneous roots at s1,4 = 0 and
s5,6 = 0 were introduced when clearing denominators in this polynomial derivation, so
they can be dropped. For each real root of P7B3, taking as reference the link associated
to quadrilateral P1P2P6P7, we can determine the Cartesian position of the five revolute
pair centers P3, P4, P5, P8, and P9 using equations (3.35)-(3.38) and the equation p1,4 =
Z1,2,4p1,2. This process leads to up eight combinations of locations for P7 and P9, and
at least one of them must satisfy the distance imposed by the binary link connecting
them.
3.3.3.3 Example
According to the notation used in Fig. 3.9, let us suppose that s1,2 = 20, s1,3 = 40,
s1,6 = 65, s1,7 = 144, s2,4 = 13, s2,6 = 17, s2,7 = 68, s3,4 = 17, s3,5 = 40, s4,5 = 13,
s5,8 = 18, s5,9 = 29, s6,7 = 17, s6,8 = 25, s7,9 = 37, and s8,9 = 5. Then, proceeding as
explained above, we obtain the characteristic polynomial
− 702.0669 1012 s181,4 + 440.9551 1015 s171,4 − 126.5260 1018 s161,4 + 21.9306 1021 s151,4
− 2.5592 1024 s141,4 + 212.2835 1024 s131,4 − 12.8945 1027 s121,4 + 583.5044 1027 s111,4
− 19.9010 1030 s101,4 + 517.8331 1030 s91,4 − 10.4725 1033 s81,4 + 168.7340 1033 s71,4
− 2.1961 1036 s61,4 + 22.5420 1036 s51,4 − 171.4717 1036 s41,4 + 898.7415 1036 s31,4
− 3.0279 1039 s21,4 + 5.9942 1039 s1,4 − 5.5218 1039 .
The real roots of this polynomial are 5.2357, 6.7320, 9.8004, 16.9536, 39.1049, 45.3566,
48.4498, and 61.0000. The corresponding configurations for the case in which P1 =
(0, 0)T , P2 = (4, 2)
T , P6 = (8, 1)
T , and P7 = (12, 0)
T appear in Fig. 3.10.
3.4 Position analysis of four-loop Baranov trusses
3.4.1 Solving a truss of coupling degree 2: The 9/B28 Baranov truss
The 9/B28 Baranov truss is one of the three cataloged Baranov trusses that cannot be
represented as a planar graph (the other two are 9/B23 and 9/B24) [173, 223]. It was
characterized for the first time by Baranov in 1952 [11] and Wang et. al. developed
a procedure using complex-number-based vector loop equations and Dixon resultant to
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s1,4 = 5.2357 s1,4 = 6.7320
s1,4 = 9.8004 s1,4 = 16.9536
s1,4 = 39.1049 s1,4 = 45.3566
s1,4 = 48.4498 s1,4 = 61.0000
Figure 3.10. The configurations of the analyzed 7/B3 Baranov truss.
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solve its position analysis in closed form [198]. They obtained a univariate polynomial
of degree 64 but 6 extraneous roots were found, leading to the conclusion it can have up
to 58 assembly modes —the largest number of assembly modes for a cataloged Baranov
truss—, a result in agreement with that obtained by Hang et. al. using homotopy
continuation [67].
In the 9/B28 Baranov truss depicted in Fig. 3.11(a), the revolute pair centers of
the six ternary links define the triangles 4P1P8P3, 4P3P6P4, 4P4P7P5, 4P2P5P11,
4P8P12P9, and 4P10P12P11. Next, it is shown how the kinematic equations of this
truss can be reduced to compute s6,10 and s7,9 as a function of s1,4 and s2,4. That is,
s1,4 and s2,4 are used as parameters in terms of which the location of all other links of
the truss can be expressed. Since two parameters are needed, the truss is said to have
coupling degree 2, as already observed by [223].
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P1P2
P2
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P5
P5
P5
P6
P6
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(c)
Figure 3.11. A 9/B28 Baranov truss (a). The strip of triangles
{4P1P8P3,4P1P3P4,4P1P4P2,4P4P2P5, 4P2P5P11} has been considered to compute
s8,11 as a function of s1,4 and s2,4 (b). The strips of triangles {4P8P12P11,4P10P12P11},
{4P1P8P3,4P1P3P4}, and {4P3P4P6,4P1P3P4} have also been considered to compute
s6,10 as a function of s1,4 and s2,4 (c).
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3.4.1.1 Computing s6,10 as a function of s1,4 and s2,4
On the one hand, for the strip of triangles in Fig. 3.11(b), we have
p8,11 = −p1,8 + p1,4 − p2,4 + p2,11
= (−Z1,3,8 Z1,4,3 + I)p1,4 + (Z2,5,11 Z2,4,5 − I)p2,4
= (−Z1,3,8Z1,4,3 + I+ (Z2,5,11Z2,4,5 − I)Z4,1,2) p1,4. (3.45)
Therefore,
s8,11 = f(s1,4, s2,4) = det
(
− Z1,3,8Z1,4,3 + I− Z4,1,2 + Z2,5,11Z2,4,5Z4,1,2
)
s1,4. (3.46)
On the other hand, from the three strips of triangles in Fig. 3.11(c),
p6,10 =− p1,6 + p1,8 + p8,10
=(Z4,3,6 Z4,1,3 − I)p1,4 + Z1,3,8Z1,4,3 p1,4 + (I− Z11,12,10 Z11,8,12)p8,11. (3.47)
Then, the substitution of equation (3.45) in equation (3.47) yields
p6,10 =
(− I+ Z4,3,6 Z4,1,3 + Z1,3,8Z1,4,3 + (I− Z11,12,10 Z11,8,12)(− Z1,3,8Z1,4,3
+ I− Z4,1,2 + Z2,5,11Z2,4,5 Z4,1,2
))
p1,4. (3.48)
Therefore,
s6,10 =f(s1,4, s2,4, s8,11)
=det
(
− I+ Z4,3,6Z4,1,3 + Z1,3,8Z1,4,3 +
(
I− Z11,12,10 Z11,8,12
)(− Z1,3,8 Z1,4,3
+ I− Z4,1,2 + Z2,5,11Z2,4,5Z4,1,2
))
s1,4. (3.49)
Then, the substitution of equation (3.46) in equation (3.49) yields a scalar equation
in two variables: s1,4 and s2,4.
3.4.1.2 Computing s7,9 as a function of s1,4 and s2,4
The computation of s7,9 as a function of s2,4 and s2,4 can be simplified by considering
the symmetries of the analyzed truss. Indeed, by applying the permutation[
1 2 3 4 5 6 7 8 9 10 11 12
2 1 5 4 3 7 6 11 10 9 8 12
]
to equation (3.49), we conclude that
s7,9 =f(s1,4, s2,4, s8,11)
=det
(
− I+ Z4,5,7Z4,2,5 + Z2,5,11Z2,4,5 +
(
I− Z8,12,9Z8,11,12
)(− Z2,5,11Z2,4,5
+ I− Z4,2,1 + Z1,3,8Z1,4,3Z4,2,1
))
s2,4. (3.50)
The expansion of the right hand side of equations (3.49) and (3.50), using equa-
tion (3.46) for substituting the unknown squared distance s8,11, yields a system of two
scalar equations in two variables: s1,4 and s2,4. Next, it is shown how to algebraically
manipulate this system to obtain the characteristic polynomial of the 9/B28 Baranov
truss.
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3.4.1.3 Deriving the characteristic polynomial
The characteristic polynomial of the 9/B28 Baranov truss can be obtained by: (i) con-
verting the scalar radical equations (3.49) and (3.50) in polynomials equations in s1,4
and s2,4, say P1(s1,4, s2,4) = 0 and P2(s1,4, s2,4) = 0, respectively, by clearing all the
involved square roots; and (ii) eliminating s2,4, or s1,4, from the resulting polynomial
system to get a single polynomial in one variable.
By expanding equation (3.46), we get
s8,11 =
1
s1,4 s2,4
(
Λ1 + Λ2A1,4,3 + Λ3A1,4,2 + Λ4A2,4,5 + Λ5A1,4,3A1,4,2 + Λ6A1,4,3
A2,4,5 + Λ7A1,4,2A2,4,5 +Λ8A1,4,3A1,4,2A2,4,5
)
, (3.51)
where A1,4,3, A1,4,2, and A2,4,5 are the unknown oriented areas of 4P1P4P3, 4P1P4P2,
and 4P2P4P5, respectively, and Λi, i = 1, . . . , 8 are polynomials in s1,4 and s2,4.
Likewise, by expanding equation (3.49), we get
s6,10 =
1
s1,4 s2,4 s8,11
Ψ, (3.52)
that is,
Ψ− s6,10 s1,4 s2,4 s8,11 = 0, (3.53)
where
Ψ =Ψ1 +Ψ2A1,4,3 +Ψ3A1,4,2 +Ψ4A2,4,5 +Ψ5A8,11,12 +Ψ6A1,4,3A1,4,2 +Ψ7A1,4,3
A2,4,5 +Ψ8A1,4,3A8,11,12 +Ψ9A1,4,2A2,4,5 +Ψ10A1,4,2A8,11,12 +Ψ11A2,4,5
A8,11,12 +Ψ12A1,4,3A1,4,2A2,4,5 +Ψ13A1,4,3A1,4,2A8,11,12 +Ψ14A1,4,3A2,4,5
A8,11,12 +Ψ15A1,4,2A2,4,5A8,11,12 +Ψ16A1,4,3A1,4,2A2,4,5A8,11,12,
with Ψi, i = 1, . . . , 16, polynomials in s1,4, s2,4 and s8,11.
Now, by expressing equation (3.53) as a linear equation in A8,11,12 (i.e., a + bA8,11,12
= 0), squaring it (i.e., a2 − b2A28,11,12 = 0), and replacing equation (3.51) in the result,
a equation in A1,4,3, A1,4,2, and A2,4,5 is obtained. Repeating this process for A2,4,5, we
get
Φ1 +Φ2A1,4,3 +Φ3A1,4,2 +Φ4A1,4,3A1,4,2 = 0, (3.54)
where Φ1, Φ2, Φ3, and Φ4 are polynomials in s1,4 of degree 16, 15, 15, and 14, respectively,
and in s2,4 of degree 8 in all cases. By properly twice squaring equation (3.54), the
following equation is obtained:
− Φ44A41,4,3A41,4,2 + 2Φ24Φ22A41,4,3A21,4,2 + 2Φ24Φ23A21,4,3A41,4,2 − Φ42A41,4,3 − Φ43A41,4,2
− Φ41 +
(
2Φ22Φ
2
3 − 8Φ2Φ3Φ4Φ1 + 2Φ24Φ21
)
A21,4,3A
2
1,4,2 + 2Φ
2
1Φ
2
2A
2
1,4,3 + 2Φ
2
1Φ
2
3A
2
1,4,2 = 0.
(3.55)
If the above procedure is applied to equation (3.51), we get a polynomial in s1,4, s2,4,
and s8,11, say F(s1,4, s2,4, s8,11). Finally, the full expansion of equation (3.55) factorizes
as:
s161,4 s
16
2,4 F(s1,4, s2,4, 0)P1 = 0 (3.56)
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where P1 is a non-homogeneous bivariate polynomial in s1,4 and s2,4 with leading term
s321,4 s
14
2,4. The roots of the term s
16
1,4 s
16
2,4F(s1,4, s2,4, 0) were introduced when clearing
denominators to obtain equation (3.53), so they can be dropped. To obtain P2, we can
proceed in the same way as for the derivation of P1.
Finally, to obtain the characteristic polynomial, we have to eliminate either s2,4 or
s1,4 from the polynomial system {P1(s1,4, s2,4) = 0,P2(s1,4, s2,4) = 0}. This can be
implemented using, for example, Sylvester or Be´zout resultants. If we eliminate either
s2,4 or s1,4, the associated Sylvester and Be´zout matrices have dimensions 68 × 68 and
36 × 36, respectively. In any case —i.e., eliminating either s2,4 or s1,4 and using either
Sylvester or the Be´zout resultants— the result is a polynomial equation of degree 1826.
When s2,4 is the eliminated variable, this polynomial factors into 15 polynomials
P9B28(s1,4)
14∏
i=1
Di(s1,4) = 0 (3.57)
where the roots of polynomials D1, . . . ,D14 are not solutions of the original system of
radical equations formed by equations (3.49) and (3.50) and P9B28, the characteristic
polynomial of the 9/B28 Baranov truss, is of degree 58 in s1,4. As expected, the same
result is obtained when s1,4 is the eliminated variable.
For each of the real roots of P9B28, we can determine the Cartesian position of
the revolute pair centers given by P2, P4, P5, P6, P7, P9, P10, P11, and P12, with
respect to the ternary link associated to 4P1P8P3, computing s2,4 from the system
{P1(s1,4, s2,4) = 0,P2(s1,4, s2,4) = 0} and using the set of equations
p1,4 = Z1,3,4 p1,3
p3,6 = Z3,4,6 p3,4
p1,2 = Z1,4,2 p1,4
p2,5 = Z2,4,5 p2,4
p5,7 = Z4,5,7 p4,5
p2,11 = Z2,5,11 p2,5
p8,12 = Z8,11,12 p8,11
p8,9 = Z8,12,9 p8,12
p11,10 = Z11,12,10 p11,12.
This process leads up to 16 combinations of locations for the couples P6, P10 and P7,
P9, and at least one of them must satisfy simultaneously the distances imposed by the
binary links connecting them.
3.4.1.4 Example
According to the notation used in Fig. 3.11, let us suppose that s1,2 = 3185, s1,3 =
6610
9 ,
s1,8 =
16525
9 , s2,5 =
820
9 , s2,11 =
15826
9 , s3,4 = 225, s3,6 = 180, s3,8 = 661, s4,5 = 400,
s4,6 = 225, s4,7 = 452, s5,7 = 676, s5,11 = 1202, s6,10 = 625, s7,9 = 625, s8,9 = 305,
s8,12 = 1600, s9,12 = 625, s10,11 = 676, s10,12 = 484, and s11,12 = 1600. This corresponds
to the example used by Wang et. al. in [198]. Then, proceeding as explained above, we
obtain the characteristic polynomial
1.8481 10239 s1,4
58 − 1.5725 10244 s1,457 + 6.5857 10248 s1,456 − 1.8099 10253 s1,455
+ 3.6712 10257 s1,4
54 − 5.8610 10261 s1,453 + 7.6692 10265 s1,452 − 8.4571 10269 s1,451
+ 8.0199 10273 s1,4
50 − 6.6413 10277 s1,449 + 4.8604 10281 s1,448 − 3.1737 10285 s1,447
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+ 1.8635 10289 s1,4
46 − 9.9019 10292 s1,445 + 4.7871 10296 s1,444 − 2.1152 10300 s1,443
+ 8.5737 10303 s1,4
42 − 3.1985 10307 s1,441 + 1.1012 10311 s1,440 − 3.5073 10314 s1,439
+ 1.0354 10318 s1,4
38 − 2.8379 10321 s1,437 + 7.2324 10324 s1,436 − 1.7158 10328 s1,435
+ 3.7930 10331 s1,4
34 − 7.8194 10334 s1,433 + 1.5042 10338 s1,432 − 2.7012 10341 s1,431
+ 4.5296 10344 s1,4
30 − 7.0937 10347 s1,429 + 1.0375 10351 s1,428 − 1.4168 10354 s1,427
+ 1.8060 10357 s1,4
26 − 2.1479 10360 s1,425 + 2.3817 10363 s1,424 − 2.4603 10366 s1,423
+ 2.3655 10369 s1,4
22 − 2.1141 10372 s1,421 + 1.7540 10375 s1,420 − 1.3487 10378 s1,419
+ 9.5930 10380 s1,4
18 − 6.2979 10383 s1,417 + 3.8066 10386 s1,416 − 2.1121 10389 s1,415
+ 1.0722 10392 s1,4
14 − 4.9598 10394 s1,413 + 2.0812 10397 s1,412 − 7.8783 10399 s1,411
+ 2.6731 10402 s1,4
10 − 8.0665 10404 s1,49 + 2.1442 10407 s1,48 − 4.9610 10409 s1,47
+ 9.8395 10411 s1,4
6 − 1.6396 10414 s1,45 + 2.2327 10416 s1,44 − 2.3865 10418 s1,43
+ 1.8780 10420 s1,4
2 − 9.6768 10421 s1,4 + 2.4499 10423 .
This polynomial has 14 real roots, a result in agreement with the solution reported in
[198]. The values of these roots, as well as the corresponding assembly modes, for the case
in which P1 = (0, 0)
T , P3 = (0,
1
3
√
6610)T , and P8 = (− 310
√
6610, 1330
√
6610)T , appear
in Fig. 3.12. To the author’s knowledge, this is the first time that the characteristic
polynomial of a 9/B28 Baranov truss is explicitly obtained.
3.4.2 All four-loop Baranov trusses
When the bilateration technique is applied to the position analysis of all the four-loop
Baranov trusses, one observes that the problem is reduced to solve a single scalar radical
equation in one variable for all cases, except for trusses 9/B25, 9/B26, 9/B27, and 9/B28,
for which the resulting system is formed by two scalar radical equations in two variables.
This is in agreement with the coupling degree of the four-loop Baranov trusses presented
in [223].
Since for the Baranov trusses with coupling degree 1 the obtained system of kinematic
equations is a single scalar radical equation, their characteristic polynomials are obtained
by simply clearing square roots, as it was already explained for trusses 5/B1, 7/B1, 7/B2,
and 7/B3 in this chapter. Obtaining the characteristic polynomials of trusses 9/B25,
9/B26, 9/B27, and 9/B28 requires converting the resulting scalar radical equations in
bivariate polynomials, by clearing square roots as well, and using classical elimination
techniques, as it has been explained in the previous section for the 9/B28 Baranov truss.
Then, it is important to realize that 197 trusses, out of the total of 239 Baranov trusses
with eleven links (five loops), could also be solved in an elementary way and, for the
remaining 42 trusses, the problem could be reduced to the solution of a system of two
equations in two variables. Thus, compared to the approaches based on vector loop
equations and elimination techniques, the application of the proposed technique to the
position analysis of Baranov trusses seems clearly superior.
3.5 Compendium: All the cataloged Baranov trusses
In Appendix A, tables A.1 to A.8 present, for all the cataloged Baranov trusses2, as
a compendium, the system of kinematic equations derived using the bilateration tech-
2Except for the triad because, as presented in Section 3.1, recall that its position analysis is equivalent
to solve the bilateration problem.
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s1,4 = 794.6054 s1,4 = 962.2783 s1,4 = 1080.9178 s1,4 = 1110.0526
s1,4 = 1226.6757 s1,4 = 1240.7831 s1,4 = 1276.1775 s1,4 = 1319.5408
s1,4 = 1443.9121 s1,4 = 1629.3715 s1,4 = 1649.4444 s1,4 = 1682.9152
s1,4 = 1725.5533 s1,4 = 1760.9329
Figure 3.12. The configurations of the analyzed 9/B28 Baranov truss.
nique, the number of resulting assembly modes, and references to previous reported
solutions using not only analytical approaches but also numerical ones. Using the kine-
matic equations presented in these tables, the closed-form position analysis of trusses
9/B2, 9/B3, 9/B4, 9/B5, 9/B6, 9/B8, 9/B9, 9/B13, 9/B18, 9/B19, and 9/B22, can be
straightforwardly solved for the first time to the best of the author’s knowledge. It can
also be concluded from these tables that the number of assembly modes previously re-
ported in the literature for trusses 9/B4, 9/B8, 9/B18, and 9/B19 do not seem accurate.
In these tables, ‘vector method’ and ‘complex number method’ refer to trigonometric-
based vector equations and complex-number-based vector loop equations, respectively.
The equations presented for trusses 7/B1, 7/B2, and 7/B3 are equivalent to the ones
detailed in Section 3.3.
It is worth to mention that the concept of Baranov truss has been extended to trusses
with joints involving more than two links. It has been shown that there are such 125
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Baranov trusses with up to four loops [35]. The closed-form solution to the position
analysis of at least one of these trusses, the Dixon-Wunderlich linkage, has already been
reported [189]. Although, it can be verified that the position analysis of this truss can
be readily solved using bilateration techniques, the extension of the proposed method to
all other members of this family of trusses is a point that deserves further attention.
3.6 Beyond four loops
As indicated at the beginning of this chapter, beyond four loops, the closed-form position
analysis of only one 11-link Baranov truss has been previously reported [109, 217]. In
this section, using bilateration techniques, the position analysis of the five-loop and six-
loop versions of a Baranov truss of regular pattern with coupling degree 1, namely, a
Watt-Baranov truss [159], is solved.
3.6.1 Baranov trusses of regular patterns
Figure 3.13. Left: The Stephenson linkage, the Stephenson pattern resulting from
concatenating four Stephenson linkages, and the Stephenson-Baranov truss resulting
from the circular concatenation of four Stephenson linkages. Stephenson-Baranov trusses
have coupling degree 2. Right: The Watt linkage, the Watt pattern resulting from
concatenating four Watt linkages, and the Watt-Baranov truss resulting from the circular
concatenation of four Watt linkages. Watt-Baranov trusses have coupling degree 1.
At the end of the XIX century, it was known that there were only two six-link planar
pin-jointed linkages of mobility 1. At a suggestion of Burmester [24], these two linkages
were called the Watt linkage and the Stephenson linkage. Several Stephenson linkages
can be concatenated leading to what in [40] was called a Stephenson pattern. Likewise,
several Watt linkages can be concatenated to obtain what can be called, for the same
reason, a Watt pattern (see [181] for their motion simulations). If these concatenations
are circular, the results are Baranov trusses which will be called Stepheson-Baranov and
Watt-Baranov trusses, respectively (Fig. 3.13). Observe that, regardless of the number
of loops, the coupling degree of Stepheson-Baranov trusses and Watt-Baranov trusses is
2 and 1, correspondingly. As a consequence, in the case of Watt-Baranov trusses, the
position analysis problem can always be reduced to solve a single scalar equation in one
variable.
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The position analysis of the Stepheson-Baranov truss of 4 loops, or 9/B26 Baranov
truss, has been solved in closed form at least in [109, 191, 199, 201, 215], and more
recently by K. Wohlhart in [218] thus reaching what the author considers to be the limit
of Sylvester’s elimination method. The position analysis of the Watt-Baranov truss of 4
loops, or 9/B10 Baranov truss, was solved in closed form by L. Han et. al. [64], Dhingra
et. al. [44] and more recently by Borra`s and Di Gregorio [19]. Elimination methods
seem to reach their limit with the analysis of Baranov trusses with four, or five loops,
depending on their topology. Actually, as it has been already mentioned, the closed-form
position analysis of a Baranov truss with more than five loops has not been reported to
the best of the author’s knowledge (only the closed-form position analysis of one five-
loop Baranov truss has been obtained [109, 217]). In this Section, using bilateration
techniques, this challenge is addressed and the loop limit is pushed further by solving
the closed-form position analysis of Watt-Baranov trusses with up to six loops.
3.6.2 Position analysis of the general n-link Watt-Baranov truss
P1
P2
P3
P4
P5
P6
P7
P8
P9
Pv Pv−1
Pv−2 Pv−3
Pv−4Pv−5
Pv−6
Pv−7
p1,3
pv−1,v
Figure 3.14. The general n-link Watt-Baranov truss has k = n−12 loops and v =
3
2(n−1)
revolute joints. pv−1,v can be expressed as a function of p1,3 by computing 3 k − 2
bilaterations.
Fig. 3.14 shows the general n-link Watt-Baranov truss, a structure with k = n−12
loops and v = 32(n− 1) revolute joints. The revolute pair centers of the k-ary link define
the polygon P1P4P7 . . . Pv−5Pv−2, and those of the k ternary links define the triangles
4P1PvP2, 4P4P3P5, 4P7P6P8,. . ., 4Pv−5Pv−6Pv−4 and 4Pv−2Pv−3Pv−1. Similarly to
other Baranov trusses, the position analysis problem for this structure consists in, given
the dimensions of all links, calculating all relative possible transformations between them
all. To solve this problem, instead of directly computing the relative Cartesian poses
of all links through loop-closure equations, we will compute the set of values of s1,3
compatible with all binary and ternary links side lengths using bilateration techniques.
That is, s1,3 is used as a parameter in terms of which the location of all other links of the
truss can be expressed. Since one parameter is needed, the truss is said to have coupling
degree 1.
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On the one hand, according to Fig. 3.14, p1,4, p1,7, . . . , p1,v−5, p1,v−2 can be ex-
pressed as a function of p1,3 using bilaterations as follows:
p1,4 = Z1,3,4 p1,3 (3.58)
p1,7 = Z1,4,7 p1,4 = Z1,4,7Z1,3,4 p1,3 (3.59)
p1,10 = Z1,7,10 p1,7 = Z1,7,10 Z1,4,7,Z1,3,4 p1,3 (3.60)
...
p1,v−5 = Z1,v−8,v−5 Z1,v−11,v−8 . . . Z1,4,7,Z1,3,4 p1,3 (3.61)
p1,v−2 = Z1,v−5,v−2 Z1,v−8,v−5 . . . Z1,4,7,Z1,3,4 p1,3. (3.62)
On the other hand, for the triangle 4P4P3P5, we have
p4,5 = Z4,3,5 p4,3
p4,1 + p1,5 = Z4,3,5 (p4,1 + p1,3)
p1,5 = p1,4 + Z4,3,5 (p1,3 − p1,4) . (3.63)
Likewise, for the triangles 4P7P6P8, . . ., 4Pv−5Pv−6Pv−4 and 4Pv−2Pv−3Pv−1, we ob-
tain
p1,6 = p1,7 + Z7,5,6 (p1,5 − p1,7) (3.64)
p1,8 = p1,7 + Z7,6,8 (p1,6 − p1,7) (3.65)
...
p1,v−3 = p1,v−2 + Zv−2,v−4,v−3 (p1,v−4 − p1,v−2) (3.66)
p1,v−1 = p1,v−2 + Zv−2,v−3,v−1 (p1,v−3 − p1,v−2) . (3.67)
Now, substituting (3.58)-(3.62) in (3.63)-(3.67) and then replacing the resulting ex-
pression for p1,5 in that for p1,6, and the resulting expression for p1,6 after this substi-
tution in that for p1,8, and so on till an expression is obtained for p1,v−1, we get
p1,v−1 = Qn p1,3. (3.68)
Moreover, for the triangle 4P1PvP2, we have
p1,v = Z1,2,v Z1,3,2 p1,3. (3.69)
Finally, using equations (3.68) and (3.69), we get
pv−1,v = pv−1,1 + p1,v = (−Qn + Z1,2,v Z1,3,2)p1,3. (3.70)
Therefore,
sv−1,v = det(−Qn + Z1,2,v Z1,3,2)s1,3. (3.71)
The right hand side of the above equation is a function of the k − 1 unknown squared
distances s1,3 and s5,7, s8,10, . . ., sv−7,v−5, sv−4,v−2.
Since, using the same procedure to obtain (3.70), allows us to obtain
p5,7 = −p1,5 + p1,7 = Dn1 p1,3 (3.72)
p8,10 = −p1,8 + p1,10 = Dn2 p1,3 (3.73)
...
pv−7,v−5 = −p1,v−7 + p1,v−5 = Dnk−3 p1,3 (3.74)
pv−4,v−2 = −p1,v−4 + p1,v−2 = Dnk−2 p1,3. (3.75)
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Therefore,
s5,7 = det(Dn1) s1,3 (3.76)
s8,10 = det(Dn2) s1,3 (3.77)
...
sv−7,v−5 = det(Dnk−3) s1,3 (3.78)
sv−4,v−2 = det(Dnk−2) s1,3. (3.79)
The substitution of (3.76) - (3.79) into (3.71) yields a scalar equation in a single
variable: s1,3. The roots of this equation, in the range in which the signed areas of the
triangles P1P2P3 and P1P3P4 are real, that is, the range[
max{(d1,2 − d2,3)2 , (d1,4 − d3,4)2},min{(d1,2 + d2,3)2 , (d1,4 + d3,4)2}
]
,
determine the assembly modes of the general n-link Watt-Baranov truss. Similarly to
what happens in some of the Baranov trusses previously analyzed, namely, the Baranov
trusses with coupling degree 1, these roots can be readily obtained using, for example, an
interval Newton method for the 2k possible combinations for the signs of the signed areas
of the triangles 4P1P2P3, 4P1P3P4, and 4P7P5P6, 4P10P8P9, . . ., 4Pv−5Pv−7Pv−6,
and 4Pv−2Pv−4Pv−3.
In order to obtain the characteristic polynomial it just remains to clear all square
roots in the obtained scalar equation by isolating one at a time and squaring the result
till no square root remains. Using a computer algebra system, it can be seen that this
clearing process leads to
s2
k−1
1,3 s
2k−2
5,7 s
2k−3
8,10 . . . s
4
v−7,v−5 s
2
v−4,v−2 Pwn = 0 (3.80)
where Pwn is a polynomial in s1,3 of degree 2k+1 − 2. The extraneous roots at s1,3 = 0,
. . . , sv−4,v−2 = 0 were introduced when clearing denominators, as it happens in previous
sections, so they can be dropped. For each of the real roots of polynomial Pwn, we can
determine the Cartesian position of the v − k revolute pair centers of the ternary links,
with respect to the n-ary link, using equations (3.63)-(3.67), equation (3.69), and the
equation p1,3 = Z1,4,3p1,4. This process leads up to 2
k combinations of locations for
Pv−1 and Pv, and at least one of them must satisfy the distance imposed by the binary
link connecting them.
3.6.2.1 Example: A five-loop Watt-Baranov truss
Consider a 11-link Watt-Baranov truss. Since, in this case k = 5, v = 15, equation (3.71)
reduces to
det(−Q11 + Z1,2,15Z1,3,2) = s14,15
s1,3
, (3.81)
where
Q11 = Z1,10,13 Z1,7,10 Z1,4,7Z1,3,4 + Z13,12,14 Z13,11,12
(
Z1,7,10Z1,4,7 Z1,3,4
+ Z10,9,11 Z10,8,9
(
Z1,4,7Z1,3,4Z7,6,8 Z7,5,6
(
Z1,3,4 + Z4,3,5 +
(
I− Z1,3,4
)
− Z1,4,7Z1,3,4
)− Z1,7,10 Z1,4,7Z1,3,4)− Z1,10,13 Z1,7,10Z1,4,7Z1,3,4),
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and equations (3.76)-(3.79) reduce to
s5,7 = det(D111) s1,3 (3.82)
s8,10 = det(D112) s1,3 (3.83)
s11,13 = det(D113) s1,3. (3.84)
where
D111 = −Z1,3,4 − Z4,3,5 (I− Z1,3,4) + Z1,4,7Z1,3,4
D112 = −Z1,4,7Z1,3,4 − Z7,6,8Z7,5,6
(
Z1,3,4 + Z4,3,5
(
I− Z1,3,4
)− Z1,4,7Z1,3,4)
+ Z1,7,10 Z1,4,7Z1,3,4
D113 = −Z1,7,10Z1,4,7Z1,3,4 − Z10,9,11 Z10,8,9
(
Z1,4,7Z1,3,4 + Z7,6,8Z7,5,6
(
Z1,3,4
+ Z4,3,5
(
I− Z1,3,4
)− Z1,4,7Z1,3,4)− Z1,7,10 Z1,4,7Z1,3,4)
+ Z1,10,13 Z1,7,10 Z1,4,7Z1,3,4
By expanding equations (3.82)-(3.84), we get
s5,7 =
1Λ1 +
1Λ2A1,3,4 (3.85)
s8,10 =
1
s5,7
(
2Λ1 +
2Λ2A1,3,4 +
2Λ3A7,5,6 +
2Λ4A1,3,4A7,5,6
)
(3.86)
s11,13 =
1
s5,7 s8,10
(
3Λ1 +
3Λ2A1,3,4 +
3Λ3A7,5,6 +
3Λ4A10,8,9 +
3Λ5A1,3,4A7,5,6
+ 3Λ6A1,3,4A10,8,9 +
3Λ7A7,5,6A10,8,9 +
3Λ8A1,3,4A7,5,6A10,8,9
)
(3.87)
where 1Λ1,
1Λ2 are polynomials in s1,3,
2Λi, i = 1, . . . , 4 are polynomials in s1,3 and s5,7,
and 3Λi, i = 1, . . . , 8 are polynomials in s1,3, s5,7, and s8,10.
Similarly, by expanding equation (3.81), we get
s14,15 =
1
s1,3 s5,7 s8,10 s11,13
Ψ, (3.88)
that is,
Ψ− s1,3 s5,7 s8,10 s11,13 s14,15 = 0, (3.89)
where
Ψ = Ψ1 +Ψ2A1,2,3 +Ψ3A1,3,4 +Ψ4A7,5,6 +Ψ5A10,8,9
+Ψ6A13,11,12 +Ψ7A1,2,3A1,3,4 +Ψ8A1,2,3A7,5,6
+Ψ9A1,2,3A10,8,9 +Ψ10A1,2,3A13,11,12 +Ψ11A1,3,4A7,5,6
+Ψ12A1,3,4A10,8,9 + . . .+Ψ31A1,3,4A7,5,6A10,8,9A13,11,12
+Ψ32A1,2,3A1,3,4A7,5,6A10,8,9A13,11,12,
with Ψi, i = 1, . . . , 2
5, polynomials in s1,3, s5,7, s8,10, and s11,13.
Now, by expressing equation (3.89) as a linear equation in A13,11,12 —i.e., a +
bA13,11,12 = 0, properly squaring it —i.e., a
2 − b2A213,11,12 = 0, and replacing equa-
tion (3.87) in the result, a radical equation in s1,3, s5,7, and s8,10 is obtained. Repeating
this process for A10,8,9 and then for A7,5,6, we get the scalar radical equation
Φ1 +Φ2A1,2,3 +Φ3A1,3,4 +Φ4A1,2,3A1,3,4 = 0, (3.90)
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where Φ1, Φ2, Φ3 and Φ4 are polynomials in a single variable: s1,3. If the last procedure
is applied to equations (3.85), (3.86), and (3.87), we get polynomials in s1,3 and s5,7, say
P1(s1,3, s5,7), s1,3 and s8,10, say P2(s1,3, s8,10), and s1,3 and s11,13, say P3(s1,3, s11,13),
respectively.
Finally, the square roots in (3.90) can be eliminated by properly twice squaring it.
This operation yields
− Φ44A41,2,3A41,3,4 + 2Φ24Φ22A41,2,3A21,3,4 + 2Φ24Φ23A21,2,3A41,3,4 − Φ42A41,2,3 − Φ43A41,3,4
− Φ41 +
(
2Φ22Φ
2
3 − 8Φ2Φ3Φ4Φ1 + 2Φ24Φ21
)
A21,2,3A
2
1,3,4 + 2Φ
2
1Φ
2
2A
2
1,2,3 + 2Φ
2
1Φ
2
3A
2
1,3,4 = 0
(3.91)
which, when fully expanded, leads to
s161,3 P1(s1,3, 0)
8 P2(s1,3, 0)
4 P3(s1,3, 0)
2 Pw11 = 0
s161,3 s
8
5,7 s
4
8,10 s
2
11,13 Pw11 = 0 (3.92)
where Pw11 is a polynomial in s1,3 of degree 62. The extraneous roots at s5,7 = 0,
s8,10 = 0, and s11,13 = 0 were introduced when clearing denominators to obtain equation
(3.89), so they can be dropped.
Finally, let us suppose that s1,2 = 40, s1,4 = 13, s1,7 = 26, s1,10 = 34, s1,13 = 17,
s1,15 = 13, s2,3 = 50, s2,15 = 17, s3,4 = 81, s3,5 = 9, s4,5 = 90, s4,7 = 13, s4,10 = 49,
s4,13 = 52, s5,6 = 125, s6,7 = 40, s6,8 = 9, s7,8 = 37, s7,10 = 20, s7,13 = 45, s8,9 = 136,
s9,10 = 53, s9,11 = 9, s10,11 = 50, s10,13 = 17, s11,12 = 181, s12,13 = 50, s12,14 = 9,
s13,14 = 65, and s14,15 = 29. Then, proceeding as explained above, we obtain the
characteristic polynomial
s1,3
62 − 4091.5078 s1,361 + 8.3074 106 s1,360 − 1.1186 1010 s1,359 + 1.1260 1013 s1,358
− 9.0519 1015 s1,357 + 6.0604 1018 s1,356 − 3.4776 1021 s1,355 + 1.7461 1024 s1,354
− 7.7894 1026 s1,353 + 3.1238 1029 s1,352 − 1.1363 1032 s1,351 + 3.7751 1034 s1,350
− 1.1513 1037 s1,349 + 3.2360 1039 s1,348 − 8.4044 1041 s1,347 + 2.0208 1044 s1,346
− 4.5040 1046 s1,345 + 9.3129 1048 s1,344 − 1.7874 1051 s1,343 + 3.1855 1053 s1,342
− 5.2730 1055 s1,341 + 8.1092 1057 s1,340 − 1.1589 1060 s1,339 + 1.5391 1062 s1,338
− 1.9002 1064 s1,337 + 2.1807 1066 s1,336 − 2.3265 1068 s1,335 + 2.3073 1070 s1,334
− 2.1267 1072 s1,333 + 1.8215 1074 s1,332 − 1.4492 1076 s1,331 + 1.0704 1078 s1,330
− 7.3366 1079 s1,329 + 4.6623 1081 s1,328 − 2.7447 1083 s1,327 + 1.4952 1085 s1,326
− 7.5291 1086 s1,325 + 3.4992 1088 s1,324 − 1.4987 1090 s1,323 + 5.9041 1091 s1,322
− 2.1353 1093 s1,321 + 7.0731 1094 s1,320 − 2.1407 1096 s1,319 + 5.9032 1097 s1,318
− 1.4791 1099 s1,317 + 3.357 10100 s1,316 − 6.8819 10101 s1,315 + 1.271 10103 s1,314
− 2.111 10104 s1,313 + 3.149 10105 s1,312 − 4.2226 10106 s1,311 + 5.0997 10107 s1,310
− 5.5526 10108 s1,39 + 5.4328 10109 s1,38 − 4.7166 10110 s1,37 + 3.5398 10111 s1,36
− 2.2029 10112 s1,35 + 1.0721 10113 s1,34 − 3.7586 10113 s1,33 + 8.4177 10113 s1,32
− 1.0258 10114 s1,3 + 7.3862 10113 = 0.
The above polynomial has 16 real roots. The values of these roots as well as the
corresponding assembly modes, for the case in which P1 = (12, 10)
T , P4 = (10, 13)
T ,
P7 = (13, 15)
T , P10 = (17, 13)
T , and P13 = (16, 9)
T , appear in Fig. 3.15.
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s1,3 = 30.6486 s1,3 = 39.0249 s1,3 = 47.1860 s1,3 = 48.6406
s1,3 = 69.9863 s1,3 = 77.3161 s1,3 = 90.1506 s1,3 = 130.0000
s1,3 = 132.2178 s1,3 = 134.2206 s1,3 = 134.9836 s1,3 = 140.6611
s1,3 = 142.9286 s1,3 = 143.7773 s1,3 = 148.1286 s1,3 = 151.6614
Figure 3.15. The configurations of the analyzed 11-link Watt-Baranov truss.
3.6.2.2 Example: A six-loop Watt-Baranov truss
Let us consider a 13-link Watt-Baranov truss where s1,2 = 58, s1,4 = 18, s1,7 = 40,
s1,10 = 53, s1,13 = 50, s1,16 = 20, s1,18 = 41, s2,3 = 52, s2,18 = 13, s3,4 = 64, s3,5 = 18,
s4,5 = 34, s4,7 = 10, s4,10 = 41, s4,13 = 68, s4,16 = 50, s5,6 = 50, s6,7 = 74, s6,8 = 10,
s7,8 = 68, s7,10 = 17, s7,13 = 50, s7,16 = 52, s8,9 = 65, s9,10 = 68, s9,11 = 9, s10,11 = 89,
s10,13 = 13, s10,16 = 29, s11,12 = 61, s12,13 = 65, s12,14 = 26, s13,14 = 65, s13,16 = 10,
s14,15 = 113, s15,16 = 40, s15,17 = 13, s16,17 = 81, and s17,18 = 68. Then, proceeding as
explained in the previous example, the following characteristic polynomial is obtained
s1,3
126 − 9.4336 103 s1,3125 + 4.3965 107 s1,3124 − 1.3499 1011 s1,3123 + 3.0727 1014 s1,3122
− 5.5326 1017 s1,3121 + 8.2112 1020 s1,3120 − 1.0335 1024 s1,3119 + 1.1265 1027 s1,3118
− 1.0804 1030 s1,3117 + 9.2339 1032 s1,3116 − 7.1053 1035 s1,3115 + 4.9645 1038 s1,3114
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− 3.1727 1041 s1,3113 + 1.8663 1044 s1,3112 − 1.0162 1047 s1,3111 + 5.1482 1049 s1,3110
− 2.4382 1052 s1,3109 + 1.0843 1055 s1,3108 − 4.5474 1057 s1,3107 + 1.8055 1060 s1,3106
− 6.8124 1062 s1,3105 + 2.4508 1065 s1,3104 − 8.4319 1067 s1,3103 + 2.7813 1070 s1,3102
− 8.8139 1072 s1,3101 + 2.6874 1075 s1,3100 − 7.8923 1077 s1,399 + 2.2337 1080 s1,398
− 6.0942 1082 s1,397 + 1.6026 1085 s1,396 − 4.0606 1087 s1,395 + 9.9090 1089 s1,394
− 2.3274 1092 s1,393 + 5.2579 1094 s1,392 − 1.1418 1097 s1,391 + 2.3816 1099 s1,390
− 4.7688 10101 s1,389 + 9.1613 10103 s1,388 − 1.6877 10106 s1,387 + 2.9804 10108 s1,386
− 5.0434 10110 s1,385 + 8.1760 10112 s1,384 − 1.2695 10115 s1,383 + 1.8879 10117 s1,382
− 2.6886 10119 s1,381 + 3.6665 10121 s1,380 − 4.7884 10123 s1,379 + 5.9887 10125 s1,378
− 7.1733 10127 s1,377 + 8.2296 10129 s1,376 − 9.0435 10131 s1,375 + 9.5199 10133 s1,374
− 9.6005 10135 s1,373 + 9.2758 10137 s1,372 − 8.5868 10139 s1,371 + 7.6163 10141 s1,370
− 6.4729 10143 s1,369 + 5.2711 10145 s1,368 − 4.1128 10147 s1,367 + 3.0746 10149 s1,366
− 2.2020 10151 s1,365 + 1.5107 10153 s1,364 − 9.9266 10154 s1,363 + 6.2462 10156 s1,362
− 3.7628 10158 s1,361 + 2.1696 10160 s1,360 − 1.1969 10162 s1,359 + 6.3154 10163 s1,358
− 3.1856 10165 s1,357 + 1.5353 10167 s1,356 − 7.0650 10168 s1,355 + 3.1020 10170 s1,354
− 1.2984 10172 s1,353 + 5.1748 10173 s1,352 − 1.9615 10175 s1,351 + 7.0595 10176 s1,350
− 2.4079 10178 s1,349 + 7.7641 10179 s1,348 − 2.3591 10181 s1,347 + 6.7261 10182 s1,346
− 1.7886 10184 s1,345 + 4.3961 10185 s1,344 − 9.8442 10186 s1,343 + 1.9561 10188 s1,342
− 3.2556 10189 s1,341 + 3.7746 10190 s1,340 + 3.7789 10190 s1,339 − 1.9038 10193 s1,338
+ 7.1734 10194 s1,3
37 − 1.8751 10196 s1,336 + 3.8834 10197 s1,335 − 6.3099 10198 s1,334
+ 6.6906 10199 s1,3
33 + 2.0383 10200 s1,3
32 − 3.5351 10202 s1,331 + 1.2135 10204 s1,330
− 3.0316 10205 s1,329 + 6.3595 10206 s1,328 − 1.1749 10208 s1,327 + 1.9535 10209 s1,326
− 2.9560 10210 s1,325 + 4.0962 10211 s1,324 − 5.2162 10212 s1,323 + 6.1146 10213 s1,322
− 6.6023 10214 s1,321 + 6.5653 10215 s1,320 − 6.0073 10216 s1,319 + 5.0514 10217 s1,318
− 3.8970 10218 s1,317 + 2.7528 10219 s1,316 − 1.7765 10220 s1,315 + 1.0450 10221 s1,314
− 5.5886 10221 s1,313 + 2.7106 10222 s1,312 − 1.1893 10223 s1,311 + 4.7079 10223 s1,310
− 1.6757 10224 s1,39 + 5.3402 10224 s1,38 − 1.5139 10225 s1,37 + 3.7811 10225 s1,36
− 8.2030 10225 s1,35 + 1.5138 10226 s1,34 − 2.3010 10226 s1,33 + 2.7265 10226 s1,32
− 2.2556 10226 s1,3 + 9.7893 10225 = 0.
The above polynomial has 76 real roots. The values of these roots as well as the
corresponding configurations, for the case in which P1 = (12, 8)
T , P4 = (9, 11)
T , P7 =
(10, 14)T , P10 = (14, 15)
T , P13 = (17, 13)
T , and P16 = (16, 10)
T , appear in Figs. 3.16,
3.17, and 3.18.
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s1,3 = 14.1226 s1,3 = 14.1508 s1,3 = 14.1846 s1,3 = 14.2289 s1,3 = 14.4123
s1,3 = 14.4852 s1,3 = 14.7185 s1,3 = 15.0578 s1,3 = 15.1158 s1,3 = 15.6861
s1,3 = 15.8268 s1,3 = 15.8328 s1,3 = 16.0193 s1,3 = 17.0205 s1,3 = 17.8216
s1,3 = 18.2916 s1,3 = 19.0286 s1,3 = 19.1581 s1,3 = 20.2651 s1,3 = 22.1260
s1,3 = 22.5020 s1,3 = 24.4759 s1,3 = 25.1965 s1,3 = 28.7237 s1,3 = 31.0109
s1,3 = 31.5115 s1,3 = 34.0693 s1,3 = 37.7304 s1,3 = 38.0758 s1,3 = 44.4875
Figure 3.16. The configurations of the analyzed 13-link Watt-Baranov truss (Part
1/3).
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s1,3 = 48.4166 s1,3 = 51.7518 s1,3 = 55.1186 s1,3 = 55.5625 s1,3 = 59.3880
s1,3 = 59.6226 s1,3 = 66.0245 s1,3 = 68.2321 s1,3 = 70.9035 s1,3 = 71.8207
s1,3 = 73.0411 s1,3 = 73.2584 s1,3 = 76.8581 s1,3 = 85.1396 s1,3 = 89.9046
s1,3 = 92.3656 s1,3 = 93.7643 s1,3 = 93.9066 s1,3 = 100.1256 s1,3 = 101.6541
s1,3 = 110.7250 s1,3 = 119.8610 s1,3 = 121.8404 s1,3 = 122.2387 s1,3 = 129.0033
s1,3 = 130.0000 s1,3 = 130.1666 s1,3 = 134.9545 s1,3 = 135.4180 s1,3 = 137.5075
Figure 3.17. The configurations of the analyzed 13-link Watt-Baranov truss (Part
2/3).
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s1,3 = 137.9792 s1,3 = 139.1001 s1,3 = 141.3430 s1,3 = 141.3607
s1,3 = 142.7141 s1,3 = 144.1643 s1,3 = 144.3299 s1,3 = 144.3842
s1,3 = 144.7027 s1,3 = 145.9600 s1,3 = 146.3519 s1,3 = 148.9932
s1,3 = 149.3873 s1,3 = 149.8649 s1,3 = 149.8708 s1,3 = 149.8813
Figure 3.18. The configurations of the analyzed 13-link Watt-Baranov truss (Part
3/3).
Chapter 4
Position analysis of Assur kinematic chains
As already stated, a non-overconstrained closed planar linkage with zero-mobility from
which an Assur group can be obtained by removing any of its links is defined as an Assur
kinematic chain, basic truss [30, 50], or Baranov truss if no slider joints are considered
[138]. Baranov trusses, that were widely studied in Chapter 3, play a fundamental role
in kinematics of mechanisms principally because if the position analysis of a Baranov
truss is solved, the same process can be applied to solve the position analysis of all
its corresponding Assur groups. Moreover, all Assur kinematic chains can be derived
from Baranov trusses by replacing revolute joints by slider joints bearing in mind that
loops with only slider joints cannot be considered because they would reduce in one the
number of constraints that make an Assur kinematic chain rigid [93]. Therefore, three
different 3-link Assur kinematic chains can be derived from the triad —the only Baranov
truss with 3 links— [30] [Fig. 4.1(left)], and ten 5-link Assur kinematic chains from the
pentad —the only Baranov truss with 5 links— [105] [Fig. 4.1(right)].
Closed-form solutions for the position analysis of all Assur kinematic chains with 3
and 5 links have been obtained on an ad hoc basis by several authors. For the three 3-link
Assur kinematic chains, explicit solutions to the position analysis problem can be found,
for instance, in [30]. The position analysis problem of the ten 5-link Assur kinematic
chains was solved for the first time in closed form by Li and Matthew in [105]. Other
solutions for 5-link Assur kinematic chains have been presented, at least, in [36, 76, 125–
127]. An extensive research on the position analysis of Assur kinematic chains with only
revolute joints, i.e. Baranov trusses, has been performed by the kinematics community
in the last decades, see Tables A.1-A.8 and the references therein, to the point that
a closed-form solution of a 13-link (6 loop) Baranov truss, without relying on variable
eliminations nor trigonometric substitutions, has been presented in the last chapter
(§3.6.2). Beyond 5 links, the closed-form position analysis of some Assur kinematic
chains has only been tackled, to our knowledge, by Wohlhart in [216–218]. In these
works, using the Sylvester’s elimination method, he successfully solved nine 9-link and
one 11-link Assur kinematic chains.
General algorithms indeed exists for the closed-form position analysis of multi-loop
planar linkages but they invariably rely on resultant elimination techniques applied to
sets of kinematic loop equations. For example, as it was briefly discussed in §1.2.1.1,
Nielsen and Roth [133], and Wampler [191] presented general methods for the analysis
of planar linkages using the Dixon’s resultant. Although the uniform treatment of these
elimination-based methods of all planar linkages is remarkable, the position analysis of
Assur kinematic chains based on them has to be carried out on a case-by-case basis
because the required variable eliminations change.
In order to analyze Assur kinematic chains and Baranov trusses in a unified way,
one possibility would be to introduce some transformations that would allow us to treat
the translations associated with the slider joints as rotations. To this end, at least three
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Figure 4.1. The three 3-link Assur kinematic chains (left), and the ten 5-link Assur
kinematic chains (right).
options arise:
1. Substituting the slider joints by inversors [46, Ch. 8]. Although this would solve the
problem, the resulting truss would be, in general, too complicated since one inversor
should be introduced for each slider. Moreover, using this kind of substitutions,
the analysis of a Baranov truss does not seem to provide any insight on the analysis
of their derived Assur kinematic chains.
2. Adding one extra dimension which would permit to have an origin for the rotations
which is lifted outside the 2D plane. Then, it would be possible to turn translations
into rotations. This has to do with the stereographic projection. For example, in
the framework of Clifford algebra, translations on a 2D plane are difficult to handle,
but if one maps that plane onto the surface of a sphere in 3D, then one can identify
the 2D translations with rotations on the surface of the 3D sphere. Although this
approach is mathematically elegant by providing a unified treatment of Baranov
trusses and Assur kinematic chains, it seems to give no clear advantage compared
to the standard approach based on independent kinematic vector equations because
the variables to be eliminated from the set of derived equations also change with
the analyzed Assur kinematic chain.
3. Regarding a translational motion as an infinitely small rotation about a point at
infinity. It is well-known that a translation in the direction (ux, uy) may be rep-
resented as a rotation about the ideal point given in homogeneous coordinates by
(−uy, ux, 0)T . This is probably the most intuitive and simple approach but, de-
pending on the used formulation, it may be difficult to be accommodated. This
chapter is essentially devoted to show how the intrinsic formulations based on dis-
tances and oriented areas resulting from bilateration techniques provide a frame-
work within which this idea can be easily applied thus leading to the conclusion
that the characteristic polynomials of the Baranov trusses contain all the neces-
sary and sufficient information for solving the position analysis of all derived Assur
kinematic chains [166].
4.1 Projective extensions of Baranov trusses
Let us suppose that the revolute joint centered at Pi in Fig. 4.2(a) is replaced by a slider
joint as shown in Fig. 4.2(b) such that Pi is split into P
′
i and P
′′
i . This new joint is placed
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at fixed orientations with respect to the links connected to them. Once an orientation
is assigned to the slider joint axis with respect to its adjacent links, a set of orientation
angles can be defined (in this case αj, αk, αl, and αm) and, as a consequence, an oriented
distance can be assigned to the points of the links connected by this joint with respect to
this axis, as shown in Fig. 4.2(c). The sign of the considered distance will be the sign of
the sine of the corresponding orientation. This defines a set of new points on the slider
axis: those that realize the minimum distance to the considered points (in this case P ′j ,
P ′k, P
′
l , and P
′
m). Note that the slider joint imposes the alignment of all these points
but, for the moment, let us suppose that they all are located at the same distance, say
δi, from P
∞
i as shown in Fig. 4.2(d). This would imply that they would lie on a circle
but, if δi →∞, they would again lie on a line as imposed by the slider join. The result
of these geometric transformation is a joint whose topology is the same as that of the
initial revolute joint, as shown in Fig. 4.2(e), but with the revolute center located at
infinity.
(a) (b) (c)
(d) (e)
Pi
PjPj
Pj
Pj
Pj
PkPk
PkPk
Pk
PlPl
PlPl
Pl
PmPm
PmPm
Pm
P ′i
P ′′i
P ′j
P ′j
P ′k
P ′k
P ′l
P ′l
P ′m
P ′m
P∞i
P∞i
δi
δi
δi
δi
αj
αk
αl
αm
di′,j sinαj
di′,k sinαk
di′′,l sinαl
di′′,m sinαm
δi+di′,j sinαj
δi+di′,k sinαk
δi+di′′,l sinαl
δi+di′′,m sinαm
Figure 4.2. Geometric transformation that permits a slider joint that replaces a revo-
lute joint be transformed back to a revolute joint centered at infinity.
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It is worth noting that, after the described geometric transformation, it might happen
that the orientations of 4P∞i PjPk or 4P∞i PlPm have changed with respect to that of
4PiPjPk or 4PiPlPm, respectively, and this possible sign change has to be taken into
account in the closure condition.
Although the described process is conceptually simple, three special situations arise
that required a detailed analysis:
1. when two adjacent revolute joints are replaced by slider joints,
2. when a slider joint replaces a revolute joint acting as an end point of the segment
whose distance is used as variable in the closure condition, and
3. when all the revolute joints of a link, different to a binary link1, are replaced by
slider joints
Handling these situations is not difficult but requires an explanation that is better
understood through examples. For the first two special cases, this is carried out in
the next section where the above geometric transformation is used to solve the position
analysis of several seven-link Assur kinematic chains derived from the same Baranov
truss. The third case is addressed in the next chapter (§5.2.1.3), for a ternary link, when
solving the forward kinematics of all fully-parallel planar robots. This solution can be
readily extended to higher order links because every n-ary link —i.e., simple polygons
of n vertices— can be triangulated2 using n− 2 triangles [135].
4.2 Position analysis of a family of seven-link Assur kine-
matic chains
The 7/B3 Baranov truss will be used to exemplify the ideas previously presented. First,
we will recall how its characteristic polynomial and, as a consequence, their assembly
modes can be derived from its closure condition given in terms of bilateration matrices.
Then, we will see the effect of substituting one revolute joint by a slider joint —as shown
in Fig. 4.4(a)— on this closure condition using the geometric transformations described
in the previous section. This analysis leaves the way paved for the analysis of the Assur
kinematic chains shown in Fig. 4.4(c), in which two adjacent revolute joints have been
replaced by slider joints, and that shown in Fig. 4.8, in which one of the joints defining
one of the end-points of the segment whose length is used as variable in the closure
condition is replaced by a slider joint.
4.2.1 The assembly modes of the 7/B3 Baranov truss
Let us consider the 7/B3 Baranov truss in Fig. 4.3. It has three independent kine-
matic loops and nine joints. This truss was analyzed in detailed in Section 3.3.3. Its
closure condition based on bilateration techniques, or distance-based closure condition,
according to Fig. 4.3, can be written as (see Table A.1):
s2,8 = det (Q) s1,6, (4.1)
1The case of a binary link is covered in the first situation
2 Triangulation is the partition of a polygon into non-overlapping triangles using only diagonals
between pairs of vertices
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P1
P4P3
P5
P9
P6
P2
P7
P8
Figure 4.3. The 7/B3 Baranov truss.
where
Q =
(
Z1,3,4 − Z1,3,2
)
Z1,6,3 +
(
I− Z9,7,8Z9,4,7
)
Ω
with Ω = −Z1,3,4Z1,6,3+ I−Z6,5,9Z6,1,5 and s4,9 = det (Ω). This equation expresses the
set of values of s1,6 compatible with all links side lengths and the signs of the oriented
areas of the triangles4P5P6P9,4P7P8P9,4P1P2P3 and4P1P3P4. Once the dimensions
of the truss links have been substituted in equation (4.1) and the result expanded, a scalar
radical equation in function of the unknown squared distance s1,6 is obtained which can
be solved using, for example, a Newton interval method. Alternatively, a polynomial
representation can be derived. For example, according to the notation used in Fig. 4.4,
let us set s1,2 = 49, s1,3 = 13, s1,4 = 29, s1,5 = 101, s2,3 = 34, s2,4 = 8, s2,8 = 82,
s3,4 = 10, s3,6 = 36, s4,7 = 52, s5,6 = 10, s5,9 = 29, s6,9 = 13, s7,8 = 10, s7,9 = 34, and
s8,9 = 20. Substituting these values in equation (4.1), expanding it, clearing radicals,
and factorizing the result, we obtain the characteristic polynomial:
s181,6 − 1146.0063 s171,6 + 6.1754 105 s161,6 − 2.0755 108 s151,6 + 4.8684 1010 s141,6
− 8.4515 1012 s131,6 + 1.1239 1015 s121,6 − 1.1693 1017 s111,6 + 9.6369 1018 s101,6
− 6.3307 1020 s91,6 + 3.3187 1022 s81,6 − 1.3832 1024 s71,6 + 4.5432 1025 s61,6
− 1.1580 1027 s51,6 + 2.2360 1028 s41,6 − 3.1489 1029 s31,6 + 3.0382 1030 s21,6
− 1.7877 1031 s1,6 + 4.8226 1031 .
The real roots of this polynomial are 88.5700 and 90.8322. The corresponding config-
urations, for the case in which the ground link is the quaternary link with points located
at P1 = (1, 0)
T , P2 = (8, 0)
T , P3 = (3, 3)
T , and P4 = (6, 2)
T , appear in Fig. 4.5.
Next, we will see the effect of replacing a revolute joint by a slider joint on this truss.
4.2.2 Replacing one revolute joint
When the revolute joint centered at P9 in the above Baranov truss is replaced by a slider
joint as indicated in Fig. 4.4(a), an Assur kinematic chain is obtained. In accordance
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(a) (b)
(c) (d)
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δ1δ1
δ1
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δ2
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Figure 4.4. The distance-based closure condition of the seven-link Assur kinematic
chain with one slider joint in (a) can be obtained by properly substituting in the original
closure condition the square lengths s5,9, s6,9, s7,9, and s8,9, with δ1 → ∞ (b). The
distance-based closure condition of the seven-link Assur kinematic chain with two slider
joints (c) can be computed by properly substituting in the original closure condition
s5,9, s6,9, s7,9, s7,8, s8,9, and s2,8, with δ1 →∞ and δ2 →∞ (d).
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s1,6 = 88.5700 s1,6 = 90.8322
Figure 4.5. The configurations of the 7/B3 Baranov truss used as reference truss.
with the notation used in Fig. 4.4(b), the distance-based closure condition of this new
linkage can be obtained, as explained in section 4.1, by substituting in equation (4.1):
d5,9 = δ1 + d5,9′ sinα1,
d6,9 = δ1 + d6,9′ sinα2,
d7,9 = δ1 + d7,9′′ sinα3,
d8,9 = δ1 + d8,9′′ sinα4,
with δ1 →∞. That is,
lim
δ1→∞
(det (Q) s1,6 − s2,8)∣∣∣∣∣∣∣∣
d5,9 = δ1 + d5,9′ sinα1
d6,9 = δ1 + d6,9′ sinα2
d7,9 = δ1 + d7,9′′ sinα3
d8,9 = δ1 + d8,9′′ sinα4.
(4.2)
Note that the expression det (Q) s1,6 − s2,8, after the substitutions, can be written as a
polynomial in δ1. Therefore, the above limit can be expressed as:
lim
δ1→∞
n∑
i=0
φi(s1,6)δ
i
1
∣∣∣∣∣∣∣∣
d5,9 = δ1 + d5,9′ sinα1
d6,9 = δ1 + d6,9′ sinα2
d7,9 = δ1 + d7,9′′ sinα3
d8,9 = δ1 + d8,9′′ sinα4.
Then, we conclude that, for this limit to be zero, φn(s1,6) = 0. In other words, the new
distance-based closure condition is indeed φn(s1,6) = 0.
Now, according to the notation of Fig. 4.4(b), let us suppose that all link dimensions
of the original Baranov truss remain unaltered, that is, s5,9′ = s5,9, s6,9′ = s6,9, s7,9′′ =
s7,9, and s8,9′′ = s8,9, and that the orientation of the new slider joint is fixed with respect
to its adjacent links such that α1 = pi − arctan 52 and α3 = 2pi − arctan 53 . Then, given
the orientations of 4P5P6P9′ and 4P7P8P9′′ , it turns out that α2 = pi − arctan 23 and
α4 = 2pi−arctan 12 . Substituting these values in equation (4.2), expanding it, computing
the leading coefficient of the resulting polynomial in δ1, clearing radicals, and factorizing
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s1,6 = 49.5561 s1,6 = 50.1965
s1,6 = 50.6270 s1,6 = 85.0000
Figure 4.6. The configurations of the analyzed Assur kinematic chain with one slider
joint.
the result, we obtain the characteristic polynomial
s161,6 − 1088.1889 s151,6 + 5.5629 105 s141,6 − 1.7759 108 s131,6 + 3.9687 1010 s121,6
− 6.5911 1012 s111,6 + 8.4263 1014 s101,6 − 8.4748 1016 s91,6 + 6.7979 1018 s81,6
− 4.3842 1020 s71,6 + 2.2802 1022 s61,6 − 9.5228 1023 s51,6 + 3.1426 1025 s41,6
− 7.9121 1026 s31,6 + 1.4233 1028 s21,6 − 1.6169 1029 s1,6 + 8.6390 1029 .
The real roots of this polynomial are 49.5561, 50.1965, 50.6270, and 85.0000. The
corresponding configurations associated to these new assembly modes appear in Fig. 4.6.
4.2.3 Replacing two adjacent revolute joints
Now, let us suppose that the revolute joint centered at P8 is also replaced by a slider joint
as shown in Fig. 4.4(c). Then, according to the notation used in Fig. 4.4(d), following
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the same reasoning used above, the substitutions to be performed in equation (4.1) are:
d5,9 = δ1 + d5,9′ sinα1,
d6,9 = δ1 + d6,9′ sinα2,
d7,9 = δ1 + d7,9′′ sinα3,
d7,8 = δ2 + d7,8′ sinα6,
d2,8 = δ2 + d3,8′′ sinα7,
with δ1 → ∞ and δ2 → ∞. To obtain the substitution for d8,9, observe that the angle
formed by the two slider joints is α5 − α4. Then,
∠P∞8 P7P
∞
9 = pi − α5 + α4.
Hence, using the cosine theorem, we conclude that:
s8,9 = d
2
8,9 =d
2
7,8 + d
2
7,9 − 2 d7,8d7,9 cos(pi − α5 + α4)
=(δ2 + d7,8′ sinα6)
2 + (δ1 + d7,9′′ sinα3)
2
+ 2(δ2 + d7,8′ sinα6)(δ1 + d7,9′′ sinα3) cos(α5 − α4).
with δ1 →∞ and δ2 →∞. Therefore, the closure condition for the new seven-link Assur
kinematic chain results from computing
lim
δ2→∞
( lim
δ1→∞
(det(Q)s1,6 − s2,8))∣∣∣∣∣∣∣∣∣∣∣∣
d5,9 = δ1 + d5,9′ sinα1
d6,9 = δ1 + d6,9′ sinα2
d7,9 = δ1 + d7,9′′ sinα3
d7,8 = δ2 + d7,8′ sinα6
d28,9 = d
2
7,8 + d
2
7,9 + 2 d7,8d7,9 cos(α5 − α4)
d2,8 = δ2 + d3,8′′ sinα7.
(4.3)
According to the notation used in Fig. 4.4(d), let us again suppose that the di-
mensions of all links remain unaltered, that is, s2,8′′ = s2,8, s5,9′ = s5,9, s6,9′ = s6,9,
s7,8′ = s7,8, s7,9′′ = s7,9, and s8′,9′′ = s8,9, and the orientation of the second slider joint is
fixed with respect to its adjacent links such that α5 = pi−arctan 3 and α7 = pi−arctan 4.
Then, given the orientation of 4P7P8′P9′′ , it turns out that α6 = pi + arctan 12 . Sub-
stituting these values in equation (4.3), expanding it, computing the leading coefficient
of the resulting polynomial in δ1 and then in δ2, and clearing radicals, we obtain the
following characteristic polynomial:
s121,6 − 801.1113 s111,6 + 2.8716 105 s101,6 − 6.0970 107 s91,6 + 8.5621 109 s81,6
− 8.4211 1011 s71,6 + 6.0004 1013 s61,6 − 3.1645 1015 s51,6 + 1.2496 1017 s41,6
− 3.6854 1018 s31,6 + 7.8680 1019 s21,6 − 1.1067 1021 s1,6 + 7.7765 1021 .
The real roots of this polynomial are 48.1037, 85.0000, 88.2000, and 88.5483. The
corresponding configurations associated to these assembly modes appear in Fig. 4.7.
4.2.4 Replacing a revolute joint involved in the definition of the vari-
able distance
According to Fig. 4.8, let us now suppose that the revolute joint centered at P1 is
replaced by a slider joint in the original Baranov truss. In this case, the substitutions
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s1,6 = 48.1037 s1,6 = 85.0000
s1,6 = 88.2000 s1,6 = 88.5483
Figure 4.7. The configurations of the analyzed Assur kinematic chain with two slider
joints.
to be performed in expression (4.1) are:
d1,2 = δ3 + d1′,2 sinα1,
d1,3 = δ3 + d1′,3 sinα3,
d1,4 = δ3 + d1′,4 sinα2,
d1,5 = δ3 + d1′′,5 sinα4,
d1,6 = δ3 + t, (4.4)
with δ3 →∞. Then, the new closure condition depends on a new variable, t, the oriented
distance between P6 and the slider joint axis.
According to the notation used in Fig. 4.8, let us suppose as above that the dimension
of all the original truss links remain unaltered after this substitution, that is, s1′,2 = s1,2,
s1′,3 = s1,3, s1′,4 = s1,4, s1′′,5 = s1,5, and the orientation of the introduced slider joint
axis with respect to its adjacent links is given by α1 = 0 and α4 = arctan 10. Then,
given the orientations of 4P1′P2P4 and 4P1′P4P3, it turns out that α2 = arctan 25 and
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Figure 4.8. Example in which a slider replaces the revolute joint involved in the
definition of the distance in which the closure condition of the truss is expressed.
α3 = arctan
3
2 . Finally, performing the substitutions given in (4.4) in equation (4.1),
expanding the result, computing the leading coefficient of the resulting polynomial in
δ3, and clearing radicals, we obtain the characteristic polynomial:
t18 − 99.9226 t17 + 4616.5154 t16 − 1.3111 105 t15 + 2.5703 106 t14
− 3.7071 107 t13 + 4.0975 108 t12 − 3.5707 109 t11 + 2.5033 1010 t10
− 1.4322 1011 t9 + 6.7649 1011 t8 − 2.6752 1012 t7 + 9.0667 1012 t6
− 2.7287 1013 t5 + 7.5300 1013 t4 − 1.8819 1014 t3 + 3.8837 1014 t2
− 5.5359 1014 t+ 3.8671 1014 .
The real roots of this polynomial are 7.4867 and 8.7825. The corresponding config-
urations associated to these assembly modes appear in Fig. 4.9.
Note that the case in which two slider joints replace the two revolute joints defining
the endpoints of the segment whose length is used as variable in the closure condition
can always be avoided because all kinematic loops of an Assur kinematic chain contain
at least one revolute joint.
In this chapter, we have shown how all Assur kinematic chains can be seen as projec-
tive extensions of Baranov trusses, that is, Baranov trusses with revolute joint centers
located at infinity and how this fact can be easily accommodated in a distance-based for-
mulation. This result leads to the conclusion that the closure conditions for the Baranov
trusses thus formulated can be directly used to solve the position analysis of all Assur
kinematic chains derived from them. Since the distance-based closure conditions for all
the cataloged Baranov trusses have been presented in Chapter 3, the position analysis
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t = 7.4867 t = 8.7825
Figure 4.9. The configurations of the analyzed seven-link Assur kinematic chain whose
closure condition is expressed in terms of the oriented distance between a revolute joint
and the slider joint axis.
of all derived Assur kinematics chains can be carried out without having to perform
new sets of variable eliminations, as it is the usual practice when deriving characteristic
polynomials from sets of independent vector loop equations.
Chapter 5
The forward kinematics of all fully-parallel planar
robots
5.1 The forward kinematics of 3-RPR planar robots
Much has been written about the 3-RPR planar parallel robot because of its practical
interest, mechanical simplicity, and rich mathematical properties [123]. Such a robot
consist of a moving platform connected to the ground through three revolute-prismatic-
revolute kinematic chains. The prismatic joint of each chain is actuated and the forward
kinematics problem consists in, given the prismatic joint lengths, calculating the Carte-
sian pose of the moving platform. A clever reasoning, based on the number of possible
intersections between a circle and the general coupler curve of a 4-bar mechanism, per-
mits to conclude that this problem has at most 6 different solutions [80]. That is, for
fixed leg lengths, it is possible to assemble the robot in up to six different ways, known as
assembly modes. In general, it is not possible to express analytically these six Cartesian
poses as functions of the actuated joint coordinates, except for some particular cases
known as analytic robots [54]. This chapter is devoted to the problem of finding these
poses efficiently and accurately for all cases.
The usual approach to obtain the aforementioned assembly modes consists in manip-
ulating the kinematic equations of the robot to reduce the problem to finding the roots
of a polynomial in one variable, the characteristic polynomial, which must be of the
lowest possible degree, that is, a sextic. E. Peysah is credited to be the first researcher
in obtaining this sextic in 1985 [137]. The same result was obtained independently at
least by G. Pennock and D. Kassner in 1990 [141], K. Wohlhart in 1992 [214], and C.
Gosselin et al., also in 1992 [56]. The formulation due to C. Gosselin et al. has become
thereafter the standard one. The major step in this formulation is to find an equation
only in θ (the orientation of the moving platform), that is, to eliminate all other vari-
ables from the system until an equation is obtained that contains only θ. Finally, a
tangent-half-angle substitution is applied to translate sine and cosine functions of θ into
rational polynomial expressions in a new variable t = tan(θ/2).
In order to simplify as much as possible the coefficients of the resulting 6th-degree
polynomial, it is possible to express the coordinates of the base attachments according
to a specific coordinate frame. For example, by making one coordinate axis to coincide
with the baseline between two base attachments and/or locating the origin at one base
attachment. Nevertheless, this kind of simplifications has an important drawback: the
numerical conditioning of the resulting formulation depends on the chosen reference
frame. This is why those formulations which are not linked to a particular reference
frame —or coordinate-free formulations— are preferable. In 2001, X. Kong and C.
Gosselin proposed a coordinate-free formulation by deriving a sextic in tan(ψ/2), where
ψ is the angle formed between one leg and one of its adjacent base sides [98]. Although
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this formulation was used to study analytic instances, it is certainly superior to the
one in [56] for the aforementioned reason. Nevertheless, the problems derived from the
tangent-half-angle substitution still remained.
The tangent-half-angle substitution poses two well-known problems. One results
from the fact that tan(θ/2) is undefined for θ = ±pi. Moreover, it can become difficult to
reconstruct other roots, occurring in conjunction with the root θ = ±pi [106]. The other
problem is the introduction of extraneous roots. Both problems are well known and can
be handled but it complicates notably subsequent calculations [100]. One alternative to
this substitution is to keep cos(θ) and sin(θ), both as variables, and to add the equation
sin2(θ) + cos2(θ) = 1 to the elimination process.
A more elegant mathematical framework is obtained by viewing the planar moving
platform displacements as points in a four-dimensional homogeneous space. This can be
achieved using, for example, the kinematic mapping, as in [81] and further elaborated
in [76], or Clifford algebra, as in [37]. A similar treatment may be obtained by using the
substitutions sin(θ) = 2sc/(c2+s2) and cos(θ) = (c2−s2)/(c2+s2) which, after clearing
denominators, lead to homogeneous equations in s and c. This noncoordinate-free for-
mulations avoid the tangent-half-angle substitution but the problem with ±pi turns still
remains if one of the used homogeneous coordinates is normalized to 1. Alternatively, a
normalizing condition involving two variables is possible thus adding one more equation
to the elimination process.
An important fact that has been commonly overlooked by the robotics community
is that solving the forward kinematics of the 3-RPR parallel robot is equivalent to find-
ing the distinct planar embeddings, up to Euclidean motions, of a graph with vertices
subject to edge lengths constraints. This graph corresponds to what in [153] is called
the doublet, or in [18], the Desargues framework. In both cases, the number of possi-
ble embeddings is obtained by formulating the problem purely in terms of distances.
This kind of approach leads to undesired solutions to the original problem because the
embeddings containing mirror reflections of the base and/or the moving platform also
count as valid solutions. In [153], the embedding problem is tackled by assigning co-
ordinates to two points whose distance is known and solving a system of 8 equations
(the remaining 8 distances constraints) in 8 variables (the coordinates of the remaining
4 points). The resultant is a polynomial of degree 28 which factors as the product of a
degree 12 and a degree 16 polynomial. Alternatively, in [18], the problem is formulated
in terms of equations involving Cayley-Menger determinants which permit to conclude
that there exists edge lengths which induce up to 24 embeddings, 6 for each combination
of the base and the platform triangles and their mirror reflections. In this chapter, we
introduce a further twist to this approach that allows us to solve the problem by a se-
quence of bilaterations. As a result, a 6th-degree characteristic polynomial, which is not
linked to any particular reference frame, is straightforwardly obtained without variable
eliminations nor tangent-half-angle substitutions. Moreover, the obtained polynomial is
mathematically more tractable than the one obtained using other approaches because
its coefficients are the result of operating with bilateration matrices.
5.1.1 Distance-based formulation
Figure 5.1 shows a general 3-RPR planar robot platform. The center of the three
grounded passive revolute joints, , define the base oriented triangle 4P1P2P3 and the
three moving passive revolute joints centers, , the moving oriented triangle 4P4P5P6.
The squared lengths of the active prismatic joints are s1,4, s2,5, and s3,6. Angles α
and β have been chosen so that their signs determine the orientation of the base and
platform triangles, respectively. Note that, once the active prismatic joints are locked,
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Figure 5.1. A general planar 3-RPR parallel robot and its associated notation.
a general 3-RPR planar robot platform is kinematically equivalent to a 5/B1 Baranov
truss [Fig. 3.2(right)]. Hence, the forward kinematic analysis of a 3-RPR robot, that is,
the computation of the feasible assembly modes given fixed lengths of the active joints,
can be reduced, according to the notation of Fig. 5.1, to solve the distance-based closure
condition [162]:
s3,6 = det (I− Z1,2,3Z1,5,2 − Z5,4,6Z5,1,4)T. (5.1)
where T = s1,5,
Z1,2,3 ,
(
b1 −b2
b2 b1
)
=
1
2 s1,2
(
s1,2 + s1,3 − s2,3 −sign(α) 4A1,2,3
sign(α) 4A1,2,3 s1,2 + s1,3 − s2,3
)
and
Z5,4,6 ,
(
d1 −d2
d2 d1
)
=
1
2 s4,5
(
s4,5 + s5,6 − s4,6 sign(β) 4A5,4,6
−sign(β) 4A5,4,6 s4,5 + s5,6 − s4,6
)
,
with A1,2,3 ≥ 0 and A5,4,6 ≥ 0, are constant matrices that depend only on the geometry
of the base and the moving platform, respectively, and
Z1,5,2 =
1
2T
(
T + s1,2 − s2,5 −4A1,5,2
4A1,5,2 T + s1,2 − s2,5
)
and
Z5,1,4 =
1
2T
(
T + s4,5 − s1,4 −4A5,1,4
4A5,1,4 T + s4,5 − s1,4
)
are functions of T .
Equation (5.1) expresses the set of values of T compatible with s1,4, s2,5, and s3,6,
the base and the moving platform squared side lengths, s1,2, s1,3, s2,3, and s4,5, s5,6, s4,6,
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respectively, and the orientation of the base and platform triangles. The expansion of
this equation gives
Φa + 2ΦbA1,5,2 + 2ΦcA5,1,4 + 4ΦdA1,5,2A5,1,4 = 0 (5.2)
where
Φa =
(
1
2
b1d1 +
1
2
b2d2 − b1 − d1 + 1
)
T 2
+
[
s1,2(b
2
1 + b
2
2) + s4,5(d
2
1 + d
2
2)
+
1
2
(−s1,4 + s4,5 + s1,2 − s2,5) (b1d1 + b2d2)
+ (s2,5 − s1,2) b1 + (s1,4 − s4,5) d1 − s3,6]T
+
1
2
(s4,5 − s1,4)(s1,2 − s2,5)(b1d1 + b2d2)
Φb =(b1d2 − b2d1 + 2b2)T + (s4,5 − s1,4)(b1d2 − b2d1)
Φc =(b2d1 − b1d2 + 2d2)T + (s1,2 − s2,5)(b2d1 − b1d2)
Φd =2(b1d1 + b2d2).
The above equation is a scalar radical equation in T whose roots, in the range in which
the signed areas of the triangles 4P1P5P2 and 4P5P1P4 are real, that is, the range[
max{(d1,2 − d2,5)2, (d4,5 − d1,4)2},min{(d1,2 + d2,5)2, (d4,5 + d1,4)2}
]
, (5.3)
determine the assembly modes of the analyzed robot. After properly twice squaring
equation (5.2), we obtain an expression of the form:
T 2 Γ(T ) = 0 (5.4)
where Γ(T ), a 6th-degree polynomial in T , is the distance-based characteristic polyno-
mial of the general 3-RPR planar robot platform. For a detailed derivation of equations
(5.1) and (5.4), see §3.2 applying the permutation[
1 2 3 4 5 6
1 3 2 4 6 5
]
to equation (3.2). In fact, observe that an alternative distance-based characteristic
polynomial in s1,6 can be derived for the general 3-RPR planar robot platform. This
equivalent polynomial form, called Γ(s1,6), will be used in section 5.2.
5.1.2 Analytic robots
The leading coefficients of Φa, Φb, Φc, and Φd do not depend on s1,4, s2,5, or s3,6.
As a consequence, they can be made to be identically zero by properly choosing the
dimensions of the base and the moving platform thus simplifying the formulation. For
example, the maximum simplification is attained by coalescing two attachments both in
the base and the platform. In this case, Φa = T
2 + b T and Φb = Φc = Φd = 0. Table
5.1 compiles different geometric conditions that lead to simplifications for the resulting
characteristic polynomial. All of them have already been studied on a case-by-case basis
[37, 54, 89, 98, 211]. They lead to analytic robots because the roots of the resulting
characteristic polynomials can be obtained using only the basic arithmetic operations and
the taking of nth roots. Table 5.1 summarizes, for each case, the resulting Φ-polynomials,
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the degree of the characteristic polynomial derived in the previous section, and references
to related works. Since, in general, these related works use ad-hoc formulations that
require solving more than one polynomial in cascade, the degrees of these polynomials
are given in parenthesis besides the corresponding reference.
There have been found four families of analytic robots that satisfy at least one of the
following geometric conditions:
C1: two attachments on the base, or on the platform, coincide;
C2: the attachments, both on the base and the platform, are collinear;
C3: the base and platform triangles are similar; and
C4: the base and the platform are inverted triangles (one is the mirror reflection of the
other).
It is well-known that there are formulas involving radicals for finding the roots of
polynomials of degree lower than 5. As a consequence, the analytic 3-RPR planar
parallel robots are also referred as those robots whose characteristic polynomial is of
degree lower than 5 or it factors into terms of degree lower than 5. Nevertheless, it
can be checked that the irreducible characteristic polynomial in T for a parallel robot
satisfying the geometric condition C4 —which is known to be analytic— is of degree
6. The solution to this apparent contradiction requires Galois theory. To be precise,
we recall that a polynomial equation is solvable by radicals precisely when the Galois
group of the polynomial is solvable. It can be checked that the resulting sextic in T for
a parallel platform satisfying the geometric condition C4 is solvable [59]. Thus, a more
precise definition of analytic robots would be “robots whose characteristic polynomial
Galois group is solvable”.
5.1.3 Examples
The examples contained in this subsection try to highlight the advantages of the proposed
distance-based formulation, first by analyzing a case in which the standard previous
formulations fail to provide the correct result, and then by showing that it is valid for
all specialized cases that have been previously studied on an ad hoc basis.
5.1.3.1 Example I: A comparison with previous formulations
Let us study the planar 3-RPR parallel robot with geometric parameters α > 0, β > 0,
s1,2 = 16, s1,3 = 65, s2,3 = 73, s4,5 = 36, s4,6 = 25, and s5,6 = 25, and squared input
joints s1,4 = 1, s2,5 = 121, and s3,6 = 169. If P1 = (0, 0)
T , P2 = (4, 0)
T , and P3 = (1, 8)
T ,
it can be verified that the characteristic polynomial of this robot, using the formulation
derived in [56], reduces to:
1469440X4 + 1755136X3 + 4261376X2 + 1140736X + 219136
with
sin(θ) =
2X
1 +X2
and cos(θ) =
1−X2
1 +X2
,
θ being the angle between the lines defined by P1P2 and P4P5. The roots of this polyno-
mial are −0.4573−1.5419i, −0.4573+1.5419i, −0.1399−0.1952i, and −0.1399+0.1952i.
Since none of them is real, it can be erroneously concluded that the robot under study
cannot be assembled with the given leg lengths.
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Case Φ-polynomials
Degree
Previous works
Γ(T )
Double
Coincidence
T
Φa = T
2 + b T
1
Φb = 0
Φc = 0
Φd = 0
Coincidence
T
Φa = aT
2 + b T
2
Collins [37] (1 quartic)
Φb = 0
Φc = f T
Φd = 0
T
Φa = aT
2 + b T
2
Φb = dT
Φc = 0
Φd = 0
Coincidence
T
Φa = aT
2 + b T
1
Collins [37] (1 quadratic)
Φb = 0 Gosselin & Merlet [54] (2 quadratics)
Φc = 0
+
Φd = 0
T
Φa = aT
2 + b T
1
Collinearity
Φb = 0
Φc = 0
Φd = 0
Collinearity
T
Φa = aT
2 + b T + c
3
Collins [37] (1 cubic)
Φb = 0 Gosselin & Merlet [54] (1 sextic)
Φc = 0 Kong & Gosselin [98]
Φd = h (1 cubic + 1 quadratic)
Collinearity
T
Φa = aT
2 + b T + c
2
Kong & Gosselin [98] (2 quadratics)
+
Φb = 0
Φc = 0
Similarity Φd = 4 a
T
Φa = aT
2 + b T + c
4
Kong & Gosselin [98] (2 quadratics)
Similarity Φb = dT + e Collins [37] (1 quadratic)
Φc = −d T + g Ji & Wu [89] (2 quadratics)
Φd = 4 a Gosselin & Merlet [54]
(1 cubic + 1 quadratic)
T
Φa = aT
2 + b T + c
6∗
Wenger et al. [211]
Mirror Φb = dT + e (1 cubic + 1 quadratic)
reflection Φc = f T + g
Φd = 4 a (∗Solvable)
Table 5.1. The known 3-RPR analytic planar robots.
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Figure 5.2. Configuration analyzed in Example I using the formulations presented in
[56], [98], and [81]. The lines in red, blue, and green correspond to the legs associated
to P1P4, P2P5, and P3P6, respectively.
Alternately, using the formulation derived in [98], the following characteristic poly-
nomial is obtained:
4408320Y 4 − 1744896Y 3 + 7788032Y 2 − 1464320Y + 3564544
where
sin(ψ) =
2Y
1 + Y 2
and cos(ψ) =
1− Y 2
1 + Y 2
,
ψ being the angle between the lines defined by P1P4 and P1P2. The roots of this
polynomial are −0.0363 − 0.9243i, −0.0363 + 0.9243i, 0.2342 − 0.9435i, and 0.2342 +
0.9435i. Again, since none of them is real, it can be erroneously concluded that the robot
under study cannot be assembled with the given leg lengths thus confirming the results
obtained using the formulation proposed in [56]. The formulation described in [81] leads
to an analogous situation when one of the homogeneous coordinates is normalized to 1.
Using the implementation for this formulation reported in [71], and choosing the moving
reference frame such that P4 = (0, 0)
T and P5 = (6, 0)
T in it, the resulting polynomial
is:
1469440Z4 + 1755136Z3 + 4261376Z2 + 1140736Z + 219136,
where Z is a component of the kinematic image space coordinates (referenced as x1 in
[71]). The roots of this polynomial are −0.4573− 1.5419i, −0.4573+1.5419i, −0.1399−
0.1952i, and −0.1399 + 0.1952i. Again, none of them is real. Nevertheless, substituting
the geometric parameters of the robot under study and the values of the input vari-
ables given above in the polynomial derived in Section 5.1.1, the following characteristic
polynomial is obtained
− 7738000T 6 + 4843775840T 5 − 1068953603696T 4 + 100805055226688T 3
− 4600887845553776T 2 + 101331227980892000T − 876950498856250000.
The roots of this polynomial are 27.4034−8.5802i, 27.4034+8.5802i, 236.5829−35.6700i,
236.5829 + 35.6700i, and a double root at 49.0000. It can be checked that the obtained
double real root corresponds to a valid configuration of the analyzed 3-RPR parallel
robot, in clear contradiction with what was concluded using the formulations proposed
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T θ P4
0.0000 −0.6524 (−2.1785, 2.4284)T
0.0000 0.5236 (−2.4641,−2.0000)T
23.0400 −0.7634 (4.4641, 2.0000)T
44.3077 −1.4420 (4.4641, 2.0000)T
Figure 5.3. The four moving platform poses obtained in Example II and their graphical
representation.
in [56], [98], and [81]. In the moving platform pose associated with this double root,
θ = pi, ψ = pi, and P4 = (−1, 0)T . Fig. 5.2 depicts this configuration.
The obtained results confirm that the previous formulations might incur into ro-
bustness problems. This is a highly relevant fact for the kinematic analysis and non-
singular assembly-mode change studies of 3-RPR parallel robots [82, 225]. The presented
distance-based formulation does not exhibit this kind of undesirable behavior [158].
5.1.3.2 Example II: Roots at T = 0
Consider the robot with geometric parameters α > 0, β > 0, s1,2 = 16, s1,3 = 9,
s2,3 = 25, s4,5 = 16, s4,6 = 13, and s5,6 = 13, and squared input joints s1,4 = 16,
s2,5 = 16, and s3,6 = 4. Substituting these values in Γ(T ), the following polynomial is
obtained
−83200T 6 + 5603328T 5 − 84934656T 4.
It has a quadruple root at T = 0 that leads to two valid configurations. The moving
platform poses associated with each root of the above polynomial for the case in which
P1 = (1, 0)
T , P2 = (2
√
3 + 1, 2)T , and P3 = (−12 , 32
√
3)T appear in Fig. 5.3.
Analogously to the previous example, this one cannot either be properly analyzed
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T θ P4
20 −1.2490 (2.0000,−1.0000)T
20 −0.3218 (6.0000, 3.0000)T
196
5 1.0362 (2.6913,−2.1610)T
196
5 −0.7524 (3.3887, 2.7210)T
Figure 5.4. The four moving platform poses obtained in Example III and their graphical
representation.
using the formulation presented in [98] and, depending on the location of the chosen
reference frames, using the formulations derived in [56] and [81].
Finally, observe that, if T = 0, the moving platform pose can be obtained by only
two bilaterations which determine up to four possible values for P6 and at least one of
them must satisfy the distance constraint between P3 and P6.
5.1.3.3 Example III: Coalescence of two attachments
Consider the manipulator with geometric parameters α > 0, β < 0, s1,2 = 25, s1,3 = 0,
s2,3 = 25, s4,5 = 10, s4,6 = 10, and s5,6 = 8, and squared input joints s1,4 = 10, s2,5 = 25,
and s3,6 = 36. Substituting these values in Γ(T ), the following polynomial is obtained:
10T 2 − 592T + 7840,
whose roots are 20 and 1965 . Each of them have two associated moving platform poses.
The four resulting poses for the case in which P1 = P3 = (5, 0)
T and P2 = (0, 0)
T appear
in Fig. 5.4.
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T θ P4
4 1.3181 (−0.2500,−0.9682)T
4 −1.3181 (−0.2500, 0.9682)T
11
2 0.7227 (−1.0000, 0.0000)T
11
2 −0.7227 (−1.0000, 0.0000)T
Figure 5.5. The two moving platform poses obtained in Example IV and their graphical
representation.
5.1.3.4 Example IV: Collinearity of base and platform attachments
The collinear of the base and platform attachments imply that d1,2± d1,3± d2,3 = 0 and
d4,5 ± d4,6 ± d5,6 = 0 for a certain combination of signs. As an example, consider the
robot with geometric parameters α > 0, β > 0, s1,2 = 1, s1,3 = 4, s2,3 = 1, s4,5 = 9,
s4,6 = 4, and s5,6 = 1, and squared input joints s1,4 = 1, s2,5 = 4, and s3,6 = 4. This
robot was also used as an example in [56] and [98]. Substituting these values in Γ(T ),
the following polynomial is obtained:
8T 3 − 78T 2 + 195T − 44,
whose roots are 14 , 4, and
11
2 . However, note that the root at T =
1
4 is outside the
interval given by (5.3), therefore it does not correspond to a valid configuration. The
moving platform poses for the case in which P1 = (0, 0)
T , P2 = (1, 0)
T , and P3 = (2, 0)
T
appear in Fig. 5.5.
If, in addition to the collinearity condition, the base and the moving platform are
similar, the characteristic polynomial reduces to a polynomial of second degree.
5.1.3.5 Example V: Similar base and platform
In terms of the geometric parameters, the similarity constraint implies that d4,5 = kd1,2,
d4,6 = kd1,3, and d5,6 = kd2,3, with k > 0. Substituting these expressions in Γ(T ), it
reduces to a quartic. As an example of this analytic family, consider the robot presented
in [98], whose geometric parameters are α > 0, β > 0, s1,2 = 1600, s1,3 = 400, s2,3 =
400 (5 − 2√3), s4,5 = 400, s4,6 = 100, and s5,6 = 100 (5 − 2
√
3). Substituting these
values in the resulting quartic, with squared input variables s1,4 = 4, s2,5 = 1936, and
s3,6 = 441, the following characteristic polynomial is obtained:
1.7916T 4 − 2752.8830T 3 + 1.5749 106T 2 − 3.9782 108T + 3.7457 1010 .
The platform poses associated with each root of the above polynomial, for the case in
which P1 = (0, 0)
T , P2 = (40, 0)
T , and P3 = (10
√
3, 10)T , appear in Fig. 5.6.
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T θ P4
329.4937 −1.5351 (−0.7943, 1.8355)T
345.1531 1.5040 (1.4501, 1.3774)T
387.5845 −1.5040 (1.9805,−0.2787)T
474.3144 1.5351 (1.0160, 1.7227)T
Figure 5.6. The four moving platform poses obtained in Example V and their graphical
representation.
5.1.3.6 Example VI: Mirrored base and platform
Consider the manipulator with geometric parameters α > 0, β < 0, s1,2 = 1, s1,3 = 1,
s2,3 = 2, s4,5 = 1, s4,6 = 1, and s5,6 = 2, and squared input joints s1,4 = 4, s2,5 =
1
4 , and
s3,6 = 1, the resulting irreducible characteristic polynomial in T is:
− 32T 6 + 432T 5 − 4455
2
T 4 +
39839
8
T 3 − 339993
64
T 2 +
110565
32
T − 47385
32
.
This example, which leads to a degeneration of Gosselin’s formulation [56], corresponds
to the robot presented in [212] where it is shown to be analytic. Indeed, it can be checked
that the Galois group of the above polynomial is solvable.
5.2 All fully-parallel planar robots and their forward kine-
matics
A fully-parallel planar robot consists of a moving platform connected to a fixed base by
three serial kinematic chains, or legs. Each chain consists of three independent 1-degree-
of-freedom lower pair joints, one of which is driven by an actuator. Thus, each chain
provides the control of one of the three degrees of freedom of the moving platform —the
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Type RR Type RP Type PR Type PP
RRR
RRR
RRR
RPR
PRR
RRP
RPR
RPP
RPP
PRP
RRP
RRP
RPR
PRR
PRR
PRP
PPR
PPR
RPP
PRP
PPR
Table 5.2. Fully-parallel planar robot leg types.
number of degrees of freedom of an object is the number of its possible independent
displacements. Since the movement of the moving platform is confined to a plane, only
revolute (R) and prismatic (P) pairs are considered. Then, the topology of each serial
kinematic chain can be described by three letters. There are seven possible combinations:
RRR, RPR, RRP, PRR, RPP, PRP, and PPR. The chain PPP is not considered because
three P pairs represent three translations in the plane which cannot be independent.
The actuated joint is identified by underlying it. Then, since any of the three joints
can be actuated, there are twenty one possible legs which can be grouped in four leg
architectures —known as the RR, PR, RP and PP legs (see Table 5.2)— attending to
the sequence of passive joints. The number of passive prismatic joints in a loop cannot
be more than three, otherwise the robot would gain one degree of freedom. This fact
limits the number of possible PP legs to one. Then, since there are
(18
3
)
= 1140 feasible
combinations of legs of type RR, PR, and RP, and 3 · (182 ) = 513 feasible combinations
of one leg of type PP with any two legs of the other three types, the total number of
different fully-parallel planar robots is 1653. When the three actuators are locked, the
robot becomes a rigid structure —i.e., a kinematic chain of mobility zero— provided
that it is not in a singularity. This permits to classify these 1653 robots into 10 classes
attending to the topology of the resulting structure (see Table 5.3). Up to this point,
we have followed the standard discourse used in Robotics to present all possible fully-
parallel planar robots but observe that the resulting structures are nothing more than
the 5-link Assur kinematic chains, also known as the planar Assur II groups [30].
The forward kinematics of parallel robots consists in finding the possible assemblages,
usually called assembly modes, of the mobile platform, for specified values of the actuated
joint coordinates, with respect to the fixed base. Thus, it reduces to the position analysis
of one of the ten possible structures in Table 5.3. Numerical solutions to this problem are
enough for many applications but yield little insight into the problem. The alternative
are the exact methods which rely on the computation of a characteristic polynomial thus
providing what its is usually called a closed-form solution to the problem.
In 1987, Li and Matthew solved the position analysis problem of the ten 5-link Assur
kinematic chains in closed form for the first time [105]. Their approach corresponded
in realizing that every Assur II group consisted of two kinematically independent loops
which can be classified into only six types: RRRR, RPRR, RPPR, RPRP, RRPP, and
RPPP. Then, they reduced the problem to obtain the loop equations for these six loops
in general form and compute the resultant in a single variable for the ten feasible combi-
nations. Although outstanding in many ways for its time (the authors even envisaged the
possibility of applying their results to planar and spherical robots), this work has been
overlooked by the Robotics community. In 1996, Merlet tackled the same problem from
a different point of view which resulted in a case-by-case analysis [121]. Other solutions
for some 5-link Assur kinematic chains have been presented, at least, in [36, 125–127].
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Robot family
Associated structure Leg types(# of different
robot topologies)
I (56) RR-RR-RR
II (252)
RP-RR-RR
PR-RR-RR
III (216) RP-PR-RR
IV (252)
RP-RP-RR
PR-PR-RR
V (252)
RP-RP-PR
PR-PR-RP
VI (63) PP-RR-RR
VII (216)
PP-RR-RP
PP-RR-PR
VIII (112)
RP-RP-RP
PR-PR-PR
IX (108) PP-PR-RP
X (126)
PP-RP-RP
PP-PR-PR
Table 5.3. The 10 fully-parallel planar robot families.
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The development of a remarkable unified formulation for the forward kinematics of
all fully-parallel planar robots started in 1995 with Husty’s first use of the Gru¨nwald-
Blaschke kinematic mapping to solve the forward kinematics of the 3-RPR robot [81].
This formulation was thereafter extended by Hayes, Chen, Zsombor-Murray, and Husty
himself who presented their results in a series of publications that culminated with a
recent monograph [33, 34, 71–76, 228]. The approach followed by these authors is based
on examining the motion of each leg separately which can be represented by only three
types of surfaces: an hyperbolic paraboloid (for legs of type PR and RP), a hyperboloid
of one sheet (for legs of type RR), or a plane (for legs of type PP). Then, the forward
kinematics problem boils down to find the points of intersection of these three such
surfaces. The result is indeed a uniform procedure for solving the forward kinematics
of all fully-parallel planar robots but an elimination process is still required to obtain a
univariate polynomial for 6 different cases.
A different unifying approach stems from regarding a translational motion as an
infinitely small rotation about a point at infinity. It is well-known that a translation
in the direction (ux, uy) may be represented as a rotation about the ideal point given
in homogeneous coordinates by (−uy, ux, 0). This is probably the most simple unify-
ing approach to deal with revolute and prismatic joints simultaneously but, using the
standard formulations such as those based on independent loop equations, it is difficult
to be accommodated. This section is essentially devoted to show how a coordinate-free
formulation based on distances and oriented areas provides a framework within which
this idea can be easily applied. This will allow us to conclude that the characteristic
polynomial of the 3-RPR robot contains all the necessary and sufficient information for
solving the forward kinematics of all fully-parallel planar robots.
To this end, section 5.2.1, following the ideas presented in Chapter 4, shows how to
transform any fully-parallel robot with passive prismatic joints into a 3-RPR robot with
some revolute joint centers located at infinity. Section 5.2.2 shows through examples
how to solve —using the characteristic polynomial of the 3-RPR robot— the position
analysis of different fully-parallel planar robots.
5.2.1 Replacing revolute by prismatic joints
In this point, we will consider the case in which the three revolute joints connected to
the moving platform in a 3-RPR robot are replaced by prismatic joints. We will proceed
progressively by replacing first one, then two, and finally the three revolute joints. At
the end, it will become clear that all other cases can be easily deduced from this analysis
[164].
5.2.1.1 Replacing one revolute joint
Let us suppose that the revolute joint centered at P4 in Fig. 5.1 is replaced by a prismatic
joint, as shown in Fig. 5.7(top), such that P4 is split into P
′
4 and P
′′
4 . This new joint
is placed at fixed orientations with respect to the links connected to them. Once an
orientation is assigned to the prismatic joint axis with respect to its adjacent links, a set
of orientation angles can be defined (in this case α1, α2 and α3) and, as a consequence,
an oriented distance can be defined between P1, P5 and P6 and the prismatic joint axis.
This defines a set of new points on this axis: those that realize the minimum distance to
P1, P5 and P6 which are denoted by in Fig. 5.7(bottom). Note that the prismatic joint
imposes the alignment of these points but, for the moment, let us suppose that they all
are located at the same distance, say δi, from P
∞
4 . This would imply that they would
lie on a circle but, if δi →∞, they would again lie on a line as imposed by the prismatic
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P1
P1
P2
P2
P3
P3
P ′4
P ′4 P
′′
4
P ′′4
P∞4P
∞
4P
∞
4
P5
P5
P6
P6
α1
α2
α3
δ1δ1δ1
d1,4′′ sinα1
d4′,6 sinα2
d4′,5 sinα3
Figure 5.7. One revolute joint in the moving platform is substituted by a prismatic
joint.
join. Actually, the presented geometric transformation simply consists in replacing P4
by P∞4 and substituting the distances between P4 and P1, P5, and P6, by
d4,1 = δ1 + d1,4′′ sinα1,
d4,5 = δ1 + d4′,5 sinα3,
d4,6 = δ1 + d4′,6 sinα2,
with δ1 →∞, respectively.
As it was already stood out in §4.1, it is worth noting that, after the described geo-
metric transformation, it might happen that the orientation of 4P∞4 P5P6 have changed
with respect to that of 4P4P5P6. This has to be taken into account in the characteristic
polynomial by changing the sign of A6,4,5 if needed.
The characteristic polynomial for the resulting robot after the introduction of a
prismatic joint results from computing
lim
δ1→∞
Γ(s1,6)
∣∣∣∣∣∣
d1,4 = δ1 + d1,4′′ sinα1
d4,5 = δ1 + d4′,5 sinα3
d4,6 = δ1 + d4′,6 sinα2,
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where Γ(s1,6) is the distance-based characteristic polynomial in s1,6 of the 3-RPR planar
robot platform. Now, rewriting Γ(s1,6), after the substitutions, as a polynomial in δ1,
the above limit can be expressed as:
lim
δ1→∞
n∑
i=0
γi(s1,6)δ
i
1
∣∣∣∣∣∣
d1,4 = δ1 + d1,4′′ sinα1
d4,5 = δ1 + d4′,5 sinα3
d4,6 = δ1 + d4′,6 sinα2.
Then, we conclude that, for this limit to be zero, γn(s1,6) = 0. In other words, the new
characteristic polynomial is γn(s1,6).
5.2.1.2 Replacing two revolute joints
δ1
δ2
δ2
P2
P3
P6
P ′4
P ′5
P ′′5
P∞5
P∞5
P∞4
α3
α4 α5
α6
(α5 − α3)
(pi − α5 + α3)
Figure 5.8. Two revolute joints connected to the moving platform are substituted by
prismatic joints.
Now, let us suppose that the revolute joint centered at P5 is also replaced by a
prismatic joint as indicated in Fig. 5.8. Following the same reasoning used above, this
is equivalent to replace P5 by a point at infinity, P
∞
5 , and substituting the distances
between P5 and P2, and P6, by
d5,2 = δ2 + d5′′,2 sinα6,
d5,6 = δ2 + d5′,6 sinα4,
with δ2 → ∞, respectively. To obtain the substitution for d4,5, observe that the angle
formed by the two prismatic joints is α5 − α3. Then,
∠P∞5 P6P
∞
4 = pi − α5 + α3.
Therefore, using the cosine theorem, we conclude that:
d24,5 =d
2
5,6 + d
2
4,6 − 2 d5,6d4,6 cos(pi − α5 + α3)
=(δ2 + d5′,6 sinα4)
2 + (δ1 + d4′,6 sinα2)
2
+ 2(δ2 + d5′,6 sinα4)(δ1 + d4′,6 sinα2) cos(α5 − α3)
with δ1 →∞ and δ2 →∞.
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5.2.1.3 Replacing three revolute joints
δ1
δ2
δ3
δ3
α2
α4
α6
α7
α8
P3
P ′4
P ′6
P ′5
P ′′6
P∞6
P∞6
P∞4
P∞5
(α2 − α6)
(α7 − α4)
Figure 5.9. The three revolute joints connected to the moving platform are substituted
by prismatic joints.
Finally, let us assume that the revolute joint centered at P6 is also replaced by
a prismatic joint with the orientation angles indicated in Fig. 5.9. Using the same
reasoning as above, this is equivalent to take P6 to infinity and substitute the distance
between P6 and P3 by
d3,6 = δ3 + d3,6′′ sinα8. (5.5)
In this case, to obtain the substitutions for the distances between P6 and P5, and
P4, observe that the angles formed by the new prismatic joint axis with those defined
by the other two are α7 − α4 and α2 − α6 (see Fig. 5.9). Then,
∠P∞5 P
′
6P
∞
6 = pi − α7 + α4,
∠P∞6 P
′
6P
∞
4 = pi − α2 + α6.
Consequently, using the cosine theorem,
d25,6 =(δ2 + d5′,6′ sinα4)
2 + δ23 + 2(δ2 + d5′,6′ sinα4)δ3 cos(α7 − α4),
d26,4 =(δ1 + d4′,6′ sinα2)
2 + δ23 + 2(δ1 + d4′,6′ sinα2)δ3 cos(α2 − α6),
and
d24,5 = d
2
5,6 + d
2
4,6 + 2 d5,6d4,6 cos(α5 − α3).
The required substitutions for all other cases can be derived following the same
procedure. Tables 5.4 to 5.6 compile them all thus concluding that the characteristic
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polynomials of all fully-parallel planar robots can be deduced from the characteristic
polynomial of the 3-RPR robot when expressed in terms of distances and oriented ar-
eas. The degree of the resulting characteristic polynomial for each family, that is, the
maximum number of assembly modes, is also included in Tables 5.4 to 5.6 and denoted
by AM. The practical consequences of the presented formulation are better understood
through an example.
5.2.2 Example
Let us consider the planar 3-RPR parallel robot used as example in section 5.1.3.1.
Substituting the geometrical parameters and squared input joints of this robot in Γ(s1,6),
the following characteristic polynomial is obtained
s61,6 − 293.1486 s51,6 + 54084.9111 s41,6 − 3.5587 106 s31,6
+ 1.0004 108 s21,6 − 1.2240 109 s1,6 + 5.3843 109 .
This polynomial has a double real root at 32.0000, a result in agreement with that
obtained using Γ(T ) (§5.1.3.1). The corresponding moving platform pose, for the case in
which P1 = (0, 0)
T , P2 = (4, 0)
T , and P3 = (1, 8)
T , is depicted again in the first row of
Fig. 5.10 to facilitate its comparison with the configurations obtained when the revolute
joints of the moving platform are replaced by prismatic joints.
If the revolute joint centered at P4 is replaced by a prismatic joint, a RPP-RPR-
RPR planar robot is obtained. This kind of robot belongs to the type II robot family in
Table 5.4. If the orientation of the passive prismatic joint with respect to its adjacent
links, according to the notation used in Table 5.4, is given by
α1 =
3
4
pi, α2 =
5
4
pi + arctan
4
3
, and α3 =
5
4
pi,
then
d1,4 = δ1 +
1√
2
, d4,5 = δ1 − 3
√
2, and d4,6 = δ1 − 7√
2
.
Substituting these distances in Γ(s1,6), while keeping all other distances unaltered, and
computing the leading coefficient of the resulting polynomial in δ1, we get the charac-
teristic polynomial
s61,6 − 672.0638 s51,6 + 1.4983 105 s41,6 − 1.4372 107 s31,6
+ 6.1729 108 s21,6 − 1.2023 1010 s1,6 + 8.7934 1010 .
The real roots of the above polynomial are 32.0000, 112.2332, 141.1726, and 342.8691.
The corresponding moving platform poses appear in the second row of Fig. 5.10.
Now, if the revolute joint centered at P6 is also replaced by a prismatic joint, a RPP-
RPP-RPR robot is obtained. This kind of robot belongs to the type IV robot family in
Table 5.4. If the orientation of the new prismatic joint with respect to its adjacent links,
according to the notation of Table 5.4, is given by
α4 = 2pi − arctan 4
3
, α5 = pi + arctan
4
3
, and α6 = pi + arctan
12
5
,
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s1,6 = 32.0000
s1,6 = 32.0000 s1,6 = 112.2332
s1,6 = 141.1726 s1,6 = 342.8691
Figure 5.10. The moving platform poses of the analyzed fully-parallel planar robots
(Part 1/2).
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Robot family and
AM Substitutions
associated structure
I
1 2
3
4 5
6
6 None
II
1 2
3
4′
4′′ 5
6
α1
α2
α3
6
d1,4 = δ1 + d1,4′ sinα1
d4,6 = δ1 + d4′′,6 sinα2
d4,5 = δ1 + d4′′,5 sinα3
III
1 2
3′
3′′
4′
4′′ 5
6
α1
α2
α3
α4
α5
α6
6
d1,4 = δ1 + d1,4′ sinα1
d4,6 = δ1 + d4′′,6 sinα2
d4,5 = δ1 + d4′′,5 sinα3
d1,3 = δ2 + d1,3′ sinα4
d2,3 = δ2 + d2,3′ sinα5
d3,6 = δ2 + d3′′,6 sinα6
IV
1 2
3
4′
4′′ 5
6′ 6
′′
α1
α2
α3
α4
α5
α6 4
d1,4 = δ1 + d1,4′ sinα1
d4,5 = δ1 + d4′′,5 sinα3
d5,6 = δ2 + d5,6′′ sinα4
d24,6 = d
2
4,5 + d
2
5,6 + 2 d4,5 d5,6 cos(α2 − α5)
d3,6 = δ2 + d3,6′ sinα6
d1,6 = δ2 + t
V
1
2′
2′′
3
4′
4′′ 5
6′ 6
′′
α1
α2
α3
α4
α5
α6
α7 α8
α9
4
d1,4 = δ1 + d1,4′ sinα1
d4,5 = δ1 + d4′′,5 sinα3
d5,6 = δ2 + d5,6′′ sinα4
d24,6 = d
2
4,5 + d
2
5,6 + 2 d4,5 d5,6 cos(α2 − α5)
d3,6 = δ2 + d3,6′ sinα6
d1,6 = δ2 + t
d1,2 = δ3 + d1,2′′ sinα7
d2,3 = δ3 + d2′′,3 sinα8
d2,5 = δ3 + d2′,5 sinα9
Table 5.4. Distance substitutions for each robot family (Part 1/3).
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Robot family and
AM Substitutions
associated structure
VI
1′
1′′
2
3
4′
4′′ 5
6
α1
α2
α3
α4 α5
α6
2
d21,4 = δ
2
1 + η
2 − 2 δ1 η cos(α6 − α1),
with η = δ2 + d1′′,4′ sinα6
d4,6 = δ1 + d4′′,6 sinα2
d4,5 = δ1 + d4′′,5 sinα3
d1,2 = δ2 + d1′,2 sinα4
d1,3 = δ2 + d1′,3 sinα5
d1,6 = δ2 + t
VII
1′
1′′
2
3
4′
4′′
5′
5′′6
α1
α2
α3
α4 α5
α6
α7α8
α9
2
d21,4 = δ
2
1 + η
2 − 2 δ1 η cos(α6 − α1),
with η = δ2 + d1′′,4′ sinα6
d4,6 = δ1 + d4′′,6 sinα2
d1,2 = δ2 + d1′,2 sinα4
d1,3 = δ2 + d1′,3 sinα5
d1,6 = δ2 + t
d5,6 = δ3 + d5′,6 sinα8
d24,5 = d
2
4,6 + d
2
5,6 − 2 d4,6 d5,6 cos(α7 − α3)
d2,5 = δ3 + d2,5′′ sinα9
VIII
1 2
3
4′
4′′
5′
5′′
6′ 6
′′
α1
α2
α3
α4
α5
α6
α7α8
α9
2
d1,4 = δ1 + d1,4′ sinα1
d3,6 = δ2 + d3,6′ sinα6
d1,6 = δ2 + t
d24,5 = δ
2
3 + η1
2 − 2 δ3 η1 cos(α7 − α3),
with η1 = δ1 + d4′′,5′ sinα3
d25,6 = δ
2
3 + η2
2 − 2 δ3 η2 cos(α4 − α8),
with η2 = δ2 + d5′,6′′ sinα4
d24,6 = d
2
4,5 + d
2
5,6 + 2 d4,5 d5,6 cos(α2 − α5)
d2,5 = δ3 + d2,5′′ sinα9
Table 5.5. Distance substitutions for each robot family (Part 2/3).
then
d1,4 = δ1 +
1√
2
,
d4,5 = δ1 − 3
√
2,
d5,6 = δ2 − 4,
d24,6 = δ
2
1 + δ
2
2 +
√
2 δ1δ2 − 10
√
2 δ1 − 14 δ2 + 58,
d3,6 = δ2 − 12,
d1,6 = δ2 − t.
Substituting these values in Γ(s1,6), while keeping all other distances unchanged, and
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Robot family and
AM Substitutions
associated structure
IX
1′
1′′
2
3′
3′′
4′
4′′
5′
5′′6
α1
α2
α3
α4 α5
α6
α7α8
α9
α10
α11
α12 1
d21,4 = δ
2
1 + η
2 − 2 δ1 η cos(α6 − α1),
with η = δ2 + d1′′,4′ sinα6
d4,6 = δ1 + d4′′,6 sinα2
d1,2 = δ2 + d1′,2 sinα4
d1,6 = δ2 + t
d5,6 = δ3 + d5′,6 sinα8
d24,5 = d
2
4,6 + d
2
5,6 − 2 d4,6 d5,6 cos(α7 − α3)
d2,5 = δ3 + d2,5′′ sinα9
d2,3 = δ4 + d2,3′ sinα11
d21,3 = d
2
1,2 + d
2
2,3 − 2 d1,2 d2,3 cos(α10 − α5)
d3,6 = δ4 + d3′′,6 sinα12
X
1′
1′′ 2′
2′′
3′
3′′
4′
4′′ 5
6
α1
α2
α3
α4 α5
α6
α7
α8
α9
α10
α11
α12
1
d21,4 = δ
2
1 + η
2 − 2 δ1 η cos(α6 − α1),
with η = δ2 + d1′′,4′ sinα6
d4,6 = δ1 + d4′′,6 sinα2
d4,5 = δ1 + d4′′,5 sinα3
d1,6 = δ2 + t
d2,3 = δ3 + d2,3′ sinα8
d3,6 = δ3 + d3′′,6 sinα9
d21,2 = δ
2
4 + η1
2 − 2 δ4 η1 cos(α10 − α4),
with η1 = δ2 + d1′,2′′ sinα4
d22,3 = δ
2
4 + η2
2 + 2 δ4 η2 cos(α11 − α8),
with η2 = δ3 + d2′′,3′ sinα8
d21,3 = d
2
1,2 + d
2
2,3 − 2 d1,2 d2,3 cos(α7 − α5)
d2,5 = δ4 + d2′,5 sinα12
Table 5.6. Distance substitutions for each robot family (Part 3/3).
computing the leading coefficient of the resulting polynomial in δ1, and then the leading
coefficient of the resulting polynomial in δ2, we get the characteristic polynomial
t4 − 35.1765 t3 + 410.7778 t2 − 1849.7255 t + 2821.7516,
where t is the oriented distance between P1 and the axis of the prismatic joint that
substitutes the revolute joint centered at P6. The real roots of this polynomial are
3.9529, 4.0000, 11.0000, and 16.2235. The corresponding moving platform poses appear
in the first row of Fig. 5.11.
Finally, if the revolute joint centered at P5 is also replaced by a prismatic joint, a
3-RPP planar robot platform is obtained. This kind of robot platform belongs to the
type VIII robot family in Table 5.5. If the orientation of this passive prismatic joint
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t = 3.9529 t = 4.0000
t = 11.0000 t = 16.2235
t = 4.0000 t = 4.1681
Figure 5.11. The moving platform poses of the analyzed fully-parallel planar robots
(Part 2/2).
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with respect to its adjacent links, according to the notation of Table 5.5, is given by
α7 = 2pi − arctan 3
2
,
α8 = 2pi − arctan 3
2
− arctan 4
3
,
α9 = pi + arcsin
3√
13
,
then
d1,4 = δ1 +
1√
2
,
d3,6 = δ2 − 12,
d1,6 = δ2 − t,
d24,5 = δ
2
1 + δ
2
3 +
√
2
13
δ1δ3 − 6
√
2 δ1 − 6√
13
δ3 + 18,
d25,6 = δ
2
2 + δ
2
3 +
4√
13
δ2δ3 − 8 δ2 − 16√
13
δ3 + 16,
d24,6 = δ
2
1 + δ
2
2 + 2δ
2
3 +
√
2
13
δ1δ3 +
4√
13
δ2δ3 − 6
√
2 δ1 − 8 δ2 − 22√
13
δ3
+ 34 +
√
2 d4,5 d5,6,
d2,5 = δ3 − 33√
13
.
Substituting these values in Γ(s1,6), while keeping all other distances unaltered, and
iteratively computing the leading coefficients of the resulting polynomial in δ1, and then
in δ2, and finally in δ3, we get the characteristic polynomial
t2 − 8.1681 t + 16.6723.
The real roots of this polynomial are 4.000 and 4.1681. The corresponding moving
platform poses appear in the second row of Fig. 5.11.
Regarding a translational motion as an infinitely small rotation about a point at
infinity has been a common device to analyze some simple kinematics problems. Ap-
plying it to the position analysis of multi-loop linkages did not seem to provide any
advantage with respect to existing approaches. Nevertheless, it has been shown that,
when this idea is combined with a formulation based on distances and oriented areas,
the result is a powerful tool that allowed us to conclude that the characteristic polyno-
mial of the 3-RPR robot contains the necessary and sufficient information to solve the
position analysis of all fully-parallel planar robots. No new sets of variable eliminations
are required.
Chapter 6
Configuration spaces and coupler curves
The kinematic chains, or linkages, considered under the title linkwork or articulated
systems are closed planar kinematic chains involving turning pairs only. That is, sets of
planar links articulated through pins. For kinematic chains of this type, the equation of
the curve generated by an arbitrary point on the kinematic chain —the tracer point— can
be obtained by solving a finite number of simultaneous equations expressing constancy
of distance between pin centers which include the tracer point. Then, the coordinates
of all moving pin points, other than those of the tracer, can be seen as unknowns. If
we only considered pin-jointed Gru¨bler kinematic chains —i.e., closed planar kinematic
chains with mobility one connected by revolute joints—, the number of independent
quadratic equations will exceed the number of unknowns by unity. The curve generated
by the tracer point —usually known as a coupler curve— is, therefore, the eliminant
of these equations. This reasoning permits to conclude that the curve generated by
any point on a closed planar pin-jointed kinematic chain possessing a finite number of
links of finite size is necessarily algebraic [48]. The same result can be attained, in a
more compact way, by computing the eliminant of the set of independent loop equations
[41, 133, 190]. All coupler curves can be seen as a group of manifold curves joined through
singular points usually classified in kinematics as crunodes and cusps [103, 174]. The
interested reader is addressed to the treatise Cinematica Della Biella Piana [5] written
by the Italian engineering scientist Lorenzo Allievi, a pioneer in theoretical kinematics of
mechanisms, for a detailed classification of these points in coupler curves, as discussed
in [29]. Figure 6.1 shows some types of singular points of algebraic plane curves as
presented in [188, pp. 56-58].
The problem of tracing a coupler curve is essentially that of connecting sampled
points to give rise to its graph. Sampling a coupler curve is not a difficult task compared
to that of connecting the samples, mainly for high-order coupler curves. Continuation
methods are one of the major approaches reported in the literature to solve this problem
[4]. Since, in our case, the curves to be traced are algebraic, polynomial continuation can
be used [176]. These methods are global, that is, they are able to trace all the connected
components of a coupler curve but, depending on the application, one does not need to
trace all components, but rather one of them starting from a given point. Actually, this
is the encountered problem when simulating the motion of a planar kinematic chain [78].
In this case, a very popular method is the so-called predictor-corrector method [53]. It
consists of two major stages. In the first stage, called the predictor step, a point in the
tangent line to the curve at the current given point is estimated [Fig. 6.2(a)]. In the
second stage, the corrector step, the predicted point is adjusted onto the curve, using
typically a Newton-like method, to get a new point of the curve [Fig. 6.2(b)]. In the case
of closed curves, a third stage, called the filling step, is implemented to avoid overlaps.
The predictor-corrector algorithm is simple to implement and hence its popularity.
Unfortunately, it exhibits, in general, the undesirable phenomenon known as drifting
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Crunode Isolated point (acnode) Cusp
Tacnode Ramphoid cusp
Figure 6.1. Some types of singular points of algebraic plane curves: crunode, isolated
point, cusp, tacnode, and ramphoid cusp.
pipi
p∗p∗
pi+1
(a) (b)
pi
pi
p∗
p∗
pi+1
pi+1
pi+2
pi+2
(c) (d)
Figure 6.2. (a) In the predictor step, a point p∗ in the tangent line to the curve at
the current point pi is estimated. (b) In the corrector step, the predicted point p
∗ is
adjusted onto the curve producing a new point pi+1. (c) The drifting problem. (d) The
cycling problem
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in which the procedure fails to keep moving along a given branch of the curve and
drift to another [Fig. 6.2(c)]. In most dramatic cases this might even lead to cycling
[Fig. 6.2(d)]. This drawback can be resolved using more sophisticated mathematical
tools, than the first order approximations used in standard predictor-corrector algo-
rithms, such as Runge-Kutta or Adam’s method [102]. Another important drawback
of predictor-corrector algorithms arises when the plane curve to be traced has singular
points because the tangent is undefined at them. An approach to overcome this issue is
by first computing the singular points with symbolic processing techniques for then use
them as starting points of a predictor-corrector algorithm. A simpler and more elegant
alternative, valid only for plane curves, is the use of derivative-free methods such as the
Morgado-Gomes false position numerical method [130].
The possibility of drifting, cycling, and having problems with singular points, in-
creases dramatically with the number of independent kinematic loops of the linkage
because the order of the coupler curves to be traced grows exponentially with it. For
example, while the coupler curves of the well-known single-loop four-bar linkage are of
the sixth order [79], that of the three-loop double butterfly linkage can be up to the
forty-eighth order [140].
In this chapter, instead of focusing on a better algorithm for tracing coupler curves
able to deal with all mentioned problems in the workspace of the kinematic chain, an
approach based on bilateration techniques and geometrical arguments that first traces
the configuration space of the kinematic chain in a distance space and then maps it onto
the workspace to obtained the desired coupler curves is proposed. To get an intuitive idea
of this approach and its advantages, in the next Section the main clues without going
into mathematical details are presented. Section 6.2 concentrates on the case study of
tracing the coupler curves of the double butterfly linkage. Section 6.4 discusses how the
presented approach can be applied to other pin-jointed Gru¨bler kinematic chains.
6.1 Overview of the proposed approach
A linkage configuration is given by a set of parameters uniquely specifying the position
of each of its links. The configuration space of a linkage is thus simply the set of all
its configurations. Then, since all points of a linkage of mobility one trace plane curves
which can readily be expressed in terms of the configuration parameters of the linkage
itself, an alternative approach, other than directly tracing coupler curves in the linkage
workspace, naturally arises: first trace the configuration space of the kinematic chain
and then compute the desired curves from it.
To exemplify this idea, let us consider the four-bar linkage in Fig. 6.3(a). The coupler
curve traced by any point linked to one of its bars, while taking the opposite bar as fixed,
are algebraic curves of the sixth order; i.e., a straight line will cut it in not more than
six points [79] [Fig. 6.3(b)]. The configuration space of this linkage can be easily derived
by expressing the location of the line segments P1P3 and P2P4 as a function of θ1 and
θ2, respectively, and imposing the distance between P3 and P4 as closure condition [118,
pp. 26-27]. Thus, all possible configurations of this linkage defines a curve in the space
defined by θ1 and θ2.
Unfortunately, the above idea cannot be applied, in general, to multi-loop linkages.
Actually, the valid configurations of a multi-loop linkage is usually represented by the
solution set of an independent set of its vector loop equations [41, 133, 190]. This
requires introducing a variable for each link representing its orientation with respect to
the fixed link. For the case of the four-bar linkage, its vector loop equation defines a one-
dimension variety in the space defined by {θ1, θ2, θ3} which seems quite complicated for
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P1 P2
P3
P4
P1 P2
P3
P4
P5
(a) (b)
P1 P2
P3
P4
θ1
θ2
θ3
P1 P2
P3
P4
s2,3
(c) (d)
Figure 6.3. (a)A four-bar linkage and (b) the coupler curve traced by a point affixed to
one of its bars while taking the opposite one as fixed. (c) Any coupler curve generated by
this linkage can be expressed in terms of its configuration space which can be represented
by a one-dimension variety in the space defined by {θ1, θ2, θ3}, or by {θ1, θ2} if the
distance constraint between P3 and P4 is used as closure condition instead of the standard
loop equation. (d) Alternatively, this configuration space can be represented by value
ranges of a single variable, s2,3, one range for each combination of signs of the oriented
areas of the triangles 4P1P2P3 and 4P2P4P3.
such a simple linkage [Fig. 6.3(c)]. Alternatively, the configuration space of a four-bar
linkage can be represented by a single distance variable, for example the distance between
P2 and P3, provided that the sign of the oriented areas of the triangles 4P1P2P3 and
4P2P4P3 are given [Fig. 6.3(d)]. Besides an important reduction in the dimensionality
of the problem, the configuration space of the linkage is thus decomposed into up to
four components, one for each combination of signs for the two oriented areas. Most
importantly, this idea of using distances and signs of oriented areas can be applied to
characterize the configuration spaces of arbitrary multi-loop linkages [160, 165].
For example, let us consider the three-loop linkage, commonly known as double but-
terfly linkage, depicted in Fig. 6.4(a). Using the standard formulation based in vector
loop equations, its configuration space is determined by the root locus of a system of
six scalar equations in the space defined by {θ1, . . . , θ7}. Using the approach proposed
in this chapter, it will be shown how this configuration space can be characterized by a
plane curve in the space defined by the lengths of P1P6 and P2P4, and how this curve is
decomposed into 16 components, one for each combination of signs of the oriented areas
of the triangles 4P2P4P10, 4P1P3P6, 4P1P6P5 and 4P4P9P7. This decomposition, to-
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P1 P2
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P5
P6 P7
P8
P9
P10
θ1
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P8
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P10
s1,6
s2,4
(a) (b)
Figure 6.4. (a) Using the standard vector loop formulation, the configuration space
of a double butterfly linkage can be represented by a one-dimensional variety in the
space defined by {θ1, . . . , θ7}. (b) Alternatively, using the proposed approach, this
configuration space can be represented by a one-dimensional variety in the space defined
by {s1,6, s2,4} which can be decomposed into 16 varieties, one for each combination of
signs of the oriented areas of the triangles4P2P4P10,4P1P3P6,4P1P6P5 and4P4P9P7.
gether with the reduction of the dimensionality of the ambient space from 7 to 2, greatly
simplifies the process of tracing the configuration space of this linkage while retaining,
at the same time, the geometric flavor of the problem contrarily to what happens to the
fully algebraic current approaches.
6.2 Tracing the double butterfly linkage configuration
space
The double butterfly linkage has one of the sixteen topologies available for eight-bar
Gru¨bler kinematic chains [118]. In the context of classical kinematics of mechanisms,
the input-output problem for this linkage leads to either sixteenth order or eighteenth
order polynomials depending on the selected fix and input links [41]. This input-output
problem is equivalent to the position analysis problem of the 7/B2 and 7/B3 Baranov
trusses. A polynomial equation for the path of a point located in a coupler link of
the double butterfly linkage was presented in [140] for the first time. The resulting
polynomial was shown to be, at most, of forty-eighth order. A sampled plot of this
curve is presented in [145]. The interested reader is referred to [143] for more details on
this kinematic chain.
Fig. 6.5(a) shows a double butterfly linkage. It consists of four binary links and
four ternary links with three independent loops. The centers of the revolute joints of
the binary links define the line segments P1P5, P3P6, P4P7, and P2P8, and those for
the ternary links define the triangles 4P1P10P2, 4P10P3P4, 4P6P5P9, and 4P7P9P8.
Instead of computing its configuration space in terms of joint angles through loop-closure
equations, we will use bilateration techniques to compute the set of values of s2,4 and
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Figure 6.5. (a) A double butterfly linkage. (b) If the lengths of dotted segments were
known, this double butterfly linkage would be equivalent to the structure formed by the
strips of triangles presented in Fig. 2.4(bottom).
s1,6 compatible with all binary and ternary link side lengths.
It can be verified that, if the distances s1,3, s1,6, s4,9, and s2,4 of the double butterfly
linkage in Fig. 6.5(a) were fixed, the structure formed by the strips of triangles presented
in Fig. 2.4(bottom) would be obtained [Fig. 6.5(b)]. Then, if we rewrite equations (2.21),
(2.22), and (2.23), leaving these distances as variables, we get the following system of
equations:
s1,3 = f1(s2,4) = det
(
Ω1
)
s2,4 (6.1a)
s4,9 = f2(s2,4, s1,6, s1,3) = det
(
Ω2
)
s2,4 (6.1b)
s2,8 = f3(s2,4, s1,6, s1,3, s4,9) = det
(
Ω3
)
s2,4 (6.1c)
where
Ω1 = −Z2,10,1Z2,4,10 + I− Z4,10,3Z4,2,10
Ω2 = −I+ Z2,10,1Z2,4,10 + (I− Z6,5,9Z6,1,5)Z1,3,6Ω1
Ω3 = I+ (I− Z9,7,8Z9,4,7)Ω2.
See §2.6.2 and §2.6.3 for a detailed derivation of these expressions. Computing a resultant
from the above triangular system becomes a trivial task that yields a scalar radical
equation in two variables: s2,4 and s1,6.
By expanding (6.1c), we get
s2,8 =
1
s1,6 s1,3 s4,9
Ψ, (6.2)
where
Ψ =Ψ1 +Ψ2A2,4,10 +Ψ3A1,3,6 +Ψ4A1,6,5 +Ψ5A4,9,7 +Ψ6A2,4,10A1,3,6
+ Ψ7A2,4,10A1,6,5 +Ψ8A2,4,10A4,9,7 +Ψ9A1,3,6A1,6,5 +Ψ10A1,3,6A4,9,7
+ Ψ11A1,6,5A4,9,7 +Ψ12A2,4,10A1,3,6A1,6,5 +Ψ13A2,4,10A1,3,6A4,9,7
+ Ψ14A2,4,10A1,6,5A4,9,7 +Ψ15A1,3,6A1,6,5A4,9,7 +Ψ16A2,4,10A1,3,6A1,6,5A4,9,7,
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with Ψi, i = 1, . . . , 16, being polynomials in s2,4, s1,6, s1,3, and s4,9, and A2,4,10, A1,3,6,
A1,6,5, and A4,9,7, the oriented areas of 4P2P4P10, 4P1P6P3, 4P1P6P5, and 4P4P9P7,
respectively, and substituting (6.1a) and (6.1b) which account for the unknown squared
distances s1,3 and s4,9.
Equation (6.2) is the closure condition for the double butterfly linkage. This equation
contains four variable oriented areas, namely, A2,4,10, A1,3,6, A1,6,5, and A4,9,7. Hence,
strictly speaking, this closure condition encompasses sixteen different scalar equations,
one per each combination of signs for these areas. Each set of solutions to these sixteen
equations correspond to different families of assembly modes. Therefore, the configura-
tion space of the double butterfly linkage can be decomposed into sixteen varieties, one
for each combination of signs of the oriented areas A2,4,10, A1,3,6, A1,6,5 and A4,9,7, in
the space defined by {s1,6, s2,4}. Next, we show a simple procedure, that explodes this
fact, for tracing the configuration space of the double butterfly linkage.
According to (6.1c), let us define
fη(s2,4, s1,6) =
1
s1,6 s1,3 s4,9
Ψ− s2,8, (6.3)
where η = 0, . . . , 15 specifies the combination of signs for the areas A2,4,10, A1,3,6, A1,6,5,
and A4,9,7. Thus, for example, η = 10 = (1010)2 implies that A2,4,10 > 0, A1,3,6 < 0,
A1,6,5 > 0, and A4,9,7 < 0. Given a initial configuration for the double butterfly linkage
identified by the tuple (s2,4
(0), s1,6
(0), η) where fη(s2,4
(0), s1,6
(0)) = 0, the configuration
space can be traced from this point following these steps:
1. Use a predictor-corrector method for computing a new ordered pair (s2,4
(k), s1,6
(k))
such that fη(s2,4
(k), s1,6
(k)) = 0 and |s2,4(k) − s2,4(k−1)| < δ, where δ is a specified
resolution step.
2. Evaluate the oriented areas A2,4,10, A1,3,6, A1,6,5, and A4,9,7 for (s2,4
(k), s1,6
(k)). If any
of them is close enough to zero, the current configuration given by (s2,4
(k), s1,6
(k), η)
belongs to more than one family of assembly modes and the linkage movement
may evolve along different paths. Identify all these families, that is, determine all
feasible values that η can assume.
3. Repeat steps 1 and 2 for each tuple (s2,4
(k), s1,6
(k), η) until the initial tuple (s2,4
(0),
s1,6
(0), η) is reached or it is not possible to compute any new ordered pair (s2,4
(k+1),
s1,6
(k+1)).
To exemplify this algorithm, a detailed example is presented next.
6.3 Example
According to the notation used in Fig. 6.5(a), let us set s1,2 = 169, s1,5 = 145, s1,10 = 65,
s2,8 = 200, s2,10 = 52, s3,4 = 5, s3,6 = 50, s3,10 = 5, s4,7 = 36, s4,10 = 10, s5,6 = 5,
s5,9 = 53, s6,9 = 34, s7,8 = 10, s7,9 = 5, and s8,9 = 25. Using triangular inequalities, s2,4
can be bound to lie in the interval [62−4√13√10, 62+4√13√10]. Fig. 6.6(left) shows
the root locus of (6.2) for sampled values of s2,4 in its range using increments of
1
100 .
The result contains no information on the connectivity of each sample to its neighbors.
Actually, finding this connectivity is the difficult point. This sampled curve has been
included here for comparison purposes with the results obtained by tracing as shown
next.
Let us suppose that we are interested in tracing the configuration space followed by
the linkage from the following three initial configurations:
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s2,4
s1,6
s2,4
s1,6
s2,4
s1,6
s2,4
s1,6
Figure 6.6. Left: The root locus of equation (6.2) in the plane defined by s2,4 and
s1,6 for sampled values of s2,4. Right: From top to bottom, the connected components
of the configuration space traced when starting from the initial configurations s2,4 = 74,
s1,6 = 188.68, and η = 8 (A2,4,10 > 0, A1,3,6 < 0, A1,6,5 < 0, and A4,9,7 < 0), s2,4 = 74,
s1,6 = 122, and η = 14 (A2,4,10 > 0, A1,3,6 > 0, A1,6,5 > 0, and A4,9,7 < 0), and s2,4 = 74,
s1,6 = 98.92, and η = 0 (A2,4,10 < 0, A1,3,6 < 0, A1,6,5 < 0, and A4,9,7 < 0), respectively.
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Color A2,4,10 A1,3,6 A1,6,5 A4,9,7
− − − −
− − − +
− + − −
− + − +
− + + +
+ − − −
+ − − +
+ + − −
+ + − +
+ + + −
+ + + +
Table 6.1. Code of colors used in Figs. 6.6 and 6.7 for the signs of A2,4,10, A1,3,6, A1,6,5,
and A4,9,7.
1. s2,4 = 74, s1,6 = 188.68, and η = 8 (A2,4,10 > 0, A1,3,6 < 0, A1,6,5 < 0, and A4,9,7 < 0),
2. s2,4 = 74, s1,6 = 122, and η = 14 (A2,4,10 > 0, A1,3,6 > 0, A1,6,5 > 0, and A4,9,7 < 0),
3. s2,4 = 74, s1,6 = 98.92, and η = 0 (A2,4,10 < 0, A1,3,6 < 0, A1,6,5 < 0, and A4,9,7 < 0).
The results using the procedure presented in the previous section appear in Figure
6.6(right), from top to bottom, respectively. In the three plots, colors indicate the signs
of the oriented areas according to Table 6.1.
6.3.1 Coupler curves
In order to determine the coupler curve of a selected tracer of the linkage using the com-
puted configuration space, we proceed to calculate the position of the linkage’s revolute
pair centers using bilateration. Let us suppose that 4P1P2P10 is the fixed link. Then,
for example, we can set P1 = (4, 0)
T , P2 = (17, 0)
T , and P10 = (11, 4)
T , and the path
traced by P3, P4, P5, P6, P7, P8, and P9 can be obtained by replacing each previously
computed tuple (s2,4, s1,6, η) in the sequence of bilaterations given by:
p2,4 = Z2,10,4 p2,10,
p10,3 = Z10,4,3 p10,4,
p1,6 = Z1,3,6 p1,3,
p1,5 = Z1,6,5 p1,6,
p5,9 = Z5,6,9 p5,6,
p4,7 = Z4,9,7 p4,9,
p7,8 = Z7,9,8 p7,9.
Fig. 6.7(top) shows the path followed by P9 from the first initial configuration. It
can be observed how the mapping from configuration space to workspace is surjective
—i.e., two points of the configuration space can be mapped onto the same point in the
workspace— and how this fact is actually the underlying reason that makes coupler
curves so difficult to be traced directly in the linkage workspace. The zoomed-in areas
in Fig. 6.7(top) present this effect by showing how two overlapping branches next to
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a ramphoid cusp, which leads to a reciprocating motion of the linkage, and a near-
quadruple point are generated. Similar situations arise for the path followed by P9 from
the second initial configuration. In this case a cusp and a tacnode can be identified
[Fig. 6.7(center)]. The curve traced when starting from the third initial configuration
appears in [Fig. 6.7(bottom)]. Observe how in this case a smooth simple curve in the
configuration space maps onto the linkage workspace as a curve with several singular
points in a reduced area which would be very difficult to be directly traced using a
standard predictor-corrector procedure without highly increasing its resolution.
If we were interested in the curve traced by a coupler point different from the revolute
pair centers, we could compute its location by introducing one extra bilateration with
reference to the revolute pair centers of the corresponding coupler link.
For the curves traced in a different kinematic inversion of the linkage, that is, taking
as fixed another link, we simply have to calculate the Euclidean transformation between
the constant values of the corresponding fixed link and the values computed with the
above set of bilaterations, and use it to recompute the values for the other revolute pair
centers. With this simple procedure, the coupler curves of any kinematic inversion of
the double butterfly linkage can be computed.
As it has been shown in this example, the main advantage of the proposed method
for tracing the coupler curves is that the configuration space of Gru¨bler kinematic chains
can be decomposed into easy-to-trace branches. Actually, in the presented example all
singularities arise when mapping these branches onto the linkage workspace.
6.4 Other pin-jointed Gru¨bler kinematic chains
The proposed method for tracing configuration spaces and coupler curves can be easily
applied to any pin-jointed Gru¨bler kinematic chain. It can be verified that tracing the
coupler curves of the four-bar linkage and the two six-bar linkages —the Watt and the
Stephenson linkages— becomes trivial because their configuration spaces correspond
to ranges of a single distance, one range for each combination of sign of two or three
oriented areas, depending on the case. A similar situation occurs for twelve of the sixteen
possible topologies for eight-bar Gru¨bler kinematic chains (these topologies can be found
in [118, p. 144]). In these cases, four oriented areas are needed. For the remaining four
topologies —in which the double butterfly linkage is included— the one-dimensional
configuration space is embedded in a two-dimensional distance space. Since the signs of
four oriented areas are needed in all these four cases to uniquely identify a configuration,
the configuration space is naturally decomposed into 16 components. Table 6.2 presents
the equations representing the corresponding configuration spaces for these four cases.
As a final remark, it is relevant to stand out that the current approaches for trac-
ing the coupler curves of planar kinematic chains provide a rapid algebraization of the
problem thus becoming blind to the underlying geometry. A new approach, based on
bilateration techniques and geometrical arguments, that first computes the linkage con-
figuration space embedded in a space of squared distances and then maps it onto the
linkage workspace has been presented in this chapter. The used formulation involves
products, additions, and square roots. The presence of square roots permits a more
compact representation than the standard techniques based on polynomials. Square
roots actually play a fundamental role in the presented approach because their sign
represent the orientation of triangles formed by sets of three joints of the linkage thus
retaining important geometric information. Configuration spaces are thus decomposed
into components for which the signs of the oriented areas of the involved triangles re-
main invariant. This decomposition, besides providing a new insight in the analysis of
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P9x
P9x
P9x
P9y
P9y
P9y
Figure 6.7. The paths followed by the revolute pair center P9 from different initial
configurations. Top: For the curve traced from the initial configuration s2,4 = 74,
s1,6 = 188.68, and η = 8, zoomed-in areas show how, after mapping the configuration
space onto the workspace, a ramphoid cusp and near-quadruple point are generated.
Center: For the curve traced from the initial configuration s2,4 = 74, s1,6 = 122, and
η = 14, a cusp and a tacnode can be identified. Bottom: For the curve traced from
the initial configuration s2,4 = 74, s1,6 = 98.92, and η = 0, zoomed-in areas show how,
after mapping the configuration space onto the workspace, several singular points are
generated in a reduced region.
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coupler curves, avoids most of the possible drifts that could arise when using a standard
predictor-corrector method directly in the linkage workspace.
Linkage
Distance space
Closure conditions
& oriented areas
1 2
3 4
5
6 7
8
9 10
(s1,6, s2,7)
A1,6,3, A1,6,5,
A2,4,7, A2,7,8
s9,10 = f(s1,6, s2,7) =
det
(
− I+Z6,5,9Z6,1,5 +Z1,3,4Z1,6,3 −Z4,1,2Z1,3,4Z1,6,3 −
(
I− Z7,8,10Z7,2,8
)
Z4,2,7Z4,1,2Z1,3,4Z1,6,3
)
s1,6
1 2
3 4
5 6 7
8
9 10
(s1,4, s6,9)
A1,4,3, A1,4,2,
A5,6,9, A6,9,8
s7,10 = f(s1,4, s6,9, s5,6) =
det
(
Z4,2,7Z4,1,2 − Z4,3,6Z4,1,3 −
(
I− Z9,8,10Z9,6,8
)
Z6,5,9Ω1
)
s1,4
s5,6 = f(s1,4) = det
(
Ω1
)
s1,4 =
det
(
− Z1,3,5Z1,4,3 + I− Z4,3,6Z4,1,3
)
s1,4
1
2
3
4
5
6
7 8
9
10
(s1,7, s4,10)
A1,7,6, A1,7,2,
A3,10,4, A4,10,8
s5,9 = f(s1,7, s4,10, s3,10) =
det
( (
I− Z4,3,5Z4,10,3 − Z10,8,9Z10,4,8
)
Z10,3,4Ω1
)
s1,7
s3,10 = f(s1,7) = det
(
Ω1
)
s1,7 =
det
(
− Z1,2,3Z1,7,2 + I− Z7,6,10Z7,1,6
)
s1,7
1 2
3
4
5
6
7
8
9
10
(s2,4, s1,6)
A2,4,10, A1,3,6,
A1,6,5, A4,9,7
s2,8 = f(s2,4, s1,6, s1,3, s4,9) =
det
(
I+
(
I− Z9,7,8 Z9,4,7
)
Ω2
)
s2,4
s4,9 = f(s2,4, s1,6) = det
(
Ω2
)
s2,4 =
det
(
−I+Z2,10,1 Z2,4,10 +
(
I − Z6,5,9 Z6,1,5
)
Z1,3,6Ω1
)
s2,4
s1,3 = f(s2,4) = det
(
Ω1
)
s2,4 =
det
(
− Z2,10,1 Z2,4,10 + I− Z4,10,3 Z4,2,10
)
s2,4
Table 6.2. The four eight-bar Gru¨bler kinematic chains whose configuration space can
be embedded in a two-dimensional distance space. Since four oriented areas are needed in
the four cases to uniquely identify a configuration, the corresponding configuration spaces
are decomposed into 16 components. The equations representing the corresponding
configuration spaces in implicit form are given on the right column.
Chapter 7
Conclusions
In this thesis, the position analysis of kinematic chains has been studied based on the
idea of obtaining their closure conditions using n-laterations and constructive geometry
arguments for the first time. The developed techniques fall inside of what is known as
distance geometry, that is, the study of geometric spaces by means of the metrics which
can be defined on them without resorting to arbitrary reference frames —i.e, an intrinsic
characterization of the spaces studied. In order to develop the basics, theory, and verify
the applicability of the proposed approach, this thesis focuses on the analysis of the most
fundamental planar kinematic chains, namely, Baranov trusses, Assur kinematic chains,
and pin-jointed Gru¨bler kinematic chains.
The techniques developed in this thesis have shown to be novel and promising tools
for the position analysis of kinematic chains and related problems because, principally,
the resulting system of kinematic equations is i) free from arbitrary coordinate frames,
ii) free from transcendental functions, iii) reduced in the number of variables and equa-
tions —in comparison with standard methods, and iv) geometrically interpretable in
a straightforward way —all equations are posed in terms of distances and oriented ar-
eas. In fact, the development of the proposed approach and its application to planar
kinematic chains have opened the door to what seems a fruitful field in kinematics of
mechanisms.
7.1 Summary of contributions
In Chapter 2, a matrix-form expression for the bilateration problem is deduced. From
this linear algebra representation emerges what has been called in this thesis the bilater-
ation matrix, the key element of the developed techniques. It is shown that bilateration
matrices can be seen as perpendicular matrices, a name coined from the fact that their
columns and rows are orthogonal vectors of the same magnitude. Using the scaling
property of these matrices and the condition that they constitute a commutative group
under product and addition operations, the fundamental technique of computing squared
distances between any pair of points in strips of triangles is developed. The use of this
technique to compute closure conditions of kinematic chains, as well as the application
of permutations to closure conditions, are also presented. All these results can be seen
as contributions to distance plane geometry.
Chapter 3 discusses how the constraints arisen from the procedure to compute the
coupling degree of a truss can be straightforwardly implemented by applying squared
distances in strips of triangles, that is, using the technique to compute closure conditions
of kinematic chains presented in Chapter 2. In this way it is shown how, using bilater-
ation techniques, the position analysis problem of all the cataloged Baranov trusses is
greatly simplified when compared with state-of-the-art methods, specially to those based
on independent loop equations, because the system of kinematic equations is reduced to
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a single scalar radical equation in one variable in all of them, except for the Baranov
trusses 9/B25, 9/B26, 9/B27, and 9/B28 for which the system is formed by two scalar
equations in two variables. In this chapter is presented how to algebraically manipulate
the resulting system of equations to obtain a polynomial expression. The simplification
achieved with the use of bilateration techniques is highlighted by solving classical prob-
lems of theoretical kinematics of mechanisms, such as the closed-form position analysis
of the seven-link Baranov trusses, and other that remained still open, such as the closed-
form position analysis of the 9/B28 Baranov truss or the closed-form position analysis
of a Baranov truss of more than five loops.
A well-known fact in theoretical kinematics is that a translational motion can be
considered as an infinitely small rotation about a point at infinity. However, applying
this property to solve the position analysis of Assur kinematic chains, is not, in general,
simple. Chapter 4 essentially shows how the intrinsic formulations based on distances
and oriented areas resulting from bilateration techniques provide a framework within
which the aforementioned property can be easily applied thus leading to the conclusion
that the distance-based closure conditions of Baranov trusses contain all the necessary
and sufficient information for solving the position analysis of all derived Assur kinematic
chains. In fact, it is shown how all Assur kinematic chains can be seen as projective
extensions of Baranov trusses, that is, Baranov trusses with revolute joint centers located
at infinity. This contribution to theoretical kinematics of mechanisms is relevant because
the position analysis of all derived Assur kinematics chains from a single Baranov truss
can be carried out without having to perform new sets of variable eliminations, as it
is the usual practice when deriving characteristic polynomials from sets of independent
loop equations.
In Chapter 5, a contribution to robot kinematics is done by applying and extending
the ideas presented in Chapters 3 and 4 to solve the forward kinematic analysis of fully-
parallel planar robots. It is shown that the characteristic polynomial of any fully-parallel
planar robot can be derived directly from the characteristic polynomial expressed in
terms of distances and oriented areas of the well-studied 3-RPR robot, thus escaping
from the case-by-case treatment for the closed-form solution of the forward kinematics
of fully-parallel planar robots that typically requires new sets of variable eliminations.
In addition, it is presented that the mentioned characteristic polynomial derived using
bilateration techniques for the 3-RPR parallel robot is valid, without modifications, for
any instance of this robot, including the special architectures and configurations that
cannot be properly handled by previous formulations.
Finally, Chapter 6 presents a new approach to trace the coupler curves of pin-jointed
Gru¨bler kinematic chains. The proposed method, instead of focusing on finding better
algorithms for tracing curves, avoids a rapid algebraization of the problem, as it happens
in current approaches, by tracing first the linkage configuration space in a distance
space and then mapping it onto the linkage workspace to obtain the desired coupler
curves. It is shown that tracing the configuration space of a linkage in the proposed
distance space is simpler because the equation that implicitly defines this space can be
straightforwardly obtained using bilateration techniques, and the configuration space
embedded in this distance space naturally decomposes into components corresponding
to different combinations of signs for the oriented areas of the triangles involved in the
bilaterations. Actually, this decomposition provides a new insight in the analysis of
coupler curves, a fundamental topic in kinematics of mechanisms. The advantages of
the proposed two-step method are exemplified by tracing the coupler curves of a double
butterfly linkage.
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7.2 Directions for future work
The research line started with this thesis seems a promising one for the analysis of
mechanisms. Some prospects for further research can be identified. They are briefly
discussed next:
1. Application to trusses with joints involving more than two links
The concept of Baranov truss has been extended to trusses with joints involving more
than two links —there are indeed 125 such trusses with up to four loops [35]. The
closed-form solution to the position analysis of at least one of these trusses, the Dixon-
Wunderlich linkage, was reported in [189]. It can be verified that the position analysis
of this truss can be readily solved using bilateration techniques. However, the extension
of the method proposed in this thesis to all other members of this family of trusses is a
point that deserves more attention. This topic was already discussed in Chapter 3.
2. Position analysis of spherical kinematic chains
The position analysis of spherical kinematic chains could be solved by extending the
ideas developed in this thesis for the position analysis of planar kinematic chains. Two
approaches to address this problem can be identified. The first approach consists in
considering spherical kinematic chains as special cases of spatial kinematic chains to solve
their position analysis problem using trilaterations. The second approach, geometrically
more elegant, would be based on obtaining a matrix-form expression for bilateration on
the sphere to compute closure conditions —i.e, to use angles instead of distances. In any
case, since planar kinematic chains can be seen as particular cases of spherical kinematic
chains [192], the result could be used to solve the spherical versions of Baranov trusses
and Assur kinematic chains.
3. Position analysis of spatial kinematic chains
The ideas developed in this thesis for the position analysis of planar kinematic chains
could be extended to solve the position analysis of spatial kinematic chains. To this end,
it is necessary first to derive a matrix-form expression for trilateration that facilitates
the algebraic manipulations needed to obtain closure conditions, that is, in this case, the
computation of square distances in strips of tetrahedra. This is a relevant step because,
the vector expression for trilateration presented in [184] can be used to obtain closure
conditions but, as it can be verified, its manipulation becomes very cumbersome even
to solve the position analysis of simple spatial structures such as an octahedron. This
matrix-form expression for trilateration could be used to solve the position analysis of
spatial Assur groups [170].
4. Implementation of numerical procedures
The research reported in this thesis has focused on algebraically manipulating the dis-
tance-based closure conditions of Baranov trusses, and Assur kinematic chains, to obtain
closed-form solutions to the position analysis problem. As it has been repeatedly sug-
gested throughout this thesis, these closure conditions could be solved using numerical
approaches like, for instance, interval Newton methods. The use of interval techniques
is highlighted because of they naturally accommodate to the expressions with geometri-
cal meaning. The implementation of such numerical procedure seems promising for the
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position analysis of Baranov trusses with a large number of independent loops —think,
for example, of Watt-Baranov trusses with more than 13 links.
5. Coupler curves of planar linkages with slider joints
Combining the results presented in Chapters 4 and 5 with the algorithm developed in
Chapter 6 to trace the configuration spaces and coupler curves of complex planar kine-
matic chains with slider joints is an interesting problem that needs further research. Up
to the author’s knowledge, there are no previous works on the analysis of coupler curves
of planar kinematic chains with slider joints beyond those of the well-known four-bar
linkages. Moreover, although in theory the algorithm of Chapter 6 can be straightfor-
wardly applied to kinematic chains with mobility greater than one, the extension to
compute workspaces actually demands additional work.
6. Singularity analysis of all fully-parallel planar robots
The singularities of a fully-parallel planar robot can be obtained by computing the
discriminant of its characteristic polynomial. Then, according to the results presented in
Chapter 5, these singularities could be obtained from those of the 3-RPR robot through
a limit process. In this sense, it can be said that the ideas presented in Chapters 4 and 5
have far-ranging implications as they can be applied to solve other problems than those
tackled in this thesis.
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Appendix A
All the cataloged Baranov trusses
Baranov truss AM Reported solutions
5/B1
1 2
3
4 5
6
6
Analytical : Peisach [137], Pennock and Kassner [142], Gos-
selin et. al. [55], [56], Wohlhart [214], Husty [81], Kong and
Gosselin [98], Collins [37] (Basic elimination theory), Han
et. al. [66], Liu et. al. [108], Luo [110] (Wu method). Nu-
merical : Hang et. al. [67] (Vector method with homotopy
continuation), Luo et. al. [111] (Newton iterative method),
Chandra and Rolland [31] (Hybrid metaheuristics)
s2,5 = f(s1,6) = det (I− Z1,3,2Z1,6,3 − Z6,4,5 Z6,1,4) s1,6
7/B1 Alpha
1
2
3
4
5
6
7
8
9
14
Analytical : Kong and Yang [99], Innocenti [87] (Vector
method with Sylvester resultant), Dhingra et. al. [41] (Vec-
tor method with Sylvester resultant). Numerical : Liu and
Yang [107] (Homotopy continuation), Hang et. al. [67] (Vec-
tor method with homotopy continuation)
s5,8 = f(s1,4, s6,7) = det (−Z1,3,5Z1,4,3 + I− Z4,3,6 Z4,1,3 + Z6,9,8Z6,7,9Ω1) s1,4
s6,7 = f(s1,4) = det (Ω1) = det (Z4,3,6Z4,1,3 − Z4,2,7Z4,1,2) s1,4
7/B2
1
2
3
4
5
6
7
8
9
16
Analytical : Innocenti [85] (Vector method with an ad-
hoc elimination procedure), Almadi et. al. [7] (Vector
method with Sylvester resultant), Dhingra et. al. [41] (Vec-
tor method with Sylvester resultant), Dhingra et. al. [42]
(Vector method with Gro¨bner basis and Sylvester resultant),
Wampler [191] (Complex number method with Dixon resul-
tant). Numerical : Hang et. al. [67] (Vector method with
homotopy continuation), Shen et. al. [172] (Single-opened-
chains iterative method)
s1,6 = f(s4,7, s3,8) = det (−Z3,2,1Z3,8,2Ω1 − Z4,5,3Z4,7,5 + Z4,9,6Z4,7,9) s4,7
s3,8 = f(s4,7) = det (Ω1) = det (−Z4,5,3Z4,7,5 + I − Z7,9,8Z7,4,9) s4,7
7/B3
1
23
4
5
6
7
8 9
18
Analytical : Innocenti [84], [86] (Vector method with
Sylvester resultant), Han et. al. [61] (Complex number
method with Sylvester resultant), Dhingra et. al. [41] (Vec-
tor method with Sylvester resultant), Wang et. al. [196]
(Complex number method with Wu method), Ni et. al. [132]
(Conformal geometric algebra with Dixon resultant). Nu-
merical : Hang et. al. [67] (Vector method with homotopy
continuation)
s7,9 = f(s1,6, s2,5) = det
((
Z1,3,2 − Z1,3,7
)
Z1,6,3 +
(
I− Z5,8,9 Z5,2,8
)
Ω1
)
s1,6
s2,5 = f(s1,6) = det (Ω1) = det (−Z1,3,2Z1,6,3 + I − Z6,4,5Z6,1,4) s1,6
Table A.1. Position analysis of all the cataloged Baranov trusses (Part 1/8).
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9/B1
1
2
3 4
5
6
7
8
9
10
11 12
54
Analytical : Lo¨sch [109] (Vector method with Gro¨bner ba-
sis), Dhingra et. al. [45] (Vector method with Gro¨bner
basis), Wei et. al. [208] (Complex number method with
Sylvester resultant), Wohlhart [216] (Vector method with
Sylvester resultant). Numerical : Hang et. al. [67] (Vector
method with homotopy continuation)
s5,12 = f(s1,7, s3,8, s4,10) = det
(
Z4,1,5Z1,3,4Z1,2,3Z1,7,2 +
(
I − Z10,11,12 Z10,4,11
)
Ω2
)
s1,7
s4,10 = f(s1,7, s3,8) = det (Ω2) = det
(
− Z1,3,4Z1,2,3Z1,7,2 + Z1,2,3Z1,7,2 +
(
I− Z8,9,10Z8,3,9
)
Ω1
)
s1,7
s3,8 = f(s1,7) = det (Ω1) = det (−Z1,2,3Z1,7,2 + I − Z7,6,8Z7,1,6) s1,7
9/B2
1
2
3
4
5
6
7
8
9
10
11
12 54
Numerical : Hang et. al. [67] (Vector method with homo-
topy continuation)
s10,12 = f(s1,7, s3,8, s4,11) = det
(
− Z1,2,3Z1,7,2 − (I− Z8,9,10Z8,3,9)Ω1 + Z1,3,4Z1,2,3Z1,7,2
+Z4,5,12Z4,11,5Ω2
)
s1,7
s4,11 = f(s1,7, s3,8) = det (Ω2) = det
(
− Z1,3,4Z1,2,3Z1,7,2 + Z1,2,3Z1,7,2 +
(
I− Z8,9,11Z8,3,9
)
Ω1
)
s1,7
s3,8 = f(s1,7) = det (Ω1) = det (−Z1,2,3Z1,7,2 + I − Z7,6,8Z7,1,6) s1,7
9/B3
1
2
3
4
5
6 7
8
9 10
11 12
48
Numerical : Hang et. al. [67] (Vector method with homo-
topy continuation)
s8,9 = f(s1,12, s3,10, s2,6) = det
(
− Z1,4,3Z1,12,4 − (I− Z10,7,6Z10,3,7)Ω1 + Z6,5,8Z6,2,5Ω2 + I
−Z12,11,9Z12,1,11
)
s1,12
s2,6 = f(s1,12, s3,10) = det (Ω2) = det (−Z1,4,2Z1,12,4 + Z1,4,3Z1,12,4 + (I− Z10,7,6Z10,3,7)Ω1) s1,12
s3,10 = f(s1,12) = det (Ω1) = det (−Z1,4,3Z1,12,4 + I− Z12,11,10Z12,1,11) s1,12
9/B4
1
2 3
4
5
6
7 8
9 10
11 12
42
Numerical : Hang et. al. [67] (Vector method with homo-
topy continuation, the reported number of AM is incorrect
(38))
s6,7 = f(s1,12, s3,10, s2,9) = det
(
− Z1,4,2Z1,12,4 − Z2,5,6Z2,9,5Ω2 + Z1,4,3Z1,12,4 + Z3,8,7Z3,10,8Ω1
)
s1,12
s2,9 = f(s1,12) = det (Ω2) = det (−Z1,4,2Z1,12,4 + I− Z12,11,9Z12,1,11) s1,12
s3,10 = f(s1,12) = det (Ω1) = det (−Z1,4,3Z1,12,4 + I− Z12,11,10Z12,1,11) s1,12
Table A.2. Position analysis of all the cataloged Baranov trusses (Part 2/8).
119
Baranov truss AM Reported solutions
9/B5
1
2 3
4
5
6 7
8
9
10
11 12
48
Numerical : Hang et. al. [67] (Vector method with homo-
topy continuation)
s6,7 = f(s1,12, s3,10, s2,9) = det
(
− Z1,4,2Z1,12,4 − Z2,5,6Z2,9,5Ω2 + Z1,4,3Z1,12,4
+(I− Z10,8,7Z10,3,8)Ω1
)
s1,12
s2,9 = f(s1,12) = det (Ω2) = det (−Z1,4,2Z1,12,4 + I− Z12,11,9Z12,1,11) s1,12
s3,10 = f(s1,12) = det (Ω1) = det (−Z1,4,3Z1,12,4 + I− Z12,11,10Z12,1,11) s1,12
9/B6
1
2
3
4
5
6
7
8
9
10
11 12
48
Numerical : Hang et. al. [67] (Vector method with homo-
topy continuation)
s4,12 = f(s7,9, s2,6, s3,10) = det ((−Z2,3,4 + I)Z2,1,3Z2,6,1Ω1 + (I− Z10,11,12Z10,3,11)Ω2) s7,9
s3,10 = f(s7,9, s2,6) = det (Ω2) = det (Z9,5,2Z9,7,5 − Z2,1,3Z2,6,1Ω1 − Z9,8,10Z9,7,8) s7,9
s2,6 = f(s7,9) = det (Ω1) = det (−I+ Z9,5,2Z9,7,5 + Z7,8,6Z7,9,8) s7,9
9/B7
1
2
3
4
5
6
7
8
9
10
11 12
48
Analytical : Han et. al. [65] (Complex number method with
Sylvester resultant). Numerical : Hang et. al. [67] (Vector
method with homotopy continuation)
s4,12 = f(s1,5, s6,9, s3,10) = det (−Z1,3,4Z1,2,3Z1,5,2 + Z1,2,3Z1,5,2 + (I− Z10,11,12Z10,3,11)Ω2) s1,5
s3,10 = f(s1,5, s6,9) = det (Ω2) = det (−Z1,2,3Z1,5,2 + Z1,7,6Z1,5,7 + (I − Z9,8,10Z9,6,8)Ω1) s1,5
s6,9 = f(s1,5) = det (Ω1) = det (−Z1,7,6Z1,5,7 + I − Z5,2,9Z5,1,2) s1,5
9/B8
1
2
3
4
5
6
7
8
9
10
11 12
48
Numerical : Hang et. al. [67] (Vector method with homo-
topy continuation, the reported number of AM is incorrect
(44))
s4,12 = f(s1,7, s5,8, s3,10) = det (−Z1,3,4Z1,2,3Z1,7,2 + Z1,2,3Z1,7,2 + (I− Z10,11,12Z10,3,11)Ω2) s1,7
s3,10 = f(s1,7, s5,8) = det (Ω2) = det (−Z1,2,3Z1,7,2 + I− Z7,2,5Z7,1,2 + (I− Z8,9,10Z8,5,9)Ω1) s1,7
s5,8 = f(s1,7) = det (Ω1) = det (Z7,2,5Z7,1,2 − Z7,6,8Z7,1,6) s1,7
Table A.3. Position analysis of all the cataloged Baranov trusses (Part 3/8).
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9/B9
1
2 3
4
5
6
7
8
9
10
11 12
42
Numerical : Hang et. al. [67] (Vector method with homo-
topy continuation)
s4,12 = f(s1,7, s6,8, s3,10) = det (−Z1,3,4Z1,2,3Z1,7,2 + Z1,2,3Z1,7,2 + (I− Z10,11,12Z10,3,11)Ω2) s1,7
s3,10 = f(s1,7, s6,8) = det (Ω2) = det (−Z1,2,3Z1,7,2 + I− Z7,5,6Z7,1,5 + (I− Z8,9,10Z8,6,9)Ω1) s1,7
s6,8 = f(s1,7) = det (Ω1) = det (−I+ Z7,5,6Z7,1,5 + Z1,5,8Z1,7,5) s1,7
9/B10
12
3
4
5 6
7
8
9
10
1112
30
Analytical : Han et. al. [64] (Complex number method
with Sylvester resultant), Dhingra et. al. [44] (Vector
method with Sylvester resultant), Borra`s and Di Grego-
rio [19] (Vector method with Sylvester dialytic elimination
method). Numerical : Liu and Yang [107] (Homotopy con-
tinuation), Hang et. al. [67] (Vector method with homotopy
continuation), Cai et. al. [25]
s11,12 = f(s1,3, s5,7, s8,10) = det (−Z1,7,10Z1,4,7Z1,3,4 + Z10,9,11Z10,8,9Ω2 + Z1,2,12Z1,3,2) s1,3
s8,10 = f(s1,3, s5,7) = det (Ω2) = det (−Z1,4,7Z1,3,4 + Z7,6,8Z7,5,6Ω1 + Z1,7,10Z1,4,7Z1,3,4) s1,3
s5,7 = f(s1,3) = det (Ω1) = det (Z1,4,7Z1,3,4 − I + Z3,4,5Z3,1,4) s1,3
9/B11
12
3
4
5 6
7
8
9
10
1112
36
Analytical : Wei et. al. [207] (Complex number method
with Sylvester resultant). Numerical : Hang et. al. [67]
(Vector method with homotopy continuation, the reported
number of AM is incorrect (34))
s11,12 = f(s1,3, s5,7, s8,10) = det (−Z1,7,10Z1,4,7Z1,3,4 + (I − Z8,9,11Z8,10,9)Ω2 + Z1,2,12Z1,3,2) s1,3
s8,10 = f(s1,3, s5,7) = det (Ω2) = det (−Z1,4,7Z1,3,4 + Z7,6,8Z7,5,6Ω1 + Z1,7,10Z1,4,7Z1,3,4) s1,3
s5,7 = f(s1,3) = det (Ω1) = det (Z1,4,7Z1,3,4 − I + Z3,4,5Z3,1,4) s1,3
9/B12
12
3
4
5
6
7
8
9
10
1112
40
Analytical : Dhingra et. al. [44] (Vector method with
Sylvester resultant). Numerical : Hang et. al. [67] (Vector
method with homotopy continuation, the reported number
of AM is incorrect, (54))
s2,3 = f(s4,6, s8,10, s1,11) = det (−Z4,7,1Z4,6,7 − Z1,12,2Z1,11,12Ω2 + I− Z6,5,3Z6,4,5) s4,6
s1,11 = f(s4,6, s8,10) = det (Ω2) = det (−Z4,7,1Z4,6,7 + I− Z6,7,8Z6,4,7 + Z8,9,11Z8,10,9Ω1) s4,6
s8,10 = f(s4,6) = det (Ω1) = det (−I+ Z6,7,8Z6,4,7 + Z4,7,10Z4,6,7) s4,6
9/B13
12
3
4
5
6
7
8
9
10
1112
40
Numerical : Hang et. al. [67] (Vector method with
homotopy continuation)
s8,11 = f(s2,4, s6,7, s10,12) = det
(
Z4,3,6Z4,2,3 − Z6,9,8Z6,7,9Ω1 − Z4,1,10Z4,2,1
+(I− Z12,5,11Z12,10,5)Ω2
)
s2,4
s10,12 = f(s2,4, s6,7) = det (Ω2) = det (−I+ Z4,1,10Z4,2,1 + Z2,1,12Z2,4,1) s2,4
s6,7 = f(s2,4) = det (Ω1) = det (Z4,3,6Z4,2,3 − Z4,1,7Z4,2,1) s2,4
Table A.4. Position analysis of all the cataloged Baranov trusses (Part 4/8).
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9/B14
12
3
4
5
6
7
8
9
10
1112
42
Analytical : Han et. al. [60] (Complex number method with
Sylvester resultant). Numerical : Hang et. al. [67] (Vector
method with homotopy continuation, the reported number
of AM is incorrect (52))
s2,3 = f(s4,6, s10,11, s1,12) = det (−Z4,7,1Z4,6,7 − (I− Z12,9,2Z12,1,9)Ω2 + I − Z6,5,3Z6,4,5) s4,6
s1,12 = f(s4,6, s10,11) = det (Ω2) = det (−Z4,7,1Z4,6,7 + Z4,7,10Z4,6,7 + (I− Z11,8,12Z11,10,8)Ω1) s4,6
s10,11 = f(s4,6) = det (Ω1) = det (−Z4,7,10Z4,6,7 + I− Z6,7,11Z6,4,7) s4,6
9/B15
12
3
4
5
6
7
8
9
10
1112
52
Analytical : Dhingra et. al. [44] (Vector method with
Sylvester resultant), Numerical : Hang et. al. [67] (Vector
method with homotopy continuation, the reported number
of AM is incorrect (26))
s3,6 = f(s10,11, s1,12, s2,4) = det
(
− Z10,7,1Z10,11,7 − (I− Z12,9,2Z12,1,9)Ω1 − Z2,5,3Z2,4,5Ω2
+I− Z11,7,6Z11,10,7
)
s10,11
s2,4 = f(s10,11, s1,12) = det (Ω2) = det
(
− Z10,7,1Z10,11,7 − (I− Z12,9,2Z12,1,9)Ω1
+Z10,7,4Z10,11,7
)
s10,11
s1,12 = f(s10,11) = det (Ω1) = det (−Z10,7,1Z10,11,7 + I− Z11,8,12Z11,10,8) s10,11
9/B16
12
3
4
5
6
7
8
9
10
1112
44
Analytical : Han et. al. [63] (Complex number method with
Sylvester resultant). Numerical : Hang et. al. [67] (Vector
method with homotopy continuation)
s2,3 = f(s7,8, s4,6, s1,11) = det
(
− Z7,10,1Z7,8,10 − Z1,12,2Z1,11,12Ω2 + Z7,10,4Z7,8,10
+(I− Z6,5,3Z6,4,5)Ω1
)
s7,8
s1,11 = f(s7,8, s4,6) = det (Ω2) = det (−Z7,10,1Z7,8,10 + I− Z8,10,11Z8,7,10) s7,8
s4,6 = f(s7,8) = det (Ω1) = det (−Z7,10,4Z7,8,10 + I− Z8,9,6Z8,7,9) s7,8
9/B17 12
3
4
5
6
7
8
9
10
1112
44
Analytical : Han et. al. [62] (Complex number method with
Sylvester resultant). Numerical : Hang et. al. [67] (Vector
method with homotopy continuation, the reported number
of AM is incorrect (66))
s3,6 = f(s1,2, s10,12, s7,8) = det (−I+ Z2,4,3Z2,1,4 + Z1,4,7Z1,2,4 + (I − Z8,9,6Z8,7,9)Ω2) s1,2
s7,8 = f(s1,2, s10,12) = det (Ω2) = det (−Z1,4,7Z1,2,4 + Z1,4,10Z1,2,4 + Z10,11,8Z10,12,11Ω1) s1,2
s10,12 = f(s1,2) = det (Ω1) = det (−Z1,4,10Z1,2,4 + I− Z2,5,12Z2,1,5) s1,2
Table A.5. Position analysis of all the cataloged Baranov trusses (Part 5/8).
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9/B18
1 2
3 4
5
6
78 9
10
11 12
38
Numerical : Hang et. al. [67] (Vector method with homo-
topy continuation, the reported number of AM is incorrect
(34))
s11,12 = f(s1,4, s6,7, s5,9) = det
(
− Z1,3,5Z1,4,3 − (I− Z9,8,11Z9,5,8)Ω2 + I− Z4,3,6Z4,1,3
+(I− Z7,10,12Z7,6,10)Ω1
)
s1,4
s5,9 = f(s1,4, s6,7) = det (Ω2) = det (−Z1,3,5Z1,4,3 + I− Z4,3,6Z4,1,3 + Z6,10,9Z6,7,10Ω1) s1,4
s6,7 = f(s1,4) = det (Ω1) = det (Z4,3,6Z4,1,3 − Z4,2,7Z4,1,2) s1,4
9/B19
1 2
3 4
5
6
7
8
9
10
11 12
46
Numerical : Hang et. al. [67] (Vector method with homo-
topy continuation, the reported number of AM is incorrect
(62))
s11,12 = f(s1,4, s6,7, s5,9) = det
(
− Z1,3,5Z1,4,3 − Z5,8,11Z5,9,8Ω2 + I − Z4,3,6Z4,1,3
+(I− Z7,10,12Z7,6,10)Ω1
)
s1,4
s5,9 = f(s1,4, s6,7) = det (Ω2) = det (−Z1,3,5Z1,4,3 + I− Z4,3,6Z4,1,3 + Z6,10,9Z6,7,10Ω1) s1,4
s6,7 = f(s1,4) = det (Ω1) = det (Z4,3,6Z4,1,3 − Z4,2,7Z4,1,2) s1,4
9/B20
1 2
3 4
5
6
7
8
9
10 11
12
46
Analytical : Wang et. al. [200] (Complex number method
with Dixon resultant and Sylvester resultant), Wang et. al.
[197] (Complex number method with Sylvester resultant).
Numerical : Hang et. al. [67] (Vector method with ho-
motopy continuation, the reported number of AM is incor-
rect (64)), Luo and Liu [112] (Complex number method with
chaos least square method)
s5,6 = f(s1,4, s8,11, s9,10) = det
(
− I+ Z4,3,5Z4,1,3 + Z1,3,8Z1,4,3 + Z8,12,9Z8,11,12Ω1
+(I− Z10,7,6Z10,9,7)Ω2
)
s1,4
s9,10 = f(s1,4, s8,11) = det (Ω2) = det ((−Z8,12,9Z8,11,12 + I− Z11,12,10Z11,8,12)Ω1) s1,4
s8,11 = f(s1,4) = det (Ω1) = det (−Z1,3,8Z1,4,3 + I− Z4,2,11Z4,1,2) s1,4
9/B21
1 2
3 4
5
6
7
8
9
10 11
12
40
Analytical : Wang et. al. [195] (Complex number method
with Dixon resultant and Sylvester resultant). Numerical :
Hang et. al. [67] (Vector method with homotopy continua-
tion, the reported number of AM is incorrect (30))
s5,8 = f(s1,4, s6,11, s7,12) = det
(
− Z1,3,5Z1,4,3 + I− Z4,3,6Z4,1,3 + Z6,10,7Z6,11,10Ω1
+(I− Z12,9,8Z12,7,9)Ω2
)
s1,4
s7,12 = f(s1,4, s6,11) = det (Ω2) = det ((−Z6,10,7Z6,11,10 + I− Z11,10,12Z11,6,10)Ω1) s1,4
s6,11 = f(s1,4) = det (Ω1) = det (Z4,3,6Z4,1,3 − Z4,2,11Z4,1,2) s1,4
Table A.6. Position analysis of all the cataloged Baranov trusses (Part 6/8).
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9/B22
1 2
3 4
5
6 7
8
9
10
11
12
50
Numerical : Hang et. al. [67] (Vector method with homo-
topy continuation)
s7,10 = f(s1,4, s8,11, s5,9) = det
(
− I+ Z4,3,5Z4,1,3 − Z5,6,7Z5,9,6Ω2 + Z1,3,8Z1,4,3
+(I− Z11,12,10Z11,8,12)Ω1
)
s1,4
s5,9 = f(s1,4, s8,11) = det (Ω2) = det (−I+ Z4,3,5Z4,1,3 + Z1,3,8Z1,4,3 + Z8,12,9Z8,11,12Ω1) s1,4
s8,11 = f(s1,4) = det (Ω1) = det (−Z1,3,8Z1,4,3 + I− Z4,2,11Z4,1,2) s1,4
9/B23
1 2
3 4
5
6
7
8
9
10
11
12
46
Analytical : Zhuang et. al. [226] (Complex number method
with Sylvester resultant), Wang et. al. [204] (Complex num-
ber method with Dixon resultant and Sylvester resultant).
Numerical : Hang et. al. [67] (Vector method with homo-
topy continuation)
s10,11 = f(s1,4, s6,8, s5,7) = det
(
− Z6,12,10Z6,8,12Ω1 − Z1,3,6Z1,4,3 + Z1,2,5Z1,4,2 + Z5,9,11Z5,7,9Ω2
)
s1,4
s5,7 = f(s1,4, s6,8) = det (Ω2) = det (−Z1,2,5Z1,4,2 + I− Z4,3,7Z4,1,3) s1,4
s6,8 = f(s1,4) = det (Ω1) = det (−Z1,3,6Z1,4,3 + I − Z4,2,8Z4,1,2) s1,4
9/B24
1 2
3 4
5
6
7
8
9
10
11
12
50
Analytical : Wang et. al. [194] (Complex number method
with Dixon resultant and Sylvester resultant). Numerical :
Hang et. al. [67] (Vector method with homotopy continua-
tion)
s7,11 = f(s1,4, s6,8, s5,10) = det (−I+ Z4,3,7Z4,1,3 + Z1,2,5Z1,4,2 + (I − Z10,9,11Z10,5,9)Ω2) s1,4
s5,10 = f(s1,4, s6,8) = det (Ω2) = det (−Z1,2,5Z1,4,2 + Z1,3,6Z1,4,3 + Z6,12,10Z6,8,12Ω1) s1,4
s6,8 = f(s1,4) = det (Ω1) = det (−Z1,3,6Z1,4,3 + I − Z4,2,8Z4,1,2) s1,4
9/B25
1 2
3 4
5 6 7
8
9 10
11 12
52
Analytical : Wang et. al. [203] (Complex number method
with Dixon resultant and Sylvester resultant). Numerical :
Hang et. al. [67] (Vector method with homotopy continua-
tion)
s9,10 = f(s1,6, s2,7) = det
(
− I+ Z6,5,9 Z6,1,5 + Z1,3,2Z1,6,3 + (I− Z7,8,10 Z7,2,8)
Z2,4,7 (−Z1,3,2Z1,6,3 + Z1,3,4Z1,6,3)
)
s1,6
s11,12 = f(s1,6, s2,7) is obtained applying the permutation[
1 2 3 4 5 6 7 8 9 10 11 12
1 2 3 4 5 6 7 8 11 12 9 10
]
to the above equation
Table A.7. Position analysis of all the cataloged Baranov trusses (Part 7/8).
124 A All the cataloged Baranov trusses
Baranov truss AM Reported solutions
9/B26
1 2
3 4
5
6
7
8
9
10
11
12
56
Analytical : Wohlhart [215], [218] (Vector method with
Sylvester resultant), Lo¨sch [109] (Vector method with
Gro¨bner basis), Wampler [191] (Complex number method
with Dixon resultant), Wang et. al. [199] (Complex number
method with Dixon resultant), Wang et. al. [201] (Complex
number method with Dixon resultant and Sylvester resul-
tant). Numerical : Hang et. al. [67] (Vector method with
homotopy continuation, the reported number of AM is in-
correct (38)), He et. al. [77] (Complex number method with
hyper-chaotic Newton downhill method)
s5,10 = f(s3,11, s3,12, s1,4) = det (−Z11,12,10Z11,3,12 + I− Z3,6,1Z3,11,6 + Z1,2,5Z1,4,2Ω1) s3,11
s1,4 = f(s3,11, s3,12) = det (Ω1) = det (Z3,6,1Z3,11,6 − Z3,7,4Z3,12,7Z3,11,12) s3,11
s8,9 = f(s3,12, s3,11, s1,4) and s1,4 = f(s3,12, s3,11) are obtained applying the permutation[
1 2 3 4 5 6 7 8 9 10 11 12
4 2 3 1 8 7 6 5 10 9 12 11
]
to the above equations
9/B27
1 2
3 4
5
6
7
8
9
10
11
12
50
Analytical : Wang et. al. [202] (Complex number method
with Dixon resultant and Sylvester resultant). Numerical :
Hang et. al. [67] (Vector method with homotopy continua-
tion, the reported number of AM is incorrect (36))
s9,11 = f(s5,12, s7,12, s3,6) = det (−Z7,10,6Z7,12,10 + Z6,8,9Z6,3,8Ω1 + I − Z12,10,11Z12,7,10) s7,12
s3,6 = f(s5,12, s7,12) = det (Ω1) = det (−Z5,4,3Z5,12,4 (−Z7,12,5 + I) − Z7,12,5 + Z7,10,6Z7,12,10) s7,12
s1,2 = f(s7,12, s5,12, s3,6) and s3,6 = f(s7,12, s5,12) are obtained applying the permutation[
1 2 3 4 5 6 7 8 9 10 11 12
9 11 6 10 7 3 5 8 1 4 2 12
]
to the above equations
9/B28
1 2
3
4 5
6 7
8
9 10 11
12
58
Analytical : Wang et. al. [198] (Complex number method
with Dixon resultant). Numerical : Almadi et. al. [6] (Ho-
motopy continuation), Hang et. al. [67] (Vector method with
homotopy continuation), Luo and Liu [113] (Complex num-
ber method with hyper-chaotic Newton downhill method)
s6,10 = f(s1,4, s2,4, s8,11) = det (−I+ Z4,3,6Z4,1,3 + Z1,3,8Z1,4,3 + (I − Z11,12,10Z11,8,12)Ω1) s1,4
s8,11 = f(s1,4, s2,4) = det (Ω1) = det (−Z1,3,8Z1,4,3 + I− Z4,1,2 + Z2,5,11Z2,4,5Z4,1,2) s1,4
s7,9 = f(s2,4, s1,4, s8,11) and s8,11 = f(s2,4, s1,4) are obtained applying the permutation[
1 2 3 4 5 6 7 8 9 10 11 12
2 1 5 4 3 7 6 11 10 9 8 12
]
to the above equations
Table A.8. Position analysis of all the cataloged Baranov trusses (Part 8/8).
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