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Abstract
In this paper, and inspired by the recent discrete-time model in [1,2], we study two continuous-time opinion dynamics
models (Model 1 and Model 2) where the individuals discuss opinions on multiple logically interdependent topics. The logical
interdependence between the different topics is captured by a “logic” matrix, which is distinct from the Laplacian matrix
capturing interactions between individuals. For each of Model 1 and Model 2, we obtain a necessary and sufficient condition
for the network to reach to a consensus on each separate topic. The condition on Model 1 involves a combination of the
eigenvalues of the logic matrix and Laplacian matrix, whereas the condition on Model 2 requires only separate conditions on
the logic matrix and Laplacian matrix. Further investigations of Model 1 yields two sufficient conditions for consensus, and
allow us to conclude that one way to guarantee a consensus is to reduce the rate of interaction between individuals exchanging
opinions. By placing further restrictions on the logic matrix, we also establish a set of Laplacian matrices which guarantee
consensus for Model 1. The two models are also expanded to include stubborn individuals, who remain attached to their
initial opinions. Sufficient conditions are obtained for guaranteeing convergence of the opinion dynamics system, with the final
opinions generally being at a persistent disagreement. Simulations are provided to illustrate the results.
Key words: opinion dynamics; social network analysis; networked systems; agent-based model
1 Introduction
Recently, the study of “opinion dynamics” has been of
particular interest to the control systems community,
in part due to the similarities and parallels with multi-
agent systems. The key problems involve study of models
in which individuals interact and discuss opinions on
a topic or set of topics, with each individual’s opinion
evolution described by an update rule.
? This paper was not presented at any IFAC meeting. Cor-
responding author: M. Ye.
Email addresses: mengbin.ye@anu.edu.au (Mengbin Ye),
trinhhoangminh@gist.ac.kr (Minh Hoang Trinh),
yhunlim@gntech.ac.kr (YoungHun Lim),
brian.anderson@anu.edu.au (Brian D.O. Anderson),
hyosung@gist.ac.kr (Hyo-Sung Ahn).
In order to understand our contribution in context,
we first review several of the widely studied and most
relevant models, and refer readers to the survey [3] for
more comprehensive discussions. The French-DeGroot
discrete-time model (known also as the DeGroot model)
was proposed in [4,5], and in it, each individual sets
his/her opinion at the next time instant to be a weight
average of his/her neighbours’ opinions. A continuous-
time counterpart was proposed in [6]. The Altafini model
[7,8,9] developed the concept that an individual may
trust or distrust neighbouring individuals (captured by
a positive or negative edge weight, respectively); the
DeGroot and Abelson models assume individuals either
trust or ignore others. The Friedkin-Johnsen model [10]
extended the DeGroot model to include “stubborn”
individuals who remain somewhat attached to their
initial opinion. The continuous-time counterpart of
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the Friedkin-Johnsen model was first proposed in [11]
(in fact appearing earlier than the Friedkin-Johnsen
model). Decades later, the model in [11] was studied as
an algorithm for containment control for autonomous
vehicle formations [12].
A natural extension to the above works is to consider the
simultaneous discussion of multiple topics. If the topics
are independent of each other then the models discussed
above may be easily extended with introduction of a
Kronecker product. However, it is more likely that an
individual’s opinion on Topic A is influenced by his/her
opinion on Topic B and vice versa. In such situations, an
individual applies an introspective (internal) cognitive
process to ensure that his/her opinions on all topics are
logically consistent. The logical interdependences and
the introspective process form the individual’s belief sys-
tem. The recent works [1,2] combined opinion evolution
(as captured by the Friedkin–Johnsen opinion dynamics
model) due to interaction among individuals with belief
system dynamics. Since each individual’s opinion set is
now affected through his or her internal belief system and
also the neighbours’ opinions, the question of when con-
sensus occurs becomes nontrivial, as the two processes
are not guaranteed a priori to be consistent with one an-
other. In [1,2], the logical interdependence is described
by a matrix, and thus the model can be considered a
form of matrix-weight consensus. Matrix-weight consen-
sus problems have recently become of interest in multi-
agent systems coordination, applicable to consensus on
Euclidean spaces, and bearing measurement based lo-
calisation and formation control [13,14].
1.1 Contributions of This Paper
Inspired by [1,2], this paper proposes and studies two
continuous-time opinion dynamics models (Model 1 and
Model 2) for networks of individuals simultaneously dis-
cussing logically interdependent topics. In both models,
each individual is affected by three processes: (i) an in-
trospective process using the logic matrix, common to
all individuals, to secure logical consistency in the in-
dividual’s opinions on the set of topics, (ii) a stubborn
attachment to the individual’s initial opinions, and (iii)
interpersonal influence arising from sharing of opinions
with neighbouring agents. The key difference between
the two models proposed in the paper is in the third pro-
cess, and specifically whether or not an individual assim-
ilates the logical interdependences into his/her opinions
before exchanging opinions with his/her neighbours. A
discussion of the difference between the two models is
postponed till their formal introduction in the next sec-
tion.
We begin our statement of results by obtaining sepa-
rate necessary and sufficient conditions for Model 1 and
Model 2 to ensure a consensus of opinions is reached
when there are no stubborn individuals, i.e. individuals
do not remain attached to their initial opinions. The con-
dition on Model 1 involves a combination of the eigenval-
ues of (i) the Laplacian matrix describing the network
topology, and (ii) the matrix describing the logical in-
terdependences. In contrast, the condition on Model 2
requires the eigenvalues of the two matrices to separately
satisfy certain conditions. Two sufficient conditions for
consensus with no stubborn individuals, requiring only
limited knowledge of the parameters of network and the
individuals, are then derived for Model 1; we show that
given a matrix describing the logical interdependence,
one can always achieve a consensus of opinions by de-
creasing the strength of interactions. On the other hand,
large interaction strengths sometimes results in insta-
bility. These observations on Model 1 contrast the re-
sults obtained on Model 2, and also to the discrete-time
model, where in the absence of stubborn individuals,
convergence of the network matrix and logic matrix sep-
arately is enough to ensure a consensus of opinions. Net-
works with stubborn individuals are also treated, with
sufficient conditions obtained for ensuring the system is
convergent for both Model 1 and Model 2. Using the ob-
tained results, we discuss the similarities and differences
of the two models, and examine the conclusions in the
social context.
The rest of the paper is structured as follows. Math-
ematical background and two continuous-time opinion
dynamics models (including a discusson of the motiva-
tions for the difference) are presented in Section 2. Sec-
tions 3 and 4 study convergence conditions of the two
models, respectively, with and without stubborn indi-
viduals. Simulations are provided in Section 5, with con-
clusions drawn in Section 6.
2 Background and Formal Problem Statement
We begin by introducing some mathematical notations.
Let 1n and 0n denote, respectively, the n×1 column vec-
tors of all ones and all zeros. For a vector x ∈ Rn, 0 ≤ x
and 0 < x indicate component-wise inequalities, i.e., for
all i ∈ {1, 2, . . . , n}, 0 ≤ xi and 0 < xi, respectively. The
canonical basis of Rn is given by e1, . . . , en. We denote√−1 =  as the imaginary unit, and for a complex num-
ber z = a+ b we denote Re(z) = a and Im(z) = b. The
modulus is |z| = √a2 + b2. For a matrix A ∈ Rn×m,
we denote its∞-norm as ‖A‖∞ = max1≤i≤n
∑m
j=1 |aij |.
The Kronecker product is given by ⊗. Note that the
terms “node”, and “individual” are used interchange-
ably. The following result will be used later in this paper.
Theorem 1 ([15, Theorem 6.1.1]) Let A = {aij} ∈
Rn×n, and let Ri(A) =
∑n
j=1,j 6=i |aij | for i = 1, . . . , n
denote the absolute row sums of the off-diagonal elements
of A. Consider the n Gersˇgorin discs
{z ∈ C : |z − aii| ≤ Ri(A)}, i = 1, . . . , n (1)
2
The eigenvalues of A are in the union of the Gersˇgorin
discsH(A) =
⋃n
i=1{z ∈ C : |z−aii| ≤ Ri(A)}. Further-
more, if the union of k of the n discs that comprise H(A)
forms a set Hk(A) that is disjoint from the remaining
n − k discs, then Hk(A) contains exactly k eigenvalues
of A, counted according to their algebraic multiplicities.
2.1 Graph Theory
The interaction between n individuals in a social network
is modelled using a weighted directed graph, denoted as
G = (V, E ,A). Each individual is a node in the finite,
nonempty set of nodes V = {vi : i ∈ I = {1, . . . , n}}.
The set of ordered edges is E ⊆ V ×V. We denote an or-
dered edge as eij = (vi, vj) ∈ E . An edge eij is said to be
outgoing with respect to vi and incoming with respect
to vj , and connotes that individual j learns of, and takes
into account, the opinion value of individual i when up-
dating its own opinion. The (incoming) neighbour set of
vi is defined as Ni = {vj ∈ V : eji ∈ E}. The weighted
adjacency matrix A ∈ Rn×n of G has nonnegative ele-
ments aij satisfying aij > 0⇔ eji ∈ E , and it is assumed
that aii = 0,∀i. The Laplacian matrix, L = [lij ]n×n, of
the associated digraph G is defined as lii =
∑n
k=1,k 6=i aik
and lij = −aij for j 6= i. A directed path is a se-
quence of edges of the form (vp1 , vp2), (vp2 , vp3), ...,where
vpi ∈ V, epipi+1 ∈ E . Node i is reachable from node j
if there exists a directed path from vj to vi. A node
vi is called a root if there is a path from vi to every
vj ∈ V, j 6= i. A directed spanning tree is a directed
graph formed by directed edges of the graph that con-
nects all the nodes, and where every vertex apart from
the unique root node has exactly one parent. A graph
is said to contain a directed spanning tree if a subset of
the edges forms a directed spanning tree 1 . A graph is
strongly connected if and only if, for every node vi, there
exists a directed path to every other node vj . The fol-
lowing is a standard result that will be used throughout
this paper.
Lemma 1 ([16]) The Laplacian L associated with a
graph G = (V, E ,A) has a single eigenvalue at 0 if and
only if G has a directed spanning tree. Associated with the
single 0 eigenvalue are left and right eigenvectors γ ≥ 0
and 1n, respectively, with normalisation γ
>1n = 1. All
other eigenvalues have strictly positive real part.
If the graph contains a directed spanning tree, then there
exists an r ≤ n such that the nodes reordered v1, . . . , vr
induce a maximally closed and strongly connected sub-
graph GL. By closed, we mean that no edges are incom-
ing to GL. We denote by GF the subgraph induced by the
set of nodes vr+1, . . . , vn. With the nodes reordered, the
1 Some literature use other terms, e.g. rooted out-branching
or directed rooted tree.
Laplacian matrix L associated with G is expressed as
L =
[
L11 0r×(n−r)
L21 L22
]
. (2)
where L11 ∈ Rr×r is irreducible. If r = n then G is
strongly connected, and L22 vanishes. The matrices L
and L11 are singular M -matrices [17], which implies in
light of Lemma 1 that if r < n then L22 is a nonsingular
M -matrix, i.e. its eigenvalues have positive real part.
Moreover, if D1,D2 are nonnegative diagonal matrices
of appropriate size, and D1 has at least one positive
diagonal entry, then all eigenvalues ofL11+D1 andL22+
D2 have positive real part (see [18, Theorem 2.3] and
[19, Corollary 4.33], respectively). The left eigenvector
γ> = [γ1, . . . , γn] defined in Lemma 1 has entries γi >
0, i ∈ {1, . . . , r}.
2.2 Opinion Dynamics Model and Problem Statement
We now present two general opinion dynamics models
and the formal problem statement. We then provide de-
tails on the motivation behind the proposed models, in-
cluding discussion and exploration of a key matrix de-
scribing the logical interdependence of the topics.
Given a population of n individuals, indexed by I =
{1, . . . , n}, let xi(t) = [x1i (t), . . . , xdi (t)]> ∈ Rd be the
vector of opinion values 2 held by individual i ∈ I, at
time t, on d different topics. We index the topics by
J = {1, . . . , d}. Where there is no confusion, we drop
the time argument t. We propose two models to describe
how the opinions of individual i evolve.
Model 1:
x˙i(t) =
∑
j∈Ni
aijC (xj(t)− xi(t)) + (C − Id)xi(t)
+ bi(xi(0)− xi(t)). (3)
Model 2:
x˙i(t) =
∑
j∈Ni
aij (xj(t)− xi(t)) + (C − Id)xi(t)
+ bi(xi(0)− xi(t)). (4)
In the above, aij is the (i, j)
th entry of the adjacency
matrixA associated with the graph G. The constant ma-
trix C ∈ Rd×d, which is the same for each individual
2 One illustrative example is where the kth entry xki repre-
sents individual i’s belief/certainty in a statement defining
topic k which in principle is provable to be true or false. Al-
ternatively, xki may represent an attitude towards adoption
of an idea defining topic k, with negative values (respec-
tively positive values) representing refusal (respectively will-
ingness) to adopt. More details are provided in Section 3.3.
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i ∈ I, represents the logical interdependence/coupling
between different topics. The scalar bi ≥ 0 is a measure
of individual i’s stubbornness, or attachment to his/her
initial opinion value xi(0). When C = Id, Eq. (3) and
(4) are equivalent, and the motivations and dynamical
properties for this special case are comprehensively de-
tailed in [3,6,11,12]. For the general case of C 6= Id as
investigated in this paper, the role and properties of C,
and the differences between (3) and (4), are explained in
Section 2.3 below, after we complete a formal introduc-
tion of the model.
Model 1: The dynamical system describing a network
of individuals using (3) can be expressed as x˙ = (In ⊗
(C−Id))x−(L⊗C)x+(B⊗Id)(x(0)−x), where x =
[x>1 , . . . ,x
>
n ]
> ∈ Rnd is the stacked vector of all opinion
vectors xi and L is the Laplacian matrix associated with
the graph G. The diagonal matrix B = diag[bi] encodes
individuals’ stubbornness. One can rearrange to obtain
x˙ = −(Ind + (L − In)⊗C +B ⊗ Id)x
+ (B ⊗ Id)x(0). (5)
If bi = 0∀ i then (3) reduces to
x˙i(t) =
∑
j∈Ni
aijC (xj(t)− xi(t)) + (C − Id)xi(t), (6)
with the network dynamics being
x˙ = −(Ind + (L − In)⊗C)x. (7)
Model 2: Similar to the above, one can show that the
network dynamics of (4) are
x˙(t) = −((L+B)⊗ Id + In ⊗ (Id −C))x(t)
+ (B ⊗ Id)x(0). (8)
If bi = 0∀ i, (4) becomes
x˙i(t) =
∑
j∈Ni
aij (xj(t)− xi(t)) + (C − Id)xi(t) (9)
with the network dynamics given by
x˙(t) = −(L ⊗ Id + In ⊗ (Id −C))x(t). (10)
The problem considered in this paper is as follows. Let
a social network be represented by a directed graph G =
(V, E ,A). Supposing that all individuals either use the
opinion updating rule (3) or (4), we seek to determine
1) the connectivity conditions (including constraints on
the edge weights) on the graph G, 2) the conditions on
the matrix C, and 3) conditions on B, which guarantee
that as t → ∞, opinions reach a steady value, i.e. x˙i =
0,∀ i ∈ I. A special case of convergence is consensus
of opinions 3 . We say that a consensus on opinions has
been reached if
lim
t→∞ ‖xi − xj‖ = 0 , ∀ i, j ∈ I. (11)
It will be shown that consensus can occur when there
are no stubborn individuals in the network, or if there
exist stubborn individuals and xi(0) = xj(0),∀ i, j.
Remark 1 The condition in (11) holds when a con-
sensus of opinions is reached for every topic, i.e.
limt→∞ x
p
i (t) = limt→∞ x
p
j (t),∀ i, j ∈ I and p ∈ J .
Part of this paper focuses on establishing conditions for
which (11) is achieved when there are no stubborn indi-
viduals in the network. In our recent paper [21], we study
the discrete-time version of (6), and identify that partial
consensus can arise when certain conditions on C are
met. By partial consensus, we mean that consensus oc-
curs for a subset of topics only: limt→∞ x
p
i = limt→∞ x
p
j
for all i, j ∈ I while limt→∞ xqi = limt→∞ xqj , i, j ∈ I,
for some p, q ∈ J and p 6= q. In particular, a necessary
condition is that there is heterogeneity of the logic matrix
between individuals. In future works, we aim to conduct
similar investigations into conditions for partial consen-
sus for the continuous-time model proposed in this paper.
Remark 2 A generalisation of (3) where individual i
remains attached to several other static opinions, in ad-
dition to i’s initial opinion xi(0), is given in [11]. Sup-
pose that individual i considers m different constant in-
puts ui,1, . . . ,ui,m, such as the initial opinions of his/her
neighbours, or constant information sources from the me-
dia. Then, the last term in (3) becomes
∑m
k=1 bi,k(ui,k−
xi(t)) = b¯i(u¯i − xi(t)) where b¯i =
∑m
k=1 bi,k and u¯i =
1∑m
k=1
bi,k
∑m
k=1 bi,kui,k is the aggregate influence of all
external influences. This paper focuses on convergence
analysis, results which hold for both (3) and the gener-
alised model in [11]. Future research will focus on how
ui,1, . . . ,ui,m affect the final opinion distribution x(∞).
3 Some literature on consensus and containment control
study agents with dynamics x˙i = Fxi +Gui, with control
ui = K
∑
j∈Ni aij (xj(t)− xi(t)). A typical result requires
the control gain K = G>Z where Z = Z> > 0 is the so-
lution to some algebraic Riccati equation, see e.g. [20]. The
eigenvalues of GG>Z are therefore nonnegative and real
[15, Corollary 7.6.2]. In (3), C − Id and C replaces F and
GG>Z, respectively. We allow C to have complex eigenval-
ues, which increases the number of different interdependen-
cies between topics describable by C. Moreover, F is also a
function of C, which means conditions for convergence are
different to existing results.
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2.3 Interdependent Topics and the C Matrix
The concept of an opinion dynamics model for captur-
ing simultaneous discussion on multiple logically interde-
pendent topics was first proposed in discrete-time [1,2].
In [1,2], the authors capture this with a matrix of multi-
issues dependence structure (MiDS). Similarly, we define
in this paper a logic matrix C which encodes the log-
ical coupling between issues, which has some different
properties to MiDS matrix in [1,2]. We now provide an
example to motivate C and demonstrate its purpose in
a person’s cognitive process for handling logically inter-
dependent topics.
Consider two topics being simultaneously discussed; 1)
mentally challenging tasks are just as exhausting as
physically challenging tasks and 2) that chess should
be considered a sport in the Olympics. Let individual
i’s opinion vector be xi = [x
1
i , x
2
i ]
>. For topic 1, if x1i
is positive (respectively negative) then individual i be-
lieves mentally challenging tasks are just as exhausting
(respectively not as exhausting) as physically challeng-
ing tasks. For topic 2, if x2i is positive (respectively
negative) then individual i believes chess should be con-
sidered (respectively not considered) an Olympic sport.
One possible logic matrix is given by
C =
[
1 0
0.7 0.3
]
(12)
which indicates that individual i believes whether an
event should be in the Olympics depends heavily on
whether it is exhausting. While the above C is row-
stochastic, we do not in general require C to be row-
stochastic (though other constraints will apply).
To gain further insight into constraints on C and each
individual’s internal process for securing logical consis-
tency, and by way of example, suppose that Ni = {∅}
and bi = 0. Then (3) and (4) become
x˙i = Cxi − xi (13)
Here, the matrix C is the logic matrix detailed in Sec-
tion 2.3, and (C − Id)xi is the difference between indi-
vidual i’s current opinion xi and its opinions after as-
similating the logical interdependencies of the discussed
topics, Cxi. Existing literature indicates that individu-
als will use an introspective (internal) cognitive process
to remove cognitive inconsistencies in their set of beliefs
[22,23,24], and this process is represented in individual
i by the dynamics of (13).
Returning to the example of chess and Olympic
sports, suppose that individual i has initial opinions
xi(0) = [1,−1]>. Then (13) with C given in (12) yields
limt→∞ xi = [1, 1]>. In other words, individual i has an
initial opinion against chess being an Olympic sport,
but his/her logical reasoning that mentally challenging
tasks are just as exhausting creates an inconsistency.
Individual i uses a cognitive process, viz. (13), to adjust
his/her opinions until a consistent set of opinions is held.
The fact that (13) represents a cognitive process implies
that some constraints must be placed on C. We assume
that (13) will eventually lead to a consistent belief sys-
tem. We therefore do not expect xi(t) to oscillate indef-
initely, or for limt→∞ ‖xi(t)‖ =∞. If (13) is asymptoti-
cally stable then limt→∞ xi = 0d, which is a non-generic
cognitive process, and we therefore assume does not oc-
cur. Thus, one expects in general that limt→∞ x(t) ex-
ists under (13) and is nonzero. In order for (13) to have
these properties, we impose the following assumption.
Assumption 1 The matrixC, with eigenvalues λk(C),
has a semi-simple 4 eigenvalue at 1 with multiplicity p ≥
1, ordered as λ1(C) = . . . = λp(C) = 1, with associated
right and left eigenvectors ζr and ξ
>
r ), respectively, satis-
fying ξ>r ζr = 1 for r = 1, . . . , p. Other eigenvalues λk(C)
satisfy Re(λk(C)) < 1,∀ k > p, and cii ≥ 0 ∀ i ∈ J .
The eigenvalue assumptions are necessary and sufficient
for (13) to have the desired convergence properties. The
requirement that cii ≥ 0 for all i ∈ J simply (and rea-
sonably) indicates that topic i is nonnegatively coupled
to itself. No restrictions are placed on the off-diagonal
entries of C, i.e. how two different topics are coupled. A
special case of Assumption 1 is C = Id. We note here
that ζi, i = 1, . . . , p is a nullvector of C − Id, and the
introspective dynamics (13) will yield that xi(∞) is in
the span of {ζr}, r = 1, . . . , p. It will become apparent
that ξr, ζr, r = 1, . . . , p also play a role in determining
the final set of opinions for the network of individuals.
Next, one may naturally ask whether, with bi > 0, the
introspective process varies from (13) to become
x˙i(t) = (C − Id)xi(t) + biC(xi(0)− xi(t)) (14)
or the second summand has no logic matrix C, i.e.
x˙i(t) = (C − Id)xi(t) + bi(xi(0)− xi(t)). (15)
The latter is our proposed model. Suppose that Assump-
tion 1 holds. For large bi, (14) can become unstable but
(15) remains convergent. We argue that larger values
of stubbornness in an individual should not create an
unstable belief system, and therefore (15) represents a
stubborn individual’s introspective cognitive process.
Last, we examine the differences in the first terms of (3)
and (4), which capture the interpersonal interactions.
4 By semi-simple, we mean that the geometric and algebraic
multiplicities are the same. Equivalently, the Jordan blocks
of the eigenvalue 1 are all 1 by 1.
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Model 1: The first term of (3) describes that individual
i displays his/her own opinions after assimilating the
logical interdependencies using C, i.e. Cxi is displayed,
and learns of neighbour j’s already assimilated opinions,
Cxj(t). Individual i’s rate of opinion change is then in-
fluenced by the weighted difference in assimilated (dis-
played) opinions between himself/herself, and his/her
neighbours,
∑
j∈Ni aij(Cxj(t)−Cxi(t)). Thus, (3) cap-
tures the simultaneous effect of three different processes,
viz. (i) interpersonal influence due to differences in as-
similated opinions between individual i and neighbour
individuals j, (ii) an introspective cognitive process for
securing logical consistency between topics, and (iii) a
stubborn attachment to i’s initial prejudices/opinions.
Model 2: In contrast, the first term of (4) reflects that
individual i displays opinions xi(t) without assimila-
tion, then learns of opinions xj(t) also without assim-
ilation. Individual i’s rate of opinion change is influ-
enced by the weighted difference in unassimilated (dis-
played) opinions between himself/herself and his/her
neighbours,
∑
j∈Ni aij(xj(t) − xi(t)). Thus, in (4), in-
dividual i only uses the introspective process (second
term) to internally assimilate the logical interdependen-
cies into his/her opinions.
The models in this paper are inspired by the discrete-
time model in [1,2]. In [2, Supplementary Material,
Remark 1], the authors describe two variations for the
discrete-time opinion dynamics when multiple logically
interdependent topics are simultaneously discussed.
In discrete-time, the two variations yield identical dif-
ference equations when C is homogeneous among the
individuals, and no variation candidate is stated as
being clearly more accepted. Thus, we developed both
variations in continuous-time to obtain Models 1 and
2 as alternative models for continuous-time opinion
evolution for logically interdependent topics. We study
both in order to better understand the dynamics of the
two processes, including any differences. It turns out
that whether individuals exchange assimilated opinions
(Model 1) or unassimilated opinions (Model 2) can lead
to different convergence and stability properties.
Remark 3 We wish to clarify that Cxi(t) represents
individual i using C to assimilate the logical interdepen-
dences into an opinion vector xi(t) to obtain an opin-
ion vector Cxi(t). On the other hand (13) is the pro-
posed model of the introspective process by which individ-
ual i ensures that he or she eventually has a set of opin-
ions which are consistent with the logical interdependence
structure, i.e. a consistent belief system. Such a model
guarantees that xi(∞) is a fixed point of the linear map
C; Cxi(∞) = xi(∞).
Last, we state an assumption on the graph G representing
the interpersonal interaction topology of the network.
Assumption 2 The graph G = (V, E ,A) has a directed
spanning tree, and the nodes are ordered such that the
associated Laplacian matrix L takes the form of (2).
If G does not have a directed spanning tree, then there
exist at least two closed and strongly connected sub-
graphs, with each subgraph containing at least one in-
dividual. Regardless of whether Model 1 or Model 2 is
used to capture the opinion dynamics, the opinions of
the individual(s) in each closed subgraph evolve inde-
pendently of the opinions of other individuals, and for
almost all x(0), will not not reach a consensus with the
opinions of any other individual in the network. By “al-
most all x(0)”, it is meant that there may be a proper
subset F of Rnd with Lebesgue measure zero, for which
consensus can still be reached if x(0) ∈ F . This implies
that for almost all x(0), G having a directed spanning
tree (Assumption 2) is a necessary condition for consen-
sus to be achieved.
We present the convergence analysis in the following two
sections, and defer discussion of the results, including
comparison between the two models, until the end.
3 Networks of Individuals with Model 1
In this section, we investigate the convergence properties
of networks where each individual’s opinion vector have
dynamics given by (3).
3.1 Consensus With No Stubborn Individuals
We first present the main convergence result when there
are no stubborn individuals, i.e. bi = 0,∀ i ∈ I.
Theorem 2 Let C, which satisfies Assumption 1, and
G = (V, E ,A) be given, with λi(L) and λk(C) being the
eigenvalues of the Laplacian matrix L and logic matrix
C, respectively. The eigenvalues are ordered such that
λ1(L) = 0, and λ1(C), . . . , λp(C) are the p ≥ 1 semi-
simple eigenvalues at 1.
Then, with each individuals’ opinions evolving according
to (6), the social network reaches a consensus on all topics
exponentially fast if and only if
Re ((1− λi(L))λk(C)) < 1, ∀ i ∈ I \ {1} and k ∈ J ,
(16)
Moreover, with γ> as defined in Assumption 2, and ξ>r
and ζr as defined in 1, the solution satisfies
lim
t→∞xi(t) =
( p∑
r=1
ζrξ
>
r
) n∑
j=1
γjxj(0),∀i ∈ I, (17)
Proof: Observe that (16) holds only if λi(L) 6= 0, i =
2, ..., n, which in turn holds if and only if G has a directed
spanning tree (see Lemma 1).
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We first establish the sufficiency of (16). With bi =
0,∀i ∈ I, the opinions x(t) evolve according to (7). De-
note M = −Ind + (In −L)⊗C. Clearly the jth eigen-
value of M is equal to −1 + λj(A) where λi(A) is the
jth eigenvalue of A = (In − L) ⊗ C. The associated
eigenvector is vj , where vj is the eigenvector of A as-
sociated with λj(A). From [25, Proposition 7.1.10], we
conclude that λj(A) = µiϕk where µi and ϕk are eigen-
values of In−L and C respectively, i ∈ I, k ∈ J . Then,
one can verify that vj = ui ⊗wk is an eigenvector of A
associated with λj(A), where ui and wk are eigenvec-
tors of In−L and C associated with µi and ϕk, respec-
tively. According to Assumption 1, C has a semi-simple
eigenvalue at 1 with multiplicity p ≥ 1; because we need
to subsequently distinguish these eigenvalues, we denote
them as ϕ1, . . . , ϕp. If G has a directed spanning tree,
then In−L has a single eigenvalue at 1, which we denote
as µ1. Then clearly, λj = µ1ϕr = 1, r = 1, . . . , p is an
eigenvalue ofA with right eigenvector vj = 1n⊗ζr. For
λj = µ1ϕk, k = p+1, . . . , d, clearly λi = ϕk has real part
strictly less than 1, because Assumption 1 states that
Re(ϕk) < 1. For λj = µiϕk where i ∈ {2, . . . , n}, k ∈ J ,
if (16) is satisfied then λj has real part strictly less than
1. It follows that all eigenvalues ofM have strictly nega-
tive real part, except for p eigenvalues at the origin, with
associated right eigenvectors vj = 1n⊗ ζr, r = 1, . . . , p.
Let JL = P 1LP−11 and JC = P 2CP−12 be the Jordan
canonical form of L and C, respectively, ordered such
that the first Jordan block of JL is associated with the
single zero eigenvalue of L and the first p Jordan blocks
of JC are associated with the p semi-simple unity eigen-
values of C. With P = P 1 ⊗ P 2, verify that
PMP−1 = J =
[
0p×p 0p×(nd−p)
0(nd−p)×p ∆
]
, (18)
with the p eigenvalues of M at the origin being semi-
simple and the nd−p nonzero diagonal entries of ∆ being
the stable eigenvalues ofM . From linear systems theory,
one then has that x(t) = eMtx(0) = P eJtP−1x(0),
which yields limt→∞ x(t) =
∑p
r=1 prq
>
r x(0) where pr
and q>r are right and left eigenvectors of M associated
with the semi-simple zero eigenvalue, satisfying p>r qr =
1,∀ r = 1, . . . , p. The above analysis yielded pr = 1n ⊗
ζr. One can easily verify that q
>
r = (γ ⊗ ξr)> and thus
limt→∞ x(t) =
∑p
r=1(γ ⊗ ξr)>x(0)(1n ⊗ ζr). In other
words, limt→∞ xi(t) = xj(t) =
∑p
r=1 (γ ⊗ ξr)> x(0)ζr,
which can be rearranged to obtain (17). The sufficiency
of (16) has been established.
It remains for the necessity of (16) to be established.
Suppose that (16) is not satisfied. Then there is some
λj = µiϕk, i ∈ {2, . . . , n}, k ∈ J such that the eigen-
value ofM ,−1+λj , is in the closed right half-plane. The
system is either unstable, or −1+λj is on the imaginary
axis (possibly at the origin). In the latter case either a)
there are now at least p + 1 eigenvalues of M at the
origin, or b) M has a pair of purely imaginary eigenval-
ues. Regarding a), the system is either unstable (there
is a Jordan block of size at least 2 × 2 in J associated
with the eigenvalue 0), or for some i 6= 1 and k ∈ J ,
there holds λj = µiϕk = 0. Then, x converges expo-
nentially fast to a subspace spanned by {v1, . . . ,vp,vj}
where vj is an eigenvector of M associated with eigen-
value λj . Because i 6= 1, vj = ui ⊗wk cannot take the
form 1n ⊗ wk, for some wk ∈ Rd, which implies that
consensus is not reached for generic initial conditions.
Regarding b), denote one of the imaginary eigenvalues as
λj = µiϕk, i 6= 1. Then, the system oscillates but not in
consensus because, similar to the above arguments, vj
associated with the imaginary λj cannot take the form
1n ⊗wk. The proof is complete. 
It may be difficult to verify the conditions in Theorem 2
because precise values of eigenvalues of both L,C are
needed. We now present two results on sufficient condi-
tions which guarantee consensus using limited informa-
tion about the network and the logic structure.
Corollary 1 For given C and G = (V, E ,A), suppose
that Assumptions 1 and 2 are satisfied. Then, there exists
a graph G = {V, E ,A} with the same node and edge set
as G but with different edge weights, such that consensus
of opinions is achieved using (6).
Proof: Let L be the Laplacian associated with G. Ob-
serve that Re ((1− λi(L))λk(C)) = dk − yidk ± ziek,
where, without loss of generality, λi(L) = yi ± zi and
λk(C) = dk ± ek are complex conjugate eigenvalues of
L and C respectively, and zi, ek ≥ 0. For i ∈ I \ {1}
and k ∈ J , it follows that Re ((1− λi(L))λk(C)) <
1 ⇔ dk − yidk + ziek < 1. Define A = αA, where
α > 0 is a constant scaling every edge weight.
Let L be the Laplacian associated with G. Since
Re
(
(1− λi(L))λk(C)
)
= Re ((1− αλi(L))λk(C)), it
follows that consensus of opinions is achieved on G if
and only if dk − α(yidk − ziek) < 1 ∀ k ∈ J . According
to Lemma 1, z1 = y1 = 0, and yi > 0 for all i ≥ 2. From
Assumption 1, we have dk = 1 and ek = 0 if k = 1, . . . , p,
and dk < 1 otherwise. Thus, there always exists a suffi-
ciently small α satisfying dk − α(yidk − ziek) < 1. 
Next, we present an explicit sufficiency condition which
requires limited knowledge of the edge weights of the
network, and the logic structure C.
Corollary 2 Let C, which satisfies Assumption 1, and
G = (V, E ,A) be given. Suppose that G has a directed
spanning tree. Then consensus of opinions is achieved if,
for all k = {1, . . . , d}
l¯ < min
{ |1− |λk| cos(θk)|(1 + cos(θk))
|λk| sin2(θk)
, 0.5
}
(19)
where |λk| = |λk(C)| and tan(θk) = ek/dk with λk(C) =
7
dk±ek. Here, l¯ = maxi∈I lii where lii =
∑
j 6=i aij is the
ith diagonal entry of L.
Proof: From Corollary 1, we recall that the system (7)
reaches a consensus if and only if
dk − yidk + ziek < 1, (20)
where λi(L) = yi ± zi and λk(C) = dk ± ek are any
eigenvalue of L and C, respectively, except for the case
where λ1(L) = 0 and λ1(C) = 1. According to Assump-
tion 1, this means that dk < 1. Recall that L has nonneg-
ative diagonal entries and nonpositive off-diagonal en-
tries, and moreover each row sums to 0. Moreover, L has
precisely one eigenvalue at 0 since G contains a directed
spanning tree. Combining these observations with The-
orem 1, we conclude that every nonzero eigenvalue of L
is contained in the disc centred at l¯, with radius l¯. We de-
note this disc as Dl¯. The fact that l¯ < 0.5 implies yi < 1
(from Theorem 1). Thus, dk−yidk < 1 because dk < 1 .
This indicates that if λk(C) is real, i.e. ek = 0, then (20)
is satisfied. If all eigenvalues of C are real, then l¯ < 0.5
ensures consensus.
Consider now ek > 0. Observe that (20) is implied by
zi
2ek
2 < (1− dk + yidk)2, which is in turn implied by
z¯2i ek
2 < (1− dk + yidk)2 (21)
where z¯i ≥ zi is such that βi = yi + z¯i is on the bound-
ary ofDl¯. Because βi is on the boundary ofDl¯, it satisfies
(yi− l¯)2 + z¯2i = l¯2 which yields z¯2i = −yi2 + 2yi l¯. Substi-
tuting into (21) yields (−yi2+2yi l¯)ek2 < (1−dk+yidk)2.
Expanding and rearranging for l¯ yields
l¯ <
1
2yi
(1− dk)2
ek2
+
dk(1− dk)
ek2
+
yi
2
(dk
2 + ek
2)
ek2
(22)
or
l¯ <
fk(yi)
|λk|2 sin2(θk)
(23)
where
fk(yi) =
[
(1− ac)2 + yi2c2 + 2yiac(1− ac)
2yi
]
(24)
with a = cos(θk) and c = |λk|. Recall that yi > 0.
Calculations show that y¯i = |1 − ac|/c > 0 is a unique
minimum of fk(yi) for yi ∈ (0,∞). Since fk(yi) > 0
for yi ∈ (0,∞), it follows that (23) is implied by
l¯ < fk(y¯i)/|λk|2 sin2(θk), which after some rearranging
yields
l¯ <
|1− |λk| cos(θk)|(1 + cos(θk))
|λk| sin2(θk)
. (25)
The proof is completed by noting that (25) must hold
for all k to guarantee that (19) holds. Note that |1 −
|λk| cos(θk)| 6= 0 because |λk| cos(θk) = dk < 1.
Consider the scenario where C(η) varies smoothly as a
function of some parameter η ∈ [a, b], and for some κ ∈
(a, b), λp(C(κ)) has negative real part. Suppose further
that λp(C(η)) is strictly real for η ≤ κ, and is complex
for η > κ. Then, limη→κ θp = pi. Notice that, separately,
limθp→pi 1 + cos(θp) = 0 and limθp→pi 1 + cos(θp) = 0.
We now show that (19) continues to hold, i.e. is evalu-
able, as θp approaches pi. Define g(θp) = |λp| sin2(θp) and
h(θp) = (1− |λp| cos(θp))(1 + cos(θp)). Denote lim θp →
pi− as the limit of θp approaching pi from the left. Since
h(θp), g(θp) are continuous in θp, and using L’Hoˆpital’s
rule, we obtain via calculations
lim
θp→pi−
h(θp)
g(θp)
= lim
θp→pi−
h′(θp)
g′(θp)
=
1 + |λp|
2|λp| . (26)
That is, the limit exists. This is consistent with (19)
because (1 + |λp|)/2|λp| > 1/2 for |λp| > 0. 
Remark 4 Corollary 1 establishes an existence result:
there is always a set of edge weights which guarantees
consensus. Corollary 1 proves this by the scaling of every
aij by a constant α > 0, and requires knowledge of C. In
contrast, Corollary 2 states that we adjust edge weights
aij for individual i only if lii =
∑n
j=1 aij exceeds the right
hand side of (19), and any such adjustment requires only
limited knowledge of the eigenvalues of C. Moreover, for
each individual i, the associated aij need not be scaled
by the same constant. While both results need knowledge
of G, including the spectral radius of L, we stress that
it is only limited knowledge. In the case of Corollary 2,
limited information concerning C is also required. Addi-
tional discussion of the inequality (19), with simulations,
is provided in the following Subsection 4.2.1.
3.2 Convergence in Networks with Stubborn Individuals
We now study networks with stubborn individuals, i.e.
∃ i ∈ I : bi > 0. We first give a standard result for
the convergence of an exponentially stable linear system
with a constant input.
Lemma 2 Consider the linear system x˙(t) = −Mx(t)+
u, where −M is Hurwitz, and u is a constant vector.
Then, limt→∞ x(t) = M−1u exponentially fast.
Proof: Under the lemma hypotheses, −M is Hurwitz.
Linear systems theory states that the solution of (8) is
given by
x(t) =
(
e−Mtx(0) +
∫ t
0
e−M(t−τ)dτu
)
. (27)
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Taking t→∞ on both sides of Eq. (27) yields
lim
t→∞x(t) = limt→∞ e
−Mt
(∫ t
0
eMτdτ
)
u (28)
We claim that
∫ t
0
eMτdτ = M−1(eMt − Ind). To
see this, observe that eMτ ,
∑∞
k=0
(Mτ)k
k! implies∫ t
0
eMτdτ = t
[
Ind +
∑∞
k=2
(Mt)k−1
k!
]
. One obtains( ∫ t
0
eMτdτ
)
M +Ind = e
Mt, and the invertibility ofM
yields
∫ t
0
eMτdτ = M−1(eMt − Ind). Thus, Eq. (28)
becomes
lim
t→∞x(t) = limt→∞(e
−MtM−1eMt − e−MtM−1)u
= M−1u. (29)
2
By establishing conditions for which the matrix in
x˙ = − [Ind + ((L − In)⊗C)+B ⊗ Id]x (30)
is Hurwitz, and by treating (B ⊗ Id)x(0) as a constant
input, we can establish conditions for which
lim
t→∞x(t) = [Ind + (L − In)⊗C +B ⊗ Id]
−1
× (B ⊗ Id)x(0). (31)
Note that if xi(0) = xj(0),∀i, j ∈ I, i.e. all individuals
are initially at consensus, then clearly x˙ = (In ⊗ (C −
Id))x and limt→∞ xi(t) =
∑p
k=1 ξ
>
k xi(0)ζk for all i ∈ I,
where ξ>k and ζk were given in Assumption 1. When the
initial conditions are not equal, the opinions converge to
(31), which in general corresponds to a persistent dis-
agreement of opinions. In what follows, we present re-
sults for individuals who (i) are slightly stubborn, (ii)
have approximately the same stubbornness, and (iii) are
extremely stubborn.
Theorem 3 For given C and G = (V, E ,A), suppose
that Assumptions 1 and 2 are satisfied. Suppose further
that (16) is satisfied. Then, the opinion dynamics system
(5) with stubborn individuals converges to (31) if
(1) Parameter bi ≥ 0 is sufficiently small, for all i ∈ I,
and ∃j ∈ {1, . . . , r} : bj > 0.
(2) For some α > 0, bi = α + i for some sufficiently
small i ∈ R,∀ i ∈ I.
Proof: Item 1: In the proof of Theorem 2, we established
that if consensus is reached for the system (7), thenM =
−Ind +
(
(In − L)⊗C
)
has a single eigenvalue at zero.
We denoted this as λ1(M) = 0, and showed in that same
proof that λ1(M) = 0 has an associated left eigenvector
u1 = 1n⊗ ζ and right eigenvector v>1 = γ>⊗ ξ> where
ξ> and ζ are given in Assumption 1, and γ> is detailed
below Lemma 1.
We now establish the exponential stability of the system
(30). Define b = [b1, . . . , bn]
>. Next, by defining
Z(b) = −Ind +
(
(In − L)⊗C
)−B(b)⊗ Id (32)
observe that the system (30) is equivalent to the system
x˙ = Z(b)x. Given a simple eigenvalue λk(Z(b)) ofZ(b),
with associated left and right eigenvectors uk(b) and
vk(b) satisfying uk(b)
>vk(b) = 1, observe that, with
bi ≥ 0 and ei ∈ Rn defined at the start of Section 2,
there holds
∂
∂bi
[Z(b)] = −eie>i ⊗ Id ≤ 0, (33)
where ei ∈ Rn is the canonical unit vector in the ith
dimension.
Consider now any k ∈ {1, . . . , nd}, and observe that
Z(b)vk(b) = λk(Z(b))vk(b) where λk(Z(b)) is the k
th
eigenvalue of Z(b) with associated left and right eigen-
vectors uk(b) and vk(b), respectively. For convenience,
we drop the argument b when there is risk of confusion,
but we stress that the matrix Z(b) and its eigenvalues
and eigenvectors are functions of b. We will now inves-
tigate the derivatives of Z, λk(Z), uk and vk with re-
spect to bi, i ∈ {1, . . . , nd}. Observe further that, for
any i ∈ I, we have ∂∂bi [Zvk] = ∂∂bi [λk(Z)vk] which is
equivalent to
∂
∂bi
[Z]vk+Z
∂
∂bi
[vk]=
∂
∂bi
[λk(Z)]vk + λk(Z)
∂
∂bi
[vk]
Assume without loss of generality that uk,vk are nor-
malised such that u>k vk = 1. Premultiplying both sides
of the above equation by u>k yields
u>k
∂
∂bi
[Z]vk + u
>
k Z
∂
∂bi
[vk]
= u>k
∂
∂bi
[λk(Z)]vk + λk(Z)u
>
k
∂
∂bi
[vk] . (34)
By recalling that u>k Z = λk(Z)uk(b)
>, we see that the
second term on the left hand side cancels the second
term on the right hand side of the above. Additionally,
u>k
∂
∂bi
[λk(Z)]vk =
∂
∂bi
[λk(Z)] because we assumed the
normalisation u>k vk = 1. This yields
∂
∂bi
[λk(Z)] = u
>
k
∂
∂bi
[Z]vk.
In the proof of Theorem 2, we showed that λ1(Z(0n)) =
1 is a simple eigenvalue and has associated left and right
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eigenvectors u1 = γ
> ⊗ ξ> and v1 = 1n ⊗ ζ. From
Lemma 1 and the arguments below it, we recall that
γ> = [γ1, . . . , γn] has nonnegative elements, with γi >
0, i ∈ {1, . . . , r}. It then follows that
∂
∂bi
[λ1(Z(0n))] = −(γ> ⊗ ξ>)(eie>i ⊗ Id)(1n ⊗ ζ)
= −γi ≤ 0. (35)
because ∂∂bi [Z(b)] = −eie>i ⊗ Id. Thus, for sufficiently
small bi ≥ 0, i ∈ I, the gradient ∂∂bi [λ1(Z(0n))] is
nonpositive. Moreover, because we assumed that ∃ j ∈
{1, . . . , r} : bj > 0 ⇒ ∂∂bj [λ1(Z(0n))] = −γj < 0, the
eigenvalue λ1(Z(0)) = 0 moves into the open left half-
plane as bi increases from 0. In other words, for suffi-
ciently small bj and bi, λ1(Z(b)) becomes a stable eigen-
value. The other nd−1 eigenvalues are continuous func-
tions of b and thus will remain in the open left-half plane
for small bi (this is because the eigenvalues are already
in the open left half-plane by virtue of the fact that the
nonstubborn system (7) is assumed to reach a consen-
sus). We conclude also that Z(b) is nonsingular, and on
recalling the definition of Z(b) given in (32), completes
the proof for Item 1.
Item 2: Suppose first that i = 0 ∀ i. If bi = α∀ i, then
(30) yields
x˙ =
[− (1 + α)Ind − (L − In)⊗C]x (36)
which implies that the eigenvalues ofZ = −(1+α)Ind−
(L−In)⊗C are the eigenvalues of −Ind− (L−In)⊗C
(which are all in the open left half-plane except for one
at the origin) shifted along the real axis by −α < 0,
which ensures the exponential stability of (36) and the
final opinions converge to (31).
Next, we consider i 6= 0 for some i. From the fact that
the eigenvalues of Z are continuous functions of i, we
conclude that for sufficiently small i, all eigenvalues of
Z¯ = −(1+α)Ind−(L−In)⊗C−
∑n
i=1 ieie
>
i ⊗Id will
remain in the open left-half plane. In other words, for
minor perturbations induced by i, Z¯ remains stable. 
Lemma 3 For given C and G = (V, E ,A), suppose that
Assumptions 1 and 2 are satisfied. Then, the opinion
dynamics system (5) with stubborn individuals converges
to (31) if bi > 0 is sufficiently large, for all i ∈ I.
Proof: The proof is an application of Gersˇgorin’s Circle
Theorem. Examination of (30) shows that bi > 0 does
not change the size of the associated (i − 1)d + 1, (i −
1)d, . . . , (i− 1)d+ d Gersˇgorin disks, but does shift the
centre of the disc further along the negative real axis
towards −∞. If every bi is sufficiently large, then every
Gersˇgorin disk will be strictly inside the open left half-
plane, indicating that the system (30) is exponentially
stable about the origin x = 0nd. This, along with the
arguments preceding (31), completes the proof. 
Remark 5 Lemma 3 does not require the system (7) to
reach a consensus: high stubbornness in all individuals
ensures the opinion dynamics process is convergent even
when the topic couplings are complex. However, this may
be at the expense of reaching a consensus. Future work
may study an adaptive bi(t), capturing individuals who
increase their stubbornness if the opinion evolution pro-
cess is becoming unstable (an undesirable scenario).
3.3 Convergence for a Class of C Matrices
In many opinion dynamics problems, it is desirable to
scale the opinions to be in some predefined interval [1],
and one desirable property of an opinion dynamics model
is that opinions remain inside this interval for all time.
One common interval is [−1, 1]. Supposing that the kth
topic represents the discussion of attitudes towards a
statement, e.g. “recreational marijuana should be legal”,
one might scale the opinions so that xki = 1 represents
maximal support for the statement, xki = 0 represents
a neutral stance, while xki = −1 represents maximal re-
jection of the statement. Now, we explore one set of suf-
ficient requirements on G and the C which ensures that
(3) has this desirable property for the interval [−1, 1].
Assumption 3 The ith diagonal entry of the Laplacian
matrix L, associated with G = (V, E ,A), satisfies lii ≤
1,∀i. The kth diagonal of the logic matrix C satisfies
ckk > 0 and ‖C‖∞ = 1.
Assumption 3 places constraints on both the logic ma-
trix C and edge weights of the network Laplacian L.
Note that ckk > 0 simply implies that the k
th topic is
positively dependent on itself. We show an invariant set
property for the system (5), and then consider the dy-
namics of networks without stubborn individuals, i.e.
(7), and networks with stubborn individuals, i.e. (5).
Lemma 4 Suppose that Assumption 1, 2, and 3 hold for
given C and G = (V, E ,A). Suppose further that each
individual’s opinion evolves according to (3). Then, if
x(0) ∈ R , {x : xki ∈ [−1, 1],∀i ∈ I,∀k ∈ J }, there
holds x(t) ∈ R for all t ≥ 0.
Proof: As above (3), we define the kth opinion of indi-
vidual i as xki (t). To prove the lemma statement, we need
only prove that, for all k ∈ J and i ∈ I, there holds
x˙ki (t) ≤ 0, if xki (t) = 1 (37)
x˙ki (t) ≥ 0, if xki (t) = −1 (38)
for x(t) ∈ R. Denote the kth row of C as c>k . Dropping
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the t argument for clarity, we obtain from (3):
x˙ki =
∑
j∈Ni
aijc
>
k (xj − xi) + c>k xi − xki + bi(xki (0)− xki )
=
∑
j∈Ni
aij
d∑
l=1
ckl(x
l
j − xli) +
d∑
l=1
cklx
l
i
− xki + bi(xki (0)− xki )
=
∑
j∈Ni
aij
d∑
l=1
cklx
l
j + (1− lii)
d∑
l=1
cklx
l
i
− xki + bi(xki (0)− xki ) (39)
for any k ∈ J and i ∈ I, with the last equality obtained
by noting that
∑
j∈Ni aij = lii. With x
k
i = 1 and x(t) ∈
R, we obtain bi(xki (0) − xki ) ≤ 0. It follows from (39)
that (37) holds if
(1− lii)ckk − 1 + (1− lii)
d∑
l=1,l 6=k
cklx
l
i
+
∑
j∈Ni
aij
d∑
l=1
cklx
l
j ≤ 0. (40)
Observe that (40) is implied by
(1− lii)ckk − 1 + |1− lii|
d∑
l=1,l 6=k
|ckl|+ lii
d∑
l=1
|ckl| ≤ 0
(41)
because |xlj | ≤ 1,∀ j ∈ I, l ∈ J (including xli) and∑
j∈Ni aij = lii. Since lii ≤ 1 and ckk +
∑d
l=1,l 6=k |ckl| =∑d
l=1 |ckl| ≤ 1 under Assumption 3, (41) evaluates to be
(1− lii)
(
ckk +
d∑
l=1,l 6=k
|ckl|
)
+ lii
d∑
l=1
|ckl|−1 ≤ 0. (42)
It follows that for all t ≥ 0, for any k ∈ J and i ∈ I,
the inequality in (42) holds. Because (42) holds, then
(40) holds, and thus (37) holds. One can use the same
approach to obtain a similar proof for (38). The proof is
complete. 
Theorem 4 (No Stubborn Individuals) Suppose
that Assumptions 1 and 3 hold for C and G = (V, E ,A).
Then, with each individual’s opinions evolving according
to (6), the network of individuals globally exponentially
reaches a consensus on all topics, with final opinions
given in (17), if and only if G has a directed spanning
tree.
Proof: First, we note that the proof of Theorem 2 es-
tablished that (16) holds only if G has a directed span-
ning tree. This establishes the necessity of the directed
spanning tree. Before proving sufficiency, we first derive
some properties of the eigenvalues ofM = −Ind+(In−
L) ⊗ C. Consider a given l ∈ {1, . . . , nd}. The lth di-
agonal entry of M is mll = −1 + (1 −
∑
j∈Ni aij)ckk
for some i ∈ I and k ∈ J . The off-diagonal entries
of the lth row, mlj , are given by (1 − lii)ckp for all
q ∈ I, p ∈ J , p 6= k, and aiqckp for all q ∈ I, p ∈ J . From
Assumption 3, we have 0 < ckk ≤ 1 and
∑
j∈Ni aij =
lii ≤ 1 ∀ i ∈ I ⇒ 0 ≤ 1−
∑
j∈Ni aij ≤ 1. It follows that
mll ≤ 0 for all l ∈ {1, . . . , nd}. As in Theorem 1, define
Rl(M) =
∑nd
j=1,j 6=l |mlj |, i.e. the sum of the absolute
values of the off-diagonal entries of the lth row of M .
Observe that
Rl(M) = |1− lii|
d∑
p=1,p 6=k
|ckp|+
∑
j∈Ni
aij cˆk
= (1− lii)
d∑
p=1,p6=k
|ckp|+ liicˆk, (43)
where cˆk =
∑d
p=1 |ckp| is the sum of the absolute values
of the kth row of C. Note that 0 ≤ 1− lii ≤ 1. Thus,
mll +Rl(M) =
− 1 + (1− lii)ckk + (1− lii)
d∑
p=1,p6=k
|ckp|+ liicˆk
= −1 + (1− lii)
( d∑
p=1,p6=k
|ckp|+ ckk
)
+ liicˆk. (44)
From Assumption 3, we have ‖C‖∞ = 1 and ckk > 0,
which implies that
∑d
p=1,p6=k |ckp| + ckk = cˆk ≤ 1. It
follows that
mll +Rl(M) = −1 + cˆk ≤ 0. (45)
This implies that mll ≤ −Rl(M), and that this holds
for all l ∈ {1, . . . , nd}. Thus, the Gersˇgorin discs of M
are all in the left half-plane. Specifically, the discs are
either in the open left half-plane (mll < −Rl(M)) or
touch the imaginary axis at the origin but do not enclose
it (mll = −Rl(M), with this including the possibility
that mll = 0). This implies that the eigenvalues of M
either have strictly negative real part, or are equal to
zero. Define A = (In − L) ⊗ C, with eigenvalue λi =
(1− µk)ϕl, where µk and ϕl are eigenvalues of (In −L)
and C, respectively.
The analysis in the proof of Theorem 2 showed that if
G has a directed spanning tree, then satisfying (16) en-
sured a consensus was reached. Because the eigenvalues
ofM either have strictly negative real part, or are equal
to zero, we need only to show that λi(A) = µkϕl 6= 1
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for all k ∈ {2, . . . , n} and l ∈ J to satisfy (16). Be-
cause L has a simple zero eigenvalue with multiplicity
p ≥ 1 and all other eigenvalues have positive real part,
it follows that Re(µk) < 1 for k > p. This implies that
λi(A) = µkϕj 6= 1, for all k 6= 1, j = 1, . . . , p ac-
cording to Assumption 1. Consider now k ∈ {2, . . . , n}
and l ∈ {p + 1, . . . , d}. Because lii ≤ 1, we conclude
using Theorem 1 that |µk| ≤ 1. Because cll > 0,∀ l
and ‖C‖∞ = 1, the lth Gersˇgorin disc of C is situated
at cll with radius 1 − cll. It follows that |ϕl| < 1 for
l = {p+ 1, . . . , d}. Thus |λi| = |µkϕl| ≤ |µk||ϕl| < 1 for
all k ∈ {2, . . . , n} and l ∈ {p+ 1, . . . , d}. In other words,
(16) of Theorem 2 is satisfied. The final consensus value
is computed as in the proof of Theorem 2. 
Theorem 5 (Stubborn Individuals) Suppose that
Assumption 1, 2, and 3 hold for given C and G =
(V, E ,A). If each individual’s opinions evolve according
to (3), bi ≥ 0,∀ i ∈ I, and ∃j ∈ {1, . . . , r} : bj > 0,
then, the opinion dynamics system (5) converges to (31)
exponentially fast.
Proof: Observe that (30) can be written as x˙ = M¯x
where M¯ = M−B⊗Id, andM = −Ind+(In−L)⊗C
was defined in the proof of Theorem 2. We showed in
that proof that the Gersˇgorin discs of M were in the
closed left half-plane, and the discs could at most touch
the origin, but not enclose it. This implied that M has
eigenvalues that either have strictly negative real part,
or are at the origin. If bi ≥ 0,∀ i ∈ I then −B ⊗ Id is
a diagonal matrix with nonpositive diagonal entries. It
follows that, for i ∈ I, the (i− 1)d+ 1, . . . , (i− 1)d+ d
Gersˇgorin discs of M¯ are the (i−1)d+1, . . . , (i−1)d+d
Gersˇgorin discs of M , with the same radius, but shifted
along the real axis to the left by bi ≥ 0. Thus, by proving
that M¯ is invertible (as we shall now do) it follows that
all eigenvalues of M¯ have negative real part.
To establish a contradiction, suppose that M¯ = −Ind+
(In−L)⊗C−B⊗Id is not invertible. Then there exists
a nonzero vector x ∈ Rnd such that M¯x = 0nd. This
implies that ((B + In)⊗ Id)x = ((In − L)⊗C)x, or
x =
(
((B + In)
−1(In − L))⊗C
)
x (46)
with B + In always invertible because bi ≥ 0 for all
i ∈ I. Obviously, (46) holds if and only if the matrix
N = ((B + In)
−1(In − L)) ⊗ C has an eigenvalue at
1. Notice that the (i − 1)d + 1, . . . , (i − 1)d + d rows of
(B+In)
−1(In−L) are equal to the rows of In−L scaled
by (bi + 1)
−1 ≤ 1. Using Theorem 1, we first conclude
the eigenvalues of In−L are in the closed unit circle, and
then conclude that the eigenvalues of (B+In)
−1(In−L)
are in the closed unit circle.
We prove by contradiction that N does not have an
eigenvalue at 1. Denote the eigenvalues of N , (B +
In)
−1(In−L), and C as ψi, µ¯k, and ϕl, and [25, Propo-
sition 7.1.10] indicates that ψi = µ¯kϕl, for k ∈ I and
l ∈ J . Note also that, from Assumption 1, ϕr = 1, r =
1, . . . , p is a semi-simple eigenvalue ofC. Using the same
arguments as in the last paragraph of the proof of Theo-
rem 4, one can establish that under Assumption 3, ψi =
µ¯kϕl 6= 1 for k ∈ I and l ∈ {p+ 1, . . . , d}. Thus, N has
an eigenvalue at 1 if and only if ψi = µ¯kϕr = 1 for some
k ∈ I and r = 1, . . . , p. Since ϕr = 1, this implies that
∃k : µ¯k = 1, i.e. for some nonzero r ∈ Rn there holds
(B+In)
−1(In−L)r = r or equivalently (B+L)r = 0n.
In other words, B + L must be singular if N has an
eigenvalue at 1. With L expressed in lower block trian-
gular form as in (2), the arguments below (2) establish
that L11 + diag[b1, . . . , br] and L22 + diag[br+1, . . . , bn]
are separately nonsingular, because bi ≥ 0∀ i ∈ I and
∃j ∈ {1, . . . , r} : bj > 0. Thus, B + L is nonsingular.
It follows that N does not have an eigenvalue at 1, and
thus M¯ is invertible and Hurwitz. Lemma 2 establishes
that final opinions are as given in (31). 
Remark 6 In [1], individual i is said to be oblivious if
bi = 0 and @j ∈ I such that bj > 0 and there is directed
path from vj to vi. That is, an oblivious individual is not
stubborn, and is not influenced by a stubborn individual’s
opinion via a directed path. Then, the sufficient condition
involving bi in Theorem 5 can be interpreted as ensuring
that there are no oblivious individuals.
Remark 7 When C = Id, the eigenvalue of L22 with
the smallest real part, denoted λ(L22), governs the con-
vergence rate of (5). Emerging results have studied how
changes to network topology (including stubbornness bi)
impacts λ(L22) [17,26], but it is not clear how the in-
troduction of C 6= Id affects such results, and may be a
future research direction.
4 Networks of Individuals with Model 2
Perhaps unsurprisingly, the lack of C in the first sum-
mand on the right of (4) greatly simplifies the analysis,
allowing for the establishing of a more comprehensive
set of results, especially when stubborn individuals are
present. We now present two theorems establish condi-
tions for convergence in networks where individuals up-
date according to (9), and (4), respectively. Afterwards,
we discuss the results on Model 1 and Model 2.
4.1 Analysis of Model 2
Theorem 6 (No Stubborn Individuals) Suppose
that Assumption 1 holds for a given C. Then for all
x(0), with each individuals’ opinions evolving according
to (9), the social network reaches a consensus on all
topics exponentially fast if and only if G has a directed
spanning tree, with limiting opinions
lim
t→∞xi(t) =
( p∑
r=1
ζrξ
>
r
) n∑
j=1
γjxj(0), ∀ i ∈ I. (47)
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Proof: The necessity of having a directed spanning tree
is explained below Assumption 2. For the proof of suffi-
ciency, observe that convergence of (10) depends on the
eigenvalue properties of the matrix A = L ⊗ Id + In ⊗
(Id −C). From [25, Proposition 11.1.7], we obtain that
the solution of (10) is
x(t) = e−Atx(0) =
(
N1(t)⊗N2(t)
)
x(0), (48)
with matrix exponentials N1(t) = e
−Lt and N2(t) =
e−(Id−C)t. Since G has a directed spanning tree, we
know that limt→∞N1(t) = 1nγ>, where γ is defined
in Lemma 1. Under Assumption 1, one can obtain
limt→∞N2(t) =
∑p
r=1 ζrξ
>
r , P . It follows that
lim
t→∞x(t) =
(
(1nγ
>)⊗ P )x(0) = 1n ⊗ ((γ> ⊗ P)x(0)).
Thus, the final opinions of each individual are at the
consensus value of (γ> ⊗ P )x(0) = P ∑ni=1 γixi(0). 
Theorem 7 (Stubborn Individuals) Suppose that
Assumptions 1 and 2 hold for givenC and G = (V, E ,A).
If each individual’s opinions evolve according to (4),
bi ≥ 0 ∀ i ∈ I, and ∃j ∈ {1, . . . , r} : bj > 0, then the
system (5) converges exponentially fast to
lim
t→∞x(t) =
(
(L+B)⊗ Id + In ⊗ (Id −C)
)−1
× (B ⊗ Id)x(0). (49)
Proof: With L expressed in lower block triangu-
lar form as in (2), the arguments below (2) estab-
lish that all eigenvalues of L11 + diag[b1, . . . , br] and
L22 + diag[br+1, . . . , bn] have strictly positive real part,
because bi ≥ 0 ∀ i ∈ I and ∃j ∈ {1, . . . , r} : bj > 0.
Thus, −(L +B) is Hurwitz. Let M = (L +B) ⊗ Id +
In ⊗ (Id − C). From [25, Proposition 7.2.3], we have
that λi = µj+ρk, where λi, i ∈ {1, . . . nd}, µj , j ∈ I and
ρk, k ∈ J are eigenvalues of M , L +B, and (Id −C),
respectively. Since −(L+B) is Hurwitz and −(Id−C)
has p zero eigenvalues and all other eigenvalues have
negative real part, it follows that −M is Hurwitz. Con-
vergence to (49) is concluded from Lemma 2. 2
4.2 Discussions on Model 1 and Model 2
To place the focus on the effects of the logic matrixC, let
us compare networks with Model 1 and Model 2 having
no stubborn individuals, i.e. (7) and (10). Notice that
if (16) is satisfied, then the consensus value is the same
for both (7) and (10), as recorded in (17) and (47). In-
terestingly, this implies that if a consensus is reached,
then the presence of the matrix C in the interpersonal
influence term has no effect on the limiting opinion val-
ues. In other words, if (16) is satisfied, then it does not
matter whether individuals exchange opinions that have
or have not been first assimilated using the logic matrix
C. However, (16) may not always be satisfied, imply-
ing that Model 1 is unstable, even if the conditions for
Model 2 to be stable are fulfilled.
It is clear when comparing Theorem 2 with Theorem 6
that the necessary and sufficient condition for consen-
sus is much simpler for Model 2 compared with Model
1. Specifically, in Model 2, the only requirement on C
and G are separately Assumption 1 and Assumption 2
(G has a directed spanning tree). This is similar to the
discrete-time model in [1], where consensus (with no
stubborn individuals) is reached by the system x(k +
1) = (W ⊗D)x(k) if and only if limk→∞Dk exists and
either (i) limk→∞Dk = 0d×d, or (ii) limk→∞W k =
1nv
> for some nonnegative vector v. Here, D and W is
the discrete-time counterpart to C and L, respectively.
In contrast, for Model 1, the necessary and sufficient
condition (16) clearly depends on the combination of
the network topology as encoded by L, and the logical
interdependence as encoded by C. Given the same C,
two different G1 and G2 may have different convergence
properties.
Without logical interdependence, i.e. C = Id, then the
consensus value is
∑n
j=1 γjxj(0). Defining the projec-
tion matrix Y =
∑p
r=1 ζrξ
>
r , we see that the effect of
the logical interdependence is to project
∑n
j=1 γjxj(0)
onto the range space of Y , which is equivalent to the
nullspace of Id −C. Put another way, the final consen-
sus value in (17) or (10) is consistent with the logical
interdependence structure, being a fixed point of C. Re-
cent work on the discrete-time model [21] indicates that
heterogeneity of C may create disagreement in the final
opinions, even without stubborn individuals. It would
be of great interest to investigate whether the same phe-
nomena holds in either Model 1 or Model 2 (or both).
Concerning Model 1, Corollaries 1 and 2 show that for
any given C, it is always possible to reach a consen-
sus if there is a sufficiently slow exchange of opinions
(weights aij are small). Sets of topics whoseC have large
ek and θk close to pi/2 (as defined in Corollary 2) re-
flect a cognitive process (13) where the opinions oscillate
heavily and rapidly before settling to a consistent be-
lief system. In such instances, the bound (19) becomes
l¯ < |1−|λk| cos(θk)|(1+cos(θk))|λk| sin2(θk) =
(1−dk)(1+cos(θk))
ek sin(θk)
< 0.5.
Thus, one method of guaranteeing consensus when indi-
viduals exchange assimilated opinionsCxi(t)−Cxj(t) is
to reduce the rate of interaction, by decreasing aij to sat-
isfy (19). On the other hand, rapid discussions may lead
to instability. We stress the word may, because some-
times there is no risk. For instance, if the eigenvalues of
C are all nonnegative real, then Model 1 will always con-
sensus for any magnitude of the aijs. A simple example
is when C is lower triangular (which reflects a cascade
logic structure) and satisfies Assumption 1. When topics
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are uncoupled, C = Id, or the logical interdependences
have not been assimilated into the exchanged opinions
(Model 2), there is never such risk.
In psychology and organisational science, it has been ob-
served that an individual receiving external information
at a high density that overwhelms their internal capac-
ity to process the information can experience cognitive
overload, leading to a decrease in decision making abili-
ties and response time to stimulus [27,28]. When consid-
ering the above discussion, it appears that the instabil-
ity that can arise in Model 1 when increasing exchange
of assimilated opinions resembles behaviour similar to
cognitive overload. More precisely, one interpretation of
the results on Model 1 is that when individual i’s opin-
ions xi evolves by both an internal cognitive process and
interpersonal social influence (the first and second term
of (6) respectively), the internal process should be not
“overwhelmed” by exogenous social influence because in-
dividuals are assimilating logical interdependences into
the opinions being exchanged, as captured by the term∑
j∈Ni aij(Cxi(t)−Cxj(t)).
4.2.1 More Comments on Corollary 2
Now, we provide a simulation that helps to illustrate
the switching of the bound between the two terms on
the right hand side of (19). Fig. 1 shows the values of
the parameter pair θk, λk for which one requires l¯ <
0.5 (red shaded region) or l¯ < |1−|λk| cos(θk)|(1+cos(θk))|λk| sin2(θk)
(white region) to guarantee that a consensus of opin-
ions is achieved. One can immediately notice that we
typically require l¯ < |1−|λk| cos(θk)|(1+cos(θk))|λk| sin2(θk) for values
of θk ≈ pi/2 and λk that are large and negative. Such
θk, λk values correspond to systems of (13) whose tra-
jectories oscillate heavily before converging to a steady
state. This is precisely what we identify in Section 4.2;
such scenarios are where one requires interpersonal in-
teractions to be significantly weaker than the internal
cognitive process.
A related, but different question is to determine when
the bound (19) is tight. This is a substantially more
challenging question to answer, one which may be an in-
teresting future research direction. We provide here an
observation only; the bound l¯ < 0.5 is tight if the eigen-
values of C are all real (and satisfy Assumption 1). The
proof of this is found in the proof of Corollary 2. Tri-
angular C are one class of logic matrices which where
all the eigenvalues are all real. Despite the mathemati-
cal restrictiveness, triangular C may be more common
in the context of this model, since such logic matrices
describe interdependences between topics built from a
single axiomatic statement.
Fig. 1. A plot of the switching of the bound
l¯ < min
{
|1−|λk| cos(θk)|(1+cos(θk))
|λk| sin2(θk) , 0.5
}
. The shaded red re-
gion indicates that |1−|λk| cos(θk)|(1+cos(θk))|λk| sin2(θk) > 0.5 and thus
one requires l¯ < 0.5, while the white region indicates
|1−|λk| cos(θk)|(1+cos(θk))
|λk| sin2(θk) < 0.5.
5 Simulations
We now present a short numerical computation to illus-
trate some of our key results. The network G has a di-
rected spanning tree, and the associated Laplacian L is
L =

1 0 −1 0 0 0 0 0
−1 1 0 0 0 0 0 0
0 −0.8 1 −0.2 0 0 0 0
0 0 −1 1 0 0 0 0
0 0 0 −0.4 1 0 −0.6 0
0 0 −0.2 0 −0.8 1 0 0
0 0 0 0 0 −1 1 0
−0.3 −0.7 0 0 0 0 0 1

. (50)
The coupling matrix is given by
C =

1 0 0
−0.1 0.2 0.7
0.1 −0.8 0.1
 (51)
This might describe the following set of complex topics.
Topic 1: North Korea has nuclear weapons capable of
reaching the USA. Topic 2: As its ally, China will de-
fend North Korea against an attack. Topic 3: The USA
will use its nuclear arsenal to eliminate North Korea’s
nuclear strike ability. Verify that G contains a directed
spanning tree, see also (2), with r = 4. The initial condi-
tions x(0) are generated from a uniform distribution in
the interval [−1, 1]. Initially, we assume bi = 0,∀ i ∈ I.
The given L and C satisfy Assumptions 1, 2 and 3, and
also satisfies the condition of (16) in Theorem 2. The
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dynamics of Model 1 and Model 2 are shown in Fig. 2
and 3, respectively. We see that the opinions for all 3
topics reach a consensus, and as discussed in Section 4.2,
the final consensus value for both models is the same,
though the transients differ. For the same L and x(0),
Fig. 4 shows the case where the topics are uncoupled with
C = Id. With C as in (51), Topic 2 is coupled to Topics
1 and 3 by a negative and positive weight respectively.
The coupling effect is clear: the consensus value of Topic
2 in Fig. 2 is further from the consensus value of Topic 1
and closer to the consensus value of Topic 3 when com-
pared to Fig. 4. Next, we introduce stubbornness, with
b = [0, 0.1, 0, 0.05, 0, 0.4, 0, 0.3]>, and the same x(0), L,
and C as above. Consistent with Theorem 5, opinions
converge to a persistent disagreement as shown in Fig. 5.
Last, we return to bi = 0,∀ i ∈ I, and use the same x(0)
and C (as in (51)), but each edge weight is multiplied
by 3, i.e. the new Laplacian L¯ satisfies L¯ = 3L. Eq. (16)
of Theorem 2 is not satisfied; we see from Fig. 6 that
the opinions diverge for Model 1, but consensus is still
achieved for Model 2, Fig. 7.
6 Conclusions
In this paper, we have proposed two continuous-time
opinion dynamics model for a social network discussing
opinions on multiple logically interdependent topics.
When there are no stubborn individuals in the network,
separate necessary and sufficient conditions are derived
for networks to achieve a consensus of opinions in both
models. The condition for Model 1 depends on the in-
terplay between the logic coupling matrix and the graph
topology, which is in contrast to Model 2, where sepa-
rate conditions on the logic matrix and graph Laplacian
matrix need to be satisfied. Further sufficient condi-
tions for consensus were obtained for Model 1, to better
understand the role of the logic matrix and graph topol-
ogy. Networks with stubborn individuals were studied
for both models, with sufficient conditions obtained for
the opinions to converge to a limit. Future work will
involve further analysis of networks with stubborn indi-
viduals in Model 1, and to consider heterogeneous logic
matrices among the individuals.
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