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TOPOLOGICAL TENSOR PRODUCT OF BIMODULES, COMPLETE HOPF ALGEBROIDS
AND CONVOLUTION ALGEBRAS
LAIACHI EL KAOUTIT AND PAOLO SARACCO
Abstract. Given a finitely generated and projective Lie-Rinehart algebra, we show that there is a continuous
homomorphism of complete commutative Hopf algebroids between the completion of the finite dual of its
universal enveloping Hopf algebroid and the associated convolution algebra. The topological Hopf algebroid
structure of this convolution algebra is here clarified, by providing an explicit description of its topological
antipode as well as of its other structure maps. Conditions under which that homomorphism becomes an
homeomorphism are also discussed. These results, in particular, apply to the smooth global sections of any Lie
algebroid over a smooth (connected) manifold and they lead a new formal groupoid scheme to enter into the
picture. In the Appendix we develop the necessary machinery behind complete Hopf algebroid constructions,
which involves also the topological tensor product of filtered bimodules over filtered rings.
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1. Introduction
1.1. Motivation and overviews. LetM be a smooth connected real manifold and denote by A = C∞(M)
its smooth R-algebra [N, §4.1]. All vector bundles considered below are overM and by definition they are
locally trivial with constant rank [N, §11.2]. For a given Lie algebroid L with anchor map ω : L → TM
(see Example 3.2), we consider the category Rep
M
(L) consisting of those vector bundles E with a (right)
L-action. That is, an A-module morphism ̺− : Γ(L) → EndR(Γ(E)) which is a Lie algebra map satisfying
̺X( f s) = f̺X(s) + Γ(ω)X( f )s, for any section s ∈ Γ(E) and any function f ∈ A. Morphisms in the
category Rep
M
(L) are morphisms of vector bundles ϕ : E → F which commute with the actions, that is,
such that Γ(ϕ) ◦ ̺X = ̺
′
X
◦ Γ(ϕ), for every section X ∈ Γ(L). Thanks to the properties of the smooth
global sections functor Γ, expounded in [N, Theorems 11.29, 11.32 and 11.39], the category Rep
M
(L)
is a (not necessarily abelian) symmetric rigid monoidal category, which is endowed with a fiber functor
ω : Rep
M
(L)→ proj(A) to the category of finitely generated and projective A-modules. The identity object
in this monoidal structure is the line bundleM×Rwith action Γ(ω) (composed with the canonical injection
DerR(A) ⊂ EndR(A)), and the action on the tensor product of two objects E and F in RepM(L), is given by
(̺ ⊗A ̺
′)X : Γ(E) ⊗A Γ(F ) 7−→ Γ(E) ⊗A Γ(F ),
(
s ⊗A s
′ 7−→ ̺X(s) ⊗A s
′
+ s ⊗A ̺
′
X(s
′)
)
,
for every X ∈ Γ(L). The symmetry is the one given by the tensor product over A. Up to the natural A-linear
isomorphism Γ(E∗)  Γ(E)∗, the action on the dual vector bundle E∗ is provided by the following A-module
and Lie algebra map ̺∗ : Γ(L)→ EndR(Γ(E)
∗), sending any section X ∈ Γ(L) to the R-linear map
̺∗X : Γ(E)
∗ −→ Γ(E)∗,
(
s∗ 7−→ Γ(ω)X ◦ s
∗ − s∗ ◦ ̺X
)
.
The Tannaka reconstruction process shows then that the pair (Rep
M
(L),ω) leads to a (universal) com-
mutative Hopf algebroid which we denote by (A,U◦) and then to a complete commutative (or topological)
Hopf algebroid (A, Û◦), where A is considered as a discrete topological ring. It turns out that (A,U◦) is
the finite dual Hopf algebroid, in the sense of [EG], of the (co-commutative) universal enveloping Hopf
algebroid (A,U := VA(Γ(L)) of the Lie-Rinehart algebra (A, Γ(L)), because in this case (M connected)
the category Rep
M
(L) can be identified with the category of (right)U-modules with finitely generated and
projective underlying A-module structure. In this way, we end up with a continuous (A ⊗R A)-algebra map
ζ : U◦ → U∗, where the latter is the convolution algebra of U. This algebra admits a topological Hopf
algebroid structure, rather than just a topological bialgebroid one as it is known in the literature, see [Ka].
It is worthy to point out that, even if Tannaka reconstruction process may be applied in this context, the
pair (Rep
M
(L),ω) does not necessarily form a Tannakian category in the sense of [Del].
The main motivation of this paper is to set up, in a self-contained and comprehensive way, the basic
notions and tools behind the theory of complete commutative (or topological) Hopf algebroids and the
connection of this theory with Lie algebroids as above. Our aim is to provide explicitly the topological
Hopf algebroid structure onU∗ mentioned previously and to show that the completion ζ̂ of the map ζ leads
not only to a continuous map, but also to a continuous morphism of topological Hopf algebroids. Besides,
we will provide some conditions under which ζ̂ becomes an homeomorphism, as well.
Now, knowing that the map ζ̂ is always a morphism of topological Hopf algebroids, one may analyse
the distinguished case when L = TM is the tangent bundle with its obvious Lie algebroid structure. It can
be shown, by using for instance [MR, Corollary 15.5.6], that in this case the universal enveloping algebroid
U can be identified with the algebra Diff(A) of all differential operators on A. On the other hand, one can
extend the duality between l-differential operators and l-jets of the bundle of l-jets of functions onM (see
e.g. [N, Theorem 11.64]) to an homeomorphism between the convolution algebra U∗ and the algebra of
infinite jetsJ(A) := Â ⊗R A (see Example 2.5 below). These are isomorphic not only as complete algebras,
but also as topological Hopf algebroids. Summing up, we have a commutative diagram
Û◦
ζ̂ // Diff(A)∗
J(A)

ϑ̂
77♦♦♦♦♦♦♦♦η̂
ff▲▲▲▲▲▲▲▲
of topological Hopf algebroids, where the algebra maps ϑ : A ⊗R A→U
∗ and η : A ⊗R A→U
◦ define the
source and the target of U∗ andU◦ respectively. Furthermore, in view of [Ka, Proposition A.5.10], if the
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map ζ̂ is an homeomorphism, then both Spf(Û◦) and Spf(Diff(A)∗) can be seen as formal groupoids that
integrate the Lie algebroidL.
1.2. Description of the main results. Recall that a complete Hopf algebroid in the sense of §2.2 is a
co-groupoid object in the category of complete commutative algebras, where the latest is endowed with a
suitable topological tensor product (see Appendix A).
Let (A, L) be a Lie-Rinehart algebra whose underlying module LA is finitely generated and projective
and consider U := VA(L), its universal enveloping Hopf algebroid (see §3.2 for details). This is a co-
commutative (right) Hopf algebroid to which one can associate two complete commutative (or topological)
Hopf algebroids, where the base algebra A is trivially filtered. The first one of these is the completion
(A, Û◦) of the finite dual (A,U◦), the commutativeHopf algebroid constructed as in [EG], see §4.1 formore
details on this construction. The second one is (A,U∗), whereU∗ is the commutative convolution algebra
of U. The topological Hopf structure of this algebroid is explicitly retrieved in §3. It is noteworthy to
mention that, in general, even if a given co-commutative Hopf algebroid possesses an admissible filtration
(see §3.4 and §3.3), it is not clear, at least to us, how to endow its convolution algebra with a topological
antipode. Namely, one needs the translation map to be an homeomorphism, or at least a filtered algebra
map. A condition which we show that is always fulfilled forVA(L) with L as above.
As we already mentioned, at the algebraic level we have a canonical (A⊗ A)-algebra map ζ : U◦ →U∗.
The following result, which concerns the properties of its completion ζ̂, is our main theorem (stated below
as Theorem 4.3 and its Corollary 4.5).
TheoremA. Let (A,U) be a co-commutative (right) Hopf algebroid with an admissible filtration (see §3.4)
and assume that the translation map δ ofU, defined in (4), is a filtered algebra map. Then the algebra map
ζ : U◦ →U∗ factors through a continuous morphism ζ̂ : Û◦ →U∗ of complete Hopf algebroids.
In particular, this applies toU = VA(L) for any Lie-Rinehart algebra (A, L) with LA a finitely generated
and projective module. Moreover, if U◦ is an Hausdorff topological space with respect to its canonical
adic topology and ζ̂ is an homeomorphism, then ζ is injective and therefore there is an equivalence of
symmetric rigid monoidal categories between the category of right L-modules and the category of right
U◦-comodules, with finitely generated and projective underlying A-module structure.
As a consequence, we also discuss conditions under which the map ζ̂ is an homeomorphism, for instance
when ζ̂ is injective and ϑ̂ is a filtered isomorphism (as in the example at the end of §1.1). See Proposition
4.4 for further conditions.
1.3. Notation and basic notions. Throughout this paper and if not stated otherwise, k will denote a fixed
field (eventually a commutative ring in the appendices), all algebras, coalgebras and Lie algebras will be
assumed to be over k (eventually, all modules will have an underlying structure of central k-modules. That
is, the left and right actions satisfy k · m = m · k for every m ∈ M and k ∈ k. Such a category of central
k-modules will be denoted by Modk). Given two algebras R and S , for an (S ,R)-bimodule M we denote
the underlying module structures by SM, MR and SMR. The right and left duals stand for the bimodules
M∗ := Hom−R (M, R) and
∗M := HomS− (M, S ), which we consider canonically as (R, S )-bimodule and
(S ,R)-bimodule, respectively. The unadorned tensor product ⊗ is understood to be over k. For an algebra
A, an A-(co)ring is a (co)monoid inside the monoidal category of A-bimodules.
We denote by CAlg
k
the category of commutative algebras. Given an algebra A in CAlg
k
, and two
bimodules AMA and ANA. The notations like MA ⊗A AN, AM ⊗A NA or AM ⊗A AN, are used for different
tensor products over A, in order to specify the sides on which we are making such a tensor product. The
subscript joining bimodules will be omitted in that notation whenever the sides are clear from the context.
For more details on the tensor product construction, see for instance [B70, A II.50, §3].
Recall finally that algebras and bimodules over algebras form a bicategory Bimk. For the notion of
bicategories and 2-functors (i.e., morphisms of bicategories) we refer the reader to [Be].
2. Complete commutative Hopf algebroids.
In this section we recall explicitly the structure maps involved in the definition of complete commuta-
tive Hopf algebroids. All algebras are assume to be commutative, in particular, all Hopf algebroids are
understood to be so. We will freely use the notations and notions expounded in Appendix A. Following the
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standard literature on the subject, we will assume k to be a field, even if the results presented here can be
stated for a commutative ring in general.
2.1. Commutative Hopf algebroids: Definition and examples. We recall here from [Ra, Appendix A1]
the definition of commutative Hopf algebroid. We also expound some examples which will be needed in
the forthcoming sections.
A Hopf algebroid is a cogroupoid object in the category CAlg
k
(equivalently a groupoid in the category
of affine schemes). Thus, a Hopf algebroid consists of a pair of algebras (A,H) together with a diagram of
algebra maps:
A
s //
t // Hε
oo
S

∆ // H ⊗A H , (1)
where to perform the tensor product,H is considered as an A-bimodule of the form sHt, i.e., A acts on the
left through s while it acts on the right through t. The maps s, t : A → H are called the source and the
target respectively, ε : H → A the counit, ∆ : H → H ⊗A H the comultiplication and S : H → H the
antipode. These have to satisfy the following compatibility conditions.
• The datum (H ,∆, ε) has to be a coassociative and counital comonoid in ABimA, i.e., an A-coring.
At the level of groupoids, this encodes a unitary and associative composition law between arrows.
• The antipode has to satisfy S◦ s = t, S◦ t = s and S2 = IdH , which encode the fact that the inverse
of an arrow interchanges source and target and that the inverse of the inverse is the original arrow.
• The antipode has to satisfy also S(h1)h2 = (t ◦ ε)(h) and h1S(h2) = (s ◦ ε)(h), which encode the
fact that the composition of a morphism with its inverse on either side gives an identity morphism
(the notation h1 ⊗ h2 is a variation of the Sweedler’s Sigma notation, with the summation symbol
understood, and it stands for ∆(h)).
Note that there is no need to require that ε ◦ s = IdA = ε ◦ t, as it descends already from the first request.
A morphism of Hopf algebroids is a pair of algebra maps
(
φ
0
, φ
1
)
: (A,H)→ (B,K) such that
φ1 ◦ s = s ◦ φ0, φ1 ◦ t = t ◦ φ0,
∆ ◦ φ1 = χ ◦
(
φ1 ⊗A φ1
)
◦ ∆, ε ◦ φ1 = φ0 ◦ ε,
S ◦ φ1 = φ1 ◦ S
where χ : K ⊗A K →K ⊗B K is the obvious map induced by φ0, that is χ (h ⊗A k) = h ⊗B k.
Example 2.1. Here are some common examples of Hopf algebroids (see [EL] for more):
(1) Let A be an algebra. Then the pair (A, A⊗A) admits a Hopf algebroid structure given by s(a) = a⊗1,
t(a) = 1⊗ a, S (a⊗ a′) = a′⊗ a, ε(a⊗ a′) = aa′ and ∆(a⊗ a′) = (a⊗ 1)⊗A (1⊗ a
′), for any a, a′ ∈ A.
(2) Let (B,∆, ε, S) be a Hopf algebra and A a right B-comodule algebra with coaction A → A ⊗ B,
a 7→ a(0) ⊗ a(1). This means that A is right B-comodule and the coaction is an algebra map (see
e.g. [Mo, §4]). Consider the algebra H = A ⊗ B with algebra extension η : A ⊗ A → H ,
a′ ⊗ a 7→ a′a(0) ⊗ a(1). Then (A,H) has a structure of Hopf algebroid, known as a split Hopf
algebroid:
∆(a ⊗ b) = (a ⊗ b1) ⊗A (1A ⊗ b2), ε(a ⊗ b) = aε(b), S(a ⊗ b) = a(0) ⊗ a(1)S(b).
(3) Let B be as in part (2) and A any algebra. Then (A, A⊗B⊗A) admits in a canonical way a structure
of Hopf algebroid. For a, a′ ∈ A and b ∈ B, its structure maps are given as follows
s(a) = a ⊗ 1B ⊗ 1A, t(a) = 1A ⊗ 1B ⊗ a, ε(a ⊗ b ⊗ a
′) = aa′ε(b),
∆(a ⊗ b ⊗ a′) =
(
a ⊗ b1 ⊗ 1A
)
⊗A
(
1A ⊗ b2 ⊗ a
′), S(a ⊗ b ⊗ a′) = a′ ⊗ S(b) ⊗ a.
2.2. Complete commutative Hopf algebroids: Definition and examples. We keep the notation from
Appendix A and we refer to the same section for all definitions and results as well.
In the spirit of [Q, Appendix A], our next aim is to show that the completion functor from Appendix A
now induces a functor from the category of Hopf algebroids CHAlgdk to that of complete Hopf algebroids
CHAlgdc
k
in the sense of [Dev, §1], for example. Up to our knowledge this is not an immediate task. To
perform such a construction one needs tools from the I-adic topology [Gr, chap 0 § 7] as well as from linear
topology in bimodules and their topological tensor product as retrieved in the Appendices.
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Assume we are given a diagram S ← A → R of filtered algebras and consider the filtered (R, S )-
bimodule R ⊗A S with filtration given as in Equation (30):
Fn(R ⊗A S ) =
∑
p+q=n
Im
(
FpR ⊗A FqS
)
.
This tensor product becomes then a filtered algebra over A, i.e., R ⊗A S is a filtered A-algebra.
Using this notion of filtered tensor product, the definition of Hopf algebroid as given in §2.1 can be
canonically adapted to the filtered context. Thus, a pair (A,H) of filtered algebras is said to be a filtered
Hopf algebroid provided that there is a diagram as in equation (1), where the involved maps satisfy the
compatibility conditions in the filtered sense. Morphisms between filtered Hopf algebroids are easily un-
derstood and the category so obtained will be denoted by CHAlgdflt
k
. The following example shows that
there is a canonical functor CHAlgdk → CHAlgd
flt
k
.
Example 2.2. Consider a Hopf algebroid (A,H). Assume that A is trivially filtered and endowH with the
augmented filtration F0H = H and FnH := K
n for every n ≥ 1, where K := Ker (ε : H → A) andH ⊗AH
with the usual tensor product filtration
F0 (H ⊗A H) = H ⊗A H , Fn (H ⊗A H) =
∑
p+q=n
Im (Kp ⊗A K
q)
for every n ≥ 1. Then (A,H) is a filtered Hopf algebroid.
As it is already known, the usual (algebraic) tensor product of complete bimodules is not necessarily a
complete bimodule. Thus, in order to introduce complete Hopf algebroid, one needs to use the topological
(or complete) tensor product (see Definition A.19 and Theorem A.18 for more details). In this way, a
complete Hopf algebroid is a pair (A,H) of complete algebras together with a diagram of filtered algebra
maps similar to the one of equation (1), with the exception that ∆ : H → H ⊗̂A H , and where all the maps
satisfy analogue compatibility conditions to that of a Hopf algebroid. In different but equivalent words,
a complete Hopf algebroid is a cogroupoid object in the category of complete algebras. Henceforth, by
complete Hopf algebroid we will always mean a commutative complete Hopf algebroid.
Remark 2.3. A detail has to be highlighted here. Assume that A andH are complete algebras and that H
is also an A-bimodule via two structure maps s, t : A→ H as above. ThenH ⊗̂A H is a complete algebra.
Indeed, it can be checked that the obvious multiplication
µ
H⊗AH
: (H ⊗A H) ⊗ (H ⊗A H)→ H ⊗A H ;
(
(x ⊗A y) ⊗ (x
′ ⊗A y
′) 7→ xx′ ⊗A yy
′
)
is well-defined and makes of H ⊗A H a filtered algebra. Since (̂−) is monoidal (cf. Corollary A.25), we
have that ̂H ⊗A H = H ⊗̂A H is a complete algebra with µ̂ as a multiplication.
The following result can be seen as a consequence of Theorem A.24. Nevertheless, for the convenience
of reader, we outline here the proof.
Proposition 2.4. The completion functor induces a functor
CHAlgdflt
k
(̂−) // CHAlgdc
k
to the category of complete Hopf algebroids with continuous morphisms of Hopf algebroids. In particular,
we have the following composition of functors
CHAlgdflt
k
(̂−) // CHAlgdc
k
CHAlgd
k
OO 66
❢ ❤
✐ ❦
♠
Proof. Let (A,H) be a filtered Hopf algebroid with filtered algebra maps s, t, ε,∆,S. In particular, H is
an object in
A
Bimflt
A
. Consider Â and Ĥ , which are complete modules as well as complete algebras (see
Theorem A.24). We have that Ĥ is an object in
Â
Bimc
Â
and we have complete algebra maps
ŝ , t̂ : Â→ Ĥ , ε̂ : Ĥ → Â,
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∆̂ : Ĥ → ̂(H ⊗A H)
(42)
 Ĥ ⊗̂Â Ĥ , and Ŝ : Ĥ → Ĥ .
These maps satisfy the same axioms as the original ones, because (̂−) is a monoidal functor by Corollary
A.25. The unique detail that needs perhaps a few words more is the antipode condition. Consider the
maps cl : H ⊗A H → H and cr : H ⊗A H → H such that cl (x ⊗A y) = S(x)y and cr (x ⊗A y) = xS(y)
respectively, for all x, y ∈ H . These allow us to write the antipode conditions as the commutativity of the
diagram
H H ⊗H
p

µ ◦ (H ⊗ S) //µ ◦ (S ⊗ H)oo H
H ⊗A H
cl
ii❚❚❚❚❚❚❚❚❚❚❚❚ cr
55❥❥❥❥❥❥❥❥❥❥❥❥
A
t
OO
H
εoo ε //
∆
OO
A
s
OO
One can check that p, cl and cr are all filtered. Indeed, for p it is immediate and for cl and cr it follows
from the fact that S is filtered. We can now apply the functor (̂−) to get a commutative diagram
Ĥ Ĥ ⊗̂ Ĥ
p̂

µ̂ ◦
(
Ĥ ⊗̂ Ŝ
)
//
µ̂ ◦
(
Ŝ ⊗̂ Ĥ
)
oo Ĥ
Ĥ ⊗̂Â Ĥ
ĉl
ii❙❙❙❙❙❙❙❙❙❙❙❙ ĉr
55❦❦❦❦❦❦❦❦❦❦❦❦
Â
t̂
OO
Ĥ
ε̂oo ε̂ //
∆̂
OO
Â
ŝ
OO (2)
which shows that Ŝ is the antipode of Ĥ . Therefore,
(
Â, Ĥ
)
is a complete Hopf algebroid.
Let
(
φ
0
, φ
1
)
: (A,H) → (B,K) be a morphism of filtered Hopf algebroids. Hence we can consider
φ̂0 : Â→ B̂ and φ̂1 : Ĥ → K̂ and these are morphisms of complete algebras. Since χ : K ⊗A K → K ⊗B K
is filtered,
(
φ̂0, φ̂1
)
becomes a morphism of complete Hopf algebroids by the functoriality of (̂−). In light
of Example 2.2, (̂−) restricts to a functor
(̂−) : CHAlgdk → CHAlgd
c
k
,
and this finishes the proof. 
Example 2.5 (The complete Hopf algebroid of infinite jets). Let A be an algebra and consider the pair
(A, A ⊗ A)as an Hopf algebroid in a canonical way. Then the pair (A, Â ⊗ A) is a complete Hopf al-
gebroid by Proposition 2.4, where A is trivially filtered and A ⊗ A is given the K-adic topology where
K := Ker
(
µA : A ⊗ A→ A
)
is the kernel of the multiplication. The complete algebra Â ⊗ A is known under
the name algebra of infinite jets. This terminology is justified by looking at the case when A = C∞(M).
Namely, in this case, Â ⊗ A coincides with the inverse limit of the smooth global sections Γ(J l(M)) of the
bundle of l-jets of functions onM, see [N, §11.46], [Kra, Proposition 9.4 (iv)].
3. The complete commutative Hopf algebroid structure of the convolution algebra
The main task of this section is to show that the convolution algebra of a given (right) co-commutative
Hopf algebroid, which is endowed with an admissible filtration (see subsection 3.3) and whose translation
map is a filtered algebra map, is a complete Hopf algebroid in the sense of subsection 2.2. At the level of
topological (right) bialgebroids this was mentioned in [Ka, A.5]. However, it seems that the literature is
lacking a precise construction for a topological antipode. Here we will supply this by providing the explicit
description of all the involved maps in the complete Hopf algebroid structure of the convolution algebra.
Such a description will be crucial in proving the results of the forthcoming section. The prototype example,
which we have in mind and fulfills the above assumptions, is the convolution algebra of the universal Hopf
algebroid of a finitely generated and projective Lie-Rinehart algebra.
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3.1. Co-commutative Hopf algebroids: Definition and examples. Next, we recall the definition of a
(right) co-commutative Hopf algebroid (see for instance [Ka, A.3.6], compare also with [Ko, Definition
2.5.1]). A (right) co-commutative Hopf algebroid over a commutative algebra is the datum of a commu-
tative algebra A, a possibly noncommutative algebra U and an algebra map s = t : A → U landing not
necessarily in the center ofU, with the following additional structure maps:
• A morphism of right A-modules ε : U → A which satisfies ε(uv) = ε(ε(u)v), for all u, v ∈ U;
• An A-ring map ∆ : U → U ×A U, where the module
U ×A U :=

∑
i
ui ⊗A vi ∈ UA ⊗A UA |
∑
i
aui ⊗A vi =
∑
i
ui ⊗A avi

is endowed with the algebra structure∑
i
ui ×A vi .
∑
j
u′
j
×A v
′
j
=
∑
i, j
uiu
′
j
×A viv
′
j
, 1U×AU = 1U ⊗A 1U
and the A-ring structure given by the algebra map 1 : A→U ×A U,
(
a 7→ a ×A 1U = 1U ×A a
)
;
subject to the conditions
• ∆ is coassociative, co-commutative in a suitable sense and has ε as a right and left counit;
• the canonical map
β : UA ⊗A AU −→ UA ⊗A UA;
(
u ⊗A v 7−→ uv1 ⊗A v2
)
(3)
is bijective, where we denoted ∆(v) = v1 ⊗A v2 (summations understood). As a matter of terminol-
ogy, the map β−1(1 ⊗A −) : U → UA ⊗A AU is the so-called translation map. The following is a
standard notation:
δ(u) := β−1(1 ⊗A u) = u− ⊗A u+ (summation understood). (4)
Right A-linear mapsUA → A form the moduleU
∗ with a structure of algebra given by the convolution
product
f ∗ g : U −→ A,
(
u 7−→ f (u1)g(u2)
)
. (5)
It comes endowed with an algebra map
ϑ = s∗ ⊗ t∗ : A ⊗ A −→ U
∗,
(
a′ ⊗ a 7−→
[
u 7→ ε(au)a′
] )
. (6)
Example 3.1. Let A = k[X] be the polynomial algebra with one variable. Consider its associated first
Weyl algebraU := A[Y, ∂/∂X], that is, its differential operators algebra. Then the pair (A,U) is a (right)
co-commutative Hopf algebroid with structure maps:
∆(Y) = 1 ⊗A Y + Y ⊗A 1, ε(Y) = 0, Y− ⊗A Y+ = 1 ⊗A Y − Y ⊗A 1.
3.2. The universal enveloping Hopf algebroid of a Lie-Rinehart algebra. Let A be a commutative
algebra over a field k of characteristic 0 and denote by Derk(A) the Lie algebra of all linear derivations of A.
Consider a Lie algebra L which is also an A-module, and let ω : L → Derk(A) be an A-linear morphism of
Lie algebras. Following [Ri], the pair (A, L) is called a Lie-Rinehart algebra with anchor map ω provided
that
[X, aY] = a[X, Y] + X(a)Y,
for all X, Y ∈ L and a, b ∈ A, where X(a) stands for ω(X)(a).
Apart from the natural examples (A,Derk(A)) (with anchor the identity map), another basic source of
examples are the smooth global sections of a given Lie algberoid over a smooth manifold.
Example 3.2. A Lie algebroid is a vector bundle L → M over a smooth manifold, together with a map
ω : L → TM of vector bundles and a Lie structure [−,−] on the vector space Γ(L) of global smooth
sections of L, such that the induced map Γ(ω) : Γ(L) → Γ(TM) is a Lie algebra homomorphism, and
for all X, Y ∈ Γ(L) and any f ∈ C∞(M) one has [X, f Y] = f [X, Y] + Γ(ω)(X)( f )Y. Then the pair
(C∞(M), Γ(L)) is obviously a Lie-Rinehart algebra.
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The universal enveloping Hopf algebroid of a Lie-Rinehart algebra is an algebraVA (L) endowed with
a morphism ιA : A→VA (L) of algebras and an A-linear Lie algebra morphism ιL : L→ VA (L) such that
ιA (a) ιL (X) − ιL (X) ιA (a) = ιA (X (a)) (7)
for all a ∈ A and X ∈ L, which is universal with respect to this property. In details, this means that if(
W, φ
A
, φ
L
)
is another algebra with a morphism φ
A
: A→ W of algebras and a morphism φ
L
: L→ W of Lie
algebras and A-modules such that
φ
A
(a)φ
L
(X) − φ
L
(X)φ
A
(a) = φ
A
(X (a)) ,
then there exists a unique algebra morphism Φ : VA (L)→ W such that Φ ιA = φA and Φ ιL = φL.
Apart from the well-known constructions of [Ri] and [MM], the universal enveloping Hopf algebroid
of a Lie-Rinehart algebra (A, L) admits several other equivalent realizations. In this paper we opted for the
following. Set η : L → A ⊗ L; X 7−→ 1A ⊗ X and consider the tensor A-ring TA (A ⊗ L) of the A-bimodule
A ⊗ L. It can be shown that
VA (L) 
TA (A ⊗ L)
J
where the two side ideal J is generated by the set
J :=
〈
η (X) ⊗A η (Y) − η (Y) ⊗A η (X) − η ([X, Y]) ,
η (X · a) − η (X) · a, a · η (X) − η (X) · a − ω (X) (a)
∣∣∣∣∣∣ X, Y ∈ L, a ∈ A
〉
We have the algebra morphism ιA : A → VA (L) ; a 7−→ a + J and the right A-linear Lie algebra map
ιL : L → VA (L) ; X 7−→ η (X) + J that satisfy the compatibility condition (7). It turns out thatVA(L) is a
co-commutative right A-Hopf algebroid with structure maps induced by the assignment
ε (ιA (a)) = a, ε (ιL (X)) = 0,
∆ (ιA (a)) = ιA (a) ×A 1VA(L) = 1VA(L) ×A ιA (a) ,
∆ (ιL (X)) = ιL (X) ×A 1VA(L) + 1VA(L) ×A ιL (X) ,
β−1
(
1VA(L) ⊗A ιA (a)
)
= ιA (a) ⊗A 1VA(L) = 1VA(L) ⊗A ιA (a) ,
β−1
(
1VA (L) ⊗A ιL (X)
)
= 1VA(L) ⊗A ιL (X) − ιL (X) ⊗A 1VA(L).
Another realization for VA(L) can be obtained as a quotient of the smash product (right) A-bialgebroid
A#Uk(L), as introduced firstly by Sweedler in [Sw], by the ideal I := 〈a#X − 1#aX | a ∈ A, X ∈ L〉.
Example 3.3. The first Weyl algebra considered in Example 3.1, is in fact the universal enveloping Hopf
algebroid of the Lie-Rinehart algebra (A,Derk(A)), where A = k[X] is the polynomial algebra.
3.3. Admissible filtrations on general rings. Let U be an A-ring or, equivalently, let A → U be a ring
extension(1) . Throughout this subsection we assume A to be trivially filtered (i.e., FnA = A for all n ≥ 0,
zero otherwise) and we refer to Appendix B for a more detailed treatment in the framework of filtered
bimodules. Following [Ka, Definition A.5.1], we say that U has a right admissible filtration, if A ⊂ U
(as a ring) and there is an increasing filtration U =
⋃
n ∈N F
nU of A-subbimodules such that F0U = A,
FnU . FmU ⊆ Fn+mU and each one of the quotient modules in
{
FnU/Fn−1U
}
n≥0
is a finitely generated and
projective right A-module. We will denote by τn : F
nU → U and by τ
n,m
: FnU → FmU the canonical
inclusions for m ≥ n ≥ 0. Notice that U can be identified with the direct limit of the system {FnU, τn,m},
that is: U = lim
−→n
(FnU). Thus, the underlying A-bimodule AUA is an increasingly filtered A-bimodule
which is locally fgp as a right A-module by definition (see §B.1). The following Proposition summarizes
the properties of rings with an admissible filtration.
Proposition 3.4. LetU be an A-ring endowed with a right admissible filtration {FnU | n ≥ 0}. The follow-
ing properties hold true
(1) Each of the structural maps τn,n+1 : F
nU → Fn+1U is a split monomorphism of right A-modules.
In particular, each of the submodules FnU is a finitely generated and projective right A-module
and each of the monomorphisms τn : F
nU → U splits in right A-modules with retraction θn.
(1) Even if we plan to apply the results of this subsection to a co-commutative Hopf algebroid (A,U), these are interesting on their
own and this justifies the choice of presenting them in the present form.
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(2) As a filtered right A-module,U satisfies
U  gr(U) = A ⊕
F1U
A
⊕
F2U
F1U
⊕ · · · ⊕
FnU
Fn−1U
⊕ · · ·
In particularU is a faithfully flat right A-module.
Proof. Follows from Lemma B.1, Corollary B.2 and Remark B.3 of the Appendices. The faithfully flatness
is a consequence of the fact thatU is the direct sum of the faithfully flat right A-module A and the flat right
A-module
⊕
n∈N
Fn+1U/FnU (see e.g. [B61, Proposition 9, I §3]). 
Remark 3.5. Given a right admissible filtration {FnU | n ≥ 0} on an A-ring U, it follows from Lemma
B.1 that we have right A-linear isomorphisms ψn : F
nU 
⊕n
k=0
FkU/Fk−1U for all n ≥ 0. Let us fix
a dual basis
{(
un
i
, γn
i
)
| i = 1, . . . , d′n
}
for every FnU/Fn−1U, n ≥ 0. These induce a distinguished dual
basis
{(
en
i
, λni
)
| i = 1, . . . , dn :=
∑n
j=0 d
′
j
}
on FnU for all n ≥ 0, which is given as follows. The generating
set
{
en
i
| i = 1, . . . , dn
}
is given by
{
ψ−1n
(
uk
i
)
| k = 0, . . . , n, i = 1, . . . , d′
k
}
, that is ψ−1n
(
uk
i
)
= en
i+dk−1
for all
0 ≤ k ≤ n and all 1 ≤ i ≤ d′
k
(d−1 = 0 by convention). The dual elements are given by extending
γk
i
: FkU/Fk−1U → A to (γ′)ki :
⊕n
k=0
FkU/Fk−1U → A, letting (γ′)ki |FhU/Fh−1U= 0 for h , k, and then
composing with ψn, i.e., (γ
′)ki ◦ ψn = λ
n
i+dk−1
for all k, i as above.
This distinguished dual basis has the following useful property which will be helpful in the sequel.
Let us denote by τm,n : F
mU → FnU and jm,n :
⊕m
h=0
FhU/Fh−1U →
⊕n
k=0
FkU/Fk−1U the inclusion
morphisms for m ≤ n. Then ψn ◦ τm,n = jm,n ◦ ψm, whence τm,n
(
em
i
)
= en
i
for all i = 1, . . . , dm and
λni ◦ τm,n = λ
m
i if i = 1, . . . , dm, λ
n
i ◦ τm,n = 0 otherwise.
3.4. A filtration on the convolution algebraU∗ of a co-commutative Hopf algebroid. The idea for this
example came to us from [Ka, A.5.8]. Let (A,U) be a co-commutative (right) Hopf algebroid. We say
that (A,U) is endowed with a (right) admissible filtration if the A-ring U has a right admissible filtration
U =
⋃
n ∈N F
nU as in §3.3, which is also compatible with the comultiplication in the sense that it satisfies
∆(FnU) ⊆
∑
p+q=n
Im (F pUA ⊗A F
qUA) =
∑
p+q=n
F pUA ⊗A F
qUA = F
n (UA ⊗A UA)
(the counit is automatically filtered). The inclusion τ0 : A→U plays the role of the morphisms s = t.
Example 3.6. As in §3.2, consider the universal enveloping Hopf algebroid U := VA(L) of a given Lie-
Rinehart algebra (A, L). Since the tensor A-ring TA (A ⊗k L) is endowed with an increasing filtration:
Fn (TA (A ⊗k L)) :=
n⊕
k=0
TA (A ⊗k L)
k ,
where TA (A ⊗k L)
k := (A ⊗k L) ⊗A (A ⊗k L) ⊗A · · · ⊗A (A ⊗k L) for k times, this induces a filtration onU via
the canonical projection. Thus, the n-th term of the filtration FnU is the right A-module generated by the
products of the images of elements of L inU of length at most n. If we assume as usual that A is trivially
filtered then both ιA : A→U and ε : U → A are filtered. Moreover, from
∆ (ιL (X)) = ιL (X) ⊗A 1U + 1U ⊗A ιL (X) ∈ Im
(
F1U ⊗A F
0U
)
+ Im
(
F0U ⊗A F
1U
)
= F1 (U ⊗A U)
it follows that
∆ (FnU) ⊆
n∑
k=0
∆
(
ιL (L)
k
)
⊆
n∑
k=0
∆ (ιL (L))
k ⊆
n∑
k=0
Fk (U ⊗A U) ⊆ F
n (U ⊗A U)
(notice that this makes sense since Im (∆) ⊆ U ×A U , which is a filtered algebra with filtration induced
by the one of U ⊗A U). Summing up, U is a filtered co-commutative Hopf algebroid. Furthermore, it
is well-known that if L is a projective right A-module, then we have a graded isomorphism of A-algebras
grU  S A (L), the symmetric algebra of LA (see e.g. [Ri, Theorem 3.1]). From this one deduces that if L
is also finitely generated as right A-module, then the quotient modules FnU/Fn−1U are finitely generated
and projective as right A-modules as well. Therefore, under these additional hypotheses,U turns out to be
a co-commutative right Hopf algebroid endowed with an admissible filtration.
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We are going to show in the forthcoming subsections that the convolution algebraU∗ of a co-commutative
right Hopf algebroid (A,U) with an admissible filtration is a projective limit of algebras and a complete
Hopf algebroid, where the comultiplication ∆∗ : U
∗ → U∗
A
⊗̂A AU
∗ is induced by the multiplication of
U, A is trivially filtered and U∗ is considered as an A-bimodule via the source and the target induced by
the algebra map ϑ : A ⊗ A → U∗ of equation (6). The counit will be the map ε∗ : U
∗ → A such that
f 7→ f (1). The construction of the antipode for U∗ will require an additional hypothesis and it will be
treated separately in §3.6.
Notice thatU∗  lim
←− n
(FnU∗) as A-bimodules via the isomorphism
Φ : U∗ → lim
←−
n
((FnU)∗);
(
f 7→
(
τ∗n( f )
)
n≥0
)
; lim
←−
n
((FnU)∗)→U∗;
(gn)n≥0 7→ g := lim−→
n
(gn)
 , (8)
and it can be endowed with a natural decreasing filtration
F0U
∗ := U∗ and Fn+1U
∗ := Ker
(
τ∗
n
)
= Ann(FnU) (9)
(see §B.2 for the general case). Besides, U∗ is also a projective limit of (A ⊗ A)-algebras, where the
projective system is endowed with the algebra maps ϑn = (τn)
∗ ◦ ϑ : A ⊗ A → (FnU)∗ and where (FnU)∗
is the convolution algebra of the A-coalgebra (FnU)A.
Lemma 3.7. The pair (U∗, FnU
∗) gives a complete A-bimodule as well as a complete algebra.
Proof. In §B.2 it is proved that it is a complete A-bimodule and so a complete module over k as well. In
light of Remark A.26, it is enough for us to prove that the filtration FnU
∗ is compatible with the convolution
product to conclude the proof. Notice that the Ann (FnU)’s are ideals, whence we have that FnU
∗ ∗
FmU
∗ ⊆ Fn+mU
∗ whenever n or m is 0. If mn > 0 then, given f ∈ FnU
∗ and g ∈ FmU
∗, we have
that ( f ∗ g)
(
Fm+n−1U
)
⊆
∑
p+q=n+m−1 f (F
pU) g (FqU) = 0, because when p ≥ n it happens that q =
m + n− 1− p ≤ m− 1. Therefore, f ∗ g ∈ Ann
(
Fn+m−1U
)
= Fn+mU
∗ and hence FnU
∗ ∗ FmU
∗ ⊆ Fn+mU
∗
for allm, n ≥ 0. Recalling that we consider A trivially filtered, we have that FnU
∗ induces onU∗ a filtration
as a algebra and as an A-bimodule at the same time. 
Remark 3.8. We already know that the convolution algebraU∗ is an augmented one and the augmentation
is given by the algebra map (which is going to be the counit) ε∗ : U
∗ → A, f 7→ f (1). Therefore, one
can consider the I-adic topology onU∗ with respect to the two-sided ideal I := Ker (ε∗). However, in the
filtration of Lemma 3.7 we have I = F1U
∗, and so In ⊆ FnU
∗, for every n ≥ 0. Thus the I-adic topology
is finer than the linear topology obtained from the filtration {FnU
∗ | n ≥ 0} of Equation (9).
3.5. The topological comultiplication and counit of U∗. Next we want to show that the multiplication
µ : U ⊗U → U induces a comultiplication ∆∗ : U
∗ → U∗ ⊗̂A U
∗ which endows U∗ with a structure of
comonoid in the monoidal category of complete bimodules
(
A
Bimc
A
, ⊗̂A, A, α
)
where A is trivially filtered.
We will often make use of the notation and conventions of §A.10 and Remark A.11. The unaccustomed
reader is invited to go through them before proceeding.
Let us perform the tensor product UA ⊗A AU. The multiplication µ : U ⊗ U → U which gives the
algebra structure toU factors through the tensor product over A:
µ (xτ0(a) ⊗ y) = xτ0(a)y = µ(x ⊗ τ0(a)y),
and it is A-linear with respect to both A-actions onUA ⊗A AU, namely
a(x ⊗A y) = (τ0(a)x) ⊗A y and (x ⊗A y)a = x ⊗A (yτ0(a)).
Therefore, it induces a filtered A-bilinear morphism µ∗ : U∗ → (U ⊗A U)
∗ and maps µ
n,m
: FnUA ⊗A
AF
mU → Fn+mU, which dually give rise to a family of morphisms of A-bimodules
∆n,m : U
∗
τ∗m+n // (Fm+nU)∗
µ∗n,m // (FnUA ⊗A AFmU)
∗ ,
for every n,m ≥ 0 such that ∆n,m( f ) (x ⊗A y) = f (xy) for all f ∈ U
∗, x ∈ FnU and y ∈ FmU. Given
f ∈ U∗, for each element u ∈ U we define f ↼ u : UA → AA to be the linear map which acts as v 7→ f (uv).
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Lemma 3.9. For any f ∈ U∗ and for all n,m ∈ N, we have
(
φ−1m,n ◦ ∆n,m
)
( f ) =
dn∑
k=1
τ∗m
(
f ↼ τn
(
enk
))
⊗A λ
n
k ∈ (F
mU)
∗
A ⊗A A (F
nU)
∗
(10)
where
{
en
k
, λn
k
| k = 1, · · · , dn
}
is the dual basis of (FnU)A given in Remark 3.5 and φm,n : (F
mM∗)
R
⊗R
R
(FnM∗)  (FnMR ⊗R RF
mM)∗ are the canonical isomorphisms (see Corollary B.2).
As a consequence of Lemma 3.9 and of the fact that (U ⊗A U)
∗
 U∗ ⊗̂A U
∗ as filtered bimodules via
the completion of canonical map φ
U,U
(see Proposition B.6 and diagram (11) below), we have an A-bilinear
comultiplication
∆∗ := ψU,U ◦ µ
∗ : U∗ → (U∗)A ⊗̂A A(U
∗)
which makes the following diagram to commute
U∗
∆∗ //❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴
µ∗ ))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
τ∗m+n

U∗ ⊗̂A U
∗
Πm,n

φ̂U,U
tt✐✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐
(U ⊗A U)
∗
ψU,U
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐
(τn⊗Aτm)
∗

Fn+mU∗
µ∗n,m // (FnU ⊗A FmU)∗ FmU∗ ⊗A FnU∗
φm,noo
(11)
for all m, n ≥ 0 where the projections Πm,n make of U
∗ ⊗̂A U
∗ the projective limit of the projective sys-
tem
(
FmU∗ ⊗A F
nU∗, τ∗
p,m
⊗A τ
∗
q, n
)
, see §B.3. Thanks to relations (52) of the Appendices and (10) and by
resorting to the notations introduced in Remark 3.5, one may write explicitly
∆∗( f ) = lim
n→∞

dn∑
i=1
(
f ↼ τn
(
eni
))
⊗A Eλn
i
 , (12)
where we set Eλn
i
:= θ∗
n
(λni ) (recall that for g ∈ U
∗ we have that g − θ∗
n
τ∗
n
(g) ∈ Ker
(
τ∗
n
)
= Fn+1U
∗).
Furthermore, the comultiplication ∆∗ is uniquely determined by the following rule. For every f ∈ U
∗,
∆∗( f ) = lim
n→∞
∑
( f )
f(1), n ⊗A f(2), n
 ⇐⇒
 f (uv) = limn→∞
∑
( f )
f(1), n
(
f(2), n(u)v
) , for every u, v ∈ U
 . (13)
Now we can state the subsequent lemma.
Lemma 3.10. The comultiplication ∆∗ : U
∗ → U∗ ⊗̂A U
∗ is a morphism of filtered A-bimodules when
U∗ ⊗̂A U
∗ is endowed with its canonical filtration. Both the comultiplication ∆∗ : U
∗ → U∗ ⊗̂A U
∗ and
the counit ε∗ : U
∗ → A are morphisms of complete algebras.
Proof. By definition of ∆∗, the first claim follows from the filtered isomorphism (U ⊗A U)
∗
 U∗ ⊗̂A U
∗,
once observed that the transpose of a filtered morphism of increasingly filtered modules is filtered with
respect to the induced decreasing filtrations on the duals. For the second claim, we only give the proof for
the comultiplication, since the counit is clearly a morphism of complete algebras. To show that ∆∗ is unital,
recall first that the unit of U∗ is the counit ε = 1U∗ of U and the unit of U
∗ ⊗A U
∗ is ε ⊗A ε = 1U∗⊗AU∗ , so
1 ̂U∗⊗AU∗ = ε̂ ⊗A ε (the notation is that of Remark A.11). Since
φ̂
U,U
(
ε̂ ⊗A ε
)
(u ⊗A v) = φ̂U,U
(
γ
U∗⊗AU
∗ (ε ⊗A ε)
)
(u ⊗A v) = φU,U(ε ⊗A ε)(u ⊗A v) = ε(ε(u)v) = ε(uv)
it follows from (13) that ∆∗(ε) = ε̂ ⊗A ε.
In view of Remark A.16, to prove that ∆∗ is multiplicative it is enough to show that ∆∗( f ∗ g) =
µ
(
∆∗( f ) ⊗̂ ∆∗(g)
)
, for every f , g ∈ U∗, where µ is the multiplication of the complete algebraU∗ ⊗̂A U
∗ as
in Remark 2.3. By employing the notation of (12), we know that
∆∗( f ∗ g) = lim
n→∞

dn∑
k=1
(( f ∗ g) ↼ τn
(
enk
)
) ⊗A Eλn
k
 , (14)
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µ
(
∆∗( f ) ⊗̂ ∆∗(g)
)
= lim
n→∞

dn, dn∑
i, j,=1
( f ↼ τn
(
eni
)
) ∗ (g ↼ τn
(
enj
)
) ⊗A (Eλn
i
∗ Eλn
j
)
 . (15)
To show that the last two equations are equal, we need to show that the involved Cauchy sequences converge
to the same limit. In view of (11), this amounts to show thatΠp,q (∆∗( f ∗ g)) = Πp,q
(
µ
(
∆∗( f ) ⊗̂ ∆∗(g)
))
for
all p, q ∈ N. Let x ∈ FqU, y ∈ F pU for some p + q = n and set k = n + 1 = p + q + 1. We compute
φp,q
(
Πp,q
(
µ
(
∆∗( f ) ⊗̂A ∆∗(g)
) ))
(x ⊗A y)
(51)
=
dk , dk∑
i, j
((
f ↼ τk
(
ekj
))
∗
(
g ↼ τk
(
ekj
))) ((
Eλk
i
∗ Eλk
j
)
(τq(x))τp(y)
)
(∗∗)
=
∑
(x)
dk , dk∑
i, j
((
f ↼ eki
)
∗
(
g ↼ ekj
)) (
Eλk
i
(x1)Eλk
j
(x2)y
) (∗)
=
∑
(x), (y)
dk , dk∑
i, j
f
((
eki Eλki (x1)
)
Eλk
j
(x2)y1
)
g(ekjy2)
(△)
=
∑
(x), (y)
dk∑
j
f
(
x1Eλk
j
(x2)y1
)
g(ekjy2)
(N)
=
∑
(x), (y)
f (x1y1)g

dk∑
j
(ekjEλkj (x2))y2

(△)
=
∑
(x), (y)
f (x1y1)g(x2y2) =
∑
(xy)
f ((xy)1)g((xy)2) = ( f ∗ g)(xy)
(11)
= φp,q
(
Πp,q (∆∗( f ∗ g))
)
(x ⊗A y)
where in (∗) we used the left A-linearity of ∆U and in (N) the fact that Im (∆U) ⊆ U ×A U. The equalities
(△) follow from the fact that ∆U is compatible with the filtration and from the observation after equation
(12). From (∗∗) up to the end of the computation, we omitted the inclusions τh’s. In conclusion, we have
Πp,q
(
µ
(
∆∗( f ) ⊗̂A ∆∗(g)
) )
= Πp,q (∆∗( f ∗ g)) , for every p, q ≥ 0,
whence ∆∗ is multiplicative as well. 
Proposition 3.11. Let (A,U) be a co-commutative Hopf algebroid with U endowed with an admissible
filtration {FnU | n ≥ 0}. Then (U∗,∆∗, ε∗) is a coalgebra in the monoidal category
(
A
Bimc
A
, ⊗̂A, A, α
)
of
complete A-bimodules, whereU∗ ⊗̂A U
∗ is filtered with its canonical filtration.
Proof. We already know from Lemma 3.7 thatU∗  lim
←− n
(U∗/Ann (FnU)) is a complete A-bimodule. The
map ∆∗ is A-bilinear by construction and we know from Lemma 3.10 that it is also filtered. The A-bilinear
map ε∗ : U
∗ → A is filtered as well, in view of Lemma 3.10.
Let us prove then that ∆∗ is coassociative and counital, with counit ε∗. Let us begin with counitality.
Since ε∗ is filtered, ε∗ ⊗A U
∗ is filtered and hence we have ε∗ ⊗̂A U
∗ : U∗ ⊗̂A U
∗ →U∗ which acts as
(
ε∗ ⊗̂A U
∗
)  lim
n→∞
 rn∑
i=1
f
(n)
i
⊗A g
(n)
i

 = lim
n→∞
 rn∑
i=1
f
(n)
i
(1U) · g
(n)
i
 .
Applying this formula to ∆∗( f ) for any f ∈ U
∗, we get
(
ε∗ ⊗̂A U
∗
)
(∆∗( f )) = lim
n→∞

dn∑
i=1
f (τn
(
eni
)
) · Eλn
i
 = limn→∞

dn∑
i=1
f (τn
(
eni
)
) · λni θn
 = limn→∞ ( f τnθn) = f ,
since {en
i
, λni | i = 1 · · ·dn} is the dual basis of F
nU given in Remark 3.5 and f τnθn − f ∈ Ann(F
n−1U) =
FnU
∗. This shows that
(
ε∗ ⊗̂A U
∗
)
◦ ∆∗ = IdU∗ . Analogously, we obtain
(
U∗ ⊗̂A ε∗
)
◦ ∆∗ = IdU∗ .
Finally, we have to check the coassociativity of the comultiplication. To this end we will use the char-
acterization of ∆∗ given in (13). For a given f ∈ U
∗, we have
(∆∗ ⊗̂A U
∗) (∆∗( f )) = lim
n→∞
∑
( f )

 limk→∞
∑
( f(1))
( f(11), n, k ⊗A f(12), n, k)
 ⊗A f(2),n
 ,
(U∗ ⊗̂A ∆∗) (∆∗( f )) = lim
n→∞
∑
( f )
 f(1), n ⊗A
 limk→∞
∑
( f(2))
( f(21), n, k ⊗A f(22), n, k)

 .
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For simplicity we will drop the sum
∑
( f ) accompanying the algebraic tensor product as all the involved
topologies are linear. In light of (43), the coassociativity of ∆∗ will follow once it will be shown that
lim
n→∞
(
f(11), n, n ⊗A f(12), n, n ⊗A f(2), n
)
= lim
n→∞
(
f(1),n ⊗A f(21), n, n ⊗A f(22), n, n
)
(16)
as a limit point in the complete space ̂U∗ ⊗A U∗ ⊗A U∗ (the completion ofU
∗ ⊗A U
∗ ⊗A U
∗) . By omitting
both the associativity constraint a and its transpose a∗ observe that, for all given u, v,w ∈ U, we have
̂φ
U⊗AU,U
(
̂φ
U,U
⊗A U∗
) (
lim
n→∞
(
f(11),n,n ⊗A f(12),n,n ⊗A f(2),n
))
(u ⊗A v ⊗A w) = lim
n→∞
f(11),n,n
(
f(12),n,n( f(2),n(u)v)w
) (13)
= f (u(vw)),
̂φ
U,U⊗AU
(
̂U∗ ⊗A φU,U
) (
lim
n→∞
(
f(1),n ⊗A f(21),n,n ⊗A f(22),n,n
))
(u ⊗A v ⊗A w) = lim
n→∞
f(1),n
(
f(21),n,n( f(22),n,n(u)v)w
) (13)
= f ((uv)w).
Comparing this last equations leads to equality (16) and then to the coassociativity of ∆∗. 
3.6. The topological antipode of U∗. Now we proceed to construct the topological antipode for U∗,
under the further hypothesis that the translation map of U is a filtered morphism of algebras. Such an
assumption is always fulfilled in the case of the universal enveloping Hopf algebroid of a Lie-Rinehart
algebra with finitely generated and projective module LA, as we will see in Example 3.13.
At the level of the algebra structure, the antipode is provided by the following map (compare with [Ko,
§4.3] and [CGK, Theorem 5.1.1] for the case whenU is finitely generated and projective right A-module):
S∗ : U
∗ −→ U∗,
(
f 7−→
[
u 7→ ε
(
f (u−)u+
)] )
, (17)
where u 7→ β−1(1⊗Au) = u−⊗Au+ is the translation map obtained from the inverse of the map β : UA⊗A AU →
UA ⊗AUA, which sends u⊗A v 7→ uv1 ⊗A v2. Consider δ : U → U⊗AU := UA ⊗A AU, u 7→ u− ⊗A u+ the map
of Equation (4). As it was shown in [Sc, Proposition 3.7], the map δ enjoys a series of properties. Here we
recall few of them which will be needed in the sequel. First notice that β−1(v ⊗A u) = vu− ⊗A u+, so for all
u, v ∈ U and a ∈ A we have
1 ⊗A u = u−u+, 1 ⊗A u+, 2 ∈ UA ⊗A UA (18)
u1,− ⊗A u1,+ ⊗A u2 = u− ⊗A u+, 1 ⊗A u+, 2 ∈ (UA ⊗A AU) ⊗A UA (19)
u+,− ⊗A u− ⊗A u+,+ = u−, 1 ⊗A u−, 2 ⊗A u+ ∈ UA ⊗A UA ⊗A UA (20)
u− u+ = τ0(ε(u)) ∈ F
0U = A (21)
(uv)− ⊗A (uv)+ = v−u− ⊗A u+v+ ∈ UA ⊗A AU (22)
a ⊗A 1 = 1 ⊗A a = a− ⊗A a+ ∈ UA ⊗A AU. (23)
In particular, by equation (22) we have that δ is an algebra map, viewed as a map fromU toUop ×AU. The
subsequent lemma is crucial for showing that S∗ is multiplicative.
Lemma 3.12. Let f , g, h ∈ U∗ and u ∈ U. Then we have
S∗( f ∗ g)(u) = S∗( f )
(
g(u−)u+
)
(
S∗( f ) ∗ h
)
(u) =
(
h ↼ f (u−)
)
(u+) =
((
ε ↼ f (u−)
)
∗ h
)
(u+)
(24)
Proof. We will implicitly use the co-commutativity of the comultiplication ofU as well as the A-linearity
of δ. Computing the left hand side of the first equality gives
S∗( f ∗ g)(u) = ε
(
( f ∗ g)(u−) u+
)
= ε
(
f (u−,1) g(u−,2) u+
) (20)
= ε
(
f (u+,−) (g(u−) u+,+)
)
= S∗( f )
(
g(u−)u+
)
,
where in the last equality we used (17) and (23). This leads to the stated first equality.
As for the second one, we have
(S∗( f ) ∗ h)(u) = S∗( f )(u1)h(u2) = ε
(
f (u1,−) u1,+
)
h(u2)
(19)
= ε
(
f (u−) u+,1
)
h(u+,2)
from which one deduces on the one hand that (S∗( f ) ∗ h)(u) = ε
(
f (u−) u+,1
)
h(u+,2) =
(
(ε ↼ f (u−)) ∗ h
)
(u+)
and on the other hand that (S∗( f ) ∗ h)(u) = ε
(
f (u−) u+,1
)
h(u+,2) = ε(u+,1) h( f (u−) u+,2) = h( f (u−) u+). 
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The map β is compatible with the increasing filtration on bothUA ⊗A AU andUA ⊗A UA. Namely,
F n
(
UA ⊗A UA
)
=
∑
p+q=n
F pUA ⊗A F
qUA ⊆ UA ⊗A UA and F
n (UA ⊗A AU) =
∑
p+q=n
Im (F pUA ⊗A AF
qU) .
The left-most inclusion is clear since the τn : F
nUA →UA’s are split monomorphisms of right A-modules.
The structure of A-bimodule onUA ⊗A UA is given by a(u ⊗A v)a
′
= au ⊗A a
′v. Applying β to each term of
the canonical filtration ofUA ⊗A AU, we have
β
(
F n
(
UA ⊗A AU
))
=
∑
p+q=n
F pU · ∆(FqU) ⊆
∑
p+l+k=n
F pU · FkUA ⊗A F
lUA ⊆
∑
p+l+k=n
F p+kUA ⊗A F
lUA
⊆
∑
i+ j=n
F iUA ⊗A F
jUA = F
n(UA ⊗A UA).
This means that β is a filtered morphism of A-bimodules. On the other hand, β−1 is a filtered bilinear map
if and only if δ is a filtered algebra map. We point out that, in general, none of the equivalent conditions
may be true, although this is the case for universal enveloping Hopf algebroids, as the next example shows.
Example 3.13. Take (A, L) andU = VA(L) as in Example 3.6. Then, the following computation
δ (FnU) ⊆
n∑
k=0
δ
(
ιL (L)
k
)
⊆
n∑
k=0
δ (ιL (L))
k ⊆
n∑
k=0
Fk (U ⊗A U) ⊆ F
n (U ⊗A U)
shows that δ is a filtered algebra map, which implies that β−1 is also filtered, as we have
β−1 (Fn (U ⊗A U)) ⊆
∑
p+q=n
β−1 (F pU ⊗A F
qU) ⊆
∑
p+q=n
F pU  δ (FqU)
⊆
∑
p+k+h=n
F pU · Im
(
FkU ⊗A F
hU
)
⊆ Fn (U ⊗A U) .
Remark 3.14. In the case of the universal enveloping Hopf algebroids of Lie-Rinehart algebras, as we have
seen in Example 3.13, the translation map is always continuous and then the associated map S∗ of equation
(17) is a filtered map. Indeed, if we assume that δ is filtered, then
τn(u)− ⊗A τn(u)+ ∈
∑
p+q=n
Im
(
τp ⊗A τq
)
,
for every u ∈ FnU and n ≥ 0. Therefore, S∗(FnU
∗) ⊆ FnU
∗, for every n ≥ 0.
Proposition 3.15. Let (A,U) be a co-commutative (right) Hopf algebroid endowed with an admissible
filtration and assume δ is a filtered algebra map. Then the map S∗ of equation (17) is a morphism of
complete algebras such that S∗ ◦ s∗ = t∗ and S∗ ◦ t∗ = s∗.
Proof. We need to check that S∗ is multiplicative and that it exchanges the source with the target, as we
already know that it preserves the filtration, in view of Remark 3.14. Recall that the unit ofU∗ is given by
ϑ : A ⊗ A→ U∗ sending a ⊗ a′ 7→ [u 7→ aε(a′u)]. Given a, a′ ∈ A we have
S∗(ϑ(a ⊗ a
′))(u) = ε
(
ϑ(a ⊗ a′)(u−)u+
)
= ε
(
ε(a′u−)au+
)
= ε
(
a′u−au+
)
= ε
(
u−au+a
′
)
= ε
(
u−au+
)
a′ = ε
(
(au)−(au)+
)
a′
(21)
= ε(au)a′,
whence S∗(ϑ(a ⊗ a
′)) = ϑ(a′ ⊗ a). Therefore, S∗ ◦ s∗ = t∗ and S∗ ◦ t∗ = s∗, where s∗, t∗ are as in equation
(6). Let us check that S∗ is multiplicative. If we consider f , g ∈ U
∗ and u ∈ U, we have(
S∗( f ) ∗ S∗(g)
)
(u)
(24)
=
(
S∗(g) ↼ f (u−)
)
(u+) = S∗(g)
(
f (u−) u+
) (24)
= S∗(g ∗ f )(u) = S∗( f ∗ g)(u).
This shows that S∗( f ∗ g) = S∗( f ) ∗ S∗(g), which finishes the proof. 
The following is the main result of this subsection.
Proposition 3.16. Let (A,U) and δ be as in Proposition 3.15. Then (A,U∗) is a complete Hopf algebroid
with structure maps s∗, t∗, ∆∗, ε∗ and S∗. In particular, this is the case for the universal enveloping Hopf
algebroidU = VA(L) of a Lie-Rinehart algebra (A, L), where LA is finitely generated and projective.
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Proof. We only need to check that the algebra map S∗ enjoys the properties for being an algebraic antipode
since it is already continuous. Let f ∈ U∗ and take an arbitrary element u ∈ U. Then
lim
n→∞
∑
( f )
(
f1, n ∗ S∗( f2, n)
)
(u) = lim
n→∞
∑
( f )
(
S∗( f2,n) ∗ f1, n
)
(u)
(24)
= lim
n→∞
∑
( f )
f1, n
(
f2, n(u−) u+
)
(13)
= f (u−u+) = f (ε(u)) = f (1)ε(u) = s∗(ε∗( f ))(u).
Therefore, for every f ∈ U∗, we have
lim
n→∞
∑
( f )
(
f1, n ∗ S∗( f2, n)
)
= s∗(ε∗( f )).
Now let us check that S2∗ = idU∗ which will be sufficient to claim that S∗ is an antipode for the complete
bialgebroidU∗. Recall that δ : UA →UA ⊗A AU is right A-linear, so that we can consider the map
(δ ⊗A AU) ◦ δ : UA −→ UA ⊗A AUA ⊗A UA,
(
u 7−→ u−,− ⊗A u−,+ ⊗A u+
)
Let us compute the image of the element u−,− ⊗A u−,+u+ ∈ UA ⊗A AU by the map β:
β
(
u−,− ⊗A u−,+u+
)
=
(
u−,− ⊗A 1
)
.(u−,+u+) ∈ UA ⊗ UA
=
(
u−,−u−,+, 1 ⊗A u−,+, 2
)
.u+
(18)
=
(
1 ⊗A u−
)
.u+ = u+, 1 ⊗A u−u+,2
= u+, 2 ⊗A u−u+, 1
(18)
= u ⊗A 1 = β(u ⊗A 1)
Therefore, for every u ∈ U, we have
u−,− ⊗A u−,+ u+ = u ⊗A 1 ∈ UA ⊗A AU. (25)
In this way, taking a function f ∈ U∗ and an element u ∈ U, we then get
S2∗( f )(u) = S∗
(
S∗( f )
)
(u) = ε
(
S∗( f )(u−) u+
)
= ε
(
f (u−,−) u−,+ u+
) (25)
= ε
(
f (u) 1
)
= f (u),
whence S2∗ = idU∗ and this finishes the proof of the fact that (U
∗,∆∗, ε∗,S∗) is a complete Hopf algebroid.
The particular case follows immediately from Remark 3.14. 
4. The main morphism of complete commutative Hopf algebroids
In this section we give our main result. It is concerned with the universal (right) Hopf algebroid of a
Lie-Rinehart algebra with an admissible filtration, as in §3.4. This in particular encompasses the situation
of a Lie algebroid over a smooth (connected) manifold, by using the global sections functor as in §1.1.
4.1. The finite dual of a co-commutative Hopf algebroid. We recall from [EG] the construction of what
is known as the finite dual Hopf algebroid. This construction is one of the main tools used in building up
our application in the forthcoming subsections, so it is convenient to recall it in some detail.
Following [EG], given a (right) co-commutative Hopf algebroid (A,U), we consider the category AU
of those right U-modules whose underlying right A-module structure is finitely generated and projective.
This category is a symmetric rigid monoidal linear category with identity object A, whose right U-action
is given by a  u = ε(au). Furthermore, the forgetful functor ω : AU → proj(A) to the category of finitely
generated and projective A-modules, plays the role of the fibre functor which is a non trivial symmetric
strict monoidal faithful functor (as we are assuming that Spec(A) , ∅).
The tensor product of two rightU-modules M and N is the A-module M⊗A N endowed with the follow-
ing rightU-action:
(m ⊗A n)  u = (m  u1) ⊗A (n  u2).
The dual object of a right U-module M belonging to AU is the A-module M
∗
= Hom−A (M, A) with the
rightU-action
ϕ  u : M −→ A,
(
m 7−→ ϕ(m  u−)  u+
)
, (26)
where u− ⊗A u+ = β
−1(1 ⊗A u). We will often omit the symbol  in what follows, when the action will be
clear from the context.
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The commutative Hopf algebroid constructed from the data (AU ,ω), will be denoted by (A,U
◦) and
refereed to as the finite dual Hopf algebroid of (A,U). From its own definition,U◦ is the quotient algebra
U◦ =
⊕
M ∈Ob(AU)
M∗ ⊗TM M
JAU
(27)
by the two sided ideal JAU generated by the set{(
ϕ ⊗TN f (m)
)
−
(
ϕ ◦ f ⊗TM m
)
| ϕ ∈ N∗ ,m ∈ M, f ∈ TMN ,M,N ∈ Ob (AU)
}
,
where we denoted by M and M∗ the objects ω (M) and ω (M)∗ and where we used the following short
forms: TMN := HomAU (M, N), TM := HomAU (M, M). Therein, we also identify each element of the form
ϕ ⊗TM m ∈ M
∗ ⊗TM M with its image in the direct sum
⊕
M ∈Ob(AU )
M∗ ⊗TM M.
The structure maps of the finite dual Hopf algebroid (A,U◦) are given as follows. Write ϕ ⊗TM m for
the equivalence class of the image (in the above direct sum) of a generic element for the form ϕ ⊗TM m ∈
M∗ ⊗TM M, for some object M ∈ AU. Since all involved maps are linear, we will be dealing most of all
just with generic elements of the form ϕ ⊗TM m, bypassing the more general summation notation. Thus the
structure maps onU◦ are given by
u : k→U◦;
(
1k 7→ IdA ⊗k 1A
)
,
m : U◦ ⊗ U◦ → U◦;
(
ψ ⊗TN n ⊗ ϕ ⊗TM m 7→ (ψ ⋆ ϕ) ⊗TM⊗AN (m ⊗A n)
)
,
η : A ⊗ A→U◦;
(
a ⊗ b 7→ la ⊗k b
)
, where la : A→ A,
(
1 7→ a
)
is the left multiplication by a,
ε◦ : U
◦ → A;
(
ϕ ⊗TM m 7→ ϕ (m)
)
,
∆◦ : U
◦ →U◦ ⊗A U
◦;
(
ϕ ⊗TM m 7→
r∑
i=1
ϕ ⊗TM ei ⊗A e
∗
i
⊗TM m
)
, where {ei, e
∗
i }i is a dual basis for MA
S◦ : U
◦ →U◦;
(
ϕ ⊗TM m 7→ evm ⊗T M∗ ϕ
)
, where evm : M
∗ → A is the evaluation at m map.
For every ψ ∈ N∗ and ϕ ∈ M∗ , the map ψ ⋆ ϕ : M ⊗A N → A acts as m ⊗A n 7→ ϕ (m)ψ (n).
Notice that there is a linear map
ζ : U◦ −→ U∗,
(
ϕ ⊗TM m 7−→
[
u 7→ ϕ(mu)
] )
. (28)
The following lemma is a straightforward computation, see [EG].
Lemma 4.1. The linear map ζ is an homomorphism of (A ⊗ A)-algebras.
It is noteworthy to mention that the algebra map ζ, in contrast with the case of algebras over a field, is
not known to be injective. However, if the base algebra A is a Dedekind domain for example, then it is
guaranteed that ζ is injective for everyU, see [EG] for more details.
4.2. The completion of the finite dual and the convolution algebra. Let (A,U) be a co-commutative
(right) Hopf algebroid and consider its finite dual (A,U◦) as a commutative Hopf algebroid with struc-
ture maps given as in §4.1. Here we assume that U is endowed with an admissible (increasing) filtration
{FnU}n ∈N as in §3.4. The admissible filtration on the Hopf algebroidU induces a filtration on the convo-
lution algebra U∗ given as in (9) of §3.4. It turns out that (A,U∗) with this filtration is a complete Hopf
algebroid with structure maps explicitly given in §3.
Proposition 4.2. Let (A,U) be a co-commutative (right) Hopf algebroid with an admissible filtration and
consider its finite dual (A,U◦). Then the canonical map ζ : U◦ → U∗ of equation (28) is filtered with
respect to the filtrations FnU
◦
= Kn and Fn+1U
∗
= Ann (FnU) for all n ≥ 0 as in (9), where K =
Ker (ε◦ : U
◦ → A) is the kernel of the counit ofU◦.
Proof. It can be easily checked that ε∗ ◦ ζ = ε◦, where ε∗ : U
∗ → A and ε◦ : U
◦ → A are the counits. In
particular this implies that ζ (K) ⊆ Ker (ε∗). Hence the claim will be proved if we will be able to show that
Ker (ε∗) ⊆ F1U
∗
= Ann
(
F0U
)
= Ann (A), because in this case multiplicativity of ζ will imply that
ζ
(
FnU
◦
)
= ζ(Kn) ⊆ ζ(K)n ⊆ (F1U
∗)n ⊆ FnU
∗.
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However, if f ∈ Ker (ε∗) then f (1U) = 0, whence f (τ0(a)) = f (1U ◭ a) = f (1U)a = 0. Consequently,
F0U = A ⊆ Ker ( f ), from which it follows that Ker (ε∗) ⊆ Ann
(
F0U
)
as desired. 
In light of Proposition 2.4, (A, Û◦) is a complete Hopf algebroid. On the other hand, we know from
Proposition 3.16 that (A,U∗) admits a structure of complete Hopf algebroid whenever the translation map
ofU is filtered algebra map. Combining all this allows us to improve the content of Lemma 4.1 and claim
our main result as follows.
Theorem 4.3. Let (A,U) be a co-commutative (right) Hopf algebroid with an admissible filtration and
assume that the translation map δ ofU is a filtered algebra map. Then the (A⊗ A)-algebra map ζ : U◦ →
U∗ of equation (28) factors through a continuous morphism ζ̂ : Û◦ → U∗ of complete Hopf algebroids.
Thus we have a commutative diagram:
U◦
ζ //
γ %%▲▲
▲▲
▲▲
▲ U
∗
Û◦
ζ̂
99rrrrrrr
In particular, this applies to U = VA(L), the universal enveloping Hopf algebroid of any Lie-Rinehart
algebra (A, L) with LA is a finitely generated and projective module.
Proof. In Proposition 4.2 we showed that ζ is a filtered algebra map. Thus, by applying the completion 2-
functor of TheoremA.24 to ζ (A is trivially filtered), we obtain that ζ̂ is a continuousmorphism of complete
algebras. Now, since we already know that ε∗ ◦ ζ = ε◦ and in view of Lemma 4.1, we are left to show that
ζ̂ is compatible with the comultiplications and the antipodes. That is, the following relations hold(
ζ̂ ⊗̂A ζ̂
)
◦ ∆̂◦ = ∆∗ ◦ ζ̂ and ζ̂ ◦ Ŝ◦ = S∗ ◦ ζ̂.
However, notice that to this aim it will be enough to show the following ones
γU∗⊗AU∗ ◦ (ζ ⊗A ζ) ◦ ∆◦ = ∆∗ ◦ ζ and ζ ◦ S◦ = S∗ ◦ ζ.
Hence, let us consider an element of the form ϕ ⊗TM m ∈ U
◦. So we obtain an element in ̂U∗ ⊗A U∗ =
U∗ ⊗̂A U
∗ given by
(γU∗⊗AU∗ (ζ⊗Aζ)∆◦)
(
ϕ ⊗TM m
)
=
̂
∑
i
ζ
(
ϕ ⊗TM ei
)
⊗A ζ
(
e∗
i
⊗TM m
) = lim
n→∞
∑
i
ζ
(
ϕ ⊗TM ei
)
⊗A ζ
(
e∗
i
⊗TM m
) .
For every u, v ∈ U, it satisfies
lim
n→∞
∑
i
ζ
(
ϕ ⊗TM ei
) (
ζ
(
e∗
i
⊗TM m
)
(u)v
) = lim
n→∞
∑
i
ϕ
(
eie
∗
i (mu)v
) = ϕ(m(uv)) = ζ (ϕ ⊗TM m) (uv)
whence, by the criterion of equation (13), we have that γU∗⊗AU∗ ◦ (ζ ⊗A ζ) ◦ ∆◦ = ∆∗ ◦ ζ. Moreover,(
ζS◦
(
ϕ ⊗TM m
))
(u) = ζ
(
evm ⊗TM∗ ϕ
)
(u) = (ϕ  u) (m)
(26)
= ε∗ (ϕ (mu−) u+)
(17)
= S∗
(
ζ
(
ϕ ⊗TM m
))
(u),
for every u ∈ U, and the proof is complete. 
As in Example 2.5, we are going to consider the A-bimodule A ⊗ A to be endowed with the K-adic
filtration given by K := Ker
(
µA : A ⊗ A→ A
)
, even if A itself is trivially filtered.
Proposition 4.4. Let (A,U) and (A,U◦) be as in Proposition 4.2 and assume that ζ : U◦ → U∗ is injective.
Then the following assertions are equivalent
(a) the morphism ζ̂ : Û◦ →U∗ is a filtered isomorphism,
(b) the morphism gr
(
ζ̂
)
: gr
(
Û◦
)
→ gr(U∗) is a graded isomorphism,
(c) the morphism ζ̂ is surjective and the K-adic filtration onU◦ coincides with the one induced from
U∗ via ζ,
(d) the graded morphism gr
(
ζ̂
)
: gr
(
Û◦
)
→ gr(U∗) is surjective and the K-adic filtration on U◦
coincides with the one induced fromU∗ via ζ,
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(e) the graded morphism gr (ζ) : gr(U◦) → gr(U∗) is surjective and the K-adic filtration on U◦
coincides with the one induced fromU∗ via ζ,
Moreover, the following assertions are equivalent as well
(f) the morphism ζ̂ : Û◦ →U∗ is an homeomorphism,
(g) the morphism ζ̂ : Û◦ →U∗ is open and injective andU◦ is dense inU∗,
(h) theK-adic topology onU◦ is equivalent to the one induced fromU∗ via ζ andU◦ is dense inU∗.
If in addition the morphism ϑ̂ induced by the algebra map ϑ : A ⊗ A → U∗ of equation (6) is a filtered
isomorphism (as in the example mentioned in the introduction), then all the assertions from (a) to (h) are
equivalent.
Proof. Before proceeding with the proof, there are some facts that have to be highlighted or recalled. First
of all, notice that injectivity of ζ implies that the filtration on U◦ is separated. Secondly, recall that a
morphism of filtered bimodules f : M → N is said to be strict if f (FkM) = f (M) ∩ FkN for all k ≥ 0.
In particular, ζ is strict if and only if the K-adic filtration on U◦ coincides with the one induced fromU∗
via ζ itself. Thirdly, a filtered morphism (as ζ̂ for example) is a filtered isomorphism if and only if it is
bijective and strict. Finally, we have that gr
(
γ
U◦
)
: gr (U◦) → gr
(
Û◦
)
is always an isomorphism (see
e.g. [NvO, Proposition D.3.1]), so that gr
(
ζ̂
)
is injective (resp. surjective, bijective) if and only if gr(ζ) is.
Now, by applying [NvO, Cor. D.III.5, D.III.6 and D.III.7] one proves that (c)⇔ (a)⇔ (b)⇔ (d)⇔ (e).
For the remaining equivalent facts, notice that ζ̂ is surjective if and only if for every x ∈ U∗ and for all
k ≥ 0, there existsmk ∈ U
◦ such that x−mk ∈ FkU
∗ or, equivalently, if and only ifU◦ is dense inU∗. This
proves the equivalence between (f) and (g), so that we may focus on (g)⇔ (h). Assume initially that ζ̂ is
an open and injective map. From this it follows that for all h ≥ 0, FhÛ◦ is open inU
∗. In particular, there
exists k ≥ 0 such that FkU
∗ ⊆ FhÛ◦. Thus, M ∩ FkU
∗ ⊆ M ∩ FhÛ◦ = FhU
◦, which expresses the fact
that the K-adic topology is equivalent to the induced one. Conversely, assume that these two topologies
are equivalent and that U◦ is dense in U∗ (that is, that ζ̂ is surjective). We plan to prove first that every
FtÛ◦ is open in U
∗ (which implies that ζ̂ is open) and then that ζ̂ is injective. To this aim, pick t ≥ 0
and consider k (which we may assume greater or equal than t) such thatU◦ ∩ FkU
∗ ⊆ FtU
◦. Then every
y ∈ FkU
∗ is of the form y = ζ̂
(
(mi + FiU
◦)i≥0
)
= (mi + FiU
∗)i≥0 for some (mi + FiU
◦)i≥0 ∈ Û
◦ such that
mk ∈ FkU
∗ ∩U◦ ⊆ FtU
◦, whence
mt + FtU
◦
= mk + FtU
◦
= 0
in the quotientU◦/FtU
◦ and so (mi + FiU
◦)i≥0 ∈ FtÛ
◦. Summing up, we showed that for every t ≥ 0, there
exists a k ≥ t such that FkU
∗ ⊆ FtÛ◦ and hence that ζ̂ is an open map. Let us show now that it is injective
as well. To this aim, let (mi + FiU
◦)i≥0 be an element in Ker
(
ζ̂
)
. This implies that mk ∈ FkU
∗ ∩ U◦ for
all k ≥ 0 and that, since the two topologies are equivalent, for every i ≥ 0 there exists ji ≥ i such that
F jU
∗ ∩U◦ ⊆ FiU
◦, whence
mk + FkU
◦
= m jk + FkU
◦ ∈
(
F jkU
∗ ∩U◦
)
+ FkU
◦
= FkU
◦,
so that (mi + FiU
◦)i≥0 = 0. With this we conclude the proof that (f)⇔ (g)⇔ (h).
Finally, (a) clearly implies (f) and since ζ ◦η = ϑ, if ϑ̂ is a filtered isomorphism then ζ̂ admits the filtered
section η̂ ◦ ϑ̂
−1
. Therefore, if in such a case ζ̂ is also injective, then it is a filtered isomorphism. 
The subsequent Corollary gives another condition for the injectivity of the map ζ, and so another appli-
cation of the result [EG, Theorem 4.2.2].
Corollary 4.5. Let (A, L) be a Lie-Rinehart algebra and consider U = VA(L) its universal enveloping
Hopf algebroid. Assume thatU◦ is an Hausdorff topological space with respect to theK-adic topology and
that ζ̂ is an homeomorphism. Then ζ is injective, and therefore, there is an equivalence of symmetric rigid
monoidal categories between the category of right L-modules and the category of right U◦-comodules,
with finitely generated and projective underlying A-module structure.
Remark 4.6. As a final remark, we want to point out that the completion of ζ might fail to be an home-
omorphism, even if ζ is injective and A is the base field, as it is shown in [ES] for an apparently trivial
example: namely the enveloping Hopf algebraU = U(L) of the one dimensional complex Lie algebra L.
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Nevertheless, we believe that in the Hopf algebroid framework some unexpected result may show up. For
instance, we just mention the fact that the classical Sweedler dual coalgebraUo of the first Weyl algebraU
as in Example 3.1 is zero, while the finite dual Hopf algebroidU◦ is not. This, in our opinion, suggests that
the problem of ζ̂ being an homeomorphism or not for universal enveloping Hopf algebroids is still worthy
to be studied. In fact the presence of the algebra of infinite jets could make the difference.
Appendix A. Complete bimodules and the completion 2-functor
In this section we revise some notions on linear topology of rings and modules which are well-known
or folklore, apart perhaps from the adjunction between the topological tensor product and the continuous
hom functor. For a more exhaustive treatment of the material of this section, we refer to [Gr, LvO,NvO,
B71]. The reason that pushed us to put this material in a comprehensive way was the apparent lack of a
single reference in the literature which could clarify in an exhaustive way the constructions performed for
complete Hopf algebroids in Subsection 2. We decided then to include a detailed exposition, especially for
readers who are not familiar with this context.
A.1. Filtered bimodules over filtered algebras. Here we retrieve some basic notions and results in order
to make explicit our assumptions and fix some notations. For further details on this subsection, we refer
to [LvO, Chapter I, §§1-3] and [B71, Chapter I-III].
As far as we will be concerned with this, a linear topology on an algebraic structure is a topology on the
underlying set with respect to which all structure maps are continuous. An algebra R is said to be filtered
if there exists a decreasing chain of two-sided ideals
R = F0R ⊇ F1R ⊇ · · ·
that satisfies FnR · FmR ⊆ Fn+mR for every m, n ∈ N. We will denote it as a pair (R, FnR) or we will just
say that R is filtered. Given a filtration on R, this induces a linear topology on it such that {FnR | n ∈ N} is a
fundamental system of neighborhoodsof 0 and {x + FnR | n ∈ N} is a fundamental system of neighborhoods
of x ∈ R. A subset U is open in R if and only if for every x ∈ U there exists an n ∈ N such that
x + FnR ⊆ U, while a subset V is closed if and only if V = ∩n≥0
(
V + FnR
)
. This, in particular, implies that
{x + FnR | x ∈ R, n ∈ N} is a basis for this topology. Furthermore, by [B71, III.49, § 6.3], this topology is
compatible with the ring structure on R (cf. also Example 3 in the same page).
Remark A.1. We will always endow the base ring k with the trivial filtration F0(k) = k and Fn(k) = 0 for
every n ≥ 0. This filtration induces on k the discrete topology because {0} is open by definition, whence
every point is open. This topology is always compatible with all algebraic structures on k (even
(−)−1 : k∗ → k∗;
(
k 7→ k−1
)
in case k is a field, cf. e.g. [B71, III.55, § 6.7, Example 1]).
In view of Remark A.1 and of [B71, III.53, § 6.6, Remarque], the linear topology on R is compatible
with the module structure, too. In other words, R is a topological algebra.
Let R, S be filtered algebras. An (S ,R)-bimodule M is said to be filtered (as a bimodule) if there exists
a decreasing chain of submodules
M = F
S ,R
0
M ⊇ F
S ,R
1
M ⊇ · · ·
that satisfies
FnS · F
S ,R
m M ⊆ F
S ,R
n+mM and F
S ,R
n M · FmR ⊆ F
S ,R
n+mM
for every m, n ∈ N. We will denote it as a pair
(
M, F
S ,R
n M
)
or we will just say that M is filtered. Note
that each F
S ,R
n M is in particular an (S ,R)-subbimodule. If M is a filtered (S ,R)-bimodule then it can be
endowed with a linear topology such that the given filtration forms a fundamental system of neighborhoods
of 0. As above, a basis for this topology is given by the open sets
{
m + FS ,Rn M | m ∈ M, n ∈ N
}
. For the
sake of simplicity, the filtration on a (S ,R)-bimodule M will be denoted by {FnM | n ∈ N}.
A filtration {FnM | n ∈ N} on an (S ,R)-bimodule M is said to be finer than another filtration {GnM} on
M if and only if for every n ∈ N there exists an m ∈ N such that FmM ⊆ GnM (cf. [B71, I.38, § 6.3,
Proposition 4]). As a consequence, the linear topology induced by the filtration {FnM} is finer than the one
induced by the filtration {GnM}. Two filtrations {FnM | n ∈ N} and {GnM | n ∈ N} on an (S ,R)-bimodule
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M are said to be equivalent if and only if each one is finer than the other one. In particular, the linear
topologies induced on M are equivalent.
The category of filtered (S ,R)-bimodules, denoted by
S
Bimflt
R
, is defined as follows. The objects are
filtered (S ,R)-bimodules M. The arrows are (S ,R)-bimodule maps f : M → N that satisfies f (FnM) ⊆
FnN, for every n ∈ N.
(2) It is a (co)complete additive category with kernels and cokernels. If (Mλ, fλ, µ) is
a projective system of filtered (S ,R)-bimodules then its projective limit lim
←− λ
(Mλ) is filtered with filtration
Fk
lim←−
λ
(Mλ)
 = lim←−
λ
(Fk (Mλ)) . (29)
We have a functor D : SBimR → SBim
flt
R
which associates to M in SBimR the (S ,R)-bimodule M itself with
filtration
FnM :=
∑
h+k=n
FkS · M · FhR
for all n ∈ N. This filtration is called the induced filtration. If (M, FnM) is a filtered (S ,R)-bimodule, for
k ∈ N the k-shifted module M[k] is the same (S ,R)-bimodule as M, but filtered with a different filtration
given by FnM[k] = Fn+kM.
(3)
Remark A.2. As every function from a discrete topological space to any topological space is continuous,
every morphism from a trivially filtered bimodule to any bimodule is automatically filtered.
Moreover, independently from being filtered or not, an (S ,R)-bimodule homomorphism f : M → N is
continuouswith respect to the linear topologies induced by the filtrations if and only if for every n ∈ N there
exists m (n) ∈ N such that f
(
Fm(n)M
)
⊆ FnN. In particular, any morphism of filtered (S ,R)-bimodules is
continuous (cf. also [Dev]). On the other hand, given M,N two filtered (S ,R)-bimodules, one can prove
that an (S ,R)-bimodule homomorphism f : M → N is continuous with respect to the linear topologies
induced by the given filtrations if and only if there exists a sub-filtration on M equivalent to the former one
and with respect to which f is filtered.
In light of Remark A.2, we will distinguish homeomorphism as topological spaces from filtered isomor-
phism as filtered bimodules: the second terminology will be used for isomorphism of filtered bimodules
whose inverse is also filtered. Note that every filtered isomorphism is in fact an homeomorphism.
Now, if M and N are filtered (S ,R) and (R, T )-bimodules respectively, then there is a natural filtration
on their tensor product M ⊗R N given by
Fn (M ⊗R N) :=
∑
p+q=n
Im
(
FpM ⊗R FqN
)
(30)
for all n ∈ N, where the notation in the right hand side is the obvious one. We will consider this one as the
standard filtration on the tensor product of filtered (S ,R) and (R, T )-bimodules, for all algebras S , R, T .
Proposition A.3. If f : M → M′ and g : N → N′ are morphisms of filtered (S ,R) and (R, T )-bimodules
respectively, then f ⊗R g : M ⊗R N → M
′ ⊗R N
′ is a morphism of filtered (S , T )-bimodules. In particular,
we have a bicategory Bimflt
k
which has filtered algebras as 0-cells and whose categories of {1, 2}-cells are
the categories of filtered bimodules over filtered algebras with vertical and horizontal compositions given
by the composition of bilinear morphisms and the usual tensor product, filtered as in (30), respectively.
Notice that the categoryModflt
k
of filtered modules is monoidal with tensor product ⊗ and unit k. Filtered
algebras are monoids in Modflt
k
and filtered (S ,R)-bimodules are objects in
S
(Modflt
k
)
R
. This in particular,
means that the categories of {1, 2}-cells S (Bim
flt
k
)R of Bim
flt
k
are exactly
S
(Modflt
k
)
R
.
Remark A.4. Similar to the discrete case (i.e., usual bimodules), we have an isomorphism between the
category
S
Bimflt
R
of filtered (S ,R)-bimodules and the category S⊗RopMod
flt of filtered S ⊗Rop-modules, where
Rop denotes the opposite algebra of R and S ⊗ Rop is a filtered algebra with filtration as in (30).
(2) Such homomorphisms are called of degree 0 in the literature. Cf. e.g. [NvO, Definition D.I.5].
(3) In [LvO, I.2.7] the shifted module is denoted by T (n)M. Notice that here we consider only positively filtered modules with
decreasing filtration.
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Example A.5. Let P ∈
S
Bimflt
T
and N ∈
R
Bimflt
T
and let us denote by Homflt
−,T
(N, P) the abelian group of
filtered morphisms f : N → P which are T -linear. As one can expect it is an object in SBimR. It is also
filtered with filtration given by
FnHom
flt
−,T
(N, P) = Homflt
−,T
(N, P[n]) =
{
f ∈ Hom−,T (N, P) | f (FkN) ⊆ Fn+kP for all k ≥ 0
}
. (31)
Observe that this is the filtration induced by the filtered bimodule of all homomorphisms of finite degree
HOM−,T (N, P) onto its subgroup F0HOM−,T (N, P) = Hom
flt
−,T
(N, P) (see e.g. [LvO, I.2.5]).
It is worthy to mention that the linear topology makes of M a linearly topologized (S ,R)-bimodule in
the sense of [Me, Definition 1.1], whence it endows Endcnt−R (M) with the topology of uniform convergence
on M.
A.2. The completion 2-functor. In this subsection we will recall the construction of the completion func-
tor from the category of filtered bimodules to the one of complete bimodules. As a main reference for the
material presented here, we suggest [NvO, Chap. D, §§ I-II] and [LvO, Chap. I, §3].
Let S , R be filtered algebras and let (M, FnM) be a filtered (S ,R)-bimodule. We recall that M is Haus-
dorff (or separable) if and only if for every pair of elements x, y ∈ M there exist two open sets U,V ⊆ M
such that x ∈ U, y ∈ V andU∩V = ∅. However, by definition of the linear topology on M, this is equivalent
to say that
⋂
n∈N FnM = 0. Moreover, a sequence {mk | k ≥ 0} in a Hausdorff filtered (S ,R)-bimodule M is
a Cauchy sequence if and only if for every p ∈ N, there exists q ∈ N such that for all k, h ≥ q we have that
mk − mh ∈ Fp(M). It is convergent to an element m ∈ M if and only if for every p ∈ N, there exists q ∈ N
such that for all k ≥ q we have that m − mk ∈ Fp(M). The bimodule M is said to be complete with respect
to the linear topology induced by the filtration if and only if every Cauchy sequence is convergent.
Now, the filtration on M gives rise to a projective system of (S ,R)-bimodules given by
πMm,n :
M
FmM
−→
M
FnM
;
(
x + FmM 7−→ x + FnM
)
(32)
for allm ≥ n and this allows us to give an effective characterization of when a filtered bimodule is Hausdorff
and complete, as well as a universal construction of its Hausdorff completion. To this aim, set
M̂ := lim
←−
n
(
M
FnM
)
and consider the canonical morphism γM : M → M̂ rendering commutative the diagram
M
γM //❴❴❴❴❴❴
πn   ❅
❅❅
❅❅
❅ M̂
pn~~⑦⑦
⑦⑦
⑦⑦
M
FnM
(33)
for all n ∈ N, where pn : M̂ → M/FnM are the natural projections. The subsequent result can be proven
directly (see also [NvO, Proposition D.II.3]).
Proposition A.6. An object (M, FnM) in SBim
flt
R
is complete and Hausdorff as a topological space if and
only if the map γ
M
of diagram (33) is an isomorphism.
This justifies the following definition.
Definition A.7. For a filtered (S ,R)-bimoduleM, we define itsHausdorff completion to be the inverse limit
M̂ over the natural projective system as in (32).
As a matter of terminology, henceforth we will understood that a complete bimodule is Hausdorff as
well, whence we will just refer to complete bimodules and completions of filtered bimodules.
The fact that Definition A.7 is consistent (i.e., that the completion M̂ of a filtered (S ,R)-bimoduleM is a
complete (S ,R)-bimodule) follows from the subsequent Lemma A.8 (see also [NvO, Proposition D.II.3]).
Lemma A.8. Let (M, FnM) be a filtered (S ,R)-bimodule. We have an isomorphism M̂/FnM̂  M/FnM in
S
Bimflt
R
for all n ≥ 0 which is compatible with the morphisms of the projective system (32). In particular,
M̂ = lim
←− n
(M/FnM) is a complete (S ,R)-bimodule.
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The proof is omitted, but we point out that every quotient module M/FnM is filtered with the discrete
filtration Fk (M/FnM) := FkM/FnM for all k ≥ 0 and that M̂ is filtered with the filtration given in (29),
which satisfies
FmM̂ = Ker
(
pm : M̂ →
M
FmM
)
. (34)
In particular, the canonical (S ,R)-bilinear morphism γ
M
: M → M̂ is always filtered and every M/FnM is
a complete (S ,R)-bimodule. Moreover, the canonical projections πMn : M → M/FnM are filtered for all
n ≥ 0, whence continuous, and every FnM is closed in M, as preimage of the closed set 0 in M/FnM.
Remark A.9. Assume that M is a complete (S ,R)-bimodule. Then the inverse morphism of γ
M
: M → M̂
is given by the assignment
σM : M̂ → M;
(
(xk + FkM)k≥0 7→ lim
k→∞
(xk)
)
, (35)
which is well-defined because the limit lim
k→∞
(xk) is independent of the representatives chosen for the equiv-
alence classes xk + FkM ∈ M/FkM, k ≥ 0.
The following conventions turn out to be very useful in dealing with completions, whence we opted for
introduce them in this general context.
Notations A.10. Given a filtered (S ,R)-bimodule M, by a slight abuse of notation we are going to denote
the elements of its completion M̂ by x̂∞, meaning by that an N-tuple
(
xn + FnM
)
n≥0 ∈
∏
n≥0 M/FnM
satisfying xn+1 − xn ∈ FnM for all n ≥ 0. Observe that this condition is in fact equivalent to claim that(
xn + FnM
)
n≥0 ∈ lim←− n
(M/FnM). If x ∈ M, then its image via γM in M̂ will be denoted by x̂, which
corresponds to the N-tuple
(
x + FnM
)
n≥0. When M is complete, and so γM and σM are mutually inverse
functions, the element x∞ := σM
(
x̂∞
)
belongs to M and the condition(
xn + FnM
)
n≥0 = x̂∞ = γMσM
(
x̂∞
)
= γ
M
(x∞) =
(
x∞ + FnM
)
n≥0
implies the following: for all n ≥ 0, there exists k(n) ≥ 0 such that for every p ≥ k(n) we have x∞ − xp ∈
FnM, i.e., x∞ = lim
n→∞
(xn) in M.
Remark A.11. Observe that a sequence {xn | n ∈ N} in M is Cauchy if and only if the sequence
{
x̂n | n ∈ N
}
in M̂ is Cauchy. Moreover, every element x̂∞ ∈ M̂ can be seen as a Cauchy sequence in M, in the sense
that if x̂∞ = (xn + FnM)n≥0 ∈ M̂ then it follows that {xn | n ∈ N} is Cauchy in M. It turns out, with the
conventions introduced, that x̂∞ = lim
n→∞
(
x̂n
)
in M̂ where {xn | n ∈ N} is the Cauchy sequence defining x̂∞.
Again, by a slightly but consistent abuse of notation, we are going to write x̂∞ = lim
n→∞
(xn) whenever
x̂∞ = (xn + FnM)n≥0. This proves to be very useful when one will have to compute, for example, f̂
(
x̂∞
)
for a given f : M → N (the meaning of f̂ is the expected one). Indeed
f̂
(
lim
n→∞
(xn)
)
= f̂
(
x̂∞
)
= ( f (xn) + FnM)n∈N = lim
n→∞
( f (xn)) =: f̂ (x)∞. (36)
Notice further that for two given Cauchy sequences {xn | n ∈ N} and {yn | n ∈ N} in M, we have that
lim
n→∞
(xn) = lim
n→∞
(yn) in M̂ if and only if x̂∞ = ŷ∞, if and only if xn − yn ∈ FnM for all n ∈ N.
Remark A.12. With this new notations, it is easy to show that if M is complete, then the morphism σM is
filtered as well, so that γ
M
is a filtered isomorphism. Indeed, if we have x̂∞ ∈ Ker
(
pn : M̂ → M/FnM
)
and
if x∞ = σM
(
x̂∞
)
is the limit of the sequence {xk | k ≥ 0} as in Remark A.9, then 0 = pk
(
x̂∞
)
= x∞ + FkM
for all 0 ≤ k ≤ n. In particular x∞ ∈ FnM.
For the sake of completeness, recall that the inverse limit topology on M̂ is the coarsest topology for
which all the canonical projections pn’s are continuous. It can be proven that the inverse limit topology is
equivalent to the linear topology induced by the filtration (29).
Consistently with our definition of a complete bimodule over filtered algebras, we say that a filtered
algebra R is a complete algebra if it is also complete as a module. Given a filtered algebra R, its completion
R̂ as a filtered module inherits a structure of filtered algebra itself, which is complete as a module and such
that the natural map γ
R
: R → R̂ is a map of filtered algebras. Explicitly, the multiplication µ˜ : R̂ × R̂ → R̂
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is given by µ˜
(
x̂∞, ŷ∞
)
= x̂y∞ and the unit is 1R̂ = 1̂R. Therefore, the completion of a filtered algebra is a
complete algebra, as expected. We point out in advance that R̂ (in fact, any complete algebra) with a slightly
different multiplication will turn out to be a monoid inside the monoidal category of complete modules with
a suitable tensor product (see the Lemma A.26 below): in general, indeed, the ordinary tensor product ⊗
does not endowModc
k
with a monoidal structure. In this way, we will be able to recover the definition of a
complete algebra as a monoid in a monoidal category.
Remark A.13. It is well-known that the forgetful functor from a category of modules to the category of
abelian groups creates, preserves and reflects limits (for the terminology see e.g. [ML, §V.1] and [AHS,
§13]). As a consequence, for a given filtered (S ,R)-bimoduleM, if we consider γ
S
⊗γ
Rop
: S ⊗Rop → Ŝ ⊗R̂op
and if R : ŜBimR̂ → SBimR is the restriction of scalars functor, then a projective cone τ : N → DM in
ŜBimR̂ on the functor DM : N → ŜBimR̂ mapping n to M/FnM is a limiting cone of DM if and only if
R(τ) : R(M) → RDM is a limiting cone of RDM .
Lemma A.14. Given a filtered (S ,R)-bimodule M, its completion M̂ is a complete
(
Ŝ , R̂
)
-bimodule.
Proof. The completion M̂ of a filtered (S ,R)-bimoduleM can be endowed with an
(
Ŝ , R̂
)
-bimodule struc-
ture as follows. If (M, FnM) is a filtered (S ,R)-bimodule, then for every n ≥ 0 we have that FnS ·M ⊆ FnM
and M · FnR ⊆ FnM, whence M/FnM is an (S/FnS ,R/FnR)-bimodule and a filtered
(
Ŝ , R̂
)
-bimodule via
restriction of scalars through the canonical projections pSn : Ŝ → S/FnS and p
R
n : R̂ → R/FnR respec-
tively. In this way, the morphisms πMn,m : M/FnM → M/FmM turn out to be
(
Ŝ , R̂
)
-bilinear as well. It
follows that an
(
Ŝ , R̂
)
-bimodule structure is induced on the (S ,R)-bimodule M̂ and it is explicitly given
as follows: if r̂∞ ∈ R̂, ŝ∞ ∈ Ŝ and x̂∞ ∈ M̂ then (̂sxr)∞ = ŝ∞ · x̂∞ · r̂∞ ∈ M̂ corresponds to the N-tuple
(sn · xn · rn + FnM)n≥0.
In this way, the canonical projections pm : M̂ → M/FmM are
(
Ŝ , R̂
)
-bilinear, too. In particular,(
M̂, FnM̂
)
is a filtered
(
Ŝ , R̂
)
-bimodule and the family of canonical projections M̂ → M̂/F∗M̂ is a projec-
tive cone in ŜBimR̂. Hence M̂  lim
←− n
(
M̂/FnM̂
)
as
(
Ŝ , R̂
)
-bimodules as well in view of Remark A.13 and
Lemma A.8. This concludes the proof of the statement. 
In principle, we may consider on the one hand the full subcategory
S
Bimc
R
of
S
Bimflt
R
given by com-
plete (S ,R)-bimodules. Objects are filtered (S ,R)-bimodules (M, FnM) such that M  lim
←− n
(M/FnM) as
bimodules and arrows are filtered morphisms of complete bimodules
Homc
S ,R
(M,N) = Homflt
S ,R
(M,N) .
On the other hand, analogously, we may consider the full subcategory
Ŝ
Bimc
R̂
of
Ŝ
Bimflt
R̂
given by complete(
Ŝ , R̂
)
-bimodules and filtered morphisms of complete bimodules.
Proposition A.15. We have an equivalence of categories between
S
Bimc
R
and
Ŝ
Bimc
R̂
.
Proof. The proof is a consequence of Proposition A.6 and Remark A.13 together with Lemma A.14. 
The key role played by Proposition A.15 will be that of allowing us to work in both categories
S
Bimc
R
and
Ŝ
Bimc
R̂
indifferently, depending on our needs or on what we would like to stress, even if the algebras S
and R are not themselves complete.
Denote by U :
S
Bimc
R
→
S
Bimflt
R
the functor that forgets the completeness, i.e., that associates to every
complete (S ,R)-bimodule its underlying filtered (S ,R)-bimodule structure. What we showed in Remark
A.12 can be restated now by saying that if M is complete, then M  Û(M) is a filtered isomorphism.
The other way around, we have a functor
(̂−) :
S
Bimflt
R
→
S
Bimc
R
that associates every filtered bimodule with its completion and every morphism of filtered bimodules
f : M → N with the morphism f̂ := lim
←− n
(
f˜n
)
, where f˜n : M/FnM → N/FnN is the map induced on
the quotients (see e.g. [LvO, Chapter I, §3]).
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RemarkA.16. Using PropositionA.6 and Remark A.12 one can check that (̂−) is left adjoint to the forgetful
functor U, i.e., that we have a natural isomorphism
Homflt
S ,R
(N,U(M))  Homc
S ,R
(
N̂,M
)
. (37)
The unit of this adjunction is the canonical map γ
N
: N → U
(
N̂
)
for all N ∈
S
Bimflt
R
; the counit is ”its
inverse” σM : Û(M)→ M for all M ∈ SBim
c
R
. (4)
Furthermore, we point out that the bijection in equation (37) encodes the universal property of the
completion: every filtered morphism g : N → M from a filtered (S ,R)-bimodule N to a complete (S ,R)-
bimodule M factors through the completion of N, i.e., we have a commutative diagram of filtered mor-
phisms
N
g //
γN $$❏
❏❏
❏❏
❏❏
❏ M
N̂
ĝ
::tttttttt
(38)
Summing up, we obtained a commutative diagram
S
Bimc
ROO

S
Bimflt
R
(̂−) 55❥❥❥❥❥❥❥
(̂−)
))❚❚❚
❚❚❚
❚
Ŝ
Bimc
R̂
(39)
where the vertical arrow is the equivalence of Proposition A.15. We end this subsection by recalling the
following fact, which will be used in the forthcoming constructions.
Lemma A.17. Given filtered algebras S , R and T , for every complete (R, T )-bimodule N the assignment
Homc
−,T
(N,−) :
S
Bimc
T
→
S
Bimc
R
(40)
gives a well-defined functor.
A.3. The topological tensor product of filtered bimodules. The main objective of this subsection is to
show (or rather to recall) briefly that the functor
Homc
S ,R
(
M,Homc
−,T
(N,−)
)
:
S
Bimc
T
→
S
Bimc
R
is representable for every pair of complete bimodules SMR and RNT . The representing object will be called
the complete (or topological) tensor product of M and N. For a more exhaustive treatment of the construc-
tion of this tensor product over a single commutative ring we refer to [Gr].
Theorem A.18. Let R, S and T be filtered algebras. For every complete bimodules S MR, RNT , SPT we
have a filtered isomorphism, whence an homeomorphism as linear topological spaces,
Homc
S ,R
(
M,Homc
−,T
(N, P)
)
 Homc
S ,T
(
M̂ ⊗R N, P
)
which is natural in M and P and where M̂ ⊗R N is the completion of the filtered tensor product M ⊗R N.
Proof. The usual Hom-tensor adjunction for bimodules tells us that we have a pair of natural isomorphisms
of abelian groups:
ψ : HomS ,R
(
M, Hom−,T (N, P)
)
→ HomS ,T (M ⊗R N, P),
(
f 7−→
[
x ⊗R y 7→ f (x)(y)
])
φ : HomS ,T (M ⊗R N, P)→ HomS ,R
(
M, Hom−,T (N, P)
)
,
(
g 7−→
[
x 7→ [y 7→ g(x ⊗R y)]
])
.
It is easy to see that if f ∈ Homc
S ,R
(
M,Homc
−,T
(N, P)
)
, then ψ( f ) is filtered. Therefore we can further
associate to ψ( f ) the (unique) morphism σP ◦ ψ̂( f ) and the assignment
f 7−→
[(
σP ◦ ψ̂( f )
)
: M̂ ⊗R N → P
]
(4) One should notice that here some confusion may arise, as we denoted by γM : M → M̂ = Û(M) also the canonical isomor-
phism in the category of complete bimodules whose actual inverse is σM . Cf. Remark A.9. Nevertheless, as we may embed
SBim
c
R
(
M, Û(M)
)
⊆ SBim
flt
R
(
U(M),U
(
Û(M)
))
and U(γM) = γU(M) , we can identify the two morphism and it will be clear from the
context which one we are referring to.
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leads to a well-defined map
ψ : Homc
S ,R
(
M,Homc
−,T
(N, P)
)
→ Homc
S ,T
(
M̂ ⊗R N, P
)
.
Explicitly, for all f ∈ Homc
S ,R
(
M,Homc
−,T
(N, P)
)
and all ̂(x ⊗R y)∞ ∈ M̂ ⊗R N
ψ( f )
(
̂(x ⊗R y)∞
)
= ̂f (x)(y)∞ = lim
k→∞
(
f (xk)(yk)
)
,
(finite summations in the tensor product are understood and notation (36) is used).
To check that it is filtered, let f ∈ FnHom
c
S ,R
(
M,Homc
−,T
(N, P)
)
= Homc
S ,R
(
M,Homc
−,T
(N, P) [n]
)
. For
all l ≥ 0, if ̂(x ⊗R y)∞ ∈ Fl
(
M̂ ⊗R N
)
, then we may assume that xk ⊗R yk = 0 for every k ≤ l and that
xk ⊗R yk ∈ Fl (M ⊗R N) for every k > l. Thus, the Cauchy sequence { f (xk)(yk)}k≥0 lies in Fl+nP as well as
its limit, since this is a closed subset in P. Therefore, for all n ≥ 0 we have
ψ
(
FnHom
c
S ,R
(
M,Homc
−,T
(N, P)
))
⊆ FnHom
c
S ,T
(
M̂ ⊗R N, P
)
.
The other way around, let us check that
φ : Homc
S ,T
(
M̂ ⊗R N, P
)
→ Homc
S ,R
(
M,Homc
−,T
(N, P)
)
which assigns to every g ∈ Homc
S ,T
(
M̂ ⊗R N, P
)
the morphism
φ(g) : M → Homc
−,T
(N, P);
(
x 7→
[
y 7→ g
(
γM⊗RN (x ⊗R y)
)])
,
is a well-defined filtered map. To this end, set γ = γM⊗RN and observe that for every h, k, n ∈ N and for all
g ∈ FnHom
c
S ,T
(
M̂ ⊗R N, P
)
= Homc
S ,T
(
M̂ ⊗R N, P[n]
)
we have that(
φ(g)(FhM)
)
(FkN) ⊆ g (γ (Im (FhM ⊗R FkN))) ⊆ g (γ (Fh+k (M ⊗R N))) ⊆ g
(
Fh+k
(
M̂ ⊗R N
))
⊆ Fh+k+nP.
For all g ∈ Homc
S ,T
(
M̂ ⊗R N, P
)
, this proves at once that
(
φ(g)(M)
)
(FkN) ⊆ FkP (take n = 0 = h), whence
φ(g) lands into Homc
−,T
(N, P), that φ(g)(FhM) ⊆ Hom
c
−,T
(N, P[h]) (take n = 0), whence φ(g) is filtered, and
also that φ itself is filtered as well. Since φ and ψ are mutually inverse functions, they establish a filtered
isomorphism, as claimed. 
Definition A.19. In view of Theorem A.18, we say that M̂ ⊗R N is the complete (or topological) tensor
product over the filtered algebra R of the complete bimodules S MR and RNT as indicated. It is coherent with
the notion of completeness introduced in §A.2. As a matter of notation, we will write M ⊗̂R N := M̂ ⊗R N.
Furthermore, Theorem A.18 can be restated by saying that, for RNT complete, the functor
− ⊗̂R N : SBim
c
R
→
S
Bimc
T
;
(
M 7→ M ⊗̂R N
)
is left adjoint to the functor
Homc
−,T
(N,−) :
S
Bimc
T
→
S
Bimc
R
;
(
P 7→ Homc
−,T
(N, P)
)
.
Remark A.20. Following Theorem A.18, it is reasonable to call this complete tensor product a topological
tensor product as it is the left adjoint to the continuous Hom functor between complete bimodules. We
point out however that our definition of a topological tensor product satisfies a different universal property
with respect to, e.g., [Sl, Definition 2.1] or [Sm, Theorem 20.1.2]. Namely, assume that SMR, RNT , SPT
are complete bimodules over filtered algebras as indicated. Endow M × N with the filtration Fk(M ×
N) = FkM × FkN. The induced linear topology coincides with the product linear topology, i.e., the
coarsest linear topology for which the canonical projections are continuous, andM×N is a complete (S , T )-
bimodule with respect to this filtration. The canonical morphism M × N → M ⊗R N maps Fk(M × N) into
Im (FkM ⊗R FkN) ⊆ F2k(M⊗RN) ⊆ Fk(M⊗RN), whence it is filtered (and continuous) and the same hold for
the composition τ :=
(
M × N → M ⊗R N → M ⊗̂R N
)
. Endow M × N with the bi-filtration Fh,k(M × N) =
FhM × FkN (for the definition of a bi-filtration see, e.g., [Bo, §X.2]). We observe that τ is bi-filtered
(5)
as well. The bijective correspondence between R-balanced (S , T )-bilinear morphisms SMR × RNT → S PT
(5) By a bi-filtered morphism we mean a morphism f : M × N → P such that f (FhM × FkN) ⊆ Fh+kP. In particular, if f is
bi-filtered then f (−, n) : M → P and f (m,−) : N → P are filtered for all m ∈ M and n ∈ N. Bi-filtered morphisms can be seen as a
counterpart of separately continuous functions (for an account on the subject we refer the reader to [P]).
26 LAIACHI EL KAOUTIT AND PAOLO SARACCO
and morphisms in HomS ,R
(
M,Hom−,T (N, P)
)
restricts to a bijective correspondence between R-balanced
(S , T )-bilinear bi-filtered morphisms M × N → P and elements in Homc
S ,R
(
M,Homc
−,T
(N, P)
)
. From this it
follows that the complete tensor product could be considered as a topological tensor product in the sense
that it satisfies the following universal property: there exists a complete (S , T )-bimodule and a bi-filtered
R-balanced (S , T )-bilinear morphism τ : M × N → M ⊗̂R N such that for every other complete (S , T )-
bimodule P and every bi-filtered R-balanced (S , T )-bilinear morphism f : M×N → P there exists a unique
filtered (S , T )-bilinear morphism f˜ : M ⊗̂R N → P such that f = f˜ ◦ τ.
Given M,N two filtered R-bimodules over a filtered algebra R, we have three (in principle, different)
ways to obtain a complete R̂-bimodule fromM⊗RN. The first and more natural one is M̂ ⊗R N: sinceM⊗RN
is a filtered R-bimodule, Lemma A.14 ensures that M̂ ⊗R N is a complete R̂-bimodule.
(6) The other two
come from the construction we performed in this subsection. Namely, they are M̂ ⊗̂R N̂ and M̂ ⊗̂R̂ N̂, i.e.,
the complete tensor product of the complete R̂-bimodules M̂, N̂ over the filtered algebras R and R̂. It turns
out, however, that the three constructions give rise to the same complete bimodule up to the isomorphism
of the following proposition (cf. also Remark A.22).
Proposition A.21. Assume that SMR and RNT are two filtered bimodules over filtered algebras as denoted.
Then we have a filtered isomorphism of (S , T )-bimodules M̂ ⊗R N  M̂ ⊗̂R̂ N̂, natural in both variables,
explicitly given by
ϕM,N : M̂ ⊗̂R̂ N̂ −→ M̂ ⊗R N,
[
lim
n→∞
(
lim
k→∞
(xk,n) ⊗R̂ lim
l→∞
(yl,n)
)
7−→ lim
n→∞
(
xn,n ⊗R yn,n
) ]
, (41)
ψM,N : M̂ ⊗R N −→ M̂ ⊗̂R̂ N̂,
[
lim
n→∞
(
xn ⊗R yn
)
7−→ lim
n→∞
(
x̂n ⊗R̂ ŷn
) ]
. (42)
Remark A.22. Keeping assumptions and notations from Proposition A.21, the algebra morphism γR : R→
R̂ induces a filtered (S , T )-bilinear morphism M̂ ⊗R N̂ → M̂ ⊗R̂ N̂. Moreover, we can consider the filtered
(S , T )-bilinear morphism γM ⊗R γN : M ⊗R N → M̂ ⊗R N̂. These induce the following composition
M⊗RN
Fn(M⊗RN)
˜γM⊗RγN // M̂⊗RN̂
Fn
(
M̂⊗RN̂
) // M̂⊗R̂N̂
Fn
(
M̂⊗
R̂
N̂
)
for all n ≥ 0, which in turn induces exactly the morphism ψM,N of the statement of Proposition A.21.
Nevertheless, in what follows we will be concerned mainly with the complete tensor product over com-
plete algebras. Thus, we decided to focus on the bare minimum to introduce the isomorphisms (41) and
(42). Furthermore, we will often omit these in the computations and we will identify M̂ ⊗R N with M̂ ⊗̂R̂ N̂
as well, in order to simplify the exposition.
As it happened for filtered algebras and bimodules, complete algebras and bimodules form a bicategory.
Proposition A.23. We have a bicategory Bimc
k
which has complete algebras as 0-cells and whose cate-
gories of {1, 2}-cells are the categories of complete bimodules over complete algebras. The vertical com-
positions are given by the ordinary compositions of morphisms. The horizontal compositions are given by
the composition functors − ⊗̂B − := (̂−) ◦ (− ⊗B −)
− ⊗̂B − : ABim
c
B
×
B
Bimc
C
→
A
Bimc
C
for all complete algebras A, B,C. The constraints are induced by those of the bicategory Bimflt
k
.
Proof. In view of Proposition A.15, the natural isomorphisms ϕ−,− and ψ−,− described in equations (41)
and (42) can be regarded as isomorphisms of complete
(
Ŝ , T̂
)
-bimodules and for this reason we are going
to denote them in the same way. The left and right unit constraints (or identities, as they are called in [Be])
are deduced by using the natural isomorphisms ϕA,− and ϕ−,B in conjunction with the natural isomorphism
σX : Û(X) → X of Remark A.9 for X an object in ABim
c
B
and A, B complete algebras (cf. also Remark
A.16). The associativity constraint αM,N, P :
(
M ⊗̂R̂ N
)
⊗̂R̂ P → M ⊗̂R̂
(
N ⊗̂R̂ P
)
is obtained by observing
that for every SXR, RYT and TZK filtered bimodules, there is a unique
(
Ŝ , K̂
)
-bilinear map αX̂, Ŷ, Ẑ making
commutative the following diagram
(6) Note that the writing M ⊗̂R N doesn’t make sense in this context, unless both M and N are complete, whereas M̂ ⊗R N does.
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(
X̂ ⊗̂R̂ Ŷ
)
⊗̂T̂ Ẑ
α
X̂,Ŷ ,Ẑ 
X̂ ⊗R Y ⊗̂T̂ Ẑ
ψX,Y ⊗̂T̂ Ẑoo ̂(X ⊗R Y) ⊗T Z
âX,Y,Z

ψX⊗RY,Zoo
X̂ ⊗̂R̂
(
Ŷ ⊗̂T̂ Ẑ
)
X̂ ⊗̂R̂ Ŷ ⊗T Z
X̂ ⊗̂
R̂
ψY,Zoo ̂X ⊗R (Y ⊗T Z)
ψX,Y⊗T Zoo
(43)
where aX,Y,Z is the usual associativity constraint. 
It turns out then that the completion functor fits properly in the wider framework of bicategories.
Theorem A.24. Let k be a commutative ground ring which we consider trivially filtered. Then the comple-
tion construction developed in this section induces a 2-functor
Bimflt
k
// Bimc
k
0-cells R
✤ // R̂
1-cells RMS
✤ //
R̂M̂Ŝ
2-cells
[
f : M → N
] ✤ // [ f̂ : M̂ → N̂]
from the bicategory Bimflt
k
of filtered algebras and filtered bimodules to the bicategory Bimc
k
of complete
algebras and complete bimodules.
Proof. The construction of the stated 2-functor at the level of 0-cells is clear. At the level of {1,2}-cells, the
needed family of functors is given by the functors exhibited in diagram (39), precisely by the lower diagonal
one. The required natural transformations for (̂−) are given in Proposition A.21. Finally, the coherence
axioms (i.e., the hexagons and the squares in [Be, Definition 4.1]) are fulfilled by construction. 
CorollaryA.25. Let R be a filtered algebra. Then the category of complete R̂-bimodules
R̂
Bimc
R̂
is monoidal
with tensor product the topological tensor product − ⊗̂R̂ − and with unit the completion algebra R̂ of R.
Moreover, the completion functor (̂−) :
R
Bimflt
R
→
R̂
Bimc
R̂
is a monoidal functor.
Remark A.26. It follows from Corollary A.25 that
(
Modc
k
, ⊗̂, k
)
is a monoidal category. It can be checked
that for a filtered algebra (R, µ, η), R is a completemodule (i.e., a complete algebra) if and only if
(
R, σR µ̂, η
)
is a monoid in the monoidal categoryModc
k
. A similar thing happens for complete bimodules over complete
algebras. In fact, up to an equivalence of categories, we may regard complete algebras as monoids in the
monoidal categoryModc
k
and complete bimodules over complete algebras A and B as objects in A
(
Modc
k
)
B
and conversely (in accordance with [Dev, §A.1], for example). Furthermore, we point out that it could
possible to deduce Theorem A.24 from a more general framework as claimed in [Sh, Examples 2.2 and
6.2], once proven that
(
Modflt
k
,⊗, k
)
and
(
Modc
k
, ⊗̂, k
)
are monoidal categories and that (̂−) : Modflt
k
→ Modc
k
is a monoidal functor.
Appendix B. Topological tensor product of linear duals of locally fgp filtered bimodules
In this appendix we plan to study the linear dual of the tensor product of two locally finitely generated
and projective filtered modules (for instance, rings with an admissible filtration as in §3.4). In particular,
we will show that this bimodule is homeomorphic to the topological tensor product of the duals.
B.1. Locally fgp filtered modules. Let R be a ring and M a right R-module endowed with an ascending
filtration {FnM | n ∈ N}. This is said to be exhaustive if
⋃
n≥0 F
nM = M. In view of our aims, we assume
R trivially filtered. We denote by grn (M) the quotient module FnM/Fn−1M for all n ≥ 0 (F−1M = 0
by convention), and by gr (M) the associated graded module gr (M) =
⊕
n≥0
grn (M). Henceforth and in
line with Appendix A, we denote increasing filtrations with upper indices and decreasing ones with lower
indices. Moreover, τm, n : F
nM → FmM and τn : F
nM → M for all m ≥ n ≥ 0 will denote the canonical
inclusions.
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Lemma B.1. Let R be any ring, M a right R-module endowed with an ascending filtration
{
FkM | k ∈ N
}
and let n ∈ N. If the quotient modules FkM/Fk−1M are projective right R-modules for all 0 ≤ k ≤ n, then
FnM  gr (FnM) as filtered modules. In particular, FnM is projective. If moreover the quotient modules
FkM/Fk−1M are finitely generated for 0 ≤ k ≤ n, then FnM is finitely generated as well. Finally, if the
filtration is exhaustive and the quotient modules FnM/Fn−1M are projective for all n ∈ N, then there exists
an isomorphism of filtered modules M  gr(M) and MR itself is projective.
Proof. Since every quotient module FkM/Fk−1M is projective as right R-module, for all 0 ≤ k ≤ n, we
have a split exact sequence of right R-modules
0 // Fn−1M
τn−1, n //
FnM
//oo
(
FnM/Fn−1M
)
//oo 0
from which it follows that, as right R-modules,
FnM  Fn−1M ⊕
(
FnM/Fn−1M
)
.
Proceeding inductively, we have that
FnM 
n⊕
k=0
FkM
Fk−1M
= gr (FnM) . (44)
Observing that for all m ≤ n, Fmgr (FnM) =
⊕m
k=0
FkM/Fk−1M = gr (FmM) and FmFnM = FmM, it is
clear that the isomorphism preserves the filtrations as claimed. Moreover, as direct sum of projective right
R-modules, FnM is projective as well.
The second claim is clear, as the direct sum is finite. About the last claim in the statement, saying that
the filtration is exhaustive means that M  lim
−→n
(FnM) as filtered modules. Since FnM  gr (FnM) 
Fn
(
gr(M)
)
as filtered modules, we have that M  lim
−→n
(FnM)  lim
−→n
(
Fn
(
gr(M)
))
 gr(M) as claimed. As
direct sum of projective right R-modules, M is itself projective. 
Henceforth, all ascending filtrations will be exhaustive. In analogy with [C, §4], we will say that an
increasingly filtered right R-module M such that the quotient modules FnM/Fn−1M are finitely generated
and projective is a locally finitely generated and projective (filtered) module (locally fgp, in short).
B.2. The topology on the linear dual of a locally fgp filtered bimodule. Assume that we are given an
increasingly filtered R-bimodule M which is locally fgp as a filtered right R-module (the definition of an
increasingly filtered bimodule can be easily obtained by dualizing that for decreasingly filtered bimodules
in Appendix A). In particular, this means that each member of the increasing filtration {FnM | n ∈ N} is
actually an R-subbimodule with a monomorphism τn : F
nM → M and that the factors FnM/Fn−1M are
finitely generated and projective right R-modules.
Since the filtration {FnM | n ∈ N} is exhaustive, we may identify the right R-module MR with the induc-
tive limit M = lim
−→n
(FnM) of the system
{
FnM, τn, n+1
}
n∈N. Therefore, M
∗
= Hom−,A (M, A)  lim
←− n
(FnM∗)
as a left R-module via the left R-linear isomorphism
M∗ → lim
←−
n
(FnM∗) ,
(
f 7→ (τ∗
n
( f ))n≥0
)
; lim
←−
n
(FnM∗)→ M∗,
(
(gn)n≥0 7→ g := lim
−→
n
(gn)
)
(45)
where (r · f )(x) = r f (x) for all f ∈ M∗, r ∈ R and x ∈ M. However, M∗ is also a right R-module with
( f ↼ x) (m) = f (x ·m) for all f ∈ M∗, m ∈ M and x ∈ R, and it turns out that the isomorphism (45) is right
R-linear as well. Therefore, M∗  lim
←− n
(FnM∗) as R-bimodules. Notice that g : M → R is the unique right
R-linear map that extends all the gn’s at the same time, that is g τn = gn for all n ≥ 0.
Corollary B.2. Let M be an increasingly filtered R-bimodule which is locally fgp as right R-module. The
following properties hold true.
(i) Each of the subbimodules FnM is a finitely generated and projective right R-module and each of the
structural maps τn, n+1 : F
nM → Fn+1M is a split monomorphism of right R-modules. Moreover, the
transposes τ∗
n
: M∗ → FnM∗ are surjective, so that for all n ∈ N, τn is a split monomorphism too.
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(ii) For every m, n ≥ 0, we have an isomorphism of R-bimodules
φ
m, n
: (FmM∗)
R
⊗R R (F
nM∗)  (FnMR ⊗R RF
mM)
∗
such that φ
m, n
( f ⊗R g) (x ⊗R y) = f (g(x)y) for all x ∈ F
nM, y ∈ FmM, f ∈ FmM∗ and g ∈ FnM∗.
Proof. The first claim of (i) follows directly from Lemma B.1. To prove the second one, we proceed as
follows. If
{
S i, ϕ j,i | i, j ∈ N, j ≥ i
}
is an inverse system in the category of left R-modules with surjective
transition maps ϕ j,i : S j → S i, j ≥ i, then every projection ϕi : lim←− n
(S n) → S i is surjective as well (cf.
e.g. [Gh, Remark 2.14]). Since the transition maps τn,n+1 are split monomorphisms, their transposes τ
∗
n,n+1
are surjective, whence the canonical maps ϕi : lim←− n
((FnM)∗)→ (F iM)∗ are surjective as well. If we denote
by Φ the isomorphism of (45), then it satisfies ϕn ◦ Φ = τ
∗
n, whence τ
∗
n is surjective.
Finally, in view of [BSZ, Lemma 11.3] and the hom-tensor adjunction respectively, we have the chain
of isomorphisms of R-bimodules
(FmM)
∗
R ⊗R R (F
nM)
∗
 Hom-R(F
nMR, (F
mM)
∗
R
)  Hom-R(F
nMR ⊗R RF
mM,R)
which proves (ii). 
Remark B.3. Since τ∗
n
is surjective and FnM∗ is a finitely generated and projective left R-module, there
is a left R-linear section FnM∗ → M∗ of τ∗
n
which induces a right R-linear retraction θn : M → F
nM of
τn. In particular, each of the maps τ
∗
n
: M∗ → FnM∗ is a split epimorphism of left R-modules with section
θ∗
n
: FnM∗ → M∗ as well. Denote temporarily by πn : M
∗ → M∗/Ker
(
τ∗
n
)
the canonical projection. Even
if θ∗
n
is just left R-linear, the composition πn ◦ θ
∗
n
: FnM∗ → M∗/Ker
(
τ∗
n
)
is R-bilinear as it is the inverse of
the R-bilinear isomorphism τ˜∗
n
: M∗/Ker
(
τ∗
n
)
→ FnM∗.
Now, the right linear dual M∗ inherits naturally a decreasing filtration which converts it into a complete
R-bimodule. Namely, mimicking [MSS, Appendix A.2], let us consider the filtration
F0M
∗
= M∗ and Fn+1M
∗
= Ker
(
τ∗
n
)
, for n ≥ 0. (7) (46)
Notice that no confusion may arise in the notation, as the upper or lower indices help in distinguishing
between FnM
∗, the n-th term of the decreasing filtration on M∗, and FnM∗ := (FnM)∗, the dual of the
n-th term of the increasing filtration on M. In view of (i) of Corollary B.2, we have an isomorphism of
R-bimodules FnM∗  M∗/FnM
∗. From this together with the isomorphism (45) and Proposition A.6 we
deduce that the filtration {FnM
∗ | n ∈ N} induces a linear topology over M∗ for which it is a complete
R-bimodule.
Remark B.4. In order to be able to evaluate limits of Cauchy sequences in M∗ on an element of M it
is useful to notice the following. Let { fn}n≥0 be a Cauchy sequence of right R-linear maps in M
∗ and let
f = lim
n→∞
( fn) denote its limit in M
∗. Therefore we have that f − fn ∈ FnM
∗
= Ker
(
τ∗
n−1
)
for every n ≥ 1.
For all x ∈ M, there exists an l ≥ 0 such that x ∈ F lM and hence for every k ≥ l + 1 we have that
fk(x) = fk(τl(x)) = f (τl(x)) = f (x).
This means that the sequence of elements { fn(x)}n≥0 eventually becomes constant in A and equal to the
value of f on x. Thus, it is meaningful to set f (x) =
(
lim
n→∞
( fn)
)
(x) := lim
n→∞
( fn(x)).
On the other hand, notice that we may consider the inductive limit function of the inductive cone
{τ∗n( fn+1)}n ∈N. However, lim−→n
(
τ∗n( fn+1)
)
= lim
−→n
(
τ∗n( f )
)
= f = lim
n→∞
( fn).
B.3. The topological tensor product and the associativity constraint. It is useful to recall that the full
subcategory of R-bimodules which are locally fgp on the right is closed under taking tensor products
(compare with [Ma, Theorem C.24, page 93]). Indeed, let M,N be filtered R-bimodules which are locally
fgp on the right. Then we have an R-bilinear isomorphism⊕
p+q=n
F pM
F p−1M
⊗R
FqN
Fq−1N
−→
F n(M ⊗R N)
F n−1(M ⊗R N)
,
(7) Observe that Ker
(
τ∗n
)
= { f ∈ M∗ | FnM ⊆ Ker ( f )}, whence we will often use the notation Ann (FnM) to refer to it.
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(xp + F
p−1M) ⊗R (yq + F
q−1N) 7→ (xp ⊗R yq) + F
n−1(M ⊗R N)
)
where F n(M ⊗R N) =
∑
p+q=n F
pM ⊗R F
qN. Thus the factors F n(M ⊗R N)/F
n−1(M ⊗R N) are finitely
generated and projective as right R-modules. Therefore, M ⊗R N is locally fgp as claimed.
Next, we want to compare the topology that the linear dual (N ⊗R M)
∗ inherits from the structure of
locally fgp module, with that of ̂M∗ ⊗R N∗ = M
∗ ⊗̂R N
∗, the topological tensor product of the complete
R-bimodules M∗ and N∗. At the algebraic level, we have a canonical R-bilinear map
(M∗)R ⊗R R(N
∗)
φM,N // (NR ⊗R RM)∗
f ⊗R g
✤ // [y ⊗R x 7−→ f (g(y)x)]
(47)
which makes the following diagram to commute
M∗ ⊗R N
∗
φM,N //
(τMm )
∗
⊗R(τNn )
∗

(N ⊗R M)
∗
(τNn ⊗RτMm )
∗

FmM∗ ⊗R F
nN∗
φm,n // (FnN ⊗R FmM)
∗ .
(48)
In view of the technical subsequent Lemma B.5, it turns out that the natural transformation φ
M,N
is a con-
tinuousmap (in fact a morphism of filtered R-bimodules)whereFn (M
∗ ⊗R N
∗) =
∑
p+q=n Im
(
FpM
∗ ⊗R FqN
∗
)
and the decreasing filtration on (N ⊗R M)
∗ is given as in (46), that is, F0(N ⊗R M)
∗
= (N ⊗R M)
∗ and
Fn(N ⊗R M)
∗
= Ker
(
τ
∗
n−1
)
, n ≥ 1, where τ∗
n
: (N ⊗R M)
∗ → F n(N ⊗R M)
∗ are the canonical projections.
Lemma B.5. Let R be a ring and V,W be decreasingly filtered R-bimodules such that W/FnW are finitely
generated and projective as left R-modules for all n ∈ N. Then
Fn (V ⊗R W) :=
∑
p+q=n
FpV ⊗R FqW =
⋂
p+q=n+1
Ker
(
πV
p
⊗R π
W
q
)
where πV
p
: V → V/FpV and π
W
q
: W → W/FqW are the canonical projections. In particular, for M and N
R-bimodules such that N is locally fgp on the right, we have
Fn(M
∗ ⊗R N
∗) =
⋂
p+q=n−1
Ker
(
τ∗p ⊗R τ
∗
q
)
.
The following proposition gives the desired comparison between the linear topologies on the filtered
bimodules ̂M∗ ⊗R N∗ = M
∗ ⊗̂R N
∗ and (N ⊗R M)
∗.
Proposition B.6. Let M and N be two R-bimodules, locally fgp as right R-modules. Then the natu-
ral transformation φ
M,N
of equation (47) induces an homeomorphism (in fact, a filtered isomorphism)
M∗ ⊗̂R N
∗
 (N ⊗R M)
∗ such that the following diagram is commutative:
(M∗)
R
⊗R R (N
∗)
φM,N //
γM∗⊗RN
∗ **❯❯❯
❯❯❯
❯❯❯❯
❯❯❯
(NR ⊗R RM)
∗
(M∗)
R
⊗̂R R (N
∗)
φ̂M,N

44❥❥❥❥❥❥❥
Proof. We know that N ⊗R M is a locally fgp right R-module, whence (N ⊗R M)
∗ is a complete R-bimodule
with respect to the filtration Ann(Fk(N⊗RM)) = Fk+1(N⊗RM)
∗ (see §B.2). In view of (48), for allm+n = k
we have that(
τM
m
⊗R τ
N
n
)∗ (
φM,N (Fk+1 (M
∗ ⊗R N
∗))
)
= φm,n
(((
τM
m
)∗
⊗R
(
τN
n
)∗)
(Fk+1 (M
∗ ⊗R N
∗))
)
= 0.
In particular, there exists a unique R-bilinear morphism σm,n : M
∗ ⊗R N
∗/Fk+1 (M
∗ ⊗R N
∗) → (FnN ⊗R
FmM)∗ such that σm,n π
M∗⊗RN
∗
k+1 =
(
τN
n
⊗R τ
M
m
)∗
φ
M,N
. Notice that the completion φ̂
M,N
of the filtered morphism
TOPOLOGICAL TENSOR PRODUCT OF BIMODULES, COMPLETE HOPF ALGEBROIDS AND CONVOLUTION ALGEBRAS. 31
φM,N fits into the following commutative diagram
M∗ ⊗̂R N
∗
φ̂M,N //
pk+1

(N ⊗R M)
∗
(τNn ⊗RτMm )
∗

M∗⊗RN
∗
Fk+1(M∗⊗RN∗)
σm,n //
(
FnN ⊗R F
mM
)∗
(49)
Our next aim is to construct explicitly a filtered inverse for φ̂
M,N
. Set γ := γ
M∗⊗RN
∗ : M∗⊗RN
∗ → ̂M∗ ⊗R N∗.
For all m + n = k consider the composition Πm,n := φ
−1
m,n ◦ σm,n ◦ pk+1 which gives an R-bilinear morphism
Πm,n : M
∗ ⊗̂R N
∗ → FmM∗ ⊗R F
nN∗. It satisfies Πm,n ◦ γ =
(
τM
m
)∗
⊗R
(
τN
n
)∗
and
Fk+1
(
M∗ ⊗̂R N
∗
)
:= Ker (pk+1) =
⋂
m+n=k
Ker
(
Πm,n
)
.
Now, by considering the R-bilinear maps φ−1
m,n
σm,n : M
∗ ⊗R N
∗/Fk+1 (M
∗ ⊗R N
∗)→ FmM∗ ⊗R F
nN∗ and
ξm,n : F
mM∗ ⊗R F
nN∗ →
M∗ ⊗R N
∗
Fh+1 (M∗ ⊗R N∗)
;
(
f ⊗R g 7→ θ
∗
m
( f ) ⊗R θ
∗
n
(g) + Fh+1 (M
∗ ⊗R N
∗)
)
, (8) (50)
for all m + n = k and h = min(m, n), one can show that M∗ ⊗̂R N
∗ together with the family of morphisms{
Πm,n | n,m ≥ 0
}
is isomorphic to the inverse limit of the projective system FmM∗ ⊗R F
nN∗ with structure
maps
(
τM
p,m
)∗
⊗R
(
τN
q,n
)∗
for all p ≤ m and q ≤ n. Now, by definition of Πm,n we have that
φ
m,n
◦ Πm,n
(def)
= σm,n ◦ pk+1
(49)
=
(
τN
n
⊗R τ
M
m
)∗
◦ φ̂
M,N
, (51)
whence φ̂
M,N
is also the unique morphism induced by the map of projective systems φ
m,n
. By considering
φ−1
m,n
instead, one deduces that there exists a unique morphism ψ
M,N
: (N ⊗R M)
∗ → M∗ ⊗̂R N
∗ such that
Πm,n ◦ ψM,N = φ
−1
m,n
◦
(
τN
n
⊗R τ
M
m
)∗
. It is not difficult now to see that φ̂
M,N
and ψ
M,N
are filtered morphisms which
are mutually inverses. 
Remark B.7. Given z ∈ M∗ ⊗̂R N
∗, we already know that z = lim
n→∞
(pn(z)), up to a choice of a representative
in M∗ ⊗R N
∗ for each element pn(z). Fix n ≥ 0, for all h, k ≥ n such that n = min(h, k), it turns out from the
previous proof that(
ξh,k ◦Πh,k
)
(z)
(def)
=
(
ξh,k ◦ φ
−1
h,k ◦ σh,k ◦ ph+k+1
)
(z) =
(
ξh,k ◦ φ
−1
h,k ◦ σh,k ◦ πh+k+1
)
(x)
=
(
ξh,k ◦ φ
−1
h,k ◦
(
τN
k
⊗R τ
M
h
)∗
◦ φ
M,N
)
(x)
(48)
=
(
ξh,k ◦
((
τM
h
)∗
⊗R
(
τN
k
)∗))
(x) = πn+1(x)
for some x ∈ M∗ ⊗R N
∗ and where πi : M
∗⊗R N
∗ → M∗ ⊗R N
∗/Fi (M
∗ ⊗R N
∗) is the canonical projection, for
all i ≥ 0. Now, ph+k+1(z) = πh+k+1(x) = ph+k+1(γ(x)) implies that z − γ(x) ∈ Ker (ph+k+1) ⊆ Ker (pn+1), since
n ≤ h + k. Thus πn+1(x) = pn+1(γ(x)) = pn+1(z) as well and hence ξh,k ◦ Πh,k = pmin(h,k)+1. In particular,
z = lim
n→∞
(pn+1(z)) = lim
n→∞
((
ξn,n ◦ Πn,n
)
(z)
)
. (52)
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