Abstract-Wyner's common information can be easily general ized for continuous random variables. We provide an operational meaning for such generalization using the Gray-Wyner network with lossy source coding. Specifically, a Gray-Wyner network consists of one encoder and two decoders. A sequence of inde pendent copies of a pair of random variables (X, Y) '" p ( x, y ) is encoded into three messages, one of them is a common input to both decoders. The two decoders attempt to reconstruct the two sequences respectively subject to individual distortion constraints.
encoded into three messages, one of them is a common input to both decoders. The two decoders attempt to reconstruct the two sequences respectively subject to individual distortion constraints.
We show that Wyner's common information equals the smallest common message rate when the total rate is arbitrarily close to the rate-distortion function with joint decoding. A surprising observation is that such equality holds independent of the values of distortion constraints as long as the distortions are less than certain thresholds. An interpretation for such thresholds is given for the symmetric case.
INTRODUCT ION
Classical notions that characterize the amount of common information contained in a pair of dependent random variables (X, Y) rv p( x , y ) include Shannon's mutual information and Gacs and Komer's common randomness [1] . Each of these notions carries clearly defined operational meaning. Wyner provided yet another definition to quantifY the common in formation for a pair of discrete random variables with finite alphabet [3] :
C(X; Y) = inf J(X, Y; W).
x�w�y (1)
Here, the infimum is taken over all auxiliary random variables W such that X, W, and Y forms a Markov chain, i.e., X and Y are conditionally independent given W.
Wyner's common information also carries its own opera tional meanings, two of them were given in Wyner's original paper [3] . The first approach is shown in Fig. 1 . The encoder observes a pair of sequences (xn, yn) and outputs three messages Wo, WI, and W2 where for i = 0,1,2. Decoder 1 recontructs xn from messages (Wo, Wr), and decoder 2 reconstructs yn from (Wo, W2)' For any given E, define C1 to be the minimum Ro for the system in Fig. 1 such that the total rate 2:: 7 = 0 Ri < H(X, Y) + E and the probabilities of error at both decoders are bounded by E.
Wyner's second approach is shown in Fig. 2 . In this model, a common message W uniformly distributed 
Processor I xn
Processor 2 y n {I, ... ,2n Ro } is passed to two separate random number gen erators, whose outputs are generated independently according to distributions PI (X I W) and P2 ( Y I W). The output sequences of the two processors, denoted as xn and yn respectively, have joint distribution
w E W Let C2 be the smallest Ro such that the distribution in (2) is arbitrarily close to Q (xn, yn), in the sense that
n xnEXn, y nEyn Q( x n, y n)
can be made arbitrarily small. Wyner proved that (4) lending clear practical interpretations to C(X, Y) defined in equation (1). However, these interpretations only apply to random variables with finite alphabet sets. Indeed, Wyner's common information was originally defined only for a pair of finite-alphabet discrete random variables. Its generalization to multiple dependent variables was first mentioned in [6] and further developed in [7] . The definition in (1) also applies to random variables with continuous alphabet. However, it is not clear what physical interpretation such quantity carries for continuous random variables. We provide such an interpretation using the rate distortion result for the Gray-Wyner network as described in Fig. 1 . That is, instead of requiring the sources to be reproduced losslessly at the two decoders, we allow certain distortions subject to given distortion constraints [9] . It turns out that Wyner's common information is precisely the smallest com mon message rate for a certain range of distortion constraints when the total rate is arbitrarily close to the rate distortion function with joint decoding. A surprising result is that, as Wyner's common information is only a function of the joint distribution, this smallest common rate remains constant even if the distortion constraints vary, as long as they are less than certain thresholds.
The rest of the paper is organized as follows. Section II gives the problem formulation and the main results. The proofs are given in Appendix. In section III, two examples, the doubly symmetric binary source studied in [3] and the bivariate Gaussian source, are given. We conclude in Section IV.
II. PROBLE M FORMULATION AND MA IN RESULT
Let {( Xk' Yk)}k =1 be independent copies of a pair of dependent random variables (X, Y) '" Q(x, y) which take values in some arbitrary (finite, countable, or continuous) spaces X x y. Here, we use Q(x, y) to denote the joint distribution of (X, Y), i.e., probability mass function if (X, Y) are discrete and probability density function if (X, Y) are continuous. Thus the joint distribution of length n vectors (xn, yn) is
The common information of the pair (X, Y) is a functional of Q and is defined as (6) where the infimum is taken over all random variable triples
• (C2) X and Y are conditionally independent given W.
Let us consider the lossy source coding problem described in Fig. 1 . The encoder observes a pair of sequences (xn, yn), and map them to three messages Wo, WI, W2 with Wi E {I"" ,2nR i },
Let dl (x, x) and d2(x, y ) be bounded single letter distortion functions defined on X x X and Y x Y respec tively. Decoder 1 reproduces xn from ( Wo, WI) subject to an average distortion constraint �I; decoder 2 reproduces yn from ( Wo, W 2 ) subject to an average distortion constraint �2'
We now give a precise definition of the quantity C3(�I' �2) ' which is the smallest common rate Ro such that the total rate meets the rate distortion bound with joint decoding.
Definition I: An (n, Mo, MI, M 2 ) rate distortion code con sists of the following:
• One encoder mapping f E fE where I M i = {a, 1,2",' ,Mi -I} for i = 0,1,2 .
• Two decoder mappings f1X) , fii) f D ( X)
(8)
Denote by (�X' �Y) the average distortion between encoder inputs and decoder outputs:
where
(IS)
An (n,Mo,MI,M2) code with distortion (�x'�y) is re ferred to as an (n, Mo, MI, M 2 , �x, �Y) rate distortion code.
Definition 2: For any �I' �2 :::-0, a number Ro is said to be (�I'�2)-achievable if for any E > ° we can find n sufficiently large such that there exists a (n, Mo, MI, M2 , �x, �Y) rate distortion code with Mo
�X <::: �I + E , �Y <::: �2 + E.
(18) where RXY(�I' �2) is the rate distortion function for (X, Y) with joint encoding and decoding, i.e.,
where the minimum is taken over all the test channels qt(x, Y lx, y) such that Edl(X, X) <::: �I ' Ed2(Y, Y ) <::: �2.
Definition 3: C3(�I' �2) is defined as the infimum of all Ro that is (�I' �2)-achievable.
We now state the main results.
C3(�I' �2) in some neighborhood of the origin {(�1'�2) : ° <::: �1'�2 <::: 'Y} provided that
and dl, d2 satisfy
A proof of Theorem 1 is given in Appendix A.
The condition on d1 and d2 set forth in the theorem amounts to requiring the distortion function be normal, as defined in [10] .
If (X, Y) are discrete random variables with finite alphabet, and d1 = d2 = dH are the Hamming distortion, defined as
Therefore, approach 1 in [3] is a special case of Theorem l. A proof of Theorem 2 is given in Appendix B.
III. EXAMPLES

A. Doubly symmetric binary source (DSBS)
Consider a DSSS as in [3] , [9] . That is, a binary source where X = Y = {O, 1} and for x, y = 0, 1 , 1
o :::; ao :::; � and 6x, y is an indicator function of x = y. X can be considered as an unbiased binary input to a binary symmetric channel (SSC) with crossover probability ao and Y as the corresponding output, or vice versa.
It is shown in [3] that for the DSSS
where h(ao) is the binary entropy function for 0 :::; ao :::; 1
For a DSSS with Hamming distortion d1 = d2 = dH and symmetric distortion constraint �1 = � 2 = �, the joint rate distortion function [12] is given by (26), where L(x) = -xlogx. It can be seen that Therefore, by Theorem 2 we have "y = a1. C3(�, �) = 1 + h(ao) -2h(a1) for any 0 :::; � :::; a1.
Remark: C3(�, �) for any 0 :::; � :::; a1 is achieved by Ro = RXy(a1' a1) = 1 + h(ao) -2h(a1), R1 = R XIXY (�)' and R 2 = R YIXY (�)' where (X, Y) are the random variables achieving RXy(a1' a1). The test channels are
B. Gaussian source
In this section we consider the case when X, Y are bivariate Gaussian with zero mean and covariance matrix K = [ � i}. 
1-p (30)
The proof is given in Appendix C. Proposition 1 can be extended to multivariate Gaussian distributions.
Corollary 1: For N joint Gaussian random variables X l , X2, '" ,XN with covariance matrix (31) the common information is Remark: C3(�, �) for any 0 :::; � :::; 1 -P is achieved by Ro = Rxy(1 -p, 1 -p) , R1 = R XIXY (�) = � log l :;, P , R 2 = R YIXY (�) = � log l :;, P , where (X, Y) are the random variables achieving Rxy(1 -p, 1 -p).
IV. CONCLUS ION
In this paper, we generalized Wyner's common information to that of continuous random variables and provided a lossy source coding interpretation using the Gray-Wyner network. A surprising observation is that the the minimum common rate for lossy source coding is invariant to the distortion constraint as long as it is less than a certain threshold.
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Rxy ( f3 f3)
= { 1 + h(ao) -�h( f3 ) if 0 'S 13 'S al , L(l -a o) -2{L (2 f3 -a o) + L[ 2(1 -13) -a o ] } al 'S 13 'S � (26) ApPENDIX
A. Proof of Theorem I
We first introduce the following two lemmas. The first one is given by Gray [8] .
Lemma I: Given a two-dimensional source X, Y and a compound distortion measure, we have the following inequal ities
and equalities hold in some neighborhood of the origin {(�1'�2) : 0 'S �1 ,�2 'S ,}, provided that
We now prove that C3(�1' �2) 'S C(X, Y) in the range {O 'S �l' �2 'S ,}. For any Ro > C(X, Y) and E > 0 let El = min(E/3, Ro -C(X; Y)).
Since El > 0, we know from Lemma 2 that there exists a code (n,Mo,Ml ,M2'�X'�Y) with �x 'S �l +El , �Y 'S �2 + El and 1
Q(x,y) > 0 all x E X,y E y, and dl , d2 satisfy (38) From (47-49), we have that
Here RXIY( �) is the conditional rate distortion function which is defined as (41) where the minimum is taken with respect to all test channels qt(xlx, y) such that Ed(X, X) 'S �.
The second lemma is given by Gray and Wyner [9] . Lemma 2: For the lossy source coding problem described in the previous section, for �l' �2 ;::: 0, the rate distortion region is given by R(�l' �2) = {(Ro, Rl , R2) : Ro ;::: I(X, Y; W), Rl ;::: RXl w(�d , R2 ;::: RYl w(�2 )}'
for some distributions p(wlx,y)Q(x,y).
Note that Lemma 2 is valid for both the discrete case and the continuous case. Although Gray and Wyner only treated the discrete case in [9] , the result can be generalized to the continuous case [11] .
We now prove Theorem 1. 
I)
n �H(xn, yn) _ �H(xn, ynIWo),
978-1-4244-9848-2/11 $26.00©2011 IEEE where (59) comes from the definition of r I (-) (c.f. Corollary 4.5, [3] ) and the definition of c5( k ), where c5( k ) = I(X k ; Y k IX k -l , y k -r, Wo). Inequality (60) follows from the concavity of r I (c5).
Therefore, since C(X; Y) = H(X, y) � r l (O) (c.f. equation (4.4) in [3] ) and (60), to establish Ro ::::> C(X; Y) we only need to prove that, for arbitrary E > 0, and yn = f D (Wo , W2), we have 
Also, it is easy to check that the following inequality is true.
�I(xn; yn l Wo) ::::
Combining (77) and (78), we obtain
which completes the proof.
B. Proof of Theorem 2
(78)
Before proving Theorem 2, we first introduce two lemmas. (
82) i=O
From the definition of rate distortion region [9] , we know that (Rb, R� � E/2, R� � E/2) is in the rate distortion region R. 
where inequalities (84) and (85) are from Them 3.l in [8] .
The equality in (84) holds only when X is conditionally 
