Introduction
Consider a Markov process in which there is a set T of transient states from which the process is certain to be absorbed into the remaining states. The classical theory of Markov processes is mainly concerned first with the conditions under which absorption is certain and, secondly, with the distribution of the time to absorption. It says little about what happens in T before absorption and, for some processes, this may be of great practical interest. For instance, Bartlett [1] in discussing a birth-and-death process says "the time to extinction may be so long that it is still of more relevance to consider the effectively ultimate distribution". This concept is difficult to tie down and, in attempting to do so in this paper, we shall consider only discrete-time finite Markov chains in order that as much attention as possible may be focused on the conceptual rather than the mathematical aspects of the problem. A parallel discussion of continuous-time finite chains will be briefly outlined in a later paper. 
Related irreducible chains and conditional stationary distributions
A natural starting point is to consider an irreducible chain (that is a chain whose transition matrix is indecomposable) which is "almost the same" as the given absorbing chain. This approach underlies Bartlett's discussion [1] . To be specific consider the transition matrix
where e is small, a'e = 1 and e is the s x 1 vector whose elements are all unity. Thus in the chain governed by P(e,a) there is a small probability e of escape out of state 0 and the conditional probability of escape to state j is x1, the jth element of a. Let [uo(e,at),u'(e,a)] denote the stationary distribution for P(e,a). Since a'(at) is independent of e (provided only that it is positive), it suggests itself as a possible quasi-stationary distribution. However, apart from the fact that it does not belong to the absorbing chain but to an irreducible chain to which the absorbing chain is only superficially related, we mention another objection to it, namely that a(a) depends on a to such an extent that it can be made into almost any distribution over T by a suitable choice of a. More precisely a(a) = z if a' = z'[I -Q]/z'[I -Q]e, provided only that z'(I -Q)e O0, that is provided that z is not a distribution over T from which absorption in one step is impossible.
We note that Bartlett took a' = f' = [1,0, .., 0] because his state 1 corresponded to a population of size one. Therefore P(e,f1) is, in an obvious sense, "closest" to P.
From now on we shall concern ourselves only with properties of the absorbing chain.
Ratio of means and the mean ratio
We now consider a quasi-stationary distribution which Ewens [ 
= d i(z) I n-Q -'(z)(I -Q)e
This expression for cj(nc) can be manipulated to some extent but, since it cannot be brought into an easily manageable form, we leave it as it is. Clearly cj(nt) depends on a.
The stationary conditional distribution
The reason for the dependence of the two distributions b(n) and c(n) on n is that the absorption time, which has finite moments, is not long enough for the dependence on the initial distribution to wear off.
The remaining quasi-stationary distributions that we shall consider do not depend on n and are derived, roughly speaking, by considering only those realisations in which the time to absorption is long.
The first of them may be aptly called "stationary conditional" and, like its counterpart for irreducible chains may be interpreted both in a stationary and in a limiting sense. Let [q0(n), q'(n)] denote the probability distribution over all s + 1 states at time n and denote by d(n) the conditional distribution Then if the process starts in state i with probability ri, the probability that it has been absorbed by time n is (n) ieT and, given that it is still in T, the conditional probability that it is in state j at time n is 
The limiting conditional mean ratio
In an irreducible chain the stationary probability for any state is equal to the limiting expected proportion of time spent in that state. For an absorbing chain we have already considered one analogue of this quantity, namely and we now consider another. This is Another conditional expectation which converges to the quasi-stationary probability wjvj is 
Decomposable Q
We have not studied the various quasi-stationary distributions in any detail in the case when Q is decomposable and we merely report some results of Mandl [7] on the limiting conditional distribution. He in effect studies the limit of ieT To do this, he makes several assumptions, the first of which is that every state of T communicates with itself. This enables every state to fall into one of the subsets T5 of communicating states into which the set T can be divided; these subsets are assumed non-cyclic. He then defines the relation "< " on the class of subsets of T to mean that Tk ? Tj if it is possible to pass from Tk to Tp. A last assumption, which is trivial, is that initially, with positive probability, the system is in those classes Tj for which there exists no Tk < Tj where Tk : Tj.
The theory is developed by first making the additional assumption that T is split into subclasses T1, ---, TT, such that from Tj the system can only pass into Ti+I. It is then proved that where pj is the largest eigenvalue corresponding to the class Tj, and g denotes the number of times p occurs among the pj. Also, an expression is obtained for this limit. Finally, when the additional assumption is removed it is proved that for every jeT Lim iE ieT exists, and the necessary and sufficient condition for it to be positive is given. Its value in general depends on the initial probability distribution r, on the structure of the subsets Tk within T, and on their maximal characteristic roots.
A particular result states that if there is a unique g-member sequence of subsets T<T < ---< T where T,, # T,, for i# j, all of whose elements have the largest eigenvalue p, then the limit is independent of the initial distribution.
