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REGRESS ION ANALYSIS PROCEDURES FOR THE EVALUATION 
OF TRACKING SYSTEM MEASUREMENT ERRORS 
SUMMARY 
The TEMS Multiple Regression Analysis Method for  evaluating systematic 
e r r o r s  in measurements obtained from various tracking systems is presented. 
The mathematical procedures in the method include a rigorous least squares 
adjustment of e r r o r  model parameters with constraints. The mathematics for 
Using a priori values for these parameters and their variances is also in­
cluded. Truncated tracker e r r o r  models for representing the systematic 
e r r o r s  are established using the TEMS method in conjunction with a stepwise 
regression procedure. The basic approach in the stepwise regression procedure 
involves examining at every step the variables incorporated in the e r r o r  model 
in previous steps. A specific variable is deleted from o r  entered into the 
model by using the Gaussian Elimination Method for solving the linear system 
of normal equations in the regression. 
Although C-band radar  e r r o r  models are used in the development, the 
procedures can be adapted to other types of tracking systems. Results from 
application to the Apollo-Saturn 501 (AS-501) flight test data are presented and 
indicate generally acceptable truncated C-band radar  e r r o r  models. 
INTRODUCTION 
The e r r o r s  in a given measurement obtained from a tracking system can 
be classified as random and systematic. The random e r r o r s  are random in 
character and thus cannot be predicted. The effects of random e r r o r s  can, 
however, be minimized by using a sufficiently large number of observations in 
a least squares reduction. The combined effects of sources of significant 
systematic e r r o r  on each quantity measured by a tracking system are frequently 
represented by analytical expressions referred to as e r r o r  models. The 
problem of evaluating these systematic e r r o r s  represented by e r r o r  models is 
of importance in determining an accurate flight trajectory from the basic tracking 
measurements. 
A method for accomplishing this evaluation is provided in TEMS, an 
acronym for Tracking System E r r o r  Model Studies. The overall objectives of 
the studies are twofold: 
( I) To evaluate systematic e r r o r s  in the tracking system measure­
ments used in determining a postflight trajectory. 
(2 )  	 To conduct analyses to establish truncated tracker e r r o r  models 
to represent the systematic e r ro r s .  
Basically, the TEMS Multiple Regression Analysis Method [ I, 2, 31 involves 
establishing the t racker  e r r o r s  and then determining, in the least squares 
sense , e r r o r  model expressions to describe these established e r ro r s .  Results 
from application of the method to Apollo-Saturn flight test data are presented in 
Reference 4. In these references, truncating the total e r r o r  models was 
required because of highly correlated coefficients that made an insignificant 
e r r o r  contribution. The approach to constructing truncated e r r o r  models using 
the TEMS results has been based on the significance of an individual variable 
and its correlation with other variables. This approach actually constitutes a 
qualitative examination of a subset of regressions from the all possible 
regressions approach. 
There are other model building approaches. These include: backward 
elimination procedure, forward selection procedure, stepwise regression 
procedure , and stagewise regression procedure. These are not unique, however, 
so far as selecting which of several independent variables should be used in a 
regression equation to describe a response variable. The different procedures 
mentioned above do not necessarily give the same results when applied to the 
same problem. After a careful study of all the procedures, it was concluded that 
the stepwise regression procedure had the greatest potential for useful appli­
cation to the TEMS e r r o r  model construction problem. Other applications of 
the stepwise procedure can be found in References 5 and 6. Additional infor­
mation on the other procedures is also contained in Reference 5. 
The basic approach in the Stepwise Regression Analysis involves 
examining at every step the variables incorporated into the regression model 
in previous steps. A t  a given step in the analysis, a specific variable is 
deleted from or  entered into the regression model by using the Gaussian 
Elimination Method for solving the linear system of normal equations. 
This method is ideally suited for application of the stepwise procedures 
since it obtains elements of the solution vector one at a time. The final 
regression model results in only the most significant variables being 
retained in the model. 
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Application of the TEMS method and the Stepwise Regression Analysis 
to C-band radar  tracking systems operating on the Apollo-Saturn V AS-501 
flight is presented later in the report. A summary of the C-band radar  
tracking data utilization on the f i r s t  burn flight phase (launch to parking orbit 
insertion) and the S-IVB second burn flight phase (S-IVB reignition to S-IVB/ 
CSM separation) is included. The approach given by the guidelines in this 
report  for obtaining truncated e r r o r  models to describe the systematic 
e r r o r s  has generally resulted in acceptable models for the AS-501 first and 
second burn data. Several cases are noted on the stepwise results for the AS-501 
data where the introduction of additional variables into the regression does not 
improve significantly the uY curve f i t  value. It appears that a rather critical 
examination of results from application of the stepwise procedures is required 
in order to obtain meaningful and useful information for input to the TEMS 
program. 
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THE TEMS MULTl PLE REGRESS ION ANALYSIS METHOD 
Introduction 
The development 'of mathematical procedures in the TEMS Multiple 
Regression Analysis Method is presented in this section. The development 
provides for a comprehensive evaluation of systematic e r r o r s  in measure­
ments obtained from various radar tracking systems. Detailed mathematics 
for a rigorous least squares adjustment of the radar  e r r o r  model parameters 
(coefficients) is presented. Included are provisions for the use of a priori  
information about the coefficients of the e r r o r  model expressions. Coefficient 
variances can also be constrained to be consistent with a priori  values. In 
addition, a priori estimates for the coefficients can be entered into the adjust­
ment. Functional relations between the coefficients are also considered in 
the development. An important by-product of the adjustment is the variance-
covariance matrix of the estimated e r r o r  model coefficients. 
The C-band radar tracking system e r r o r  models used in the development 
are discussed in Appendix A.  It should be noted, however, that the development 
of the method for application to tracking systems other than radars  is analogous 
to that in this section. A similar development for the AZUSA (Glotrac Station I) 
tracking system is contained in Reference 3. 
Observational Equations for the Least Squares Adjustment 
w ith Pa rameter Constraints 
The basic tracking data which serve as input consists of the radar  
measured tracking parameters ( Ro, A', Eo) and of a reference trajectory 
representing the best estimate of the trajectory from a composite of data. 
These composite data are from various tracking systems such as AZUSA, 
Radar, ODOP, Glotrac, and fixed cameras. The reference trajectory is in 
an earth-fixed plumbline coordinate system ( Xe' ye' Ze) with origin at 
the launch site. These data are transformed into radar reference tracking 
parameters by the two transformations: 
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Detailed mathematics involved in these transformations are given in 
Appendix B. The tracking e r r o r s  for the particular system under consideration 
and for the i-th observation are thus determined from the equations: 
AR’. = Rir - RP 
1 
AAO = A r - A :  
i i 
r
AEO. = E - E O  
1 i i 
An additional transformation of the form: 
( c )  ‘Xes, Yes’ Zes) - (X ,  Y, Z)  
is required to determine the position of the vehicle in an earth-fixed ephemeris 
coordinate system with origin at the tracking site. This transformation is 
also given in Appendix B. 
The fundamental observational equations are expressed in  the following 
form ( i  = 1 , 2 , .  . ., n) :  
AR? - A R  
1 i - vRi 
UP- AAi - VAi
1 
AE! - A E  i - vEi = o  1 
The functional expressions for the systematic e r r o r s  in equation (2)  are 
givenby ( i =1 , 2 , .  . ., n) :  
5 

1 
ARi = Co+ CiRi + C,Ri + C4(-.022 cosec Ei) + C5(Xi/Ri) 
4- c6 (Yi/Ri) 3- c7 (z./R.)
11 
.. 
AA = Do + DiA. + D3A. + D5tan Ei + D6sec Ei + D7 tan E. sin Ai 1 1 1 i 
+ DEtan E.
1 
cos Ai + D9 [ ( s i n  Ai cos Ai) /Xi] 5 
+ Dio [ (-sin Ai cos Ai)/Yil + Dii i i  sec Ei 
AEi = Fo+ F&, + F3%+ F5(-sin Ai) + F6 cos Ai 
* 022 
+ F7[(R sin Ei + F9[(-XitanEi)/R:] I 
The following constraints in the form of functional relations between the 
coefficients are imposed upon equations ( 3) : 
Equations ( 3) are thus rewritten as ( i= I,2,. . . ,n) 
6 

where 
N 
rli  = R i  
N 
r2i = Ri 
N 
r = -. 022 cosec E3i i 
a = Ali i .. 
a = A
2i i 
a = t a n  E
3i i 
a4i = sec Ei 
a = t a n  E. sin A5i 1 i 
a = t a n  Ei cos A61 i 
a7i = ( s in  A. 1 cos Ai) /Xi 
aSi = (-sin A. 1 cos Ai)/Yi 
a = A i  sec E91 i 
N 
41 =Xi/Ri 
N 
r51 = Yi/Ri 
N
rgi = Zi/Ri 
N 
r7i = ti 
eli = Ei 
e2i 
e3i 
e
41 
e5i 
e6i 
e7i 
e
81 
.. 
= E
i 
=-s in  Ai 
= C O S  Ai 
= [R. 
1 
sin Ei - 10-61 cotan Ei 
= (-Xi tan Ei)/Ri 
= (-Y.tan E ~ ) / R ;
1 
= ( cos  E ~ ) / R ~  
e = E .  COS E9i 1 i 
7 
The coefficients in  equation (5) are written as: 
N co =Co'SCo 
c, = & + 6 C 1  
N 

FQ = FQ + 6 Fiz 
N
where Eo,El, . .. , FI2are approximations (which can be chosen equal to zero 
if desired) to Co, C,, . . . , Fi2, respectively; and 6Co, 6Cl, .  . . , 6Fl, are 
unknown corrections which will be determined in  the least squares sense. The 
systematic e r r o r s  can then be written as ( i  = I ,  2, ..., n) : 
AR. = a"R. + SAR 
1 1 
AAi = k.+ 6AA 
1 i 
N 
AE. = AE. + SAE 
1 1 i 
where 
Iv " 
A R ~= E o  + E ;  
li 
+ c2rZi+ ... + C8r 
N
L.=Eo+ E aii + G3a2i + ... + Dilagi1 
NLE. 
1 
= yo + E2eli + z3e2i + ... + FUe9i 
8 
N N N  N N  
a ~ y  - [ (c0 + C.lrli + . . . + ~ \ 
N 
+ (6cO 6ciFli + + 6c8r7i) 1 - vRi = 0 
N 
AAp - [ (Eo + E2aIi + . . . + Diiagi) 
+ (6Do + 6C2ali + . . . + 6Diia .) 1 - VAi = 0 91 
AE! - [(Fo + E2eii + . . . + Fi2egi) 
1 
+ ( 6Fo + 6C2eli + . . . + 6F12egi) 1 - VEi = 0 
* 
i 
-- - -  
) ~ ~ r ~ 
and 
N N N 
6AR. = 6Co+ 6Cirii + 6C2rZi + ... + 6C8r 
1 
6A.A. = 6Do+ 6C2a . + 6D3aZi + ... + 6Diia 
1 11 
6AE. 
1 
= 6Fo + 6C2eIi + 6F3eZi + ... + 6Fize9i 1 
Substituting equations ( 8) and (9 )  in equations ( 7) and the result in  
equations ( 2) yields the following observational equations ( I= I 2, . . . n) : 
f *. .* 
The system given by equations ( I O )  can be written in matrix notation as: 
- -

N - ( B C + B 6 )  - V = O  (11) 

9 

1.1 I 
where 
10 

iir 
-
vRi 
vAI 
vE I 
vR2 
'A2 
vE2 
'Rn 
'An 
, 'En 
.M 
N 
N 
*I QJ 8 Q) I 
O O ~ O O a ,. . . . . .  o o a ,  rl 
El.M eu (slo o s o o a ,  . . . . . .  o o a ,  
o o + o o *  . . . . . .  0 0 -
N d 
Q)0 $ 0 0  $ 0  . . . . . .  o c d o  
. F l M  N N 8 3 
o $ G o $ L F . . . . . .  o a a ,  
M N E l E lz m - +o c ? $ o c ? a ,  . . . . . .  O d a ,  
N G!0 2 0 0  $ 0  . . . . . .  0 c d - 0  
* N El 
o c T o o ~ o. . . . . .  0 6wa 0 
.Fl N $3 o z o o z o  . . . . . .  o c d m o  
o r 1 0 0 r 1 0  . . . . . .  o r l o  
rl N El
z k h  0 0 zkh 0 0 . . . . .  . & - o  0 
M . F l N  CO El El W COz z o  z z z o  a, . . . . . . .  Z k O a ,  
I r 1 0 0 * 0 0 . . . . . . +  0 " I.. -
II cx) 
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In addition to the observational equations ( 11), e r r o r  model coefficient 
observational equations are introduced into the adjustment using the following 
equations: 
co =co + v03 

CO 
00ci =ci  + v
Cl 
where the superscript denotes an a priori  value of the coefficient and 
vco’vc,’ . . ., V Fiz are the corresponding observational residuals. 
Substituting equations ( 17) into equation (6) and rearranging these equations, the 
following observational equations for the e r r o r  model coefficients are obtained: 
03 
- 6Co - E o  + c,  = 0 
vCO 
N m - 6Ci - ci + ci = 0 
vC I 
Equations (18) are written in matrix notation as: 
-.
V - 6 - � = 0  
where 
-
V =  
(20) - (21)
E =  
[ 18x11 i 18x11 
13 

-- -- 
The overall set of observational equations is then given by: 
- -
N - ( B C + B 6 )  - V = O  1 
The Normal Equations 
The final system of observational equations given by the matrix equations 
(22) consists of ( 3 n +  18) linear equations in the 18 unknown corrections to the 
approximated e r r o r  model coefficients. In general, for the application herein 
the total number of observational equations (3n + 18) is large compared to the 
number of unknown corrections. Thus the system consists of an over-deter­
mined set of equations wherein the effects of random observational e r r o r s  can 
be minimized in a least squares reduction. According to the principle of least 
squares,  the best representation of the data is that which makes the weighted 
sum of the squares of the residuals a minimum. Thus the function to minimize 
is: 
n n 
n 
(23)
i=l I 2  , 

The condition which fulfills the minimizing requirements is that the 
partial derivatives with respect to each of the 18 unknown corrections be zero. 
Thus the following 18 normal equations are obtained: 
af 
avRi]+  
i=i 
[w
3i-I 
v
Ai a (  6Co)W C O )= i=ii: [w3i-ZvRi a(6C,) aVAi I 
+ q w  v avE i = o  
i=I 3i Eia(6Co) 
14 
Note: Equation (24) is concluded on following page. 
aVRi aVAi 
--- --- 
I 

i=I [w3i-lvAi a (  6C ) 1w3i-2vRi a ( 6C ]+,f~ 
v aVEi 1 - avc, 
+ q w3i E i  a(6Ci) + w 2 v ~ i  a (6c i )  = oi=I 
= q w3i-2 vRi a ( 6 F Q )
a ( w 2 )  i=l 
(24) 
( Con­
cluded) 
The system of normal equations given by equations (24) can be con­
veniently written in matrix notation as: 
P W V + P W i T  = 0 (25) 
where 
0 o . . . .  . .  0 0 
0 .  . . .  . .  0 0 
0 0 0 
0 o . . . .  . .  0 
0 o . . . .  . .  0 
0 o . . . .  . .  0 0 
15 
--- 
-
P = I  
[ 18x3111 aVRi  
a (  6 c z )  
I t  
L 
+ =  
[ 18x181 
-
w =  
[ 18x181 
avA i avE i ”Rn aVAn aVEn...a (  6 c z )  a(6C2) a (  6 c z )  a (  6c,)  w C ~ )  
0 .... 0 
avci . . . .  (28 )  
0 
0 . . . .  
““d.“, . . . . 
1 

0 . . . .  
16 

- - -- -- 
-- -- --- - - -  -- 
It is perhaps important to point out that if the j-th e r r o r  model coefficient 
is to be unconstrained, then the j-th diagonal element of equation (29) is equated 
to zero. It has also been found from experience that if the e r r o r  model fits the 
physical situation and there is no significant correlation between the coefficients, 
then erroneous (within reasonable limits) observational weighting in equation ( 26) 
does not have a significant effect upon the determination of the coefficients. The 
associated estimates of variances and covariances become erroneous, however. 
Additional information on the subject of observational and parameter weighting 
in the least squares adjustment is contained in Appendix C of Reference 2. 
-
The matrix expressions for the residuals 7 and in equation (25) can 
be obtained directly from the observational equations (22) and written as: 
V = N  - ( B  C + B 6) 1
J ( 3 0 )  
Substituting equations ( 30) in equation ( 25) yields the following matrix 
equation for the normal equations: 
Solving for 3: 
-
6 = (-P W B + P W)-*[ - P W ( N  - B C) - P W7] 
Detailed examination of and reveals that the solution given by equation (32)  
is equivalent to: 
A f t e r  has been found from ( 3 3 ) ,  this value is added to the initial approximation--T - -
to obtain the adjusted e r r o r  model coefficients. The matrix ( B  W B -I-W) 
is the coefficient matrix of the reduced normal equations. The inverse of this 
matrix multiplied by the unit variance provides an estimate of the output variance-co­
\variance matrix of the e r r o r  model coefficients resulting from the regression. 
17 

Properties of the  Adjustment 
The vector of least squares residuals for the observations may be 
computed directly from the observational equations o r  from equations (30) 
after the normal equations have been solved for 6. The least squares 
residuals thus obtained can be rewritten in the more familiar quadratic form 
as: 
An estimate of the unit variance resulting from the adjustment is given by: 
(T20 -- -S/f (35)  
where f is the degrees of freedom involved and is the number of observations in 
excess of the minimum required for a unique solution. 
This is given by: 
f =  3n (36) 
where 3n is the total number of observations less the number of unknowns. 
An estimate of the variance-covariance matrix for the parameters re­
sulting from the regression analysis is given by: 
18 

For the 18 x 18 case,  the matrix 0
C is given by: 
-
c r = 
C 
The elements of the covariance matrix of the e r r o r  model coefficients thus 
perwits the accuracies of the final results to be estimated. 
MATHEMATICAL DEVELOPMENTS I N  A STEPW ISE 
REGRESS ION ANALYS I S  
Basic Stepwise Approach 
The basic approach in a stepwise regression analysis involves examining 
at every step the variables incorporated into the regression model in  previous 
steps. A variable determined to be significant at an earlier step may be 
insignificant at a later step because of its relation with other variables in the 
current regression. Results from a given step in the analysis provide statistical 
F tests whereby it can be determined if a specific variable should be deleted from 
or entered into the regression model. The test for deletion is made before a 
variable is added to the regression. The procedure is terminated when no 
more variables will be admitted and no more will be rejected. A summary of 
the basic stepwise approach is given in Figure I. 
y = b o  + b i  Z, + $  Zz + . . e  + bP PZ 
p variables in current 
regression 
-. 
Deter m  ine 
I-th variable deleted 
1 regression 
I-th variable not deleted 
q-th variable 
test forFI(OUT) 
deletion of I-th -+@
variable 
~1Fq(m) test for  
entry of q-th 
FIGURE 1. BASIC STEPWISE APPROACH 
Regression Analysis for  Data Centered 
about t h e  Mean 
0

Assume that the observed response variable Y. is to be estimated by
1

the model: 
Y: = b o +  b I Z li + b2 Z 2i + ... + bP ZPi ( 3 9 )  
where i = 1, 2, ..., n. This model is rewritten as: 
Yc = b 
0
+ bl Zl i  + (b l  El  - bl z,)+ b2 Z2i + ( b2 z2 - b2 z2 ) (40)1 
+ 	... + b
P 
Z
Pi 
+ ( b  z - b  
P PP P  
20 
- - 
Regrouping the  t e r m s  i n  equation (40),we obtain the following equation: 
-
Y y =  ( b o + b
1 
2 
1 
+ b  
2 2  
+ ... + b  2 ) + b l  ( Z l i - Z l )
P P  
- ­
+ b 2  ( Z Z i - Z2)+  ... + b  ( Z  - Z . 
P Pi  P 
If we let: 
z li = Zli - z1 
-
z 2i = z2i - z2 
-
z = z  - z  
Pi Pi P 
b b = b  + b  z + b  Z + . . . + b  Z 
0 1 1 2 2  P P  
Then equation (41 )  c a n  be wr i t ten  as: 
C
Y . = b ' + b  z + b  z + . . .+  b z 
1 0 1 li 2 2i P Pi ( 4 3 )  
A t  this point the input da t a  m a t r i x  of observat ions a p p e a r s  as shown in  
Table  I. 
TABLE I. INPUT DATA CENTERED ABOUT MEAN 
__ . . . 
z li 
-
zll- z1 
-
z12 - zl 
' i n - 'I 
Z2i 
-
z21 - z2 
-
Z 
22 - z2 
... 

... 

... 

... 

'i 
-
 -
z - z
P i  P 
-z - z
P2 P 
-
z - z
Pn P 
Y; - Y 
0 -
Y2 - Y 
0 -
Y - Y  n 
The sample estimates b'
0' 
bl, b2,. ..,b
P 
are obtained by minimizing the 
weighted sum of squares of deviations between the observed and predicted 
response values. Since observations of the response are assumed to have 
equal reliability, unit weighting factors are used. The minimizing function is 
then of the form: 
The requirement for  M a minimum yields the following normal equations: 
aM-= o
ab; 
aM-= o  
abl 
aM = o
ab
P 
Note the exact form of the first normal equation obtained by the indicated 
partial differentiation: 
aM-= [  C n (Yi0 - bd - b l z i i - b 2 z 2 i - . . .  - b  P zPl.)1 (-1) = 0ab; i=I 
n n n n 
= - Z Yo + nb'0 + bl C zil + b2 C z 2i + . . . +  b C zPi = O  i=I 1 i=I i=l P i=i 
= - y + b b + b  Z + b  +. . .+  b = O  (46)1 1  2 2  P P  
22 

But: 
n n-
z = C  Z = c ( z i i - z i )i 
i=i ii i=i 
n n 
- ­- Zi) + (Zi2  - Z , )  + ... + (Zin ­
- (zii . .  .. 
n 
-
= C Zli - nZi = o  , (47) 
i=1 -
n n 
n 
-
and the same holds for E2 ,  z3,- ..., z . Thus, equation (46) becomes: 
P 
-
b i = Y  . (48) 
Substituting equation (48) into equation (42) , the constant term b0 in 
equation ( 39) is given by: 
b o = Y - b  Z - b  Z - . . . -b Z . (49)
i i  2 2  P P  
A similar substitution in equation (43) yields: 
Y"= ? +  b z i i +  b2 z2i + ... + b
P 
z 
Pi 
. ( 5 0 )  
This is an alternate form to equation (39) and we have to estimate one less 
parameter since equations (48) and (49) hold regardless of the values for 
bi, bZ, ..., b
P 
in equation (46) .  The remaining normal equations are given 
by: 
23 

-aM = c" [ .2i(yi-b I z li - b  2 z2i - * * *  
ab2 i=I 
(51) 
Let: 
n n I = 1 , 2 , .  . . , p  for each- -
SLJ = 22 zIi z Ji = C ( Z I i - Z I )  ( Z J i - ZJ) J = I Y 2 , . .  , p  (52)  i=I i=I 
n n -
srY = c zIi yi = 2l (ZIi - Z )  (Yp -3 I = 1 , 2 , . .  . , p  (53) i=I I 
n n 
0 
= C y. y . =  c (Yi - Y )  (Yp - 3sYY i=I 1 1  i=I 
Then the normal  equations (51) can be writ ten as: 
bI S21 + b 2 S 2 2  + ... f b p S2p -- s2Y } 
(55) 
\ 
+ . . . +  b S = S  
bi 'pi + '2 'p2 P PP PY 
24 

The solution of equations (55) for  the b’s yields: 
. -
SI2 ... sbi IP 
s22... sb2 2P 
S Sb 
P P2 PP - -
The estimate of the standard deviation of the response variable is 
obtained from the residual deviations and is given by: 
It can be shown [ 71 that the standard e r r o r s  of the estimated partial 
regression coefficients given by equations (56) are given by: 
= ( T  Y (58) 
where the c’s are elements in the inverse of the S matrix in equations (56) .  
The standard e r r o r  of the term b’0 = y in  the regression equation is 
given by: 
( T = a / d n .  (59)
bb Y 
25 
Confidence intervals [ 81 for  the estimated coefficients are obtained from: -
* 6  
P 
The specific value to use for 6 can be obtained from a rctcr 
-bi( 
table containing the 
percentiles of the V1distribution. It is dependent on the number of degrees of 
freedom ( n  - d) and the particular confidence limits selected. If 95 percent 
confidence limits are selected, then the confidence intervals given by equation 
(60) can be interpreted as follows. If the experiment is repeated with another 
set of data, then another set of limits would be obtained. Continuing the process 
in this manner, then 95 percent of the limits obtained would cover the particular 
coefficient. 
Centering the input data about the mean as shown in Table I reduces the 
absolute size of the numbers entering the computations. Since the centered 
data are required in obtaining the linear correlation matrix, no additional 
computations are required that would not otherwise be available. 
Regression Analysis for Data 
in Correlat ion Form 
The regression analysis can be transformed into a form which involves 
linear correlations [ 81 . This is accomplished by making the following trans­
formations on the centered data of Table I. 
I 
N 

z
Pi 
= ( Z p i - E  
P
)/< 
PP I 
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The same transformations on the dependent and independent variables in the 
model given by equation ( 5 0 )  yields the following model: 
cIlc K = b  c g . + b
2 
K 
22 
E
2i 
+. . .+  b
P PP Pi * 
(62 )
Y i  YY I I 1  11 
Or : 
?; N N = a !  z + a ! ;  +...+a! z I li 2 2i P Pi 
where 
a!I = bl 
a! = b2
2 (64) 
a!P i b p / k  
The new coefficients a! a! ... a! are to be estimated from the 
I' 2' PN P N N
transformed data yi, zliy z2iy ..., zpi' The minimizing function is: 
n 
N N C  2v =  22 ( y i - y i )  . 
i=I 
The normal equations are: 
-av 
aa!
2 
= o  
( 6 6 )  
27 

I 
- -  
- -  
Evaluation of these equations yields: 
av N N N( y i - a!
I 
z 
li 
- a !  2 ­
2 2i P Pl 
n 
N N N-av = z [;.i (y i  - ai Zii - a2 z2i - ... - a!a a2 i=l P Pl 
av N N 

aa! p i=l 
- a !  i 2ii - a !  2 z2i - P PI 

Let: 
n 

N N 
i=I zIi 'Ji 
I = l y 2 y .  . , p f o r  each J = l y 2 y . .. , p  (68)S u = Z  
n 
N N N-syy- c ZIiYi  , I = l y 2 , .  . . yp . 
i=I 
Then equations (67)  can be written as: 
< 
N N 
a! I s11 f a !  2 s"12 + ... + apsip = sly 
a s" f a !  s" - : - . . . + a  i$ - N 
I 21 2 22 p 2p - s2Y r 
28 

- 
The solution for the 0 ’ s  becomes: 
N

SI2 ... s 

s22 ... i%.:j-1 5’
s ... s
P2 PP PY 
Examination of equation (68) reveals that: 
‘IJ 
sIJ 
“11 ‘JJ 
n 
= r  .
IJ 
Also: 
sIY 

n - 0z (ZIi - ZI) (Yi - Y ,  
i=i 
n 
c ( Z f i - ZI) - 2  2z 
n 
(Yi
0 
= 32 
i=I i= I 
= r
IY * (73) 
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- -  
- -  
- -  
- -  
Thus, the E elements of equations (71) are the linear correlation coefficients 
for the independent variables and the response. Equations (71) can then be 
written as: 
-1 
r r ra!
I 
r I1 12 * * *  IP  I Y  
a!
2 
r
21 
r
22 * * *  
r
2P 
r2Y 
a!
P 
r
PI 
r
P2 
... r 
PP 
r
PY 
( 74) 
The constant term is obtained by solving equations (64) fo r  bl ,  b2, .  ..,bP 
and substituting in equation (49)  : 
b0 = ? - a !  I P .
(75) 
The estimate of the standard deviation of the transformed response 
variable is given by: 
1; 

N 
u =Y 
The standard e r r o r s  of the new regression coefficients are given by: 
-
-K-I1 a I 
K a 22
21a!P- -&-PP ­
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where the Efs are elements in  the inverse of the r matrix in  equation ( 7 4 ) .  
The standard e r r o r  of the t e rm bf0 = ? is obtained by f i r s t  writing equation 
(851 ,  which appears later in  the discussion, as: 
N 
a = < aY YY Y . 
Using this result in equation ( 5 9 ) ,  we see that: 
This equation is necessary if the input data are in correlation form. Equation 
( 5 9 ) ,  however, is sufficient when the input data are centered about the mean. 
Alternate Form for the  Standard Deviations of the 
Estimated Partial Regression Coefficients 
The standard e r r o r s  of the estimated partial regression coefficients 
as given by equations ( 5 8 )  can be expressed in another form. Equation (76) 
is f i r s t  written as: 
N N
Substituting z2,, ..., zPi of equations ( 6 1 )  in ( 6 3 )  and the result in li’ 
equation ( 8 0 )  and F. of equations ( 6 1 )  in equation (80)  we see that: 
1 
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Substituting equation ( 64) for  the standard partial regression coefficients in 
equation (81) and rearranging the equation, we find: 
r 1 2  
d ­
+ - L k Y i - F ) - bi ( Z  12 - Z l ) - b2(Z22- Z2)- ... - b ( Z  
sYY 
- ­b Y o - Y )  - b l ( Z l n - Z 1 ) - b  ( Z  - Z 2 ) - . . .  -b ( Z  - zJ ]  1.
+ 	... + ­
sYY 
n 2 2n P Pn 
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c -Then, by substituting ( Yi - Y) as obtained from equation ( 5 0 )  in equation 
( 8 2 ) ,  the following equation is obtained: 
But from equation (57) , equation ( 83) can be written as: 
u- 2  = u p y y  . 
( 8 4 )Y 
Or : 
N 
uY = c y / %  . 
This equation gives the relation between the response variable and the transformed 
response variable. 
This result  can be substituted in equation (77) for  a typical j-th 
coefficient: 
Since a.  is a linear function of b then the variance in a.can be written as: 
J j’ J 
By substituting cr
a! 
from equation ( 87) in equation (86), the following 
j 
equation is obtained for the standard e r r o r  of a typical j-th partial regression 
coefficient : 
Equation (88) is used in place of equation (58) when the regression analysis 
has been transformed into the form involving correlations (input data in 
correlation form) wherein the inverse elements of the S matrix are not 
available. 
Alternate Form for t h e  Standard Deviation 
of t h e  Response Variable 
The residual sum of squares can be written as (see Reference 5) : 
n o n n c 
( 89) 
i=I i=I i=I 
That i s ,  the residual sum of squares is equal to the total sum of squares about 
the mean minus the sum of squares due to regression. But from the definition 
of the multiple correlation coefficient: 
Substituting equation ( 90) in equation (89) , we find: 
34 

n n 
i=I i=I 
2-
- sYY [i - R Y .  12. . . p  1 
L _ I '  
Then by substituting equation ( 91) in equation ( 5 7 )  : 
This expression enables the estimate of the standard deviation of the response 

variable to be expressed in a more convenient computational form. Its use has 

an advantage over equation (57)  when the Gaussian Elimination Procedure is 

used to solve the normal equations. This is discussed later on in this 

report. 

Part ia  I Correlat ion Coefficients 
The partial correlation coefficient of the variable Z (not in the regres­
cy 
sion) with the response Y - given that Z ..., Z are already in the 
1' z2' P 
regression - is denoted as pq Y .  12. . .p '  This statistic is used in the step-
wise procedure to determine which of several variables not in the regression 
should be considered for entry into the model at a given step. The variable 
considered for entry is the one whose partial correlation with the response is 
highest. 
Mathematically, pqy . 12 . .  .p is found by determining the simple linear 
oorrelation between the residuals from the regression: 
Y c =  b + b Z + b 2 Z Z i +  ... + b  Z 
i 0 l l i  P Pi 
( 93) 
and the residuals from the regression: 
35 
zc = Bo + 8, ZIi+ 8, z2i+ ... + B
P 
z
Pi 
. ( 94)qi 
Let the residuals from these regressions be denoted as: 
o c
VRli = Yi - Yi 
VRZi = Zqi - Zcqi ( 9 5 )  
Then: 
n 
2 (VRli VR2i) 
i=I 
PqY. 12. . .p  
i=I 
An alternate form for the partial correlation coefficient involves the 
linear correlation coefficients. Let: 
-- ­
r 
I1 
r 
12 * * *  r IY C 12 ... C I P  C IY 
r r21 22 ... r2Y C21 C22 ... C 2P C2Y 
r C ... C 
PY 
C 
P i  P2 
C 
PP PY 
r C C ... C C 
qy 92 qP qy 
r
Y l  I:Y2 ..- rYY cY l  CY2 ... CYP CYY- - ­
( 97) 
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- 
Then from Reference 9: 
-C ,. - qY 
rqY . 12.. .p 
. I C  
qq cyy 
Other partial correlation coefficients can be determined having once 
determined the inverse equation (97).  For example: 
-C IY
'IY. 23.. .qp 
d C  11 cYY 
Signif icance of t h e  Estimated Regression Equation 
The significance associated with an estimated regression equation can 
be considered from an analysis of variance viewpoint. If the estimated 
regression equation is of the form given by equation ( 5 0 ) ,  then the analysis 
of variance is summarized in Table 11. 
FABLE 11. ANALYSIS O F  VARIANCE~ -~ 
TYPe 
d f  Variation MS I F Value __ 
0 - 2  n - I Total syy=c (Yi-Y) 
i=I 
n - d  Residual S(RES) = n (Yp-Yi)c 2  M(RES) = S(RES) 
i=I 
n c - 2d - I  Regression S(REG) = Z (Yi-Y) 
i=i __ . ~ _--__ - I 
df = degrees of freedom 

SS = sum of squares 

MS = meansquare = SS/df 

n = number of observations 

p = number of independent variables 

d = p + i  
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From equation (89) , the total sum of squares can be written as: 
n n 
i=i i=i i=1 
That is, the total sum of squares about the mean is equal to the sum of squares 
about regression (residual)  plus the sum of squares due to regression. This 
shows that a way of assessing how useful the regression equation will be for  
prediction purposes is to see how much of SYY is given by S(RES) and how 
much is given by S(REG). If S(RES) = 0, then the actual observations are 
described exactly by the regression equation ( 5 0 ) .  .The ratio defined by: 
2
RY. 12.. .p = S(REG)/S= (101) 
is known as the multiple correlation coefficient and measures the closeness with 
which the regression equation describes the observed data. 
Another useful ratio in regression analysis is given by the following 
equation (Reference 5) : 
F =  S( REG) / (  d-I) S(RES) /(n-d) 
It follows an F distribution with (d-I)  and (n-d) degrees of freedom. This 
quantity is used to determine the statistical significance of the regression 
equation under consideration by comparing it with the appropriate F table 
value. For  example, determine the 95-percent percentage points F [ (d-I)  , 
(n-d) , 0.951 in the appropriate F table. If the computed F value given by 
equation ( 102) is greater  than the table value, then the regression equation 
is statistically significant. An alternate expression for equation (102) can be 
obtained by substituting the residual sum of squares as given by equation (91)  
into equation (100) to obtain: 
2
S(REG)= SYY - sYY ( I  - RY.12...p ) . ( 103) 
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Substituting equation ( 91) and equation ( 103) into equation ( 102) , we see that: 
2 
F =  RY. 12.. .p
(n-d) 
(I - R 2Y.12 . . . p  ) (d-1) 
This equation is a more convenient computational form for the F quantity when 
performing a stepwise regression analysis. This is because the quantity 
2 
( I  - RY.12...p ) is available at a given s tep in the analysis. This is discussed 
later on in this report. 
It can be shown (Reference IO, Chapter 141,that the F distribution with 
I and (n-d) degrees of freedom is equivalent to the t2distribution with (n-d) 
degrees of freedom. That is, 
2 
F [ I ,  (n-d) I = t [n-d] . ( 105) 
The significance of the individual partial regression coefficients ( b1’ b2’ * * ,bp) 
is determined from (Reference IO, Chapter 2 4  
ti = bi/ub 
i 
which is distributed as t with (n-d) degrees of freedom. By virtue of 
equation (1051, this can be written as: 
2 2 
Fi(OUT) = bi/ ub (107) i 
with I and (n-d) degrees of freedom. The F value is denoted as Fi (0UT)  to 
indicate its use in the stepwise procedure for  leaving an insignificant variable 
out of the regression equation. If the computed Fi(OUT) value given by 
equation ( 107) is greater  than the appropriate table value, then the i-th 
coefficient is statistically significant. If the regression analysis has been 
transformed into the form involving correlations (input data in correlation 
form) ,  then the appropriate form of equation ( 107) to use is obtained by 
substituting equation (92) in equation (88) to  obtain for  u : 
’i 
39 

- 
-1 
c 	 ­ .l2 N 
Y. 12.. .p) 1 * /  'ii u = nb. 	 n - d  v D..1 L -I 11 
The partial regression coefficients bi can be expressed in te rms  of the stand­
ard  partial regression coefficients a- from equations (64). This result  and 
1 
equation ( 108) are substituted in equation ( 107) to obtain: 
Fi(OUT) N 2 
12.. .p)'ii( - R ~ .  
This is the form of equation ( 107) to use when the input data are in correlation 
form. 
It was pointed out earlier in  this report  that of several  variables not 
in  the regression, the variable considered for entry is the one whose partial 
correlation with the response is highest. If this is determined to be 
PqY. 12.. .p (variable Z not in  the regression) ,  then the significance of 
PqY. 12.. .p is determined from (Reference IO) : 
r n
41- PqY. 12. ..p 
which is distributed as t with ( n  -a) degrees of freedom and where a is the 
total number of variables. From equation (105) this can be written as 
2 
Fq( 
- PqY. 12.. .p (n-3) -
2 
- p q  Y.12 . . . p  
with Iand (n-a) degrees of freedom. The F value is denoted as Fq(IN) to 
indicate its use in the stepwise procedure for  entering a significant variable 
into the regression equation. If the computed F
q ( W  
value given by equation 
( I l l )  is greater  than the appropriate table value, then the coefficient corre­
sponding to variable Z is statistically significant. In the stepwise process 
q 
40 
- -  
-- 
-- 
the coefficient corresponding to the smallest of Fi(OUT) is tested for deletion 
before a new variable is considered for  entry. The coefficient corresponding 
to the largest  of F
q( IN)
is tested for entry after the deletion test. 
The Gaussian El imination Method as Applied to a 
Stepwise Regression Analysis 
The normal equations given by equations (70)a re  a system of 
simultaneous linear algebraic equations in a! 
I’ 
a! 
2’ 
..., a!
P’ 
These equations 
can be written as: 
+ a !  r + . . . + a !  r = r  
5 1  2 12 P IP IY 
r22+ ... + a! = rai r 2 i  + a! p r2p 2Y (112) 
a! f a !  r + . . . + a !  r = r
I rpl 2 P2 P PP PY 
Or  in matrix notation: 
r a! = 7  (113)
PP P PY 
where 
a! I 
-
a ! =  a! 
P 2 
( 115) 
a! 
P 
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r r12 ... 
-
r 
PP 
r22 ... 
r ... r 
P2 PP 
One method of solving the system given by equations (112) involves 
linear transformations and is referred to as the Gaussian Elimination Method 
[ 11, 121. The inverse of the linear correlation matrix F and the solution 
PP 
vector E can be obtained from the method. One by-product as applied to the 
P 
regression analysis is the availability of partial correlation coefficients for 
the variables not in the regression. Another advantage involves the estimate 
of the standard deviation of the response variable. Normally this estimate 
is computed from the summation given by equation (57).  A more convenient 
computational form is given by equation (92) .  The quantity (I - R2
Y. 12.. . p) 
i n  equation (92) for the p variables in the regression is easily obtained when 
the Gaussian Elimination Method is used. 
Basically the underlying principle of the method involves two elementary 
operations: 
( I) 	 multiplication ( o r  division) of any equation (any row) by a 
nonzero scalar. 
(2 )  addition of one equation (one row) to another. 
When these operations are performed on the system of equations (112), a system 
is obtained which is equivalent to the original system. The basic approach
is illustrated by augmenting the correlation matrix F as follows:
PP 
r
11 r 12 
... r
IP 
r1Y I 0 ... c 
r 
21 
r
22 
... r
2P 
r2Y 0 1 ... c 
. .  
. .  

r 0 0 ... I
PY 
r
YY 0 0 ... 0 
( P +  1)  x p 
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By performing the operations ( I )  and (2) on rows of this matrix, the 
following arrangement can eventually be obtained: -d 

N N
I 0 ... 0 a!
I 
C11 C12 ... N C 
NIP 
N N
0 i ... 0 a2 C21 C22 * * '  C2P 
* 
N N N
0 C
P i  
C
P2 
... C
PP 
20 0 ... 0 - RY.12. .  . p) -a!I -a!2 '.. -a! -P-
(*I) x (@I) (p+.l) x p 
It is seen that appropriate row operations on the r
PP 
matrix to the left of the 
line in equation (117) produces the identity matrix. The same row operations 
performed on the identity matrix to the right of the line in equation (117) 
produces the inverse of the r matrix. The same row operations on the 
PP 
appropriate elements of the (p+  I) -th column to the left of Qe line in equation-~ ­
(117) produces the solution vector 5P and the quantity (I- R'Y.12.. .p 1. 
Elements of the solution vector a! 
P 
are actually obtained one at a time. 
This amounts to entering the variables into the regression equation one at a 
time. Thus, the Gaussian Elimination Method is ideally suited for a stepwise 
regression analysis where all p of the independent variables may not be 
desired in the final regression equation. A t  a given step in the method (before 
equation (118) is obtained), the a r r ay  formed by the first p rows and columns 
contains nonzero off-diagonal elements. These nonzero elements indicate 
the variables not in the regression. The partial correlation coefficients of the 
variables, not in regression, with the response can be easily obtained using 
the appropriate diagonal element in this p x p matrix, the diagonal element 
in the ( p+ I) x (p+ I) position, and the appropriate element in  the (p+  I) -th 
column. This is clarified in the example in Appendix C; It is pointed out to 
indicate the availability of the partial correlation coefficient required in 
equation ( Ill) for determining F
q(IN) 
This equation provides the test for 
determining the variahle to next enter the regression and is discussed further 
in the second example. 
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The following simple example illustrates the basic principles of the 
method. Assume the normal equations are given by: 
r 
I1 
r
.41 
The augmented matrix similar to equation (117) is: 
r r14 IY 
-	 I 
' 33=)  r41 r44 r4Y '1 
r r 0 0L'YI Y4 YY 
The nondiagonal elements of the f i r s t  and second columns must be zeroed out. 
This is accomplished by the following series of operations. Divide the f i r s t  row 
by rl17 multiply the resulting row by ( -r41) and add the result to the second 
row (ze ros  second element of f i r s t  column) : -
N NI r'
14
= r14/r I1 'iY= ridrii c'I1 = I/rll c '14= o  
r41 '14 r f  = r  - r41r1Y N N-0 r'
44 
= r
44 r 11 4Y 4Y rI1 
c '41 =-r41/r I1 c'44 = I  
r
Y l  rY4 rYY 0 0 - -
(121) 
Multiply the f i r s t  row of equation ( 121) by ( -r
Y l  ) and add the resulting row to 
the third row (ze ros  third element of f i r s t  column) : 
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r1
1Y 
N 
I 
r 1
4Y 44 
0 rk4=rY4-rY1r14 r&=ryy - rYlrlY N 1c;14=or r
I 1  I1
 
Divide second row of equation (122) by r 1  multiply the resulting row44' 
by ( -rl141, and add the result  to the f i r s t  row (zeros  f i r s t  element of second 
column) : 
Multiply the second row of equation (123) by ( -rl
Y4) and add the result to 
the third row (ze ros  third element of second column) : 
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It can be verified that eauation ( 124) is equivalent to:- -
N N

0 a
l 	 C I1 
N 
33 
1 a
4 
C41 ;::I
-a4 

where: 
-1 

-
N[::: 4 1  C44 
It should be pointec out that the method is reversible. 
(125) 
(126) 
That *J, the 
first and third elements of the fifth column in equation (124) can be zeroed 
out to obtain equation (122). This is especially useful for variable deletion 
purposes when it is desired to  leave an insignificant variable out of the 
regression equation. The variable deletion is accomplished by zeroing the 
appropriate elements in the column to the right of the line. The column 
selected corresponds to the particular variable being deleted. This is 
discussed further in the example in Appendix C. 
It is thus seen that zeroing a column in the r matrix results in a 
regression equation with one more variable. Similarly, zeroing a column 
in the c matrix results in a regression equation with one less variable. A t  a 
given step, the last column of the r matrix contains the regression coefficients 
for  the particular variables in the regression. The E matrix contains the in­
verse of that part of the r matrix corresponding to the variables in the 
regression at a given step. Specific details in the development of the complete 
stepwise procedure are given in Appendix C. 
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Computational A lgor i thm in t h e  General 
Stepwise Application 
Variable Entry Algorithm. Succeeding elements of the r matrix for a 
variable being entered or  deleted from the regression can be generated from 
general algorithms. Let r!. and E!. denote elements of the current matrix. 
1J 1J 
If K denotes the independent variable being entered, then the new r!! elements 
can be obtained from the following equations: 1J 
elements of 
K-th row 
all other 
elements 
The new c!! elements can be obtained from: 
1J 

N
C I I  = /rf . i =  j = K 
KK KK KK' elements of 
N 1 K-throw 1
c f f  = 
Kj
/rf
KK 
; i = K, j + K  
(128)Kj 
Variable Deletion Algorithm. An independent variable can be deleted 
from the regression using somewhat similar algorithms. Assume the current 
matrix consists of the r!! and G!! elements. If the K-th independent variable is 
1J 1J 
to be deleted, then the new ;Iff elements can be obtained from:i j  
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The new 5::' elements can be obtained from: 
1.l 
N 
c t t f  = . i = K, j + K  
Kj Kj KK ' 
N N N N N all otherc"' = c" ­
i j  i j  
The algorithms given by equations (127) through (130) result from a generali­
zation of the equations in the Gaussian Elimination Procedure used for solving 
the normal equations. 
Compact Computational Algorithm for Variable Entry and Deletion. 
The order of the augmented matrix at a given s tep  is ( p+ I )  x ( 2p+ 1). It is 
noted, however, that p of the columns contain zeros and the unity element. 
For every column zeroed in the r matrix, the corresponding column in the 
c" matrix contains nonzero elements. The nonzero columns of the E matrix 
can be placed in the r positions corresponding to the column in the r matrix 
that is zeroed out. If this is done from the f i r s t  step on, then a n  r matrix is 
set up that can be computed using a compact computational algorithm since 
the other elements are zero and unity and can be generated as needed. For 
example, in  equation C-2 of Appendix C,  the elements in the E!14 column 
would be placed in the corresponding positions in the r'i4 column. The i-th 
element c"!i4 would then be designated as r'i4' The complete r ' matrix for the 
variable Z4 in the regression would then be given by: 
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r'il r'i2 r'i3 r'i4- - - r'iY-
rlTr 14r4 1 12-r 14r42 -r 14/'44 1Y-r14r4Y 
1:44 r44 r44 r44 
r21-r24r41 r22-r24r42 r23-r24r43 
r r r44 44 44 r44 
= 
r31-r34r41 r32-r34r4 2 r3Y -r34r4Y 
r r44 r44 44 r44 
r41/r44 r42/r44 r43/r44 l I r44 '4dr44  
-
r -r. rrY1-rY4r41 rY 2-rY 4r4 2 rY3-rY4r43 -rY4/r44 YY Y4 4Y 
r44 r44 r44 r44 
The r!. elements of this matrix can be computed from the following algorithms
.1J 
with K = 4: 
r'
KK = 1 / b ;  i =  j = k (intersection of row K and 
column K) 
1"Kj = rKj/r KK ' i = K, j f K (other elements of row K) ( 132) 
r'
iK 
= -r
iK
/r 
K K '  
- i f K, j = K (other elements of column K) 
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A t  a given s tep a succeeding matrix (that i s ,  one obtained by entering o r  
deleting a variable) can be generated using expressions analogous to equations 
( 132). The subscript K corresponds to the variable being entered or  deleted. 
Note, however, that from the first step on, the E elements must be designated 
as r elements in the manner discussed in the previous example. The algorithm 
given by equation (132) for  entering o r  deleting a variable gives the same 
results as equations ( 127) and (128) for variable entry and equations (129) 
and (130) for  variable deletion. The obvious advantage in using equations 
( 132) is that it involves handling a (p+l )  x (p+l)  matrix rather than a (pt-1) 
x (2p+I) augmented matrix. 
RESULTS FROM THE APOLLO-SATURN AS-501 
VEH~CLEFLIGHTTEST 
Introduction 
The Apollo-Saturn AS-501 vehicle was launched at 0700:Ol Eastern 
Standard Time on November 9, 1967, from KSC Launch Complex 39, Pad A. 
This section presents results from application of the TEMS Method and the 
stepwise regression procedure to tracking data obtained from this launch. 
Tracking data from seven C-band radars  providing coverage on the first burn 
flight phase (launch to parking orbit insertion) and four providing coverage on 
the second burn flight phase ( S-IVB reignition to S-IVB/CSM separation) were 
used in tkrQ reduction. The postflight reference trajectory used as the standard 
is presented in Reference 13. 
The relation between the vehicle trajectory for the first burn flight 
phase and the various C-band radar tracking sites is shown in Figure 2. The 
overall first burn tracking data utilization and significant event times a re  also 
shown in this figure. The second burn flight phase summary with the overall 
tracking data utilization and significant event times is shown in Figure 3. The 
specific tracking data utilization for the first and second burn flight phases is 
shown in Figures 4 and 5. These two figures show the individual time spans 
of usable data as determined from an edit pass through the TEMS program. 
Location data for the launch site and the various tracking stations are given in 
Table III. The minimum elevation angles corresponding to tracking coverage 
at the begin and end t imes  are given in Table IV. 
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TABLE III. LOCATION OF LAUNCH SITE AND C-BAND TRACKING 
RADARS USED IN TEMS AS-501 REDUCTION 
Site 
Launch Complex - 39, 
Pad A 
Patrick Radar (0.18) 
Merritt Island 
Radar (19.18) 
Grand Bahama 
Radar (3.18) 
Grand Turk 
Radar (7.18) 
67.16 (FPS-16) 
67.18 (FPQ-6) 
Cape Kennedy (I .  16) 
Antigua Radar 
(91.18) 
Latitude, 
deg 
28.608422 
28.226553 
28.424862 
26.636350 
21.462890 
32.348103 
32.347964 
28.481766 
17. 144032 
80.599293 
80.664404 
78.267708 
71.132114 
64.653801 
64.653742 
80.576515 
61.792859 
a. Elevation above the Fischer Ellipsoid 
b. Elevation of the C-band radar  antenna above the 
aHeight, 
b
I l l .  58 
15.51 
12.02 
12.05 
28.45 
24.31 
25.51 
14.40 
Yscher Ellipsoid 
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TABLE IV. ELEVATION ANGLES AT BEGIN AND END TIMES 
FOR FIRST AND SECOND BURN DATA ON AS-501 
-
First Burn Second Burn 
__Radar Time, sec E" ,  deg Time, sec E",  deg 
0. 18 35. 2.53 
407. 7.38 
19.18 22. 2. 07 11338. 2.61 
257. 19.63 11840. 2.85 
3. 18 99. 2. 89 11364. 1.31 
506. 2.75 117.05. 10.07 
7. 18 215. 0. 6 ­
567. 0. 9 
67.16 379. 8. 29 -
675. 7.25 
67.18 316. 3.87 11521. 1.61 
614. 18.25 12386. 4.18 
1. 16 26. 4.27 
- ­
309. 15.29 
91.18 -	 11684. 5. 69 
12380. 9.26 
-
~~ 
Detailed information .)n the IBM 7094 computer program for application 
of the TEMS method is given in Appendix D. The computer program for 
application of the stepwise regression analysis procedures developed earlier 
in this report is discussed in Appendix E. The utilization of these two pro­
grams on the AS-501 first and second burn data is illustrated in Figure 6 .  
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FIGURE 6. UTILIZATION O F  THE TEMS AND STEPRG 
COMPUTER PROGRAMS 
It should be pointed out that a certain amount of caution has been used 
in the interpretation and analysis of the stepwise regression results. The 
stepwise regression results in Appendix F indicate several cases where the 
u
Y 
curve fit value is not improved significantly by the introduction of additional 
variables into the regression. The FIN and FOUT levels selected for variable 
entry and deletion are also critical in the number of variables entered into the 
56 
regression model. A value of 3.5 for FIN and FOUT was arbitrarily selected 
and used in obtaining the stepwise .results in Appendix C .  A higher value 
would reduce the number of steps and result in a final regression model with 
a lower number of variables. A rather  critical examination of the stepwise 
regression analysis results thus seems to be required in order to obtain 
meaningful and useful information for input to the TEMS program. 
Truncated E r r o r  Model Regression Analysis Results 
The general approach for  obtaining truncated e r r o r  models to describe 
the AS-501 range, azimuth, and elevation response variables is summarized 
in the following guidelines: 
It was assumed that the survey te rms ,  the rate bias term,  and the 
azimuth and elevation velocity lag te rms ,  were not essential in 
obtaining truncated e r r o r  models to describe the response variables. 
The first two variables entered in the stepwise regression 
(excluding those left out under the above assumption) were 
selected for consideration in the final TEMS e r r o r  model. 
A third variable was considered if  an adequate description of 
the response variable was not obtained with the f i rs t  two or  if 
a constraining condition required an additional variable in the 
model. 
This approach actually results in entering the most significant variables into 
the e r r o r  model. It should be pointed out that the third variable selected 
in guideline ( 3 )  often involved selecting one of two variables that represented 
borderline cases so far as the order of entry in the stepwise regression was 
concerned; i. e. , the two variables had p2 values nearly equal. 
The AS-501 first and second burn truncated e r r o r  model results obtained 
using guidelines ( I )  - (3) are presented in Tables V through VIII. Plots of 
the observed and computed response variables and the least squares residuals 
for the truncated models are given in Appendix F. This appendix also includes 
a summary of the stepwise regression analysis results. Coefficient correlations 
from the TEMS program for the truncated models are also presented. The 
average standard deviations of the least squares residuals in Tables V and VII 
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I cn 
00 TABLE V. TRUNCATED RADAR ERROR MODEL MULTIPLE REGRESSION 
RESULTS FOR FIRST BURN DATA ON AS-501 VEHICLE FLIGHT TEST 
H:ld:lr Coefficient No. of 
OVR uVA VE Data 
CO ?-_-., CZ c4 DO 4 D5 Dl D8 FO F3 m Deg Deg Points ~..­
0.l.I -1!1.92 - 0.0091 23.71 0.0087 0.6915 - -0.0202 - 0.0194 0.1791 3.96 0.0082 0.0072 336 
I!). 18 -18.11 __ 0.0055 -36.03 0.723-3 I 0.0697 -0.0761 0.0330 -0.4390 5.23 0.0046 O.OOti2 219 
3.18 .3.21 0.0066 93.25 0.0054 0.5817 - -0.84E-3 2.10 4.02 0.0027 0.0065 3!15 
I 
67. l ( i  5 8 . 4 7  -1.14E-4 -0.0022 - 0.343-3 0.1632 - 0.0083 0.0073 0.2380 9.75 0.0097 0.0051 , 28:) 
ti7.19 84.34 -0.97E-4 -0.0049 - 0.0056 0.0192 I 0.0067 0.0021 -0.0027 9.1G 0.0045 0.0057 297 
Ll.16 i -36.91 -0.59E-4 0.0171 I - 0.0171 
I 
0.3386 - -0.0177 1 0.0042 4.31 ~ 0.0121 0.0106 225-
TABLE VI. COEFFICIENT STANDARD DEVIATIONS FOR TRUNCATED RADAR ERROR 
MODELS FOR FIRST BURN DATA ON AS-501 VEHICLE FLIGHT TEST 
~~ 
Radar uK For Indicated Coefficient 
-

0.0024 
-

-

0.0015 
0.0016 
-
-
-
0.0025 
3 
- 0.93E-3 
'- 0.0010 

- 0.24E-3 
- 0.61E-3 
0.48E-3 0.543-3 
0.43E-3 0.48E-3 
0 .84  - 0.25E-3 5 .21  
0 .72  - 0.333-3 3 .75  
0.18 
19.18 
3.18 
7.18 
67.16 
67 .18  
1.16 
No. 
Occur­
rences 
0.543-3 0.074 
-
0.0010 

0.100 
0.050 
0.173 
0.014 
0.012 
-

5 
-

- 0. l l E - 3  2.270 .36  0.23E-3 0.086 
0.643-3 1 0.971 
l 6  
- 0.30E-3 1 .970 .95  ~ 
1. 15 0.21E-5 0.09E-3 ­
-
0.84 

1.03 0.673-5 0.89E-3 

0.15E-5 0.10E-3 
-
2 7 
-
 1.573-3 
I 
-- -- 
Q,
0 

TABLE VII. TRUNCATED RADAR ERROR MODEL MULTIPLE REGRESSION RESULTS 
FOR SECOND BURN DATA ONAS-501 VEHICLE FLIGHT TEST 
RRdnr Coefficient 
CO Cl c2 JJiv nt: 
-i 'J.l> -25.89 -73E-5 -0.0059 -0.863-3 -0.0117 -0.0223 
-3. 1s 8 . 4 6  ~ -0.0061 0.0091 0.2989 - ll.0035 ' 3 2  
-' 91. 18 34. 84 I -2.43E-5 , 0. 0043 0.0032 ~ 0 . 4 0 0 9  __ 0. 0039 I 68.4 
I 
I - ­67. 18 , 8.83 -2.87E-5 -0.0011 0.0055 0.0012 -0.0116 0.0058 e64 
Average u 5. 99 0. 0045 0.0061 I 
TABLE VIII. COEFFICIENT STANDARD DEVIATIONS FOR TRUNCATED RADAR ERROR 
MODELS FOR SECOND BURN DATA ON AS-501 VEHICLE FLIGHT TEST 
o 	 For Indicated Coefficient
K 
C l  CZ 1'3 F3 
19. I d  0 .  G O  0.03E-3 0.3"-4 0 . 3 3 E - 3  0. u57 O.58E-3 0. 157 
3. 1s 0. '9 0. SSE-4 0.35E-3 0. 075 0.36E-3 0 . 2 3 6  
91. 18 0 .35  0.02E-5 0 .6 lE-4  0, 18E-3 0,201 0. 18E-3 0.434II-67.18  0.36 O.01E-5 0.43E-4 0.24E-3 0.2YE-3 0.27E-3 
S O .  
Occur- 3 4 4 3 1 1 4 3 
reiices 
indicate fairly close agreement with the accuracy estimates of 5 meters in 
range and 0.006 degrees in azimuth and elevation. The (T
VE value of 0.0165 
degrees in Table V for Radar 7.18 probably results from roughness in the 
data associated with the low elevation coverage (E" 5 5.33") . 
CONCLUSIONS 
The TEMS Multiple Regression Analysis Method provides for  a com­
prehensive evaluation of systematic e r r o r s  in measurements obtained from 
various tracking systems. The e r r o r  model equations used in the develop­
ment of the method are for C-band radar  tracking systems. It should be 
noted, however, that the development for application to tracking systems 
other than radars  is analogous to that presented herein. Truncated tracker 
e r r o r  models for representing the systematic e r r o r s  are established using 
the TEMS method in conjunction with a stepwise regression procedure. The 
stepwise procedure involves examining at every step the variables incorporated 
into the e r r o r  model in previous steps. A specific variable is deleted from 
or entered into the model by using the Gaussian Elimination Method for solving 
the linear systern of normal equations. The procedure shows considerable 
promise in solving the TEMS e r r o r  model construction problem. 
The approach given by guidelines ( I )  - ( 3 )  in the last section for 
obtaining truncated e r r o r  models to describe the systematic e r r o r s  has 
generally resulted in acceptable models for the AS-501 f i rs t  and second burn 
data. Guideline ( 2 )  uses the stepwise regression procedure to determine the 
variables for consideration in the truncated TEMS e r r o r  models. It is noted 
that the average random e r r o r s  remaining in the first and second burn residuals 
for the truncated e r r o r  models indicate fairly close agreement with the input 
accuracy estimates of 5 meters in range, and 0.006 degrees in azimuth and 
elevation. The stepwise results on the AS-501 data indicate several  cases  
where the uY curve fit value is not improved significantly by the introduction of 
additional variables into the regression. It appears that a rather critical 
examination of results from applications of the stepwise regression procedure 
is required in order to  obtain meaningful and useful information for input to 
the TEMS program. 
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The scope of future work will be concerned with the reduction and 
analysis of tracking data on each Saturn IB and Saturn V flight tests. A 
comprehensive utilization of the stepwise regression analysis results will be 
s t ressed in this work. 
George C. Marshall Space Flight Center 
National Aeronautics and Space Administration 
Huntsville, Alabama, June 20, 1968 
933-50-04 -00 -62 
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APPENDIX A 

THE C-BAND RADAR TRACKING SYSTEM ERROR MODELS 

The Basic Error Models 
The basic r ada r  e r r o r  model equations 21 in range, azimuth, and 
elevation are given by: 
Range 
AR = C O  + CIR + cZli+ c3t + c4(-. 022 cosec E)  
(A-I)  
Azimuth 
A4 = Do + D1 A + D3 + D5 tan E + sec E + D, tan E sin A 
+ D,, A sec E 
Elevation 
.022 -X tan E 
+ F? [(R sin E - '1 + F9 ( ~2 ) (A-3) 
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The e r r o r  model t e rms  appearing in  equations ( A - I )  , IA-2) ,  and 
(A-3) are subject to specific physical interpretations. These interpretations 
are listed below: 
In AR 
( I)Co - Zero set (bias) e r r o r  which arises because of inaccuracies 
in  calibration. 
( 2 )  	 C,R - Range is obtained by multiplying the measured quantity by 
a scale factor. This is e r r o r  due to e r r o r  in the scale factor. 
( 3 )  C,R - Error  due to timing delays and is essentially the e r r o r  in 
station time clock. 
(4) 	 C3t - Rate bias e r r o r  due to linear drift of oscillator frequency 
with time. 
(5)  	 C,( -0.022 cosec E) - Error  in correction made for tropospheric 
refraction. 
( 6 )  C,(X/R), C6(Y/R), C,( Z/R) - SI"y e r r o r s  in the radar  site 
location. 
(I)Do - Same interpretation as for Co. 
( 2 )  D,A - Same interpretation for c$. 
( 3 )  D3k' - Error  due to dynamic lag in azimuth serve system. 
(4) D, tan E - Error  which accounts for  the nonparallellism between 
the elevation shaft and the plane of the azimuth table. 
(5 )  	 D, sec E - Error  due to nonperpendicularity of the R-F axis 
and elevation shaft. 
( 6 )  	 D, tan E sin A ,  D, tan E cos A - Erro r s  in azimuth due to 
azimuth plane tilt about orthogonal axes in the azimuth plane. 
(7 )  	 D9(sin A cos A/X) , Dlo(-sin A cos A/Y) - Errors  in azimuth 
due to north and east components of survey e r ro r .  
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. . I 
Dll A sec E - Azimuth velocity lag. 
Fo - Same interpretation as for Co. 
F ~ E- Same interpretation as for c2R. 
F$ - Error due to dynamic lag in elevation servo system. 
F, (-sin A ) ,  F, cos A - Error in elevation caused by azimuth 
plane tilt - same interpretation as for  D,, D,. 
''022 -IO-,) cotan E] - Error in correction made for 
'7 [(R sin E 
tropospheric refraction. 
F ~ (  -Y tan E / R ~ ) ,F ~ ~ ( C O S-xtm E / R ~ ) ,F ~ ~ (  E /R) ,  - Survey 
e r r o r s  in radar  site location. 
F12 cos E - Elevation velocity lag. 
Derivation of Survey Error Terms in Range Error Model 
The e r r o r  model equations contain terms which can, theoretically, be 
determined on the basis of physically established relationships. For example, 
consider the survey e r r o r  coefficients C , ,  c,, and C ,  in the range e r r o r  model 
equation. Let C ,  denote the e r r o r  in the X direction, C ,  the e r r o r  in Y direc­
tion, and C ,  the e r r o r  in the Z direction. Let the correctly measured range 
be given by: 
1 
Rm = ( X 2  + y2+ Z2)z (A-4) 
If the radar  site location is displaced by the distances AX, AY, and AZ in the 
respective coordinates, then the range from the site location ( X  + AX, Y + AY, 
Z + AZ) is given by: 
1 
R = [ ( X + A X ) ' +  ( Y + A Y ) 2  + ( Z + A Z ) 2 ] 2  (A-5) 
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Expanding (A-5) : 
R = [ X2 + Y2 + Z 2  + 2 ( X  AX + Y AY + Z AZ ) 
1 

+ ( A X 2  -b AY2 + AZ2)J2 . (A-6) 
For the application herein, the last three t e rms  in equation (A-6) are small  
compared to the te rms  (X2 + Y2 + Z2) and 2 ( X  AX + Y AY + Z AZ) .  Thus, 
these te rms  can be neglected and equation (A-6)  written as: 
1 

R =  [ X 2 + Y 2 + Z 2 + 2  ( X A X + Y A Y + Z A Z ) ] " .  (A-7) 
Expanding the right side of equation (A-7)  in the binomial series and retaining 
the f i r s t  two te rms  yields: 
R = (X2 + y2f Z2)"1 + X A X + Y A Y + Z A Z  
(x2 + y 2  + Z 2 ) i  
The e r r o r  in  R is then given by: 
A R = R - R  . m 
Substituting equations (A-8)  and (A-4)  in (A-9)  : 
= (e)AX + (e)AY + (e) (A-10)AZ 
where 
AX = c, 
AY = C, 
AZ = C, . 
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APPENDIX B 
COOR D INATE SYSTEM TRANS FORMAT IONS 
The reference trajectory used as the standard in the TEMS method is 
in an earth-fixed plumbline coordinate system (Xe’ ye’ Z e) with origin at 
the launch site. It is required to  transform the (Xe’ ye’ Z e) reference r r r
trajectory data into radar  reference tracking parameters (R ) A E ) . 
The radar  measured tracking parameters can then be compared with the 
radar  reference tracking parameters to establish the tracking e r r o r s  for the 
particular system under consideration. There are two transformations required 
before this comparison can be made. These are: 
( I )  Transformation of earth-fixed plumbline coordinates (Xe’ Ye’ Ze) 
of vehicle with origin at the launch site to earth-fixed plumbline coordinates 
‘xes ) Yes’ Z es) of vehicle with origin at the tracking site. 
( 2 )  Transformation of earth-fixed plumbline coordinate ( Xes’ Yes’ ‘es)rof vehicle with origin at tr’acking site to spherical coordinates ( R , Ar9 Er) of 
vehicle with origin at tracking site. 
The f i r s t  of these transformations for the i-th observation is given by 
the following equation: 
- -T - T - T -
A h (P (x + F O L ) - P  OTxes: = K T @T T L L L e i  
I 

where 
‘X . X es e 
-x = es
i yes ye 
Z Z 
. es. - e­ i 
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-I: s in .B cosK r-rT sin BT cos KT1
L L 
-

r
OL 
= rL cos BL + hL ( B-4) r-OT 1: COS B, + hT J (B-5)
T 
- L  s in  BL s in  KL‘I sin B s in  KTr 
o -cos +L -sin +Lj(B-7) 
LOsin+ -cos +L L 
L 
cos A L s in  A L 0 (B-8) 
-sin A -cosAL O l  L-COSK~ o s in  K~ J 
r l  0 O l 	
sinA 
T 
-cos IT O 1 
coshT sinAT o I (B-11) 
L o  sin +T -cos +Tj - 0 0 1 1  
The equations required for calculating rL, rT, BL, and BT appearing in equations 
(B-4) and (B-5) are given by: 
BL - @L-9L (B-12) 
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- BT aT - PT 
1 

rT = &/(cos2 qT + -	$2 sin2 *T)B 
6 2  
where 
*L = tan-1 [ -t W L ]  
*T = tan-l[Stan.T] 
(B-13) 

(B-14) 

(B-15) 

(B-16) 

(B-17) 

The spherical coordinate transformation for the i-th observation is given by: 
-1 
R; 	 = (X& + YiS + z2 ) 2  (B-18)es
i i i 
Ar
i 
= [tan-l (Zes  /Xes )] + KT, 0 5 A r  5 360" (B-19)
1
i i 
( B-20) 
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I 

An additional transformation is required to  determine the (X, Y ,  Z )  
position of the vehicle in an earth-fixed ephemeris coordinate system with 
origin at the tracking site. This transformation is given by: 
z. = h* ZT E, zesi ( B-2 1)
1 

where 
-x =3: (B-22)i 
and Xes is obtained from the transformation given by equation (B-I) . 
i 
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APPENDIX  C 
A STEPWISE REGRESSION EXAMPLE ILLUSTRATING THE 
GAUSS IAN ELIMINATION METHOD 
A s  pointed out earlier, the Gaussian Elimination Method is ideally suited 
for  a stepwise regression analysis since it actually enters variables into the re­
gression equation one at a time. A significant variable entered into the 
regression equation at an early step may, after several other variables are 
entered, be found to be insignificant. This insignificant variable is then deleted 
from the regression equation before another variable is considered for entry. 
Thus, the final regression equation includes only the significant variables. 
The complete method is best illustrated by taking a specific example and per­
forming the step-by-step operations. Assume there are p = 4 independent 
variables to be considered for entry into the regression equation. The aug­
mented matrix s imi l a r  to equation (117) is: 
N N N N 
r r r r r C C C C
il i2 i3 i4 iY il i2  i3  i4 
r r12 r 13 14 r IY 
r r r r
22 23 24 2Y 
r r r31 32 33 34 r3Y 
pi rY2 r
Y3 
r
Y4 rYY 
Step 1 
The first step consists of entering into the regression the variable most 
highly correlated with the response. Thus the variable corresponding to the 
2largest  of r 2 I Y ’  r 
2 
2Y’ r3Y’ and r2 is selected for entry. Assume that r 
2 
4Y 4Y 
is the largest. Then the nondiagonal elements r
14’ ‘24’ ‘34’ 
a n d r
Y4 
of 
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! 
the fourth column are zeroed out. This is accomplished by dividing the fourth 
row by r
44' - multiplying the new fourth row by ( -ri4) and adding the result  
to the f i rs t  row; multiplying the new fourth row by (-r
24
) and adding the result 
to  the second row; multiplying the new fourth row by (-r
34 ) and adding the 
result to  the third row; and finally, multiplying the new fourth row by (-rY4 ) 
and adding the result-to'the fifth row: 
r'ii r'i2 - - C !11 C'12 C !13 C !14 
r13-r14F43 0 1 0 -r14/r44 
r44 
r23-r24r 43 0 0 1 o -r24/r 44 
I-44 
r31-r34r41 r32-r34r42 r33-r34r43 0 0 0 I -r 34/r 44 
r44 r44 r44 
r4 3lr 44 1 0 0 o i/r44 
rY3-rY4r43 0 0 0 O -*y4/'44 
r44 
N N N ­r'13 r'i4 - - - ­
-
(C-2)  
A t  this s tep the fourth element in the fifth column is the solution a4 in the 
normal equation: 
a! r = r
4 44 4 Y '  
The fourth element in the fourth row of the matrix to the right of the 
line in equation (C-2)  contains the inverse of r
44' 
Of the three variables not 
in the regression the variable next considered for entry is the one whose 
partial correlation with the response is highest; that is , the variable corresponding 
2 2 2 
to the largest of p . These would normally be determined 
i Y . 4 '  P2Y.4' P3Y.4 2 
as indicated ear l ier  in this report. It can be verified, however, that piy, 
( i  = 1,2 , 3 )  can be obtained using elements of equation (C-2)  by the equation: 
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Where i = 1, 2 ,  3 and r!. re fers  t o  the i-th diagonal element, r'iY re fers  to the 11 
element in  the i-th row , fifth coldmn and r' re fers  to the element in the fifth 
yy 2 
row, fifth column of equation (C-2). Assume p1Y.4 is found to  be the largest. 
Then the test for entering the variable Z 1 is given by: 
4 (n-d)--Fi(IN) 2 
- 'IY.4 
If this Fi(m) value is less than o r  equal to the appropriate table value, then 
the variable Z I is not entered and the process is terminated. 
Step 2 
If, however, it is found that FI(IN) is greater than the table value, then 
the variable Z 1 is entered. This is done analogous to the manner in which Z4 
was entered in the first step. That is,. the nondiago-nal elements r'21' 'bl, rii> 
and r!Y l  of the f i r s t  column in equation (C-2) are zeroed out and the following 
new matrix is obtained: - ­
r:' 
1 1  
rl' r:' r:'
14 
r!' 
IY 
C!' C!'
12- -12 1 3 - 1 1 ­
-
1 
0 
0 
0 
0 
(C-6) 
-
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- 
- 
A t  this s tep the f i r s t  and fourth elements in the fifth column are the 
solutions a! I and a!4') respectively, in the normal equations: 
The elements in the 11, 14, 41, and 44 positions of the matrix are elements 
of the inverse matrix: 
Before the variables corresponding to a!
2 
and a! 
3 
are considered for 
entry into the regression, the variables in the regression are tested for 
significance to determine if one should be deleted. This test for deletion is 
always made before a variable is added to the regression. The two variables 
in the regression corresponding to the coefficients a! 
I
and a!4 are considered 
for deletion by computing FI( OUT) and F4( OUT) 
from: 
2Fi(OUT) 
C!'.11 (I-Rye 14 ) 
2(r!' ) (n-d)
1Y
N
c!! rrr  
11 YY 
where i = I,4. The smallest of F
I( OUT) 
and F
4( OUT) is tested for significance 
by comparison with the appropriate F table value. Assume the smallest is 
found to be greater than the appropriate table value. Then both Zl and Z
4 
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remain in the regression and one of the two remaining variables is considered 
for entry into the regression. The variable considered for entry is the one 
whose partial correlation with the response is highest; that is, the variable 
2 2corresponding to the largest  of p
2Y. 14 and '3Y. 14. It can be verified that 2 
'iY. 14 ( i= 2,3) can be obtained using elements of equation ( C-6) by the 
equation: 
riY. 14 rl? ii YY 
where i = 2,3,  and r" elements are the appropriate elements to the left of 
the line in equation ((2-6). Assume p2Y. 14 is found.to be the largest. Then 
the test for entering Z 
2 
is given by: 
2 

'2Y. 	 14 (n-d) 
2 (C-IO) 
- '2Y. 14 
Step 3 
Assume F
2( IN) is indicated to  be significant from the comparison with 
the appropriate F table value. Then the variable Z 
2 
corresponding to a! 
2 
is 
entered. The nondiagonal elements rrr rrf  rrr and rrr of the second
12' 32' 42' Y2 
column in equation (C-6) are zeroed out and the following new matrix is 
obtained : 
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- 1 1 ,
A = 
0 0 r;3-r'&r;3 1 
r"22 
0 0 r';r3-r'i2ri3 0 
r"

22 
At this step the f irst ,  second, and fourth elements in the fifth column arekhe 
solutions a!I' a!2,  and a4, respectively, in the normal equations: 
- ­
r r rI1 r12 1Y 
r r r r
21 22 2Y 
r r r
41 42 44 
r
4Y 
(C-12)-
Elements of the inverse matrix 
-
rI1 r12 
r r21 22 
r r r41 42 44-
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- 
are contained in the appropriate positions of the Z f f 1matrix in  equation (C-11). 
The three variables in the regression are considered for  deletion by computing 
F1( OUT) ' F2 ( OUT) ' and F4 ( OUT) from: 
- -
Fi( OUT) N 2c!!' ( 1 -Ry. 124 )
11 

(C-13) 
where i = 1,2,4. The smallest F
i(OUT) ( i=1 2,4) is tested for significance 
by comparison with the appropriate F table value. If the smallest is found to 
be greater than the appropriate F table value then all three variables correspond­
ing to a! 1' a!2' a!4 would remain in the regression. The remaining variable 
would then be tested for entry by f i r s t  computing: 
(C-14) 
The r ' f felements a r e  the appropriate elements in the matrix to the left of the 
line in equation (C-11).  The test for entering Z
3 
is then given by: 
'3Y. 124 ( n-d) 
F3( IN) 1 - 2 
(C-15) 
'3Y. 124 
I f F
3 ( IN) 
is found to be insignificant, then the process is terminated and the 
final regression equation contains a! 1, Q2' and a!4' 
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Step 4 
If, however, F
3( IN) is found to be significant, then the variable 
corresponding to  a!
3 
is entered by zeroing the nondiagonal elements rrrr
13' 
r r t r  r"l43' and r r t rof the third column in equation (C-11). The following23' Y3 
new matrix is then obtained: 
IV 

r.11- r .Iv rtV r?'12 13 14 
0 0 0 
1 0 0 
0 i o 
0 0 1 
0 0 0 
-1v -1v 
C.- 14ci3 
(C-16) 
A t  this step all the variables a re  in the regression and equation (C-16) is 
given by: 
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- 
- i-1v -1v -1v -Iv1 0 0 0 aI C 11 12 C 13 C14 
-1v -1v -1v -1v0 1 0 0 a!
2 
C
21 C22 
C 
23 C24 
-1v -1v -1v -1v0 0 1 0 a3 C 31 32 C33 C34 
0 0 0 1 a -1v -1v -Iv -Iv 
4 C41  C42 
C
43 C44 (C-17) 
0 0 0 0 
( 1234 -aI -a2 -a3 -a4- -
where: - ­
7 

-1v -1v -1v1 ;IV c 
12 C 13 14 r 11 r 12 r 1311 
-1v -1v -1v -1v
C 21 22 C 23 24 r21 r22 r23 
-1v -1v -1v -1v
C
31 32 C33 34 r31 r32 r33 r34 
-1V -1v -1v -1v
C C41 42 43 44 r41 r42 r43 r44- - ­
(C-18) 
The four variables in the regression are considered for deletion by computing: 
2 
a, ( n  - d)
1
Fi(OUT) -1V 2 c . .  (.i -Ry,  1234 )11 
IV 2
(ryy) (n -d )-~ 
-1v rIv (C-19) 
C . .  
11 YY 
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C.. - -  
where i = I, 2, 3, 4. If the smallest F
i( OUT) 
value is found to be greater 
than the appropriate F table value, then all four variables remain in the 
regression and the process is terminated. If, however, the smallest F
i(OUT) 
value is found to be insignificant, then the variable corresponding to this 
Fi(OUT) value is deleted from the regression by zeroing the appropriate 
elements in the column to the right of the line in equation (C-16). The column 
selected corresponds to the particular variable being deleted. 
The deletion process will be illustrated by going back to equation (C-11). 
This equation contains the solution for the coefficients a! I' a! 2, and a!4' Assume 
F2 ( OUT) as computed by equation (C-13) is smal le r  than F1( OUT) and 

F4 (OUT) and is found to be insignificant. Then 22 is deleted by zeroing the 

f i r s t ,  third, fourth, and fifth elements of the ;Iff column. This is accomplishedi2 
by dividing the entire second row by E t f 1 .  multiplying the new second row by
22 
N 
( - c I f 1 )  and adding the result to the first row (zeros  first element) ; multiplying12 
the new second row by ( - G I f 1 )  and adding the result  to the third row (zeros.32 
the third element); multiplying the new second row by 
42 
and adding the 
result to the fourth row (zeros  the fourth element) ; and finally, multiplying the 
new second row by ( - E f f 1) and adding the result to the fifth row (zeros  the
Y2fifth element) : 
V V V V V -V -v -v -Vr . .
11 i 2  r .13 r .14 r.IY -11 c12 C .13 
C. -	 14 _. 
(C-20) 
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i l '  i2' i4' i3 and r"' of equationBy substituting the elements ;Ift c f r l  c"' rT1' iY 
(C-11) (where i = 1, 2, 3, 4, Y) into equation (C-20), the following equation 
is obtained: 
0 r fr  rrf  0 r r t22 23 2Y 
0 r l !  rr l  1 r"42 43 4Y 
N 

C"11 
N 

C"21 
N 
C"31 
N 

C"41 
N 
C"Y l  
N
0 0 C"14 
N
1 0 C"24 
N
0 1 C"34 
N
0 0 C"44 
N
0 0 C"Y4 -
(C-21) 
This equation is seen to be equivalent to equation (C-6),  which contains the 
solution for the variables Z 
1 
and Z
4 
in the regression. 
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APPENDIX D 
TEMS I B M  7094 COMPUTER PROGRAM 
FOR C-BAND RADAR TRACKING SYSTEMS 
The various computational procedures in the TEMS method are 
implemented through the use of a highly flexible IBM 7094 computer program. 
Basically, the program consists of a main program and five subroutines. 
Control parameters are input by way of data cards in the main program to 
indicate the specific subroutines required for the reduction. Any combination 
of te rms  in the total e r r o r  models can be retained in a given regression through 
the use of program control matrices. Trajectory data are processed independent 
of storage capacity, and bad data or  discrete points c,an be deleted by the use of 
program control cards. A variable sampling rate can also be accepted. Addi­
tional features of flexibility include variable plot scaling and double precision 
computations. 
One of the areas with considerable flexibility is in the selection of the 
specific e r r o r  models for the reduction. Although constraints interrelate the 
equations for AR, AA, and AE, the results for a single equation regression 
can be obtained through the use of appropriate program control matrices. An 
18 x 18 control matrix AA(1, J) , consisting of 1's and O's, is used for selecting--T-- * 
the elements of ( B  WB+W) to use in a specific computer run. An 18 x I control 
-T- - -T-- - 7 
matrix BB(1, I)  is also used for selecting elements of ( B  W N - B WBC - W E) 
to use. The use of these matrices enables any combination of t e rms  in the 
total e r r o r  models to be retained in a given regression. A summary of the 
basic logic and computations in the program is presented in the flow chart  
herein ( Fig. D-I) . Additional information on all aspects of the program 
development is given in Reference I. 
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INPUT: 
(1) ID  INFORMATION 
(2) u;. u:, U'E 
INlTlALlZATl ON 
(3) TIME SPANS. At. SAMPLE RATE. .I I I (4) TOTAL NUMBER OF TERMS IN ERROR MODELS 
(5) PLOT OPTIONS DESIREDI ( 6 )  OUTPUT TAPE OPTION FOR STEPWISE REGRESSIONr - 4
I
TDECKI 
INPUT: 
A A  COORDINATE TRANSFORMATIONS: 
DERIVATIVE 
(1) OL, AL. hL, OT, AT. hT, KL, 0.  b (1) rr, +Yes EVALUATION: 
(2) 	 CONTROL MATRICES FOR ERROR MODEL (2) xes- E, (2) A, ESELECTION. AA(I, J), BB(I, 1). D(I, 1) 
(3) Kes-x(3) WEIGHT MATRICES FAND 
(4) COEFFICIENT APPROXIMATION MATRIX 
(5) COEFFICIENT A PRIORI MATRIX c-
TRACKING ERRORS: ERROR MODEL FACTORS OUTPUT TAPE OPTION OF SUMMATION FOR: 
r7(1)  A R o = R r . R o  +(1) '1, 9, ...,- a, e ERROR MODEL +( 1 ) F i T W B  FACTORS AND (2) B T 13( 2 ) A A o = A ' - A o  (2) 01, 02,. .., 9 +A RO, A AO. A EO(3) A Eo = E' ~ Eo 
DETERMINE ELEMENTS OF MI = ( E T I B  tw') DELTA FOR ADJUSTMENT: 
ADJUSTMENT 
b M~ = ( E T  FB. E T  1 Be. T )  b 5=(Q-'z2 
ADJUSTED PARAMETERS: COR RELATlON COMPUTED OBSERVATIONAL RESIDUALS: 
b COEFFICIENT b DELTAS: b vR = A R O - A R  
MATRIX, i i  AR, AA. AE VA = AAo. AA 
UNIT VARIANCE: ' VARIANCE. COVARIANCE ~ MATRIX:2 =(VTWV t 7 W V )  ­df I C =  L V ~(MI).' 
TDECK3 TDECK4 ;DECKS 
PLOTS: 
PLOT AR FACTORS AA FACTORS AE FACTORS 
OPTIONS 	 (1)  VR, VA, VE, TIME =TIME YS TIME b *_r TIME 
(2) AR, ARO, AAp AA'. 
FIGURE D-I. TEMS PROGRAM FLOW CHART 
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APPENDIX E 
UNIVAC I108 COMPUTER PROGRAM FOR APPLICATION OF 
THE STEPW ISE REGRESS ION ANALYS IS PROCEDURES 
This appendix contains a summary of the basic logic and computations 
in the UNIVAC 1108 MAIN and STEPRG programs (Fig. E-I) .  The STEPRG ' 
program was developed by debugging and modifying a UNIVAC 1108 regression 
subroutine. It was made stepwise by incorporating into the subroutine the 
stepwise procedures presented eariler in this report and by appropriate use 
of the output. 
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(1) NUMBER OF SETS OF OATA 
INITIALIZATION (2) NUMBER OF DATA POINTS 
PER SET 
(3) NUMBER OF INDEPENDENT 
VARIABLES
I I
I _II 
t 
BINARY TAPE INPUT OF INDEPEND­
ENT VARIABLES AND RESPONSE 
VARIABLE:- - -
SET 1: , l i e  rzi* ...,qi* 
NSTEP = -1  
CALL STEPRG . .. 
OUTPUT FOR FINAL STEP: 
IN0 Y;, Y;, CY; - Y> 
WHERE i = 1 2 n AND 
Y DENOTES'A k : l  A, OR A E 
NSTEP-NSTE? t 1 
OUTPUT FOR A L L  STEPS OTHER THAN IST STEP: 
(1)  STEP NO. 

(2) VARIABLE REMOVED OR ENTERED 

(3) Fi(OUT) OR Fq(lN) 

( 4 )  v y  
(5) bo. ab 
0 
(6) bI*  I, FOR I = 1, 2, ...,i 
(7) 	 p2, FOR VARIABLES NOT IN THE 
REGRESSION 
(8) CONTENTS OF A(1.J) MATRIX 
(IST STEP 
- -NSTEP. LIM -% IND = - I  
IST STEP IN REGRESSION:-SUBROUTINE STEPRG (1)  rpp 
(2) b y  
IND =0 IND = 1F-(3) df = d 
( 4 )  FORM THE A(1.J) MATRIX 
"' ]A(I,J) = [ 'pp
(ryp) ryy 
FIGURE E-I. MAIN AND STEPRG PROGRAM FLOW CHART @ 
86 
I 
INITIALIZATION FOR EACH STEP: 

(1) bl = 0, I = 1, 2 _..,p 

(2) VOUT = - - NOUT = 0 

VIN = 0 N IN=O 
I 
I = o  
t 

VIN (df-1 
Fq(lN) hk& 
df=df-1 
 
+FOR LARGEST POSITIVE VI: 

VIN = VI 

NIN = I  VOUT = VI 

NOUT = I 
HAS I = p BEEN 
DONE? 
FOR p VARIABLES IN REGRESSION 
K = NOUT PFINALSTEP 
d f = d f t l  
DETERMINE THE W P U T E D  
RESPONSE: 
Y;' Y; ..., Y'. 
,
1 

MITRlX 
I I 
FIGURE E A .  ( Concluded) 
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I 

APPENDIX F 
RESULTS FROM THE APOLLO-SATURN 501 
VEH I CLE Fbl GHT TEST 
This appendix presents a summary of the results from the Apollo-
Saturn 501 Vehicle Flight Test launched on November 9, 1967. The Stepwise 
Regression Analysis results for the f i r s t  and second burn data are presented 
in  Tables F-I through F-VII and Tables F-VLII through F-XI, respectively. 
Coefficient correlations for  the truncated e r r o r  models for the first and 
second burn data are given in Tables F-XI and F-XIII, respectively. 
In the figures which follow these tables ( F - I  through F-22) , the tracking 
e r r o r s  for the various radars  are represented by dots. The description of these 
e r r o r s  as obtained from the TEMS least squares adjustment program is 
represented by the solid computed curves. 
The least squares residuals for the truncated e r r o r  models presented 
in this appendix can be thought of as being composed of random e r r o r s  and 
unmodeled systematic e r ro r s .  A high random e r r o r  content in the data may 
prevent a systematic e r r o r  of comparable magnitude from being determined. 
The latter e r r o r s  are those that can be attributed to uncertainties in the 
standard used in establishing the tracking e r r o r s ,  unlaown systematic e r r o r s  
not absorbed by those that are modeled, o r  to geometry limitations. The 
presence of a significant unmodeled systematic e r r o r  may prevent an adequate 
description of the data from being obtained. 
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CD 

0 
TABLE F-I. RADAR 0.18 STEPWISE REGRESSION ANALYSIS RESULTS FOR AS-501 FIRST BURN DATA 

Variable 
No. 
I 
2 
3 
4 
5 
6 
7 
1 
2 
3 
4 
5 
6 
7 
8 
1 
2 
3 
I 4  
” 5 
( 6 
7 
jl 8 
Linear Correlation 
r [ C ,  1 AR] = 0.76 
r[C2 1 AR] = 0.94 
r[C4 I AR] = 0.16 
rIC5 ARJ = 0.96 
r[c6 I AR] =-0.33 
r [ C 7  1 ARI =-0.96 
r[C8 I AR] = 0.87 
r [ C 2  I AA] = 0.60 
r[D3 1 AA] = 0.55 
r [D5 I AAI = 0.09 
r[ D6 1 AA] = 0. 12 
r[ D7 1 AAI =-0.43 
r[D8 j AA] = 0.50 
AA] =-0.03 
AA] =-0.13 
AEI =-0.22 
AE] = 0.15 
AE] =-0.31 
AE] =-0.44 
r[C, 1 AE] = 0.01 
r[C5 ! AE] = 0.49 
r [ C 6  1 AE] = 0.06 
r[C, I AE] =a.35 
Step 
No. 
1 
2 
3 
4 
5 
Final 
I 
2 
3 
4 
5 
Final 
1 
2 
3 
4 
5 
Final 
Variables in Regression 
(TY 
3.06 
2.22 
1.74 
I. 73 
I. 72 
1.71 
0.0089 
0.0062 
0.0061 
0.0058 
0.0058 
0.0058 
0.0074 
0.0067 
0.0061 
0.0060 
0.0060 
0.0060 
?’ Level 
4459.1 
301.3 
204. I 
9.3 
4.9 
-0. I 
191.5 
353.9 
13.6 
30. 9 
-0.2 
6.6 
104.5 
68. 8 
74.3 
9.9 
3.6 
-1.0 
TABLE F-11. RADAR 19.18 STEPWISE REGRESSION ANALYSIS RESULTS FOR AS-501 FIRST BURN DATA 
! V a r i a b l e  Step ~ 
UY F Level 
162.2 

2 86. 9 

3 494.5 

4 

5 

6 AR] = -0.64 

7 AR] = 0.53 Final ' co, c,, c6, c5, c7 2.39 76. 9 

I AA] = 0.78 I ' Do, C2 0.0061 358.7 

2 AA] = 0.41 I

3 AA] = 0.18 

4 AA] = 0.25 I 

5 AAI =-0.24 

6 AA] = 0.71 ; 

0.0042 234.9 
l r [ C 2  I AEI =-0.89 I 0.0050 2780.7 

2 e[ F3 1 AE] =-0. 29 2 0.0049 13. I 

3 I-[D8 I AE] = -0.96 

4 r[Q 1 AEI =-0.93 ' 

5 r[C4 1 AE] =-0.45 

6 r[C5 I AE] = 0.08 ~ 

7 r [C6 I AE] = 0.65 

8 r[C7 I AE] =-O. 96 

Final 0.0048 9. 5 

r 
Eo 
t\3 TABLE F-III. RADAR 7 , 1 8  STEPWISE REGRESSION ANALYSIS RESULTS FOR AS-501 FIRST BURN DATA 
Variable  Step 
No. L inea r  Correlat ion No. Var iab les  in  Regress ion  
~ ~~ 
I r[C, I AR] = - 0 . 3 6  I COY c7 
2 
3 
r [  C2 1 AR] = 0.15  
r [ C 4  I ARI = 0.77  
2 
3 
c7~c6 
c 7 ~  c 6 ~  cl 
4 r[ C, 1 AR] = 0.31  4 c7~C ~ YCIYc8 
5 r [C6 AR] = 0 . 3 2  
6 r[C7 I AR] = 0.96  
7 r [  c8 1 AR] = 0.36  Final  c 7 ~  C ~ YC ~ YC ~ Yc2 
1 DOY D7 
2 r[D3 1 AA] = -0.44 
3 r [D5  I AA] = - 0 . 0 9  
4 r [  D6 I AA] =-0. 09 
5 r [D ,  1 AAl = 0 . 4 5  
6 
7 
8 
1 
1 
r [ D i  I AA] = - 0 . 0 6  
r [ C 5  I AA] = - 0 . 0 5  
r [  C6 I AA] =*..37 Final  Only I step.  
! r [ C 2  1 AE] = 0.03 1 F O Y  D7 
r[ F3 1 AEI = 0.22  
0Y F Uvel 
3 . 3 5  3089.3 
2 . 8 6  110.7 
I. 16 1493.9 
I. 15 4 . 9  
I. 13 15.0 
0.0037 7 6 . 6  
0.0158 22 .9  
1 
1 
~ 
1 
i r [D8 I AE] = 0.01 
r [ D 7  I AE] = - 0 . 2 7
i r [ C 4  1 AE] = 0.07  
i 

I 

TABLE F-IV. RADAR 3.18 STEPWISE REGRESSION ANALYSIS RESULTS FOR AS-501 FIRST BURN DATA--(I ! Variable 
No. Linear Co r r e1ation 
Step 
No. 
’ 
I 
Variables  in Regression 
, 
(T
Y F Level 
I r [ C ,  I AR] = 0.47 1 5.61 1669.0 
AR] = 0.73 2 2.36 1834.7 
3 AR] = 0.25 3 2.03 136.1 
4 AR] = 0.90 4 1.93 45.3 
5 AR] = 0.62 5 I. 87 24.2 
6 AR] =-0.26 
7 AR] = 0.74 Final I. 82 22.8 
I I 0.0028 243.7 
2 2 0.0025 117.1 
3 3 0.0024 7.9 
4 
5 
6 AA] = 0.41 
7 AA] = 0.07 
8 AA] = 0.51 Final 0.0024 35.0 
I AE] =-0.11 0.0053 104.1 
2 AE] = 0.44 0.0051 25.2 
3 AE] =-0. 08 0.0044 133.9 
4 
5 
6 
7 
8 
W w Final 0.0043 16.8 
a 

& TABLE F-v. RADAR 67.16 STEPWISE REGRESSION ANALYSIS RESULTS FOR AS-501 FIRST BURN DATA 

Variable  Step 

No. L inea r  Corre la t ion  No. Var iab les  in Regress ion  
(7Y F Level 

1 r [  CI 1 AR] =-0.88 I 14.66 990.2 
2 r [ C 2  I AR] =-0.49 2 7.96 687.8 
3 r [ C 4  1 AR] = 0.83 3 3.91 898.3 
4 r [ C 5  1 AR] =-0.25 4 3.91 -1.6 
5 r [C6 1 AB] =-0.78 5 2.76 291.5 
6 r [ C 7  1 AR] = 0.23 
7 r [C8 I AR] =-0.31 Final 2.73 7.5 
I I 0.0099 1178.0 
2 2 0.0078 182.9 
3 3 0.0072 47.7 
4 

5 

6 

7 

8 Fina l  0.0072 3 . 8  
I I 0.0092 299. I 

2 2 0.0050 696.4 

3 3 0.0045 65. 0 

4 

5 

6 

7 

8 

Final 0.0044 10. I 

TABLE F-VI. RADAR 67.18 STEPWISE REGRESSION ANALYSIS RESULTS FOR AS-501 FIRST BURN DATA 

Variable 
No. Linear Correlation 
1 1  
2 
3 
4 
' I 
b 
1 r [ C i  lAR1 =-0.68
r[ C, 1 ARI =-0.32 
r [ C 4  / A R l  = 0.60 
r[ C5 I AR] =-0.004 
r [ C z  lAE1 = 0.53 
r [ F 3  lAE1 = 0.05 
' 	 r[D8 IAE] = 0.49 
r [D,  lAE1 =-O.47 
r [ C 4  IAE] = 0.15 
r [ C 5  IAE] = 0.19 
r[C6 IAE] = 0.26 
r [ C ,  IAEI = 0.21 
1 Step 1 No. ~ Variables  in' Regress ion  (TY F Level 
1 c O ,  c6 18.03 
I 
2 c O ,  c6, cl 3.61 !7::::; 
3 c O ,  c6 ,  cl, c7 2.18 511.4 
4 c O ,  c6 ,  cl, c77 c4 2.04 41.9 
0.0046 118.2 
0.0044 34. 0 
0.0038 94.6 
0.0035 50. 7 
0.0035 12.4 
0.0034 7. 9 
CD 
1 
2 
3 
4 
5 
6 
7 
8 
m TABLE F-VII. RADAR I.16 STEPWISE REGRESSION ANALYSIS RESULTS FOR AS-501 FIRST BURN DATA 
~ 
-

Variable 
VO. Linear C o rre1ation 
Step 
No. Var iab les  i n  Regress ion  
UY F Level 
1 r [ C ,  I AR] = 0.64 1 4.55 1190. I 
2 r [ C 2  1 AR] 0.89 2 4.51 
3 r [ C 4  I AR] = 0.36 3 4.34 18.3 
1 r[C5 I AR] = 0. 92 4 4. 06 32.8 
3 r[ c6 I AR] =-@.42 

6 r [ C ,  I AR] =-0.89 

7 r [C8  1 AR] = 0.79 Final 4.05 -0.06 

r [ C 2  I AA] = 0.70 I 0.0126 216.2 

r[% I AA] = 0.53 2 0.0106 95. 6 

r [ D 5  I AA] = 0.28 3 0.0103 12.8 , 

r [D6 I AA] = 0.31 

r [D ,  1 AA] =-0.41 

r [D8 1 AA] = 0.67 

r [ C 5  1 AA] = 0.43 

r [  c6 1 AA] = 0.12 Final 0.0102 5.9 

I r [ C 2  I AE] = 0.001 I 0.0101 
2 
3 
r[F3 I AE] =-0. 03 
r [  D8 I AE] =-0.004 
4 r[ D7 I AE] =-0. 01 
5 
6 
r [ C 4  I AE] = 0.06 
r [ C 5  1 AE] = 0.02 I 
7 r [ C 6  1 AE] = 0.01 
8 r[ C, I AE] =-0. 01 
Final Only IStep. i 
1 
2 
3 
4 
5 
6 
7 
1 
TABLE F-VIII. RADAR 91.18 STEPWISE REGRESSION ANALYSIS RESULTS FOR AS-501 SECOND BURN DATA 

Variable 
No. 
~ 
I 

2 
3 
4 
5 
6 
7 
8 
I 

2 
3 
4 
5 
6 
7 
8 
Linear  Corre1ation 
r [ C l  1 AR] =-0.97 
r [ C z  I AR] =-0.85 
r[C4 IAR] = 0.21  
r [ C 5  I ARI =-0.88 
r [ C 6  I ARj =-0.97 
r [ C 7  IAR] = 0.99 
r[&Ig I AR] =-0. 99 
r [ C z  I AA] = 0.14 
r [D3 I AAI = 0.08 
r [ D 5  I AA] =-0.01 
r [  D6 I AA] = 0.005 
r [ D 7  I AA] =-0.14 
r[D8 I AA] = 0. I I  
r[ C, I AAI = 0.09 
r [C6 I AA] = 0.002 
r[C2 I AEI = 0.38 
r[ F3 I AEI =-0.25 
r [  D8 I AE] = 0.37 
r [D7 1 AE] = 0.35 
r[C4 I AE] =-0.02 
r [ C 5  IAEI = 0.18 
r [  c6 I AE] = 0.14 
r [C7 IAE] = 0.34 
Step 
No. Variables  in Regression 
1 
2 
3 
4 
Final 
I Do, cz 
2 Do, c2, D5 
3 DO, D 5 ~  D6 
4 c 2 ~  D5, D6, D7 
5 c2, D6, D7 
Final  
I FOY c2 
Final  Fo, c2, F3 
CTY F Level 
4.12 53402.7 
2.61 1024.5 
2.04 438.3 
I. 90 99.4 
I. 77 105.8 
0.0037 13.5 
0.0037 3.9 
0.0037 4.7 
0.0036 7.8 
0.0036 -0.05 
0.0035 36. 7 
0.0055 118.4 
0.0054 11.8 
W 

00 TABLE F-IX. RADAR 3.18 STEPWISE REGRESSION ANALYSIS RESULTS FOR AS-501 SECOND BURN DATA 

Variable Step 

No. No. Variables in Regression 
UY F Level 

I I 7.16 6504.7 

2 2 5.85 160.9 

3 3 4.53 214.1 

4 4 3.48 221. I 

5 

6 

7 Final 3.37 22.3 

I 1 0.0038 44.1 

2 2 0.0037 17. 8 

3 3 0.0036 21.5 

4 4 0.0035 8.2 

5 

6 

7 

8 Final 0.0035 -0.9 

I I Fo, c7 0.0048 267.6 

2 

3 

4 

5 

6 

7 

8 

Only I step 
TABLE F-X. RADAR 19.18 STEPWISE REGRESSION ANALYSIS RESULTS FOR AS-501 SECOND BURN DATA 

Variable 
No. 
I 
7 
I 
2 
3 
4 
~5 
6 
7 
8 
I 

2 
3 
4 
5 
6 
7 
8 
W 
W 
Linear Correlat ion 
r [ C i  IAR] =-0 .63  
AR] =-O. 98 
AR] = 0.27 
AR] =-0.97 
AR] =-0.97 
AR] = 0.66 
' 7 1 
Step 
No. Variables  in Regress ion  UY F Level 
1 8.29 11057.6 
2 4.73 1019.6 
AR] =-O.98 Final 4.12 153.8 
AA] =-0.48 I 0.0051 185.9 
AA] = 0.48 2 0.0043 198.9 
AA] =-0.52 3 0.0042 26.5 
AA] =-0.50 4 0.0042 3.9 
AA] =-0.37 5 0.0039 84.3 
AA] =-0.42 
AA] =-0.41 
AA] =-0.00 Final 0.0039 -1.5 
AE] =*.I8 I 0.0068 739.6 
AE] = 0.40 2 0.0065 44.3 
AE] =-0.35 3 0.0064 26. 9 
AE] =-0.75 4 0.0064 -1.4 
r[C4 I AE] = -0.76 5 0.0063 14.7 
r [ C 5  I AE] = 0.02 6 0.0062 13.4 
r [C6 I AE] = 0.33 
r [ C 7  1 AE] =-0.76 
Final 0.0062 -0.2 
CL 0 TAB1,E F-XI. RADAR 67.18 STEPWISE REGRESSION ANALYSIS RESULTS FOR AS-501 SECOND BURN DATA 
0 
Variable  Step 
0-

No. Linear C o m elation No. Var iab les  in Regress ion  Y F Level 
~ ~ _ _ _ _  
1 r [ C l  1 AR] =-0.98 I 8.73 8286.9 
2 r[C$ I AR] =-0.62 2 4.89 1889.6 
3 r[C4 I AR] = 0.44 3 4.76 46. 9 
4 r[C5 1 AR] =-0.62 4 4.58 70. I 
5 r[ (26 I AR] =-0. 94 5 4.23 148.4 
6 
7 r[c8 I AR] =-0.96 7 4.13 39.7 
8 3.91 103.8 
Final 3. 85 28.4 
1 AA] =-0.53 I 0.0046 333.5 
2 AA] =-0.04 2 0.0046 6.4 
3 AA] = 0.47 3 0.0042 171.6 
4 AA] = 0.48 4 0.0041 18.8 
5 AA] =-0.22 5 0.0040 50.1 
6 AA] =-0.46 
7 AA] = 0.02 
8 AA] =-0.01 Final 0.0040 26.9 
I AE] = 0.001 I 0.0057 64.8 
2 AE] =-0.001 2 0.0054 114.8 
3 r[D8 I AE] = 0.26 
4 r [ D 7  I AE] = 0.10 
5 r[C4 1 AE] =-0.16 
6 r [ C i  I AE] =-0.08 
7 r[C6 I AE] = 0.02 
8 r[C7 1 AE] = 0.13 Final 0.0053 43.0 
r [ C 7  1 AR] = 0.30 6 4.23 -0.05 
TABLE F-XI. COEFFICIENT CORRELATIONS FOR THE 

TRUNCATED AS-501 FIRST BURN RADAR ERROR MODELS 

CO C, 
Co II. 00 1-0.92 
c, I 1.00 
c2 
CO Ci -___ 
c2 DO 
0.12 I 0.01 
-0.16 10.01 
1.00 10 .05  
Do 11.00 
D3 
Radar 67.16 
D3 D8 Fo F3 
-0.03 0.25 -0.01 -0.01A 

I. O Q Z  - Z O I  0.01 
D8 b o o  -0.04-0.05 
~~ 
Fo I. 00 0.03 -­
c2 DO 
c2 1.00 
Radar 67.18 
D3 D8 
D8 11.00  
FO 
-0.02 0. 
-
0. 04 0. 01 
0.09 0.01 
_ _ ~  
-0.10 -0.02 
._~ 
~ 0. 05 0. 01 
-0.39 -0.07 
~ 
1.00 0.06 
-
F 3  1.00 
-- 
--- 
TABLE F-XII. (Continued 
co I. 00 -0.15 0.77 I 0. 01 I 0. I 0. 02- 1 
. -
C2 1.00 0.25 -0.10 0.01 0.01 
c4 1.00 -0. 03 0. 0.03 I 
-p_____i 
DO - I. 00 -0.24 0. 
D3 I. 00 0. 
FO I. 00 
Radar 7.18 
~ - _ ~ _ _  
CO I. 00 -0.75 0. 58 0. 06 0. 0. 1-0. 01 1-0. 06 I 
.-
CZ - __ ­%zx -0.04 -0.10!0.09- I 0. 
c4 -0.06 -0.13 0.10 -0.12 I ___ __I_ 
-0.27 -0.72 0.66 -0.06 
I I I 
CO 'TRadar 0.18 CO c2 c4 DO D5 -~ ~~ 
1.00 -0.37 

DO 

Radar 19.18 
102 

-- 
TABLE F-XI. (Concluded) 
C.0 c2 DO D3 
~~ 
CO 0.04 I. 0.02 
C2 L O O 1 0.41 -0.12 1 0.01 0.02 
c, I 1.00 - 0 . 0 5 1  0. 0.04 
~ 
DO I. 00 0. 
7p-C0.~ 
FO 1.00 
F3 
Radar 3.18 
1.00 
Radar I. 16 
0. 

0.01 

0.01 

0. 

0. 
0.30  
I. 00 
1 -1 
1-0.91 I 
103 

-- 
TABLE F-XIII. COEFFICIENT RADAR CORRELATIONS FOR THE 
TRUNCATED AS-501 SECOND BURN ERROR MODELS 
Radar 19.18 
1.00 0.01 0. 0. 0. 0.- - ~  
c2 	 1.00 -0.06 0. 
DO 1.00 0. 
co ci c2 DO D8 
CO 0. 
I 
C i  0.02 
-0.04 
1.00 0.22 
D8 I. 00 
FO 
Radar 67.18 
104 
0. 
0. 
-
FO
7 
0.01 I 
-0.02 I 
0.12 J 
0.531 
1.00 I 
TABLE F-XIII. ( Concluded) 
CO Cl CZ DO D3 FO F3 
~I	I. 001 -0.67 0. O I  0. 0. 0. 0. 
ci L-1.00 -0.69 0.04 0. 0. 0. 
CZ 	 I. 00 -0.05 0. 0. 0.01 
Do 1.00 0.35  0. 0. __
4 0. II I 
Radar 91.18 
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c I I I I I  1 1 1 1 1 1  1 1 1 1  t l l l l l  
b 1 1 1 1 1 1  1 1 1 1  I I 1 1 1 1IIIII I 1 1 1 1 11 1 1 1 1
1 1 1 1 1 1  t l f f  f t f f  1: 
I T I M E  , SEC 
1 1 1 1  
I 
c t i l t 

I 
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I t l f I  
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S 111t 
FIGURE F-I. RADAR 0.18 RESIDUALS ON AS-501 
FIRST BURN DATA 
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FIGURE F-2. RADAR 0.18 RANGE, AZIMUTH, AND ELEVATION 
ERRORS ON AS-501 FIRST BURN DATA 
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