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Abstract 
Group Representation Theory is the mathematical language best suited to describ-
ing the symmetry properties of a structure, and a structural analysis can utilises 
Group Representation Theory to provide the most efficient and systematic method 
of exploiting the full symmetry properties of any symmetric structure. 
Group Representation Theory methods currently exist for the Stiffness Niethod 
of structural analysis, where the stiffness matrix of a structure is block-diagonalised 
into a number of independent submatrices, each of which relates applied loads and 
displacements with a particular type of symmetry. This dissertation extends the 
application of Group Representation Theory to the equilibrium and compatibility 
matrices which are commonly used in the Force Method of structural analysis. 
Group Representation Theory is used to find symmetry-adapted coordinate 
systems for both the external vector space which is suitable for representing the 
loads applied to a structure, and the internal vector space wh",t-k is-suitable for repre-
senting the internal forces. Using these symmetry-adapted coordinate systems the 
equilibrium matrix is block-diagonalised into a number of independent submatrix 
blocks , thus decomposing the analysis into a number of subproblems which require 
less computational effort. 
Each independent equilibrium submatrix block relates applied loads and inter-
nal forces with particular symmetry properties , and hence any states of self-stress 
or inextensional mechanisms in one of these equilibrium submatrix blocks will 
necessarily have ~rresponding symmetry properties. Thus , a symmetry analysis 
provides valuable insight into the behaviour of symmetric structures by helping to 
identify and classif:)'. any states of self-stress .or inextensional mechanisms present 
in a structure. 
In certain cases it is also possible for a symmetry analysis to identify when 
a structure contains a :ijnite rather than infinitesimal mechanism. To do this a 
symmetry analysis must b~ carried out using the symmetry properties of the inex-
tensional mechanism of interest. If the analysis shows that any states of self-stress 
which exist in the structure have "lesser" symmetry properties, then the states of 
self-stress exist independently from the mechanism and cannot prevent its finite 
motion. 
. 
Keywords: Group Representation Theory, symmetric structure, symmetry group, 
symmetry operation, irreducible matrix representation, symmetry-adapted coor-
dinate system, symmetry subspace, stiffness matrix , equilibrium matrix , block-
diagonalised matrix , state of self-stress, infinitesimal mechanism, finite mechanism, 
Great Orthogonality Theorem, projection 0perator matrix, descent of symmetry. 
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Introduction 
The purpose of this dissertation is to show how the utilisation of symmetry can 
simplify the analysis of any symmetric structure. Of course, all the examples used 
in this dissertation could be analysed using standard "brute force" techniques ; 
however with the use of symmetry the analysis is not only more efficient but also 
provides valuable insight into the behaviour of the structure. 
It is Group Theory that provides a systematic method of describing the sym-
metry of a structure and analysing its implications. The mathematical theory of 
groups is a highly developed and abstract subject; however the actual mathematical 
techniques required to apply the theory are quite simple. 
For the purpo~e of structural analysis, the main outcome of applying Group 
Theory is the systematic method of finding symmetry-adapted coordinate systems 
for a structure and classifying the different SY,mmetry subspaces . This dissertation 
will show that it is "this information, derived fr.om studying the symmetry of the 
structure,that simplifies the an':'lysis into a number of independent sub-problems 
with particular symmetry properties. Hence, the usefulness of Group Theory in 
structural analysis is that it provides the detailed connection between the physical 
properties of the structure· and its symmetry. 
In order to apply Group Theory, two mathematical concepts are required. The 
first is the study of the geometrical symmetry of a structure, which leads to the 
introduction of symmetry groups. The second is the representation of the physical 
properties of the structure using a coordinate system in vector space. This gives 
rise to Group Representation Theory which is described in Chapter, 3 and applied 
extensively throughout the rest of this dissertation. 
The occurrence of symmetry in everyday life ranges through a wide spectrum 
of objects, activities and theorems; for example, the theory of groups , the structure 
of space, equilibrium positions in crystals, the theory of relativity and quantum 
., 
physics, flower petals, Romanesque cathedrals, snowflakes and music. Of interest 
in this dissertation are man-made structures which have symmetry, and because 
1 
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or iLs basic a.es LheLi c appeal (regulari ty, even proporti ons, peri odi ci ty and lrnrmo-
nio 11 s a.rra11 gc111 ent ) , sy rn111 et ry has always bce 11 used ex Lensi vely in art , des ign and 
archi tecture (HargiLtai & lla.rgi tLai 1994). Sy mmetry is also commonly used in en-
gineerin g a.ncl indust ry, in order Lo simplify design and produ cL ion. A good example 
or t he use o l' sy mmet ry i11 a.rchiLecLure is the octagonal ceili11g in E ly Cathedral , 
shown in F'igure 1.1. 
Figure I. J: T he oclagona l ceilin g in l':l y Ca.llicdrnl. 
The word symm.elry is also commonly used in everyday language a.11CI the Collins 
Concise English Di cLionary gi ves the roll dwing cld iniLions: 
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• An exact correspondence m position or form about a gwen point, line or 
plane. 
• Beauty or harmony of form based on a proportionate arrangement of parts. 
For the purpose of structural analysis , a symmetric structure is a structure that 
is left unaltered, geometrically and mechanically, by a symmetry operation. These 
operations may b~ reflections , rotations , improper rotations ( an improper rotation 
is a reflection in a plane followed by a rotation about an axis perpendicular to 
that plane), translations or magnifications. Translations and magnifications only 
leave infinite structures unaltered, and so these two symmetry operations are not 
c:ov..12.r-e.cl in this dissertation. Note however, that apart from regions near their 
boundaries , some repetitive structures will also have translation or magnification 
symmetry, and hence it is likely that similar techniques to the ones described in 
this dissertation can be used to simplify their analysis. Symmetry operations are 
described in more detail in Chapter 3. 
This dissertation aims to review and explain the techniques used to analyse 
symmetric structures subject to any general , i.e. unsymmetric loading. After an 
extensive review of previous work in this field, this dissertation introduces the 
most general way of describing the full symmetry properties of a structure, based 
on Group Theory, and shows how this approach can be used to systematically 
simplify the analysis of a symmetric structure. A technique which is better known 
to structural engineers, known as the Fourier Nlethod, is also presented, but it is 
shown that this method is a special case of the Group Theory method. For both 
methods the techniques that are used to block-diagonalise the full stiffness matrix 
of a structure are presented. It is also shown that sub-structure techniques can be 
used so that the full_ stiffness matrix never n~eds to be generated. 
As it is an introduction to the subject , this dissertation makes a number of 
restrictions and simplifications . . Ffrstly it deals only with discrete matrix analysis 
of structures; but as structures are generally discretised for computational analy-
sis , this is really no restriction. Secondly, it ri1ainly considers pin-jointed structure 
examples . This is to simp°lify the matrices involved in the calculation, and hence 
the complexity of the analysis . However , these techniques are equally suited to 
more advanced elements, as shown in Chapter 7 for rigid frame examples. Thirdly, 
it only considers the static analysis of structures. It shows how the stiffness matrix 
or equilibrium matrix of a structure can be block-diagonalised by choosing coor-
dinate systems based on the symmetry of the structure, and hence .the analysis is 
decomposed into a number of independent subproblems. Chapter 2 reviews work 
where similar Group Theory techniques have been used for dynamic or bifurcation 
analysis of symmetric structures . 
It is commonly understood that , if a structure with a certain type of symmetry 
is subjected to a loading with identical syinmetry, considerable time and compu-
tational effort can be saved by analysing only the symmetry sub-strncture. It is 
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less commonly understood that this is also true if the structure is subjected to any 
general loading; and it is this concept that forms the basis of this dissertation. 
In order to help introduce the analysis of symmetric structures, a simple exam-
ple that is well understood is a structure that has simple bilateral symmetry, i.e. it 
is left in an identical position by a reflection in a central plane. For such a structure 
it is well known that simple symmetry arguments can be used to split any general 
loading into wha~ are commonly called symmetric and antisymmetric components, 
and the structure analysed for each of these separately. An example is shown 
in Figure 1.2, where a 2-dimensional rigid frame is subject to a general loading. 
Using the principle of superposition, the general load on the left can be divided into 
Plane of 
1·e f le et ion 
(b+c)/2 
(a-d)/2 t 
+ 
(a+ d)/2 t (b - c) / 2 
(b+c)/2 
t (a-d)/2 
(c-b)/2 ! (a+d)/2 
Figure 1.2: 2-dimensional rigid frame. Decomposition of a general load into sym-
metric and anti-sym111etric components. 
the symmetric and anti-symmetric load components on the right. The symmet-
ric load component causes symmetric displacements and the anti-symmetric load 
component causes anti-symmetric displacements. The analysis of each of these 
components requires only half the number of simultaneous equations compared 
with the analysis of a general load, and solving a smaller number of simultaneous 
equations (albeit , more than once) reduces both the complexity of the analysis and 
the computational effort required. ' 
This dissertation will show how, using Group Representation Theory tech-
niques, the use of symmetry arguments can be extended to structures with any 
type of symmetry subject to any general loading. 
The layout of this dissertation is as follo,vs. Chapter 2 gives a review of previous 
work that has been carried out on the analysis of symmetric structures. There have 
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been two differing approaches, first the Fourier Method which can only exploit 
rotational symmetry and second, the application of Group Theory which is a more 
general and systematic method of exploiting any type of symmetry. 
Chapter 3 gives an introduction to the analysis of symmetric structures and 
explains how the application of Group Representation Theory can be used to pro-
vide a systematic method to fully describe the symmetry properties of a structure. 
An introduction to Group Theory is given, in particular the theory required to 
find a symmetry-adapted coordinate system for the load and displacement vector 
space of the structure. Using a symmetry-adapted coordinate system, the stiff-
ness matrix is block-diagonalised, thus considerably simplifying the analysis of any 
symmetric structure. Chapter 3 also shows that the Fourier Method described 
in Chapter 2 is simply a special case of the Group Theory method. Techniques 
are also presented to show that only a symmetry sub-structure is required in or-
der to block-diagonalise the stiffness matrix of a symmetric structure, thus further 
simplifying the analysis . 
Chapter 4 goes on to show how Group Representation Theory can also be 
applied to find a symmetry-adapted coordinate system for the internal force and 
elongation vector space, and hence to block-diagonalise the equilibrium matrix of a 
symmetric structure, thus relating internal forces to the applied external loads with 
particular symmetry properties. This symmetry analysis provides valuable insight 
into the static and kinematic response of the structure and considerably reduces 
the computational effort required for a Force Method analysis . In a similar way to 
that presented for the stiffness matrix, this chapter shows that a block-diagonalised 
equilibrium matrix can be calculated using only a symmetry sub-structure. 
Chapter 5 shows how a symmetry analysis can provide valuable insight into the 
nature of structures ·which are both statically' and kinematically indeterminate. In 
particular , a symmetry analysis helps identify and classify any states of self-stress 
and inextensional mechanisms present in a structure and in some cases it can 
identify when such a structure admits a finite mechanism. Utilising the same 
techniques as Chapter 4, an analysis is carried out on a hexagonal ring structure 
which satisfies Maxwell's rule but is statically and kinematically indeterminate. 
Using only symmetry arguments the hexagonal ring is shown to contain a finite 
mechanism. A summary is also given for the general case where a symmetry 
analysis can identify a finite mechanism. 
Chapter 6 shows that the Group Representation Theory method can also easily 
be applied to structures with highly complex symmetry, i.e. structures which have 
more than one main axis of symmetry. A pin-jointed cube is analysed and the 
techniques introduced in Chapter 5 are used to investigate its internal mechanisms. 
Chapter 7 extends the analysis to include more general symmetric structures 
such as frames with rigid joints, and shows t hat the Group Representation Theory 
method used to analyse pin-jointed structures is equally suited to the analysis of 
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these rigid frames. Two interesting frames are analysed and symmetry arguments 
are used to show that both frames contain finite mechanisms. 
Chapter 8 concludes the dissertation and discusses ideas for future research in 
the field of symmetric structures. 
Appendices A and B gives a general introduction to Group Representation 
Theory, and provide some key concepts that are required in this dissertation for 
the analysis of symmetric structures. 
., 
Chapte~ 2 
Previous Work on the Use of 
Symmetry in Structural Analysis 
2.1 Introduction 
This chapter gives a review of the literature relevant to the analysis of symmetric 
structures. In particular it describes the methods employed to exploit symme-
try in structures in order to reduce both the complexity of the analysis and the 
computational effort required. 
The development of methods to exploit the symmetry propedies of a structure 
does not have a clearly defined origin nor a continuous historical path. In common 
with other areas of structural analysis, there has been an increase in the work done 
in this area since the advent of the electronic computer, and especially since the 
development of finite element structural analysis packages . However the underlying 
ideas of symmetry are generally not well known in the structural engineering com-
munity, and the currently available commercial structural analysis packages a.re 
unable to exploit symmetu properties beyond purely rotational symmetry. For 
example, the analysis of large radio telescope or space dome structures, which can 
possess high degrees of rotational and reflective symmetry, as shown in Figures 2.1 
and 2.2, would be considerably simplified by such a facility. 
The use of symmetry in structural analysis is commonly limited to simple sym-
metry arguments , where a structure is termed symmetric if it has an axis of rotation 
symmetry or a bilateral plane of reflection symmetry. Then any symmetric load 
on the structure will result in a similarly symmetric displacements. · 
For the particular case of a structure with bilateral symmetry, it is well known 
that symmetry arguments can be used to simplify the analysis for any general load 
applied to the structure, as demonstrated iR Chapter 1 for the 2-dimensional rigid 
frame shown in Figure 1.2. Some interesting applications of symmetric and anti-
7 
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figure 2. L: Parks radio Le lcscopc, Aus tralia. Wire mesh refl eclor , (:itlm dia111 ctc r. 
sy mme tric load ings a nd deformation paLt<"rns in bilate rall y sy mmetric st ruct ures 
a.re g ive n by C harlto n (1969). C randa.11 , Dahl & Landne r (1978) also gives a use-
fu l description o r syrn met ry prin ciples required Lo de te rmine sy rn111e Lri c l'o rce and 
deformation co111pon e nLs or patte rn s. 
For structures wiLli bila.tera.l sy mmcLry, using th e priu ciplc ol' s uperposition , 
a ny gene ral load can be divided into sy mrn cL ri c and anti -sy mmetri c load compo-
ne nts. The sy 111111 eLri c load com pone nt causes sy mmetri c displaceme nts and Lhe 
a.nti-sy rnrne tric load compone nt causes a nLi -sy rnrncL ri c di s placem e 11 ts. The a nalysis 
o r ea.eh or these co111pone nts requires only ha ir the numbe r o r s imulta11eous equ a-
t io ns com pared with Lile analysis or a genera l load , and solving a small e r numbe r 
o l' s imulta neous equations (albeit , more th .. a.n once) reduces both the complex ity or 
Lhe analysis a.nd the computational e ffort required. 
Previous vVork on tl,c Use of Synimel,ry in StrucJ;u ra.l f\na.lysis 
Figure 2.2: S u11 coast d o 111 e, Florid a. USA . Ca.hi e a 11d st rut prestressed le nsegrily 
don1 e , 210111 dia.111 clc r . 
9 
Howeve r for structu res with more complex syrnmet ry, the use o r these simple 
sy m rne try arguments does not fully ex ploit the sy mmetry of the struc t11re, a11d 
hence the app lication of symmetry to the fi e ld of s tructural analysis is co1n1non ly 
under utilised. Jt is on ly in iso la.t~d cases a11d in speciali sed areas Lita.I. synune try 
a rguments and Group Theory have begun Lo be rull y utili sed. 
Tire ma.in advances in· the analysis of symmetric st ructures have come through 
two diffe ring approaches. The first approach ex ploits only th e rolalio11.11J sy mme-
try o r a s tructure witlr a. rnctlrod based 011 Lh e di scre te Fourie r Lra.n sforrnation. 
T hi s Fourie r Met hod is de ·cr ibed in the nex t. sect ion . The second , more recc11t 
dcve lopmellt, is a me thod whi ch ca11 exp lo it. any ty pe of sy 1nmctry, based on the 
a pp li cat iou of Group Re prese11tation Theory to struct ural analysi s. Thi s is a more 
general and systemati c rn e tlrod of ex ploiting sy mmetry and is the ma in theme ol' 
t his dissertation. 
., 
Previous Work on the Use of Symmetry in Structural Analysis 
2.2 The Analysis of Rotationally Symmetric 
Structures using the Fourier Method 
10 
The Fourier approach was first developed by Fortescue (1918), for the analysis of 
polyphase electrical circuits. Fortescue used a tensor analysis approach to find a 
new symmetry-adapted coordinate system, which reduces the governing system of 
equations into a rtumber of independent sub-systems of equations. Another electri-
cal engineer (Kron 1935) presented Fortescue's method of symmetric components 
in matrix form and set up a transformation matrix ( the Fourier matrix , which 
will be introduced in Chapter 3) which reduces the governing matrix to a block-
diagonalised form. A detailed description of symmetric components in matrix form 
is given by Pipes (1966). 
The first application of discrete Fourier transformation methods to structural 
analysis was made by Renton (1964), who was concerned with the stability anal-
ysis of rotationally symmetric frameworks. Further development has been carried 
out by several authors. Hussey (1967) applied the discrete Fourier transforma-
tion method in order to decouple the stiffness equations of rotationally symmet-
ric frameworks and investigated the buckling under cyclically symmetric loading. 
Thomas (1979) and vVilliams (1986a, 1986b) have provided exact methods for solv-
ing eigenvalue problems for rotationally periodic structures purely from the stiff-
ness equations of the repeating symmetry sub-structure. \i\filli ams showed that this 
sub-structuring technique allows the analysis to be carried out with considerable 
savings in computational effort. Thorn.as also analysed the dynamics of rotation-
ally periodic structures to show that any forced vibrations can be decomposed into 
independent rotating components. Renton (1964) ·and Samartin (1988) have also 
shown how the Fourier approach can be extended to structures with translational 
and magnification symmetry properties. 
The first, general purpose finite element (FE) package to become available 
which was able to simplify the analysis of a rotationally symmetric structure us-
ing a Fourier transformation method was NASTRAN in 1974 (MacNeal, Harder 
& l\ifason 1977). NASTRAN uses methods based on the theoretical work pub-
lished by Fortescue in order to transform general loads into sets of rotationally 
symmetric load components. This is now a common feature of FE packages, e.g. 
ANSYS (Swanson Analysis Systems , Inc. 1992) and ABAQUS (Hibbitt , Karlsson 
and Sorensen, Inc. 1993). However , considering that many structures with high 
degrees of rotational symmetry will also have other types of symmeti-y, for example 
Figures 2.1 and 2.2 show rotational structures which also have planes of reflection, 
it is surprising that the development of FE packages has not been extended to 
include non-rotational symmetry. 
The rest of this section gives a brief oveTview of the analysis of structures with 
purely rotational symmetry, based on the discrete Fourier transformation method. 
Previous vVork on the Use of Symmetry in Strnctura.1 Analysis 11 
The analysis of a rotationally symmetric structure under an arbitrary load sys-
tem can be modelled as a repeated analysis of the symmetry sub-structure subject 
to rotationally periodic components of the load, which are computed using a dis-
crete Fourier transformation. This section shows that the stiffness matrix K for 
any structure with rotational symmetry, will have a known special form such that 
there exists a Fourier matrix which transforms the stiffness matrix into a block-
diagonalised form, 
The Fourier l\if ethod is described with the use of the 2-dimensional pin-jointed 
structure shown in Figure 2.3. A pre-requisite of the Fourier Method is that the 
' 
Figure 2.3: 2-dimensional pin-jointed structure with a polar coordinate system 
for the load and displacement vectors p ·and d. 
coordinate system for the load a.nd · displacement vectors p and d must have the 
same rotational symmetry as the· structure, and such a coordinate system is shown 
in Figure 2.3. Using this polar coordinate system, the stiffness matrix K for the 
whole structure has the following explicit form: 
2 
-v3/2 1/2 -v3/2 1/2 0 
-v3/2 1 0 0 -v3/2 0 
K= EA 
. l 
1/2 0 2 -V?,/2 1/2 -v3/2 
-v3/2 0 -V?,/2 1 0 0 
(2.1) 
1/2 -v3/2 1/2 0 2 -V?,/2 
0 0 -v3/2 0 -v3/2 1 
Equation 2.1 shows that the stiffness matrix K has the special form: 
(2.2) 
Previous 11Vork on the Use of Symmetry in Structura.l Analysis 12 
where the blocks Ki are the submatrices in Equation 2.1. The stiffness matrix K 
is formed by simple permutations of the submatrices in the first row. This special 
form of a matrix is called a blockcirculant matrix (referred to as a quasicirculant 
matrix by Samartin 1988). In general, any rotationally periodic structure with a 
polar coordinate system will have a stiffness matrix with this blockcirculant form. 
It is this special form that enables us to easily understand how the Fourier Method 
will block-diagon<;l.lise the stiffness matrix K. 
Before solving this blockcirculant stiffness matrix, it is helpful to look at the 
simplest form of a blockcirculant matrix, that is a circulant matrix where the 
submatrices are (1 x 1) blocks. An example of a circulant matrix is: 
(2 .3) 
Every ( n x n) circulant matrix has the So..rv-,<Z eigenvectors, and these are given 
by the columns of the Fourier matrix F (Strang 1986): 
1 1 1 1 
1 1 w 
w2 wn-1 
F=- 1 w2 w4 w2(n-1) where w = e21'i/n = v1 (2.4) vn 
1 wn-1 w2(n-1) w(n-1 )2 
In order to apply this solution to the stiffness matrix of a rotationally periodic 
structure it nmst be .extended to blockcirculant matrices. It is not possible to find 
the eigenvectors of a blockcirculant stiffness matrix K from the symmetry of the 
structure alone, and hence the stiffness matrix cannot be fully diagonalised without 
further calculation. However , it is possible to block-diagonalise the stiffness matrix 
using the following block f~n·m of the Fourier matrix: 
I I I I 
F= _1_ 
I wl w 2I wn-11 
I w 2I w4I w2(n-l)J (2.5) vn 
I wn-11 w2(n-l)J w(n-1)21 
where I is an identity matrix of the same size as the permuting matrix blocks Ki, 
in the blockcirculant matrix. 
For the blockcirculant stiffness matrix K of Equation 2.1 , where n = 3 and the 
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identity matrix I is (2 x 2), a vector basis for the block Fourier matrix is: 
1 0 1 0 1 0 
0 -1 0 -1 0 -1 
1 1 0 -1/2+iv'3/2 0 -1/2- iv'3/2 0 (2.6) F-- 0 -1 0 1/2-i/3/2 0 1/2+i/3/2 -13 
1 0 - 1/2-i/3/2 0 -1/2+i/3/2 0 
0 -1 0 1/2+i/3/2 0 1/2-iv'3/2 
The stiffness matrix K is then block-diagonalised as follows: 
K = y- 1 KF (2.7) 
As the Fourier matrix F is a unitary matrix, the inverse Fourier matrix y-i , is 
y-1 = F, where F is the conj ugate transpose of F , and so: 
- EA K=-l 
3 /3 
/3 1 
0 0 
0 0 
0 0 
0 0 
K=FKF (2.8) 
0 0 0 0 
0 0 0 0 
3/2 /3/4+i3/4 0 0 
/3/4-i3/4 1 0 0 
(2.9) 
0 0 3/2 /3/ 4-i3/ 4 
0 0 /3/4+i3/4 1 
Thus the (6 x 6) stiffness matrix K is block-diagonalised into three (2 x 2) complex 
stiffness blocks l((i ) .. Each stiffness block K ~i) acts on an independent subspace 
of the load and di splacement vectors and any general load or displacement vector 
may be decomposed into these ~ub'spaces using the block-columns of the Fourier 
matrix F . 
2.3 The Analysis of Symmetric Structures using 
Group Representation Theory 
Although the Fourier approach has been shown to be useful for structures ·with 
rotational symmetry and some other simple types of symmetry, it is not easily 
extended to structures with more complex symmetry properties . In such cases, 
an alternative approach, based on Group Representation Theory, is more suitable. 
Group Representation Theory provides a systematic way to describe the full sym-
metry properties of any structure and allow.s for the maximum utilisation of these 
symmetry properties in an analysis. 
I 
1 • 
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, · ) ; 
Group Theory is generally regarded C1.S' ~~"i115 h=n ~ll....,,J~ b:; Evariste Galois. The 
concept of a group was introduced by Galois in his work on the theory of equations 
and this was followed up by Baron Augustin Louis Cauchy who originated the 
theory of permutation groups. Another important figure involved in early Group 
Theory is Arthur Cc.~l~_j who defined the general abstract group ( as it is known 
today) and also developed the theory of matrices. The theoretical basis of abstract 
Group Theory has since been extensively developed and an introduction to the 
subject is given by numerous authors (for example Weyl 1946, Leech & Newman 
1969, Serre 1977). Mackay (1980) also provides a detailed review of the history 
and applications of Group Theory. 
Although Group Theory has been widely applied in physics and chemistry ( e.g. 
Hammermesh 1962, Schonland 1965, Cotton 1971 , Bishop 1973) , for example to 
simplify calculations concerning the vibration of molecules or crystals, the litera-
ture applying Group Theory to structural analysis is more scarce. The application 
of Group Theory in physics and chemistry dates back to the turn of the century 
when George Ferdinand Frobenius developed Group Representation Theory. This 
is the most important part of Group Theory in terms of application to the fields 
of chemistry, physics or indeed structural analysis. One of the earliest applications 
of Group Representation Theory in chemistry was in the study of crystal struc-
ture and with the development of X-ray analysis. Hmvever, more important work 
was done by Herman vVeyl who developed the relationship between Group Theory 
and quantum mechanics and created a general theory of matrix representation of 
continuous groups. Another author worth mentioning is Eugene Paul vVigner who 
applied Group Theory to atomic and nuclear problems. It is these developments 
which also allow the application of Group Theor~ to the field of structural me-
chanics and provide the basis for understanding the effects symmetry has on the 
behaviour of a structure. 
Although symmetry is studied in structural engineering it is nearly always done 
without recourse to Group Repr.esentation Theory. Glockner (1973) carried out a 
detailed review of symmetry in applied and structural mechanics and was surprised 
at the lack of literature dealing with Group Representation Theory or even sym-
metry principles. This neglect of the theoretical aspects of symmetry has meant 
that only simple bilateral symmetry and purely rotational symmetry, as discussed 
in the previous section, have regularly been exploited in structural analysis. Since 
Glockner's (1973) paper the situation has improved and the rest of this section 
reviews the relevant authors in this field. 
The first application of Group Theory to structural analysis appears ·to have 
been made by Zlokovic (1973, 1989), who formulated a G-vector analysis based 
on Group Theory, and applied it to problems in statics, vibration and stability. 
From studying applications of Group Theory to physical problems in quantum 
mechanics and mathematical crystallograp·hy, Zlokovic understood that symme-
try governs and simplifies the analysis of a symmetric system. Zlokovic applies 
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Group Theory to find what he termed "G-vector spaces", which are composed of 
"G-invariant subspaces" that have independent systems of equations. The method 
of G-vector analysis is mostly equivalent to the symmetry analysis of the stiffness 
matrix, described in Chapter 3 of this dissertation. However, G-vector analysis 
only calculates G-invariant subspaces corresponding to different irreducible repre-
sentations; additional calculations are required to split the G-invariant subspaces 
corresponding to higher-dimensional irreducible representations, into the smaller 
symmetry subspaces introduced in Chapter 3. Zlokovic uses the idempotents of the 
group algebra to find G-invariant subspaces; these idempotents correspond to the 
projection operator matrices described in Chapter 3. 
Other authors have since applied Group Representation Theory to different 
areas of structural analysis, of which the following papers are either relevant to this 
dissertation, or may be of interest to the reader. Bossavit (1986) introduces the 
Group Representation Theory required to utilise symmetry in structural analysis 
and shows how it can be implemented in finite element codes. Bossavit considers 
continuous and discrete systems, using Group Theory to find reduced linear systems 
of equations with boundary value problems. Bossavit has also shown that the 
Fourier Method is a special case of Group Theory, a point which will be expanded 
in Chapter 3. 
Healey & Treacy (1991) have investigated eigenvalue problems associated with 
statics and vibrations of symmetric structures. Group Representation Theory is 
used to find symmetry-adapted modes which decouple the original eigenvalue 
problem into several smaller, independent eigenvalue problems .. Healey & Treacy 
also provide an exact and efficient procedure requiring only the structural equations 
of the repeating sub-structure in order to decouple the full system of equations into 
symmetry-adapted sub-systems of equations . '.fhe sub-structure methods described 
in Chapters 3 and 4 ·follow from this work. 
Sattinger (1979) and Golubitsky, Stewart & Schaeffer (1988) have carried out 
extensive work to show how Group Theory techniques aid the understanding of 
bifurcation problems with symmetry. Further work has since been carried out by 
Healey (1988), Ikeda& Mui:ota (1991) and Wohlever (1993), who apply Group Rep-
resentation Theory to bifurcation problems in non-linear mechanics, and consider 
symmetry-breaking solutions . The exploitation of symmetry enables the accurate 
computation of singular points and a considerable reduction in the numerical effort 
required for the determination of global solution branches. 
The following authors, Miller (1981), Zhong & Qiu (1983), Dinkevich (1984 , 
1991), Chang & Healey (1988) and Ikeda, Ario & Torii (1992), have also .applied 
Group Representation Theory to various problems in structural analysis . 
In general, these authors all apply Group Representation Theory to the analy-
sis of the stiffness relationship between the external loads and displacements of a 
symmetric structure. Bossavit (1993) however, shows that Group Representation 
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Theory can be equally applied to the equilibrium and compatibility relationships 
of a symmetric structure, which require both the external loads and displacements 
and the internal forces and elongations of the structure. Chapters 4 to 7 of this 
dissertation apply Group Representation Theory to the analysis of the equilibrium 
and compatibility equations of symmetric structures, but take a more concrete ap-
proach than Bossavit to provide a practical computational method. The emphasis 
is placed on the application of Group Theory methods to the analysis of symmetric 
structures, using interesting example structures in order to illustrate how symme-
try governs the behaviour of a structure, and what the implications of symmetry 
are for symmetric structures. 
Of particular interest with the equilibrium and compatibility relationships is 
the introduction of a coordinate system for the internal forces and elongations 
of a structure. The application of Group Representation Theory using internal 
symmetry coordinate systems was first applied to the field of chemistry, where 
an internal coordinate system is used to describe the internal configuration of a 
molecule without regard for its position in the external space. 
Wilson, Decius & Cross (1955) showed that the interatomic distances and angles 
between chemical bonds can be used to define an internal coordinate system for 
a molecule. Such an internal coordinate system will have the same symmetry 
properties as the molecule and hence is suitable for calculating the potential energy 
of a molecule. In contrast, the kinetic energy is best described using an external 
Cartesian coordinate system for the displacements of the atoms. 
A number of authors (Wilson et al. 1955, Schonland 1965, Bishop 1973) have 
investigated the vibrational spectra of moleculesa,.,J ha.v'4si,ov>h that when calculat-
ing normal modes and frequencies of vibrations, symmetric considerations helped 
reduce the required .calculations considerably. This is due to the normal modes 
of vibration of symmetrical molecules having special symmetry properties. Group 
Representation Theory can then be· used to find a symmetry-adapted internal co-
ordinate system where the normal nodes with particular symmetry properties are 
obtained. 
In a similar way, a coordinate system can be defined for the internal forces and 
elongations of a symmetric structure, and using Group Representation Theory a 
symmetry-adapted vector basis can be found for this internal vector space. These 
internal coordinate systems are introduced in Chapter 4. 
Chapte~ 3 
Symmetric Structures and Group 
Representation Theory 
3.1 Introduction 
This chapter provides an introduction to the analysis of symmetric structures, and 
aims to show how the application of Group Representation Theory to symmetric 
structures can be used to simplify the analysis and provide considerable reductions 
in the computational effort required. Group Representation Theory is applied 
to the Stiffness J\!lethod of structural analysis throughout this chapter; the Force 
Nlethod is described in Chapter 4. 
Chapter 2 provided an extensive review of the work clone in the field of sym-
metry structures. This chapter shows that Gl'oup Representation Theory provides 
a general and systematic method t~ fully describe the symmetry properties of a 
structure and to analyse the implications of symmetry on the physical response of 
a structure. 
Group Representation Theory can be used to find symmetry-adapted coordinate 
systems for any symmetric structure. These symmetry-adapted coordinate systems 
are made up of vector symmetry subspaces, each of which have particular symmetry 
properties corresponding to the structure. The analysis of any symmetric structure 
can then be considerably simplified by using these symmetrycaclaptecl coordinate 
systems to block-diagonalise the stiffness matrix. 
The layout of this chapter is as follows. The rest of this section outlines the 
Stiffness Method commonly used in structural analysis. Section 3.2 introduces 
an example structure and defines its symmetry properties. Section 3.3 introduces 
Group Representation Theory, in particular the Great Orthogonality Theorem and 
the projection operator matrix , which are required to fully exploit the symmetry of 
any symmetric structure. Section 3.4 shows how, using the projection operator ma-
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trix, a symmetry-adapted coordinate system can be found for the external load and 
displacement vector space of the example structure. Section 3.5 block-diagonalises 
the stiffness matrix of the example structure into stiffness blocks which define the 
relationship between load and displacement vectors that have a particular type of 
symmetry. 
In Chapter 2 the analysis of rotationally periodic structures using the Fo1trier 
Method was described ; Section 3.6 goes on to show that the Fourier Method is sim-
ply a special case of the Group Representation Theory method. Finally, Section 3. 7 
shows how techniques, utilising only the the repeating symmetry sub-structure, can 
be used to further simplify the analysis of the stiffness matrix. 
3.1.1 Stiffness Matrix 
The Stiffness Method of structural analysis relates the applied external loads to 
the resulting external deflections at the joints of a structure (Livesley 1975). For 
small perturbations about the initial configuration of a structure, these stiffness 
equations can be linearised as a matrix relationship. 
The system of stiffness equations for a general structure is given by: 
Kd=p 
where: K is the stiffness matrix. 
d is the external displacement vector. 
p is the external load vector. 
(3.1) 
The above stiffness equations are equally suited to the analysis of pin-jointed struc-
tures, rigid body frames or finite element discretisation of continuous structures. 
However, the examples used in thi~ chapter are limited to pin-jointed structures, 
in order to simplify the qrntrix calculations . 
3.2 Pin-Jointed Structure with C 3v Symmetry 
Shown in Figure 3.1 is a pin-jointed structure in 2-dimensional space which will be 
used to demonstrate how the symmetry properties of a structure can be defined in 
terms of symmetry operations. This pin-jointed structure is used th'roughout this 
chapter and will be referred to as the "example structure". · 
In order to exploit these symmetry properties , vector coordinate systems can 
be attached to the structure, allowing the symmetry operations to be written 
down as matrix representations. Group Representation Theory uses these matrix 
representations to find symmetry-adapted coordinate systems for the structure, 
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line a 
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l/2 ,/3//2 
Figure 3.1: Pin-jointed structure in 2-dimensional space. All joints are pinned. 
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and hence it is possible to show that a stiffness matrix can be block-diagonalised 
using a symmetry-adapted coordinate system for the load and displacement vector 
space. 
A symmetry operation is an operation, such as a rotation about an axis or a 
reflection in a plane, that brings a structure into a new position which coincides 
exactly with the original position, such that the structure is left in a geometrically 
and mechanically identical configuration. This is called an equivalent configuration. 
A full description of all the different possible symmetry operations is given in 
Appendix A.l. 
The example structure has 3-fold rotational symmetry in its plane and reflection 
symmetry in the three lines a, b and c. Hence, it is transformed into an equivalent 
configuration by the follow.ing set of symmetry operations: 
1. The identity, symmetry operation E. 
2. Rotation by 120° about the origin 0, symmetry operation C3 . 
3. Rotation by 240° about the origin O, symmetry operation CJ. 
4. Reflection in line a, symmetry operation cr0 • 
,5 . Reflection in line b, symmetry operation crb. 
6. Reflection in line c, symmetry operation ere. 
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Figure 3.1: Pin-jointed structure in 2-dimensional space. All joints are pinned. 
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and hence it is possible to show that a stiffness matrix can be block-diagonalised 
using a symmetry-adapted coordinate system for the load and displacement vector 
space. 
A symmetry operation is an operation , such as a rotation about an axis or a 
reflection in a plane, that brings a structure into a new position which coincides 
exactly with the original position, such that the structure is left in a geometrically 
and mechanically identical configuration. This is called an equivalent configuration. 
A full description o.f all the different possil?le symmetry operations is given in 
Appendix A.l. 
The example structure has 3-fold rotational symmetry in its plane and reflection 
symmetry in the three lines a , b and c. Hence, it is transformed into an equivalent 
configuration by the follo~ing set of symmetry operations: 
1. The identity, symmetry operation E. 
2. Rotation by 120° about the origin 0, symmetry operation C3 . 
3. Rotation by 240° about the origin O, symmetry operation CJ. 
4. Reflection in line a, symmetry operation CYa . 
5. Reflection in line b, symmetry operation CYb. 
6. Reflection in line c, symmetry operatjon rYc · 
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Notice the terminology introduced here. The symbol E is used for an identity 
operation. C3 for a rotation by an angle 120° about the origin 0 , and CJ for two 
operations C3 , i.e., a rotation by an angle 240° about the origin 0. O"a for a reflection 
in line a, O"b for a reflection in line b, and a-c for a reflection in line c. Also note that 
rotations are defined as positive in the anti-clockwise direction. The terminology 
used for symmetry operations is described in more detail in Appendix A.l. 
For any structure it is possible to write down the distinct symmetry operations 
that can be performed on the structure to bring it into an equivalent configuration. 
This set of symmetry operations forms the symmetry group of the structure. For 
example, the six symmetry operations {E, C3, CJ, a-a, a-b, a-c} of the example 
structure in Figure 3.1, constitute the symmetry group C 3v. 
The total number of possible symmetry groups is restricted , and hence many 
structures will share the same symmetry group. The restriction that translations 
or magnifications are not allowed, limits the symmetry groups that are consider in 
this dissertation to a set known as point gro1tps. Symmetry groups are discussed 
in more detail in Appendix A.2. 
Each symmetry group is defined by a multiplication table of its symmetry op-
erations. For the example structure with symmetry group C 3v, a rotation by 120° 
about the origin 0 , symmetry operation C3 , followed by a reflection in line a, 
symmetry operation a-a, is exactly the same as a reflection in line b, symmetry op-
eration O"b. The complete multiplication table for group C 3v is shown in Table 3.1. 
1 st Operation 
E C3 c2 . 3 CJ" a O"b (J" C 
.:: E E C3 c2 3 CJ" a O"b (J" C 
.S C3 C3 .CJ E (J" C O"a O"b ..., 
oJ 
t 0 2 c2 E C3 O"b (J" C CJ" a P. 3 3 
0 E C3 c2 "Cl CJ" a CJ" a O"b (J" C 
~ 3 
N 
O"b c2 E C3 O"b (J" C O"a 3 
(J" C (J" C CJ" a O"b C3 c2 3 E 
Table 3.1: Multiplication table for symmetry group C3v . 
3.2.1 Matrix Representations of Synunetry Operations 
Once a coordinate system is attached to a structure, it enables the symmetry op-
erations acting on the structure to be writt~n down as matrix operations acting on 
the vectors defined by the coordinate system. These matrices will of course change 
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depending on the co~rdinate system that is used, but for a particular coordinate 
system, each symmetry operation will be represented by a unique matrix. The 
complete set of matrices that represent every symmetry operation in a symmetry 
group are then said to form a matrix representation of the group. These matrices 
will , obviously, also follow the group multiplication table. 
Section 3.1.1 shows that a coordinate system is required to define the external 
load and displacement vectors which act on a structure. In Figure 3.2 a coor-
dinate system th~t is suitable for representing both the load vectors p and the 
displacement vectors d, is attached to the example structure. 
' 
P2 , d2 
t P1 , d1 
p4 , d4 
-- t p3 , cl3 
o. --
PG, d5 t 0 
--p5, cl5 
Figure 3.2: A Cartesian coordinate system for the external load and displace-
ment vector space V p· 
Unit vectors in the direction of Pi-p6 or di-d6 form a vector basis for this 6-
dimensional space in which the loads or displacements are represented, and the 
symbol VP is used to de'note this vector space. It is then possible, using Group 
Representation Theory, to show how this vector space can be split into independent 
symmetry subspaces, each of which will show different aspects of the symmetry of 
the structure. 
Using the particular vector basis shown in Figure 3.2, i.e. a Cartesian coordinate 
system, a matrix representation of the group can be written down. For example, 
following a rotation by 120° about the origin 0 , the new component. of load in the 
1 direction, p~ will be a combination of the components of load that were formerly 
in the 3 and 4 directions , p3 and p4 , specifically: 
(3.2) _ 
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Similar expressions can be written for every other vector component to define the 
matrix operation P ( C'3 ): 
0 0 -1/2 -v3/2 0 0 
0 0 v3/2 -1/2 0 0 
P(C'3) = 0 0 0 0 -1/2 -v3/2 (3.3) 0 0 0 0 v3/2 -1/2 
-1/2 -v3/2 0 0 0 0 
v3/2 -1/2 0 0 0 0 
The complete set of matrices representing the effects of the symmetry operations 
on either the load or displacement vectors p or d, in the Cartesian coordinate 
system of Figure 3.2, are shown in Table 3.2. 
P(E)= D(E)= P(o-a)=D(o-a) = 
1 0 0 0 0 0 0 0 0 0 1 0 
0 1 0 0 0 0 0 0 0 0 0 -1 
0 0 1 0 0 0 0 0 1 0 0 0 
0 0 0 1 0 0 0 0 0 -1 0 0 
0 0 0 0 1 0 1 0 0 0 0 0 
0 0 0 0 0 1 0 -1 0 0 0 0 
P (C3) =D(C'3)= P ( o-b) = D ( o-b) = 
0 0 -1 /2 -../3/2 0 0 -1/2 - /3/2 0 0 0 0 
0 0 /3/2 -1/2 0 0 -/3/2 1/2 0 0 0 0 
0 0 0 0 - 1/2 -/3/2 0 0 0 u -1/2 -/3/2 
0 0 0 0 ../3/2 -1/2 0 0 0 0 -/3/2 1/2 
-1/2 -/3/2 0 0 0 0 0 0 -1/2 -/3/2 0 0 
/3/2 -1/2 0 0 0 0 0 0 -/3/2 1/2 0 0 
P(CD= D(CD = P( O"c) = D( O"c) = 
0 0 0 0 -1/2 /3/2 0 0 -1/2 /3/2 0 0 
0 0 0 0 - /3/2 -1/2 0 0 /3/2 1/2 0 0 
-1/2 /3/2 0 0 0 0 -1/2 ../3/2 0 0 0 0 
-/3/2 -1/2 0 0 . 0 0 /3/2 1/2 0 0 0 0 
0 0 -1/2 /3/2 0 0 0 0 0 0 -1 /2 /3/2 
0 0 -/3/2 -1/2 0 0 0 0 0 0 /3/2 1/2 
Table 3.2: Load and displacement vector matrix representation P and D , of 
symmetry group C3v· 
These matrices constitute the reducible matrix representation P and D of the sym-
metry group C 3v. The reader may wish to check that these matrices do indeed 
follow the multiplication table for group C3v , shown in Table 3.1. The term re-
ducible will be explained in Section 3.3 . .. 
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3.3 Group Representation Theory 
This section introduces the Group Representation Theory required to find the 
symmetry-adapted coordinate systems of any symmetric structure. In particular 
the Great Orthogonality Theorem and the projection operator matrix are described 
in terms of structural analysis. Appendix A gives a more general and detailed de-
scription of Group Representation Theory required for the analysis of symmetric 
structures. This· dissertation aims only to introduce the reader to the relevant 
Group Representation Theory. No proofs are given for any of the theoretical prop-
erties described. If the reader is interested in the mathematical background to 
these ideas , the following standard textbooks on Group Representation Theory are 
recommended , Schonland (1965) or Bishop (1973). 
In Figure 3.2, a Cartesian coordinate system was defined for the load and 
displacement vector space VP of the example structure. This Cartesian coordinate 
system resulted in the reducible matrix representation shown in Table 3.2. 
Group Representation Theory shows that, had a particular choice of coordi-
nate system been used, the equivalent matrix representation vvould be in a block-
diagonal form, with the blocks being as small as possible. These blocks are called 
the irred1tcible matrix representations r(µ) of a symmetry group ( a more detailed 
description of irreducible matrix representations is given in Appendix A.3). 
For a general vector space V , a block-diagonalised matrix representation R will 
have the following form , irrespective of the particular structure: 
R= 
Where: r~,) = rt) for all ?TI, and n, if f.l = V. 
d~) -=f. rt) for all m and n , if ft -=f. v. 
a is the number of different r(µ). 
a,, is the multiplicity of each differeht r(µ). 
rv denotes a block-diagonalised matrix. 
(3.4) 
1 
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Equation 3.4 shows that each irreducible matrix representation r!µ) operates on an 
irreducible invariant subspace V;'t), such that the vector space V is now given by: 
V = (v(i) · · · v(i) · · · v(µ) · · · v(µ) · · · v(a) · · · v(a)) (3.5) 1 ' ' a.1 ' , 1 , , a.µ , ' 1 ' , a.0 
The multiplicity a,, of each different f(,,) can change depending on the particular 
structure under a!lalysis, but the contents of a particular f(µ) depend only on 
the symmetry group. For all symmetry groups with only one main n-fold axis of 
symmetry these irreducible matrix representations f(µ) are either (1 x 1) or (2 x 2), 
while for other symmetry groups they may also be (3 x 3). For a particular p, if 
f(µ) is ( 1 x 1) , then its vector basis will be unique. However , if r(,,) is of higher 
dimension there will be a choice of vector basis, although f(P) will always have 
the same trace and determinant for each symmetry operation, irrespective of the 
choice of vector basis. 
The irreducible matrix representations r(µ) for the symmetry group C3v , are 
shown in Table 3.3. f(Ai) and f(A 2 ) are (1 x 1) representations , and hence are 
unique. f(E) is a (2 x 2) representation , and so there is a choice of vector basis for 
this representation. Shown in Table 3.3 is one particular choice of vector basis for 
f(E) that will be used to find the load and displacement vector symmetry subspaces 
later in this chapter. A different choice of vector basis gives an equivalent f(E) , and 
the effect this has on the symmetry subspaces is discussed later. Obviously, the 
irreducible matrix representations in Table 3.3 will also follow the multiplication 
table for the group, shown in Table 3.1. 
For the example structure, shown in Figure 3.1, the block-diagonalised matrix 
representation P ( and D), actually has the following form: 
~ 
-
I r~A,) . 
0 
f(A 2) 
1 
P= r CE) 1 (3.6) 
0 f(E) 2 
~ 
-
Inserting the irreducible representations from Table 3.3 into Equation 3.6, a com-
plete set of block-diagonalised matrices are obtained, as shown in Table 3.4. 
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C3v E , C3 C] (}' C 
-+-----------------------------
r (Ail 1 1 1 1 1 1 
f(A2) 1 1 1 -1 -1 -1 
f(E) [ 1 0] [-'1;2 -,/3/2] [ -1./2 ,/3/2] [1 0 ] [ -1/2 -,/3/2] [-1/2 ,/3/2 ] 0 1 ,/3/2 -1/2 -,/3/2 -1/2 0 -1 -,/3/2 1/2 ,/3/2 1/2 
Table 3.3: Irreducible matrix representations of symmetry group C 3v. 
P(E)=D(E)= 
1 0 0 0 0 0 
0 1 0 0 0 0 
0 0 1 0 0 0 
0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 1 
P(C3)= D(C3)= 
1 0 
0 1 
0 0 
0 0 
0 0 
0 0 
0 
0 
-1/2 
,/3/2 
0 
0 
0 
0 
-v3/2 
-1 /2 
0 
0 
P(Ci)= D(Ci)= 
1 0 
0 1 
0 0 
0 0 
0 0 
0 0 
0 
0 
-1/2 
-,/3/2 
0 
0 
0 
0 
,/3/2 
-1/2 
0 
. 0 
0 
0 
0 
0 
-1/2 
v3/2 
0 
0 
0 
0 
-,/3/2 
-1/2 
0 0 
0 0 
0 0 
0 0 
-1/2 v3/2 
-,/3/2 -1/2 
P(O'a)= D(O'a) = 
1 0 0 0 0 0 
0 -1 0 0 0 0 
0 0 1 0 0 0 
0 0 0 -1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 -1 
P (O'b)= D(O'b)= 
1 0 
0 -1 
0 0 
0 0 
0 0 
0 0 
1 0 
0 -1 
0 0 
0 0 
0 0 
0 0 
0 0 0 0 
0 0 0 0 
-1/2 -,/3/2 0 0 
-,/3/2 1/2 0 0 
0 0 
0 0 
0 0 
0 0 
-1/2 ,/3/2 
,/3/2 1/2 
0 0 
0 0 
-1/2 -,/3/2 
-v3/2 1/2 
0 0 
Q. 0 
0 0 
0 0 
-1/2 v3/2 
,/3/2 1/2 
Table 3.4: Block_:-diagm~alised_ loa·d and displacement vector matrix representa-
tion P and D , of symmetry group C 3 v , 
It is clear from the block-diagonalised matrix representation P, that the vector 
space VP (in this case a 6-dimensional space of loads or displacements) has been de-
composed into a number of irreducible invariant subspaces V~~) , ea.eh operated on 
by a particular irreducible represent~tion f;''). Because of the block-diagonalised 
nature of the matrix representation P , any vector in an irreducible ,invariant sub-
space v~l, will remain within that subspace following any symmetry opel'ation of 
symmetry group C3v· 
Although the block-diagonalised matrix representation P is an important con-
cept, finding the coordinate system that js required to generate it will not be 
pursued. Instead, it is possible to generate the required symmetry subspaces di-
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rectly from the irredlicible matrix representations riµ), which leads to the block-
diagonalisation of the stiffness matrix, the ultimate aim of this chapter. 
From the irreducible invariant subspaces, these symmetry subspaces can be 
defined in two steps. First, the summation of the irreducible invariant subspaces 
V~) corresponding to each r(,,), is required: 
y(µ) = (v(µ) v(µ) . . . y(µ) ) 
p pl , p2 ' ' pa1, (3.7) 
Each of these invariant subspaces V~) represents a particular type of symmetry. 
Second, for any subspace V~') that correspond to f(µ) bigger than (1 x 1) , this 
subspace can be further decomposed into subspaces corresponding to the different 
rows of f( 11 ), each of which will represent a further refinement on the type of 
symmetry. It is these subspaces that are called symmetry subspaces, V~,)i. Hence, 
for the example structure: 
1. VbAi) = V~~i) is a 1-dimensional symmetry subspace. 
2. VbA2) = V~~2) is a 1-dimensional symmetry subspace. 
3. VbE) = ( V~~), V~~)) is a 4-dimensional subspace which can be decomposed 
into two 2-dimensional symmetry subspaces VbE)l and VbE) 2• 
To find these symmetry subspaces V~)\ requires the Great Orthogonality Theorem 
and the projection operator matrix. 
3.3.1 Great Orthogonality Theorem and the Projection 
Operator Matrix· 
The Great Orthogonality Theorem is a remarkable relationship between the differ-
ent irreducible representations of a symmetry group and may be put into words as 
follows: 
Each irreducible representation (if 1-dimensional) ) or particular component of 
an irreducible representation (if higher-dimensional) is orthogonal to every other 
1-#mensional irreducible representation or component of a higher-dimensional ir-
reducible representation. 
This property also holds for the cases where the irreducible representations are 
complex, but of course orthogonality then requires the complex conjugate of one 
of the two terms. The Great Orthogonality Theorem is stated in Appendix A.4 
and a proof is given by Bishop(1973). Its validity however, can be easily verified 
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-
for the symmetry gro'up C 3v. For example, from Table 3.3, f(A 2 ) is orthogonal to 
the (1,2) component of f(f): 
J3 J3 J3 J3 ( 1 X Q) + ( 1 X - - ) + ( 1 X -) + ( -1 X Q) + ( -1 X - - ) + ( -1 X -) = 0 ( 3 ,8) 2 2 2 2 
The same orthogonality would be found for any choice of different component of 
any f(µ) in the symmetry group . 
Hence, the Great Orthogonality Theorem enables the symmetry subspaces to 
be found using the following procedure: 
1. A linear combination of the matrices of a general reducible matrix repre-
sentation R, where each matrix is multiplied by the i,j component of the 
corresponding irreducible matrix representation f(µ), will give the projection 
operator matrix oir) . 
2. The column space of oir) defines the symmetry subspace y(µ)i . 
This is particularly easy to show if the block-diagonalised matrix representation 
R of a symmetry group is being used ; however similar arguments can then be 
extended to any reducible matrix representation R. A heuristic proof follows for 
the example structure with C 3v symmetry, to find a vector basis for symmetry 
subspace V~E)l ( the symmetry subspace corresponding to the first row of irreducible 
representation f(E)). Appendix A.5 contains a rigorous proof of the projection 
operator matrix. 
Using the procedure described above to find the projection operator matrix 
Oif) , the matrices of the block-diagonalised matrix· representation P given in Ta-
ble 3.4, are multiplied by the corresponding (l,1) component of irreducible matrix 
representation f(E) and summed over all the operations in syn1metry group C3v. 
By the Great Orthogonality Theorem, this summation will reduce to zero every 
component except the (1,1) component of f(E): 
0- (E) _ ~ f(E)p- _ 11-~11 -
p 
To 
0 
~ 
3 0 
0 0 (3.9) 
3 0 
0 0 
Note that in general, the complex conjugate of I'ifl must be used, but 111 this 
example all numbers are real. 
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The column space ' of the projection operator matrix Oif) defines the symmetry 
subspace V~E)l in the symmetry-adapted coordinate system, and an orthonormal 
b , V-(E)l . vector as1s, p 1s: 
- (E)l - (E) V = column space of 0 11 = . p 
0 
0 
1 
0 
0 
0 
0 
0 
0 (3.10) 0 
1 
0 
where"' denotes that this symmetry-adapted vector basis is written in the symmetry-
adapted coordinate system and hence is denoted V~E)l. 
Note that the (1 ,2) component of the third irreducible matrix representation fif) , will give the same symmetry subspace V~E)i. 
The same procedure also works for the case where the original problem was not 
defined in the symmetry-adapted coordinate system, but in a more common coor-
dinate system such as a Cartesian or polar coordinate system. In general, any re-
ducible matrix representation R can be transformed into a block-diagonalised rep-
resentation R by a similarity transformation. For example, the block-diagonalised 
representation P that operates on the symmetry-adapted load and displacement 
vector space VP of the example structure, is given by: 
- T p = VPPVp (3.11) 
where the orthogonal matrix VP is as yet unknown: 
Equation 3.11 can be rearranged as : 
. - T 
. p = VpPVP (3.12) 
Hence, following the same procedure described above , but now using the reducible 
matrix representation P to find a basis for V~E)l in the original coordinate system, 
the matrices P given by Table 3.2, are now multiplied by the (1,1) component 
of the third irreducible representation rif) and summed over all the symmetry 
operations in the symmetry group C3v: 
""'r(Elp - ""'r(El(v PVT) L 11 -L 11 P P (3 .1 3) 
p p 
Since matrix multiplication is distributive, the right hand side of Equation 3.13 
can be rewritten as: 
°'"' r(Elp = v (°'"' r(E)P)VT L 11 P L:.,; 11 P (3.14) 
p p 
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Then , substituting Equation 3.9 into the right hand side of Equation 3.14 gives: 
'"""" (E) L.tfnP=Vp 
'p 
To 
-
0 
3 
0 
0 
0 
3 0 
0 0 
-
-
yT 
p (3.15) 
Equation 3.10 shows that the column space of Lf> fi~)p defines the symmetry 
subspace 'V~E)l in the symmetry-adapted coordinate system. Now, Equation 3.15 
shows that LP fi~)p is a similar matrix to Lf> fi~)p and hence, its column space 
also defines the symmetry subspace 'V~E)l' but in the original Cartesian coordinate 
system of Figure 3.1. Hence: 
'V~E)l = column space of L fi~)p 
p 
(3.16) 
Similar expressions can be written for each of the matrix components rir) of any 
irreducible matrix representation in symmetry group C 3v , to find the orthonormal 
basis vector for all the symmetry subspaces V~)i_ · 
Thus, for a general matrix representation R , vyhich operates on some given 
vector space V of a structure, a vector basis for each of the symmetry subspaces 
y(µ)i is given by the column space of the proj ection operator matrix air): 
y(µ)i = colurnn ~pace of a(,,) = '""""r(µ)R 
1) L.t !J (3.17) 
R 
Hence, the irreducible mat1:ix representations define the different symmetry sub-
spaces y(,,)i that make up the full space V. Each symmetry subspace y(µ)i corre-
sponds to row i of irreducible matrix representation f(µ) and as the next section 
will show, has particular symmetry properties. 
Note that strictly speaking, symmetry subspace y(µ)i is given by the column 
space of the projection operator matrix in Equation A.29, where the complex con-
jugate term ri;,)* is used. However, for real irreducible representations f(,,)* ~ f(,,). 
Furthermore, Appendix A.3 slmws that any symmetry group with a complex irre-
ducible representation f(c) will also have its complex conjugate pair f(c)*. Thus , 
the projection operator matrix in Equation 3.17 is "equivalent" to that in Equa-
tion A.29. ~ 
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3.4 External Symmetry-Adapted Coordinate 
System 
The example structure in Figure 3.1 has C3v symmetry properties defined by t he 
three irreducible matrix representat ions f(µ), shown in Table 3.3. Hence, using 
these irreducible matrix representat ions and the projection operator matrix , the 
external vector sp,ace VP can be decomposed into four symmetry subspaces : 
v = (v(A1) y(A2) y(E)1 y(E)2) 
P P ' P'P'P (3.18) 
A vector basis for each of the symmetry subspaces V~)i is given by the column 
space of the projection operator matrix: 
(3.19) 
Hence, to find a vector basis for the symmetry subspace V~Ai) that corresponds 
to the first irreducible representation f(Ai), the reducible representation P from 
Table 3.2 are used, and the first irreducible representation f(Ai) from Table 3.3 to 
give: 
0 (A1) _ '""""r(A1) p 11 -~ 11 
p 
[1 x P(E)+l x P(C3 )+1 x P(CJ) +l x P (O"a) +l x P (db) +l x P(O"c)] 
1 / v'J.44 -1 / \!'48 -1 //36 0 1 /v'J.44 . 1 //48 
-1/ /48 1/4 1/Vl2 0 -1//48 -1/4 
-1//36 1/02 1/3 0 -1//36 -1/02 
0 0 0 0 0 0 (3.20) 
1/v'l« -1/\!'48 ---=-1 //36 0 1/v'l« 1//48 
1/\!'48 -1/4 -1/v'12 0 1/\!'48 1/4 
A sui table vector basis VP (Ai) for the symmetry subspace V~1 ) can then be chosen: 
1/Vl2 
-1/2 
-1//3 
0 
1/Vl2 
1/2 
(3.21) 
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A similar calculation is carried out to find a vector basis VP (A2 ) for the symmetry 
\\T(A2) 
subspace "'p : 
1/2 
1/vl2 
0 
-1/v'3 
-1/2 
1/vl2 
(3.22) 
To find a vector basis VP (E)l for the symmetry subspace V~E)i, either of the two 
components of the first row of the third irreducible representation f(E) will give an 
identical vector basis: 
V (E)l _ p -
I~ 
yl5/12 
1/Jw 
1/05 
0 
yl5/12 
-1/Jw 
0 
1/vs 
-~ 
0 
0 
-1/vs 
(3.23) 
Similarly, a vector basis VP (E) 2 for the symmetry subspace V~E) 2 can be found 
by using either of the two components of the second row of the third irreducible 
representation f(E): 
-1/vw -1/vs 
-y'3/w V4f15 
yp(E)2 = 0 0 (3.24) 
-vm -1/05 
· 1/vw 1/vs 
-y'3/w ~ 
These basis vectors define a new symmetry-adapted coordinate system for the 6-
dimensional load and displacement vector space V p· To transforms load and dis-
placement vectors from the symmetry adapted coordinate system to the original 
Cartesian coordinate system shown in Figure 3.2, requires the orthonormal matrix 
V p , which has the above basis vectors written side by side: 
1/Vl2 1/2 yl5/12 0 -1/Jw -1/V5 
-1/2 1/v12 1; vw 1/vs -y'3fio ~ 
VP= -1/\1'3 0 1/05 -vm 0 0 (3 .25) 0 
- 1/v'3 0 0 
-vm -1//15 
1/vl2 -1/2 yl5/12 0 1;vw 1/vs 
1/2 1/v12 -1/Jw -1/vs -y'3/w ~ 
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' 
a\ !'3 fJ/ 
a 
- 0. 0. 
I/ 
a 
(a) / (b) ~ ~ 
' ' 
f 
'Y ~ ,/V3 
o//1 17 I i 
-
-
0. 
77 \ i 0 \/3£ 
'Y /; \/317 
f 
®' (c) ®' (d) 
Figure 3.3: External load and displacement vector symmetry subspaces: ( a) 
V~ 1) ; (b) V ~A , ); (~) V~E)1; (d) V ~E) 2 . a -'I] are arbitrary constants. 
To understand these new basis vectors, it is best to look at them drawn out in 
Figure 3.3. Each of the symmetry subspaces corresponds to a particular type 
of symmetry. Any vector in the symmetry subspace VbAi) is left unchanged by 
any symmetry operation of the symmetry group C 3v, which explains why the 
irreducible representation f(Ai) is [l] for any symmetry operation. Any vector in 
the symmetry subspace VbA2) is left unchanged by any rotation , but is reversed by 
any reflection, and so the irreducible representation f(A 2 ) is [l] for a rotation , but 
[-1 ] for a reflection. Any vector in VbE)l has only reflection symmetry in line a, 
while any vector in VbE) 2 has only reflection anti-symmetry in line a. It can be seen 
why f(E) is a 2-dimensional irreducible representation , as the effect of symmetry 
operations on these symmetry subspaces is n~ore complex, with a coupling between 
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the basis vectors. 
It should be noted that, VbE)l and VbE)2 contain vectors which are symmet-
ric and anti-symmetric in line a because of the particular choice of vector basis 
that was made for the 2-dimensional irreducible representation f(E) . A different 
choice would have given an equivalent f(E), and made vectors in VbE)l and VbE)2 
symmetric and anti-symmetric in another line. 
3.5 Block-Diagonalised Stiffness Matrix 
Using Group Theory to exploit the full symmetry of the example structure, it has 
been possible to decompose the load and displacement vector space VP into sym-
metry subspaces v~li. Each of these symmetry subspaces corresponds to different 
symmetry properties of the example structure. 
If the response of the example structure is linear , a load vector p from any 
of the symmetry subspaces V~')i shown in Figure 3.3, will induce a displacement 
vector d from the same symmetry subspace. Hence, the stiffness matrix K will 
block-diagonalise into four submatrix blocks, each corresponding to a particular 
symmetry subspace v~li. 
The_ key to the block-diagonalisation is to define load and displacement vectors 
p and d in the symmetry-adapted vector basis VP given by Equation 3.25. These 
can be transformed into equivalent load and displacement vectors p and d in the 
original Cartesian vector basis shown in Figure 3.1, by the following transforma-
tions: 
(3 .26) 
(3 .27) 
Substituting Equations 3.26 and ·3.27 into the stiffness equation Kd = p gives: 
KVp<l = Vpp 
Multiplying both sides of Equation 3.28 by V~: 
The block-diagonalised stiffness matrix K is therefore: 
and the symmetry-adapted stiffness equation is now: 
.• 
Kd=f> 
(3.28) 
(3.29) 
(3.30) 
(3.31) 
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The (6 x 6) stiffness matrix K for the example structure, written in the original 
Cartesian coordinate system, can be found using standard methods: 
1 
-v'3/2 -3/4 /3/4 0 0 
-v'3/2 2 /3/4 -1/4 0 -1 
EA 
-3/4 v'3/4 5/2 0 -3/4 -v'3/4 (3.32) K=-l /3/4 -1/4 0 1/2 -/3/4 -1/4 
0 0 - 3/ 4 -/3/4 1 /3/ 2 
0 -1 
-v3/4 -1/4 /3/2 2 
where E is Young's Modulus, A is the cross-sectional area and all bar-elements 
are of length l. 
Hence substituting Equation 3.25 and Equation 3.32 into Equation 3.30, the 
block-diagonalised stiffness matrix K is: 
- EA K = -
l 
14 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.4 
0.3 
0 
0 
0 0 0 
0 0 0 
0.3 0 0 
2.1 0 0 (3.33) 
0 0.4 0.3 
0 0.3 2.1 
Equation 3.33 shows that the block-diagonalised stiffness matrix K consists of a 
number of independent stiffness blocks l((µ) i along the diagonal. Each of these 
blocks operates on the symmetry-adapted load and displacement vectors p(,,)i and 
J(µ) i that belong to the symmetry subspace V~)i_ .Each stiffness block l((,,) i can 
be solved separately to give the induced displacement vectors in equilibrium with 
the applied load vectors . · 
Hence, the full stiffness equation Kd = p, defined in the original Cartesian 
coordinate system of Figure 3.1 , has been decomposed into four independent sub-
equations which consider the relationship between load and displacement vectors 
that have a particular type ·of symmetry: 
(3.34) 
The independent stiffness blocks in these four independent sub-equations can be 
calculated separately and are given by the following transformation: 
l((,,) i = V p (µ)iTKV p (µ) i 
· (3.35) 
The independent stiffness blocks l((,,) i are given by a transformation to a symmetry-
adapted coordinate system for the load and displacement vector space. This 
symmetry-adapted coordinate system is found using symmetry arguments alone, 
and hence Equations 3.30 and 3.35 are valid for any general symmetric structure. 
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3.6 The Fourier Method as a Special Case of the 
Group Representation Theory Method 
In Chapter 2 a review was carried out on the analysis of rotationally periodic 
structures using the Fourier method. This section goes on to show that the Group 
Representation Theory method will give identical results if it uses the same polar 
coordinate system1 and only the rotational symmetry properties of the structure. 
Now the calculations done in Sections 3.2-3.4 using the Group Representation 
Theory method are repeated, but with only the rotational symmetry properties 
of the example structure, i .e. using the symmetry group C 3 instead of C3v. By 
doing this it is possible to show that the Fourier Method described in Chapter 2, is 
actually a special case of the more general Group Representation Theory method. 
The irreducible representations f(µ) of symmetry group C3 are shown in Ta-
ble 3.5, and include a complex conjugate pair of irreducible representations r(c) 
and r(c)*. In Mulliken's notation (see Appendix A.3) this complex conjugate pair 
of irreducible representations are bracketed together and denoted f(E). It is im-
C3 E C3 c2 3 
f(A) 1 1 1 
(E) _ { f( c) { i w w* } r - r(c)* w* w 
where: E is the identity operation 
C3 is a rotation by 21r /3 about the origin 0 
w = ei2rr/3 = -1/2 + iv?,/2 . 
w* = w2 = ei4rr /3 = -.yT 
Table 3.5: Irreducible representations of symmetry group C 3 . 
portant to note that the CO'lnple:r conjugate of the irreducible representations in 
Table 3.5 are identical to the columns of the Fourier matrix of Equation 2.4 for 
n = 3, and it is possible to show that this is true for any symmetry group Cn 
(although some reordering of the irreducible representations may be necessary) . 
To use the Group Representation Theory method, it is now necessary to gener-
ate a matrix representation P using the polar coordinate system for the load and 
displacement vector space of Figure 2.3. This is done using the meth,od described 
in Section 3.2 but with symmetry group C3 . If a coordinate system has the same 
rotational symmetry as the structure, the matrix representation corresponding to 
each symmetry operation will be formed by block row permutations of the iden-
tity matrix. Because of the special form of these matrix representations, and also 
because the complex conjugates of the irrech1cible representations are identical to 
the columns of the Fourier matrix , it is easy to show that the column space of each 
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projection operator o '(,,) is identical to one of the independent subspaces given by 
the block form of the Fourier matrix. 
For the example structure with a polar coordinate system shown in Figure 2.3 , 
the matrix representation P of symmetry group C 3 is shown in Table 3.6. 
[ I O n [ i 0 ~ l [ ; I ! lP(E) = O I P(C3) = 0 P(Cj) = 0 O· 0 I 0 
where : I is an identity matrix of size (2 x 2) 
0 is a zero matrix of size (2 x 2) 
Table 3.6 : Matrix representation P of symmetry group C3 . 
Using Equation 3.19, the projection operator matrix Q(A) corresponding to the 
first irreducible representation f(A) is: 
Q(A) ~ [ ~ ~ n (3.36) 
where I is a (2 x 2) identity matrix. 
So a vector basis for the first invariant symmetry subspace V~A) is given by: 
1 0 
0 -1 
V (A) - _1_ 1 0 (3.37) p - .J3 0 -1 
1 0 
0 -1 
It can be seen that this is identical to the first block-column of the block Fourier 
matrix in Equation 2.6. 
The first block-column (two columns) of Q(A) is formed by multiplying the 
complex conjugate of each term in the first irreducible representation f(A) given in 
Table 3.5 , by a (2 x 2) identity matrix I. Since the Fourier matrix is symmetric, 
this is identical to multiplying each component of the first column of a (3 x 3) 
Fourier matrix by a (2 x 2) identity matrix I , and so Group Representation Theory 
is reproducing the first block-column of the block Fourier matrix. This can be seen 
more clearly for the projection operator matrix o(E)l corresponding to the first 
irreducible representation r(c) with complex components: 
(3.38) 
.... 
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A vector basis for the' second invariant symmetry subspace VbE)l is given by: 
V (E)l - _1_ 
p - J3 
1 
0 
-1/2 + i/3/ 2 
0 
-1/2 - i/3/2 
0 
0 
-1 
0 
1/2 - i/3/2 
0 
1/2 + i/3/2 
(3.39) 
Similarly a vector basis can be found for the third invariant symmetry subspace 
VbE) 2, giving the final transformation matrix: 
1 0 1 0 1 0 
0 -1 0 -1 0 -1 
1 1 0 -1/2+iv3/2 0 -1/2-iv'3/2 0 (3.40) Vp= v'3 0 -1 0 1/2-iv'J/2 0 1/2+iv3/2 . 3 
1 0 -1/2-iv'3/2 0 -1/2+iV3/2 0 
0 -1 0 1/2+iV3/2 0 1/2-iv'J/2 
It is clear that this is identical to the block Fourier matrix show~ in Equation 2.6 
and hence will give the same block-diagonalised stiffness matrix K shown in Equa-
tion 2.9. 
It is interesting to compare this result with that obtained in Section 3.5. There 
the stiffness matrix was decomposed into two (1 x 1) blocks, and two (2 x 2) blocks , 
all of which were real. Here the stiffness matrix has only been ·decomposed into 
three (2 x 2) blocks , two of which are complex. 
Hence, Group Representation Theory reproduces the Fourier Method for this 
particular example; however the proof could easily be extended to any structure be-
longing to a symmetry group Cn. Fallowing the above method the transformation 
matrix will be: 
I I I I 
1 I wl w
2I wn-1 I 
Vp=- I w2I w4I 'W2(n-l) J (3.41) In 
I wn-1 I 'W2(n-l)J 'W(n-1}2J 
This matrix is identical to the block Fourier matrix given in Equation 2.5. 
' 
3.7 Analysis of the Symmetry Sub-Structure 
In Section 3.5 the global stiffness matrix K , was first assembled in full and then 
decomposed into a block-diagonalised stiffness matrix K by a transformation of 
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the original load and' displacement vector coordinate system into a symmetry-
adapted coordinate system. However, this approach is inefficient since the block-
diagonalised stiffness matrix K can be calculated directly from the stiffness matrix 
k of a repeating sub-structure, using well known direct assembly techniques (see 
Healey & Treacy 1991). 
As shown in S~ction 3.5, the stiffness blocks which make up the block-diagonalised 
stiffness matrix K , are given by the following transformation: 
K(µ)i = V p (µ)iTKV p (µ)i (3.42) 
where VP (µ)i is an orthogonal basis of the symmetry subspace corresponding to row 
i of the irreducible matrix representation f(i,). This transformation requires the 
global stiffness matrix K to be assembled first. A much more efficient analysis can 
be carried out by noting that a structure with symmetry properties, by definition 
consists of a repeating symmetry sub-structure, i. e. a segment that generates the 
entire structure by repetitions of itself. In this section a sub-structuring technique 
is presented that utilises only rotational symmetry. Thus, the symmetry sub-
structure must be repeated n times to generate the entire structure, where n is 
the degree of rotational symmetry of the structure. The elements of the repeating 
sub-structure must not overlap when generating the full structure. 
In order to generate the stiffness matrix of the entire structure, it is necessary 
to calculate, for the n repetitions of the symmetry sub-structure, the n stiffness 
matrices K 1 · · · K n in the required global coordinate system, such that the full 
stiffness matrix K is the sum of these matrices: 
n 
(3.43) 
Each matrix Kq can be generated. from k by a coordinate transformation from the 
local to the global coordinate system, so that the load and displacement vectors p 
and d in the global system, are written in terms of vectors p' and d' in the local 
system: 
p = Q;p' 
d = Q;d' 
(3.44) 
(3.45) 
The transformation matrix Qq has two effects. It carries the local vector coor-
dinates into their required global positions and also rotates the local vectors co-
ordinates if necessary, i. e. when the local vectors coordinates are not coincident 
with the global coordinate system after a rotation of the symmetry sub-structure. 
Combining Equations 3.44 and 3.45 with the stiffness equation kd' = p' for the 
symmetry sub-structure, gives: 
_; 
(3.46) 
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Substituting Equations 3.43 and 3.46 back into Equation 3.42 gives: 
n 
l((;,)i = '""""V (;,)iTQTkQ V (µ)i L...,P q qP (3.4 7) 
q=l 
The matrix VP (µ)i = Qq VP (µ)i describes the transformation of load and displace-
ment vectors fr;m the symmetry-adapted coordinate system of symmetry subspace 
v~i)i to the local coordinate system of the symmetry sub-structure. Using this no-
tation, Equations 3.47 can then be written as: 
n 
l((,,)i = '"""" V (;,}iTk V (µ)i L..., Pq Pq (3.48) 
q=l 
Thus , the independent blocks of the block-diagonalised stiffness matrix can be 
calculated directly from the stiffness matrix k of a sub-structure, eliminating the 
need to assemble the full stiffness matrix. 
Alternatively the full block-diagonalised stiffness matrix is given by: 
n 
- '"""" T K = D VPq kVPq (3.49) 
q=l 
where V Pq = Qq V p describes the transformation of load and displacement vectors 
from the symmetry-adapted coordinate system of the full space VP to the local 
coordinate system of the sym1netr:y sub-structure. 
Note that this sub-structure technique uf;/ises onl~ the rotational symmetry of 
structures. Further work is required to extend it to more general symmetry cases. 
3. 7.1 Example Sub-Structure Analysis 
For the example structure shown in Figure 3.1, the two bar elements shown in 
Figure 3.4 can serve as the repeating symmetry sub-structure. If this sub-structure 
II 
Figure 3.4: Repeati ng symmetry sub-structure, with a local Cartesian coordi-
nate system for the load and displacement vectors . 
. , 
is rotated by 120° anti-clockwise about the origin 0, the positions of bar elements 
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J JI and IV are found. A further rotation will give the positions of bar elements 
V and VI and hence the full structure. 
The stiffness matrix for the repeating symmetry sub-structure shown in Fig-
ure 3.4 is: 
[ 
3/4 -,/3/4 
k = EA -,/3/4 1/4 
l -3/4 ,/3/4 
. /3/4 -1/4 
- 3/4 ,/3/41 
/3/4 -1/4 
7 /4 -,/3/4 
-/3/4 1/4 
(3.50) 
This matrix is defined using a local Cartesian coordinate system for the load and 
displacement vector space of the symmetry sub-structure, as shown in Figure 3.4. 
Transforming the local coordinate system of Figure 3.4 into the global coordinate 
system of Figure 3.2, requires the following transformation matrices: 
[ 0 Q2= 0 
-1/2 
-/3/2 
[ 
1 0 
0 1 
0 0 
0 0 
0 
0 
/3/2 
-1/2 
0 0 
0 0 
1 0 
0 1 
0 0 
0 0 
0 0 
0 0 
0 0 l   
0 0 
0 0 
-1/2 
-/3/2 
0 
0 
v'3/2 l 
-1/2 
0 
0 
[ 0 0 
-1/2 -/3/2 0 
-i2] 0 0 /3/2 -1/2 0 Q3 = 0 0 0 0 -1/2 
0 0 0 0 /3/2 -1/2 
Hence, consider generating the (2 x ,2) stiffness block 1((8 )2: 
V (B)2 - ·Q V (B)2 _ Pl - 1 p -
[
-1/V20 -1//51 
-~ y4/15 
0 0 
-/3[5 -1 //15 
V (B)2 - Q V (B)2 - 0 --/5ff2 . 
[ 
-1/V5 1//20 I 
P2 - 2 p - -l/v2Q y'9/20 
~ 1//60 
[ 
y'9/20 1 / /20 I V (B)2 - Q V (B)2 - ~ 1//60 
P3 - 3 p - }/v2Q -ftlw 
~ 1//60 
(3.51) 
(3.52) 
(3.53) 
(3.54) 
(3.55) 
(3.56) 
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Then using Equation 3.48: 
3 
l((E)2 = "V (E)2TkV (E)2 
~ Pq Pq (3.57) 
q=l 
EA ( [ 0.15 0.3 ] + [ 0.05 
l· 0.3 0.6 -0.15 
-0.15 ] [ 0.2 0.15 ] ) 
0.45 + 0.15 1.05 
EA [ 0.4 0.3 ] 
l 0.3 2.1 (3.58) 
This stiffness block l((B) 2 is identical to that calculated in Equation 3.33; however 
this calculation has only required the stiffness matrix k of the symmetry sub-
structure to be assembled first. For this particular example, the computational 
saving generated by this method is small , as the symmetry sub-structure had a 
(4 x 4) stiffness matrix, while the full stiffness matrix was only (6 x 6). However , 
more significant savings could be obtained for structures with a greater degree of 
rotational symmetry. 
The stiffness blocks l((µ)i corresponding to the remaining irreducible repre-
sentations f(1-,)i of symmetry group C 3v can be calculated in a similar way, or 
alternatively Equation 3.49 can be used to calculate the full block-diagonalised 
stiffness matrix K directly. 
Chapter 4 
Symmetry Analysis of the 
Equilibrium Matrix 
4.1 Introduction 
In Chapter 2 a review was carried out of the authors who have applied Group Rep-
resentation Theory to the analysis of symmetric structures. This review showed 
that this work has usually been based on the Stiffness !Vlethod of structural analysis, 
where these methods essentially provide a way to block-diagonalise a stiffness ma-
trix into submatrix blocks . Chapter 3 then showed how this blo~k-diagonalisation 
of the stiffness matrix not only simplifies the analysis but also provides submatrix 
blocks which have particular symmetry properties of the structure. 
This chapter describes how Group Repres_entation Theory can instead be ap-
plied to block-diagorialise an equilibrium matrix of a symmetric structure. The 
equilibrium matrix, which relat'?s the internal stress resultants to the external 
forces applied to a structure, is commonly used in the Force !VI ethod of struc-
tural analysis (Li vesley 1975), and is also extremely useful in identifying states 
of self-stress and mechanish1s within a structure (Pellegrino & Calladine 1986). 
Block-diagonali sing the equilibrium matrix into submatrix blocks, which relate in-
ternal and external forces with particular symmetry properties , can provide useful 
insight into the static and kinematic response of a structure. This chapter shows 
that with the use of Group Representation Theory, considerable simplifications can 
be made in an analysis of a symmetric structure, in particular helping to find and 
classify states of self-stress and mechanisms with particular symmet~·y properties, 
as well as reducing the computational effort required for a Force Method analysis. 
The work described in this chapter builds on the mathematical foundations 
described by Bossavit (1993). Bossavit showed that Group Theory could be ap-
plied to equilibrium and compatibility relatidnships for symmetric structures. This 
42 
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chapter takes a quite' different approach, and rather than proving the mathemat-
ical basis of the relationships used, emphasises the implications of symmetry for 
symmetric structures: 
An important difference in terminology from Bossavit (1993) to note , is that 
Bossavit's compatibility matrix might oe better described as an "incompatibility" 
matrix, v.A1osc. row space corresponds to the left-nullspace of the compatibility ma-
trix used in this chapter. The left-nullspace of the compatibility matrix used in 
this chapter gives· all the incompatible internal deformations, i.e. all the internal 
deformations which are forbidden by the geometry of a structure. Hence, Bossavit's 
"incompatibility" matrix simply gives a measure of the incompatible internal de-
formations in a structure. 
The layout of this chapter is as follows. Section 4.2 introduces the equilibrium, 
compatibility and flexibility relationships required for the analysis of structures 
using the Force Method. Then, using similar techniques to those introduced in 
Chapter 3 to find a symmetry-adapted coordinate system for the external load 
and displacement vector space, Section 4.4 describes how a symmetry-adapted 
coordinate system can be found for the internal bar-force and elongation vector 
space of the example structure shown in Figure 3.1. 
In Section 4.3 the internal and external symmetry-adapted coordinate systems 
are used to block-diagonalise the equilibrium matrix of the example structure into 
submatrix blocks with particular symmetry properties. The analysis shows how 
the block-diagonalised the equilibrium matrix facilitates the identification of states 
of self-stress and mechanisms present in the structure. Section 4.5 then shows that 
an analysis of a symmetric structure using the Force Method is also considerably 
simplified with the use of symmetry-adapted coorcli11ate systems. 
Section 4.6 shows-how similar sub-structute techniques to those introduced in 
Chapter 3 can be used to further si~plify the analysis of the equilibrium matrix. 
Finally, Section 4. 7 introduces a more interesting example, a tensegrity dome orig-
inally analysed by Pellegrino (1992). The equilibrium matrix of the tensegrity 
dome is block-diagonalised to simplify the identification of states of self-stress and 
mechanisms in the structure. 
4.2 Equilibrium, Compatibility and Flexibility 
Matrices 
Structural analysis requires three principles to be satisfied: that internal forces are 
in equilibrium with the applied load, that any internal deformation is compatible 
with external displacements , and that internal forces and displacements are related 
by a material law. 
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For small perturbations around an initial configuration of a structure, these 
relationships can be linearised as three matrix relationships: 
The system of static equilibrium equations for a general structure is given by: 
where: H is the equilibrium matrix. 
f is the internal force vector. 
p is the external load vector . 
Hf =p 
The system of kinematic compatibility equations is given by: 
Cd = e 
where: C is the compatibility matrix. 
d is the external displacement vector. 
e is the internal deformation vector. 
The stress-strain relationship is given by: 
Rf= e 
where: R is the flexibility matrix. 
( 4.1) 
(4.2) 
( 4.3) 
Therefore the solution of a problem in structural analysis requires the simultaneous 
solutions of Equations 4.1, 4.2 and 4.3. Commonly,· using the stiffness method of 
structural analysis, t0e internal forces are condensed out, and the three sets of 
equations are combined to form a single stiffness relationship . However , in the 
Force Method of structural analyl?is, ·all three equations are used explicitly. 
It can easily be shown by a virtual work argument that C = HT (McGuire 
& Gallagher 1979). Due to . this static-kinematic duality, it is possible to analyse 
the equilibrium equation of a structure in order to identify both the states of 
self-stress present in a statically indeterminate structure and also the presence of 
inextensional mechanisms where rigid body motion is possible for all or part of a 
kinematically indeterminate structure (Pellegrino & Calladine 1986). 
The above equations are equally suited to the static analysis of pin-jointed 
structures or more general structures . However , the following analysis is_ again 
restricted to the pin-jointed example structure of Chapter 3; this is to simplify the 
matrices involved in the calculations. 
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4.3 Block-Diagonal Form of the Equilibrium, 
Compatibility and Flexibility Matrices 
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Section 4.2 shows that coordinate systems are now required not only for the exter-
na.l load and displacement vectors, but also for the internal bar-force and elongation 
vectors. 
In Chapter 3, symmetry arguments were used to show that load vectors with 
the symmetry properties of a particular symmetry subspace V~)i would induce 
displacement vectors with the same symmetry properties, and hence from the same 
symmetry subspace V~)i_ Although the induced bar-force and elongation vectors 
occupy a vector space V r, which is different to that of the load and displacement 
vectors, namely V p, these symmetry arguments can be extended to the analysis of 
the equilibrium matrix. 
In a similar way to that described in Chapter 3 for the external load and 
displacement vector space, the internal bar-force and elongation vector space V f can 
also be decomposed into vector symmetry subspaces v?-')i with particular symmetry 
properties. However, the next section will show that the corresponding external and 
internal symmetry subspaces V~i)i and V}µ)i have identical symmetry properties. 
In a linear structural system, any induced bar-force and elongation vectors will 
have the same symmetry properties as the applied load vector . Hence, any load 
vector with the particular symmetry properties of symmetry subspace V~'Ji, will 
induce bar-force and elongation vectors from the corresponding symmetry subspace 
vt\ which has the same symmetry properties. Therefore the equilibrium matrix 
H can be block-diagonalised into independent submatrix blocks, each operating 
on a pair of corresponding symmetry subspaces V~,)i and V}µ)i. The compatibility 
matrix C and flexibility matrix R can also be ·block-diagonalised in a similar way. 
The key to the block-diagonalis'ation is to define the loa9 vectors p in the 
symmetry-adapted vector basis V p , and the bar-force vectors f in the symmetry-
adapted vector basis Vr. These can be transformed into equivalent load and bar-
force vectors p and fin the .original coordinate systems, by the following transfor-
mations: 
p =Vpp 
f = Vrf 
Substituting Equations 4.4 and 4.5 into the equilibrium equation H( = p: 
Multiplying both sides of Equation 4.3 by V!: 
( 4.4) 
(4.5) 
(4.6) 
(4.7) 
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The block-diagonalisecl equilibrium matrix is therefore: 
H = (V;'HVf) (4.8) 
and the symmetry-adapted equilibrium equation is now: 
fir =p ( 4.9) 
In a similar way, the block-diagonalised compatibility and flexibility matrices are 
given by: 
- T C = (Vf CVp) 
- T R = (Vf RVr) 
Note that it is straightforward to show that C = fIT. 
(4.10) 
(4.11) 
4.4 Pin-jointed Structure with C3v Symmetry 
The 2-dimensional pin-jointed structure shown in Figure 3.1, which was analysed 
in the previous chapter to show how symmetry can be used to block-diagonalise the 
stiffness matrix , will now be used to carry out a similar analysis on the equilibrium 
matrix and will again be referred to as the "example structure". 
Using the methods introduced in Chapter 3 to find an external symmetry-
adapted coordinate system for the load and displacement vector space V p, this 
section describes how Group Representation Theory can also be used to find an in-
ternal symmetry-adapted coordinate system for the bar-force and elongation vector 
space, which is denoted by the symbol Vf. 
In Chapter 3 an external coordinate system for the load vectors p and the 
displacement vectors d, was attached to the example structure and is shown in 
Figure 3.2. Using this ext~rnal coordinate system, a load and displacement vector 
matrix representation P or p, was found which represents the effects of the sym-
metry operations on the load and displacement vectors, and is shown in Table 3.2. 
In a less obvious way, an internal coordinate system can be defined for both 
the bar-force and elongation vectors. A "natural" coordinate system is shown 
in Figure 4.1, where the force and elongation in each of the bar-elements define 
respectively, components of the bar-force vector f and components of the elongation 
vector e. Vectors with only a unit component .fi-f 6 or ei-e6 will form a vector basis 
for this 6-dimensional internal bar-force and elongation vector space V f· · 
-n,e vector space V f can also be split into symmetry subspaces. Consider how the 
action of the symmetry operations on the example structure can be represented as 
a matrix operation acting on a bar-force veotor shmvn in Figure 4.1. Under each 
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Figure 4.1: A natural coordinate system for the internal bar-force and elongation 
vector space V f. 
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symmetry operation the bar-force vectors will simply transform amongst them-
selves, for example, following a rotation by 240° about the origin 0 , the force now 
in bar 1, f~ will be the force that was formerly in bar 3, h , specifically: 
!~ = h ( 4.12) 
Similar expressions can be written for every other vector component to define the 
matrix operation F1 Cl): 
0 0 1 0 0 0 
0 0 0 1 0 0 
F(C;):::;: .o 0 0 0 1 0 (4.13) 0 0 0 0 0 1 
1 0 0 0 0 0 
0 1 0 0 0 0 
The complete set of matrices representing the effect of the symmetry operations on 
either the bar-force vectors f or the elongation vectors e , in the natural coordinate 
system of Figure 4.1, are shown in Table 4.1. These matrices form a reducible 
matrix representation F or E, of the symmetry group C3v. 
4.4.1 Internal Sy1nn1etry-Adapted Coordinate System 
In order to block-diagonalise the equilibrium matrix , symmetry-adapted coordi-
nate systems are required for both the internal and external vector spaces . In 
Chapter 3 a symmetry-adapted coordinate system for the external load et nd 
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Figure 4.1: A natural coordinate system for the internal bar-force and elongation 
vector space V f. 
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symmetry operation the bar-force vectors will simply transform amongst them-
selves , for example, following a rotation by 240° about the origin 0, the force nuw 
in bar 1, f{ will be the force that was formerly in bar 3, h , specifically: 
f{ = h ( 4.12) 
Similar expressions can be written for every other vector component to define the 
matrix operation F( en: 
0 0 1 0 0 0 
0 0 0 1 0 0 
F(Ci) = . 0 0 0 0 1 0 ( 4.13) 0 0 0 0 0 1 
1 0 0 0 0 0 
0 1 0 0 0 0 
The complete set of matrices representing the effect of the symmetry operations on 
either the bar-force vectors f or the elongation vectors e, in the natural coordinate 
system of Figure 4.1, are shown in Table 4.1. These matrices form a reducible 
matrix representation F or E, of the symmetry group C3v. 
4.4.1 Internal Synunetry-Adapted Coordinate Systen1 
In order to block-diagonalise the equilibrium matrix, symmetry-adapted coordi-
nate systems are required for both the internal and external vector spaces. In 
Chapter 3 a symmetry-adapted coordinate system for the external load and 
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-1 0 0 0 0 0 0 0 0 0 1 0 
0 1 0 0 0 0 0 1 0 0 0 0 
F(E)=E(E)= 0 0 1 0 0 0 F(cra)= E(cra) = 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 
0 0 0 0 1 0 1 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 1 0 0 
0 0 0 0 1 0 0 0 1 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 1 
F(C3) = E(C3) = 1 0 0 0 0 0 F( crb) = E( crb) = 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 
0 0 1 0 0 0 0 0 0 0 1 0 
0 0 0 1 0 0 0 1 0 0 0 0 
0 0 1 0 0 0 1 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 1 0 0 
F(Ci)= E(Ci)= 0 0 0 0 1 0 F(crc)=E(crc) = 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 
1 0 0 0 0 0 0 0 1 0 0 0 
0 1 0 0 0 0 0 0 0 0 0 1 
Table 4.1: Bar-force and elongation vector matrix representation F and E , of 
symmetry group C3v . 
displacement vector space V p , was found for the example structure. The external 
vector symmetry subspaces V~')i are shown in Figure 3.3. 
The internal symmetry-adapted coordinate system required for the bar-force 
and elongation vector space Vf, i.s also made up of vector symmetry subspaces 
V}µ)\ each with particular symmetry properties corresponding to those of the exter-
nal vector symmetry subspaces. To find these internal vector symmetry subspaces, 
the Great Orthogonality Theorem and projection operator matrix are required, the 
relevant theory for both is described i.n Chapter 3 and Appendix A. In this section, 
only the calculations required to find the internal vector symmetry subspaces for 
the example structure in Figure 4.1 are shown. 
Since the internal coordinate system of example structure also has C 3v symme-
try, its symmetry properties are defined by three irreducible matrix representations 
shown in Table 3.3. Hence, the internal vector space V f is split into four symmetry 
subspaces; the first two correspond to the two 1-dimensional irreducible matrix 
representations f (Ai) and f(A 2 ), and the second two correspond to the two rows of 
the 2-dimensional irreducible matrix representation f(E): 
(4.14) 
A vector basis for each of the symmetry subspaces Vi")i is given by the column 
., 
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space of the projection' operator matrix: 
o(µ) = "'Fr(µ_) 
i 1 L i,1 ( 4.15) 
F 
where the irreducible matrix representations of the symmetry group C3v are given 
in Table 3.3 and the summation is over the matrix representation F given in Ta-
ble 4.1. For example, the symmetry subspace vY1 ) is given by the column space of: 
o(A1) _ "'r(A1)F 
11 - L 1,1 
F 
[ (1 X FE)+ ( 1 X F C'3) + ( 1 X F C'j) + ( 1 X F (T J + ( 1 X F (Tb)+ ( 1 X F (T J] 
1/ v'3 0 1/ v'3 0 1/v'3 0 
0 1//3 0 1/v3 0 1/v'3 
1/v3 0 1/v3 0 1/v3 0 
0 1/ v'3 0 1/v3 0 1/ v'3 
1/v3 0 1/v'3 0 1/v'3 0 
0 1/v3 0 1/v'3 0 1/v'3 
( 4.16) 
A suitable vector basis V~Ai) for the symmetry subspace V~Ai), can then be chosen: 
1/v'3 
0 
1/v3 
0 
1/v3 
0 
0 
1/v'3 
0 
1/v'3 
0 
1/v'3 
( 4.17) 
A similar calculation is carried out to. find the vector basis for the symmetry sub-
space V~A2 ): 
o(A2) _" r(A2)F 
11 - L 1 ,1 
F 
= [ ( 1 X FE) + ( 1 X F C3) + ( 1 X F C'j ) + ( -1 X F (Ta) + ( -1 X F (Tb) + ( -1 X F (Tc)] 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
( 4.18) 
The symmetry subspace V~A2) is given by the column space of Oi12 ) and hence is 
a zero space, the significance of which will be explained later. 
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The vector bases fot the two remaining symmetry subspaces V~E)l and V~E)z 
are found in a similar way and are shown below: 
V (E)l _ f -
V (E)2 _ f -
0 
fife 
0 
-1 / v'6 
0 
-1/v'6 
0 
0 
0 
-l/v'2 
0 
1/v'2 
1/v'6 
0 
-fife 
0 
(4.19) 
1/v'6 
0 
- 1/Ji 
0 
0 
0 ( 4.20) 
1/Ji 
0 
Hence a new symmetry-adapted basis for the bar-force and elongation vector space 
Vr is: 
1//3 0 0 1/v'6 0 -1/v'2 
0 1//3 yl2/3 0 0 0 
Vr= 1//3 0 0 -fife 0 0 (4.21) 0 l/v'3 -1/Vf> 0 -1/v'2 0 
1//3 0 0 1/v'6 0 1/v'2 
0 l/v'3 -1/Vf> 0 1/. v'2 0 
The basis vectors of the four symmetry subspa'ces V~µ)i are shown in Figure 4.2. 
It is clear that the symmetry properties of each bar-force and elongation vector 
symmetry subspace vt)i are identi.cal to the corresponding load and displacement 
vector symmetry subspace V~)\ described in Section 3.4. 
Of interest is the second s~mmetry subspace V~A 2), which is a zero space. That 
is , there are no bar-force or elongation vectors which have only the rotational sym-
metry of the example structure. In this case any bar-force or elongation vector left 
unchanged by the rotation operations, will also be left unchanged by the reflection 
operations and hence belong to the first symmetry subspace V~Ai) . 
Thus, it is clear that although the corresponding symmetry subspac~s V~'?i and 
V~µ)i have identical symmetry properties, the corresponding vector bases may well 
have different dimensions. 
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Figure 4.2: Internal bar-force and elongation vector symmetry subspaces: (a) 
V~A 1 \ (b) V~A 2); (c) _'V~E)l; (d) V~E)2. o:-</J are arbitrary constants. 
4.4.2 Block-Diagonalised Equilibriun1 Matrix 
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Using Group Representation Theory to exploit the full symmetry of the exam-
ple structure, it has been possible to find symmetry-adapted coordinate systems 
for both the external and internal vector spaces VP and V f· In these symmetry-
adapted coordinate systems the external and internal vector spaces are decomposed 
into vector symmetry subspaces V~)i and viti\ and it has been shown that the 
corresponding internal and external symmetry subspaces have identical symme-
try properties . Hence, it is nmv possible to show how these external and internal 
symmetry-adapted coordinate systems can be used to block-diagonalise t he equi-
librium matrix. 
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For the example sti'ucture shown in Figure 3.1, the (6x6) equilibrium matrix 
H , written in the original load and bar-force vector coordinate systems, is given 
by: 
-v3/2 0 0 1/2 0 0 
1/2 0 1 --/'3/2 0 0 
H= v3/2 -1 0 0 -/'3/2 0 ( 4.22) 
-1/2 0 0 0 1/2 0 
0 0 0 0 --/'3/2 1/2 
0 0 -1 0 -1/2 
-/'3/2 
Hence, substituting Equations 3.25, 4.22 and 4.21 into Equation 4.8, gives the 
block-diagonalised equilibrium matrix H: 
I -v3 1 0 0 0 0 
0 0 0 0 0 0 
H= 
0 0 
-1//10 
-J37Io 0 0 
0 0 Jg;io 
-vm 0 0 ( 4.23) 
0 0 0 0 -1/v'lO -J37Io 
0 0 0 0 J97io -vm 
Equation 4.23 shows that the block-diagonalised equilibrium matrix H consists of 
a number of independent submatrix blocks ft(µ)i along the diagonal: 
- -
I ft (A ,) 
ff(A2 ) 
H= ft (E)l ( 4.24) 
ft (E)2 
- -
Each of the equilibrium submatrix blocks ft(µ) i operates on symmetry-adapted 
load and bar-force vectors p(~,) i and f(µ)i in the corresponding symmetry subspaces 
V~') i and vt)i. Each submatrix block ft(µ)i can be solved separately to give the 
induced bar-force vectors in equilibrium with the applied load vec:;tors. The original 
full problem Hf = p defined by the original coordinate systems of Figure 3.2 and 
Figure 4.1, has been decomposed into four independent subproblems defined by: 
( 4.25) 
where each of the subproblems considers the relationship between load and bar-
force vectors that have a particular type of symmetry. Similar subproblems can be 
written for the compatibility and flexibility relationships. 
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Note that, in contrast to the block-diagonalised stiffness matrix K in Chap-
ter 3, the equilibrium submatrix blocks :f:J:(µ) i are, in general, not square. Indeed, 
Equation 4.23 relies on a definition of an empty matrix which may have rows but 
no columns, or alternatively columns but no rows. In this example, the submatrix 
block :f:J:(A2 ) has no columns, since the symmetry subspace V~A 2 ) is empty, but has 
one row since the symmetry subspace V~A 2 ) is 1-dimensional. As will be seen, this 
definition fits in well with the further discussion of equilibrium submatrix blocks 
fl(1-,)i in the remainder of this dissertation. 
The only other description of an empty matrix known to the author is in the user 
manual for the MATLAB program (The Math vVorks, Inc. 1996) and the definition 
given above is compatible to this. Indeed, the user manual states "MATLAB 5 
provides for matrices where one but not all, of the dimensions is zero. The basic 
model for empty matrices is that any operation that is defined for (nix n) matrices, 
and that produces a result whose dimension is some function of m and n, should 
still be allowed when m or n is zero". 
The block-diagonalised compatibility and flexibility n1.atrices can also be found 
in a similar way. :tJowever, Equation 4.10 shows that the block-diagonalised com-
patibility matrix C is simply the transpose of the block-diagonalised equilibrium 
matrix H given in Equation 4.23: 
-v'3 0 0 0 0 0 
1 0 0 0 0 0 
- -T C=H = 0 0 -VJio -J37Io 0 0 0 b J97Io -../615 0 0 ( 4.26) 
0 0 0 0 -1 /Jio· -J37Io 
0 0 0 0 J.9/10 -../615 
The flexibility matrix R defined in_ the original internal coordinate system of Fig-
ure 4.1 is: 
1 0 0 0 0 0 
0 1 0 0 "O 0 
R= _z_ 0 0 1 0 0 0 ( 4.27) EA 0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 1 
Notice that the flexibility matrix is necessarily in a fully diagonalised foqn, since the 
bar-forces and elongations were originally defined to occupy an identical internal 
coordinate system. It follows that the transformation to a symmetry-adapted in-
ternal coordinate system given by Equation 4.11 will result in a block-diagonalised 
flexibility matrix R which is identical to the original flexibility matrix R in Equa-
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tion 4.27, but has the following block form: 
- -
R,(A , ) 
(2 X 2) 
- l R=-EA 
R,(E)l 
(2 X 2) ( 4.28) 
R,(E)2 
(2 X 2) 
- -
The previous section showed that vY 2) is an empty internal vector symmetry sub-
space, hence R,( A2 ) is a (0 x 0) flexibility block and does not appear in Equation 4.28. 
4.4.3 Analysis of the Block-Diagonalised Equilibriun1 
Matrix 
Using the symmetry of a structure to block-diagonalise the equilibrium matrix 
provides some useful results, and in particular shows how a block-diagonalised 
equilibrium matrix simplifies finding and classifying the states of self-stress and 
mechanisms in a structure. 
In general, an equilibrium matrix H is an (mxn) matrix of rank r. From 
the equilibrium matrix H it is possible to find the states of self-stress and the 
inextensional mechanisms of a structure (Pellegrino & Calladine 1986) . 
A statically indeterminate structure will hav·e ( m - r) state of self-stress. States 
of self-stress exist when there are bar~force vectors f in equilibrium with zero load 
vectors p , i. e. the states of self-sti:ess are all bar-force vectors f which satisfy the 
following equation : 
Hf = O ( 4.29) 
Hence, any states of self-stress present in a structure are given by the nullspace 
of H. 
A kinematically indeterminate structure will have (n - r) inextensional mecha-
nisms . Inextensional mechanisms exist when there are displace~ent vectors d that 
are compatible with zero bar-elongations, i. e. the inextensional mechanisms are all 
displacement vectors d which satisfy the following equation: 
Cd = O ( 4.30) 
Hence any inextensional mechanisms present in a structure are given by the nullspace 
of C (which corresponds to the left-nullspace of H = CT) . 
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In Section 4.3, the load and bar-force vectors p and f are transformed into 
equivalent vectors f> and f defined by the symmetry-adapted vector bases VP and 
Vr respectively and hence, the equilibrium matrix H is block-diagonalised into 
a number of equilibrium submatrix blocks fl(µ)i which are also (m xn) matrices 
of rank r. Hence, the above analysis for states of self-stress and inextensional 
mechanisms in the equilibrium matrix H is simply carried over to these independent 
equilibrium submatrix blocks fl(µ)i. 
The four equilibrium submatrix blocks fl(µ)i defined in Equation 4.23 for the 
example structure in Figure 3.1, are now examined. 
State of Self-Stress in Equilibrium Block fl(Ai) 
fl(Ai) = [ -1.7321 1] 
The (1 x 2) equilibrium submatrix fl(Ai), corresponding to the first irreducible 
matrix representation f(Ai), is of rank 1, and hence will have a state of self-stress 
present in the corresponding bar-force vector symmetry subspace viAi). The state 
of self-stress is a bar-force vector fJAi), in equilibrium with zero load vectors: 
and is given by the nullspace of fl(Ai): 
f(Ai) = [ -1/2 ] 
s -\1'3/2 
This can be transformed back to the original coordinate system: 
f( A1) = v(A1)r(A1) 
s f s 
( 4.31) 
( 4.32) 
( 4.33) 
where viAi) is the bar-force vectot b~sis for the symmetry subspace viAi), defined 
in Equation 4.17. 
1/\!'3 0 
-1/v'12 
0 1/\1'3 -1/2 
f (Ai) = 1/\1'3 0 [ -1/2 ] -1//12 (4.34) s 0 1/\1'3 -\1'3/2 -1/2 
1/\1'3 0 -1//12 
0 1/\1'3 -1/2 
This state of self-stress is shown in Figure 4.3. The state of self-stress has the 
full C 3v symmetry of the example structure, i.e. 3-fold rotation symmetry about 
the origin O and reflection symmetry in lines a, b and c. This must obviously be 
the case as it originates from the symmetry subspace which corresponds to these 
properties. 
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Figure 4.3: State of self-stress in the bar-force symmetry subspace V ~A, ) . 
Mechanisn1 in Equilibrium Block fI(A 2 ) 
56 
The (1 x 0) equilibrium submatrix fI(A 2 ) , corresponding to the second irreducible 
matrix representation f(A 2 ) , is of rank 0, and hence there will be a load vector in the 
corresponding load vector symmetry subspace V~A 2) which cannot be equilibrated. 
The mechanism is a displacement vector d.~ 2 ) , which is compatible with zero bar-
elongations. However, since the bar-force vector symmetry subspace viA2) is an 
empty space, any displacement vector J(A 2 ) must be a mechanism. This mechanism 
is given by the symmetry subspace V~A2 ) and a vect9r basis V~A2 ) in the original 
Cartesian coordinate system is given by Equation 3.22: 
1/2 
1/vu 
0 
-1/\/'3 
-1/2 
1/ v'l2 
(4.35) 
This mechanism is shown in Figure 4.4. The mechanism has C3 symmetry, i.e. 
only the 3-fold rotation symmetry about the origin 0 , and no reflection symmetry. 
In general, any (m x 0) empty equilibrium submatrix fI(µ)i, which expresses an 
equilibrium relationship between an m-dimensional load vector symmetry subspace 
and a corresponding zero-dimensional bar-force vector symmetry subspace, implies 
the existence of a set of m load vectors which cannot induce any bar-force vectors 
in the structure. Hence these m load vectors correspond torn independent in"'1.:t,z.,siona) 
mechanisms, which have the symmetry properties of the corresponding load vector 
symmetry subspace V~')i_ 
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Figure 4.4: Mechanism in the displacement symmetry subspace V ~ 2). 
Similarly, any (Oxn) empty equilibrium submatrix fl(,,)i, which expresses an 
equilibrium relationship between a zero-dimensional load vector symmetry sub-
space and a corresponding n-dimensional bar-force vector symmetry subspace, im-
plies the existence of a set of n bar-force vectors which are in equilibrium with zero 
applied load vectors. Hence these n bar-force vectors are n independent states 
of self-stress, whi ch have the symmetry properties of the corresponding bar-force 
vector symmetry subspace vt)i_ . 
Equilibrium Blocks fl(E) l and fl(E) 2 
The third and fourth (2 x 2) equilibrium submatri ces fl( E)l and fl(E)2, correspond-
ing to the third irreducible matrix. re1)resentation f(E), are both of full rank and 
hence do not contain any further states of self-stress or inextensional mechanisms. 
4.5 Simplification of the Force Method 
This section shows how the analysis of any structure using the Force Method can 
now be reduced to the analysis of the independent equilibrium, compatibility and 
flexibility submatrix blocks, fl(µ) i' c(,,)i and :ft(µ)i respectively. 
The Force Method can be used to give a complete linear analysis of the example 
structure, finding the bar-forces, elongations and displacements resulting from an 
applied loading. For a block-diagonalised equilibrium matrix fI, the analysis can 
be carried out on the independent equilibrium submatrix blocks fl(,,)i. 
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As an example, consider the example structure subject to the following loading 
using the original Cartesian coordinate system shown in Figure 3.2: 
·which can be transformed into: 
1/Vl2 
-1/2 
-1/,/3 
0 
1/V12 
1/2 
( 4.36) 
( 4.37) 
where p(Ai) is a load vector described by the symmetry-adapted vector basis V~Ai) 
of the first symmetry subspace V~Ai). vVhat is the induced bar-force vector f(Ai )7 
In Section 4.4.3 it was shown that the first equilibrium submatrix fl(Ai) contains 
a state of self-stress, and hence the induced bar-force vector f(Ai) is given by: 
where: fJAi) is the bar-force vector in equilibrium with the applied load 
vector. 
fJAi) is the state of self-stress. 
x is the unknown magnitude of the state of self-stress. 
( 4.38) 
The state of self-stress rJAi) was found in Section 4.4.3 . The bar-force vector rJAi) 
is a particular solution of the equilibrium equation: 
( 4.39) 
for which a possible choice is: 
( 4.40) 
To find the magnitude of the· state of self-stress x , the following equation ensures 
that compatibility is satisfied (Livesley 1975): 
(4.41) 
where Ji(Ai) is the flexibility submatrix block for symmetry subspace viA1l, given 
by: 
(4.42) 
The flexibility matrix R for the original internal vector space V f is given by Equa-
tion 4.27, and Equation 4.28 shows that Ji(Ai) is simply: 
Ji(Ai) = _[_ [ l ' 0 l 
EA O l ( 4.43) 
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Hence, solving Equatio'n 4.41, the magnitude of the state of self-stress is: 
X = V3/2 ( 4.44) 
Substituting Equations 4.32, 4.40 and 4.44 into Equation 4.38, the induced bar-
force vector f(Ai) due to the applied load is : 
j(Ai) = [ Q ] + [ -1/2 ] V3/2 = [ -y'3/16 ] 1 -\!'3/2 1/4 ( 4.45) 
The induced bar-force vector f (Ai) in the original bar-force coordinate system of 
Figure 4.1 is: 
( 4.46) 
1/~ 0 -1/4 
0 1/~ 1//48 
f (A1) = 1/~ 0 [ -y'3/16 ] -1/4 ( 4.4 7) 0 1/\/'3 1/4 1//48 
1/~ 0 -1/4 
0 1/\/'3 1//48 
The induced bar-elongation vector e(Ai) can now be found using the stress-strain 
relationship of Equation 4.3 : 
0 ] [ -y'3/16 ] = _l [-/3/fG ] 
t 1/4 _EA 1/4-
( 4.48) 
( 4.49) 
The induced bar-elongation vector e(Ai) in the 9riginal bar-elongation coordinate 
system of Figure 4.1 is: 
e(A~) = yf(A1)e(A1) ( 4.50) 
1/~ 0 
- V4-
0 1//3: Y1tt-2 
e(A1) = 1/~ 0 _z_ [ -/ J/16 ] l - y'f-0 1/~ EA V'I- EA '//tt ( 4.51) 
1/~ 0 - Yq. 
0 1/~ VN 
The induced displacement vector J(Ai) is given by the kinematic compatibility 
relationship of Equation 4.2: 
for which the solution is: 
J(A1) = _l _ .. 
4EA 
( 4.52) 
( 4.53) 
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The induced di splaceri1ent vector d(Ai) in the original coordinate system of Fig-
ure 3.2 is: 
d(Ai) = y(A1)J(A1) 
p (4.54) 
1/v'12 1//, C/2. 
-1/2 - Yg 
d(A1) = -1/v3 l - '/m 
0 4EA EA 0 ( 4.55) 
1//12 l/ /,q 2. 
1/2 Y8 
Equation 4.55 gives the displacement vector d (Ai) compatible with the bar-elongation 
vector e(Ai) , which is induced by the load vector p(Ai) . However a general solu-
tion displacement vector d may include some di splacement component dh;2 ) of 
unknown magnitude y from the second symmetry subspace V~2 ) , and therefore 
the general solution displacement vector d is given by: 
where: d(Ai) is the displacement vector compatible with the bar-elongation 
vector. 
dh; 2 ) is the inextensional mechanism. 
y is the unknown magnitude of the inextensional mechanism. 
( 4.56) 
4.6 Analysis of the Symmetry _Sub-Structure 
In a similar way to that shown in Section 3.7 for the stiffness matrix, the block-
diagonalised equilibrium matrix fI cai1 be calculated directly from the equilibrium 
matrix h of the repeating symmetty sub-structure. 
Equation 4.24, shows that each of the equilibrium blocks which make up the 
block-diagonalised equilibriuh1 matrix H, are given by the following transforma-
tion: 
( 4.57) 
,vhere VP (J-,)i and Vf (1-,)i are orthogonal vector bases of the externa.l and internal 
symmetry subspaces corresponding to row i of the irreducible matrix representation 
r(µ). This transformation requires the global equilibrium matrix H to be assembled 
first. However, a more efficient analysis can be carried out which only requires the 
equilibrium matrix h of the repeating sub-structure. 
For the n repetitions of the symmetry sub-structure that are required to make 
up the entire structure, it is necessary to calcuJate the corresponding n equilibrium 
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matrices H 1 · · · Hn in t11e required global external and internal coordinate systems. 
Then the full equilibrium matrix H is given by the sum of these matrices: 
n 
H = LHq ( 4.58) 
q=l 
In Section 3. 7 transformation matrices Qq were introduced which carried the exter-
nal load and displacement basis vectors p' and d' from the local external coordinate 
system of the sub-structure, to their positions p and d in the required global ex-
ternal coordinate system. Similar transformation matrices Sq can be found which 
carry bar-force and elongation vectors f' and e' from the local internal coordi-
nate system of the sub-structure, to their positions f and e in the required global 
internal coordinate system: 
f = STf' q 
ST ' e = q e 
( 4.59) 
( 4.60) 
Hence, each matrix Hq can be generated from h by a coordinate transformation 
from the local to the global coordinate system, for both the external load and inter-
nal bar-force basis vector. Combining Equations 3.44 and 4.59 with the equilibrium 
equation hf' = p' for the symmetry sub-structure, gives : 
H q = Q:hsq (4.61) 
Substituting Equations 4.58 and 4.61 back into Equation 4.57 gives: 
n 
fl(,,)i = L V P(,,)iTQ~hSq Vr(µ)i ( 4.62) 
q=l 
The matrices V (,,)i = Q V (µ) i and Vr(µ)i = S Vr(µ)i describe the transformation Pq q p q q 
of load and bar-force vectors from the external and internal symmetry spaces V~)i 
and V}'')i to the symmetry subspace .V~t and V}~li, corresponding to symmetry 
sub-structure q. Using this notation, Equations 4.62 can then be written as : 
n 
fI(µ)i = ~ V (,,)iTh V (µ)i 
. L Pq fq ( 4.63) 
q=l 
Thus, the independent blocks of the block-diagonalised equilibrium matrix can be 
calculated directly from the equilibrium matrix h of a sub-structure, eliminating 
the need to assemble the full equilibrium matrix. 
Alternatively the full block-diagonalised equi librium matrix is giver by: 
n 
- ~ T H = L VPq hVrq ( 4.64) 
q=l 
where V Pq = Q q VP and Vrq = Sq Vr describe the transformation of load and 
bar-force vectors from the full vector spaces VP and V f to the subspaces V pq and 
V fq, corresponding to symmetry sub-structure q. 
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4.6.1 Exa111ple Sub-Structure Analysis 
A sub-structure analysis is now carried out in order to block-diagonalise the equi-
librium matrix of the example structure shown in Figure 3.1. Attached to the 
repeating symmetry sub-structure, shown in Figure 4.5, is a local internal coordi-
nate system for the bar-force and elongation vectors. The local external load and 
~ fi , e1 
YL~2,:;_ 
Q X 0. 
Figure 4.5: Repeating symmetry sub-structure, with a local internal coordinate 
system for the bar-force and elongation vectors. 
displacement coordinate system is shown in Figure 3.4 . The equilibrium matrix h 
for this repeating symmetry sub-structure is: 
r
-v3/2 
1/2 
h = ·v3/2 
-1/2 
( 4.65) 
In Section 3. 7 the local external coordinate system of Figure 3.4 was transformed 
into the global external coordinate system of Figure 3.2 using the transformation 
matrices {Q1, Q2 ,Q3} shown in Equations 3.51- 3.53. In a similar way the local 
internal coordinate systems of Figure 4.5 can be transformed into the global internal 
coordinate system of Figure 4.1 with the following transformation matrices: 
S1 = [ ~ 
S2 = [ ~ 
S3 = [ ~ 
0 0 0 0 
.1 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 0 1 
0 0 0 0 
~ ] 
~ ] 
~ ] 
( 4.66) 
( 4.67) 
( 4.68) 
Hence, consider generating the (2 x 2) equilibrium block fI(B) 2 shown in Equa-
tion 4.23: 
VfiB)2 = S1 yf(B)2 = [ ~ -1~ ,/2 l ( 4-69) 
V (B)2 - s V (B)2 - [ 0 0 l f2 - 2 f - -1/./2 0 (4.70) 
V (B)2 - s V (B)2 - [ • 0 1/ J2 ] 
f3 - 3 f - 1/ J2 0 ( 4. 71) 
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The matrices {V P~B)2-, V P~B)2, V P1B)2} are given by Equations 3.54- 3.56. Then 
using Equation 4.63: 
3 
fl(B )2 = "'"' V (B)2Th V (B)2 L Pq fq ( 4. 72) 
q=l 
fl(B)2 [O -v3f40J [-1/v40 OJ [-1/v40 -v3f40 J 0 - J3]To + J9/40 0 + J9/40 -J3]To 
[ -1/VlO -J3]io] (4.73) J97Io -V6/5 
This equilibrium block fl( B)2 is identical to that calculated in Equation 4.23; how-
ever this calculation has only required the equilibrium matrix h of the symmetry 
sub-structure to be assembled first. 
The equilibrium blocks fl(µ) i corresponding to the remaining irreducible rep-
resentations f(µ)i of symmetry group C 3v can be calculated in a similar way, or 
alternatively Eq~ation 4.64 can be used to calculate the full block-diagonalised 
stiffness matrix H directly. 
4.7 Geiger Dome Example 
The previous sections of this chapter have introduced the method of block-diagonalising 
the equilibrium matrix, and shown a simple example. 
The aim of this section is to show how the methods described so far can be 
useful for the analysis of more complex structlU"es. In particular , it looks at the 
states of self-stress and mechanisms <?f a Geiger dome. 
A Geiger dome is a class of cable-and-strut prestressed tensegri ty dome which 
have been proposed by D:H. Geiger. Large domes of this type have been built, 
an example being the Sun Goast Dome in F lorida which has a diameter of 210m 
(Geiger, Cambell , Chen, Gossen, Hamilton & Houg 1988). There have been a 
number of studies of the structural behaviour of a Geiger dome under general 
loading conditions. For example, Pellegrino (1992) has investigated how the single 
state of self-stress stiffens all the inextensional mechanisms within a simplified 
version ofa Geiger dome with only 4-fold rotation and reflection symmetry, shown 
in Figure 4.6. A 3-dimensional view of this simplified Geiger dome is also $hown 
in Figure 4. 7. 
In this section, an analysis of this simplified Geiger dome is carried out to show 
how the methods described in this chapter considerably simplify finding and clas-
sifying states of self-stress and mechanisms in a structure. In the original ·work 
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Figure _4.6: Simplified Geiger dome,,with C4v symmetry. 
Figure 4.7: 3-dimensional view of the Simplified Geiger dome. 
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by Pellegrino, finding "simple" mechanisms was not an easy task, whereas in this 
example a sensible symmetry classification is automatically found. 
The Geiger dome is transformed into an equivalent structure by the following 
set of symmetry operations: 
1. The identity, symmetry operation E. 
2. Rotation by 90° about the vertical z-axis, symmetry operation C4 • 
3. Rotation by 180° about the vertical z-axis, symmetry operation CJ . 
4. Rotation by 270° about the vertical z-axis , symmetry operation CJ. 
5. Reflection in the vertical plane x, symmetry operation <7x, 
6. Reflection in the vertical plane y, symmetry operation <7y· 
7. Reflection in the vertical plane rn, symmetry operation <7m· 
8. Reflection in the vertical plane n, symmetry operation <7n. 
These eight symmetry operations constitute the symmetry group C4 v , The irre-
ducible matrix representations f(µ) for this symmetry group are shown in Table 4.2. 
C4v E C4 c2 4 C3 4 <7x <7y <7m <7n 
f(A1) 1 1 1 1 1 1 1 1 
f(A2) 1 1 1 1 -1 -1 -1 -1 
f(B1) 1 -1 1 -1 :r 1 -1 -1 
f(B2) 1 -1 1 -1 - 1 -1 1 1 
f(E) [ ~ ~ ][ ~1 ~] [ ~1 o Ho 
-1 1 ~1] [ ~ 0 ] [ -1 -1 0 ~ ][ ~ ~] [ ~1 ~1] 
Table 4.2: Irreducible representations of symmetry group C4 v . 
. Using the methods described in Sections 3.4 and 4.4.1 , symmetry-adapted coor-
dinate systems can be found for both the load and bar-force vector spaces VP and 
V f. Both vector spaces are decomposed into six symmetry subspaces, sjnce there 
are four 1-dimensional and one 2-dimensional irreducible matrix representations 
for the symmetry group C4v, as shown in Table 4.2. 
(4.74) 
( 4. 75) 
I 
I 
I 
..J.. 
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(4.74) 
(4.75) 
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A structural analysis shows that the full equilibrium matrix H of the Geiger dome 
is a ( 48 x 36) matrix of rank 35 , hence there must exist 13 inextensional mech-
anisms and a single state of self-stress in the Geiger dome (Pellegrino 1992). In 
order to block-diagonalise this equilibrium matrix the loads and bar-forces must 
be transformed into their symmetry-adapted coordinate systems, which gives a 
block-diagonalised equilibrium matrix fI with the following form: 
-
1f(A 1) 
(8x9) 
1f(A 2 ) (4x0) 
1f(B,) (4x3) 
1f(B2 ) (8 X 6) 
H = ( 4. 76) 
1f(E)l 
(12 X 9) 
1f(E)2 
(12 X 9) 
-
-
Due to the size of the matrices, H, VP and Vr are not shown in full. However , 
the next two sections will examine the states of self-stress and mechanisms found 
in the different submatrix blocks fI(p) i. 
4.7.1 States of .Self-Stress in the ,Geiger D01ne 
Equilibrium Block fI(Ai) 
The first equilibrium submatrix block fI(Ai) is an (8 x 9) matrix of rank 8. Hence 
a single state of self-stress exists in the bar-force symmetry subspace v}Ai) and is 
shown in Figure 4.8. 
T he bar-force vector symmetry subspace v}Ail has the full symmetry of the 
Geiger dome, i. e. bar-force vectors in this symmetry subspace are left unchanged 
by all the operations of the symmetry group C4v. 
Remaining Equilibrium Blocks 
The remaining five bar-force vector symmetry subspaces of the Geiger dome do 
not contain any states of self-stress. 
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Figure 4.8: Bar-forces of the state of self-stress in t he ba r-force symmetry sub-
space V ~Ai) , with C 4 v symmetry properties. [1 ,1] indicates there is a 
unit magnitude tensile force in both the upper and lower inner rings. 
4. 7.2 Mechanisms in the Geiger D0n1e 
Equilibrium Block fl(A2 ) 
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The second equi librium submatrix block fl( A2 ), which operates oh the symmetry 
subspaces V~A2 ) and viA2 ) , is a ( 4 x 0) matrix of rank 0. The bar-force symmetry 
subspace viA2 ) is therefore an empty subspace and ·hence the four displacement 
vectors in the symmetry subspace V~2) must 'be inextensional mechanisms. An 
example of this 4-dimensional vectors.pace of mechanisms is given by the four basis 
vectors of V~A2 ), which are shown in Figure 4.9. Each of these mechanisms has the 
full rotation symmetry but none of the reflection symmetry of the Geiger dome, 
i.e. C4 symmetry properties. 
Equilibrium Block fl( Bi) 
The third equilibrium submatrix block fl(Bi) is a ( 4 x 3) matrix of rank 3. Hence, 
an inextensional mechanism exists in t he symmetry subspace V~Bi) , apd is shown 
in Figure 4.10. This mechanism has only C2v symmetry properties , with reflection 
symmetry in the x and y planes. 
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Equilibrium Block f:c(B2 ) 
The fourth equilibrium submatrix block f:c(B2 ) is an (8 x 6) matrix of rank 6. 
Hence, two inextensional mechanism exist in the symmetry subspace V~B2) and are 
shown in Figure 4.11. They also have only C 2v symmetry properties, but now with 
reflection symmetry in the m and n planes. 
Equilibrium Block f:c( E)i 
The fifth equilibrium submatrix block f:c(E)l is a (12 x 9) matrix of rank 9. Hence, 
three inextensional mechanisms exists in the symmetry subspace V~E)l and are 
shown in Figure 4.12. These mechanisms have only reflection symmetry in the x 
plane, i.e. Cs symmetry properties. 
Equilibrium Block f:c( E)z 
The sixth equilibrium submatrix block f:c( E)z is a (12 x 9) matrix of rank 9. Hence, 
three inextensional mechanisms exists in the symmetry subspace V~E)z and are 
shown in Figure 4.13. These mechanisms have only reflection symmetry in the y 
plane, i. e Cs symmetry properties. 
Symmetry A na.lysis of the Equilibrium Matrix 
original configuration -- displaced configuration 
Figure 4.9: Four m echanisms in the displacement symmetry subspace V ~ 2) , 
with C4 symmetry properties . 
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-------- original configuration --- displaced configuration 
Figure 4.10: Mechanism in the displacement symmetry subspace V ~Bi) , with 
C2v symmetry properties (reflection in planes x and y) . 
--- original configuration --- displaced configuration 
Figure 4.11: Two mechanisms in the displacement symmetry subspace V~B 2), 
with C2v symmetry properties (reflection in planes m and n). 
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Symmetry Analysis of the Equilibrium Matrix 
--- original configuration -- displaced configuration 
Figure 4.12: Three mechanisms in the displacement symmetry subspace V ~E) l , 
with Cs symmetry properties (refl ect ion in plane x). · 
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Symmetry Ana.lysis of the Equilibrium Matrix 
--- original configuration displaced configuration 
Figure 4.13: Three mechanisms in the displacement symmetry subspace V ~El 2, 
with Cs symmetry properties (reflection in plane y) . 
72 
Chapter 5 
Detection of Finite Mechanisms 
5.1 Introduction 
This chapter will show how a linear analysis based on symmetry can provide con-
siderable insight into the nature of symmetric structures which are both statically 
and kinematically indeterminate. In particular, this chapter will show that in some 
circumstances , it is possible to identify when a structure admits a mechanism which 
is finite rather than infinitesimal. 
In Chapter 4, Group Representation Theory was applied to block-diagonalise 
the equilibrium matrix of a symmetric structure, and this provid~d useful insight 
into the structural response of such structures. In particular , it provides a useful 
classification of any states of self-stress or inextensional mechanisms present in the 
structure. 
Using the same techniques as the previous chapter, an additional step is taken 
to investigate statically and kinema,tically indeterminate symmetric structures that 
admit finite mechanisms. In particular , an analysis is carried out on a ring structure 
originally investigated by Tamai (1980) which belongs to a class of structures 
that satisfy Maxwell 's rule, bt1t is both statically and kinematically indeterminate. 
Using only symmetry arguments, a linear analysis of the equilibrium matrix will 
show that this ring structure contains a finite mechanism. 
The layout of this chapter is as follows. The rest of this section gives some 
background on statically and kinematically indeterminate structures. Section 5.2 
analyses a hexagonal ring with rotational and reflection symmetry properties, to 
show that it admits a finite mechanism. Section 5.3 analyses the same hexagonal 
ring at another configuration where there exists a kinematic bifurcation with four 
possible finite paths , of which only one can be identified using symmetry arguments. 
Finally, Section 5.4 gives a summary of when in general, a symmetry analysis can 
identify finite mechanisms. · 
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5.1.1 Statically and Kine1natically Indeterininate Structures 
A statically determinate structure is a structure whose internal forces can be 
uniquely found by an equilibrium analysis, i. e . it does not admit a state of self-
stress. Similarly, a kin ematically det erminate structure's position can be uniquely 
found from a kinematic analysis, i.e. there is no mechanism. Maxwell's rule is a 
well known formula which provides a necessary condition for both static and kine-
matic determinacy. For a 3-dimensional pin-jointed structure rigidly connected to 
a foundation , Maxwell 's rule states: 
b = 3j ( 5. 1) 
where bis the total number of bars and j is the number of non-foundation joints. 
In this case, the equilibrium matrix of a structure is square. 
However , Maxwell (1864) anticipated exceptions to his rule and these special 
cases have been investigated by a number of authors. These special cases include 
structures which satisfy Maxwell's rule but are statically and kinematically inde-
terminate and hence, contain states of self-stress and either infinitesimal or finite 
mechanisms (Mohr 1885, Foppl 1912, Tarnai 1980). A finite mechanism will allow 
the joints to move freely for a finit e distance without any change in bar-lengths, 
while an infinitesimal mechanism will cause second-order or higher changes in bar-
lengths when the joints move. 
Tarnai (1980) pointed out that the topological condition expressed by Maxwell 's 
rule is not sufficient to determine whether a structure is stiff or not. The stiffness 
can only be determined by the geometry of the structure. A more complete analysis 
of the equilibrium and compatibility matrices is required to provide the following 
express10ns: 
s=- b-r 
m = 3j - r 
where: r is the rank of either· the equilibrium matrix or its transpose, 
the compatibility matrix. 
s is the degree of static indeterminacy. 
m is the degree of kinematic indeterminacy. 
(5.2) 
Structures t hat have too few constraints to satisfy Maxwell's rule will tlsually have 
kinematic mobility, since the structural analysis will not admit a unique solution, 
and hence finit e mechanisms will exist . However, there are exceptional structures 
that have too few constraints to satisfy Maxwell 's rule and yet have first-order 
stiffness. A number of authors have studied this type of structure (Kotter 1912, 
Fuller 1975) , and Calladine (1978) showed that it is the existence of a state of self-
stress in the structure which can have the effect of imparting first-order stiffness to 
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the infinitesimal mechanisms . This class of structure is now commonly referred to 
as tensegrity structures after the work done by Fuller on tensile-integrity structures. 
Pellegrino & Ca.lladine (1986, 1991) show how to compute the states of self-
stress and the inextensional mechanisms from the four fundamental vector sub-
spaces of the equilibrium matrix, and also describe a. computational scheme to 
identify first-order infinitesimal mechanisms (involving second-order changes in 
bar-length) which a.re stiffened by states of self stress . \Nork has also been clone 
by Koiter (1984), Pellegrino (1986) and Kuznetsov (1988, 1991) concerning the de-
tection and classification of higher-order infinitesimal mechanisms, which involve 
third-order ( or higher) changes in bar-length. U ncler this scheme finite mechanisms 
can be considered as infinite order infini tesima.l. 
This chapter studies structures which satisfy Maxwell's rule, but in fact al-
low finite mechanisms which cannot be stiffened by a. state of self-stress. Baker, 
in an appendix to Ta.rna.i ( 1989), has shown that the existence of a. plane reflec-
tion symmetry is both a. sufficient and necessary condition for such a. structure to 
admit a finite mechanism. In this chapter symmetry arguments a.re used to block-
diagonalise the equilibrium matrix and provide an interesting explanation for the 
existence of finite mechanisms in symmetric structures. 
5.2 Hexagonal Ring with Rotation and 
Reflection Symmetry 
In Section 5.1.1 the existence of special cases which form exceptions to Maxwell's 
rule was discussed. In this section one of these specia.i cases will be analysed; a. 
structure which satisfies Maxwell's rule but in fact has a. finite mechanism. 
Tarnai (1980) investigated the struct.ural rigidity of a. class of pin-jointed retic-
ulated cylinder structures . These reticulated cylinders consist of congruent rings 
with n-fold rotational symmetry, and a.re connected to a rigid foundation; two 
examples a.re shown in Figure ·5.1. Ta.rna.i showed that while keeping the same 
topological properties, the state of static and kinematic determinacy of these retic-
ulated cylinders is dependent on the geometry of the structure. The cylinder shown 
in Figure 5.l(a.) satisfies Maxwell's rule and is indeed both statically and kinema.t-
ica.lly determinate. 
However, for a cylinder with the same topological properties but ,\;.hich also 
has n planes of reflection symmetry, the static and kinematic determinacy of the 
cylinder is dependent on the size of the n-siclecl rings; an example is shown in 
Fig.5 .1 (b) . If n is odd , the cy lincler is statically and kinema.tica.lly determinate. If 
n is even, the cylinder is statically and kinema.tica.lly indeterminate, and the degree 
of indeterminacy is always one, irrespective of the number of rings in the cylinder. 
Tamai showed that the single state of self-stress always occurs in the lowest ring, 
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( a) (b) 
Figure 5.1: Reticulated cylinders with C 6 v symmetry. 
while the inextensional mechanism always occurs in the uppermo.st ring and is a 
finite mechanism. 
In this section, the analysis is limited to a single hexagonal ring with 6-fold 
rotational symmetry and six planes of reflection symmetry, shown in Figure 5.2. 
The hexagonal ring consists of b = 18 bar-elements and j = 6 pin-joints. Maxwell's 
rule for a pin-jointed structure con_nected to a foundation, gives 3j - b = 0. Hence 
the hexagonal ring should be statically and kinematically determinate according to 
Maxwell's rule. However, standard structural analysis will show that the (18 x 18) 
equi librium matrix H has raI'1k 17. Thus, the hexagonal ring contains s = 1 state 
of self-stress and rn = 1 inextensional mechanism. 
The application of Group Representation Theory to the symmetry properties 
of the hexagonal ring is used to find symmetry-adapted coordinate systems for the 
external and internal vector spaces. These symmetry-adapted coordinate systems 
are then used to block-diagonalise the equilibrium matrix H of the hexagonal ring, 
into symmetry-adapted equilibrium submatrix blocks H(µ) i, which considei'ably 
simplifies the analysis of the structure and gives valuable insight into the nature 
of the finite mechanism. 
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Figure 5.2: Hexagonal ring with C6v symmetry. 
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The external and internal symmetry-adapted coordinate systems of the hexagonal 
ring are foundt.1 si11:, rli<zprojection operator matrix described in Chapter 3. These 
symmetry-adapted coordinate systems are made up of vector symmetry subspaces, 
each of which have particular symmetry properties of the hexagonal ring. The 
calculations required to find these symmetry subspaces are not shown for brevity. 
The hexagonal ring is a structure that , when acted on by particular symmetry 
operations, is left in a geometrically and mechanically unaltered configuration, i.e. 
an equivalent configuration. The hexagonal ring is transformed into an equivalent 
configuration by the following set of symmetry operations: 
1. The identity, symme1rry operation E. 
2. Rotation by 60° about the origin 0, symmetry operation C6 . 
3. Rotation by 120° about the origin O, symmetry operation CJ, 
4. Rotation by 180° about the origin 0, symmetry operation CJ. 
5. Rotation by 240° about the origin 0, symmetry operation Ct, 
6. Rotation by 300° about the origin 0, symmetry operation Cf 
7. Reflection in the vertical plane a, symmetry operation <7 a. 
8. Reflection in the vertical plane b, symmetry operation <Tb. 
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9. Reflection in the vertical plane c, symmetry operation CJc . 
10. Reflection in the vertical plane cl, symmetry operation Cld. 
11. Reflection in the vertical plane e, symmetry operation CJe . 
12. Reflection in the vertical plane f, symmetry operation CJ f. 
These twelve symmetry operations {E, C6 , CJ, CJ, C;t, CJ, Cla, Clb , Clc Cld, Cle , CJJ} 
constitute the symmetry group C6v . The six irreducible matrix representations 
f(Ail_f(E2), shown in Table 5.1 , define the fundamental symmetry properties of 
symmetry group C6v. In a similar way to that shown in Chapters 3 and 4, these 
C6v E c6 c2 6 C3 6 C4 6 cs 6 
f(A1) 1 1 1 1 1 1 
f(A2) 1 1 1 1 1 1 
f(B1) 1 -1 1 -1 1 
-1 
f(B2) 1 -1 1 -1 1 
-1 
f(Ei) [l OJ [ 1/2 -v'3/2J [-1/2 -v'3/2J [-1 0 J [ -1/2 v'3/2J [ 1/2 v'3/2J 0 1 v'3/2 1/2 v'3/2 -1/2 0 -1 -v'3/2 -1/2 -v'3/2 1/2 
f(E2) [l OJ [-1/2 -v'3/2J [ -1/2 v'3/2J 0 1 v'3/2 -1/2 -v'3/2 -1/2 [~ ~J [-1/2 -v'3/2J [ -1/2 v'3/2J v'3/2 -1/2 -v'3/2 -1/2 
Cla Clb Clc Cld Cle (J f 
1 1 1 1 1 1 
-1 -1 -1 -1 -1 
-1 
1 -1 1 -1 1 
-1 
-1 1 -1 1 · -1 1 
[l O J [ 1/2 v'3/2J [-1/2 v'3/2J [-1 OJ [ -1/2 -v'3/2J [ 1/2 -v'3/2J 0 -1 v'3/2 -1/2 v'3/2 1/2 . D 1 -v'3/2 1/2 -v'3/2 - 1/2 
[l O J [-1/2 v'3/2J [ -1/2 -v'3/2J [l O J [-1/2 v'3/2J [ -1/2 -v'3/2J 0 -1 v'3/2 1/2 -v'3/2 1/2 0 -1 v'3/2 1/2 -v'3/2 1/2 
Table 5.1: Irreducible matrix representations of symmetry group C 6v. 
irreducible matrix representations a.re used to find symmetry-adapted coordinate 
systems for both the internal vector space V f ( e .g. a space suitable for expressing 
bar-forces and extensions) and the external vector space VP ( e.g. a space .suitable 
for expressing loads and displacements). 
The symmetry-adapted coordinate systems split the vector spaces into a num-
ber of symmetry subspaces V~,)i and vt)i, ea.eh corresponding to a row i of the 
irreducible matrix representation f(t,) , and ea.eh having different symmetry proper-
ties . For symmetry group C 6 v there a.re eight symmetry subspaces for the internal 
and external vector spaces, and their symmetry properties a.re described below. 
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1. V~Ai) and V}Ai) : the full symmetry of symmetry group C6v. 
2. V~A2) and V}A2 ) : 6-fold rotational symmetry, symmetry group C6 . 
3. V~Bi) and V}81) : 3-fold rotational symmetry and reflection symmetry in 
planes a, c and e, symmetry group C3v. 
4. V~82l and V}82l : 3-fold rotational symmetry and reflection symmetry in 
planes b, cl and J, symmetry group C 3v, 
5. V~Ei)l and V}E1l1 : reflection symmetry in plane a, symmetry group Cs. 
6. V~Ei) 2 and V}E1l2 : reflection symmetry in plane cl, symmetry group Cs . 
7. V~E2l1 and V}E2)1: 2-fold rotational symmetry and reflection symmetry in 
planes a and cl, symmetry group C2v. 
8. V~E2l2 and vt2l2 : 2-fold rotational symmetry, symmetry group Cz. 
These symmetry properties are defined by the symmetry group and are independent 
of the topology of the structure in question. Chapters 3 and 4 showed how it is possible to find basis vectors for each of the symmetry subspaces V~,)i and V}1'li. These basis vectors can then be written as columns of a matrix VP (µ)i and Vr(i,Ji. Group Representation Theory shows that together, these basis vectors span the 
whole space VP and Vf. 
Hence it is possible to write an orthogonal matrix VP _which transforms load 
vectors between the original and the symmetry-adapted coordinate system. For 
symmetry group C 6v this matrix is: 
Similarly, the orthogonal matrix Vf which transforms bar-force vectors between 
the original and the symmetry-adapted coordinate system with C 6v symmetry is: 
(5.4) 
Figures 5.3 and 5.4 show a set of basis vectors for the first four internal and external 
symmetry subspaces of the hexagonal ring. The basis vectors for the remaining 
symmetry subspaces have not been shown in the interests of brevity, and also because they do not participate in the later discussion of the properties of the 
structure. 
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(a) 2-dimensional symmetry subspace V ~Ai) 
-(b) I-dimensional symmetry subspace V~ 2) 
( c) 2-dimensional sy!nmetry subspace V~B i) 
........_ 
( d) I-dimensional symmetry subspace V ~82) 
F igure 5.3: External symmetry subspaces v ~Ai), v ~A 2 \ v ~Bi) and v ~B2 ). Each 
arrow is of magnitude 1/ v'6, to give resultant basis vectors of unit 
length. 
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/3 (a) 2-dimensional symmetry subspace 'V ~A,) 
/. /3 
/ 
-/3 - /3 
~'----'/.IY, - /3 
/3 
(b) I-dimensional symmetry subspace V ~A2) 
- /3 
/3 
/3 
- /3 
-/3 
(c) I-dimensional symmetry subspace V~B i ) 
- /3 
/3 
/. /3 
/3 /. / - /3 
-/3 
( d) 2-dimensional symmetry subspace V~8 2) 
/3 
/3 
Figure 5.4: Internal symmetry subspaces V ~Ai), 'V~A 2 ), 'V ~Bi) and V ~82). a and f3 
refer to the magnitude of the force or extension in the corresponding 
bar. a= 1/-/6 and /3 = 1/J'I2 give resultant basis vectors of unit length . 
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5.2.2 Block-Diagonalised Equilibriu111 Matrix using 
C 6v Sy111n1etry 
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External loads applied to a structure, which have a particular type of symmetry, 
will be in equilibrium with internal forces which also have the same symmetry. 
Therefore, using internal and external symmetry-adapted coordinate systems will 
block-diagonalise the equilibrium matrix H into independent equilibrium blocks 
fI(µ) i . 
Chapter 4 showed that to block-diagonalise the equilibrium matrix, the load and 
bar-force vectors p and f in some general coordinate system, must be transformed 
into equivalent load and bar-force vectors p and f' in their symmetry-adapted 
coordinate systems . Hence, the block-diagonalised equilibrium matrix H is given 
by: 
- T H = VPHVf (5.5) 
For the hexagonal ring shown in Figure 5.2 , the block-diagonalised equilibrium 
matrix H has the form shown in Equation 5.6 below. Each of the equilibrium 
blocks has full rank: 
F (2 X 2) 
~ 
ff (A,) (1 X 1) 
f-
ft (B 1) (2xl), m= 1 
ff (B,) (1 X 2) , S = 1 
ft(E1 )1 
H = 
(3 X 3) 
(5.6) 
ft (E1)2 
(3 X 3) 
' 
ff (E2)l 
(3 X 3) 
ff (E 2)2 
(3 X 3) 
The original equilibrium matrix H , has been decomposed into eight independent 
symmetry-adapted equilibrium blocks fI(µ)i, which give the relationship between 
symmetry-adapted load and bar-force vectors p(r,)i and f( µ)i that have particular 
symmetry properties, as described in Section 5.2.1. 
Of particular interest are the first four eqt1ilibrium blocks along the diagonal , 
which are now examined in more detail. Using the load and bar-force symmetry-
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adapted coordinate systems shown in Figures 5.3 and 5.4 respectively, these equi-
librium blocks are: 
fl(A1) = [o -1.21] 
1 0.1895 
fl(A2) = [-0.7071] 
fl(B1) = [ -1.21] 
0.1895 
fl(B2) = [ -1. 7321 -0. 7071] (5.7) 
Thus, for example, -0. 7071 times the internal bar-forces shown in Figure 5.4(b ), 
are in equilibrium with the external loads shown in Figure 5.3(b ). 
In general, an equilibrium matrix His an (rnxn) matrix of rank r, and from 
the equilibrium matrix it is possible to find the (n - r) states of self-stress and the 
(rn - r) inextensional mechanisms of a structure (Pellegrino & Calladine 1986). 
The block-diagonalised equilibrium matrix H also contains ( m x n) blocks of rank 
r, and hence the analysis for states of self-stress and the inextensional mechanisms 
can be carried over to these independent equilibrium submatrix blocks fl(µ)i . 
The block-diagonalised equilibrium matrix H in Equation 5.6 consists of eight 
independent equilibrium submatrix blocks of which fl( Ai) fl(A2) fl(E1)l fl(E1) 2 
4 ' ' ' ' fl(E2)1 and fl(E2)2 , are all square matrices of full rank, and hence do not contain 
any states of self-stress or inextensional mechanisms. The remaining two submatrix 
blocks, fl(Bi) and fl(B2), are analysed below. 
Mechanism in the Third Equilibrium Submatr.ix Block 
-(f3i) '= [-1.21 ] 
H 0.1895 
The (2 x 1) equi librium subrnatrix fl(B2), corresponding to the irreducible matrix 
representation r(Bi), is of rank 1, and hence will have a load vector in the corre-
sponding load vector symmetry subspace V~Bi) which cannot be equilibrated. The 
inextensional mechanism induced by this load vector is a displacement vector d.~1 ), 
which is compatible with zero bar elongations, and as the compatibility matrix is 
the transpose of the equilibrium matrix , this can be written: 
Thus, the mechanism is given by the nulls pace of fl(Bi )T: 
- ( B 1 ) = [-0 .154 7 l 
dm -0.988 
(5.8) 
(5.9) 
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Because the inextensio:hal mechanism is from the third symmetry subspace V~Bi), 
it has C 3v symmetry properties, i.e. 3-fold rotational symmetry and reflection 
symmetry in planes a, c and e. The inextensional mechanism is shown in Figure 5.5. 
original 
displaced 
c I 
Figure 5.5: Inextensional mechanism in symmetry subspace V ~B,) . 
a 
State of Self-Stress in the Fourth Equilibrium Submatrix Block 
fI(B 2 ) = [ -1.7321 -0.7071] 
The (1 x 2) equilibrium submatrix fI(B 2 ), corresponding to the irreducible matrix 
representation r(B 2 ) , is rank 1 and hence will have a state of self-stress present 
in the corresponding bar-force vector symmetry subspace V~B2). The state of self-
stress is a bar-force vector f~B 2 ), in equilibrium with zero load vectors: 
(5.10) 
and is given by the nullspace of fI(B2 ): 
f(B 2 ) = [-0.378] 
s 0.9258 (5.11) 
Because the state of self-stress is from the fourth symmetry subspace V~B2 ) , it also 
has C 3v symmetry properties, i.e. 3-fold rotational symmetry, but now reflection 
symmetry is in planes b, cl and e. The state oj self-stress is shown in Figure 5.6. 
, I 
i 
I 
I 
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Figure 5.6: State of self-stress in symmetry subspace V~82). 5 = 1//14 and 
f =l/012. 
5.2.3 Block-Diagonalised Equilibrium Matrix using 
C3v Symmetry 
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The aim of the investigation is to determine whether the inextensional mechanism 
discovered in Section 5.2.2, is finite or infinitesimal. However, it is clear that the 
analysis carried out will lose validity as soon as the mechanism is mobilised. The 
structure will lose its C 6 v symmetry and instead will have only . C 3 v symmetry. 
Thus, to make further progress, it is necessary to reanalyse the structure using 
symmetry group C3v· 
The following six symmetry operations cons,titute the symmetry group C3v: 
1. The identity, symmetry oper?'tion E . 
2. Rotation by 120° about the origin 0, symmetry operation C3 . 
3. Rotation by 240° about· the origin 0 , symmetry operation C]. 
4. Reflection in the vertical plane a, symmetry operation CYa. 
5. Reflection in the verti cal plane c, symmetry operation CYc • . 
6. Reflection in the vertical plane e, symmetry operation CYe . 
For the hexagonal ring in its original configuration, both the load vector space 
VP and the bar-force vector space V f are now decomposed into four symmetry 
subspaces, defined by the three irreducible representations {f(Ai), f(A 2 ) and f(E)} 
of symmetry group C3v , shown in Table 3.3. · The symmetry properties of these 
load and bar-force vector symmetry subspaces are described below. 
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3-fold rotational symmetry, symmetry group C3 . 
reflection symmetry in plane a, symmetry group C8 • 
4. V~E)z and V}E)z: reflection anti-symmetry in plane a, no symmetry. 
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Although it may now appear to be necessary to completely reanalyse the structure 
using symmetry group C3v, it is in fact possible to find the symmetry subspaces 
using a concept called s1tbduction, or the descent of symmetry. 
Table 5.2 shows one way in which C6v symmetry subspaces can combine to 
form the C 3 v symmetry subspaces. This descent of symmetry is valid for any 
C3v C6v 
{V(A1)} {=::=? {v(A1), v(B1J} 
{V(A2)} {=::=? {v(A2), v(B2J} 
{V(E)l} {=::=? {v(E1)1, v(E2)1} 
{V(E)2} {=::=? {v(E1J2, v(E2)2} 
Table 5.2: Descent of symmetry from symmetry group C6v to C3v · 
structure with C 6v symmetry, irrespective of its topology. Similar tables can be 
found for all symmetry groups, and a comprehensive study of symmetry groups 
and the relationships between the different groups is given by Altmann & Herzig 
(1994). Now it is only necessary to combine the C 6v symmetry subspaces ac-
cording to the descent of symmetry shown in Tq,ble 5.2, in order to find the C 3v 
symmetry subspaces . For example, the C 3v vector basis VP (Ai) is simply given 
by the C 6v basis vectors in Figures. 5.3(a) and (c). Using the load and bar-force 
vector symmetry-adapted coordinate systems with C 3 v symmetry properties, the 
block-diagonalised equilibrium matrix H now has the form: 
--
ft: (A 1) (4x3) , m=l 
ft: (A2) (2x3), s = 1 
H = ft: (E) l (6 X 6) 
(5.12) 
ft: (E)2 
.• (6x6) 
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Each of the equilibrium'blocks is of full rank. Obviously, the inextensional mecha-
nism and state of self-stress will be identical to those found in the previous analysis, 
but the mechanism now occurs in the first equilibrium block ft(Ai), with C 3v sym-
metry, while the state of self-stress occurs in the second equilibrium block ft(A2 ), 
with "lesser" C3 symmetry. 
It is the existence of a mechanism, but no state of self-stress, in the first equi-
librium block, which allows us to show that the mechanism must be finite. In Sec-
tion 5.1.1, it was noted that an equilibrium matrix with more rows than columns, 
i.e. a structure with too few constraints, would have finite mechanisms. This is 
true as long as the equilibrium matrix is not rank-deficient, otherwise a state of 
self-stress exists which may impart first-order stiffness to the mechanisms. This 
argument carries over to the independent equi librium blocks ft(µ) i, as long as the 
block-form of the equilibrium matrix is not changed when the mechanism of inter-
est is mobilised. This will be the case if the mechanism is in the first equilibrium 
block: the block-form depends only on the topology and symmetry of the structure, 
neither of which is changed by mobilising the mechanism. 
Consider displacing the structure by some finite displacement in the direction 
of the inextensional mechanism. The structure will retain its C3v symmetry, but 
because of non-linearities small changes in the length of some bars must be ex-
pected. Ho,vever, these extensions must also have C 3v symmetry, and hence can 
only be corrected by displacements in the V~Ai) subspace. It is impossible for these 
extensions to have "lesser" symmetry, e.g. C 3 symmetry, and hence the state of 
self-stress, which is now situated in symmetry subspace viA2 ) will. be unaffected, 
and cannot stiffen the mechanism. Eventually it will be possible to converge on a 
new configuration along the path of the finite mechanism with the structure retain-
ing it's C 3v symmetry. Thus, the inextensional mechanism shown in Figure 5.5 is 
finite. · 
5.3 Bifurcation ·Point of the Hexagonal Ring 
In the previous section , the hexagonal ring's single degree of kinematic indeter-
minacy was shown to represent a finite mechanism with C 3v symmetry. If the 
mobilisation of a finite mechanism leads to a configuration where the degree of kine-
matic indeterminacy increases , the structure is said to have reached a point of 
kinematic bifurcation. At such points there exists a multi-dimensional V<:ctor space 
of inextensional mechanisms and there is now a possibility of having a number of 
distinct kinematic paths that admit finite mechanisms. 
If the kinematic path of the finite mechanism in Figure 5.5 is followed, the 
hexagonal ring reaches a configuration shown in Figure 5. 7, which is a point of 
kinematic bifurcation (Tarnai 1989). Kumar (1996) analysed the hexagonal ring 
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a 
at the point of kinematic bifurcation using singular value decomposition (SVD) 
techniques to identify the rn inextensional mechanisms and the s states of self-
stress. The analysis showed that the equilibrium matrix H now has rank 15, 
and hence there now exists s = 3 states of self-stress and m = 3 inextensional 
mechanisms. Kumar also showed that in this three-dimensional vector space of 
inextensional mechanisms there exists four distinct kinematic paths that admit 
finite mechanisms ; these a.re shown in Figure 5.8. Figure 5.8(a) shows the original 
finite mechanism with C 3v symmetry, Figures 5.8(b), (c) and (cl) show three finite 
mechanisms which only have reflection symmetry in one of the planes a, c or e. 
In this section a symmetry analysis is carried out to see if it is possible to iden-
tify these four finite mechanisms with the hexagonal ring at the point of kinematic 
bifurcation. Previously the equilibrium matrix was block-diagonalised using sym-
metry group C3v , for the hexagong,l ring in its original configuration. At the point 
of kinematic bifurcation the hexagona.l ring still has C 3 v symmetry, and hence 
the block-diagonalised equilibrium matrix H will have the same form shown in 
Equation 5. 12. 
As in Section 5.2.3 , both equilibrium blocks :fI( A1 ) and :fI(A2 ) are of full rank. 
:fI(Ai) contains an inextensional mechanism, and :fI(A2 ) contains a state of self-
stress. Now however, the two (6 x 6) equilibrium blocks :fI(E)l and :fI(E)2 , a.re of 
rank 5. Hence, :fI(E )l contains a state of self-stress and an inextensional mechanism 
which have reflection symmetry in plane a , and :fI(E)2 contains a state of self-stress 
and an inextensional mechanism which have reflection anti-symmetry in plane a. 
From the symmetry analysis it is clear that the original finite mechanism re-
mains in equilibrium block :fI(Ai) and hence is not stabilised by any states of self-
stress. Now however , it is necessary to see if th.e remaining three finite mechanisms, 
which exist in the 3-climensional vector space of inextensional mechanisms , can be 
Detection of Finite Mechanisms 
C I 
origi'nal 
displaced 
(a) 
( c) 
a 
-
(b) 
(d) 
Figure 5.8: Finite mechanisms at the bifurcation point. 
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identified using symmetry arguments . Kumar's analysi.s shmved that the remaining 
three finite mechanisms have only reflection symmetry in one of the planes a, c or 
e. Hence, the following ·two symmetry operation's can be chosen to constitute the 
symmetry group Cs : 
1. The identity, symmetry operation E . 
2. Reflection in the verticai plane a, symmetry operation aa. 
Now the load and bar-force vector spaces VP and V f , are each decomposed into two 
symmetry subspaces, defined by the irreducible representations of symmetry group 
Cs , shown in Table 5.3. The symmetry subspaces V~Ai) and V~Ai) have reflection 
E CYa 
1 1 
1 -1 
Table 5.3: Irreducible representations •of symmetry group C 5 • 
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identified using symmetry arguments. Kumar 's analy_sis showed that the remaining 
three finite mechanisms have only reflection symmetry in one of the planes a, c or 
e. Hence, the following two symmetry operations can be chosen to constitute the 
symmetry group Cs: 
1. The identity, symmetry operation E. 
2. Reflection in the verti~a.l plane a, symmetry operation O"a . 
Now the load and bar-force vector spaces VP and Vf, are each decomposed into two 
symmetry subspaces, defined by the irreducible representations of symmetry group 
Cs , shown in Table 5.3 . The symmetry subspaces V~Ai) and V}Ai) have reflection 
Cs E O"a 
f(Ai) 1 1 
f(A2 ) 1 -1 
Table 5.3: Irreducible representations of symmetry group Cs . 
ll 
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symmetry in plane a, while the symmetry subspaces V~A2) and V}A2) have reflection 
anti-symmetry in plane a. 
Again, it is not necessary to completely reanalyse the structure using symmetry 
group Cs, Table 5.4 shows how the C3v symmetry subspaces combine to form the 
Cs symmetry subspaces. Using the load and bar-force vector symmetry-adapted 
Cs C3v 
{V(A1)} ~ {V(Ai)' y(E)l} 
{V(A2)} ~ {V(A2)' y(E)2} 
Table 5.4: Descent of symmetry from symmetry group C3v to C 8 • 
coordinate sy~tems with Cs symmetry properties, the block-diagonalised equilib-
rium matrix H now has the form: 
H= 
ff(A,) 
(10 X 9) 
ff(A2) 
(8 X 9) 
(5.13) 
The equilibrium block fl(Ai) is of rank 8 and hence contains a 2-dimensional vector 
space of inextensional mechanisms and a single state of self-stress, all with reflection 
symmetry in plane a. The equilibrium block fl(12 ) is of rank 7 and hence contains 
a single inextensional mechanism and a 2-dimensional vector space of self-stress, 
all with reflection anti-symmetry in pfane a. 
In contrast with Section 5.2, symmetry subspace v}Ai) contain a single state of 
self-stress . Displacing the structure by some finite combination of the two mecha-
nisms in symmetry subspace V~i), will cause bar-extensions which have reflection 
symmetry in plane a. Now however, the state of self-stress may ensure that the 
only way of correcting these extensions is for the structure to return to its original 
configuration , thus showing that the combination chosen may not be a finite path. 
A way forward appears to be possible because one of the finite mechanisms has 
already been found. The descent of symmetry from C 3v to Cs clearly 'shows . that 
the original finite mechanism shown in Figure 5.S(a), is again in the first symmetry 
subspace V~Ai). From Kumar 's analysis we already know the symmetry properties 
of the three remaining finite mechanisms and hence the finite mechanism with 
reflection symmetry in plane a, shown in Figure 5.S(b), must also be contained in 
'V~Ai). However, these two finite mechanisms are in fact not orthogonal, and so 
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this does not help find the second finite path. In this case, finding the other finite 
paths requires a non-linear analysis. 
The remaining two finite mechanisms with reflection symmetry in planes c and 
e, shown in Figures 5.8(c) and 5.8(cl) respectively, are not contained in either V~1 ) 
or V~A2). To find symmetry subspaces which contain these finite mechanisms, 
we must choose the symmetry operations {E, O"c} or {E, D"e} to constitute the 
symmetry group Cs. We would then find that the symmetry subspace V~Ai) has 
reflection symmetry in plane c or e, and hence contain the corresponding finite 
mechanism. 
It should be noted that the C 3v and Cs symmetry subspaces have combined 
in this way clue to the particular choice of 2-climensional irreducible representation 
f(E), of symmetry group C 3v. As explained in Chapter 3, 2-climensional irreducible 
representations are not unique (although 1-climensional irreducible representations 
are) . A different choice could have resulted in symmetry subspaces y(E)l and y(E)2 
having reflection symmetry and anti-symmetry in plane c or e. 
5 .4 Comments on the Identification of Finite 
Mechanisms 
Section 5.2 has shown that, for some special statically and kinematically indeter-
minate structures, the identification of a finite mechanism is possible based only on 
a linear analysis, along with symmetry arguments. However, Section 5.3 has shown 
that such an analysis cannot always identify all the finite mechanisms in such a 
structure. This section will identify the conditions under which a finite mechanism 
can be identified. 
The argument put forward in Sectiori 5.2 for the existence of a finite mechanism, 
is valid when a mechanism exists in symmetry subspace V~Ai), and no states of 
self-stress exist in the corresp<?ncling symmetry subspace ViAi), i.e. any states of 
self-stress have "lesser" symmetry properties. In this case, the state of self-stress 
is always independent of the mechanism and hence can never prevent its motion. 
The same argument is equally valid for n mechanisms in symmetry subspace V~Ai), 
and no states of self-stress in symmetry subspace ViAi). Then these n mechanisms 
define an n-climensional space of possible finite mechanisms. · 
It should be noted that the symmetry analysis does not have to utili'se the .full 
symmetry of the structure. Instead, the analysis should be carried out using the 
symmetry of a mechanism. If this shows that all the states of self-stress in the 
structure have "lesser" symmetry, then this mechanism will be finite. As shown in 
Sections 5.2 and 5.3, this analysis can be baseg on the descent of symmetry, and 
hence a full reanalysis of the structure is not required. 
-
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By contrast, Sectimi 5.3 has shown it is not possible to find all the finite mech-
anisms using a symmetry analysis. If a state of self-stress exists in symmetry 
subspace V}Ai), then for any particular combination of the inextensional mecha-
nisms in V~Ai), it is not possible to say whether the mechanism would be stiffened 
by this state of self-stress. In this case, a non-linear analysis is required to find the 
finite mechanisms. 
To summarise, if an analysis is carried out using the symmetry of an inexten-
sional mechanism, and any states of self-stress in the structure have some "lesser" 
symmetry properties, then this mechanism will be finite. 
Chapter 6 
Cubic or Higher Symmetry Groups 
6.1 Introduction 
So far the application of Group Representation Theory has been limited to sym-
metry groups which are characterised by having only one main axis of symmetry, 
e.g. symmetry group C 3 v. However, more complex symmetry groups exist which 
have more than one main axis of symmetry (These complex symmetry groups are 
described in Appendix A.2). 
If a structure has several n-fold symmetry axes, these must intersect at a point 
and their spatial arrangement must be such that a rotation Cn about one of the 
axes results in an interchange of the other axes. This condition severely limits the 
number of possible symmetry groups which can contain more than one n-fold axis, 
(Schonland 1965). In fact, these complex symmet~·y groups define the symmetry 
of the regular solids, the tetrahedron, cube and icosahedron. 
The layout of this chapter is as follows. Section 6.2 analyses a pin-jointed cube 
with 01i symmetry properties , to show that Group Representation Theory methods 
are particularly useful for the analysis of structures with highly complex symme-
try. The equilibrium matrix of the pin-jointed cube is block-diagonalised, which 
greatly simplifies finding and classifying any states of self-stress and inextensional 
mechanisms present. 
The analysis shows that the pin-jointed cube has three internal mechanisms 
with particular symmetry properties, and Section 6.3 goes on to examine the three 
internal mechanisms, using the symmetry arguments introduced in Chapter 5, to 
see if it is possible to identify whether any of the mechanisms are finite. · 
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6.2 Pin-Jointed Cube with 011 Symmetry 
A cube is a common and easily recognised structure which has a high degree of 
symmetry that is often overlooked and rarely fully ut ilised. In this section a sym-
metry analysis is carried out on the pin-jointed cube with diagonal supports shown 
in Figure 6.1, in order to block-diagonalise the equilibrium matrix and classify the 
different symmetry properties of the cube. This pin-jointed cube consists of b = 16 
Figure 6.1: Pin-jointed cube with <;Jiagonal bars. 
bar-elements, j = 8 pin-joints and is free to move in 3-dimensional space. The four 
diagonal bars are not connected at the centre and are free to move adjacent to one 
another. A real assembly would. require these diagonals bars to have small bends 
around each other. Maxwell's rule for a structure in free space ( b - 3j + 6 = 2) 
shows that this pin-jointed cube should require two more bars to be kinematically 
determinate. However , a previous analysis by Calladine (1978) has shown that it 
is a tensegrity structure where a single state of self-stress exists which stiffens all 
the internal inextensional mechanisms present. 
' A structural analysis shows that the (24 x 16) equilibrium matrix H has rank 15. 
Hence the cube contains s = l states of self-stress and rn = 9 inextensional mech-
anisms. However , this 9-dimensional space of inextensional mechanism must con-
tain the six finite rigid body mechanisms that this unrestrained cube can undergo. 
Hence, there is only a 3-dimensional space of internal inextensional mechanisms 
present. 
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Figure 6.2 shows a ci1be has three 4-fold axes joining the mid-points of opposite 
faces of the cube; four 3-fold axes along the vertex diagonals; six 2-fold axes joining 
the mid-points of pairs of opposite edges; six symmetry planes through pairs of 
opposite edges; three symmetry planes through the centre of the cube parallel to 
its faces; and a centre of inversion at the centre of the cube. 
2 
1 
3 
1 
a 
2 
3 
(a) (b) 
I 
- -t -
I 
(c) (d) 
Figure 6.2: Axes and planes of symmetry of a cube, symmetry group Oh : (a) 
X · · ·Z are 4-fold axes of rotation and l · · -4 are 3-fold axes of rotation; 
(b) a·· -fare 2-fold axes of rotation; (c) CTx· · ·CTz are parallel planes 
of reflection ; ( d) er dl · · ·er a6 are diagonal planes of reflection. 
Hence, a cube can be transformed into an @quivalent configuration by the fol-
lowing set of symmetry operations (listed below in their different classes): 
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1. The identity, syn'lmetry operation E. 
2. Rotations by 180° about the x, y and z-axes, symmetry operations { C2x, C2y, · 
C2z}. 
3. Rotations by 90° and 270° about the x, y and z-axes, symmetry operations {C4x, C4y, C4z, Cfx, C]y, Cfz}. 
4. Rotations by 120° and 240° about the vertex diagonals, symmetry operations {C31, C32, C33, C34, CJ1 , CJ2, C]3 , CJ4}. 
5. Rotations by 180° about the edge diagonals, symmetry operations { C~a, C~b, 
c~C) c~d, c~e) C~1}-
6. The inversion, symmetry operation i. 
7. Improper rotations about the x, y and z-axes, symmetry operations { 54x, 
54y, 54z, 5fx, 5Jy, S'Jz}. 
8. Improper rotations about the vertex diagonals, symmetry operations {561 , 562, 563, 564, 5J1, 5J2, 5J3, 5J4}. 
9. Reflections in planes parallel to the cube faces , symmetry operations { CTx , cry, 
(T z}. 
10. Reflections in planes through opposite edges, symmetry operations { CTd1, CTd2, 
CT d3 , CT d4 , CT d5 , CT d6} · 
These 48 symmetry operations constitute the symmetry group Oh (the symmetry 
group of a regular octahedron or cube) . There are ten irreducible matrix repre-
sentations {f(Aig) f(Aiu) f(A29 ) f(A 2 u) f(Eg) f(Eu) f(Tig) f(Tiu) f(T2 u) f(T2 u)} 
' ' ' ' ' ' ' ' ' which represent symmetry group 0 11 ; however for clarity only the characters of 
these irreducible matrix representations are shmvn in Table 6.1 
The characters in Table 6.1 .shows that symmetry group Oh must have a num-
ber of 3-dimensional irreducible matrix representations. Symmetry groups which 
contain more than one main axis of symmetry can have 3-dimensional irreducible 
matrix representations , which are defined by the symbol T. Appendix B shows 
how to calculate the actual 2 and 3-dimensional irreducible matrix representations 
of symmetry group 01i. 
Each of the irreducible matrix representations of symmetry group Oh defines a 
fundamental aspect of the symmetry of the cube, and can be used to find symmetry-
adapted coordinate systems for the external load and internal bar-force vector 
spaces of the cube. In these symmetry-adapted coordinate systems, both the load 
and bar-force vector spaces are decomposed into 20 independent symmetry sub-
spaces, each with the particular symmetry properties shown below: 
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oh E 3C2 8C3 6C4 6C' 2 z 3(/ 8S6 6S4 6od 
A19 1 1 1 1 1 1 1 1 1 1 
A29 1 1 1 -1 -1 1 1 1 -1 -1 
Eg 2 2 -1 0 0 2 2 -1 0 0 
T1 9 3 -1 0 1 -1 3 -1 0 1 -1 
T29 3 -1 0 -1 1 3 -1 0 -1 1 
A1u 1 1 1 1 1 -1 -1 -1 -1 -1 
A2u 1 1 1 -1 -1 -1 -1 -1 1 1 
En 2 2 -1 0 0 -2 -2 1 0 0 
T1u 3 -1 0 1 -1 -3 1 0 -1 1 
T2u 3 -1 0 -1 1 -3 1 0 1 -1 
Table 6.1: Character table of symmetry group 011 . 
1. VbAig) and viA19) : symmetry group Oh. 
2. VbAiu) and v}Aiu) : {E , (C2x, C2y, C2z), (C4x, C4y, c4z, CJx, CJy, CJz), (C31, 
C32, C33, C34, CJ1) CJ2, Cj3, C54), ( c~a) c~b) c~C) c~d, c~e) c~f)}, symmetry group 0. 
3. VbA 2 g) and viA29): {E , (C2x, C2y, C2z), (C31, C32, c33, C34, C]i, CJ2, C53, C54), 
i, (S61, S62, S63, S64, S£1, S£2, S£3, S£4), ((ix, (iy, (Jz)}, symmetry group T11. 
4. VbA2 ,,) and v~A2 ,,) : {E , (C2x, C2y, C2z), (C31, C32, C33, C3~, CJ1, CJ2, Cj3, 
C]4), (S4 x, S4y, S4z, St, SJy, SJz), ((id1 , (/d2, 0:.d3, (id4 , (ids , (/d6)} , symmetry 
group Td. 
\\T(Eg)l l \\T(Eg)l, {E C C C . } D 5. "Ip anc "If . ) 2x, 2y, 2z, z, (Ix, (Jy , (Jz ) symmetry group 2h· 
\\T(Eg) 2 l \\T(Eg) 2 . {E C' C C . } D 6. "Ip anc "If . ) 2x, 2y, 2z, z, (Ix, (Jy, (Jz ) symmetry group 2h· 
\\T(E,,)l d \\T(E,,)l. {E C C' C } D 7. "'p an "'f . , · 2x, 2y, 2z , symmetry group 2 · 
Q. \\T(E,,) 2 d \\T(Eu) 2 , {E C C C' } D u "'p an "'f . , 2x, 2y, 2z , symmetry group 2· 
\\T(T1 g)1 d \\T(T1g)1. {E c c c•3 . c s·3 } c 9. "Ip an "If • ) 2x, 4X) 4x) z, (IX) >J4X) 4x ) SYlllmetry group 4h• 
\\T(T1g)3 d \\T(T1g)3. {E c c c3 . s s3 } c 11. "Ip an "If • ) 2Z) 4Z) 4z) z, (JZ) 4Z) 4z ) sy1nmetry group 4h • 
12. VbTiu)l and vfiu)l: {E , C2x, (C4x, CJx), (ay, (Jz), ((Jd4, (/d6)}, symmetry 
group C4v· 
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13. y(T1,.)2 d P an y(T1u)2-. f . 
group C4v· 
14. VbT1u)3 and y(T1u)3. f . 
group C4v · 
15. y(T29 )1 d y(T2 9 )1. P an f . 
16. y(T29)2 l y(T29)2. P anc f . 
17. y(T29)3 l y(T29)3. P anc f . 
18. y(T2,.)1 and p y(T2u)l. f . 
group D2d· 
19. VbT2u)2 and y(T2u)2. f . 
group D2d· 
20. VbT2u)3 and vf2")3 : {E , C2z , (C~a) c~b), (O"x, O"y), (S4z, S'Jz)}, symmetry 
group D2d· 
The above list shows that the symmetry subspaces corresponding to a particular 
irreducible representation have the same symmetry properties, that is the symme-
try properties of a particular symmetry group, but they are not necessarily defined 
by the same symmetry operations. For example, symmetry subspac;:es VbTig)l and 
Vf19)
1 have symmetry operations {E , C2x, C4x, C'Jx , i, D"x, S4x, S'Jx} , while sym-
metry subspaces VbT19) 2 and Vf19) 2 have symmetry operations {E, C2y, C'4y, C]y, 
i, O"y, S4y , Sfy}, but both sets of symmetry opera.tions constitute symmetry group 
C4h. The symmetry p1:operties of the different vector symmetry subspaces are 
illustrated graphically in the next sE:ction. 
Note that a different choice of basis vectors for the 2 and 3-dimensional irre-
ducible matrix representatiOI~S {f(Eg), f(Eu) , f(Tig), f(Tiu), f(T2g), f(Tu 2 )} (i.e. equiv-
alent irreducible matrix repre; entations) would have resulted in symmetry sub-
spaces with the exactly the same symmetry properties , only with rotation sym-
metry about different axes and reflection symmetry in different planes. Hence, 
the block-diagonal form of the equilibrium matrix fI found in the next section, is 
unaffected by the choice of equivalent irreducible matrix representations. 
6.2.1 Block-Diagonalised Equilibriu1n Matrix using 
Oh Sy1n1netry 
Using these load and bar-force symmetry-adapted coordinate syst_ems with Oh 
symmetry properties , the block-diagonalised equilibrium matrix H of the pin-
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jointed cube will have the form: 
H= 
\ fI (Aig) (lx2), s = 1 
~--< 
fI (A,u) (1 X 0) , m = 1 
fI (Eg)l (lxl) 
- fI (Eu)l (lxO) , m = 1 
_ fI (Eg) 2 (1 X 1) 
fI (Eu) 2 (1 X 0), m = 1 
fI (Tig)l (lxO), m = 1 
fI(T1u)l (2 X 1) , m = 1 
fI (Tig) 2 (1 X 0), m = 1 
fI(T1 u)2 (2 x 1) , m = 1 
-
fI (Tig)3 (1xO), m= 1 
fI (T1u)3 (2 X 1), m = 1 
fI(T2g) l 
(2x2) 
~--+--, 
fI (T2u)l (1 X 1) 
fI (T2 9 )2 
(2 X 2) 
fI (T,u) 2 (1 X 1) 
~-t---, 
fI (T2g)3 
(2x2) 
fI (T,,,)3 (1 X 1) LJ 
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(6.1) 
Each of the equilibrium blocks is of fyll -rank. Equation 6.1 shows that the state of 
self stress exists in the first block , and an inextensional mechanism exists in each 
of the next nine blocks. However, the six finite rigid body mechanisms can be iden-
tified using standard structural procedures (Pellegrino & Calladine 1986) and are 
contained in the blocks corresponding to irreducible matrix representations f(Tig) 
and f(Tiu). Hence, it is clear that an internal inextensional mechanism exists in 
each of the symmetry subspaces v~A 2 u) , v~Eu)l and v~Eu) 2. These internal inexten-
sional mechanisms a.re investigated further in Section 6.3 , to see if it is possible to 
identify whether they a.re finite or infinitesimal using symmetry arguments a.lone. Note that Equation 6.1 does not show blocks f:c( Aiu) and f:c( A29 ) beca.us~ they a.re (0 x 0) blocks , i.e. the load and bar-force vector spaces of this structure do not 
contain any vectors which have symmetry properties corresponding to either of 
these blocks. 
The high degree of symmetry of the cube is reflected in the block-diagonal form 
of the equilibrium matrix. Not only has the analysis been reduced to matrix blocks 
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no larger than (2 x 2), but it has also greatly simplified finding and classifying both 
the internal and rigid body mechanism. The block-diagonal equilibrium matrix 
shows that all nine inextensional mechanisms, internal as well as rigid body, exist 
independently and have particular symmetry properties. 
In order to illustrate the different symmetry properties that the Oh symmetry 
subspaces have, Figures 6.3 to 6.10 show the deformed shapes and displacements of 
the pin-jointed cube from each of the different displacement vector symmetry sub-
spaces V~)i_ Together, these are all the possible deformations and displacements 
of the pin-jointed cube clue to both extensional and inextensional displacements of 
some finite length. In all cases the diagonal supports of the pin-jointed cube are 
not shown for clarity. 
Each of the Figures 6.5 to 6.10 show the deformed pin-jointed structure has a 
number of identical shapes which are orientated about different axes. The different 
orientations of these identical shapes correspond to the different rows of a partic-
ular irreducible representations f(µ,) of symmetry group 011. Section 6.2 showed 
that the different rows of the 2 and 3-dimensional irreducible representations define 
independent syrn.metry subspaces with identical symmetry properties; however the 
particular symmetry operations may occur about different axes and in different 
planes. Thus, it is possible for the i symmetry subspaces V~')i corresponding to ir-
reducible representation f(i,), to contain displacements which deform the structure 
into an identical shape. 
Figure 6.3: Deformed structure with Oh symmetry, due to the extensional dis-
placement from symmetry subspace V~ 19). The dotted lines show 
the original position of the structure. The cube has been magnified 
and hence no symmetry has been lost. 
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Figure 6.4: Deformed structure with T d symmetry, due to the inextensional dis-
placement from symmetry subspace 'V ~Aou ) . The dotted lines repre-
sent folds in previously plane faces . 
(a) (b) 
Figure 6.5: Deformed structures with D21i symmetry {E , C2x,C2y,C2z, i, ax, ay, , 
az }, due to the extensional displacement from symmetry subspaces: 
(a) 'V ~E•) 1; (b) 'V ~Eg)2 _ 
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(a) (b) 
Figure 6.6: Deformed structures with D 2 symmetry {E , C'2x,C'2y ,C'2, }, due 
to the inextensional displacement from symmetry subspaces: (a) 
'J. Tp(Eu)l ., (b) 'J. Tp(Eu)2. TI d tt d 1· t 1" ld . . j " " 1e o e mes represen 10 s m previous y 
plane faces. 
(a) (b) (c) 
Figure 6.7: Undeformed structures with C4h symmetry, due to the inextensional 
displacement from symmetry subspaces: (a) V~T,.)l; (b) V~T,.)2 ; (c) 
vf 1•)3 . These inextensional displacements are the three finite rigid 
body rotations about the x, y and z-axes ( the structure is reduced 
to C4h symmetry with respect to the original set of axes and planes 
shown in Figure 6.2). The dotted lines show the original position of 
the structure. 
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(a) 
(b) 
(c) 
Figure 6.8: (a) Undeformed and deformed structures with C4v symmetry, due 
to the inextensional and extensional displacements from symmetry 
subspaces: (a) V ~T,u)l; (b) V ~Tiu) 2 ; (c) V ~T,,,)3 _ These iriextensional 
displacements are the three finit e rigid body displacements a)ong 
the x, y and z-axes (the structure is reduced to C4v symmetry with 
respect to the original set of axes and planes shown in Figure 6.2). 
The dotted lines show the original position of the structure. 
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( a) 
(b) 
(c) 
Figure 6.9: Deformed structures with D 2h symmetry, due to extensional dis-
placements from symmetry subspaces: (a) V~T2 •)1; (b) V~T,.)2; (c) 
V~T, . )3 . The dotted lines represent folds in previously plane faces. 
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( a) (b) ( c) 
Figure 6.10 : Deformed structures with D 2d symmetry, due to extensional dis-
1 t f t b (a) u (PT2u) l ., (b) u (PT2.)2 ·, (c) p acemen s rom symme ry su spaces: 'i/ 'if 
" '(T2 . )3 
'if p . 
6 .3 Analysis of the Internal Mechanisms 
In the previous section the equilibrium matrix of the pin-jointed cube shown in Fig-
ure 6.1 , was block-diagonalised using Oh symmetry-adapted coordinate systems. 
The analysis showed that t he pin-jointed cube contains three internal inextensional 
mechanisms, shown in Figures 6.4 and 6.6 , and each of these mechanisms exists 
independently with particular symmetry properties. Of interest is whether these 
three mechanisms are finite or infinitesimal. Chapter 5 has shown that in some 
cases it is possible to identify finite mechanisms u~ing symmetry arguments alone, 
and in a similar way these three mechanisms will be analysed to see if it is possible 
to identify any finite mechanisms. 
So far the analysis of the pin-jointed cube has been carried out using Oh symme-
try. However once one of the inextensional mechanisms is mobilised the structure 
will immediately lose its cube shape, i .e. lose its 0 11 symmetry, a.nd hence the 011 
symmetry a.na.lysis becomes invalid. The structure will instead ta.ke on the sym-
metry properties of. the mechanism, thus in order to ma.ke further progress it is 
necessary to rea.na.lyse the structure using the pa.rticula.r symmetry of ea.eh of the 
t hree mechanisms . 
6.3.1 Block-Diagonalised Equilibrium Matrix using 
T d Sy1nn1etry 
If the mechanism in equilibrium block fl( A2 u)of Equation 6.1 is mobilised, the 
structure is immediately reduced to Tct symmetry properties . These symmetry 
Complex Symmetry Groups 106 
properties are defined by the irreducible representations of symmetry group Tct, 
whose characters<lnz_shown in Table 6.2. Now the equilibrium matrix must be block-
Tct E 302 8C3 654 60"d 
A1 1 1 1 1 1 
A2 1 1 1 -1 -1 
E 2 2 -1 0 0 
T1 3 -1 0 1 -1 
T2 3 -1 0 -1 1 
Table 6.2: Character table of symmetry group Td. 
diagonalised using Tct symmetry-adapted coordinate systems. Table 6.3 shows a 
descent of symmetry from 011 to Tct symmetry, from which the ten Tct symmetry 
subspaces can be simply constructed. The symmetry properties of these load and 
Tct 011 
{V(Ai)} {=} {V(A1g) l v(A2u)} 
{V(A2)} {=} {V(A2g) l v(A1,,)} 
{V(E)l} {=} {V(Eg)l, v(Eu)2} 
{V(E)2} {=} {V(Eg)2, v(Eu)l} 
{V(T1)l} {=} {V(T1g)l, v(T2u)l} 
{V(T1)2} {=} {V(T1g)2, \f(T2u)2} 
{V(T1)3} {=} {V(T1g)3, v~T2u)3} 
{V(T2)l} {=} {V(T2g)l, v(T1u)l} 
{V(T2)2} {=} {V(T2;)2, \f (T1 u)2} 
{V(T2)3} {=} {V(T2g)3, v(T1 u)3} 
Table 6.3: Descent of symmetry from symmetry group Oh to Td. 
bar-force vector symmetry subspaces are described below, with reference to the 
axes and planes of symmetry defined in Figure 6.2. 
1. VbAi) and V}Ai): 2-fold rotational symmetry about the x, y and z-axes, 3-fold 
rotational symmetry about the vertex diagonals, improper rotations about 
the x , y and z-axes and reflection symmetry in the six diagonal planes; sym-
metry group Tct. 
2. VbA2) and V}A2): 2-fold rotational symmetry about the x, y and z-axes and 
3-fold rotational symmetry about the vertex diagonals, symmetry group T. 
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3. V~E)l and V~E)i: 2-fold rotational symmetry about the x, y and z-axes, sym-
metry group D 2 . 
4. V~E)2 and V~E)2: 2-fold rotational symmetry about the x, y and z-axes, sym-
metry group D 2 . 
5. V~Ti)l and vfi)1: 4-fold improper rotational symmetry about the x-axis, 
symmetry group S4 . 
6. V~Ti) 2 and Vf1l2 : 4-fold improper rotational symmetry about the y-axis, 
symmetry group S4 . 
7. V~Ti)3 and vf1) 3 : 4-fold improper rotational symmetry about the z-axis , 
symmetry group S4 . 
8. V~T2) 1 and vf2l1 : 2-fold rotational symmetry about the x-axis, and reflection 
symmetry in diagonal planes 4 and 6, symmetry group C2v. 
9. Vf2l2 and vf2l2 : 2-fold rotational symmetry about the y-axis, and reflection 
symmetry in diagonal planes 3 and 5, symmetry group C2v. 
10. V~T2) 3 and vf2l3 : 2-fold rotational symmetry about the z-axis , and reflection 
symmetry in diagonal planes 1 and 2, symmetry group C2v. 
Thus, using the load and bar-force vector symmetry-adapted coordinate S.)~stems 
with Td symmetry properties, the block-diagonalised equilibrium matrix H now 
has the form: 
H= 
fI(Ai) (2x2), s = 1 and m = 1 
fI(E) 1 (2xl) , m= 1 . 
fI(E) 2 (~ X 1) , m = 1 
fI(Ti)l (2 X 1) , m = 1 
fI(T1) 2 (2 X 1) , m = 1 
fI(Ti )J (2 X 1) , m = 1 
fI(T2) l 
( 4 X 3) 
m= 1 
fI (T2 )2 
(4x 3) 
m= 1 
fI(T2)3 
(4 X 3) 
m. = 1 
(6.2) 
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Equation 6.2 shows that , the mechanism with Tct symmetry now exists in the 
first equilibrium block with the state of self-stress, and it is not possible to say 
using symmetry arguments alone whether the mechanism would be stiffened by 
this state of self stress . However, a product-force vector analysis (Pellegrino & 
Callacline 1986) shows that this mechanism is in fact first-order infinitesimal, i.e. 
the state of self-stress imparts first-order stiffness when the mechanism is displaced. 
Note that Equation 6.2 does not show block fl( A2 ) because it is a (0 x 0) block. 
Figure 6.11 shows a linear displacement of the pin-jointed structure in the 
direction of this mechanism. The diagonal supports are not shown for clarity and 
the clotted lines represent folds in the previously plane faces. The Tct symmetry of 
the structure is clearly distinguishable from the 011 symmetry of the structure in 
Figure 6.1. 
Figure 6.11: Pin-jointed structure with T d symmetry, the diagonal supports are 
not shown .. 
6.3.2 Block-Diagonalised Equilibrhun Matrix using 
D 2 Sym111etry 
If the mechanism in either equilibrium block fl( E,,)l or fl(E,,) 2 of Equation 6.1 is 
mobilised the structure is immediately reduced to D 2 symmetry properties in both 
cases . These symmetry properties are defined by the irreducible matrix i'epresen-
tations of symmetry group D 2 , shown in Table 6.4. · 
Now the equilibrium matrix must be block-diagonalised using D 2 symmetry-
adapted coordinate systems . Table 6.5 shows a descent of symmetry from 011 to D 2 
symmetry, from which the four D 2 symmetry subspaces can be simply constructed. 
Complex Symmetry Groups 
D2 E C2x C2y C2 z 
f(A) 1 1 1 1 
f(Bi) 1 -1 -1 1 
f(B2) 1 -1 1 -1 
f(B3) 1 1 -1 -1 
Table 6.4: Irreducible matrix representations of symmetry group Td. 
{V(A)} {=::} 
{V(Bi)} {=::} 
{V(B2)} {=::} 
{V(B3)} {=::} 
Table 6.5: Descent of symmetry from symmetry group Oh to D 2 . 
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The symmetry properties of these load and bar-force vector symmetry subspaces 
are described below, with reference to the axes and planes of symmetry defined in 
Figure 6.2. 
1. V~) and ViA): 2-fold rotational symmetry about the x, y and z-axes , sym-
metry group D2 . 
2. V~Bi) and V}Bi): 2-fold rotational symmetry about the z-ax1s, symmetry 
group Cz. 
3. y(B2) p and y(B2). f . 2-fold rotational symmetry about the y-axis, symmetry 
group Cz. 
4. V~B3 ) and y(B3). f . 2-folcl rotational symmetry about the x-axis, symmetry 
group Cz. 
Thus, using the load and bar-force vector symmetry-adapted coordinate systems 
with D 2 symmetry properties, the block-diagonalised equilibrium matrix fI now 
has the form shown in Equation 6.3. The two mechanisms with D i symmetry 
now exist in the first equilibrium block with the state of self-stress, and it is not 
possible to say using symmetry arguments alone whether either mechanism would 
be stiffened by this state of self stress. However, a product-force vector analysis 
(Pellegrino & Calladine 1986) shows that both mechanisms are in fact first-order 
infinitesimal. Note that the mechanism. with ·Td symmetry also exists in the first 
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equilibrium block , this can be seen from either Equation 6.3 or the descent of 
symmetry in Table 6.5. 
-
:ii(A) 
(6 X 4) 
s = 1 
m=3 
:ii(B,) 
(6 X 4) 
m=2 
H= (6.3) 
:ii(B2) 
(6 x4) 
m=2 
:ii (B,) 
(6 x4) 
171 = 2 
-
Figure 6.12(a) and (b) show linear displacements of the pin-jointed structure in the 
direction of the two mechanisms from blocks fI( Eu) l and fI(Eu )Z of Equation 6.1. 
The diagonal supports are not shown for clarity and the dotted lines represent 
folds in the previously plane faces. The D 2 symmetry of the structure is clearly 
distinguishable from both the T d symmetry of the structure in F igure 6.11 and 
the Oh symmetry of the structure in Figure 6.1. 
(a) (b) 
Figure 6. 12: Pin-jointed structure with D 2 symmetry, the diagonal supports are 
not shown. 
Chapter 7 
Frame Structures 
7.1 Introduction 
The pin-jointed examples that have been analysed so far can only carry axial forces, 
referred to as the "bar-forces". The same ideas can be easily extended to more 
general beam-elements, which can also carry shear forces and bending moments. 
The techniques used to analyse the equilibrium, compatibility and flexibility equa-
tions for pin-jointed structures are equally suited to the analysis of frames made 
up of these beam-elements. 
In this chapter, the analysis of symmetric structures using Group Represen-
tation Theory is extended to included frames made up of beam-elements, and 
connected by rigid joints, i.e. moment-resisting joints instead of pin-joints. These 
frames are also subject to both external loads and couples applied at the joints. 
The rest of this section gives an introduction to tl~e analysis of these frames. In 
Section 7.2 a symmetry analysis of a simple frame is carried out to show how more 
general loads and forces can also be decomposed into components with particu-
lar symmetry properties, hence block-diagonalising the equilibrium matrix of the 
frame. Then Section 7.3 analyses two statically and kinematically indeterminate 
frames with interesting behaviour , and uses symmetry arguments to show that 
both frames contain finite mechanisms . 
For a 3-dimensional frame, a moment-resisting joint between any two beam-
elemerits is capable of transmitting the following forces and moments: 
• axial force. 
• shear forces along the two principal axes. 
• torsional moment. 
• bending moments about the two principal axes. 
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In order to carry out the 'symmetry analysis, internal and external vector spaces 
must be defined for the rigid frame. A typical straight beam-element in 3-dimensional 
space is shown in Figure 7 .1. The beam has six degrees of freedom at each end 
global 
coordinate 
system 
ext enw.l loads 
at joint l 
z' ~Pxl 
t y' m.,v1 
~ x' 
ext ernal loads 
at joint 2 
P z 2 m, 2 
1 Px2 
Py2 . ·-.:~·x 2 
Figure 7 .1: Beam-element in 3-dimensional space, with coordinate systems for 
the internal for ce and external load vector spaces. 
joint , consisting of three linear displacements and three rotations. Thus, in order 
to ensure elemental equilibrium , external load vectors are required ,vhich define 
the loads p and couples m associated with particular degrees of freedom. A local 
coordinate system for the external loads and couples acting on a beam-element is 
shown in Figure 7.1 , and hence the external load vector acting on joint i can be 
defined in this coordinate system as: 
(7.1) 
The corresponding displacement vector at joint i occupies the same local coordinate 
system as the load vector, and defines the joint displacements d and joint rotations 
() : 
(7.2) 
Together, t he load or di splacement vectors acting at each joint defo1e the external 
vector space VP of the frame . 
Also shown in Figure 7.1 is a local coordinate system for the internal force 
vector , which defines the beam-forces f and bending moments NI acting at the 
centre of each beam-element. Hence, the internal force vector of beam-element i 
1s : 
(7.3) 
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The corresponding deformation vector of beam-element i occupies the same co-
ordinate system as the force vector, and defines the beam-elongations e and the 
relative rotations <p between the two end joints: 
(7.4) 
Livesley (1975) shows that with the internal coordinate system defined at the 
centre of the beam-element, the flexibility matrix R i is conveniently simplified to 
give direct relationships between components of the force and deformation vectors 
fi and ei (see Equations 7.7 and 7.8). Hence, it is clear that exi, exi and exi are 
components of relative displacement between the two end joints of beam-element 
i. Similarly, it is clear that (pxi is a component of relative twist , while <pyi and {pzi 
are components of relative rotation between the two end joints of beam-element i. 
Together , the force or deformation vectors for each beam-element define the 
internal vector space Vr of the frame. 
In the local external and internal coordinate systems shown in Figure 7 .1, the 
equilibrium matrix h for a beam-element is: 
-1 0 0 0 0 0 
0 -1 0 0 0 0 
0 0 -1 0 0 0 
0 0 0 -1 0 0 
0 0 l/2 0 -1 0 
h= 0 -l/2 0 0 0 -1 (7.5) 1 0 0 0 0 0 
0 1 0 0 0 0 
0 0 1 0 0 0 
0 0 0 1 0 0 
0 0 . l/2 0 1 0 
0 -l/2 0 0 0 1 
The corresponding compatibility matrix c for a. beam-element in the local external 
and internal coordinate systems is simply given by c = h T. 
In order to assemble the full equilibrium matrix H for a complete frame , the 
external load vectors of each beam-element must be transformed into a global 
coordinate system, for example the x'y' z ' Cartesian coordinate system shown in 
Figure 7.1. Thus, an equilibrium matrix Hi for beam-element i of a frame, .defined 
in the global coordinate system is given by: 
(7.6) 
where T i is the required transformation matrix. . 
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The full equilibrium matrix H ( or compatibility matrix C) for a complete frame, 
can then be generated from the global beam-element equilibrium matrices H; using 
standard assembly techniques (Livesley 1975, McGuire & Gallagher 1979). 
In the local internal coordinate system shown in Figure 7.1, the flexibility ma-
trix r for a beam-element is: 
l/EA 0 0 0 0 0 
0 l3 /12EI2 0 0 0 0 
0 0 l3 /12Efy 0 0 0 (7.7) r= 0 0 0 l/GJ 0 0 
0 0 0 0 l/Efy 0 
0 0 0 0 0 l/ Elz 
where Eis Young's Modulus, A is the cross-sectional area, G is the shear modulus, 
J is the second moment of area and J is the polar second moment of area. 
In order to assemble the full flexibility matrix R for a complete frame, no transfor-
mation is required for the internal force or deformation vectors. Together the local 
internal coordinate systems of the beam-elements define the a natural coordinate 
system for the complete frame. Hence a flexibility matrix R i for beam-element i 
of a frame is simply: 
(7.8) 
The full flexibility matrix R for a frame is then easily assembled , it is simply 
a block-diagonal matrix with the beam-element flexibility matrices R i _arranged 
along its diagonal. 
7.2 Simple Frame with C 3v Symmetry 
The simple 2-dimensional rigid frame shown in Figure 7.2, is analysed to show how 
more general loads and forces can also be decomposed into components with partic-
ular symmetry properties, thus simplifying the analysis of more general structures 
with symmetry. The frame consists of three beam-elements connected together by 
a rigid joint , and is fully restrained by its foundations. 
The load and couple vectors shown in Figure 7.2 define a 3-dimensional external 
load and displacement vector space VP for the frame, where a load or displacement 
vector is: 
P = [Pxl Pyl m,z1f 
d = [clxl clyl Bz1f 
(7.9) 
(7.10) 
In order to define an internal force and deformation vector space V f , the internal 
coordinate system shown in Figure 7.1 is attached• to each of the three beam-
Frame Structures 
C b 0- I 
I 
I J /3/2 I II 
a-----
[ /3/2 ' 
' ~ ' C 
I----! 
1/2 1 
Figure 7.2: Simple 2-dimensional rigid frame with C 3 v symmetry, An external 
coordinate system is attached for the external loads and couples. 
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elements. However , this is only a 2-dimensional analysis, and hence each beam-
element has the following non-zero internal force and deformation vectors: 
(7.11) 
(7.12) 
Together, these three internal coordinate systems define a 9-dimensional internal 
force and deformation vector space Vf, where a force or deformation vector for the 
frame is: 
· 
f = Lf x l fyl j\l[z l f x2 f y2 Nfz2 f -,;3 fy3 ~Jz3]T (7.13) 
e = [ exl eyl c/>zl ex2 ey2 c/>22 ex3 . ey3 c/>z3f (7.14) 
A structural analysis gives the following equilibrium matrix H , written in the 
external and internal coordinate systems defined above: 
l-1 0 0 1/2 ./3/2 0 1/2 -v'3/2 JI] H= ~ -1 0 -./3/2 1/2 0 ./3/2 1/2 (7.15) 
-1/2 -1 0 -1/2 -1 0 -1/2 
This (3 x 9) equilibrium matrix is of rank 3, and hence there must exist six states 
of self-stress. These states of self-stress are now examined further utili sing the 
symmetry properties of the frame. 
The frame in Figure 7.2 has 3-fold rotation symmetry and reflection symmetry 
in planes a, b and c. Hence, this frame can be transformed into an equivalent 
configuration by symmetry operations {E , C3 , C;f, O'a, O'b, O'c}, which constitute 
the symmetry group C3v (see Chapter 3 for a description of symmetry group 
C3v). The three irreducible matrix representations {f(Ai), f(A 2 ) and f(E)} which 
define the fundamental symmetry properties of symmetry group C3v are shown in 
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Table 3.3, and are used to find the following symmetry-adapted coordinate systems 
for the external load and internal force vector spaces VP and V f: 
v - (v (A1) 1v (A2) 1v (E)11v (E)2) p- p p p p (7.16) 
yp(A,)=[]Vp(A,)= m yp(E)l= [~1 yp(E)'= [~11 
vf = ( vf(A1) 1vf(A2) 1vf(E)1 1vf(E)2) (7.17) 
1/,/3 0 0 
0 1/,/3 0 
0 0 1/\!"3 
1/,/3 0 0 
Vf(A1) = 0 Vf(A2) = 1/\!"3 0 
0 0 1/./3 
1/,/3 0 0 
0 1/,/3 0 
0 0 1/v'3 
fi/3 0 0 0 0 0 
0 0 0 0 
-fi/3 0 
0 0 0 0 0 
·-fi/3 
-1 /\/16 0 0 
-1/v2 0 0 
Vf(E)l = 0 1/v2 0 V (E)2 _ f - 0 1/V6 0 
0 0 1/v2 0 0 1/\/16 
-1/V6 0 0 1/v2 0 0 
0 -1/v?, 0 . 0 l/V6 0 
0 0 
-1/v2 0 0 1/\/16 
The basis vectors for the external load and internal force symmetry subspaces V~)i 
and v?·,li, are shown in Figures 7.3 and 7.4. 
Using Equation 4.8 to transform from the original external and internal co-
ordinate systems to the C 3v symmetry-adapted coordinate systems, the block-
dia.go~1a.lised equilibrium matrix fI is: · 
l 
O 1-./3/2 ,/3 0 0 0 0 0 0 1 
H = 0 0 0 v3/2 ,/3/2 0 0 0 0 
o o o o o o ./3 ;2 ./3 ;2 o I 
(7.18) 
Frame Structures 
(a) 
(b) 
-
a---->----- a 
( C) 
t 
a---->--~~- a 
(d) 
Figure 7.3: External load vector symmetry subspaces: (a) V ~Ai) has C3 v symme-
try; (b) V~A 2) has C3 symmetry; (c) V~E)l has reflection symmetry in 
plane a, symmetry group Cs ; ( d) V~E) 2 has reflection anti-symmetry 
in plane a, no symmetry gi·oup. 
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Equation 7.18 shows that the block-diagonalised equi librium matrix H has the 
form: 
fl (Ai) (Ox 1) , s = 1 
I fl (A 2 ) (lx2) , s = 1 
fl(E)l (1 X 3), S = 2 
H= (7.19) 
fl(E )2 I (lx3), s = 2 
Of particular interest is the (0 x 1) empty equilibrium block fI(Ai), from which it 
is immediately clear that the single internal forc.e vector given by vYil is in equi-
librium with zero load vectors. Thus, it is a state of self-stress, and the symmetry 
Frame StructUTes 
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I 
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/ 
/ (a) 
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>-11-
~ I 
\ 
\ 
CY \ 
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I 
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I 
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\ 
\ 
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I 
I 
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(b) 
\ 
a --)- a 
~ 
I (c) 
\ 
0: 'i.' 2 
a ---~II-a 
~ 
I ~d) 
Figure 7.4: Internal force vector symmetry subspaces: (a) V ~A·,) has C 3v symme-
try ; (b) V~A 2) has C 3 symmetry; (c) V~E) l has reflection symmetry in 
plane a, symmetry group C5 ; ( d) V~E)2 has reflect ion anti-symmetry 
in plane a, no symmetry. a~ is an arbitrary constant. 
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analysis shows that it has the full C 3v symmetry properties of the frame . This 
state of self-stress is shown in Figure 7.5 . 
\ 
\ 
0: \ 
CY 
I 
>--- -
/ 
I CY 
Figure 7.5: State of self-stress in V ~A,) _ CY = 1/,/3. 
Frame Structures 
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I 
\ 
I 
/0' 
\ 
\ 
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I 
/ 
I 
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Figure 7.4: Internal force vector symmetry subspaces : ( a) V~A ,) has C 3 v symme-
try; (b) V~A 2 ) has C 3 symmetry; ( c) v f '>)l has reflection symmetry in 
plane a. , symmetry group Cs.; ( d) V ~E)2 has reflection anti-symmetry 
in plane a. , no symmetry. o· is an arbitrary constant. 
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analysis shows that it has the full C 3v symmetry properties of the frame. This 
state of self-stress is shown in Figure 7 .5. 
\ 
\ 
Cl' \ 
Cl' 
I 
>----
/ 
I Cl' 
Figure 7.5: State of self-stress in viAi)_ Cl'= 1/v'3. 
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The (1 x 2) equilibriun1 block fl(A 2 ) is of rank 1 and hence, V~A2) contain a single 
state of self-stress which has only 3-fold rotation symmetry: 
0 
-2/v15 
1/ v15 
0 
f~A2) = -2/vl5 
1/vlS 
0 
-2/v15 
1/vlS 
This state of self-stress in V~A2) , is shown in Figure 7.6. 
~(3 
:...) 
Q' (;rf3 Q' 
(3 )--!)(t-
~ (3 (3 
(3 ~ Q' 
I 
Figure 7.6: State of self-stress in V~A 2)_ a= 1/v'15 and (3 = 2/v'15. 
(7.20) 
The two (1 x 3) equilibrium blocks fl(E)l and fl (E)2 are also of rank 1, and hence 
ViE)l and v}E)2 each contain a 2-dimensional st.ate of self-stress: 
-1/\1'3 0 0 0 
0 0 -1/V3 0 
0 0 0 
-fi/3 
1;vu 0 1/2 0 
f~E)l = 
-1/2 0 f ~E)2 = 1/VU 0 (7.21) 
0 1//2 0 1/vf> 
1/vu 0 -1/2 0 
1/2 0 1;vu 0 
0 
-1 / /2 0 1/vf> 
The states of self-stress in V}E)l have only reflection symmetry in plane a, and are 
shown in Figure 7. 7. 
Frame Structures 
\ 
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Figure 7.7: States of self-stress in V ~E )l _ o· = 1/../3, f3 = 1//12, 5 = 1/2 and 
f= l//2. 
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The states of self-stress in V~E)2 have only reflection anti-symmetry in plane a , and 
are shown in Figure 7.8. 
\-{J 
(3 ~0 O' 
a---- )-H-a {JI' 
{J ':( f3 
I 
Figure 7.8: States of self-stress in V~E) 2_ a, = 1/-/3, f3 = 1/2 , {J 
f = ./2fJ and 1 = 1/v'6. 
7.3 Frames with Finite Mechanisms 
1//12, 
This section investigates two frames v'{hich satisfy a criterion for determinacy and 
yet contain finite mechanisms. Both frames are linkage structures containing six 
revolute joints . Structures such as these are often studied by kinematicians, who 
describe them as "overconstraine"d mechanisms", since in general a linkage requires 
seven revolute joints before it has a finite mechanism. A good description of over-
constrained mechanisms is contained in Hunt (1978). 
7.3.1 Fraine with C2v Syn1metry 
A similar symmetry analysis to that carried out for pin-jointed structures can be 
used to investigate statically and kinematically indeterminate frames. Of interest 
is whether it is possible to find finite mechanisms in frames which have some degree 
of freedom in their joints. 
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Figure 7.9 shows an unrestrained frame in 3-dimensional space, and is con-
structed from six "right-angle" beam-elements connected together using six joints 
with rotational hinges which allow torsional freedom only. 
rotational 
hinge 
Figure 7.9: Frame with C 2 v symmetry, ea.eh joint allows torsional freedom only. 
A global Cartesian coordinate system is shown. 
In order to analyse this frame, coordinate systems for the internal and external 
vector spaces Vf and VP must be defined. In Figure 7.10 the frame is modelled as 
having 12 joints numbered 1-12, and 12 straight beam-elements numbered 1-X I I. 
Every odd numbered joint has a rotational hinge which allows torsional freedom 
between connecting beams. At these odd numbered joints the local x-axes are 
defined along the axis of torsional freedom, hence two independent couples mxil 
and mxi2 must be defined at each of these joints to allow independent torsional 
rotations Oxil and Oxi2 of the two .connecting beams. Thus, the required external 
load and displacement vectors at the odd numbered joints are: 
where: i = 1, 3, 5, 7, 9, 11 . 
(7.22) 
(7.23) 
The even numbered joints are the fully rigid corner joints , and hence have load 
and displacement vectors defined by Equations 7.1 and 7.2. 
Only the external loads and couples acting on joints 1 and 2 are shown in Fig-
ure 7.10 for clarity; similar loads and couples act on the remaining joints and hence 
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Figure 7.10: C 2v frame , modelled with 12 joints and 12 straight beam elements. 
Only the loads and couples acting on joints 1 and 2 are shown for 
clarity (the corresponding displacement vectors occupy the same 
vector basis). Similar external coordinate systems are attached to 
the remaining joints. The internal coordinate system defined in 
Figure 7 .1 is also attached to each beam-element. 
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coordinate systems can be attached to these joints, thus defining a 78-dimensional 
external load and displacement vector space VP for the frame, where a load or 
displacement vector is: 
Pi ~i 
P2 d2 
p3 d3 
p4 d4 
Ps ds 
. P6 d= d6 (7 .24) p= p7 d7 
Ps ds 
pg dg 
Pio d10 
P11 d11 
P12 d12 
In order to define an internal force and deformation vector space Vf, the internal 
coordinate system shown in Figure 7 .1 is attached to each of the 12 beam-elements. 
Hence, each beam-element has the internal force <;nd deformation vectors f i and e i, 
defined by Equations 7.3 and 7.4. Together, these 12 internal coordinate systems 
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define a 72-dimensional internal force and deformation vector space V f for the 
frame, and a force or deformation vector is: 
f1 e1 
f2 e2 
f3 e3 
f4 e4 
·fs es 
f= f6 e6 (7.25) f1 e= e7 
fs es 
fg eg 
f10 e10 
fu en 
f12 e12 
The static and kinematic determinacy of rigid frames can be investigated with 
methods similar to those used for pin-jointed structures. For an unrestrained rigid 
frame in 3-dimensional space, a criterion for determinacy ( an C1da-pta.t;on of Maxwell's 
rule for frames), relates the number of unknown internal forces to the number of 
independent equilibrium equations: 
6b = 6j + s - 6 
where: b is the number of beam-elements. 
j is the number of rigid joints. 
s is the number of special releases, such as hinges .' 
(7.26) 
In this case b = 6, j = 6 and s = 6, h_ence this frame should be structurally 
stiff. However , this topological condition is not sufficient to determine whether 
this frame is actually stiff; a complete structural analysis will show that the (78 x 
72) equilibrium matrix H is of rank 71, hence there exists seven inextensional 
mechanisms and a single state of self-stress. Since this frame is unrestrained , it 
can be displaced by the six rigid body mechanisms. This accounts for six of these 
inextensional mechanisms , and leaves only one unknown internal mechanism. This 
internal mechanism is now examined further by utilising the symmetry properties 
of the frame. 
The frame in Figure 7.10 has 2-fold rotation symmetry about the z'-axis an1 
l'eflection symmetry in the x'- z' and y'- z' vertical planes. Hence, this frame can 
be transformed into an equivalent configuration by the following set of symmetry 
operations: 
1. The identity, symmetry operation E . 
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2. Rotation by 180° a.bout the z'-axis, symmetry operation C2 • 
3. Reflection in the x' z' -plane, symmetry operation a x . 
4. Reflection in the y' z'-plane, symmetry operation O'y. 
These four symmetry operations constitute the symmetry group C2v. The four 
irreducible matrix representations {f(Ai) , f(A 2 ), f(A3) and f(A3)} which represent 
symmetry group C 2v are shown in Table 7.1. Each of the irreducible matrix 
C2v E C2 O"x O"y 
f(A1) 1 1 1 1 
f(A2) 1 1 -1 -1 
f(A3) 1 -1 1 -1 
f(A4) 1 -1 -1 1 
Table 7 .1: Irreducible matrix representations of symmetry group C2v. 
representations in Table 7 .1 defines fundamental symmetry properties of the frame, 
and can be used to find symmetry-adapted coordinate systems for the load and 
force vector spaces (they are not shown here clue to their size) . In these symmetry-
adapted coordinate systems both the load and force vector spaces are decomposed 
into four independent symmetry subspaces, each with the particular symmetry 
properties shown below: 
1. v~Ai) and v}Ai): full symmetry of the frame, syminetry group C2v. 
2. V~2) and v}A2): 2-folcl rotational symmetry about the z'-axis, symmetry 
group C 2 . 
3. V~A3) and v}A3): reflection symmetry in the x' z'-plane, symmetry group Cs. 
4. V~A4) and V}A4): reflection symmetry in the y'z'-plane, symmetry group Cs . 
In order to block-diagonalise an equilibrium matrix, load vectors p and force vectors 
f in the original coordinate JYStems, must be transformed into equivalent load 
vectors p and force vectors f in the symmetry-adapted coordinate systems. In 
these symmetry-adapted coordinate systems with C 2v symmetry properties, the 
block-diagonalised equilibrium matrix H has the form shown in Equation 7.27: 
Equilibrium blocks :fI(Ai), :fI(A2 ) and :fI(A3 ) are of full rank, while the (19 x 18) 
equilibrium block :fI(A4 ) is of rank 17 and hence contains the single state of self-
stress. 
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-
f[ (A1) 
(19 X 18) 
m= 1 
f[ (A2) 
(20 X 18) 
m=2 
H= (7.27) 
f[ (A,) 
(20 X 18) 
m= 2 
f[ (A1) 
(19 X 18) 
s = l 
m= 2 
~ 
T he six finite rigid body mechanisms can be identified and exist in the following 
symmetry subspaces : 
1. Symmetry subspace VbAi) contains the rigid body translation in the y'-direction. 
2. Symmetry subspace VbA2 ) contains the rigid body rotation about -the z'-axis. 
3. Symmetry subspace VbA3) contains the rigid body translation in the x' -
direction and the rigid body rotation about th~ y'-axis. 
4. Symmetry subspace VbA4) contains th~ rigid body translation in the z ' -direction 
and the rigid body rotation about the x'-axis. 
Hence, the one remaining inextensional mechanism exists in symmetry subspace 
VbA2 ). Figure 7.11 shows a linear displacement of the frame in the direction of this 
mechanism. It is clear that once the inextensional mechanism is displaced the frame 
has only the C 2 symmetry properties corresponding to irreducible representation 
f(A 2 ). This inextensional mechanism is now investigated further. 
~lock-Diagonalisation of the Equilibrium Matrix using C 2 Symmetry 
The analysis has shown that the frame with C2v symmetry contains an internal 
mechanism with only C2 symmetry. Thus, in order to determine whether this 
mechanism is finite or infinitesimal , a reduced symmetry analysis of the frame 
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displaced configuration 
Figure 7.11: Frame with C 2 symmetry, after a linear displacement in the direc-
tion of the internal finite mechanism. 
C2 E C2 
f(Ai) 1 1 
f(A 2 ) 1 -1 
Table 7.2: Irreducible matrix representations of symmetry group C2. 
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must be carried out using symmetry group C2 . The irreducible matrix represen-
tations of symmetry group C 2 are shown in Table 7.2. The two irreducible matrix 
representations in Table 7.2 now decompose both the load and force vector spaces 
into two independent symmetry subspaces with the following symmetry properties: 
1. V~Ai) and V}A1): full symmetifof the frame , symmetry group Cs. 
2. V~A2) and V}A2): no sym111etry. 
Table 7.3 shows a descent of symmetry from C 2v to C2 symmetry, from which 
the two C 2 symmetry subspaces can be constructed. These symmetry subspaces 
C2 
{V(A1)} ~ 
{V(A2)} ~ 
C2v 
{V(A1) l y(A2)} 
{V(A3) l y(A4)} 
Table 7.3: Descent of symmetry from symmetry group C2v to C2 . 
give the new load and force vector symmetry-adapted coordinate systems with C 2 
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symmetry properties , arid the block-diagonalised equilibrium matrix H now has 
the form: 
-
-
ff(A1 ) 
(39 X 36) 
m= 3 
H= (7.28) 
ff(A 2) 
(39 X 36) 
s = 1 
m=4 
-
-
Equation 7.28 shows that the internal inextensional mechanism with C2 symmetry 
now exists in the first equilibrium block fI(Ai) ( with two of the rigid body mech-
anisms), vvhile the state of self-stress exists in the second equilibrium block fI(A 2 ) 
(with the other four rigid body mechanisms) and has no symmetry. 
Hence, the symmetry analysis shows that the internal mechanism in Figure 7 .11 , 
must be a finite mechanism, since no state of self-stress exists in the first equilib-
rium block which can stiffen the frame when it is displaced along this finite path. 
Figure 7.12(a) and (b) shows two displaced configurations of the frame as it follows 
the path of the finit e mechanism. In both configurations the frame has C2v sym-
2' 2" 
~-,2' ) 
12' 
·· .. /············ 
12 . 
2 12" 
(a) (b) 
Figure 7.12: (a) and (b) show two different configurations of the frame as it fol-
lows the path of the finite mechanism. In particular, the displaced 
positions of joints 2 and 12 are shown. In both configurations along 
this path the frame has C 2 v symmetry. 
metry and hence, the block-diagonalised equilibrium matrix H will have the block 
form shown in Equation 7.27. In any intermediate configuration the fra.2-11e has C2 
symmetry only and hence, the block-diagonalised equilibrium matrix H will have 
the block form shown in Equation 7.28. 
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7.3.2 Frame with C 3v Synunetry 
Another example of a statically and kinematically indeterminate frame which con-
tains an internal finite mechanism is shown in Figure 7.13. This planar frame is 
C::=> I 
I 
Figure 7.13: Frame with C 3 v symmetry. Each joint allows rotational freedom in 
a single direction only. 
unrestrained in 3-dimensional space and is made up of six beam-elements connected 
together using six joints which allow rotational freedom in a single direction only. 
In Figure 7.14 the planar frame is modelled as having six joints numbered 1-6, 
and six beam-elements numbered 1-V I. A coordinate system is also attached for 
the external load and displacement vectors acting at each joint. The odd numbered 
joints all have hinges which allow rotational freed~m about their local z-axes only. 
Hence two independent couples m 2 ; 1 and m 2 ; 2 are required at each of the odd 
numbered joints to allow independe~t rotations 82 ; 1 and 82 i 2 of the two connecting 
beams. The required external load and displacement vectors at the odd numbered 
joints are therefore: 
where: i = 1,3,5 . 
Pi = [Pxi Pyi Pzi m xi my; m zil m z;zf 
d i = [clxi dy; d z; Bx ; Byi Bzi1 Bz;zf 
(7.29) 
(7.30) 
The even numbered joints all have hinges which allow rotational freed·om about 
their local y-axes only. Hence two independent couples my;1 and myiZ are required 
at each of the even numbered joints to allow independent rotations Oyil and OyiZ of 
the two connecting beams. The required external load and displacement vectors 
at the even numbered joints are therefore: 
(7.31) 
Fra.me Structures 
C 
\ 
\ Y3 
Z3 
X3 
II 
b, 
I 
III 
I 
y' 
a. z,L1:' Z4 
--Y4 
X4 
VI 
IV 
Z6 
\ 
Y5 V ,c 
I b I 
Figure 7.14: Frame with C 3 v symmetry, modelled with an attached coordinate 
system for the external load and displacement vectors. 
vvhere: i = 2, 4, 6. 
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(7 .32) 
Thus, Equations 7.29-7.32 define a 42-dimensional external load and displacement 
vector space VP for the frame , where a loi1,d or displacement vector is: 
P1 d1 
P2 d2 
p = p3 d= d3 (7.33) p4 d4 
Ps <ls 
PG d6 
In order to define the internal vector space V f , the internal coordinate, system 
shown in Figure 7.1 is attached to each of the six beam-elements. Hence, each 
beam-element has the internal force and deformation vectors fi and vectors ei 
defined by Equations 7.3 and 7.4. Together , these six internal coordinate systems 
define a 36-dimensional internal force and deformation vector space V f for the 
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frame, and a force or deformation vector is: 
f= e= (7.34) 
This frame also satisfies the criterion for determinacy expressed by Equation 7.26, 
and hence should be structurally stiff. However , a structural analysis shows that 
the ( 42 x 36) equi·librium matrix H is of rank 35, hence there exists seven inexten-
sional mechanisms and a single state of self-stress. Since this frame is unrestrained, 
six of these inextensional mechanisms are accounted for by the six rigid body 
mechanism that the frame can undergo; this leaves only one remaining internal 
inextensional mechanism to investigate. 
The frame in Figure 7.14 has 3-fold rotation symmetry about the z'-axis and 
reflection symmetry in vertical planes a, b and c. Hence, this frame can be trans-
formed into an equivalent configuration by the following set of symmetry opera-
tions: 
1. The identity, symmetry operation E. 
2. Rotation by 120° about the z'-axis , symmetry operation C3 . 
3. Rotation by 240° about the z'-axis, symmetry operation C;f. 
4. Reflection in plane a, symmetry operation / :Ta.· 
5. Reflection in plane b, symmetry operation crb. 
6. Reflection in plane c, symmetry operation ere. 
Note, planes a, b and c are all perpendicular to the x'y'-plane. 
These six symmetry operations constitute the symmetry group C 3v. The three 
irreducible matrix representations {f(Ai) , f(A 2 ) and f(E)} which define the fun-
damental symmetry properties of symmetry group C3v are shown in Table 3.3 , 
and are used to find symmetry-adapted coordinate systems for the load and force 
vector spaces (they are not shown here clue to their size). 
In these symmetry-adapted coordinate systems both the load and force vector 
spaces are decomposed into four independent symmetry subspaces , each with the 
particular symmetry properties shown below: 
1. V~Ai) and vY1 ): full symmetry of the frame , symmetry group C3v. 
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2. V~A2 ) and V~A2): 3-fold rotational symmetry about the z'-axis , symmetry 
group C 3 . 
3. V~E)i and V~E)i: reflection symmetry in plane a, symmetry group Cs. 
4. V~E)2 and V~E)2 : reflection anti-symmetry in plane a, no symmetry. 
In these symmetry-adapted coordinate systems with C3 v symmetry properties , 
the block-diagonalised equilibrium matrix H has the form: 
~ 
ft (A1) (8x6) , m = 2 
ft (A2) (6 x 6) , s = 1 and m = 1 
(7.35) 
ft (E)l 
H= (14 X 12) 
m= 2 
ft (E)2 
(14 X 12) 
m= 2 
-
Equation 7.35 shows that equilibrium blocks fI(Ai) , fl( E) l and fI (E)2 are of full 
rank, while the (6 x 6) equilibrium block fI(A 2 ) is of rani< 5 and hence contains 
the state of self-stress. The six finite rigid body mechanisms can be identified and 
exist in the following symmetry subspaces:. 
1. Symmetry subspace V~1) contains the rigid body translation in the z'-direction. 
2. Symmetry subspace V~A 2 ) c;ntains the rigid body rotation about the z'-axis . 
3. Symmetry subspace V~E)l contains the rigid body translation in the x'-
direction and the rigid body rotation about the y'-axis. 
4. Symmetry subspace V~E)2 contains the rigid body translation m the y' -
direction and the rigid body rotation about the x'-axis. 
Hence, the one remaining inextensional mechanism exists in symmetry subspace 
V~Ai). Figure 7.15 shows a linear displacement of the frame in the direction of this 
mechanism. It is clear that the frame keeps its C3v~ symmetry properties when the 
inextensional mechanism is displaced, and hence the form of the block-diagonalised 
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Figure 7.15: Frame with C 3 v symmetry, after a linear displacement in the di-
rection of the internal finite mechanism. 
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equilibrium matrix in Equation 7.35 does not change. Thus, no further analysis is 
required in order to determine whether this mechanism is finite or infinitesimal. 
The block-diagonalised equilibrium matrix in Equation 7.35 shows that the 
state of self-stress exists in the second block fl(A 2 ) and is therefore unaffected 
when the mechanism in the first block fl(Ai) is displaced, i.e. this mechanism must 
be finite since it cannot be stiffened by the state of self-stress. 
Figure 7.16(a)-(d) shows the frame in different configurations as it follows the 
actual path of this internal finite mechanism. At each configuration the block-
diagonalised equilibrium matrix will have the same block form as shown in Equa-
tion 7.35, since the frame always has C 3 v symmetry. Only the contents of the 
blocks change as the frame is displaced along the finite.path; the symmetry prop-
erties of the blocks remain the same. 
t 
(a) 
(b) 
.. : __,,,I 
Figure 7.16: (a)-(d) show different configurations of the frame as it follows the 
path of the finite mechanism. In all configurations along this path 
the frame has C3v symmetry. 
Chapter 8 
Conclusions and Future Work 
8.1 Conclusions 
This dissertation provides an introduction to the analysis of symmetric structures, 
in particular showing that simple procedures based on Group Representation The-
ory can reduce the complexity of the analysis and provide great savings in the 
computational effort required to analyse any symmetric structure. It is hoped that 
these ideas will become more widely known and used by the structural engineering 
community. 
A large linear structural analysis consists of the construction and sqlution of a 
system of linear equations, and even with the assistance of modern computers any 
reduction in computational effort is of great value. Hence,.finding ways to achieve 
computational efficiency are of interest. Large structures are often composed of 
a number of identical elements and hence have pa1:ticular symn1etry properties. 
This dissertation has shown that utilising these symmetry properties allows a very 
efficient method of analysis . · 
The methods developed in this dissertation utilise Group Representation The-
ory, which is the mathematical language best suited to describing the symmetry 
properties of a structure. In Chapters 1 and 2 the exploitation of simple bilateral 
symmetry and purely rotational symmetry using a Fourier transformation were 
discussed . In contrast with these methods , this dissertation has shown that the 
application of Group Representation Theory fully utili ses the symmetry properties 
of the structure to simplify the analysis of the governing system of simultgtneous 
equations. Thus , Group Representation Theory provides a systematic approach to 
the analysis of symmetric structures, with the result that the symmetry properties 
of any structure are fully exploited. Furthermore, it is clear that Group Represen-
tation Theory is indispensable for any structure which has symmetry properties 
that are more complex than simple bilateral or purely rotational symmetry. 
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Although the mathematical background of Group Theory is both complex and 
abstract, the application of Group Representation Theory and the calculations 
required to find symmetry-adapted coordinate systems are quite simple. These 
symmetry-adapted coordinate systems consist of independent symmetry subspaces 
which have particular symmetry properties, and this dissertation showed that by 
transforming into these symmetry-adapted coordinate systems the stiffness or equi-
librium matrix of a pin-jointed structure was block-diagonalised into independent 
submatrices with particular symmetry properties . The solution for each of these 
submatrices requires fewer computational operations, hence reducing the complex-
ity of the analysis and increasing the efficiency. 
However , Chapters 4 to 7 showed that applying Group Representation Theory 
to block-diagonalise the equilibrium matrix not only simplified the analysis of a 
structure in terms of the computational effort required, but also provided valuable 
insight into the physical behaviour of a structure. In the symmetry-adapted co-
ordinate systems each equilibrium submatrix block relates applied external loads 
with particular symmetry properties to internal forces of the structure with the 
same symmetry properties. Hence, any states of self-stress or inextensional mecha-
nism present in a particular equilibrium subniatrix block will necessarily have these 
symmetry properties. Chapter 6 for example, showed that a symmetry analysis 
of the equilibrium matrix was extremely useful for structures with highly complex 
symmetry, such as a pin-jointed cube with Oh symmetry. 
A symmetry analysis proved particularly useful for investigating the physical 
behaviour of statically and kinematically indeterminate structure_s. The analysis 
not only showed that states of self-stress and inextensional mechanisms with par-
ticular symmetry properties were systematically iclen~ifiecl , but it was also possible 
in some cases to identify when a symmetric structure contains a finite mechanism. 
This was clone by showing that a state of self-stress with particular symmetry 
properties could not stiffen an inexte.nsional mechanism with different symmetry 
properties and hence, the mechanism was free to follow a finite path. 
This dissertation also showed that these symmetry techniques can be system-
atica.lly applied to all types of structures with symmetry. More general structures 
with rigid or partially rigid joints were investigated in Chapter 7, using the same 
Group Representation Theory techniques but necessarily applied to more complex 
systems of simultaneous equations. However, it was clear that the underlying re-
sults of these more general structures have the same characteristics as less complex 
pin-jointed structures with the same symmetry properties. 
8.2 Future Work 
In this dissertation Group Theory methods have been used to simplify the static 
analysis of pin-jointed structures and frames with rigid or partially rigid joints. 
Conclusions and Future vVork 135 
However these methods could be similarly applied to any other type of structure 
which has symmetry, e.g. solid surface structures, and to different areas of struc-
tural analysis, such as analysing buckling and bifurcations problems, or finding 
natural frequencies and modes of vibrations of symmetric structures. Hence, the 
purpose of this dissertat ion was two-fold, the first was to provide a systematic 
methodology for the application of symmetry arguments to the fundamentals of 
structural analysis, and the second was , rather than concentrating on the math-
ematical basis of the required Group Representation Theory, to emphasise the 
implications that the application of symmetry arguments has on the analysis of 
symmetric structures . 
One of the limitations imposed in this dissertation is that the example struc-
tures were limited to those which had both geometrical and mechanical symmetry 
have only been considered. Hence, an interesting possible extension of this work 
could be to investigate structures which have geometric symmetry but less or no 
mechanical symmetry. These structures would still have equilibrium and com-
patibility matrices which can be block-diagonalised using symmetry arguments. 
However the effects of the missing mechanical symmetry on both the stiffness and 
flexibility matrices would have to be examined. 
In Chapters 3 and 4 the symmetry analysis was carried using the stiffness 
or equilibrium matrix of the rotational symmetry sub-structure. However if the 
symmetry of a structure is more complex, e.g. a symmetric st ructure often also 
has reflection symmetry as well as rotation symmetry, then there may exist a 
smaller symmetry sub-structure which would increase the efficiency of t):ie analysis 
further. Hence, in a similar way to that for a rotational symmetry sub-structure, 
the symmetry analysis could be carried using the smallest symmetry sub-structure 
possible. 
Another limitation of the work in this di ssertation is the use of only symmetry 
point groups. Further work could be done to utilise for example, translat ional 
and magnification symmetry properties present in many larsa'<:. structures. These 
types of structure can be treated in a similar way to structures with rotat ion 
symmetry; however the encl bouncl"ary conditions must be satisfied, i. e. the system 
of simultaneous equations must take into account the first and last symmetry 
sub-structure which do not have translational or magnification symmetry. Similar 
problems occur with structure which have only partial symmetry, that is structures 
which are "almost" symmetri c in that they do have a lot of repetition, but are not 
truly symmetric in accordance with the definition of a symmetry operatipns or 
equivalent configurations. So of interest is whether this partial symmetry can be 
exploited to simplify the analysis of these types of structure using similar methods 
to those described in this dissertat ion. Some initial work has been carried out on 
these types of structure by Bossavit (1988) , who takes into account the areas where 
true symmetry does not exist. 
Conclusions and Future vVork 136 
In Chapters 5-7 work vvas done to show how a symmetry analysis could be 
carried out on structures which have been displaced in the direction of an inexten-
sional mechanism. Once the structure has been displaced it immediately takes on 
the symmetry properties of the mechanism. It was shown that a further analysis 
using these new symmetry properties can sometimes show whether the mechanism 
is in fact finite rather than infinitesimal. Similar work could also be carried out for 
structures which exhibit large deflections or elastic buckling under applied external 
loads and hence , take on new configurations with particular symmetry properties. 
In these cases further analysis may also show some interesting symmetry implica-
tions . 
Finally, from a more abstract point of view, it is of interest how different choices 
of equivalent 2 or 3-dimensional irreducible matrix representations define symme-
try subspaces vvith different basis vectors but with the same symmetry properties. 
Furthermore, the same block-diagonalised stiffness or equilibrium matrix can be 
found, irrespective of the axes of rotation or the planes of reflection defined by 
a 2 or 3-dimensional irreducible matrix representation and whether they coincide 
with the axes of rotation and planes of reflection of the structure. A remarkable 
characteristic of the symmetry subspaces corresponding to a 2 or 3-dimensional 
irreducible matrix representation, is that the basis vectors can always be arranged 
such that the corresponding stiffness or equilibrium blocks are identical, for exam-
ple blocks fI( E)l and fI (E) 2 in Equation 4.23. Further investigation is required to 
determine whether this could provide additional insight into the characteristics of 
symmetric structures. 
Appendix A 
Group Representation Theory 
Although the basic mathematical ideas of Group Theory are abstract, the actual 
techniques required to apply the theory are relatively simple. For the purpose of 
analysing symmetric structures, Group Theory must be applied to vectors in a 
vector space; this gives rise to Group Representation Theory. This appendix intro-
duces some background and key concepts of Group Representation Theory, that are 
used in this dissertation. For a more detailed description of Group Representation 
Theory, see Schonland (1965) or Bishop (1973). 
A.1 Symmetry Operations 
A symmetry operation, such as a rotation about an axis or a reflection in a plane, 
brings a structure into a new position which coin~ides exactly with the original 
position, such that the structure is left in a geometrically and mechanically identical 
configuration. This is called an equ fvalent configuration. Described below are 
the five different types of symmetry operation that can be applied to symmetric 
structures: 
1. The identity operation: the structure is left in its original configuration, this 
can occur when structure is rotated by 0° or an integer multiple of 360° about 
. an axis of symmetry. The identity operation is denoted by the symbol E. 
2. A rotation about an axis of symmetry: this operation is also called a proper 
rotation. A rotation about an axis of symmetry that brings the structure into 
an equivalent configuration is denoted by the symbol Cn . The corresponding 
axis of rotation is said to be an axis of n-fold symmetry. 
This rotation , which brings the structure into an equivalent configuration, is 
through an angle a a.bout an axis of symmetry, where positive a corresponds 
to an anti-clockwise rotation. Further rotations about the same axis through 
137 
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angle a will also bring the structure into an equivalent configuration. If a 
is taken as the smallest angle of rotation that gives rise to an equivalent 
configuration, then n is given by: 
The results of applying rotation Cn n times is to bring the structure back to 
its original configuration after a rotation of 360° about the axis of symmetry. 
This equivalent to applying the identity operation E: 
en =E 
n 
3. A reflection in a plane of symmetry: the operation of reflecting a structure 
in a plane of symmetry is denoted by the symbol O'. Reflecting the structure 
twice in the same plane brings it back to its original configuration: 
(]'2 = E 
4. A rotary reflection or improper rotation: this is the combination of a rota-
tion through an angle of 21r /n a.bout some axis and a reflection in a plane 
perpendicular to this axis. The order of these operations does not matter 
and the combined operation is denoted by the symbol Sn: 
where O'h denotes a reflection in the plane perpendicular to the axis of sym-
metry. 
5. Inversion in the centre of symmetry: this operation is denoted by the symbol 
i and the effect is to move any point of the str~1cture to a position the same 
distance away directly through the centre of symmetry. Thus i is simply the 
special case of an improper rotation when the angle rotation is 180°: 
A.2 Symmetry Groups 
For any structure it is possible to write clown all the symmetry operations that can 
be performed to bring it into an equivalent configuration. This set of symmetr.Y: 
operations forms the symmetry group of the structure, and are called the elements 
of the symmetry group. For example, the six symmetry operations {E, C3 , CJ, O'a, 
O'b , O'c} form the symmetry group C 3v of the example structure in Figure 3.1. 
Any set of elements that forms a symmetry g1:oup must satisfy the following 
multiplication properties: 
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1. The product of two eleinents in a set, P and Q say, is also an element of the 
set: 
R=PQ 
This product PQ is the result of first applying element Q to the structure, 
then applying element P. The order of the elements is important because in 
general any two elements are not commutative. For example, the products 
of the two symmetry operations C3 and O"a.: 
2. The product of two elements is associative: 
R(PQ) = (RP)Q 
For example, the product of the three symmetry operations C3 , O"a and a-b: 
3. The set contains an identity element E with the property: 
E = EP = PE 
where P is any element of the set. 
4. Each element of the set has an inverse ·which is also an element of the set: 
pp-1 = p-1p = E · 
For example, the inverse symmetry_ operation of C3 is Cf 
Alternatively, the symmetry operations can form a multiplication table which com-
pletely defines the symmetry group, e.g. the multiplication table of symmetry group 
C3v , sh0vvn in Table 3.1. 
Hence, it follows that Group Representation Theory is not concerned with the 
nature of the elements; it deals only with the formal structure of the symmetry 
group defined by the multiplication properties. The multiplication properties of a 
sy{nmetry group depend only on the relationship between its elements, and these 
relationships are completely determined by the spatial relationships between the 
axes and planes of symmetry. Any two structures, no matter how different in form 
or complexity, which have the same system of axes ·and planes of symmetry will 
also have the same symmetry group . This is one of the reasons for the power 
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and generality of Group' Representation Theory applied to symmetric structures; 
for although the number of different imaginable structures is unbounded, this is 
not true of their possible systems of axes and planes of symmetry. They are 
severely restricted by geometrical considerations and it is possible to write clown 
a list of all the symmetry groups and their properties that can exist in Euclidean 
space. To apply Group Representation Theory to a particular structure, all that 
is necessary is to identify the symmetry group of the structure and then apply 
standard methods to extract the desired information from the known symmetry 
properties of the symmetry group. 
A.2.1 Classes of Conjugate Elen1ents 
An important concept in Group Representation Theory is the division of the ele-
ments into classes of conjugate elements . Two elements of a symmetry group P 
and Q are said to be conjugate to each other if there is some other element S' of 
the symmetry group such that : 
(A.l) 
It follows from Equation A.l that if elements P and Q are both conjugate to an 
element lil/ , then they are also conjugate to each other: 
P = s-1 lV Sand Q = Tlil!T- 1 (A .2) 
where T is also an element of the symmetry group. 
Thus, vV = r- 1QT and substituting back into Equation A.2 gives: 
(A.3) 
where by multiplication property (1), (TS) must be some element of the symmetry 
group, and hence P is conjugate to Q. 
Thus given any particular element HI of a symmetry group, a subset of elements 
can be found which are conjugate to HI and therefore to each other, by forming all 
the possible products R-1 HI R , where R runs over all the elements of the symmetry 
group . This subset is called a class of conjugate elements, and the elements of any 
symmetry group can be divided into a number of mutually exclusive classes in this 
way. 
For example, if a symmetry group contains an element Q which commutes 
with every other element R, then R- 1 QR = Q for every R, and hence Q is in 
a class by itself. Thus, in every symmetry group the identity operation E is in 
a class by itself. Furthermore, if every elemen_t in a symmetry group commutes 
with every other element, each element is in a class by itself. However, in general a 
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symmetry group will contai'n some non-commuting elements and some of its classes 
will contain more than one element. 
This division of a symmetry group into classes of conjugate elements based 
on the rather abstract definition of a class given above, can be thought of more 
naturally as a division of the elements into sets of geometrically similar operations. 
For example, the classes of symmetry group C 3v are the identity operation { E}, 
the three reflections { O" a, O"b , O" c}, and the two rotations { C3 , en. Schonland (1965) 
provides simple rules based on geometrically similar operations , for dividing the 
elements of a symmetry group into its classes. 
This concept of classes of conjugate elements is used later to help determine 
the irreducible matrix representations of a symmetry group. 
A.2.2 Point Groups 
The symmetry groups discussed above are all formed from symmetry operation 
pertaining to a physical structure. These symmetry operations all leave a fixed 
point in space, i.e. the structure has an axis or plane of symmetry, and the fixed 
point must lie on this axis or plane. From this it follows that all the axes and 
planes that a structure may possess must intersect at one common point, which 
remains fixed under all the symmetry operations. Such symmetry groups are called 
point groups. (Alternatively, for a structure of infinite size it is possible to have 
symmetry operations that leave no point fixed in space, e.g. translations; these 
give rise to space groups.) 
Point groups can be classified into three broad classes using Schoen-flies notation 
(Schonland 1965). The first class consists of the two ~imple 'non-axial groups. 
A structure may possess just one plane of symmetry so that its only symmetry 
operations are the identity E and the reijection O" in the plane of symmetry; this 
symmetry group is denoted Cs . Alternatively a structure may possess just a centre 
of symmetry, so that its only . symmetry operations are the identity E and the 
inversion i ( an improper rotation through an angle of 180°); this symmetry group 
is denoted ci. 
The second class consists of groups which are distinguished by possessing a 
single main n-fold axis of symmetry. If a structure possesses one main n-fold axis 
of symmetry all its symmetry operations must leave the axis of symmetry unaltered 
or reversed in direction. The symmetry operations which satisfy this class are: 
. 
( a) Rotations about the main axis, denoted C~. 
(b) Improper rotations about the main axis , denoted S~. 
( c) Reflections in a plane perpendicular to the ,ma.in axis , such a plane is called 
a horizontal plane and the operation is denoted O"h. 
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( d) Reflections in a plane containing the main axis, such a plane 1s called a 
vertical plane and the operation is denoted <Yv · 
(e) A rotation through 180° about a 2-folcl axis perpendicular to the main axis , 
denoted c~. 
These operations may be combined in various way to form the following symmetry 
groups with one main symmetry axis: 
(a) Symmetry group Cn, which has the single n-fold symmetry axis and the 
elements of the group are the rotations C~. 
(b) Symmetry group S2n, which has the single axis of even order 2n and the 
elements of the group are the improper rotations S~n· 
( c) Symmetry group Cnh , which is obtained by adding a horizontal symmetry 
plane perpendicular to the single n-folcl symmetry axis and the elements of 
the group are the rotations C~ and the improper rotations S'~. 
( cl) Symmetry group Cnv, which is obtained by adding n vertical symmetry 
planes containing the single n-fold symmetry axis and the elements of the 
group are the rotations C~ and the n reflections <Yv. 
(e) Symmetry group Dn, which is obtained by adding n 2-folcl axes perpendicular 
to the main axis and the elements of the group are the rotations C~ and the 
n rotations C~ about these 2-folcl axes. 
(f) Symmetry group D 11 h , which is obtained if the horizontal plane containing 
the 2-fold axes of symmetry group D 11 is also a · symmetry plane, then the 
elements of the group are the rotations C~; the n rotations C~ about these 
2-fold axes, n reflections <Yv and t~e improper rotations S'~. 
(g) Symmetry group Dnd, which is obtained by adding n vertical symmetry 
planes containing the main axis and bisecting the angles between adjacent 
2-fold axes. The elements of the group are the rotations C\~ , the n rotations 
C~ about these 2-folcl axes, n reflections CYv and improper rotations of the 
form si~+I , where i = 0 ton - l. 
The third class consists of symmetry groups with more than one main n-folcl sym-
metry axis, and these are related to the symmetry of the regular solids, the tetra-
hedron, cube and icosahedron. If a structure has several n-folcl symm~try axes , 
these axes must intersect at a point and their spatial arrangement must be such 
that a rotation C~ about one of the axes results in an interchange of the other axes. 
This condition severely limits the number of possible groups containing more than 
one n-fold axis. 
These symmetry groups are discussed below in order of increasing values of n: 
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( a) n = 2, Symmetry grou1)s D 2 , D 2h and D 2d. If there is a set of intersecting 
2-fold axes, there must be three of them, mutually perpendicular to each 
other. This is the set of axes of symmetry group D 2 . There are only two 
different ways of adding planes of reflection symmetry to this set of axes; 
these give rise to the symmetry groups D 2 h and D 2d. 
(b) n = 3, Symmetry groups T, Td and Th. If there is a set of intersecting 3-fold 
axes, there must be four such axes whose directions are those of the body 
diagonals of a cube. However, the existence of the four 3-fold axes necessarily 
implies the existence of three mutually perpendicular 2-fold axes. This set of 
3-fold and 2-fold axes form symmetry group T. There are only two different 
ways of adding planes of reflection symmetry to this set of axes; these give 
rise to the symmetry groups Td and Th. These are the symmetry groups 
related to a tetrahedron. 
(c) n = 4, Symmetry groups O and Oh. If there is a set of intersecting 4-fold 
axes, there must be three such axes, mutually perpendicular to each other. 
The existence of the four 3-fold axes necessarily implies the existence of four 
3-fold axes, like those of symmetry group T, and the existence of six 2-fold 
axes. This set of 4-fold, 3-fold and 2-fold axes form symmetry group 0. 
There is only one way of adding planes of reflection symmetry to this set of 
axes, to give symmetry group Oh . This is the symmetry group of a cube or 
regular octahedron. 
( cl) n = 5, Symmetry groups Sand Sh. These symmetry groups contain twelve 5-
fold, twenty 3-fold and fifteen 2-fold axes. They are related to the symmetry 
of the icosahedron . 
There are no point groups with intersecting axes for which n is greater than five . 
Further detailed description of these sy_mmetry groups can be obtained in most 
Group Theory books . 
A.3 Reducible and Irreducible Matrix 
Representations 
In Chapters 3 and 4 two different matrix representations were found for the op-
erations of a symmetry group. It is possible to classify and characterise all the 
possible representations of a symmetry group. It is this classification of represen- · 
tations that results in the main applications of Group Representation Theory to 
symmetric structures. 
The classification of the representations of a symmetry group may initially 
seem an infinite task since vector spaces of any dimension can be considered and 
Group Representation Theory 144 
the choice of vector basis for 'a given vector space is arbitrary. However, all the 
representations which arise from a given vector space are essentially equivalent and 
it is possible to show that any representation can be described in terms of a small 
number of fundamental irreducible representations. 
Hence, this section will show that the key concepts of Group Representation 
Theory are those of equivalent representations , the character of a representation , 
and the reduction of a representation into its irreducible components . 
A.3.1 Equivalent Representations 
To find a matrix representation it is necessary to choose a vector basis for the given 
vector space and then calculate the effects each of the operations have on each basis 
vector. A different choice of vector basis will produce a numerically different matrix 
representation , and since the choice of vector basis is arbitrary, there can be many 
matrix representations of a symmetry group in a given vector space. However 
all these representations are essentially equivalent since they contain exactly the 
same information, namely the effects the operations have on a general vector in the 
vector space. Hence, it is necessary to show how these equivalent representations 
are related to each other. 
For a given vector space, two matrix representations P and Q of a symmetry 
group are equivalent if there is some non-singular matrix A (i.e. matrix A has an 
inverse A -l ) such that : 
PA=AQ or P = AQA-1 (A.4) 
for every operation of the symmetry group. 
Equation A.4 shows that any one matrix representation can be obtained from 
another by using the appropriate similarity t"ransformation matrix A. 
A.3.2 Character of a Representation 
Of interest is a quanti ty of a representation that describes the representation in 
general , without referring to some specific vector basis , i. e. a quantity which is 
the same for all equivalent representations and is different for all non~equivalent 
representations. This invariant quantity associated with the matrices in a r~pre-
sentation is the trace Tr[M] of a matrix M . The trace of a matrix is defined to be 
the sum of the diagonal components; for an (n x n) matrix M with components 
clij: 
n 
Tr( M) = L clii (A.5) 
i=l 
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It is possible to show that the trace of any matrix in a representation remains 
invariant under a change of vector basis, i. e. the trace of corresponding matrices 
P( a) and Q( a) in two equivalent representations P and Q, is the sam e: 
Tr[P(a)] = Tr[Q(a)] (A.6) 
Hence, the trace of the matrices in a representation gives a set of numbers which is 
characteristic of the representation in the sense that all equivalent representations 
have the same set of numbers , while non-equivalent representations have different 
sets. Thus, the trace of a matrix in a representation is called the character x[R(a)] 
of the corresponding operation in the symmetry group . 
x [R(a)] = Tr[R(a)] (A.7) 
T he complete set of characters , one for each operation in the symmetry group, is 
called the character of the representation, and hence it is possible to say that two 
representations are equivalent if they have the same character. 
A.3.3 Reducible and Irreducible l\tlatrix Representations 
So far this section has shown how a change of vector basis will give an equivalent 
matrix representation and how to characterise all non-equivalent matrix repre-
sentations. l ow it is possible to introduce reducible and irreducible matrix rep-
resentations ; these are concepts that lead directly to the applicatioµ of Group 
Representation Theory to symmetric structures. 
For a symmetry group and a given vector space, it is ·possible to find a vector 
basis for the matrix representation that is particularly simple. There exists a vector 
basis such that the matrices of a representation appear in a redu ced form as direct 
sums of matrices belonging to irreduci~le matrix representations. 
If there is a representation R such that a vector basis can be found which 
spli ts the vector space V into two.subspaces V ' and V", where any vector in either 
subspace, is transformed into another vector in the same subspace under all of 
t he symmetry operations , then V' and V" are invariant subspaces of vector space 
V and R is a reducible matrix representation. R now appears in a reduced form 
with representations R' and R" along the diagonal. The relationship between the 
original representation and representations R' and R" is written: 
R = R' E9 R" (A.8) 
where E9 is a direct sum. If no such vector basis exists then R is 0.11 irreducible 
matrix representation. 
This procedure can be continued to consider whether the representations R' 
and R" are themselves reducible. The invariant subspaces V' and V" may also 
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contain invariant subspaces ·such that R' and R" can be reduced by a suitable 
change of vector basis for V' and V". Then R' and R" are also expressed as direct 
sums of representations with smaller dimensions. This reduction process can be 
continued until the original vector space V has been decomposed into a number of 
invariant subspaces, each of which gives rise independently to a representation and 
none of which can be further divided into invariant subspaces of smaller dimension. 
At this point all the matrices of the representation have been transformed into a 
block-diagonal form: 
r(ll 
0 
r(2) 
R= (A.9) 
f(3) 
0 
This fully reduced representation is denoted R, and contains the irreducible ma-
trix representations along its diagonal, i. e. the original matrix representation has 
been decomposed into its component irreducible matrix representations, which are 
denoted by the symbol r(µ): 
Ji = r(1) E9 r( 2) E9 r(3 ) E9 .. . E9 r(p) (A.10) 
A.3.4 Properties of Irreducible Matrix Representations 
Equation A.10 does not fully define a reduced representation R, i.e. it does not 
identify which irreducible representations appear in the reduced representation. 
However, the irreducible matrix representations of a symmetry group possess a 
number of remarkable properties. These properties allow all the possible irreducible 
matrix representations of a symmetry group to be enumerated and classified, and 
any reducible matrix representations to be decomposed into its irreducible compo-
nents. The properties of irreducible matrix representations , that are of interest in 
this dissertation , are stated below. 
If a symmetry group G contains g symmetry operations, which can be divided . 
into k different classes of mutually conjugate symmetry operations, as described 
in Section A.2. Then it is possible to prove that , 
Theorem 1 The symmetry group G possess exactly#k different (i.e. non-equivalent) 
irreducible matrix representations {f(l), r(2), · · ·, f(k)} whose dimensions { n1, n2, · · · , nk} 
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satisfy the eqirntion: 
(A.11) 
All symmetry groups have a g and a k which are such that there is only one possible 
set of k integers , the sum of whose squares is equal to g. Hence, Theorem 1 gives 
both the number of irreducible representations possessed by a given symmetry 
group and also what dimensions they are. 
A property of the k classes of symmetry operations is that in each class all 
the symmetry operations will have the same character. The k different classes of 
symmetry group G can be denoted {J(1 , K 1 , .. · , Kk}, where each class contains 
{g1 , g'J. , · · · , gk} symmetry operations respectively. Furthermore, in irreducible rep-
resentation f(µ) , the character of all the symmetry operations in class J(i , is denoted 
by x ~{,). Then the next theorem is, 
Theorem. 2 The characters xiµ) of the different irreducible representations satisfy 
the relationship: 
(A.12) 
i=l 
where xi")* is the complex conjugate of x1{'). 
The consequence of Theorem 2 is that the sets of characters x1µ) belonging 
to the different irreducible representations must be different. Thus, characters 
may be used to classify irreducible representations and distinguish them from each 
other. This classification is conveniently shown in the form of a character table, 
e.g. Table 6.1. 
The final property of irreducible representations that is required to fully reduce 
a representation into its irreducible components is, which of the irreducible rep-
resentations of a symmetry group appear in a reduced representation; that is , to 
write down the appropriate form of Equation A.10 . 
The same irreducible representation may occur more than once in the reduction 
of a representation; equally, not every irreducible representation will necessarily 
appear. Using Theorem 2 it is possible to show that the number of times irreducible 
representation f({,) occurs in the reduction of a representation R is: . 
(A.13) 
where in representation R, xf<)[R] is the character of all the symmetry operations 
belonging to class IC. 
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Hence, a reduced representation R is fully defined by: 
k 
R = a1r(1) ffi · · · ffi aµr(µ) ffi · · · ffi akr(k) = L a,,r(,t) (A.14) 
µ.==1 
Now however, the more difficult problem is to find the vector basis for the vector 
space in ·which the representation appears in its reduced form. This problem re-
quires the Great Orthogonality Theorem and is addressed in the next two sections. 
A.3.5 Notation for Irreducible Representations 
Mulliken symbols are commonly used to denote the irreducible representations of 
a symmetry group, and are used in this dissertation. A brief description i.s given 
below, a more detailed description can be found in Schonland (1965). 
None of the symmetry groups used in this dissertation have irreducible repre-
sentations with dimensions greater than three. Also the characters of a.n irreducible 
representation a.re mostly real numbers; certain 1-dimensiona.l irreducible repre-
sentations have complex characters. 
The 1-dimensiona.l irreducible representations with real characters are defined 
by the symbols A or B, the 2-dimensiona.l irreducible representations a.re defined 
by the symbol E, and the 3-dimensiona.l irreducible representations a.re defined by 
the symbols T or F. 
Suffixes 1, 2, J, ... a.re used where necessary, to distinguish betvveerr different ir-
reducible representations with the same dimensions. For certain symmetry groups, 
the Mulliken symbols may also have suffixes g or 1l attached, or they may ap-
pear with primes or double primes. (The significance of these additions are not 
described here). 
For example, symmetry group C 3; has the irreducible matrix representations 
{f(Ai), f(A 2 l, r(E)}; these a.re shown in Table 3.3. 
A symmetry group which has a. 1-dimensiona.l irreducible representation with 
complex characters, denoted r(c), will always have its complex conjugate pair r(c)*. 
In M ulliken notation these pairs of representations a.re bracketed together and given 
the symbol E appropriate to a. 2-dimensiona.l irreducible representation. For ex-
ample , symmetry group C3 has the irreducible matrix representations {f(A) , f(E)} ; 
these a.re shown in Table 3.5. 
A.4 Great Orthogonality Theorem 
The results of the previous section show which of the irreducible matrix representa-
tions f(,t) of a. symmetry group a.re contained in a. reducible matrix representation 
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R. In order to solve the mdre difficult problem of finding a vector basis in which 
the matrices of the reducible matrix representation R have the completely reduced 
form of Equation 3.4, the Great Orthogonality Theorem is required and st'o ~<l5: 
Theorem 3 The components of any two irreducible matrix representations f(,l) 
and f(v) which belong to the same symmetry group, satisfy the relationship: 
""""r(µ} *r(v) - !!_r: f:, r:. L._,; ij pq - u,wVipUJq 
R n,, 
where: subscripts ( ij) and (pq) identify partiwlar components of the 
two irreducible matrix representations f(µ) and r(v) 1 
g is the number of elements in the symmetry group and the 
summation is over all the elements, 
n,l is the dimension of f(,l) 1 
f(,l)* 1:s the complex conjugate off(µ) 
1 
Dmn is the "Kron ecker delta " defined by, 
Dmn = { 1 ~f rn = n , 
0 zf m # n. 
Equation A.15 covers three different cases. 
(A.15) 
(A.16) 
(a) If f(µ) and r(v) are different irreducible matrix representations, so .that ll # v 
and hence Dµv = 0, then: 
(A.17) 
(b) If f(µ) and r(vl are the same (p = v., Dµv = l), but i # p and/or j # q, so 
that Dip= 0 and/or Djq = 0, then: · 
(A.18) 
(c) If ll = v and at the same time i = p and j = q, so that Dip= Djq = l, then: 
_(A.19) 
For example, using the irreducible matrix representations {f(Ai) , f(A 2 ) , f(E)} of 
symmetry group C 3v shown in Table 3.3. 
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(a) /l = A1 and v = A2 : 
~ f(,,)*r(v) = ~ f(Ai)*f(A2) L...t !J pq L...t 11 11 
R R 
= (1 X 1) + (1 X 1) + (1 X 1) + 
(1 X -1) + (1 X -1) + (1 X -1) 
=0 
(b) /l = v = E, ij = 11 and pq = 22: 
~ f(µ)*f(v) = ~ f(E)*f(E) L...t !J pq L...t 11 22 
R R 
= (1 X 1) + (-1/2 X -1/2) + (-1/2 X -1/2) + 
(-1 X 1) + (1/2 X -1/2) + (1/2 X -1/2) 
=0 
( c) µ = v = E an cl i j = pq = 12: 
~ f(,,) *f(v) = ~ f(E)*f(E) L...t IJ pq L...t 12 12 
R R 
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(A.20) 
(A.21) 
= (0 X 0) + (-V3/2 X -V3/2) + ( V3/2 X V3/2) + 
(0 X 0) + (-V3/2 X -V3/2) + (V3/2 X V3/2) 
=3 (A.22) 
The Great Orthogonality Theorem is the key theorem of Group Representation Theory and can be used to solve the problem of finding symmetry-adapted coor-dinate systems for any vector space of a symmetric structure. The next section 
shows how the great Orthogonality Theo1:em is used to find orthonormal basis vec-
tors for any symmetry subspaces V(µ)i corresponding to row i of irreducible matrix 
representation f(,,). 
A.5 Projection Operator Theory 
In Section A.3 irreducible matrix representations f(P) were described which operate 
on irreducible invariant subspaces v(v) . The following orthonormal vector basis can be 'defined for an irreducible invariant subspace V(11l: 
y(v) = (v(v) v(v) . . . V(v)) 1 , 2 , , n,, (A.23) 
where n 11 is the dimension of the irreducible matrix representation f(µ). 
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Hence, the irreducible matrix representation f(µ) can be defined as a represen-
tation which transforms the basis vectors of an irreducible invariant subspaces y(v) 
amongst themselves. 
If one of the orthonormal basis vectors vi11) is operated on by a reducible matrix 
representation R , then by the definition of an irreducible invariant subspace, this 
basis vector must be transformed into a new vector in the same irreducible invariant 
subspace. This new vector is a combination of the orthonormal basis vectors shown 
in Equation A.23, according to the components of the corresponding irreducible 
matrix representation f (µ): 
n,., 
Rv(v) = '°' r(v)v(v) 
q ~ pq p (A.24) 
p=l 
Equation A.24 can be multiplied by rfi)* and summed over all the operations in 
R, to obtain: 
n,., 
'°' I'~µ)*R (v) = '°' '°' r(,,)*r(v) (v) ~ i J V q ~ ~ iJ pq VP (A.25) 
R p=l R 
Then by the Great Orthogonality Theorem, the right-hand side of Equation A.25 
is equal to: 
n,., 
'°' _.!!__r r. r. y(v) ~ u,wUipUJq P 
n p=l µ 
(A.26) 
The only non-zero term in the summation over p is the one for which p = i , hence 
Equation A.25 becomes: 
(A.27) 
Equation A.27 can be rewritten as: · 
(A.28) 
where: 
o(µ) = "r(,,)*R 
!J ~ tJ (A.29) 
R 
o;;') is the projection operator matrix, which is a linear combination of the opera-
tions in R with coefficients that depend on the matrix components of the irreducible 
matrix representations f(µ). 
Consider the application of the projection operator matrix to the basis vector 
vi11) , Equation A.28 covers three cases . . 
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(a) If ft# v: 
(A.30) 
(b) If ft = v but q # j : 
(A.31) 
( c) If f l = v and q = j: 
(A.32) 
Cases ( a)-( c) show that the projection operator matrix O}j'), corresponding to row i 
of irreducible matrix representations f(,,), projects out (with factor g/n,,) any basis 
vectors vi'') . That is , the column space of proj ection operator matrix oij,) gives 
a vector basis for symmetry sitbspace y(,,\ corresponding to row i of irreducible 
matrix representations r( ,,) . 
If an irreducible matrix representations f(µ) occurs aµ times in the equivalent 
block-diagonalised matrix representation R, then symmetry subspace y(µ)i will 
have aµ basis vectors, i.e. the column space of projection operator matrix o!j) will 
be aµ-dimensional. 
Furthermore, it is clear that for any n,,-dimensional irreducible matrix represen-
tation, the projection operator matrix finds nµ different symmetry subspaces y(µ)i , 
each corresponding to a different row i of the irreducible matrix representations 
r(µl. 
For all (1 x 1) irreducible matrix representations f(µ), the corresponding sym-
metry subspace may be denoted y(µ) , i.e. the superscript i ~ 1 is omitted. 
For a (nµ x nµ) irreducible matrix representation, · where n ,, > 1, only matrix 
components from the different rows of the (n" x n") irreducible matrix represen-
tation f(µ) will give different symmetry si1bspaces y(µ)i. For example, the column 
space of the following projection operator matrices { O~~) , O~i)}, both of which 
correspond to matrix components from the first row of a (2 x 2) irreducible matrix 
representation f(µ), will give the same symmetry subspaces y(µ)l. 
Together, all the symmetry subspaces y(µ)i make up the full vector space V . 
Appendix B 
Calculating Irreducible Matrix 
Representations 
In general, most textbooks on Group Representation Theory only give the character 
tables of the different symmetry point groups, since the character of ea.eh irreducible 
representation often gives all the information that is required by, for example, a 
chemist. However , this dissertation has shown that the coefficients of the 2 and 
3-climensional irreducible matrix representations also provide valuable information 
for the analysis of symmetric structures. Hence it is necessary to have a systematic 
method for calculating the irreducible matrix representations of any symmetry 
group . This appendix shows how it is possible with the use of example symmetry 
group Oh . 
In Chapter 4 an analysis of a pin-jointed cube with Oh ·symmetry was carried 
out. There are ten irreducible m atrix representations {f(Aig), f(Aiu), f(A 2 g) , f(A 2 u) , 
f(Eg) f(E ,,) f(Ti g) f(Ti u) f(T23) f(T2 ,, )} which re1)resent the different symmetrv 
' ' ' ' ' 
.} properties of symmetry group 011 , and .Table 6.1 gives the characters of these 
irreducible m atrix representations_. 
The irreducible matrix representations f(Ai g), f(Ai,,) , f( A2 g) and f(A2 ,, ) are all 
1-climensional representations , and hence are identical to their characters in Ta-
ble 6.1. For the non-tri vial 2 and 3-climensional irreducible matri x representations 
however , the required matrices must be found . 
It is fairly straight forward to find a single 2 or 3-climensional irreducible matrix 
representation , which this appendix will refer to as the initial irreducible m,atrix 
representation. However, some of the complex symmetry groups can have more 
than one 2 or 3-climensiona.l irreducible matrix representation, hence a. procedure 
is also required to calculate these remaining irreducible matrix representations once 
the initial irreducible matrix representation has been generated. This is clone by 
observing the difference between the rem aining irred.ucible matrix representations 
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and the initial irreducible m'atrix representation , given by the character table of 
the particular symmetry group. 
B.1 Calculating the Initial Irreducible Matrix 
Representations 
For any given symmetry group with 2-dimensional irreducible matrix representa-
tions, the initial irreducible matrix representation is found by carrying out all the 
operations in the symmetry group on a 2-dimensional set of orthogonal vectors 
( say u and v), acting at a single point in space. For example, the matrix operation 
C3 rotates the u and v vectors 120° anti-clockwise to their new positions u' and v': 
u' 
v' 
u' = -1/21t - v3/2v 
v' = v3/2tt - 1/2v ' 
+ V 
1l 
----------- -----~ 
C = [-1/2 -/3/2] 3 
v3/2 -1/2 
(B.1) 
For symmetry group 011 , the full set of matrix operations for the initial irreducible 
matrix representation f(Eu), are shown in Table B.l. 
Note that, for any irreducible matrix representation, once a few of the matrix 
operations ( at least one from <Zc\.c.h o \:' the different classes) have been found , 
the multiplication table can be used to -quickly generate the rest of the matrix 
operations. 
T he multiplication table for symmetry group 0 11 (see Altmann & Herzig 1994), 
can also be used to check that this set of matrix operations actually constitutes a 
representation. It is also straight forward to check that the characters of this set of 
matrix operations identify it as the initial irreducible matrix representation f(Eu) , 
defined in Table 6.1. 
Similarly, for any given symmetry group with 3-dimensional irreducible matrix 
representations , t he initial irreducible matrix representation is found by carrying 
out all t he operations in the symmetry group on a 3-dimensional set of orthogonal 
vectors, (say x, y and z), acting at a single point in space. For example, the matrix 
operation C2x rotates the y and z vectors 180° anti-clockwise about the x-axis : 
C'a.lcula.ting Irredu cible Matrix Representa.tions 
E = ,C2x =C2y=C22 = [~ ~] 
[ -1/2 -/3/2] C31 = C32 = C33 = C34 = v3/2 -l/2 
c2 c2 c2 c2 [ -1/2 /3/2] 31 - 32 - 33 - 34 - -v3/2 -1/2 
C C3 C' C' [ /3/2 -1/2 ] 
4x = 4x = 2d = 2j = -l/2 -v3/2 
C C3 C' C' [ -/3/2 -1/2] 
4y = 4y = 2c = 2e = - l /2 J3 /2 
C4z = Clz = C~a. = C~b = [ ~ ~ ] 
i = a x = ay = CYz = [ ~l !1 ] 
S S3 [-/3/2 1/2 ] 4x = 4x = ad4 = ad6 = 1/2 /3/2 
S 83 [ v3/2 1/2 ] 4y = 4y = ad3 =ads= l/2 -/3/2 
S'4z = st = a dl = a d2 = [ ! 1 ~l] 
o s· s· s· [ 1/2 D61 = • 62 = 63 = ' 64 = v3 /2 
S'J1 = S'J2 = S'J3 = S'J4 = [ l ~ ' 
-v3/2 
- /3] 1/2 
v3] 1/2 
Table B. l: 48 matrix operations of initial irreducible matrix representation 
r (Eu)' symmetry group Oh . 
y' 
X
1 
= X 
y' = -y , 
z' = - z 
z' 
y 
. .-
x, x' 
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For symmetry group Oh , the full set of matrix operations for the initial irreducible 
matrix representations f(Ti ul, are not shown here for brevity but can be found in 
Altmann & Herzig (1994). 
B.2 Calculating the Remaining Irreducible 
Matrix Representations 
For any given synimetry group, once an initial irreducible matrix representation 
has been generated , the remaining irreducible matrix representations can be calcu-
lated by observing the difference between them and the initial irreducible matrix 
representation, shown by the corresponding character table. 
The character t able of symmetry group Oh shovvs that some matrix operations 
in irreducible matrix representation f( Eg) have characters which are simply the 
opposite sign of the characters for the matrix operations in the ini t ial irreducible 
matrix representation f( E,.) . Hence, it is clear that the simplest way to generate 
the remaining 2-dimensional irreducible matrix representation f(E 9 ) is to multiply 
the required matrix operations by [-1]. For example, matrix operation a x has 
characters [2] and [-2] for f( Eu) and f(Eg) respectively, thus for irreducible matrix 
representation f(Eg): 
[-1 0 ] [1 OJ ax =-l x O -1 = 01 (B.3) 
The full set of matrix operations for irreducible matrix representation r(E9 ) , are 
shown in Table B.2. 
Both 2-dimensional irreducible matrix representations f(E,.) and f(E 9 ) now sat-
isfy the multiplication table for symmetry group Oh, i.e. satisfy the four multipli-
cation properties of a symmetry group given in Appendix A, and as shown by the 
character table, are non-equivalent irreducible matrix representations. 
Similarly, for the remaining 3.-dimensional irreducible matrix representations 
f(Tig), f(hu) and f (T2 g), the character table of symmetry group Oh again shows 
that some of their matrix operations have characters which are simply the oppo-
site sign of the characters for matrix operations in the initial irreducible matrix 
representation f(Tiu). Thus, the remaining 3-dimensional irreducible matrix repre-
sentations f(Tig), f(T2 u) and f(T2g) , can be generated by multiplying the required 
matrix operations by [-1] . For example, matrix operation S42 has characte'rs [-1] 
and [1] for f(Tiu) and f(Tig) respectively, thus for irreducible matrix representation 
f(T19): 
S4z = -1 X 
r
o -1 
1 0 
0 0 
(B.4) 01 lo 101  = -1 0 
-1 · 0 0 1 
Calculating Irreducible Matrix Representations 
E = C2x = C2y = C2z = i = CJx = CJy = CJz = [ ~ ~ ] 
[ -1/2 --v'3/2 l C31 = C32 = C33 = C34 = SJ1 = SJ2 = SJ3 = SJ4 = /3/2 -l/2 
[ -1/2 /3/2] C]1 = C52 = C]3 = C]4 = S61 = S62 = S63 = S64 = -v'3/2 -l/2 
C4x = CJx = C~d = C~1 = S4 x = SJx = CJd4 = CJd6 = [ ~j~ _-];2 ] 
C C3 C' C'' S 53 [-v'3/2 -1/2] 4y= 4y= 2c = 2e= 4y= 4y=CJd3=CJds= -1/2 /3/2 
C - C3 - C' - C' - S' - S3 - rr - rr - [ 0 1 ] 4z - 4z - 2a - 2b - 4z - 4z - v dl - v d2 - 1 Q 
Table B.2: 48 matrix operations of irreducible m atrix representation f(E.), sym-
metry group Oh . 
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See Altmann & Herzig (1994) for the full set of matrix operations for irreducible 
matrix representations f(Ti g), f(T2 u) and f(T2g). 
Note that, there is an infinite choice of equivalent representations for any 2 
or 3-dimensional irreducible matrix representations. These equivalent irreducible 
matrix representations are given by different choices of basis vectors (The effects 
of different basis vectors for irreducible matrix representation f( E) of symmetry 
group C3v , are discussed in Chapter 3). 
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