ABSTRACT. Development of landfast sea ice and its snow cover was monitored in the Gulf of Bothnia, Baltic Sea, for a period of 4 weeks during the early melt season of 2004. During this period, approximately 90% of the snow layer was transformed into superimposed ice, while the rest sublimated. A one-dimensional thermodynamic snow/ice model was used to simulate this process. The modelled snowmelt and superimposed ice growth were consistent with the observations, but the net accumulation of superimposed ice was slightly overestimated. The errors in calculation of temporal variations of the refreezing were probably due to the uncertainties in the external forcing and simplification of snow processes in the model. The modelled snow thickness was sensitive to the atmospheric forcing, and the influence was amplified when the albedo was parameterized as a function of surface temperature. In the sensitivity tests without this feedback, the direct effect of the inaccuracy in the albedo parameterization was minor. Errors in the parameterized longwave radiation were critical for the modelled snow surface temperature during night-time, but did not have a large effect on the mass balance during this spring melt period.
INTRODUCTION
In the sea-ice modelling community, it is customary that ice melt is calculated both at the ice surface and bottom, but in many models ice growth is only considered at the ice bottom. In the melt season, however, formation of superimposed ice can take place via refreezing of surface snowmelt or rain (Kawamura and others, 2001; others, 2004, 2006) . Granskog and others (2004) suggested that superimposed ice could contribute up to 20% of the total ice mass during a winter season in the Baltic Sea. The modelling study by Cheng and others (2003) suggested that, during the period when the ice is neither growing from the bottom nor melting, the formation of superimposed ice, rather than formation of snow ice due to ocean flooding, controls the total ice mass balance in the Baltic Sea. The two modelling periods were, however, too short (7 and 18 days) to draw firm conclusions, and a need for observations covering the entire snowmelt period became evident.
In March-April 2004, an ice station was set up on landfast sea ice in the Gulf of Bothnia, Baltic Sea. During the 4 week period, the entire snow layer, originally 0.15 AE 0.05 m thick, was transformed to 7 cm of superimposed ice, except for 2 cm of snow that sublimated. An analysis of this process and its forcing conditions is given in Granskog and others (2006) , while Pirazzini and others (2006) present a detailed analysis on the observed snow/ice albedo. In this paper, we focus on numerical modelling of the superimposed ice formation. Observations of the meteorological conditions and radiative fluxes at the ice station are used for forcing the thermodynamic snow/ice model of Cheng and others (2003) , while observations of the snow and ice evolution are used for the model initial conditions and validation, the latter being the basic motivation of this work.
We pay special attention to the factors critical for successful modelling of this snowmelt period. These include (a) the accuracy of the model forcing (sensitivity of the results to the differences between observed and parameterized radiative fluxes), (b) the processes inside the ice and snow (heat conduction, absorption of solar radiation, subsurface melting, and refreezing of meltwater) and (c) parameterization of the surface albedo. Most parameterizations of the sea-ice albedo have been based on data from the Arctic (Flato and Brown, 1996; Perovich, 1996; Curry and others, 2001) . Because of the milder climate and generally thinner ice, the applicability of these parameterizations for the Baltic Sea ice cover is not well known.
OBSERVATIONS
Meteorological and glaciological observations were made on initially 0.55 AE 0.03 m thick landfast sea ice in the Gulf of Bothnia, in the vicinity of the Umeå Marine Sciences Centre (UMSC), Sweden, at 63.578 N, 19.858 E (Granskog and others, 2006) . The study period lasted from 16 March (Julian day 76; hereafter simply 'day 76') to 10 April (day 101) 2004. A meteorological station was installed on the ice, and air temperature (T a ) and relative humidity (RH), as well as wind speed (V a ) and direction at 2 m height were recorded. The downward (Q s ) and reflected (Q r ) shortwave radiation were measured with upward-and downward-facing Eppley PSP pyranometers. The downward and upward longwave fluxes (Q d and Q b , respectively) were measured with upward-and downward-facing Eppley PIR pyrgeometers. The surface albedo was solved from Q s and Q r , and the surface temperature (T sfc ) was solved from Q b and Q d (Pirazzini and others, 2006) . All data were sampled every minute and further averaged over 10 min. Daily recordings of total precipitation were obtained from a precipitation gauge installed on the ice. Cloudiness (C) was recorded by the same person at least every second hour during daytime (usually 0600-2000 h) throughout the whole period. Observations of the air temperature, precipitation, radiative fluxes and the surface albedo are shown in Figure 1 .
The glaciological observations included collection of ice cores at about 1-3 day intervals, and measurements of the snow and ice thickness and ice freeboard. In addition, at weekly intervals (days 79, 86, 93 and 101) ten ice cores with a horizontal spacing of 1 m were collected along a representative line. Consecutive horizontal lines were spaced 1 m apart. Along each line, snow and ice thickness and ice freeboard were recorded. We use the latter data for model validation, as they better represent spatial averages. The temporal resolution of these data was, however, not sufficient in the beginning of the experiment, when heavy snowfall occurred. Hence, the initial snow and ice thickness applied in the model are based on the first individual measurements.
The thickness of the surface granular ice layer was determined on the basis of the crystal texture in the ice cores. Results of the salinity and stable-isotopic analysis indicated that all the granular ice was superimposed ice (Granskog and others, 2006) . Snow density and temperature were occasionally measured and used for model initialization and validation.
THERMODYNAMIC SNOW/ICE MODEL
A one-dimensional high-resolution thermodynamic snow/ ice model developed by Launiainen and Cheng (1998) and Cheng and others (2003) was used in this study. The model is similar to Maykut and Untersteiner (1971) , but the penetration of solar radiation in snow and ice is parameterized in more detail. In addition, the mechanisms of superimposed ice and snow-ice formation are taken into account. The basic model equations are:
The heat conduction in snow and ice is solved from Equation (1), where T is the temperature, is density, c is specific heat, k is thermal conductivity and q(z,t) is the amount of solar radiation penetrating below the surface (in the equations, z is positive downwards). Subscripts s and i denote snow and ice, respectively. The surface heat-and mass-balance equation (2) is the upper flux boundary condition of Equation (1). The solar radiation Q s is parameterized by the scheme of Shine (1984) combined with the cloud effect of Laevastu (1960) . The longwave fluxes Q d and Q b are calculated by the formula of Prata (1996) with the cloud effect of Jacobs (1978) . " is the surface emissivity (0.97). The turbulent fluxes of sensible heat Q h and latent heat Q le are calculated by applying the bulk method, where the observations of the wind speed, air (Flato and Brown, 1996) , the modelled surface temperature is used in (d), while the observed surface temperature is used in (e).
and surface temperature and air relative humidity are used. F c is the surface conductive heat flux.
I 0 is the portion of solar radiation penetrating below the surface layer and contributing to internal heating of the snow/ice. The term (1 -s,i )Q s -I 0 represents the shortwave radiation contributing to the surface heat balance. is the surface albedo (see section 4 for its parameterization). The surface temperature T sfc is solved from Equation (2). When T sfc tends to be above the freezing temperature (T f ), T sfc remains at T f and the excessive heat (F m ) is used for melting:
where h s,i is the thickness of snow or ice and L f is the latent heat of fusion. All fluxes are defined positive to the surface.
Equation (3) is the mass balance at the ice bottom, where F w is the oceanic heat flux (assumed to be constant) and the ice bottom temperature (T bot ) remains at the freezing temperature of sea water.
Equations (4a-4c) present the penetrating solar radiation in snow and ice; the Bouguer-Lambert law is applied. is the extinction coefficient. For snow, s varies from 15 m -1 for old snow up to 25 m -1 for new snow. For sea ice, however, the penetrating solar radiation is considered separately for the uppermost 10 cm of ice and the layers below. i 0 is the bulk fraction of the incident irradiance transmitted through the uppermost 0.1 m in sea ice (e.g. i 0 ¼ 0.18(1 -C) + 0.35C for white ice, and i 0 ¼ 0.43(1 -C) + 0.63C for blue ice (Grenfell and Maykut, 1977; Perovich, 1996) ). Because there is exponential decay of penetrating solar radiation from the uppermost layer of snow/ice, the magnitude of solar radiation contributing to the surface heat balance ((1 -s,i )Q s -I 0 ) depends on the thickness of the model surface layer. This model differs from most previous models, which have a thicker (>10 cm) surface layer. A more sophisticated method to calculate the penetration of solar radiation would be a radiative transfer scheme (e.g. Liston and others, 1999) . Our comparison (Cheng, 2002) showed, however, that the results based on the Bouguer-Lambert law were close to the results of Liston and others (1999) , in particular for snow.
Equation (5) is the mass balance at the snow/ice interface; if meltwater is present, the heat-flux divergence at the interface results in an increase in the superimposed ice thickness (H sui ). After superimposed ice is formed, it becomes an integral part of the total ice thickness. The factors controlling the snow evolution are precipitation, snowmelt, refreezing, snow compaction (Yen, 1981) and slush formation resulting from water flooding (Saloranta, 2000) . The model parameters are summarized in Table 1 .
In order to reproduce the exponential decay of penetrating solar radiation in snow and ice, high vertical resolution in a Lagrangian grid mode with 10 layers in the snow and 20 layers in the ice is used. This is critical both under conditions of large solar radiation and during rapid temperature changes (Cheng, 2002) . Figure 2 illustrates the possible forms of the modelled snow/ice temperature profile during melting. If there is snow on the ice, meltwater is assumed to have no heat exchange with the surrounding snow and to percolate down to the snow/ice interface without time delay, i.e. the time required for the percolation is assumed to be much shorter than the time of the refreezing. This is supported by recent findings: it was observed in the Weddell Sea in austral summer 2005 that the percolation time for a tracer through a 40 cm thick snow layer was only about 6 hours (personal communication from C. Haas, 2005) . Similar results were obtained in Hudson Bay, Canada, in summer 2005 (Granskog, unpublished information) . When the interface has below-zero temperatures, the refreezing and release of latent heat are first calculated, and the heat conduction is calculated thereafter.
MODEL EXPERIMENTS AND RESULTS
Two strategies were applied to find the most critical factors for successful modelling of snow and sea-ice thermodynamics during this spring period: (A) forcing the model with parameterized air-ice fluxes, and (B) prescribing the air-ice fluxes according to the observations. In A the surface temperature is computed in the model, whereas in B it is prescribed on the basis of the longwave radiation measurements. Approach A corresponds to the normal situation in modelling applications, except that now our information on the air temperature, humidity, wind speed and cloud fraction is based on direct observations, while in operational and climate modelling applications this information is based on the output of an atmospheric model. The parameterized surface fluxes do, however, include errors in A; these, together with the errors in modelling the thermodynamic processes inside the ice and snow, contribute to model errors. In B, basically only the errors related to the modelling of processes inside the ice and snow are present. In addition, there are inaccuracies in the observed surface fluxes, but these are much smaller than errors in the parameterized fluxes in A. In both strategies, we also study the sensitivity of the results to the snow/ice surface albedo.
A: simulations with parameterized atmospheric forcing
We made three model simulations. We first discuss the model results when the surface albedo was prescribed according to the observations; we refer to this as the reference run (A REF )
. The turbulent and radiative fluxes were parameterized as presented in the model description. The parameterized radiative fluxes are plotted in Figure 1b and c, together with observed values. The incoming shortwave and longwave radiation had mean biases of -10 and 19 W m -2 , respectively. The turbulent fluxes were typically much smaller in magnitude than the radiative fluxes, and their absolute errors were therefore smaller. On the basis of our previous validations (Launiainen and others, 2001) , the accuracy of the parameterized turbulent fluxes is of the order of AE20%, which in this case typically corresponds to an error less than AE5 W m -2 . The observed and modelled snow temperature profiles are shown in Figure 3 . In the morning, the snow temperature profile indicated upward heat conduction, while in the afternoon most of the snow layer was in an isothermal melting phase, the result of penetration of solar radiation. These features were well reproduced by the model. On day 79 at 0700 h, the model error is mostly due to the error in the modelled snow surface temperature (also associated with error in snow thickness). The warming of the uppermost snow layers, observed at 0925 h, was delayed in the model, which suggests inaccuracies in the modelled snow properties.
Time series of the modelled snow thickness and the depth of the melt layer are shown in Figure 4 . Until day 82, the melting took place roughly in the uppermost 6-7 cm of the snowpack, i.e. in a layer thicker than the model surface layer. During the colder period on days 83-86, no surface melting was modelled, but the solar radiation caused subsurface melting, which is in agreement with observations ( Figure 6a indicates no surface melting, but Figure 5c indicates growth of superimposed ice). The subsurface melting took place in more than one model level, i.e. on days 83-86 the situation in Figure 4 was as in Figure 2d .
A comparison of the time series of the observed and modelled snow thickness, ice freeboard, superimposed ice thickness and total ice thickness is shown in Figure 5 . The snowfall on days 77-81 was associated with snowmelting, and the snow thickness did not change much before day 86. The early difference between observed and modelled snow thickness probably resulted from spatial variability and inaccuracy in the density of newly fallen snow. The model reproduced the major snowmelt event (days 86-93) with a slight overestimation of total melt and advance of the final disappearance of the snow. The latent-heat flux calculated on the basis of the meteorological observations suggested that a total of 0.9 cm w.e. of snow sublimated during the observation period, and the modelled total sublimation was 0.8 cm. Because of a realistic simulation of the snow load, the ice freeboard was also properly reproduced (Fig. 5b) .
Observations showed that the thickness of the superimposed ice on top of the ice layer increased substantially (Fig. 5c ). The total modelled superimposed ice growth was 10 cm, while the observed value was 9.5 cm. Due to the intermediate decrease of superimposed ice thickness from day 88 to 90, the observed net growth was, however, only about 7 cm. The observed total ice growth almost equalled the superimposed ice growth on the ice surface, and this was also the case in modelling (Fig. 5d) . The study period was in spring, and the initial ice thickness was >0.5 m. Hence, a very cold surface would have been needed for significant formation of new ice at the ice bottom. Under current forcing conditions, instead of bottom freezing, slight bottom melting was calculated (0.7 cm).
In Table 2 we present quantitative results for the observed and modelled changes in the snow, superimposed ice and ice thickness. We divide the period into three parts: days 80-86 (steady increase in H sui ), days 87-89 (cycle of melting and refreezing) and days 90-101 (rapid growth followed by quasi-steady state).
From day 80 to 86, the model underestimated superimposed ice growth. Daytime melting was seen in deep layers in the snowpack (Fig. 4) , and there would have been enough water available to form as much superimposed ice as observed. At the snow/ice interface, however, the heatflux divergence was not large enough for refreezing of all the meltwater (Table 2: in A REF , 6 cm of snow was melted, but only 1.9 cm of superimposed ice was generated). In the model, refreezing is calculated only at the snow/ice interface, but in reality part of the refreezing had already occurred in the intermediate layers and it was often hard to distinguish the exact transition from snow to superimposed ice (Granskog and other, 2006) .
During days 87-89, the modelled melting took place only in the snow layer, and the observed decrease of H sui was therefore not reproduced (Fig. 5c) . This is perhaps due to the simplification of snow processes. The model produced reasonable results for the superimposed ice thickness from day 90 to 101. The snow temperature had a large diurnal cycle, which strongly attenuated with depth in the snowpack. This, and the fact that the snow cover was now thinner than during days 80-86, helped to generate a heat-flux divergence large enough to refreeze almost all the meltwater (7.6 cm in snow thickness; Table 2 ). The overestimation of superimposed ice formation during this period (Fig. 5) could be due to the refreezing of the meltwater from the previous periods (days [80] [81] [82] [83] [84] [85] [86] [87] [88] [89] .
Two sensitivity tests focusing on the snow/ice albedo were made. In the first test, referred to as A P , the albedo was parameterized according to the status of the surface: 0.8 for snow, 0.77 for wet snow, 0.7 for ice and 0.3 for wet ice (Perovich, 1996) . In the second test, referred to as A FB , the albedo was calculated according to Flato and Brown (1996) , hereafter FB. The parameterization of FB takes into account the effects of snow and ice thickness as well as surface temperature, which affects snow metamorphism and melting. In FB, the use of two formulas depending on the T sfc results in a strongly fluctuating albedo time series (FB developed the scheme on the basis of daily mean values, but in our data the diurnal cycle is large). In A P , with no direct albedo dependence on T sfc , the snow thickness was overestimated but the total snowmelt was reasonably reproduced (Fig. 5a ). The slower increase of H sui compared with A REF (Fig. 5c ) was due to a relatively weak heat-flux divergence at the snow/ice interface due to the overestimated snow depth from day 90 to 101. In A FB , with the albedo depending on T sfc , the calculated albedo decreased rapidly in days 87-90 (Fig. 1d) . Due to the strong positive feedback between the albedo and surface temperature, which is presented in FB, the model produced rapid snowmelt until the snow totally disappeared well in advance of the observed disappearance, A REF , and A P . The errors in the modelled T sfc mostly resulted from the overestimation of the downward longwave radiation (Fig. 1c) . On the other hand, if a modified version of the FB parameterization (Pirazzini and others, 2006 ; tuned on the basis of our data) was used, the results were almost identical to those in the reference run.
The observed and modelled time series of the surface temperature are shown in Figure 6 . It is noteworthy that the error in T sfc does not depend much on the surface albedo used in the model (cf. Fig. 6b, c and d ; the mean absolute errors are 0.2 K for A REF , 0.3 K for A P and 0.5 K for A FB ). This is because the largest errors (up to 5 K) occurred at night (Fig. 6a) . The daytime values agreed better because the melting temperature was often reached (but due to the strong albedo feedback in A FB , even the smaller daytime errors in T sfc generated errors in the absorbed solar radiation and mass balance, as reported above). The night-time errors were mostly due to the poor performance of the longwave radiation scheme (in conditions of T sfc < -38C, the linear correlation coefficient between the errors in T sfc and Q d was 0.51). However, although smaller in magnitude, the probable errors in the turbulent sensible heat flux and the conductive heat flux in the ice and snow can contribute to the error in T sfc .
B: simulations with observed surface temperature, albedo and radiative fluxes
We present a simulation B REF with the surface temperature, albedo and radiative fluxes prescribed according to the observations. The results (Fig. 7) only show the time series of snow thickness and superimposed ice thickness (ice freeboard is controlled by the snow thickness, and the ice mass balance by the superimposed ice growth). The evolution of the snow thickness from day 90 onwards is now better reproduced than in A REF (cf. Figs 5 and 7) , which suggests that the internal processes in the snow cover are reasonably well modelled.
Comparing Figures 5 and 7 , we conclude that the model results for the snow and ice mass balance are not sensitive to the large errors in surface temperature at night. The reason is that, when both observations and model results indicated freezing temperatures, as they did during most nights, the liquid water refroze (except on days 86-88) and even a 5 K error in the surface temperature did not affect the mass balance.
Finally, we present a sensitivity study B FB with the surface temperature and surface fluxes prescribed according to the observations, as in B REF , except that surface albedo is parameterized according to FB. In this case, the albedo affects (a) the surface melting by affecting F m in Equation (2), and (b) the subsurface melting due to penetration of solar radiation into the snow and ice. The results are, however, almost equal to those of B REF with the prescribed albedo (Fig. 7) due to the lack of feedback between the surface temperature and albedo (Fig. 1e) . The importance of the feedback is demonstrated by the large difference between the results of A FB (Fig. 5) and B FB (Fig. 7) .
We see from 
CONCLUSION
We have presented a modelling study on the snowmelt period in the Baltic Sea, when a 15 cm thick snow layer on the ice was transformed into a 7 cm thick superimposed ice layer, except for 2 cm of snow sublimation. The highresolution model performed well in simulating the surface energy budget, snowmelt and refreezing. The model, however, did not simulate all temporal variations in the superimposed ice thickness. The reasons may be linked to the uncertainties in snow properties and the model assumption of refreezing only at the snow/ice interface. On the other hand, the model yielded snow temperature profiles in good agreement with observations. We are not aware of any other modelling study on superimposed ice formation that covers the entire snowmelt period with detailed validation against observations.
We separated the direct effect of the inaccuracy in the snow/ice albedo from the surface temperature feedback effect. Our calculations suggest that, if a reasonable albedo parameterization is applied, the direct effect of the inaccuracy in albedo is minor even in conditions of rapid snowmelt. On the other hand, large errors in the modelled ice and snow mass balance can be produced even with the surface albedo parameterized according to a sophisticated scheme (e.g. Flato and Brown, 1996) , which takes into account the effects of snow and ice thickness and surface temperature (cf. Curry and others, 2001) . During the simulation, the errors grew rapidly due to the strong positive feedback effect related to a too strong effect of temperature on the albedo in the Flato and Brown (1996) parameterization (Pirazzini and others, 2006) .
Despite the important feedback mechanism between the surface temperature and albedo, the surface albedo did not significantly affect the accuracy of the modelled surface temperature. The errors in the surface temperature were almost equally large when the observed albedo and the albedos resulting from the two parameterizations were applied. This is because the maximum errors occurred at night and were mostly due to the errors in the net longwave radiation and turbulent fluxes in a stably stratified atmospheric boundary layer.
As in previous studies (Cheng, 2002; Cheng and others, 2002) , high vertical resolution in snow and ice was a prerequisite for accurate simulation of subsurface melting; we used 10 layers in the snow and 20 in the ice. The results of this study suggested that, in further development of highresolution thermodynamic snow and ice models for the Baltic Sea, high priority should be given to the parameterization of (1) surface albedo, (2) radiative fluxes, in which simple schemes may yield large errors, and (3) air-ice exchange during the night. In this study, the surface temperature errors were not critical for the ice and snow mass balance, but in slightly warmer conditions equally large errors could have been critical if the erroneous simulations had not yielded freezing temperatures at night. Further, when a snow/ice scheme is applied in a numerical weather-prediction model, surface temperature errors can be critical for the forecasts for near-surface air temperature and fog formation.
In the polar oceans, the boundary conditions for snowmelt are somewhat different from those in the Baltic Sea. In the polar oceans, melting occurs mostly in late spring or summer, while in the Baltic Sea near-surface temperatures above 08C are reached in early spring and even in midwinter, during periods of warm-air advection from the Atlantic Ocean or central Europe. The earlier melting season in the Baltic Sea is characterized by lower values of incoming solar radiation compared to the later melting in the polar oceans, and by the alternation of daylight and night, which can cause rapid freezing at night and melting in the daytime. The Baltic Sea has lower water salinity than the polar oceans, so the ice bottom temperatures are higher, which affects refreezing. For model applications in the polar oceans, the heat conduction inside the ice and the penetration of solar radiation may therefore be even more important processes than the results of this study suggest. However, important differences in snow thinning over sea ice during the melting season also exist between the Arctic and Antarctic (Nicolaus and others, 2006) . 
