Multi-hop networks have gained a lot of interest in recent years. A lot of work was contributed in the field of protocol design and performance of multi-hop networks. It is generally accepted that mobility has a huge impact on the protocol performance; even more for multi-hop networks. Obtaining realistic measurements of mobility, however, is complex and expensive. Thus, we adopt virtual world scenarios to explore the mobility issue, by using the well-known multi-player game, Quake II. The advantage of the Quake II engine is that users move within virtual worlds under realistic constraints, whereas other mobility models may offer insufficient accuracy or operate under unrealistic assumptions. Moreover, it is very easy to create new virtual worlds and to adapt them to specialized needs. In this paper, we propose an analytical framework for mobility measurements in virtual worlds that could be adopted for the design of communication protocols. Our framework enables the study of the impact of mobility on connectivity and stability of the network, giving useful insights for improving communication performance. An interesting application of our approach is the analysis of coverage extension of so called hotspots or emergency situations, where the fixed network infrastructure is insufficient or non-existent. In these extreme cases, multi-hop networks can be used to setup communication quickly. As these situations comprise a plethora of different cases and scenarios, our model is appropriate for their analysis, due to its generality. We use our framework to investigate the performance of multi-hop networks based on IEEE 802.11a technology. In contrast to other contributions focusing only on connectivity, the IEEE 802.11a technology also considers multi-rate connections. Our framework covers the evaluation of simple connectivity as well as link quality stability in the presence of mobility, a combination that has not been considered thus far. Therefore we introduce two simple routing schemes and highlight the performance Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. of these protocols in presence of mobility. Furthermore we come up with four definitions of stability and investigate protocols for multi-hop networks in terms of this parameter. Our other contributions are the changes to the Quake II engine and the availability of mobility trace files.
INTRODUCTION
Multi-hop networks have gained a lot of interest in recent years. Initial applications targeted the military sector, but one current use of these networks is to extend the coverage of wireless networks. Using multi-hop capability to extend coverage can dramatically reduce the installation costs of wireless networks. The performance of multi-hop networks, however, depends on the routing mechanism used, and much research has been carried out in this field. The routing itself is dependent on the nodes' mobility and the link quality. User mobility can have a huge impact on the performance on communication protocols, but mobility measurements in the real world are highly complex and costly. Therefore, assumptions about mobility will influence the performance of the routing and affect the entire communication system. Existing mobility models are based on random processes. These models, however, fail to consider geometric boundaries (see Section 2). It is unclear whether such models are applicable to real world situations, since different usage scenarios such as public hotspots, military, police, or firefighters, may differ in their communication patterns, due to different geometric boundaries, type of mobility, and so on.
The aim of this paper is to introduce a framework for mobility measurements in virtual worlds, which in turn can be used for the design of new communication protocols. The virtual world that we use is based on the popular multiplayer game Quake II. To demonstrate the framework, we use mobility measurements from Quake II sessions to investigate the impact of mobility on the performance of multihop networks based on IEEE 802.11a technology in conjunction with possible routing schemes. By means of the IEEE 802.11a technology we will show the applicability of our approach to investigation in real networks.
The paper is organized as follows: In Section 2 we give a short overview of related work, where we address the shortcomings of existing mobility models and advocate the use of our approach. Multi-hop network based on IEEE802.11a are introduced in Section 3. In Section 4 we present our approach and introduce the elements of our testbed and the present the calculation of connectivity, mean hop, and mean bandwidth for multi-hop networks. The main results of our the mobility and stability evaluation is presented in Section 5. We conclude our work in Section 6 and give a brief outlook for further studies in Section ??.
RELATED WORK
Simulations to test the impact of mobility in ad hoc networks are generally performed in very simplistic scenarios. The two most popular models are the Random Walk and Random Waypoint models. A good overview of them, including also Random Direction, Gauss-Markov and Probabilistic Random Walk models is provided in [?] .
The Random Walk and Random Waypoint models both are based on the Brownian motion concept. The difference between the two models is the inclusion of pause times. A general problem of the approach is the overall formulation of human movement into complete random motion. As lines out in [?] , nodes are returning to the point of their origin with a probability of P (X(n) = X(0)) = 1.0 as n ← inf. In simulations, this reduces the traveling distances of the nodes. In addition the nodes are moving randomly, without considering the likelihood of directional changes in human movement directions (e.g., consider the amount of 180 degree turns in normal daily life) and speeds (e.g., the state changes between running and standing still). As the model is enhanced with the factor of pause (i.e., standing still) times, it becomes more realistic. However, due to the stateless behavior the enhanced model still is not able to map human movement behavior correctly. A good explanation of the shortcomings of the latter model is given in [?] for the example of network protocol modeling with respect to the mean node movement.
An enhancement is possible as outlined in the Probabilistic Random Walk model by regarding the states of speed and direction for a given node. This model is introduced by Chiang in [?] ; it uses a transition matrix that takes the node's current movement into account and determines the next position of a node in terms of Cartesian coordinates. This model is able to capture the human motion on various levels. Firstly, the transition matrix definition allows to set the probabilities for following a certain direction of movement higher, as it is in real world scenarios (i.e., in the case that we are not considering obstacles). Secondly, the model is also able to capture pauses in the node's (or human) movement with probabilities for no change in the set of (X, Y ) coordinates.
However, from the point-of-view of the environment, all these models assume that movement in any direction, and of any kind, is possible on an infinite plane. The effects of objects or other users are only considered to be ethereal. Other researchers, however, have taken more realistic mobility models into account, in an attempt to avoid behaviors that do not occur in the real world. Elmallah et al.
[?] consider a trade-off between deterministic paths and a random choice of these paths. Each terminal has a set of possible positions, connected with fixed routes. Positions change according to a semi-Markov process, i.e., each user spends a random time in a given position, before randomly choosing their next position. A similar approach is considered by Tian et al. [?] , who present a graph-based mobility model. In this case, the points move on the edge of differently-connected graphs. This can be useful, for instance, for considering pedestrian mobility in cities with a very constrained infrastructure. Johansson et al. introduce obstacles in [?] , but the effects of these are mainly limited to propagation. The users are not permitted to go straight through obstacles, but this only manifests itself by considering links that cross obstacles to be broken.
In all these studies, mobility models are mainly used to study the performance of routing protocols, using common metrics such as end-to-end delay. Wang and Li analyze the performance of well-known group mobility models using novel metrics in [?] . In particular, the Reference Point Group Mobility Model is extended to a wider model and the partitioning of the network is used as a metric for evaluation.
Instead of using a model for mobility, we propose to use a virtual world for simulation, since this allows all of the above effects to be taken into account. This approach presents many advantages. Obstacles and infrastructure can be considered, not only in respect to preventing the connectivity, but also for the mobile users' choice of path. For instance, rivers or highways in the real world (or the lava pools in our Quake II scenario) can often be impossible or difficult to cross, even though they do not block network propagation. Moreover, in a virtual world scenario, it is impossible for different users to occupy exactly the same position simultaneously, as in the real world. The effects of moving to avoid other people can also be considered. Motion in a virtual world is more realistic than mono-dimensional movement on a graph-edge, and includes the possibility for three-dimensional movement. Finally, although we do not consider this in this paper, the impact of group mobility can be considered, for example by using scenarios with a team-based game.
MULTI-HOP NETWORKS
Multi-hop networks are gaining a lot of interest lately. Actual implementations of multi-hop networks are based on IEEE802.11b. The IEEE standard is the lead WLAN technology in the world and researchers world-wide work on improvements on the standard. The new IEEE 802.11a standard [?] differs from IEEE 802.11b in the design of the physical layer. By utilizing the 5 GHz ISM band, up to 12 channels can be used in parallel (US). Link adaptation is also used, which leads to seven possible data rates for communication. A link-level simulator was developed by Angelini using MATLAB [?] at the University of Ferrara. to investigate the performance of IEEE 802.11a enabled wireless nodes in a two-dimensional space. The wireless link model takes path loss, correlated shadowing, and Jake's multi-path fading into consideration. Figure 3 gives the data rate between two IEEE 802.11a wireless nodes as a function of their distance. Figure 3 was generated by considering a network consisting of two nodes in the FUTURE group simulator. Specifically, a node was randomly positioned within a 300 × 300m 2 area. A second node was then positioned at a distance d from the first node. The distance d was increased by 10 cm for each measurement, and for each position a number of samples was considered. The procedure was repeated over one million times. The simulation parameters are summarized in Table 1 . We note that Bing present similar relationship between the data rate and range by means of indoor measurements with IEEE 802.11a equipment, which were presented in [?] . In a multi hop network multiple nodes communicate with each other. The data rate depends on the link quality, which may change in case nodes are moving around.
The impact of mobility is shown by means of two different routing schemes. Because of the multi-rate connection between nodes different routes can be chosen. One possibility would be to take the shortest path, that is, the route with the lowest number of hops. A second possibility would be to choose the route with the largest bandwidth of each hop. The latter may lead to a higher number of hops, but comes along with higher bandwidth values. In case of a multi-hop connection, we take the minimum bandwidth of all single links and take this as the bandwidth of the overall connection. The connection with the smallest bandwidth value is referred to as the bottleneck. As an example we refer to Figure 1. A source node may convey data to the destination node using either the shortest path approach or the largest bandwidth approach. In the former case the source node sends directly to the destination with a data rate of 6 Mbit/s. In the latter case links with the highest bandwidth are used to convey data towards the destination. Even if the first two hops offering 54 Mbit/s, the overall data rate depends only on the link with the lowest data rate; in this case 18 Mbit/s, which is caused by the third link representing the bottleneck. In general the largest bandwidth approach leads to higher bandwidth values with an increased number of hops.
We use the relationship given in Table 1 to show the impact of our mobility model on an IEEE 802.11a based multi-hop network. In Figure 2 a possible distribution of nodes and their related data rates is given. The concentric circles around a player identify the different data rate zones. Darker colors represent higher data rate. The networks is fully connected. Clustering at high data rates is given if a group of players is located nearly at the same place. This plot was generated with the ViTAN tool [?] and the IEEE80211a extensions.
OUR APPROACH
To create a more realistic mobility model than the random processes described in Section 2, we decided to use multiplayer games, and measure the mobility of the players in the game's virtual world. The software for multi-player games such as Quake and Half-Life is no longer limited to games, but they are also used to emulate the real world. One of the first examples of this crossover was researchers at Cambridge University, who were investigating electronic communication between buildings' architects and their eventual users [?, ?, ?] . The computer game Quake II was modified to allow the architects' clients to move within virtual buildings. The source code to Quake and Quake II has been made freely available, and so it is possible to replace the scenery, avatars, and to remove items such as weapons. The door is therefore wide open to create new applications.
The testbed
The testbed was used for the mobility measurements. After the traces were collected, we used a post-processor to investigate the impact on the protocol performance. This approach is valid as long we do not assume any feedback from the communication quality back to the game. We come back to this discussion in Section ??. In the following subsections we describe our testbed. 
The server
Quake II is a First Person Shooter (FPS) game, introduced by id Software in 1996. At the time, it was one of the most popular games of its type, and it is the most recent FPS game for which the source code is available.
We used version 0.15 of the fork of the original Quake II code that can be found at [?] . This code differs from the original id Software release in that it is easier to compile under Linux, and includes a few enhancements. The server was modified to log the positions of each player in the virtual world. The positions were logged every time the server updated a frame.
A modified Quake II server was set up at UCL in London. The server comprised a 1.2GHz Athlon running Linux kernel version 2.4.9, and was advertised via the standard Quake II master server mechanisms (see [?] for details). In spite of the game's age, we observed players connecting to the server within days of the server being initially advertised.
Listing 1 shows an example trace file. The first column shows the server's internal clock time in milliseconds. The next column indicate a player's IP address and port number. The three values in brackets gives the players position in Cartesian coordinates. The last column gives the application-level delay, or "ping" time, of each player. In this given example three players are connected to the server. At each frame update, approximately every 100ms, the players' positions are written to the trace file.
The clients
As the server was modified to log all of the players' positions, no changes were necessary at the client. This approach allows a large number of players world-wide to participate in our measurements. In our experiments we used the Windows Quake II client, version 3.20.
The map
For our measurements we created our own virtual world by generating a new level, or map, for the game. The map consisted of a plain box, with no additional objects inside it. Figure 4 shows a screen-shot from the editor used to create the map: the top left shows a plan view of the map with the "spawn points" highlighted. These spawn points are the locations at which players can enter the map; these were randomly placed at the edge and center of the map. The map was designed to be as large as the Quake II engine would allow -approximately 4000 by 4000 units in the measurements of the map editor. We scaled the length unit in such way that we have a 150m by 150m plain box. The map only consisted of one floor, and was therefore two-dimensional in that players could not move along the z-axis (apart from jumping up and down). 13 student volunteers played the game at the University of Ferrara. For the purposes of our measurements the players were asked not to shoot at each other, but instead to move around and explore the virtual world.
The players

Analysis of the trace data
For the analysis of the trace data we present the following general approach. We assume J virtual players, where each player's position is characterized by a vector Pj(t)
of Cartesian coordinates x, y, and z. The coordinates may change with the player's mobility in every time slot t. For further calculation we need the distances between the players in the virtual world to derive the related data rate for the IEEE802.11a multi-hop communication (see Section 3). The distance matrix D is given by
where di,j represents the distance between node i and j. The distance is given by
From this we can derive the single hop connectivity matrix A(t) (given in Equation 5). As given in Equation 4, the matrix A consists of the two symbols 0 and 1. In the case where ai,j is 0, there is no direct connection between wireless node i and j. Otherwise ai,j is set to 1. The existence of a direct connection between i and j can be gathered from Figure 3 , where the data range of an IEEE 802.11a communication scheme is given in terms of the distance between sender and receiver. The maximum distance in which the minimum data rate of 6 Mbit/s can be achieved is DMAX = 75m.
For the multi-hop case we have to calculate the multi-hop connectivity matrix C. The matrix C reflects the situation where two wireless terminals can communicate with each other by means of other terminals' multi-hop capability. If di,j > DMAX , direct communication is not possible, and neighboring nodes forward the packets to the target node. The elements {ci,j} of matrix C represent the number of hops needed to reach the destination node. In dependency of the chosen routing algorithm the values of the elements change.
The procedure to calculate C is given in [?, ?, ?] . For a better understand of our methodology we present a short description of the algorithms. Suppose that an auxiliary matrix B is appropriately defined. Its role will be discussed in the following. The matrix C is calculated using the following steps:
INITIALIZATION: we define
6. m++
GOTO START
The only missing item is how to calculate matrix B = {bi,j}. Details of how to calculate this are given in Equation 13.
Once we have calculate the multi-hop matrix C, the multihop connectivity is simply calculated by summing all existing connections (represented by matrix elements with values larger than zero) and dividing this by the number of possible connections. The approach is similar to the ones adopted in [?] and [?] .
In Equation 7 the calculation of the multi-hop connectivity c(t) is given, with c * i,j = 1 if ci,j ≤ 1 and c * i,j = 0 otherwise. Other than the connectivity, the mean number of hops is a very interesting parameter. Each hop introduces an additional delay in conveying the data from the originating host to the final host. Furthermore, energy is consumed by each forwarding process. For the calculation of the mean hop number h(t) we sum up the elements of the multi-hop connectivity matrix and divide it by the number of possible connections (full meshed bi-directional network J(J − 1)).
Using the relationship between distance and data rate, the single hop data rate matrix S can be derived. The calculation is similar to that of the multi-hop and presented in [?] . As given in Equation 14, the matrix S contains the single hop data rate between two nodes.
The multi-hop data rate matrix M is defined as
and it is calculated similar to the multi-hop connectivity using a modified version of Equation 13 as given in [?] . The mean multi-hop data rate is then calculated by dividing the sum of all bandwidth achieved by all possible connections such that
For the design of routing protocols it is very important to investigate the stability of the network. Stable networks need less signaling overhead. For single rate systems the choice of the route was easy as long as the bandwidth of each connection was the same. The parameter for optimization was the number of hops. With multi-rate systems such as the IEEE802.11a system the routing becomes more complicated.
Different metrics can be used to measure the stability of the system. One possible choice is the standard deviation of the mean data rate of the multi-hop network. Using this metric, situations with a stationary or oscillating rate can be differentiated. However, the frequency of the oscillations is not highlighted. Thus, we add the measure of the occurrence of a simple variation in the achievable data rate. That is, the ratio between the number of samples in which a change is observed versus the number of total time samples is considered. Formally, this indicator of stability ρs can be expressed (for each user i) as:
In many situations, in fact, this metric can be interesting, as sudden changes in the perceived data rate can be important events, e.g., for emergency situations. Some applications may need a minimum guaranteed data rate, even for connections established on-the-fly, and the extreme variability of the applicable paths should be hidden. Note that, when the multi-hop rate is considered, the value of ρs is mainly affected by the bottleneck link. A possible extension of this metric can be a measure able not only to distinguish between frequent or rare variations of the connectivity, but also able to consider the width of the oscillations. To achieve this, a weighted number of changes can be considered. In this metric, a rate threshold r θ,i is defined for each user i. This threshold can be seen as a quality constraint, that is, the minimum guaranteed rate for the majority of the applications. When the changes in the rate have the additional drawback of crossing the threshold, they are accounted for with a higher coefficient k, e.g., 12. The definition of the modified stability ratio ρ s for the ith user can be given in Equation 15. We propose the mean value of ρs as a stability metric, called mean stability ratio in the following discussion.
Furthermore we introduce another measurement that can be useful to describe the stability of the network is the evaluation of the time between two different rate changes. This can be studied with a probabilistic approach, i.e., by analyzing the probability density function (PDF) ψ(t) of the time between two rate variations. This PDF can be transformed into a cumulative function, so that an evaluation of the mean achievable time without rate changes. Finally, the mean stability time τs can be defined as the mean time between two changes, i.e., τs is the expected time during which no variation of the rate occurs. This value gives a reasonable expectation of the time for which an application can exploit a constant channel.
RESULTS
The trace data of all players in the virtual world were collected by the server. Using this trace data, we are able to determine the location of each node within our virtual world. As an example we give the location of one player over the time in Figure 5 . From the node's mobility it is easy to derive the speed and the angle of movement. In Figure 6 the change in the moving direction is given. Obviously changes occur more frequently in the view angle of the virtual player. Note, that existing mobility models such as the random waypoint does not include such effects. As we explained in Section 4.2, we are able to derive the data rate between wireless terminals based on its locations. In Figure 7 the available bandwidth of a direct communication between node 1 and all other nodes is given. From this simple plot the variance in the existing communication of single hop communication can be shown. Multi-hop communication is motivated by the fact that situation without communication (as for the single hop case), can be minimized, because of the coverage extension. The following example will highlight this. In Figure 8 the available bandwidth between node 1 and node 13 is given for a time window of 50 sec using a single hop connection, a multi-hop with shortest path, and a multi-hop with largest bandwidth. As both nodes are moving nearly all the time, the link adaptation of IEEE 802.11a changes the data rate depending on the distance between these two nodes. The single hop connection offers the lowest available bandwidth. The larger the distance between the nodes, the less is the available data rate. It may even happen, that no communication is possible at all. Using the shortest path approach offers higher data rates than the single hop. In this case the coverage is extended by the multi-hop capability of the network. This capability is also used for the largest bandwidth approach. With this approach even higher data rates can be achieved. The costs of this approach is a higher number of hops that has to be used. The multi-hop connectivity as defined in Equation 7 versus time for 13 nodes is given in Figure 9 . Most of the time the network is fully connected (c(t) = 1). But in case of only one disconnected terminal the connectivity level decreases to 11/13 = 0.84. Thus, the given example reflects the situations in which up to three terminals are not connected to the multi-hop network. In Figure 10 the mean number of hops versus time for the two different routing schemes is given. The shortest path approach is represented by the green dashed line, while the largest bandwidth approach is represented by a red solid line, It can be shown that the largest bandwidth choice leads to a higher number of hops than the shortest path approach.
For the two routing approaches, the mean multi-hop bandwidth versus time is given in Figure 11 . As expected, the bandwidth values of the largest bandwidth approach are larger than those of the shortest path approach. The stability measurement defined in the previous section have been analyzed for the two routing schemes. The first result is the mean stability ratio for the whole network, that is ρs = 0.0236 and ρs = 0.0774 for the shortest path and the largest bandwidth, respectively. This means that a rate variation is observed approximately every 42th/13th time slot. The mean stability time τs is τs = 3.7 sec and τs = 1.2 sec for the shortest path and the largest bandwidth, respectively.
In Figure 12 the cummulative stability PDF ψ(t) is represented. It can be seen that a change in rate is almost certain to occur within one second of time. Thus, applications that require a constant channel support for a longer time may have problems under the examined scenario. The higher stability of the shortest path approach can be intuitively justified as follows: as the number of hops is lower, it is less likely that a variation in the bottleneck rate occurs. This implies that in emergency situations, where it is probably more important to have a constant service than a relatively higher quality, the shortest path approach might be more suitable. In any case, note that the stability indica-tors, as previously defined, are not very high in both cases; thus, adjustments in order to improve directly stability can be also useful. In case we limited the changes only to situations were the bandwidth is below 12 Mbit/s, the largest bandwidth approach is less instable than the shortest path approach as given in Figure 13 . This is due to the higher bandwidth achieved by the largest bandwidth approach. In case of changes these occur at high data rate, where the shortest path has it changes in the lower data rates. Higher data rates such a 54 Mbit/s are achieved rarely. To get the full XXXX In Figure 14 the mean stability time versus a changing threshold is given.
CONCLUSION
We have presented a framework for mobility and stability measurements for multi-hop networks. This framework can be used with realistic mobility data obtained from measurements obtained by using the multi-player Quake II engine. There are many advantages to this approach. First of all, the use of a virtual world for simulation allows to take into account several realistic effects. Obstacles and infrastructure can be considered, not only in respect to preventing the connectivity, but also for the mobile users' choice of path. Secondly, the collected data can be used to design new efficient data protocols. Finally, the approach we presented is efficient and cost-saving and can be used for new applications. Researchers may create their own world measuring the mobility data and investigate the impact on the communication protocol. In addition, by means of routing protocols for wireless multi-hop networks we have shown the impact of the mobility measurements on the protocol design. Two different routing algorithms were compared, i.e., shortest path and largest bandwidth, and it is shown that the stability is much higher for the shortest path approach if no threshold is given. For smaller threshold values the largest bandwidth approach yields better stability values than the shortest path approach.
In [?] installation of the client software, the used trace files, and an overview of the project including further information is given.
OUTLOOK
In our future work we want to investigate more realistic maps. In this work we used only a plain box for our first investigation and to introduce our approach. More advanced maps may contain walls and also make use of the 3rd dimension. In case these kinds of maps are used, the radio propagation may be included into our model. As long as the map is know, the calculation of a direct path seems to be easy to integrate. To investigate the impact of group mobility we have to use team-based games such as Half-Live. Unfortunately the source code for this game is not available at the moment.
Another issue is the impact of the mobility on the communication quality. In our presented work the terminals are moving around without any feedback on their situation. This scenario reflects the situation were multi-hop is applied on terminals that does not know about ongoing transmission; think about sensors that are applied to the terminal and sending data to some other terminal (may be a terminal with a backbone connection). In such a situation a feedback does not exist. But there might be situations were the mobility is directly influenced by the communication quality. This is a known effect where users with a bad voice communication moved towards the window to get better connections. In case of cellular communication this might be a negligible issue in terms of the location as the cell is large. But for multi-hop networks this might be an important effect. Therefore we will investigate to punish users with bad communication quality by decreasing the view quality within the game or the increase their ping time. To do so we have to implement our multi-hop calculations into the gaming server software. Thus, the server would have access to the communication quality and give feedback in terms of e.g. larger ping times. The actual scenario without any feedback allows a decoupling of the measurement on the server and the post-processing of the data.
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