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Abstract
Cluster Wild Bootstrapping to Handle Dependent Effect Sizes
in Meta-Analysis with Small Number of Studies
Megha Joshi, Ph.D.
The University of Texas at Austin, 2021
Supervisors: Susan N. Beretvas and James E. Pustejovsky
Meta-regression models work under the assumption that there is only one effect
size estimate per study and that the estimates are independent. However, meta-
analytic studies in education and social sciences often contain multiple effect size
estimates per primary study, leading to dependence in the estimates. Furthermore,
meta-analytic studies can include effect sizes from multiple studies conducted by the
same lab or investigator, which can also create dependence in the effect sizes. The in-
creasingly popular method to handle dependence, robust variance estimation (RVE),
can result in inflated Type I error rates when the number of studies is small. Small
sample correction methods for RVE have been shown to control Type I error rates
adequately but have been shown to be possibly conservative, especially for tests of
multiple-contrast hypotheses. In this dissertation, I examined an alternative method,
cluster wild bootstrapping, which has been examined in the econometrics literature
but has not been examined under a meta-analytic framework. The results from my
simulation studies showed that cluster wild bootstrapping maintained adequate Type
I error rates and provided more power than the small sample correction methods that
have been proposed in the meta-analytic literature thus far. I have also created an R
package that implements cluster wild bootstrapping for meta-analysis.
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Scientific researchers tend to produce literature on the same topic either to repli-
cate or extend prior studies or due to a lack of awareness of prior evidence (Hedges
& Cooper, 2009). Results across studies tend to vary, even when researchers try
to replicate studies, due to differences in sample characteristics, research designs,
analytic strategies or sampling error (Hedges & Cooper, 2009). Meta-analysis is a
set of statistical techniques for synthesizing results from multiple primary studies
on a common topic. Meta-analysis can be used to synthesize effect estimates from
randomized or quasi-experimental studies, and correlations between variables from
descriptive studies (Swanson et al., 2003). The three major goals of meta-analysis
include: (1) summarizing effect size estimates across studies, (2) characterizing, and
(3) explaining the variability in the effect sizes (Hedges et al., 2010).
Tanner-Smith and Lipsey (2015) is an example of a published meta-analysis. The
study evaluated the effectiveness of brief alcohol interventions for adolescents and
young adults. The authors included 185 study samples in their analysis and reported
the overall average effect size estimate, which identified whether brief alcohol inter-
ventions reduced consumption and alcohol related problems. The results showed that
the interventions led to statistically significant reductions in the outcomes. The au-
thors also tested whether the intervention effects persisted over time and whether
the effects varied by demographic characteristics of the participants, and interven-
tion length and format. The results showed that the effects persisted up to one year
after the interventions and did not vary across demographic characteristics of the
participants, nor by intervention length and format.
Because meta-analysis involves synthesizing evidence from multiple primary stud-
ies, the results from a meta-analysis can have meaningful implications on policy eval-
uations in terms of funding interventions or policies, and targeting interventions to-
wards certain demographics. The magnitude and direction of the pooled effect size
can inform whether an intervention resulted in desired change in the outcome. Meta-
regression can be used to test whether the effect sizes vary by certain characteristics
of the studies or the samples. For example, Tanner-Smith and Lipsey (2015) showed
that the brief alcohol interventions were effective, providing evidence for funding such
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interventions. The effects of the interventions did not differ in terms of demographics
indicating that the interventions need not be modified to target certain demographics.
Typical methods to conduct meta-analysis—pooling effect sizes or analyzing mod-
erating effects with meta-regression—work under the assumption that the effect size
estimates are independent. However, primary studies often report multiple estimates
of effect sizes. For example, Tanner-Smith and Lipsey (2015) included studies that
reported multiple correlated measures of the outcome variables, and thus had multiple
dependent effect size estimates per study. Dependence can occur through two broad
structures: correlated effects and hierarchical effects. Correlated effects typically oc-
cur due to primary studies collecting multiple correlated measures of an outcome,
repeated measures of the outcome data, or comparing multiple treatment groups to
the same control group (Hedges et al., 2010; Tipton, 2015; Tipton & Pustejovsky,
2015). Hierarchical effects can occur when primary meta-analytic studies include
multiple experiments conducted by the same laboratory or in the same region cre-
ating dependence in the effect size parameters (Hedges et al., 2010; Tipton, 2015;
Tipton & Pustejovsky, 2015).
Researchers may be inclined to ignore dependence and use methods that assume
that each effect size estimate is independent. However, doing so can result in in-
accurate standard errors and therefore, hypothesis tests with incorrect Type I error
rates, and confidence intervals with incorrect coverage levels (Becker, 2000). Ad-hoc
methods include averaging effect sizes by study or selecting an effect size randomly
per study (Hedges et al., 2010). These methods result in loss of information and are
not suitable for studying within-study variation in effect sizes (Hedges et al., 2010).
A method called shifting the unit-of-analysis involves running meta-analytic models
for different subsets of the data (Cooper, 1998). However, this strategy is not useful if
a researcher wants to summarize effects across the subsets or study differential effects
(Becker, 2000).
The ideal solution for handling dependence would be to use a multivariate model
(Becker, 2000; Hedges et al., 2010; Raudenbush et al., 1988). This approach explicitly
models dependence among the effect sizes (Becker, 2000; Hedges et al., 2010; Tipton,
2015). However, multivariate meta-analysis requires knowledge of correlations or
covariances between pairs of effect size estimates within each study, which are often
difficult to obtain from primary studies (Olkin & Gleser, 2009).
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To handle dependence without knowing the covariance structure between effect
size estimates, Hedges et al. (2010) proposed the use of robust variance estimation
(RVE). RVE involves estimating the variances for the meta-regression model’s coef-
ficients using sandwich estimators that are valid even when the covariance structure
is unknown or mis-specified (Hedges et al., 2010; Tipton, 2015). RVE is increasingly
being used in applied meta-analyses (Tipton, 2015). However, the performance char-
acteristics of RVE are asymptotic in that a large number of clusters or studies is
required to provide accurate standard error estimates (Tipton, 2015). If the number
of studies in a meta-analysis is small, RVE, as originally proposed by Hedges et al.
(2010), can result in downwardly biased standard errors and inflation of Type I error
rates (Hedges et al., 2010; Tipton, 2015).
Tipton (2015) evaluated several small sample corrections for RVE for tests of single
coefficients: one based on a degrees of freedom correction (CR1, Cluster Robust Type
1) provided by Hedges et al. (2010); one based on a bias reduced linearization method
(CR2) proposed by McCaffrey et al. (2001); and one based on the jack-knife technique
(CR3) that is a generalization of the heteroskedasticity consistent HC3 type estimator
proposed by MacKinnon and White (1985). Simulation results from Tipton (2015)
showed that the methods, when used without further corrections, resulted in Type
I error rate inflation. Tipton (2015) suggested using the Sattherthwaite degrees of
freedom along with the adjustment methods. The simulation results showed that the
CR2 adjustment method with the Satterthwaite degrees of freedom resulted in close
to nominal Type I error rates. Moreover, Tipton (2015) showed that small sample size
itself was not the only important factor that could influence the performance of RVE.
The distribution of the covariates—for example, imbalanced categories or outliers in
covariates—can also influence the performance of RVE. The CR2 adjustment method
and the Satterthwaite degrees of freedom can account for imbalance and outliers.
Tipton and Pustejovsky (2015) extended Tipton (2015) and introduced small sam-
ple corrections for multiple-contrast hypotheses. In meta-analysis, multiple-contrast
hypotheses can be important parts of the research aims as analysts may want to
learn whether effects are same across different research designs, different populations,
or different outcome measures. Tipton and Pustejovsky (2015) evaluated several
methods based on eigen-decomposition and on the Hotelling’s T 2 distribution. The
authors also evaluated the Naive F -test that corresponds to the degrees of freedom
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correction method proposed by Hedges et al. (2010) as a baseline comparison method.
The results showed that the Naive F -test did not maintain Type I error rates ade-
quately. Based on the results of their simulation study, the authors recommended
a method (HTZ, Hotelling’s T 2 Zhang) which approximates the test statistic using
the Hotelling’s T 2 distribution with degrees of freedom proposed by Zhang (2012,
2013). The results from Tipton and Pustejovsky (2015) showed that the HTZ test
had Type I error rates closest to the nominal rate of 0.05. However, the estimated
Type I error rates of the HTZ test were below the nominal rate, indicating that the
test may possibly be conservative. Tipton and Pustejovsky (2015) did not directly
evaluate power. Alternative methods that maintain adequate Type I error rates while
providing better power compared to the HTZ test need to be examined.
In this dissertation, I examined an alternative method, cluster wild bootstrapping,
which has been examined in the econometrics literature to handle dependence when
the number of clusters is small (Cameron et al., 2008). General bootstrapping is a
computational technique to estimate unknown terms like standard errors, confidence
intervals, and p-values (Boos et al., 2003; Cameron et al., 2008). Bootstrapping
involves re-sampling from the original data a number of times to create an empirical
distribution which is used in place of the distribution of an estimate or test statistic
(Boos et al., 2003). Bootstrapping can provide accurate estimates of uncertainty
when other methods fail (Boos et al., 2003; MacKinnon, 2009).
Cluster wild bootstrapping involves sampling transformed residuals (Cameron et
al., 2008). The residuals are calculated based on the model corresponding to the null
hypothesis fit on the original dataset (Cameron et al., 2008; MacKinnon, 2009). The
residuals are then multiplied by randomly assigned weights that are constant within
each cluster (Cameron et al., 2008). These transformed residuals are used to generate
a new outcome variable, which is used to calculate a test statistic for each bootstrap
replication (Cameron et al., 2008). The steps of sampling transformed residuals and
estimating test statistic based on the new outcome are repeated multiple times. The
p-value is then calculated as the proportion of times the bootstrap test statistic is
more extreme than the test statistic from the full model fit on the original dataset
(Cameron et al., 2008). Cluster wild boostrapping has been shown to adequately
control Type I error rates for clustered data with small number of clusters in regression
analyses (Cameron et al., 2008; MacKinnon & Webb, 2018). However, it has not been
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evaluated methodologically under a meta-analytic framework.
I conducted two simulation studies to examine whether cluster wild bootstrapping
improves upon the performance of the HTZ test and the Naive F -test in terms of
Type I error rates and power, for tests of single meta-regression coefficients and of
multiple-contrast hypotheses. I included the Naive F -test as a baseline comparison
method. As a part of my dissertation, I also built an R package, called wildmeta, that
implements the cluster wild bootstrapping algorithm specifically for meta-analysis
(Joshi et al., 2020). The results of my studies can provide guidance for applied meta-
analytic researchers on which method to use to handle dependent effect sizes when





Meta-analysis involves summarizing across the effect size estimates reported in or
calculated from information reported in primary studies. Effect sizes are quantitative
measures of relationships among variables (Hedges, 2008). They are more comparable
measures of the relationship between variables than p-values from statistical tests as
the p-values are dependent on the test statistics, which are dependent on sample sizes
(Hedges, 2008). A small p-value does not necessarily indicate a large effect (Hedges,
2008). On the other hand, effect sizes depend on population parameters rather than
on sample sizes and thus, are comparable across studies (Hedges, 2008). Common
measures of effect size include standardized mean differences (SMDs), correlations,
difference in proportions, and odds ratios (Hedges, 2008; Hedges & Cooper, 2009).
The SMD, a common measure of effect size for summarizing intervention research,
captures the magnitude and direction of the standardized difference in the outcome
variable between a treatment and a comparison group (Borenstein & Hedges, 2019;
Tipton, 2015). For example, Tanner-Smith and Lipsey (2015) analyzed the SMDs
between people who received brief alcohol interventions compared to those who did
not on measures related to alcohol consumption and alcohol related problems.
The major goals of meta-analysis are: (1) pooling effect size estimates across
studies, (2) characterizing, and (3) explaining variability in the effect sizes. The three
goals of meta-analysis are discussed below.
2.1.1 Pooling Effect Size Estimates
The first major goal of meta-analysis is to summarize effect size estimates across
multiple studies to estimate the average effect of an intervention or the average mea-
sure of the relationship between two variables (Konstantopoulos & Hedges, 2019).
Let m denote the number of studies in a meta-analysis, with each study contributing
one effect size estimate, Ti for i = 1, ...,m. Below, let wi indicate some general weight.
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One way to pool effect size estimates is by weighing them by the inverse of their
variance estimates; these weights denote the precision of the estimated effect sizes
(Viechtbauer, 2007). The calculation of the inverse variance weights depends on
certain assumptions which are discussed below.
Common Effect and Fixed Effects Models
Rice et al. (2018) outlined different assumptions that can be made when pooling
effect size estimates. One assumption is the identical parameters assumption un-
derlying the common effect model. This assumption states that one true effect size
underlies all of the studies (Rice et al., 2018). An alternative assumption is the inde-
pendent parameters assumption underlying the fixed effects model. This assumption
treats the set of studies in a meta-analysis as all of the studies in the population
of interest (Rice et al., 2018). The inferences derived from a fixed effects analysis
would be valid for the specific set of studies included in the analysis (Rice et al.,
2018). When using the common effect and fixed effects models, the inverse variance
weights can be calculated as wi = 1/σ̂i2, where σ̂2i denotes the sampling error in the
estimation of the effect sizes (Konstantopoulos & Hedges, 2019).
Random Effects Model
Unlike the fixed effects model, the random effects model treats the set of studies
in a meta-analysis as a sample of all possible studies in the population of interest
(Higgins et al., 2009; Konstantopoulos & Hedges, 2019). The variance of the ef-
fect sizes between studies is denoted by τ 2 (Higgins et al., 2009; Konstantopoulos &
Hedges, 2019). The pooled effect is still a weighted average of the effect size esti-
mates. However, the inverse variance weights account for between study variance,
τ 2, as well as the sampling error. When using the random effects model, the inverse
variance weights can be calculated as the inverse of the sum of the two variance com-
ponents, wi = 1/(τ̂ 2 + σ̂i2), where τ̂ 2 is some estimate of the between-study variance
(Konstantopoulos & Hedges, 2019).
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2.1.2 Characterizing Variability
Pooling effect size estimates provides an average estimate of the effect of an inter-
vention or the relationship between some variables. However, typically, researchers
are also interested in the existence of variation in the effect sizes (Konstantopoulos &
Hedges, 2019). To test whether a common population effect size underlies effect size
estimates in a meta-analysis, the Cochran’s Q statistic can be used (Cochran, 1954).
It characterizes the sum of squared differences between individual study effects and
the pooled effect across studies (Konstantopoulos & Hedges, 2019). The individual
effects and the pooled effect are weighted by the inverse variance weights. The Q













The statistic is then compared to a χ2 distribution with m − 1 degrees of freedom
(Konstantopoulos & Hedges, 2019). A significant test result would indicate that it is
unlikely that a common population effect size underlies all the effect sizes or, in other
words, that the effect sizes likely vary in the population.
Another statistic that characterizes variability in the effect sizes is I2 (Higgins
& Thompson, 2002). It is a descriptive statistic that denotes the percentage or
proportion of variance in the observed effect size estimates that is due to variation in
the true effect sizes (Borenstein et al., 2017). Higgins and Thompson (2002) provided





Borenstein et al. (2017) contended that I2 is not an absolute measure of heterogeneity
as it cannot be used to derive the range of effect sizes in different populations.
Additionally, τ̂ 2 is a descriptive statistic that denotes the estimated variation in
the true effects or, as Viechtbauer (2007) described it, the estimated variance of the
random variable producing the true effect sizes. There are various estimators sug-
gested in the meta-analytic literature for τ 2 (Viechtbauer, 2010). Estimators include
the DerSimonian-Laird estimator (DerSimonian & Laird, 1986), the Hedges estima-
tor (Hedges & Olkin, 2014; Raudenbush, 2009), and the maximum-likelihood and
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restricted maximum-likelihood estimators (Raudenbush, 2009; Viechtbauer, 2005).
For a detailed comparison of the estimators, please see Veroniki et al. (2016).
2.1.3 Explaining Variability
In addition to pooling effect size estimates and characterizing variability in effect
sizes, meta-analysts often want to examine what factors explain or are associated with
the variability. For example, the major questions in Tanner-Smith and Lipsey (2015)
included whether the effects of the brief alcohol interventions differed for different
demographic groups and whether the effects differed based on the length and format
of the interventions. Identifying answers to such questions can clarify whether an
intervention is effective for groups of interest, and whether the intervention should
be developed further to be more effective for target populations under relevant con-
ditions.
Meta-Regression Model
To explain variability in the effect sizes, a meta-regression model is generally used.
Let Ti denote effect size estimate i, p denote the number of regression parameters,
xi1, ..., xi,p−1 denote a set of moderator values associated with effect size estimate i,
β0, ..., βp−1 denote a vector of regression coefficients, and εi denote the error term
(Konstantopoulos & Hedges, 2019). Moderators can include variables like average
age or percentage female of the study sample. The meta-regression model can be
written as follows (Hedges et al., 2010; Tanner-Smith et al., 2016):
Ti = β0 + xi1β1 + , ..., +xi,p−1βp−1 + εi (2.4)
A random effects weighted least squares meta-regression model can be used to esti-
mate the parameters in Equation 2.4 (Tanner-Smith et al., 2016). An intercept-only
model can be used to estimate the overall average effect size. A statistically signifi-
cant test of a regression coefficient for a moderator from Equation 2.4 would indicate
that the effects of a treatment or intervention depend on the level of the moderator—
that the moderator explains statistically significant variation in the effect sizes. For
example, Tanner-Smith and Lipsey (2015) found that intervention length did not
significantly explain variability in the effect sizes.
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2.2 Dependence
The models described so far maintain the assumption that there is only one effect
size estimate per study and that the studies are independent (Hedges et al., 2010).
However, in applied meta-analysis, each study can yield more than one effect size
estimate from the same sample of subjects or multiple studies can be clustered in
some way resulting in dependence (Hedges et al., 2010; Tipton & Pustejovsky, 2015).
For example, Tanner-Smith and Lipsey (2015) included multiple effect size estimates
per study because the primary studies evaluated more than one measure of the two
outcomes of interest, alcohol consumption and alcohol related problem, on the same
sample.
Hedges (2019b) noted that an effect size estimate i from study j, Tij, can be
partitioned into the true effect size, θij, and the sampling error, εij:
Tij = θij + εij (2.5)
Meta-analytic data containing dependent effect size estimates typically follow two
broad structures: (1) correlated effects, and (2) hierarchical effects (Hedges et al.,
2010). Dependence in the correlated effects structure occurs in effect size estimates
through the sampling error terms, εij (Hedges et al., 2010). On the other hand,
dependence in the hierarchical effects structure occurs in the true effect sizes, θij
(Hedges et al., 2010). The two structures are discussed below.
2.2.1 Correlated Effects
Correlated effects occur when the effect size estimates are dependent. This depen-
dence structure occurs when the same primary study collects: (1) multiple correlated
measures of the outcome, (2) repeated measures of the outcome, (3) outcome mea-
sures when multiple treatment groups are compared to the same control group or
multiple control groups are compared to the same treatment group, or (4) multiple
correlations from the same sample (Becker, 2000; Hedges et al., 2010; Olkin & Gleser,
2009). Meta-analytic data with correlated effects type dependency would contain
multiple effect size estimates per study, with each effect size estimate associated with
a particular outcome measure or comparison. Dependence occurs when multiple mea-
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sures are collected from the same sample, so that a study with a higher than average
effect size estimate on one outcome measure, for example, will tend to have the same
on other outcome measures (Hedges et al., 2010).
An example of correlated effects structure is the data analyzed by Tanner-Smith
and Lipsey (2015). Studies included in Tanner-Smith and Lipsey (2015) reported mul-
tiple correlated measures of the outcome variables. For example, alcohol consumption
was measured by frequency of consumption, quantity consumed, and blood alcohol
concentration. Alcohol-related problems were measured by risky sexual behavior, re-
lationship problems, and driving under influence (DUI) or driving while intoxicated
(DWI) convictions.
Another example of correlated effects structure is the data analyzed by Sala et
al. (2018). The authors conducted a meta-analysis to study whether video game
training enhances cognitive ability. The meta-analysis included results from random-
ized controlled trials that compared one treatment group (active video game players)
to multiple comparison groups (non video game players, and non-active video game
players) yielding multiple dependent effect size estimates per study. These examples
illustrate that a correlated effects data structure contains multiple effect size estimates
per study that are dependent because they are measured on the same sample.
2.2.2 Hierarchical Effects
Hierarchical effects structures can occur when independent samples are nested
within a larger group (Tanner-Smith et al., 2016). For example, studies can be
clustered by the same lab, investigator or region, where the methods, protocols,
and personnel used for conducting the studies can be similar (Tanner-Smith et al.,
2016). Meta-analytic data with hierarchical effects type dependency would contain
one or more effect sizes per study but with studies nested within labs or researchers
or regions. Different labs can have different protocols—for example, one lab may
have more consistent materials and carefully tailored interventions compared to other
labs—that may result in different effects. Knowing something about the lab can tell
meta-analysts about the true effect size, even though different samples may have been
used by different studies conducted by the lab.
An example of hierarchical effects structure is the data analyzed by Thompson
et al. (2017). The authors conducted a meta-analysis studying whether alcohol de-
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creases experimentally induced pain. The authors noted that several studies in the
meta-analysis were conducted by the same laboratory which may have used similar
methodology to conduct the different experiments. This example illustrates that a hi-
erarchical effects data structure contains effect sizes across studies that are dependent
due to the nesting of the studies within a larger group.
2.3 Methods to Handle Dependence
One strategy to handle dependence is to ignore it, assume the effect size estimates
are independent, and proceed with running the meta-regression model (Hedges et
al., 2010). Hedges et al. (2010) noted that this procedure might perform well if the
number of studies with dependent effect size estimates is small. However, generally
that may not be the case and this approach will lead to incorrect standard errors and
incorrect inferences from hypothesis tests (Hedges et al., 2010).
2.3.1 Ad-Hoc Methods
Ad-hoc methods for handling dependence include randomly selecting one effect
size estimate per study or averaging effect size estimates for each study (Becker,
2000; Tanner-Smith et al., 2016). These methods can yield independent effect size
estimates but can be problematic when there is within-study variation in the effect
sizes or in the moderator variables. Deleting or averaging effect size estimates can
cause loss of potentially necessary information (Tanner-Smith et al., 2016).
Another ad-hoc procedure is the shifting the unit-of-analysis approach, which
involves creating subsets of effect size estimates (Cooper, 1998). For example, a
researcher can separate the effect size estimates for each outcome measure and then
conduct univariate meta-analysis per outcome measure. The shifting the unit-of-
analysis approach prevents loss of information (Scammacca et al., 2014). However, it
requires multiple meta-analytic models for different subsets of the data (Scammacca
et al., 2014). This approach can result in low power due to multiplicity, or reduction
in the number of studies. Moreover, this strategy is not useful if a researcher wants to
make comparisons across the subsets or study differential effects (Hedges et al., 2010).
For example, the researcher may want to calculate the average effect size estimate
across all the outcome measures and examine whether the magnitude of the effect is
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bigger for certain outcome measures (Hedges et al., 2010).
2.3.2 Multivariate Methods
The ideal solution to handle dependence is to run multivariate meta-analysis which
explicitly models the dependencies between effect sizes (Becker, 2000; Hedges et al.,
2010; Raudenbush et al., 1988). Multivariate meta-analysis requires the knowledge of
the covariance structure between effect size estimates (Hedges et al., 2010). However,
the covariance structure is difficult to derive from the information provided in primary
studies (Hedges et al., 2010; Tipton, 2015; Tipton & Pustejovsky, 2015). Therefore,
although the multivariate method is the most ideal solution, it is oftentimes infeasible
to use in practice (Hedges et al., 2010).
2.3.3 Robust Variance Estimation
Hedges et al. (2010) proposed another procedure to handle dependence, robust
variance estimation (RVE), which does not require the exact covariance structure
between the effect size estimates. Instead, the variances of the meta-regression co-
efficients are estimated with sandwich estimators using observed residuals (Hedges
et al., 2010; Tipton, 2015). RVE can be used whether the underlying meta-analytic
data structure is correlated effects or hierarchical effects (Hedges et al., 2010).
In the context where there are multiple effect size estimates per study, the meta-
regression model from Equation 2.4 can be written as follows. Let Tj denote a kj × 1
vector of effect size estimates from study j, Xj denote a kj×p matrix of covariates, β
denote a p×1 vector of coefficients, and εj denote a kj×1 vector of errors with mean
of 0 and covariance matrix Ψj for studies j = 1, ..,m (Hedges et al., 2010; Tipton
& Pustejovsky, 2015). The meta-regression model can be written as follows (Hedges
et al., 2010; Tipton & Pustejovsky, 2015):
Tj = Xjβ + εj (2.6)
Xj can include categorical and quantitative variables (Tipton & Pustejovsky, 2015).
The covariates can be study-level variables, ones that vary between studies like aver-
age age of the sample, or effect size-level variables, ones that vary within studies like
the outcome measure used (Tipton & Pustejovsky, 2015).
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Let W denote a block diagonal matrix of weights with components W1, ....,Wm
and let M = (X′WX)−1 (Tipton & Pustejovsky, 2015). The weighted least squares




















If Ψj is fully known, Ψ−1j can be used as Wj (Tipton & Pustejovsky, 2015). In
such a case, Var(b) reduces to M (Tipton & Pustejovsky, 2015). However, the
covariance structure between effect size estimates, Ψj, can rarely be calculated from
information reported in primary studies (Hedges et al., 2010; Tipton & Pustejovsky,
2015). Therefore, the direct calculation of Equation 2.8 is not feasible in practice.
The RVE estimator of the variance of b does not require the knowledge of Ψj.












Here, ej is the vector of residuals for study j, where ej = Tj − Xjb (Tipton &
Pustejovsky, 2015). Furthermore, Aj denotes a kj × kj adjustment matrix (Tipton,
2015). In the formulation of RVE initially proposed by Hedges et al. (2010), Aj,
in Equation 2.9, is an identity matrix (Hedges et al., 2010; Tipton & Pustejovsky,
2015). The original RVE is called CR0 (Cameron & Miller, 2015; Pustejovsky &
Tipton, 2018). Hedges et al. (2010), Tipton (2015), and Tipton and Pustejovsky
(2015) have proposed several other adjustment matrices for the calculation of RVE;
they are explained further below.
Weights in RVE
Hedges et al. (2010) suggested two approximate formulations of the inverse vari-
ance weights based on the correlated and hierarchical effects working models. Exact
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inverse variance weights cannot be calculated as the covariance structure between
effect sizes is unknown (Hedges et al., 2010; Tipton & Pustejovsky, 2015). The
approximate inverse variance weights are based on working models with simplified
assumptions that may not reflect the structure of actual meta-analytic data. How-
ever, when calculating RVE, using the approximate weights can improve efficiency of
the variance estimates compared to deriving the estimates using any other type of
weights (Hedges et al., 2010; Tipton & Pustejovsky, 2015). Because the use of the
weights only impact efficiency, working models that include simplified assumptions
can be used without impacting statistical inferences (Hedges et al., 2010; Tanner-
Smith et al., 2016; Tipton & Pustejovsky, 2015). Actual meta-analytic data can
include both correlated and hierarchical effects structures simultaneously (Tanner-
Smith et al., 2016). In such a scenario, Tanner-Smith et al. (2016) recommended
using the working model based on the most prevalent structure. The two working
models and approximate weights calculations are described below.
Correlated Effects Working Model
Correlated effects structure occurs when the error terms are dependent (Hedges
et al., 2010). Below, let Tij denote the effect size estimate i in study j, θij denote the
true effect size i in study j, and eij denote the sampling error term that is normally
distributed with mean of 0 and variance of σ2ij. Under the correlated effects working
model:
Tij = θij + eij with eij ∼ N(0, σ2ij) (2.10)
The correlation between two error terms, h and i, in study j is assumed to be
corr(ehj, eij) = ρ (Hedges et al., 2010). This assumption of constant correlation
between pairs of error terms is a strong simplifying assumption underlying the corre-
lated effects working model. In actual meta-analytic data, the correlations between
two sampling error terms may differ for each pair.
Let γj denote the average effect size for study j, µ denote the overall average effect
size across all the studies and vj denote the between-study sampling error—the study
level random effect—that is normally distributed with mean of 0 and variance of τ 2.
In the correlated effects working model,
θij = γj (2.11)
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and
γj = µ+ vj with vj ∼ N(0, τ 2) (2.12)
The assumption underlying the model here is that the true effect sizes are identical
within studies, and only vary between studies. The assumption again is a strong
assumption that may not reflect the actual structure of meta-analytic data. In corre-
lated effects data structure, the true effect sizes may vary both within and between
studies.
Equations 2.10, 2.11 and 2.12 imply that:
Tij = µ+ vj + eij (2.13)
Equation 2.13 implies that the effect sizes have the following marginal variance-




j (Jj − Ij) + σ2j Ij (2.14)
Here, Ψcj denotes the covariance matrix according to the correlated effects working
model for study j, τ 2 denotes the between-study variance in the average effect sizes,
Jj denotes a kj × kj matrix of 1’s, Ij denotes a kj × kj identity matrix, ρ denotes
the correlation between pairs of sampling error terms assumed to be constant within
and across studies, and σ2j denotes the within-study sampling variance for study j
assumed to be constant within studies (Hedges et al., 2010; Tipton & Pustejovsky,
2015). Hedges et al. (2010) provided a method of moments estimator for τ 2. For
the correlated effects model, Hedges et al. (2010) proposed an approximation of the








Weight matrices calculated based on Equation 2.15 are then used to estimate β based
on Equation 2.7, with the variance of b estimated based on Equation 2.9.
16
Hierarchical Effects Working Model
Hierarchical effects structure occurs when the true effect sizes are dependent
(Hedges et al., 2010). Under the hierarchical effects working model (Konstantopoulos,
2011):
Tij = θij + eij with eij ∼ N(0, σ2ij) (2.16)
The correlation between two sampling errors from the same study is assumed to
be corr(ehj, eij) = 0 (Konstantopoulos, 2011). This assumption may not reflect the
actual data structure.
Under the working model:
θij = γj + uij with uij ∼ N(0, ω2) (2.17)
and
γj = µ+ vj with vj ∼ N(0, τ 2) (2.18)
Note that unlike the correlated effects model, the hierarchical effects model has an
error term uij associated with the average effect size parameter for study j. The error
term is normally distributed with a mean of 0 and within-study variance of the effect
sizes of ω2. In the hierarchical effects model, level 1 is the sampling error, level 2 is
the within-study error and level 3 is the between-study error (Tanner-Smith et al.,
2016).
Equations 2.16, 2.17, and 2.18 imply that (Konstantopoulos, 2011):
Tij = µ+ vj + uij + eij (2.19)
Equation 2.19 implies that the effect sizes have the following marginal variance-
covariance matrix (Hedges et al., 2010; Tipton & Pustejovsky, 2015):
Ψhj = τ
2Jj + ω
2Ij + Vj (2.20)
Here, Ψhj denotes the covariance matrix according to the hierarchical effects working
model for study j, ω2 denotes the within-study variance in the true effect sizes,
and Vj denotes the kj × kj diagonal matrix of sampling error variances for study
j (Tanner-Smith et al., 2016; Tipton & Pustejovsky, 2015). Hedges et al. (2010)
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provided method of moments estimators for τ 2 and ω2. For the hierarchical effects
model, Hedges et al. (2010) proposed an approximation of the inverse variance weights
calculated as (Tipton & Pustejovsky, 2015):





2 + τ 2
) (2.22)
Weight matrices calculated based on Equation 2.21 are then used to estimate β based
on Equation 2.7, with the variance of b estimated based on Equation 2.9.
2.3.4 Large Sample Hypothesis Testing
Consider the null hypothesis for the test of a single meta-regression coefficient,
H0 : βs = 0. Let bs denote the sth item in b, and V Rss denote the sth diagonal element





When the number of studies is large, the ts statistic follows a normal distribution
(Hedges et al., 2010; Tanner-Smith et al., 2016). A z-test can be conducted to de-
termine whether the meta-regression coefficient is different from zero. A statistically
significant result would provide evidence that the null hypothesis is likely not true.
In addition to tests of single coefficients, meta-analysts are also often interested in
tests of multiple-contrast hypotheses—e.g., comparison of nested models and the mod-
erating effect of a categorical variable with multiple levels. An example of multiple-
contrast hypothesis test includes the analysis conducted by Bediou et al. (2018) in a
meta-analysis examining whether action video games impact perceptual, attentional
and cognitive skills. The authors conducted a multiple-contrast hypothesis test to
examine whether the effects of action video games were same across different cogni-
tive domains. The different domains included perception, top-down attention, spatial
cognition, multi-tasking, and verbal cognition.
Consider the null hypothesis H0 : Cβ = c, where C denotes a q×p contrast matrix
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and c denotes a q×1 vector (Tipton & Pustejovsky, 2015). Here, q denotes the number
of constraints. For example, meta-analysts might want to examine the equality of
regression coefficients where H0 : β1 = β2 = ... = βp−1 (Tipton & Pustejovsky, 2015).
To evaluate the null hypothesis, a Q statistic can be calculated as follows (Tipton &
Pustejovsky, 2015):






The Q statistic follows a χ2 distribution with q degrees of freedom when the number
of studies is adequately large (Tipton & Pustejovsky, 2015). The Q statistic can be
converted to an F statistic where F = Q/q (Tipton & Pustejovsky, 2015). The F
statistic follows an F distribution with q and infinity degrees of freedom when the
number of studies is large (Tipton & Pustejovsky, 2015). A statistically significant
result would indicate that the null hypothesis is rejected—that the contrasts specified
may not hold.
2.3.5 Asymptotic Characteristic of CR0 Type RVE
In the CR0 type RVE, the true covariance matrix, Ψj, is estimated by Ajeje
′
jAj,
where Aj is a kj × kj identity matrix. Although Ajeje
′
jAj is a poor estimate of Ψj,
because of the weak law of large numbers, as the number of studies increases, VR
converges to Var(b) (Hedges et al., 2010; Tipton, 2015). Therefore, the performance
characteristics of the CR0 RVE are asymptotic in that the method requires a large
number of clusters or studies to provide accurate standard errors (Hedges et al., 2010;
Tipton, 2015; Tipton & Pustejovsky, 2015). Simulation studies have shown that if the
number of studies is small, the CR0 RVE can result in downwardly biased standard
errors and inflation of Type I error rates for tests of single coefficients as well as for
tests of multiple-contrast hypotheses (Hedges et al., 2010; Tipton, 2015; Tipton &
Pustejovsky, 2015).
2.3.6 Small Sample Corrections for Tests of Single Coefficients
To try to improve upon the effects of the asymptotic characteristic of the CR0 type
RVE, Hedges et al. (2010) and Tipton (2015) examined several corrections to RVE for
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tests of single coefficients. Hedges et al. (2010) suggested the following adjustment




Here,m denotes the number of studies, p denotes the number of coefficients estimated,
and Ij denotes a kj × kj identity matrix (Hedges et al., 2010; Tipton & Pustejovsky,
2015). The t-statistic for the test of a single coefficient can then be compared to a t-
distribution withm−p degrees of freedom (Hedges et al., 2010; Tipton & Pustejovsky,
2015). However, Hedges et al. (2010) and Tipton (2015) have shown that even with
the adjustment, Type I error rates can be inflated when the number of studies is small.
Tipton (2015) and Tipton and Pustejovsky (2015) noted that over half of published
meta-analyses in education and social sciences contain fewer than 40 primary studies;
over half of published meta-analysis have small number of studies. Therefore, small
sample corrections for RVE need to be examined.
Tipton (2015) proposed and evaluated further methods to improve small-sample
performance of RVE for single coefficient meta-regression t-tests. The methods eval-
uated by Tipton (2015) included the degrees of freedom correction (CR1) proposed
by Hedges et al. (2010), a bias reduced linearization method (CR2) proposed by Mc-
Caffrey et al. (2001), and a jack-knife estimator (CR3). The three methods are gen-
eralizations of the heteroskedasticity-consistent variance estimator types HC1, HC2,
and HC3 respectively from MacKinnon and White (1985). Each of these methods
uses a different adjustment matrix when calculating RVE in Equation 2.9.
Tipton (2015) proposed using the Satterthwaite correction for degrees of freedom
along with using the adjustment matrices. The Satterthwaite degrees of freedom are





The distribution of V Rss is approximated using a multiple of a χ2 distribution. Assume
that aV Rss ∼ χ2 for some constant a. Based on the properties of the χ2 distribution,
E(aV Rss ) = νs and Var(aV Rss ) = 2νs. Because a is a constant, a = νs/E(V Rss ) and
2νs = Var(aV Rss ) = a2Var(V Rss ) = ν2s
Var(V Rss)
[E(V Rss)]2
. In practice, E(V Rss ) and Var(V Rss ) are
usually unknown but can be approximated based on the working model.
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Table 2.1
Tipton (2015): Data Generating Conditions
Conditions Study 1 Values Study 2 Values
Number of studies (m) 10, 20, 40 20
Number of effect sizes per study (kj) 1, 2, 5, 10, varied 10, varied
Between-study heterogeneity (I2) 0, 0.33, 0.5 0, 0.33, 0.5
Correlation between outcomes (ρ) 0, 0.5, 0.8 0, 0.5, 0.8
Sample size per study (Nj) 40 40, varied
Tipton (2015) ran two simulation studies to examine the small sample correction
methods. The author generated standardized mean difference estimates derived from
primary studies that compared two groups on multiple correlated outcomes. Tipton
(2015) generated eight covariates, three of which were study level. Some of the covari-
ates were generated to be highly imbalanced or non-normal. The number of studies
(m), the number of effect sizes per study (kj), between-study heterogeneity (τ 2), the
within-study correlation between outcomes (ρ), and the sample size per study (Nj)
were varied as shown in Table 2.1. In the table, the τ 2 values are translated to I2
values. The author included conditions where the number of effect sizes per study
and the sample size per study varied by study.
Tipton (2015) compared the CR1, CR2, and CR3 correction methods, with and
without the Satterthwaite degrees of freedom, in terms of Type I error rates, power,
and degrees of freedom. In Study 1, Tipton (2015) ran models that included one
covariate at a time. Tipton (2015) examined power in Study 1. To examine power,
Tipton (2015) generated standardized mean differences with the regression coefficient
for the moderators set to 0.10, 0.20, and 0.40 for the dichotomous variables and
0.05, 0.10, and 0.20 for the continuous variables. In Study 2, Tipton (2015) ran
different models including different sets of covariates with each set including four of
the covariates. Tipton (2015) used m− p degrees of freedom in conditions where the
Satterthwaite correction for degrees of freedom was not used. Tipton (2015) estimated
the test statistics using fixed effects weights disregarding the correct working model
to gain computational efficiency. The number of simulation replications was 10,000.
Simulation results from Tipton (2015) showed that all the methods when used
without any further correction performed poorly, resulting in Type I error rate infla-
tion. However, all methods performed well when combined with the Satterthwaite
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correction when the degrees of freedom were greater than or equal to four (Tipton,
2015). When the degrees of freedom were less than four, Type I error inflation oc-
curred (Tipton, 2015). The CR2 and CR3 methods combined with the Satterthwaite
degrees of freedom showed better Type I error rate control than the CR1 method
combined with the Satterthwaite degrees of freedom. Tipton (2015) showed that the
CR3 method with the Satterthwaite degrees of freedom was more conservative than
the CR2 method with the Satterthwaite degrees of freedom.
The CR2 adjustment corresponds directly to the HC2 adjustment (Tanner-Smith
et al., 2016). Below, let Hj denote the hat matrix with Hj = Xj (X′WX)
−1 X′jWj
(Tanner-Smith et al., 2016). The CR2 adjustment matrix for the correlated effects
working model is as follows (Tipton, 2015):
Acj = (I−Hj)
−1/2 (2.27)












Tipton and Pustejovsky (2015) noted that when the working model is correct, us-
ing the CR2 adjustment matrix when estimating VR provides an exactly unbiased
estimate of the variance of b.
Tipton (2015) noted that small sample size was not the only factor that affected
Type I error rates of RVE. Tipton (2015) showed through simulations that imbalance
and leverage in moderators can also influence the performance of RVE. Using the CR2
adjustment matrices when calculating RVE accounts for leverage (Tanner-Smith et
al., 2016; Tipton, 2015). Using the Satterthwaite degrees of freedom can further
account for leverage as the Satterthwaite degrees of freedom formula incorporates the
noisiness in RVE due to high leverage (Tipton, 2015). Tipton (2015) showed that
the Satterthwaite degrees of freedom tended to be smaller for covariates with large
imbalances and high leverage. Tipton (2015) suggested that it may be important to
use the Satterthwaite degrees of freedom even if the total number of studies is large.
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2.3.7 Small Sample Corrections for Tests of Multiple-Contrast
Hypotheses
Tipton and Pustejovsky (2015) extended the methods developed by Tipton (2015)
to F -tests of multiple-contrast hypotheses. For multiple-contrast hypotheses tests,
Tipton and Pustejovsky (2015) first considered a degrees of freedom correction (CR1)
similar to the correction for single coefficient tests suggested by Hedges et al. (2010).
The test statistic can be calculated as F = Q/q, which is compared to an F distri-
bution with q and m− p degrees of freedom. The Q statistic is calculated using the
CR1 adjustment matrices. Tipton and Pustejovsky (2015) called this test the Naive
F -test.
In the development of small sample corrections for multiple-contrast hypotheses
tests, Tipton and Pustejovsky (2015) used the CR2 adjustment matrices suggested
by Tipton (2015). The authors used the approximate inverse variance weights sug-
gested by Hedges et al. (2010). Tipton and Pustejovsky (2015) implemented several
strategies to approximate the sampling distribution of the Q statistic. The authors
reviewed literature on analysis of variance (ANOVA), multivariate analysis of vari-
ance (MANOVA), and generalized estimating equations (GEEs). In each of these
areas, small sample corrections for RVE had been examined.




from Equation 2.24. The first
strategy uses a spectral decomposition of D, estimating Q as a sum of independent
univariate random variables (Tipton & Pustejovsky, 2015). The second strategy
proposed by Tipton and Pustejovsky (2015) approximates the sampling distribution
of D using the Wishart distribution leading to a Hotelling’s T 2 distribution based
test statistic. The Hotelling’s T 2 distribution is a multivariate distribution that is
proportional to the F distribution (Hotelling, 1931; Tipton & Pustejovsky, 2015).
The Q statistic follows a Hotelling’s T 2 distribution with degrees of freedom η (Tipton
& Pustejovsky, 2015):
η − q + 1
ηq
Q ∼ F (q, η − q + 1) (2.29)
To estimate η, Tipton and Pustejovsky (2015) examined three different approaches.
Tipton and Pustejovsky (2015) ran a simulation study to evaluate the different
correction methods. The simulation study design of Tipton and Pustejovsky (2015)
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Table 2.2
Tipton and Pustejovsky (2015): Data Generating Conditions
Conditions Values
Number of studies (m) 10, 15, 20, 30, 40, 60, 80, 100
Between-study heterogeneity (I2) 0.00, 0.33, 0.50, 0.75
Correlation between outcomes (ρ) 0.00, 0.50, 0.80
followed that of Tipton (2015). Tipton and Pustejovsky (2015) generated correlated
standardized mean differences based on summary statistics. The authors generated
effect size estimates derived from primary studies that compared two groups on mul-
tiple correlated outcomes. Tipton and Pustejovsky (2015) varied the number of inde-
pendent studies (m), between-study heterogeneity (I2), and the correlation between
outcomes (ρ). Table 2.2 shows the different conditions examined by Tipton and
Pustejovsky (2015). The authors included 1 to 10 effect sizes per study and set the
sample size in each intervention group between 32 to 130, assuming equal sample size
across the two groups. The authors generated a design matrix with five covariates,
two study-level and three effect size-level. Some of the covariates exhibited large
imbalances or non-normality.
Tipton and Pustejovsky (2015) used fixed effects weighting disregarding the cor-
rect working model when estimating RVE to gain computational efficiency. For each
combination of conditions, the authors fit different regression specifications including
2, 3, 4, and 5 covariates and calculated p − 1 omnibus tests. For the model spec-
ification with 5 covariates, the authors ran subset tests for all combination of 2, 3
and 4 of the covariates. The simulation study compared the Naive F -test, two eigen-
decomposition based correction methods, and three Hotelling’s T 2 based correction
methods for tests of multiple-contrast hypotheses. The authors calculated Type I
error rates for α values of 0.01, 0.05, and 0.10. The number of simulation replications
was 10,000.
The results from Tipton and Pustejovsky (2015) showed that the Naive F -test per-
formed poorly even when the number of studies equaled 100. The eigen-decomposition
based methods exhibited high Type I error rate inflation. The three Hotelling’s T 2
based methods showed better Type I error rate control.
Of the three methods, the one (HTZ) that performed best was proposed by Zhang
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(2012, 2013). This method was originally developed for heteroskedastic one-way
ANOVA and MANOVA. The approach matches the total variance in D to the total
variation in the Wishart distribution. The HTZ test corresponds to the CR2 adjust-
ment method with the Satterthwaite degrees of freedom correction for tests of single
coefficients (Tipton & Pustejovsky, 2015). The HTZ test can be used for tests of
single coefficients as well as of multiple-contrast hypotheses. For the HTZ test, the







Here, dst denotes the entry in row s and column t of D. Var(dst) is estimated using
the working model (Tipton & Pustejovsky, 2015). The results from Tipton and
Pustejovsky (2015) showed that the HTZ test resulted in Type I error rates closest to
the nominal rate of 0.05. The Type I error rates of this method ranged from 0.00 to
0.04 across simulation conditions with a median of 0.0254. The other two Hotelling’s
based methods had Type I error rates near zero. Although the simulation results
from Tipton and Pustejovsky (2015) showed that the HTZ test controlled Type I
error rates adequately, HTZ had below nominal Type I error rates across conditions,
indicating that the method may possibly be conservative. The Type I error rates
for the HTZ tests were lower for conditions with lower number of studies and higher
number of constraints.
2.4 Cluster Wild Bootstrapping
An alternative method that may account for dependence when the number of stud-
ies is small is cluster wild bootstrapping. Cluster wild bootstrapping has been investi-
gated to correct clustered heteroskedastic error terms of regular regression parameter
estimates (Cameron et al., 2008). However, as noted by Tipton and Pustejovsky
(2015), it has not been studied in a meta-analytic framework. Below is a discussion
of the bootstrapping procedure, different ways to bootstrap and the assumptions un-
derlying each of them, and the argument for the use of cluster wild bootstrapping to
handle dependence in meta-analyses with small number of studies.
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2.4.1 Bootstrapping
Bootstrapping is a technique to estimate unknown quantities like standard errors,
confidence intervals, and p-values from statistical models (Boos et al., 2003). The
focus of this dissertation will be on using bootstrapping to conduct hypothesis tests.
The general idea behind bootstrapping is to emulate the unknown distribution of an
estimate or test statistic by creating an empirical distribution based on re-sampling
many times from the original dataset (Boos et al., 2003).
The bootstrap data generating process (DGP) refers to how the empirical dis-
tribution is created from the original dataset (MacKinnon, 2009). The choice of
the DGP can be very important as different processes have different underlying as-
sumptions (MacKinnon, 2009). The DGP can involve re-sampling the data itself,
sampling residuals or sampling transformed residuals (Cameron et al., 2008; MacK-
innon, 2009). The process of deriving the residuals can involve imposing the null
hypothesis or not (MacKinnon, 2009). When bootstrapping is used for conducting
hypothesis tests in particular, MacKinnon (2006) recommended imposing the null hy-
pothesis when calculating the residuals as the process of hypothesis testing involves
testing where an estimate lies on the distribution of a test statistic when the null
hypothesis is true. Furthermore, according to MacKinnon (2006), imposing a null
hypothesis makes the bootstrap test more reliable as the parameters, especially nui-
sance parameters which may be the basis of the distribution of the test statistic, are
more precisely and efficiently estimated. Three common bootstrapping DGPs and
the assumptions underlying each of them are discussed below.
Pair Bootstrapping
Pair bootstrapping involves re-sampling the pair of outcome and covariates (y,X)
with replacement from the original dataset (Freedman, 1981, 1984). The estimate
or test statistic of interest is then calculated on each bootstrap sample. When using
clustered data, the clusters are re-sampled (Cameron et al., 2008).
A disadvantage of this procedure is that it involves re-sampling the covariates in-
stead of holding them constant (MacKinnon, 2009). MacKinnon (2009) argued that
when each bootstrap sample has a different X∗, inferences made from bootstrap tests
can be misleading especially when the sample size is small and the distribution of
a test statistic is highly dependent on X. When re-sampling clusters, sample sizes
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can vary across replications if clusters sizes are imbalanced (Djogbenou et al., 2019).
Further, when the sample size is small, there may be situations where certain covari-
ates may not have any variance after re-sampling, especially when whole clusters of
covariates are re-sampled. Therefore, the estimation of the regression coefficient and
standard errors may be infeasible (Cameron et al., 2008). For example, if there is a
study-level covariate—a binary covariate indicating whether the study is experimen-
tal or not—and studies are re-sampled, there may be a situation where the variable
does not take on multiple values. Additionally, an assumption underlying the pair
bootstrap procedure is that each observation is an independent draw from a multi-
variate distribution (MacKinnon, 2009). In the case with clusters, each cluster is an
independent draw.
Residual Bootstrapping
Residual bootstrapping involves re-sampling residuals with replacement while hold-
ing X constant (MacKinnon, 2009). The residuals are then used to calculate new
outcome values for each bootstrap replication (MacKinnon, 2009). When using clus-
tered data, the vector of residuals for each cluster is re-sampled with replacement
(Cameron et al., 2008). The null hypothesis can be imposed when calculating the
residuals (MacKinnon, 2009).
An assumption underlying this method is that the errors are independently and
identically distributed and hence, homoskedastic (Cameron et al., 2008). Another
assumption is that E[y|X] = Xβ (MacKinnon, 2009). In other terms, the functional
form of the full model needs to be correct. Additionally, when clusters are involved,
all clusters are assumed to have the same sample size (Cameron et al., 2008). An
advantage of residual bootstrapping is that X is held constant (Cameron et al., 2008).
Unlike pair bootstrapping, the issue of covariates lacking variance after re-sampling
does not occur with residual bootstrapping (Cameron et al., 2008).
Wild and Cluster Wild Bootstrapping
Wild boostrapping, first proposed by Liu et al. (1988) based on work by Wu
(1986), involves sampling transformed residuals (Cameron et al., 2008; MacKinnon &
Webb, 2018). The general process of conducting a wild bootstrap test is as follows:
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1. Fitting a null model and a full model on the original data.
2. Obtaining residuals from the null model.
3. Generating an auxiliary random variable that has mean of 0 and variance of 1
and multiplying the residuals by the random variable (MacKinnon, 2015).
4. Obtaining new outcome scores by adding the transformed residuals to the pre-
dicted values from the null model fit on the original data.
5. Re-estimating the full model with the new calculated outcome scores and ob-
taining the test statistic (Cameron et al., 2008).
Steps 3-5 are repeated over R bootstrap replications. The p-value can be calculated
as the proportion of times that the bootstrap test statistic is more extreme than the
test statistic from the original data (Cameron et al., 2008; MacKinnon, 2009).
Cameron et al. (2008) extended the wild bootstrap for analyses involving clusters.
Within each cluster, the auxiliary weights are set to be constant (Cameron et al.,
2008; MacKinnon & Webb, 2017). MacKinnon and Webb (2017) argued that because
the weights are constant within each cluster, bootstrap-based inferences preserve the
within-cluster variances and covariances of the error terms to the extent that the
residuals preserve them. Because the within-cluster variances and covariances of error
terms are preserved, the cluster wild bootstrap method is ideal to handle dependence.
Like residual bootstrapping, wild and cluster wild boostrapping involves holding
X constant. This feature is particularly useful in cases where there are few clusters
as it prevents lack of variance in X due to re-sampling (Cameron et al., 2008). Unlike
residual bootstrapping, cluster wild bootstrapping does not require the regression
error vectors to be identically and independently distributed or the clusters to have
the same sample size (Cameron et al., 2008). Therefore, compared to the other DGPs,
cluster wild bootstrapping may be a better procedure for conducting hypothesis tests
when the number of clusters is small. An assumption underlying wild and cluster
wild bootstrapping is that the functional form of the full model is specified correctly.
Davidson and Flachaire (2008) and MacKinnon (2006) noted that the residual
terms can be transformed in some way before multiplying them by the auxiliary
random variable. For non-clustered data, MacKinnon (2006) suggested dividing the
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residuals by (1 − hi)1/2, with hi denoting the ith diagonal element of the hat ma-
trix. This transformation corresponds to the HC2 type adjustment (Davidson &
Flachaire, 2008; MacKinnon, 2006, 2013). MacKinnon (2006) noted that multiplying
the residuals by the HC2 correction ensures that the transformed residuals will have
the correct variance if the actual errors have constant variance. If the residuals are
not transformed with the HC2 correction, the errors can have variance that underes-
timates the true error variance. MacKinnon (2013) showed through simulations that
multiplying the residuals by the HC2 or HC3 corrections when running wild boot-
strap tests resulted in better Type I error rates compared to multiplying the residuals
by the HC1 correction. In the context with clustered errors, one possible way to
transform the residuals is to multiply the residuals by the CR2 adjustment matrices
from the null model. The transformed residuals will have the correct error variance
under the assumed working model (Bell & McCaffrey, 2002; Pustejovsky & Tipton,
2018). Pustejovsky and Tipton (2018) showed through simulations that using the
CR2 adjustment with cluster robust variance estimation (CRVE) helps correct the
under-estimation of the error variance even if the working model is incorrect.
MacKinnon (2006) recommended imposing the null hypothesis when generating
bootstrap replicates. The null model contains predictors that are not being tested in
single coefficient tests or multiple-contrast hypothesis tests. The full model, on the
other hand, includes all the predictors of interest. Let X0j denote a kj × p0 matrix
of covariates in the null model, β̃0 denote a p0× 1 vector of coefficients from the null
model fit to the original dataset, and ẽj denote a kj × 1 vector of residuals derived
from the null model. In each replication of cluster wild bootstrapping, new outcome
scores are calculated with the residuals and the predicted values from the null model
fit to the original dataset. The cluster wild bootstrap DGP is as follows: (MacKinnon,
2015):
T∗j = X0jβ̃0 + v
∗
jBjẽj (2.31)
Here, T∗j denotes a kj × 1 vector of transformed effect sizes, v∗j denotes the auxiliary
random variable for cluster j, and Bj denotes a kj×kj adjustment matrix derived from
the null model. If the residuals are not to be multiplied by any adjustment matrix
prior to being multiplied by the auxiliary weights, Bj will be an identity matrix.
When calculating the test statistics in each replication of cluster wild bootstrap-
ping, the CR adjustment matrices can be used to estimate the standard errors. MacK-
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innon (2013), in the simulation studies, estimated the t-statistic in each bootstrap
replication with HC1 to HC4 corrected standard errors and did not find any sub-
stantial difference across the tests in terms of Type I error rates. However, the tests
differed in power with HC1 showing the highest power and HC2 to HC4 showing
decreased power. By analogy, for cluster wild bootstrapping, using the CR0 or CR1
adjustment matrices might be appropriate. For single coefficient test, a t-test statistic
can be estimated with the standard error calculated using the CR0 or CR1 adjustment
matrices. For single coefficient test and for multiple-contrast hypothesis test, an F
statistic can be calculated as F = Q/q, the simplest calculation of the statistic, with
Q estimated using the CR0 or CR1 adjustment matrices. Using the CR0 correction
compared to using the CR1 correction will not affect the calculation of p-values as the
CR1 correction involves multiplying the CR0 type adjustment matrix by a constant
(Djogbenou et al., 2019). However, the test statistics from the original data and the
test statistics from the bootstrap replications should be calculated in the same way
(Djogbenou et al., 2019).
Auxiliary Weights
Cluster wild bootstrapping involves sampling transformed residuals (Cameron et
al., 2008). The residuals are multiplied by an auxiliary random variable that has a
mean of 0 and variance of 1 (MacKinnon, 2015). There are two common types of aux-
iliary random weight variables (Cameron et al., 2008; MacKinnon, 2009, 2015). The
first type of weights is the Mammen weights proposed by Mammen (1993). Mammen




















m ] = 1,E[v
∗3
m ] = 1,E[v
∗4
m ] = 2 (2.33)
A bootstrap residual for case i will have the opposite sign as the observed residual
with probability of 0.72 (MacKinnon, 2009). Using the Mammen weights can ensure
that the third moment of the bootstrap residuals is the same as that of the true errors
(MacKinnon, 2015).
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The second type of weights is the Rademacher weights proposed by Davidson
and Flachaire (2008). Rademacher weights take on the following values (Davidson &
Flachaire, 2008; MacKinnon, 2015):
v∗r =
−1 with probability 1/21 with probability 1/2 (2.34)
with
E[v∗r ] = 0,E[v
∗2
r ] = 1,E[v
∗3
r ] = 0,E[v
∗4
r ] = 1 (2.35)
The bootstrap errors are positive and negative with probability of 0.5 each (MacKin-
non, 2015). Using the Rademacher weights can ensure that the second and the fourth
moments of the bootstrap residuals are the same as those of the true errors (Davidson
& Flachaire, 2008). According to Davidson and Flachaire (2008), the Rademacher
weights impose symmetry and even if the errors are not actually symmetric, the
weights ensure that the fourth moment of the residuals is estimated correctly. David-
son and Flachaire (2008) showed through simulations that wild bootstrap tests that
used the Rademacher weights outperformed those that used the Mammen weights in
terms of error in rejection probability, even when the distribution of true errors were
skewed and not symmetric.
2.4.2 Methodological Studies on Cluster Wild Bootstrapping
Cameron et al. (2008) conducted simulation studies to examine the finite sample
properties of CRVE compared to the three bootstrap techniques. The authors exam-
ined the Stata modified version of CR1 type CRVE (CR1S), and CR3 type CRVE.
The CR1S adjustment matrix is specified as follows:
Aj =
√
[(m)(N − 1)]/[(m− 1)(N − p)]Ij (2.36)
The authors generated data from a linear model with a single covariate and with
clustered errors. The number of clusters generated ranged from 5 to 30 in increments
of 5. The errors were generated to be homoskedastic and heteroskedastic and clus-
ters were generated to be balanced and imbalanced. The authors used ordinary least
squares estimation and conducted single coefficient tests using CRVE and the boot-
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strap methods. The t-tests based on CRVE were compared to the standard normal
distribution. The authors compared using bootstrapping to derive the standard er-
rors and then conducting tests (bootstrap-se) to conducting hypothesis tests directly
with bootstrapping (bootstrap-t). For cluster wild bootstrapping, the authors im-
posed the null hypothesis to calculate the residuals and predicted values but did not
multiply the residuals by adjustment matrices. The Rademacher weights were used
as the auxiliary random variable. The authors used the CR1S type CRVE to estimate
the t-statistic in each bootstrap replication. The number of bootstrap replications
was 399 and the number of Monte Carlo iterations was 1,000. Cameron et al. (2008)
noted that using a smaller number of bootstrap replications was valid because the
bootstrap replication error would have been negated over the Monte Carlo simula-
tion iterations. Simulation results showed that bootstrap-t methods performed better
in terms of controlling Type I error rates compared to bootstrap-se methods. Even
with a small number of clusters and unbalanced groups, the cluster wild bootstrap-t
method performed well in terms of controlling Type I error rates compared to the
CRVE methods and other bootstrapping methods for single coefficient t-tests.
MacKinnon and Webb (2017) examined cases where cluster sizes were extremely
unequal. The authors generated data from a difference-in-difference regression model.
The authors ran four simulation studies, two with 50 clusters and two with 100
clusters. The cluster sizes were either equal or were dependent on the population
of the 50 US states. The authors compared the CR1S type CRVE to cluster wild
boostrapping. The t-tests based on CRVE were compared to a t-distribution with
m − 1 degrees of freedom. For cluster wild bootstrapping, the authors imposed the
null hypothesis to calculate the residuals and predicted values but did not multiply
the residuals by adjustment matrices. The Rademacher weights were used as the
auxiliary random variable. The authors used the CR1S correction to estimate the
t-statistic in each bootstrap replication. The number of bootstrap replications was
399 and the number of simulation iterations was 400,000. The simulation results
showed that the cluster wild bootstrap test performed best in terms of controlling
Type I error rates. MacKinnon and Webb (2017) also generated data with varying
number of treated clusters. The treatment variable, a cluster-level predictor variable,
was generated with varying levels of imbalance. When the number of treated clusters
was small, the study showed that CRVE over-rejected. Simulation results showed
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that the cluster wild bootstrap test performed better compared to CRVE in terms
of controlling Type I error rates. However, cluster wild bootstrapping under-rejected
in conditions where the number of treated clusters was very small (less than 5 out of
50).
Djogbenou et al. (2019) conducted simulations to examine inferences based on
the cluster wild bootstrap test. The authors generated data from a regression model
with clustered errors. The cluster sizes were generated to be unequal. The num-
ber of clusters ranged from 10 to 200. Djogbenou et al. (2019) compared restricted
and unrestricted cluster wild bootstrapping. The null hypothesis was imposed when
calculating the residuals for restricted cluster wild bootstrapping whereas the null
hypothesis was not imposed when calculating the residuals for unrestricted boot-
strapping. The authors also compared the use of the Rademacher weights to the
use of the Mammen weights. Djogbenou et al. (2019) did not multiply the residu-
als by adjustment matrices. The authors used the CR1S correction to estimate the
t-statistic in each bootstrap replication. The authors compared the bootstrap tests
to CR1S type CRVE. The t-tests based on CRVE were compared to a t-distribution
with m− 1 degrees of freedom. The number of bootstrap replications in Djogbenou
et al. (2019) was 399 and the number of simulation iterations was 400,000. The results
showed that the restricted cluster wild bootstrap test with the Rademacher weights
performed the best compared to the other tests in terms of Type I error rate and
power even when the error terms were skewed.
MacKinnon (2015) examined CRVE and cluster wild bootstrapping in terms of
confidence interval coverage. The authors generated data from a difference-in-difference
regression model. The number of clusters generated ranged from 9 to 30 in increments
of 3. MacKinnon (2015) compared CR1S type CRVE Wald statistic based confidence
intervals to bootstrap based confidence intervals. For cluster wild bootstrapping,
MacKinnon (2015) did not multiply the residuals by adjustment matrices. MacK-
innon (2015) also compared several auxiliary weights for cluster wild boostrapping
including the Rademacher weights, the Mammen weights, a six-point distribution
proposed by Webb (2013), and several continuous weight distributions. The number
of bootstrap replications in MacKinnon (2015) was 999 and the number of simulation
iterations was 100,000. Simulation results from MacKinnon (2015) showed that boot-
strap based confidence intervals provided more accurate coverage than the intervals
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based on CRVE. Moreover, intervals based on cluster wild bootstrapping using the
Rademacher weights had the most accurate coverage compared to intervals based on
bootstrapping using any of the other weights even in the condition where the number
of clusters was 9.
The studies reviewed here showed that the cluster wild bootstrap test maintained
adequate Type I error rates even when the number of clusters was small, cluster
sizes were imbalanced, and when a categorical covariate was highly imbalanced. Fur-
thermore, the studies provided evidence in favor of using the Rademacher two-point
weights even with very small number of clusters. The type of models evaluated in
the simulation studies were linear regression models with clustering and difference-
in-difference models that are relevant to the econometrics literature. Moreover, most
of the studies examined conditions with very small number of clusters.
Pustejovsky and Tipton (2018) found that using the CR2 adjustment with the
Satterthwaite degrees of freedom for fixed effects estimation with panel data mod-
els resulted in better Type I error rate control compared to using the CR1 or CR3
estimators without any further corrections. Thus, the CR2 estimator with the Sat-
terthwaite degrees of freedom may have provided a better comparison than the CR1S
or CR3 type CRVE examined in Cameron et al. (2008), MacKinnon and Webb (2017),
Djogbenou et al. (2019), and MacKinnon (2015).
Based on the results of the studies reviewed in this section, cluster wild bootstrap-
ping may be an attractive alternative to the HTZ test for meta-analysis. However,
the performance of cluster wild bootstrapping in the context of meta-analysis has not
been examined. Furthermore, no study has compared the performance of cluster wild
bootstrapping to that of the CR2 correction method with the Satterthwaite degrees
of freedom—the HTZ test. No study has examined whether multiplying residuals by
adjustments matrices for cluster wild bootstrapping results in any difference in Type
I error rates and power. Moreover, the performance of cluster wild bootstrapping for
multiple-contrast hypothesis tests has not been examined.
2.4.3 Cluster Wild Bootstrapping in Meta-Analysis
Cluster wild bootstrapping has not been examined methodologically in a meta-
analytic framework. However, it has been used in a handful of applied meta-analytic
studies with dependent effect sizes and small number of studies. Examples include
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McEwan (2015), in Review of Educational Research, examining school-based inter-
ventions on learning in developing countries; Gallet and Doucouliagos (2014), in the
Annals of Tourism Research, examining income elasticity of air travel; Oczkowski and
Doucouliagos (2015), in the American Journal of Agricultural Economy, examining
the relationship between price of wine and its quality; and Ola and Menapace (2020),
in the World Development journal, examining determinants of entry into high-value
markets. All of the articles used bootstrapping to correct for single coefficient t-tests.
None used it for multiple-contrast hypothesis tests.
2.5 Application
To demonstrate the differences between several methods for small sample correc-
tion to handle dependence in meta-analysis, I present analyses conducted using the
data collected by Tanner-Smith and Lipsey (2015). I analyzed a random sample of 20
studies from the original data to evaluate the methods when the number of studies is
small. I only included individual randomized control trials and only included effect
sizes related to the alcohol consumption outcome. I selected studies that did not
have any missing data. The number of effect sizes per study ranged from 1 to 42. I
chose average age and the dependent variable measure as the moderators of interest.
The dependent variable measures used in the primary studies were: blood alcohol
concentration, combined measures, frequency of heavy use, frequency of use, peak
consumption, and quantity of use. I compared the Naive F -test, the HTZ test, and
the cluster wild bootstrap test with and without multiplying the residuals by the CR2
adjustment matrices. For single coefficient test, I focused on testing the coefficient
for the age variable. For multiple-contrast hypothesis test, I focused on testing the
difference in the effects of the interventions across the different dependent variable
measures. The full model included both age and the dependent variable measure as
predictors.
To run the analyses, I used R Version 4.0.0 (R Core Team, 2020). I used the
robu() function from the robumeta package to fit the meta-regression models (Fisher
et al., 2017). I used the Wald_test() function from the clubSandwich package to
run small sample corrections for tests of both single coefficient and multiple-contrast
hypothesis (Pustejovsky, 2020a).
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For the Naive F -test, the variance-covariance matrix was set to "CR1" and the test
to "Naive-F" in the Wald_test() function. For the HTZ test, the variance-covariance
matrix was set to "CR2" and the test to "HTZ". I used the constrain_zero() function
from the clubSandwich package to specify the appropriate contrast matrix.
To run cluster wild bootstrapping, the null and the full model were fit on the
original dataset using robu(). For the single coefficient tests, the null model only
included the dependent variable measure as a predictor and did not include age.
For the multiple-contrast hypothesis tests, the null model only included age and
did not include the dependent variable measure. The residuals and predicted values
for the two types of tests were calculated from the respective null models. The
CR2 adjustment matrices—one matrix per study—used to estimate the respective
null models were extracted using an internal clubSandwich function. Transformed
residuals were created by multiplying the adjustment matrices with the residuals
from the respective null models. I ran separate bootstrap replications for the single
coefficient test and for the multiple-contrast hypothesis test.
Following is a description of how one set of bootstrap replications was estimated.
For each bootstrap replication, the Rademacher weights were sampled, set to be
constant within a study. Using the Rademacher weights, two new outcomes were
created: (1) one that added the residuals from the null model multiplied by the
Rademacher weights to the predicted values from the null model (CWB), and (2)
another that added the transformed residuals—those multiplied by the adjustment
matrices—multiplied by the Rademacher weights to the predicted values from the
null model (CWB Adjusted). The full model was then re-estimated with the two
new outcome scores and the F -test statistics extracted. The covariance matrix was
set as "CR1" and test as "Naive-F" in the Wald_test() function to estimate the F -
test statistics for the relevant tests from the re-estimated models for each replication.
The "Naive-F" option for the test argument calculates the F statistic as F = Q/q.
The number of bootstrap replications was 999. To derive the bootstrap p-value, the
proportion of times the bootstrap test statistic was greater than the F -test statistic
from the original full model was calculated. The F -test statistic from the original full
model was calculated using the CR1 matrices and the Naive F -test.
Table 2.3 below shows the results for the test of average sample age. The p-value
from the HTZ test was greater than the p-value from the Naive F -test. The p-values
36
Table 2.3
Tanner-Smith and Lipsey (2015) Analysis: Tests for Age
Method F delta df num df denom p
Naive-F 0.320 1.000 1.000 19.000 0.578
HTZ 0.204 1.000 1.000 2.983 0.682
CWB 0.685
CWB Adjusted 0.689
from the CWB and CWB Adjusted tests were slightly greater than the p-value from
the HTZ test and greater than the p-value from the Naive F -test. The p-value from
the CWB Adjusted test was slightly greater than the p-value from the CWB test.
For multiple-contrast hypothesis test, I tested whether the difference between each
dependent variable measure level and the reference level (blood alcohol concentration)
is equal to zero—whether the effect of the interventions vary by the dependent variable
measure used. Table 2.4 shows the results for the multiple-contrast hypothesis tests.
The p-value from the HTZ test was greater than the p-value from the Naive F -test.
The p-values from the CWB and CWB Adjusted tests were smaller than the p-value
from the HTZ test but greater than the p-value from the Naive F -test. The p-value
from the CWB Adjusted test was slightly greater than the p-value from the CWB
test.
Table 2.4
Tanner-Smith and Lipsey (2015) Analysis: Multiple-Contrast Hypothesis Tests for
Dependent Variable Measure
Method F delta df num df denom p
Naive-F 0.911 1.000 5.000 19.000 0.495
HTZ 0.473 0.615 5.000 6.384 0.786
CWB 0.701
CWB Adjusted 0.707
The p-values observed from different methods are different suggesting the methods
may differ in Type I error rates and power. For multiple-contrast hypothesis tests,
the CWB and CWB Adjusted tests had p-values that were smaller than the p-value
from the HTZ test but greater than the p-value from the Naive F -test. The p-value
from the CWB Adjusted test was slightly greater than the p-value from the CWB
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test. For single coefficient tests, the p-values from the HTZ test and the CWB and
CWB Adjusted tests were similar. Cluster wild boostrapping may maintain Type
I error rates adequately and have more power than the HTZ test, especially for
multiple-contrast hypothesis tests. The results shown in Tables 2.3 and 2.4 are based
on only one study so I cannot draw any conclusions about the performance of the
methods. Therefore, I conducted simulation studies to examine the different methods
for handling dependence when the number of studies is small.
2.6 Purpose of Study
Although cluster wild bootstrapping offers a promising alternative to small sample
corrections proposed by Tipton (2015) and Tipton and Pustejovsky (2015), its perfor-
mance under a meta-analytic framework has not been evaluated in any methodological
study. Thus, the goal of my dissertation was to examine whether using cluster wild
bootstrapping improved upon the performance of the HTZ test, which corresponds
to the CR2 adjustment method with the Satterthwaite degrees of freedom. I also
examined the Naive F -test, which is the same as the CR1 adjustment method with
m− p degrees of freedom, as a baseline comparison method.
Tipton and Pustejovsky (2015) showed that the HTZ test provided adequate con-
trol of Type I error rate inflation. However, the results from Tipton and Pustejovsky
(2015) showed that the HTZ test had below nominal Type I error rates indicating
the possibility that the test may be conservative, especially for hypothesis tests with
many constraints. Tipton and Pustejovsky (2015) did not directly compare power.
In this dissertation, I examined whether cluster wild bootstrapping maintained Type
I error rate control and provided improved power compared to the HTZ test.
Furthermore, cluster wild bootstrapping has been used in a few applied meta-
analytic studies for tests of single coefficients. Therefore, in this dissertation, I exam-
ined single coefficient tests as well as multiple-contrast hypothesis tests. The results of
the study can guide applied meta-analytic researchers to choose the most appropriate
correction method for dependence when the number of studies in their meta-analysis
is small.
I also examined if multiplying the residuals by the CR2 adjustment matrices when
running cluster wild bootstrapping impacted Type I error rates and power. Davidson
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and Flachaire (2008) and MacKinnon (2006) suggested multiplying the residuals by
the HC2 correction when running wild bootstrapping. An extension of that sugges-
tion to cluster wild bootstrapping has not been examined, even in the econometrics
literature.
2.6.1 Research Question
The guiding research question for this dissertation was: To what extent do the
CWB and the CWB Adjusted tests improve upon the HTZ test and the Naive F -test
in terms of Type I error rates and power for tests of single coefficients and multiple-




I ran two simulation studies that used different design matrices. I evaluated
the Naive F -test, the HTZ test, the CWB test, and the CWB Adjusted test in
terms of Type I error rates and power. I ran the simulations in R Version 3.5.1
(R Core Team, 2020). I used the Stampede2 supercomputer provided by the Texas
Advanced Computing Center (TACC) to run the simulations using supercomputing
resources as bootstrapping can be computationally expensive. I used the tidyverse
set of packages for data-munging (Wickham et al., 2019), the mvtnorm package for
generating data (Genz et al., 2020), the simhelpers package for organizing the code
for the simulation studies (Joshi & Pustejovsky, 2020), and the Pusto package for
running the simulations using parallel processing (Pustejovsky, 2020b). Below, I
outline the data generation process, estimation methods, experimental design, and
performance criteria of the two simulation studies.
3.1 Study 1
3.1.1 Data Generation
The data generation process of this study followed that of Tipton and Pustejovsky
(2015). I generated SMDs like Tipton and Pustejovsky (2015), as the SMD is the
most common type of effect size measure for intervention research (Tipton, 2015).
Each simulated data was comprised of m studies. A given study j contained kj effect
sizes.
Standardized Mean Differences
The SMDs were generated based on the distribution of summary statistics from
primary studies. Study j consisted of two groups, treatment and control, and kj
correlated outcome variables. Let Nj denote the total sample size of study j assuming
equal sample size per group, δj denote the vector of true effect sizes for study j, and
Σj denote the outcome variance-covariance matrix for study j. The formulation
below requires that the outcomes have unit variance. Thus, Σj contained 1’s along
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the diagonal and the correlation between the outcomes on the off-diagonals. Let ȳTj
and ȳCj denote the kj × 1 vectors of sample means for the treatment and control
groups respectively and Sj denote the kj × kj sample variance-covariance matrix of


























The pooled sample covariance matrix follows a multiple of a Wishart distribution
with Nj − 2 degrees of freedom and scale matrix equal to Σj (Anderson & Girshick,
1944):
(Nj − 2)Sj ∼ Wishart (Nj − 2,Σj) (3.3)
The denominators of the SMD estimates from study j—the pooled standard devia-
tions of the outcome variables—were generated by simulating a single Wishart matrix,
extracting the diagonal elements, dividing them by Nj−2, and then taking the square
root. Below, let sij indicate the pooled standard deviation corresponding to effect
size i in study j. SMD i in study j was calculated as follows:
dij =
ȳT ij − ȳCij
sij
(3.4)
Hedges’s g bias correction was applied to the SMD as follows (Borenstein & Hedges,
2019; Hedges, 1981):
gij = J(Nj − 2)× dij (3.5)
where
J(df) = 1− 3
4× df − 1
(3.6)
The variance of gij was calculated as follows (Borenstein & Hedges, 2019; Hedges,
1981):











I used the design matrix generated by Tipton and Pustejovsky (2015) in my sim-
ulation. Tipton and Pustejovsky (2015) generated five covariates, two binary and
three continuous. The first binary covariate, X1, is a study-level covariate with large
imbalance, equaling 1 in 15% of the studies. The second binary covariate, X2, is an
effect size-level covariate, equaling 1 in 10% of the effect size estimates overall and in 0
to 20% of the effect size estimates within a study. X3 is a normally distributed study-
level covariate, X4 is a normally distributed continuous effect size-level covariate, and
X5 is a continuous, highly skewed effect size-level covariate. Tipton and Pustejovsky
(2015) noted that these types of variables are common in applied meta-analyses, with
the covariates that have large imbalances or high skewness representing the worst
cases.
The generated data has 200 rows, containing the design matrix for 200 effect sizes,
with 10 rows per study, totaling 20 studies. Following the procedures of Tipton and
Pustejovsky (2015), in cases where there were more than 20 studies, the rows of the
design matrix were repeated. For studies with less than 10 effect sizes, the first kj
rows from the design matrix were selected.
To examine the Type I error rates, I simulated SMDs that were unrelated to the
covariates. To examine power, the experimental design contained conditions with
varying magnitude of relationships between each covariate and the effect sizes. The
conditions are detailed in the Experimental Design section below.
Meta-Analytic Data
To generate the SMDs based on the distribution of summary statistics, the number
of effect sizes, the sample size, the outcome covariance matrix, and the true effect size
parameters were generated for each study. For this simulation, the sample sizes of
the treatment and control groups were assumed to be equal.
The number of effect size per study was generated as follows:
kj ∼ min(1 + Poisson(4), 10) (3.8)
The number varied from 1 to 10 effect sizes per study. The range of the number of
effect sizes followed that from Tipton and Pustejovsky (2015) and captured the range
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seen in real meta-analytic data. Tipton et al. (2019), in a review of 64 meta-analyses
published in education and psychology journals, found an average of 4.5 (SD = 5.6)
effect sizes per study. All conditions in my simulation study included varied number
of effect sizes to reflect real meta-analytic data.
The sample size per study was generated as follows:
Nj ∼ min(20 + 2× Poisson(30), 200) (3.9)
The total sample size per study was set to range from 20 to 200. I simulated sample
sizes based on Equation 3.9 for varying number of studies and found a median sample
size of 80 with the 25th and 75th percentiles equal to 72 and 88 respectively. The
per group sample size per study generated by Tipton and Pustejovsky (2015) ranged
from 32 to 130. Rodgers and Pustejovsky (2019) examined the sample size per study
in a meta-analysis conducted by Lehtonen et al. (2018) on the effect of bilingualism
that included 152 studies. Rodgers and Pustejovsky (2019) found a median sample
size of 48 and range from 12 to 343. Furthermore, Park and Beretvas (2016) reviewed
meta-analyses published in the Journal of Review of Educational Research from 2010
to 2015 and found a median study sample size of 171 and the 25th and 75th percentiles
of 66 and 702. Many of the primary studies reviewed by Park and Beretvas (2016)
likely included designs that examined the effects of cluster-level interventions—for
example, effects of interventions administered to students nested within schools that
were randomized (Rodgers & Pustejovsky, 2019). Therefore, the sample sizes of
interest may be smaller than those reported by Park and Beretvas (2016). The range
of total sample sizes per study that I generated roughly followed that from Tipton and
Pustejovsky (2015) and reflected the range of study sample sizes found in published
meta-analyses.
The correlation between the outcomes per study, rj, assuming that the correlation
between pairs of outcomes is constant within studies, was generated as follows:
rj ∼ Beta (ρν, (1− ρ)ν) (3.10)
where ν controlled the variability of rj across studies as Var(rj) = ρ(1 − ρ)/(1 + ν).
Thus, smaller ν values correspond to more variable correlations. The covariances in
Σj were populated with rj. The variances were populated with 1’s. The value for
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ν was set to 50 to generate moderate amount of variance in the correlation values
across studies. The value for ρ differed across conditions.
True effect size parameters were generated based on the relationships between the
covariates and the effect sizes. Below, let δij denote the true SMD i in study j, xij
denote a 1 × p vector of covariates for SMD i in study j, β denote a p × 1 vector
of meta-regression coefficients, and vj denote the between-study sampling error term
with mean of 0 and variance of τ 2. Here, xij was generated as described in the
Covariates section above. The true effect size parameters were generated as follows:
δij = xijβ + vj, where vj ∼ N(0, τ 2) (3.11)
With the generated number of effect sizes, sample size, outcome covariance matrix,
and the vector of true effect sizes for each study, I generated correlated effects meta-
analytic data. Each simulated data contained SMDs and associated variances, and
the corresponding design matrix for kj effect sizes for each of the specified number of
studies.
3.1.2 Estimation Methods
For computational efficiency, I used a version of the robu() function from the
robumeta package to estimate correlated effects weighted least squares meta-regression
models. The version of the function that I used only runs weighted least squares esti-
mation for the correlated effects working model and omits checks that are necessary
when the function is used with real data but not when the function is used with sim-
ulated data. I calculated the Naive F and HTZ p-values using the Wald_test() func-
tion from the clubSandwich package (Pustejovsky, 2020a). I used the Wald_test()
function for both single coefficient tests and multiple-contrast hypotheses tests.
I fit a model including the main effects of all of the covariates on each simulated
dataset. This model was the full model for all of the tests. Tests for the single coef-
ficients were estimated from this model for each of the five covariates. For multiple-
contrast hypotheses tests, I examined all combinations of 2 to 5 regression coefficients
for the covariates, totaling 26 different sets of coefficients. In the conditions designed
to test power, I only examined sets that included the covariates with coefficients not
set to be equal to zero when generating the true effect sizes. The null hypothesis
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was whether each set of the coefficients equaled zero. Tipton and Pustejovsky (2015)
found that the small sample correction methods performed differently depending on
the number of contrasts used. Therefore, I examined all possible contrasts.
Naive F -Test
To run the Naive F -test, I used the Wald_test() function. The variance-covariance
matrix was specified as "CR1" and the test specified as "Naive-F".
HTZ Test
To run the HTZ test, I also used the Wald_test() function. The variance-
covariance matrix was specified as "CR2" and the test specified as "HTZ".
Cluster Wild Bootstrapping
With the original dataset from each simulation iteration, I estimated the null
model and the full model with random effects weighted least squares estimation using
the computationally less expensive version of robu(). The full model included all
the five covariates. The null model included all covariates except for the ones being
tested. Residuals and predicted values were calculated from the null model. I aimed to
examine whether multiplying the residuals by the CR2 adjustment matrices from the
null model impacted Type I error rates and power. Therefore, I ran the cluster wild
bootstrap with and without the multiplication of the residuals by the CR2 adjustment
matrices when transforming the residuals—the CWB Adjusted test and the CWB test
respectively.
For each bootstrap replication, a random auxiliary weighting variable was sam-
pled, set to be constant within a study. The original residuals and the CR2 trans-
formed residuals were multiplied by the random auxiliary weights. For this simulation,
I used the Rademacher weights as Djogbenou et al. (2019) and MacKinnon (2015)
showed that using the Rademacher weights for cluster wild bootstrapping outper-
formed using the other types of weights even when the number of clusters was small.
Two new outcome scores were then calculated by adding the weighted residuals—the
non-adjusted weighted residuals and the CR2 adjusted weighted residuals—to the
predicted outcome scores from the null model. Using the new outcome scores, the
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full model was re-estimated. To estimate the F statistics for the relevant tests from
the re-estimated full models, I calculated the CR0 adjustment matrices, calculated
the Q statistic following Equation 2.24, and converted the test statistic as F = Q/q.
The number of bootstrap replications was set to 399 following Cameron et al.
(2008), MacKinnon and Webb (2017), and Djogbenou et al. (2019). After running all
the replications, the p-value was calculated as the proportion of times the bootstrap
test statistic was greater than the test statistic from the original full model for the












The experimental design for this study generally followed that of Tipton and
Pustejovsky (2015), but with fewer conditions, as the bootstrapping procedure is com-
putationally intensive. The parameters examined in this study included the number
of studies (m), between-study heterogeneity in the effect sizes (τ), within-study cor-
relation between outcomes (ρ), and the regression coefficients used to generate effect
sizes (β).
Table 3.1 shows the different conditions that I examined. The factors in this study
included 4 values for the number of studies × 2 τ values × 2 ρ values × 11 sets of
meta-regression coefficients, totaling 176 conditions. The conditions are discussed
below. The number of simulation iterations was 2,400.
Number of Studies
The number of independent studies (m) was set to 10, 20, 40, and 80 to cover
realistically small to moderate sample sizes. These values are a subset of the number of
studies evaluated by Tipton and Pustejovsky (2015). Tipton and Pustejovsky (2015)
did not find much difference in the performance of the Naive F -test and the HTZ
test when the number of studies was set to 80 versus 100. Therefore, I only included
conditions with up to 80 studies. In a review of meta-analyses across education and
psychology journals, Tipton et al. (2019) found an average of 65.5 (SD = 65.8) studies.
The conditions used in my dissertation covered the range of the number of studies
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Table 3.1
Data Generating Conditions: Study 1
Conditions Values
Number of studies (m) 10, 20, 40, 80
Between-study heterogeneity (τ) 0.1, 0.3
Correlation between outcomes (ρ) 0.5, 0.8
Regression coefficients(β) A. β0 = 0.3, β1, ..., β5 = 0
B. β0 = 0.3, β1 = 0.1 or 0.5, β2, ..., β5 = 0
C. β0 = 0.3, β2 = 0.1 or 0.5, β1 and β3, .., β5 = 0
D. β0 = 0.3, β3 = 0.1 or 0.5, β1, β2, β4, β5 = 0
E. β0 = 0.3, β4 = 0.1 or 0.5, β1, ..., β3 and β5 = 0
F. β0 = 0.3, β5 = 0.1 or 0.5, β1, ..., β4 = 0
found in applied meta-analyses, especially on the small sample side.
Between-Study Heterogeneity
The values for τ were set to 0.1 and 0.3 representing small to large heterogeneity
(Pigott, 2012). Unlike Tipton and Pustejovsky (2015), I used τ instead of I2 values to
measure between-study heterogeneity due to the drawbacks of interpreting I2 values
as discussed in the Characterizing Variability section above (Borenstein et al., 2017).
Pigott (2012) suggested 0.33σ2, σ2, and 1.33σ2 for small, moderate, and large τ 2
values. I examined possible ranges of σ2 values that would be generated given the
range of sample size per study in my simulation and settled on an average σ2 value
of 0.05 to calculate τ . The results from Tipton and Pustejovsky (2015) showed that
the maximum Type I error rates increased only slightly with increase in the I2 values
even when an incorrect fixed effects model was used. Therefore, I only examined a
small set of τ values in this simulation study.
Correlation between Outcomes
The values for ρ were set to 0.5 and 0.8. The robumeta package uses 0.8 as the
default value for the within-study correlation between effect sizes when estimating
meta-regression models. I included ρ value of 0.5 as one of the conditions to examine
the performance of the methods when the assumed value for the correlation between
effect sizes in robumeta is incorrect. The correlation values between outcomes were
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drawn from a beta distribution as specified in Equation 3.10 with mean ρ value and
a parameter ν that dictated the variability of the correlations across studies. The
value for ν was set to 50 to introduce moderate amount of variation in the correlation
values across studies.
Hedges et al. (2010) showed that the estimation of τ 2 and the estimation of the
standard errors for regression coefficients using RVE were robust to differences in
the values of the within-study correlation between effect sizes. Results from Tipton
(2015) showed that the differences in the Type I error rates across different values
of ρ and τ 2 were more pronounced for the CR1 estimator than the CR2 and CR3
estimators and were more pronounced in Study 1, which included one covariate at
a time in the regression models, than in Study 2, which included sets of covariates
in the models. The differences were even less pronounced for estimators when the
Satterthwaite degrees of freedom was used. Furthermore, Tipton and Pustejovsky
(2015) did not find any relationship between their results and the ρ values. Therefore,
I only examined a small set of values for ρ.
Meta-Regression Coefficients
Let β0 indicate the intercept, and β1 to β5 indicate the coefficients related to
each of the five moderator variables. To examine the Type I error rates, one of the
conditions specified β1 to β5 all equal to zero. To examine power, I generated the
data with the coefficients for each of the five covariates taking on each of the following
values: 0.1 and 0.5. All the other coefficients, except the intercept were set to 0. β0
was set to 0.3 in all of the conditions. Table 3.1 shows the different conditions.
The coefficients for the moderators can be thought of as effect sizes—change or
difference in the outcome in terms of standard deviation—as the outcome variable in
the meta-regression models consists of SMDs. In a review of studies on educational
interventions, Kraft (2020) examined 747 studies that included 1,942 effect sizes.
Kraft (2020) reported that the median effect size estimate across all the studies was 0.1
and the 90th percentile was 0.5. These two values were used as regression coefficients
in my simulation study to generate the true effect sizes.
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3.1.4 Performance Criteria
To evaluate the performance of the CWB and the CWB Adjusted tests compared
to the HTZ test and the Naive F -test, the performance criteria of interest were Type
I error rate and power. Type I error rate and power both capture the proportion
of times that the p-values derived from simulation iterations is below a specified α
level—the proportion of times the null hypothesis is rejected (Morris et al., 2019).
Let K denote the number of simulation iterations, and pk denote the p-value from
simulation replication k, for k = 1, ..., K. The rejection rate for a specified α level is
defined as:
ρα = Pr(pk) < α (3.13)






I(pk < α) (3.14)
The Monte Carlo standard error for the estimate of the rejection rate, which captures





Following Tipton and Pustejovsky (2015), I examined α values of 0.01, 0.05, and 0.10
with 0.05 being the most conventional.
3.2 Study 2
This study was designed to examine whether the results from Study 1 would
generalize to analyses with a different design matrix. The design matrix in this
study included one nominal covariate with multiple categories. Applied meta-analysts
are likely to conduct a multiple-contrast hypothesis test to examine whether the
effect of an intervention is similar across different categories of a moderator variable.
Thus, I designed this study to examine the methods in contexts that would be useful
to applied meta-analysts. The data-generation procedure, estimation methods, and
performance criteria calculations for Study 2 were mostly similar to those for Study
1. The differences are discussed below.
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3.2.1 Data Generation
Instead of using the design matrix created by Tipton and Pustejovsky (2015), I
generated a single covariate that had 3, 4, or 5 categories. The covariate was generated
to vary either at the study level or at the effect size level. Applied meta-analysts are
likely to encounter both study-level and effect size-level variables—for example, a
study-level covariate could be the type of experimental design and an effect size-level
covariate could be the type of outcome measure. Further, results from Tipton (2015)
showed that small sample correction methods performed differently for different types
of covariates. Therefore, I generated both types. I constrained each category to
be present in at least 2 studies for the study-level covariate type and in at least 2
effect size estimates for the effect size-level covariate type. Each category had equal
probability of being sampled.
The number of effects per study, the sample size per primary study, and the
correlation between outcomes were generated exactly like in Study 1. The number of
effects per study was set to vary between 1 to 10. The total sample size per primary
study was set to range from 20 to 200. The correlation between outcomes per study
was generated based on a beta distribution with mean ρ value and a ν parameter
that controlled the variability of the correlation values between studies.
3.2.2 Estimation Methods
For Study 2, I only tested multiple-contrast hypothesis examining whether the
effect of the intervention was equal across all of the categories. The null hypothesis of
the multiple-contrast hypothesis test was that the effect of the intervention did not
vary across different categories.
3.2.3 Experimental Design
The experimental design of this study mostly followed that from Study 1. The
major difference was the specification of the regression coefficients used to generate
the true effect sizes. For Type I error, all the β values, except for the intercept, were
set to 0. For power analysis, all β values, expect for the intercept and β1, were set to
0. The value for β1, which represents the difference between the effect of the second
category and that of the first category, was set to 0.1, 0.3, or 0.5 to study power
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curves. The intercept was set to 0.3 in all conditions as in Study 1. Furthermore,
I added another condition, covariate type, which indicated whether to generate a
study-level covariate or an effect size-level covariate.
Table 3.2 shows the different conditions that I examined in Study 2. The factors
in this study included 4 values for the number of studies × 2 τ values × 2 ρ values ×
3 different number categories in the covariate × 2 covariate types × 4 sets of meta-
regression coefficients, totaling 384 conditions. The number of simulation iterations
was 2,400.
Table 3.2
Data Generating Conditions: Study 2
Conditions Values
Number of studies (m) 10, 20, 40, 80
Between-study heterogeneity (τ) 0.1, 0.3
Correlation between outcomes (ρ) 0.5, 0.8
Number of categories 3, 4, 5
Covariate type study-level, effect size-level
Regression coefficient(β1) 0.0, 0.1, 0.3, 0.5
3.3 Number of Iterations
For both studies, I set the number of iterations to 2,400. The number was chosen
as a compromise between computing time and desired level of precision. The time
required to run both studies on TACC with 2400 iterations each was approximately
300 hours, with Study 1 requiring around 290 hours and Study 2 requiring around
10 hours. For Type I error rate, I calculated the MCSE for 2400 iterations across
the different nominal α levels. For a nominal α level of 0.05, the MCSE is 0.004.
For a nominal α level of 0.01, the MCSE is 0.002. For a nominal α level of 0.10, the
MCSE is 0.006. For a rejection rate of 0.5 for power, the MCSE is 0.01. The MCSEs




In this chapter, I present results from the two simulation studies. I examined the
Type I error rates for all the tests. For power, I only examined tests that maintained
adequate Type I error rates. I also discuss sensitivity of the results to differing values
of τ and ρ. I used R version 4.0.3 to analyze the results of the simulation studies
(R Core Team, 2020). I used the tidyverse set of packages to clean, analyze, and
visualize the results (Wickham et al., 2019), and the patchwork package to combine
plots (Pedersen, 2020).
4.1 Study 1
4.1.1 Type I Error Rates
The box-plots for Type I error rates show the range of Type I error rates by the
number of studies (m), the number of contrasts (q), and the nominal α levels. The
rejection rates range over the rates from specific tests and variables, and the rates for
different τ and ρ values. The solid lines indicate the nominal α levels and the dashed
lines indicate the upper bounds for simulation error. I calculated the bound as:
UB = α + 1.96×MCSEα (4.1)
Here, α denotes the nominal α level and MCSEα denotes the MCSE at the nominal
α level. Tests that have Type I error rates that fall below the simulation error bounds
are considered to maintain Type I error rates adequately.
Naive F -test
In Study 1, I examined the Naive F -test as a baseline comparison method. The
results from the simulation study replicated findings from Tipton and Pustejovsky
(2015). Figure 4.1 shows the Type I error rates of the Naive F -test. The Type I
error rates were higher than the nominal α level, especially for conditions with lower
number of studies, i.e., 10 or 20 studies. The rates were also higher than the nominal
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rates for tests of higher number of contrasts. Even in conditions with the number
of studies equal to 80, the median Type I error rates were higher than the nominal
rates.
Cluster Wild Bootstrapping versus HTZ
Figures 4.2, 4.3, and 4.4 show the range of Type I error rates of the CWB, the
CWB Adjusted, and the HTZ tests for the nominal α levels of 0.01, 0.05, and 0.10
respectively. I did not include the results of the Naive F -tests in these graphs as the
Naive F -test exhibited much higher Type I error rates than the tests examined in
these plots.
The results for the HTZ test replicated findings from Tipton and Pustejovsky
(2015). Type I error rates of the HTZ test tended to be below the nominal level. For
conditions with smaller number of studies and for tests of higher number of contrasts,
the Type I error rates of the HTZ test were far below the nominal level. For example,
in conditions with 10 studies and for tests of 5 contrasts, the Type I error rates of the
HTZ test were near 0. Even in conditions with 80 studies, the Type I error rates of the
HTZ test were slightly below the nominal level. In contrast, the CWB and the CWB
Adjusted tests had Type I error rates near the nominal rate across all conditions. The
Type I error rates of the two CWB tests were very similar across all conditions. The
pattern of results were similar across all three nominal α levels.
4.1.2 Power
I examined results for power in several different ways. First, I examined abso-
lute power levels for tests that maintained Type I error rates adequately. Second, I
examined power ratios as a way to compare CWB to the current standard test, the
HTZ test. Third, I disaggregated the absolute power and power ratio results by sets
of covariates tested as different types of covariates had different power levels.
The first set of box-plots for absolute power show the range of power of the tests
by the number of studies, the number of contrasts (q), the regression coefficient used
to generate the true effect sizes (β), and the nominal α levels. The rejection rates
range over the rates from specific tests and variables, and the rates for different τ and



























































































































































































































































































































































































































































































































































































































































































































































































instead of absolute power. The second set of box-plots for absolute power and power
ratio show disaggregated results by sets of covariates that were tested.
Absolute Power
I did not consider the Naive F -test in the evaluation of power as the Naive F -test
had extremely high Type I error rates. Figures 4.5, 4.7, and 4.9 show absolute power
of the CWB, the CWB Adjusted, and the HTZ tests for the nominal α levels of 0.01,
0.05, and 0.10 respectively.
The median power of the HTZ test was generally lower than those of the CWB
and the CWB Adjusted tests. The power of the HTZ test was particularly low for
conditions with lower number of studies and for tests of higher number of contrasts.
The power of the CWB and the CWB Adjusted tests were similar across all conditions.
Power Ratio
Figures 4.6, 4.8, and 4.10 show the ratio of power of the HTZ test over the power
of the CWB test for the nominal α levels of 0.01, 0.05, and 0.10 respectively. I only
examined the CWB test as the performance of the CWB and the CWB Adjusted
tests were nearly identical in terms of power. In the plots, ratios below the solid lines
at 1 indicate the loss of power from using the HTZ test rather than the CWB test.
The results show that the CWB test had higher power than the HTZ test across
most conditions. In particular, for conditions with smaller number of studies (i.e., 10
or 20 studies) and for tests of higher number of contrasts, the CWB test had much
higher power than the HTZ test. For example, the CWB test had 100% more power
than the HTZ in conditions with 10 studies and for tests of 5 contrasts. One exception
is the condition with 10 studies for tests of 1 or 2 contrasts. In these particular cases,
the box-plots are slightly split across the solid line at 1 indicating that the HTZ test
had higher power compared to the CWB test in some conditions or for some particular
tests. Additionally, power losses for single coefficient tests were smaller compared to
those for multiple-contrast hypotheses tests. For tests of 4 or 5 contrasts in conditions
with smaller number of studies, power losses were high. Overall, the CWB test had

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Power and Power Ratio by Sets of Covariates Tested
Figures 4.11 to 4.18 show the results of absolute power and power ratio disaggre-
gated by sets of covariates that were tested. I present results for 1 to 4 contrasts. For
tests of 5 contrasts, there is only one possible set of covariates and thus, the graphs
would be similar to the ones presented in the aggregated results above. For brevity,
I only present results for nominal α level of 0.05.
For single coefficient tests, X1, a study-level binary variable with large imbalance,
had lowest absolute power compared to other variables. X2, an effect size-level bi-
nary variable with large imbalance, also had low absolute power. X3, a normally
distributed study-level continuous covariate, had higher power than the binary mod-
erators but lower power compared to the other continuous covariates. X4, an effect
size-level normally distributed covariate, had higher power than X3. X5, an effect
size-level skewed continuous covariate, had the highest power compared to all other
variables. For conditions with higher number of studies and for conditions where
the regression coefficient was set to 0.5, the power levels of all tests were around 1.
For multiple-contrast hypotheses tests, the sets that included X1 generally had lower
power compared to the other sets and the ones that included X5 generally had higher
power compared to the other sets.
For single coefficient tests, in conditions with 10 studies and in conditions with the
regression coefficient equaling 0.5, the box-plots for X1 and X2 are above the solid line
at 1 indicating that the HTZ test had higher power than the CWB test. In most other
conditions, the box-plots are below the solid line. For multiple-contrast hypothesis
tests, the box-plots are almost always below the solid line at 1 indicating that the
CWB test had higher power than the HTZ test. Different sets of covariates tended
to have slightly different ranges of power ratios. However, the ratios varied more
strongly with the number of studies and the regression coefficient used to generate
the effect sizes.
4.1.3 Sensitivity to τ and ρ Values
In this section, I present analyses of the sensitivity of the results to differing values
of τ and ρ used in the experimental design of Study 1. I examined varying values










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































correlation value in the working model. In conditions where the value of ρ is 0.5, the
working model was mis-specified. I only present the results for nominal α level of
0.05. However, the pattern of results hold for nominal α levels of 0.01 and 0.10 as
well.
Figures 4.19 and 4.20 show Type I error rates by the different values of τ and
ρ respectively that were used to generate the data in Study 1. Across the different
values of τ and ρ, Type I error rates were very similar. Figures 4.21 and 4.22 show
ratio of power of the HTZ test and the CWB test by the different values of τ and ρ.
Overall, the ranges of the power ratios were similar across the different values of τ
and ρ. Figure 4.21 shows some discrepancies in the median power ratios between the
two values of τ , especially for multiple-contrast hypotheses tests of higher number
of contrasts. Generally, higher value of τ resulted in lower median power ratio, i.e.,
higher power advantage for the CWB test. Overall, the pattern of the results were
not sensitive to the different values of τ and ρ.
4.2 Study 2
Study 2 was designed to examine whether the results from Study 1 would general-
ize to a study using a different design matrix. The design matrix of Study 2 contained
only one categorical moderator with varying number of categories. The following are
the results from Study 2.
4.2.1 Type I Error Rates
The box-plots for Type I error rates show the range of Type I error rates by
the number of studies (m), the number of contrasts (q), the covariate type, and the
nominal α levels. The rejection rates range over the rates for different τ and ρ values.
The solid lines indicate the nominal α level and the dashed lines indicate the bounds
for simulation error.
Naive F -test
Figure 4.23 shows the Type I error rates of the Naive F -test. The Naive-F test
resulted in high Type I error rates across most conditions. The Type I error rates for
















































































































































































































































































































































































































































































































































































































































































































































































type. For conditions with 2 to 3 contrasts, the Type I error rates were near the
nominal α level, especially for conditions with higher number of studies. In the plots,
note that the range of the Type I error rates in the y-axes are different for the different
covariate types and the nominal α levels.
Cluster Wild Bootstrapping versus HTZ
Figures 4.24, 4.25, and 4.26 show the range of Type I error rates of the CWB, the
CWB Adjusted, and the HTZ test for the nominal α levels of 0.01, 0.05, and 0.10
respectively. I did not include the results of the Naive F -test in this set of graphs
as the Naive F -test exhibited higher than nominal Type I error rates across most
conditions.
Overall, the pattern of results was similar to that of Study 1. The HTZ test
had Type I error rates below the nominal rate especially for conditions with lower
numbers of studies and for tests of higher number of contrasts. The CWB and the
CWB Adjusted tests had Type I error rates closer to the nominal α level. The rates
exceeded the nominal level slightly in some conditions but were still within the Monte
Carlo simulation error bound across most conditions. For conditions with 10 studies,
the Type I error rates of the three tests for the effect size-level covariate type were
higher compared to those for the study-level covariate type. However, in conditions
with 40 and 80 studies, the Type I error rates of the three tests for the effect size-level
covariate type were lower compared to those for the study-level covariate type. The
differences between the Type I error rates of the two covariate types in conditions
with higher number of studies were much more pronounced for the HTZ test than for
the CWB and the CWB Adjusted tests.
4.2.2 Power
The box-plots for absolute power show the range of power of the tests by the
number of studies, the number of contrasts (q), the regression coefficient used to
generate the true effect sizes (β), the covariate type, and the nominal α levels. The
rejection rates range over the rates for different τ and ρ values. The box-plots for





















































































































































































































































































































































































































































































































































































































































































































































































































As in the results for Study 1, I did not consider the Naive F -test for power analyses
as the Type I error rates of the Naive F -test were generally too high. Figures 4.27,
4.29, and 4.31 show absolute power of the CWB, the CWB Adjusted, and the HTZ
tests for the nominal α levels of 0.01, 0.05, and 0.10 respectively.
The power of the HTZ test was lower than those of the CWB and the CWB
Adjusted tests. The power of the HTZ test was particularly low for conditions with
lower number of studies and for tests of higher number of contrasts. There was no
difference in power of the CWB and the CWB Adjusted tests across all conditions.
Power Ratio
Figures 4.28, 4.30, and 4.32 show the ratio of power of the HTZ test over the
power of the CWB test for the nominal α levels of 0.01, 0.05, and 0.10 respectively.
As in the results of Study 1, I only examined the CWB test as the performance of
the CWB and the CWB Adjusted tests were nearly identical in terms of power. In
the plots, ratios below the solid lines at 1 indicate the loss of power from using the
HTZ test rather than the CWB test.
Overall, the results from Study 2 replicated the results from Study 1. The CWB
test had power advantage in nearly all conditions. The power loss was greater for the
study-level covariate type compared to the effect size-level covariate type across most
conditions.
4.2.3 Sensitivity to τ and ρ Values
In this section, I present analyses of the sensitivity of the results to differing values
of τ and ρ. As in the results for Study 1, I only present the results for nominal α level
of 0.05. However, the pattern of results hold for nominal α levels of 0.01 and 0.10.
Figures 4.33 and 4.34 show Type I error rates by the different values of τ and ρ.
Type I error rates differed slightly for different values of τ and ρ. Figures 4.35 and 4.36
show the power ratios between the HTZ and the CWB tests by the different values
of τ and ρ. The power ratios differed slightly for different values for τ . However, the
ratios were similar across different values of ρ for both covariate types. The overall















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































To ease the implementation of the CWB test for applied researchers, I created
an R package called wildmeta available on GitHub (Joshi et al., 2020). The major
function in the package is called cwb(), which runs the CWB and the CWB Adjusted
tests for meta-analytic models. The function currently works with models fit using
the robumeta package (Fisher et al., 2017).
5.1 Downloading the Package
Currently, the package is available for installation through GitHub. The following
code can be used to install the package. Note that the devtools package must be
installed first (Wickham et al., 2020).
# i n s t a l l . packages (" dev too l s ")
dev too l s : : i n s t a l l_github ( "meghapsimatrix /wildmeta" )
5.2 Documentation
The arguments required to run the function, the output, and a short example are
detailed at: https://meghapsimatrix.github.io/wildmeta/reference/cwb.html. The
package also contains a vignette that explains the algorithm underlying the CWB test
and provides a thorough example on how to implement the CWB test. The vignette
is available at: https://meghapsimatrix.github.io/wildmeta/articles/cwbmeta.html.
5.3 Future Development
Future additions to the package will include the extension of the cwb() function
to incorporate models fit using the metafor package (Viechtbauer, 2010). I will also
extend the function to work with the working models detailed in Pustejovsky and
Tipton (2020). Moreover, I plan to add another function that will calculate bootstrap-




6.1 Summary and Implications
Primary studies often report multiple dependent estimates of effect sizes (Hedges
et al., 2010). Meta-analytic techniques that ignore dependence can lead to incorrectly
estimated standard errors and thus, incorrect inferences from hypothesis tests. Hedges
et al. (2010) proposed the use of RVE to handle dependence. However, RVE, as
originally proposed by Hedges et al. (2010), can result in inflated Type I error rates
when the number of the studies is small (Hedges et al., 2010; Tipton, 2015). Tipton
(2015) and Tipton and Pustejovsky (2015) have proposed and evaluated several small
sample correction methods for tests of single coefficients and tests of multiple-contrast
hypotheses. Although the proposed correction method, the HTZ test, has been shown
to control Type I error rates adequately, the results from Tipton and Pustejovsky
(2015) suggested that the test may not have adequate power, especially for multiple-
contrast hypothesis tests.
In this dissertation, I examined an alternative method, cluster wild bootstrapping,
that has been examined in the econometrics literature, but not in the context of meta-
analysis. I compared the performance of CWB to those of the Naive-F test and the
HTZ test. I replicated parts of the results from Tipton and Pustejovsky (2015).
The Naive F -test resulted in high Type I error rate inflation across all conditions
across both simulation studies. If meta-analysts use the Naive F -test in practice for
single coefficient tests or multiple-contrast hypothesis tests, they may reject the null
hypothesis when it is actually true—i.e., provide evidence for existence of the effect
of a moderator when the moderator does not have any effect (Type I error). Unlike
the Naive-F test, the HTZ test maintained Type I error rates across all conditions.
However, replicating the findings of Tipton and Pustejovsky (2015), my results showed
that the HTZ test resulted in Type I error rates that were below the nominal level.
For tests of high number of contrasts with data containing small number of studies,
the HTZ test had Type I error rates near 0. The HTZ test controlled Type I error
rates better compared to the Naive F -test. However, the results showed that the
test was too conservative especially for multiple-contrast hypothesis tests. If applied
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meta-analysts use the HTZ test, they may fail to reject the null when it is actually
false—i.e., fail to discover an effect when it is actually present (Type II error).
On the other hand, the results from my two simulation studies showed that the
CWB and the CWB Adjusted test had Type I error rates near the nominal α level
for α values of 0.01, 0.05, and 0.10 across all conditions that I examined across both
simulation studies. Furthermore, the CWB test had higher power compared to the
HTZ test in almost all of the conditions that I examined. The one exception was in
the condition with 10 studies for single coefficient tests in Study 1. The advantage in
power when using the CWB test rather than using the HTZ test was especially high
for tests of higher number of contrasts. The results also showed that the CWB and
the CWB Adjusted tests did not differ in Type I error rates or power. The CWB
and the CWB Adjusted tests controlled Type I error rates adequately meanwhile
providing better power compared to the HTZ test, especially for multiple-contrast
hypothesis tests. Therefore, the CWB tests balance between the Type I and Type
II error rates much better than the Naive F -test and the HTZ test. For multiple-
contrast hypothesis tests, I recommend using the CWB test instead of the HTZ test
as it provides more power and maintains Type I error rates adequately.
6.2 Explanations
The Naive F -test performed poorly in terms of controlling Type I error rates,
especially in Study 1. Tipton and Pustejovsky (2015) explained that the poor per-
formance of the Naive F -test can be attributed to the fact that the test only adjusts
for degrees of freedom, m − p, and does not account for any features of the design
matrix, like outliers or imbalanced categories. The design matrix in Study 1 con-
tained worst-case scenario covariates with high leverage. Therefore, the Naive F -test
performed poorly. The Naive F -test performed better in some conditions in Study
2, exhibiting Type I error rates that were close to the nominal α level. However, in
Study 2, the covariates were generated to be balanced. The design matrices in Study
2 mimic ideal distributions of covariates and even then, across most of the conditions,
the Naive F -test performed poorly.
In contrast to the Naive F -test, the HTZ test adjusts for leverage (Tipton &
Pustejovsky, 2015). The HTZ test has two layers of correction for leverage: the first
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in the CR2 adjustment of the RVE, and the second in the Satterthwaite correction
for the degrees of freedom. Therefore, the HTZ test performed better than the Naive
F -test in terms of controlling for the Type I error rates. However the results from
Tipton and Pustejovsky (2015) and from my studies suggest that the HTZ test might
be conservative. The test may over-correct for the features of the design matrix.
The results of my simulation studies replicated those of Tipton and Pustejovsky
(2015), despite few differences in the data generation process and estimation methods.
The design matrix that I used in Study 2 was not examined in Tipton and Pustejovsky
(2015). Further, unlike Tipton and Pustejovsky (2015) who used a fixed effects work-
ing model for all their estimations, I used a correlated effects working model, including
estimation of the between-study variance, to conduct meta-regression analyses. My
results showed that the results of Tipton and Pustejovsky (2015) are robust across
different design matrices and different model assumptions.
The CWB and the CWB Adjusted tests showed improved performance compared
to the HTZ test in both Study 1 and Study 2. The CWB tests had Type I error rates
around the nominal α level and also had better power than the HTZ test across almost
all conditions. Cluster wild bootstrapping is not separate from RVE (MacKinnon,
2013). Rather, it works under the RVE framework as the test statistics are calculated
based on the CR0 sandwich estimator (MacKinnon, 2013). Unlike the HTZ test, the
CWB test does not involve explicitly correcting for leverage. However, the compu-
tational techniques of re-sampling residuals and using the bootstrap distribution to
calculate p-values resulted in better performance compared to the Naive F -test and
the HTZ test in terms of both controlling Type I error rates adequately and pro-
viding better power. Theoretical explanations of why the CWB test performs better
than the HTZ test in terms of power are scant. Liu et al. (1988), Mammen (1993),
Djogbenou et al. (2019), and MacKinnon et al. (2019) provide theorems proving the
asymptotic validity and asymptotic refinement of the CWB test. However, the reason
why the CWB test outperforms the HTZ test when the number of clusters is small is
unclear.
The HTZ test had higher power than the CWB test for single coefficient tests
for certain conditions in Study 1. Across all conditions, the power losses when using
the HTZ test compared to the CWB test were smaller for single coefficient tests
than for multiple-contrast hypothesis tests. For single coefficient tests, the degrees
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of freedom are calculated using the Satterthwaite correction, which may accurately
approximate the sampling distribution. However, for multiple-contrast hypothesis
tests, the degrees of freedom are calculated using an extension of the Satterthwaite
correction (Tipton & Pustejovsky, 2015; Zhang, 2012, 2013). Such an extension may
not approximate the sampling distribution accurately and may result in conservative
tests.
Some aspects of the results of my simulation studies were also dependent on the
covariate type. Particularly, tests of the within-study covariates had higher power
compared to those of the between-study covariates in both simulation studies. Fur-
ther, in Study 1, tests of the continuous covariates had higher power compared to
those of the binary covariates. The patterns of results replicated findings from Tip-
ton (2015). Tipton (2015) found that the study-level covariates had small degrees
of freedom. In contrast, the within-study covariates had larger degrees of freedom
and the continuous covariates had even larger degrees of freedom, indicating higher
power levels. Tipton (2015) explained that for study-level covariates, the Satterth-
waite degrees of freedom depend on the number of studies, and not on the number
of effect sizes per study. However, for within-study varying covariates, the degrees of
freedom increase as the number of effect sizes within studies increases (Tipton, 2015).
Continuous covariates have higher variance than binary covariates and thus, generally
tend to have more power. Furthermore, Tipton (2015) found that the Satterthwaite
degrees of freedom were small for highly imbalanced covariates. The CWB test algo-
rithm does not involve estimating degrees of freedom. However, the distribution of
the covariates likely influences the bootstrap distribution from which the p-values are
estimated. Regardless of the covariate type, the CWB test had higher power than
the HTZ test across almost all conditions, especially for multiple-contrast hypothesis
tests.
Moreover, the results of my simulations showed that the CWB and the CWB
Adjusted tests performed very similarly in terms of Type I error rates and power.
Such lack of difference counters previous findings. MacKinnon (2013) showed that
multiplying the residuals by the HC2 correction when running wild bootstrapping
resulted in better control of Type I error rates compared to multiplying the residuals
by the HC1 correction. However, in the cluster wild bootstrap context of my studies,
multiplying the residuals with the CR2 matrices resulted in no difference. The raw
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residuals underestimate the error variance even when the working model is correct
(Pustejovsky & Tipton, 2018). Multiplying the residuals by the CR2 adjustment
matrices should correct the under-estimation of the error variance exactly when the
working model is correct and approximately when the working model is incorrect
(Pustejovsky & Tipton, 2018). In my simulation studies, I only examined minor
deviance from the working model, i.e, specification of the ρ value to 0.5 instead of the
within-study correlation value of 0.8 as used by robumeta. Perhaps, major deviance
from the working model—for example, using a hierarchical effects working model
when the actual data structure is correlated effects—may result in more meaningful
differences between the performances of the CWB and the CWB Adjusted tests.
The results were generally not sensitive to values of ρ. I only examined two values
of ρ, one of which deviated from the assumed value of the within-study correlation
in robumeta. However, results from Tipton and Pustejovsky (2015) were also not
sensitive to the values of ρ. Furthermore, Hedges et al. (2010) showed that estimates
of standard errors of regression coefficients and of τ 2 were generally not sensitive
to the values of the within-study correlation between effect sizes when using RVE.
Therefore, inferring from my results and also the results of Tipton and Pustejovsky
(2015) and Hedges et al. (2010), mis-specification of the value for the within-study
correlation when running tests using RVE or CWB will likely yield accurate results.
The results for power ratios in my simulation studies were slightly sensitive to the
values of τ . However, the overall pattern of results were not sensitive to the values of
τ or ρ.
6.3 Generalizability of Results
In my simulation studies, I only generated data based on a correlated effects model,
and analyzed the data using a correlated effects working model. Based on the results
from my simulation studies, I cannot conclude whether the performance of the Naive
F -test, the HTZ test, the CWB test, and the CWB Adjusted test would be similar
across different data structures and working models like the hierarchical effects model
or the more complex models detailed in Pustejovsky and Tipton (2020). Furthermore,
I cannot conclude whether the results are robust to major mis-specifications of the
working model.
100
In terms of the exact specification of the CWB test, I only studied one variation—
multiplying the residuals by the CR2 adjustment matrices. The performances of the
CWB and the CWB Adjusted tests were similar across all conditions. I did not study
different types of weights based on conclusions from simulations conducted by Webb
(2013) and MacKinnon (2015) that suggested the superiority of the Rademacher
weights compared to any other weights for studies with 10 or more clusters. For
analyses involving fewer than 10 clusters, Webb (2013) recommended using weights
with more than two points. Furthermore, I did not examine whether imposing the
null hypothesis when running bootstrapping results in better performance compared
to not imposing the null. However, results from simulations in Djogbenou et al.
(2019) and theoretical justifications provided by MacKinnon (2012) suggested that
imposing the null can result in better control of Type I error rates. Even though
I only examined small variations in the CWB algorithm, based on results from the
econometrics literature, the use of the Rademacher weights and imposition of the
null hypothesis when running bootstrapping should be ideal in the context of meta-
analysis.
Moreover, I used the robumeta package set-up which uses the methods-of-moments
estimator for τ 2 (Fisher et al., 2017; Hedges et al., 2010). The results should general-
ize to analyses using different estimators of τ 2 like the restricted maximum likelihood
estimator as used in the metafor package (Viechtbauer, 2010). The estimates of τ 2
from different estimators should not differ so drastically and the results from my
simulation studies were generally not sensitive to different values of τ .
The results of my simulation studies were generalizable across different design
matrices in Study 1 and Study 2. The design matrix in Study 1 contained worst-case
scenario covariates—ones with high imbalance and non-normality. The design matri-
ces in Study 2 contained balanced covariates. I expect the results of my simulation to
generalize to analyses conducted with different design matrices that contain varying
types of covariates. However, the design matrices in both studies did not contain
missing data. Based on the simulation studies I conducted, I cannot recommend how
to use CWB or RVE when the moderators have missing data. Further, I generated
data based on main effects of the covariates and used main effects meta-regression
analysis to estimate regression coefficients. In real meta-analysis, it would be impos-
sible to know the underlying data generating model. Mis-specification of the analytic
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model will possibly bias the estimates of the regression coefficients.
Moreover, I only studied standardized mean differences. However, Hedges (2019a)
argued theoretically about the fundamental unity of meta-analytic methods in that
the results based on standardized mean differences should generalize to analyses con-
ducted with other types of effect size like odds ratios and correlations. Therefore,
theoretically, the results from my simulations should generalize to analyses conducted
with other types of effect size measures.
I also did not examine publication bias. Researchers can possibly use CWB with
methods to detect and handle publication bias when the meta-analytic data contains
dependent effect sizes. These methods are detailed in Rodgers and Pustejovsky (2019)
and Mathur and VanderWeele (2020).
6.4 Recommendations for Applied Researchers
Based on the results of my study as well as those of Hedges et al. (2010), Tipton
(2015), and Tipton and Pustejovsky (2015), I would recommend researchers not to
use the Naive-F test. The HTZ test will control Type I error rates but the test may be
too conservative, especially if researchers are interested in multiple-contrast hypothe-
sis tests. In such cases, I recommend using the CWB test. The CWB test had higher
power than the HTZ test for multiple-contrast hypothesis tests even in conditions
with 80 studies. Therefore, I would recommend the CWB test over the HTZ test for
meta-analyses with small and moderate to large sample sizes. Although I did not
examine different weights, based on results from Davidson and Flachaire (2008) and
MacKinnon (2015), I would recommend the use of the Rademacher weights for meta-
analyses with the number of studies as low as 10. Additionally, based on suggestions
by MacKinnon (2012), I recommend imposing the null hypothesis when bootstrap-
ping. Because the results of my simulation studies did not show any differences
between the performance of the CWB and the CWB Adjusted tests, I recommend
the CWB test over the CWB Adjusted test as the CWB test is conceptually and algo-
rithmically simpler. However, the CWB test should be used over the CWB Adjusted
test only under the conditions examined in my simulation studies. Furthermore, in
my simulation studies, I used 399 bootstrap replications. Generally, higher number
of bootstrap replications will result in higher power (Davidson & MacKinnon, 2000).
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However, higher number of bootstrap replications will require more computation time.
For recommendations on selecting the number of bootstraps, please see Davidson and
MacKinnon (2000).
6.5 Software
In addition to examining the CWB test methodologically, I have also implemented
the algorithm to run the CWB and the CWB Adjusted tests in a package called
wildmeta. The package is specifically designed for meta-analysts. I hope the package
will ease the process of implementing CWB for applied meta-analysts.
6.6 Limitations and Future Directions
Due to the computationally intensive nature of bootstrapping, I only examined
a limited set of conditions. Future research can examine the performance of CWB
for wider ranges of number of studies, different types of contrasts, different meta-
regression model specifications, and different types of effect sizes. Future studies
can also examine the performance of CWB using a different design matrix, perhaps
one based on real meta-analytic data. It would be particularly helpful to examine the
implementation of multiple-contrast hypothesis tests, methods to handle dependence,
and small sample correction methods in meta-analytic data containing missing values
in the moderators. Applied meta-analysts are likely to encounter missing data in the
moderators as primary studies may not provide relevant information (Pigott, 2019).
Moreover, I only examined a correlated effects data structure paired with a cor-
related effects working model. I followed the study designs of Tipton (2015) and
Tipton and Pustejovsky (2015); both examined correlated effects data structure and
working model. Further, RVE is more pertinent for the correlated effects working
model as the hierarchical effects working model has the underlying assumption that
the correlation between effect sizes within a study is 0 (Hedges et al., 2010). For the
correlated effects working model, RVE is robust to the specification of the correlation
value between effect sizes within a study (Hedges et al., 2010). Pustejovsky and Tip-
ton (2020) introduced further types of working models that combine correlated and
hierarchical effects structures. Future studies should examine the performance of the
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CWB and HTZ tests for different kinds of dependent data structures, and different
working models that may or may not be specified correctly.
Future studies can also examine small sample correction methods for multi-level
meta-analytic models. Although I only focused on the RVE framework for my dis-
sertation, multi-level models are another way to correct for dependence. Multi-level
models can be especially useful if the meta-analytic data structure is hierarchical.
Small sample correction for multi-level models include the Kenward-Rodger correc-
tion (Kenward & Roger, 1997, 2009). To my knowledge, there is no software that
specifically implements small sample corrections for multi-level meta-analysis, espe-
cially in R.
Furthermore, the examination of bootstrap-based confidence intervals was out of
the scope of this dissertation. MacKinnon (2015) examined bootstrap-based confi-
dence intervals for single coefficients in the econometrics setting. Future studies can
examine bootstrap-based confidence interval coverage and width in the meta-analytic
context.
Additionally, I did not center the covariates following Tipton and Pustejovsky
(2015) and following what applied meta-analysts likely do. Certain aspects of the
results of my simulation studies were different for the within-study and the between-
study covariate types. Such differences may indicate that group mean centering a
within-study moderator and including study-level averages of the moderator in meta-
regression analysis might influence Type I error rates and power. Future studies can
look at the effects of centering on the performance of the methods examined here.
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