We describe how we were able to improve the accuracy of a medium-vocabulary spoken dialog system by rescoring the list of n-best recognition hypotheses using a combination of acoustic, syntactic, semantic and discourse information. The non-acoustic features are extracted from different intermediate processing results produced by the natural language processing module, and automatically filtered. We apply discriminative support vector learning designed for re-ranking, using both word error rate and semantic error rate as ranking target value, and evaluating using five-fold crossvalidation; to show robustness of our method, confidence intervals for word and semantic error rates are computed via bootstrap sampling. The reduction in semantic error rate, from 19% to 11%, is statistically significant at 0.01 level.
INTRODUCTION
The extremely resource-intensive nature of the speech recognition decoding process means that most recognizers are forced to use language models that restrict themselves to modeling the surface language in the domain. It is consequently tempting to add a post-processing phrase, which applies more powerful knowledge sources to reorder a list of possible speech hypotheses produced by the recognizer. This procedure is often called "N-best rescoring". Typically, the N-best rescoring phase adds syntactic information that was not included in the language model in order to improve acoustic and semantic confidence scores [1] [2] [3] [4] [5] [6] [7] .
In the present study, which uses a spoken interface to a calendar database, we take the process a step further. The recognizer's vocabulary is quite small (about 220 words), and the base language model, which has the form of a probabilistic context-free grammar, already encodes a great deal of syntactic and distributional information. It is consequently surprising to discover that N-best rescoring was still able to deliver a substantial improvement in performance. Features are extracted from several different levels in the speech understanding process, and combined using machine learning.
The rest of the paper is organized as follows. Section 2 describes the system and the data used. The features we exploit are described in Section 3, and the feature selection criteria in Section 4. Section 5 describes the experiments performed and the results obtained. The final section concludes.
SYSTEM AND DATA
The Calendar application used for the experiments is described in [8] . The user is able to use spoken queries to access the content of a small meeting database, and ask about dates, times, locations, attendance etc. The interpretation of questions may depend on preceding context, in particular to determine referents for pronouns ("it", "he") and definite descriptions ("the meeting"), or to resolve ellipsis ("Is there a meeting on Monday?" … "Tuesday?"). The language model is built using the Regulus toolkit [9] , which constructs a PCFG grammar starting from a linguistically motivated feature grammar for English. The grammar contains a total of 1724 CFG productions.
For our experiments, we used data collected in a small user study with five subjects, who were given simple information-retrieval problems to solve together with a few representative examples of system queries. The user utterances were recorded as SPHERE-headed wavform files, manually transcribed, and automatically evaluated to determine whether or not they were within the coverage of the grammar. This produced 527 transcribed utterances, of which 480 were in-coverage. Since grammar-based language models behave very differently on in-coverage and out-ofcoverage data, we only used the in-coverage portion for our experiments. Each in-coverage utterance was tagged as "semantically correct" or "semantically incorrect". An utterance U was tagged as "semantically correct" if either a) the recognition result for U was the same as the transcription, or b) a non-trivial semantic representation could be produced for U, and this representation was the same as the one which would have been produced from the transcription.
We were surprised, when testing early versions of the system, to discover that speech understanding performance was very poor compared to that of apparently similar Regulus applications; 1-best Word Error Rate (WER) on incoverage data was around 11% and Semantic Error Rate (SemER) around 19%. By way of comparison, the English recognizer from the MedSLT application [10] , with twice as large a vocabulary, had WER around 6% and SemER around 10%. Closer examination suggested to us that the problems arose primarily from the nature of the domain. In particular, articles and other short words are unusually important in Calendar utterances. For example, "When is the meeting in Geneva?" asks for the start time for a specific, contextually determined meeting in Geneva, while "When is a meeting in Geneva?" asks for start-times for all such meetings; similarly, "next week" refers to a 7 day period starting on Sunday, while "the next week" refers to a 7 day period starting now. Another important problem is the easy confusability of sentence-initial "is" and "was", which means that tense is often misrecognised. Tense is semantically important; for example "Is there a meeting on Monday?" refers to next Monday, while "Was there a meeting on Monday?" refers to last Monday.
On the positive side, we discovered that the difference between 1-best and 5-best WER was unusually large. In other Regulus application we have examined, 5-best WER has typically been about 80% of 1-best WER; for Calendar, 5-best WER was as low as 45% of 1-best WER. This suggested to us that N-best rescoring might well have more to offer than usual.
FEATURES
On the basis of ad hoc testing with the live system, we decided to use four types of feature, each of which was taken from different levels of processing. First, we include the information derived directly from the recognizer. Specifically, we use two features: the Nuance confidence score (an integer between 1 and 100), and the rank in the Nbest list. Although these two features are obviously correlated, the rank gives important extra information; empirically, the first hypothesis is much more likely to be correct than the second, even if the difference in confidence scores is minimal.
The second feature group encodes syntactic information, and is taken from the parsed representation of the hypothesis. For example, as noted above, it was clear that confusions between definite and indefinite articles were a major problem; we consequently defined features encoding a few common types of context, for example existential constructions ("Is there…") where syntactic evidence made one of these more plausible. Another feature marked imperatives where the main verb was not "show" or something similar. Other features in this group classify the surface-semantic representation as one of a small number of Here, the main intuition was that elliptical phrases are less frequent than full questions. The third group of features is defined on the deep semantic representation of the query, and reflects the intuition that some queries are logically implausible. In particular, one feature attempts to identify underconstrained queries; we defined a query to be underconstrained if it made no reference to dates, times, locations or people. A second feature attempted to identify queries, normally resulting from misrecognitions, where the tense is inconsistent with other temporal constraints. A typical example would be "What meetings were there next week?".
The final group of features is based on the system response that would be produced for each hypothesis. This time, the intuition is that some types of response are inherently more plausible than others. For example, other things being equal, an error or clarification response is less plausible than a simple answer; a large set of individuals is less plausible than a small set (usually this means the query is underconstrained); and a negative answer is less plausible than a positive one. We separated the space of possible responses into six types, "say yes", "say no", "say nothing found", "say list of n referents", "say clarification question" and "other", and defined one binary-valued feature for each type.
Concretely, we produced 5-best recognition hypothesis lists for each utterance, and passed each hypothesis through all levels of processing up to and including production of a possible response. (It is of course relevant here that main dialogue processing is side-effect free). For each hypothesis, features were extracted from the vector of intermediate processing results.
FEATURE SELECTION
In order to find the linguistic features that discriminate most effectively between semantically correct and incorrect classes, we used the following feature selection criterion.
Let The scores associated with each linguistic feature were used in order to discard all features having score values smaller than a given threshold. The features with the highest scores are given in Table 1 . Features with scores lower than the threshold value of 0.05 were discarded. Table 2 : Percentage error rates and confidence intervals (at a significance level of 0.01) obtained when SVM learning was performed using WER as the re-ranking target value. "Baseline" = result for 1-best recognition. Table 3 : Percentage error rates and confidence intervals (at a significance level of 0.01) obtained when SVM learning was performed using SemER as the re-ranking target value.
Algorithm

EXPERIMENTAL SETTINGS AND RESULTS
We applied support vector machine (SVM) learning designed for reranking [11] . The experiments were carried out in two versions, respectively using WER and SemER as the ranking target values. We performed SVM learning experiments in two phases.
In a first phase we used the set of features obtained via the filter feature selection method described in Section 4. The experimental error rates obtained after reranking with these features proved to be rather close to the baseline error rates. Therefore, in a second phase, we applied a backward sequential selection method for the set of features selected via the filtering method. In this manner, features such as "resolution", "inconsistent tense" and the features derived from the categorical features "response type" and "dialogue move" were discarded.
The final evaluation of our reranking procedure was performed using 5-fold cross-validation. During SVM learning, we used three simple kernels: linear, polynomial and radial basis function (RBF). In Table 2 and Table 3 , we provide the average error rates of SVM reranking on testing data, using the best kernel parameter values determined during the model tuning phase. The kernel parameter is labeled as kp in the tables. For the evaluation, we measured both WER and SemER. The experimental results show that the polynomial and radial basis kernels performed nearly equally well compared to the linear kernel as regarding both average WER and SemER. This shows that a more complex kernel is not required for our dataset. The last two columns of Table 2 and Table 3 show the average runtime in CPUseconds of SVM training and testing on each fold during 5-fold cross validation.
The SemER obtained via SVM reranking procedure using SemER as the re-ranking target value is statistically significantly different from the baseline results at a significance level of 0.01. In order to construct confidence intervals, we apply the bootstrap sampling with replacement technique. In the third and fifth columns of Table 2 and 3, we provide the studentized bootstrap confidence intervals [12] for the average error rate. The 99% confidence interval is computed via nonparametric approximation based on 10000 bootstrap replicates.
In order to integrate the SVM learning module with our dialogue system, we implemented a server which provides reranking for unseen n-best hypothesis and the associated linguistic features (using the best model obtained during the training phase) via TCP/IP.
CONCLUSIONS
We have shown how various features automatically computable from the speech recognition and spoken dialogue understanding process could successfully be used to carry out N-best rescoring in a medium-vocabulary spoken dialogue application that used an elaborate grammarbased language model. Our best-performing features reduced SemER from 18.9% to 11.4% (40% relative), and WER from 11.2% to 9.1% (23% relative). Bootstrap sampling showed that the reduction in SemER was statistically significant at 1% level. We found it interesting that optimization of SemER gave much stronger results than optimization of WER.
As mentioned in Section 2, N-best rescoring appears to be unusually suitable in this domain. We are currently developing criteria for identifying other applications where grammar-based N-best rescoring might work well, and evaluating whether suitable generalizations of our methods are useful there.
