Abstract--Multidimensional scaling is a widely used technique for visualization of multidimensional data. For the implementation of a multidimensional scaling technique a difficult global optimization problem should be solved. To attack such problems a hybrid global optimization method is developed combining evolutionary global search with local descent. A parallel version of the proposed method is implemented to enable solution of large scale problems in acceptable time. The results of the experimental investigation of the efficiency of the proposed method are presented. (~)
INTRODUCTION
Multidimensional scaling (MDS) is an exploratory technique for data analysis [1] [2] [3] . A set of n ~bjects is considered assuming that pairwise dissimilarities of the objects are given by the matrix (6ii); depending on applications dissimilarities are determined by different empirical or computational methods, e.g., dissimilarities between several brands of cars can be evaluated comparing their technical characteristics, dissimilarities between tastes of several wines can be measured by subjective evaluations of a group of testers, etc. The m-dimensional image of the objects is a set of points in the embedding m-dimensional space xi = (x~l,... ,x~m), i --1,... ,n. A set of points in the embedding space is sought whose interpoint distances fit the given dissimilarities 6~j; we assume that 6ji > 0, and 6ij = 5ji. It is well known that under mild conditions there exist points in (n-1)-dimensional space whose pairwise distances are equal to dissimilarities; see, e.g., [2] . Therefore original data can be considered a set of points in a multidimensional vector space. We want to find an image of such a set in a low-dimensional embedding space. Since MDS is frequently used to visualize sets of points of multidimensional vector spaces, the *Author to whom all correspondence should be addressed. two-dimensional embedding space (m = 2) is of special interest. The implementation of an MDS method is reduced to minimization of a fitness criterion, e.g., the so-called STRESS function n
S(X) = E wij (dij(X) -5ij) 2,
i<j where X = ((xn,... ,xnl),..., (Xlm,. ..,X~m)); it is supposed that the weights are positive: wij > O, i,j = 1,...,n; dij(X) denotes the distance between the points xi and xj. A norm in R m should be chosen for calculation of distances. Most often a Minkowski distance is used ,~ i/~ d~j(X) = k=i~-~ ]--Ixik--xJklr/ " (2) Formula (2) defines the Euclidean distances when r = 2, and the city block distances when r = 1. The points xi defined by means of minimization of (1) but using different distances in the embedding space can be interpreted as different nonlinear projections of the objects from the original to the embedding space.
MDS is a difficult global optimization problem. Although STRESS is defined by an analytical formula, which seems rather simple, its minimization is difficult. The function normally has many local minima. The minimization problem is high-dimensional: number of variables is N = n x m. Nondifferentiability of STRESS normally cannot be ignored. On the other hand, MDS-based visualization is useful in development of interactive global optimization methods [4] .
The systematic application of global optimization in MDS has been initiated in [5] , where majorization-based local search has been combined with the globalization of the descent by means of tunnelling. Further publications of different authors show great diversity of properties of MDS-related global optimization problems: depending on data, different algorithms have been shown more or less appropriate to solve MDS problems. For example, the advantages of genetic algorithms in MDS with nonstandard stress (fitness) criteria are discussed in [6] . The testing results in [7, 8] prove that the hybrid algorithm combining evolutionary global search with effÉcient local descent is the most reliable though the most time-consuming method for MDS with Euclidean distances; the used test data well represent the typical visualization problems.
In the present paper we investigate efficiency/reliability of a combination of evolutionary global search with local descent in MDS applications to visualize multidimensional data. Sets of points in multidimensional vector spaces are visualized in the two-dimensional embedding space with Euclidean and city block norm. Parallelization of the algorithm is applied to cope with the large solution time of usual uniprocessor implementations.
BASIC VERSION OF HYBRID ALGORITHM
For the minimization of (1) a hybrid algorithm has been implemented combining a genetic algorithm (similar to that used in [9] ) at upper level, and local minimization algorithm at lower level. The pseudocode of the algorithm is outlined below. The upper-level genetic algorithm ensures globality of search. Local descent at lower level ensures efficient search for local minima. From the point of view of evolutionary optimization the algorithm consists of the following 'genetic operators': random (with uniform distribution) selection of parents, two-point crossover, adaptation to environment (modelled by local minimization), and elitist survival. Interpreting the vector of variables in (1) as chromosome the crossover operator is defined by the following formula: X = arg_min_from ((tBll, . . . , X~l 1, x~l+l 1,..., x~2-11,2~21,.. • , tBnl) , where X is the chromosome of the offspring; )( and ~/are chromosomes of the selected parents; ~1, ~2 are two integer random numbers with uniform distribution over 1,..., n; and it is supposed that the parent X is better fitted than the parent J( with respect to the value of STRESS. arg_min_from(Z) denotes an operator of calculation of the local minimizer of (1) from the starting point Z.
Outline of the pseudocode of the algorithm is presented below. The idea is to maintain a population of best (with respect to STRESS value) solutions whose crossover can generate better solutions. The size of population p is a parameter of the algorithm. An initial population is generated performing local search from p starting points that are best (with respect to the STRESS value) from a sample of Ninit randomly generated points. The population evolves generating offsprings. Minimization terminates after predetermined computing time to.
The Structure of the Hybrid Algorithm with Parameters (p, ginit , tc)
Generate the initial population:
Generate Ninit uniformly distributed random points.
Perform search for local minima starting from the best p generated points. Form the initial population from the found local minimizers. while tc time has not passed Randomly with uniform distribution select two parents from a current population.
Produce an offspring by means of crossover and local minimization. If the offspring is more fitted than the worst individual of the current population, then the offspring replaces the latter.
EXPERIMENTAL INVESTIGATION
Theoretical assessment of an optimization algorithm with respect of its efficiency in solution of MDS problems is difficult. For example, a local minimization subroutine could be evaluated according to the local convergence rate widely used in optimization theory. But this criterion represents only one of the efficiency aspects, and it is not sufficient to assess the general efficiency of global optimization. Therefore in this paper we investigate the efficiency of the proposed algorithm experimentally. To obtain results reproducible by the other researchers we use local minimization subroutines from an easily accessible library [10] . A Sun Fire E15k computer is used for experimental investigation.
Data Sets
Formally the quality of a result of multidimensional scaling can be assessed by the value of STRESS found by the minimization algorithm. However, in the visualization problems the heuristic acceptability of images is also very important. Several sets of multidimensional points corresponding to well-understood geometric objects are needed for the experimental investigation. We want to choose difficult test problems, i.e., difficult-to-visualize geometric objects. The data with desired properties correspond to the multidimensional objects equally extending in all dimensions of the original space, e.g., sets of vertices of multidimensional cubes and simpliees. Dissimilarity between vertices is measured by the distance in the original vector space defined by its metric; we consider Euclidean and city block metrics. Global optimization problems of different difficulty can be constructed by defining dimensionality of the original spaces. Below we will sometimes use shorthand 'cube' and 'simplex' for sets of their vertices.
The number of vertices of a multidimensional cube is n = 2 dim, and the dimensionality of global minimization problem is N = 2 dim+l. The coordinates of the ith vertex of a dim-dimensional cube are equal either to 0 or to 1, and they are defined by binary code of i = 1,..., n. Vertices of multidimensional simplex can be defined by
Dimensionality of this global minimization problem is N --2 × (dim +1). Both types of geometric objects are special on symmetric location of vertices, and this feature is expected in the images. Besides this common feature, central location of the 'zero' vertex is characteristic for a simplex. Such a location of the image of the 'zero' vertex is expected in the visualized image of the set of simplex vertices. The vertices of a multidimensional cube compose clusters of 2 k points located equally distant from the center; the image is expected to highlight this feature.
All particular objects in the data sets are considered equally important; therefore all weights wij in (1) are set equal to one.
Impact of Metric
The MDS-based visualization quality depends on properties of STRESS and on precision of its minimization. The quadratic STRESS has been chosen as used most frequently in MDS literature. Norm in the embedding space can be chosen. We investigate two norms: Euclidean and city block. For the qualitative assessment we present best-known (with respect to the STRESS value) twodimensional images of cubes and simplices of different dimensions. Besides qualitative assessment of informativeness of the images it is interesting to compare 'visualization errors' quantitatively. To exclude the impact of number of objects a relative error
I s(x)
i<j is used for comparison.
In Figures 1 and 2 the first column contains images obtained using Euclidean distances (r = 2) in original and embedding spaces, and the second column contains images using the city block metric (r --1) in both spaces. The images of vertices are shown by circles. To make representations more visual, adjacent vertices are joined by lines. The darker lines show joints adjacent to two opposite vertices in the case of cubes and adjacent to the 'zero' vertex in the case of simplices.
Images of three-, four-, and five-dimensionai cubes are shown in Figure 1 . Vertices of multidimensional cubes tend to form a diamond-shaped structure when the city block metric is used. Let us note that points on the rhombus edges are of the same distance to the center in the city block metric; therefore vertices are visualized as expected. Moreover, images of vertices form clusters representing lower-dimensional cubes (sides and edges). In the case of the Euclidean metric, vertices of a cube tend to form clusters and fill a circle. In this case there is no uniformity in location of images of the vertices.
Images of eight-, twelve-, and sixteen-dimensional simplices are shown in Figure 2 . The image of the 'zero' vertex is always located at the center of the structure. The images of the other vertices tend to form a rhombus-or diamond-shaped structure when the city block metric is used. Therefore they are located uniformly distant from the center. In the case of the Euclidean metric, the images of 'nonzero' vertices of low-dimensional simplices tend to form a circle. However when the dimensionality of simplex (and the number of vertices) increases, the next circle emerges, destroying uniformity of visualization of the 'nonzero' vertices.
The images of the multidimensional cubes and simplices obtained using the city block metric better highlight the structural properties of the original data than the images obtained using the Euclidean metric. The relative visualization errors f are shown above the figures. As it can be expected, errors increase with the dimensionality of objects, because it becomes more difficult to fit them into two-dimensional space. For the same dimensionality relative errors are smaller for images corresponding to the city block metric, however the difference decreases when the dimensionality of objects is increased. 
Assessment of a Local Minimization Component
Although different local optimization techniques have been tried in MDS problems by many authors, there is no united opinion on efficiency of the tried techniques. For discussions on direct and surrogate function-based methods we refer to [11, 12] . Moreover, the relative performance of the local minimization algorithm started from a random point not necessarily can be generalized to its relative performance when starting from rather close to local minimizers points generated by the genetic algorithm. Therefore we have performed an experimental investigation of the hybrid algorithm with two characteristic local minimization subroutines.
It is well known that STRESS with the Euclidean metric in embedding space is differentiable at the local minimizer [13] . Assuming smoothness of STRESS along a descent trajectory conjugate gradient method can be expected appropriate for minimization of STRESS with the Euclidean metric. The nondifferentiability of STRESS with the city block metric is analyzed in [14] ; for the minimization of STRESS with the city block metric a direct search method (not using derivatives) is needed. For the experiments we have chosen two widely accessible algorithms: the conjugate gradient algorithm by Fletcher-Reeves-Polak-Ribiere, and direction set algorithm by Powell. The imp!e~ent~iona of_I10] ~re. llsed. __The conjugate.~gradient algorithm re~luests derivat4vcs of~ the objective function; the approximation of derivatives by finite differences is applied, formally extending applicability of the algorithm to the case of the city block metric. The experiments have been performed to investigate difficulties caused by nondifferentiability of STRESS in the case of city block distances. In these experiments the parameters of the algorithm have been set to p ~---60, Yinit : 6000, t c = 10s.
Let us start with the case of the Euclidean norm. Performance of the hybrid algorithm with the different local search methods at lower level can be assessed from the data presented in Table 1 . Minimal, average, and maximal estimates of global minimum in 100 runs (fmin, fm .... and f*ax) are presented in the tables to show quality of the found solutions. The percentage of runs (perc.) when the estimate of the global minimum differs from f'in by less than 10 -a is presented in the table as a criterion of reliability of the algorithm. It can be seen from the table that the algorithm with Powell's local search performs better than with conjugate gradient local search. It is worth mentioning that during predefined ten seconds, more crossovers have been peribrmed in the case when the conjugate gradient local search is used. The local search by the conjugate gradient takes less time than by Powell's method, but it seems that the conjugate gradient algorithm frequently terminates prematurely.
• Performance of the hybrid method for MDS problems with the city block metric can be assessed from the estimates of the same criteria presented in Table 2 . Again, the hybrid algorithm with Powell's local search performs better than with the conjugate gradient. The comparison of Tables 2 and 1 shows that the results for the problems with the city block metric are worse than the results for the problems with the Euclidean metric. We may conclude that although the local descent problem for the case of the city block metric is more complicated than for the case of the Euclidean metric, smoothness is not a sufficient criterion for assessment of complexity of optimization problems occurring in MDS.
One of the possible ways to improve the local search for MDS problems with the city block metric is to exploit special properties of STRESS implied by the considered metric. It is known that in this case STRESS is a piecewise (over simply defined polyhedrons) quadratic function of X. Therefore the local minimum over a polyhedron can be found by means of a quadratic programming method. However, the minimum point of a quadratic programming problem is not necessary a local minimizer of the initial problem (1); this is a case if a solution of a quadratic programming problem is on the border of the considered polyhedron. Therefore a combination of quadratic programming with unconstrained local search method (QP-ULS) seems reasonable: from the point found by the quadratic programming method to continue the local search ignoring the bounds of the quadratic programming problem [14] . Performance of the hybrid algorithm with QP-ULS in the problems with city block metric is shown in Table 3 . Once again, QP-ULS with Powell's local search performs better than with conjugate gradient local search. The algorithm with QP~ULS with Powell's local search performs better than plain Powell's local search for cubes, but no significant change in performancc for visualization of simplices is observed. 
PARALLEL VERSION OF HYBRID ALGORITHM
Experiments in the previous section have shown that visualization of a six-dimensional cube is already a difficult 128-dimensional problem (because of n ---64 objects in the original space). Larger problems would be even more difficult. When the computing power of the usual computers is not sufficient to solve global optimization problems of so many variables, the high performance parallel computers may be helpful. Therefore a parallel version of the hybrid algorithm for large-scale MDS has been developed.
A parallel version of a genetic algorithm with multiple populations [15] has been developed. Communications between processors have been kept to minimum to enable implementation of the algorithm on clusters of personal computers. Each processor runs the same genetic algorithm with different sequences of random numbers. The results of different processors are collected when the search is finished after a predefined time.
To make parallel implementation as portable as possible the general message-passing paradigm of parallel programming has been chosen. A standardized message-passing communication protocol MPI [16] is used for communication between parallel processors. A Sun Fire E15k computer is used for experimental investigation.
In the experiments whose results are described below the hybrid algorithm with Powell's method as a local component has been used for the problems with the Euclidean metric; QP-ULS including Powell's subroutine has been used as a local minimization subroutine for the problems with the city block metric.
Improvement of Performance
For the assessment of the performance of the parallel version (eight processors) of the hybrid algorithm, minimization results of geometric problems are presented in Table 4 ; the more difficult problems with the city block metric have been used. Performance improvement is significant for all considered problems comparing with the performance on a single processor shown in Table 3 . Reliability of visualization of a five-dimensional cube is increased four times, and reliability of visualization of 16-dimensional simplex is increased seven times. Parallelization has increased dimensionality of reliably visualized simplices from 12 to 14. Figure 3 shows how perc. (the percentage of runs finding the best known solution) depends on the number of processors used. The curves represent the problem of different dimensional° ity shown in the previously discussed tables. The curve in the figure is located higher when the corresponding problem is solved more reliably. Naturally, higher-located curves represent problems with smaller dimensionality. Generally speaking, performance of the parallel algorithm increases when the number of processors used is increasing. The reliability of the solution of the largest problems (especially visualization of simplices) is not sufficient in all cases, i.e., using up to eight processors. For such problems either the number of processors or solution time should be noticeably increased. 
Applications to Large Scale Problems
The developed parallel hybrid algorithm with the parameter tc = 2h can be applied to visualize large scale problems. The performance parameters are estimated from 10 runs performed for each problem.
First we consider geometric data of higher dimensionality than in the previous section. The images of a six-dimensional cube and 63-dimensional simplex are shown in Figure 4 , and the performance parameters in Table 5 .
Additionally to multidimensional geometric objects two data sets of the problems widely discussed in MDS-related literature have been chosen for the experiment. The structure of the considered real-world data, although not an intrinsic geometric property of the set of points, is well researched by numerous investigators using various methods.
The first set is Iris data [17] . The data set consists of 150 instances (50 in each of three classes: Iris Setosa, Iris Versicolour, Iris Virginica). Four numeric attributes (sepal length, sepal width, petal length, petal width) define points in the four-dimensional original space. The parameters of the data set are: dim = 4, n = 150, N --300. Iris data has been analyzed by numerous authors using different methods, and it is well known that the set of points consists of two contiguous clusters and one well-separated cluster. Images of Iris data obtained by means of MDS are expected to highlight this structure.
The second data set is Morse code confusion data originally presented by a proximity matrix; see, e.g., [1] . Dissimilarity can be defined via proximity in different ways. We have used a Performance of the parallel version of the hybrid algorithm (eight processors) in visualization of large scale real world problems is shown in Table 5 . As well as relative errors, the values of the STRESS function are presented for Iris and Morse problems.
CONCLUSIONS
The implementation of MDS-based visualization methods can be reduced to global minimization of STRESS. The properties of the minimization problem essentially depend on norms used in original and embedding spaces, e.g., the minimization problem in the case of the city block norm is more difficult than in the case of the Euclidean norm. However, the images corresponding to the former case better highlight properties of the geometric originals than the images corresponding to the latter case. The relative visualization errors also are less when the city block metric is used than when the Euclidean norm is used.
A hybrid algorithm combining genetic global search with local minimization is proposed, and suitable local minimization subroutines axe experimentally selected for the cases of city block and Euclidean norms. In both cases the minimization of difficult optimization problems up to 30 variables corresponding to visualization of geometric data are reliably solved. A parallel version of the proposed hybrid algorithm is developed applicable to a reliable solution of global optimization problems up to 300 variables corresponding to visualization of real-world data.
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