Objective De-identified medical records are critical to biomedical research. Text de-identification software exists, including "resynthesis" components that replace real identifiers with synthetic identifiers. The goal of this research is to evaluate the effectiveness and examine possible bias introduced by resynthesis on de-identification software. Design We evaluated the open-source MITRE Identification Scrubber Toolkit, which includes a resynthesis capability, with clinical text from Vanderbilt University Medical Center patient records. We investigated four record classes from over 500 patients' files, including laboratory reports, medication orders, discharge summaries and clinical notes. We trained and tested the de-identification tool on real and resynthesized records. Measurements We measured performance in terms of precision, recall, F-measure and accuracy for the detection of protected health identifiers as designated by the HIPAA Safe Harbor Rule. Results The de-identification tool was trained and tested on a collection of real and resynthesized Vanderbilt records. Results for training and testing on the real records were 0.990 accuracy and 0.960 F-measure. The results improved when trained and tested on resynthesized records with 0.998 accuracy and 0.980 F-measure but deteriorated moderately when trained on real records and tested on resynthesized records with 0.989 accuracy 0.862 F-measure. Moreover, the results declined significantly when trained on resynthesized records and tested on real records with 0.942 accuracy and 0.728 F-measure. Conclusion The de-identification tool achieves high accuracy when training and test sets are homogeneous (ie, both real or resynthesized records). The resynthesis component regularizes the data to make them less "realistic," resulting in loss of performance particularly when training on resynthesized data and testing on real data.
INTRODUCTION
Medical privacy regulations, such as the Privacy Rule of the Health Insurance Portability and Accountability Act (HIPAA), prohibit the disclosure of identifiable medical records without the explicit consent of the patients whose records are involved. 1 The Privacy Rule; however, permits the dissemination of medical records if the data are deidentified or stripped of patient-identifiable features, termed protected health information (PHI). There are several standards by which the Privacy Rule permits de-identified data sharing. One model in particular, the Safe Harbor standard, allows distribution of records once 18 enumerated PHI identifiers have been suppressed from a patient's record, such as names, dates, and geographic information. Thus, over the past decade, medical informaticists and computer scientists have developed various automated de-identification tools to find and suppress HIPAA-designated identifiers from natural language texts. These tools utilize various dictionaries and rules, 2e7 artificial intelligence, 8 and machine-learning 9e15 techniques. For medical record de-identification tools to be adopted widely, they must be ready for application "off the shelf ". Presently, this is difficult to achieve because most de-identification tools need to be trained on, or tailored to, the electronic medical records for a given institution 11 and the particular medical record class to which it will be applied. Moreover, most healthcare institutions have limited personnel and experience with software development, such that training or adapting a system to each new institutions's record format and class presents a formidable obstacle to deployment. 16 One of the principal challenges that designers of de-identification tools face is a limited availability of real medical records for the development and evaluation of their software. While developers that reside within a healthcare setting often have access to large quantities of medical records for their investigations, the proprietary nature of such information significantly hinders the sharing of rich collections to the research community at large. This is problematic because, with restrictive access to a common set of medical records, it is difficult for researchers at disparate institutions to empirically and objectively compare de-identification systems. Non-healthcare focused institutions are at an even greater disadvantage due to their inability to access medical information in a timely manner, if at all. It is clear that the biomedical community, and de-identification researchers in particular, would benefit greatly if a corpus of electronic medical records could be made publicly, or semipublicly, available.
Without access to identified electronic medical records, de-identification researchers rely on "resynthesized" versions, such as the corpus of hospital discharge records made available in the i2b2 de-identification evaluation held at the 2006 AMIA Annual Fall Symposium. 17 In such corpora, real patient identifiers are replaced with "fake" identifiers to simulate natural language. Though such a practice increases the availability of data for evaluation purposes, the development of de-identification models through synthetic information raises the < Supplementary appendices are published online only at http://jamia.bmj.com/content/ vol17/issue2. question of how accurate the resulting text de-identification systems are when applied to real medical records. Moreover, if the resultant systems are biased, it is necessary to determine the cause and make corrections as necessary.
This paper reports on a systematic investigation into the effect of using resynthesized medical records on the performance of an automated de-identification tool. This investigation partnered researchers from the Vanderbilt University Medical Center (VUMC) with the MITRE Corporation. The VUMC supplied a large set of diverse medical records, and MITRE supplied a state-of-the-art, open-source text de-identification system based on machine learning, 14 known as the MITRE Identification Scrubber Toolkit (MIST). We report on the effect of various training and testing environments on the accuracy of de-identification in real-world scenarios. In general, our findings suggest that training and testing de-identification tools with resynthesized medical records provide a slightly inflated accuracy in comparison to tools that use only real medical records. We further find that training tools with resynthesized data and testing with real data cause a significant decrease in de-identification accuracy. We hypothesize that these results can be explained in terms of two effects: the tendency of the resynthesis component to lose some of the variability in the original records; and the fact that any mismatch between training and test will degrade results. The remainder of this paper addresses these issues in more depth, explores causes of these discrepancies, and postulates how they can be resolved.
BACKGROUND Resynthesis in text de-identification
As a first step towards impartial comparison of clinical text deidentification tools, Informatics for Integrating Biology and the Bedside (i2b2), a National Center for Biomedical Computing based at Partners Healthcare System, held a challenge evaluation of text de-identification tools in 2006. 17 In preparation for the challenge, a corpus of approximately 650 hospital discharge summaries from the Partners Healthcare System were shared to interested researchers for tuning and training text de-identification systems. Real patient identifiers in the medical records were replaced with synthetic information with a form similar to real identifiers. For instance, the personal name "John Doe" might be replaced by "William Withersby." Challenge participants developed de-identification tools using the synthetic corpus, and a different, smaller set of discharge summaries also containing synthetic identifiers was used to evaluate the systems. In all, there were over 16 de-identification systems submitted from seven teams. The results of the challenge were revealed at a workshop associated with the 2006 AMIA Annual Fall Symposium. The evaluation results indicated that de-identification tools based on machine learning approaches 11 14 were superior to those based on rules, regular expressions, and dictionaries alone.
MITRE De-identification system
The MITRE team developed a de-identification tool for the i2b2 challenge using a machine learning classifier based on conditional random fields (CRF), as implemented in the open source Carafe toolkit. 18 The de-identification task was approached as a sequence-labeling problem, akin to the well understood named entity identification task. 19 The de-identification tool was developed by iteratively training the system and evaluating its performance, customizing the feature set, and experimenting with a parameter to skew performance towards recall at the expense of precision. The hypothesis was that for de-identification, high recall, or over-redaction, was preferable to high precision where some identifiers might be "exposed". The MITRE system achieved some of the best performance scores at the challenge. 17 MITRE submitted three system runs, two of which represented a precursor of the system presented in this paper. The most direct precursor achieved a token F-measure of 0.997 and phrase F-measure of 0.972. (A"phrase" corresponds to a PHI instance and can consist of one or more "tokens".) The highest performance run involved the same system but with task-specific post-processing for regular expressions. This system achieved a token F-measure of 0.997, and phrase F-measure of 0.974. The i2b2 results are most comparable to the results for the second experiment in this paper (ie, R0R) with respect to Discharge Summaries. However, it should be recognized that the work reported here included no task-specific post-processing, in order to focus on the machinelearning aspects of the de-identification tool.
METHODS Materials
For this project, we selected patient files from StarChart, the VUMC electronic medical record system. 20 Each patient file is organized as a longitudinal series of records that contain structured (eg, treatment and diagnosis codes) as well as unstructured data (eg, narrative progress and procedure notes), thus making it a desirable source for biomedical research projects. The system contains information dating back to 1984 and receives feeds from a diverse set of sources, including lab results, radiology reports, and external transcription companies. StarChart additionally provides a set of templates that enable clinicians to enter free text notes. We focused on patients with robust medical histories, such that each file contained at least one ECG and more than 10 documented records. The average size of a file was 14 565 lines with 334 records.
Rather than hand-annotate each term in every record, we applied a specialized version of DE-ID, a commercially available rules-based de-identification software tool, 5 to indicate the position and syntactic type (eg, name vs. date) of each patient identifier. DE-ID replaces identifiers with generic placeholders for the syntactic type. Our decision was based on several factors. First, DE-ID, in conjunction with several pre-and post-processing modules developed at the VUMC, is the current approach by which the VUMC de-identifies all of its medical files (over 1.5 million) for local investigator-initiated research projects. Second, in a pilot project conducted at the VUMC, it was shown that the specialized version of the DE-ID software exhibited a recall of over 99.9% for HIPAA Safe Harbor identifiers. 21 We note that the intent of this study was to replicate the DE-ID process through a machine-learning approach and not to determine if machine learning was better than DE-ID at achieving de-identification.
Resynthesis system
In preparation for the current research, MITRE prepared a resynthesis engine to create synthesized, but realistic, English replacements for PHI. The engine operates on medical records in which the PHI has been identified; these can be the original records or ones that have been scrubbed in the style of the DE-ID system. The information available to the resynthesis engine depends on how the documents are prepared; for example, for DE-ID scrubbed records, DE-ID preserves information about the number of tokens (words) in names, but not in places. Figure 1 provides an example of fictional pre-and post-scrubbed data.
The resynthesis engine first gathers a set of features from the input PHI. For instance, in the case of names, it attempts to reproduce the number of tokens, the capitalization pattern, and whether the phrase corresponds to a name with the last name first. For dates, it attempts to preserve the offset from the earliest date in the document, as well as the specific details of how the date was formatted. Any features that cannot be determined from the input are assigned randomized values based on a weighted, handcrafted estimation of the frequency of the possible values.
Once the feature values are determined, the engine generates replacement "fillers." The tokens for the fillers are drawn from a variety of sources, including weighted lists of first and last names provided by the US Census, and lists of cities, states, streets, medical facilities, and zip codes derived from various on-line resources. 22 The replacement fillers are assembled based on the features that the engine has already gathered; so, for instance, if the engine determines that a name consists of a last name followed by a first name and an initial (as it might determine from a pattern like **NAME[AAA, BBB M] or a PHI instance such as "Philips, Bruce R"), it will generate a new filler, such as "Ahmad, Jane Q" as shown in figure 1 . If name coreference information is available, as is typically the case for DE-ID output, name fillers are selected in a consistent way to preserve the coreference. Similarly, date offsets are preserved, so that the pair of dates Jan. 17 and Jan. 20 is shifted, but the 3-day difference is preserved. The engine also caches replaced name tokens on a record-by-record basis; so "AAA" will correspond to "Ahmad" throughout the document.
Experimental environment
To test the effect of resynthesis on the performance of MIST, we designed an experimental system as presented in figure 2 .
Generation of ground truth data
First, the VUMC-specialized DE-ID tool was applied to the original medical records (OMRs) to provide redacted medical records, as shown on the left side of figure 1. The OMRs and redacted records were then "relinked" to provide a gold standard set of annotated OMRs, where annotations capture the category and location of each redacted PHI in the original record. This created a pool of OMRs for training and testing of the de-identification models. The tag categories for PHI used in this study consisted of (1) AGE, (2) DATE, (3) DEVICE ID, (4) EMAIL ADDRESS, (5) ID-NUMBER, (6) INITIAL, (7) INSTITUTION, (8) NAME, (9) PHONE NUMBER, (10) PATH NUMBER (which corresponds to the tracking number associated with a pathology sample and is derivative of DE-ID's initial design for handling pathology reports), (11) PLACE (an umbrella term for geographical terms, such as cities and towns), (12) ROOM, (13) We evaluated four classes of medical records, as defined by the VUMC: (1) Discharge Summaries (DS), (2) Letters, (3) Laboratory Reports (LAB), and (4) Orders. We also replicated the experiments on a hybrid corpus that consists of records from each class.
Production of training and test data
Next, we prepared training and test data for our resynthesis experiments. To create a pool of resynthesized medical records (RMRs), we began with the output of the DE-ID tool described above and ran these records through MITRE's resynthesis engine. The annotated OMRs and RMRs were then split into two groups and supplied to the MIST de-identification tool: 1. records to train de-identification models; and 2. records to test the resulting models.
The models built from the OMRs and RMRs are termed MIST-ORIG and MIST-RESYNTH, respectively (see figure 2) .
Given the annotated medical records and the two de-identification models, we performed four sets of experiments. The first two experiments used training and test corpora drawn from the matched data sources (eg, training and testing with OMRs or training and testing with RMRs). The second two experiments used unmatched training and test corpora (eg, training drawn from OMRs, testing from the RMRs, or vice versa). The experiments were motivated as follows: < Experiment 1 (O0O). The de-identification model was trained and tested with OMRs. This experiment evaluates the performance of the de-identification model with respect to the original identifiers. The context replicates the ideal training and evaluation environment; that is, when the tool developer has access to the actual medical records on which the tool will be applied. < Experiment 2 (R0R). The de-identification model was trained and tested with RMRs. This evaluates the performance of the de-identification model with respect to synthesized data. The context simulates the scenario when the tool developer does not have access to real medical records. This experiment is also comparable to the i2b2 de-identification challenge competition. < Experiment 3 (O0R). The de-identification model was trained with OMRs and tested with RMRs. This is an integrity check that investigates how well a model trained on real data can be applied to synthetic data. It determines how well the model created from the real data covers the RMRs. This environment corresponds to the situation in which developers use local data to train their system and then evaluate it in a public forum. < Experiment 4 (R0O). The de-identification model was trained with RMRs and tested on OMRs. This replicates the scenario in which developers use public data to train their system, and the resulting models are subsequently applied as an "out of the box" solution to private records.
Training and test methods
For all experiments described in this paper, we applied the trainable de-identification component described in Wellner et al, 16 based on the Carafe conditional random field toolkit. We used the exact same set of features, learning parameters and decoding bias (which slightly prefers higher recall) that corresponds to the best results achieved on the AMIA i2b2 challenge data. 17 While it might be possible to improve performance by customizing the feature set for the data used in this paper, controlling for the set of features and learning parameters is motivated by the fact that: (1) it allows for easier interpretation and reproduction of the results; (2) this set of features was found to perform at a very high level on a similar task 14 ; and (3) the use of an existing, fixed feature set applied to new data types, and possibly new PHI categories, represents a typical real-world use case for this type of system.
Metrics
We report the results of the evaluation using the following traditional information retrieval performance measures: recall, precision, F-measure, and accuracy. These measures are calculated at the token level, where each token in a phrase containing PHI must be identified as belonging to the specific PHI category to be considered correct.
Precision, recall, F-measure, and accuracy Precision, recall, and F-measure are defined based on the number of PHI phrases or tokens identified. Accuracy is defined as the correct labeling for each word in the record, where true negatives are included in the score. We performed a detailed analysis to examine the errors associated with NAME identifiers at the PHI phrase level with respect to the O0O and R0R experiments. The aim of this analysis was twofold: first, to understand the kinds of errors that are committed by the de-identification tool; second, to characterize the rate at which de-identification errors actually expose PHI and, thus, create potential privacy violations. Four cases of errors were considered: < Missed: the system failed to identify any part of the PHI; < Tag-Clashes: the system correctly identified a span of text, but assigned an incorrect identifier category; < Span-Clashes: the system assigned the correct identifier category, but the extent was incorrect; < Both-Clashes: neither the identifier category nor the extent was correct. Examples for these cases are depicted in table 1. Note that TagClashes never result in PHI exposure. In contrast, for SpanClashes and Both-Clashes, PHI is exposed only if the marked span is too short because PHI is not exposed if the marked span is too long.
RESULTS
The number of records selected for the training and test corpora for each medical record class are summarized in table 2. We selected two times more records for the LAB and the Order corpora than in the DS and Letter corpora to compensate for the relatively small amount of text that resides in records of the latter classes. The training set of the hybrid corpus contains the same number of records from each class, whereas the test set contains all of the records from each of the four classes' test sets.
De-identification model training and testing
The number of instances for each PHI category (in terms of phrase) in each medical record class is summarized in table 3. Note that some classes lack instances of a certain PHI category. For example, the LAB training corpus contains no instances of AGE. As a result, a model trained from this corpus has no way of identifying ages in any test corpus. In addition, different tag categories appear with greatly different frequencies. Only six of the 15 PHI categories found in any of the record classes appear in at least three of the four classes: NAME, DATE, INITIAL, INSTITUTION, ID-NUMBER, and PLACE.
The results for the experiments are summarized in table 4, which is grouped by train-test pair. The rows of the table report the results for (1) each of the four record classes, (2) an aggregated result that was obtained by combining the results from each of the four record classes, and (3) a hybrid model (as described earlier). Since we are comparing results across different test sets, calculating statistical significance is problematic. To simplify matters, we assessed the reliability of the results using a bootstrap resampling approach. Details of this process are and its results can be found in online appendix A.
Here, we review the results and interpret certain findings. First, we begin with the O0O experiments, which evaluated the performance of the de-identification model trained on, and tested with, the OMRs. For this experiment, the F-measure ranged from 0.93 to 1.00. Second, in the R0R experiments, the de-identification model was trained and tested on RMRs. The F-measure was similar to the previous set of experiments, with a range between 0.96 and 0.99. We also observed that the F-measure tended to increase in comparison to its counterpart in the previous experiment. Third, the O0R experiment explores the relationship between original and resynthesized data by training the model with OMRs and testing with RMRs. Notice that the F-measure significantly drops in comparison to the first two experiments. Specifically, the range of the F-measure was from 0.78 to 0.89. Additionally, the precision tends to be higher than the recall. This reverses the pattern seen in the O0O and R0R results, where recall was higher than precision. Finally, in the R0O experiment, the de-identification model was trained with RMRs and tested with OMRs. Notice the F-measure dropped even further than in the O0R experiment, ranging from 0.47 to 0.81. Although both recall and precision drop compared to the O0O case, the drop in F-measure is dominated by the much larger drop in recall, Also, we found that the best F-measure in this experiment was achieved by the Letter corpus, whereas in the previous experiment, this honor belonged to the DS corpus.
Effect of training set size Figure 3 provides an indication of how training set size influences the recall, precision, and F-measure of the various experiments. These results correspond to models trained for discharge summaries only. When training and testing on like data (O0O and R0R experiments), high F-measures in the mid-90s are obtained with a small quantity of 25 training discharge summaries, and scores climb with additional training data and level off with minimal improvement after about 100 notes. This suggests that getting an O0O system up and running in a new setting can be accomplished with a very small seed effort devoted to creating a training set. F-measures for the cross-experiments (O0R and R0O) are lower. For the O0R experiment, F-measures start in the mid80s, when training with 25 notes, and follow a similar curve as training notes are added. After 100 notes, the scores level off near an F-measure of 0.9. The scores for the R0O experiment are the lowest of all the experiments and show the most variability with training data. With 25 training discharge summaries, the F-measure is below 0.5 but eventually climbs to the mid-70s before leveling off, again at 100 notes. The regularity introduced by training on resynthesized discharge summaries, and the correspondingly poorer fit of the resynthesized model to the greater variability of original data, is a likely reason that the scores are lowest in this condition. The relatively larger increase in scores as more training discharge summaries are used (ie, F-measures climb from the mid-40s to the mid-70s) may be an indication that using more resynthesized data introduces more diversity to the model, resulting in a better, although still weak, fit to the original data. Table 5 summarizes the performance of the system on the NAME category, with particular attention to what percentage of each error type reveals PHI. We observe that for most types of error, such as Tag-clash and Both-clash, no PHI is leaked. For the Spanclash case, fewer than 20% of these errors result in PHI disclosure, because in the vast majority of cases the name content was contained in another neighboring tag, with no PHI exposure. Adding the NAME errors that do not expose PHI to the correctly matched group leads to a 3e5% increase in the total protected score; the last column of table 4 summarizes PHI exposure by experiment and document type.
Analysis of NAME errors and error metrics
In addition to providing a better sense of the system's PHI exposure rate, the error analysis supplies useful information for improving the system. We observed that many of the error types are instances in which the system produced tags that are too large, for example, encompassing extra content or including additional PHI and thus not resulting in any exposure. In future research, we plan to explore this phenomenon by experimenting with different tokenization methods that may result in finer-grained tagging. Different types of errors have different effects and potential consequences. Failure to mask any word within an occurrence of PHI risks exposure of identity. Thus, a true "miss" is a very serious error. This should be distinguished from a Tag-clash, where the word is tagged with an incorrect category of PHI. Such an error may reduce the readability of the resulting de-identified record, but it will not expose PHI. To calculate the frequency of the system's exposure of PHI, we collapsed all PHI categories into a single "all-PHI" group and evaluated the system's ability to distinguish tokens in PHI from tokens that contained no PHI and therefore did not need to be masked. The higher the recall of the all-PHI measure, the lower the exposure of PHI. Of course, a system could trivially achieve perfect recall, and thus zero risk of PHI exposure, by masking all tokens in each record. Therefore, it is critical to measure precision as well as recall to gain insight into the system performance. In addition, if the goal is to preserve information, then tag accuracy is also important because an incorrect tagging would make reading the resulting record more difficult. It remains an interesting open issue to understand the extent to which such tag clashes or spurious tags cause loss of important biomedical information. Figure 3 Impact of number of training documents on F-measure for discharge records. Token level PHI exposure for the different experiments and document types is summarized in the last column of table 4. For the O0O experiment, the rate of PHI exposure ranges from 0.1% for Order to 4% for Letter. For the R0R experiment, the rates are somewhat lower, ranging from 0.5% for Lab to 3.2% for Letter. On the whole, the system trained and tested on OMRs has about 50% higher PHI token exposure than the results from training and testing on RMRs (2,2% vs 1.4% for the aggregate O0O vs R0R results).
Examining the resynthesized model versus real medical records penalty
The above experiments simulate two use cases. In the first case, users train models with annotated OMRs from their local organization. In the second case, the users apply a model constructed from external data, at least for an initial round of annotation. In the latter scenario, the training data would most likely be drawn from a community-wide corpus of RMRs. Unfortunately, we are unable to simulate this scenario precisely because, at the moment, we only have access to medical data from a single institution. However, since the RMRs are drawn from the same source that yields the OMRs, the R0O experiment indicates the most likely best-case performance of the system in such a scenario.
The above results raise the question "Why is the F-measure for the R0R (ie, the evaluation on resynthesized data) substantially greater than that of the R0O (ie, the out-of-the-box application) setting?" One hypothesis for the disparity is that the test corpus in the R0O experiment harbors a substantial share of vocabulary that fails to appear in the training corpus, or "out-ofvocabulary" terms. To investigate this hypothesis, we considered the out-of-vocabulary rates, as well as the F-measures, for each of the experiments and document classes. Figure 4 visualizes the relationship between the F-measures by grouping the tests by experiment and document class, respectively. We note that in the homogeneous train-test cases (R0R and O0O) there are fewer out-of-vocabulary words than in the mixed train-test cases (O0R and R0O). Yet, on the whole, there is only a weak correlation between the out-of-vocabulary rate and the F-measure in both graphs. Further details regarding this analysis can be found in online appendix B.
We further explored the performance across the different experimental conditions by comparing the F-measure in each experiment by PHI category, as summarized in table 6. We focus on the dominant identifier types that account for over 90% of the PHI occurrences, namely AGE, DATE, ID-NUMBER, INSTITU-TION and NAME. 1. Robust identifiers. AGE is an identifier that yields highly similar results in all experimental settings.
2. Non-robust identifiers. This category represents identifiers that exhibit a considerable decrease in F-measure. Identifiers in this category include ID-NUM and INSTITUTION. In these cases, the resynthesized ID-NUM or INSTITUTION may bear little resemblance to the IDs in the OMRs, because the replacement engine was unable to appropriately replicate the patterns. 3. Moderately robust identifiers. These are identifiers that exhibit a moderate decrease in performance and dominate the inventory of PHI. For example, the NAME and DATE identifier categories yielded a 15 and 19 point decrease in F-measure, respectively, and cover 82% of all tags in the training set. These dominate the inventory of PHI, and as a result, the same pattern appears in the overall scores: R0R scores are highest, slightly outperforming the O0O experiment. Next there is a larger drop-off to the scores of the O0R experiment, and then there is the largest drop-off to the scores of the lowest-performing experiment, R0O. As discussed earlier, these results stem from the fact that resynthesis regularizes data, which loses some of the variability present in OMRs. The more homogenous nature of resynthesized data accounts for R0R scores being higher than O0O scores. While the scores for the cross-experiments are lower, training on the more regularized data and testing on the original data (R0O) results in the lowest scores.
DISCUSSION
This study illustrates how identifier resynthesis influences medical text de-identification under various real-world conditions. There are several take-home messages that can be extracted from our investigations, as well as limitations that should be highlighted. 
Principal findings
First, it is important to note that while training and testing on synthetic records is more accurate than OMRs, the results do not imply that the evaluation of medical record de-identification tools on resynthesized data is a hazardous endeavor. Rather, we found that there is a high similarity in the F-measure scores generated by the results in the O0O and R0R experiments. For example, in figure 5 , we plot the normalized difference between the F-measures. Formally, this is calculated as (xey)/x, where x and y are the F-measures from the O0O and R0R experiments, respectively. Notice that the difference is never greater than 6% (for PHI tokens of the LAB class) and it is as low as 0.7% for PHI tokens of the ORDER class. This analysis further suggests that the relationship between the synthetic and original results is strongest in information-rich documents, as characterized by the correlation between relative difference in F-measure and the average line length per record. This indicates that the results achieved by training and testing on synthetic medical records may hold true when training and testing on the OMR models. The results of the O0R and R0O experiments, however, suggest that if a model is trained on resynthesized data, the accuracy of the model may not necessarily translate to real systems, and vice versa. The R0O experiment, in particular, is a strong indicator of this finding. Here, the model was trained on synthetic data, which exhibited a high F-measure when tested on synthetic data, but a much lower F-measure when tested on the OMRs.
We further explored whether the large difference between the results of O0O and R0O experiments occurred by chance by performing a statistical significance test. We applied the same significance testing methodology that was used in the 2006 AMIA Challenge. 11 With the given two models, we randomly shuffled the records in the test set 99 times to create pseudomodels. For each of these models, we checked whether the difference between the F-measures is greater than the difference between the F-measures when actual models are used. This experiment indicated that the difference between the models trained with OMRs and RMRs is significant at level 0.1. This result is a clear example of the effects of resynthesis on medical records.
Second, many de-identification errors do not actually expose PHI, but rather map PHI to the wrong identifier category. While this is still an issue with identifier classification accuracy, it is not a detriment to privacy protection in medical record sharing. It is doubtful that institutional review boards, overseeing the data sharing process, would punish data managers for misclassification errors.
Third, it appears that seeing the PHI tokens in more contexts is better for a de-identification tool than seeing them in fewer contexts. This is not a radical or particularly surprising result for the training strategy used in our experiments, but it does point in some useful directions. For instance, the corpus-source conditions are not perfectly reproducible in the real-world conditions that R0O simulates. The builders of the de-identification model do not have access to the identifiers from the target corpus and, in fact, cannot. However, there are strategies for augmenting a previously constructed model with additional synthesized identifiers at decode time, which may very well reduce the drop-off by several points of F-measure.
Technical limitations
Manual hand annotation of medical records is a labor-intensive process that requires a significant amount of time and money. Instead, we used DE-ID, an existing de-identification system. Though DE-ID is not 100% accurate, it was specifically tailored for VUMC records to maximize performance. Nonetheless, even with the specific implementation of DE-ID, the annotated records may contain some errors that add noise to the models.
We also explored the effects of data preparation on the performance for different identifier categories by comparing the F-measure in each experiment by PHI category across the four experiment types, as summarized in table 6. There are two ways in which the data preparation for the experiments has interacted with the reported results. First, the preparation of the training data was influenced by the use of DE-ID. As described earlier, the OMRs were processed using DE-ID, and the resulting annotated records were the basis for the training and test annotations, as well as input for the resynthesized data. DE-ID removes PHI using specific strategies that retain varying amounts of information about the internal structure of the identifiers, depending on the identifier in question. < DATE: DE-ID performs a systematic date shift within each document, and in the process it also normalizes the appearance of the date expressions; for example, a date such as "May 6, 1995" might be remapped to "**DATE[Feb 2 1995]" (omitting the comma separating day and year). < NAME: DE-ID preserves the internal structure of the name as well as identifiers within the document. If there is a name "John Z. F. Smith" and a later mention of "Smith," DE-ID would produce in the first instance: **NAME[GGG H. I. JJJ] for the first, and NAME[JJJ] for the second mention. < ID: DE-ID does not preserve the internal structure on ID-NUM. All identifiers are simply mapped to **ID-NUM. The resynthesis module then operated on the DE-ID annotated text, making use of any structural information available. Specifically, when operating on DE-ID output, the resynthesis module uses the internal information preserved for NAME and DATE, but it has no information on the internal structure of ID-NUM.
To investigate how this may have influenced our results, we performed a small study to compare the distribution of DE-ID NAME patterns, compared to those produced for the resynthesized data. In a sample of 1000 documents, DE-ID tagged over 60 distinct types of **NAME structures, but when the DE-ID tagged records were used as the input to the resynthesis module, only eight structures were produced, as shown in table 7. However, it should be noted that these structures account for over 90% of the structures in the original data.
Given this apparent regularization of the data during resynthesis, it is not surprising that we see a modest increase in the Figure 5 Normalized difference in the F-measures of the results in O0O and R0R experiments for protected health information tokens.
R0R F-measure for NAME (0.975) compared to O0O (0.965). Training on OMRs and testing on RMRs (ie, O0R) produces a more noticeable drop to 0.950, and finally training on RMRs and testing on OMRs (ie, R0O) produces a large drop to 0.802. The large drop is somewhat surprising, given the estimated 90% overlap in distribution between the internal structure of names in the original (DE-ID tagged) data and the resynthesized data. Some of this may be due to apparent errors in the DE-ID tagging, which produces unlikely name patterns such as "**NAME[AAA, AAA AAA, AAA AAA]," perhaps resulting from the merger of several names. A system trained on more regular patterns might find several identifiers in such a string, leading to a false negative and multiple false positives, which might exaggerate the effect of the different distributions for training and test in the R0O case.
We have observed similar discrepancies in performance for DATE. The DATE expressions undergo two stages of regularization: one from the DE-ID offset and regularization, and a second via the resynthesis module. Finally, for ID-NUM, because all internal identifying structure in the ID is lost at the DE-ID stage, the resynthesized training data are almost a complete mismatch for identifying IDs in the OMRs (R0O of 0.22%). If the resynthesis had operated directly on the OMRs, it would have preserved the alphanumeric patterns of the various identifiers, and we would expect performance to improve considerably.
Future directions
There are numerous ways in which this research is expected to move the field forward. Here, we list only a few of the more significant. First, this work illustrates (eg, the O0O experiments) that machine learning-based de-identification tools require a relatively small number of documents to achieve results that are, although not equivalent, at least competitive with a tailor-made system (ie, DE-ID as tailored to Vanderbilt). Second, healthcare organizations with limited time will search for ready-made solutions, but many industrial software shops and natural language-processing experts reside outside of the healthcare realm with limited access to medical records. Thus, it is anticipated that de-identification models and software may be trained on resynthesized data, and the end users of such tools will apply it directly to their medical record systems. In this case, our work (eg, experiments R0O) provides a clear example of why such a practice is undesirable. Third, this research illustrates that the results of systems trained and applied to RMRs (eg, the R0R experiments) may hold when trained and evaluated on OMRs (eg, the O0O experiments). This is important because it offers justification for organizations to invest time and effort in annotating a relatively small number of documents (eg, we used 200 in our experiments).
Beyond moving the field forward, our investigations suggest several routes for new informatics research. First, it is important to recognize that our work does not imply that rules-based systems are worthless and should be discarded. The out-ofvocabulary results suggest that it is possible that a robust solution will require the combination of rules and machinelearning-based systems. We believe that additional research is necessary to determine the optimal combination of such techniques. Second, our study is only as robust as the MIST system and the applied resynthesis process, but there is no standard resynthesis framework. We believe that this work provides justification for further work in the field of resynthesis theory and tools for evaluation. Third, it should be noted that this study fixed the set of features and parameters for the de-identification system. An interesting avenue for future work is to examine how different feature sets, as well as machine learning frameworks, affect the results of training on one type of corpus (eg, resynthesized) and testing on another (eg, original data). For example, in some cases, the learner appears to be over-fitting; a smaller feature set may help the learner generalize better to "different" data. Along these lines, methods developed to improve domain and genre adaptation for statistical phrase identification systems would be interesting to pursue. 23 
CONCLUSIONS
Limited access to real medical records forces de-identification system developers to work with resynthesized records. Thus, resynthesized medical records are crucial for developing accurate de-identification systems that can be used on a wide scale. In this paper, we investigated the effects of resynthesis on the accuracy of medical text de-identification by experimenting on the original medical records from VUMC with the MIST deidentification system. We evaluated various real-world scenarios to train, compare, and apply de-identification tools in the context of synthetic information. The results indicated that when the training and testing records are produced from the same class of medical record (eg, both synthetic), the system returns a high accuracy. However, this finding did not hold when different types of records were used for the training and testing (eg, training on synthetic and testing on real). Our investigations also indicated how the resynthesis biases evaluations and which factors should be considered when designing medical record resynthesis tools. In future work, we intend to apply this knowledge to disseminate robust medical record resynthesis software to enable research with de-identified medical records and objective comparison of de-identification tools.
