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Abstract
In the communications literature exist many documents that explain how
to use spatial diversity to improve the performance of the system. However,
the use of spatial diversity has not been studied in depth for GNSS, although
in the last years the subject has received some interest, [6] and [20].
Lately, numerous applications of GNSS for urban indoor applications has
emerged. One of the main sources of impairment in urban and indoor envi-
ronments is multipath propagation. Spatial diversity is an effective means to
resolve the impact of multipath.
Therefore, this Master’s Thesis addresses the problem of the Time Of
Arrival Estimation in DSSS based navigation systems in Non Line Of Sight
(NLOSS) environments using antenna array signal processing methods to mit-
igate the multipath and improve the quality of the signal. The proposed
methods are the synchronization of the frequency and delay parameters us-
ing the Maximum Likelihood Estimator (MLE), and the use of a Minimum
Mean Square Error (MMSE) spatial filtering or beamforming to remove the
multipath from the input signal for a correct estimation of the frequency shift
and the code delay.
The thesis starts by describing the GPS signal composition and the basic
theory behind the Maximum Likelihood (ML) and Minimum Mean Square Er-
ror (MMSE) based methods. The performance of the two methods are assessed
through simulations and application on real measurement data. We find that
ML provides the best performance while MMSE provides a better trade-off
between performance and complexity.
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Chapter 1
Introduction
1.1 Motivation
The term Global Navigation Satellite Systems (GNSS) is a generic expression re-
ferring to any system that enables the calculation of the user position based on
transmitted signals by a constellation of satellites. Nowadays the only fully func-
tional system is the Global Positioning System (GPS), but in the next years other
systems will be operational. However, all them share the same operating principle:
the receiver position is computed based on the distances between the user and the
satellites, and these distances are determined by measuring the propagation time.
The surprising evolution of the GNSS applications has led to stringent require-
ments for GNSS systems, particularly in regard to their accuracy. Also a lot of civil
applications have appeared last two decades leading the receivers to be operational
in towns and cities where hard multipath is present. Even last years some new
techniques specifically for GNSS indoor receivers have been studied [22], [7], [16].
These techniques are for single-antenna receivers - they do not use spatial diversity -
hence they overcome the signal attenuation by the use of coherent and non-coherent
integration over long periods of even several seconds.
On the other hand spatial filtering is probably the most effective approach to
combat both interference and multipath [4], [20], [6]. Unlike in communication
systems, the potential benefits of antenna arrays in navigation systems have not
been investigated thoroughly.
Thus, the goal in this Master’s Thesis is to present some array techniques for
multipath and interference mitigation and GNSS parameter estimation. Also, some
single-antenna techniques are presented and compared with array techniques to
show the differences between them.
1.2 Outline
In Chapter 2 we give an overview of the GPS signal and its method to compute
the position. Starting from a single-antenna perspective, the limitations of single-
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antenna receiver are mentioned and some multi-antenna techniques are proposed
adding an overview of the theory behind them. In Chapter 3 is presented a basic
single-antenna receiver simulator as well as the signal simulated to model an in-
door channel. Then Chapter 4 presents the implementation of the multi-antenna
techniques proposed in Chapter 2. Then, the results obtained with the different
methods from the simulations and real measurements are presented and analyzed
in Chapters 5 and 6. Finally, the conclusions we arrived are presented in Chapter
7 and some future work is proposed in Chapter 8.
2
Chapter 2
Background
Global Navigation Satellite Systems (GNSS) have been in use since the appearance
of the now-outdated Transit [15] in the sixties. The deployment of the GPS and
GLONASS - [9] and [14] - and and their civil availability has led to an increasing
use of these technologies for the implementation of location based services (LBS) in
the mass-market of mobile networks. Due to its coverage and availability. However,
GNSS still faces some limitations in the dense-urban and indoor environments, as
explained in the following, still preventing it from being the global LBS enabler.
In GNSS, the position of the receiver is computed from the estimation of the
propagation delays of the signals transmitted by satellites. GPS and the future
GALILEO are code-division multiple access (CDMA) systems in that each satel-
lite transmits a direct-sequence spread-spectrum (DSSS) signal with a particular
pseudorandom code. Hereafter we will refer exclusively to this kind of GNSS sys-
tems. GNSS receivers rely on the conventional CDMA detector architecture which
is based on the coherent correlation of a few code epochs long between the incoming
signal and a code replica, and a two step operation -acquisition and tracking- to
synchronize both the code and the carrier phase.
2.1 The GPS signal
The GPS signals are transmitted on two radio frequencies in the UHF band. These
frequencies are referred to as L1 and L2 and are derived from a common frequency
f0 = 10.23MHz.
fL1 = 154f0 = 1575.42MHz
fL2 = 120f0 = 1227.60MHz
The signals are composed, basically, of three parts:
• The carrier wave with frequency fL1 and fL2.
• The navigation data that contains information regarding the satellite orbits.
This information is uploaded to all satellites from the ground stations.
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• The spreading sequences. Each satellite has two unique spreading sequence,
the coarse acquisition code C/A and the encrypted precision code P(Y). The
C/A code has a length of 1023 chips, and its chip rate is 1.023 MHz. The
precision code has a length of 2.35 ·1014 chips approx. and its bit rate is 10.23
MHz, so it repeats itself each week.
Therefore, the signal transmitted by one satellite can be written in the following
way
s(t) =
√
2Pc(c(t)d(t))cos(2pifL1t) +
√
2PPL1(p(t)d(t))sin(2pifL1t) +√
2PPL2(p(t)d(t))sin(2pifL2t) (2.1)
where Pc, PPL1 , PPL2 are the powers of the signals with C/A or P code, c(t) is the
C/A code sequence, p(t) is the P(Y) code sequence and d(t) is the navigation data
sequence.
As already stated, satellite transmissions utilize Direct Sequence Spread Spec-
trum (DSSS) modulation. DSSS provides the structure for the transmission of
ranging signals and essential navigation data, such as satellite ephemerides and
satellite health. The ranging signals are PRN codes (C/A codes and P(Y) codes)
that binary phase shift key (BPSK) modulate the satellite carrier frequencies. These
codes look like and have spectral properties similar to random binary sequences but
are actually deterministic. Thanks to the properties of these codes we can esti-
mate the time of arrival of the signal and then, we can compute the pseudoranges1
to determinate our position. The spreading sequences used as C/A codes in GPS
belong to a unique family of sequences. They are often referred as Gold codes or
pseudo-random noise sequences (PRN sequences). Each C/A code is generated us-
ing a tapped linear feedback shift register (LFSR). It generates a maximal-length
sequence of length N = 2n−1 elements. A Gold sequence is the exclusive summation
(XOR) of two maximal-length. GPS use sequences with n = 10. The sequence c(t)
repeats every ms, so the chip length is 1ms1023 = 977.5ns ≈ 1µs, which corresponds
to a propagation distance of 300 m when propagating through vacuum or air. The
autocorrelation function for this C/A code is
rp(τ) =
1
NTc
NTcˆ
0
c(t)c(t+ τ)dt (2.2)
The sequence has 512 ones and 511 zeros, and these would appear to be dis-
tributed at random, yet the string of chips so generated is entirely deterministic.
Thanks to this random appearance, the following properties are obtained:
• rp(τ) ≈ δ(τ)
1Pseudorages are the estimated distance between the receiver and the satellite. They are called
pseudo due to the errors in the estimation. It is better explained in Subsection 2.1.1
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Figure 2.1: Use of replica code to determine satellite code transmission time.
• rpipj (τ) ≈ 0
2.1.1 Pseudoranges measurement
The distance between the satellite and the receiver is computed by measuring the
propagation time required for a signal to transit from the satellite to the user receiver
antenna. An example of the propagation time measurement is illustrated in Figure
2.1 where t1 is the instant when the code is generated by the satellite, t2 is the
moment the signal arrives at the receiver and ∆t is the propagation time.
The satellite and the receiver generate a synchronized code, when the receiver
detects the satellite signal, it shifts in time its code replica up to it fits with the
received code. The shifted time ∆t is the propagation time, and the pseudorange is
obtained multiplying ∆t by the speed of light.
The measured distance is called pseudorange because to measure the true dis-
tance, a perfect synchronization between satellite and receiver is needed and this
doesn’t happen. So there is and error due to the clock offset.
If Ts is the system time at which the signal leaves the satellite, Ts + δt is the
time the satellite reads the signal leaves him, Tu is the time of arrival - propagation
delay - of the signal in the receiver and Tu + tu is the time the receiver detects the
signal, then the pseudorange is
ρ = c [(Tu + tu)− (Ts + δt)] = r + c (tu − δt) (2.3)
where r is the true range and c the speed of the signal.
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Figure 2.2: Range measurement timing relationships
2.1.2 S/N0 estimation
The DSSS baseband signal from the ith satellite in the receiver can be modeled as
equation 2.4
si(t) =
+∞∑
k=−∞
di(k)
NbLc−1∑
j=0
ci(jmod(Nb))p(t− jTc − kTb) (2.4)
where di(k) is the navigation message, ci(j) is the corresponding spreading code
with Lc samples length, Tb and Tc are respectively the bit and chip interval, Nb is
the number of code epochs per bit and p(t) is the unit-power chip shaping pulse.
Once modeled the DSSS signal, the signal received in indoor conditions from M
satellites can be modeled as
x(t) =
M∑
i=1
Aie
j2pifit
(
si(t− τi) +
Ri∑
j=1
αi,jsi(t− θi,j)ej2pi∆fi,jt
)
+ w (t) (2.5)
where si(t − τi) is the first ray arriving from the ith satellite with a τi code delay,
complex amplitude Ai and Doppler frequency fi. Due to the propagation conditions
in indoor environments, the amplitude will widely vary from satellite to satellite.
Also additional Ri reflected rays impinging at the receiver are assumed. They have
a code delay θi,j(θi,j > τi), a Doppler offset ∆fi,j and a relative amplitude αi,j .
The noise term w (t) is modeled as a zero mean, circularly-complex white gaussian
process with (one-sided) spectral density 2N0 and Bn its equivalent bandwith. The
C/N0 for the ith satellite is then defined (considering only the first ray) as
C
N0
= |Ai|
2
2N0Bn
(2.6)
In addition to these, the baseband functions si(t) are assumed to be band-limited
finite-average-power signals. This assumption implies that the analog autocorrela-
tion
rss(τ) = limT→∞
1
T
ˆ
T
s(t+ τ)s?(t)dt (2.7)
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is a continuous function with continuous derivatives. In the digital domain, assum-
ing also a sampling period Ts satisfying the Nyquist criterion, equation 2.7 turns
to
rss (τm − τn) = limK→∞ 1
K
∑
k
s (kTs − τn) s? (kTs − τm) (2.8)
The role of the receiver is to find the satellites present, and estimate the code
delay of the first ray and their C/N0. A satellite is found or acquired when the
maximum of the corresponding cross-correlation, |rx,di(τ̂i, f̂i)|2 or the ŜNR, exceed
a certain threshold set to meet a given probability of false alarm - we used an SNR
criterion -. Where
rx,di =
∑
n
x(n)di(n) (2.9)
and where di is the time shifted - τ̂i samples - PRN sequence of the ith satellite.
If we compute the rx,di(τ̂i, f̂i) using the FT and IFT, we will obtain the circular
cross-correlation. The circular cross-correlation will let us to find the delay like the
normal cross-correlation, however there would not be the border effects if we work
with finite frames of the signal.
|rx,di(τ̂i, f̂i)|2 |τ̂i=m,f̂i=f=
∥∥∥IFT {FT {x(n)e−j2pif} · FT {d(n)}∗}∥∥∥2 =
=
∥∥∥∥∥ 1Nc
Nc−1∑
k=0
(
Nc−1∑
n=0
x(n)e−j2pife
−j2pink
Nc
Nc−1∑
j=0
di(j)e
j2pijk
Nc
)
e
j2pikm
Nc
∥∥∥∥∥
2
(2.10)
where Nc is the number of samples per snapshot and the samples in the FT.
To find the maximum of (2.10), the cross-correlation is evaluated for a discrete
grid of Doppler shift values and looking for the values of m and f with which the
maximum is reached.
Therefore, the expectation of the maximum is2
E
{
|rx,di(m̂i, f̂i)|2
}
= ‖Ai‖2N2c + 2N0Bn (2.11)
where Bn is the noise equivalent bandwidth.
If we consider that the power of the input signal is
Px = E
{
‖x(n)‖2
}
= ‖Ai‖2 + 2N0Bn (2.12)
and that the number of samples per snapshot if sufficiently large to approximate
the expectations to their respective estimators
E
{
|rx,di(m̂i, f̂i)|2
}
≈ |rx,di(m̂i, f̂i)|2 (2.13)
E
{
‖x(n)‖2
}
=
∑
n
‖x(n)‖2 (2.14)
2The mathematical demonstration is showed in Appendix A.
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we can estimate the C/N0 as
ĈNR = |rx,di(m̂i, f̂i)|
2 − Px
N2c Px − |rx,di(m̂i, f̂i)|2
(2.15)
Note that the power of the noise in equations (2.14) and (2.11) includes the
power of the multipath, interference and the with noise present in the scenario.
This can produce a little confusion, due to the input signal showed in equation
2.5 has the multipath, the interferences and the white gaussian noise in different
names, but grouping all them in one expression has not violated any mathematical
law. Hence, in this Thesis when it is said SNR, we are referring to the SIMNR -
Signal Interference plus Multipath plus Noise Ratio -.
In case the cross-correlation between the input data and the estimated PRN se-
quence is not computed using the Fourier transformation and its inverse-transformation,
so it is computed multiplying both sequences and adding the results for each discrete
time the results are a bit different but essentially is the same3.
E
{
|rx,di(m̂i, f̂i)|2
}
= ‖Ai‖2N2c + 2NcN0Bn (2.16)
Px = E
{
‖x(n)‖2
}
= ‖Ai‖2 + 2N0Bn (2.17)
Ĉ
N0 i
= |rx,di(m̂i, f̂i)|
2 −NcPx
N2c Px − |rx,di(m̂i, f̂i)|2
(2.18)
We remind the reader the derivation of these equations are showed in Appendix
A.
Both ways to compute the cross-correlation are used depending on the algorithm,
so both ways to estimate the SNR will be used for the algorithms described in
chapters 3 and 4.
2.1.3 Single antenna system limitations
It is well known that is so difficult to fight against multipath without using spatial
diversity. Many systems have been invented and used to mitigate or use its effect
to improve the performance of the system. Nowadays, GNSS systems have to mit-
igate the effect of multipath to work properly in urban and indoor environments
because it can introduce a bias in the TOA estimation. A lot of systems have been
invented in the last decades to improve the positioning quality of GPS receivers,
like Differential GPS, integrate inertial sensors with a GPS receiver, etc. But only
a few systems/methods have been thought to fight against the effect of multipath.
The most important method for single-antenna receivers is MEDLL (Multipath Es-
timating Delay Locked Loop). It consists on using several correlators to estimate
3The mathematical derivation is showed in Appendix A.
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the multipath present in the input signal to correct the error introduced for it. More
information can be found in [19]. This method has a good performance, however,
it is hard and very expensive to implement it due to its several correlators needed.
Hence, although exists some methods to fight against multipath using, only, one
antenna, they are really expensive and are reserved to high precision positioning
systems.
2.2 Multiple antenna TOA estimation
2.2.1 Multiple antenna signal model
An N-element antenna array receives M scaled, time-delayed and Doppler shifted
complex baseband signals with known structure si(t), i = 1, . . . ,M . The baseband
signal for each antenna can be model as 2.5. But each antenna receives a different
replica of signal x(t) with a different phase. It is usual in antenna array literature
to parameterize these phases depending on the array geometry and the direction of
arrival, forming the so-called spatial signature. However, this is very hard to obtain
in practice: errors in the measured gain and phase response of the antenna elements,
mutual coupling, quantization and interpolation errors in the calibration process,
variations in temperature or humidity, fluctuations in the surrounding environment,
changes in the antenna location or drifts in the hardware behavior along the time
could modify significantly the actual array response. Instead, an arbitrary and
unknown matrix channel can be defined. This can be expressed by a vector signal
model, where each row corresponds to one antenna:
x(t) = Hd(t,Υ) + n(t) (2.19)
where
• x(t)  CN×1 is the observed signal vector.
• The channel matrix H assumes the role of the spatial signature but does
not impose any structure, so is referred to as unstructured. The arbitrary
structure of H allows to see its columns as generic spatial signature not only
parameterized by the Direction Of Arrival (DOA) of the impinging signals,
location of the antennas and the signal amplitudes, but taking into account
in an implicit manner other unmodeled phenomena.
• d =
[
s1(t− τ1)ej2pif1t, · · · , sM (t− τM )ej2pifM t
]T
, d  CM×1 the delayed and
Doppler-shifted narrowband signals envelopes. For notation convenience, the
synchronization parameters τ1, · · · , τM and f1, · · · , fM are been stacked in
a vector form Υ =
[
τT fT
]T
.
• n(t) CN×1 represents additive noise and all other disturbing terms like inter-
ferences and multipath.
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In this model, the narrowband assumption is made. This assumption considers that
the time required for the signal to propagate along the array is much smaller than
the inverse of its bandwidth . Thus, a phase shift can be used to describe the
difference from one antenna to another. Current GPS L1 C/A navigation signals
are reported to be emitted with a 20 MHz bandwidth [2], which inverse is 50 ns or
15 m in spatial terms. The array is expected to be much smaller, since the carrier
wavelength is on the order of 10 cm, so the assumption seems reasonable. In believe
the array has to be very large to violate the assumption.
It is also assumed that the synchronization parameters and the channel matrix
are piecewise constant: small variations are allowed in a long time scale (on order
of tens of milliseconds), but it is assumed constant in the observation window of 1
ms approx.
Up to now, the signal model was in the continuous time domain, but if we want
to translate it into the discrete domain we can assume that K snapshots of the
impinging signal are taken at times τ1...τM , with a sampling interval Ts satisfying
the Nyquist criterion. Then the sampled data can be expressed as
X = HD (Υ) + N (2.20)
where
• X = (x (t0) · · · x (tK−1))  CN×K
• D =

s1 (t0 − τ1) ej2pif1t0 · · · s1 (tK−1 − τ1) ej2pif1tK−1
...
...
sM (t0 − τM ) ej2pifM t0 · · · sM (tK−1 − τM ) ej2pifM tK−1
  CM×K
• N = (n (t0) · · · n (tK−1))  CN×K
The term n (t) includes the contribution of several phenomena, such thermal noise,
interferences or multipath of each signal. It is assumed a complex, circularly sym-
metric Gaussian vector process with zero mean, temporally white and with an
arbitrary (and unknown) spatial correlation matrix Q:
E {n (n)} = 0 (2.21)
E
{
n (n) nT (m)
}
= 0 (2.22)
E
{
n (n) nH (m)
}
= Qδn,m (2.23)
Matrix Q is not parameterized by the DOA of the signal, so it referred to as
unstructured. This characteristic helps to overcome difficulties due to errors in the
array calibration or jamming.
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2.2.2 Array techniques for multipath/interference mitigation
MMSE based beamforming
Beamforming is a signal processing technique used in sensor arrays for a directional
signal transmission or reception. This spatial selectivity is achieved by using adapta-
tive or fixed receive/transmit beampatterns. So, an MMSE (Minimum Mean Square
Error) based beamforming tries to maximize the received signal correlated with the
known data (PRN sequence) and minimize the rest using the Wiener solution.
X = HD + N
yT = wHX
ŵ = arg min
{
E
(
‖y− d‖2
)}
= R−1xxXHd
where d is the well synchronized PRN sequence. This algorithm allows the system
to remove or attenuate the interferences and multipath if they are uncorrelated
with the desired signal. Also, there is an improvement in SNR terms respect single-
antenna. This improvement is known as array gain. Figure 2.3 shows the gain as
a function of the number of antennas. The simulation in the figure are based the
following assumptions: the signal used is the desired data with a different complex
gaussian amplitude in each antenna with white Gaussian Noise with a variance
SNRi times the power of the desired data. Hence for a SNRi = 20dB the variance
of the noise is 0.01 times the power of the desired data. The obtained curve is the
result of averaging several simulations with the same initial conditions.
In Figure 2.3 it can be appreciated that the relation between the number of
antennas and the SNR improvement is lineal - or logarithmic when a logarithmic
SNR is used - and independent from the initial SNR. These are because the best
solution is this case is a coherent sum that give us a gain proportional to the number
of antennas.
However, its behavior against interferences and multipath is much more as-
tounding because it can remove as many interferences or multipath as the number
of antennas. This behavior is showed in Figure 2.4 where one interference with com-
plex gaussian amplitude and white gaussian noise are added to the desired signal.
In this particular case, two antennas are needed to delete the interference, whatever
its power. This is the cause of the great difference between one and two antenna’s
gain, due to the rest of antennas are not needed to remove the interference and if
the the power of the noise is much lower than the power of the interference, with
just two antennas we can obtain a great improvement. Notice that the final SINR
is estimated using the expressions explained in Subsection 2.1.2.
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Figure 2.3: SN vs Number of antennas
Figure 2.4: SN+I vs Number of antennas
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ML synchronitzation
The probability density function (PDF) of a complex multivariate Gaussian vector
x, can be expressed as:
p(x) = e
−(x−mx)HQ−1(x−mx)
piN det (Q) (2.24)
where Q is the noise arbitrary covariance matrix and mx is the mean of the signal.
In our case
mx = Hd (2.25)
hence the PDF is
p(x) = e
−(x−Hd)HQ−1(x−Hd)
piN det (Q) (2.26)
If we apply the logarithm, the negative log-likelihood function is obtained and
the estimation model can be written as
Λ (Q, H, Υ) = ln (det (Q)) + Tr
{
Q−1C
}
(2.27)
with C defined as
C = 1
K
(X−HD (Υ)) (X−HD (Υ))H (2.28)
Therefore, the value of Υ, H and Q for which the observed vector X is most
probable, so the Maximum Likelihood Estimator, is obtained by minimizing (2.27)
with respect to (Q). But, as explained in [6], if we find the MLE of Q
∇Q
(
ln (det (Q)) + Tr
{
Q−1C
})
=
[
Q−1 −Q−1CQ−1
]T
(2.29)
QˆMLE = C (H, Υ) |H=HˆMLE ,Υ=ΥˆMLE (2.30)
and then, Q is replaced by 2.30 in 2.27, a new concentrated Λ2 (H, Υ) is found.
From it we can derive the HˆMLE . If we consider
Wˆ (Υ) = RˆXX−RˆXDRˆ−1DDRˆHXD (2.31)
RˆXX =
1
K
XXH , RˆXD =
1
K
XDH (2.32)
RˆDX =
1
K
XDH , RˆDD =
1
K
DDH (2.33)
the channel matrix estimator can be expressed as
HˆMLE = RˆXD · Rˆ−1DD (2.34)
being it the analytical minimization of equation 2.27 with respect H.
13
Replacing HMLE by 2.34 in Λ2 (H, Υ) a third estimator is met.
ΛMLE (Υ) = ln
(
det Wˆ (Υ)
)
(2.35)
where
Wˆ (Υ) = RˆXX−RˆXDRˆ−1DDRˆHXD (2.36)
Therefore, the MLE of the synchronization parameters is
ΥˆMLE = arg minΥ ln
(
det Wˆ (Υ)
)
(2.37)
We remind the reader that the derivation of these expressions can be found in
[6].
As showed in equation 2.37 the solution is the determinant of the covariance
matrix, commonly known as the generalized variance. One feature of this equation
must be highlighted: it does not depend, explicitly, on the estimation of the channel
matrix. Of course it depends on the channel matrix since we concentrated it from
the channel matrix estimation, however we do not have to know it, which imply we
do not have to estimate, explicitly, the channel matrix. The MMSE beamformer
also has this feature.
Also [6] provides some interpretations of the ML solution. They tell us that it
can be interpreted, in terms of entropy, as the ML estimator confines the received
data to the smallest effective space because the ML estimator minimize the entropy
of the received data. It also can be interpreted, in geometric terms, as the ML
synchronization finds the parameters that minimize the hypervolume of the region
defined by the received data that does not fit in the signal subspace defined by the
structure of D.
The demonstrations and the formally mathematical explanations of these inter-
pretations can be found in [6].
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Chapter 3
Design of a single-antenna TOA
estimation system
3.1 Propagation model
In an indoor scenario is supposed there would be close and far multipath.
The far multipath is this that the surface which produced the replica is out-
side the building where the receiver is located. So, this replica will arrive with a
considerable delay respect the main ray. This replica produces a confusion in the
receiver because it will see two peaks of correlation and if the power of the replica
is quite similar to the power of the main signal, the receiver would not know which
signal is the correct one. Although the LOS signal is often stronger than its replicas,
in indoor conditions we are not able to say that the receiver will detect the main
signal. It is likely that the receiver will detect a few different replicas without the
LOS signal. Therefore the power between them would be quite similar.
The close multipath it this generated for surfaces inside the building where the
Figure 3.1: Example of far multipath and LOSS
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receiver is placed. This kind of multipath would have a very small delay between
rays, shorter than the time between samples. Then the receiver would detect the
sum of all them and would not be able to detect more than one peak in the corre-
lation sequence. The problem of this kind of multipath is that the replicas don’t
arrive with the same phase, so the sum is non-coherent. This brings that the replicas
may be canceled themselves. Thereby the close multipath is modeled as a Gaussian
amplitude with zero mean and variance equal to the power of the received signal.
Having said it before the received signal could also have a few far replicas which
will generate close multipath. Therefore the received replicas would have a random
complex amplitude. Thus the signal generated will be composed of a few replicas
of a PRN code with different code delay and random and complex amplitude.
As said in Chapter 2, the environment is supposed to change very slowly, actually
it is assumed it is constant in the observation window.
Focusing on the pulse shape, the GPS pulse shape is supposed to be rectangular,
but for our experiments we used USRP2 which its IR - impulse response - has been
estimated previously, and then we convoluted the IR by the PRN sequence with
rectangular pulse shape. In Chapter 5 it is better explained and some Figures show
the IR of the USRP2 and its spectrum.
3.2 Receiver
The receiver has to synchronize the satellite signal with the replica it generates.
There is a two steps methods method that allow allows it. The two steps are the
acquisition and the tracking.
3.2.1 Acquisition
The acquisition consists on doing a rough estimation of the Doppler shift and the
code delay without the knowledge of how many satellites the receiver can see and
which are the receiver can see. Hence the only way to achieve that is doing an
exhausting search. Therefore, the receiver has to check for every PRN code, for
every possible Doppler shift and for every code delay. Thus if we assume a maximum
Doppler shift of ±10kHz and a 500Hz grid, the amount of combinations the receiver
has to compute is 12 ·1023 ·
(
2 · 10000500 + 1
)
= 503316 -there are 12 samples/chip- for
each PRN code, so 15099480. Obviously it is a very large number of combinations,
thereby making a serial search is a very time-consuming procedure. To reduce
the amount of combinations, one of the parameter searching ca be implemented in
parallel. The choice is the code delay search, therefore it is most costing search. To
make the search of the correct code delay in parallel, the Fourier transform and its
anti-transform can be used.
If we consider the Fourier transform of the signal received x (n) and the Fourier
transform of the PRN code generated by the receiver c (n)
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Figure 3.2: Example of a circular cross-correlation
X (k) =
N−1∑
n=0
x (n) e−j
2pink
N (3.1)
C (k) =
N−1∑
n=0
c (n) e−j
2pink
N (3.2)
then, the product of both Fourier transforms is
X (k) · C∗ (k) =
N−1∑
n=0
N−1∑
m=0
x (n) c (m) e−j
2pink
N ej
2pimk
N =
p=n−m
N−1∑
p=0
N−1∑
m=0
x (mod(m+ p,N)) c (m) e−j
2pik
N
p = FT {rx, c (p)} (3.3)
where rx, c (p) is the cross-correlation between x (n) and c (n). Thus, if the anti-FT
is computed we will meet the circular cross-correlation. Figure 3.2 illustrates an
examples of circular cross-correlation with a time shifted PRN sequence plus white
gaussian noise and the PRN sequence, without the time shift, set as reference. The
time shift is 1000 samples, hence the maximum of the circular cross-correlation is
on 1001 - Matlab arrays begin on position 1, not 0 -.
FT−1 {X (k) · C∗ (k)} = 1
N
N−1∑
k=0
N−1∑
p=0
rx, c (p) e−j
2pik
N
pej
2pik
N
q =
1
N
N−1∑
p=0
rx, c (p)
N−1∑
k=0
e−j
2pik
N
(p−q) =
N−1∑
p=0
rx, c (p) δ(p− q) = rx, c (q) (3.4)
17
This procedure reduces the amount of combinations to 41 for each PRN code
and then searching the maximum over q.
So the finally algorithm for acquisition is 3.1.
Algorithm 3.1 Single antenna acquisition
Require: D(k) = FT {di(n)} where di is the PRN sequence of the ith satellite and
two consecutive 1ms frames x1(n) and x2(n).
1. f = f0 − searchBand2
2. for k = 1 to
(
1 + searchband500Hz
)
do
3. xbb1(n) = x1(n) · e−j2pifn, xbb2(n) = x2(n) · e−j2pifn
4. Xbb1(k) = FT {xbb1}, Xbb2(k) = FT {xbb2}
5. R1(k) = Xbb1(k) ·D∗i (k), R2(k) = Xbb2(k) ·D∗i (k)
6. r1(m) = IFT {R1(k)}, r2(m) = IFT {R2(k)}
7. results(k, :) = best {r1 r2} where the best is who has the greatest peak of
correlation
8. f = f + 500HzFm
9. end for
10. [mi fi codePhasei] = max(results)
11. Compute the SNR using the frequency offset and the code delay found ac-
cording to equation 2.15
12. if SNR > threshold →acquire
Just as a comment, the threshold used was SNR > −20dB, hence the SNR
estimated by the receiver is higher than this value, it considers the satellite using
the ith PRN sequence is present in the scenario. We chose this value because the
maximum estimated SNR for false satellites is a bit lower than -20dB.
Also it must be said that two consecutive 1ms frames are chosen to do the
acquisition to avoid the problem of a bit change during one of the frames. Notice
that if the bit change is approx. in the middle of the window, the cross-correlation
will be approx. zero due to half of the samples will have a positive contribution and
the rest a negative contribution.
3.2.2 Tracking
The tracking step allows the receiver to follow the satellite to estimate the propa-
gation time and demodulate the data sent by the satellite. Therefore, it is needed
the receiver keeps the synchronization. To keep the phase synchronization, a Phase
Locked Loop (PLL) and a Numerically Controlled Oscillator (NCO) can be used.
18
Figure 3.3: Example of a bit change inside 1ms window
Here, the PLL described in [2] has been used.
e(k) = 12pi arctan
Qp
Ip
(3.5)
Φ(k) = Φ(k − 1) + τcarr2
τcarr1
(e(k)− e(k − 1)) + e(k)PDIcarr
τcarr1
(3.6)
f(n) = f0 + Φ(k) (3.7)
where Qp and QI are the in-phase signal power and quadrature signal power
QP = real {xbb(n) · d∗i (n)} (3.8)
QI = imag {xbb(n) · d∗i (n)} (3.9)
and τcarr1 , τcarr2 and PDIcarr are constants that depend on the noise bandwith,
summation interval - 1 code length - and the damping ratio. f and f0 are the
actualized and initial frequency respectively.
For the code phase synchronization a Delay Locked Loop (DLL) is used. There
are a lot of different implementations of a DLL, but here we implemented a simple
DLL, which can be used by single-antenna and multi-antenna methods.
This DLL just consists on compare the received signal with three code replicas,
an early replica, a prompt replica and a late replica, with a time shift of ∆t that
will be 1 as minimum and samples/chip2 as maximum. The choice of this value will
do the DLL more or less aggressive.
An example of the tracking implementation using a single-antenna is algorithm
3.2
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Algorithm 3.2 Single antenna tracking
Require: initial code phase codePhase(0) and frequency shift f from acquisition.
1. k = 0
2. while (true)do
3. make 12 chip early,
1
2 chip late and prompt codes using codePhase(k)
4. k = k + 1
5. ibb(n) = real
{
x(kT + n) · e−j2pifn
}
, qbb(n) = imag
{
x(kT + n) · e−j2pifn
}
,
where T is the code length
6. IE =
∑
ibb(n) · earlyCode(n), QE =
∑
qbb(n) · earlyCode(n)
7. IP =
∑
ibb(n) · promptCode(n), QP =
∑
qbb(n) · promptCode(n)
8. IL =
∑
ibb(n) · lateCode(n), QL =
∑
qbb(n) · lateCode(n)
9. e(k) = 12pi arctan
Qp
Ip
10. Φ(k) = Φ(k − 1) + τcode2τcode1 (e(k)− e(k − 1)) + e(k)
PDIcode
τcode1
11. f(k) = f0 + Φ(k)
12. if (IE)2 + (QE)2 > (IP )2 + (QP )2 or (IL)2 + (QL)2 > (IP )2 + (QP )2 then
13. if (IE)2 + (QE)2 > (IL)2 + (QL)2 then
14. shift the received signal + 1 sample
15. delay = delay − 1
16. else
17. shift the received signal - 1 sample
18. delay = delay + 1
19. end if
20. end if
21. end while
Notice that we do not have care about when there is a bit change. This is because
after acquisition, the input signal is shifted, we wait till the new code begins. If we
shifted the code replica, we must take care with the bit changes.
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Chapter 4
Design of a multiple antenna TOA
estimation system
4.1 Propagation model
The signal generated for the multiantenna systems simulations is a one or two PRN
sequences signal with far and close multipath, as in the single-antenna case. As
a multiantenna system has been simulated, the signal has a different phase and
amplitude in each antenna, representing the unknown space signature of the signal.
As it has been said before, in Section 3.1, the complex amplitude of each replica
has been modeled as a random Gaussian variable with zero mean and uniform
distributed in [0 2pi] phase.
4.2 Receiver
4.2.1 Acquisition
Having a multiple antenna receiver allow us to use some array techniques to mitigate
the interferences and multipath. Here we used the techniques explained in Section
2.2.2.
Correlations averaging & MMSE beamforming
To use a MMSE beamforming a reference is needed. In acquisition, however, there
is no knowledge about the code phase and the frequency shift, hence it is needed
to test it for every possible code phase and Doppler shift. Obviously, this is high
computing cost, but it is the optimal way.
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Algorithm 4.1 MMSE beamforming acquisition
Require: Number of frequency bins Nf , distance between frequency bins B, number
of samples per code Ns and two consecutive 1ms length signal frames x1(n) and
x2(n).
1. for i = 0 to Nf − 1 do
2. r(−1) = −∞
3. f = f0 + (i− Nf−12 )B
4. xbb1(n) = x1(n) · e−j2pifn, xbb2(n) = x2(n) · e−j2pifn
5. for k = 0 to Ns − 1do
6. d(n) = ci(n+ k) where ci(n) is the C/A code of the ith satellite
7. w1 = R−1xbb1 · Xbb1 · d
∗, w2 = R−1xbb2 · Xbb2 · d
∗ where
X =
[
x(n) · · · x(n−Ns + 1)
]
, Rx = XXH and d =[
d(n) · · · d(n−Ns + 1)
]T
8. y1(n) = wH1 ·Xbb1 , y2(n) = wH2 ·Xbb2(n)
9. r1(k) = |∑n y1(n)d∗(n)|2, r2(k) = |∑n y2(n)d∗(n)|2
10. if max {r1(k)} > max {r(k − 1)} or max {r2(k)} > max {r(k − 1)} then
11. codePhasei = k
12. if max {r1(k)} > max {r2(k)}then
13. r(k) = r1(k)
14. else
15. r(k) = r2(k)
16. end if
17. end if
18. end for
19. results(i) = r(k)
20. end for
21. [mi fi] = max(results)
22. Estimate SNR according to equation 2.18
23. if SNR > Threshold =⇒acquire
Notice that here we do not use the FT because to do the beam we select possible
code shift, hence it is not necessary to look for it then.
Nevertheless there are other suboptimal methods with a lower computing cost.
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One of these consists on doing, first, a rough estimation of the code phase and
frequency offset and meeting the correlations of the signal of each antenna using
the method of the FT and IFT explained in Section 2.2.2. Once the correlation
sequences are obtained, to improve their quality, an average can be done due to it
is supposed all replicas of the signal will arrive with the same code phase in each
antenna. Therefore the peaks, in the cross-correlation, belonging a signal replica
contribution would be increased and the peaks belonging noise contribution would
be decreased. Then the code phase of the main peak can be chosen and set as a
reference data for the Wiener beamforming. This will remove, from the input signal,
as many replicas and/or interferences as number of antennas minus one, or as many
replicas and/or interferers as degrees of freedom has the system.
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Algorithm 4.2 Suboptimal MMSE beamforming acquisition
Require: number of frequency bins Nf , distance between frequency bins B, Di(k) =
FT {di(n)} where di(n) is the PRN sequence of the ith satellite and two consec-
utive 1ms length signal frames x1(n) and x2(n).
1. for i = 0 to Nf − 1 do
2. f = f0 + (i− Nf−12 )B
3. xbb1(n) = x1(n) · e−j2pifn, xbb2(n) = x2(n) · e−j2pifn
4. Xbb1(k) = FT {xbb1(n)}, Xbb2(k) = FT {xbb2(n)}
5. R1(k) = Xbb1(k) ·D∗i (k), R2(k) = Xbb2(k) ·D∗i (k)
6. r1(m) = IFT {R1(k)}, r2(m) = IFT {R2(k)}
7. r1(m) = r1(m) · rH1 (m), r2(m) = r2(m) · rH2 (m)
8. if max {r1(m)} > max {r2(m)} then
9. r(m) = r1(m)
10. else
11. r(m) = r2(m)
12. end if
13. results(i, m) = r(m)
14. end for
15. [mi fi codePhasei] = max(results)
16. c(n) = di(n+ codePhase)
17. xbb(n) = xg(n) ·e−j2pinfi with g = 1, 2 depending on which is the best frame
18. w = R−1x · Xbb · c∗, where Xbb =
[
xbb(n) · · · xbb(n−Ns + 1)
]
, Rx =
XbbXHbb and c =
[
c(n) · · · c(n−Ns + 1)
]T
19. y(n) = wH · xbb(n)
20. Y (k) = FT {y(n)}
21. R(k) = Y (k) ·D∗(k)
22. results(m) = IFT {R(k)}
23. [m fi codePhase] = max(results)
24. Estimate SNR according equation 2.15
25. if SNR > Threshold =⇒acquire
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ML synchronization
The ML synchronization method consists in doing a search of the Doppler shift and
code delay that maximize the likelihood of the received signal. As we are computing
the acquisition of one PRN sequence the signal model for this method is
X = H · di + N (4.1)
where di =
[
di(n) · · · di(n−K)
]
and N lump together the other PRN se-
quences and the multipath. Therefore, the ML method looks for the most likelihood
code delay and Doppler shift of the ith PRN sequence. See Subsection 2.2.1 and
Subsubsection 2.2.2 or [6].
4.2.2 Tracking
For tracking, the same principles are used but the implementation has such less com-
puting cost, compared to acquisition, due to the approximated delay and frequency
shift are known.
MMSE tracking
The chosen algorithm for tracking using the MMSE method is basically the same
as the used for single-antenna tracking, with the difference that it uses the code
delay and the Doppler shift estimated in acquisition to mixture the data from the
antennas into one, making the so called beamforming. It really does three different
beams, one for every code replica (early, prompt and late) to compare them after.
If only one beam was made and then the resulting signal compared with the three
code replicas, the prompt replica would have an advantage, due to the beam was
made to emphasize more it respect the other two.
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Algorithm 4.3 ML acquisition
Require: two consecutive 1ms signal matrices X1 and X2, number samples Per Code
Ns , the number of frequency bins Nf and the bandwidth between frequency bins
B.
1. RXX1 = 1KX1XH1 , RXX2 =
1
KX2XH2
2. E = −∞
3. for i = 0 to Nf − 1
4. f = f0 + (i− Nf−12 )B
5. for k = 0 to Ns − 1
6. d(n) = ci(n+ k) · e2pifn
7. Rdd = 1KdH · d, RdX1 = 1KdH ·X1, RdX2 = 1KdHX2
8. W1 = RXX1 −RdX1HRdd−1RdX1 , W2 = RXX2 −RdX2HRdd−1RdX2
9. E1 = log (det (W1)), E2 = log (det (W2))
10. if E1 < E2 then
11. if E1 < E then
12. E = E1, codePhase = k, DopplerShift = f
13. end if
14. else
15. if E2 < E then
16. E = E2, codePhase = k, DopplerShift = f
17. end if
18. end if
19. end for
20. end for
21. estimate SNR using codePhase and DopplerShift
22. if SNR > Threshold =⇒acquire
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Algorithm 4.4 MMSE tracking
Require: initial code phase codePhase(0) and frequency shift f(0) from acquisition.
1. while (true) do
2. x(n) = read {signal}
3. xbb(n) = x(n)ej2pif(k)n
4. dearly(n) = ci(n+ codePhase(k) + ∆t)
5. dprompt(n) = ci(n+ codePhase(k))
6. dlate(n) = ci(n+ codePhase(k)−∆t) where ci(n) is the C/A code of the ith
satellite and ∆t is the time shift between replicas
7. wearly = R−1mathbfxxbb ·Xbb · d∗early, dearly = [dearly(0)...dearly(N − 1)]
8. wprompt = R−1xxbb ·Xbb · d∗prompt, dprompt = [dprompt(0)...dprompt(N − 1)]
9. wlate = R−1mathbfxxbb ·Xbb · d∗late, dlate = [dlate(0)...dlate(N − 1)]
10. y = wH ·Xbb
11. make 12 chip early,
1
2 chip late and prompt codes using codePhase(k)
12. k = k + 1
13. iearly(n) = real {yearly(n)}, qearly(n) = imag {yearly(n)}
14. iprompt(n) = real {yprompt(n)}, qprompt(n) = imag {yprompt(n)}
15. ilate(n) = real {ylate(n)}, qlate(n) = imag {ylate(n)}
16. IE =
∑
iearly(n) · earlyCode, QE =
∑
qearly(n) · earlyCode
17. IP =
∑
iprompt(n) · promptCode, QP = ∑ qprompt(n) · promptCode
18. IL =
∑
ilate(n) · lateCode, QL =
∑
qlate(n) · lateCode
19. ephase(k) = 12pi arctan
Qp
Ip
20. Φ(k) = Φ(k − 1) + τcode2τcode1 (ephase(k)− e(k − 1)) + ephase(k)
PDIcode
τcode1
21. f(k) = f0 + Φ(k)
22. if (IE)2 + (QE)2 > (IP )2 + (QP )2 or (IL)2 + (QL)2 > (IP )2 + (QP )2 then
23. if (IE)2 + (QE)2 > (IL)2 + (QL)2 then
24. shift the received signal + 1 sample
25. delay = delay − 1
26. else
27. shift the received signal - 1 sample
28. delay = delay + 1
29. end if ; end if ; end while
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ML tracking
As the MLE consists on testing all passible values and choose the most probable
value. An interval of valid code delay and frequency variation must be set a priori.
By way of the maximum delay variation accepted is one chip length. We set to 100Hz
the maximum frequency variation as it is the maximum frequency error accepted in
acquisition.
Therefore the final algorithm is 4.5. To speed up the code, random search
algorithm has been chosen. Hence if after computing the established number of
iteration, a better code delay and frequency shift are not found, it is assumed
they do not exist. Hence, we do not force the receiver to compute all possible
combinations.
Algorithm 4.5 ML tracking
Require: frequency shift fi, code phase τi, the acquisition error Ei, the number
of iterations N per code period, and the maximum code phase and frequency
variation τmax and fmax.
1. f(0) = fi, τ(0) = τi
2. while(true)
3. X = read {signal}Oncepercodeperiod
4. RXX = 1KXX
H
5. for k = 1 to N
6. f(k) = f(k − 1) + uniform(−fmax2 , fmax2 ), τ(k) = τ(k − 1) +
uniform(− τmax2 , τmax2 )
7. d(n) = ci(n+ τ(k)) · e2pif(k)n
8. Rdd = 1KdH · d, RdX = 1KdH ·X
9. W = RXX −RdXHRdd−1RdX
10. E = log (det (W))
11. if E < Ei then
12. E = E1, codePhase(m) = τ(k), DopplerShift(m) = f(k)
13. end if
14. end for
15. m = m+ 1
16. end while
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Chapter 5
Results from simulations
Simulations were performed by generating data, following the propagation model
introduced in Sections 3.1 and 4.1, composed of three replicas of the same code
but with different delays and phases but similar power and the amplitudes of which
were complex and gaussian distributed, free of extra interferers and with added
white gaussian noise with different SNRs with the main ray. The code length was
1023 chips with a chip rate of 25MHz3 = 8.33Mchips/s. The pulse shape used in
the simulations is a rectangular pulse convoluted by the channel impulse response
of the USRP2 with XCVR2450 daughterboard (www.ettus.com) - devices used as
transmitter and receivers - and by a DC canceler filter. The sampling frequency
used is 25MHz, however, when the signal is received we interpolate it by a factor
of 4, hence the final sampling frequency is 100MHz, what implies the signal had 12
samples/chip. Figure 5.1 shows the the USRP2 IR at 25MHz. We used this pulse
shape because we used USRP2 to do some experiments, thus we decided to have
the same parameters in the simulations and in the experiments.
We estimated the USRP2’s IR sending to vague bursts of 1000 impulses and
then averaging the received responses. Also we estimated the IR at 100MHz but as
the maximum data rate of the USRP2 is 25MHz we had to send 4 bursts of 1000
impulses, but between each burst the we time shifted the receiver 14Ts, where Ts is
the sampling period. Then we mixed the samples of the 4 bursts in the following
way:
y(4n+ 1) = x4(n)
y(4n+ 2) = x3(n)
y(4n+ 3) = x2(n)
y(4n+ 4) = x1(n)
(5.1)
Hence we obtained the IR at 100MHz. This have been done because the sam-
pling frequency of the USRP2 is 100MHz but its data rate is 25MHz, thus for the
simulation we generated a signal at 100MHz and then we decimate it at 25MHz and
then we interpolate it to have a 100MHz data rate.
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Figure 5.1: Pulse shape and its Power Spectral Density respectively
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The results of the simulations were averaged from 20 independent simulations
runs. The acquisition criterion was an SNR based criterion as Chapters 3 and 4
present, estimated following the equations of Subsection 2.1.2.
As show Figure 5.2 the multi-antenna methods have a much better performance
than the single-antenna method used as a reference. It seems also that ML - algo-
rithm 4.3 -, MMSE - algorithm 4.1 - and Pseudo-MMSE or Suboptimal MMSE -
algorithm 4.2 - acquisition present a similar acquisition probability when 10 anten-
nas are used or when 4 or 7 antennas are used but the SNR is higher than −20dB,
although the ML acquisition present a better acquisition probability for the lower
SNRs specially when a few antennas are used. This fits with the array process-
ing estimation theory that says us the optimum method is Maximum Likelihood
[12]. However this method requires to do a lot of comparison, what makes it very
expensive in computing terms. Hence the more balanced method seems to be the
Pseudo-MMSE due its good acquisition probability and its cost.
The better performance of ML versus the MMSE methods is explained by the
manipulation of the input signal to make it match with the reference data. This
action is done for all possible reference data, all possible sequences with all possible
code shifts and with all possible frequency shifts, when just a few of all of these
combinations are the correct ones. If further the signal is very degraded, the es-
timated SNR all ’wrong combinations’ will be increased as much as the estimated
SNR of the correct ones, and the receiver will not be able to select the correct
combinations. This is caused because the receiver tries to select just the part of
the signal correlated with the reference data, but for very low SNRs the ’part of
the signal’ correlated with a wrong reference is as great as the ’part of the signal’
correlated with the correct reference. However, ML method do not manipulates
the input signal which does not increase the estimated SNR, hence the acquisition
threshold can be lower and the acquisition probability higher.
If we focus on the probability vs. the number of antennas we can see as more
antennas we use, as more probable to correctly acquire the ’satellite’. An example
of that fact is that is impossible to acquire a ’satellite’ without the use of a multi-
antenna method for an SNR lower than −15dB, hence the acquisition is impossible
for such SNRs without the use of more than one antenna. Another example is the
acquisition is impossible for an SNR lower than −20dB without the use of more
than 4 antennas - except for MLE -. However, it is difficult for us to imagine a GPS
receiver with 10, 15 or 20 antennas for indoor applications antennas.
The results for tracking are the same, due to the same methods are used with the
difference that in acquisition more tests are needed than in tracking. However, the
tracking test have been done using a signal that simulates the receiver is static. It is
possible to lose the signal when we are in tracking but it happens when the quality
of the signal is as bad as a signal that can not be acquired, because of this the
results are the same. Also, we remind that for tracking we used only three different
methods, MLE, MMSE beamforming and the single-antenna method. Note that the
pseudo-MMSE beamforming is not used because, once the delay and the frequency
are known it is not needed to average the cross-correlations to select the delay
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Figure 5.2: TOA correct estimation probability
Antennas/Method Single antenna Pseudo-MMSE MMSE MLE
1 0.2 - - -
4 - 0.52 900.20 11654.76
7 - 0.99 3100.32 23356.63
10 - 1.31 4472.67 26136.10
Table 5.1: Elapsed time - in seconds - to acquire one PRN sequence using an Intel
i3 microprocessor in our Matlab implementation. These meas are guidance, just to
give a qualitative information about how costing are the algorithms.
and frequency shift that better fit to then make the beam, hence in tracking we
use MMSE method when in acquisition is used pseudo-MMSE or MMSE, because
pseudo-MMSE method is just a faster MMSE. Although it is possible to use any
algorithm for acquisition and any for tracking, for example we can use ML for
acquisition and do the tracking with a single-antenna method. It makes no sense
because if we have more antennas we should use them, but it is possible to combine
the methods in this way.
A tracking test with movement is done using real data from an experiment with
one transmitter and a 4-antenna receiver done inside a building. Its results are
described in the next chapter.
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Chapter 6
Results from a real scenario
In order to give more reliability to the simulated results, we made a real test in the
fourth floor of the Q building in the KTH campus in Stockholm. In appendix B
some images of the scenario are showed. A USRP2 with XCVR2450 daughterboard
(www.ettus.com) was used as transmitter as well as receiver. The transmitter and
receiver were located in the same hall. This makes the scenario somewhat different
than the satellite scenarios treated earlier in this thesis. However, we believe that
a satellite signal which is received through a window could propagate in a similar
fashion once it has entered the building.
The quality - signal to thermal noise ratio - of the received signal was good,
therefore all methods, even the single-antenna methods, acquired the signal without
problems. However, it is interesting to see the evolution of the tracking and the
position estimation in order to assess the impact of the propagation. Later in this
chapter we will also add an interfering signal to see if our proposed algorithms are
able to cope with it in the resulting "semi-measured" case. Figure 6.1 shows the
estimation of the distance between the receiver and the transmitter.
Figure 6.1: Estimated distance between transmitter and receiver using a 6 samples
gap - half chip -
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In the experiment we placed the receiver next to the transmitter, then we moved
the receiver 8-9 meters. The transmitter and receiver was driven by a common clock.
It should therefore be possible (in theory) to see a gradual increase in the pseudo
range between the transmitter and receiver during the measurement duration. The
distance curve estimated with the MMSE method can be set as a reference due its
stability, but it is not exactly the distance, because we moved the receiver a mini-
mum of seven meters from the transmitter. The granularity in our estimates is 3me-
ters since we interpolate our signal to a frequency of 100Msamples/sec. However,
our accuracy could be less than that considering the lower measurement bandwith
of 5 MHz approx, see Figure 5.1. So, it can not be, obviously, the true evolution of
the distance, because, we did not do jumps of 3 meters and probably the estimated
increase of the distance has a delay due the gap between the three code replicas is
6 samples, see algorithm 4.4. It must be pointed that for this experiments some
parameters are different from the GPS system. They have been changed to fit the
system to our scenario. Hence the code frequency we employed is 25MHz3 = 8.33MHz
- while the GPS code frequency is 1.023MHz - which gives us a chip length of
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25·106 = 0.12µs instead of 1µs.
As the Figure 6.1 shows, MLE seems to be more unstable than MMSE and
single-antenna tracking, however, we should remind that MMSE and single-antenna
tracking just compute three different replicas of the code, with a time gap of 6
samples between them, while MLE computes almost 24 different time gaps. It
looks for the best time shift in ±1chip. Hence it is a more aggressive algorithm and
have more jumps in the distance estimation. Despite of that, we can appreciate a
mild rise of the estimated distance. To better appreciate it we low-pass filtered the
estimated distance and the result is showed in Figure 6.2.
To try to balance the aggressiveness of every method, we reduced the gap be-
tween the three replicas used in MMSE and single-antenna tracking to just 1 sample,
and the result is that, as it has been foreseen, both algorithms present more jumps
in the distance curve, specially the MMSE tracking. It can be seen in Figure 6.3.
It must be reminded that in the tracking algorithms we refused the use of some
smoothing techniques in order to show the performance of the proposed array tech-
niques without distortion, except in Fig 6.2 where we actually applied filtering
anyway.
Although the jumps we can say that they are well estimating the distance be-
cause it has a maximum variation of 15-21 meters or 5-7 samples, while the bound
given by the used PRN sequences is about 1 chip or 12 samples or 36 meters approx.
To show their behavior with the presence of interferences and in noisy environ-
ments, two more test have been done, one adding to the input signal a wide band
interference with a higher amplitude than the input signal, and another adding
white noise. Figures 6.4 and 6.5 shows the results. The used gap in this tests is 6
samples.
As we see the most stable algorithm is the MMSE tracking, although we must
clarify this affirmation because as we said before the ML tracking is much more
aggressive than the MMSE tracking with a 6 samples ga between the replicas.
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Figure 6.2: Estimated distance with MLE after a low-pass filtering
Figure 6.3: Estimated distance between transmitter and receiver using a 1 sample
gap
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Figure 6.4: Estimated distance between transmitter and receiver with the presence
of an interference
Figure 6.5: Estimated distance between transmitter and receiver in a noisy envi-
ronment
Also we can see that ML and MMSE tracking algorithms are more robust than
single-antenna versus the presence of interference. However, it seems the best al-
gorithm versus the presence of white noise is the MMSE tracking, due we can
appreciate big jumps in the ML curve. But the acquisition results told us the best
algorithm was the MLE, thus we attribute these jumps to the intrinsic aggressive-
ness of the employed ML tracking algorithm. One point for ML is that despite of
these jumps, the algorithm is able to correct them, hence it is stable. But the most
computing costing algorithm is ML due to the high number of comparisons it has
to do. On the other hand, the single-antenna system is the less costing algorithm,
however it is very weak in front of the presence of interferers, multipath and noise,
thus the quality of the received signal must be very good to do the tracking com-
pared with the multi-antenna algorithms. So it seems the more balanced algorithm,
for tracking, is MMSE.
Focusing in the MMSE based beamfoming, some plots have been done in order
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Figure 6.6: On the left, the time domain signal. On the right, the frequency domain
signal
to show it’s interference suppression. Figure 6.6 shows the received signal called
’desired’, the interference and the sum of both with their respective spectrums.
After applying the beam the resulting signal is showed in Figure 6.7. It has
been assumed the interference and the desired signal do not come from the same
direction, having different relative phases in each antenna.
Figures 6.8 and 6.9 show MMSE beamforming in action against white gaussian
noise. The first one shows the desired and the noise with their respective FTs, and
the second one, shows the final signal after applying the beam.
Comparing the two final signal, it can be seen that MMSE works better against
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Figure 6.7: Resulting signal after the MMSE based beamforming
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Figure 6.8: On the top, the time domain signal. On the bottom, the frequency
domain signal
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Figure 6.9: Resulting signal after the MMSE based beamforming
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interference than against noise. This is also showed in Subsection 2.2.2.
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Chapter 7
Conclusions
This Master’s thesis has given us some arguments to think the best way to fight
against detrimental effect of multipath on GNSS systems is the spatial diversity,
provide the receivers with more antennas.
There are different techniques to use this diversity, but it seems the best tech-
nique, as the theory says or as the acquisition results showed in 5 demonstrate, is
the Maximum Likelihood. Although the implementation of this technique requires
a hardware with a really high computing speed, and makes the implementation of
this method, for the acquisition function, nearly impossible. This is the reason of
some sub-optimal methods like the here presented Suboptimal MMSE beamform-
ing, that presents a good performance and it is less computationally complex than
ML. In fact, it is approximately as fast as the single-antenna algorithm, being the
more balanced - cost vs performance - method, but requires more receiver antennas
and associated chains.
On the other hand, the tracking function of MLE require less comparisons and
it is more possible to implement an MLE algorithm to do this task, although it still
requires a lot of comparisons, being the MMSE beamforming a good choice for this
task due to its good performance and speed. However, the tracking results obtained
in the experiment explained in Chapter 6 say us that may be the best performance
is MMSE beamforming one, although to be able to conclude it more experiments
should be done, with an exact knowledge of the evolution of the distance. Despite
of that, it is no need to do it, because if the receiver is able to acquire a satellite,
doing a good estimation of its frequency and delay, it would be able to track it along
the time estimating the distance between it and the satellite with a bounded error,
which we have seen in the tracking results.
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Chapter 8
Future work
For future work it can be proposed the simulation of some single-antenna methods
like MEDLL [19] or the method usually use the devices for indoor applications,
accumulate several milliseconds of signal to achieve enough signal processing gain
and estimate the TOA with the help of extra positioning information provided from
the communications networks, [16]. Then the multiantenna methods proposed here
and these methods can be compared. Hence a final conclusion of the advantages or
disadvantages of using more than one antenna for TOA estimation can be done.
Also, some of this methods can be implemented in an embedded system to work
in real time. Therefore, some experiments in real scenarios can be made in order to
see if the position estimation error if lower using the array processing techniques.
Another objective of these experiments would be the demonstration of the real
availability, or not, of these methods.
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Appendix A - SN0 estimation
Cross-correlation expectation using FT
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considering equation 6, equation 5 can be written as
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where di(n) is the pseudo-random code of the ith satellite, xbb(n) is the baseband
input signal and Bn is the noise equivalent bandwith.
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Cross-correlation expectation
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Appendix B - Real scenario
These images show the scenario where the experiment explained in Chapter 6 and
helps the reader make himself an idea of the situation.
The experiment consisted on recording the data from the receiver’s four antennas
when it was next to the transmitter during 60 seconds, then we moved away the
receiver from the transmitter during 180s approx. keeping recording the data. The
distance between them at the end was about 8− 9 meters. Then we recorded more
data with the receiver at 8 − 9m but with two men walking between the receiver
and the receiver. The collected data have been used to do some tests of the tracking
algorithms presented in chapters 3 and 4. The results of these tests are presented
in Chapter 6.
Figure .1: Transmitter
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Figure .2: Receiver
Figure .3: Transmitter viewed from receiver position and receiver viewed from the
transmitter position respectively when the separation between them was the maxi-
mum
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