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1. Introduction 
This paper is concerned with integral operators defined on X= C[a, b], with kernels which are not 
differentiable along the line s = t and possibly are not continuous along that line. In this case, discretization 
defined by the Nystrrm method behaves poorly because numerical quadrature rules usually require the 
integrand to have several derivatives in the interval of integration. To overcome this difficulty we offer a 
variant of Simpson's rule in Section 2. In Section 3, we present another solution using Gaussian 
quadrature; and finally, in Section 4, we offer some numerical examples. 
In order to state the problem, consider the integral operator G : X ~ X defined by 
# Gx(s)= g(s,t)x(t)dt, x~X,s~[a,b] (1) 
where g : [a, b] x [a, b] ~ R is a function such that 
(a) g(s, t) is (at least) twice continuously differentiable on [a, b] x [a, b] for s 4: t, 
(b) g, Og/Ot, Og/Os are uniformly bounded for s ~ t. 
2. A variant of Simpson's rule 
For f~ X and a ~< a </3 ~< b, define A~f(s) to be the quadratic polynomial interpolating to f (s )  at the 
node points a, y = ½(a +/3) and/3. Calling h = ½(fl - a), 
A~f(s)= (s-yl(s-/3l f(a) (s-a)(s-/3).f(y)+ (s-a l (s -y)  f(/3). 
2h 2 h e 2h  2 
Let f be piecewise continuous and bounded on [a, b] and let a,/3 ~ [a, b]. Assume f[~.#) is continuous 
and that the limits f(a + 0) and f(/3 - 0) exist. Define ~f(s)ds to be the simple Simpson's rule applied to 
f(s) on [a, /3] ,  
$2~f(s)ds = ~h { f (a  + 0) + 4 f (y )  +f(/3- 0)).  
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Now we will define a family of numerical integral operators approximating the operator in (1). Let n = 2m, 
h = (b -  a)/n and t i = a + ih, i = 0, 1, 2 . . . . .  n. For t2k ~< s ~< t2k+2 define G,x(s) by 
m--1 
G,x( s ) = E 12~+2g( s, t )x( t )dt + { I2s,2~ +121Y*~ ) g( s' t )A'{~ +2x( t)dt" (2) 
j=0 
j~k  
Note that for any s, x is evaluated only at the node points; also note that Gnx ~ X. 
When solving the integral equation 
Xx(s ) -Gx(s )=f (s ) ,  a~<s~<b, 
using the modified NystrOm method (2), one has to solve the linear system, 
Xx.( t i ) -G~x.(t i )=f( t i ) ,  i=O, 1 ..... n 
where the unknowns are x.(t~), i = 0, 1 . . . . .  n; and the equations are defined by the following relations. 
For i even, we get the ordinary Simpson's rule. 
G~x.(ti)=~h ~ wjg(ti, tj)x~(tj), 
j=0 
4, j odd, 
~.= 2, j even,j e O, n, 
1, j=Oor j=n.  
For i odd (i 4= 1, n -  1), there is a difference only in the coefficients of x.(t ,_~),  x~(t~) and x.(t~+~), 
these become, 
l~h{6g(ti, t,_l)+ 3g(ti, t , -½h) -g ( t i ,  ti+½h)}, 
lh(2g(ti ,  ti)+ 3g(ti, t i - th )+ 3g(ti, t i+ ½h)}, (3) 
and 
lh (6g(t i ,  ti+l)+ 3g(ti, t ,+½h)-g(t i ,  t i - lh )}  
respectively. 
For i = 1, the coefficient of X(to) is as in (3) except for replacing 6 by 2. A similar change has to be done 
for i = n - 1. 
l_~mma 1. For a fixed x ~ X, { G, x[ n even } is a uniformly bounded set in X. Also, ( G, tn even } is a uniformly 
bounded family of operators on X. 
Proof. Using the previous notation and formula (2), one can bound the first part in the right-hand side of 
(2) by 
I[xltoo(b - a - 2h)  max Ig(s, t)[ 
a <~ t <~ b 
and the second part by 
A' . . . .  ~ .2h max Ig(s,t)l<~llxll~h max Ig(s,t)l. 
t2k "" o¢ a<~t<~b a~t~b 
Consequently, 
Ia.x(s)[<~ (b-a+½h)ltxlt~ max g(s, t) l  
a <~ t <~ b 
and therefore 
IIa.ll<~(b-a+½h) max Ig(s,t)l. [] 
a <~s,t <~ b 
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Lemma 2. The set { G,x I n even, Ilxllo= < 1} is equicontinuous. 
Proof. We will show that IG, x (s l )  - Gnx(s2) goes to zero as Isi -$2t  goes to zero, independently of n. 
However, we will distinguish three cases. 
Case 1. s I and s 2 are in different, noncontiguous ubintervals, and therefore h < I s1 -  s2t. Say s~ 
[ t2 i , ,  t2i ,+2] , S 2 E [ t2 i  P t2i2+2]; then 
IGx(s , ) -a ,x (s2) l< l  ~ ga~:+=lg(s,, t ) -g (s2 ,  t ) l . l x ( t ) ld t  
i-~i~,i 2 
+[([2s~,, + ~ts~'s't*2 )g(  Sl' t ) Att22:: ÷2x( t )dt - [2t2'2,, . . . .  g( s2, t )x (  t )dt  I 
+ 1(/2]~,= + I2's=2,2+:)g(s2, t )A '{ ;2 f=x(t )dt -  O:~:~+2g(sl, t )x ( t )d t  I 
~< (b - a)llxll~ max Ig(s~, t) -g (sz ,  t)l + 9hllxll~llgll~. 
a<~t<<.b 
Since h < Is1 - s2l, we get the desired result. 
Case 2. Let sl, s 2 ~ [t2k, t2k+2];  then 
[G.X(Sl) - G.x(s2) l  <~ (b - a)llxll ~ 
where 
where 
max Ig(s,,  t ) -g (s2 ,  t ) l+  IA(sl ,  s2)l 
a<~t~b 
A(s , ,  s2) = (~2s~. + $2'2*+2]g(s 1 , t )A '{~2x( t )dt - ( I2~,~ + I2 t~ ... .  l]"ts6~ 2, t )At~[2x( t )  dt. 
= F , (s , )  - F, (s2) + F2(s,) - F2 (s2) 
[a' . . . .  s t)AtT~,+2x(t)dt. F l (s  ) = [2~2,g(s, t)A', ,2, . . . .  x(t)dt,, F2(s) = s g( , 
Both F 1 and F 2 are twice continuously differentiable functions, so that 
I~(s , ) -F , ( s2) l~GIs~-s2111x l l~ ,  i=1 ,2 .  
Therefore 
IG, x (sa) -Gnx(s2) l<~ (b -a ) l [x l l~{  max Ig(sl, t ) -g (s  2, t ) l+  CllS~ -s21 }. 
a <~ t <~ b 
Case 3. Let t2k_ 2 ~< s1 ~< t2k ~< s 2 < t2k+2. Then IG~X(Sl) - G~x(s2)] <~ IG~x(sl) - G~x(t2k)l + IG, x(t2k) 
--G,x(s2)l, thus reducing to the previous case. Thus, considering all cases, IGnx(s l ) -G~x(s2)  I --+ 0 as 
Is1 - s21 ~ 0 independently of s 1, s 2, n and x for Ilxll~ ~< 1. [] 
Lemma 3. For s ~ [a, b], x ~ X, G~x(s) --+ Gx(s)  as n --+ o0, uniformly in s. 
Proo|. 
m-- I  
E I2t2'+2a(s t )x ( t )d t  L b -+ g(s,  t )x ( t )d t  t2i OK ' 
i=0 
Sqti( t2i,12,+ 2 ) 
as n --+ ~ since g(s, t) is continuous for s 4= t and /2i+2 -- t2 i  = 2h -+ 0 and since the composite Simpson's 
rule is convergent for continuous functions. For a similar reason, the other part of G,x(s )  goes to zero as 
n --+ oe. The convergence is uniform in view of Theorem 7.23 in [3]. [] 
Corollary 4. G~ x ~ Gx as n ~ ~ for x ~ X. 
Corollary 5. The family { G, ln even} is a collectively compact and pointwise convergent family of linear 
operators on X. 
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From the previous results, all properties of collectively compact and pointwise convergent sequences of 
operators are valid; in particular, we have the next result which gives an error estimate. 
Lemma 6. Assume (~-G)  -1 exists. I f  x n is the solution of Xx n -  G,x n =y  and x is the solution of 
Xx - Gx = y, then there is a constant M and an integer n o such that 
IIx - x ,  II < g l lGx  - G, xlh n >~ n 0. 
Proof. See [2, page 97]. [] 
Lemma 7. Let g( s, t) be four times continuously differentiable, for s 4= t, and let x ( t )  be four times continuously 
differentiable. Then there is a continuous function c( s ) such that for all large and even n, 
Ox(s) - Oox(s) = h4c(s) + o(h4). 
Proof. Let s E [t2k , t2k+2 ]. Then 
m--I } 
ox(s)-a.x(s)= E g(s,t) (t)dt 
j=O \ tzj 
jq=k 
+ filk+2g(S, t)x(t)dt-{,Qst2~ + ~t .... }g(s,t)At[:+2x(t)dt 
h 5 ~1 ~4 
90 3t --q'g(s' ) 
j~k  
where 
E.(s)  = E."'(s) + Eye(s) ,  
_ fs  t~at2,+~x(t)dt ' E~l ) ( s ) -  g(s,  t )x ( t )d t -  ~2;2,g(s, , t~, 
t2k 
E~Z)( s ) = f[k+ Zg( s, t )x (  t )dt - [2's2k+2g( s, t )AtT~,÷2x( t )dt. 
We claim that while E, (s )  = O(hS), the other term is h4c(s) + o(h4). In fact, the sum 
h'm~ 1 34 ----7 ( r l j )x ( r l j ) )  =~-~h4 m£ 1 34 
90 j=o w'g(s '  j=o 3t---q-g(s' ( 
~))x(~) ) ) (2h)  
j~k  jq:k 
can be seen as Riemann sum for 
h 4 fb 3 4 ( (  t )x ( t ) )d t  
18o so 3t 
except for the missing term for the intervals [t2k, S] and [s, tzk+2] which are O(hS). Thus 
h 5 ~1 34 h4 33 t=b 
90 j= l  ~t4(g(S'llJ)X(rlJ))-- 180 3t 3(g(s't)x(t))le=~+O(h4):=c(slh4+O(h4)" 
j~k 
On the other hand, 
E~')(s ) = f lk{ g(s, t )x ( t  ) - A~kg(s, t )x( t ) }dt + ~:~,g(s, t ) [x ( t  ) - At]:+~x(t )]dt 
( s - -  t2k) 5 34 
= -- -9"0 3t4[gts ,  t ~ t ~1 
Xx[t2k , t2k+, , t2k+2 , t ] ( t -  t zk ) ( t -  t zk+, ) ( t -  tzk+2)dt- 
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The first term obviously is O(hS); and when the second term is combined with the corresponding term of 
E~2)(s), it yields another O(h 5) term. [] 
Corollary 8. Assume the hypothesis of Lemma 7, and assume that ()~ - G) i exists. Let )~x - Gx =y and 
)~ y, - Gnx ~ = y. Then there is a function 7( s ) such that 
X(S) - -Xn(S )=h4Y(s )+O(h4) .  
Proof. 
x - x°  = (x  - Gn)-'(Gx - G.x) 
=(X-G)  ' (Gx-G,,x) .  [] 
Remark. (1) The variant of the Nystr6m method for Simpson's rule discussed in this section can be easily 
generalized for any interpolatory quadrature. 
(2) If g(s, t) is weakly singular, this method can be used in conjunction with singularity substraction 
techniques. See [1]. 
(3) For non linear equations of the form 
X(S)=fabg(s  , t ) f ( s ,  t, x ( t ) )d t ,  a<~s<~b, 
where f is smooth and g is as in Section 1, one can treat f as x in the variation of Nystr6m method and then 
use Newton's method to solve the resulting non linear system. 
3. A variant with Gaussian quadrature 
Let Inx be the interpolation of x at the nodes (t~, t 2 . . . . .  t n } which are the zeroes of the Chebyshev 
polynomial of degree n over [a, b], I~: X -~ X,, = I~X, I n is a projection and the theory of projection 
method applies. 
Solving (~ - I~G)x.  = Iny is equivalent to solving the system 
)~Yc i -  ~.,;cj g( t , ,  t )epj ( t )dt  =f , ,  i=  1, 2 . . . . .  n (4) 
J 
where ~, = x, ( t i ) ,  f ,  = y(t , ) ,  and { ~,li = 1, 2 . . . . .  n } are the Lagrange bases functions for ( tl, t 2 . . . . .  t, }. By 
letting A N = (ai j),  a~s = f fg(t , ,  t )%( t )d t ,  that system became (2~- A,)2 =p. 
If we replace the integral in (4) by a numerical integration, the matrix A, becomes B, = (b,s) where bi/ is 
the numerical integration corresponding to a~j. The new system will be solvable if IIA, - n, II is sufficiently 
small; this can be done with an adequate numerical quadrature. 
If a ~< ct </3 ~< b, m ~ N define ~2~maf(t)dt to be the Gaussian quadrature with m nodes over [a,/3]; then 
define 
Gnx( ti ) = {$2anl},") + I2~,~(b"' } g( t,, t ) Inx( t )dt. 
n l ( t ) ,  n2( t  ) will be defined so as to make the integration error over [a, t~] and It,, b] comparable. We 
note that this is equivalent to defining the integrals for B. by 
bij = ~[f2"'~")--"", + ~2"~',))g(ti,,,.b t )epj( t )dt .  
If t, < s < tz+ 1, define Qx(s )  by 
G~x( s ) - ti+ l - s [ g2.,~,,, + i2n:,,,) ~ ,,t s t ) l~x(  t )dt  fl,-+i ; , , - °  . . . . . .  
S-- t i 
+ t,+- l - - t i{ 0"''''+',+--~,, g2"2'"+O~"t~,.h j 6,o.  t ) I . x ( t )d t .  
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Assuming sufficient differentiability of the integrand, it will be seen later that a suitable definition for n l(s) 
and nz(S ) is 
s -a  ~P {b-a  ~" nl(s) = the least integerp such that - -~p e) ~< ~ e )  , 
(b-Se]P (b -a  ~ 
nz(s )= the least integer p such that \ 8p J ~< ~e)  . (5) 
For the error aij - b u put g(t i, t)epj(t) =f,j(t),  then 
fa a,i b, j= f,j(t)dt-~2~'(t')+I2 n (t~) -- ~ a,t, ti,h }fi,(t) dt" 
Whence, 
a u -bu= { Lt'f,j ( t )d t -  ~2~ll,t'~f,j (t)dr )+ {fbfij(t )d r -  I2~t,)f,j(t )dr }. 
Assuming that g(s, t) is r times continuously differentiable for s ~ t, f,j will be r times continuously 
differentiable for i,j = 1 ..... n and if r is sufficiently large, (p = nl(t), q = n2(t)) 
2q+l  4 
( t , -  a)2p( p!)i31lf/fp,(t ) II + (b----ti)(q-!LHf(2q)(t)ll. 
[a'J-  b';[~< (2p + 1)((2p)! (2q + 1)((2q)!) 3 
Using Stirling's formula and putting B = max{ IIL~2P~II, IL!Tq~ll} it can be seen that 
{ e2P(ti--a) 2p+I  e2q(b-li) } 
]atj-bij[<~ B 26~1-~-2(~p T 1) + 26qq2q-~lV2(~-2-q+ 1) 
if (b - a)/V/p(2p + 1)~< 1 and (b - a)/v/q(2q + 1)~< 1, using (5) one gets 
laij - bij I <~ B( 
b a 
-w-e) \ 
4. Numerical examples 
The B.V.P. 
u"(s) + q(s)u(s) : f ( s ) ,  
can be written as 
where 
u(s) + fl_lg(s, t)q(t)u(t)dt= fl lg(s, t)f(t)dt 
g(s, t) = / + a ) ( t -  1), s t, 
½(s-1) ( t+ l ) ,  s>1t. 
In our numerical examples, 
q(t)= 2 -a t  2, f ( t )=4t2-  2 
are chosen so that the solution will be 
u(s) = e I -s2- 1. 
The right-hand side of (6) becomes 
£ g(s, t)(at 2 -- 2)dt = 1s4  - S 2 + 2 .  
1 
(6) 
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Table I Table 2 Table 3 
Number Maximum Ratio Number Maximum Ratio Number Maximum Ratio 
of nodes error at of nodes error at of nodes error at 
the nodes the nodes the nodes 
3 0.12 2 0.32 3 1.4E-3 
0.54 4.3 3.99 
5 0.22 4 7.4E-2 5 3.6E-4 
23.1 5323 11.6 
9 9.4E-3 8 1.4E-5 9 3.1E-5 
17.0 147840 15.1 
17 5.5E-4 16 9.4E-11 17 2.1E-6 
16.2 15.7 
33 3.4E-5 33 1.3E-7 
16.3 
65 2.1E-6 
Table 1 illustrates the modified Nystr~3m method based on Simpson's rule for equation (6). Table 2 
illustrates the method of Section 3. Table 3 illustrates the application of the method of Section 2 to a 
non-linear B.V.P. The problem is 
1 3 u"(s)= u(0)-- u(1)= 0. 
Newton's method, with 3 iterations for each system of equations, was used. 
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