In studying the asymptotic and finite-sample properties of quasi-maximum likelihood (QML) estimators for the spatial linear regression models, much attention has been paid to the spatial lag dependence (SLD) model; little has been given to its companion, the spatial error dependence (SED) model. In particular, the effect of spatial dependence on the convergence rate of the QML estimators has not been formally studied, and methods for correcting finite-sample bias of the QML estimators have not been given. This paper fills in these gaps. Of the two, bias correction is particularly important to the applications of this model as it leads potentially to much improved inferences for the regression coefficients. Contrary to the common perceptions, both the large and small sample behaviours of the QML estimators for the SED model can be different from those for the SLD model in terms of the rate of convergence and the magnitude of bias. Monte Carlo results show that the bias can be severe and the proposed bias correction procedure is very effective.
Introduction
With the fast globalisation of economic activities and the concept of 'neighbour' ceasing to be merely the person next door, economists and econometricians alike have recognised the importance of modelling the spatial interaction of economic variables. As in time series where the concern is to alleviate the estimation problems caused by the lag in time, the analogous case in cross sectional data gives rise to a lag in space.
The conventional way to incorporate spatial autocorrelation in a regression model is to add a spatial lag of the dependent variable or a spatial lag of the error variable into the model, giving rise to a regression model with spatial lag dependence (SLD), or a regression model with spatial error dependence (SED). See, among the others, Ord (1972, 1973) , Ord (1975) , Burridge (1980) , Cliff and Ord (1981) , Anselin (1980 Anselin ( , 1988 , Anselin and Bera (1998) , Anselin (2001) . These two models have over the years become the building blocks for spatial econometric modelling, and many more general spatial econometric models have been developed based on them. See, e.g., Anselin (2003) , Das et al. (2003) , Kelejian and Prucha (1998) , and Lee and Liu (2010) for more general spatial regression models; Pinkse (1998) and Fleming (2004) for spatial discrete choices models; and Lee and Yu (2010) for a survey on spatial panel data models.
Of the methods available for spatial model estimation, the maximum likelihood (ML) or quasi-ML (QML) method remains attractive due to its efficiency. As a result of the fast increase in computing power allowing for easier manipulation of large matrices, the initial reluctance for the use of QML estimation as opposed to other easily implementable estimation methods alleviated.
1 As such there had been a growing interest in developing the theoretical aspects behind QML estimation in recent times which mainly identifies two intriguing issues related the QML estimation of spatial models: asymptotic distribution and finite-sample bias of the ML or QML estimators (MLEs or QMLEs). Of the two models, the SLD model has been extensively studied in terms of the asymptotic distributions of the MLEs or QMLEs (Lee, 2004) ; finite-sample bias corrections on MLEs or QMLEs (Bao and Ullah, 2007; Bao, 2013; Yang, 2015) . A particularly interesting phenomenon revealed by Lee (2004) for the SLD model is that the spatial dependence may slow down the rate of convergence of QMLEs of certain model parameters, including the spatial parameter. An equally interesting phenomenon revealed by subsequent studies is that spatial dependence may cause QMLEs to be biased, and more so with heavier spatial dependence (Baltagi and Yang, 2013a,b; Yang, 2015; Liu and Yang, 2015) . Surprisingly, these issues have not been addressed in terms of the SED model. In particular, the effect of the degree of spatial dependence on the convergence rate of the QMLEs has not been formally studied, and methods for correcting finite-sample bias of the QMLEs for the SED model have not been given. 2 Built upon the works of Lee (2004) and Yang (2015) , this paper fills in these gaps. Of the two, bias correction is particularly important to the applications of this model as it leads potentially to much improved inferences for the regression coefficients. Contrary to the common perceptions, both large and small sample behaviours of the QML estimators for the SED model can be different from those for the SLD model in terms of the rate of convergence and the magnitude of bias. In summary, the QMLE of the spatial parameter for the SED model always has a convergence rate slower than √ n whenever the degree of spatial dependence grows with the increase in sample size n, whereas the QMLEs of regression coefficient and error variance always have √ n-rate of convergence whether or not the degree of spatial dependence increases with n. In contrast, the QMLEs of all the parameters in the SLD model have √ n-rate of convergence when the spatially generated regressor is not asymptotically multicollinear with the original regressors (Lee, 2004, Assumption 8) , and a slower than √ n-rate of convergence occurs in some parameters for non-regular cases where the spatially generated regressor is asymptotically multicollinear with the original regressors and the degree of spatial dependence grows with the increase of n. Monte Carlo results show that the proposed bias correction procedure works very well for the SED model without compromising on the efficiency of the original QMLEs. This paper is organised as follows. Section 2 presents results for consistency and asymptotic normality of the QMLEs for the SED model. Section 3 presents methods for finite sample bias correction. Section 4 extends the study to an alternative SED model where the spatial autoregressive (SAR) error is replaced by a spatial moving average (SMA) error; an undesirable feature of this alternative model specification is revealed. Section 5 presents Monte Carlo results and Section 6 concludes the paper.
Asymptotic Properties of QMLEs for SED Model
In this section, we examine the asymptotic properties of the QMLEs of the linear regression model with spatial error dependence, giving particular attention to the effect of spatial dependence on the rate of convergence of the QMLEs. We show that the QMLEs of the regression coefficients and the error variance always have the conventional √ n-rate of convergence, whereas, the QMLE of the spatial parameter has the conventional √ n-rate of convergence if the degree of spatial dependence does not grow with the increase in sample size, otherwise it has a slower rate. With an adjustment on the normalisation factor for the score component of the spatial parameter, we establish the joint asymptotic normality for the QMLEs of the model parameters. All proofs are given in Appendix A.
The model and the QML estimation
Consider the following linear regression model with spatial error dependence (SED), where the SED is specified as a spatial autoregressive (SAR) process:
where Y n is an n × 1 vector of observations on the dependent variable corresponding to n spatial units, X n is an n × k matrix containing the values of k exogenous regressors, W n is an n × n spatial weights matrix that summarises the interactions among the spatial units, n is an n × 1 vector of independent and identically distributed (iid) disturbances with mean zero and variance σ 2 , ρ is the spatial parameter, and β denotes the k × 1 vector of regression coefficients.
Let θ = (β , σ 2 , ρ) be the vector of model parameters and θ 0 be its true value. Denote A n (ρ) = I n − ρW n and A n = A n (ρ 0 ) where I n is an n × n identity matrix. If A −1 n exists, then Model (1) can be written as,
The linear regression with spatial lag dependence (SLD) model has the form:
n n , where G n = W n A −1 n . While in both SED and SLD models, the spatial effects generate a non-spherical structure in the disturbance term, the SLD model has an extra spatially generated regressor, G n X n β 0 . This spatial regressor plays an important role in the identification and estimation of the spatial parameter in the SLD model in a maximum likelihood estimation framework (Lee, 2004) .
The first comprehensive treatment of maximum likelihood estimation for the SLD and SED models was given by Ord (1975) . More formal results can be found in Anselin (1980) . In particular, Anselin (1980) pointed out that the MLE of the SED model can be carried out as an application of the general framework of Magnus (1978) for non-spherical errors. See Anselin (1988) ; and Anselin and Bera (1998) for a detailed survey on the SLD and SED models.
While the SLD and SED models have been so fundamental and pivotal to the development of the spatial econometric models and methods, an important issue, which is perhaps unique to spatial econometrics models, the effect of the degree of spatial dependence on the asymptotic properties of the QMLEs, in particular the rate of convergence, was not addressed until Lee (2004) who clearly identified the situations where the rate of convergence can be affected when the spatial dependence increase with the number of observations. However, this issue has not been addressed in the context of SED models. Furthermore, as it will be seen from the following sections, the degree of spatial dependence also has a profound impact on the finite-sample performance of the spatial parameter estimates.
The quasi Gaussian log-likelihood function for the SED model is given by,
Maximizing n (θ) gives the MLE,θ n of θ if the errors are indeed Gaussian, otherwise the QMLE. Given ρ, the log-likelihood function n (θ) is partially maximized at,
where
The concentrated log-likelihood function for ρ upon substituting the constrained QMLEsβ n (ρ) andσ
Maximising c n (ρ) gives the unconstrained QMLEρ n of ρ, which in turn gives the unconstrained QMLEs of β and σ 2 as,β n =β n (ρ n ) andσ 2 n =σ 2 n (ρ n ).
Consistency and asymptotic normality
The asymptotic properties of the QMLEs of the SED model are built upon the following basic regularity conditions: We allow for the possibility that the degree of spatial dependence, quantified by h n , grows with the sample size n, and the possibility that the error distribution is misspecified, i.e., the true error distribution is not normal. These conditions are similar to those in Lee (2004) to ascertain the n/h n -consistency of the QMLEs of the SLD model. All conditions but that on h n are very general regularity conditions considered widely in the literature. Assumption 1 states that the spatial parameter ρ can only take values in a compact space such that the Jacobian term of the likelihood function, log |A n (ρ)|, is well defined.
3 The full rank condition of Assumption 3 is needed to guarantee that the model does not suffer from multicollinearity. Assumption 4 is based on Lee (2004) where extensive discussions can be found. Assumption 5 allows us to write the model in the reduced form (3). Uniform boundedness conditions given in Assumptions 4 and 5 are needed to limit the spatial correlation to a manageable degree. Boundedness on the regressors is not restrictive when analysing cross-sectional units, and in case of with stochastic regressors it can be replaced by certain finite moment conditions. Identification of the model parameters requires that the expected log-likelihood function,
, has identifiably unique maximisers that converge to θ 0 as n → ∞. (White, 1994, Theorem 3.4; Lee, 2004) . The expected log-likelihood function is,
which, for a given ρ, is partially maximised at,
3 For this it is necessary that |In − ρWn| = Q n i=1 (1 − ρλi) > 0, where {λi} are the eigenvalues of Wn. If the eigenvalues of Wn are all real, the parameter space P can be a closed interval contained in (λ −1 min , λ −1 max ), where λmin and λmax are, respectively, the minimum and maximum eigenvalues. If Wn is row-normalised, then λmax = 1 and −1 ≤ λmin < 0 and P can be a closed interval contained in (λ −1 min , 1), where the lower bound can be below −1 (Anselin, 1988) . In general, the eigenvalues of Wn may not be all real and in this case Kelejian and Prucha (2010) 
From Assumption 3, it is clear that β and σ 2 are identified once ρ is. The latter is guaranteed if¯ c n (ρ) has an identifiably unique maximiser in P which converges to ρ 0 as n → ∞, or lim n→∞
The global identification condition for the SED model thus simplifies to a condition on ρ alone.
This differentiates the SED model from the SLD in the asymptotic behaviours of the QMLEs. The spatially generated regressor
can help identifying ρ if it is not asymptotically multicollinear with the original regressors, giving the conventional √ n-rate of convergence ofρ n irrespective of whether h n is bounded or unbounded. When G n X n β 0 is asymptotically collinear with X n , the convergence rate ofρ n becomes n/h n . In contrast,ρ n for the SED model always has a n/h n -rate of convergence. Note that the variance of Y n of (1) Theorem 1 and Assumption 3 lead immediately to the consistency ofβ n andσ 2 n . However, Theorem 1 reveals nothing about the rate of convergence ofρ n , and hence the rates of convergence ofβ n andσ 2 n remain unknown as well. To reveal the exact convergence rates, and at the same time to derive the asymptotic distributions of the QMLEs, consider the score function,
where,
It is known that for likelihood-based inferences, the normalized score 1 √ n S n (θ 0 ) at the true parameter value would be asymptotically normal. Indeed, under Assumptions 1-5 one can easily show that this is true for β and σ 2 components of
), see Lemmas A.2 and A.3 in Appendix. This means that when h n is divergent, the likelihood function with respect to ρ is too flat so that its normalized score converges to a degenerate distribution. As a result ρ n converges to ρ 0 at a slower rate than the conventional √ n-rate. A similar phenomenon is observed by Lee (2004) for the spatial parameter as well as the regression coefficients in the SLD model, in the 'non-regular cases' where the spatially generated regressor G n X n β 0 , is asymptotically collinear with the regular regressors. This motivate us to consider the following modification.
To account for the effect of spatial dependence on the asymptotic behaviour of the QMLÊ ρ n of the spatial parameter ρ, and to jointly study the asymptotic distribution of the QMLEθ n of the model parameter vector θ, we consider the following modified score vector:
would have a proper asymptotic behaviour whether h n is divergent or bounded. Under Assumptions 1-5, the central limit theorem (CLT) for linear-quadratic forms of Kelejian and Prucha (2001) can be applied to prove the result,
where, Γ
, and
where, ι n is an n×1 vector of ones, γ = σ
It is easy to see that the information matrix Σ n = −E ∂ 2 ∂θ∂θ n (θ 0 ) , takes the form:
which leads to the modified version of the information matrix, Σ * n = K n Σ n K n . One can show that Γ * exists and its diagonal elements are non-zero and Σ * = lim n→∞ 1 n Σ * n exists and is positive definite irrespective of whether h n is bounded or unbounded. In contrast,
Hence, without the adjustment factor K n , we cannot derive the asymptotic normality results due to the singularity of the matrices required to compute the asymptotic variance-covariance matrix.
To see that Σ * is non-singular under a general h n , consider the determinant of Σ * n :
. If h n is bounded then by Assumptions 3, 4 and 5,
We have the following theorem for asymptotic normality of QMLEθ n of θ 0 .
Theorem 2:
Under Assumptions 1-6, we have,
Remark 1: For practical applications of the above result, it is important to note that h n , the quantity characterising the degree of spatial dependence and affecting the rate of convergence of the QMLEs, is not known in general. However, inference concerning the model parameters does not depend on it, because Σ * −1
For the purpose of statistical inference, it might be useful to have the marginal asymptotic distributions of the QMLEs, in particular, the marginal asymptotic distribution ofρ n .
Corollary 1: Under the assumptions of Theorem 2, we have,
Corollary 1 clearly reveals that only the QMLE of the spatial parameter has a slower rate of convergence of n/h n when h n is unbounded, which says that the effect of a growing spatial dependence is that the effective sample size for estimating ρ is reduced to n/h n ;β n andσ 2 n have the traditional √ n-convergence rate whether h n is bounded or unbounded. Intuitively this is correct since unlike in the SLD model where there is a lagged dependent variable W n Y n , in the SED model, the spatial structure affects only the errors and hypothetically if ρ is known, the model in (1) can be simplified to a linear regression model.
We note that due to the block-diagonal structure of Σ n and the fact that the skewness measure γ appears only in the off-diagonal blocks of Γ n , the marginal asymptotic distributions do not depend upon γ. For general asymptotic inferences, γ and κ can be consistently estimated
n,i −3, respectively, whereˆ n,i are the QML residuals. Thus, the estimates of Σ n and Γ n are obtained by plugging inθ n ,γ n andκ n into Σ n and Γ n . These discussions show that the asymptotic inferences for the SED model based on QML estimation are extremely simple. However, an important question remains: how do they perform in finite samples? Take a simple, and a very important special case where the inference concerns the regression coefficients β. While the bias ofρ n does not have much impact on the bias of β n andσ 2 n , it does translate into the bias of the variance estimator ofβ n through the term
(see the end of Section 4). This shows the importance of bias correction for the SED model, or perhaps for the more general models with non-spherical errors.
Finite-Sample Bias Correction for the QML Estimators
With the formal asymptotic results given in the earlier section, we are ready to study the more important issue: the finite sample properties of the QMLEs of the SED model. The problem of estimation bias, arising from the estimation of non-linear parameters has been widely recognized by econometricians (see, among others, Kiviet, 1995; Hahn and Kuersteiner, 2002; Hahn and Newey, 2004; Bun and Carree, 2005) . Spatial econometricians too have recognized this issue in estimating spatial econometric models and have successfully tackled this problem for the SLD model (Bao and Ullah, 2007; Bao, 2013; Yang, 2015) . However, no work has been done for the SED model and other spatial models. In a spatial regression context, spatial parameter(s) enter the regression model in a highly non-linear manner and spatial dependence maybe quite strong. As a result, the bias problem in estimating spatial parameter(s) may be quite severe, and hence it is very important to perform bias corrections on spatial estimator(s). Among the various methods for bias corrections, the stochastic expansion method of Rilstone et al. (1996) has recently gained more attention. With the introduction of the bootstrap method by Yang (2015) , its applicability has been greatly expanded (See Efron, 1979 , for a general introduction to the bootstrap method).
In this section, we derive the second-and third-order biases of the QMLE of the spatial parameter in the SED model, based on the technique of stochastic expansion (Rilstone et al., 1996) and bootstrap (Yang, 2015) . As in Yang (2015) , the key quantities involved in the terms related to the bias of a non-linear estimator are the derivatives of the concentrated loglikelihood function and their expectations. While deriving the analytical solutions of the higherorder derivatives may only be a matter of tedious algebraic manipulations, evaluation of their expectations can be very difficult if not impossible. We follow the general method introduced in Yang (2015) and propose a bootstrap procedure for implementing these bias corrections for the SED model. The validity of this procedure when applied to the SED model is established. Monte Carlo results show an excellent performance of the proposed bias-correction procedure. We argue that once the spatial estimator is bias-corrected, the estimators of the other models parameters become nearly unbiased. All proofs are given in Appendix B.
The general method for bias correction
In studying the finite sample properties of a parameter estimator, sayθ n , defined asθ n = arg{ψ n (θ) = 0} for an estimating function ψ n (θ), based on a sample of size n, Rilstone et al. (1996) and Bao and Ullah (2007) developed a stochastic expansion from which a bias-correction onθ n can be made. The vector of parameters θ may contain a set of linear and scale parameters, say δ, and a non-linear parameter, say ρ, in the sense that given ρ, the constrained estimator δ n (ρ) of the vector δ possesses an explicit expression and the estimation of ρ has to be done through numerical optimization. In this case, Yang (2015) argued that it is more effective to work with the concentrated estimating function (CEF):ψ n (ρ) = ψ n (δ n (ρ), ρ), and to perform a stochastic expansion on this CEF and hence do the bias correction only on the non-linear estimator defined by,ρ n = arg{ψ n (ρ) = 0}.
In doing so, a multi-dimensional problem is reduced to a single-dimensional problem, and the additional variability from the estimation of the 'nuisance' parameters δ is taken into account in bias-correcting the estimate of the non-linear parameter ρ.
Under some general smoothness conditions onψ n (ρ), Yang (2015) presented a third-order, CEF-based, stochastic expansion forρ n at the true parameter value ρ 0 as,ρ
where, a −s/2 represents terms of order O p (n −s/2 ) for s = 1, 2, 3, and they are,
The above stochastic expansion leads to a second-order bias, E(a −1/2 + a −1 ), and a thirdorder bias, E(a −1/2 + a −1 + a −3/2 ), which may be used for performing bias corrections onρ n , provided that analytical expressions of the various expected quantities in the expansion can be derived so that they can be estimated through a plug-in method. Several applications of this plug-in method have appeared in the literature including Bao and Ullah (2007) for the pure spatial autoregressive process, and Bao (2013) for the SLD model. The plug-in method may run into difficulty when the analytical expectations are not available or are difficult/impossible to derive as in the SED model we consider. To overcome this obstacle, Yang (2015) proposed a simple and yet a very effective bootstrap method to estimate the relevant expected values.
Bias of the QMLE of the spatial parameter of the SED model
Recall the concentrated log-likelihood function, defined in (7). Define the concentrated score function or the CEF for ρ as,ψ n (ρ) = ∂ ∂ρ hn n c n (ρ), then,
where, T 0n (ρ) = 1 n tr(G n (ρ)) and
where, T rn (ρ) = 1 n tr(G r+1 n (ρ)), r = 1, 2, 3, and
The full expressions for D jn (ρ), j = 2, 3, 4 are given in Appendix B. Clearly,
The above expressions show that the key quantities in the third-order stochastic expansion forρ n (the QMLE of the spatial parameter in the SED model), are those ratios of quadratic forms R jn (ρ), j = 1 . . . , 4. Note that, in what follows, a function of ρ evaluated at ρ = ρ 0 is denoted by dropping the function argument, e.g.,ψ n =ψ n (ρ 0 ),
. Now, some case specific conditions on R jn are needed to regulate the limiting behaviour of H rn so that the required quantities have finite limits in expectation.
The following Lemma shows the bounded behaviour of the expectations of the quantities in the stochastic expansion.
Lemma 1: Under Assumptions 1-7, (i)
Given Lemma 1 and the regularity conditions, we can prove the following propositions:
Proposition 1: Suppose the SED model specified by (1) and (2) satisfies Assumptions 1-8. Then, the third-order stochastic expansion given in (14) holds for the QMLEρ n of the spatial parameter in the model with n replaced by n/h n for the stochastic order:
where, c sn ζ n are of stochastic order O((
Remark 2: Note that by letting C 2n = c 1n + c 2n and C 3n = c 1n + c 2n + c 3n , the stochastic expansions can be further simplified to c 1n ζ n (asymptotic), C 2n ζ n (second-order), and C 3n ζ n (third order), which are particularly helpful in the bootstrap work introduced later.
Proposition 2: Under Assumptions 1-8 and further assuming that a quantity bounded in probability has a finite expectation, a third-order expansion for the bias ofρ n is:
and the 2nd and 3rd order bias corrected QMLEs are:
where, a quantity with a is the corresponding estimate of that quantity.
Practical implementation of the bias corrections given in (23) depends on the availability of the estimates E(ζ n ), and C 2n or C 3n . Note that ζ n is defined in terms ofψ n and H rn , and C 2n and C 3n are defined in terms of E(H rn ), r = 1, 2, 3. Given the complicated expressions forψ n and H rn defined in (15)- (19), the conventional method of estimation by deriving the analytical expectations for E(ζ n ), and C 2n or C 3n would be extremely difficult if not impossible. The method of using the sample analogue would not work either due to the fact thatψ(ρ n ) = 0. These iterate the point raised in Yang (2015) , and hence, the bootstrap method given in same is adopted for the estimation of the quantities in question.
Bootstrap method for implementing the bias-correction
From (15), and (17)- (19), we see thatψ n and H rn are functions of only R jn , j = 1, . . . , 4, i.e., we need to individually estimate the following terms:
It is easy to see that,
where e n = σ
with D 1n = G n and D jn , j = 2, 3 being defined at the beginning of Appendix B. It follows that all the necessary quantities whose expectations are required can be expressed in terms of e n and ρ 0 . In particular, we can write, H rn ≡ H rn (e n , ρ 0 ), and ζ n ≡ ζ n (e n , ρ 0 ).
Thus, H rn and ζ n , and their distributions are invariant of β 0 and σ 2 0 . The bootstrap procedure for estimating the expectations of the above quantities can be described as follows:
(1) Compute the QMLEsθ n = (β n ,σ 2 n ,ρ n ) based on the original data, (2) Compute the standardized QML residuals,ê n =σ −1 n A n (ρ n )(Y n − X nβn ). 4 Denote the empirical distribution function (EDF) of the centredê n by F n , (3) Draw a random sample of size n from F n , and denote it by e * n,b , (4) Compute R in (e * n,b ,ρ n ), i = 1, . . ., 4, and hence H in (e * n,b ,ρ n ), i = 1, 2, 3 and ζ n (e * n,b ,ρ n ), (5) Repeat steps (3) and (4) B times, and the bootstrap estimates of E(H in ), i = 1, 2, 3, and E(ζ n ) are given by:
The proposed bootstrap procedure overcomes the difficulty of analytically evaluating the expectations of very complicated quantities, and is very straightforward since in every bootstrap iteration, no re-estimation of the model parameters is required. The question that remains is its validity, particularly the validity of using C 2n E(ξ n ) in the third-order bias corrections C 3n E(ξ n ) = C 2n E(ξ n ) + c 3n E(ξ n ). We now elaborate using the quantities R jn .
Let F 0 be the CDF of e n,i . The EDF F n is thus an estimate of F 0 . If ρ 0 and F 0 were known, then E[R jn (e n , ρ
, where e n,m is a random sample of size n drawn from F 0 and M is an arbitrarily large number. If ρ is unknown but F 0 is known, E[R jn (e n , ρ 0 )] can be estimated by 
where (β n ,σ 2 n ,ρ n ) are now treated as bootstrap parameters. Based on the generated bootstrap data (Y * n,b , W n , X n ) and the bootstrap parameterρ n , one computes R jn defined by (16) and (20), to give bootstrap analogues of R jn , which are R jn (e * n ,ρ n ), j = 1, . . . , 4. The bootstrap estimates of E[R jn (e n , ρ 0 )] are thus,
which takes the same form as the Monte Carlo estimate with a known F 0 . This gives a heuristic justification on the validity of the bootstrap method. Formally, denote the second-and third-order bias terms by b 2 (ρ 0 , γ 0 ) = C 2n E(ζ n ) and b 3 (ρ 0 , γ 0 ) = c 3n E(ζ n ), respectively, where γ 0 = γ(F 0 ) denotes the higher (than 2nd) order moments of F 0 that b 2 and b 3 may depend upon. In our QML estimation framework, γ 0 is unknown as F 0 is specified up to only the first two moments. Following the arguments above, the bootstrap estimates of b 2 and b 3 must take the form:
The validity of the bootstrap estimates of bias corrections is thus established.
Proposition 3: Under Assumptions of Proposition 2 and further, assuming a quantity bounded in probability has a finite expectation, then,
2 ).
An Alternative Model Specification
As mentioned in Section 2, an alternative to the SED model with an SAR error process is the SED model with a spatial moving average (SMA) error process,
where, all the quantities are defined in a similar manner as (1). The model at the true parameters can be written as Y n = X n β 0 + A n n , giving, Var(u n ) = σ 2 0 A n A n , suggesting a similar nonspherical error structure. The quasi Gaussian log-likelihood function for this model is,
Given ρ, the constrained QMLEs are,
This results in the following concentrated log-likelihood function by substitutingβ n (ρ) andσ 2 n (ρ) into (27),
The unconstrained QMLEρ n of ρ maximises c n (ρ), and the unconstrained QMLEs of β and σ 2 are given asβ n ≡β n (ρ n ) andσ 2 n ≡σ 2 n (ρ n ), respectively as in Section 2. The QMLEρ n of the SMA error model is likely to perform poorer than that of the SAR error model, because the parameter space P for ρ stays the same, butρ n now becomes upward biased by comparing (28) with (7). Thus, when ρ is positive, 0.5 say,ρ n may hit the upper bound of P when n is small, causing difficulty in estimating ρ. 5 Monte Carlo results given in Section 5 confirm this point. See also Martellosio (2010) for related discussions.
Asymptotic Distribution: Consistency and asymptotic normality ofθ n can be proved in a similar manner as in the SED model with SAR errors, under a similar set of regularity conditions. In particular, the Assumption 3 has to be modified as: lim n→∞ 1 n X n A −1 (ρ)A −1 (ρ)X n exists and is non-singular uniformly in ρ in a neighbourhood of ρ 0 ; and replace Assumption 6, the identification condition by: For any ρ = ρ 0 , lim n→∞ hn n log |σ
5 A more natural parameterization for the SMA error model may be un = n + ρWn n, under which P becomes a closed interval contained in (−1, −λ −1 min ), but the QMLEρn is now downward biased, and hence when ρ0 is negative and n is smallρn may hit the lower bound of P, causing the numerical instability of (In +ρnWn) −1 .
Theorem 3: Under the modified Assumptions 1-6, we have,
Note that if the errors { n,i } are normally distributed, then √ nK
A similar set of results as in Corollary 1 can be obtained as well. Since the arguments for the proof Theorem 3 is very similar to that of Theorem 2, the explicit proof is omitted.
Finite-Sample Bias Correction.
To simplify the exposition, we only present the necessary expressions for a second-order bias correction. The third-order results are available from the authors upon request. The derivatives of the averaged concentrated log-likelihood function hn n c n (ρ), up to a third-order, are:
where, D 2n (ρ) and D 3n (ρ) are given in Appendix B. Finally, with the clear definitions of the quantitiesψ n (ρ), h −1 n H 1n (ρ) and h −1 n H 2n (ρ), the second-order bias correction of the QMLEρ n can be carried out using an identical bootstrap procedure as described in Section 3. The validity of the bootstrap procedure applied to this model can be proved in a similar manner. While the third-order bias correction can be carried out in the same manner, we found from the Monte Carlo experiments that the second-order bias corrections are more than satisfactory in all the cases considered.
Impact of bias correction.
In connection with the discussion at the end of Section 2, we now offer some details on the impact of bias-correctingρ n on the subsequent inference for β in the form of testing H 0 : c 0 β = 0. The test statistic based on Corollary 1 is
Asρ n is downward biased,V n tends to over estimate V n , and henceV −1 n tends to under estimate V −1 n , causing t n to be more variable and hence size distortions (over rejections). Our Monte Carlo results (unreported for brevity) show that simply replacingρ n in t n byρ bc2 n defined in (23) significantly reduces the size distortion. This shows that bias correction has a great potential for improving inferences for the regression coefficients. A formal study on this is interesting, but beyond the scope of this paper.
Simulation
The objective of the Monte Carlo simulations is to investigate the finite sample behaviour ofρ n and the bias-correctedρ n , under various spatial layouts, error distributions and the model parameters. The simulations are carried out based on the following data generation processes (DGP): 
Spatial Weights Matrix:
We use three different methods for generating the spatial weights matrix W n : (i) Rook Contiguity, (ii) Queen Contiguity, and (iii) Group Interaction. The degree of spatial dependence specified by layouts in (i) and (ii) are fixed while in (iii) it grows with the increase in sample size. Specifically in (iii), W n is block-diagonal, with k blocks (groups) of sizes n 1 , . . . , n k . The rth block is an n r × n r matrix with off-diagonal elements 1 nr−1 and diagonal elements zero. In our Monte Carlo experiments, k = round(n δ ) with δ = .5 or .65, and {n r , r = 1, . . ., k} are k random draws from a discrete uniform distribution from 0.5m to 1.5m with m = round(n/k). Clearly in this case the degree of spatial dependence, indicated by the average group size m, increases with n, and it is stronger when δ = .5 than when δ = .65. See Yang (2015) for a detailed description.
Regressors:
The fixed regressors are generated by REG1: {x 1i , x 2i } iid ∼ N (0, 1)/ √ 2 when Rook or Queen contiguity is followed; and according to either REG1 or REG2:
iid ∼ N (0, 1) for i = 1, . . . , n r and r = 1, . . . , k, when group interaction scheme is followed. The REG2 scheme gives non-iid regressors where the group means of the regressors' values are different, see Lee (2004) . Note that both schemes give a signal-to-noise ratio of 1 when β 1 = β 2 = σ = 1.
Error Distribution: To generate n = σe n , three DGPs are considered: DGP1: {e n,i } are iid standard normal, DGP2: {e n,i } are iid standardized normal mixture with 10% of the values from N (0, 4) and the remaining from N (0, 1), and DGP3: {e n,i } iid standardized log-normal with parameters 0 and 1. Thus, the error distribution from DGP2 is leptokurtic, and that of DGP3 is both skewed and leptokurtic.
Partial Monte Carlo results are summarised in Tables 1-4 , where in each table, the Monte Carlo means, root mean square errors (rmse) and the standard errors (se) ofρ n andρ bc2 n are reported. The results forρ bc3 n are omitted asρ bc2 n provides satisfactory bias corrections for all the cases and the additional gain of usingρ bc3 n , although apparent, is quite marginal. Further, the case of queen contiguity (Table 2) is replicated by changing the β value to (0.5, 0.1, 0.1) ( Table 5) , and by changing the σ value to 3 (Table 6 ). We also give some partial results (Tables  7 and 8) (ii)ρ bc2 n is almost unbiased in all the cases, even at considerably small sample sizes, which ascertains the effectiveness of the proposed bias correction procedure. These corrections can be attained without compromising the efficiency of the original QMLEs.
(iii) The spatial layout has a considerable impact on the finite sample performance ofρ n in terms of the bias, rmse and se. A relatively sparse W n , as in contiguity schemes, results in lower bias, rmse and se while a relatively dense W n , as in group interaction scheme, results in the opposite.
(iv) The bias of the original QMLE seems to worsen as the error distribution deviates from normality. In contrast,ρ bc2 n attains a similar level of accuracy in all the cases. (v) The performance ofρ n is not so sensitive to changes in the values of σ and β in terms of bias and the bias correction works well regardless of the true values set for the parameters.
(vi) The impact of the degree of spatial dependence on the rate of convergence is clearly revealed when comparing the results in Table 3 with those in Table 4 under the group interaction scheme. When the degree of spatial dependence is stronger as in the case where k = n 0.5 , the rate of convergence is slower than in the case where k = n 0.65 .
As expected, the magnitude of the bias, rmse and se are larger for small sample sizes. When considering the efficiency variations in terms of standard errors it can be seen that the efficiency of the estimators are sensitive to the sample size and the spatial layout. However, the different error distributions does not seem to have a significant effect on standard errors, reiterating the applicability of the proposed bias correction method in terms of robustness.
When the errors follow the SMA process, u n = (I n −W n ) n , the Monte Carlo results given in Tables 7 and 8 show that (i) the bias becomes positive, (ii) the QMLEρ n again can be severely biased, and (iii) the bias correctedρ n is almost unbiased. As discussed in Section 4, the Monte Carlo results indeed show that when ρ is positive (e.g., 0.5) and n is small (e.g., 50),ρ n can be close to or can hit its upper bound, say 0.9999, causing numerical instability in calculating A −1 n (ρ n ) = (I n −ρ n W n ) −1 , thus resulting in a poor performance ofρ n and causing difficulty in bootstrapping the bias. This stands in contrast to the SED model with SAR errors whereρ n is downward biased. However, with a larger n(≥ 100), this problem disappears as seen from the results in Tables 7 and 8 . Nevertheless, this does signal to a possible poor performance of the QMLE for an SMA error model when the sample size is not so large and the true spatial parameter value is positive and big. Finally, compared to the Monte Carlo results presented in Yang (2015) for the SLD model, we see that the bias ofρ n is more severe for the SED model, but does not spill over toβ n and σ 2 n that much.
Conclusions
This paper fills in some gaps in the literature by providing formal results for the asymptotic distribution as well as finite sample bias correction of the QMLEs for the spatial error dependence model. The primary concentration in the paper is a SED model with autoregressive errors of order 1. Comparable results for moving average errors of order 1 has been illustrated as well.
Consistency and the asymptotic normality of the QMLEs has been addressed with a specific attention given to the effect of the degree of spatial dependence on the rate of convergence of the QMLEs of the model parameters. Specifically when the degree spatial dependence, h n , grows with the sample size n, the QMLE of the spatial parameter will have a lower rate of convergence (of n/h n ) while the other QMLEs will have a √ n-rate of convergence irrespective of the behaviour of h n . Of the finite sample properties of spatial models, a specific attention has been given to the finite sample bias of the QMLE of the spatial parameter as it enters the model in a highly nonlinear manner and thus the estimation of it constitutes the main source of bias. Simulation studies indicate a prominent single direction bias in the estimation of the spatial parameter which in turn affects the subsequent inferences for the other model parameters. The severity of the bias increases as the spatial weights matrix becomes less sparse.
The finite sample results of this paper demonstrate again that stochastic expansions (Rilstone et al., 1996) coupled with bootstrap (Yang, 2015) provide a general and effective method for finite sample bias corrections of a nonlinear estimator. The suggested theories and methodologies are likely to be appealing to both theorists as well as practitioners alike who are dealing with the SED model or any other regression model that considers a spatial dependence structure in the error process (like SARAR, panel SARAR, spatial dynamic panel data models, etc). It would be interesting, as a future research, to address similar issues for these more complicated models. A formal study of the impacts of bias-correcting spatial/nonlinear estimators on the subsequent inferences for the regression coefficients is also in the agenda of our future research, in relation to a broader model of non-spherical errors.
Appendix A: Proofs of Asymptotic Results in Section 2:
The following lemmas are extended versions of some lemmas from Lee (2004) and Kelejian and Prucha (2001) , which are needed in the proofs of the main results.
Lemma A.1: Suppose the matrix of independent variables X n has uniformly bounded elements and that the matrix A n is defined s.t. Assumptions 3 and 5 are satisfied, then the projec-
are uniformly bounded in both row and column sums, uniformly in ρ ∈ P. Lemma A.2: Let A n be an n × n matrix, uniformly bounded in both row and column sums.
Suppose further that B n is an n × n matrix, uniformly bounded in both row and column sums, and C n is a matrix s.t. the elements are of order
is uniformly bounded in both row and column sums,
(v) A n C n = C n A n = O(h −1 n ) uniformly and (vi) tr(A n C n ) = tr(C n A n ) = O( n hn ) uniformly.
Lemma A.3 (Moments and Limiting Distribution of Quadratic Forms):
Suppose the innovations { ni } satisfy Assumption 2 and let γ and κ be respectively the measures of skewness and excess kurtosis of ni . Further, let A n be an n × n matrix with elements denoted by a n,ij . Let, Q n = n A n n , then,
Now, if A n is uniformly bounded either in row or column sums with the elements being of uniform order O(
Further, if the elements of A n are uniformly bounded in both row and column sums and Assumption 4 is satisfied, then, (viii)
Proof of Theorem 1: Following Theorem 3.4 of White (1994) , it is sufficient to show that (i) the identification uniqueness condition: lim sup n→∞ max ρ∈N c (ρ 0 ) hn n [¯ c n (ρ) −¯ c n (ρ 0 )] < 0 for any > 0, where N c (ρ 0 ) is the compliment of an open neighborhood of ρ 0 on P of radius , and (ii) the uniform convergence in probability:
To show (i), first observing from (10) that σ 2 n (ρ 0 ) = σ 2 0 , we have,
Next, let p n (θ) = exp[ n (θ)] be the quasi joint pdf of u n (= Y n − X n β 0 ), and p 0 n (θ) the true joint pdf of u n . Let E q denote the expectation with respect to p n , to differentiate from the usual notation E that corresponds to p 0 n . By Jensen's inequality (see Rao, 1973, p. 58) , we have,
where, the last equation follows from the fact that log p n (θ 0 ) and log p n (θ) are either a quadratic form or a linear-quadratic form of u n , and hence their expectations w.r.t p n (θ 0 ) are the same as those w.r.t.
, and that,
The identification uniqueness condition thus follows. To show (ii), note that
It left to show that σ 2 n (ρ) is uniformly bounded away from zero, which is done by a counter argument. Suppose σ 2 n (ρ) is not uniformly bounded away from zero in P. Then there exists a sequence ρ n ∈ P s.t. σ 2 n (ρ n ) → 0 as n → ∞. Consider a simpler model by setting β in (1) to 0. The Gaussian log-likelihood is t,
1) using the Lemma A.2, that is, − log(σ 2 n (ρ)) is bounded from above which is a contradiction. Hence, σ 2 n (ρ) is bounded away from zero uniformly in ρ ∈ P, and log(σ 2 n (ρ)) is well defined ∀ρ ∈ P. Since σ 2 n (ρ) is bounded away from zero and h n [σ 2 n (ρ) − σ 2 n (ρ)] = o p (1),σ 2 n (ρ) is bounded away from zero uniformly in probability in P as well. Collecting all these results together along with the mean value theorem, we have h n | log(σ
Proof of Theorem 2: By applying the mean value theorem on the modified first order condition, we have,
whereθ n lies between the line segment joining θ 0 andθ n , thusθ
Here H n (θ) is the negative Hessian matrix and K n is as defined in section 2.2. Under Assumptions 1-5, the central limit theorem for linear-quadratic forms of Kelejian and Prucha (2001) is applicable, which gives
, where,
The asymptotic normality ofθ n thus follows from: (i)
Under Assumption 3 and usingθ n p −→ θ 0 , we have, Lemmas A.2(i) and A.3(v) . Hence,
Using similar arguments, the convergence in probability to zero of the rest of the terms in the modified Hessian can be shown:
Proof of (ii) is more straightforward, as the differences of the corresponding elements of
, and it follows that,
Proof of Corollary 1: By using the block diagonal nature of Σ n ,
n is just a matter of matrix multiplication.
Proof of Lemma
n n M n n . By the moments for quadratic forms, we have, 
, which can be written as,
). Therefore, we conclude thatσ
Using the expression forσ
2 ) by Assumption 7. For the second term note that, E(σ
Then by Cauchy-Schwartz inequality,
where we have used the results for quadratic forms. Then,
2 ). By Lemma A.2 the remaining parts can be proved in a similar fashion noting that, D jn = O( n hn ), of the sandwich forms of R jn for j = 2, 3, 4, of the higher order derivatives of the concentrated estimating equation.
Proof of Proposition 1:
We go on to prove the proposition using Lemma 1. To that effect Op(fn) consider the Taylor series expansion ofψ n (ρ) around ρ 0 ,
where the last two terms sums up the mean value form of the remainder term withρ lying between ρ 0 andρ n . We have already shown thatρ n − ρ 0 → p hn n 1 2 . Next, note that h n T rn = O(1) for r = 0, 1, 2, 3 by Assumptions 4 and 5. Now, in order to prove the result of the proposition, we need to establish the following conditions:
2 ) for s = 1, 2, and
2 ). Combining these results with (B-3) and Lemma 1, we reach to the conclusion that,
That is, E(H 1n ) is negative for sufficiently large n and it is finite. Therefore, E(
Finally for (iv), consider equation (19) evaluated atρ n . By the mean value theorem,
, where,ρ lies betweenρ and ρ 0 . By repeatedly applying the mean value theorem we can find aρ which is much closer to the true value ρ 0 . For suchρ, 
Using a similar set of arguments it can be shown that, h n R kn (ρ) = h n R kn + O p (( Clearly, our bootstrap estimate has two step approximations, one is that described above, and the other is the bootstrap approximations to the various expectations in (25) givenρ n , e.g.,
However, these approximations can be made arbitrarily accurate, for a givenρ n and F n , by choosing an arbitrarily large B. The result of Proposition 3 thus follows. 
