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Abstract 
 
The potential of terahertz time domain spectroscopy has until recently been 
neglected in the field of the ultrafast magnetism.  At the same time this technique can 
serve as a useful complementary tool with respect with conventional methods to 
investigate ultrafast magnetization dynamics.  This thesis aims to implement time 
domain terahertz spectroscopy to observe high frequency spin waves excited optically 
in different magnetic systems. 
This work covers several distinct phenomena related to the study of spin waves 
(magnonics) at terahertz frequencies.  The generation of transient broadband nonlinear 
magnetization via inverse Faraday effect in terbium gallium garnet is described in 
chapter 4.  We demonstrate a remarkable discrepancy of at least two orders of 
magnitude between the strengths of the direct and inverse Faraday effects, thereby 
challenging the commonly accepted understanding of their relationship.  Additionally, a 
striking nonlocality of the optical response is found.  
In chapter 5 the results of THz absorption spectroscopy of the terbium gallium 
garnet are reported.  The garnet exhibits an intricate paramagnetic state with several 
magnetic sub-lattices at cryogenic temperatures under the application of strong 
magnetic fields.  Some precessional modes of these sub-lattices were measured.  The 
components of the g-tensor of terbium ions were extracted from the data. 
In chapter 6 the ultrafast magnetization dynamics of thulium orthoferrite, studied 
my means of terahertz spectroscopy, is described.  It is demonstrated that terahertz 
response of the orthoferrite provides crucial additional information with respect to the 
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optical pump-probe signal.  A novel exchange driven mechanism of optical 
manipulation of the magnetic state is demonstrated.   
Finally, chapter 7 is a theoretical discussion of so called planar magnonic 
metamaterials.  It is shown that the arrays of ferromagnetic films may exhibit negative 
refraction index at sub-terahertz frequencies, provided the mechanism of spin wave 
quantization is introduced.  
The thesis ends with a brief conclusions chapter where a short summary of the 
results is given.  Some possible future extensions of the conducted research are drawn 
as well.  
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Definitions  
 
THz    Terahertz (10
12
 Hz) 
TGG    Terbium gallium garnet (Tb3Ga5O12) 
GGG    Gadolinium gallium garnet (Gd3Ga5O12) 
YIG    Yttrium iron garnet (Y3Fe5O12) 
IFE    Inverse Faraday effect 
OKE    Optical Kerr effect 
OIAO    Optically induced anisotropic polarization 
QFMR    Quasiferromagnetic resonance 
QAFMR    Quasiantiferromagnetic resonance 
EOS    Electro-optical sampling 
MC    Magnonic crystal 
ac     “  ternating  urrent”  ti e-varying 
dc     “Dire t  urrent”  ti e-independent 
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Chapter 1. Introduction 
 
This work deals with interaction between light and magnets at terahertz 
frequencies.  What is so exciting about this topic?  To answer this question let us closely 
look at the modern magneto-optics and opto-magnetism and their history.   
While the scientific studies of light and magnetism originate from the onset of the 
classical natural philosophy of Ancient Greece, these two phenomena were considered 
separately for more than 2000 years.  The interconnection between electricity and 
magnetism was realized in the early nineteenth century with works of Ampere and 
Oersted.  They demonstrated that electric currents are responsible for the creation of 
magnetic fields, while the latter act on moving electric charges (electric currents).  
Ampere introduced a hypothesis of molecular currents flowing in a magnetized material 
which is still the basis of classical phenomenological theory of magnetism in solid 
states.  Sometime later two British physicists – Michael Faraday and John Kerr 
discovered experimental evidence that polarization properties of light transmitted 
through or reflected from a magnetic material are modified due to the interaction with 
its magnetization [1, 2].  Since then, magneto-optical effects have become an important 
part of optical technology (e.g. Faraday cells in  asers).   ased  n Farada ’s 
experiments and ideas, the brilliant mind of James Clerk Maxwell unified theretofore 
the three independent phenomena of electricity, magnetism and light within the theory 
of classical electrodynamics [3].  He anticipated that light consists of electric and 
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magnetic fields bound together and propagating in a free space.  His theoretical 
prediction was shortly proven in famous experiments of Rudolf Hertz [4].   
Since the pioneering works of Faraday and Kerr the manipulation of light state 
with magnetic fields became commonplace in scientific research and technology.  For 
example, Faraday cells employing Faraday effect are widely used in modern laser 
technology.  In the case of Faraday effect the light polarization rotates in the magnetic 
field applied to the material of propagation (in the case of magnetically ordered material 
the effective internal field plays a role of external applied field).  Much later the 
opposite effect was observed – the magnetization of media by circularly polarized light 
propagating through them.  The effect was predicted theoretically in 1961 [5], while 
some of its underpinning manifestations had been observed even earlier [6].  Pershan 
and co-workers reported phenomenological classical [7] and quantum [8] theories of 
this phenomenon called inverse Faraday effect as well as its experimental observation 
[9].  However, until recently the inverse Faraday effect has been considered as scientific 
curiosity without practical value.   
The development of femtosecond lasers over the past 15 years paved the way for 
ultrafast optical manipulation of magnetization in solids. This attracted much interest as 
a new fundamental phenomenon in the physics of magnetism with promising potential 
applications in magnetic storage and information processing technology [10].  The 
mechanisms of the manipulation can be of thermal or non-thermal origin.  In thermal 
effects, such as laser-induced demagnetization [11] and spin-reorientation [12], the 
magnetic changes result from optical absorption followed by a rapid increase of 
temperature.  Potential applications of thermal effects are limited by the cooling time 
and spatial heat diffusion.  The non-thermal effects are based on Raman-type nonlinear 
optical processes.  For example, an ultrafast inverse Faraday effect was demonstrated 
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only very recently [13].  The mechanism of the effect on subpicosecond time scales is 
still under debate [14 –16].  Shortly after the publication of ref. [13], other ultrafast 
inverse magneto-optical effects were reported [17].  Thus the so called field of 
“ e t  agnetis ” e erged wit in  ast de ade. 
The all optical pump-probe technique is a common method of the experimental 
investigation of the ultrafast magnetic phenomena [10].  In this scheme the sample is 
i  u inated wit  tw   pti a  bea s    di  erent intensit .  T e intensi e “pu p” bea  
excites the sample via thermal or nonthermal mechanisms and perturbs its magnetic 
state from equilibrium.  The virtually instantaneous (compared to the intrinsic timescale 
of the spin system) action of the optical pulse is followed by the intricate relaxation 
pr  esses and/ r spin pre essi n.  T e  u   wea er “pr be” bea   a  s  n t e sa p e 
within the pump spot, which is usually bigger than the transverse size of the probe.  
Then either transmitted or reflected part of the probe light is directed into a detector to 
measure the change of its polarization acquired in the sample.  This change can 
represent the modification of the magnetic state of the sample.  Changing the time delay 
between the pump and the probe pulses, one records the time evolution of the magneto-
optical response.  In different variants of the scheme the pump and probe have the same 
or different wavelengths and duration.  Noteworthy, in the experiment reported in Ref. 
[18] the THz transient played the role of pump instead of the optical femtosecond pulse.   
However, the existing phenomenological models derived for timescales much 
larger than a picosecond fail to attain quantitative and even qualitative predictions and 
explain already observed phenomena.  Indeed, under the ultrafast action of the intensive 
optical pulse a sample is excited to the state very far from the equilibrium, where the 
usual adiabatic approximation is not applicable.  Moreover, the pump-probe technique 
measures the magnetization dynamics indirectly.  This is a fundamental drawback of the 
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method.  In fact, the correspondence between the optical signal and magnetization 
dynamics is based on the standard interpretation of the Faraday or Magnetic Kerr effects 
devised for the quasistatic regime that is not necessarily valid at the ultrafast scale.  This 
has provoked an on-going scientific debate concerning the interpretation of the 
magneto-optical signals [19  23].  A further limitation of optical pump-probe techniques 
is that the optical probe detects only the Raman-active magnetic excitations and thus 
can overlook other contributions to magnetization dynamics.  It is therefore 
questionable as to whether the pump-probe signals provide valid and comprehensive 
information on magnetic dynamics.   
In this thesis the validity of standard magnetic models describing ultrafast 
magneto-optical pump-probe response is questioned further.  In Chapter 4 
measurements of the strengths of both the direct and inverse Faraday effects in a 
Terbium Gallium Garnet (TGG) crystal within the same pump-probe experiment are 
reported.  We demonstrate a remarkable discrepancy of two orders of magnitude 
between the strengths of the direct and inverse effects, while conventional wisdom 
dictates that magneto-optical and opto-magnetic phenomena are reciprocal and of equal 
strength.  Our results therefore challenge the common understanding of their 
relationship.  In particular, these experiments emphasize the limitations in the 
interpretation of a light induced effective magnetic field in treating the opto-magnetic 
phenomena in the ultrafast regime.  We also present distinct optical profiles observed in 
spatially resolved pump-probe signals in TGG which differ from the expected Gaussian 
pump-probe convolution.  The explanation of the observed non-Gaussian profiles is 
formidable and sets a certain challenge for theoretical nonlinear optics.  These findings 
strongly demonstrate that interpreting optical pump-probe signals is far from trivial. 
Thus one needs to seek complementary experimental techniques that could shed 
additional light on the underlying physics of femtomagnetic phenomena.  One of these 
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experimental tools can be pulsed terahertz time domain spectroscopy. This technique 
has proven to be an effective experimental method of condensed matter physics [24].  
Indeed, THz radiation is sensitive to the response of different solid state excitations 
such as free carries, polarons, and excitons.  The spectra of many important organic 
molecules, including proteins, as well as phonon resonance frequencies in crystals lie in 
the THz region.  Time-domain THz spectroscopy not only allows for the 
characterization of absorption modes under steady-state conditions, but is also ideally 
suited for nonequilibrium measurements: using a time-resolved THz spectroscopy 
setup, an optical pulse can be used to trigger the sample very far from equilibrium and 
the subsequent relaxation dynamics can be monitored on the femtosecond timescale.  
Therefore, at present, the time domain THz spectroscopy is routinely used to investigate 
the ultrafast dynamics in many physical systems [see for example Ref. 25 and 
references therein].  At the same time the frequencies of magnetic resonances of most 
multi-sublattice magnetic materials (e.g rare-earth garnets and orthoferrites) lie in the 
THz frequency range.  Thus, the THz time-domain spectroscopy could be potentially 
useful to investigate magnetic properties of such materials, serving, for example, as a 
direct probe of optically triggered magnetic phase transitions.  However, up to now, 
only a small number of THz investigations has focused on magnetically ordered 
systems.  For example, observation of terahertz radiation from magnetically ordered 
materials excited by femtosecond laser pulses, a kind of terahertz emission 
spectroscopy, has been first used to study fast (thermal) demagnetization induced in 
ferromagnetic metals (Ni and Fe) by laser pulse irradiation [26, 27].  Recently, 
measuring terahertz emission was used to detect optically excited oscillations of 
magnetization at the frequency (~1 THz) of antiferromagnetic resonance in NiO [28 –
31].  Although the detailed mechanism of the excitation remains unclear, it was 
speculated that inverse Faraday effect could mediate triggering the oscillations via 
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generation of an effective magnetic field acting on the spins [32].  Very recently, an 
excitation of quasiferromagnetic mode in yttrium orthoferrite YFeO3 by the magnetic 
field of terahertz broadband pulse was reported [33].  However, the authors did not 
perform any studies of the temperature dependence of the observed oscillation and did 
not pump the sample with femtosecond laser pulses, thus no important information of 
the dynamical magnetic properties of the material was inferred from their data.  It is 
clear then that there are excellent prospects for application of the THz spectroscopy to 
transparent magnetic dielectric and semiconductor materials with magnetic resonances 
in the THz domain. 
In order to address the need for terahertz studies of photoexcited magnetic 
dielectrics we have conducted measurements of TGG and thulium orthoferrite 
(TmFeO3) crystals using different types of time domain terahertz spectroscopy.  In the 
case of paramagnetic TGG, conventional absorption spectroscopy was used (Chapter 5) 
to observe the dynamics of two magnetic sub-lattices.  The measurements were done at 
liquid helium temperatures (~ 2 – 10 K) in strong magnetic fields (up to 7 T).  From the 
results, the g-tensor values associated with Tb spins were estimated.  Furthermore, it 
was demonstrated that the illumination of the crystal with resonant optical pulses 
destroys the magnetic ordering.  More intriguing results were attained in the 
experiments with thulium orthoferrite TmFeO3 described in Chapter 6.  Together with 
absorption signals, the THz radiation from the optically excited sample was detected.  
This radiation is unambiguously related with the magnetic system of the orthoferrite and 
carries valuable information about magnetization dynamics in this material, something 
which is not available with standard optical pump-probe techniques [12, 34].  For 
example, we observed the optical excitation of quasiantiferromagnetic mode, which 
implies that the optical pump can modify the exchange interaction of spins at ultrafast 
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scale.  This result demonstrates the promise of THz spectroscopy with respect to 
femtomagnetism.   
Another rapidly expanding field of research involving light and magnetism is 
electromagnetic metamaterials design.  Metamaterials are artificial structures which 
gain their properties from their texture rather than atomic composition, and can be 
engineered to provide electromagnetic properties that are not readily available in nature.  
N r a     t is in    es  abri ati n    arra s    intri ate arti i ia  e e ents (“ eta-
at  s”) wit  size s a   as    pared t  t e wa e ength of the electromagnetic waves of 
interest.  So, for propagating light, such arrays behave as continuous media with some 
effective values of the permittivity, permeability and refractive index.  These effective 
properties originate from the averaging of the electromagnetic responses of the 
constituent elements, and hence can be tailored by tuning the elements themselves.  In 
this way, it is thought that metamaterials will lead to creation of such unusual objects 
and effects as the perfect lens [35] and electromagnetic cloaking [36].   
One of the most exciting demonstrations of the concept has been the development 
of negative refractive index metamaterials.  To obtain the negative refractive index, one 
searches for a frequency range in which the real parts of both permittivity and 
permeability are simultaneously negative, although this is not a rigorously necessary 
condition [37].  Negative permittivity is relatively easy to achieve, since all metals 
exhibit negative permittivity at frequencies well below their plasma frequency.  
However, negative permeability is more difficult to achieve, since the coupling of the 
magnetic field of light to atoms is much weaker than the coupling of the corresponding 
electric field.  The problem of weak coupling to the ac (time varying) magnetic field can 
be overcome using such structures as split ring resonators, which can produce a 
diamagnetic response and hence negative permeability above a certain resonance 
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frequency determined by the diameter of the split ring [38].  This concept was initially 
demonstrated in experiments at microwave frequencies [39, 40].  However, to resonate 
at THz and optical frequencies, split ring resonators must have nanoscale sizes and 
hence are harder to fabricate.  Moreover, such structures are very lossy at high 
frequencies, leading to a low figure of merit [37].  Other schemes for generating 
negative permeability, e. g. those employing U-shaped elements [41], arrays of holes 
[42] and s   a  ed “ is -nets” [43, 44], suffer from similar drawbacks.  The search for 
new ways to create negative permeability is therefore ongoing. 
In Chapter 7 we introduce a metamaterial design based on the use of intrinsically 
magnetic constituent resonators.  The fact, that the negative permeability is available in 
natural magnetic materials in vicinity of ferromagnetic resonance is frequently 
overlooked within metamaterials research community.  At the same time, this option 
was anticipated even in the paradigmatic paper of V. Veselago, the discoverer of the 
phenomenon of negative refraction [45].  In Chapter 7 we show that the coupling of the 
electromagnetic field to exchange spin waves confined in thin ferromagnetic films with 
surface pinning can be sufficiently strong to result in negative values of the magnetic 
permeability at frequencies of several hundred GHz, with a potential to reach into the 
THz range.  The metallic magnetic films assumed in the calculations have negative 
permittivity at THz and sub-THz frequencies, and so a negative permittivity response is 
achieved without any additional elements required.  Hence, we suggest that such films 
can be used to construct negative index metamaterials.  Furthermore, we briefly discuss 
how the constituent magnetic layers of such systems could themselves be 
nanostructured into planar magnonic crystals, with the whole structure therefore 
representing a meta-meta-material.  Due to the additional nanostructuring, the negative 
permeability at sub-THz frequencies can be achieved as a result of a small lattice 
constant and lateral quantization of spin waves. 
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The thesis is organized as follows. 
Chapter 1 gives a short historical introduction of the topic and argues for the 
timeliness, novelty and impact of the research reported in the thesis.  It illustrates that 
the problem of the coupling of light and magnetization contains a number of 
challenging unresolved questions that the present work addresses.  
Chapter 2 contains a theoretical background essential for the understanding of the 
specific results.  It describes the basics of electrodynamics and physics of magnetism 
with peculiar attention to the issues related to the content of the thesis.   
In Chapter 3 the experimental methods used throughout the project are discussed.  
In particular, the principals of all optical pump-probe spectroscopy and pulsed THz time 
domain spectroscopy are described.  
Chapter 4 reports a pump-probe experimental study of the ultrafast inverse 
Faraday effect in a terbium gallium garnet crystal.  The thorough quantitative analysis 
of the observed polarization response unambiguously demonstrates a remarkable 
discrepancy of two orders of magnitude between the strengths of the direct and inverse 
effects.  This discovery casts an additional doubt about validity of the standard magnetic 
models at subpicosecond timescale.  The diamagnetic origin of the inverse Faraday 
effect on the femtosecond time scale is proposed.  Then, spatially resolved pump-probe 
spectroscopy was used to study the transverse profile of the pump-probe response of the 
terbium gallium garnet in the case of the small excitation spot (~ 100 μm).  The 
observed response is non-Gaussian and does not follow the same polarization behaviour 
as for the large (with respect to the probe spot) excitation spot.   
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Chapter 5 reports an experimental observation of high frequency magnetic 
excitations in terbium gallium garnet crystal measured by the terahertz time domain 
spectroscopy.  It is shown that certain precessional modes of terbium magnetic 
sublattices can be excited by magnetic field of a terahertz broadband pulse.  The 
dependence of the observed resonances upon the temperature and the strength and 
orientation of the bias magnetic field is discussed.  The features of the observed 
magnetic modes are in a tolerable agreement with the theory of paramagnetic resonance 
in multisublattice system.  It is also demonstrated that the illumination of the crystal 
with intense optical pulses (with a wavelength close to an absorption band) destroys the 
magnetic ordering. 
Chapter 6 describes the ultrafast magnetization dynamics in thulium orthoferrite 
studied my means of THz absorption and optical pump – THz emission spectroscopies.  
The absorption signal confirms the presence of the spin-reorientation phase transition in 
the sample.  Below the spin reorientation temperature interval, the three modes 
contributing to the THz emission are optically excited.  Importantly, THz emission 
carries different information about the material ultrafast dynamics compared with 
optical pump-probe signal, thus being the complementary tool with respect to the 
standard pump-probe experiments.  For example, a quasi-antiferromagnetic mode is 
clearly seen in THz spectrum which was not observed in the optical pump-probe 
response.  To explain the excitation of the mode a new mechanism is proposed that 
implies the ultrafast optical change of Dzaloshinskii interaction.   
Chapter 7 reports a theory of the effective permeability of multilayered meta-
materials containing thin ferromagnetic layers with magnetization pinned on either one 
or both surfaces.  Because of the pinning and small film thickness, the lowest frequency 
magnetic resonances are due to non-uniform exchange spin waves with frequencies far 
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above those expected for uniform ferromagnetic resonance in known magnetic 
materials.  Yet, the coupling of the non-uniform spin wave modes to the 
electromagnetic field is shown to be strong enough to lead, for magnetic parameters 
characteristic for conventional transition metal alloys, to negative values of the effective 
permeability at frequencies of several hundred GHz.  The ways by which to maximize 
the frequency and the strength of the negative magnetic response are discussed.  Then 
the brief account upon the investigation of the electromagnetic properties of thin slabs 
of one-dimensional magnonic crystals is given.  It is argued that meta-metamaterials of 
this kind could be used within devices based on the negative refractive index 
phenomenon.  
In the Chapter 8 the conclusions are drawn.  The possible future extensions of the 
project are discussed.  
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Chapter 2. Background theory 
 
The content of this background survey chapter is mainly compiled from Refs. 46 – 50. 
 
2.1 Electromagnetic field in vacuum 
An electromagnetic field is the physical field (i.e. a distinct form of matter) that 
interacts with electrically charged particles as well as with particles possessing intrinsic 
dipole and multipole electric and magnetic moments.  The concept of the 
e e tr  agneti   ie d was intr du ed b  Farada   w   en isaged it as a “rea ” p  si a  
object existing in the free space.  The laws governing the dynamical evolution of the 
field were derived by Maxwell in the form of equations bearing his name.  However, 
until 1904 it was considered as a perturbation of hypothetical medium – ether.  Einstein 
eventually proved that the electromagnetic field is the physical substance in its own 
right which has its mass and momentum.  He also introduced the concept of a photon – 
a quantum of the electromagnetic field.  Thus, in the quantum picture the 
e e tr  agneti   ie d is a “gas”    p  t ns.  Sin e t e p  t ns  a e integer spin t e  
could form a Bose-Einstein condensate.  The latter in fact gives rise to the macroscopic 
classical field.   
The classical electrodynamics phenomena are described by a set of Maxwell 
equations.  For the sake of simplicity we first write them in the free space as follows
1
 
                                                 
1
 All formulae in the thesis are in cgs units. 
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

 , (2.1a) 
tc 
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B
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, (2.1b) 
4 E , (2.1c) 
0 B , (2.1d) 
where E is electric field , B is magnetic field (magnetic induction or flux density), ρ is a 
volume density of the electric charge distributed in the space, J is a density of electric 
current and c is velocity of light in vacuum ( 10103c  cm/s).  The electric component 
E of the electromagnetic field acts on all electric charges, while the magnetic 
component B acts on the charges that move. The force F exerted by the electromagnetic 
fields and acting on a particle with the charge q, moving with velocity V is called 
Lorentz force and is defined as 
 





 BVEF
c
q
1
. (2.2) 
In fact, the equation (2.2) can be considered as definition of electric and magnetic fields.  
Maxwell equations together with the expression for Lorentz force and the second 
Newton law give a full classical description of the dynamics of charged particles 
interacting with electromagnetic fields.  
2.2 Electromagnetic field in continuous media 
From the electrodynamical point of view any material is a combination of charged 
particles – ions with positive charge and electrons with negative charge, embedded into 
free space.  Due to thermal motion these particles are constantly fluctuating.  Let us 
introduce the microscopic charge density ρmicro and current density Jmicro which vary in 
time and space randomly due to the thermal fluctuations.  These charges and currents 
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couple to the microscopic electric ε  and magnetic β  fields according to the microscopic 
Maxwell equations that follow from Eq. (2.1):  
micro
41
J
ε
β
сtc




 , (2.3a) 
tc 
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β
ε
1
, (2.3b) 
micro4 ε , (2.3c) 
0 β . (2.3d) 
However, in most cases the electrodynamics of continuous media deals with physical 
problems which are characterized with the timescale and spatial sizes which are much 
larger than the scales of microscopic fluctuations.  Moreover, the standard physical 
equipment cannot detect these fluctuations at all.  Thus, only mean values of the fields 
E(r,t) = ε  and B(r,t) = β  have real physical sense.  The averaging is performed over 
physically infinitesimal (with respect to the characteristic scales of the macroscopic 
pr b e ) ti e inter a  Δt and    u e ΔV, which are still significantly larger than 
characteristic microscopic scales. For example:  
  

 

tdd
tV
TV
,
1 3
ξrεε . (2.4) 
The microscopic charge density and currents can be averaged in the same way.  
However, the form of the representation of the mean charge density micro  and current 
density microJ  depends upon convention.  In the most common four-vector approach 
they are defined as 
P micro , (2.5a) 
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t
micro , (2.5b) 
where ρ is a macroscopic density of the free charges, j is a macroscopic conduction 
current, P is a polarization vector which is macroscopic volume density of the electric 
dipole moment, and M is a magnetization vector which is macroscopic volume density 
of the magnetic dipole moment
2
.  By averaging Eqs. (2.3) over physically infinitesimal 
ti e inter a  ΔT and    u e ΔV and taking into account Eqs. (2.5) one arrives to the 
macroscopic Maxwell equations for the mean fields in a material: 
j
D
H
сtc
41



 , (2.6a) 
tc 


B
E
1
, (2.6b) 
4 D , (2.6c) 
0 B . (2.6d) 
Here two auxiliary vectors are introduced – the electric displacement (electric flux 
density) PED 4  and magnetic field intensity MBH 4 .  
In the general case the Eqs. (2.6) are not complete and one needs to specify how 
the fields E and B in a material are related with the vectors P and M, or D and H.   
Therefore, for the comprehensive description of the interaction of electromagnetic fields 
with matter Maxwell equations have to be supplemented by so-called constituent 
relations.  They are usually written in the form of functional dependences of flux 
densities D and B on the fields E and H: 
 HEDD , , (2.7a) 
                                                 
2
 Note, that we neglect the higher order multipoles.  Otherwise P and M vectors would not correspond to 
the dipole moments only and would be called generalized polarization and magnetization.  Another 
possibility is to introduce the macroscopic densities of higher order multipoles explicitly.  
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 HEBB , . (2.7b) 
Here the functional dependency is dictated by the nature of the material in which the 
fields exist and it may be rather complicated in the general case.  In vacuum the 
constituent relations become trivial due to the absence of any matter and read as D = E 
and B = H.  Obviously, the vectors P and M can be represented in the similar way, i.e. 
 HEPP , , (2.8a) 
 HEMM , . (2.8b) 
In the simplest case one can treat the electric and magnetic responses independently, 
reducing the form of Eqs. (2.7) and (2.8) to  EDD  ,  EPP   and  HBB  , 
 HMM  .   
If the fields are of moderate strength it is natural to assume that the relations 
between them have linear form.  At the same time, electromagnetic response in 
materials is due to the charge separation mechanisms and spin precession which may 
have various origins and which take different amount of time to develop.  Thus, the 
response from matter may strongly depend on the frequency of electromagnetic field.  
For example, electronic polarization is more sensitive to higher frequencies than ionic 
polarization.  This phenomenon is called temporal dispersion.  In consequence, the 
electromagnetic response at an instant t is written as a convolution over all past events.  
Importantly, the future events will not affect the response due to the causality principle.  
By assuming a linear and local response of the medium (the response at point r is only 
induced by the field at the same spatial position), and stationary (material properties do 
not change in time), the constituent relations can be expressed as a convolution with a 
response function.  As example let us consider the case of dielectric response: 
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      '',',ˆ, dttttRt
t
rErrP 

 , (2.9) 
where  ',ˆ ttR r  is a tensor of response function.  It has to be emphasized that any 
response of the medium is fully expressed by the function  ',ˆ ttR r .  Lifting any 
assumptions, as formulated above, complicates the functional dependency but will not 
lead to substantial modifications of the functional relations.  If e.g. the assumption on 
the locality would not hold anymore, the convolution needs to be taken over entire 
spatial domain.  When the assumption on the linear response is not valid, higher order 
response functions need to be considered, which are multiplied by square or cubes of 
the electric or magnetic fields (see below Sec. 2.4).  Although written here only for the 
electric polarization, dual expressions exist for the magnetic response of natural 
magnetic materials.  
The description of the induced electromagnetic response in the time domain is 
seemingly complicated and from a practical point of view not very handy.  As the 
equation is a convolution in the time domain, it is reduced to some simple algebraic 
multiplication in the frequency domain.  Therefore, applying the Fourier transform with 
respect to time in the frequency domain one obtains 
    ),(~,ˆ,~  rErrP e , (2.10a) 
    ),(~,ˆ,~  rHrrM m  (2.10b) 
where the wavy line denotes Fourier-transforms and the electric and magnetic 
susceptibility tensors are defined as  
     deR imee,m 


 ,ˆ,ˆ , rr . (2.11) 
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The fact that the susceptibilities are functions of frequency expresses that the medium 
 as “ e  r ”  in  t er w rds  t e resp nse is n t  n   deter ined b  t e instantane us 
field action but also depends on its past strength.  The constituent relations between the 
fields in this case read 
    ),(~,ˆ,~  rErrD  , (2.12a) 
    ),(~,ˆ,~  rHrrB   (2.12b) 
where e ˆ41ˆˆ   is called permittivity and m ˆ41ˆˆ   is called permeability.   
Finally we note that continuous medium approximation is valid not only in the 
case of natural materials but in any situation, when the electromagnetic field couples to 
an artificial structure, consisting of small elements with sizes much smaller than the 
electromagnetic field spatial variation scale.  Hence, a metamaterial can be also 
described within the formalism drawn in this section and can be characterized by the 
effective permittivity and permeability.  To derive the permittivity and permeability of a 
metamaterial one needs to find a response of the single element to a given homogeneous 
electromagnetic field and then average this response over physically infinitesimal 
volume, containing a lot of constituent elements.   
2.3 Electromagnetic plane waves 
Maxwell equations allow existence of solutions in a form of propagating 
electromagnetic waves that carry energy, momentum and angular momentum.  A plane 
transversal wave is the simplest and most important sort of electromagnetic waves.  Let 
us consider the plane electromagnetic waves in a homogeneous, isotropic and 
nonconducting material with electromagnetic response characterized by the constant 
scalar permittivity ε and permeability μ.  In the case of absent sources combining Eqs. 
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(2.6a) and (2.6b) together and accounting Eqs. (2.6c) and (2.6d) one proves that any 
component of the fields E and B satisfies the wave equation  
0
1
2
2
2
2 



t
U
v
U , (2.13) 
where the constant 

с
v   is a characteristic of the material.  The Eq. (2.13) has a 
well-known solution in a form of plane wave  
kritieU   , (2.14) 
where frequency ω and wave vector k are related as 
cv
k



 . (2.15) 
If one considers the propagation along a certain direction, e.g. x-axis, the fundamental 
solution of Eq. (2.13) reads 
  ikxiωtikxiωt BeAetxU  , . (2.16) 
Using Eq. (2.15) from Eq. (2.16) one obtains 
     vtxikvtxik BeAetxU  , . (2.17) 
If v does not depend upon k the general solution of Eq. (2.13) according to Fourier 
theorem is  
     vtxgvtxftxU , , (2.18) 
where f and g are arbitrary functions.  The solution (2.18) describes waves propagating 
along positive and negative directions of x-axis with velocity v, which is called phase 
velocity of a wave.  If v depends on k the situation becomes more complicated – the 
initial forms f(x) and g(x) do not propagate with a single velocity without distortions.  
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At the same time each spectral component has associated phase velocity v defined in 
accord with Eq. (2.15).  
Let us now take into account vector properties of the electromagnetic field.  
Assuming, that  
  .c.c
2
1
, 01 
 kr
erE
itieEt  , (2.19a) 
  .c.c
2
1
, 02 
 kr
erB
itieBt  , (2.19b) 
where e1 and e2 are unit vectors, E0 and B0 are complex amplitudes of the fields, c.c. 
denotes complex conjugate.  From 0 E  and 0 B  follows 
0,0 21  keke  (2.20) 
meaning that E and B are perpendicular to the wave propagation direction k.  Thus, the 
plane electromagnetic wave is transversal.  Substituting expressions (2.19) into equation 
tc 


B
E
1
 we arrive to  
  00201 





  kreke itieB
c
Ei 

. (2.21) 
This equation has the solution as follows 
k
1
2
ek
e

 , (2.22) 
00 EB  . (2.23) 
Thus the vectors e1, e2 and k form an orthogonal basis, E and B oscillate in phase while 
ratio of their amplitudes is constant (see Fig. 2.1).  The wave described by Eqs. (2.19), 
(2.22) and (2.23) is a transversal wave propagating along direction k with linear 
polarization along e1 direction (with respect to the electric field).  
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Fig. 2.1. The wave vector k with respect to the polarization plane. 
 
An arbitrary plane electromagnetic wave can be represented as a superposition of 
a pair of orthogonal waves with the fields 
.c.c
2
1
111 
 kr
eE
itieE  , (2.24a) 
.c.c
2
1
222 
 kr
eE
itieE  , (2.24b) 
k
j
j
Ek
B

  ,   (j = 1, 2). (2.24c) 
The amplitudes E1 and E2 are complex and one can therefore introduce a phase 
difference between them.  The full solution for the wave propagating along k is a linear 
combination of E1 and E2: 
    с.с
2
1
, 2211 
 kr
eerE
itieEEt  . (2.25) 
If E1 and E2 have the same phases the Eq. (2.25) represents the linearly polarized wave 
with a vector of polarization oriented at angle  12atan EE  with respect to e1 
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direction and with amplitude 22
2
1 EEE   as shown in Fig. 2.2(a).  If E1 and E2 have 
different phases the wave (2.25) is elliptically polarized.  In the important case of 
circular polarization the phase difference between E1 and E2 equals ±90
o
 while the 
length of E1 and E2 is the same.  In this case 
    с.с
2
1
, 210 
 kr
eerE
itieiEt  . (2.26) 
Let us assume that the wave propagates along z axis, while e1 is oriented along x-axis 
and e2 along y.   
E
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Fig. 2.2. The electric field of the linearly polarized wave (a) and circularly 
polarized wave. 
 
The components of the electric field in this case are 
   kztEyzEx  cos, 0 , (2.27a) 
   kztEyzEx  sin, 0 . (2.27b) 
In the circularly polarized wave the electric field rotates with the frequency ω in any 
fixed point of space as depicted in Fig. 2.2(b).  The upper sign in (2.26) and (2.27b) 
corresponds to the left-handed polarization.  If one looks towards the wave propagation 
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direction the electric field rotates anticlockwise.  In the opposite case of right-handed 
polarization the electric field rotates clockwise.  The left-handed wave carries positive 
angular momentum, while the right-handed one – negative.  
(b)y
x
y
x
E
B
(a)
φ φ
 
Fig. 2.3. The electric (a) and magnetic (b) fields of the elliptically polarized wave. 
 
Two orthogonal circularly polarized waves form a basis that can represent any 
polarization state.  Let us introduce the orthogonal unit vectors 
 21
2
1
eee i . (2.28) 
With the help of this vectors the general representation (2.25) can be rewritten in a form 
    с.с
2
1
,  
kr
-eerE
itieEEt  . (2.29) 
where E+ and E- are complex amplitudes.  When E+ and E- have the same absolute value 
but different phases the wave is elliptically polarized with the polarization ellipse 
principal axes oriented along e1 and e2.  The ratio between the ellipse half axes equals 
   rr  1/1  where r = E+/ E-.  When the complex amplitudes E+ and E- have different 
phases, so as ireEE 2/  , the ellipse axes are tilted with angle φ with respect to e1 
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and e2.  Figure 2.3 shows the elliptically polarized wave: in any point of space vectors E 
and B trace the ellipses, depicted in the figure.  
2.4 Nonlinear optical response of a material 
The linear approximation (2.9) and (2.12) of an electromagnetic response of a 
material is sufficient for the moderate strength of electromagnetic fields.  In the strong 
fields the relations between polarization, magnetization and fields become nonlinear.  
This nonlinearity is typically only observed at very high light intensities (values of the 
electric field comparable to interatomic electric fields, typically ~ 10
8
 V/m) such as 
those provided by pulsed lasers.   
Many nonlinear optical phenomena in which the fields are not too large can be 
described by a Taylor series expansion of the polarization in the frequency domain: 
               
              ...ˆˆ
ˆˆˆ
)3(
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
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
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EEEHE
EEHEP
 (2.30) 
where different nonlinear susceptibilities such as )2(ˆ , emˆ  and 
)3(ˆ  are introduced.  
The magnetization can be expanded in the similar way. 
Alternative phenomenological approach based on energy considerations was 
introduced by Pershan [7].  He demonstrated that the interaction between nondissipative 
media and time-varying electromagnetic fields can be described by a time-averaged 
potential function.  From this function it is possible to derive the nonlinear susceptibility 
tensors that describe any of the usual electro- and magneto-optical effects for electric 
and magnetic fields of any frequency.   
Let us assume that electric field is formed from the n interacting waves: 
    tij
n
j
jett

 ,
~
Re2
1


 EE . (2.31) 
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where  tj ,
~
E  is a slow varying envelope of a wave with a carrier frequency ωj.  In the 
electro-dip  e appr  i ati n t e ti e a eraged  ree energ  p tentia   un ti n Ф(t) can 
be represented as a Taylor series expansion with respect to  tj ,
~
E .  The different terms 
in the expansion describe distinct nonlinear effects.  The advantage of  er an’s energy 
approach is that the mutual relations between several nonlinear phenomena can be 
established.  For example, well-known Pockels and Faraday effects have inverse 
counterparts.  
2.5 Electro-optical rectification and inverse Faraday effect 
The free energy potential function describing electro-optical (first-order with 
respect to the applied electric field) effect is given by 
       tEtEEt kjiijk ,
~
,
~*
0
2  , (2.32) 
where E0 is an applied electric field (at zero frequency).  The nonlinear susceptibility 
tensor )2(ˆ  has certain symmetry, i.e.         .000 222   kijjkiijk   
The polarization envelope at optical frequency ω responsible for Pockels effect can be 
obtained from the free energy (2.32) as 
     tEE
E
ω,tP kiijk
j
i ,
~
~
~
0
2
*



 . (2.33) 
This polarization results in the additional contribution to the dielectric tensor which 
depends on the applied field 
 
iijkjk Eε 0
24Δ   and gives rise to the electric field induced 
birefringence, i.e. Pockels effect.  At the same time the term (2.32) describes the light-
induced nonlinear polarization that follows the envelope of optical intensity 
       tEtE
E
tP kjijk
i
i ,
~
,
~*2
0
0 


 . (2.34) 
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The creation of the nonlinear polarization by light is called electro-optical rectification.  
Obviously, the same nonlinear susceptibility tensor )2(ˆ  is responsible for both electro-
optical Pockels effect and electro-optical rectification.  The latter can be therefore 
regarded as inverse electro-optical effect.  Note, that direct and inverse electro-optical 
effects are allowed in the materials which does not have a center of symmetry, 
otherwise it can be shown that 0ˆ )2(  . 
The magneto-optical effects (first-order with respect to the applied magnetic field) 
are described by a free energy term similar to (2.32): 
       tEtEHt kji
m
ijk ,
~
,
~*
0
2  , (2.35) 
where H0 is an applied magnetic field.  In contrast to the electro-optical susceptibility 
)2(ˆ , the nonlinear susceptibility 
 m2ˆ  may be nonzero in any material with arbitrary 
symmetry.  The polarization envelope at optical frequency ω responsible for Faraday 
effect can be obtained from the Eq. (2.35) as 
     tEH
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  (2.36) 
that results in the additional dielectric tensor components 
 
i
m
ijkjk Hε 0
24Δ  .  Again, the 
same free energy term (2.35) describes the inverse effect – the magnetization of a 
medium with light.  The optically induced magnetization is determined as  
       tEtE
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tM kj
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 . (2.37) 
In an isotropic material, invariant under time reversal, the light-induced 
magnetization (2.37) simplifies to 
        t,tt m ,
~~2
0 
*
EEM  . (2.38) 
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Thus, the magnetization (2.38) is produced by the circularly polarized light.  We 
will consider the relation between direct and inverse Faraday effects closely in Chapter 
4.  
2.6 Pump-probe third-order effects 
In this section we briefly examine the classification of pump-probe polarization 
sensitive phenomena in isotropic media and cubic crystals, neglecting spatial dispersion.   
Let us assume that the sample is illuminated with two optical pulses incident 
along the same direction.  The intensity of the one pulse (pump) is orders of magnitude 
higher than the intensity of another (probe).  Thus, we can neglect the perturbation on 
the optical properties of the sample due to the probe, since its intensity is usually several 
orders of magnitude smaller than that of the pump.  At the same time the presence of 
intense optical pump may induce anisotropy in the medium which can be detected by a 
linearly polarized, transmitted or reflected probe beam.   
In isotropic media two major nonlinear pump-probe polarization effects are 
possible: the optical Kerr effect and the inverse Faraday effect.  
The optical Kerr effect is the high-frequency analogue of the quadratic electro-
optical effect (known as the Kerr effect).  In the conventional Kerr effect a static, or 
relatively slowly varying, electric field applied perpendicularly to the direction of light 
propagation induces birefringence (in an isotropic sample the Kerr optical axis is along 
the direction of the applied field).  In contrast to the Pockels effect discussed above, the 
Kerr birefringence is quadratic in the applied field and therefore does not depend upon 
its sign.  The quasistatic electric field may be replaced with a rapidly oscillating field, 
for instance, by the optical field of the pump pulse.  In this case the “ pti a   err e  e t” 
takes place.  In the pump-probe optical Kerr effect a weak, linearly polarized light pulse 
acts as the probe, while the pump pulse is linearly polarized with polarization direction 
 36 
at some angle Δθ with respect to the probe polarization.  The effect is permitted in 
media of arbitrary symmetry.  In the general case one can expect to see both pump-
induced ellipticity and azimuth rotation of the probe in reflection and transmission.  The 
transmissive effect grows linearly with the sample thickness.  The magnitude of the 
rotation and ellipticity reaches its maximum when the pump is polarized at ±45
o
 to the 
pr be.   u p p  arizati ns    Δθ and –Δθ to the probe polarization give effects of 
opposite sign, the effect disappears when the pump is polarized either parallel or 
perpendicular to the probe.   
The second major pump-probe polarization sensitive effect is the pump-probe 
inverse Faraday effect.  In this case a weak linearly polarized beam acts as the probe, 
while the pump is circularly polarized.  Indeed, according to Eq. (2.38) the circularly 
polarized pump magnetizes a medium.  If the light-induced magnetization is probed 
optically we arrive to the pump-probe inverse Faraday effect.  Thus the pump induced 
circular birefringence/dichroism due to the inverse Faraday effect results in a change in 
the polarization of the reflected and transmitted initially linearly polarized probe. In the 
general case one can expect to see both pump-induced ellipticity and azimuth rotation of 
the probe in reflection and transmission  Similarly to the optical Kerr effect, the inverse 
Faraday effect is permitted in media with arbitrary symmetry and the transmissive effect 
grows with the sample thickness.  The sign of the ellipticity and azimuth rotation is 
opposite for right- and left-handed circular polarizations of the pump.   
Additionally, the pump-probe nonlinear anisotropic polarization effect can be 
observed in cubic crystals and along fourfold symmetry axis in crystals of low 
symmetry.  To observe this effect the pump and probe beams must be linearly polarized 
in exactly the same direction at an angle with respect to one of the crystallographic axes.  
The magnitudes of the effect in reflection and transmission reach their maxima if the 
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pump and probe are polarized at angle 4/4 nπ/θ   with respect to the axis of the 
crystal [for example, (001)] where n is an integer.  The sign of the effect is opposite for 
incident beams making angles of θ and –θ to the crystallographic direction.  The effect 
disappears when the incident pulses are polarized along cubic symmetry axes.  
Importantly, at these orientations the effect does not interfere with OKE and IFE.  
The subsequent Chapter 4 exemplifies the polarization analysis based on the 
approach drawn in this section and applied to a complex optical pump-probe response.  
2.7 Basic theory of magnetism 
All materials can be classified as diamagnetic and paramagnetic with respect to 
the character of the response to the magnetic field.   
Diamagnets have no elementary magnetic moments with absence of external 
magnetic field.  Hence, when a magnetic field is applied to a diamagnetic medium, it 
becomes magnetized so as to diminish the field inside it in accord with the Faraday 
induction law.  The diamagnetic response, however, is not created by the magnetic field 
directly but by the transient electric field which is generated during “swit  ing”    t e 
magnetic field.  The magnetic susceptibility of diamagnets is very small and does not 
depend on temperature.  
In contrast to pure diamagnetic media paramagnets contain elementary magnetic 
moments (electron spins) which can be oriented by magnetic field, which leads to 
magnetization in direction of the field.  Note, that the diamagnetic effect is also present 
in these materials but is usually extremely weak compared to the paramagnetic 
contribution. At the same time, in some paramagnetic substances the orientation of 
magnetic moments occurs spontaneously, in the absence of applied magnetic field.  
These substances are called magnetically ordered.  The simplest type of them is 
ferromagnet.  In this case all elementary magnetic moments are aligned parallel to each 
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other resulting in large spontaneous magnetization.  However, the thermal motion 
breaks the parallel orientation of magnetic moments.  Therefore the spontaneous parallel 
order is close to ideal only at low temperatures.  At a Curie temperature TC the thermal 
motion destroys the magnetic order completely.  Also, the directions of spontaneous 
magnetization in the absence of external field or in a weak field are not always parallel 
to each other throughout the whole sample.  Ferromagnetic materials are normally 
divided into domains, inside which these directions are approximately the same, but 
change from one domain to another. 
Antiferromagnets are defined as materials in which elementary magnetic moments 
are ordered but the spontaneous magnetic moment of any macroscopic region is either 
equal to zero or has a small value, as compared to the sum of elementary magnetic 
dipoles.  In many antiferromagnets the elementary magnetic dipoles are aligned in 
opposite directions so as the resulting moment is equal to zero. 
Ferrimagnets are very similar to the antiferromagnets in terms of magnetic 
ordering.  For ferrimagnets the magnetic moment of a macroscopic region is nonzero 
and  comparable to the sum of elementary moments. 
Above the Curie temperature TC the magnetic susceptibility of a paramagnet is 
described by the Curie-Weiss law as follows 
 
 CTT
С
T

 , (2.39) 
where C is a constant.  
The reason of magnetic ordering is the so called exchange energy.  Indeed, the 
magnetic interaction of elementary magnetic dipoles cannot be the cause of magnetic 
ordering and hence the spontaneous magnetization of a ferromagnet.  This follows from 
the comparison of the thermal energy kTC, which destroys the ferromagnetic order, with 
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the energy of magnetic interaction of two magnetic moments.  The thermal energy 
corresponding to the Curie temperature is of order of 10
-15
 – 10-13 erg (if TC = 10 – 1000 
K) and the dipole interaction energy is of order of μB
2
/a
2
 ~3×10
-18
 erg (here a ~3×10
-8
 
cm is the mean distance between magnetic moments and μB is Bohr magneton).  So the 
former is much bigger for common ferromagnets with typical Curie temperatures in the 
range 10 – 1000 K. 
At the same time the energy e
2
/a of the electrostatic interaction of two electrons at 
the same distance a is of order of 10
-11
 erg.  Thus even a small fraction of this energy 
would be enough to give the observed values of TC.  Exchange energy is a part of 
electrostatic (Coulomb) energy of two particles that depends on the mutual orientation 
of their spins.  This energy causes magnetic ordering.  In ferromagnets it is minimized 
for the parallel orientation of all electronic spin moments.  In antiferromagnets it is 
minimized for the antiparallel orientation of the spins.  The exchange energy decreases 
quickly with increasing distance between the particles.  
In metals, the magnetism comes from the itinerant collective electrons. In the 
paramagnetic state n+, the number of electrons (per atom) with spins oriented along the 
magnetization, equals n-, the number of electrons with spins oriented against the 
magnetization.  Thus n+ = n- = n/2, where n is a full number of electrons per atom.  In 
the case of the zero temperature T = 0 the energy bands of electrons with antiparallel 
spins are shifted with respect to each other due to the exchange interaction.  The value 
   t e energ  s i t 2Δ is pr p rti na  t  t e  agnetizati n.  The corresponding change 
of the kinetic energy (per atom) reads 
  2/2/ mnnnWk   . (2.40) 
where   nnnm /   is the relative magnetization.  Let us assume that Δ is small that 
allows us to restrict ourselves with linear approximation with respect to Δ.  The change 
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of magnetic energy due to transition from a paramagnetic state to ferromagnetic one 
(per atom) is 
  222 4/14/1 mJnJnnJnWm   . (2.41) 
where J is an exchange interaction constant.  In the linear approximation  
    .2/2/ mnnnWF   . (2.42) 
Here  FW  is a density of electron states at Fermi energy WF.  The full energy change 
is therefore  
 
  F
F
WJ
W
mn
W 

  1
4
22
. (2.43) 
In the case of   1FWJ  the energy is minimized in paramagnetic state with zero 
magnetization m = 0.  In the case   1FWJ  the energy is minimized in ferromagnetic 
state with m ≠ 0, i.e. the exchange interaction is strong enough to create magnetic 
ordering.  The latter is called the Stoner criterion of ferromagnetism.   
However, in many ferromagnets, as well as in antiferromagnets and ferrimagnets, 
the interacting particles are situated at such large distances from each other, so that the 
direct exchange interaction considered above cannot be responsible for magnetic 
ordering. Different mechanisms of indirect exchange interaction, in which some other 
particles take part, must be introduced in such cases [50].   
2.8 Basic theory of magnetic resonance 
In the classical treatment of dynamic processes in a magnetized material, the 
equations of macroscopic electrodynamics should be supplemented by the constituent 
relations, which express the dependence of the magnetization M on the magnetic field 
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H for the particular substance.  The equation of motion of the magnetization can be used 
as such a relation.   
Let us consider motion of a spin in the external field H.  The torque exerted on the 
magnetic moment pm put in the field H equals  Hp m .  The equation of the motion of 
the rigid magnetic moment implies an equality between the torque and the time 
derivative of the angular momentum L, given by 
 HpL  m
dt
d
. (2.44) 
Taking into account that L = -γpm, where γ is an absolute value of the electron 
gyromagnetic ratio, we get 
 Hpp  mm
dt
d
 . (2.45) 
It follows from the equation (2.45) that at any moment of time t the increment dpm is 
perpendicular to both pm and H regardless of the time variation of the field H.  Thus, the 
angle between pm and H does not change and if the field is constant in time the 
magnetic moment precesses around H.  The frequency of the precession equals ω = γH. 
At the same time, from the quantum physics point of view the frequency of the 
magnetic precession resonance ω is due to a transition between Zeeman energy 
sublevels in the bias field H: 
Hg B  , (2.46) 
where g is Lande factor of an electron and μB is Bohr magneton and   is Planck 
constant (note, that /Bg  ).  However, the simple Zeeman formula (2.46) is valid 
for an isolated atom only.  The crystallographic environment greatly changes the 
magnetic resonance properties of an ion due to the crystal field level splitting.  
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Phenomenologically, the impact of the crystal field and spin-orbit coupling can be 
expressed in terms of so called effective g-tensor.  The principal axes of this tensor are 
determined by the local fields, i.e. by the local atomic arrangement.  In this formalism, 
one can write the component of the electron Hamiltonian H  related to applied magnetic 
field as 
zzzyyyxxx HgSHgSHgSg BBBB ˆ   HSH , (2.47) 
where S is the electron spin.  Here, the axes of the chosen coordinate system coincide 
with the principal axes of the g-tensor.  Introducing the effective field 
 zzzyyyxxx HgHgHg eeeH 
2
1
'  and substituting it to Eq. (2.47) we arrive to the 
expression  
SH'B2H , (2.48) 
which is very similar to the standard Zeeman term.  Thus, to calculate the paramagnetic 
resonance frequency correctly one needs to substitute 'H  instead of H into Eq. (2.46).  
Then, we obtain 
HgB ˆ  . (2.49) 
Eq. (2.47) demonstrates that the precession frequency may depend upon the orientation 
of the applied magnetic field with respect to the crystallographic directions.  
Magnetic resonance in a ferromagnet is described by an equation very similar to 
the formula (2.45). However, instead of the applied field one needs to introduce the so 
called effective magnetic field 
M
H


eff  w ere Ф is t e  ree energ     a 
ferromagnet and M is its magnetization.  The equation of motion of magnetization of a 
ferromagnet was proposed by Landau and Lifshitz in 1935 [51].  Below, a slightly 
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modified equation, with added comparatively small term leading to dissipation, is 
presented.  This is equation of motion proposed by Gilbert and reads 
  










tMt
M
MHM
M 
 eff , (2.50) 
where ν is a dissipative constant.  Note, that according to Eq. (2.50) the length of the 
magnetization vector is conserved.  Therefore, this equation describes precession of the 
magnetization vector around equilibrium orientation. 
For an anisotropic ferromagnet  
anmagex  , (2.51) 
where Фex is exchange energy, Фmag is magnetic (dipolar) energy, and Фan is the energy 
of magnetic anisotropy.  The exchange energy can be regarded as a sum of two terms: 
ex0exex
~
 . (2.52) 
Here 0ex  is the value of exchange energy when the magnetization is uniform, and ex
~
  
corresponds to the increase of this energy due to the nonuniformity of magnetization. 
The term 0ex  can be written in the form  
MM ˆ
2
1
0ex , (2.53) 
where ˆ  is the exchange tensor.  In many cases it can be regarded as a scalar.  The term 
ex
~
 is given by the formula 

  




3
1
3
1
ex
~
i j ji
ij
xx
MM
 , (2.54) 
where tensor ˆ  determines the exchange energy as a function of nonuniformity of the 
magnetization.  Thus, the effective field of the exchange interaction is  
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
  





3
1
3
1
2
ex
eff
ˆ
i j ji
ij
xx
M
M
M
H  . (2.55) 
In the simplest case of an isotropic ferromagnet the tensor ˆ  is just a scalar. 
The magnetic energy can be written as 
MZmag
~
 , (2.56) 
where 
0Z MH  (2.57) 
is Zeeman energy, i.e. the energy of the magnetization in an external bias magnetic field 
H0, and ФM is the internal magnetic energy resulting from the magnetic (dipole-dipole) 
interaction between magnetic moments.  The latter energy depends on the geometry of 
the sample.  For example, in a small ferromagnetic ellipsoid  
MMNˆ
2
1
M  , (2.58) 
where Nˆ  denotes the demagnetization tensor.  
Equation (2.50) may have solutions in a form of propagating disturbances of the 
magnetization called spin waves or magnons.  To describe these spin waves (e.g. find 
their dispersion relations) one has to solve Eq. (2.50) with Maxwell equations or 
equations of magnetostatics for low frequencies.  The boundary conditions should be 
taken into account as well.  The different approximations can be used in this way.  If 
long wavelengths are considered the exchange interaction can be neglected since it 
decreases quickly with respect to the distance.  On the other hand, when the short, 
comparable with the exchange spatial scale, wavelengths are considered, the exchange 
interaction plays the main role.  In Chapter 7 the detailed analysis of the spin waves in 
thin ferromagnetic films is presented.  
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2.9 Magnetic resonances in a weak ferromagnet 
In this section we outline the theory of the magnetic resonance in so called weak 
ferromagnets which we will use later in the Chapter 6.  A weak ferromagnet is a 
antiferromagnetic system in which antiparallel spins are slightly canted with respect to 
each other due to the Dzyaloshinskii-Moriya term in the free energy function 
 21D MMD  , (2.59) 
where D is a constant vector and M1 and M2 are the partial magnetizations of the two 
magnetic sub-lattices so as M = M1 + M2.  Hence, the small ferromagnetic moment 
appears as a result of the presence of the effective magnetic field HD associated with the 
Dzyaloshinskii-Moriya energy.  Due to the presence of two sub-lattices, two normal 
modes of magnetization oscillation are possible in a weak ferromagnet.  The low 
frequency mode corresponds to the precession around the magnetocrystalline anisotropy 
axis and is called quasiferromagnetic resonance (QFMR) mode.  The high frequency 
mode is determined by the exchange interaction and is therefore called exchange mode 
or, in other terminology, quasiantiferromagnetic resonance (QAFMR) mode.  
Let us assume that the field HD is oriented along the z axis.  The magnetization 
motion for the normal magnetic modes in this case is shown in Fig. 2.4.  In the case of 
quasiferromagnetic mode [see Fig 2.4(a)] the full magnetization M precesses with right-
handed polarization in XY plane.  The partial magnetizations M1 and M2 precess so as 
their projections onto XY plane precess coherently with amplitude of precession being 
half of the amplitude of the M precession. At the same time the z-components of M1 
and M2 oscillate out of phase, and therefore cancel. In the case of exchange mode the 
full magnetization does not precess but changes length along z.  The magnetizations M1 
and M2 precess so as their projections onto YZ plane rotate into opposite directions, i.e. 
z components of M1 and M2 are in phase, while y components are out of phase. A 
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notable difference between the modes is that the low frequency one conserves the angle 
between M1 and M2, while the high frequency one does not. 
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Fig. 2.4. The motion of the magnetization in a weak ferromagnet associated with 
the quasiferromagnetic (a) and quasiantiferromagnetic (b) resonances.  The 
numbers show the direction of motion.  
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2.10 Summary 
In this chapter the background theory of the thesis has been outlined.  Initially, the 
notion of electromagnetic field and the Maxwell equations which govern dynamics of 
the field were introduced.  Special attention was given to the homogenization procedure 
of the microscopic electromagnetic fields and material responses in the continuous 
medium approximation.  The notion of the light polarization was discussed as well as 
polarization-sensitive effects of nonlinear optics.  Then a brief overview of magnetic 
materials was given.  Finally, the basic theory of magnetic resonances in different 
specific magnetic systems relevant to the main content of the thesis was described.   
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Chapter 3. Experimental methods 
This chapter contains descriptions of the experimental techniques employed 
throughout the research presented in the thesis.  The physics behind the methods is also 
discussed.   
We employed two different experimental methods during the project: all optical 
pump-probe spectroscopy and pulsed THz time domain spectroscopy.  Both methods 
are based on the use of ultrashort laser pulses from the same laser system introduced 
below.  
3.1 Laser System 
The experiments reported in the thesis were conducted with the help of a 
commercial Coherent Legend Ti:Saphire amplified laser system, which uses a Coherent 
Evolution Elite laser as an optical pump, and a Coherent Vitesse as a seed laser [52].  
The system produces high energy (~ 3mJ), ultrashort (~ 100 fs), pulses of light with a 
central wavelength of 800 nm, and a bandwidth of 11 nm.  The Vitesse is a laser diode 
pumped pulsed laser system, outputting pulses with energy of 12 nJ and duration of 85 
fs, at a repetition rate of 80MHz.  These seeding pulses enter the amplifying Legend 
system and are stretched in time using a diffraction grating.  Then they pass through a 
cooled titanium doped sapphire crystal which serves as a gain material.  The purpose of 
the temporal stretching is to avoid damage to the gain crystal.  At the same time the 
green (at 532nm) pump beam produced in the Evolution Nd:YLF laser system 
illuminates the crystal and creates a population inversion.  The latter results in 
 50 
stimulated emission of radiation, amplifying the seed pulse energy.  The cavity within 
the Legend is supplemented b      e ’s  e  s which synchronize the timing between the 
seeding pulses and the pump and control the number of passes for each pulse.  The 
pulses undergo round trips through the cavity around 20 times before being released.  
After emission from the cavity the pulses are compressed into the ultrashort high energy 
pulses.  The repetition rate of the pulses is reduced to 1050 Hz. 
3.2 Basic principles of all-optical pump-probe spectroscopy 
In the all optical pump-probe geometry the sample is illuminated by the intense 
optical pulse (the pump) which provides the ultrafast stimulus for the system of interest 
(  arges  spins  p  n ns et .).     u   wea er pr be pu se is used t  “snap-s   t” t e 
dynamics of the perturbed system at the chosen moment of time, via different optical 
effects such as those described in Sec. 2.6 above.  By varying the time delay between 
the pump and probe arrival times at the sample the full evolution of the nonlinear 
optical pump-probe response can be recorded.  At the same time the pump-probe 
technique requires the physical process under study to be fully repetitive.  Indeed, the 
ultrafast pump-pr be e peri ent “sees” an u tra ast e ent at a  ertain    ent  f time 
defined by the given delay between the pump and probe pulses.  In order to observe the 
whole evolution of the optical response the same event has to be excited many times 
and recorded at subsequent moments.  Hence, the repetition rate between the excitation 
events that give rise to the dynamics of the sample has to be significantly slower than 
the characteristic relaxation times of the system under study so as the sample always 
recovers to its initial state before the next stimulus arrives.    
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Fig. 3.1. Schematic of the typical pump-probe experiment. 
 
The principal scheme of the pump-probe experiment is shown in Fig. 3.1.  The 
initial laser beam is split by a beam sampler in two parts called pump and probe beams 
at a ratio of their intensities of about 90/10.  Both beams pass through polarizers to 
ensure the purity of their polarization states.  The pump is modulated with a 
synchronized mechanical chopper working at half frequency of the laser system, the 
role of which is described below.  The motorized delay line controlling the timing 
between pump and probe pulses is usually introduced into the pump beam path, since it 
is less critical for the alignment than probe beam path which should be kept as stable as 
possible to reduce the noise level.  The polarization state of the pump incident to the 
sample is modified using a half waveplate (for rotation of the linear polarization) or 
quarter waveplate (for obtaining circular polarization).  The polarization of the probe is 
kept linear.  The intensity of the pump is usually controlled with a set of neutral density 
optical filters or with a half waveplate placed in front of the polarizer.  Both beams are 
focused to the sample so as the pump spot is larger or comparable with the probe spot. 
 52 
A small deviation off normal incidence allows one to separate the pump and probe beam 
paths beyond the sample.  The beam block prevents the pump from going to the 
detector.   
Noteworthy, the schematic depicted in Fig. 3.1 is indicative.  Various additional optical 
elements can be introduced into pump and probe beam paths, as well as some modifications of 
the geometry itself.  The distinct features of the pump-probe scheme used in the project will be 
discussed in the Chapter 4 below. 
Linear
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D
-
S
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 λ/2 plate
 λ/2 plate
 
Fig. 3.2. Schematic of the two modifications of the detection method are 
schematically shown: one measures the rotation only (a) while another measures 
the change of orthogonal components separately that allows one to detect the 
rotation and transient absorption simultaneously (b).  
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To measure the rotation of the probe polarization after its transmission through a 
sample, a differential bridge detector is used.  Its base components are a polarizing 
beam splitter and two photodiodes.  Two typical geometries are shown in Fig. 3.2 (a) 
and (b).  In both cases the polarizing beam splitter divides the incident beam into s- and 
p-polarized beams with orthogonal polarizations.  In the scheme depicted in Fig. 3.2 (a) 
these two orthogonal beams are focused onto two photodiodes leading to corresponding 
signals Is and Ip.  To balance the two intensities so as Is = Ip =I0 in equilibrium (without 
presence of pump) a half waveplate placed in front of the polarizing beam splitter is 
used.  In this case the rotation of the probe polarization acquired in the sample can be 
measured by monitoring the differential signal Is – Ip.  Indeed, assuming that 
Is,p = I0+ΔIs,p and |ΔIs,p| << I0 the pump induced angle of polarization rotation θ due to 
the pump action is given by 
02
sin
I
II ps 
  wit  ΔIs = – ΔIp.  Changes in 
ellipticity do not contribute to the signal in the present geometry.  However, the 
ellipticity can be measured if a quarter waveplate replaces a half waveplate in front of 
the polarizing beam splitter.  We will discuss the latter possibility below concerning the 
electro-optical sampling technique (Sec. 3.3).  The differential scheme combines the 
simple design with good accuracy since it cancels most of the ultrafast laser instability 
in intensity.  At the same time, the differential signal represents rotation only if 
ΔIs = - ΔIp.  However, the pump may induce the polarization dependent absorption or 
reflectivity changes of the sample.  In order to separate this effects from the rotation 
signal one has to use a more sophisticated scheme shown in Fig. 3.2 (b).  It allows one 
t   easure ΔIs and ΔIp separately.  In this geometry the probe pulse after the sample is split 
into two orthogonal s- and p-polarized pulses, focused to the one photo diode.  The reference 
pulse of the fixed intensity illuminates the second diode.  In the equilibrium the intensities of s 
and p pulses and the reference pulse are set to be equal.  By blocking one of the probe 
orthogonal components one measures the change of intensity of the other component with 
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respect to the reference intensity.  By taking sum and difference of the s and p intensity changes 
one calculates the change of the total intensity of the probe and the rotation of its polarization 
Since the measured probe intensity changes are tiny and comparable with pulse to 
pulse fluctuations one has to seek a way for noise reduction.  This is achieved by using 
a pump modulation and phase-sensitive detection.  In this technique the pump is 
modulated at a known frequency with a fixed phase while a phase-sensitive detector is 
picking up the signal at this particular frequency.  Thus, a mechanical chopper in the 
pump beam path is locked to the laser repetition frequency and modulates the arrival of 
the pump pulses at the sample.  The chopper is set to modulate at a half of the laser 
repetition frequency (i.e. 525 Hz in our set up) providing pulse-on pulse-off modulation.  
Noteworthy, the pulses arriving at the photodiodes are much shorter in duration than the 
photodiode response time (typically ~10 µs) so an electronic signal resulting from a 
rise-fall cycle of the diodes is of just microseconds covering a millisecond measurement 
interval (defined by the laser repetition frequency of 1050 Hz).  Thus, to increase the 
signal to noise ratio further, the signal from the balanced photodiodes is amplified and 
filtered using a band passed filter (set at the modulation frequency) with a help of 
electronic circuits designed and built by Dr. T. Isaaac [53], or, as applied towards the 
end of my thesis work, in commercial Newport Physics optical detectors.  The stretched 
and amplified signal is sent to a lock-in amplifier with the reference signal at the 
modulation frequency.  The lock-in amplifier rejects any background noise which is not 
at the same frequency as that of the modulation.  
3.3 Basic principles of pulsed THz time domain spectroscopy 
Terahertz frequency range lies between infrared radiation and microwaves, and 
is one of the last remaining unexplored regions of the electromagnetic spectrum.  The 
development of methods to generate coherent THz radiation still remains a challenging 
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problem.  Indeed, the well-known methods for optical or microwaves generation do not 
work in this frequency region.  However, significant progress in THz generation 
techniques has been achieved in recent years.  
Existing THz sources (based on free electron lasers [54] or synchrotrons [55]) are 
too expensive and bulky and not widely available.  However, compact quantum-cascade 
lasers [56, 57] are promising.  On the other hand, these lasers require cryogenic 
temperatures to generate frequencies below 10 THz.  The most common way of the 
table-top THz generation is based on interaction between ultrashort laser pulses and 
photoconductive antennas [58], semiconductors [59] and electro-optical crystals [60].  
Two rather distinct mechanisms have been used for this type of generation: transient 
photoconductivity and optical rectification in crystals with large second order 
nonlinearity (e. g. ZnTe, GaP, LiNbO3). In each case, the difference frequency 
component of nonlinear polarization  or current excited in the medium forms the source 
of THz field.  If the excitation light is pulsed, difference frequency mixing can occur 
between the frequency components contained within the pulse; this process is called 
optical rectification. Generated radiation is a short THz pulse (duration of several 
oscillation periods) with broadband spectrum.  One particular advantage of the optic-to-
terahertz conversion method of generation of THz pulses is the possibility to 
synchronize them with a femtosecond laser system that allows the development phase-
sensitive electro-optical sampling detection and optical-pump THz-probe spectroscopy.  
This latter technique is well suited for the investigation of light-induced ultrafast 
dynamics [25].   
Below, the method based on the optical rectification is discussed in detail, since 
we use it in our experiment.  Electro-optical detection of THz pulses is also described. 
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Opti a  re tiﬁ ati n    u tras  rt laser pulses propagating through nonlinear 
crystals is a proven way to generate broadband THz radiation.  In this technique, which 
was ﬁrst de  nstrated wit  pi  se  nd pu ses and  ater e tended t   e t se  nd 
pulses, the optical pump pulse produces nonlinear polarization P
NL
 that follows the 
envelope of the intensity of the pulse (see also Sec. 2.5): 
*EEP )2(NL ˆ . (3.1) 
Here E is the envelope of the optical field and )2(ˆ  denotes a second order nonlinear 
susceptibility tensor.  This nonlinear polarization moves with the group velocity of the 
pulse and emits THz radiation. 
According to the dispersion properties of the material, one can classify the THz 
generation into two regimes [61].  When the group velocity of the optical pulse exceeds 
the highest phase velocity for THz waves in the material, we have superluminal or non-
phase-matched regime.  When the opposite relation holds, we have subluminal or 
phase-matched regime. 
In the superluminal regime, the optical pulse can produce THz radiation via 
Cherenkov radiation mechanism: the moving nonlinear polarization emits THz radiation 
very much like a relativistic dipole emits Cherenkov radiation [62].  To produce a 
Cherenkov cone of THz waves, the optical pulse should be focused to a spot of the 
order of or smaller than the THz wavelength.  Otherwise, only a quasi-plane THz wave 
propagating collinearly with the laser pulse can be excited.  The latter process is 
inefficient due to the lack of phase matching between the wave and the moving source – 
only a thin layer of the crystal (smaller than the coherence length) contributes to the 
generation. The superluminal regime is typical, for example, for the excitation of 
LiNbO3 with Ti:sapphire laser pulses of 800 n  wa e engt  and Ga s wit  ﬁber laser 
pulses of 1.5–2 μ  wa e engt .    disad antage    using C eren    radiati n in 
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superluminal materials is the difficulty of extracting the generated THz pulses from the 
crystal due to total internal reflection.  Typically, a large value of the static dielectric 
constant of the crystal leads to a small critical angle, and so, the generated pulse suffers 
total internal reflection at the crystal boundary.  To overcome this limitation, a special 
shaping of crystals or prism output coupling is used [63]. 
In the subluminal regime, there is always a frequency for which phase matching is 
achieved, owing to the presence of dispersion [64].  Indeed, in a subluminal material the 
phase velocity of THz waves in the low-frequency limit exceeds the optical group 
velocity and decreases with frequency, tending to zero when the frequency approaches 
the optical phonon resonance of the crystal.  Thus, the phase velocity coincides with the 
optical group velocity at some specific frequency below the phonon resonance.  This 
provides a simple and effective way to generate THz waves: irradiation of a slab of 
subluminal material by a large (as compared to the THz wavelength) aperture beam of 
femtosecond laser pulses results in the phase-matched excitation of a quasiplane THz 
wa e pr pagating     inear   t  t e  aser bea .  N wada s   pti a  re tiﬁ ati n    
Ti:sapphire laser pulses in ZnTe, where phase matching with a 2.2 THz wave occurs, is 
probably the most widely used technique for the generation of broadband THz pulses 
[64]. 
Originally invented for the characterization of ultrashort electrical transients, 
electro-optical sampling (EOS) has been developed into a powerful method of the 
detection of THz pulses [65, 66].  EOS is based on the Pockels effect in electro-optical 
crystals (see also Sec. 2.5).  The detected THz radiation propagates through an electro-
optical crystal simultaneously with the probing femtosecond pulse.  The electric field of 
the THz pulse induces a small birefringence in the electro-optical crystal.  Therefore, 
after passing through such a crystal, the initially linear polarized optical probe pulse 
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gains a small elliptical polarization.  In the first approximation, this ellipticity is 
proportional to the convolution of the electric field applied to the crystal, i.e. to the THz 
field, and the wave form of the probe pulse.  Since the THz pulse is much longer than 
the probe pulse (several ps versus tens of fs), the THz field can be approximately treated 
as a constant bias field for the probe.  Thus, by varying the time delay between the THz 
and probe pulses the whole time profile of the former can be traced. 
A variety of dielectric materials like LiTaO3 [66] and ZnTe [64] can be employed 
as the EOS active medium.  ZnTe crystal is widely used because it provides phase-
matching between 800 nm laser pulse and THz radiation.  
If the detecting medium does not absorb very strongly, its optical properties can 
be described by means of refractive index ellipsoid: 
1
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ji ij
ji
n
xx
, (3.2) 
where xi, xj are the Cartesian coordinates and ni,j are components of the refractive index 
tensor.  An applied electric field causes changes in optical properties of the crystal.  
This can be seen as distortions of the refractive index ellipsoid: 
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where Ek denotes components of the applied electric field and rˆ  is the electro-optical 
tensor describing the Pockels effect.  Noteworthy the tensor is related to the nonlinear 
susceptibility )2(ˆ  as 
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Nonlinearities of higher orders are usually very small at field values typical for THz 
pulses (E ~ kV/cm) and can therefore be ignored. 
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Fig. 3.3. Schematic of electro-optical detection of THz radiation. 
 
In practice, a differential scheme of the EOS is usually employed (Fig. 3.3).  
This scheme is very similar to differential detection method described in Sec. 3.2 and is 
in fact just a variation of it.  A quarter-wavelength plate is placed behind the electro-
optic crystal to make the initially linear polarization of the probe beam circular.  A 
polarizing beam splitter separates its normal components and sends them to photodiodes 
that are connected to the differential input of a lock-in amplifier.  With no THz pulse 
present, the components have equal intensities and the differential signal is zero.  When 
the THz field is applied, a non-zero phase difference of the two components is 
measured.  Note, that according to Eq. (3.3), the measured signal is proportional not 
only to the magnitude of the applied field but also to its sign, which makes the whole 
detection method phase-sensitive.   
The basic idea of the transmission time-domain THz spectroscopy can be 
described in the following way: a sub-picosecond pulse of electromagnetic radiation 
passes through a sample and has its time profile changed compared to a reference pulse.  
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The latter can be either a freely propagating pulse or a pulse transmitted through a 
medium with known properties.   
 
 
Fig. 3.4. Schematic of a terahertz time domain spectrometer.  The inset shows the 
spectrum of 800 nm generation pulse.   
 
In Fig. 3.4 a scheme of a conventional THz spectrometer is shown.  The THz 
spectrometer is powered by a laser which emits a train of optical pulses each of several 
tens of femtoseconds duration.  Each pulse is split into a stronger pump and generation 
pulses and a weaker probe pulse.  The generation pulse hits an emitter crystal that, in 
response, releases a short (few picoseconds) pulse of THz electromagnetic radiation.  
The spectrum of the THz radiation is determined by the bandwidth of the optical pulse 
(see inset of Fig. 3.4).  In particular, our spectrometers are equipped with ZnTe crystal 
as an emitter to produce THz radiation via electro-optical rectification.  ZnTe is 
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preferred for this application due to the phase matching between the THz wave and the 
800 nm optical pulse.  The generated THz radiation is then collimated by a parabolic 
mirror and focused on the sample with a second parabolic mirror.  The sample can be 
put inside a cryostat to allow measurements at low temperatures.  After that THz 
radiation is directed towards a detector crystal which is gated by a probe pulse.  The 
output signal of the EOS detector is proportional to the magnitude and the sign of the 
field of the THz pulse at the time of arrival of the probe pulse.  Thus, by varying the 
delay between the generation and probe pulses one can trace the whole time profile of 
the THz pulse.  The typical THz waveform and the associated spectrum obtained via 
electro-optical rectification in ZnTe is shown in Fig. 3.5.  At the same time the intense 
pump pulse can be focused to the sample to overlap with the THz spot on it.  In this 
case the terahertz pulses are used as a probe of the transmission of the photoexcited 
sample.  By varying the delay between the optical pump and THz probe one can record 
the relaxation dynamics of the system under study in the different manner compared 
with all optical pump-probe spectroscopy.  Noteworthy, the spectrometer is usually 
flushed with gaseous nitrogen tent to remove the water vapour which can give many 
unwanted absorption resonances in THz frequency range. 
 
The geometry depicted in Fig. 3.4 allows three different measurements to be 
performed: 
1. THz absorption spectroscopy.  In this case the sample is simply illuminated by 
the THz pulse only.  By analyzing absorption peaks in the Fourier spectra of 
the pulse transmitted through the sample, normalized with respect to the 
reference signal,  one can obtain information about the spectrum of THz 
excitations present in the sample. 
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2. Optical-pump THz-probe spectroscopy.  In this case the sample is illuminated 
by a THz transient and intense optical pump simultaneously.  The evolution of 
the light-induced change in THz transmission is monitored.  
3. The optical-pump THz-emission spectroscopy.  In this measurement, the 
sample is illuminated by the optical pulse and one detects the THz emission 
from the sample, triggered by ultrafast optical pump.   
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Fig. 3.5. The temporal waveform of the THz reference signal generated in ZnTe 
crystal (a) and the corresponding spectrum (b).   
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3.4 Conclusion 
In this chapter the basic principles of two experimental methods exploited 
throughout the project were described.  All optical pump-probe spectroscopy and THz 
time domain spectroscopy are common tools used to study the ultrafast dynamics in 
solids.  Importantly, while the excitation of the sample in both methods is identical, the 
means by which the light-induced dynamics is probed are entirely different.  As we will 
demonstrate below, these two techniques are complementary, rather than competing, 
when applied to the ultrafast magnetism.  
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Chapter 4. Ultrafast nonlinear optical response of 
terbium gallium garnet crystal  
 
In this Chapter, measurements of the strengths of both the direct and inverse 
Faraday effects in a Terbium Gallium Garnet (TGG) crystal within the same pump-
probe experiment are reported.  A remarkable discrepancy of two orders of magnitude 
between the strengths of the direct and inverse effects is demonstrated.  The finding 
thereby challenges the common understanding of their relationship.  In particular, our 
experiments emphasize the limitations of the use of the light induced effective magnetic 
field in treating the opto-magnetic phenomena in the ultrafast regime. 
In addition, it is found that the common assumption that the spatial profile of the 
pump-probe optical signal is described by a convolution between the pump and probe 
profiles does not generally hold on the ultrafast timescales.  This effect gives rise to 
nontrivial signal dependence on the pump spot size.  The spatial optical profile is shown 
to be virtually instantaneous, once again challenging our understanding of ultrafast 
light-induced optical response. 
4.1 Conventional interpretation of direct and inverse Faraday effects 
Let us consider an electromagnetic plane wave with linear polarization 
propagating through a magneto-optical crystal, e.g. TGG.  In the presence of applied 
magnetic field (magnetic flux density) B, the crystal becomes gyrotropic, meaning that 
light propagating in the crystal experiences rotation of the plane of its polarization, 
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commonly referred to as Faraday rotation.  The angle of this rotation with respects to 
the incident polarization is given by [67] 
VlB . (4.1) 
where l is the length of the sample and V is Verdet constant, which determines strength 
of the effect.  Equation (4.1) assumes that the crystal does not have any spontaneous 
magnetization, i.e. it is a paramagnet, like TGG at room temperature.  For this case, two 
main mechanisms contribute to the Faraday effect [67].  One contribution is due to the 
diamagnetic response of the material (i.e. induction of microscopic circular currents 
creating magnetic field opposing the external magnetic field) and is therefore always 
present.  Conventionally, Verdet constant Vd referring to the diamagnetic Faraday effect 
is positive.  The other mechanism is related to the paramagnetic magnetization of the 
material (i.e. alignment of its already existing microscopic magnetic moments by the 
external field) and is therefore only possible in materials containing such magnetic 
moments.  Thus, the sign of the paramagnetic contribution is opposite to that of the 
diamagnetic one.  The total Verdet constant is equal to the sum of the two terms of 
opposite signs: V = Vd+Vp, where Vd > 0 and Vp < 0.  In magneto-optical crystals 
containing microscopic magnetic moments, the paramagnetic term Vp is expected to 
prevail, at least in the static regime.   
According to conventional understanding of the inverse Faraday effect, an intense 
light of elliptical polarization can induce magnetization in a material, even if there is no 
bias magnetic field applied.  In samples with isotropic magneto-optical properties and 
insignificant absorption (as is the case for TGG), the optically induced magnetization, 
M
NL
, can be written via electric field E of incident light as [9]  
  *EEM  2NL m . (4.2) 
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where  2
m  is the nonlinear magneto-optical susceptibility.  The phenomenological 
theory derived by Pershan [7, 8] states that  2
m  is related to Verdet constant via  
 
0
224


n
V m . (4.3) 
where 0  is wavelength of light and n is refractive index at this wavelength.  Given 
Equation (4.2), the nonlinear magnetization excited by an optical pulse propagating 
along the z axis can be rewritten in terms of Verdet constant as  
  0
0NL
2
zM LR II
c
V



. (4.4) 
where IR and IL are the intensities of right and left circularly polarized light respectively 
and z0 is a unit vector along the z axis.  The equation (4.4) actually states that the 
nonlinear magnetization is proportional to the flux density of the angular momentum 
carried by the incident light.  The latter is determined by the intensity of the circularly 
polarized light and its wavelength.  In this picture, a circularly polarized optical pulse 
can induce in the crystal a pulse of nonlinear magnetization that follows the temporal 
envelope and transverse profile of the optical intensity.  If one assumes an infinitely 
small life time of the induced magnetization, the magnetization pulse propagates with 
the same group velocity as the optical pulse.  We note here an obvious analogy between 
this process and electro-optical rectification via the inverse electro-optical effect in 
crystals such as ZnTe (see Sections. 2.5 and 3.3).  Indeed, the inverse Faraday effect 
  u d justi iab   be re erred t  as “ agnet - pti a  re ti i ati n”.   
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4.2 Experiment with the big pump spot 
λ/4 plate 
Pump pulse
Probe pulse
MNL
TGG
  
 
 
Fig. 4.1.  The experimental geometry is schematically shown.  The TGG crystal is 
illuminated by the pump pulse normally incident from one side and the probe pulse 
incident from the opposite side at a small angle from the normal.  The ellipticity of 
the pump bea  is   ntr   ed b  t e λ/4 p ate.  T e s a   ang e between t e pu p 
and probe beams allows us to separate them using an aperture.  Varying the delay 
between the pump and probe, we record the evolution of the Faraday rotation 
signal, which has form of a convolution between the temporal profiles of the probe 
pulse and the pump induced perturbation of the refractive index, as shown in the 
inset.    
 
The measurements are performed on a 10×10×1 mm
3
 single crystal of TGG cut 
along <111> plane.  TGG has been chosen due to its excellent optical properties and the 
highest Verdet constant at room temperature.  A Ti:Sapphire laser generates 800 nm 
pulses with duration of approximately 100 femtoseconds and repetition rate of 1050 Hz.  
Each pulse is split into a pump pulse and a probe pulse.  The pump and probe illuminate 
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the sample from the opposite sides, allowing a small deviation from the normal 
incidence (Fig. 1), so that the beams are nearly parallel inside the sample.  A beam 
profiler is used to determine the diameter of the pump beam at the sample position as 
1.5   at  a   a i u .  T e dia eter    t e pr be sp t is appr  i ate   100 μ .     
measuring the average beam power and taking into account the repetition rate of the 
laser, we calculate fluences and peak intensities of the pump and probe for particular 
values of the pulse duration and transverse spot sizes.  In our setup the intensity of the 
pump beam is varied between 0.4 and 31 GW/cm
2
 (corresponding to fluences between 
40 μJ/  2 and 3.1 mJ/cm2), while the probe intensity (~0.5 GW/cm2) is fixed.  The 
incident pump and probe are elliptically and linearly polarized respectively, with the 
ellipticity of the pump polarization controlled by a quarterwave plate.  The probe pulse 
reflected from the rare surface of the sample is directed into an optical bridge detector to 
measure the polarization rotation acquired upon transmission through the sample.  
When the pump and probe pulses inside the TGG crystal are overlapped in time and 
space, the pump induced change in the refractive index results in rotation of the probe 
polarization.  Varying the pump-probe time delay, we record the time evolution of the 
polarization signal, given by the convolution of the pump induced transients and the 
probe pulse.   
4.3 Fallacy of the conventional interpretation of the inverse Faraday 
effect 
In a cubic centrosymmetric crystal like TGG, three different effects contribute to 
the nonlinear optical response: the IFE, the optical Kerr effect (OKE) and optically 
induced anisotropic polarization (OIAP) [see Sec. 2.6 and Ref. 48].  Their different 
dependences on the pump and probe polarizations and the crystal orientation [48, 68, 
69] a   w us t  is  ate and t  quanti   t e IFE’s   ntributi n.  Indeed  t e OI   e  e t 
 69 
is maximized when the pump and probe are both linearly polarized parallel to certain 
orientations relative to the crystallographic axes.  The IFE and OKE are absent in this 
case.  There are also orientations of the crystal at which the OIAP signal is zero [48].  
At such an orientation of the crystal, we isolate the IFE by setting the pump polarization 
to purely circular [68, 69].   
Fig. 4.2 shows the dependence of the signal amplitude upon the orientation of the 
fast axis of the quarterwave plate relative to the polarization of the incident pump pulse.  
The dependence is fitted to the sum of a two-fold and four-fold periodic functions, 
corresponding to the contributions from the IFE and OKE respectively [68,69].  The 
good fit confirms our assumptions about the origins of each contribution.  Indeed, the 
IFE is maximized, while the contribution from the OKE decreases to zero, when the 
pump is circularly polarized.  Fig. 4.3 shows typical rotation signals for the right and 
left circularly polarized pump.  The signal has a Gaussian-like shape and has opposite 
signs for the opposite pump helicities.  Fig. 4.4 presents the amplitude of the Faraday 
signal as a function of the pump intensity together with a linear fit.  The linear intensity 
dependence indicates that the observed signal is a second order nonlinear effect with 
respect to the electric field amplitude of the pump.   
The regular behavior of the measured signal allows us to use to quantify the 
contribution due to the IFE.  The Verdet constant of TGG at 800 nm is -0.28 min 
G
-1
cm
-1
 [70] or -8 × 10
-5
 rad G
-1
cm
-1
.  Using Equation (4.4), we estimate the nonlinear 
magnetization induced by the pump pulse with peak intensity of 30 GW/cm
2
 (fluence of 
3 mJ/cm
2
) as M
NL
 ≈ 10-2 G.  This magnetization is equivalent to that induced in TGG by 
applying an external magnetic field of  
 /)41( NLeff MB  . (4.5) 
 70 
where χ is the linear magnetic susceptibility of TGG.  Using the room temperature 
magnetic susceptibility of TGG of 2 × 10
-3
 emu cm
-3
Oe
-1
 (molar susceptibility 0.1 emu 
mole
-1
Oe
-1
) [71], we calculate the corresponding effective magnetic field as Beff = 5 G.  
Then, applying Equation (4.1) and taking l as the crystal thickness (as a maximum 
estimate [48]), one predicts a Faraday rotation of 2.3 deg.  This prediction is in striking 
contrast with the measured value of 150 mdeg, i.e. a discrepancy of 2 orders of 
magnitude.  This result completely invalidates the common assumption that the direct 
and inverse Faraday effects are determined by the same Verdet constant, and also 
suggests that equation (4.5) fails on ultrashort timescales.   
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Fig. 4.2. The measured rotation of the probe pulse polarization is shown as a 
function of the orientation of the quarterwave plate, i.e. the helicity of the pump 
pulse (squares).  The error bars are not shown since they are smaller than the 
square size.  The fitting curve (red) shown on the graph consists of the twofold 
(blue) and fourfold (green) sinusoidal contributions, which correspond to the IFE 
and OKE respectively.   
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Fig. 4.3. Measured rotation of the probe pulse polarization for right (open circles) 
and left (solid squares) circularly polarized pump.  The fitting curves are Gaussian.  
The slight pedestal on both signals is due to the distorted temporal shape of the 
optical pulses.   
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Fig.4.4. The Faraday rotation associated with the IFE contribution to the response 
is shown as a function of the pump peak intensity, together with a linear fit. 
 
4.4 “Diamagnetic” nature of inverse Faraday effect at ultrafast 
timescale 
The observed discrepancy between the measured magneto-optical response and 
associated theoretical predictions is by no means trivial.  Indeed, in the similar case of 
the electro-optical rectification the Eq. 3.4 relates the nonlinear susceptibility )2(ˆ  and 
the quasistatic Pockels coefficient rˆ  in the analogous way as Eq. 4.3.  The electro-
optical nonlinear coefficient extracted from the femtosecond experiments is in tolerable 
agreement with the values calculated from static measurements involving static Pockels 
effect  [72].  Thus, the observed violation of the reciprocity between direct and inverse 
Faraday effects is specific to femtomagnetism.   
Let us discuss possible origins of the observed discrepancy.  One could argue that 
the postulated equality of the strengths of the direct and inverse Faraday effects is valid 
only in a medium without absorption [5, 7, 8].  However, the optical absorption bands 
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of TGG are situated far away from the experimental wavelength of 800 nm [73].  So, 
the absorption for 1 mm thick crystal in our measurements at 800 nm is ~0.01 << 1 and 
cannot account for the observed difference of 4 orders of magnitude.   
We speculate that the key reason for the observed discrepancy is related to the 
very short timescales of our experiments.  This is corroborated by comparison with the 
results of Ref. 74, where the authors report optically induced magnetization in TGG at 
room temperature by measuring the voltage induced in a conducting coil attached to the 
crystal.  The induced magnetic flux density was determined as ~10
-4
 G.  The value is 
consistent with predictions of equation (4.4).  The measurements in Ref. 74 were 
performed using optical pulses with duration of several nanoseconds.  The same authors 
also tried to measure the IFE in TGG in an all-optical pump-probe experiment with 
continuous wave (cw) optical beams [75].  However, they concluded that the light 
induced magnetization was too weak in the experiments to produce a detectable 
response.  Our theoretical estimates presented above also predict that such a weak pump 
induced magnetization would result in a response well below the sensitivity of our 
experimental apparatus.  Nonetheless, we do observe the magneto-optical response, 
which is therefore due to the femtosecond duration of our pump pulses.  Thus, we 
conclude that the phenomenological theory of Pershan is limited to the long time scales, 
while failing in the sub-picosecond regime.   
Let us consider possible origins of the temporal dependence of the response.  In 
the absence of a bias magnetic field, the magnetic dipoles of Terbium ions (which are 
responsible for paramagnetism of TGG) are disordered, and so the crystal does not have 
net magnetic moment.  The characteristic spin precession times associated with these 
paramagnetic ions are much longer than the timescales of our experiment (from our 
measurements).  Thus, paramagnetic alignment is unlikely to occur during the action of 
the ultrashort laser pulse [47 ,76].  Hence, we postulate that the paramagnetism of TGG 
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is unable to contribute significantly to the nonlinear magneto-optical response on 
femtosecond time scales.  Yet, the tabulated Verdet constants are deduced from 
measurements of Faraday rotation caused by alignment of paramagnetic ions due to an 
applied static magnetic field.  Accordingly, the nonlinear magneto-optical susceptibility 
introduced in Equation (4.2) has nothing in common with the (mainly paramagnetic) 
static Verdet constant of TGG.   
A similar argument applies to Equation (4.1): the tabulated value of Verdet 
constant, which refers to measurements of Faraday rotation caused by static alignment 
of paramagnetic ions, can hardly be used in description of femtosecond phenomena.   
Instead of the paramagnetic alignment, the ultrashort optical pulse excites 
transitions to virtual states with high values of orbital momentum.  This nonequilibrium 
angular momentum has the associated magnetic moment which leads to the transient 
Faraday signal.  Since this magnetization comes not from electron spins but from 
electron orbital motion it can be called ultrafast “diamagnetic” magnetization.   
As an aside, we note that the signal measured in the pump-probe experiment is a 
convolution of the direct and inverse Faraday effects and is therefore proportional to the 
Verdet constant squared.  Hence, the experiment does not allow us to isolate the sign of 
the Verdet constant and thereby to differentiate between the diamagnetic and 
paramagnetic contributions or to estimate their relative strengths.    
Let us consider more closely the notion of a light induced effective magnetic field, 
e.g. as introduced in Ref. 8 for continuous wave light and more recently in Ref. 13 as 
magnetic field induced by circularly polarized optical pulses  
/NLeff MH  . (4.6) 
The field has been used in several recent publications [77-84].  Yet, it was demonstrated 
that the effective field model fails to predict correct frequency of the light induced 
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magnetization precession in paramagnetic Dy3Al5O12 [14].  Furthermore, the most 
recent analyses show that the helicity dependent magnetization switching in rare-earth 
transition metal alloys is not actually related to the effective field [85].  Moreover, one 
might be tempted to treat the effective field as a genuine Oersted field and therefore to 
substitute it into Maxwell equations or to use it in Equation (4.1), as we did above.  Not 
only this leads to the quantitative inconsistency discussed above but also cannot be 
justified in terms of Maxwell equations.  Hence, the notion of the light induced effective 
 ie d s  u d be used  are u   .  In parti u ar  t is “ ie d”  w i        n   re ers t  t e 
torque exerted on spins via spin-orbit interaction enhancement resulting from the 
optically unquenched orbital momentum responsible for the transient magnetization 
[79], does not produce electric field via Faraday induction law and does not act on 
electrical charges.  
The effective magnetic field defined via equation (4.6) depends not only on the 
Verdet constant but also on susceptibility χ.  However, the transient nonlinear 
magnetization has spectrum that spreads from zero to a frequency of several THz.  
Hence, it is not obvious what susceptibility, which could also be modified via the 
intense optical excitation, should be used in equation (4.6).  Also, the magnetic 
susceptibility might lose physical meaning at such high frequencies [86].  The use of the 
light-induced effective magnetic field can be appropriate to describe initial perturbation 
of the magnetization in magnetically ordered materials.  However, it cannot align 
(almost instantaneously) paramagnetic moments in a disordered magnetic material like 
TGG.  Neither the light induced effective magnetic field should be associated with the 
optical pulse itself, e.g. like in the notorious hypothesis of an axial dc magnetic field of 
a photon [87, 88].  Indeed, the experimental observations from Refs. 74, 75 disprove the 
latter idea completely.   
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The analogous case of the inverse electro-optical effect can be explained without 
introducing any effective electric field [89].  Indeed, there is no electric analogue of the 
paramagnetic dipole moments.  Thus, the electro-optical response is completely 
dielectric and explained in terms of light induced instantaneous nonlinear polarization.  
Since paramagnetic ordering cannot play a significant role in the direct and inverse 
Faraday effects in femtosecond pump-probe experiments, we conclude that the effects 
must be dia agneti  in nature  i.e. t e   ust n t in    e “s  w” spins.    re  er  as 
argued above, their strength on sub-picosecond timescales might well be unrelated to 
the diamagnetic term in the static Verdet constant.  The measured transient 
magnetization is created due to the rotating optical field and is related to the light-
induced nonequilibrium orbital angular momentum.  A theory of the IFE with a 
particular attention to timescales was recently developed in Refs. 15, 16.  However, 
their results do not directly apply to our measurements.   
4.5 Nonlocality of the nonlinear optical response  
lens
mirror
TGG
 
Fig.4.5. The schematic of the geometry used to control the position and size of the 
pump spot on the crystal. 
To record the transverse spatial profile of the pump-probe signal, we use a 10 cm 
cylindrical lens to focus the circularly polarized pump beam to a vertical line.  This 
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allows us to reduce the geometry to one-dimensional that simplifies the interpretation of 
the signal.  The lens position is varied using a micrometer translation stage, allowing us 
to vary the pump line width on the sample by changing the distance between the lens 
and the crystal.  Another micrometer translation stage allows us to vary the transverse 
position of the pump spot on the sample along x axis (see Fig. 4.5) and hence to record 
the transverse distribution of the transient magneto-optical response. 
On reducing the pump spot width t  ~100 μ  (i.e. compared with the probe spot 
diameter) we notice that the transverse profile of the signal is not Gaussian in form, as 
would be expected from the standard phenomenological theory of pump-probe response 
[48].  Figure 4.6 shows an example of measured spatial optical profile together with 
expected pump and probe convolution form.  Each point on the figure corresponds to 
the maximal amplitude of the transient response taken at a given transverse deviation 
from the perfect overlap between the pump and probe.  As can be seen in Fig. 4.6, the 
spatial dependence of the signal contains negative side-lobes with respect to the central 
peak.  Note that the dissymmetry in the signal is attributed to the slight asymmetry in 
the experimental setup required to spatially separate the pump and probe pulses.  We 
have observed this characteristic spatial dependence of the signal in several 
experimental geometries, including one with a spherically focused pump pulse (though 
one should note that for a spherical spot the lobes are slightly less profound).  It is clear 
that the shape of the signal cannot be explained in terms of convolution between the 
Gaussian pump and probe pulses, as would be expected if the pump pulses induce a 
Gaussian distribution of nonlinear refractive index. 
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Fig.4.6. The pump-probe response transverse profile. 
 
The striking feature of the transverse profile is that it is observed for any mutual 
polarizations of the pump and probe, provided that the size of the pump spot is 
comparable with the size of the probe spot.  This behaviour is in a disagreement with 
the one observed for a large pump spot (Fig. 4.2).  Remarkably, the response is found 
virtually instantaneous since no delay between the signal at different spatial positions 
was observed (Fig. 4.3).  The possible delay between the centre and the side lobes 
would indicate itself as a deviation from the linear dependence which is due to the 
different pump beam path length at different positions of the moving mirror (see Fig. 
4.5).  In order to investigate it further the polarization characteristics of the response in 
the centre of the profile and within the side lobes were measured.   
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Fig.4.7. The relative time of the maximal signal at different transverse deviations 
of the pump and probe. The experimental data (squares) are shown with linear fit.   
 
Figure 4.8 and 4.9 show the amplitude of the rotation signal as a function of the 
orientation of the quarterwave plate (the helicity of the pump pulse) for the centre of the 
profile and its side lobe correspondingly.  The signal consists of the considerable 
“ba  gr und” t at d es n t depend  n t e pu p p  arizati n and t e p  arizati n 
dependent twofold and fourfold contributions which can be attributed to IFE and OKE.  
The former background is a contribution from the transient absorption and creates the 
main profile.  However, the signs of the IFE and OKE are different at the centre of the 
profile and its side lobes.  Moreover, the relative amplitudes of these effects vary within 
the profile as seen in Figs. 4.8 and 4.9.  Analogous behaviour was observed with linear 
polarized pump, the only polarization sensitive contribution in this case was due to 
OKE.   
The consistent interpretation of these profiles is a formidable task.  Let us 
consider critically several possible explanations.  At the first glance it is tempting to 
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envisage the profiles as a result of interplaying nonlinear effects of different order and 
sign since the different powers of a Gaussian function have different spatial widths.  
Indeed, we found the nonlinear behaviour of the signal at high pump intensities 
( > 40 GW/cm
2
).  The transient absorption signal which provides the background profile 
is nonlinear with respect to the pump intensity in particular.  At the same time the 
profile can be observed for relatively low intensities.  Moreover, while the high order 
nonlinearity may play some role in the profile appearance it cannot account for the sign 
reversal of OKE and IFE within the profile.  An alternative interpretations, involving 
the accounting of the temperature diffusion or generation of the low frequency fields 
(for example, the nonlinear magnetization must create its near field) is inconsistent with 
the instantaneous character of the response.  Noteworthy the temporal shape of the 
response is always Gaussian-like.  We speculate that the free energy terms comprising 
spatial derivatives of the optical envelope should be taken into account, since the profile 
arises when the pump transversal distribution is highly inhomogeneous within the probe 
spot.  These terms may refer to the light-induced quadrupolar moment [7, 47].  
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Fig.4.8. The measured amplitude of the signal amplitudes in the centre of the 
profile, shown in Fig. 4.6, as a function of quarter waveplate orientation (offset is 
not subtracted). Compare with Fig. 4.2.   
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Fig. 4.9.  The measured amplitude of the signal amplitudes in the side lobe of the 
profile, shown in Fig. 4.5, as a function of quarter waveplate orientation (offset is 
not subtracted). 
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4.6 Summary  
In this Chapter quantitative measurements of the ultrafast magneto-optical 
response of TGG at room temperature are presented. The measured signal demonstrates 
behavior that is commonly attributed to the IFE.  However, the amplitude of the 
measured Faraday rotation is at least 2 orders of magnitude greater than that predicted 
by the standard theory.  Hence, our experiments support the idea that the 
phenomenological models of magneto-optical phenomena cannot be applied in the 
subpicosecond regime.  We argue that the ultrafast magneto-optical signal is determined 
by the instantaneous diamagnetic response rather than the paramagnetic alignment of 
spins by a light-indu ed e  e ti e  agneti  ﬁe d.   i r s  pi a     t e transient 
magnetization results from unquenching of the orbital momentum by the optically 
excited virtual transitions.  The observed violation of the reciprocity between magneto-
optical and optomagnetic phenomena results from the very different time scales 
associated with diamagnetic and paramagnetic mechanisms. 
When the pump spot becomes comparable in size with the probe spot the 
transverse profile of the nonlinear optical response differs significantly from the 
Gaussian pump-probe convolution and seems to be nonlocal.  The explanation of this 
phenomenon is a challenging new problem of the ultrafast nonlinear optics.  
Further studies, both theoretical and experimental, are required to clarify the 
nature of the nonlinear optical response of paramagnetic dielectrics and, in particular, to 
resolve the relation between the inverse and the direct Faraday effects and the nature of 
the non-Gaussian shape of the transverse profile of the pump-probe signal, something 
that cannot be achieved as a result of the presented measurements. 
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Chapter 5. THz spectroscopy of terbium gallium 
garnet crystal  
 
In this Chapter, it is demonstrated that time-domain THz spectroscopy can 
resolve magnetic excitations in terbium gallium garnet (TGG) crystals.  Thereby the 
strong magneto-dipole coupling between THz transients and the spin sub-system in the 
paramagnetic phase is attested.  The dependence of the observed magnetic modes upon 
the bias magnetic field, temperature, and crystal orientation is discussed.  Finally, a 
light-induced change in the THz response of the sample is explored.   
The measurements were performed on a 10×10×1 mm
3
 single crystals of TGG cut 
along <111> and <001> planes.  TGG has very favourable optical properties for our 
experimental technique, as it is transparent in both optical and THz frequency range.  At 
the same time, TGG is widely used in the laser technology, e.g. within Faraday rotators, 
and so its study could be interesting beyond the fundamental point of view. 
5.1 Theory of magnetic resonance in TGG  
TGG is a member of a family of rare-earth garnets that are known for their 
intricate magnetic structure [90].  It is a magnetic material with Ising spin and a Neel 
temperature of TN = 0.35 K [91].  Thus, at temperatures above TN it is a paramagnet.  At 
the same time, magnetic moments of rare earth ions in the garnet structure form six 
different sublattices and a magnetic moment of an ion has its local axes oriented in three 
orthogonal directions in the triangle, producing a multiaxis magnet with orientation 
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dependent response [91, 92].  For example, the static magnetization and thermal 
conductivity of TGG measured in magnetic field demonstrate the anticipated anisotropy 
[93, 94].  Furthermore, this leads to the appearance of six different magnetic resonances 
instead of one.  The modes depend strongly upon the crystal orientation in the bias field 
H, as described below.   
It follows from the Sec. 2.8 that the frequency of paramagnetic resonance equals  
.Hg B   (5.1) 
In the case of a multi-sub-lattice material the resonance frequency of i
th
 sub-lattice with 
g-tensor igˆ  is given by 
HiBi gˆ   (5.2) 
The principal axes of g-tensors of rare-earth magnetic sub-lattices in the garnet structure 
are well known [92].  Thus, projecting the applied magnetic field onto the principal 
magnetic axes of each sub-lattice, we can calculate resonance frequencies as a function 
of the magnetic field orientation according to Eq. (5.2).  In our experiment the magnetic 
field was oriented along either the 001 or 111 crystallographic direction.  Let us 
consider the case of 001 orientation illustrated in Fig. 5.1 (the treatment of the 111 
orientation is similar, while resulting in bulky formulae).  In the measurements, the 
crystal plate was rotated around both its vertical axis and in plane (i.e. around the 
normal of the plate).  The angle between the magnetic field direction and the sample 
normal (along the 001 axis in this case) is θ, and the angle between the magnetic field 
projection onto the sample plane and the 100 axis is φ.  In this case, the resonance 
frequencies are 
     2sin12sin1sin
2
1
cos 222221  yxzB gggH ,  (5.3a) 
 85 
     2sin12sin1sin
2
1
cos 222222  yxzB gggH ,  (5.3b) 
    ,cossinsin
2
1
cossinsin
2
1
cossin
2222222
3   yxzB gggH
(5.3c) 
    ,cossinsin
2
1
cossinsin
2
1
cossin
2222222
4   yxzB gggH
(5.3d) 
    ,coscossin
2
1
coscossin
2
1
sinsin
2222222
5   yxzB gggH
(5.3e) 
    .coscossin
2
1
coscossin
2
1
sinsin
2222222
6   yxzB gggH
(5.3f) 
Eqs. (5.3) will be used below to fit the experimental data.  
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Fig. 5.1. The orientation of the magnetic field with respect to the crystal plate cut 
along the 001 plane.  
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5.2 Experiment  
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Fig. 5.2. The schematic of the THz spectrometer.  The inset illustrates the position 
of the sample relative to the THz and optical beams and the bias magnetic field.  
 
The experimental setup is schematically shown in Fig. 5.2.  The THz spectrometer 
is powered by a Ti:sapphire laser that emits a train of optical pulses of 800 nm 
wavelength and duration of ~100 fs at a repetition rate of 1050 Hz.  Each pulse is split 
into a stronger pump and generation pulses and a weaker probe pulse.  The generation 
laser beam is incident onto a ZnTe crystal.  The crystal emits THz waves (magenta) that are 
focused to a TGG sample inside the cryostat with help of a pair of parabolic mirrors.  The 
second pair of parabolic mirrors collects the transmitted THz pulse and focuses it onto a 
detection ZnTe crystal to which the probe laser pulse is directed.  The standard electro-optical 
sampling method is then used to record the THz electric field.  The pump laser beam goes 
through the doubling BBO crystal and illuminates the sample.   The TGG crystal is mounted 
inside a helium bath cryostat with a superconducting magnet.  The magnet axis is 
oriented along the THz pulse propagation direction (see in the set in Fig. 5.2).   
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In the optically pumped measurements, the intense pump pulse goes through a 
doubling BBO crystal and is transformed to the second harmonic 400 nm pulse.  The 
remnant 800 nm pulse is filtered out, and the 400 nm pulse illuminates the sample 
exactly within the area of THz spot.  The diameter of the pump spot on the sample 
surface is about 1 mm, and the peak intensity is about 10 GW/cm
2
.   
To record the THz signal, we use a standard electro-optical sampling technique 
based on the Pockels effect in electro-optical crystals [Sec. 3.3].  The working 
frequency range of the spectrometer used in the experiment lies between 100 GHz and 1 
THz.  The upper limit is due to the absorption in the cryostat windows.   
5.3 THz absorption modes of TGG 
To analyze the excitations coupling to the THz transients, one should convert 
the measured time resolved signals into the frequency domain.  Applying the time 
Fourier transformation to the time resolved THz waveforms, we arrive to the 
normalized loss function    defined as 
 
 
  











refT
T
ln  (5.4) 
where T(ω) is the spectrum of the THz signal transmitted through the sample and Tref(ω) 
is the spectrum of the reference signal.  This quantity includes components due to both 
reflective and absorptive losses.   
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Fig. 5.3. The loss function for different values of bias magnetic field at 2 K in the 
case of the crystal plate cut along <001> plane.  (a) The static magnetic field is 
applied along the crystal normal (001 axis) exactly. (b) The field is applied with 
deviation of 11.25 deg with respect to the crystal normal.  
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We demonstrate below the evidence for the high frequency magnetic 
excitations in the range of temperatures between 2 and 15 K.  Importantly, apart from 
the static neutron scattering measurement reported in Ref. 91, THz spectroscopy allows 
us to study the dynamical properties of TGG in the high bias magnetic field.  Indeed, 
the former technique cannot resolve the precessional modes of the magnetization.  
Figure 5.3 shows THz absorption spectra for different values of the applied 
magnetic field at temperature of 2 K for the crystal cut along <001> plane. A similar 
pattern is also reproduced at higher temperatures and for <111> crystal.  The curves 
were obtained according the procedure explained above.  In this way, the Fourier 
amplitudes calculated from the THz signals were normalized by the reference spectrum 
according to Eq. (5.4).  Then, we extracted the resonance frequencies and amplitudes by 
fitting the corresponding absorption peaks to Lorentzian curves.   
In Figs. 5.3 (a) and (b), one observes three distinct resonances.  One of the 
resonances manifests itself as a rising slope at frequencies just below 1 THz, with the 
resonance frequency lying outside the bandwidth of our spectrometer.  Interestingly, 
this resonance is the most profound in zero bias magnetic field that ensures its 
nonmagnetic origin.  On increasing the bias field, this resonance moves further outside 
our measurement window.  A pair of two absorption peaks, not present at zero bias, 
moves to greater frequencies as the bias field increases, as can be clearly observed from 
Fig. 5.3 (b).  Importantly, the two peaks converge into one when the bias field is aligned 
precisely along the 001 axis [Fig. 5.3 (a)].  This behaviour suggests that the oscillations 
responsible for the observed peaks are of magnetic origin.  In Fig. 5.4, the resonance 
frequencies of the modes, for a fixed temperature, are plotted as a function of the bias 
magnetic field for three orientation of the bias magnetic field.  The graphs display a 
linear dependence of the resonance frequencies upon the applied magnetic field.  The 
highest frequency mode nearly reaches 1 THz at 7 Tesla.  The fact that the observed 
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magnetic absorption lines depend drastically upon the crystal orientation in the bias 
field reveals anisotropy inherent to the magnetic system and thereby confirms that the g-
factor associated with Tb magnetic moments in TGG is a tensor.   
The two lower frequency magnetic resonances attest the presence of at least 
two magnetic sub-lattices.  At the same time, the resonance peak observed just above 1 
THz may well be the electronic transition at 34 cm
-1
 (1.13 THz) observed in Raman 
spectra of TGG [95].  It becomes noticeable below 50 K temperature in zero applied 
field.  On the other hand, the two magnetic modes have not been reported yet.  Below, 
we will focus our attention on the two modes, which are definitely magnetic in nature.  
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Fig. 5.4. The field dependences of the frequencies of the two magnetic modes are 
shown for three orientations of the <001> crystal with respect to the bias field. 
 
The resonance frequencies as a function of the temperature are shown in Figure 
5.5 (a) for three values of the bias magnetic field.  Figure 5.5 (b) also shows the 
temperature dependence of the resonance frequencies, normalized by their values at  2 
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K.  A small rise in frequency of both modes (less than 8 %) with temperature increase 
can be observed.  Since the changes in resonant frequency are small, we assume in our 
calculations that the g-tensors of Tb ions are independent on temperature.   
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Fig. 5.5. The temperature dependence of the resonance frequencies (a) and their 
relative deviations from the resonance frequencies at 2 K (b) are shown.   
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Figure 5.6 shows the temperature dependence of the resonance peak 
amplitudes for the field values of 3 and 5 T.  As the temperature increases, the 
amplitudes decrease and fall below the noise level of our experiment above 10 K.  We 
attribute this behaviour to the expected hyperbolic decrease in magnetic susceptibility 
with temperature increase in accord with the Curie-Weiss law.   
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Fig. 5.6. The temperature dependence of the resonance amplitudes.  
 
By rotating the sample plate around its vertical axis (which corresponds to the 
direction of the ac THz magnetic field), we were able to study the dependence of the 
 easured signa  up n t e  rientati n    t e bias  agneti   ie d re ati e t  t e  r sta ’s 
normal, i.e. the angle θ as defined above.  In a separate set of measurements, we rotated 
the crystals in their planes, so as to investigate any effect of the mutual orientation of 
the crystallographic axes with respect to the THz pulse polarization.  The indicative 
dependences of the resonant frequencies of the two magnetic modes are shown in Fig. 
5.7(a) for 3 Tesla bias field and in Fig. 5.7(b) for 5 Tesla bias field in the case when the 
010 crystal axis coincides with the direction of axis of rotation (i.e. with THz magnetic 
 93 
field).  One can clearly see from the figure that the resonance modes converge as the 
dire ti n    t e bias  agneti   ie d appr a  es t e n r a  t  t e sa p e’s p ane.  T e 
experimental data are fitted using Eqs. (5.3) for a given orientation assuming that the 
components of g-tensor are gx = 3, gy = 10, gz = 12.  These values provide the best 
agreement between the experimental data and theory in all cases measured in our 
experiment.  Also, we observe, as expected, that the reversal of the applied magnetic 
field direction does not affect the observed response.   
The experimental points depicted in Fig. 5.7 agree reasonably well with the 
theoretical model.  Yet, some deviation is observed.  While the theory predicts 
symmetric dependences, the experimental results are asymmetric.  Moreover, the theory 
predicts four distinct paramagnetic modes in the case of the 001 crystal orientation that 
is shown in Fig. 5.8, while just two modes are observed in the measurements.  The 
calculated curves resemble greatly the analogous dependences characteristic for other 
rare-earth garnets [96, 97].   
One should note that Eqs. (5.3) do not describe the coupling of the magnetic 
modes to the ac magnetic field.  To explain our experimental data, one needs to analyze 
the problem of interaction of the magnetic moments of sub-lattices with the terahertz 
magnetic field.  The development of a rigorous mathematical theory of magnetic 
dynamics of multi-sub-lattice magnets is far from trivial and is beyond the scope of this 
work.  At the same time, one can apply simple geometrical arguments to explain the 
experimental data.  We illustrate this for the situation considered more closely above, 
i.e. for the 001 crystal plane in the THz field bTHz aligned along the 100 axis.  The 
orientations of the sub- atti es’ spins are s  wn in Fig. 5.9.  T e net  agnetizati n (i.e. 
the sum of the magnetizations of all sub-lattices) is oriented along the bias field as 
required for a paramagnet.  Then one can see that the magnetizations M1, M2 and M3, 
M4 pairwise have identical orientations with respect to the bias field, and so the 
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corresponding modes are degenerate, which is in accordance with curves shown in Fig. 
5.8.   
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Fig. 5.7 The frequencies of the magnetic resonances in 001 crystal as functions of 
angle between the magnetic field and the sample normal in the bias field of 3 T 
(a) and 5 T (b).  Experimental data are shown together with theoretical curves.   
 
These modes are not observed in the experiment.  Indeed, the torque exerted 
onto i
th
 magnetization is ~  THzˆ bgM ii   , i.e. the g-tensor determines how a specific 
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sub-lattice reacts to the THz magnetic field.  For the particular values of the g-tensor 
components extracted from the experimental data, it can be shown that the torques 
exerted on M5 and M6 are much larger compared to the torque exerted on the (M1, M2) 
and (M3, M4) pairs.  This explains why only two modes appear in the absorption 
spectrum.   
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Fig.5.8. The angle dependences of all degenerate magnetic modes calculated from 
theory in the case of φ = 0.  The red and black curves are the same as in Fig. 5.7 
(a). 
 
One should note that Eqs. (5.3) are derived under assumption that the magnetic 
sub-lattices do not interact.  At the same time, it has been known for decades that rare-
earth garnets exhibit magnetic ordering well above their Neel temperatures, provided 
that a high enough magnetic field is applied [98].  Recently, such a field-induced 
antiferromagnetic state was also reported for TGG [91].  Kamazawa et al. argued that 
the applied magnetic field breaks the symmetry and thereby enables the metamagnetic 
phase transition to an antiferromagnetic state.  If the antiferromagnetic ordering indeed 
occurs in our case, then it might be the reason for the frequency asymmetry observed in 
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Fig. 5.7.  However, we did not find any more direct evidence for the metamagnetic 
phase transition in the present study.   
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Fig. 5.9. The magnetic structure of the TGG crystal plate cut perpendicular to 001 
axis.  The bias magnetic field is applied along 001 axis while the time varying 
THz field is aligned along 010 direction.  The colours used to depict different 
sublattices in correspondence with Fig. 5.8.  
 
5.4 Photoinduced effect 
Finally, we explore the effect of optical excitation on the observed THz 
response.  Indeed, if we could modify the magnetic system in TGG through an optical 
excitation with a femtosecond pulse, we could learn important information about 
magnetic relaxation dynamics and mechanisms.  It is known from all-optical pump-
probe experiments that one could expect optically induced effects of thermal or non-
thermal origin [10].  In thermal effects, such as laser-induced demagnetization [11, 99], 
the changes in the magnetic state result from optical absorption followed by a rapid 
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increase of temperature.  Non-thermal effects are based on Raman-type nonlinear 
optical processes, in particular on the inverse Faraday effect – the generation of 
nonlinear magnetization by circularly-polarized light and/or excitation of the 
precessional magnetic modes.  In both cases, the optical modification of the magnetic 
state could be expected to manifest itself also in the THz response.  The distinctive 
feature of the non-thermal effects is the sensitivity to the pump light polarization while 
the thermal optical manipulation is determined by the pump intensity only.  
Our set up allows us to pump the sample at two wavelengths – 800 and 400 
nm.  TGG has an absorption band at 390 nm and is transparent at 800 nm [73].  Also, 
the Verdet constant, which is commonly assumed to determining the strength of non-
thermal opto-magnetic effect (though, as demonstrated in Chapter 4, this assumption 
should be made cautiously), is greater at 400 nm than at 800 nm [73].  Thus, one could 
anticipate that the 400 nm light suits more the goal to modify the magnetic state of 
TGG.   
Indeed, we found that the 800 nm pump light does not affect the THz response 
of the TGG.  At the same time, the THz response of the sample changes significantly as 
a result of illumination by 400 nm pump.  Interestingly, the photo-induced effect was 
found to be independent of the time delay between THz and optical pulses.  So, we 
conclude that the light induced perturbation is extremely long lived, i.e. each 
femtosecond laser pulse produces an excited state that does not relax within 1 ms (the 
time interval between the subsequent laser pulses).  The loss functions with and without 
photo-excitation are shown in Fig. 5.10 as an example.  One can see that the 
illumination of the sample ruins the magnetic order since the magnetic absorption peaks 
disappear completely.  The optical pump also induces quite noticeable THz absorption 
for frequencies lying above 600 GHz.  The effect does not depend on the pump 
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polarization, which rules out any opto-magnetic phenomena, such as inverse Faraday 
effect.   
Based on the previous discussion, it is more likely that the effect has a thermal-
like origin.  However, it could not be a simple steady heating effect since the additional 
high frequency absorption is introduced by the optical pumping.  This absorption is not 
observed in the THz responses at any temperature.  Hence, we suppose that the 400 nm 
light excites electronic transitions corresponding to an absorption band in TGG at 390 
nm [73] which subsequently modifies the state of the Tb ions.  In addition, subsequent 
heat transfer to the crystal lattice may also be responsible for the demagnetization effect  
The process of the destruction of the magnetic state can be called light induced 
demagnetization, which is in this sense similar to the ultrafast demagnetization observed 
in metallic ferromagnetic films.  However, the magnetic state does not recover within 1 
ms, in contrast to the latter experiments.  Indeed, it is well known that the origin of the 
magnetic moment in TGG is quite different from the itinerant ferromagnetism of metals 
such as nickel, iron and cobalt.  The magnetic moment of TGG originates from the Tb 
ions.  The timescale of the relaxation processes of the ions may be quite long compared 
to the typical times of the free electrons dynamics in the ferromagnetic metallic films.   
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Fig. 5.10. THz absorption peaks in TGG crystal at the bias magnetic field of 3 T at 
the temperature of 2 K.  The black curve corresponds to the absence of the optical 
stimulus.  The red and blue curves correspond to the circularly polarized pump of 
opposite helicities while the cyan line depicts the THz response under the linear 
polarized pump light.   
 
5.5 Note upon the spectroscopy of other garnets 
We have also tried to study the THz response of Yttrium Iron Garnet (YIG) 
and Gadolinium Gallium Garnet (GGG) in the same way (not shown).  Surprisingly, 
YIG does not exhibit resonances within the frequency range of interest.  On the other 
hand, GGG did show magnetic resonance at liquid helium temperatures but with 
relatively low frequency of the order of 100 GHz, i.e. exactly on the edge of our 
working range.  We did not observe any interesting features of the mode in GGG.  This 
further supports our interpretation of the signal since it is known that GGG has isotropic 
g factor of about 2.  
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5.6 Summary 
To summarize, we have used time domain THz spectroscopy to study THz 
magnetic excitations in TGG crystals.  We have observed two high frequency (up to 1 
THz) precessional modes, which have not been reported before in TGG.  We have 
studied the dependence of the modes on the temperature and the strength and orientation 
of the bias magnetic field for two TGG crystals cut along <111> and <001> 
crystallographic planes.  In contrast to the usual paramagnetic resonance, the magnetic 
excitations demonstrate nontrivial anisotropy confirming the presence of multiple 
magnetic sub-lattices at low temperatures.  The observed behaviour has been interpreted 
using a simple model of paramagnetic resonances in the multi-sub-lattice system.  By 
comparing the model and the experiment, we have been able to extract values of g-
tensor components of Tb spins in TGG.   
Furthermore, we have shown that intense femtosecond pulses of 400 nm 
wavelength are able to excite electronic transitions corresponding to the TGG 
absorption band at 390 nm which can subsequently modify the magnetic state of the Tb 
ions.  Despite the fact that the intense optical pulses change the THz transmission 
through the sample, the photo-excited state does not relax during 1 ms time delay 
between the subsequent laser pulses, demonstrating that the photoexcitation is long 
lived.  Thus, only a steady excited state is built up due to the repeated action of the 
pulse train.  The optical excitation removes the magnetic resonances from the 
transmission spectra.  We argue that such the effect of photoexcitation on the magnetic 
lattices is non-thermal in nature. Such non-thermal opto-magnetic contribution to the 
THz response has not been observed previously.   
We have shown, for the first time, that THz spectroscopy can reveal 
information about the intricate magnetic structure of Ising spin materials such as TGG, 
through their high frequency magnetic oscillations.  Doing so, we have demonstrated 
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some excellent prospect for application of the THz spectroscopy to magnetic dielectric 
materials, as will be demonstrated in Chapter 6.  Our findings have an immense 
importance for the realization of perceived ultrahigh speed spin wave logic devices and 
for testing of magnonic metamaterials within the concept of magnonics [100].   
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Chapter 6. Ultrafast magnetization dynamics of 
thulium orthoferrite TmFeO3  
 
This Chapter reports the results of the pulsed time domain THz spectroscopy of 
the thulium orthoferrite TmFeO3 conducted at low temperatures.  We unambiguously 
demonstrate that a comprehensive picture of the light-induced ultrafast magnetization 
dynamics cannot be obtained using all-optical pump-probe measurements alone.  In 
particular the application of the THz spectroscopy revealed the ultrafast  optical 
excitation of the exchange (quasiantiferromagnetic) mode of the orthoferrite that has 
never previously been observed or even anticipated.  In addition, we observe the 
excitation of a mode at frequencies between the quasiferromagnetic and 
quasiantiferromagnetic resonances of the materials.  The physical nature of this mode is 
as yet unclear but possibly related to rare-earth paramagnetic system.  We study the 
THz response of the TmFeO3 crystal at different temperatures and orientations.  The 
possible physical explanations of the observed ultrafast phenomena are outlined.  
6.1 Magnetic structure of TmFeO3 
The rare-earth orthoferrites are a family of weak ferromagnets which show an 
unusual variety of magnetic properties [101].  Therefore they are an excellent model 
system for the investigation of different magnetic effects, in particular with respect to 
magnetic phase changes.  Most of the orthoferrites display typically two genuine first-
order phase transitions (as the iron and rare-earth magnetic moments, respectively, 
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order), a compensation point (as two magnetizations related to iron and rare-earth spins 
with different behaviour vs temperature cancel), and a spin reorientation second-order 
phase transition during which the ordered spin systems rotate with respect to the crystal 
axes.  The chemical formula of an orthoferrite is RFeO3, where R is a rare-earth ion 
(including nonmagnetic Yttrium).  The orthoferrites have an orthorhombically distorted 
perovskite structure with four molecular units per unit cell.  Thus, there are four iron 
ions and four rare-earth ions per unit cell.  Conventionally, the four iron spins are 
reduced to two antiferromagnetically coupled magnetic sub-lattices.  However, the iron 
sub-lattices are not purely antiparrallel but are slightly canted with respect to one 
another due to the relativistic exchange Dzyaloshinskii-Moriya interaction.  A much 
weaker rare-earth-iron coupling leads to a quasiparamagnetic polarization of the rare 
earth spins in the exchange field generated by the iron ions since the iron sub-lattices 
create a net ferromagnetic moment.   
For our experiment, we have chosen thulium orthoferrite TmFeO3.  This particular 
orthoferrite has numerous resonances in THz frequency range related to magnetic 
resonances of iron sub-lattices, electronic transitions in the Tm ions and phonons [102, 
103, 104].  All these excitations can be potentially seen by THz radiation and excited 
optically as well.  The Neel temperature for iron spins equals ~ 600 K [101], while the 
Tm spins do not order above 1.6 K [105].  The thulium orthoferrite also exhibits a 
continuous spin-reorientation between 91 and 80 K.   
Phenomenologically, the equilibrium orientation of the iron spins in this material 
is given by the minimum of the thermodynamical potential [104] (we consider the 
magnetic system above Neel temperature of thulium spins)  
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where M1 and M2 are the magnetizations of two iron sub-lattices, J is the nearest 
neighbour exchange interaction constant, D describes the Dzyaloshinskii-Moriya 
interaction, Kx, Kz and K4 are constants of magnetocrystalline anisotropy.  Here the 
coordinate system is chosen so that x axis is along a-crystallographic direction (100 in 
other notation), y axis is along b-direction (010) and z is along c-direction (001).  In 
TmFeO3, exchange interaction favours an antiferromagnetic alignment of the Fe
3+
 spins, 
whereas the Dzyaloshinskii-Moriya interaction leads to a slight canting of the iron spins 
from the antiparallel orientation over an angle α = 0.5°, so that the crystal acquires a 
weak ferromagnetic moment.  It is worth noting that the presence of rare-earth spins can 
be taken into account via renormalization of the constants entering the thermodynamical 
potential in Eq. (6.1) [104].  
M
M2 M1
M
c-axis (sample plate 
normal)
M
M1
M2
M1
M2
T > 91 K80 K < T < 91 KT < 80 K
 
Fig. 6.1. The low and high temperature magnetic configurations of iron sub-lattices 
M1 and M2 are shown together with mediating spin reorientation.  The angle of 
canting is exaggerated for the sake of clarity.  
 
Eq. (6.1) demonstrates that the equilibrium magnetic configuration of the 
orthoferrite depends on the values of the magnetic parameters, such as the exchange 
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interaction or the magnetic anisotropy.  Conventionally, the exchange constants J and D 
are believed to be temperature independent well below the Neel point.  At the same time 
the magnetocrystalline anisotropy of TmFeO3 is characterized by a strong temperature 
dependence, especially in 80 – 91 K temperature interval [101, 106].  Below T = 80 K, 
Kx > Kz and the magnetic anisotropy results in alignment of the antiferromagnetic spins 
along the z axis, with a weak ferromagnetic moment M = M1+M2 oriented along the x 
axis.  Above T = 91 K, Kx < Kz and the anisotropy favours the spin orientation along the 
x axis with a weak magnetic moment along the z axis.  In the temperature range between 
80 and 91 K the spin configuration continuously rotates in the XZ plane, while keeping 
the weak ferromagnetic moment in the same plane (see Fig. 6.1).  To explain the 
phenomenon of spin reorientation from the microscopic point of view one need to take 
into account rare-earth ions.  Indeed, the paramagnetic susceptibility of Tm ions follows 
Curie-Weiss law so that at high temperatures the rare-earth polarization is small and so 
is the rare-earth impact on the magnetic anisotropy.  As the temperature decreases the 
rare-earth ions are increasingly polarized due to the magnetic susceptibility rise in 
accord with the Curie-Weiss behaviour, their effective anisotropy increases and leads to 
the renormalization of values of Kx and Kz.   
The basic theoretical model of the magnetic modes in weak ferromagnets was 
introduced in Sec. 2.9.  However, in the TmFeO3 the magnetic anisotropy and the 
Dzyaloshinskii field keep the spins in XZ plane thereby making the precession of spins 
highly elliptical.  Indeed, the deflection of the sub-lattice magnetizations along y axis 
can be neglected to a first approximation.  The temperature dependences of the 
frequencies of magnetic modes are shown in Fig. 6.2, taken from Ref. 104.  From the 
figure one can see that the quasiferromagnetic mode frequency varies with discontinuity 
around spin reorientation temperature interval between 0 and 400 GHz, while the 
quasiantiferromagnetic mode frequency decreases slowly with increasing temperature.   
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Fig. 6.2. The temperature dependences of quasiferromagnetic (1) and 
quasiantiferromagnetic (2) modes.  The curves (3)-(7) represent  the Tm electro-
dipole transitions.  The figure is reproduced from Ref. 104.  
 
The quasiferromagnetic mode exhibits two anomalies at the edges of the spin 
reorientation phase transition.  T e   de  requen   “s  tens” rapid   on approaching 
the interval in which spin reorientation occurs, reaching zero at its edges.  In the middle 
of the interval the QFMR frequency is ~ 100 GHz.  At the same time the high frequency 
exchange mode does not undergo any profound anomalies in the spin reorientation 
region.  
The measurements presented here were conducted with 60 μm thick TmFeO3 
crystal plate cut perpendicular to the c axis (see Fig. 6.1).  
6.2 Overview of the all optical pump-probe studies of TmFeO3 
The possibility of ultrafast optical manipulation of spins in c-cut TmFeO3 has 
been already demonstrated with a help of all optical pump probe spectroscopy [12, 34].  
By probing the magnetic birefringence at sub-picosecond timescale Kimel et al. 
 107 
observed the optical excitation of QFMR mode within the spin reorientation 
temperature interval [12].  The authors explained the effect as arising from optical 
excitation of a large number of nonequilibrium phonons.  These phonons cause a 
redistribution of electrons in Tm ions on a time scale determined by the electron-phonon 
interaction (estimated to be shorter than 1 ps) thereby modifying the magnetic 
anisotropy.  Due to the perturbation of anisotropy, the equilibrium of the Fe spins 
changes very quickly, triggering the quasiferromagnetic precession. 
In a later publication, ultrafast photoinduced reorientation of spins was confirmed 
in the pump-probe experiment in Faraday geometry [34].  Additionally, the nonthermal 
excitation of the QFMR was observed below the spin-reorientation region.  The 
excitation occurred in the case of a circularly polarized pump, and the phase of the 
excited precession was determined by the pump helicity.  This observation was 
attributed to the ultrafast inverse Faraday effect, implying the creation of light-induced 
effective magnetic field which triggers the QFMR oscillation.  It was speculated that via 
the inverse Faraday effect, a femtosecond laser pulse directly acts on Fe spins in a way 
similar to an external magnetic ﬁeld, but does not affect the Tm ions.  Importantly, 
Kimel et al. did not observe photoexcitation of the high frequency QAFMR, assuming it 
can be excited in the high temperature phase only.  
Similar ultrafast effects have been observed in other rare-earth orthoferrites [13, 
107, – 109].  However, until now, no attempt has been made to investigate the ultrafast 
dynamics in orthoferrites by means of pulsed time domain THz spectroscopy.  
6.3 Experimental geometry 
The optical axes (x and y ) of the sample were found by using a set of two 
polarizers.  The polarizers are sequentially placed in a crossed orientation, so that 
linearly polarized light does not pass.  If the birefringent crystal (i.e. TmFeO3) is placed 
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in-between the polarizers, the beam becomes elliptically polarized unless the 
polarization direction of light coincides with the optical axis.  Thus, rotating the sample 
in plane and monitoring the transmission through perpendicular polarized one can find 
the directions of optical axes of the crystal which correspond to zero transmission.   
 
Fig. 6.3. Experimental configuration. 
 
The THz spectrometer used in the measurements is very similar to ones depicted 
in Figs. 3.4 and 5.2.  The sample was held inside a cold finger helium cryostat.  The 
position of the sample in the optical and THz beam paths is shown in Fig. 6.3.  A 
special mount was designed to allow one to rotate the sample in plane.  The sample was 
attached to the mount with a silver paint to provide a heat sink.  In the set-up, the 
sample can be illuminated with both THz probe radiation and with ultrashort optical 
pulses (800 nm wavelength, 100 fs duration).  The pump spot size is larger than the THz 
spot (~2 mm in diameter) to provide quasiuniform excitation.  The measurements were 
conducted in two orthogonal orientations of the crystal – either x or y axis parallel to the 
electric field of THz pulse and the EOS detector axis.   
6.4 THz absorption spectroscopy of TmFeO3 
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Fig. 6.4. Loss function for two orthogonal characteristic orientation of the crystal 
plane: x-axis along THz magnetic field (a) and y-axis along THz magnetic field.  
 
As in the case of TGG (Chapter 5) we started our measurements with the simple 
absorption spectroscopy to identify the excitations seen by the THz probe in 
equilibrium.  The absorption spectra expressed in terms of the loss function defined by 
Eq. (5.4) are shown in Fig. 6.4 for two orthogonal orientations of the crystal.  The loss 
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functions for both orientations are very similar and share the same features.  Firstly, one 
can notice the pr   und “ s i  ati n”    t e ba  gr und    t e   ss  un ti n.  This 
behaviour arises due to the multiple reflections of the THz pulse inside the sample 
which result in a series of Fabry-Perot resonances.  For a refractive index of TmFeO3 at 
THz frequencies estimated to be ~ 6 – 7 (depending upon the orientation and 
frequency), one can easily show that Fabry-Perot resonances of 60 μm thick crystal will 
occur at regular intervals of  ~ 500 GHz, as seen in Fig. 6.4.  Fabry-Perot resonances are 
parasitic and appear due to a nonoptimized thickness of the sample.  Another distinct 
feature of the loss spectra is an absorption peak at ~ 1.2 THz arising below 60 K.  This 
absorption line at 1.2 THz is very likely an electronic transition of the Tm ions, reported 
to be at ~ 33 cm
-1
 (1 THz) [103].    
At the first glance it appears that the magnetic modes of TmFeO3 are not seen in 
the loss spectra.  Moreover, there is no clear manifestation of the phase transition, 
expected at ~80-90K, in the loss function.  In such a simple spectral analysis, the 
relatively weak magnetic absorption lines are seemingly overshadowed by the Fabry-
Perot resonances.  However, because the magnetic resonances are long lived, a careful 
look at the time domain THz waveforms reveals their presence (see inset of Fig. 6.5).  
Thus to observe the evidence for magnetic resonance one has to look at the tail of the 
THz time-domain waveforms. In the analysis outlined below, we concentrate on this 
signal, temporally filtering the Fabry-Perot resonances which appear in the first few 
picoseconds of the measurement. 
 Just below the onset of the spin reorientation region (T ≈ 91 K) a discernible 
harmonic with a frequency about 0.8 THz appears in the waveform tail if the magnetic 
field of the THz wave is polarized along x-axis.  Thus, some evidence for the spin 
reorientation is present in the response.  The frequency of 0.8 THz is close to the 
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QAFMR frequency at these temperatures (see Fig. 6.2).  It is interesting to note that, in 
the case of the THz magnetic field aligned along y-axis of the sample, this mode is 
absent in the response.  
 
Fig. 6.5.  The tail of the THz waveforms comprising the component due to the 
QAFMR absorption line.  In the spin reorientation region a corresponding 
harmonic with a frequency of ~ 0.8 THz suddenly appears in the signal.  The inset 
shows the entire waveform.  The multiple Fabry-Perot pulses dominate the 
response.  
 
In order to confirm the magnetic nature of the observed absorption line we 
measured its spectral amplitude as a function of temperature.  The resulting dependence 
is shown in Fig. 6.6.  As clearly seen from Fig. 6.6 there is an obvious correlation 
between the temperature dependence of this mode and the spin-reorientation.  The 
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amplitude rises quickly within the spin reorientation temperature interval and then 
decays as the temperature decreases.  The mode cannot be resolved below 60 K.   
 
Fig. 6.6. Amplitude of the 0.8 THz absorption line as a function of temperature.  
Blue lines indicate the spin reorientation region.  
 
Since the 0.8 THz mode matches in frequency with the QAFMR, together with its 
temperature dependence, demonstrates its magnetic nature.  Indeed, in the high 
temperature phase, when the spins are oriented almost in plane (Fig. 6.1), the magnetic 
field of THz pulse cannot couple to QAFMR and we do not observe it in the spectra, i.e. 
coupling to this exchange antiferromagnetic resonance is only seen only when the ac 
magnetic field is perpendicular to the spins in low temperature phase. The mode is 
excited most efficiently near the low edge of the spin reorientation region, most likely 
because the ac susceptibility has its maximum at this point.  
In principle, the THz field can couple to low frequency QFMR (note, that in 
YFeO3 QFMR was seen in THz transmission spectra – see Ref. 33), but this mode was 
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not observed in our experiments.  It is possible that the amplitude of this low frequency 
resonance cannot be resolved due to the Fabry-Perot background.    
To summarize this Section: we demonstrated that THz transmission spectroscopy 
can be an effective tool to probe the quasiantiferromagnetic mode of TmFeO3.    
However, we note that a nonoptimal thickness of the sample significantly restricted the 
potential power of the technique.  We highlight the importance of optimizing sample 
thickness for future experiments on such samples. 
6.5 THz emission spectroscopy of TmFeO3 
The THz loss spectrum did not contain any novel information about the properties 
of TmFeO3.  In fact, only one magnetic mode was observed over a fairly narrow 
temperature range.  Nevertheless, one of the most interesting aspects of this material is 
that reorientation of spins can be induced optically.  In the experiments described 
below, we illuminated the sample with optical pump pulses.  These optical pulses can 
be synchronized to THz probe pulses.  As in the case of TGG (Chapter 5), we observed 
no single-pulse modulation of THz transmission, only a cumulative effect of steady 
state heating manifested as the photoinduced change of THz response.  However, rather 
unexpectedly, we observed a weak THz signal generated by optical stimulation of 
TmFeO3 below the spin-reorientation temperature interval.  As we demonstrate below 
this signal contains important information about ultrafast spin dynamics that one can 
hardly overestimate.  
The transient THz waveforms generated in TmFeO3 under stimulation by a 
femtosecond laser pulse are shown in Fig. 6.7 for several temperatures.  An important 
observation is that the emitted THz radiation is found to be independent of the pump 
polarization at all temperatures, and is observed only when the x-axis of the sample is 
perpendicular with respect to the EOS detector axis.  The latter fact means that the 
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polarization of the emission is close to linear.  Note that these THz emission waveforms 
differ significantly from the radiation produced in ZnTe via electro-optical rectification 
(compare Fig. 3.5(a) and Fig. 6.7).  While the radiation generated in ZnTe is broadband, 
the one emitted from TmFeO3 contains only three narrow spectral lines, as illustrated in 
Fig. 6.8 [compare with Fig. 3.5(b)]. 
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Fig. 6.7.  THz emission waveforms generated in TmFeO3 at different temperatures. 
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Fig. 6.8.  THz emission spectrum at 60 K is shown as an example. 
 
Fig. 6.9. The amplitudes and frequencies (lower inset) of the three spectral 
components of the THz emission spectra as functions of temperature.  The upper 
inset shows the corresponding dependences for both thermally and nonthermally 
excited QFMR seen by the optical probe (from Ref. 34) for comparison.   
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The THz emission from the TmFeO3 consists of three spectral components with 
frequencies ~ 0.1 THz, ~ 0.35 THz and ~ 0.8 THz correspondingly (see Fig. 6.8).  We 
attribute the first component at 0.1 THz to the emission arising from a photoinduced 
quasiferromagnetic precession, while the last mode at 0.8 THz can be attributed to the 
emission of photoexcited quasiantiferromagnetic mode.  To the best of our knowledge, 
the mode at 0.35 THz has not been previously observed or reported.  The spectral 
components have different temperature dependences, shown in Fig. 6.9.  The QFMR 
and the new mode at 0.35 THz are excited in the relatively narrow temperature interval 
just below spin re-orientation transition region.  In contrast, the QAFMR is excited at 
any temperature below the spin reorientation region achievable in our set up.  It is 
interesting to note that the temperature dependence of the amplitude of QAFMR seen in 
the emission signal closely resembles the dependence of corresponding absorption line 
(compare with Fig. 6.6).  The frequency of this dominant 0.8THz emission line is only 
weakly temperature dependent (lower inset of Fig. 6.9).  
Figure 6.10 shows the amplitudes the QFMR and QAFMR modes as functions of 
temperature for different pump intensities (note that the weak mode at 0.35 THz is not 
resolved for low intensities).  One can see from the Fig. 6.10 that while the pump 
intensity decreases the mode amplitudes become smaller and the curves move towards 
higher temperatures.  It is rather obvious that the decrease of intensity leads to the less 
efficient excitation, although the relation can be nonlinear.  At the same time the shift 
toward higher temperatures is more complex.  It should be mentioned that, due to the 
cumulative heating by the train of optical pulses, t e “equi ibriu ” te perature    t e 
photoexcited sample can be higher than that measured by our cryostat thermocouple, 
located ~1cm from the sample.  At the same time the heating due to a single pulse 
action diminishes as intensity drops.  Both effects will contribute to the observed shift 
of the curves.  
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Fig. 6.10. The amplitudes of the QFMR and QAFMR spectral components of the 
THz emission as functions of temperature at different pump intensities.  
 
Since the observed THz emission does not depend upon the pump polarization, 
the mechanisms of excitations can be regarded as different from the inverse Faraday and 
Cotton-Moutonn effects.   
6.6 Discussion 
Let us now put the obtained results in the context of the ultrafast dynamics 
previously observed in this material by means of all optical pump-probe methods [12, 
34].  We show below that THz emission spectroscopy can give a more complete picture 
of ultrafast spin dynamics, complementary to the more conventional optical pump-probe 
methods. We then discuss new and intriguing insights this can give us with regards to 
ultrafast mechanisms of spin dynamics. 
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Thermal excitation of a quasiferromagnetic mode in vicinity of spin reorientation 
temperature interval is seen in both optical pump-probe and THz emission signals (see 
upper inset of Fig. 6.9), with identical frequencies.  Similar temperature dependences of 
this mode are also seen in optical pump-probe and THz emission signals.  Thus, the 
measurement of this mode with THz spectroscopy does not add any new information 
about the spin dynamics.  On the other hand, the nonthermal excitation of QFMR via 
IFE is seen in optical signal but not in THz emission.  At the same time, a relatively 
broad and weak mode at 0.35 THz appears in the THz emission spectra, but has not 
been observed previously in optical pump-probe measurements.  The appearance of this 
formerly unobserved mode hints that the ultrafast spin dynamics of this material may be 
less straight forward than previously thought [12, 34].  Most strikingly, the novel type 
of excitation (i.e. the excitation independent from the pump polarization) of the 
quasiantiferromagnetic mode in our THz emission measurements is a unique result.  Not 
only is the QAFMR unseen in the optical signal, to the best of our knowledge its 
ultrafast excitation has never been ever anticipated.  Note, that the ultrafast excitation of 
QAFMR mode in similar material DyFeO3 has been achieved via IFE [13].  In this case 
the circularly polarized optical pulse propagating along x-axis induced the impulse of 
the effective magnetic field deflecting the spins from equilibrium.  In contrast to the 
impulsive excitation of QAFMR reported in Ref. 13, the excitation of the mode in 
TmFeO3 requires changing the parameters determining the length of the weak 
ferromagnetic moment, which in turn implies a change of the angle between the canted 
spins, something which has been thought to be disallowed by the Dzyaloshinskii 
interaction [101].   
The explanation of the QFMR excitation under optical illumination is 
straightforward.  The optical pulse absorption results in the increase of the temperature 
and associated change of magnetic anisotropy.  If the initial temperature is just below 
 119 
the spin reorientation region, the photoinduced change of the anisotropy leads to the 
corresponding modification of the equilibrium magnetic configuration.  Thus the spins 
begin to precess around a new equilibrium position if the characteristic period of spin 
precession (~ 10 ps for QFMR) is longer than the timescale of anisotropy change.  It 
follows from the experiment [12] that the latter is shorter than ~ 4 ps.   
The excitation of the QAFMR under optical stimulation, on the other hand, is 
remarkable.  This is because the excitation of this mode requires changing the length of 
the weak ferromagnetic moment, which in turn requires a change of the angle between 
the canted spins.  This angle, however, is defined by the Dzyaloshinskii-Moriya 
interaction, which has long been considered as very rigid and unperturbed by light 
[104].  It is important to note that spin reorientation alone cannot trigger the QAFMR 
exchange mode, since the weak ferromagnetic moment length is conserved during re-
orientation [101].  Indeed, the different temperature dependence of the photoexcited 
QAFMR compared to QFMR (Fig. 6.9) suggests that another mechanism is involved.  
Indeed, the QAFMR is excited well below the phase transition region, indicating that 
heating alone and resulting spin reorientation cannot explain the excitation of the 
QAFMR.  We conclude that the only possibility for the quasiantiferromagnetic mode to 
be excited nonthermally is to modulate the Dzyaloshinskii field on ultrafast timescales.  
The timescale of this change has to be shorter than the QAFMR period, i.e. sub-
picosecond.  This observation challenges a conventional postulate underlying modern 
theories of magnetism, that the Dzyaloshinskii interaction is constant and unchanging.  
A possible mechanism by which the Dzyaloshinskii field in TmFeO3 could be 
modified might be through coupling between the paramagnetic Tm spins and iron spins.  
If an ultrafast laser pulse can significantly perturb the coupling, possibly by ultrafast 
pumping of rare-earth excited states, the Dzyaloshinskii field would be renormalized.  
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Hence the weak ferromagnetic moment would begin to oscillate in magnitude around a 
new equilibrium value, i.e. we can excite the QAFMR.  In this picture, the mode at 0.35 
THz could arise from the paramagnetic precession of rare-earth spins, though this is 
hard to substantiate.  Nevertheless, the magnetic nature of the 0.35 THz mode is 
corroborated by the fact that it is only observed at temperatures closed to spin 
reorientation interval.   
Let us finally discuss the relation between the magnetic system geometry and THz 
emission properties.  Figure 6.11 shows all possible magnetic configurations and the 
associated normal modes of the magnetization.  Note, that both THz emission signal and 
optical Faraday rotation are determined by the value of the total magnetization M.  
Hence we can consider the motion of the vector M only.   
Stimulation of the QFMR [Fig. 6.11(a)] in the low temperature phase (T < 80 K) 
implies precession of M around x-axis.  Such a precession can be triggered by the light-
induced effective field of IFE HIFE oriented along the light propagation direction, i.e. z-
axis.  Since the precession is highly elliptical the main varying component of 
magnetization lies along z-axis.  The maximum of the THz radiation pattern in this case 
is along x-axis while the emission is almost absent along z-axis (towards the detector).  
Therefore we cannot detect this emission and do not see the IFE-induced magnetization 
dynamics.  At the same time the optical probe in the Faraday geometry is sensitive to 
the z-component of the magnetization.  That is why the optical signal resolves well this 
mode.  In the spin-reorientation temperature region (80 K < T < 91 K) the QFMR 
precession take place in XZ plane (we neglect the small deviation along y-axis) and can 
be excited via thermal anisotropy change and the IFE.  In this region, part of THz 
emission will be collected and detected in the direction of the sample normal.  At the 
same time the z-component of the varying magnetization causes Faraday rotation of the 
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optical probe.  That is why the thermal excitation of QFMR is seen by both techniques.  
Finally we note that the optical excitation of QFMR in high temperature phase 
(T > 91 K) is impossible.  Indeed, the spin reorientation cannot take place in this case 
while the IFE field aligned along z cannot trigger the QFMR precession. 
Stimulation of the QAFMR [Fig. 6.11(b)] implies the change of the magnetization 
length without precession. We postulate that this mode in the low temperature phase 
(T < 80 K) is excited via a novel mechanism of ultrafast change of the Dzyaloshinskii 
field.  The vector M oscillates along x-axis and emits linearly polarized THz waves in z-
direction, and detected in our experiment.  The IFE field cannot excite the AQFMR in 
this geometry.  Moreover, since a z-component is absent, this mode cannot be seen by 
the optical probe propagating along z-axis.  In the spin-reorientation temperature 
interval (80 K < T < 91 K) the AQFMR can be excited by both IFE and modulation of 
the Dzyaloshinskii field.  Part of the THz emission will be detected in our experiment.  
However the excitation by the IFE effect was not observed, as the amplitude excited via 
this route may be rather small compared with the exchange driven one.  As the 
temperature increases above 91 K, in principal both IFE and the exchange driven 
mechanism could trigger the AQFMR, though THz emission in this configuration 
would not be detected.  Moreover no evidence for AQFMR observed in optical signal 
has been reported.  
The comparison between the information carried by the optical pump-probe signal 
and THz emission is summarized below in Table 6.1. 
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 Optical signal THz emission Conclusion 
QFMR 
Observed near spin-
reorientation 
temperature region 
and below (via IFE) 
Observed near spin-
reorientation 
temperature region 
 
Thermal reorientation 
of M on sub-
picosecond timescale 
is seen in both cases 
QAFMR Not observed 
Observed at all 
temperatures below 
phase transition 
Optical modulation of 
the exchange 
interaction 
0.35 THz mode Not observed 
Observed near spin-
reorientation 
temperature region 
Possibly, Tm 
paramagnetic mode 
 
Table 6.1. Comparison between the optical and THz measurements.  
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Fig. 6.11. The magnetization dynamics due to QFMR (a) and AQFMR (b) are 
shown in all possible magnetic phases.  The associated directions of maximal 
THz emission are indicated.  
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6.7 Summary 
To summarize, we have applied THz time domain spectroscopy to a magnetic 
material in groundbreaking results have been previously obtained with a help of all 
optical pump-probe experiments [12, 13, 34].  Here, we demonstrated that the THz 
spectroscopy can lead to the findings of equal importance.  
Using the conventional THz absorption spectroscopy we confirmed the presence 
of the spin reorientation phase transition and observed one of the Tm transitions at low 
temperatures.   
We then discovered THz magneto-dipole emission from the photoexcited 
TmFeO3 below the spin reorientation temperature region.  We showed that THz 
emission carries different information about the magnetization ultrafast dynamics 
compared with optical pump-probe signal.  Thus the THz spectroscopy proved to be the 
complementary tool with respect to the standard pump-probe experiments.   
In particular, we found the optical excitation of the quasiantiferromagnetic mode.  
The only possible mechanism to trigger this mode is to change the angle between the 
canted spins.  We speculate that the mechanism of QAFMR excitation involves optical 
modification of the Dzyaloshinskii field at the sub-picosecond timescale.  However, the 
conventional models do not even anticipate such an effect.  That is why our finding will 
have an enormous impact over the physics of magnetism.  
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Chapter 7. Planar magnonic metamaterials  
 
This Chapter describes that the coupling of the electromagnetic field to 
exchange spin waves confined in thin ferromagnetic films with surface pinning can be 
sufficiently strong to result in negative values of the magnetic permeability at 
frequencies of several hundred GHz, with a potential to reach THz range.  The metallic 
magnetic films assumed in our calculations have negative permittivity at THz and sub-
THz frequencies, and so, no additional elements are required to obtain negative 
dielectric response.  Hence, we suggest that such films can be used to construct negative 
index metamaterials.  We analyze the dependence of the strength and frequency of the 
observed negative permeability upon properties of the magnetic films.   
Furthermore, we show how the constituent magnetic layers of such systems could 
themselves be nanostructured into planar magnonic crystals, with the whole structure 
therefore representing a meta-meta-material.  Due to the additional nanostructuring, the 
negative permeability at sub-THz frequencies can be achieved as a result of a small 
lattice constant and lateral quantization of spin waves.  The frequencies and spatial 
profiles of the resonant modes of the magnonic crystals as well as their relative 
absorption intensities are investigated as a function of the lattice constant of the 
magnonic crystals.  Finally, we discuss the prospects for fabrication of such magnonic 
meta-materials and their experimental studies. 
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The theory and measurement of resonant magnetic permeability are traceable back 
to the onset of magnetism research [110, 111].  The use of uniform high frequency 
magnetic field to excite non-uniform spin waves in thin films was demonstrated already 
by Kittel [112]  w   p inted  ut t e i p rtan e    t e spin pinning at t e  i  s’ 
surfaces.  Subsequent studies concentrated on studies of various magnetic thin films and 
multilayers [113 -118, with a focus on the spectrum of their spin wave resonances. 
However, to our surprise and to the best of our knowledge, a complete theory of the 
high frequency permeability resulting from the resonances has never been developed.  
Here, we present the theory and its application to the issue of designing the negative 
effective permeability. 
7.1 Geometry of the proposed metamaterial  
Host dielectric (μ = 1) Ferromagnetic films
d R
z
Electromagnetic wave
 
Fig. 7.1 The plan of the proposed meta-material is schematically shown.  Thin 
ferromagnetic films are separated by the host dielectric of a relatively large 
distance.  The electromagnetic wave propagates along z direction.  The wavelength 
of the electromagnetic wave is much greater than the characteristic dimensions of 
the structure.   
 
The structure of interest is schematically depicted in Fig. 7.1.  To find the electro-
magnetic properties of the proposed structure one needs to solve Maxwell equations 
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together with Landau-Lifshitz equation for each film, provided that the permittivity of 
the films is known.  Generally, the electromagnetic and micromagnetic aspects of the 
problem are characterized by very different length scales.  This allows us to simplify the 
calculation by taking advantage of the effective medium concept.  Indeed, assuming the 
unit cell of magnetic layers to be sufficiently thin compared to the wavelength, the 
magnetic field of light can be considered uniform across several consecutive films.  So, 
neglecting magneto-dipole interaction between magnetic films, we can find the dynamic 
response of the magnetization of a single film to a given uniform ac magnetic field, and 
then calculate the response of the multilayered material as an effective medium.   
We consider cases of in-plane and out-of-plane magnetized films.  Having derived 
general formulae describing standing spin waves in the films, we average the magnetic 
response to obtain the tensor of macroscopic effective permeability of the metamaterial.  
Then we consider propagation of light through the material described by the calculated 
tensor.  We show that, for certain ge  etries  it is p ssib e t  des ribe n r a  wa es’ 
propagation using scalar refractive indexes.   
7.2 Basic equations 
We begin by considering an array of parallel thin ferromagnetic films (with 
thickness d ~ 1 - 10 nm) embedded in a nonmagnetic host material (Fig. 7.1).  The films 
are separated by distance R, which is assumed large enough to neglect any interaction 
between the films.  In this model, the films play a role of meta-atoms.  The wavelength 
of light is assumed to be much greater than both the thickness of and the distance 
between the films.  Hence, the magnetic field of the light is considered to be uniform 
over many consecutive layers of the metamaterial.  The length and width of the 
structure are assumed to be much greater than both the thickness of the film and the 
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transverse size of the propagating light beam.  This allows us to consider this structure 
as one-dimensional metamaterial.   
Let us study first spin waves excited by an alternating magnetic field in a single 
ferromagnetic film magnetized by a static bias magnetic field (Fig. 7.2).  The orientation 
of the Cartesian coordinate system is chosen so that its z axis is perpendicular to the 
film surface.  Then, we can assume that all physical values and parameters considered 
below are functions of z, but not of x and y. 
z
x
H0
M0
0
d
m (z,t)
y
h (t)
hy (t) hz (t)
z
x
H0
M0
0
d
m (z,t)
y
h (t)
hy (t)
hx (t)
a)
b)
 
Fig. 7.2 The magnetic geometry of the ferromagnetic films is shown for the in-
plane (a) and out-of-plane (b) magnetization. 
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To describe the motion of magnetization M we use the Landau-Lifshitz-Gilbert 
equation [50, 51]: 
  










tMt
M
MHM
M 
 eff  (7.1) 
where γ is the absolute value of the gyromagnetic ratio, ν is the Gilbert damping 
constant and the effective magnetic field is Heff = H0 + Hex + h+ hdm.  Here, H0 is the 
internal static magnetic field, Hex = α∆M is the exchange field with α being the 
exchange constant, h is the external dynamic magnetic field (i.e. the magnetic field of 
light), and hdm is the dynamic demagnetizing field.  We are interested in magnetic 
excitations that are small compared to the equilibrium magnetization M0.  We therefore 
introduce a vector of the magnetization in the form M = M0 + m(z,t), where |M0| >> |m| 
and linearize Eq. (7.1) with respect to terms smallest in m and h.  The demagnetizing 
field is determined by the magnetostatic equation   04dm  mh  .  Since the all 
variables are independent from x and y coordinates,  00dm 4 zmzh   . We do not 
take into account the exchange-conductivity effect [119], since the impact of this effect 
is negligible in the case of sub-THz spin wave resonances that we consider below.  
Let us consider two different geometries shown in Figure 7.2: an in-plane 
magnetization, when vectors H0 and M0 are parallel to the x axis, and an out-of-plane 
magnetization, when vectors H0 and M0 are parallel to the z axis.  Here and in the 
following, indexes a and b in the equation numbering correspond to the cases of in-
plane and out-of-plane magnetization respectively.  Projecting the linearized Equation 
(7.1) to the coordinate system case we obtain in the first (the x-component of h is 
collinear to and hence does not couple to M0) 
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In the second case, the z-component of h is collinear with M0, and so, the corresponding 
linearized system of equations is given by 
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7.3 General solution of microscopic magnetization 
The dynamic magnetic field h is a function of time, and we are interested in the 
forced oscillations of the system.  Appl ying the Fourier transform with respect to time 
to the Eq. (7.2a) and (7.2b), we obtain in frequency domain (the wavy line denotes 
Fourier transform).   
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The dimensionless coefficients and parameters are given by 
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0 
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      (7.4) 
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The dispersion law of Equations (7.3) is 
  ,4 222    iKiK  (7.5a) 
  .22||2   iK  (7.5b) 
Here K  and ||K  denote the wave numbers of spin waves in the cases of in-plane and 
out-of-plane magnetization, respectively. Rearranging Equations (7.5) gives 
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The full solution of Equations (7.3a) and (7.3b) is given by the sum of the general 
solution of the corresponding homogeneous system and partial solution of the 
inhomogeneous one.  This solution has the following form 
    zyikikz
zy
ikik
y
hqhgeCeC
i
i
eCeC
i
ki
m
hphfeCeCeCeCm
~~~~~
,
~~~~~
43
2
21
2
4321

















 (7.7a) 
for the coupled Equations (7.3a) and 
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for the coupled Equations (7.3b).  Here ||,||,||,||,
~,~,~,
~
 qgpf  make up the partial solution, 
are independent from ξ, and describe the uniform ferromagnetic resonance.  They are 
given by 
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The amplitudes C1, C2, C3, C4 and D1, D2, D3, D4 are found from the boundary 
conditions at the interfaces of the film.  We use the exchange boundary conditions [50] 
given by 
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            i = x, y, z. (7.9) 
Here, β1 and β2 denote pinning parameters at different surfaces of the film and 

d
l   
is dimensionless film thickness. They describe the strength of the effective magnetic 
field Hpin at the surfaces due to spin pinning.  This effective field might refer to the 
surface anisotropy or exchange bias at the interface between ferromagnet and 
antiferromagnet.  The pinning parameter is defined as  
.
0M
H pin
  (7.10) 
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Substituting (7.7) into (7.9) one can find the amplitudes.    The general form of 
these formulae is  
    ,
~~
zjyjj hbhaС    j = 1,2,3,4, (7.11a) 
    ,
~~
|||| yjxjj hbhaD   j = 1,2,3,4, (7.11b) 
where   ja ,   jb ,  ja|| ,  jb||  are functions of frequency. 
The general boundary conditions (7.8) have two interesting limiting cases.  The 
first is the case of a perfect pinning at both surfaces, so that 
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Then, one can find that  
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Obviously, the resonance frequencies can be found from equation 
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 when the denominator of some amplitudes equals zero. Here, κ is 
not a wave vector but describes a non-resonant part of the solution.  That is why we do 
not consider the part containing 
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 in the denominator.  The resonance values 
of wave vectors k  and ||k  are given by 
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  n  usi n is in agree ent wit   itte ’s resu t  r   Re . 112. The corresponding 
resonance frequencies can be found from Equation (7.5). 
The second case corresponds to free spins at one surface of each film and the 
perfect pinning at the other, so that 
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In this case, the condition of resonance is 
 
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.  The resonant values of 
wave vectors  k  and ||k  are 
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It is also possible to obtain analytical solutions for the case of exchange boundary 
conditions of the general form (7.8), but the corresponding formulae are very long.  So, 
we restrict ourselves with a simpler case, which is however applicable for the many 
common experimental situations.  We consider the case when spins are free at one side 
but are somehow pinned at another side.  The strength of the latter pinning is described 
in terms of the pinning parameter β.  Then, the boundary conditions are 
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The associated amplitudes are given by 
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With the values of amplitudes C and D known, we have fully determined the excited 
microscopic magnetization m. 
7.4 Derivation of the macroscopic effective permeability of the 
metamaterial 
With the solution for the microscopic magnetization at hand, we proceed to 
calculation of the magnetic susceptibility tensor.  It is important to note that the light is 
insensitive to the fine structure of the spin wave modes.  So, one can integrate the 
microscopic magnetization over a physically infinitesimal (with respect to the light 
wavelength) volume.  In the one-dimensional case considered here, this is achieved by 
integrating over an interval with a length Λ, such that d < R <<Λ<<λ.  This gives us the 
macroscopic magnetization used in Maxwell equations together with permeability 
tensor ˆ . 
To find the macroscopic magnetization entering the Maxwell equations, we 
average the induced microscopic magnetization over the infinitesimal interval as 
follows 
      
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L
0
,~
1~ mm  (7.18) 
where     
N
N
micro lN ,~~ mm  and 

Λ
L  .  Here   ,~ lNN m  denotes the 
magnetization in the form of (7.7) of the Nth film, which is situated inside the interval 
of integration, and N is the number of those films.  Since the films are identical and do 
not interact with each other we can rewrite (7.18) in the form 
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where 
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 (7.20b) 
Using Eqs. (7.18), (7.19) and formulae for the amplitudes C1, C2, C3, C4 and D1, 
D2, D3, D4 we can write the macroscopic magnetization in cases of in-plane and out-of-
plane magnetization through the susceptibility tensor components: 
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 (7.21b) 
The exact form of the susceptibility tensor components is determined by the form of the 
boundary conditions.  However, in each case ,yzzy     xyyx ||||   , yyxx ||||   .   
The effective permeability tensor is defined as ||,||, ˆ41ˆˆ    . 
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7.5 Effective permeability tensor 
The resulting effective permeability tensors are 
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for the in-plane magnetized films, and 
,
100
0
0
ˆ
||||
||||
||










 

 iG
iG
 (7.22b) 
for the out-of-plane magnetized films. Although the effective permeability is a tensor 
here, we show below that, in certain geometries, it is possible to use scalar refractive 
indexes to describe the propagation of normal waves through the meta-material.   
The general form of the tensors given in Equations (7.22a) and (7.22b) is 
characteristic for so called magneto-gyrotropic media [50].  Two types of normal waves 
exist in such a material – ordinary and extraordinary waves, each with different field 
components and polarization.  Here, we consider the case of light propagating along z 
direction, i.e. normal to the film plane.  We assume the effective permittivity of the 
metamaterial to be a scalar quantity ε.  Then, it is possible two describe the propagation 
of the normal waves in terms of corresponding refractive indexes.   
In the case of the in-plane magnetization and hence of light propagating 
perpendicular to the direction of the magnetization, the ordinary wave does not couple 
to the spin waves (as the magnetic field of this wave is parallel to the magnetization) 
and propagation is described with the refractive index on .  In contrast, the 
extraordinary wave does interact with the magnetization of the films.  The refractive 
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index of the extraordinary wave is given by 
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expect the propagation of the extraordinary wave to be described by scalar permeability 
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2
.  When the magnetization is oriented along the direction of the 
electromagnetic wave propagation, the two normal waves are described by refractive 
indexes  ||||2,1|| Gn   .  In this case, we can introduce two effective permeabilities: 
 |||| G   (see also Ref. 45).  As discussed below, only   can reach negative 
values. 
This concludes the mathematical formalism.  In the next section, we discuss the 
feasibility of obtaining negative effective permeabilities at high frequencies.   
7.6 Electromagnetic properties of the metamaterial consisting of CoFe 
thin films 
In this section, we apply the general theory developed above to a specific case of 
the magnetic layers made from the common ferromagnetic CoFe alloys. CoFe has well 
known material parameters and is widely used in the area of magnetic materials 
research and technology. Apart from the permalloy it possesses greater value of the 
exchange constant and magnetization of saturation that provides stronger interaction 
between its magnetic subsystem and light. In particular, we use the following values for 
material constants and parameters: M0 = 1700 emu/cm
3
, α = 1.4×10-12 cm2, ν =0.01.  We 
assume that the fill-factor of the films in the structure is ρ = 0.25.  Figure 7.3 shows the 
effective permeabilities calculated for in-plane and out-of-plane  magnetized films 
subject to the bias magnetic field H0 of 20 kG.  One can clearly see from Figure 7.3 that 
negative effective permeabilities exist in the region 0.1-0.2 THz.  The bandwidth of 
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these regions is around 20 GHz in each case.  The different resonant frequencies for the 
two cases arise from different dispersion laws (7.5a) and (7.5b).  
 
Fig. 7.3. The calculated effective permeability is shown as a function of frequency 
for the cases of in-plane (1) and out-of-plane (2) magnetizations. The solid and 
dashed lines denote the real and imaginary parts of the effective permeability, 
respectively.  The effective permeability is calculated for an array of CoFe films 
with thickness of 5 nm. The filling factor of ρ = 0.25 is assumed.  The spins are 
perfectly pinned at one side of the film and are free at the other. 
 
The resistivity of CoFe films is typically ~ 10
14
 s
-1
.  In the frequency range 
considered here, such highly conducting materials are described by large permittivities: 
typically  ~ 105, ’ < 0. [120] One therefore expects a large negative effective 
permittivity response over a wide frequency range from a multilayered metamaterial 
containing CoFe layers.  The material will also exhibit negative refraction at frequencies 
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where the effective permeability is also negative.  These regions of negative refraction 
are determined by the resonances of the standing spin waves in the magnetic material. 
We now turn our attention to optimizing the parameters of the system in order to 
increase the strength of spin wave resonances and to obtain higher resonance 
frequencies.  One parameter that will affect the strength of resonance is damping.  In 
order to optimize the interaction strength, one must seek ferromagnetic materials with 
the lowest spin-wave damping.  The spin wave resonance is also very sensitive to such 
parameters as the bias magnetic field, the pinning parameter, the magnetization of 
saturation and the film thickness.  In the discussion below, we address the role of each 
of these parameters in determining the spin wave resonance.  Since the physical 
behavior of the effective permeability with respect to the change in these parameters is 
the same for in-plane and out-of-plane geometry, we consider only the dependence of 
e , i.e. the case of in-plane magnetization. 
The dependence of the effective permeability e  upon the frequency and 
dimensionless effective film thickness 

d
l   is shown in Fig. 7.4.  One can easily see 
that the frequency of the spin wave resonance can be increased by either decreasing the 
film thickness d, or by increasing the exchange constant α. As expected, one also 
observes that the strength of resonance increases as its frequency decreases. 
Figure 7.5 shows the effective permeability e  as a function of the frequency 
and the magnetization of saturation, with the other material constants kept fixed.  The 
resonance frequency increases as the value of the saturation magnetization increases.  
The strength of the resonance also increases due to the enhancement of the magnetic 
moment value. 
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Fig. 7.4. The effective permeability e  is plotted as a function of frequency and 
dimensionless thickness l, for the same assumptions and parameter values as in 
Figure 7.3. 
 
Fig. 7.5. The effective permeability e  is plotted as a function of frequency and 
magnetization of saturation M0 , for the same assumptions and parameter values as 
in Figure 7.3. 
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Fig. 7.6. The effective permeability e  is plotted as a function of frequency and 
pinning parameter β.  The calculations are for the same assumptions and parameter 
values as in Figure 7.3, except the finite pinning strength assumed here. 
 
Fig. 7.7. The effective permeability e  is plotted as a function of frequency and 
bias magnetic field H0, for the same assumptions and parameter values as in Figure 
7.3 (spins are perfectly pinned at one side of the film). 
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Figure 7.6 shows e  as a function of the frequency and the pinning parameter β.  
For small pinning parameters, the resonance frequency is low, but the resonance 
exhibits good coupling to the external uniform magnetic field.  Increasing the pinning 
parameter increases the resonance frequency but decreases the resonance strength.  
Indeed, the increase of the pinning parameter decreases the wavelength of the excited 
spin waves that weakens their coupling to the uniform ac magnetic field.  We estimate 
that an effective pinning field of approximately one Tesla is required for a resonance in 
the 150-200 GHz frequency range.   
Of course, one can also increase the resonance frequency by increasing the bias 
magnetic field (Fig. 7.7).  This can provide a convenient way to tune the negative 
refractive index frequency range of the proposed metamaterial.   
In summary, to optimize the strength of magnetic resonance at sub-THz and THz 
frequencies one should use a ferromagnetic material with a large magnetization of 
saturation and low damping constant.  By varying other parameters, such as the pinning 
parameter or the bias magnetic field, one can shift the resonance to higher frequencies 
but only at an expense of the resonance strength.  However, for conventional CoFe 
films, it appears impossible to obtain negative values of the effective permeability for 
frequencies greater than 200 GHz.  The strength of the resonance can be further 
increased by increasing the volume fraction of the magnetic material, in which case the 
interaction between the different ferromagnetic films and associated magnonic behavior 
will need to be taken into account.  This however is beyond the scope of this study.  
Let us now discuss our results in the context of previous studies in the field of 
magnetic multilayers and metamaterials. The sub-THz and THz metamaterials were 
intensively studied last years [121 – 125]. Here we discuss briefly the figure of merit of 
the proposed magnonic metamaterial compared to the figures of merit measured or 
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theoretically predicted in the sub-THz and THz metamaterials. To estimate the figure of 
merit defined as 
n
n
F
Im
Re
 , we use the effective permittivity [126] 
  CoFeheff   1 , where εh and εCoFe are the permittivity of the host dielectric and 
CoFe respectively. εCoFe ~ (-1 - i)×10
3
 – 104 (see Ref. 31). Since εCoFe >> εh one can 
neglect the contribution of the host material to the effective permittivity and treat the 
latter as 
CoFeeff   . Thus the estimation of the figure of merit of the proposed 
metamaterial gives F ~ 1 up to 2. It is in order of the figures of merits of other 
metamaterials at the similar frequency range. However, higher figure of merits were 
reported recently [127, 128]. Our idea of the magnonic metamaterial allows us to think 
about losses reduction and improvement of the figure of merit in further studies. For 
example, nonmetallic antiferromagnets or ferrimagnets are the promising candidates to 
replace the metallic ferromagnetic films with high conductivity losses.  
7.7  Magnonic crystals in metamaterial design 
While in the simple design proposed in the Sec. 7.1 the relatively high frequencies 
of the magnetic resonances resulted from standing waves formed across the thickness of 
t e t in  err  agneti  ﬁ  s in t is Se ti n an t er  et  d    s i ting  agneti  
resonances to higher frequencies is introduced.  Replacing the uniform ferromagnetic 
layer by a thin plate of a magnonic crystal (MC) [100 ,129 - 131], i.e. the plate with 
periodically varying magnetic properties (Fig. 7.8), one will introduce the in-plane 
quantization of spin-waves.  These may lead to a similar effect as the pinning of the 
spins on the surfaces of ferromagnetic layers – the excitation of the sub-THz spin wave 
resonances by the uniform ac magnetic field.  As a consequence, multiple resonances 
will be observed in the magnetic response spectrum in addition to the fundamental 
uniform excitation.   
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Fig. 7.8. Magnonic crystals considered in this paper: one-dimensional MC of 
thickness d formed by long stripes of ferromagnetic metals Co and permalloy, 
arranged with the period a.  ias  agneti  ﬁe d H0 saturates both materials along 
the z axis. 
 
Using the magnonic crystals, we propose to create a metamaterial with negative 
permeability.  A schematic drawing of the proposed structure is shown in Fig. 7.9 (a).  
The calculations were performed for MC composed of two materials, i.e., cobalt and 
permalloy because a realization of such MCs is feasible [132 - 134].  The spin wave 
resonance at high frequencies is achieved now due to the lateral (in-plane) quantization 
of spin waves, while uniform excitations are assumed across the thickness. One expects 
the values of the higher resonant frequencies to increase with the decrease of the lattice 
constant.  This dependence gives an opportunity to design the structure of MC 
according to a required frequency range of negative permeability. 
The calculated real part of effective permeability function μ(ω) is shown in Fig. 
7.8(b).  We assume the same composition of the metamaterial as in the case of uniform 
films considered above, instead of which we include 1D MCs.  The MC occupies 25% 
of the volume, while the rest is nonmagnetic dielectric [see Fig.7.8(a)].  This 
permeability is obtained for t e ge  etr  w ere t e e terna   agneti  ﬁe d is app ied in 
t e p ane    t e  agneti  ﬁ  .  T e pr pagating wa e is  inear   p  arized  
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perpendi u ar t  t e agneti  ﬁe d [see Fig. 7.8(a)   r t e  rientati n    t e a  agneti  
ﬁe d and wa e pr pagating direction].  The wavelength of the electromagnetic wave is 
 u     nger t an t e t i  ness    t e ﬁ    and s  t e e e tr  agneti  ﬁe d is assu ed 
t  be uni  r  in a sing e ﬁ    ade    1D C.  In t e C  due t  t e peri di it  in t e 
structure the band folding effect is observed, and many resonances might be observed at 
higher frequencies for ksw = 0 (where ksw is a wavenumber of a spin wave). 
 
Fig. 7.9. The structure of the metamaterial under investigation. e, b indicates the 
polarizations of external electric and magnetic ﬁelds, and k indicates the direction 
of propagation. (b) The real part of permeability μr as a function of a frequency for 
the stack  of thin layers made of slabs of 1D MC, composed of alternating 5-nm-
thick cobalt and permalloy stripes of 25-nm width (solid line) and 12.5-nm width 
(dashed line) under the inﬂuen e of the external magnetic ﬁeld of H0 = 0.2T.  The 
ﬁlling fraction of the magnonic crystal in the nonmagnetic dielectric matrix is 
25 %. 
 
In Fig. 7.9(b) we show that the relative absorption intensity of the higher modes of the 
t in s ab     agn ni   r sta   an be    parab e wit  t at    t e ﬁrst   de and t us 
 ead t  a signiﬁ ant abs rpti n due t  t e spin-wave resonances.  As a result the 
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proposed metamaterial can have a negative permeability at elevated frequencies as 
shown in Fig. 7.9(b).  
We can increase the frequency of spin-wave resonances and the frequency of the 
negative refractive index band more by increasing an external magnetic ﬁeld or by 
decreasing a lattice constant.  In Fig. 7.9(b) by the dashed line we show the permeability 
as a function of frequency for an MC composed of Co and Py stripes of 12.5-nm width. 
The band of negative permeability connected with the second mode still exists at 
frequencies above 80 GHz. 
The figure of merit for a metamaterial composed of 1D MCs with Co and Py 
stripes of 25-nm width is shown in Fig. 7.10(a), and the real part of the refractive index 
is shown in Fig. 7.10(b).  One can see that the figure of merit in the frequencies around 
the negative refractive index (i.e., around 15 and 37 GHz) reaches the value of 2.  
 
Fig. 7.10. (a) Figure of merit (FOM) in the function of a frequency of the 
considered metamaterial (the stack of thin layers made o slabs of 1D MC, 
composed of alternating 5-nm-thickcobalt and permalloy stripes of 25-nm width) 
with negative refractive index. (b) The real part of the refractive index. 
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7.8  Conclusions 
To conclude, we have proposed a so called microwave magnonic metamaterial.  
The latter is based on an array of thin ferromagnetic films or planar magnonic crystals 
acting as resonators for exchange spin waves at high (sub-THz) frequencies.  The 
resonances are due to either spin pinning on the interfaces of the films or the lateral 
quantanization of the spin waves in the magnonic crystals.  We have calculated the 
effective permeability tensor of the metamaterial for different geometries and parametrs.  
Our theory predicts negative values of the effective permeability in vicinity of the spin 
wave resonances.   
As compared to more conventional split-ring resonators and similar structures, the 
proposed magnonic metamaterials might have the following advantages: (1) the 
negative permeability region is tunable by the bias magnetic field, (2) the gyrotropy 
allows one to manipulate the polarization of light, and (3) since the material is 
composed of continuous metallic elements, negative permittivity and, hence, negative 
refraction are also feasible.  Moreover, since the frequency region of negative 
permeability is determined by the magnonic resonances of the component materials, 
there is an excellent outlook for finding and designing magnetic nano-materials with 
stronger magnonic resonances at even higher frequencies.  For example, nonmetallic 
antiferromagnets or ferrimagnets are the promising candidates to replace the metallic 
ferromagnetic films with high conductivity losses.   There is also a possibility of using 
the antidot systems, but for the antidot applications further research is necessary.  One 
can combine effects of the lateral and thickness quantization of spin-wave modes that 
should result in increasing frequencies of magnetic resonances well above 100 GHz. 
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Chapter 8. Conclusions and outlook  
 
This work may lay a foundation of the new sub-field of ultrafast magnetization 
dynamics investigations based on the use of time domain pulsed THz spectroscopy.  
Indeed, as we demonstrate in the thesis the conventional all optical pump probe 
technique does not always provide the comprehensive picture of the dynamics, 
moreover sometimes the interpretation of the optical signals is a formidable task.  
Another method allowing the sub-picosecond resolution of ultrafast processes is pulsed 
THz pump-probe spectroscopy.  This work demonstrates potential power of the THz 
techniques in the area of femtomagnetism.   
We started with the standard optical pump-probe geometry to study the inverse 
Faraday effect in paramagnetic terbium gallium garnet in Chapter 4.  This experiment 
allowed us to reveal the stunning discrepancy between the measured Faraday rotation 
angle of the probe pulse and the angle predicted by equilibrium theory of Faraday and 
inverse Faraday effects.  The proposed explanation of the discrepancy uses the fact that 
the spins and orbital moments are characterized by the very different response times.  
Thus, the ultrafast optical pulse couples to the instantaneous unquenched orbital 
momentum and does not interact with slow spins.  Furthermore, we discovered that 
once the pump spot size becomes comparable with the probe spot the transverse profile 
of the optical signal does not follow the convolution of the pump and probe shapes.  
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Thus we demonstrate that the properties of the optical pump-probe signal can be very 
intricate and enigmatic. 
In the Chapter 5 we went on with the study of TGG crystal, now by means of 
pulsed THz spectroscopy.  We have observed the paramagnetic modes of some Tb sub-
lattices at liquid helium temperatures.  These modes have not been observed before that 
allowed us to estimate the g-tensor of Tb ion in TGG for the first time.  Unfortunately, 
the available experimental equipment prevented us from the combined study of TGG 
magnetization dynamics by optical and THz means at low temperatures.   
At the same time we overcame this restriction by measuring thulium orthoferrite 
TmFeO3 with a help of THz emission spectroscopy.  This sample had been very well 
characterized and extensively studied by means of all optical pump-probe technique.  
Thus, we could easily compare the information carried by THz signal with previously 
obtained data.  Thus we have discovered the novel mechanism of the ultrafast 
photoexcitation of high frequency exchange antiferromagnetic mode in the TmFeO3.  
The mechanism involves the light-induces change in the relativistic exchange 
interaction, i.e. so called the Dzyaloshinskii-Moriya effective magnetic field.  We rate it 
as the most important result of the work with tremendous potential impact.   
All these measurements were done with dielectric materials.  However, for the 
practical applications such as a realization of ultrafast speed spin wave logic circuits, 
ultrafast data storage devices and negative refractive index metamaterials the metallic or 
semiconductor magnetic materials are more favourable.  At the same time, the 
characteristic frequencies of the most common transition metals and their alloys lie in 
the GHz frequency range.  In the Chapter 7 we propose two ways to increase the 
working frequency range of the magnonic metamaterials consisting from planar 
magnetic elements.  Both methods are based on the quantization of exchange spin 
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waves due to either the surface spin pinning or periodical modulation of magnetic 
properties.  We expect that the metamaterials of this kind will be used within devices 
based on the negative refractive index phenomenon.  
Let us finally consider possible future research to be done along the lines drawn in 
the present work.  For example, it may be interesting to investigate the THz inverse 
Faraday effect.  Indeed, some resonant enhancement of IFE in this frequency range can 
be anticipated for rare-earth ions, which have transitions at these frequencies.  
Moreover, as argued in Chapter 4 the ultrafast IFE is very different from quasistatic 
effects observed by Pershan with coworkers [9].  It would be desirable to investigate the 
intermediate regime lying between these two extreme cases.  This could be achieved 
with a help of THz free-electron lasers [54] or high power THz sources [135, 136], for 
example.  One can employ circularly polarized THz and infrared radiation to produce 
IFE-induced magnetization dynamics in rare-earth compounds while probing it with 
optical or THz pulses.  This could lead to the magnetization reversal regime different 
from the conventional optical manipulation of the magnetization [137].   
It is also highly desirable to substantiate our discovery of optical excitation of 
QAFMR in TmFeO3 by measuring THz emission from similar orthoferrites, such as 
ErFeO3 and YFeO3.  The magnetic structure of erbium orthoferrite ErFeO3 is 
qualitatively identical to the structure of TmFeO3.  Thus, if one observes the optically 
excited QAFMR in ErFeO3 it could be concluded that the excitation mechanism has 
universal character.  Otherwise the effect is material specific and thereby connected 
with electronic structure of rare-earth ions.  At the same time yttrium orthoferrite YFeO3 
does not exhibit spin reorientation transition at all.  Thus, one can study the presence of 
the transition impact over ultrafast magnetization dynamics.  
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