Abstract-Compressive sensing is a relatively new measurement paradigm which seeks to capture the "essential" aspects of a high-dimensional object using as few measurements as possible.
I. INTRODUCTION
T HE recently introduced theory of compressive sensing (CS) [1] , [2] has attracted the interest of theoreticians and practitioners. CS seeks to minimize the collection of redundant data in the acquisition step, in contrast to common framework of first collecting as much data as possible and then discarding the redundant data by digital compression techniques.
One of the fields that benefits from CS theory is compressive imaging. Compressive imaging is motivated by the fact that most natural images are highly redundant; as experienced with digital compression (e.g., JPEG and JPEG2000). Several works were done already in the field, amongst them we might note [3] - [6] .
Recently, CS was introduced in the realm of holography [7] . In [7] reconstruction techniques used in CS were applied on data captured with Gabor holography to reconstruct three-dimensional objects that are sparse in the spatial domain. In this paper, we will demonstrate the application of CS framework with Fresnel digital holography. Objects that are sparse in arbitrary domain (e.g., some wavelet domain) will be considered. In Section III it is explained explain why Fresnel holography fits well to CS framework. However, as shown in Section IV, in order implement optimized compressive digital holography, the sampling scheme needs to be adapted to the special mechanism of Fresnel holography.
II. COMPRESSIVE SENSING
In order to describe CS, let us think of an object described by an -dimensional real valued vector (in case that the object represents an image of pixels, is a one-dimensional vector obtained by rearranging the image in a lexicographic order) being projected (imaged), to an -dimensional vector. One can also think of as the number of detector pixels. We are interested in the case of , meaning that the captured image is undersampled in the conventional sense. Often, the subsampling is done by picking out of measurements uniformly at random [1] , [2] . The sensing process can be written as (1) (1) where is an by matrix. CS relies on two guiding principles. The first one is signal sparsity; we assume that the signal can be sparsely represented in some arbitrary orthonormal basis (e.g., wavelet, or DCT). Thus, is the -sparse representation of image projected on , meaning, that has only nonzero terms.
Another principle that CS requires is the incoherence (dissimilarity) between the sensing and sparsifying operators. This measurement is known as the mutual coherence, , and is defined as (2) where , denote the column vector of and , respectively, and is the length of the column vector. The mutual coherence is bounded by [1] . Many pairs of bases which exhibit low coherence and were reported extensively in the literature [2] . Amongst them we wish to note the Fourier-Delta impulses ( ), Fourier-wavelet ( ) and Gaussian random projections, which are universally incoherent with any sparsifying basis (with ). CS theory suggests that a signal (image) measured with sensing operator, , can actually be recovered by -norm minimization; the estimated coefficients vector is the solution of the convex optimization program [2] : subject to (3) where is the norm which measures the number of nonzero entries of the coefficient vector . One way of guaranteeing recovery via the -norm minimization of a -sparse signal is by taking measurements satisfying (4) where is some small positive constant.
III. COMPRESSIVE FRESNEL HOLOGRAPHY
Let us consider the one-dimensional free-space propagation formula in the Fresnel approximation, which relates the complex values of a propagating wave, measured in a plane perpen-1551-319X/$26.00 © 2010 IEEE dicular to the direction of propagation and separated by a distance (5) where is the wavelength of the light wave and is a multiplicative constant. If we wish to write the latter equation in discrete form (sampling uniformly on a Cartesian grid) by defining and , and changing the integral to summation, we get (6) where the last equality is the matrix-vector form of the discrete Fresnel transform.
is a one-dimensional vector representing the object, is a diagonal matrix whose elements are the discrete quadratic phase elements of the Fresnel transform, and is a scaled version of the discrete Fourier transform. It is noted that discrete approximation (6) is not valid for small propagation distances [8] .
The Fresnel diffraction field of the object can be recorded by means of digital holography [9] - [13] . Application of CS scheme on Fresnel digital holograms is attractive for a couple of reasons. The first is that the entire complex field is available. This is in contrast to most imaging applications where we only detect variations in the squared modulus of the propagating optical field. This, in turn, implies that the sensing operator has strictly positive entries. Strictly positive sensing operators are most of the times unsuitable for CS applications, due to their relatively large [14] . Second, the Fresnel and Fourier transforms are closely related. As increases, becomes the identity canonical basis, and the Fresnel transform becomes the Fourier transform (yielding the Fraunhofer approximation). If we take a closer look on the quadratic phase factor in (5) we see that the Fresnel approximation behaves like the Fourier transform in a small area by the origin. This infers that more samples should be taken around the origin in order to take full advantage of the incoherence properties of the Fourier-wavelet transform. Our nonuniform (variable density) sampling scheme is described in Section IV.
In this work, we applied the CS on phase-shift digital holography (see, for example, [10] - [12] , [15] ) which is an efficient holographic method in terms of space-bandwidth utilization [16] . Phase shift digital holography utilizes a Mach-Zehnder setup to interfere the Fresnel diffraction field of the object with reference field impinging on-axis. By taking exposures with multiple phase shifts of the reference beam the entire complex Fresnel field information is captured. A digital hologram was captured at mm, and nm with a 2044 2024 pixel CCD with pixel size 9 m. We have downsampled the image using a variable density sampling scheme described in next section. Basically, more samples are taken at the center and gradually less towards the margins of the hologram. Due to the very intense speckle noise the reconstruction was carried using total variation (TV) optimization (7) where (8) The minimization of the norm tends to find a sparse solution, while the norm insures data consistency. The measured signal is denoted by , sets the estimation of the noise level, and , is the sparsifying operator. Usinage of the TV functional is well-known in signal and image processing for its tendency to suppress spurious high-frequency features [17] . Fig. 1 , shows the reconstruction results from only 25% of the hologram points with the nonuniform random sampling scheme. Fig. 2 demonstrates the advantage of the variable density sub-sampling scheme over the uniformly one, commonly used in CS [1] - [4] . 
IV. VARIABLE DENSITY SUB-SAMPLING OF THE FRESNEL TRANSFORM
The motivation for the variable sampling density scheme appears evident from the examination of the effect of the Fresnel transform on the joint spatial-spatial frequency distribution (phase-space distribution) of the object field. Spatial-spatial frequency representations, such Wigner-Ville distribution (WVD), of the optical fields were found particularly useful to holography exploration [16] , [18] .
Let us consider a finite object with width and essential bandwidth . Its support in the WVD domain is a rectangle as depicted in Fig. 3(a) . The area of the support of the WVD, denoted by SW, is proportional to the number of spatial degrees-of-freedom [19] . In the case of Fig. 3(a) , which is the value predicted by the classical space-bandwidth product definition, representing the total spatial information of the object field. The number of degrees of freedom per dimension unit , denoted , is constant in Fig. 3(a) , meaning that the spatial information is spread uniformly along the object axis [see Fig. 3(b) ]. Now let us examine the WVD of the Fresnel transform of the object field. The Fresnel transform is expressed in the WVD by a shearing operation as shown in Fig. 3(b) [16] , [18] , [19] . It is evident from Fig. 3(c) that the area is not uniformly spread along the measurement dimension, rather in the transformed plane has the distribution shown in Fig. 3(c) . It can be seen that more spatial information is concentrated at the center and that the average spatial information density decreases as moving away from the origin. This implies higher sampling rate should be used in this region.
In our experiments we have used the Haar-Wavelet transform as the sparsifying basis, . Randomly sampling with sampling density of the shape in Fig. 3(d) has the advantages of the low coherence of the Fourier-wavelet basis at coarse scales, where the signal tends to be less sparse, and the universality of the Gaussian random projections sensing [17] in fine scales, where the signal tends to be more sparse.
V. CONCLUSION
We have demonstrated that Fresnel DH suits well in the framework of compressive sensing. However, conventional CS uniform random sampling approach needs to be fitted to the Fresnel holographic model by applying variable density sub-sampling scheme. Using this scheme we have demonstrated satisfying reconstruction from only 25% and 8% samples of the Fresnel hologram. 
