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In this paper, we revise Grossmann and Lohse’s model [Phys. Rev. Lett. 86, 3316 (2001)] for
the predictions of Reynolds number (Re) and Nusselt number (Nu) in turbulent Rayleigh-Be´nard
convection (RBC). The revision incorporates two anomalies observed in thermal convection: the
viscous and thermal dissipation rates in the bulk are suppressed compared to free turbulence, and
the viscous boundary layer profile deviates from Prandtl-Blasius theory. We perform 60 numerical
runs on a three-dimensional unit box for range of Rayleigh numbers (Ra) and Prandtl numbers (Pr)
and construct the revised model using four free constants (more appropriately, functions) that are
determined using machine learning. The predictions of the revised model are in good agreement
with the past numerical and experimental results, and they are sometimes better than those of
Grossmann and Lohse’s model.
I. INTRODUCTION
A classical problem in fluid dynamics is Rayleigh-
Be´nard convection (RBC), which comprises a fluid en-
closed between two horizontal walls with the bottom wall
kept at a higher temperature than the top wall. RBC
serves as a paradigm for many types of convective flows
occurring in nature and in engineering applications. RBC
is primarily governed by two parameters – the Rayleigh
number Ra, which is the ratio of the buoyancy and the
dissipative force, and the Prandtl number Pr, which is
the ratio of kinematic viscosity and thermal diffusivity of
the fluid. Presently, we develop a model to predict two
important quantities – the Nusselt number Nu and the
Reynolds number Re, which are respective measures of
large scale heat transport and velocity in turbulent RBC.
The dependence of Nu and Re on RBC’s governing pa-
rameters (Ra and Pr) has been extensively studied in the
literature [1–5]. Malkus [6] proposed Nu ∼ Ra1/3 based
on marginal stability theory. For very large Ra called
ultimate regime, Kraichnan [7] deduced Nu ∼ √RaPr,
Re ∼ √Ra/Pr for Pr ≤ 0.15, and Nu ∼ √RaPr−1/2,
Re ∼
√
Ra/Pr3/2 for 0.15 < Pr ≤ 1, with logarith-
mic corrections. Subsequently, Castaing et al. [8] argued
that Nu ∼ Ra2/7 and Re ∼ Ra3/7 based on the existence
of a mixing zone in the central region of the RBC cell
where hot rising plumes meet mildly warm fluid. Cas-
taing et al. [8] also deduced that Reω ∼ Ra1/2, where
Reω is Reynolds number based on the frequency ω of
torsional azimuthal oscillations of the large scale wind
in RBC. Later, Shraiman and Siggia [9] derived that
Nu ∼ Ra2/7Pr−1/7 and Re ∼ Ra3/7Pr−5/7 (with log-
arithmic corrections) using the properties of boundary
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layers. They also derived exact relations between Nu
and the viscous and thermal dissipation rates.
Many experiments and simulations of RBC have been
performed to obtain the scaling of Nu and Re. These
studies also revealed a power-law scaling of Nu and Re,
given by Nu ∼ RaαPrβ and Re ∼ RaγPrδ. For the scal-
ing of Nu, the exponent α ranges from 1/4 for small Pr
to approximately 1/3 for moderate to large Pr [8, 10–
25], and β from approximately zero for moderate and
large Pr to 0.14 for small Pr [26, 27]. Thus, Nu has a
relatively weaker dependence on Pr. For the scaling of
Re, the exponent γ was observed to be approximately
2/5 for small Pr, 1/2 for moderate Pr, and 3/5 for large
Pr [8, 10, 11, 15–18, 22–24, 28–31]; and δ has been ob-
served to range from −0.7 for moderate Pr to −0.95 for
large Pr [26, 32]. A careful examination of the results of
the above references reveal that the above exponents also
depend on the regime of Ra as well. The ultimate regime,
characterized by Nu ∼ √Ra, has been observed in simu-
lations of RBC with periodic boundary conditions [30, 33]
and in free convection with density gradient [34]. Some
experiments and simulations of RBC with non-periodic
walls and very large Ra (∼ 1015) have reported a possi-
ble transition to the ultimate regime [15, 34–36]; however,
some others [37, 38] argue against such transition.
The above studies show that the scaling of Re and
Nu depends on the regime of Ra and Pr, highlighting
the need for a unified model that encompasses all the
regimes. Grossmann and Lohse [39, 40, 41, 42] con-
structed one such model, henceforth referred to as GL
model. To derive this model, Grossmann and Lohse
[39, 40] substituted the bulk and the boundary layer
contributions of viscous and thermal dissipation rates
in the exact relations of Shraiman and Siggia [9]. The
bulk and the boundary layer contributions were writ-
ten in terms of Re, Nu, Ra, and Pr using the properties
of boundary layers given by Prandtl-Blasius theory [43]
and assuming hydrodynamic and passive scalar turbu-
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2lence in the bulk. Finally, using additional crossover
functions, Grossmann and Lohse [40] obtained a tran-
scendental equation for Re and Nu in terms of Ra, Pr,
and four coefficients that were determined using inputs
from experimental data [44]. Using the momentum equa-
tion of RBC, Pandey et al. [22, 23] constructed a model
to predict the Reynolds number as a function of Re and
Pr. The predictions of Kraichnan [7], Castaing et al. [8],
and Shraiman and Siggia [9] are limiting cases of the GL
model.
The GL model has been quite successful in predicting
large scale velocity and heat transport in many exper-
iments and simulations. However, it does not capture
large Pr convection very accurately [5] and has been re-
ported to under-predict the Reynolds number [1]. Note
that the scaling exponent for Re has a longer range (0.40
to 0.60) compared to that for Nu (0.25 to 0.33); hence
the predictions for Re are more sensitive to modeling pa-
rameters. Further, the GL model is based on certain
assumptions that are not valid for RBC. For example,
the model assumes that the viscous and the thermal
dissipation rate in the bulk scale as U3/d and U∆2/d
respectively, as in passive scalar turbulence with open
boundaries [45, 46]. Here U is the large-scale veloc-
ity, and ∆ and d are the temperature difference and
the distance respectively between the top and bottom
walls. However, subsequent studies of RBC have shown
that the aforementioned viscous and the thermal dissipa-
tion rates in the bulk are suppressed by approximately
Ra−0.2 due to the inhibition of nonlinear interactions be-
cause of walls [11, 17, 22, 23, 47–49]. Moreover, recent
studies have revealed that the viscous boundary layers
in RBC considerably deviate from Prandtl-Blasius pro-
file [48, 50, 51].
In the present work, we propose a revision of the GL
model that incorporates the anomalous scaling of bulk
dissipation and the viscous boundary layers described
above. For implementation of the viscous and thermal
dissipation rates in the bulk and the boundary layers, we
employ machine learning tools on 60 data sets that were
obtained using numerical simulations of RBC. Unlike the
GL model, the new model involves solving a cubic poly-
nomial equation for Re and Nu. The revised GL model
rectifies some of the limitations of GL model, especially
for small and large Prandtl numbers.
The outline of the paper is as follows. In Sec II, we
discuss the governing equations of RBC and briefly ex-
plain the GL model. In Sec III, we revise the GL model
by incorporating the anomalous scaling of the bulk dis-
sipation rates and viscous boundary layers, and derive a
new model to predict Re and Nu as functions of Ra and
Pr. Simulation details are provided in Sec. IV. In Sec. V,
we describe the machine learning tools used to deter-
mine four functions required for constructing the revised
model. We also test the revised model and compare its
accuracy with the GL model. We conclude in Sec. VI.
II. RBC EQUATIONS AND THE GL MODEL
We consider RBC under the Boussinesq approxima-
tion, where the thermal diffusivity (κ) and the kinematic
viscosity (ν) are treated as constants. The density of
the fluid is considered to be a constant except for the
buoyancy term in the governing equations. Further, the
viscous dissipation term is dropped from the temperature
equation as it is small compared to the other terms. The
governing equations of RBC are as follows [5, 52]:
∂u
∂t
+ (u · ∇)u = −∇p/ρ0 + αgT zˆ + ν∇2u, (1)
∂T
∂t
+ (u · ∇)T = κ∇2T, (2)
∇ · u = 0, (3)
where u and p are the velocity and pressure fields re-
spectively, T is the temperature field, α is the thermal
expansion coefficient, ρ0 is the mean density of the fluid,
and g is the acceleration due to gravity.
Using d as the length scale,
√
αg∆d as the veloc-
ity scale, and ∆ as the temperature scale, we non-
dimensionalize Eqs. (1)-(3), which yields
∂u
∂t
+ u · ∇u = −∇p+ T zˆ +
√
Pr
Ra
∇2u, (4)
∂T
∂t
+ u · ∇T = 1√
RaPr
∇2T, (5)
∇ · u = 0, (6)
where Ra = αg∆d3/(νκ) is the Rayleigh number and
Pr = ν/κ is the Prandtl number. The large scale velocity
and heat transfer are quantified by two important non-
dimensional quantities, namely, the Reynolds number
(Re) and the Nusselt number (Nu). The Nusselt number
Nu is the ratio of the total heat flux to the conductive
heat flux, and is defined as Nu = 1+〈uzT 〉/(κ∆/d). The
Reynolds number Re is defined as Re = Ud/ν, where U
is the large-scale velocity. In our work, we will consider
U to be the root mean square (RMS) velocity, that is,
U =
√
〈u2x + u2y + u2z〉, where 〈·〉 represents the volume
average.
The dissipation rate of kinetic and thermal energy, rep-
resented as u and T respectively, are important quan-
tities in our study. These are defined as u = 2ν〈SijSij〉,
T = κ〈|∇T |2〉, where Sij is the strain rate tensor.
Shraiman and Siggia [9] derived two exact relations be-
tween Nu and the dissipation rates; these are
u =
ν3
d4
(Nu− 1) Ra
Pr2
, (7)
T =
κ∆2
d2
Nu. (8)
The above relations will be the backbone of our present
work.
Now, we will briefly summarize the GL model. To de-
rive the model for predicting Nu and Re, Grossmann and
3Lohse [39, 40] split the total viscous and thermal dissi-
pation rates (D˜u = uV and D˜T = TV respectively, V
being the domain volume) into their bulk and boundary
layer contributions. Thus,
D˜u = D˜u,bulk + D˜u,BL, (9)
D˜T = D˜T,bulk + D˜T,BL. (10)
The GL model assumes Prandtl-Blasius relation of δu ∼
Re−1/2 for viscous boundary layers, and δT = d/2Nu
for thermal boundary layers. Here, δu and δT are the
viscous and thermal boundary layer thicknesses respec-
tively. Using the above relations and the properties of
hydrodynamic and passive scalar turbulence in the bulk,
Grossmann and Lohse [39, 40] deduced that
1
V
D˜u,bulk ∼ U
3
d
= c1
ν3
d4
Re3, (11)
1
V
D˜u,BL ∼ νU
2
δ2u
δu
d
= c2
ν3
d4
Re2.5, (12)
1
V
D˜T,bulk ∼ U∆
2
d
= c3
κ∆2
d2
RePr, (13)
1
V
D˜T,BL ∼ κ∆
2
δ2T
δT
d
= c4
κ∆2
d2
Nu, (14)
where c1, c2, c3, and c4 are constants. By approxi-
mating the dominant terms of Eq. (2) in the thermal
boundary layers, Grossmann and Lohse [39, 40] fur-
ther deduced that Nu ∼ Re1/2Pr1/2 for δu < δT and
Nu ∼ Re1/2Pr1/3 for δu > δT . To ensure smooth tran-
sition through different regimes of boundary layer thick-
ness and Reynolds number, Grossmann and Lohse [40]
introduced two crossover functions, f(x) = (1 + x4)−1/4
and g(x) = x(1 + x4)−1/4, and applied them in the RHS
of Eqs. (12) to (14). Finally, Grossmann and Lohse [40]
put the modelling and splitting assumptions [Eqs. (9)to
(14)] together with the exact relations given by Eqs. (7)
and (8) to obtain the following set of equations for Nu
and Re:
(Nu− 1) Ra
Pr2
= c1Re
3 + c2
Re2
g(
√
Rec/Re)
, (15)
Nu = c3PrRef
[
2aNu√
Rec
g
(√
Rec
Re
)]
+c4
√
RePr
{
f
[
2aNu√
Rec
g
(√
Rec
Re
)]}1/2
.
(16)
The values of the constants, obtained from experiments,
are c1 = 1.38, c2 = 8.05, c3 = 0.922, c4 = 0.487, a =
0.922 and Rec = 3.401 [44]. The above equations can be
solved iteratively to obtain Re and Nu for given Ra and
Pr.
III. A REVISION OF THE GL MODEL
Although the GL model has been quite successful in
predicting Re and Nu, it has certain deficiencies due to
some assumptions that have been shown to be invalid for
RBC. First, recent studies reveal that Prandtl-Blasius
relation, δu ∼ Re−1/2, is not strictly valid for RBC [48,
50, 51]; in fact, for large Pr, the viscous boundary layer
thickness becomes almost independent of Re [53]. Thus,
the relation given by Eq. (12) is not accurate. Second,
as discussed earlier, studies have shown that for Pr ∼ 1,
the thermal and viscous dissipation rates in the bulk are
suppressed relative to free turbulence [17, 47–49]:
1
V
D˜u,bulk ∼ U
3
d
Ra−0.18,
1
V
D˜T,bulk ∼ U∆
2
d
Ra−0.20.
Contrast the above relations with Eqs. (11) and (13) [48,
49] used in the GL model. This clearly signifies that
c1 and c3 from Eqs. (11) and (13) cannot be treated as
constants. Thus, it becomes imperative to study how the
ci varies with Ra and Pr in different regimes of RBC.
We revise the GL model by incorporating the afore-
mentioned suppression of the total dissipation rates, as
well as modified law for the viscous boundary layers. To-
wards this objective, we make the following modifications
to Eqs. (11)-(14):
1
V
D˜u,bulk = f1(Ra,Pr)
U3
d
= f1(Ra,Pr)
ν3
d4
Re3, (17)
1
V
D˜u,BL = f2(Ra,Pr)
νU2
δ2u
δu
d
= f2(Ra,Pr)
ν3
d4
d
δu
Re2,
(18)
1
V
D˜T,bulk = f3(Ra,Pr)
U∆2
d
= f3(Ra,Pr)
κ∆2
d2
RePr,
(19)
1
V
D˜T,BL = f4(Ra,Pr)
κ∆2
δ2T
δT
d
= f4(Ra,Pr)
κ∆2
d2
Nu.
(20)
Note that we replaced the coefficients ci with functions
fi(Ra,Pr). Further, we do not express d/δu in terms of
Re in Eq. (18). The above modified formulas are inserted
in the exact relations of Shraiman and Siggia [9] that
leads to
(Nu− 1) Ra
Pr2
= f1(Ra,Pr)Re
3 + f2(Ra,Pr)
d
δu
Re2,
(21)
Nu = f3(Ra,Pr)RePr + 2f4(Ra,Pr)Nu.
(22)
The functions fi(Ra,Pr) will be later determined using
our simulation results. For the sake of brevity, we will
skip the arguments within the parenthesis of fi’s hence-
forth.
Equations (21) and (22) constitute a system of two
equations with two unknowns (Re and Nu). To solve
4these equations, we will now reduce them to a cubic poly-
nomial equation for Re by eliminating Nu. We rearrange
Eq. (22) to obtain
Nu =
f3
1− 2f4RePr. (23)
Substitution of Eq. (23) in Eq. (21) yields the following
cubic equation for Re:
f1Re
3 + f2
d
δu
Re2 − f3
1− 2f4
Ra
Pr
Re +
Ra
Pr2
= 0. (24)
The above equation for Re can be solved for given Ra and
Pr once fi and δu have been determined. We determine
Nu using Eq. (23) once Re has been computed.
Now we discuss the limiting cases of the revised GL
model. We will show that in the limit of viscous dissipa-
tion rate dominating in the bulk or in the boundary layers
(D˜u,bulk  D˜u,BL or vice-versa), the revised GL model
is reduced to power-laws expressions for Re and Nu. We
expect the viscous dissipation rate in the bulk to domi-
nate those in the boundary layers for large Ra ( 109)
or for small Pr ( 0.5), where the boundary layers are
thin. The reverse is expected for small Ra ( 105) or
for large Pr ( 7) [39, 40, 47]. In between, the strength
of viscous dissipation is comparable in the bulk and the
boundary layers. In the following discussion, we consider
scaling for these limiting cases.
Case 1: D˜u,bulk  D˜u,BL
First, let us consider the case where viscous dissi-
pation rate in the bulk is dominant. In this regime,
f2(d/δu)Re
2  f1Re3. Assuming Nu  1, Eq. (21) re-
duces to
Nu
Ra
Pr2
≈ f1Re3. (25)
Using Eqs. (23, 25) we arrive at
Re =
√
f3
f1(1− 2f4)
Ra
Pr
, (26)
Nu =
√
1
f1
(
f3
1− 2f4
)3
RaPr. (27)
Note that f1 and f3 are expected to be constants and
f4 ≈ 0 when the boundary layers are absent (as in a pe-
riodic box) or weak (as in the ultimate regime proposed
by Kraichnan [7]). For this case, Re ∼ √Ra/Pr and
Nu ∼ √RaPr, consistent with the arguments of Kraich-
nan [7] for large Ra and small Pr. However, for RBC
with walls, the relations for Re and Nu will deviate from
the above relations because f1 and f3 are functions of Ra
and Pr.
Case 2: D˜u,BL  D˜u,bulk
Now, we consider the other extreme when the viscous
dissipation rates in the boundary layers are dominant. In
this regime, again assuming Nu 1, Eq. (21) reduces to
Nu
Ra
Pr2
≈ f2 d
δu
Re2. (28)
Using Eqs. (23, 28) we obtain
Re =
{
f3
f2(1− 2f4)
δu
d
}
Ra
Pr
, (29)
Nu =
1
f2
δu
d
(
f3
1− 2f4
)2
Ra. (30)
We will examine these cases once we deduce the forms of
fi using our numerical simulations.
We remark that the aspect ratio of the RBC cell also
influences the scaling of Ra and Pr [42]. In the current
work, we do not consider the effect of aspect ratio. We
intend to include the aspect ratio dependence in a future
work.
In the next section, we will discuss the simulation
method.
IV. SIMULATION DETAILS
We perform direct numerical simulations of RBC by
solving Eqs. (4)-(6) in a cubical box of unit dimension
using the finite difference code SARAS [55, 56]. We carry
out 60 runs for Pr ranging from 0.02 to 100 and Ra rang-
ing from 5 × 105 to 5 × 109. The grid size were varied
from 2573 to 10253 depending on parameters. Refer to
Tables I and II for the simulation details.
We impose isothermal boundary conditions on the
horizontal walls and adiabatic boundary conditions on
the sidewalls. No-slip boundary conditions were im-
posed on all the walls. A second-order Crank-Nicholson
scheme was used for time-advancement, with the max-
imum Courant number kept at 0.2. The solver uses a
multigrid method for solving the pressure-Poisson equa-
tions. We ensure a minimum of 5 points in the viscous
and the thermal boundary layers (see Tables I and II);
this satisfies the resolution criterion of Gro¨tzbach [57],
and Verzicco and Camussi [47]. For the post-processing
calculations, we employ central difference method for
spatial differentiation and Simpson’s method for comput-
ing the volume average.
In order to resolve the smallest scales of the flow, we
ensure that the grid spacing ∆x is smaller than the Kol-
mogorov length scale η = (ν3−1u )
1/4 for Pr ≤ 1 and the
Batchelor length scale ηT = (νκ
2−1u )
1/4 for Pr > 1. We
numerically compute u and T and use these values to
compute Nu employing Shraimann and Siggia’s exact re-
lations [9] [see Eqs. (7) and (8)]. The Nusselt numbers
computed using 〈uzT 〉 and the above two methods are
5TABLE I. Details of our direct numerical simulations performed in a cubical box for Pr ≤ 1: the Prandtl number (Pr), the
Rayleigh Number (Ra), the grid size, the ratio of the Kolmogorov length scale [54] (η) to the mesh width ∆x, the number of
grid points in viscous and thermal boundary layers (NVBL and NTBL respectively), the Reynolds number (Re), Nusselt number
computed using 〈uzT 〉 and the exact relations given by Eqs. (7) and (8) (Nu, Nuu, and NuT respectively), the ratio of the total
viscous dissipation rate in the boundary layer (D˜u,BL) and that in the bulk (D˜u,bulk), the ratio of the total thermal dissipation
rate in the boundary layer (D˜T,BL) and that in the bulk (D˜T,bulk), and the number of non-dimensional time units (tND) and
snapshots over which the quantities are averaged.
Pr Ra Grid size η/∆x NVBL NTBL Re Nu Nuu NuT
D˜u,BL
D˜u,bulk
D˜T,BL
D˜T,bulk
tND Snapshots
0.02 5× 105 5133 1.99 7 58 2440 4.48 4.54 4.49 0.751 2.90 95 95
0.02 1× 106 5133 1.55 6 46 3200 5.78 5.79 5.78 0.564 2.89 41 41
0.02 2× 106 5133 1.24 5 38 4290 6.90 6.88 6.91 0.468 2.72 30 30
0.02 5× 106 10253 1.81 7 59 6650 8.85 9.18 8.89 0.381 2.68 7 71
0.02 1× 107 10253 1.45 7 48 9420 10.3 11.0 10.8 0.357 2.62 3 31
0.1 5× 105 5133 4.06 11 43 749 6.11 6.11 6.11 0.911 2.89 107 107
0.1 1× 106 5133 3.23 9 36 1030 7.34 7.39 7.35 0.787 2.71 66 66
0.1 2× 106 5133 2.58 7 30 1380 8.85 8.83 8.86 0.646 2.66 88 88
0.1 5× 106 5133 1.91 6 24 2090 11.3 11.4 11.3 0.539 2.63 83 83
0.1 1× 107 5133 1.52 6 20 2870 13.9 14.0 13.9 0.474 2.63 33 66
0.1 2× 107 5133 1.22 5 17 3870 16.4 16.4 16.4 0.389 2.41 37 73
0.1 5× 107 10253 1.83 7 25 6020 20.8 20.8 21.3 0.337 2.22 12 12
0.1 1× 108 10253 1.45 6 21 8140 26.7 26.1 26.3 0.288 2.28 5 26
0.5 1× 106 5133 6.96 13 32 285 8.38 8.36 8.37 1.01 3.25 71 71
0.5 3× 106 5133 4.85 10 24 482 11.4 11.4 11.4 0.745 2.94 140 140
0.5 1× 107 5133 3.28 8 17 874 15.9 16.0 16.0 0.682 2.95 91 91
0.5 3× 107 5133 2.30 7 13 1480 21.6 21.8 21.6 0.550 2.73 48 48
0.5 1× 108 5133 1.55 5 9 2610 30.6 30.8 30.6 0.475 2.58 37 37
1 1× 106 2573 4.92 7 17 147 8.18 8.45 8.48 0.765 2.83 101 101
1 2× 106 2573 3.94 7 14 213 10.1 10.1 10.2 0.791 2.98 101 101
1 5× 106 2573 2.90 6 11 340 13.3 13.3 13.4 0.709 2.97 101 101
1 1× 107 2573 2.31 5 9 491 16.3 16.3 16.4 0.679 2.93 101 101
1 2× 107 2573 1.85 5 7 702 19.8 19.7 19.9 0.682 2.91 91 91
1 5× 107 5133 2.73 7 11 1100 26.0 26.0 26.1 0.561 2.81 103 103
1 1× 108 5133 2.19 6 9 1530 31.4 31.3 31.5 0.512 2.69 101 101
1 2× 108 5133 1.75 6 8 2170 38.6 38.3 38.7 0.490 2.68 101 101
1 5× 108 5133 1.30 5 6 3330 49.2 49.6 49.2 0.437 2.51 101 101
1 1× 109 10253 2.06 7 9 4700 61.2 61.6 61.4 0.426 2.35 15 30
1 2× 109 10253 1.62 7 8 6580 76.8 81.1 76.7 0.392 2.47 13 26
within two percent of each other on an average; this fur-
ther confirms that our runs are well-resolved (see Tables I
and II). All the above quantities are averaged over 12 to
259 snapshots after attaining a steady state.
In the next section, we obtain the functions fi in terms
of Ra and Pr, which are key ingredients of the revised
GL model. We also compare the new model with the GL
model.
V. RESULTS
Using our numerical data, we determine the scaling of
the boundary layer thicknesses and the functional forms
of fi. We complete the revised GL model using these in-
puts. After this we compare the predictions of the revised
GL model with those of GL model.
A. Boundary layer thickness
There are several ways to define the viscous and the
thermal boundary layer thicknesses in RBC [1, 50]. In
our paper, we define the boundary layer thicknesses using
the slope of the wall-parallel velocity and the temperature
profile on the wall surface. For determining the viscous
boundary layer, we compute the magnitude of the veloc-
ity component parallel to the wall and average it over ev-
ery plane parallel to the wall. The boundary layer thick-
ness δu is then found from the slope of the aforementioned
velocity profile near the wall, and then locating the in-
tersection point between this line and the velocity where
the profile changes its curvature (see Refs. [1, 50, 53] for
a detailed description of the method).
The thermal boundary layer thickness is determined
similarly. We compute the temperature averaged over ev-
ery horizontal plane and calculate its slope very near the
wall. The distance between the wall and the point of in-
6TABLE II. Details of our direct numerical simulations performed in a cubical box for Pr > 1: the Prandtl number (Pr), the
Rayleigh Number (Ra), the grid size, the ratio of the Batchelor length scale [54] (ηT ) to the mesh width ∆x, the number of
grid points in viscous and thermal boundary layers (NVBL and NTBL respectively), the Reynolds number (Re), Nusselt number
computed using 〈uzT 〉 and the exact relations given by Eqs. (7) and (8) (Nu, Nuu, and NuT respectively), the ratio of the total
viscous dissipation rate in the boundary layer (D˜u,BL) and that in the bulk (D˜u,bulk), the ratio of the total thermal dissipation
rate in the boundary layer (D˜T,BL) and that in the bulk (D˜T,bulk), and the number of non-dimensional time units (tND) and
snapshots over which the quantities are averaged.
Pr Ra Grid size ηT /∆xmax NVBL NTBL Re Nu Nuu NuT
D˜u,BL
D˜u,bulk
D˜T,BL
D˜T,bulk
tND Snapshots
6.8 1× 106 2573 5.02 9 17 24.9 7.90 7.87 7.87 0.822 3.08 101 101
6.8 2× 106 2573 4.01 8 15 35.6 9.46 9.43 9.48 0.744 2.94 101 101
6.8 5× 106 2573 2.93 7 11 59.7 12.9 12.9 13.0 0.646 2.97 101 101
6.8 1× 107 2573 2.33 6 9 89.2 15.9 15.8 16.0 0.605 2.93 101 101
6.8 2× 107 2573 1.85 6 8 128 19.5 19.4 19.3 0.579 2.97 107 101
6.8 5× 107 2573 1.37 5 6 217 26.1 25.7 25.9 0.588 2.99 101 101
6.8 1× 108 5133 2.18 8 9 314 31.6 31.6 31.7 0.614 2.85 56 56
6.8 2× 108 5133 1.75 7 8 452 38.5 37.7 39.3 0.529 2.84 26 51
6.8 5× 108 5133 1.29 7 6 729 50.5 50.4 50.8 0.521 2.83 58 58
6.8 1× 109 10253 2.06 11 9 1070 65.7 61.9 62.0 0.518 2.69 14 28
6.8 2× 109 10253 1.64 10 8 1520 77.0 77.6 77.5 0.463 2.83 20 40
6.8 5× 109 10253 1.22 9 6 2400 101 101 101 0.440 2.72 17 33
50 1× 106 5133 9.92 17 33 3.53 8.17 8.16 7.99 0.815 3.23 131 131
50 2× 106 5133 7.96 16 27 5.19 9.66 9.60 9.61 0.722 3.42 51 51
50 5× 106 5133 5.74 14 20 9.38 13.8 13.7 13.5 0.627 3.19 130 130
50 1× 107 5133 4.58 13 17 14.0 16.7 16.7 16.2 0.581 3.12 65 65
50 2× 107 5133 3.67 12 14 21.1 20.2 20.1 20.0 0.525 3.13 55 55
50 5× 107 5133 2.72 11 11 35.2 26.4 26.2 26.0 0.489 3.07 57 57
50 1× 108 5133 2.18 10 9 50.8 31.8 31.6 31.6 0.436 2.92 111 111
50 2× 108 5133 1.74 9 8 76.4 38.7 38.8 38.7 0.433 3.10 101 101
50 5× 108 5133 1.29 9 6 137 51.8 51.6 50.4 0.481 2.88 62 62
50 1× 109 5133 1.03 8 5 202 61.5 63.0 69.3 0.599 2.79 101 101
100 1× 106 2573 5.01 10 17 1.80 7.94 7.93 7.94 1.04 3.41 259 259
100 2× 106 2573 3.91 9 14 2.78 10.4 10.3 10.2 0.862 3.42 263 263
100 5× 106 2573 2.87 8 10 4.90 13.9 13.9 14.0 0.731 3.36 153 153
100 1× 107 2573 2.30 7 9 7.02 16.8 16.7 16.6 0.585 3.30 101 101
100 2× 107 2573 1.84 7 7 9.91 20.1 20.0 19.9 0.485 3.00 101 101
100 5× 107 2573 1.37 6 6 17.1 26.1 25.9 26.1 0.467 3.20 101 101
100 1× 108 5133 2.18 10 9 26.0 31.8 31.7 31.7 0.433 2.96 107 107
100 2× 108 5133 1.74 9 8 37.5 39.1 38.8 38.8 0.373 3.08 108 108
100 5× 108 5133 1.30 10 6 71.4 49.7 49.2 50.3 0.429 2.95 86 86
tersection of the slope with the average bulk temperature
line is the thermal boundary layer thickness. The above
methods are standard ways of computing the boundary
layer thicknesses and have been often implemented in the
literature [1, 48–51, 53, 58].
Using the data generated from our simulations, we
first compute the thicknesses of the thermal and viscous
boundary layers. We report the average thicknesses of
the viscous boundary layers near all the six walls and
the thermal boundary layers near the top and bottom
walls. We examine the validity of the Prandtl-Blasius re-
lation of δu ∼ Re−0.5 for the viscous boundary layers and
δT = 0.5Nu
−1 for the thermal boundary layers. Towards
this objective, we plot δTNu versus Nu in Fig 1(a) and
δuRe
1/2 versus Re in Fig 1(b).
We observe from Fig 1(a) that δTNu ≈ 1/2, indepen-
dent of Nu, which is consistent with the definition. On
the other hand, from Fig 1(b), it is evident that δuRe
1/2
is constant in Re only for Pr = 0.5 and 0.1. However,
δuRe
1/2 increases as ∼ Re0.31 for large Pr; and decreases
as ∼ Re−0.07 for small Pr. This shows that for large Pr,
δu becomes a weaker function of Re; this is consistent
with the observation of Breuer et al. [53]. Therefore,
we cannot assume Prandtl-Blasius relation for viscous
boundary layers in RBC, and it is more prudent to ob-
tain the scaling of f2δ
−1
u with Ra, where f2 is the func-
tion from Eq. (18). The above deviation from Prandtl-
Blasius profile has also been observed in previous stud-
ies [48, 50, 51].
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(b)
Re0
.31
Re−0.07
FIG. 1. (color online) Plots of (a): normalized thermal bound-
ary layer thickness vs. Nu, (b): normalized viscous boundary
layer thickness vs Re. The error bars represent the standard
deviation of the dataset with respect to the temporal aver-
age. The viscous boundary layer thickness deviates from the
Prandtl-Blassius relation of δu ∼ Re−1/2.
B. Determination of fi(Ra,Pr)
In this subsection, we will determine the functional
forms of fi(Ra,Pr). We will first examine how these func-
tions vary with Ra for every Pr using our simulation data
and obtain the limiting cases for the scaling of fi. After
this, using machine learning and matching functions, we
will determine fi as functions of both Ra and Pr.
We numerically compute the total viscous and ther-
mal dissipation rates in the bulk and in the boundary
layers for all the simulation runs. Using these values, we
compute f1, f2, f3, and f4 and plot them in Fig. 2 as a
function of Ra. We observe that f1 decreases with Ra
for Pr ≥ 0.5 but is nearly constant for small Pr (0.1 and
0.02). The above decrease is more prominent for large Pr
(≥ 50), where f1 ∼ Ra−0.35. In a similar fashion, f3 also
decreases with Ra for all Pr, and is more pronounced for
large Pr (f3 ∼ Ra−0.26) and less pronounced for small Pr
(f3 ∼ Ra−0.15). Note that in passive scalar turbulence
(with open boundaries), f1 and f3 are constants. Thus, in
RBC, f1 and f3 suppress the viscous and thermal dissipa-
tion in the bulk. The aforementioned suppression, which
has also been observed in earlier studies [11, 17, 47–49],
occurs due to the inhibition of nonlinear interactions in
the presence of walls and their associated boundary lay-
ers [22, 23]. Note that for small Pr, the viscous boundary
layers are thin; this explains why f1 is almost constant
in this regime.
The Ra and Pr dependence of f2 cannot be clearly
established from Fig. 2(b); we can only infer that f2 is
independent of Ra and Pr, albeit with significant fluctu-
ations. This is consistent with u,BL ∼ νU2/δ2u as pre-
dicted by Grossmann and Lohse [39, 40]. The function f4
of Fig. 2(d) appears flat, but a careful examination shows
that f4 decreases weakly with Ra, with f4 ∼ Ra−0.013 for
small Pr and f4 ∼ Ra−0.0036 for large Pr. The reason for
the marginal decrease of f4 with Ra needs investigation
and is not in the scope of this paper.
The solution of Eq. (24) for Re and Nu depends on the
ratio f2δ
−1
u . Hence, we plot this quantity versus Ra for
different Pr in Fig. 3. As expected, f2δ
−1
u increases with
Ra because f2 is nearly constant and δu decreases with
Ra. Further, the increase of f2δ
−1
u is steep for small Pr
(∼ Ra0.26) and is marginal for large Pr (∼ Ra0.052). This
is because δu varies steeply with small Pr, as discussed
earlier in this section. Note that the GL model assumes
that the above ratio depends on the Reynolds number
as Re1/2, which is in accordance with Prandtl-Blasius
theory.
So far, we have examined the variation of fi with only
Ra for different Prandtl numbers and obtained the lim-
iting cases. Now, using machine learning and matching
functions, we will combine these scalings to determine fi
as functions of both Ra and Pr. We make use of the
machine-learning software WEKA [59] for obtaining the
functional forms of fi. The values of fi computed for ev-
ery Ra and Pr using our simulation data serve as train-
ing sets for our machine learning algorithm. For sim-
plicity, we will look for a power-law relation of the form
fi = ARa
αPrβ and employ regression to obtain A, α, and
β. Since the dependence of fi on Ra is not the same for
all Pr, we split our parameter space into three regimes
– small Pr, moderate Pr, and large Pr. We choose the
regimes as follows:
Small Pr : Pr ≤ 0.5,
Moderate Pr : 0.5 ≤ Pr ≤ 6.8,
Large Pr : Pr ≥ 6.8.
Note that the dependence of fi on Ra is approximately
the same for all Pr belonging to one particular regime,
enabling us to determine the prefactor A and the expo-
nents α and β for each regime. Towards this objective,
we calculate the logarithms of fi, Ra, and Pr for all the
runs and employ linear regression for each of the above
regimes. To ensure the continuity between the regimes,
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∼ Ra−0.35
∼ c
∼ Ra −0.26
∼ Ra−0.15
∼ Ra−0.0036
∼ Ra−0.013
FIG. 2. (color online) Plots of f1, f2, f3, and f4 vs. Ra. The error bars represent the standard deviation of the dataset with
respect to the temporal average. f2 remains roughly independent of Ra and Pr albeit with fluctuations; however, f1, f3 and f4
decrease with Ra.
∼ Ra
0.26
∼ Ra0.052
FIG. 3. (color online) Plot of f2δ
−1
u vs Ra. The error bars
represent the standard deviation of the dataset with respect
to the temporal average. The dependence of f2δ
−1
u on Ra is
stronger for small Pr and becomes weaker as Pr increases.
we introduce the following matching functions:
H1(Pr) =
1
1 + e−k1(0.5−Pr)
, (31)
H2(Pr) =
1
1 + e−k1(Pr−0.5)
− 1
1 + e−k2(Pr−6.8)
, (32)
H3(Pr) =
1
1 + e−k2(Pr−6.8)
, (33)
where k1 and k2 are taken to be 10 and 0.75 respectively.
10−3 0.5 6.8 104
Pr
0.0
0.5
1.0
H
i(
P
r)
H1 H2 H3
FIG. 4. (color online) Plot of the matching functions Hi(Pr)
vs. Pr. H1, H2, and H3 become unity in the regimes given
by Pr < 0.5, 0.5 < Pr < 6.8, and Pr > 6.8 respectively. They
attain the value of 1/2 at the regime boundaries and become
negligible outside their respective regimes.
The functions H1, H2, and H3 become unity inside the
regimes given by Pr < 0.5, 0.5 < Pr < 6.8, and Pr > 6.8
respectively, and become negligible outside their regimes.
The value of these functions is 1/2 in the boundaries of
their respective regimes. See Fig. 4 for an illustration
of the behavior of the matching functions. Using these
functions and employing regression for each regime, we
9obtain the following fits for fi:
f1 = 0.67H1Pr
0.28 + 27H2Ra
−0.21Pr0.55
+170H3Ra
−0.34Pr0.78, (34)
f2
δu
= 4.4H1Ra
0.25Pr−0.26 + 7.4H2Ra0.22Pr−0.29
+27H3Ra
0.14Pr−0.18, (35)
f3 = 0.095H1Ra
−0.15Pr−0.17 + 0.25H2Ra−0.21Pr−0.17
+0.45H3Ra
−0.25Pr−0.093, (36)
f4 = 0.46H1Ra
−0.013Pr0.010 + 0.43H2Ra−0.0084Pr0.0077
+0.39H3Ra
−0.0036Pr0.0093. (37)
Note that the functional dependence of f4 on Ra and
Pr is much weaker compared to f1, f2δ
−1
u , and f3. Having
obtained the functional forms of fi, we can plug them in
Eqs. (24) and (23) to complete the revised GL model that
helps us predict Re and Nu as functions of Ra and Pr.
We remark that fi obtained above are valid for RBC
cells with unit aspect ratio. We suspect that they are
weak functions of aspect ratio; this study will be taken
up in future work.
C. Comparison of the GL model and the revised
GL model
In this subsection, we will test the predictions of the
revised GL model with our numerical results as well as
those of Scheel and Schumacher [11] (Pr = 0.005 and
0.02), Wagner and Shishkina [18] (Pr = 0.7), Emran
and Schumacher [17] (Pr = 0.7), Kaczorowski and Xia
[19] (Pr = 4.38), and Horn et al. [16] (Pr = 2547.9).
We also include the experimental results of Cioni et al.
[10] (Pr = 0.02), Niemela et al. [28], and Niemela and
Sreenivasan [20] (both Pr = 0.7) for our comparisons.
The simulations of Wagner and Shishkina [18] and Kac-
zorowski and Xia [19] involved a cubical cell like ours,
whereas the rest of the above simulations and experi-
ments involved a cylindrical cell. All the above work
involve RBC cells with unit aspect ratio. We will also
compare our predictions with those of Grossmann and
Lohse’s model [40, 44].
In Fig. 5(a,b), we plot the normalized Reynolds num-
ber, ReRa−0.5, computed using our simulation data and
those of Refs. [10, 11, 16–18, 28], versus Ra. To avoid
clutter, we exhibit the results for Pr < 1 in Fig. 5(a) and
those for Pr ≥ 1 in Fig. 5(b). The solid curves in Fig. 5
denote the analytically computed Re using Eq. (24) (Re-
vised GL model), and the dashed curves represent Re
computed using the GL model. We observe that the pre-
dictions of the revised GL model fit well with numerical
and experimental Re with an average deviation of 10%.
On the other hand, the GL model predictions of Re show
a larger average deviation of 38%. Thus, the revised GL
model provides more accurate predictions of Re than the
GL model. This is an important feature of the revised
model because the predictions of Re are more sensitive
(a)
(b)
Revised 
GL
GL
FIG. 5. (color online) Comparison between the predictions
of Re vs. Ra using the revised GL model (solid curves) and
the GL model (dashed curves) with the results from our work
and from the literature [10, 11, 16–18, 28] for (a) Pr < 1, and
(b) Pr ≥ 1. The error bars (shown only for our datasets)
represent the standard deviation of the dataset with respect
to the temporal average.
to modeling parameters compared to Nu due to a larger
range of the scaling exponent.
In Fig. 6(a,b), we plot the normalized Nusselt num-
ber, NuGr−0.3, computed using our simulation data along
with those of Refs. [10, 11, 16–20], versus Ra. We employ
the Grashoff number Gr = Ra/Pr in the y axis to avoid
clutter; this is because Nu ∼ Ra0.3 (with a weak depen-
dence on Pr). Figure 6(a, b) exhibits the plots for Pr < 1
and Pr ≥ 1 respectively. We observe that for Pr ≥ 6.8
and Pr ≤ 0.5, the revised GL model provides better
predictions than the GL model. In the aforementioned
regimes, the predictions of the revised GL model devi-
ate with the numerical and experimental results by 5%.
On the other hand, in the same regime, the GL model’s
predictions deviate by 10%. It is interesting to note that
for extreme Prandtl numbers (Pr = 0.005, 2547.9), the
revised model has a less deviation (5%) compared to that
of the GL model (16%). For Pr = 0.7, 1, and 4.38, the
predictions of the GL model and the revised GL model
are of comparable accuracy (both with approximately 8%
deviation), with the revised model faring marginally bet-
ter than the GL model for Ra < 108 and vice-versa for
Ra > 108. Thus, we observe an overall improvement in
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(a)
(b)
Revised  
GL
GL
FIG. 6. (color online) Comparison between the predictions
of Nu vs. Ra using the revised GL model (solid curves) and
the GL model (dashed curves) with the results from our work
and from the literature [10, 11, 16–20], for (a) Pr < 1, and
(b) Pr ≥ 1. The error bars (shown only for our datasets)
represent the standard deviation of the dataset with respect
to the temporal average.
the predictions of Nu.
So far, we have compared the two models by focus-
ing on Ra dependence for different Prandtl numbers.
Now, we will compare the Pr dependence of the two
models and see how they fit with the numerical and ex-
perimental data. In Figs. 7(a,b), we plot Re(Pr) and
Nu(Pr) respectively, computed using our data and those
of Refs. [10, 11, 16–20]. We choose four Rayleigh numbers
for our comparisons: 106, 107, 108, and 109. As expected
based on our earlier discussions, the revised model pre-
dicts Re(Pr) more accurately than the GL model [See
Fig. 7(a)]. Both the models predict Nu(Pr) with compa-
rable accuracy [see Fig. 7(b)], though the revised model
fares better for Ra ≤ 108. This is again consistent with
our earlier discussions.
Recall from Sec. III that the revised GL model reduces
to power-law scaling in the limiting cases: D˜u,bulk 
D˜u,BL and D˜u,bulk  D˜u,BL. Before we proceed to ex-
amine how the revised model behaves in these limits, we
will first estimate the regimes of Ra and Pr where the
viscous dissipation rate dominates in the bulk or in the
boundary layers. Using fi’s we can estimate the relative
(a)
(b)
Revised
GL
 Ra = 106
 Ra = 107
 Ra = 108
 Ra = 109
Re
Nu
GL
FIG. 7. (color online) Comparison between the predictions of
(a) Re and (b) Nu vs. Pr using the revised GL model (solid
curves) and the GL model (dashed curves) with the results
from our work (filled markers) and from Refs. [10, 11, 16–
20] (unfilled markers). The error bars (shown only for our
datasets) represent the standard deviation of the dataset with
respect to the temporal average.
strengths of the viscous and thermal dissipation rate in
the bulk and in the boundary layers. Using Eqs. (11) to
(14), we deduce that
D˜u,BL
D˜u,bulk
=
f2
f1
d
δu
1
Re
, (38)
D˜T,BL
D˜T,bulk
=
2f4
f3
Nu
RePr
. (39)
Using a similar approach, one can also use the GL
model to predict the above ratios by employing the bulk
and the boundary layer terms of Eqs. (15) and (16).
In Fig. 8(a,b), we exhibit the plots of D˜u,BL/D˜u,bulk
and D˜T,BL/D˜T,bulk respectively, estimated using the GL
model (dashed curves) and the revised GL model (solid
curves) for Pr = 0.02, 1, and 50. We also exhibit the
numerically computed points in the same figure; these
points are consistent with the estimates of the revised
GL model but interestingly deviate from those of the GL
model.
Figure 8(a,b) also reveals some interesting features of
the dissipation rates. The plots show that the thermal
dissipation rate in the boundary layers exceeds that in the
bulk by a factor of two to four for all Pr and is projected
to remain so at least up to Ra = 1012 (according to
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the revised GL model). On the other hand, the viscous
dissipation rate in the bulk starts to exceed that in the
boundary layers from Ra ' 105; this feature is much
more pronounced for small Pr, which is expected because
the viscous boundary layers are comparatively thinner in
this regime.
Now, using the functional forms of fi, we will examine
the limiting cases for the revised GL model. For the
regimes dominated by the bulk viscous dissipation, we
plug the best-fit relation for fi in Eqs. (26) and (27) to
obtain the following:
Re =

0.76Ra0.42Pr−0.72, Small Pr,
0.20Ra0.50Pr−0.86, Moderate Pr,
0.11Ra0.55Pr−0.94, Large Pr,
(40)
Nu =

0.30Ra0.27Pr0.11, Small Pr,
0.21Ra0.29Pr−0.03, Moderate Pr,
0.21Ra0.30Pr−0.03, Large Pr.
(41)
Since f4 is a very weak function of Ra and Pr, we assume
(a)
(b)
FIG. 8. (color online) Estimates of (a) D˜u,BL/D˜u,bulk and (b)
D˜T,BL/D˜T,bulk using the revised GL model (solid curves) and
the GL model (dashed curves) for Pr = 0.02 (purple), Pr = 1
(red), and Pr = 50 (black). Points obtained from our simula-
tion data are also displayed. The dotted horizontal lines in (a)
and (b) represent D˜u,BL/D˜u,bulk = 1 and D˜T,BL/D˜T,bulk = 1
respectively. The error bars represent the standard deviation
of the dataset with respect to the temporal average.
it to be a constant (≈ 0.37). The Ra dependence de-
scribed by Eqs. (40) and (41) is consistent with the scal-
ing observed for large Rayleigh numbers (108  Ra 
1012) in the literature [8, 11, 16–18, 22, 23, 32, 47, 50, 60–
62]. Further, the above relation for Re and Nu in the
small Pr regime is not very far from GL’s predictions of
Re ∼ Ra2/5Pr−3/5 and Nu ∼ Ra1/5Pr1/5. Equation (41)
also suggests that Nu is a weak function of Pr for moder-
ate and large Prandtl numbers [see Fig. 7(b)]. For flows
with large Pr, Re is small (/ 1). These results are con-
sistent with those of Pandey and Verma [22] and Pandey
et al. [23].
Now, let us consider the regime where the viscous dis-
sipation in the boundary layers dominates that in the
bulk. Plugging the best-fit relation for fi obtained from
Eqs. (34) to (37) in Eqs. (29) and (30), we obtain the
following:
Re =

0.090Ra0.48Pr−0.91, Small Pr,
0.14Ra0.57Pr−0.88, Moderate Pr,
0.069Ra0.61Pr−0.91, Large Pr,
(42)
Nu =

0.45Ra0.45Pr−0.08, Small Pr,
0.36Ra0.36Pr−0.05, Moderate Pr,
0.13Ra0.36, Large Pr.
(43)
However, the above scalings are hardly encountered be-
cause the viscous dissipation in the boundary layers is
expected to dominate at only very small Ra ( 105), as
is evidenced in Fig. 8(a). In this regime, Nu becomes
small and therefore, the condition of Nu  1, which is
necessary for Eqs. (29) and (30) to be valid, no longer
holds. Neverthless, Eqs. (42) to (43) indicate that the
slope of Re and Nu curves obtained from the revised GL
model will be marginally steeper at smaller Ra. This is
consistent with the numerical results presented in Figs 5
and 6.
For very large Ra ( 1012), some recent works [38, 63]
reveal that the Nusselt number scales in the band Ra0.33
to Ra0.35. Unfortunately, the revised GL model in the
present form is unable to capture this regime accurately;
this is because the model takes inputs from simulations
with Ra / 1010. Note that for larger Ra, we expect the
suppression of viscous and thermal dissipation rate to
weaken because of the thin boundary layers. This can,
in turn, cause the scaling exponent for Nu to increase.
For example, f1 and f3 may scale as
f1 ∼ Ra−0.14, f3 ∼ Ra−0.16,
instead of Ra−0.21 as per Eqs. (34) and (36). Plugging
the above expressions for f1 and f3 in Eq. (27) gives
Nu ∼ Ra0.33,
which is consistent with the results of Iyer et al. [38].
However, the above scalings for f1 and f3 are conjectures
that need to be verified using simulations with large Ra’s.
In future work, we plan to upgrade the revised GL model
by taking inputs from large Ra simulations.
We conclude in the next section.
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VI. CONCLUSIONS
In this paper, we revise Grossmann and Lohse’s model
to provide improved predictions of Reynolds and Nusselt
numbers in turbulent Rayleigh-Bnard convection. The
process of obtaining this relation involves Grossman and
Lohses idea of splitting the total viscous and thermal
dissipation rates into bulk and boundary layer contri-
butions and using the exact relations of Shraimann and
Siggia. In the revised model, we take into account the
suppression of viscous and thermal dissipation rates in
the bulk compared to the passive scalar turbulence, as
well as the deviation of viscous boundary layer thickness
from Prandtl-Blasius theory.
The revised model involves four functions fi’s that are
prefactors for the dissipation rates in the bulk and bound-
ary layers. The functions are determined using machine
learning (regression analysis) on 60 datasets obtained
from direct numerical simulations of RBC. The model
consists of a cubic polynomial equation for Re and Nu
rather than a transcendental equation of Grossmann and
Lohse [40]. Moreover, in the limiting cases of viscous dis-
sipation rate dominating in the bulk or in the boundary
layers, the model reduces to power-law expressions.
The revised GL model improves the predictions for
Re compared to GL model. We believe this is signifi-
cant because Re is more sensitive to modeling parame-
ters compared to Nu. The revised GL model also pro-
vides marginally better predictions of Nu compared to
the GL model for large and small Pr regimes (Pr ≥ 6.8
and ≤ 0.5). For Pr of order unity, the predictions of the
GL and the revised GL model are of comparable accu-
racy. So far, the revised model takes inputs from data
that are restricted to Ra < 1010 and unit aspect ratio.
The revised GL model can be further upgraded after de-
termining fi for Ra > 10
10 and for different aspect ratios.
We believe that the revised GL model for thermal con-
vection will be valuable to the scientific and engineer-
ing community. For example, accurate predictions of
large scale velocity and heat transport will strengthen our
knowledge on flows in atmospheres, oceans, and Earth’s
mantle. This, in turn, will enable us to make better pre-
dictions of weather and seismic disturbances. Further,
our model will help in better designing of engineering ap-
plications involving thermal convection, such as building
interiors and metal extraction processes.
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