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1. INTRODUCTION 
In this paper, we prove several convergence results for a numerical method 
in optimal stochastic control, based on finite difference approximations to the 
non-linear Bellman partial differential equation for the optimal cost. As a 
very useful by product to the main development, we obtain new existence 
results for optimal controls, and interesting results on the approximation 
of a controlled diffusion by a controlled Markov chain. The methods and 
results are new, and depend on results concerning weak convergence of 
probability measures. The methods seem to be quite powerful, and have 
applications to many other problems in approximation and control. 
The main problem will be formulated next. Let Rs denote Euclidean s 
dimensional space. For some fixed Y and r’, let @ denote a compact convex 
set in R” , f(., .) = {fi(., .),...,frmbl(., .)} denote a continuous and bounded 
Rr~l valued function on RT+l x %, B(.) = {Bij(.), i,j = I,..., r + I} an 
(r + 1) x (r + 1) matrix on RT71, whose last row is zero. Let z(.) denote a 
standard Y + l-dimensional Wiener process, and suppose that the first r 
components of f(., U) (for each u E @) and B(.) are bounded and satisfy a 
uniform Lipschitz condition with Lipschitz constant K. G will denote a 
bounded open set in A’ with continuous boundary 3G. G and 2G denote 
G x R and 8G x R, respectively. Let @(.) denote a bounded, continuous, 
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real-valued function on Rr+l, and define p)(.) by p)(x) = C+(X) + x7-i . 
Euclidean norms will be used throughout. Let ti( .) denote a @ valued function 
on Rr+l, such that the It8 equation (1) has a solution. 
dx =f(x, u(x)) dt + B(x) dz. (1) 
Define 711. = inf{t: x(t) $ G}, and suppose1 E,%, < CG. The expectation 
depends on the initial condition x(0) = x, which we hold fixed, and on the 
control u(.). Then the cost function (2) is well defined. 
w*‘(x) = E,%p(X(T,)). (2) 
The (r + I)-st component of x(t) is distinguished from the other r compo- 
nents in that it is of the form J:f77.‘1(x(s), 11(x(s))) ds, and is a component 
of the cost p)(x(t)). The control terminates when the first r components 
have left the set G E Rr. Define P 
where 
2a,j(x) = c &(X) B,,(x). 
Let A(x) = {u,~(x)}. 
Under suitable smoothness conditions on W(.), it satisfies (3). 
Pfqx) = 0, XEG;; Vx) = 9J(4 XE&C. (3) 
Define W(X) = inf, W”(X), where the inf is taken over all u(.) for which 
W( .) exists. If W( .) exists and is sufficiently smooth, and the corresponding 7 
has a finite expectation, then it satisfies the Bellman equation2 
i;f Y”V(x) = 0, x E G, 
w4 = 44, xc&. 
(4) 
Generally (4) is derived in a purely formal manner. Even if (4) has a solution 
(whose existence requires some rather strong assumptions), the solution will 
not usually be in the strong sense, or the minimizing function C(S) in (4) 
may be such that there is no known corresponding solution to (1).3 In the 
sequel, we will solve (4) by finite differences, denote the finite difference 
1 The affixes II, x will be used only where they will not make the notation too 
cumbersome. 
* In (4), we abuse notation by letting u denote both a function and the values of 
the function. 
3 Even if (4) has a solution, it is not necessarily true that (1) has a well-defined 
solution with the minimizing u(.). See Rishel [8] for a discussion of a case where 
it is true. 
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solution by F(X), and (using purely probabilistic methods) show that, under 
very broad conditions, F(X) + W(X), as h -+ 0, whether or not (4) has a 
solution as a partial differential equation. The results are interesting because 
they allow us to use (4) for certain numerical purposes, whether or not we 
know the sense in which (4) has a meaning. The analysis also illustrates the 
depth of the role of probability theory in the analysis of degenerate linear and 
nonlinear elliptic equations. 
The parabolic equation case will also be discussed, and the results used to 
approximate a diffusion by a Markov chain, and an optimal control on the 
diffusion by an optimal control on a Markov chain. 
The methods to be used are based on the ideas in [l] and [2], where (the 
non-optimization problem) (3) was treated, and we will make heavy use of 
the results in [2]. Reference [3] treats a problem of approximation for an 
uncontrolled system of the type (I), w h ere z(.) is a Poisson process. The reader 
should refer to [2] for more background. 
Section 2 gives some further assumptions; Section 3 deals with the pro- 
babilistic interpretation of the finite difference method. Section 4 contains 
some mathematical detail concerning a canonical form for an important 
process. Section 5 gives the basic results on tightness of a family of measures, 
and characterizes the process corresponding to the limit of the finite difference 
approximations, and Section 6 gives the desired convergence results for the 
solutions of the approximation equations. 
Section 7 gives some new results on existence of optimal stochastic controls, 
and Section 8 gives the basic convergence result for approximations to a 
parabolic equation, and discusses finite state Markov chain approximations 
to a diffusion, and the relation between control problems on each. 
Unfortunately, the main results of Section 6 require a lot of preliminaries, 
since the convergence theorems are proved by studying some processes which 
are related to the finite difference approximations. 
2. THE FINITE DIFFERENCE METHOD AND FURTHER ASSUMPTIONS 
Define the grid R;1+’ on Rr+l to be the set of points {nrh, 1~&,..., n?+rh)}, 
where n, ,..., n,+r range over 0 and all positive and negative integers, and 
define G,, = G n RL+‘. Let e, denote the unit vector in the i-th coordinate 
direction. 
The finite difference approximations will be chosen in a special way, to 
guarantee that the resulting equations have the desired probabilistic inter- 
pretation. At each point x E G, , we will use the finite difference approxima- 
tions 
22V(x)/13s,2+ [--2V(x) + V(x + e&z) + V(x - e,h)]/h2. (5) 
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If aij(x) >, 0 for i # j, let 
a2v(x)/axi axj --) 
+ [2V(x) + V(x + eih + e,h) + V(x - e,h - ejh)] 
_ [V(X + e,h) + V(.V - e,h) + V(X :Eljh) + V(X - ejh)] 
2h2 (64 
If Q(X) < 0 for i # j, let 
a21qxpxi ax, + 
- [2V(x) + V(x + e,h - ejh) + V(x - e,h + ejh)] 
2h2 
+ [I/(x + eih) + V(x - e&z) + V(x + ejh) + V(x - ejh)] 
2h2 (6b) 
Define J(X) = (i:fi(x, a) depends on CX}. For the first-order term aV(x)/axi, 
it will be necessary to use a different finite difference scheme, depending on 
whether or not i E J(X). Some further discussion of the finite difference 
approximations and conditions appears after (17). 
If i $ J(X) (we will still write fi(x, a) even though the function will not 
depend on its second argument) and fi(x, CL) > 0, use (7a), if fi(x, CL) < 0 
use (7b). 
~V(x)/&c, - [ V(x + eih) - V(x)]/h. 
i3V(x)iSxi + [V(x) - V(x - eih)]/h. 
If i E J(X), we will use the central difference4 
aL’(~)j&~ + [V(x + e<h) - V(x - eih)]/2h. 
(74 
(7b) 
(8) 
Define 
(9) 
We also require (lo)-(13): 
f(x, @) is convex for each X. 
There is a real positive K,, so that 
44 - c I %(~)I 3 KG&). 
ifi 
(10) 
(11) 
There are positive Ki , h, so that for h < h, , and all x, 
h2/Q&) < Gh. 
There is a real K, > 0 so that, for i E J(X) and all 01 E +Y’, and x, 
I m 4 G ~244. 
(12) 
(13) 
* Equation (8) and condition (13) can be dropped. See note added in proof at end 
of paper. 
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3. THE FINITE DIFFERENCE EQUATIONS: PROBABILISTIC INTERPRETATION 
Next, let us substitute (5)-(8) into (4) at x E c, and denote the finite 
difference approximation by P(.). Define P(X) = v)(x) for x 6 C& . The 
resulting coefficient of F(X) is -&(x), and does not depend on the control 
function u(.). Dividing by &(x) yields (14). 
The upper coefficient of V(X -& e,h) is used if i $ J(X) and fi(x, CL) > 0. 
The second coefficient of P(x f e&z) is used if i # J(X) and,fi(x, a) <,O, and 
the third is used if i E J(X). The upper (1 ower, respectively) coefficients of 
the 3-rd and 5-th terms are used if Uij(X) > 0, (<O, respectively), and 
conversely for the 4-th and 6-th terms. 
uii(x) - C I aij(x)l/2 + hf(x~ 01)/2 
j#i j 
+ 1 WX + 4 + 4) I uij(x)li2) 
i#i Qd4 I 0 I 
+ c V(X - eJ2 - ejh) j +(x)1/2{ 
i&i Q&9 ! 0 ! 
+C 
Vh(x - e&2 + ejh) 
i#j Q&4 i,j 
I, u,,E,l,21 
(14) 
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By (11) and (13), there is an h, > 0 so that, for h < h, , the coefficients of 
the P(y) in (14) are non-negative and sum to unity for each LY. E ?/. Hence- 
forth let h < h, . We can suppose that the coefficients are defined for all 
x E RL”. The assumptions of the previous section were made to assure 
these facts. For each fixed control policy U(X) substituted into thefi(‘, .), the 
coefficients can be considered to be transition probabilities for a controlled 
Markov chain on I?;+‘. Let {tn”} d enote the random variables of this chain. 
Define Nh = min,(n: fnh $ I$}. Njt depends on the particular control 
policy. Let us rewrite (14) as 
V”(x) = In@ [x V”(x + e,h)@yx,  + e,h j m) 
1 
+ C Vh(x - 4)ph( x, x - eih 1 CK) + 1 Vk(x $ eih + ejh) 
t i,j 
i< p”(x, x f e,h + ejh 1 a) 
$ c Vh(x + e,h - ejh)pk(x, x + e,h - ejh 1 a) 
i,j 
+ 2 V(x - eih - ejh)ph(x, x - e,h - ejh j a) 
i,j 
+ 1 Vk(x - e,h + ejh)p”( 
i,j 
x, x - e,h + ejh / a)], 
P-*(.x) = gJ(x), x$i;lk, 
(15) 
where the p”(x, y / CY) are the transition probabilities for {trh}, under control 
a = u(x). 
We have thus succeeded in transforming the problem of finite difference 
approximation into a stochastic control problem for a Markov chain. We will 
have to analyze the sequence of chains, and control problems in detail, for 
the main result depends on convergence results for certain functionals of the 
chains. 
For the moment, suppose that supv E,uN, <cc and define At,h= h2/Qh( tnh). 
Then (16) is the unique solution to (14) or ‘(15), where the inf is taken over 
all policies u( .) with U(X) E SY: 
V”(x) = i;f EzUv(&,). (16) 
The optimal control for the chain (52) with cost Ezuy([kh) exists and is 
denoted by u”(.). 
Equation (16) looks like an approximation to 
W(x) = itf Esu~(x(-r)). (17) 
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The sequel is devoted to showing that P(X) ---f W(X) as h -+ 0, under the 
previously stated assumptions, and those in Theorems 4 and 5. 
The finite difference approximations (6) were selected to assure that tht 
coefficients of V(x f eih f e$) are non-negative. (7a) and (7b) were selected 
to assure that the coefficients of V(x 5 e$) are non-negative, if i .$ J(x). If 
in J(X), then &(.) is not known until the problem is solved, and the sign of 
fi(x, U(X)) may depend on u(.), so we cannot necessarily use (7a, b) and still 
guarantee that the coefficients of the V(x f e,h) are non-negative, unless an 
additional assumption is added. (13) guarantees that, for small h, and the 
use of either (7a) or (7b), the coefficients will be of the desired type. (8), being 
the average of (7a) and (7b), was chosen simply on the grounds of symmetry. 
(11) and (12) are used in [2] to assure that the mkh, introduced in Section 4 
below, have some desirable properties. The convexity (10) is used in the 
existence results starting with Lemma 5. 
PROPERTIES OF THE {Ekhj PROCESS. Fix the control policy u(.). Then, it is 
easy to check that5 
J%“[G+, - $2 I &y = f(Ek”, u(tzy At,h, 
and 
covariance[fz+, - 6: 1 f,“] = 2453 At,? + Alh(‘tt) At,” 
= A,(fkh) At,h, 
where 
h lf&kh, 44?ch)l 0 *** 
&Klch) = 
0 . . . h I fTT+l(&ch, %tkh))l 
- (At,h)f(5,h, 4Lh))f’(5kh, 4tah))> 
where fi(x, u(x)) =fi(x, a(x)) if i E J(X) and is zero otherwise. 
(18) 
(19) 
DEFINITION OF THE 5”(.) PROCESS. We want to put {tkh} into a form which 
more closely resembles the x(.) process, and then use weak convergence 
arguments to prove the main result. We can write 
&,“+I = 5,” + f (t,“, 45,“)) 4” + Bkh, w 
where {/Ikh} is a sequence of orthogonal random variables with 
J%Vkh IE7chl = 0, GUCPkh(/Lh)’ I 5,“l = A&h) bh. 
6 E[X I yl and EYX denote both the conditional expection given Y, and EsX and 
E[X 1 9j both denote conditional expectation given the u-algebra 9%‘. 
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Define tsh and rh, by 
S-l Nh-1 
t,h = C Atkh, dL = C Atkh, toh = 0. 
I;=0 h-=0 
Define a process E”(.) by 
Equation (16) can now be written as 
Vh(x) = i;f E,U[~(~h(~h))]. (21) 
4. A CANONICAL FORM FOR THE {(J,h> PROCESS 
Since we have assumed that supU E,“N, < co, for each h, and the 
P,~(x, y 1 CX) are continuous on %, and fr+i(., .) and +(.) are bounded and 
continuous, there is an optimal policy a”( .) for each h. Henceforth, let tkh, 
th(t), 7h and N,, denote the random variables which correspond to the use of 
u”(.)). We may and will suppose that u”(.) is defined on all Ri+‘, U”(X) E 4?, 
so that fk” and th(t) are defined for all k, t. This convention simplifies the 
notation. 
Let B,(x) denote any square root of the non-negative definite matrix 
Ah(x). In [2], ‘t . 1 is s h own, under the assumptions there for the uncontrolled 
problem, that there is a sequence of orthogonal random variables {c+~} 
satisfying 
E,[mkh / CC?>] = 0, E,[w~~(w~~)’ / gkh] = IAtkh, 
where gkh is the minimal o-algebra which measures toh,..., tk”, wo7’,..., &i . 
Also 1 Wkh(i)I < K3h1j2 for a real K3 , and [2, Lemma 31 
Ez{(flkh - B(tkh) cukh)2 I gkh} < K,hAtkh. (24 
The proof of these properties of (c+~} in [2] used the fact that the minimum 
eigenvalue of Ah(x) (or any of its diagonal submatrices) is at least as large as 
the minimum eigenvalue of A(x) ( or of the same diagonal submatrices). This 
was a consequence of the fact that A,,(x) 3 0 in [2]. Here it is not necessarily 
true that A,,(x) > 0, since fi(x, U”(X)) = 0 if i E J(x). However, if i E J(X), 
then (13) holds, and we can show that, for some positive real h, , h < h, 
implies that the minimum eigenvalue of any diagonal submatrix of Ah(z) 
is at least as large as, say, one half of the minimum eigenvalue of that diagonal 
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submatrix of A(x). The rest of the details of the proof of (22) and the asser- 
tions above it are the same as in [2], and are omitted. Thus, we can write 
where the error ykh = pkh - B(tkh) ukh satisfies (22). (23) is suggestive in 
that it resembles the white noise form (1). 
Define the processes Wh(.), Y”(.), Fh(.), and P(.) by 
Then 
Wh(t) = c w,h, 
fsh< t
y”(t) = c Ah, 
tgh< t 
Fh(t) = c f (5sh, u”(%s”)) dt,h, 
tsh< t 
Th(t) = 1 Ysh. 
t$h< t 
p(t) = x ;F”(t) + Yh(t), 
Y”(t) = 1” B((h(S)) dWh(S) + P(t). 
(24) 
0 
(Note that Wh(t,+) - lVh(t,) = dWh(tk) = u.$) and that B(eh(.)) is continu- 
ous from the right and jumps from the left.) Let @“(.) denote the process 
(th( .), Fh( .), Yh( .), rh( .), Wh( .)) and let QTh( .) denote @“( .) restricted to the 
interval [0, T], and similarly define Erh(.), etc. 
From [2, Lemma 21 we get 
LEMMA 1. The finite dimensional distributions of Wh(.) tend to those of a 
standard r + l-dimensional Wiener process, as h ---f 0. 
5. TIGHTNESS AND WEAK CONVERGENCE 
For any integer m, and fixed T > 0, let DTrn denote the space of Rm valued 
functions on [0, T] that are right continuous, left continuous at t = T, and 
have left hand limits on [0, T]. We suppose that DTm has the topology of 
[2, II] or Billingsley [4, Sec. 141. The topology is that of complete separable 
metric space. Let 9&m denote the u-algebra on DTnL determined by that 
topology. Let ylz( .), t < T, denote a sequence of random processes whose 
paths lie in DTrn w.p.l., and suppose that P,(.) are the corresponding measures 
induced on the Bore1 sets of 9r.m. A sufficient condition for tightness of 
572 KUSHNER AND YU 
{P,(.)} is the existence of a real K for which, for each t, , t, t2 , satisfying 
t, < t < t, , 
E I y,(t) - y&,)i2 I m&J - yn(t)12 G We - t,)’ 
[4, proof of Theorem 115.61.~ Then {Plz(.)) has a weakly convergent subse- 
quence, and there is a probability measure P(.) on (DT1Pf, gTm) so that 
P,( .) + P(.) weakly, as n + co through that subsequence. 
Each scalar valued component QTh(.), has its paths in D,l w.p.1. 
Until further notice, let T be a fixed, but arbitrary, positive number. Define 
m = 5(r + I), and let PTk(.) denote the measure induced on (DTnf, gTrn) b! 
@Th(.). 
Lemma 1 in [2] proves that the measures of {tTk(.)j, are tight on (O’,“, 
9;+‘), by verifying (25). Th e verification of (25) for Fr”(.), I’,“(.), FTh(.), 
WTh(.) proceeds almost exactly as the verification for frh(.), and we omit the 
details. We can now state Lemma 2. 
LEMMA 2. The sequence {P=“(.)} is tight on (DTm, 5&‘“), for each T > 0. 
The tightness leads to Theorem 1. 
THEOREM 1. Let {h,) = H denote any sequence tending to zero. There is a 
process @+-(.) = {&( .), Fr(.), YT(.), r,( .), Wr( .)} whose paths are in DTV1 
w.p.1, and a subsequence H’ C H, such that the measure P,(.), induced by 
QT( .) on (DTm, grm) is the weak limit of {PTh( .), h E H’}. There is a denumerable 
set p0 C (0, T) so that, for any n and t, ,..., t, $ p,, , the distribution of 
{@rh(tl),..., Qbrh(t,J} converges to that of {C+(t&..., $.(tJ) as h -+ 0, h E H’. 
Let j(.) be a bounded real valued function on DTm, which is continuous almost 
everywhere with respect to PJ.). Then 
E&@rh(*)) -+ Ej(@r( .)), or, equivalently j&v) dPrh(Y) - j&Y) dPT(Y), 
as h--+0, hEH’. 
(26) 
Remark. By Theorem 2, the paths of $-(.) are continuous w.p.1. Thus, 
by Theorem 2, F0 can be taken to be empty. 
Proof. The last statement follows from the weak convergence statements. 
By Lemma 2, for any sequence H, there is some subsequence H’ C H and a 
probability measure p,(.) on (DTm, ~3~~) so that PTh(*) --f pT(*) weakly as 
h -+ 0 in H’. We will henceforth omit reference to H and H’. Let y or y(n) 
B By [4, Theorems 15.3, 15.61 we also need the following, but they are straight- 
forward to show in our case, and we will prove only (25): P(sup,~ 1 yn(t)l > a) 4 0 
as a + co, uniformly in n; for each l > 0, 7 > 0, there is a 6 E (0, T) so that 
P(suP,<*<t<8 I y,(t) - YnW > c) < 7, ad P(SUPT-BG~~~CT I y,(t) - y,(s)1 > l ) Q 9. 
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denote generic elements of D,“. The sets (y( ,): y(tJ < a} are in grnL for 
any a E Rm [4, pp. 12&121]. Thus, for any II and, t, ,..., t, E [0, T], and 
Bore1 set A, we can define the projections pr{y(.): (y(tr),..., y(t,)) E A}. 
These projections are consistent in the sense of Kolmogorov, and define 
a separable process, which we will denote by @r(.), with corresponding 
probability measure Pr(.) (on some measure space). 
By [4, Theorem 15.81, the sample paths of @jr(.) are (w.p.1.) continuous at 
t = 0, have left hand limits at t = T and are continuous on (0, T) except for 
discontinuities of the first kind. Because @r(.) is obtained from a measure 
pd.1 on (W, WY, we can show that Pr(@r(t) = @r(t+)) = 1 for all 
t E [0, T). Thus, by modifying the paths on at most a null set for each t, we 
can suppose that @r(.) is right continuous w.p.1. on [0, T). We can suppose 
that Pr(@r( T) = QT(T-)) = I, since this is certainly true for a sequence 
T + co, and the exact value of T is not important, provided all properties 
hold for some sequence T-t co. Thus w.p.l., @r(.) E Drm. Since Pr(.) and 
pr(.) have the same finite dimensional distributions, we have Pr(.) = pr(.) 
[4, p. 1231. 
By [4, p. 1241, there is a countable set p,, C (0, I), so that, for t $ p,, , the 
Rm valued function g,(.) on DTnb with value y(t) at y(.) is continuous w.p.1. 
(Pr(.)). If ti f Fa ) i E l)...) 1z, and {Aj} are any elements of R”, then J(.) is also 
continuous w.p.1. (Pr( .)) 
This continuity of the characteristic function, and the weak convergence (of 
Pr”( .) to Pr( .)) imply the convergence of the finite dimensional distributions, 
as asserted. Q.E.D. 
CONVERGENCE OF @rh(.) TO @jr(.) w.p.1. It will be helpful to the analysis 
if all the processes in Theorem 1 were defined on the same probability space, 
and we now proceed to do this. The following result of Skorokhod [9, p. 2811 
will be needed. 
LEMMA 3. Let {Q} and v denote random variables on a complete separable 
metric space X. Let the distribution of V~ converge weakly to that of v as h ---f 0, 
through a countable sequence. Then there exist random variables {$,} and 6 such 
that, for any Bore1 set A in X, 
P(q E A) = P(G,, E A), P(v E A) = P(b E A). 
The random variables {C,}, fi are on the same probability space, where Sz = [0, I], 
and P is Lebesgue measure, and 
P(E,+Z,h+O) = I. (27) 
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To apply Lemma 3, let h E H’ and X = DT1)‘, and let V~ denote the 
(abstract) random variable6 @$( .) and v the (abstract) random variable 
$.(.). Then there exist random variables Grh(.) and &(.), with values in 
DTm, and defined on the probability space (Sz, g, P), where 5? is the Bore1 
field on Q = [0, 11, and, for any Bore1 set A C DTm, 
P(@,y.) E A) = &y) E A), 
P(@r(-) E A) = P&(.) E A), 
(28) 
P(6p(+6)T(*), h + 0) = 1, (29)T 
where the convergence in (29) is in the topology of D,“. 
The arguments of Theorem 1 imply that, for each t E [0, T], the projections 
$&t) and &.( t are well defined, and that the paths generated by the pro- ) 
jections can be assumed to be in DTm w.p.1. Then &(.) is continuous w.p.1. 
at each t $ ?,, (p,, here may differ from the previous set, but it is still countable 
and we can still suppose that T $ 5?‘&, and (29) implies that 
P(tiyyt) -+ c&(t), h -+ 0) = 1, t$G$. (30) 
Indeed, the measure induced by &( .) on (DTm, gTm) is the weak limit of the 
Prh(.), or, equivalently, of the measures induced by the GTh(.) on (DTm, gTm). 
THE WEAK LIMIT Is A CONTROLLED DIFFUSION 
LEMMA 4. The random functions CT(.), p=(.), p,(.) are non-anticipative 
with respect to the Wiener process ET(.). 
Proof. The proof is very similar to the proof of the central limit theorem 
[2, Lemma 21, and we only outline it. By Lemma 1, mr( .) is a Wiener process. 
Let O<t<tl<t,...t,+,<T and t,tj$poo, and let A, &,X1,...,& 
denote vectors in RT+l. The collection 
{Qyt), [f@&+1 - wftj)l,j = I,..., 4 
has the same distribution as 
{STh(t), [Wh(tj+l) - Wh(tj)l, j = l,.**t n>. 
6 @r(.) can be considered as a process with values in R”, and paths in DT~, or as a 
random variable with values in Drm. We use both notions interchangeably. 
7 The convergence w.p.1. of (29) is in the topology of DP (the m-product topology 
of Dr’). 
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Let 9,h denote the minimal u-algebra which measures eh(s), Wh(s) s < t. Then 
Ez exp ih’$(t) * exp i i hj’[Wh(tj+l) - W”(tj)] 
j=l 
(31) 
= E, exp A/$(t) E, 
[ 
exp i i hi’[Wtih(tj+l) - Wh(tj)]I 32 
I 
. 
j=l 
By [2], the conditional expectation on the right tends to 
exp - i X,‘h,/2, 
j=l 
as h + 0 and, since sh(t) + &.(t) in distribution, as h -+ 0, the lemma follows 
for [r.(t). It is just as easy to prove the theorem for pr(.) and p,(.), and the 
details are omitted. Q.E.D. 
LEMMA 5. There is a non-anticipative (with respect to pT(.)) control8 
z+(w, t), with values in C?/ for which 
h(t) = j tf C&(s), e(w, s)) a%. (32) 
0 
Proof. By the discussion below Lemma 3, 
hh(t) -+ h(t), a.e. (w, t). 
Clearlyp,( .) is absolutely continuous w.p.1. since f (., .) is uniformly bounded. 
Thus there is a measurable function f (., .) on Sz x [0, T] which we can sup- 
pose to be non-anticipative with respect to I&‘*(.), for which 
Note that 
&(t) = jtf(co, s) ds. 
0 
Prh(t) = jo’ f <&h(4, UT~(S”T~(S))) ds + O(h), (33) 
where 0( .) is uniform in t, w. Hencef (., .) is weak limit in L, of the integrand 
in (33), for almost all W. 
Thus, using an argument of the type used in Roxin [5], we have, for 
almost all (w, t) and for any vector I E RTfl, 
7 
9 W&(t), Uh(frh(t))) = llh” cf(&h(t>, Uh(STh(Q) 
>, Z’f(w, t). 
* We write u(., .) as a function of both o and t, to emphasize its dependence on w. 
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The reverse inequality holds for bh . This and (10) imply that 
f(W, t) cfMt)Y “)/I (34) 
for almost all (w, t). Definef(., .) on the remaining null set so that (34) holds 
for all w, t. 
Let %r denote the minimal u-algebra which measures all J(., t), t < T, 
and 9!IT the Bore1 field on [0, T]. Let 9 C Fr x 9$- denote the minimal 
o-algebra which measures f (., .). R an d om variables which are measurable 
on the fixed t sections of 9 are non-anticipative with respect to the l%‘r(.) 
process. 
We require the following lemma of McShane and Warfield [6]: 
Let (M, .N) be a measure space, A a separable metric space, and 4? a compact 
metric space. Let g: M x @--+ A be continuous in its second argument for each 
value of the first, and & measurable in thejirst for each value of the second. Let 
y: M---t ,4 be J! measurable, with 
Y(X) 6 ii+, @), x E M. 
Then there is an J%’ measurable function u: M -+ # such that 
To apply the lemma, let M = 12 x [0, T], J%’ = 9, A = R’+l, Liu” = $2, 
x = (w, t), y(w, t) =f (w, t), g(w, t, u) =.f(lT(t), u). Then the above lemma 
and (34) yield the existence of a 9 measurable, hence non-anticipative, 
function ur(., .) satisfying (32), with values in %. Q.E.D. 
LEMMA 6. p,(.) can be represented as a stochastic integral: 
P,(t) = jt B&(s)) d&(s). (35) 
0 
Proof. Clearly .FTh(t) + 0, w.p.l., for each t E [0, T]. Hence I’,(.) is the 
zero function. Let t $ PO, tjfl integral, kd f fo, for k = l,..., tjd, and 
define 
Then 
lip PTh(t) = hm C B([rh(ty)) i.& 
t,<t 
/ 
(t!A)-1 
= lihm z. B&+‘)) @‘rh(hd id) - @rh(hd)] (36) 
(t/A)-1 
c wGwJ - NP(~~))l hh 
kAit,<kA+A 
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As h + 0, the first term in the brackets tends w.p.1. to 
(t/a)-1 
z. e%k4) WTW + 4 - ww1. (37) 
By [2, Lemma 41, the second term in the brackets on the right of (36) has 
mean zero and variance O(d), uniformly in h and t for small h. Since CT(.) 
is right continuous, the random variable (37) tends to the right side of (35) 
in probability as d + 0. This implies that (35) holds w.p.1. for each t $ p,, . 
Since both sides of (35) are separable processes, they must be equal w.p.1. 
for all t E [0, T]. Q.E.D. 
THEOREM 2. CT(.) satisfies 
&(t) = x + J’ntf(&), UT(W, s)) ds +J’,’ B(&(s)) d%(s). (38) 
The measure induced by CT(.) is th e weak limit of the measures induced by the 
{&;-“(.)}. Let g(.) denote a bounded real valued function on (Ok+“, ak+l), which 
is continuous w.p.1. with respect to the measure induced by &(.). Then 
%~cv(~)) - Kg(&T(9). (39) 
Proof. Lemmas 4, 5, 6 and the discussion following Lemma 3, together 
with (40) imply that there is term by term convergence w.p.1. of (40) to 
(38) for each t # FO. 
‘P(t) = x + @(t) + &yq. (40) 
Thus (38) holds for w.p.1. for each t $ F,, . Since both sides of (38) are 
separable, &(.) must be continuous w.p.1. and (38) must hold w.p.l., for 
all t E [0, T]. Equation (39) is merely the consequence of the weak con- 
vergence. Q.E.D. 
So far the processes &-(.), $(.) are defined on [0, T] for a sequence 
[ Tl , T, ,...I where T, ---f 03, and, to each T in the sequence, there is a 
corresponding control uT( ., .). We need to define the weak limit of the process 
ah(.) on the infinite interval, and show that the weak limit is a controlled 
diffusion. Define cam as the metric space of Rm valued continuous functions 
on [0, co), with metric 
db’, y”) = f ; n+;;y>n I r’(t) - YWI . (41) 
?L=O 
Define C,” = {y: y E cmrn, d(y, 0) < co}, and let Vmp,” denote the Bore1 
field on C,“. The space C,” is complete and separable, and %?=,,,& contains 
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the cylinder sets {y: y(tJ < a, ,..., y(tn) < a,} for any n, R”’ valued a, ,..., a, 
and non-negative t, ,..., t, . 
Let {&(.)} denote a sequence of R” valued processes with paths in C,” 
w.p.l., and corresponding measures {pj(.)} on (Czm, qmm). Then a sufficient 
condition for tightness of {pj(.)} is the existence of sequences of positive 
real numbers K, , ollz , ,13, such that for all j, for each n, 
E I #j(t + 4 - W)l”” < K I s 11+‘=, t + s < 11, t < n. (42) 
Define the processes @,+(.) (with corresponding measures Pi+-(.) on 
(Cmnc, %“I) by 
Qj’-(t) = c&(t), t < Tj , Qj+(t) = &(TJ, t > Tj . 
It is not hard to verify that Qj+(.) has paths in C,” w.p.l., and that (42) holds 
for Qj+(.) = I+$(.), K, = K, some real number a, = 4, filz = 1. Let Crnl and 
‘;k;” denote the space of continuous functions on [0, T] with the sup norm, 
and the corresponding Bore1 field on CTnz, respectively. 
THEOREM 3. There is a process j(.), a Wiener process I$‘( .), and a control 
zi(., .) (an (w, t) function) with v&es in ?I/(, where &.) and ti( ., .) are non- 
anticipative with respect to l@(.), and 
l(t) = x + j-o’i(&J, c(w, s)) ds + .r,’ %%)) dm’(s). (43) 
On each interval [0, T], the measure on (CF+‘, %?F;;“) induced by [(.) is the weak 
limit of the measures of cTh(.), as h --f 0 through some subsequence. We have 
-%x(&T(9) = -kg(&), t G T)f or any bounded function g( .) which is continuous 
w.p.1. with respect to the measure determined by {(.) on (Cg+.“, 97;~~). 
Proof. (42) implies that {Pr-(.)}, th e sequence of measures of {@r+(.)}, 
has a weak limit P+(.) on (C,flz, %Z=” ). P+( .) determines a separable process 
@+(.), with paths in Cam w.p.1. 
The details of the proof are very close to the details in Lemmas 3-6 and are 
omitted here. We only note that the last sentence of the theorem holds since, 
for each T, $.(.) has continuous paths w.p.l., and ifg(.) is continuous at each 
element y in DTln with a continuous path, then g(.) is continuous on C$‘l, and 
conversely. Q.E.D. 
6. THE CONVERGENCE THEOREMS 
Define 7 = inf{t: c(t) $ G). The convergence of the expectations I’“(X) 
is closely connected with whether or not [(.) is tangent to aG at t = 7. See 
[2, Section IV] for the precise definition of tangency. Let ?, denote 
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inf{t: &T(t) $ G}. S t e an random time equal to CO, at any path on which it y 
is not defined. 
THEOREM 4. Suppose that P,(T = T) = 0, and P&(.) is tangent to 
X? at t = T) = 0. Then T n T = min(T, 7) and T n F, are continuous w.p.1. 
(with respect to the obvious measures) on CTm and DTm, respectively, and 
Note that v(x(.)) = @(x(.)) + x,+t(.), and there is a real K so that 
I q.+&)l < Kt + K. 
Proof. Note that {PTh(.)) is weakly convergent to pr(.), which together 
with [2, Theorem 21 (which proves continuity w.p.1. of T n ?r), yields the 
convergence in (44). A subsequence of {Pj+(.)} is weakly convergent to the 
probability measure p(.) on (Cmom, qarn), where P(.) is the measure of 
{&,, q.1, J3.h W.), Oh as Tj - co. Then Theorem 3 and [2, Theorem 21 
yield the equality in (44). Q.E.D. 
To obtain P(X) - I’“(x), we need to show that we can set T = CX) in (44). 
If infocec Pz{+ < t,} > Ma > 0 holds for some real t, , then suph E$T~ < co, 
EZ7 < co (see [l] and [2]). That condition can often be demonstrated from 
the properties of the {tkh}; see, e.g., the example in [I]. Here we will take 
the reverse approach. 
A CONVERGENCE THEOREM. THEOREM 5. Let Ez’% < co and let 
Pz{[(.) is tangent to aG at t = T} = 0. Then sup E~‘T~ < a3 and EfNh < co 
for each small h. Also, as h ---t 0 through some subsequence 
V(X) G E$@(?)) --+ E,“&(T)) F= WC(x). (45) 
Remarks. Theorem 5 is one of the main results. It, of course, requires 
the conditions of Sections 1 and 2, in addition to the listed conditions. The 
control zi(., .) is unknown, but it is often possible to show that the conditions 
hold for any control zi(., .). The condition E,% < co can be altered. If 
fy+l(., .) is strictly > E > 0, and the average escape time is finite for some 
Lipschitz continuous control, (u(w, t) = u(x(w, t)), then Ez% < co. The 
tangency condition is the most crucial. If B(.) B’(.) is uniformly positive 
definite or if the system (x1 ,..., xr) has the form used by Rishel [8], then there 
is no problem. We do not know the weakest conditions which guarantee 
w.p.1. that the path is not tangent to the boundary at the first time that it 
hits the boundary. 
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The subsequence {h} determines zi(., .). But, for each sequence H = {h,}, 
there is a subsequence H’ = {h,,} and a zi(., .) for which Theorem 5 holds. 
The result of Theorem 6 does not depend on the subsequence. 
zi(*, .) may be a randomized control. Although it is non-anticipative with 
respect to the Wiener process 7@(.), it may not be a functional of I@(.) only. 
Suppose that the problem is the minimization of EzU~(x,) subject to a con- 
straint of the form (*) Pzu(x(t) E A for some t < T} < a for a suitable set A. 
Equation (14), subject to the constraint, may still have a solution (see [lo] 
for a more detailed discussion). This solution may be randomized. A study 
of the limit, as h - 0, can be pursued via the techniques of this paper, and 
under the additional condition that the functional defined by (*) is continuous 
w.p.1. in C,” with respect to the measure corresponding to the optimal control 
ti(., .), then the constraint will hold for the optimal process [(.), but the 
control ti(., .) may be randomized. The control zi(., .) is obtained in the same 
manner in both the constrained and unconstrained cases, and our a(., .) 
may be randomized, even though there may be a non-randomized control 
which is at least as good. 
Proof. Note that P,(T = T) = 0 for a sequence T, + co. Thus, the 
first assertion is [2, Theorem 31, and (45) f o 11 ows from the first assertion and 
the form 
F(X) = G(x) + X,Ll , 
where +( .) is bounded and continuous. Q.E.D. 
AN OPTIMALITY THEOREM. Let u(.) denote a % valued Lipschitz con- 
tinuous function on Rr+l, such that the corresponding solution to (1) satisfies 
E,+ < co. Let V,“(x) denote the solution to the finite-difference equations 
(14), with u(e) fixed, and inf deleted. Then P*“(X) + kV‘(x) as h + 0 by [2]. 
Thus we have 
THEOREM 6. For any Lipschitz continuous control u( .) with which EgUr < co, 
and PzU(x(t) is tangent to 8e at first exit from e) = 0, we have 
W(x) < nyx). (9 
Thus ti is at least as good as any Lipschitz continuous control. If there is an 
optimal non-anticipative control u( .) which is just a Lipschitz continuous function 
of x, then, for any sequence h + 0, 
lip V(x) = u;li(x) = Wg(x). (47) 
(47) also holds if the optimal cost is the limit of a sequence of costs corre- 
sponding to Lipschitz continuous controls. 
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7. EXISTENCE OF OPTIMAL CONTROLS 
The weak convergence methods can be used to obtain existence results 
for optimal controls directly, without going through the finite difference 
scheme. Let ;‘%I denote a compact convex set in R”, as before. Let B(.) and 
f(., .) denote a continuous (Y + 1) x (r + 1) matrix on RT+l, and a Rr+l 
valued function on R’+l x W. Let B(.) and (uniformly in a) f(., a) satisfy a 
Lipschitz condition, and be bounded9 in growth by K(1 + 1 x 1) for a real K. 
Suppose v(.) is a real valued continuous function on R’+l satisfying 
1 y(x)1 < K(1 + / x I). Let z(.) denote a standard Y + l-dimensional Wiener 
process. 
An admissible control u(., .) is a non-anticipative (Gth respect to z(.)) 
random function with values in %. Fix x = x(O), and define 
Since x is fixed, we will omit its use as a subscript. Theorem 7 partially 
generalizes a result of Benes [7]. Benes dealt with the case in which f and B 
can have a more general dependence on the path x(.), although we can treat 
that case also with our methods, and he required positive definitiness of BB’. 
THEOREM 7. Fix T and x and, let EzUv(x(T)) = W” be the cost functional 
Then there is an optimal non-anticipative control. 
Proof. Let {u”(., .)} denote a sequence of admissible controls for which 
WUn 3 inf W” = W, 
u 
and let {x”(.)} denote the corresponding solutions to (48). Let m = 4(r + 1) 
and @r?&(.) = {x’“(.), F”(.), Yn(.), z(.), t < T}, where 
F”(t) = j=” f (P(s), u’~(w, s)) ds, 
0 
Y”(t) = lot B(x+)) dz(s). 
@r?&( .) has paths in Crm w.p.1. and determines a measure P=‘“(.) on (CTm, Vrm). 
The {P=“(.)} are tight, and a subsequence (also indexed by n) converges 
weakly to a probability measure, Pr(.), on (Crm, %?r.F). PT(.) determines a 
process @r(.) with paths in CTrn w.p.l., and the multidimensional distributions 
of the @r( .) are limits of those of the djTn( .). Thus if g( ,) is a bounded contin- 
uous almost everywhere (with respect to PT( .)) function on CrnE, then 
Q+%-“(~)) - -%f%(~)), as n-+GO. 
8 Boundedness of fi(., ., .), i = l,..., Y, was used in the first part of the paper to 
obtain tightness and the bound / wkh I < K1/z. The condition can probably be 
dispensed with under the uniform Lipschitz condition, and linear growth condition. 
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Exactly as was done in Lemmas 4, 5, 6 and Theorem 2, we can show that 
@r( .) = {x(.), F(.), Y(.), IV(.)>, where W( .) is a standard (Y + I)-dimensional 
Wiener process, F(.), Y( .), and x(.) are non-anticipative with respect to W( .), 
and 
Y(t) = 1 t B@(s)) dW(s), 
II 
F(t) = 1 tf(x(s), u(w, s)) ds, 
0 
where ti(w, s) E @, and u(., .) is non-anticipative with respect to W(.). 
Let qN(.) denote the real valued function on R, defined by qN(s) = s, 
[ s 1 < N, p,(s) = N sign s, 1 s i > N. Define q,,,(.) = qN(y(.)). Then P)~(.), 
considered as a function on CrVi, is bounded and is continuous w.p.1. (Pr(.)) 
and 
-%&YTN - h&(TN as n+m. 
Using the last statement, together with (which is not hard to show) 
E I R&W)) - dxn(T))l-O~ uniformly in n, as N+ co, 
E I R&C)) - dx(V - 0, as hT+co, 
we have W”” * W”. Q.E.D. 
Next, define G as before, and define 
7u = inf{t: x(t) 4 G, with control II used}. 
THEOREM 8. Let supu E%% < co, and suppose that q(.) takes the form 
v(x) =tw + %+1, where +(.) is bounded and continuous. Let fr+l( .) be 
bounded and let the r + 1-th row of B(.) be zero. Dejne W” = E”~(x(r,)) to 
be the cost. Then there is an optimal non-anticipative control. 
Proof. The proof is a combination of the proofs of Theorems 5 and 7 
and is omitted. 
Remark. If fr+l(x) > E > 0, for a real E, then we can replace boundedness 
offr+d.) and supu E u~u < co, by the assumption that there exists at least one 
control for which Ev, < co and E%JI(x(T~)) < CO. 
8. PARABOLIC EQUATIONS AND THE APPROXIMATION OF DIFFUSIONS 
BY MARKOV CHAINS 
The {tic”} process is a type of Markov chain approximation to the diffusion 
(1) for each fixed control u(.). However, the time between steps of that chain 
is a random variable Atkh. It is possible to approximate (1) by a sequence of 
chains where Atkh = A, a constant for each h which tends to zero as h + 0. 
This problem is closely connected with approximations for a finite time 
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control problem, as will be seen in the sequel. B and f will now depend on 
time, and we suppose that e = Rr+l, and B( ., .) and f( ., ., .) are continuous 
on RT+l x [0, T] and R T+l x [0, T] x ?2, respectively. The last row of 
B( ., .) is zero, B(., t) and .fr( ., t, a) ,..., fr( ., t, CX) are bounded and satisfy a 
Lipschitz condition, uniformly in t, 01. Let v(.) andf,+,(., ., .) be real valued 
continuous functions on Rrfl and RT+l x [0, T] x %, respectively, and let 
I dx>l G a1 + I x 0, lfT,l( x, t, CX)~ < K(1 + / x I) for a real K. Let u(., .) 
denote a % valued function on Rr+l x [0, T] for which (49) has a unique 
solution 
Define the cost 
dx =f(x, t, u) dt + B(x, t) dz. (49) 
and 
Jq‘% t) = E,“,tdx(T)), 
V(x, t) = i;f lV(x, t). 
Formally V(., .) satisfies the Bellman equation 
aV(x, t)/at + min[diP”V(x, t)] = 0, v., T) = 9x.), (50) u 
where 
An analysis of finite difference approximations to (50) yields optimality 
results of the type obtained for (4), and approximation results of the desired 
type. The analysis is simpler in this case, and we only outline the method. 
We will also assume (lo), (1 I), (13) (fi and u,~ now depend on time). 
We use the finite difference approximations (5)-(8) and 
al+, tyat + 
V(x, t + A) - lqx, t) 
A 
In (.5)-(g), replace V(X), V(x f e&), V(x f e&r & e&) by V(x, t + d), 
V(x f e,h, t + A), V(x f eih & ejh, t + A). Dejine 
J(x, t) = {i:fi(x, t, .) depends on the 3rd argument}. 
Assume that T is an integral multiple of A and that A, h satisfy 
pyx, x, t I 4 
- 1 - $ [, C h If4 
zkr(x.t) 
x9 6 4 + 2 2 %(& t) - c / a,&, t,l] > 0. (51) 
z i.j 
i#3 
Substituting the finite difference approximations into (50), and denoting 
the solution by Vet yields, for x E R;I+l and t an integral multiple of A, 
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a&, t) - 1 I a&, q/2 + h Ifi@, 4 41 
x / 
j#i 
i 
Uii(x, t) - C I aij(x, t)l/2 ! 
M 
I 
U,i(X, t) - C / U,j(x* t)lj2 $ hfi(x, t> a)/2 
ifi 
j 
\ 
+ 1 Vh+“(x - e,h, t + A) $ 
z 
a&, t> - 1 I %j(% N2 
\ 
M 
j 
I x ,r~ii(x, t) - C I a<j(x, t)l/2 + h Ifi(x, t, a)1 
jii 
I 
u,~(x, t) - i I u<j(x, t)j/2 - &(x9 t> a)/‘2 
.i#i i 
i 
(52) 
+ i I,‘hJ(x + e,h - e,h, t $ A) d j ’ 
iii h2 l I ai&, t)l/2 t 
+C Vn~o(.x-e,h+ejh,t+A)d~ O h2 t I Qij(X, t)1/2 * if/ i,f 
vyx, T) = &c). 
The interpretation of the coefficients is given above (14). 
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Compare (14) with (52). For each fixed a: = u(x, t), the coefficients of the 
Vh,” on the right side of (52) are nonnegative and sum to unity by (51). They 
are thus (as for the coefficients in (14)) transition probabilities for a Markov 
chain {S,“*“} on R;I+l, with k = 0, I,..., T/A. It is easy to verify that (compare 
(18) (19), and let t = kA) 
(53) 
where A a~(., .I d fi d is e ne analogously to A,,( .) below (19). Define the inter- 
polation fhsd(t) = .$*“, KA < t < kA + A. 
The {St*“> are a natural Markov chain approximation to (49), since, as will 
be seen below, the measures of the interpolation [“,“( .) converge weakly to that of 
(49)for any FxedLipschitz (in x, and uniformZy in t) control u(., .). The measu- 
res for the optimal discretized process also converge. 
For each h, A, there is an optimal control for {[,“s”} with cost E,Uv(thsA(T)). 
Let the optimal control and the corresponding optimal process be denoted by 
z&~(., .) (a function on R’fl x [0, T]) and fhsA(.), respectively. 
The following theorem can be proved along the same (but somewhat 
simpler) lines, as the corresponding results for (4): 
THEOREM 9. The measures (Ph.“(.)} of {[“*“(.)} on (D’;‘, 237’) are tight. 
For any sequence h, A -+ 0 and satisfying (51), there is Wiener process W(.), 
a measurable function zi(., .): Q x [0, T] -+ %!, and a controlled dz#usion 
dvv = f (x, t, ti) dt + B(x, t) dW, (54) 
where x( .) and zZ(., .) are non-anticipative with respect to W(.), such that a 
subsequence of {P”*“(*)} converges weakly to the measure P(,) induced by (54) on 
(DTTf’, S$+‘). If g( .) is a bounded and almost everywhere (P( .)) continuous 
function on DF’, then for that subsequence 
Proof. Let qn( .) denote the real valued function on R, qn(s) = s if 1 s 1 < n, 
qn(s) = n sign s for 1 s 1 > n. Then qn(.) = qn(q(.)) is bounded and continuous 
on 07’. The development duplicates that for the more complicated previous 
case of the paper. All we need note is that 
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and, since 
sup E 1 5”J(T)j” < M < 03, E I x(T)12 < M < co, 
h,A 
for a real IV, 
as n -+ co, uniformly in h, A. Q.E.D. 
Theorem 9 can be restated if (I? = G x R, where G is a bounded open set 
and control stops at 7 = min[T, inf{t: x(t) $ e)]. We need only add the 
conditions, for any non-anticipative control ti(., .): L2 x [0, T] -+ %!, 
P,“(T = T) = 0, 
P(x(t) is tangent to X2 at t = 7, if 7 < T) = 0, 
44 = +G4 + G+dV 
where +(.) is bounded and continuous. 
Note added in proof. Equation (8) and condition (13) can be dropped if we simply 
approximate fz(x, CL)( aV(x)/axi) by 
where fi+(x, a) = max[O, f,(~, a)], j-(x, LX) = max[O, -f,(~, a)]. Then &(x) becomes 
&(x, a) = 2 xi a,,(~) ~ xi+j,i,j nLj(x) - h C, ifL(x, c~)j. All subsequent results 
remain true. 
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