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CHAPTER 1 INTRODUCTION
1.1 Nucleic Acid Constituents
Nucleic acid polymers play a critical role in cell function, as they are responsible
for both data storage and handling.1,2 Two different types of nucleic acids,
deoxyribonucleic acid (DNA) and ribonucleic acid (RNA), are responsible for these
functions. Nucleotides are the largest component of all nucleic acids, comprised of a
phosphate group, nucleobase residue, and sugar ring as shown in Figure 1.1. The
nucleoside is a component of the nucleotide consisting of only the nucleobase residue
and sugar moiety. The primary difference between DNA and RNA is the composition of
their sugar moieties. The monomers of DNA contain a 2′-deoxyribose sugar moiety,
whereas the RNA monomers possess a ribose moiety. DNA and RNA share a largely
parallel set of standard nucleobase residues. The purine nucleobases adenine (Ade) and
guanine (Gua) as well as the pyrimidine nucleobase cytosine (Cyt) are consistent
between DNA and RNA. However, uracil (Ura) present in RNA is replaced by thymine (5methyluracil, Thy) in DNA. The structures of the common DNA and RNA nucleosides
described here, adenosine, 2′-deoxyadenosine, guanosine, 2′-deoxyguanosine, cytidine,
2′-deoxycytidine, thymidine and uridine, are shown in Figure 1.2 as dNuo and Nuo
respectively, along with atom numbering for the nucleobase and sugar moieties.
Although the primary structures of DNA and RNA are highly similar, differing in
sugar moiety and nucleobase composition as described above, substantial differences
are observed in the secondary, tertiary, and quaternary structures adopted by DNA and
RNA.3 DNA generally adopts a double-stranded helix conformation, with several
common, and more than a dozen helix geometries available.4,5 The two primary helix
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geometries of double-stranded DNA, A-DNA and B-DNA, differ by the puckering of their
sugar rings, resulting in notably different secondary structures.3 B-DNA displays C2′-endo
sugar puckering resulting in a longer 3′-phosphate to 5′-phosphate distance and a longer,
narrower helix.6 Whereas A-DNA, with C3′-endo sugar puckering, displays a shorter
3′-phosphate to 5′-phosphate distance, which results in a shorter, wider helix structure.3
The change in helix geometry also results in a change in accessibility to the base-pairs
through the major and minor grooves of the helix, and consequently a change in
reactivity.7-11 In contrast to DNA, RNA is primarily single stranded, and able to form double
helical regions by folding back on itself, although double-stranded helical structures do
exist in RNA.12,13 The common secondary structural elements of RNA include hairpin
loops and stems, bulges, internal loops, and junctions, all of which contribute to the broad
variety of functions performed by RNA, and are commonly facilitated by a single
strand.14,15 An excellent example of the complex tertiary structures adopted by single
stranded RNA is tRNA, an example of which is shown in Figure 1.3.16 tRNA exhibits four
distinct helical stem regions, three of these regions also contain loops as well as a variable
loop region, each of which serves a distinct purpose.16 The diversity of structure present
in tRNA facilitates interesting and unique function, that is often facilitated by nucleotide
modification.17,18
Naturally-occurring nucleotide modifications are crucial to a variety of processes
involving DNA and RNA, from repair to structure and function. In particular, RNA is highly
modified, which is crucial to its tertiary structure(s) and the myriad of functions it performs.
Methylation is one of the most common modifications, at either the nucleobase or
2′-position of the sugar moiety and within tRNA contributes to stability. At certain positions
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on the nucleobase however, much more chemically diverse modifications are also
observed that facilitate unique chemical reactivity or help stabilize alternative structures.19
Leveraging and expanding upon the chemical diversity of nucleic acids, synthetically
modified nucleosides have been pursued as pharmaceutical targets for decades.20-24
Idoxuridine (iododeoxyuridine, 5-iodo-2′-deoxyuridine) becoming the first pharmaceutical
antiviral agent in 196225 for the treatment of herpes simplex keratitis. Since then,
nucleoside analogues have become an important group of pharmaceutical compounds.2629

This thesis work expands the characterization of the gas-phase structures of
protonated nucleosides by IRMPD action spectroscopy and complimentary theoretical
calculations towards the ever-expanding set of modified nucleosides that play crucial
roles biologically. The protonated gas-phase structures of three families of modified
nucleosides are examined. These families include the naturally-occurring thiated uridines,
2-thiouridine and 4-thiouridine; the pharmaceutically relevant arabinoside analogues of
adenosine, guanosine, cytidine, and uridine; as well as the analytically and
pharmaceutically relevant synthetic 2′,3′-dideoxyribose analogues of adenosine,
guanosine, cytidine, thymidine, and uridine.
1.2 Nucleoside Structural Parameters
Extensive work towards thorough characterization of the structures of the
canonical DNA and RNA nucleosides and a wide range of synthetic and modified
nucleosides was performed using crystallography and NMR in the 1970s through the
1990s.30-42 An important outcome of these extensive studies was the development of a
set

of

straightforward

parameters

to

efficiently

describe

specific

nucleoside
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conformations.42 Several of those parameters are used in this research to characterize
the gas-phase conformations adopted by protonated nucleosides and are detailed in the
following sections.
1.2.1 Sugar Puckering
The furanose sugar ring is especially flexible and its conformation is described by
40 distinct possible conformations. These conformations are effectively described by a
pseudorotation angle (P) calculated from the five dihedral angles of the ring: ν0, ν1, ν2, ν3,
and

ν4

(∠C4′O4′C1′C2′,

∠O4′C1′C2′C3′,

∠C1′C2′C3′C4′,

∠C2′C3′C4′O4′,

∠C3′C4′O4′C1′), respectively. P is then calculated using Equation 1.1.
tan P =

(v4 +v1 ) − (v3 +v0 )
2v2 (sin 36°+ sin 72°)

and

(1.1 )

Together, P and ν2 are used with the pseudorotation wheel shown in Figure 1.4 to
determine the specific sugar puckering mode.42 Each mode is designated as either
envelope (E) or twisted (T) where either one or two atoms, respectively, are puckered out
of the plane defined by the other three atoms of the sugar ring. Atoms puckered above
the ring (on the same side as the nucleobase) are indicated using superscripts to the left
(major pucker) or the right (minor pucker) of the E/T designation. Likewise, atoms
puckered below the ring (on the opposite side from the nucleobase) are indicated using
subscripts in the same fashion. Therefore, sugar pucker labels such as 2T3 indicate that
the C2′ atom is the major pucker above the plane of the ring and the C3′ atom is the minor
pucker and below the plane of the furanose ring. These 40 specific sugar puckering
modes are also inclusive of the common sugar puckering labels such as C2′-endo, which
encompasses the range of 2E, 2T1, and 2T3 conformations. These labels are also included
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in Figure 1.4 and can be generally applied to pseudorotation angles within ±18° of the
labeled sugar pucker.
1.2.2 Nucleobase Orientation
The orientation of the nucleobase is described by the glycosidic bond angle,
∠O4′C1′N1C2 for the pyrimidine nucleosides and ∠O4′C1′N7C6 for the purine

nucleosides. The glycosidic bond angle is used to identify either an anti nucleobase

orientation facilitating Watson-Crick base pairing, or a syn orientation facilitating
Hoogsteen base-pairing. The nucleobase orientation and the hydrogen-bonding edges
involved in base pairing are depicted in Figure 1.5. The anti orientation is defined for
conformations having a glycosidic bond angle of 90°±90°, whereas the syn orientation is
defined as 270°±90°.The anti and syn designations each span 180° of the range of
glycosidic bond angles, however, typical glycosidic bond angles generally exhibit much
narrower ranges.43 Intermediate glycosidic bond angles lying close to the border between
anti and syn, such as intermediate-syn from 90° to 130°, or intermediate-anti from 270°
to 310°, may also be described as high-anti and high-syn, respectively. These additional
descriptions indicate that although the nucleobase orientation may fall within the strict anti
or syn designation, the specific conformer may facilitate different inter- or intramolecular
interactions than those observed for the more common anti or syn orientations.
1.2.3 5′-Hydroxy Orientation
Another structural parameter commonly examined is the orientation of the
5′-hydroxy moiety.43 This group is particularly important for gas-phase protonated
nucleosides as it is readily available for intramolecular hydrogen bonding, often to
stabilize the nucleobase orientation. There are three distinct designations for the position

6
of the 5′-hydroxy substituent, measured as the ∠O4′C4′C5′C6′ dihedral angle and
depicted in Figure 1.6. From 0 to 120° the 5′-hydroxy substituent lies above the plane of

the ring and is described as gauche+, from 120 to 240° the 5′-hydroxy group is pointed
away from O4′ and near C3′ and is designated the trans orientation. From 240° to 360°
the 5′-hydroxy points away from C3′ and near O4′ and is designated as the gaucheˉ
orientation. Prior studies of the gas-phase conformations of the protonated canonical
DNA and RNA nucleosides found that the 5′-hydroxy substituent is the most favorable
intramolecular hydrogen-bond acceptor, preferentially in the gauche+ orientation.44-50 As
such, changes in the 5′-hydroxy orientation might be expected to reflect heavily in the
intramolecular binding modes accessible to a particular conformer.
1.2.4 Hydrogen-Bonding Interactions
In the absence of intermolecular interactions with solvent or nearby nucleosides,
as found in the gas-phase, intramolecular interactions are crucial to the stabilization of
the nucleobase orientation, sugar puckering, and 5′-hydroxy orientation. The most
common intramolecular interactions in isolated gas-phase protonated nucleosides are
hydrogen-bonding interactions between the nucleobase and sugar, specifically the
5′-hydroxy moiety of the sugar.44-55 Alternative nucleobase-sugar hydrogen-bonding
interactions specifically with the 2′-hydroxy moiety have also been studied for the RNA
nucleosides,44-55 but typically lie higher in relative Gibbs energy. Secondary
hydrogen-bonding interactions may occur between the sugar hydroxy moieties, such as
the 2′- and 3′-hydroxy, or the 3′- and 5′-hydroxy substituents. As the intramolecular
hydrogen-bonding interactions are often better descriptions of protonated gas-phase
nucleoside conformers, the descriptors of nucleobase orientation and 5′-hydroxy
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orientation are incorporated into the hydrogen bonding designations. For example, an
intramolecular noncanonical hydrogen-bonding interaction between the 5′-hydroxy and
C6 of a pyrimidine nucleobase might be designated C6Ha···O5′g+, where C6Ha indicates
the nucleobase orientation is anti, C6H is the hydrogen-bond donor, whereas the
hydrogen-bond acceptor, the 5′-hydroxy oxygen atom, is in the gauche+ orientation.
1.3 Gas-Phase Protonated DNA and RNA Nucleosides
Increased accessibility in recent years to effective tools for the detailed study of
gas-phase ion structure has led to efforts towards extending the characterization of
nucleoside structure in the absence of intermolecular interactions. A comprehensive
characterization of nucleic acid monomers from nucleobase to mononucleotide and under
several states of ionization ranging from deprotonation and protonation, to metal
cationization, has followed.51,52,56-68 Protonation plays a role in DNA repair69 as well as
altering base-pairing70,71 in unique secondary structures such as the i-motif.72 Protonation
provides a readily accessible method for providing access to these biomolecules in the
mass spectrometer, and provides insight into protonation sites. Thus far, the work of the
Rodgers group and others has primarily focused on characterization of the DNA and RNA
analogues. Brief summaries of the known gas-phase intrinsic structures of the protonated
canonical DNA and RNA nucleoside analogues of adenine, guanine, cytosine, thymine,
and uracil are given in the following sections.
1.3.1 Protonated Adenine Nucleosides
Gas-phase experiments and theory have determined the preferred protonation site
of adenine (Ade) to be the N1 position.73,74 However, subsequent experiments by Wu et
al.52 and Touboul et al.75 by IRMPD, and the kinetic method, each supported by theoretical
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calculations, determined N3 to be the preferred site of protonation for 2′-deoxyadenosine
(dAdo) and adenosine (Ado). Protonation at the N3 position is found to be stabilized by a
strong N3H+s···O5′g+ hydrogen-bonding interaction and results in a syn nucleobase
orientation. Protonation at the N1 or N7 positions is calculated to be much less favorable
in the gas-phase for dAdo and Ado. However, the IRMPD experiments of Wu et al.52
found that the predicted IR spectra of low-energy N1-protonated conformers to be both
highly parallel and complementary to those of the lowest-energy N3 protonated
conformers. This indicates that protonation at both N3 and N1 are relevant
experimentally. In contrast to protonation at the N3 position, protonation at the N1 position
is stabilized by a noncanonical C8Ha···O5′g+ hydrogen-bonding interaction with an anti
nucleobase orientation. Additional theoretical calculations in a polarizable continuum
indicated that although N1 protonation is relatively high in Gibbs energy compared to N3
protonation in the gas-phase, the relative stability order in solution may be reversed.
Overall, the low-energy conformers observed in IRMPD experiments and found via
theoretical calculations encompass both N3 and N1 protonation, exhibiting C2′-endo and
C3′-endo sugar puckering, with C2′-endo preferred energetically, but with both sugar
puckers displaying highly parallel spectral signatures. These low-energy conformers also
exhibit gauche+ 5′-hydroxy substituents, which facilitate stronger intramolecular
nucleobase-sugar hydrogen-bonding interactions.
1.3.2 Protonated Guanine Nucleosides
The IRMPD action spectra of protonated 2′-deoxyguanosine (dGuo) and
Guanosine (Guo), along with complementary theoretical calculations were previously
reported by Wu et al..51 Protonation at the N7 position was observed to be highly preferred
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over protonation at the N3 or O6 positions. Low-energy conformers protonated at the N7
position stabilize an anti nucleobase via noncanonical C8Ha···O5′g+ hydrogen-bonding
interactions and dominate the experimentally observed population. C3′-endo sugar
puckering was calculated to be slightly preferred energetically over C2′-endo with the
spectroscopic analysis in agreement. The absence of the 2′-hydroxy moiety in dGuo
results in far fewer low-energy conformers calculated than for Guo, with a larger gap in
Gibbs energy between the calculated ground conformer (C3′-endo) and next most stable
conformer (C2′-endo). The presence of the 2′-hydroxy substituent facilitates additional
and/or alternative intramolecular hydrogen-bonding interactions between the 2′- and
3′-hydroxy substituents, and leads to a greater number of low-energy conformers
calculated for Guo and nucleobase-sugar hydrogen-bonding interactions between the
2′-hydroxy and nucleobase, particularly the N3 position. Gauche+ 5′-hydroxy substituents
are preferred by both Guo and dGuo, to facilitate the noncanonical C8Ha···O5′g+
hydrogen-bonding interaction, but conformers displaying a gaucheˉ or trans 5′-hydroxy
substituent are found within 20 kJ/mol of the calculated ground conformer.
1.3.3 Protonated Cytosine Nucleosides
The gas-phase conformations of protonated 2′-deoxycytidine (dCyd) and cytidine
(Cyd) determined by IRMPD spectroscopy and complimentary theoretical calculations
were reported by Wu et al.54 and Filippi et al.49 Those experiments find that both N3 and
O2 protonation are important within the conformers populated. The most stable
conformers, protonated at either the N3 or O2 positions, prefer anti nucleobase
orientations stabilized by noncanonical C6Ha···O5′g+ hydrogen-bonding interactions with
gauche+

5′-hydroxy

substituents.

Conformers,

stabilized

by

the

C6Ha···O5′g+
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hydrogen-bonding interaction, exhibiting C2′-endo sugar puckering and protonated at
either the N3 or O2 position were the only conformers populated for dCyd. Although
structurally parallel conformers are also primarily responsible for the measured IRMPD
spectrum of Cyd, analogous conformers displaying C3′-endo sugar puckering may also
be accessed by Cyd. These low-energy N3-protonated and O2-protonated conformers all
prefer a gauche+ 5′-hydroxy substituent, which provides the greatest stability to the
noncanonical nucleobase-sugar hydrogen-bonding interaction that stabilizes these
conformers. Conformers displaying syn nucleobase orientations were found higher in
Gibbs energy, with O2 protonation preferentially stabilized by the ionic O2H+s···O5′g+
hydrogen-bonding interaction vs N3 protonation stabilized by a O5′Hg+···O2s
hydrogen-bonding interaction. No conformers displaying syn nucleobase orientations
were populated by ESI as determined by synergistic IRMPD spectroscopy and theoretical
calculations.
1.3.4 Protonated Thymine Nucleosides
The intrinsic gas-phase conformations of protonated 2′-deoxythymidine (dThd)
were studied by IRMPD and theoretical calculations by Salpin et al.,76 and by Wu et al.55
in conjunction with protonated 5-methyluridine (Thd). Protonation of these thymine
nucleosides preferentially occurs at the O2 or O4 position, or induces tautomerization to
the 2,4-dihydroxy tautomer. Both prior IRMPD experiments on protonated dThd indicate
a strong preference for formation of the 2,4-dihydroxy tautomer, with a minor presence of
conformers protonated at the O2 position. The experimental IRMPD spectrum of
protonated Thd also indicates the dominant presence of 2,4-dihydroxy tautomers, with at
least two distinct conformers protonated at the O2 position also observed. Although

11
conformers protonated at the O4 position were calculated to be reasonably low in Gibbs
energy, their predicted IR spectra preclude them from being populated in the experiments.
Several conformers, for both dThd and Thd, exhibiting anti-oriented nucleobases and
either C2′-endo or C3′-endo sugar puckering were found within 3 kJ/mol in relative Gibbs
energy of their respective ground conformers. Conformers of dThd and Thd possessing
C2′-endo sugar puckering were calculated to be the ground conformers. These lowenergy conformers are stabilized by noncanonical C6Ha···O5′g+ intramolecular
hydrogen-bonding interactions, very similar to those observed for dCyd and Cyd. Several
relatively low-energy conformers with syn nucleobases were also calculated that are
stabilized by O2Hs···O5′g+ hydrogen-bonding interactions. The work of Wu et al. suggests
that these syn conformers may also be present experimentally, providing reasonable
spectroscopic agreement in both the IR fingerprint region and hydrogen-stretching region.
Gauche+ 5′-hydroxy orientations are preferred energetically by both the experimentally
populated conformers displaying anti nucleobase orientations, as well as the low-energy
syn oriented conformers.
1.3.5 Protonated Uracil Nucleosides
Wu et al. also characterized the gas-phase conformations of protonated
2′-deoxyuridine (dUrd) and uridine (Urd) by IRMPD and theoretical calculations.53 Like
Thd and dThd as described in Section 1.3.4, protonation of dUrd and Urd is favorable at
the O2 or O4 positions, and can induce tautomerization to the 2,4-dihydroxy tautomer.
Tautomerization to the 2,4-dihydroxy tautomer is calculated to be energetically preferred,
and the measured IRMPD spectra of dUrd and Urd support the presence of several
tautomeric conformers in the experiments. However, much like dThd and Thd, several
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conformers protonated at the O2 or O4 position are calculated to have reasonably low
relative Gibbs energies. In contrast to dThd and Thd, the predicted IR spectra of the
O4-protonated conformers provide a better spectral match to the experimental spectrum
than those of the O2-protonated conformers and are concluded as being present in the
experiments. However, several 2,4-dihydroxy tautomers provide excellent representation
of most of the measured spectral features and small features unique to the O4-protonated
conformers observed in both the IR fingerprint and hydrogen-stretching regions indicates
that these tautomers are likely the primary conformers populated in the experiments.
These low-energy tautomers and O4-protonated conformers display an energetic
preference for the anti nucleobase orientation with C2′-endo sugar puckering, nearly all
of which are stabilized by a noncanonical C6Ha···O5′g+ intramolecular hydrogen-bonding
interaction. The presence of the 2′-hydroxy moiety allows for the calculated ground
conformer to display an alternative O2Ha···O2′H···O3′ dual hydrogen-bonding interaction
that is only ~0.3 kJ/mol Gibbs energy less stable than the ground conformers. Tautomeric
conformers with syn nucleobase orientations and C2′-endo sugar puckering may also be
observed in the experiments for both dUrd and Urd. These tautomeric conformers are
stabilized by an O2Hs···O5′g+ or O5′g+···O2s intramolecular hydrogen-bonding interaction
and display highly parallel spectra to the lowest-energy anti, C2′-endo puckered
conformers, but lie higher in Gibbs energy such that if present are present in low
abundance. As with the other nucleosides, gauche+ 5′-hydroxy orientations are preferred
by all of the conformers experimentally populated.
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1.4 Nucleoside Modification
A wide variety of nucleoside modifications are observed naturally in RNA, and even
more have been pursued synthetically. As mentioned in Section 1.1, naturally occurring
modification plays a particularly important role in several processes77-80, and synthetically
modified nucleosides have been demonstrated to be powerful pharmaceutical
tools20,21,26,28. Three specific modifications, including naturally occurring and synthetic,
were chosen for study in this work, introduced in Sections 1.4.1–1.4.3.
1.4.1 Thiated Uridine Nucleosides
As discussed in Section 1.1, tRNA is a highly modified, structurally complex single
stranded RNA. Modified nucleosides in tRNA play roles, ranging from facilitation of the
appropriate secondary structure for interaction with other macromolecules, to altering the
binding specificity of those interaction sites, and protecting the tRNA from damage.77,80,81
Thiation of uridine, specifically at the 2- or 4-position (Figure 1.2), along with several other
modifications, results in nucleosides that serve important, but very different roles in tRNA.
2-Thiouridine and its many derivatives, further modified at the 5-position of the
nucleobase, play important roles in base pairing at the wobble position (position 34) of
the codon region, critical to codon recognition and ultimately protein synthesis.79,82-84
Occupation of the wobble position by 2-thiouridine or its derivatives allows for greater
flexibility in base pairing, such that base pairing with both Ado or Guo is observed, instead
of the strong preference that canonical uridine exhibits for Ado.
4-Thiouridine plays a very different role in tRNA than 2-thiouridine, and can be
found at position 8, the beginning of the acceptor stem.85,86 4-Thiouridine is less
commonly found in naturally-occurring tRNA, but is thought to afford some resistance to
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UV-induced damage by crosslinking with a nearby Cyd at position 13.87 This photoactivity
is also the basis for broader synthetic use of 4-thiouridine to introduce crosslinking in
nucleic acids, such as in the PAR-CLIP procedure.88,89
The gas-phase structures of protonated 2- and 4-thiouracil were studied by Nei et
al.59 by IRMPD action spectroscopy and complementary theoretical calculations to
determine the favorable sites of protonation. The spectroscopy and predicted IR spectra
of 2-thiouracil indicate that formation of the 2-sulfhydryl-4-hydroxy tautomer is favored,
and conformers protonated at the O4-position may also be accessed, but their presence
was not conclusively shown. In contrast, the spectroscopy and predicted IR spectra of 4thiouracil indicate that protonation at the S4-position is favored over formation of the 2hydroxy-4-sulfhydryl tautomer, which is less populated in the experiments. This work
extends that study to the analogous nucleosides 2- and 4-thiouridine. In particular, the
impact of thiation on nucleoside structure, any impact the sugar moiety may have on
protonation preference, and the influence of thiation on the gas-phase conformation of
protonated uridine is examined.
1.4.2 Arabinose-Based Nucleosides
Several nucleoside analogs were isolated from sea sponges in the mid-1950s. The
first of these was designated spongothymidine, as well as spongouridine.90,91 These
nucleoside analogues were later identified as arabinose-based nucleosides, with the
stereochemistry at the 2-position of the classical ribose sugar ring inverted, resulting in
the 2′-hydroxy moiety being on the same side of the sugar ring as the nucleobase, shown
in Figure 1.2 as araNuo. Two arabinose nucleosides have found pharmaceutical
application, cytosine arabinoside and adenine arabinoside, known as cytarabine and
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vidarabine, respectively.23,92 The pharmaceutical applications of cytarabine and
vidarabine are quite different. Cytarabine is a crucial component in the treatment of
several cancers such as acute myeloid leukemia (AML), acute lymphocytic leukemia
(ALL), chronic myelogenous leukemia (CML) and non-Hodgkin’s lymphoma.93,94 In
contrast, vidarabine, though it is no longer marketed in the US, was used to treat the
herpes simplex and varicella zoster viruses.92 Given the relevance of and interest in
nucleoside analogues with the arabinose moiety towards pharmaceutical applications,
extensive theoretical,95 crystallographic,96,97 and NMR studies30,98 have sought to
understand the impact of the stereochemical inversion on nucleoside structure and
function. In solution, NMR experiments observed repulsive interactions between the 2′and 5′-hydroxy moieties. In contrast, crystallography and early gas-phase theoretical
studies found evidence for a strong intramolecular hydrogen-bonding interaction between
the 2′- and 5′-hydroxy moieties.95,97 In the previous gas-phase studies of the canonical
protonated DNA and RNA nucleosides, summarized in Section 1.3, the most common
intramolecular hydrogen-bonding interaction observed involved the nucleobase and
5′-hydroxy substituent. Understanding the impact of stereochemical inversion at the
2′-position on intrinsic gas-phase structure and the intramolecular hydrogen-bonding
networks of the protonated nucleosides may provide additional insight into intrinsic
nucleoside stabilization relevant to environments providing alternative modes of
stabilization.
1.4.3 Dideoxyribose-Based Nucleosides
A family of synthetically modified nucleosides that has a significant presence
pharmaceutically is the 2′,3′-dideoxyribose family. Reverse transcriptase inhibitor
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nucleoside analogue drugs are important contributors to the antiretroviral drugs used to
treat HIV and AIDS.21 Of these nucleoside reverse transcriptase inhibitors, many do not
possess hydroxy substituents at the 2′- and 3′-positions of the ribose. In fact, the most
well

known

nucleoside

reverse

transcriptase

inhibitor,

zidovudine

(ZDV,

or

azidothymidine, AZT) is 3′-azido-2′,3′-dideoxythymidine. However, 2′,3′-dideoxycytidine
(Zalcitabine, ddC) and 2′,3′-dideoxyinosine (didanosine, ddI) are more conventional
examples of the 2′,3′-dideoxyribose family of nucleoside reverse transcriptase
inhibitors.99,100 Beyond their pharmaceutical use, 2′,3′-dideoxyribose nucleoside
analogues also serve an important role in the study of DNA. The Sanger sequencing
method, or chain termination method, of sequencing DNA relies upon incorporation of
labeled 2′,3′-dideoxynucleotides by DNA polymerase into DNA chains.101-103 Upon
incorporation of the 2′,3′-dideoxynucleotide, the absence of the 3′-hydroxy moiety
prevents further chain elongation. Both applications rely upon the conformations of the
2′,3′-dideoxynucleosides being similar enough to the 2′-deoxynucleosides so as to allow
their recognition by several enzymes.
Due to their pharmaceutical and research relevance, a substantial body of
research into the solution phase structure of the 2′,3′-dideoxyribose nucleosides has been
published.35,36,39,40,104 Several 2′,3′-dideoxyribose nucleoside analogues have been
observed by NMR to adopt N-type (C2′-exo/C3′-endo) sugar puckering

35,40,104

. This

contrasts with the S-type (C3′exo/C2′-endo) sugar puckering observed for many
nucleoside analogues by crystallography.40 Prior study by gas-phase calculations of
several 2′,3′-dideoxynucleoside analogues indicated that the 5′-hydroxy orientation may
be more flexible than observed for those nucleosides that did not display reverse
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transcriptase inhibition. These 2′,3′-dideoxynucleoside analogues indicated a higher
propensity for the gaucheˉ 5′-hydroxy orientation.39 Study of the 2′,3′-dideoxynucleosides
by gas-phase ion spectroscopy, and comparison to the canonical DNA and RNA
nucleosides, allows for detailed examination of the impact of the 2′- and 3′-hydroxy
substituents on the orientation of the 5′-hydroxy moiety and sugar puckering on
protonated nucleoside structure.
1.5 Tandem Mass Spectrometry
Mass spectrometry is an extraordinarily powerful analytical tool allowing for the
accurate determination of the mass-to-charge (m/z) ratio of an ion. At its most basic level,
this data can be used to identify the elemental composition of an ion, and with careful
experimental control its concentration in a sample. Careful experimental control and
clever experimental designs also allow for detailed study of the intrinsic properties of an
ion in the high vacuum, controlled environment of a mass spectrometer.105-108
Tandem mass spectrometry (MSn), involving multiple stages of mass selection and
mass analysis, can allow for further identifying information to be extracted about an ion.
A general scheme of a tandem mass spectrometry experiment is shown in Figure 1.7.
Activation of a precursor ion via ion-molecule reactions, collision-induced dissociation,
photodissociation, or some other process is commonly employed between stages of mass
analysis. Determination of the elemental composition of resulting product ions, in
conjunction with data regarding the precursor ion, provides more detailed information
regarding the precursor ion, generally related to its chemical structure, or stability. In a
typical MSn experiment, precise control over the activation method is not necessary, as
the primary goal is to induce fragmentation. However, carefully controlling the energy
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available to collision-induced dissociation, or the frequency of light used for
photodissociation, can allow for more detailed information to be extracted regarding ion
stability or structure.
This thesis work contributes to the development of instrumentation for IRMPD
action spectroscopy and methods for the analysis of IRMPD spectroscopic data. The
development of an experimental setup for infrared multiple photon dissociation (IRMPD)
action

spectroscopy,

a

frequency-dependent

photodissociation

tandem

mass

spectrometry technique, is detailed in Chapter 2. Software tools and scripts were also
developed to facilitate several aspects of the complimentary theoretical calculations and
data analysis that greatly assist in the analysis of these tandem mass spectrometry
experiments and are detailed in Chapter 3. The use of IRMPD action spectroscopy to
characterize the gas-phase structures of the protonated modified nucleosides described
in Section 1.4 is also detailed in Chapter 4 and in Chapter 5.
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Figure 1.1
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Figure 1.1 Structure of uridine-5′-monophosphate, a mononucleotide of RNA,
delineated to also display the structure of uridine, the corresponding
nucleoside (omitting the phosphate moiety shown in green), and the uracil
nucleobase (further omitting the sugar ring shown in blue).
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Figure 1.3
tRNA
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Figure 1.3 Example of a tRNA used by the ribosome for translation of an mRNA
to a protein with the locations of 4-thiouridine and 2-thiouridine shown. The
location(s) of the cytidine residue 4-thiouridine may crosslink with upon UV
irradiation is shown. Also shown is an example of the codon:anticodon
interaction region, which is important to understand the role of 2-thiouridine in
the wobble position.109
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Figure 1.4
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Figure 1.5
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Figure 1.6
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Figure 1.7
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Figure 1.7 General scheme for a tandem mass spectrometry experiment. A
sample is converted to gas-phase ions, an ion of interest is isolated, activated
by one of several techniques, then the resulting product ions are mass
analyzed.
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CHAPTER 2 TOOLS FOR IRMPD ACTION SPECTROSCOPY
Portions of this chapter were reprinted with permission from reference 151: Hamlow, L.
A.; Zhu, Y.; Devereaux, Zachary J.; Cunningham, N.A.; Berden, G.; Oomens, J.; Rodgers,
M. T. J. Am. Soc. Mass Spectrom. 2018, 29, 2125. Copyright 2018 American Society for
Mass Spectrometry.
2.1 Infrared Multiple Photon Dissociation (IRMPD) Action Spectroscopy
In a tandem mass spectrometry experiment, photodissociation can offer several
advantages over other activation methods. Photodissociation is also a relatively unique
activation method in that it requires the ion of interest to contain a suitable chromophore
that is sensitive to the frequency of the exciting photons. The identity of the
chromophore(s) can allow for ultraviolet (UV) photodissociation,110 which excites ions
electronically, or infrared (IR) photodissociation,111 which excites ions vibrationally. The
frequency dependence of the chromophores within an ion also allows for spectroscopic
measurements to be made. The low number density of ions within a mass spectrometer
prevents detection of absorption by transmission. However, detection of the products of
photodissociation, fragment ions, allows for action spectroscopy experiments to be
performed. The energy available for activation is also readily tunable, not only by the
frequency of light used, but also by the irradiation time or laser power. The use of gasphase ions offers compelling advantages for spectroscopy by removing matrix effects.
The ability to trap ions in the mass spectrometer allows for acquisition of spectra for
species that would be difficult to acquire in more traditional gas-phase spectroscopic
experiments.
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Infrared ion spectroscopy has become an important tool in the study of intrinsic
gas-phase structures over the last thirty years.112-115 Specifically, infrared multiple photon
dissociation (IRMPD) action spectroscopy has found substantial use thanks to the efforts
of several free electron laser facilities.116-120 An experimental workflow for IRMPD action
spectroscopy experiments is illustrated in Figure 2.1. The ions of interest are isolated
and irradiated by an IR laser that vibrationally excites the ion. If the ion contains an
appropriate chromophore for the frequency of the irradiating IR laser the ion may
photodissociate by infrared multiple photon dissociation (IRMPD) as described below,
after which a tandem mass spectrus is collected. Tandem mass spectrum of the ion of
interest is collected across the IR frequency range examined. Intensities of the precursor
(Ip) and fragment ions (If) are converted to an IRMPD yield via Equation 2.1, corrected
for frequency-dependent variations in laser power, and plotted against IR frequency to
generate an IRMPD action spectrum.
IRMPD yield= � Ifi ��Ip + � Ifi �
i

i

(2.1)

2.1.1 IRMPD Mechanism

The first requirement for IRMPD is a resonant vibrational mode (a chromophore),
which allows the ion of interest to absorb energy from the incident IR photon into the
resonant vibrational mode. Ideally this now energized vibrational mode will lead to
dissociation of the relevant bond. However, a single IR photon typically does not deposit
enough energy into the resonant vibrational mode to exceed the dissociation threshold of
a room temperature ion. Unfortunately, due to the anharmonicity present in real
vibrational modes, there is a limit to the number of photons that can be absorbed by the
resonant vibrational mode before it is no longer resonant. Luckily, intramolecular
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vibrational redistribution (IVR)121 occurs more rapidly than the typical IR laser systems
used for IRMPD can pump energy into the ion. As the name suggests, IVR redistributes
the energy absorbed by the resonant vibrational mode into the bath of background
vibrational modes available in the ion,122 returning that vibrational mode to a state that is
again resonant and capable of absorbing another photon. This process is typically
repeated tens to thousands of times for each ion, slowly increasing the internal energy of
the ion until the dissociation threshold is reached or exceeded.123 This slow heating
typically results in dissociation along the lowest energy pathway. Different levels of
anharmonicity present in the resonant vibrational modes, compounded with the multiple
photon nature of the technique, can result in changes in the measured IRMPD yield and
even shifts the resonant frequencies when compared with the linear IR spectra predicted
by theoretical calculations based on the harmonic approximation. Despite this,
comparison of an experimental IRMPD action spectrum and predicted IR spectra has
proven

to

be

a

robust

method

for

characterization

of

gas-phase

ionic

species.112,113,115,118,124-131
2.1.2 IR Fingerprint Region Experimental Method
The modified nucleosides 2-thiouridine, 4-thiouridine, and 2′,3′-dideoxythymidine
were purchased from Carbosynth (San Diego, CA, USA). 2′,3′-Dideoxyadenosine,
2′,3′-dideoxyguanosine, 2′,3′-dideoxycytidine, and 2′,3′-dideoxyuridine were purchased
from Chem Impex (Wood Dale, IL, USA). Adenine arabinoside and guanine arabinoside
were purchased from Metkinen (Kuopio, Finland). Cytosine arabinoside and uracil
arabinoside were purchased from Sigma Aldrich (Zwijndrecht, The Netherlands and St.
Louis, MO, USA).
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IRMPD action spectra in the IR fingerprint region were measured using a custombuilt 4.7 T Fourier-transform ion cyclotron resonance mass spectrometer (FT-ICR MS) at
the FELIX facility in Nijmegen, The Netherlands, coupled to the FELIX free electron laser
(FEL, 10 Hz repetition rate, bandwidth 0.3% of the central frequency, energy up to 70
mJ/pulse).105 A schematic of this experimental setup is shown in Figure 2.2. Solutions of
the ions of interest were diluted to ~1 mM in 50%:50% methanol:water and acidified by
~1% acetic acid. However, due to the low basicity of uridine and its analogues, between
1 and 10% HCl was used instead of acetic acid to generate adequate ion intensities for
the uridine analogues. The solutions were sprayed by a “Z-spray” electrospray ionization
(ESI) source at a flow rate of ~10 µL/min, with assistance from N2 nebulizing and heating
gas flows to generate the protonated ions of interest. Ions enter the first vacuum stage
orthogonally through a skimmer cone and are then orthogonally sampled into a hexapole
ion guide. Ions are accumulated by the hexapole ion guide before injection into the ICR
cell through a quadrupole-bender and octopole ion guide. Stored waveform inverse
Fourier transform (SWIFT) techniques are used to isolate the ions of interest in the FTICR cell where they are subsequently irradiated by the FEL for several seconds before
mass analysis and detection in the FT-ICR cell. Tandem mass spectra are acquired at 45 cm-1 steps over the frequency range of ~600–1900 cm-1. Intensities of the resultant
fragment ions and remaining precursor ions are extracted from these tandem mass
spectra and shown in Figure 2.1 as a precursor depletion spectrum in blue and fragment
appearance spectrum in red. The IRMPD yield is calculated by Equation 2.1 and
corrected for the observed frequencies and frequency-dependent power across the range
measured and is plotted in grey in Figure 2.1. The IRMPD action spectrum in the
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hydrogen-stretching region of protonated adenine arabinoside was also measured using
this 4.7 T FT-ICR MS, coupled to a table-top OPO laser system (LaserVision, Bellevue,
WA, 10 Hz repetition rate, bandwidth 3 cm-1, energy up to 15 mJ/pulse). The output power
of this OPO system was sufficiently constant across the 3300–3800 cm-1 frequency range
studied as to not require correction for frequency dependent variation in the laser power.
2.2 Optical Parametric Oscillator/Amplifier Laser System
The LaserVision (Bellevue, WA, USA) OPO laser system is commonly used in
infrared ion spectroscopy instrumental set ups, such as for the IRMPD spectroscopy
experiments in the hydrogen-stretching region performed at the FELIX facility and the
Rodgers laboratory and described in Section 2.1.2. The LaserVision OPO offers enough
power for IRMPD with the appropriate pump laser, a broadly tunable frequency range,
and a reasonably narrow bandwidth. An extension into the IR fingerprint region is also
available for the system, although the power drop in the IR fingerprint region is large
enough to prevent IRMPD from being as routinely effective. External control of the output
frequency is straightforward through a series of LabVIEW™ subVIs provided with the
system. These subVI communicate over TCP/IP with a dedicated control unit provided
with the LaserVision OPO system.
The OPO system provided by LaserVision consists of an optical parametric
oscillator and optical parametric amplifier (OPA), shown schematically in Figure 2.3, and
is designed to be pumped by an external Nd:YAG laser at the fundamental frequency of
1064 nm. A Continuum Surelite III EX Nd:YAG laser (San Jose, CA, USA) is installed in
the system described here and can deliver up to ~7 W of power at 1064 nm at a 10 Hz
repetition rate of 7-9 ns pulses. The beam is steered into the entrance of the OPO system
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by two 1” Nd:YAG laser line mirrors (Thorlabs, Newton, NJ, USA). As shown in Figure
2.3 the beam first passes through an iris diaphragm and telescope to resize it, before a
2:1 beam splitter directs 33% of the power towards the optical parametric oscillator and
66% towards the optical parametric amplifier. Rotating half-wave plates intersect both
paths allowing for independent control over laser power in each pathway. On the oscillator
beam path, the Nd:YAG fundamental is frequency doubled to 532 nm and any remaining
1064 nm light is filtered out. The oscillator stage itself is comprised of two counter-rotating
potassium titanyl phosphate (KTP) crystals and results in three outputs: the 532 nm
pump, 710–880 nm (near IR) and 2.1–1.35 µm (intermediate IR). The 532 nm and near
IR components are filtered out and the intermediate IR is sent to the OPA stage. In the
amplifier stage the intermediate IR interacts with the remaining 66% of the original 1064
nm pump beam, and is amplified, with a mid IR component (2.2–5.0 µm) generated by
difference frequency generation in two stages by two pairs of counter-rotating potassium
titanyl arsenate (KTA) crystals. The residual 1064 nm pump is removed to a beam dump
and a stack-of-plates Si polarizer is used to select either the intermediate IR or mid IR
components at the exit of the enclosure. The mid IR can be scanned from 1970–4690
cm-1 with a bandwidth of ~3–4 cm-1 and 50–170 mW of power. The power of the IR beam
can be further tuned by adjusting the power of the Nd:YAG pump or adjusting the rotating
half-wave plates at any given output frequency.
2.2.1 Beam Paths and Enclosures
The LaserVision OPO system relies upon a Class IV Nd:YAG laser, the Continuum
Surelite III EX, of which the fundamental 1064 nm output is invisible and extremely
dangerous without the appropriate safety gear. The IR output of the OPO is also fully
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capable of burning items in the beam path under sustained irradiation. To maintain a
practical level of safety in a laboratory designed for mass spectrometers, it was important
that the laser system be housed in an appropriate enclosure. In addition to the safety
concerns, the mid IR beam used for IRMPD experiments lies within the
hydrogen-stretching region, which is particularly prone to absorption by water vapor in the
air, and as such would ideally be transmitted in a relatively inert atmosphere to preserve
laser power. To meet reasonable safety requirements for the laboratory environment,
enclose the beam path for atmospheric purging, and maintain access to the OPO system
a series of enclosures shown in Figure 2.4 were constructed.
The enclosure for the Nd:YAG pump laser and OPO system is based upon a 4’x6’
2.5” thick optical breadboard from Newport with ¼”-20 tapped holes on a 1” grid across
the top surface for mounting of optical components. The enclosure was constructed from
T-slot extruded aluminum (Extruded Aluminum Fabricators, Ferndale, MI, USA) to fit
snugly to the outside of the breadboard and result in the output of the OPO at roughly the
height of the beam inlet for the FT-ICR MS, the height of which is fixed. Inexpensive
Sintra® panels are mounted within the T-slots of the extruded aluminum frame, with
rubber gaskets to provide sealing for region B, shown in Figure 2.4. A laser curtain and
removable black aluminum sheet provide access to the OPO and Nd:YAG head,
respectively, in region A of Figure 2.4. In areas with higher risk for accidental ablation,
such as beyond the Nd:YAG output, a small panel of black Trespa® was added to protect
the relatively fragile Sintra® panels. The internal wall separating regions A and B in this
enclosure allows for immediate introduction of the mid IR output to a relatively inert
environment of dry N2 gas and drastically reduces the size of the enclosure that needs to
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be sealed. The optics in region B are accessible via double doors at the end of the
enclosure, constructed from T-slot aluminum extrusions, Sintra® panels, and rubber
seals.
An optical shutter (SH05, Thorlabs) is placed at the entrance of region B and is
commanded by the currently active mass spectrometer to only open during a defined
activation window. Initial alignment of the OPO with the two mass spectrometers is done
with the 532 nm pump of the OPO stage after removing the 532 nm filter and turning off
the 1064 pump power to the OPA. This beam is an intense green and reasonably well
aligned with mid IR output, providing good visibility and straightforward alignment. More
precise alignment is done by blocking this intense 532 nm light and using the small
amount of 532 nm light produced by interaction of the 1064 nm pump in the OPA stage,
which is much better aligned with the mid IR output. This beam is much weaker and
typically requires a relatively dark room for visibility. Unfortunately, neither of these visible
532 nm beams share the same beam divergence as the mid IR output, and are therefore
not useful measures of focus, which is instead estimated by a mid IR liquid crystal card
or sheet.
As the two mass spectrometers connected to this laser system are located on
either side of the large enclosure, two smaller enclosures (C and D in Figure 2.4), based
upon 30”x30” aluminum optical breadboards (MB30, Thorlabs) and constructed from
T-slot aluminum extrusions, were designed. These enclosures contain the focusing optics
appropriate for the corresponding mass spectrometer and are just large enough to also
house Synrad Firestar v40 CO2 lasers. These CO2 lasers produce a fixed 10.6 µm
wavelength infrared beam with up to 40 W of power allowing for access to most organic
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molecules for general purpose IRMPD, but not action spectroscopy. As the CO2 lasers
pose a greater hazard to the enclosure panels, with much greater power, focus, and a
more appropriate wavelength, each of these smaller enclosures use Trespa® side and
top panels. Both mid-IR beam paths use 2” protected gold optical mirrors due to the
relatively large beam size. Flat mirrors from Thorlabs are used to steer the beam path,
with an appropriate focusing mirror towards the end of each beam path, circled in green
on Figure 2.4, to produce a suitable beam width at the respective ion clouds.
2.3 Bruker amaZon ETD Quadrupole Ion Trap Mass Spectrometer (QIT-MS)
The 3D quadrupole ion trap offers several advantages as a mass spectrometry
platform for IRMPD. The primary advantage of the QIT-MS for IRMPD is the trapping of
the ion cloud for extended periods of time and fragmentation events occurring directly
within this trapping volume. A trapped ion cloud allows for reasonably long irradiation
times of the ion cloud, such that photodissociation can be observed even for relatively
weak chromophores. The QIT-MS also benefits from relatively high pressures (~1 mTorr)
of an inert gas, typically He, in the trapping volume. The presence of the inert gas
improves trapping efficiency by collisional cooling of the ions thereby reducing the kinetic
energy they acquire from the RF field responsible for trapping them, but also helps focus
the ion cloud within the trapping volume. The smaller ion cloud then allows for excellent
overlap with an incident laser to be achieved, which can result in shorter irradiation times,
and therefore shorter experiments or the opportunity for more signal averaging in a given
period of time. Unfortunately, interactions with the buffer gas in the ion trap cool not only
the kinetic energy, but also the internal energy, which works against IRMPD activation.
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The Bruker amaZon ETD QIT-MS used in this work generates ions with an Apollo
II ESI source, assisted by nebulizing N2 gas, and a countercurrent of heated N2 as a
drying gas with flow rates of ~3.0 L/min. Ions are transferred into the mass spectrometer
by a metallized glass capillary, the entrance of which is biased to ~−4000 V, with the ESI
emitter held at ground. The exit of the metallized glass capillary is biased to ~100−150 V
for injection into the first of two RF ion funnels. Ions leaving the second ion funnel enter
a differential pumping stage and a hexapole ion guide that transmits them into the ion trap
where they are accumulated. The ion trap consists of two end-cap electrodes and a ring
electrode. The primary RF amplitude is applied to the ring electrode to trap the ions, and
an auxiliary RF amplitude can be applied to the second end-cap electrode to excite
trapped ions. The scan sequence of the QIT-MS is shown in Figure 2.5. To begin a scan
the primary RF voltage is turned off to clear the ion trap. The primary voltage is then
turned back on and the gate lens is opened to allow ions to accumulate in the trap. An
isolation delay can be configured with only the primary RF active to allow for ions to cool
through interactions with the buffer gas. The primary RF and auxiliary RF are then used
to isolate the ion of interest, followed by a delay with only the primary RF active to allow
the ions to cool again before activation. Shown in Figure 2.5 is the use of the auxiliary
RF during the activation window for CID, however, this segment can also be used for
other activation methods including electron transfer dissociation (ETD) or IRMPD in the
present set up. A further delay can be added after activation, before the ions are finally
scanned out of the ion trap by the primary and auxiliary RF for mass analysis.
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2.3.1 Instrument Modifications
Physical modification of the Bruker amaZon ETD platform for acceptance of an
incident laser was quite straightforward. A vacuum flange with two through holes for
mounting of two optical windows, and M6 blind tapped holes on a 1” grid was purchased
from Bruker. Either ZnSe or BaF2 windows can be used to provide access for the mid IR
output of the OPO, but 1” ZnSe windows from Thorlabs are used here to also allow for
transmission of the 10.6 µm output from a CO2 laser. A second ion trap assembly was
also purchased from Bruker with a modified ring electrode with two holes machined
through the center of the electrode and aligned vertically within the ion trap assembly.
The optical windows on the vacuum flange are aligned with the ion trap assembly such
that one of the windows is aligned with the additional holes through the ion trap. A custom
mirror mount was also purchased from Bruker. This mirror mount locates two ½” protected
gold mirrors (Thorlabs) beneath the ion trap assembly in the vacuum chamber to redirect
the laser path out of the second window to a beam dump. This assembly is shown overlaid
on a cutaway view of the QIT-MS in Figure 2.6 with the laser path.
To mount the optical windows to the modified vacuum flange a custom holder was
machined from Delrin™ to mate with the vacuum flange. This holder maintains alignment
of the windows and applies gentle pressure to the two Viton® CF gaskets (for 1.33” CF
flanges) that sandwich the optical window. The vacuum in the instrument creates an
adequate seal with the bottom gasket and window to allow the instrument to operate at
~3.75x10-6 Torr, nearly the same pressures as the trap assembly without windows or
through holes.
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2.3.2 Hardware Synchronization
Synchronization of timing between firing of the Nd:YAG pump laser, scanning of
the mass spectrometer, and the optical shutter is important to ensure that only the ions
of interest are irradiated. Synchronization of the optical shutter with the QIT-MS activation
segment, shown in Figure 2.5, is accomplished via TTL signal from the auxiliary
connector of the QIT-MS. This TTL signal is set to be active-high during a chosen
activation segment and can be configured via the QIT-MS web interface or via the XML
interface discussed in greater detail in the following section, Section 2.3.3. The TTL
signal is optically isolated via the circuit shown in Figure 2.7 to ensure it has enough
power to trigger the optical shutter and allow the mid IR beam into the ion trap.
Synchronization between the scan sequence of the QIT-MS and firing of the
Nd:YAG is also accomplished via TTL signal. An active-low TTL signal associated with
the flashlamp discharge of the Nd:YAG laser, offset by approximately 100 ns, is converted
to active-high via the circuit depicted in Figure 2.8. This signal is then passed into the
auxiliary interface of the QIT-MS. The QIT-MS can be configured to wait between
individual scans such that receiving the active-high TTL signal from the Nd:YAG starts
the next scan sequence from segment 1 in Figure 2.5. This timing synchronization
ensures that the same number of laser pulses are present within the activation window of
each tandem mass scan acquired. Both TTL synchronization signals are monitored on a
digital oscilloscope to verify the length of the activation segment and the number of laser
pulses per segment.
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2.3.3 Data Acquisition Software
During an IRMPD experiment, control of the QIT-MS is handled by the Bruker Trap
Control software in a nearly identically manner to a typical CID experiment. The only
change in the configuration of Trap Control during an IRMPD experiment versus a
standard CID experiment is that the auxiliary RF activation energy is kept at 0.00 V for
the activation segment used for IRMPD. Without RF activation the trapped ions remain in
the center of the trap, thereby enhancing overlap with the laser. A data point at a given
IR irradiation frequency is typically comprised of several averaged tandem mass scans.
During a typical IRMPD experiment 10-15 scans are averaged. The number of scans
averaged can be readily adjusted via the Trap Control interface. During a single tandem
mass scan several activation segments, up to 10, can be utilized with mass isolation steps
between each step and IRMPD can be activated for any of the steps via the web interface.
Activating IRMPD for more than one segment is generally not useful as the OPO cannot
be scanned meaningfully between activation segments but could be useful for two laser
experiments. The use of multiple segments allows multiple activation methods to be used
during a single experiment such that the IRMPD action spectrum of product ions of CID
or electron transfer dissociation (ETD) could be measured.
Custom LabVIEW™ software was developed to manage synchronization between
the OPO and QIT-MS and control scanning of the OPO output frequency. This software
communicates with Trap Control via the XML interface accessible with the Trap Control
service mode, and with the LaserVision OPO via LabVIEW™ drivers supplied with the
system. Custom LabVIEW™ subVIs were acquired from Bruker (courtesy of Christoph
Gebhardt) and are used to create and save custom XML files to a local directory
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monitored by Trap Control, containing commands for the configuration of the QIT-MS.
These XML commands are not limited to those options available on the Trap Control
interface. Control over the activation window length and He pressure, for instance, are
more customizable via the XML interface than by the Trap Control interface. This XML
interface is also used to configure the QIT-MS to both generate the TTL output during a
selected activation window, as well as accept the TTL input from the Nd:YAG flashlamp
discharge, allowing for hardware synchronization between the QIT-MS and OPO to be
established. The XML interface also configures Trap Control to pause at the end of each
averaged scan and wait for a specific XML command before beginning acquisition of the
next averaged scan. This software synchronization mode allows the OPO to scan to the
next output frequency before triggering acquisition of the next averaged scan. However,
this mode is somewhat problematic as it can make Trap Control appear unresponsive if
it does not receive the correct XML trigger to acquire the next set of scans. Therefore, a
timeout is typically set for this mode. In a normal IRMPD experiment this timeout is set to
~3 min, which is sufficiently long that there is little risk of the timeout removing the software
synchronization in the middle of acquiring a spectrum. This timeout is also long enough
that the OPO has enough time to scan to the starting frequency after software
synchronization and the OPO scan are started.
Hardware synchronization with the Nd:YAG and optical shutter is typically
established well before an experiment begins as it has little impact on the operation of the
QIT-MS. Triggering of the optical shutter by the QIT-MS is also required for
photodissociation when tuning irradiation time and/or laser power to prevent irradiation of
the ion cloud before the ion of interest is isolated. In a future version of Trap Control, a
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separate TTL signal might be sent from the QIT-MS upon collection of a data point and
passed into the software to trigger the OPO to move to the next frequency. However, with
this feature unavailable in the current version of Trap Control a timed loop is instead used
to trigger scanning of the OPO. Therefore, before software synchronization is established
the acquisition of a full averaged data point under the full experimental conditions is timed
for input to the OPO scan. After acquisition of the averaged tandem mass scans at each
IR frequency across the region of interest, the resulting data file is processed in the Bruker
Data Analysis software by a custom Visual Basic script modified slightly from that of
Martens et. al.128 This script extracts the precursor and fragment ion intensities and the
OPO frequency at each data point, and sends the OPO frequency to Trap Control with
the XML trigger. This data is then written to a comma-delimited file for any further analysis
or processing in separate graphing software.
2.3.4 QIT-MS IRMPD Performance
Several operational parameters for IRMPD in the QIT-MS are the neutral gas
pressure, laser power, laser irradiation time, and laser overlap with the ion cloud. The He
gas pressure within the trap is regulated through the primary gas controller (GCHe), which
can be used to provide 0 to 100% gas flow through a proportional valve. Typically, GCHe
values of ~20% correspond to an increase in background pressure of 0.75x10-6 Torr vs.
the background pressure of ~3.00x10-6 Torr with no He introduced to the trap. To examine
the effects of this pressure on IRMPD yield, spectra of protonated tryptophan (a well
characterized system)128,132 were collected while varying GCHe from 5 to 80% (Figure
2.9). Reduced collisional cooling at low pressures resulted in higher dissociation yields,
but reduced trapping efficiency, and led to greater noise. As pressure in the trap

41
increased, the IRMPD yield decreased in concert with the noise, though not linearly
across the pressure range. A pressure-dependent balance of IRMPD yield and noise was
found for GCHe values of ~25% for this QIT MS instrument. Ion intensity also plays an
important role in determining the signal-to-noise ratio of the IRMPD yield and can be
improved by increasing GCHe up to a limit after which ion intensities may decrease. It is
important to note that the very small feature observed in Figure 2.9 around 3300 cm-1
was still observable until around ~60% GCHe and decreases very little from ~20% GCHe.
Below ~20% GCHe the size of this small feature is comparable to the noise making it
difficult to distinguish. Likewise, at GCHe > 60%, the feature observed at ~3300 cm-1 is
small enough to be indistinguishable from noise. Conveniently, the calibrated GCHe value
under the ‘maximum resolution’ scanning mode built-into Trap Control is typically ~25%.
Therefore, manual changes to GCHe via the XML or service interface are generally limited
to systems that are either difficult to fragment or are found to undergo fragmentation
without irradiation. For systems such as protonated tryptophan that undergo very facile
dissociation, where there may be notable fragmentation of the reactant ion prior to
irradiation, increasing the He pressure beyond ~20% was helpful to increase collisional
cooling. For systems where IRMPD is less efficient, slightly decreasing the He pressure
in the trap was found to enhance the IRMPD yield, but at a cost of increased noise. While
He pressure in the trap certainly affects the resultant IRMPD action spectrum, there
appears to be a reasonably wide range of pressures over which its effects are subtle.
Small features remained distinguishable as pressure was increased until approximately
60% GCHe, whereas noise is reduced to a greater degree until about 50% GCHe.
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Figure 2.10 displays a series of IRMPD spectra of protonated 2-thiouridine,
[s2Urd+H]+, in the hydrogen-stretching region collected at different laser powers and
irradiation times that demonstrate the importance of tuning the energy available for
dissociation. Operating at full laser power resulted in saturation of the two most intense
features and significant broadening of all features. Decreasing the irradiation time and
laser power until the most intense peak has ~50% IRMPD yield results in even more
substantial peak narrowing, increases the signal-to-noise ratio, and reduces the chance
of fragmenting the precursor ion to its limit resulting in more reliable relative intensities.
In the current work, reduction of the OPO power from 127 mW to 60 mW at 3500 cm-1
enabled acquisition of spectra exhibiting much narrower features, while also reducing
peak saturation and retaining the less intense features observed at higher power.
Laser power and irradiation time were found to have a greater effect on the IRMPD
spectrum acquired than He pressure, while also being more straightforward to tune. The
available power from the OPO used here was more than sufficient for the collection of
spectra over the hydrogen-stretching region of the protonated nucleosides examined in
this work. Use of the maximum OPO power available can result in poorer representation
of relative intensities for the major features and subsequent peak broadening. Irradiation
time is more limited in adjustment and does not appear to have as substantial an impact
as laser power. As observed for He pressure, both major and minor spectral features are
often distinguishable across a wide range of power and irradiation times. This flexibility
allows an IRMPD spectrum to be acquired that displays features that are close to the
dissociation threshold alongside those that are well above it. Collection of a spectrum
under multiple conditions affords the opportunity to either splice spectra together after
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correcting for the relative energy available for dissociation or create overlays to highlight
a feature that may otherwise be difficult to distinguish. Choosing appropriate conditions
is also critical to feature width, which can have a large impact on the ease of spectral
interpretation.
2.3.5 IR Hydrogen-Stretching Region Experimental Method
The modified Bruker amaZon ETD QIT-MS described here was used to measure
the IRMPD action spectra in the hydrogen-stretching region for all of the protonated
nucleoside analogues discussed in Section 1.4 except for protonated adenosine
arabinoside, the acquisition of which was discussed in Section 2.1.2. The gas-phase
protonated nucleoside analogues examined here were generated by ESI from ~20 µM
solutions of the nucleoside analogue of interest in 50%:50% methanol:water that was
acidified by ~1% acetic acid, and introduced to the ESI source at a flow rate of 3.0 µL/min.
The ESI emitter is held at ground potential versus a counter electrode held at −4.5 kV and
assisted by a nebulizing N2 gas flow at 3.0 L/min. Large droplets and neutrals are rejected
by a counter-current of heated N2 gas flowing around the inlet capillary, which also assists
in desolvation. Ions are transferred into the mass spectrometer by this metallized-glass
inlet capillary and injected into the first of two RF ion funnels. Following the second ion
funnel ions are transferred into and accumulated in the 3D quadrupole ion trap. Within
the ion trap the ions of interest are mass isolated before irradiation by the LaserVision
OPO. The isolated protonated nucleoside analogues were irradiated for 0.1 to 2 seconds
to produce ~50% dissociation of the precursor ion at the most intense spectral feature.
The IRMPD action spectra were collected from 3300−3800 cm-1 at increments of 4 cm-1.
The frequency dependent power of this OPO system was sufficiently linear across the
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frequency range measured such that application of a frequency-dependent power
correction was unnecessary.
2.4 Bruker SolariX Fourier-Transform Ion Cyclotron Resonance Mass Spectrometer
(FT-ICR MS)
The Fourier-transform ion cyclotron resonance mass spectrometer (FT-ICR MS) is
also a particularly capable platform for IRMPD action spectroscopy. The greatest
advantage of the FT-ICR MS for IRMPD action spectroscopy is the ultra-high vacuum
present in the trapping region, which for the Bruker solariX FT-ICR MS discussed here is
~10-10 Torr. The intense magnetic field within the ICR cell also allows for extremely long
trapping times. The ultra-high vacuum in the ICR cell renders counter-productive
collisional cooling during an IRMPD experiment largely irrelevant, unlike that observed in
the QIT-MS. Longer trapping times are also important as the overlap between the incident
laser and the ion cloud is more difficult to optimize given the much larger ion cloud in
comparison to the QIT-MS. A potential drawback of the FT-ICR MS platform, particularly
with respect to the QIT-MS, is the inherently greater complexity in both instrumentation
and software control that can make IRMPD experiments more challenging to technically
implement and perform.
Ions are generated in the solariX FT-ICR MS by an Apollo II ESI source assisted
by nebulizing and counter-current N2 gas with flow rates of ~3.0 L/min each. Ions are
transferred into the mass spectrometer by a metallized glass capillary the entrance of
which is biased at ~−4000 V vs the ESI emitter. Ions are injected orthogonally by the
glass capillary, the exit of which is biased to ~−150 V, into the first of two ions funnels that
collect and transmit the ions to an RF octopole ion guide leading to a quadrupole mass
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filter. An initial stage of mass analysis can be performed in the quadrupole mass filter,
before the ions are injected into the collision cell where CID or ETD can occur. Ions are
then transferred into the ICR cell by a hexapole ion guide. Within the ICR cell several
stages of mass isolation and fragmentation can occur before the ions are mass analyzed
and detected within the ICR cell.
2.4.1 Instrument Modifications
The geometry of the FT-ICR MS allows for a straightforward incident laser path
within the ICR cell. As seen in Figure 2.11, the ICR cell resides at the end of the ion path,
serving as both mass analyzer and detector, which leaves the entrance to the ICR cell
readily accessible. Typically, this entrance to the ICR cell, opposite the ion entrance, is
used for an electron capture dissociation (ECD) cathode, and on the Bruker solariX 7T
discussed here this ECD cathode assembly facilitates laser access via a through hole.
This is likely a left over from the design for general purpose IRMPD using a CO2 laser
that was available with the previous version of the Bruker FT-ICR MS platform. This ECD
assembly allows for introduction of the OPO laser to the instrument through a 1.33” CF
BaF2 viewport mounted at the end of the ICR cell vacuum chamber, providing better
transmission of the OPO than the ZnSe windows used by the QIT-MS, but poorer
transmission of the CO2 laser. A 40” focal length, 2” protected gold mirror (Edmund
Optics, Barrington, NJ, USA) focuses the OPO such that the focal point is approximately
8-10” in front of the viewport, resulting in a beam narrow enough to pass through the ECD
cathode without risk of damage to the viewport due to high power density. Alignment of
the OPO with the center of the ICR cell is accomplished using two transparent targets
attached at either end of the magnet bore with the ICR cell vacuum chamber removed
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from the magnet, allowing for alignment of the laser precisely through the center of the
magnet.
To isolate the beam path between the small enclosure described in Section 2.2.1
and the viewport on the FT-ICR MS a telescoping tube was fabricated from 3D printed
seals, bearings, and schedule 40 black polypropylene pipe. The telescoping motion
allows the tube to be installed between the enclosure and bore of the magnet easily while
also providing a reasonably tight fit to the viewport, isolating the beam from atmospheric
water vapor. The end of the tube fits around the CF viewport, which provides some
alignment of the tube to the FT-ICR MS, but a flange was also machined from a
polypropylene sheet to fit snugly in the end of the magnet bore to secure the tube in the
center of the magnet and helping to protect the magnet bore from debris.
2.4.2 Hardware Synchronization
During an IRMPD action spectroscopy experiment the Bruker solariX FT-ICR MS
is operated in a nearly identical manner as typical for mass analysis acquisition. Behind
the Bruker solariXcontrol software, the event sequence of the FT-ICR MS is controlled
via pulse programming through BASIC (Bruker Acquisition Sequence for Instrument
Control). Text files, typically labeled ‘BASIC’, describe the full sequence of events during
a mass analysis via event keywords. Each of these keywords is associated with an event
definition, many of which are accessible through an associated ‘IPSO.properties’ file.
The pulse programming tutorial for the solariX FT-ICR MS provides an example
for the configuration of a custom user event for triggering an external laser via TTL signal
from a specific port on the auxiliary interface on the FT-ICR MS. A copy of the default
‘IPSO.properties’ file was created and named ‘IPSO_IRMPD_ON.properties’. Following
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the pulse programming tutorial, the empty ‘USER_EVENT_1’ was configured as shown
in Figure 2.12, leverages an unused delay variable ‘d25’ to determine the length of this
trigger, and is conveniently available via solariXcontrol, allowing for the irradiation time to
be readily adjusted during the setup phase of an experiment. The commands ‘setnmr4|9’
and ‘setnmr4^9’ turn on and off the TTL signal at the pin corresponding to ‘setnmr4(9)’,
with the delay specified by ‘d25’ inserted between them. This signal is optically isolated
by the circuit shown in Figure 2.13 Passing a TTL signal into the FT-ICR MS is less clear
and not well addressed in the pulse programming tutorial. Fortunately, assistance from
Steve VanOrden of Bruker facilitated the pulse programming of ‘USER_EVENT_2’, also
shown in Figure 2.12. The ‘trigpe1’ command will wait for the positive edge of a signal on
the corresponding pin, with no timeout, effectively pausing the scan indefinitely until the
Nd:YAG signal is received.
A copy of the standard BASIC file (‘BASIC_IRMPD_ON’) was made for injection
of these custom events to prevent tampering with the standard operation of the FT-ICR
MS. ‘USER_EVENT_2’, is inserted before the ICR cell is quenched following the previous
scan, a snippet of which is shown in Figure 2.14. ‘USER_EVENT_1’, is inserted into the
BASIC event sequence immediately after the first automatically generated mass
isolation/fragmentation event, shown in Figure 2.15. If the IRMPD action spectra of a CID
or ECD fragment ion is desired, the custom BASIC file must be modified and selected via
solariXcontrol to change this sequence. The selection of this modified BASIC file and
modification

of

the

‘master.properties’

file

to

point

at

the

modified

‘IPSO_IRMPD_ON.properties’ event definition file is required to configure the FT-ICR MS
for acquisition of an IRMPD action spectrum.
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2.4.3 Data Acquisition Software
Unfortunately, solariXcontrol does not have a readily accessible software interface
for external commands. Therefore, a custom LabVIEW™ program running on the FT-ICR
MS workstation configures a simple timed scan of the OPO across the selected frequency
range at a speed calculated to step approximately one bandwidth of the laser (~4 cm-1)
in the time it takes the FT-ICR MS to acquire a given number of scans. This scan is then
started at approximately the same time as an acquisition is started on the FT-ICR MS,
providing a rough synchronization between their scanning. While the OPO is scanning, a
file is created with the elapsed time and the current frequency for use in creating the
IRMPD action spectrum after the acquisition. The precursor and fragment ion intensities
are extracted from the data file via Visual Basic script in Bruker Data Analysis, parallel to
that used in Section 2.3.3.
2.4.4 FT-ICR MS IRMPD Performance
As discussed previously, the ICR cell provides an excellent environment for
IRMPD action spectroscopy. The high-vacuum in the ICR cell prevents the collisional
cooling found in the QIT-MS. However, the different shape and focusing of the ion cloud
in the FT-ICR MS is expected to result in longer irradiation times. The IRMPD action
spectrum of protonated tryptophan, [Trp+H]+, was acquired on this instrument to verify
both alignment and functionality of the FT-ICR MS as a tool for IRMPD. This spectrum is
compared against a parallel spectrum acquired on the QIT-MS in Figure 2.16. The ions
were irradiated for 2 seconds to acquire the spectrum on the FT-ICR MS, whereas similar
IRMPD yield was achieved with irradiation for 0.5 seconds in the QIT-MS at similar laser
powers. The FT-ICR MS has also been used to acquire a set of spectra for cisplatin
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analogues that could not be acquired on the QIT-MS due to their extremely weak
chromophores.133 The acquisition of these spectra required irradiation times of ~20
seconds, but the same ions were not measurable on the QIT-MS as collisional cooling
during the long irradiation times required prevented photodissociation. Although the
acquisition of an IRMPD action spectrum on this FT-ICR MS platform is somewhat more
challenging, and can take substantially longer, the ability to irradiate for extremely long
times can allow for acquisition of spectra that simply are not possible on the QIT-MS
platform described in Section 2.3.
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Figure 2.1 General workflow for an IRMPD action spectroscopy experiment. The
precursor depletion spectrum and a fragment appearance spectrum are shown
alongside the resultant IRMPD action spectrum.
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Figure 2.2

Figure 2.2 Schematic of the custom-built 4.7 T Fourier-transform ion cyclotron
resonance mass spectrometer coupled to the FELIX free electron laser for IRMPD
action spectroscopy. Alternatively the FT-ICR MS can be coupled to an OPO laser
system (not shown).
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Figure 2.3
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Figure 2.3 Schematic of the LaserVision optical parametric oscillator and optical
parametric amplifier system (OPO). This system is pumped by the 1064 nm output of
a Nd:YAG laser with ~7 W of power. For IRMPD action spectroscopy in the IR
hydrogen-stretching region, the OPO is configured to output light in the range of
1970–4690 cm-1.
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Figure 2.4
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Figure 2.4 Schematic of the custom enclosures and beam paths that service the two
modified commercial mass spectrometers coupled to the LaserVision OPO. Beam
alignment is facilitated by 2” protected gold mirrors, with a single 2” convex focusing
mirror at the end of each path to focus the beam onto the ion cloud.
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Figure 2.5

OPO/OPA Activation

Segments
• 1 Clear Trap
• 2 Ion Accumulation
• 3 Isolation Delay
• 4 Precursor Ion
Isolation
• 5 Fragmentation
Delay
• 6 Ion Activation
• 7 Scan Delay
• 8 Mass Analysis

Activation
Window
Shutter control
10 Hz Nd:YAG

Modified from Bruker amaZon manual

Figure 2.5 The scan sequence of the QIT-MS with important instrument signals
shown with the segments of an individual scan. The activation window used to trigger
an optical shutter is shown in blue and the Nd:YAG flashlamp signal is shown in red.
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Figure 2.6

Figure 2.6 Schematic overview of the modified amaZon ETD quadrupole ion trap
mass spectrometer and electrospray ionization source. The flange to the high vacuum
region has been replaced with a small optical breadboard having two ZnSe windows
for passage of the laser beam into and out of the vacuum region. The ion trap has
been modified with a 2 mm hole machined through the ring electrode, oriented
vertically in the instrument. Mirror mounts have been installed to guide the beam into
and out of the vacuum region.
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Figure 2.7

600Ω

Optocoupler

+5V
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Figure 2.7 Simple optical isolation circuit to isolate the TTL signal from the QIT-MS
during an activation window, and ensure it has sufficient power to trigger an optical
shutter.
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Figure 2.8
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NAND Gate
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SN74LS00

Figure 2.8 Simple circuit to convert the active-low TTL signal corresponding to the
Nd:YAG flashlamp discharge, to an active-high TTL signal suitable for signaling the
start of an acquisition sequence in either the QIT-MS or FT-ICR MS.
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Figure 2.9
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Figure 2.9 IRMPD action spectra of [Trp+H]+ in the hydrogen-stretching region at a
series of He pressures within the ion trap, controlled by the built-in He valve (GCHe)
set from 5% to 80%. Laser power was de-tuned to roughly half of the maximum power
to prevent saturation of the spectral features above 3500 cm-1. Ions were irradiated for
0.5 seconds. The data represent averages of 10 MS/MS scan sequences.
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Figure 2.10

1.0

IRMPD Yield

0.8
0.6

[s2Urd+H]+ IRMPD
2 s, 127 mW
0.5 s, 127 mW
0.2 s, 60 mW

0.4
0.2
0.0
3300

3400

3500

3600

3700

3800

Frequency (cm-1)

Figure 2.10 IRMPD action spectra in the hydrogen-stretching region of [s2Urd+H]+
acquired at different irradiation times and laser powers. The measured feature widths,
relative intensities, and noise demonstrate the importance of choosing appropriate
conditions in obtaining high quality, reproducible spectra that minimize analysis
uncertainty.
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Figure 2.11

IR

Figure 2.11 Schematic overview of the modified solariX Fourier transform ion
cyclotron resonance mass spectrometer. A BaF2 viewport is mounted to the end of the
ICR cell to allow the OPO laser access to the ion cloud.
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Figure 2.12

Synchronize Optical Shutter
# USER_EVENT_1_KEY:
USER_EVENT_1.lines = 1
USER_EVENT_1.1 = “ (d25 setnmr4|9 setnmr4^9) ;initiate IR laser pulse,
d25 = duration “

Synchronize Nd:YAG and MS Scan
# USER_EVENT_2_KEY:
USER_EVENT_2.lines = 1
USER_EVENT_2.1 = “ 10 u trigpe1 ;wait indefinitely for trigger pulse
from Nd:YAG “

Figure 2.12 Custom user event definitions in BASIC to pass out a signal for triggering
the optical shutter during the activation window, and accepting the trigger signal from
the Nd:YAG.
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Figure 2.13
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Figure 2.13 Optical isolation circuit to isolate the activation window TTL signal from
the FT-ICR and ensure it can trigger the optical shutter at the output of the OPO.
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Figure 2.14
;--------------------------------------------------;Initialization Block
;--------------------------------------------------Standard commands
;--------------------------------------------------;Hystar autosuspend Block
;--------------------------------------------------Standard commands
;--------------------------------------------------;Dataset Acquisition Block (“2D” loop
;--------------------------------------------------Standard commands
;--------------------------------------------------;Scan Accumulation Block (NS loop)
;--------------------------------------------------Standard commands
;--------------------------------------------------;Source & Infinity Cell Quench Block
;--------------------------------------------------USER_EVENT_2
ION_QUENCH

Figure 2.14 An example of the placement of ‘USER_EVENT_2’ within the
BASIC_IRMPD_ON file. This configures the scan to wait for the trigger from the
Nd:YAG before quenching the ICR cell following the previous scan.
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Figure 2.15

;--------------------------------------------------;Ion Accumulation Block (end)
;(repeat Accumulation blocks for Source, Collision Cell, Infinity Cell)
;--------------------------------------------------Standard commands
;===========================================================
; INTERNAL MS/MS
; --> Possible Events automatically generated
; 1) INFINITY_CELL_ISOLATION
; 2) PULSED_VALVE_1, PULSED_VALVE_2 (for post-isolation/pre-SORI)
; 3) SORI
; 4) ECD
;===========================================================
INTERNAL_MSMS
USER_EVENT_1

Figure 2.15 An example of the placement of ‘USER_EVENT_1’ within the
BASIC_IRMPD_ON file. This places the IRMPD activation window immediately after
the first MS/MS event configurable from the solariXcontrol user interface.
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Figure 2.16
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Figure 2.16 IRMPD action spectra of protonated tryptophan, [Trp+H]+ collected on the
Bruker amaZon ETD QIT-MS and Bruker solariX FT-ICR MS.
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CHAPTER 3 DEVELOPMENT OF SOFTWARE AND SCRIPTS FOR ANALYSIS AND
AUTOMATION OF COMPUTATIONAL CHEMISTRY CALCULATIONS
3.1 Computational Chemistry Calculations
Computational chemistry is an extremely valuable tool in the analysis of
experiments probing the intrinsic properties of molecules such as the spectroscopic
experiments described in Chapter 2. The analysis of an IRMPD action spectrum typically
relies upon many geometry optimization and frequency analysis calculations followed by
comparisons with those calculated vibrational frequencies. To provide useful
spectroscopic comparisons for the analysis of an experimental IRMPD action spectrum a
conformational search process is used to broadly explore the potential energy landscape
and find stable, low-energy conformers that can be further optimized, and their vibrational
frequencies calculated. An overview of the conformational search and optimization
process used in this work is shown in Figure 3.1.
3.1.1 Conformational Search
To inexpensively explore the conformational space available to an ion of interest,
a molecular dynamics simulated annealing based conformational search is performed
using molecular mechanics. Molecular mechanics uses a parameterized force field to
simulate Newtonian molecular motion. The simulated annealing procedure simulates
heating of the ion, allowing it to equilibrate at an elevated temperature and explore
conformational space accessible at the internal energy available, before slowly cooling it
to encourage relaxation to a low-energy conformation. As molecular dynamics does not
readily allow for bond breaking or bond formation, individual conformers representing
each of the favorable protonation sites of a given protonated nucleoside analogue are
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examined individually. The protonated 2- and 4-thiouridine nucleoside analogues
discussed in Chapter 4 and the arabinose nucleosides examined in Chapter 5 were
parameterized for the molecular dynamics simulations with parameters from the Amber 3
force field in the Hyperchem 8.0 suite of programs.134,135 The 2′,3′-dideoxyribose
nucleosides examined in Chapter 5 were instead parameterized in the Antechamber
program136 using parameters from the ff14SB137 and GAFF138 force fields to examine any
changes in the resulting conformations as a result of parameterization. Each simulated
annealing procedure begins with the simulation temperature at 0 K which is then
increased to 1000 K over 0.3 ps, held at 1000 K for 0.2 ps, and then reduced back to 0 K
over 0.3 ps. At 1000 K there is enough thermal energy in the rovibrational modes of the
ion to facilitate relatively comprehensive exploration of the conformational space available
to the ion.55,57,139-144 This temperature cycling is repeated for at least 300 cycles, and up
to 3000 cycles generating as many candidate conformers as temperature cycles
simulated. The computed energies of each of the resulting conformers are extracted and
can be used alongside automated or manual evaluation of the candidate conformers to
select structurally-unique, low-energy conformers to carry forward for further electronic
structure calculations. Automated methods for selecting unique, low-energy conformers
from the conformational search are detailed in Section 3.5, with manual selection
methods relying heavily upon relative energetics and manual examination and structure
manipulation.
3.1.2 Electronic Structure Optimization and Frequency Analysis
Conformers from the molecular dynamics simulations frequently display structural
features that are obviously not ideal, such as slightly bent aromatic rings. Further, the
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molecular dynamics simulations do not provide vibrational frequencies or accurate
energetics. Although expensive compared to molecular dynamics calculations, electronic
structure calculations can provide a wealth of useful information for detailed study of the
intrinsic properties of a molecule or ion. Amongst the myriad of available electronic
structure methods, density functional theory (DFT) methods tend to be relatively
inexpensive yet still provide reasonably accurate relative energetics and vibrational
frequencies.145 The geometries of the conformers selected from the conformational
search are optimized with the B3LYP DFT functional and a 6-311+G(d,p) basis set; the
vibrational frequencies and Raman intensities are also calculated at this level of theory.
Previous work on protonated nucleosides has demonstrated that this theoretical approach
provides vibrational frequencies in good agreement with the measured IRMPD spectrum,
and represents a good compromise of quality and cost for geometry optimization.51-55
Single point energies are calculated at the B3LYP/6-311+G(2d,2p) level of theory, which
provides better relative energetics than the geometry optimization/frequency analysis
calculations, without significantly increasing the overall cost of the electronic structure
calculations. Relative Gibbs energies at 298 K are calculated by including the zero-point
energy (ZPE) and thermal corrections calculated at the B3LYP/6-311+G(d,p) level of
theory.
3.1.3 Predicted IR Spectra
Inherent to the frequency analyses performed using electronic structure methods
is a harmonic approximation for all of the vibrational modes of the ion. Treatment of these
vibrational modes as harmonic oscillators substantially decreases the cost of the
electronic structure calculations. However, all of the normal vibrational modes of a system
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are affected by differing levels of anharmonicity and if the predicted vibrational
frequencies assume fully harmonic vibrational modes, differences between the predicted
and measured spectral features are expected.105,123,146,147 Fortunately, scaling of the
predicted harmonic vibrational frequencies is a reasonably robust and well accepted
practice for treating predicted vibrational frequencies for comparison to experimental
vibrational spectra.131,148,149 Due to the varying anharmonicity of different vibrational
modes, separate scale factors are selected to treat similar vibrational modes. For
example, in IRMPD action spectroscopy the vibrational frequencies predicted in the IR
fingerprint region (600–1900 cm-1) typically involve heavier atoms than those in the
hydrogen-stretching region (3300–3800 cm-1), and are affected by anharmonicity
differently, such that the two regions are best treated with distinct scale factors to produce
the best agreement between predicted IR spectra and the experimental IRMPD action
spectrum.
Each protonated nucleoside is also affected by anharmonicity uniquely, and as
such is treated individually with an individual set of scale factors to produce the best
agreement with the measured IRMPD action spectrum. The choice of scale factors is an
important component in the analysis of the measured IRMPD spectrum by the predicted
IR spectra, as it can easily introduce non-spectroscopic biases. Therefore, all of the
predicted IR spectra calculated are considered when choosing a scale factor, not just the
most stable among them. However, assignment of a scale factor is further refined
following this initial assessment by considering only those conformers that present the
best agreement with the measured IRMPD spectrum and are low in Gibbs energy. To
facilitate visual comparison with the measured IRMPD spectrum for selection of
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vibrational scale factors, and for analysis of the conformers present in the experiment, the
predicted vibrational frequencies and intensities are convoluted with Gaussian peak
shapes. A full width at half maximum (fwhm) of 20 cm-1 is used in the IR fingerprint region
to best represent the experimental peak widths in this region and a fwhm of 15 cm-1 is
used in the hydrogen-stretching region.
The process of analyzing the experimental IRMPD spectrum by comparison with
the predicted IR spectra to determine those conformers present in the experiments is
shown diagrammatically in Figure 3.2. The major spectral features in each region of a
predicted IR spectrum, typically the most intense and frequently relatively simple features,
are compared with the experimental IRMPD spectrum first. If the major features provide
poor representation of the central frequency and peak shape of the experimental
spectrum, the respective conformer is not relevant to the experiment. Important minor
features to consider are typically less intense and sometimes more complex than major
features. However, some of the most important minor conformers to consider are those
that are unique whether that be a specific protonation site or some other unique structural
feature. As expected, conformers that display good agreement with the major features as
well as good agreement with the position, shape, and intensity of important minor features
are likely the most important conformers in the experiments. Conformers that agree well
with the major spectroscopic features and have good agreement with the position and
shape of minor features, but disagree with the measured intensities of these features, are
generally only expected to be minor contributors to the experiments depending on their
relative stabilities. The nature of the vibrational mode associated with the minor features
that agree well is also important in determining if a conformer contributes to the
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experimental spectrum. Conformers that agree well with the major features, but not the
important minor features, are less likely to be important contributors to the experiment,
especially if they are high in Gibbs energy.
3.2 LabView Graphical Programming Environment
National Instruments LabVIEW™ (laboratory virtual instrument engineering
workbench), is a general-purpose programming environment. LabVIEW™ particularly
excels in data acquisition, analysis, and presentation along with instrument control, with
a great number of diverse built-in tools facilitating these applications. National Instruments
also produces a variety of hardware with built-in driver support in LabVIEW™ that enables
rapid and robust development of computer-instrument interfaces. Some other compelling
advantages of the LabVIEW™ professional development system are the ease of
designing and implementing interactive, intuitive graphical user interfaces (GUI), and the
straightforward creation and distribution of standalone executables and installers.
A typical LabVIEW program, or Virtual Instrument (VI), is comprised of two parts,
a front panel, containing the GUI, and a block diagram, which contains the functions it
performs, represented graphically similarly to a data flow diagram. The front panel relies
upon a system of controls (input), constants (display), and indicators (output), with the
majority of common application controls such as sliders, buttons, text and numeric inputs,
and graphs readily available. Custom controls (XControls) can also be created, allowing
for new GUI functionality beyond the standard controls. The controls, constants, and
indicators on the front panel are represented on the block diagram for use, and properties
such as value, appearance, and behavior can be customized by editing the front panel in
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the development environment or programmatically via property nodes on the block
diagram.
A significant advantage of the LabVIEW™ platform is the ease with which
executables and installers can be generated. A LabVIEW™ executable will run on the
operating system in which it was built, and only requires the appropriate version of the
LabVIEW™ runtime software, and any other necessary components to be installed.
LabVIEW™ installers allow for distribution of the executable, runtime, and any other
required components, greatly improving the user experience, and particularly useful for
instrument control applications where the necessary device drivers can be managed
within in the development environment and distributed with the control software.
3.3 Automation of Management and Analysis of Theoretical Calculations
The preparation of input files for computational chemistry and the extraction of
information from output files largely consists of simple text manipulation and string
parsing. This type of task becomes especially arduous when performed for hundreds to
thousands of files at a time. Further, human errors can be difficult to identify after the
calculation or subsequent analysis. A preliminary attempt to automate parsing of the
output files from electronic structure calculations was developed as a simple bash script,
compatible with the Unix environment of the Wayne State University Grid where the
electronic structure calculations are performed.
In order to expand the functionality of the automation tools available, a series of
subVI were developed in LabVIEW™ to address the specific set of tasks presented by
the most common conformational search workflow at the time. Those tasks were parsing
the output file from a simulated annealing procedure in Hyperchem 8.0, conversion of the
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output structure file type into a more useful format, and incorporation of that structure into
an input file for electronic structure calculations in Gaussian 09. This strict sequence of
tasks was built into a rigid graphical interface that lacked any meaningful opportunity for
further customization. Although it was used across several projects to analyze and
prepare several hundred calculations, this lack of flexibility greatly limited use of this early
tool outside of that specific set of tasks.
In order to serve more diverse needs these subVIs were revisited to expand their
flexibility and functionality. Instead of a static interface with limited availability for
expansion, a new framework for access to these subVI and more was also developed.
Grid Helper, as this new development was labeled, is ultimately just a framework for
access to these subVI, which allows for new subVI and functionality to be added more
readily. The Grid Helper interface and the subVI used to create input files for Gaussian
09, are shown in Figure 3.3 along with the general workflow facilitated by Grid Helper.
Grid Helper relies upon the start asynchronous call node,150 a subpanel on the main front
panel, and queued message handlers to dynamically call individual subVI that perform
specific tasks with little to no dependence on Grid Helper itself. The listbox on the left of
the front panel is populated by a set of XML files that list the primary subVI available in
the Grid Helper installation directory. Upon a change in listbox selection a message queue
instructs the currently active subVI to stop, then finds the subVI corresponding to this new
selection and asynchronously initializes the new subVI within the subpanel on the front
panel. Each primary subVI is independent of each other, even if their functionalities are
tied together in the workflow. Further, each primary subVI is only dependent upon Grid
Helper as a launcher. Any transfer of data between the subVI must occur through a file
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that is saved in a human-readable format and visible to the user. The human-readable
format allows for visibility into the process and manual editing of the files when necessary.
The addition of new subVI, and therefore new functionality was designed to be
straightforward. A template used to develop the existing and new subVI is readily
available within the LabVIEW™ project. When a new subVI is developed it can simply be
added to the Grid Helper installation directory. The appropriate XML file can be edited to
include the new subVI such that re-compiling or re-installation of Grid Helper is not
required. At the time of writing, six subVI are available within Grid Helper, and handle
nearly all the batched tasks required for the most common workflows used in the
computational approach to IRMPD data analysis as described in Section 3.1. These
subVI are described in Sections 3.3.1-3.3.3. Although Grid Helper is available as an
installer with the LabVIEW™ runtime included, a dependency on Open Babel151,152 for file
conversion requires a separate installation of the Open Babel package for that
functionality, although the other subVI will work without it.
3.3.1 Input Generation Tools
The conformational search process performed in HyperChem 8.0, described in
Section 3.1.1, produces a set of structure files in the HyperChem HIN format, and a log
file of the recorded simulation temperatures and energetics. The Extract Energies subVI
parses that log file of energies and extracts the energy and file name from the last step
of each simulated annealing cycle. This information is written to a separate text file for
later use and manual inspection, if required. The Convert *.hin to *.com subVI utilizes the
Open Babel package151,152 to convert the HyperChem structure files to Gaussian
cartesian input files that have the correct formatting for copying directly into a Gaussian
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09 *.com input file. Make OptFreq/SP Inputs, which is shown in Figure 3.3, is then used
to create these input files. Either specific structure files or a directory of structure files can
be used to populate the listbox control, which allows for manual selection amongst these
files or automated selection based upon the relative energies written by Extract Energies.
The Extract Energies subVI can be used to automatically select the N most stable
structures generated by a simulated annealing run, for example. A variety of string inputs
are used to configure parameters for the electronic structure calculations and submission
to the Wayne State University Grid. These parameters and the Gaussian cartesian input
file(s) are then converted into Gaussian 09 input file(s) using a template file. This template
file uses a set of regular expressions of the form %filename% associated with the string
inputs. This template is a simple text file, allowing for substantial flexibility beyond the
default geometry optimization, frequency analysis, and single point energy calculations it
is configured for by default.
3.3.2 Log File Parsing
Following electronic structure calculations by Gaussian 09, the resultant output
files are parsed to extract their relevant energetics as a component of further analysis.
The Parse Log Files subVI, shown in Figure 3.4, extracts the energetics from large sets
of Gaussian 09 output files. Atomic positions can also be extracted and used to calculate
dihedral angles, bond angles, and bond distances. This data is passed into a Microsoft
Excel workbook for further use, and creates a comma-delimited file as a backup. Several
recent publications have leveraged this tool to gather energetic and structural information
for large numbers of conformers, with substantially decreased effort relative to the manual
extraction procedure previous employed.53,63-65,153-156
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3.3.3 IRMPD Data Processing and Preliminary Analysis
The Spectra subVI, shown in Figure 3.5, is the first step in processing electronic
structure calculations for comparison with experimental IRMPD action spectra. The
vibrational frequencies and intensities are extracted from the frequency analysis
calculation and used to generate the convoluted spectrum described in Section 3.1.3. An
experimental IRMPD action spectrum can also be loaded as a comma-delimited XY file.
Comparison of the convoluted spectra with the experimental IRMPD spectrum in this
interface facilitates not only selection of the appropriate scale factor, as described in
Section 3.1.3, but also an initial analysis to identify the predicted IR spectra for the
structures most likely present in the experimental measurements. The extracted
vibrational frequencies and intensities, as well as the convoluted spectra can then be
saved as a comma-delimited file for a more careful analysis in other graphing software.
3.4 Python
Python157 is a widely used, high-level, interpreted programming language. In
recent years it has gained substantial attention both as a web-development tool, and as
a powerful platform for data analysis. The latter of which is enabled by packages that add
substantial mathematical and scientific functions and modify the existing high-level data
structures of Python into nomenclature and functionality more familiar to the scientific
community. Popular Python packages adding substantial high-level mathematical
functionality such as NumPy158 or those that facilitate high-level scientific analyses such
as SciPy159 allow for substantial code reuse and subsequently significantly faster
prototyping of data processing and analysis scripting in Python. Python heavily
emphasizes readability, making it relatively straightforward to learn and understand.
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Python being an interpreted language allows for rapid development and prototyping of
small code segments and for interactive data analysis using Python notebooks. The
Python interpreter operates on most major operating systems, allowing for code reuse
across platforms, from Windows personal computers to Unix-based grids.
3.5 Conformational Search Tools
Relying upon conformer energies calculated at the relatively simple molecular
mechanics level employed in this and similar work as indicators of structural uniqueness
or the quality of a low-energy conformer can be very unreliable. If important conformers
are not sampled by the conformational search then they must be discovered and
generated manually, which can be particularly challenging. Historically, a more energy
biased approach has worked reasonably well, but this is likely a result of the number of
repeated conformational searches performed and a reliance upon previous studies of
related systems to guide the search process. A more robust method for sampling unique
conformers from the conformational search without manual intervention would greatly
benefit systems where previous work is not available or incomplete.
3.5.1 Cartesian Coordinate Similarity
The root mean square deviation (RMSD) between two structures is a common
measure of structural similarity. Several computational chemistry packages use the
Kabsch algorithm160 to calculate the minimum RMSD between two structures.161-163
Fortunately, portable implementations of the Kabsch algorithm to calculate the optimal
rotation matrix to minimize RMSD between two sets of points are available in several
programming languages. A relatively straightforward Python package of the Kabsch
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algorithm160,164 was used to begin development of a structural comparison tool specifically
for sampling unique conformers from the population found from a conformational search.
To identify structurally unique conformers an RMSD cutoff is used. To reduce the
time required to calculate RMSD values for large sets of conformers, conformers are only
compared with those that have already been identified as unique. This process begins by
calculating the minimum RMSD between the first two conformers in the set. If this
minimum RMSD exceeds the set cut-off value, the conformers are considered unique and
are placed on a list of unique structures with which to compare additional conformers.
The minimum RMSD values are then calculated for the next conformer against those that
have been identified as unique. If all of the RMSD values exceed the cut-off then this
conformer is considered unique and added to the list. This process is repeated through
the entire set of conformers. If a conformer is found to be similar to an existing unique
conformer, their calculated energies can be compared and the most stable conformer
retained as representative of that structure. Through this process two output files are
created: one containing the unique conformers and their calculated energies, and the
other containing the minimum RMSD calculated for each conformer against the unique
conformers. These files are used alongside manual visualization of the structures as
necessary to choose an appropriate RMSD cutoff for the system of interest, making this
an iterative process.
3.5.2 Structural Parameter Similarity
Another method for identifying conformers with unique structures, specifically for
the nucleosides examined in this work, is to focus on the structural parameters that
characterize the structure of the nucleoside. The most prominent of these parameters are
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the glycosidic bond angle, pseudorotation angle of the sugar moiety, and O5′ hydroxy
orientation, which are all described in detail in Section 1.2. Each of these parameters is
either a dihedral angle or is calculated from several dihedral angles. Fortunately, dihedral
angles are readily calculated from atomic coordinates, which have already been extracted
during the Cartesian coordinate RMSD method described in Section 3.5.1. An RMSD
can then be calculated from the respective dihedral angles of the two structures being
compared using Equation 3.1.
𝑁𝑁

RMSD=��
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(3.1)

Where Xi and Yi are the same parameter measured for the two structures being compared
and N is the number of parameters examined. Calculating an RMSD value between two
structures via structural parameters is a drop-in replacement for the Kabsch RMSD
calculation in the script detailed in Section 3.5.1 and can be used in the same manner to
determine unique conformers.
3.5.3 Structural Filtering Performance
Ideally, calculating the minimum RMSD value for each conformer examined would
reveal a step-function clearly indicating an RMSD value above which structures are
unique. In order to assess the performance of each of the two RMSD calculation methods
described in Sections 3.5.1 and 3.5.2, both methods were used to calculate the minimum
RMSD values for all of the conformers within three separate sets of calculations. These
sets of calculations are taken from different stages within the conformational search
process described in Section 3.1. Examining the performance of the automated structural
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filtering process at multiple stages during the conformational search process not only
helps reveal when it performs best, but may also help guide further development.
The minimum RMSD values of conformers directly from the molecular dynamics
conformational search of protonated cytosine arabinoside, [araCyd+H]+, are shown in
Figure 3.6. This conformational search was performed in Hyperchem 8.0 with the Amber
3 force field and no explicit molecular dynamics optimization of the conformers after their
temperature cycles. The minimum RMSD values of all 300 conformers examined
calculated by the Cartesian coordinate method are shown in red, and those calculated
using the structural parameter method are shown in blue. Along with histograms of the
RMSD values calculated, the % of conformers with RMSD values below a given value
are also shown for both methods. The minimum RMSD values calculated based on
Cartesian coordinates display a nearly normal distribution around 1 and do not clearly
indicate a good cut-off value that would sample a reasonably small number of conformers.
The RMSD values calculated by the structural parameter method are much larger, a result
of measuring dihedral angles instead of coordinates, which have a much larger range.
This distribution of RMSD values is far less symmetric and tails noticeably towards larger
RMSD values. This distribution is better for arbitrarily selecting a RMSD cut-off while still
maintaining a reasonable number of sampled conformers for the more expensive DFT
calculations, but does not display as clear an RMSD cut-off as desired. For both
distributions in Figure 3.6, a dominant concern when selecting an RMSD cut-off is the
cost of the following DFT calculations, and as such values of 1.2–1.3 and ~20 would likely
be suitable, respectively.
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The second set of conformers examined are of protonated 2′,3′-dideoxycytidine,
[ddCyd+H]+. These conformers are also taken directly from molecular dynamics
simulations, but the dynamics simulations were performed using the AMBER program
with the ss14SB force field. These conformers were then subjected to an explicit
molecular dynamics optimization step following the temperature cycle before analysis.
The Cartesian coordinate RMSD values are shown in red in Figure 3.7, and those
calculated based on structural parameters are shown in blue. A very different distribution
of minimum RMSD values is now observed for the Cartesian coordinate method, with a
somewhat more even distribution between 0 and 2.2. Several potential RMSD cut-off
values can be chosen around 1.0, 1.5, and 2.0. However, as there are 3000 conformers
present in this analysis, typically 10 to 15% of these conformers would be sampled for
further electronic structure calculations, to minimize the cost. The efficiency of this
analysis might be further enhanced by also considering the calculated energetics, but this
might also result in ignoring interesting or important conformers that could be kinetically
trapped in the experiments. The RMSD values calculated using the structural parameter
method present a very different picture. Not only are the RMSD values dramatically
smaller than those calculated by the same method in Figure 3.6, but nearly all of the
conformers examined fall within 0.4 RMSD units of one another. This is a clear indication
that the addition of a structural optimization step following the molecular dynamics
simulation substantially condenses the number of structures observed. This also allows
for selection of an RMSD cut-off that provides a reasonable limit to the number of
conformers sampled during the following electronic structure calculations.
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The final set of conformers examined follow directly from the [ddCyd+H]+
conformers sampled from Figure 3.7. An RMSD cut-off of 0.35 was used with the
structural parameter RMSD values to sample 76 unique conformers, which were
subjected to a geometry optimization at the B3LYP/6-31+G(d) level of theory. These
further optimized conformers were then analyzed by the two RMSD methods with the
results of these analyses shown in Figure 3.8. The Cartesian coordinate RMSD values
clearly indicate two separate distributions, with ~40% of the calculated conformers
displaying minimum RMSD values ≤1.2, indicating that several similar conformers were
still sampled following the earlier filtering step. This is even more clearly seen in the
structural parameter RMSD values, with ~50% of the conformers sampled displaying
minimum RMSD values ≤0.1. Ideally, the first structural filtering step would sample no
similar conformers, maximizing the effectiveness of the more expensive electronic
structure calculations. However, a preliminary DFT optimization, as displayed here, is
relatively inexpensive, and can then guide the more expensive DFT optimization,
frequency analysis, and single point energy calculations to the most interesting and
unique conformers.
For the conformational search of [ddCyd+H]+, a two-step approach with the
automated structural parameter filtering method captured nearly all of the important lowenergy conformers. However, a single absent conformer was identified in the subsequent
data analysis. Fortunately, this was found by intuition and an unexpected gap in the
glycosidic bond dihedral angle distribution of the calculated conformers. This is not ideal,
as a less familiar system would be more likely to result in missing this manual check such
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that further improvements to the selection of RMSD cut-offs should continue to be
pursued.
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Figure 3.1
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Figure 3.1 Overview of the computational chemistry calculations utilized for
generating high-quality low-energy stable conformers of small molecules. A
conformational search generates a wide-range of candidate conformers that are
filtered to select the most representative conformers for further optimization and
frequency analysis by electronic structure calculations. A final energy calculation is
performed with a larger basis set to improve energetic predictions.
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Figure 3.2
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Figure 3.2 Decision tree for visual comparison and analysis of predicted IR spectra
versus the experimental IRMPD spectrum to elucidate conformers present in the
experiments. Conformers that agree well with the major and minor measured features
are expected to be present and important to the experiments. Conformers that present
disagreement with the measured IRMPD yield may be present in the experiment,
pending unique features indicating their presence in the experiments. Conformers that
do not agree with the major features are likely not present in the experiments.
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Figure 3.3
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Figure 3.3 The workflow and user interface of GridHelper.vi, with Make OptFreq/SP
Inputs shown as an example of the individual subVI that assist in the computational
chemistry workflow. Steps in the workflow and the corresponding subVI are
highlighted by the same colors.
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Figure 3.4

Figure 3.4 The user interface for parsing Gaussian 09 output files. Multiple files can
be parsed in one operation, with desired dihedral angles, bond angles, and bond
distances also extracted. The level of theory is currently limited to B3LYP and MP2 as
their energetics are printed in the output file differently, but can be expanded by
adding definitions to the corresponding configuration file.
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Figure 3.5

Figure 3.5 The user interface of Spectra.vi, used to generate convoluted IR spectra
and begin analysis of the predicted IR spectra and experimental IRMPD spectrum.
Several predicted IR spectra can be displayed simultaneously, allowing for this
interface to also serve as an initial stage of data analysis.
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Figure 3.6
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Figure 3.6 Histograms of the minimum RMSD values calculated using the
Cartesian coordinate (part a) and structure parameter (part b) methods for
structures of protonated cytosine arabinoside directly from the molecular
mechanics simulated annealing procedure, with no explicit optimization step.
The cumulative % of the histogram is also plotted. Reasonable RMSD cut-offs
indicated for each with arrows.
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Figure 3.7
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Figure 3.7 Histograms of the minimum RMSD values calculated using the
Cartesian coordinate (part a) and structure parameter (part b) methods for
structures of protonated 2′,3′-dideoxycytidine that were explicitly optimized via
molecular mechanics after each simulated annealing cycle. The cumulative %
of the histogram is also plotted. Reasonable RMSD cut-offs indicated for each
with arrows.
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[ddCyd+H]+ DFT (Optimized)
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Figure 3.8 Histograms of the minimum RMSD values calculated using the
Cartesian coordinate (part a) and structure parameter (part b) methods for
structures of protonated 2′,3′-dideoxycytidine optimized by DFT at the
B3LYP/6-31+G(d) level of theory. The cumulative % of the histogram is also
plotted. Reasonable RMSD cut-offs indicated for each with arrows.
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CHAPTER 4 CHARACTERIZATION

OF

GAS-PHASE

STRUCTURES

OF

PROTONATED THIATED URIDINES
Portions of this chapter were reprinted with permission from reference 156: Hamlow, L.
A.; Zhu, Y.; Devereaux, Zachary J.; Cunningham, N.A.; Berden, G.; Oomens, J.; Rodgers,
M. T. J. Am. Soc. Mass Spectrom. 2018, 29, 2125. Copyright 2018 American Society for
Mass Spectrometry.
4.1 Introduction and Methods
The motivations for studying the gas-phase conformations of protonated
2-thiouridine, [s2Urd+H]+, and 4-thiouridine, [s4Urd+H]+, are discussed in detail in Chapter
1. The IRMPD action spectroscopy and complimentary theoretical approaches used to
examine the gas-phase conformations of [s2Urd+H]+ and [s4Urd+H]+ are discussed in
detail in this chapter. Experimental IRMPD action spectra are compared to the predicted
B3LYP/6-311+G(d,p) linear IR spectra for the low-energy conformers calculated at this
level of theory. These comparisons between experimental IRMPD spectra and predicted
IR spectra allow for determination of the conformations populated by ESI. The IRMPD
experimental methods are detailed in Chapter 2 and the theoretical methods used are
detailed in Chapter 3. The conformational searches for [s2Urd+H]+ and [s4Urd+H]+ were
performed in the Hyperchem 8.0 suite with the Amber 3 force field and no explicit
optimization before low-energy stable conformers were sampled manually. The 40 most
stable conformers were selected from each conformational search and these structures
were supplemented by manually generated analogues of the low-energy conformers of
[Urd+H]+.53
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4.2 Results
4.2.1 IRMPD Action Spectroscopy
The measured IRMPD action spectra of [s2Urd+H]+ and [s4Urd+H]+ are compared
in Figure 4.1. While these ions are isomeric and impossible to differentiate by mass
spectrometry alone, IRMPD action spectroscopy readily distinguishes these species.
Perhaps the most obvious deviation between the spectra of these isomeric nucleosides
is the intense peak at 1785 cm-1 in the spectrum of [s4Urd+H]+, a feature not observed for
[s2Urd+H]+. The region between 1000 and 1500 cm-1 also displays a number of notably
obvious differences in the measured IRMPD spectra. In the hydrogen-stretching region,
many of the frequencies observed for these isomeric nucleosides are similar, but
significant disparity is seen in the relative intensities. Similar disparities in the relative
intensities can also be seen in the features between 1550 and 1650 cm-1.
4.2.2 Theoretical Results
Relative B3LYP and MP2(full) Gibbs free energies (ΔG298) and important structural
parameters for all low-energy structures within ~25 kJ/mol of the ground conformers
representing unique structures and each protonation site determined for [s2Urd+H]+ and
[s4Urd+H]+ are listed in Tables 4.1 and 4.2. The nomenclature used to label these
structures is based on the protonation site/tautomeric conformation, T for the 2-hydroxy4-sulfhydryl or 2-sulfhydryl-4-hydroxy tautomers, or O2, S2, O4, or S4 for the protonated
canonical species. This designation is followed by a capital letter indicating relative
stability alphabetically within the family of conformers for that protonation site based upon
the calculated B3LYP 298 K Gibbs free energies. Finally, a subscript S2 or S4 is used to
distinguish conformers of [s2Urd+H]+ or [s4Urd+H]+, respectively.
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Many of the lowest energy optimized structures exhibit C2′-endo or C3′-endo sugar
puckering, although several alternate sugar puckering conformations are found among
the stable structures computed, such as C1′-exo, C4′-exo, O4′-exo, and C3′-exo.
However, conformers exhibiting these less common sugar puckering modes typically lie
higher in free energy. Images of these structures can be seen in Figures 4.2 and 4.3
accompanied by conformer names, relative energetics calculated at the B3LYP and MP2
levels of theory, sugar puckering mode, and nucleobase orientation.
2-Sulfhydryl-4-hydroxy tautomers are the only structures found within 20 kJ/mol of
the most stable conformer found by both B3LYP and MP2 for [s2Urd+H]+. The two most
stable calculated 2-sulfhydryl-4-hydroxy tautomers of [s2Urd+H]+, TAS2 and TBS2, display
C2′-endo and C3′-endo sugar puckering, respectively, and are stabilized by O2′H···O3′
intramolecular hydrogen-bonding interactions. Both also display anti nucleobase
orientations stabilized by the noncanonical C6H···O5′ hydrogen-bonding interaction
between the nucleobase and sugar. Conformers of [s2Urd+H]+ protonated at the 4position such as O4AS2 lie relatively high in energy but display a thioamide group not
present in the 2-sulfhydryl-4-hydroxy tautomers. However, these conformers lie ≥23.9
kJ/mol (B3LYP) and ≥24.9 kJ/mol (MP2) higher in Gibbs energy than the 2-sulfhydryl-4hydroxy ground conformer. The most stable O4 protonated conformers of [s2Urd+H]+
display a mixture of C3′-endo and C2′-endo sugar puckering with anti nucleobase
orientations. The most stable conformer protonated at the 2-position, S2AS2, displays C2′endo sugar puckering with an anti nucleobase orientation and a dual S2H···O2′H···O3′
hydrogen-bonding interaction. This provides stability through an ion-dipole interaction, but
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S2AS2 is predicted to be 21.4 kJ/mol (B3LYP) and 20.6 kJ/mol (MP2) less stable than the
calculated TAS2 ground conformer.
The calculated conformers of [s4Urd+H]+ display a more even distribution of
2-hydroxy-4-sulfhydryl tautomers and S4 protonated conformers. MP2(full) predicts a
2-hydroxy-4-sulfhydryl ground conformer, TAS4, whereas B3LYP predicts an S4
protonated ground conformer, S4AS4. TAS4 is highly parallel to TAS2 of [s2Urd+H]+,
displaying C2′-endo sugar puckering, an anti nucleobase orientation, and the same
hydrogen-bonding interactions. Although B3LYP and MP2(full) disagree on the identity of
the ground conformer, both levels of theory predict several S4 protonated conformers
with 4.2 kJ/mol of the calculated ground conformer. All of these low-energy S4 protonated
conformers display anti nucleobase orientations and C2′-endo or C3′-endo sugar
puckering and the same intramolecular hydrogen-bonding interactions as the most stable
2-hydroxy-4-sulfhydryl tautomers found for [s2Urd+H]+ and [s4Urd+H]+. The most stable
O2 protonated conformer of [s4Urd+H]+, O2AS4, displays a dual O2H···O2′H···O3′
hydrogen-bonding interaction parallel to that found for the analogous S2AS2 conformer of
[s2Urd+H]+. A more detailed discussion of the theoretical results and additional lowenergy conformers of [s2Urd+H]+ and [s4Urd+H]+ can be found in reference 156.
4.3 Discussion
4.3.1 [s2Urd+H]+
A mixture of structures of [s2Urd+H]+ were accessed in the experiments, and the
predicted IR spectra of these are compared with the measured IRMPD action spectrum
in Figure 4.4. The two dominant conformers, TAS2 and TBS2, both minor tautomers,
display C2′-endo and C3′-endo puckering, respectively. Both conformers have anti
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nucleobase orientations that favor O2′H···O3′ hydrogen-bonding interactions in the sugar,
and noncanonical C6H···O5′ hydrogen-bonding between the sugar and nucleobase.
These two conformers display excellent agreement with the measured spectrum in both
the IR fingerprint and hydrogen-stretching regions, but do not represent the small features
at ~3380 or 3608 cm-1. The small feature at ~3380 cm-1 is only represented in conformers
protonated at the O4 or S2 positions. The predicted IR spectra of O4BS2 compared in
Figure 4.4 displays reasonable agreement with the measured spectrum, but
disagreement with a few of the major features suggests that it is only a minor contributor
to the measured IRMPD spectrum. The S2 protonated conformers compared in reference
151 display much greater disagreement in the IR fingerprint region, eliminating them from
contribution to the measured IRMPD spectrum. Two slightly higher energy minor
tautomers, TCS2 and TDS2, are likely also present in the experiments in small quantities
due to good agreement in the IR fingerprint region and their representation of the small
features at ~3608 and ~3513 cm-1 in the hydrogen-stretching region, respectively. The
structures accessed all demonstrate C2′-endo or C3′-endo sugar puckering with anti
nucleobase orientations. More detailed spectroscopic analyses of the computed
conformers and their representation of the measured IRMPD action spectrum are found
in reference 151.
4.3.2 [s4Urd+H]+
Several structures of [s4Urd+H]+ were accessed in the experiments, and the
predicted IR spectra for representatives of these structures are compared with the
measured IRMPD action spectrum in Figure 4.5. A mixture of four low-energy S4
protonated conformers, S4AS4, S4BS4, S4CS4, and S4ES4 are present in the experiments.
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The predicted IR spectra of S4CS4 and S4ES4 are highly parallel to those of S4AS4 and
S4BS4, respectively, and are therefore not shown in Figure 4.5. However, their predicted
IR spectra are compared in Reference 149. The most stable 2-hydroxy-4-sulfhydryl
tautomer conformer, TAS4, is also present in the experiments. The four S4 protonated
conformers exhibit good agreement with the measured spectrum across the IR fingerprint
region and hydrogen-stretching region. The two pairs of parallel S4 protonated
conformers, S4AS4 and S4CS4, and S4BS4 and S4ES4, display two distinct spectra with the
feature at ~1785 cm-1 shifting between them. The width of the feature at ~1785 cm-1
indicates that both pairs of S4 protonated conformers are present in the experiment. The
small shoulder at ~1640 cm-1, however, is not represented by any of the S4 protonated
conformers but is a major feature of TAS4. Several major features are absent from the
predicted IR spectra of TAS4, but it otherwise presents good agreement. The absence of
these major spectral features and the relative intensity of the unique feature at ~1640 cm-1
indicate that TAS4 is present, but a minor contributor to the experiments. Both C2′-endo
and C3′-endo sugar puckering are present among the five low-energy conformers present
in the experiments. No structures displaying a syn nucleobase orientation contribute to
the experiments. More detailed spectroscopic analysis and vibrational assignments can
be found in reference 151.
4.3.3 Comparison to IRMPD and Theoretical Studies of Protonated Thiouracils
The measured IRMPD spectra of the protonated forms of the 2-thiouracil and
4-thiouracil nucleobases, [s2Ura+H]+ and [s4Ura+H]+,59 in the IR fingerprint region are
compared with their nucleoside counterparts in Figure 4.6. There are notable parallels
between these spectra, most evident in the range of 1400–1900 cm-1, a region largely

98
attributed to the vibrational modes of the nucleobase. Peak positions are reasonably well
reproduced between the analogous nucleoside and nucleobase with some minor shifting.
The measured features are more intense and broader in the nucleobase spectrum and
have been scaled down to facilitate comparison. A previous study59 identified the
preferred protonation state of the 2-thiouracil nucleobase, [s2Ura+H]+, as the minor
2-sulfhydryl-4-hydroxy tautomer, with the most stable O4 protonated conformer lying 20.5
kJ/mol higher in free energy. Although the IR spectrum in the IR fingerprint region
predicted for the O4 protonated conformer matched much of the measured [s2Ura+H]+
spectrum reasonably well, one small feature was not well represented. This disagreement
and the relatively high Gibbs energy led to the conclusion that the O4 protonated
conformer was not populated in the IR fingerprint experiment. Analysis of the IR
fingerprint spectrum of [s2Urd+H]+ would suggest that this conclusion is also valid for the
nucleoside, however the addition of spectral information in the hydrogen-stretching region
provides clear evidence for a small population of an O4 protonated species.
The measured IR fingerprint region spectrum of protonated 4-thiouracil,
[s4Ura+H]+, is best represented by the S4 protonated conformers calculated in previous
work.59 However, the most stable 2-hydroxy-4-sulfhydryl minor tautomers calculated
display most of the major features of the measured spectra without substantial
disagreement and are calculated to be only 3.0 kJ/mol higher in Gibbs energy. The
absence of any distinctive spectral features attributed to the minor tautomer and the
absence of one of the major features in the predicted spectrum suggests that the minor
tautomer conformers might be present in the experiments. However, the lack of any
distinctive features unique to the minor tautomers results in that assessment relying upon
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the calculated energetics instead of the spectroscopic results. In contrast, the predicted
IR spectra of the 2-hydroxy-4-sulfhydryl tautomers and O4 protonated conformers of the
nucleoside [s4Urd+H]+ display more distinctive differences. This is readily observed in the
IR fingerprint region where the shoulder attributed to the tautomer at ~1640 cm-1 is more
distinct and provides clear evidence of the presence of the TAS4 conformer.
4.3.4 Comparison to IRMPD and Theoretical Studies of Protonated Canonical
Uridine
The spectrum of [Urd+H]+ 53 is compared with those measured for [s2Urd+H]+ and
[s4Urd+H]+ in Figure 4.6. Many of the major features are highly parallel, with the notable
exception being the red shifting of several nucleobase ring stretching modes of the
thiouridines. The structures of these features are largely preserved however and major
differences beyond this are attributed to changes in the protonation preferences as
compared to the more competitive mixture of O4 protonated and T conformers found for
[Urd+H]+. Differences in the relative intensities of the features between ~1400 and 1700
cm-1 and that measured at ~3380 cm-1 are observed between the measured spectra of
[Urd+H]+ and [s2Urd+H]+. These differences can be attributed to a decrease in the
importance of the O4 conformers in [s2Urd+H]+ versus [Urd+H]+. In contrast, the much
larger relative intensity of the carbonyl stretch at ~1785 cm-1 in [s4Urd+H]+ and decrease
in the relative intensity of the features at ~1466 cm-1 versus [Urd+H]+ reflects the change
in protonation preference of [s4Urd+H]+ shifting towards S4 protonation. The sugars in all
three systems exhibit a mixture of C2′-endo and C3′-endo puckering with difficulty in
differentiating these features spectroscopically. A syn tautomer structure involving
rotation of the substituent at the 2-position to hydrogen bond with O5′ was found relatively
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low in free energy for [Urd+H]+, but is not energetically favorable or observed
spectroscopically for either protonated thiouridine.
4.3.5 Comparison of [s2Urd+H]+ to Studies of Neutral 2-Thiouridine
Previous studies of neutral 2-thiouridine by NMR,109,165,166 crystallography,167 and
electronic structure calculations78,168 all indicate a preference for C3′-endo sugar
puckering. Structure characterization by NMR has shown that uridine has a 0.4 kJ/mol
preference for C3′-endo over C2′-endo, while 2-thiouridine enhances that stabilization to
4.2 kJ/mol. This preference was also found in a crystallography study in which a C3′-endo,
anti structure was found. The consensus of these studies was that thiation has little effect
on the conformational parameters, with only minor stabilization of C3′-endo sugar
puckering. Consistent with this conclusion, the largest differences in conformational
parameters between [Urd+H]+ and [s2Urd+H]+ in the gas phase are a result of protonation;
the sugar puckering and nucleobase orientation are largely conserved. However, the lack
of spectroscopic distinction between C2′-endo and C3′-endo puckering combined with
calculated energetics that place the two sugar puckering modes very close in energy,
cannot definitively confirm a preference for C3′-endo puckering in the protonated gasphase species.
4.4 Conclusions
IRMPD action spectra were measured for [s2Urd+H]+ and [s4Urd+H]+ in the IR
fingerprint and hydrogen-stretching regions. Synergistic calculations were used to
generate candidate structures and predict their linear IR spectra. Comparisons between
predicted IR spectra and measured IRMPD spectra were used to determine the
conformers populated by ESI. Mixtures of O4 and S4-protonated conformers and the
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2-sulfhydryl-4-hydroxy or 2-hydroxy-4-sulfhydryl minor tautomers of [s2Urd+H]+ or
[s4Urd+H]+, respectively, are found experimentally. [s2Urd+H]+ displays a strong
preference for 2-hydroxy-4-sulfhydryl conformers, whereas [s4Urd+H]+ demonstrates a
preference for protonation at the S4-position. Structures exhibiting a mixture of C2′-endo
and C3′-endo sugar puckering all with anti nucleobase orientations were populated in the
experiments for both species.
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Table 4.1 Relative free energies of stable low-energy conformers of [s2Urd+H]+ at 298 K
in kJ/mol. a
Conformer
TAS2
TBS2
TCS2
TDS2
TES2
TFS2
TGS2
THS2
TIS2
TJS2
TKS2
TLS2
S2AS2
TMS2
TNS2
TOS2
O4AS2
TPS2
O4BS2
O4CS2
S2BS2

∆G298
B3LYP
0.0
2.9
4.1
6.0
9.6
14.3
14.5
16.6
17.1
17.3
20.1
21.4
21.4
21.6
22.7
23.1
23.9
24.1
25.0
25.6
25.7

∆G298
MP2
0.0
2.4
2.4
5.7
8.7
19.4
11.9
16.7
17.3
17.9
21.2
22.5
20.6
21.9
28.2
30.2
24.9
29.9
25.3
28.0
25.9

P (°)
164.9
19.4
167.5
169.2
15.5
136.2
154.8
40.1
133.7
127.6
135.9
164.1
169.2
163.7
52.1
132.6
15.5
47.2
16.6
163.8
164.6

Nucleobase
Orientation
anti
anti
anti
anti
anti
anti
syn
anti
syn
syn
syn
anti
anti
anti
anti
anti
anti
anti
anti
anti
anti

Sugar puckering
C2′-endo (2T3)
C3′-endo (3T4)
C2′-endo (2T3)
C2′-endo (2T3)
C3′-endo (3T2)
C1′-exo (1T2)
C2′-endo (2T1)
C4′-exo (4T3)
C1′-exo (1T2)
C1′-exo (1T2)
C1′-exo (1T2)
C2′-endo (2T3)
C2′-endo (2T3)
C2′-endo (2T3)
C4′-exo (4T3)
C1′-exo (1T2)
C3′-endo (3T2)
C4′-exo (4T3)
C3′-endo (3T2)
C2′-endo (2T3)
C2′-endo (2T3)

Structures and frequencies were calculated at the B3LYP/6-311+G(d,p) level of theory.
Gibbs free energies were calculated at the B3LYP/6-311+G(2d,2p) and MP2(full)/6311+G(2d,2p) levels of theory. The pseudorotation angle, nucleobase orientation, and
sugar puckering for each structure are also listed.
a
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Table 4.2 Relative free energies of stable low-energy conformers of [s4Urd+H]+ at 298 K
in kJ/mol. a
Conformer
S4AS4
S4BS4
S4CS4
S4DS4
S4ES4
S4FS4
S4GS4
S4HS4
TAS4
S4IS4
S4JS4
TBS4
TCS4
TDS4
TES4
TFS4
S4KS4
S4LS4
S4MS4
S4NS4
O2AS4
O2BS4

∆G298
B3LYP
0.0
0.5
1.2
1.9
2.1
2.9
3.2
4.2
5.9
6.6
7.8
8.1
8.4
11.2
11.3
13.2
15.0
17.0
18.2
22.1
26.2
26.6

∆G298
MP2
1.0
1.1
2.6
2.2
3.1
0.8
4.1
2.7
0.0
6.2
7.8
2.2
2.5
3.8
5.0
6.6
21.4
18.4
19.9
20.0
17.2
17.1

P (°)
165.6
12.5
144.5
14.2
12.4
196.6
14.3
196.3
165.2
168.4
168.5
171.6
16.9
167.8
150.7
13.2
137.4
33.6
154.2
51.5
169.5
153.3

Nucleobase
Orientation
anti
anti
anti
anti
anti
anti
anti
anti
anti
anti
anti
anti
anti
anti
syn
anti
anti
anti
syn
anti
anti
syn

Sugar puckering
C2′-endo (2T3)
C3′-endo (3T2)
C2′-endo ( 21T)
C3′-endo (3T2)
C3′-endo (3T2)
C3′-exo (3T2)
C3′-endo (3T2)
C3′-exo (3T2)
C2′-endo (2T3)
C2′-endo (2T3)
C2′-endo (2T3)
C2′-endo (2T3)
C3′-endo (3T2)
C2′-endo (2T3)
C2′-endo (2T1)
C3′-endo (3T2)
C1′-exo (1T2)
C3′-endo ( 34T)
C2′-endo (2T1)
C4′-exo (4T3)
C2′-endo (2T3)
C2′-endo (2T1)

Structures and frequencies were calculated at the B3LYP/6-311+G(d,p) level of theory.
Gibbs free energies were calculated at the B3LYP/6-311+G(2d,2p) and MP2(full)/6311+G(2d,2p) levels of theory. The pseudorotation angle, nucleobase orientation, and
sugar puckering for each structure are also listed.
a
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IRMPD Yield

Figure 4.1

[s2Urd+H]+
[s4Urd+H]+

800 1000 1200 1400 1600 1800

-1

Frequency (cm )

3400

3600

3800

Figure 4.1 Experimental IRMPD action spectra of [s2Urd+H]+ and [s4Urd+H]+ over the
IR fingerprint and hydrogen-stretching regions.
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Figure 4.2

TAS2
TBS2
TCS2
TDS2
TES2
2
3
2
2
anti, C2′‐endo, T3 anti, C3′‐endo, T4 anti, C2′‐endo, T3 anti, C2′‐endo, T3 anti, C3′‐endo, 3T2
0.0, 0.0 kJ/mol
2.9, 2.4 kJ/mol
4.1, 2.4 kJ/mol
6.0, 5.7 kJ/mol
9.6, 8.7 kJ/mol

TFS2
anti, C1′‐exo, 1T2
14.3, 19.4 kJ/mol

TGS2
THS2
syn, C2′‐endo, 2T1 anti, C4′‐exo, 4T3
14.5, 11.9 kJ/mol 16.6, 16.7 kJ/mol

TIS2
TJS2
syn, C1′‐exo, 1T2 syn, C1′‐exo, 1T2
17.1, 17.3 kJ/mol 17.3, 17.9 kJ/mol

TKS2
S2AS2
TLS2
TMS2
TNS2
2
2
2
2
syn, C1′‐exo, 1T anti, C2′‐endo, T3 anti, C2′‐endo, T3 anti, C2′‐endo, T3 anti, C4′‐exo, 4T3
20.1, 21.2 kJ/mol 21.4, 20.6 kJ/mol 21.4, 22.5 kJ/mol 21.6, 21.9 kJ/mol 22.7, 28.2 kJ/mol

TOS2
O4AS2
TPS2
O4BS2
2
3
3
anti, C1′‐exo, 1T anti, C3′‐endo, T2 anti, C4′‐exo, 4T anti, C3′‐endo, 3T2
23.1, 30.2 kJ/mol 23.9, 24.9 kJ/mol 24.1, 29.9 kJ/mol 25.0, 25.3 kJ/mol

S2BS2
anti, C2′‐endo, 2T3
25.7, 25.9 kJ/mol

O4CS2
anti, C2′‐endo, 2T3
25.6, 28.0 kJ/mol

[s2Urd+H]+

Figure 4.2 B3LYP/6-311+G(d,p) low-energy conformers of [s2Urd+H]+ with relative
B3LYP/6-311+G(2d,2p) (black) and MP2/6-311+G(2d,2p) (red) Gibbs free energies at
298 K. The site of protonation or tautomeric form, orientation of the nucleobase, and
specific puckering of the sugar are noted for each conformer.
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Figure 4.3

S4CS4
S4DS4
S4ES4
S4AS4
S4BS4
2
3
3
anti, C2′‐endo, 2T3 anti, C3′‐endo, 3T2 anti, C2′‐endo, 1 T anti, C3′‐endo, T2 anti, C3′‐endo, T2
1.2, 2.6 kJ/mol
1.9, 2.2 kJ/mol
2.1, 3.1 kJ/mol
0.0, 1.0 kJ/mol
0.5, 1.1 kJ/mol

S4FS4
S4GS4
2
anti, C3′‐exo, 3T anti, C3′‐endo, 3T2
2.9, 0.8 kJ/mol
3.2, 4.1 kJ/mol

S4HS4
anti, C3′‐exo, 3T2
4.2, 2.7 kJ/mol

TAS4
S4IS4
2
anti, C2′‐endo, T3 anti, C2′‐endo, 2T3
5.9, 0.0 kJ/mol
6.6, 6.2 kJ/mol

S4JS4
TBS4
TCS4
2
2
anti, C2′‐endo, T3 anti, C2′‐endo, T3 anti, C3′‐endo, 3T2
7.8, 7.8 kJ/mol
8.1, 2.2 kJ/mol
8.4, 2.5 kJ/mol

TDS4
TES4
anti, C2′‐endo, 2T3 syn, C2′‐endo, 2T
1
11.2, 3.8 kJ/mol
11.3, 5.0 kJ/mol

TFS4
S4KS4
S4LS4
anti, C3′‐endo, 3T2 anti, C1′‐exo 1T2 anti, C3′‐endo, 43T
13.2, 6.6 kJ/mol 15.0, 21.4 kJ/mol 17.0, 18.4 kJ/mol

S4MS4
S4NS4
syn, C2′‐endo, 2T1 anti, C4′‐exo, 4T3
18.2, 19.9 kJ/mol 22.1, 20.0 kJ/mol

O2AS4
O2BS4
anti, C2′‐endo, 2T3 syn, C2′‐endo, 2T1
26.2, 17.2 kJ/mol 26.6, 17.1 kJ/mol

[s4Urd+H]+

Figure 4.3 B3LYP/6-311+G(d,p) low-energy conformers of [s4Urd+H]+ with relative
B3LYP/6-311+G(2d,2p) (black) and MP2/6-311+G(2d,2p) (red) Gibbs free energies at
298 K. The site of protonation or tautomeric form, orientation of the nucleobase, and
specific puckering of the sugar are noted for each conformer.
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Figure 4.4

Relative Intensity/IRMPD Yield

IRMPD Yield

[s2Urd+H]+
[s2Urd+H]+ IRMPD

TAS2 0.0 kJ/mol
anti 0.0 kJ/mol
C2′-endo
TBS2 2.9 kJ/mol
anti 2.4 kJ/mol
C3′-endo
TCS2 4.1 kJ/mol
anti 2.4 kJ/mol
C2′-endo
TDS2 6.0 kJ/mol
anti 5.7 kJ/mol
C2′-endo
O4BS2 25.0 kJ/mol
anti 25.3 kJ/mol
C3′-endo

800 1000 1200 1400 1600 1800

3400

3600

Frequency (cm-1)
Figure 4.4 Comparison of the measured IRMPD action spectrum of [s2Urd+H]+ with
the B3LYP/6-311+G(d,p) predicted linear IR spectra for low-energy conformers of
[s2Urd+H]+ that are populated in the experiments. The protonation site, nucleobase
orientation, sugar puckering, and relative B3LYP/6-311+G(2d,2p) (black) and MP2/6311+G(2d,2p) (red) Gibbs free energies at 298 K are indicated. The measured
IRMPD action spectrum is superimposed with the calculated spectra and the
intensities scaled to facilitate comparisons. Features recollected with greater laser
power are overlaid and offset from the baseline to better illustrate these small
features.
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Figure 4.5

Relative Intensity/IRMPD Yield IRMPD Yield

[s4Urd+H]+
[s4Urd+H]+ IRMPD

S4AS4 0.0 kJ/mol
anti 1.0 kJ/mol
C2′-endo
S4BS4 0.5 kJ/mol
anti 1.1 kJ/mol
C3′-endo
TAS4 5.9 kJ/mol
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Figure 4.5 Comparison of the measured IRMPD action spectrum of [s4Urd+H]+ with
the B3LYP/6-311+G(d,p) predicted linear IR spectra for low-energy conformers of
[s4Urd+H]+ that are populated in the experiments. The protonation site, nucleobase
orientation, sugar puckering, and relative B3LYP/6-311+G(2d,2p) (black) and MP2/6311+G(2d,2p) (red) Gibbs free energies at 298 K are indicated. The measured
IRMPD action spectrum is superimposed on the calculated spectra and the intensity
scaled to facilitate comparisons.
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IRMPD Yield

Figure 4.6
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Figure 4.6 Comparison of experimental IRMPD spectra of [s2Urd+H]+ and [s4Urd+H]+
in both the IR fingerprint and hydrogen-stretching regions with spectra in the IR
fingerprint region for the corresponding protonated nucleobases, [s2Ura+H]+ and
[s4Ura+H]+, taken from reference 59, and over both regions for the protonated
canonical nucleoside, [Urd+H]+, taken from reference 53.

110
CHAPTER 5 IMPACT OF THE 2′- AND 3′- SUGAR HYDROXY MOIETIES ON
GAS-PHASE PROTONATED NUCLEOSIDE STRUCTURE
Portions of this chapter were reprinted with permission from reference 169: Hamlow, L.
A.; He, C. C.; Devereaux, Zachary J.; Roy, H. A.; Cunningham, N. A.; Soley, Erik O.;
Berden, G.; Oomens, J.; Rodgers, M. T. Int. J. Mass Spectrom. 2019, 438, 124. Copyright
2019 Elsevier B.V. and reference 170: Hamlow, L. A.; Devereaux, Zachary J.; Roy, H. A.;
Cunningham, N. A.; Berden, G.; Oomens, J.; Rodgers, M. T. J. Am. Soc. Mass Spectrom.
2019, 30, 832. Copyright 2019 American Society for Mass Spectrometry.
5.1 Introduction and Methods
Motivations for the extension of studies of the understanding of the intrinsic
structures of gas-phase nucleosides towards nucleosides modified at the sugar moiety
are discussed in detail in Chapter 1. Infrared multiple photon dissociation (IRMPD) action
spectroscopy and complimentary theoretical calculations are used to examine the gasphase structures of two families of protonated modified nucleoside analogues. The
arabinose analogues of adenosine, [araAdo+H]+, guanosine, [araGuo+H]+, cytidine,
[araCyd+H]+, and uridine, [araUrd+H]+, as well as the 2′,3′-dideoxyribose analogues of
adenosine, [ddAdo+H]+, guanosine, [ddGuo+H]+, cytidine, [ddCyd+H]+, thymidine,
[ddThd+H]+, and uridine, [ddUrd+H]+ are examined in this work.169,170 Comparisons
between the measured IRMPD action spectra and predicted IR spectra of candidate
conformers allow for elucidation of the conformations populated by electrospray ionization
(ESI) in the experiments. Comparison between the arabinose and 2′,3′-dideoxyribose
nucleoside analogues, as well as to the canonical ribose and 2′-deoxyribose nucleosides
also provide some insight into the impact of the 2′- and 3′- sugar hydroxy moieties on
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intrinsic structure. Further details on the IRMPD action spectroscopy method are
discussed in Chapter 2, and the theoretical methods utilized are discussed in detail in
Chapter 3.
5.2 Results
5.2.1 Theoretical Results
The calculated relative energetics and structural parameters for representative
low-energy, stable conformers for all of the [araNuo+H]+ and [ddNuo+H]+ analogues
examined in this work are listed in Tables 5.1–5.9. Conformers are labeled by the site of
protonation or tautomeric state, followed by an alphabetical designation based upon their
B3LYP/6-311+G(2d,2p) relative energetics within the set of conformers displaying that
protonation site/tautomeric state.
5.2.1.1 Adenosine Analogues
Images of representative low-energy conformers of [araAdo+H]+ and [ddAdo+H]+
are shown in Figures 5.1 and 5.2. The relative energetics and structural parameters of
these conformers are listed in Tables 5.1 and 5.2. Both [araAdo+H]+ and [ddAdo+H]+
display a preference for protonation at the N3-position in the gas-phase, in agreement
with previous studies of the DNA and RNA analogues. Protonation at the N1-position is
the next most stable, with N1AaraAdo and N1AddAdo lying 18.3, and 25.3 kJ/mol (B3LYP),
respectively, above the ground N3A conformers. Protonation at the N7-position is even
less favored, with N7AaraAdo and N7AddAdo lying 29.6 and 27.2 kJ/mol above N3A,
respectively. However, calculations in a polarizable continuum indicate that N1 and N3
protonated conformers are much closer in relative stability in aqueous solution. Lowenergy conformers protonated at the N3-position prefer to adopt conformations stabilized
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by a N3H+···O5′ ionic hydrogen-bonding interaction. These low-energy N3 protonated
conformers prefer to adopt syn nucleobase orientations. In contrast, the most stable
conformers protonated at the N1- or N7-positions prefer anti nucleobase orientations
stabilized by C8H···O5′ noncanonical hydrogen-bonding interactions. The most stable
conformer of [araAdo+H]+, N3AaraAdo, prefers C4′-exo sugar puckering, whereas the most
stable conformer of [ddAdo+H]+, N3AddAdo, prefers a structurally similar C3′-endo sugar
puckering. More detailed discussions of the calculated conformers of [araAdo+H]+ and
[ddAdo+H]+ can be found in references 169 and 170, respectively.
5.2.1.2 Guanosine Analogues
Images of representative low-energy conformers of [araGuo+H]+ and [ddGuo+H]+
are shown in Figures 5.3 and 5.4. Structural parameters and relative energetics are listed
for these conformers in Tables 5.3 and 5.4. Protonation is strongly preferred by both
guanosine analogues at the N7-position. The N7AaraGuo ground conformer of [araGuo+H]+
exhibits C2′-endo sugar puckering and is stabilized by an O2′H···O5′ hydrogen-bonding
interaction. In contrast, the N7AddGuo ground conformer of [ddGuo+H]+ has C3′-endo
sugar puckering and is stabilized by a noncanonical C8H···O5′ hydrogen-bonding
interaction. Both of these ground conformers have anti oriented nucleobases and adopt
relatively

similar

conformations

despite differences

in their

hydrogen-bonding

stabilization. Conformers protonated at the O6- or N3-positions lie much higher in Gibbs
energy. The conformers protonated at the O6-position generally display similar
conformations to the N7 protonated ground conformers, whereas those protonated at N3
display syn nucleobase orientations more similar to the low-energy N3 protonated
conformers of [araAdo+H]+ and [ddAdo+H]+. More detailed discussions of the conformers

113
calculated for [araGuo+H]+ and [ddGuo+H]+ can be found in references 169 and 170,
respectively.
5.2.1.3 Cytidine Analogues
Images of representative low-energy conformers of [araCyd+H]+ and [ddCyd+H]+
are shown in Figures 5.5 and 5.6. Relative energetics and structural parameters for these
conformers are listed in Tables 5.5 and 5.6. Protonation at the N3-position is energetically
preferred over protonation at the O2-position at the B3LYP level of theory. However, the
most stable conformers of each lie relatively close in Gibbs energy for both [araCyd+H]+
and [ddCyd+H]+. Similar to [araAdo+H]+ and [araGuo+H]+, the lowest energy N3 and O2
protonated conformers, N3AaraCyd and O2AaraCyd, of [araCyd+H]+ prefer the O2′H···O5′
hydrogen-bonding interaction, which stabilizes C2′-endo sugar puckering. However,
conformers of [araCyd+H]+ displaying noncanonical C6H···O5′ hydrogen-bonding
interactions, such as N3BaraCyd, lie only slightly higher in Gibbs energy. The most stable
N3 and O2 protonated conformers of [ddCyd+H]+, N3AddCyd and O2AddCyd, both display
C3′-endo sugar puckering and C6H···O5′ noncanonical hydrogen-bonding interactions.
Both protonated cytidine analogues prefer anti nucleobase orientations. The most stable
conformers displaying syn nucleobase orientations, O2JaraCyd, and O2CddCyd, lie 19.9 and
17.2 kJ/mol above their respective ground conformers. More detailed discussions of the
computed conformers of [araCyd+H]+ and [ddCyd+H]+ can be found in references 169
and 170, respectively.
5.2.1.4 Uridine Analogues
Representative low-energy conformers of [araUrd+H]+ and [ddUrd+H]+ are shown
in Figures 5.7 and 5.8. The relative energetics and structural parameters for these
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conformers are listed in Tables 5.7 and 5.8. Protonation at the O4-position is preferred
energetically by both [araUrd+H]+ and [ddUrd+H]+, however tautomerization to the minor
2,4-dihydroxy TA tautomer lies only slightly higher in Gibbs energy than the O4A ground
conformers for both systems. Protonation at the O2-position is also relatively stable, with
O2AaraUrd and O2AddUrd lying only 9.0 and 14.8 kJ/mol higher in Gibbs energy than the
calculated ground conformers of [araUrd+H]+ and [ddUrd+H]+, respectively. As with the
other arabinose analogues, [araUrd+H]+ displays a slight preference for C2′-endo sugar
puckering over C3′-endo puckering. Similarly, [ddUrd+H]+ displays a preference for
C3′-endo

puckering

over

C2′-endo

puckering,

as

observed

for

the

other

2′,3′-dideoxyribose analogues. The lowest energy O4-protonated and minor tautomer
conformers prefer anti nucleobase orientations, but the most stable O2-protonated
conformers display syn nucleobase orientations. Detailed discussions of the low-energy
conformers of [araUrd+H]+ and [ddUrd+H]+ are found in references 169 and 170,
respectively.
5.2.1.5 2′,3′-Dideoxythymidine
Representative low-energy conformers of [ddThd+H]+ are shown in Figure 5.9.
Relative energetics and structural parameters are listed for these conformers in Table
5.9. Upon protonation, tautomerization to the minor 2,4-dihydroxy tautomer TAddThd is
preferred over protonation at the O4-position in O4AddThd by 2.5 kJ/mol. The most stable
O2 protonated conformer, O2AddThd, lies only 9.7 kJ/mol above TAddThd. Both TAddThd and
O4AddThd adopt anti nucleobase orientations stabilized by C6H···O5′ hydrogen-bonding
interactions and C3′-endo sugar puckering. The most stable O2-protonated conformer
instead adopts a syn nucleobase orientation stabilized by an O2H+···O5′ ionic hydrogen-

115
bonding interaction and C2′-endo sugar puckering. A more detailed discussion of the
calculated low-energy conformers of [ddThd+H]+ is found in reference 170.
5.2.2 IRMPD Action Spectroscopy
Photodissociation of each protonated modified nucleoside analogue led to loss of
the protonated nucleobase via cleavage of the glycosidic bond as follows,
[xNuo+H]+ + n hν → [Nua+H]+ + (xNuo-Nua)

(2)

where xNuo is the relevant modified nucleoside analogue and Nua is the corresponding
nucleobase. The measured IRMPD action spectra of the protonated arabinose and
2′,3′-dideoxyribose nucleoside analogues are compared with those of the canonical DNA
and RNA nucleosides in Figures 5.10–5.14. The predicted linear IR spectra of similar
low-energy conformers are often indistinct with respect to major features, and thus
resulting in several conformers identified as contributing to the measured spectrum.
5.2.2.1 Adenosine Analogues
The measured IRMPD spectrum of [ddAdo+H]+ and [araAdo+H]+ are displayed
with those measured in previous work of [dAdo+H]+ and [Ado+H]+ in Figure 5.10.52 The
predicted linear IR spectra of the conformers primarily responsible for the experimental
populations of [Ado+H]+, [araAdo+H]+, [dAdo+H]+, and [ddAdo+H]+ are also shown in
Figure 5.10.52 Comparison of the measured IRMPD action spectra for the adenosine
analogues reveals significant parallels, with the major features above 1400 cm-1 in the IR
fingerprint region well reproduced across all four IRMPD spectra displayed. The
hydrogen-stretching region is also extremely parallel between the four adenine
nucleosides, although [araAdo+H]+ does display a small shoulder at ~3450 cm-1 that is
not present for [ddAdo+H]+, [dAdo+H]+, and [Ado+H]+. The calculated gas-phase ground
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conformers, N3A, all provide good agreement with the measured IMRPD spectrum
across both regions measured. However, the width of the major features at ~1675 cm-1
all indicate that some N1-protonated conformers, such as N1A, are likely present in the
experiments. Detailed discussions of all of the conformers populated in the experiments,
and the corresponding vibrational assignments for the experimental spectra of the
modified adenosine analogues are provided in references 169 and 170, respectively.
5.2.2.2 Guanosine Analogues
The measured IRMPD spectrum of [ddGuo+H]+ and [araGuo+H]+ are compared
with those measured in prior work of [dGuo+H]+ and [Guo+H]+ in Figure 5.11.51 Predicted
linear IR spectra of conformers found to be important contributors to these measured
spectra are also shown. The measured IRMPD spectra of the guanosine nucleosides are
extremely similar, suggesting that the conformers accessed in the experiments are also
similar. This is in agreement with the theoretical results discussed previously as well the
prior work examining [dGuo+H]+ and [Guo+H]+. The more thorough comparisons of
[araGuo+H]+ and [ddGuo+H]+ found in References 164 and 163 indicate that
N7-protonated conformers dominate the experimental population, with no evidence that
higher-energy N3- or O6-protonated conformers have a measurable presence in the
experiments. The N7A conformer of each system generally provides the best agreement
with the corresponding measured IRMPD spectrum, but several low-energy
N7-protonated conformers provide reasonable agreement with the measured spectrum.
Vibrational assignments for [araGuo+H]+ and [ddGuo+H]+ are listed in references 169 and
170, respectively.
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5.2.2.3 Cytidine Analogues
The measured IRMPD action spectra of [ddCyd+H]+ and [araCyd+H]+ are
compared with those measured for [dCyd+H]+ and [Cyd+H]+ in previous work in Figure
5.12.54 The predicted IR spectra for representative conformers of those populated in the
experiments are also shown for comparison. Comparison of the measured IRMPD action
spectra reveals significant parallels between the systems in both peak position and
relative intensity. The thorough comparisons with the predicted IR spectra presented in
References 164 and 163 reveal that both N3- and O2-protonated conformers must be
present in the experiments, in agreement with the conclusions for the DNA and RNA
analogues. Low-energy N3 protonated conformers, such as N3A, must be present in the
experiment to contribute the feature measured at ~1800 cm-1, attributed to the C=O
stretch of the nucleobase, whereas O2 protonated conformers such as O2A generally
predict the complex set of features between 1500 and 1700 cm-1 more accurately. A
similar situation is observed in the hydrogen-stretching region, with neither N3- nor
O2-protonated conformers provide excellent representation of the measured spectrum
individually. Therefore, a combination of the low-energy N3- and O2-protonated
conformers must be present in the experiments, with the relative intensities of their unique
features indicating an approximately equal population of each for each system. The most
stable N3- and O2-protonated conformers, N3A and O2A, respectively, are shown in
Figure 5.12 for comparison, as they provide the best overall representation of the
measured IRMPD spectrum. However, several additional conformers may be present in
the experiments. Detailed discussions of these conformers and those that are not
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populated in the experiments for [araCyd+H]+ and [ddCyd+H]+ are located in references
169 and 170, respectively.
5.2.2.4 Uridine Analogues
The measured IRMPD action spectra of [ddUrd+H]+ and [araUrd+H]+ are
compared with those measured for [dUrd+H]+ and [Urd+H]+ in previous work in Figure
5.13.53 Conformers with predicted IR spectra that present good agreement with the
measure IRMPD spectrum are also compared in Figure 5.13. Parallel to that observed
for the cytidine analogues previously, the measured feature at ~1800 cm-1 is attributed to
a C=O stretch, present in the O4- or O2-protonated conformers. Similar to the DNA and
RNA analogues, the O2-protonated conformers of [araUrd+H]+ and [ddUrd+H]+ provide
relatively poor representation of the measured spectrum, indicating that O4 protonated
conformers must be present in the experiment to contribute this measured feature. The
O4A conformers of both [ddUrd+H]+ and [araUrd+H]+ provide reasonable agreement with
the measured spectrum in both the IR fingerprint and hydrogen-stretching regions, but
cannot contribute every measured feature. The predicted spectra of low-energy minor
tautomer conformers, such as TA, are highly complementary to these low-energy
O4-protonated conformers, neatly contributing those features that were missing, and
indicating a significant contribution to the experiment. The relative intensities of the unique
measured features indicate that for both [araUrd+H]+ and [ddUrd+H]+ a mixture of lowenergy O4-protonated and minor tautomer conformers are present in the experiments.
For a more detailed discussion of the specific conformers present in the experiments for
[araUrd+H]+ and [ddUrd+H]+ see references 169 and 170, respectively.
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5.2.2.5 2′,3′-Dideoxythymidine
The measured IRMPD spectrum of [ddThd+H]+ is compared with those measured
in previous work for the thymidine DNA and RNA analogues and the predicted linear IR
spectra of conformers important to the experiments in Figure 5.14.55 Like the cytidine and
uridine analogues discussed previously, the measured IRMPD spectrum of [ddThd+H]+
agrees well with those measured for the DNA and RNA analogues, and has unique
features that indicate the presence of at least two distinct conformers in the experiments.
The calculated ground conformer, TAddThd, provides excellent agreement with the
measured IRMPD spectrum in the IR fingerprint region, and also agrees well with the
hydrogen-stretching region. However, the measured feature at ~1800 cm-1 indicates that
either an O4- or O2-protonated conformer must be present in the experiments. The lowenergy O4-protonated conformers of [ddThd+H]+ don’t present good agreement with the
measured IRMPD spectrum, whereas the low-energy O2 protonated conformers present
reasonable and complimentary agreement to the minor tautomers, indicating that at least
O2AddThd is present in the experiments. Detailed discussion of all of the conformers
present in the experiments and corresponding vibrational assignments are given in
reference 170.
5.3 Discussion
5.3.1 Impact of 2′ and 2′,3′-Hydroxy Substituents on Structure of Purine
Nucleosides
The parameters most indicative of structure (glycosidic bond angle, 5′-hydroxy
orientation, and pseudorotation angle) for all conformers calculated within 25 kJ/mol
Gibbs energy of the respective ground conformer for the 2′,3′-dideoxyribose,
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2′-deoxyribose, ribose, and arabinose nucleosides of the purines, adenine and guanine,
are shown on polar plots in Figure 5.15.170 As discussed previously but not displayed in
Figure 5.15, the preferred protonation sites for the adenine and guanine nucleoside
analogues are not altered by the presence of the 2′- or 2′,3′-hydroxys or inversion of the
stereochemistry at the 2′-position. Altogether, the purine nucleosides are quite resistant
to notable structural changes induced by the 2′- or 2′,3′-hydroxy substituents, as observed
in the quite similar distributions of the structural parameters of low-energy conformers
shown in Figure 5.15. The absence of the 2′-hydroxy results in the largest shift in
accessible conformers by eliminating a sugar–sugar hydrogen-bonding interaction, either
between the 2′- and 3′-hydroxy substituents (RNA) or the 2′- and 5′-hydroxy moieties
(arabinosides). The absence of both the 2′- and 3′-hydroxy groups removes the next most
accessible sugar–sugar hydrogen-bonding interaction between the 3′- and 5′-hydroxy
substituents, which competes directly with the most common nucleobase–5′-hydroxy
interaction. However, these changes in the intramolecular hydrogen-bonding stabilization
have relatively minimal impact on the structures of the low-energy conformers calculated.
This is a result of the primary intramolecular hydrogen-bonding interactions remaining
consistent between the 2′,3′-dideoxy and the DNA, and RNA nucleosides, N3H+···O5′ for
adenine analogues and N7H···O5′ for guanine analogues, resulting in largely conserved
low-energy conformations. In the absence of both the 2′- and 3′-hydroxys a shift in the
calculated sugar puckering preference, supported by some spectroscopic evidence, is
observed for [ddAdo+H]+, from C2′-endo in the DNA and RNA analogues, to C3′-endo.
Although [ddGuo+H]+ also prefers C3′-endo sugar puckering, the DNA and RNA
analogues also demonstrated this preference, so this preference is likely driven by the
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nucleobase identity rather than the 2′- or 3′- sugar hydroxy moieties. However,
[araGuo+H]+ displays a preference for C2′-endo sugar puckering due to the unique
O2′H···O5′ sugar–sugar hydrogen-bonding interaction. Further discussion of Figure 5.15
and the impact of the 2′- and 2′,3′-hydroxys on the structures of purine nucleosides can
be found in reference 170. The impact of inverting the 2′-stereochemistry of the purine
nucleosides is discussed in more detail in reference 169.
5.3.2 Impact of 2′ and 2′,3′-Hydroxys on Structure of Pyrimidine Nucleosides
Structural parameters for the calculated conformers of the protonated
2′,3′-dideoxyribose, 2′-deoxyribose, ribose, and arabinose nucleosides of the pyrimidine
nucleobases cytosine, thymine, and uracil with relative stability within 25 kJ/mol Gibbs
energy of their respective ground conformers are shown in Figure 5.16.170 The most
notable change as a function of 2′- or 2′,3′-hydroxy moiety is the shift in protonation
preference of the uracil nucleosides from the minor tautomer for [Urd+H]+ to
O4-protonation in [araUrd+H]+, [dUrd+H]+, and [ddUrd+H]+. However, this change has
relatively little impact on the structural parameters discussed here as the resulting
rearrangement of relative stabilities is well within the stability range displayed in Figure
5.16. Unlike the protonated purine nucleosides, the protonated pyrimidine nucleosides
generally adopt highly parallel conformations due to the prevalence of the C6H···O5′ and
O2H(+)···O5′ nucleobase–sugar hydrogen-bonding interactions and protonation modes
that facilitate the latter. The presence of the 2′-hydroxy generally results in a greater
number of similar conformers, due to the additional sugar-sugar hydrogen-bonding
interactions, O2′H···O3′ and O3′H···O2′ in [Nuo+H]+ and O2′H···O5′ and O5′H···O2′ in
[araNuo+H]+. Both [Nuo+H]+ and [araNuo+H]+ also offer unique sugar-nucleobase
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hydrogen-bonding interactions through O2′. Absence of the 2′-hydroxy greatly reduces
the number of low-energy conformers available by removing all of these potential
hydrogen-bonding interactions, but sugar-sugar hydrogen-bonding is still available
through O3′ and O5′. The absence of both 2′- and 3′-hydroxys shifts sugar puckering
preference from C2′-endo to C3′-endo, and although there is spectroscopic evidence to
support this shift experimentally, low-energy conformers with each sugar pucker generally
display only small differences in minor features. More detailed discussions regarding the
impact of the 2′- and 2′,3′-hydroxy moieties on nucleoside structure are provided in
reference 170. The impact of 2′-stereochemistry inversion is discussed in greater detail
in reference 169.
5.4 Conclusions
Complimentary theoretical calculations and IRMPD action spectroscopy of the
protonated arabinosides and 2′,3′-dideoxynucleosides indicate that protonation of each
nucleoside analogue generally corresponds to that found for the DNA and RNA forms.
The notable exception to this is [Urd+H]+, which displays an energetic preference for the
minor tautomer, instead of O4-protonation as observed for [araUrd+H]+, [dUrd+H]+, and
[ddUrd+H]+. The presence of the 2′-hydroxy moiety above the plane of the sugar ring
alters the preferred sugar puckering mode for [araAdo+H]+ and [araGuo+H]+ to C4′-exo
and C2′-endo respectively, versus the C2′-endo and C3′-endo sugar puckerings preferred
by their DNA and RNA counterparts. The absence of the 2′,3′-hydroxy moieties shifts the
energetic preference for sugar puckering to C3′-endo for all of the nucleoside analogues
examined. The theoretical calculations and IRMPD action spectroscopy studies of the
protonated arabinosides indicate the presence of an alternative mode of hydrogen-
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bonding not found in their canonical analogues via an O2′H···O5′ interaction in at least
one of the conformers populated in the experiments for each of the protonated
arabinosides. These results indicate that sugar–sugar stabilizing interactions are in direct
competition with nucleobase–sugar interactions, revealing that stabilizing the flexible
sugar puckering is competitive, and in all systems studied except [araAdo+H]+, provides
greater overall stability than stabilizing the nucleobase orientation about the glycosidic
bond. The absence of the 2′,3′-hydroxy moieties in [ddNuo+H]+ doesn’t significantly
change the structures populated experimentally vs the DNA and RNA analogues.
However, conformers of the pyrimidine [ddNuo+H]+ analogues were calculated relatively
low in Gibbs energy with trans 5′-hydroxy moieties, which was not observed within the
calculated conformers of the DNA and RNA pyrimidine analogues. These conformers are
not thought to be populated in these experiments, but their presence among the lowenergy conformers computed indicates a greater relative stability for the trans 5′-hydroxy
moiety in the absence of other sugar–sugar hydrogen-bonding interactions. Inversion of
the stereochemistry at the 2′-position provides a greater impact, introducing a unique
sugar–sugar hydrogen-bonding interaction that directly competes with the nucleobase–
sugar interactions present in the other analogues, and displays a generally stronger
preference for C2′-endo sugar puckering. Stereochemical inversion at the 2′-position
produces a more notably different set of structural parameters than the absence of the 2′or 2′,3′-hydroxy moieties, but also helps demonstrate the largely conserved preferences
in intrinsic structure, primarily the site of protonation, nucleobase orientation, and
intramolecular hydrogen-bonding interactions between nucleosides that differ by the 2′and 3′- sugar hydroxy moieties.
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Table 5.1 Relative Gibbs energies and structural parameters of representative
low-energy conformers of [araAdo+H]+.a
ΔG298
χ
P
τ
Nucleobase
Sugar
Conformer (kJ/mol) (degrees) (degrees) (degrees) Orientation
Puckering
N3A
0
33.4
36.5
298.9
syn
C4'-exo (4T3)
N3B
1.2
43.4
138.7
300.5
syn
C1'-exo (1T2)
N3C
2.7
39.9
162.1
306.8
syn
C2'-endo (2T3)
N3D
3.8
90.7
144.4
289.1
anti
C2'-endo (2T1)
N3F
7.8
41.4
151.2
301.5
syn
C2'-endo (2T1)
N1A
18.3
216.8
152.6
294.1
anti
C2'-endo (2T1)
N3I
18.8
54.1
135.2
178.9
syn
C1'-exo (1T2)
N3J
19.4
340.9
346
39.5
syn
C2'-exo (2T3)
N1C
21.4
208.6
7.5
293.3
anti
C3'-endo (3T2)
N3K
23.1
179
0.2
188.1
anti
C3'-endo (3T2)
N3M
24.9
184.5
352.6
296.5
anti
C2'-exo (2T3)
N3N
29.2
52.5
134.6
63.3
syn
C1'-exo (1T2)
N3O
29.4
330
169.3
295.3
syn
C2'-endo (2T3)
N3P
29.5
325.1
3.3
187.5
syn
C3'-endo (3T2)
N7A
29.6
200.6
5.9
297.4
anti
C3'-endo (3T2)
N1E
29.9
225.3
39.6
189.4
anti
C4'-exo (4T3)
N3Q
30.5
12.2
163.6
40
syn
C2'-endo (2T3)
N7B
30.8
213.8
151.6
294.9
anti
C2'-endo (2T1)
a
Structures and frequencies were calculated with the B3LYP/6-311+G(d,p) level of
theory, and Gibbs energies at the B3LYP/6-311+G(2d,2p) level of theory. The nucleobase
orientation (χ, ∠O4′C1′N1C4), 5′-hydroxyl orientation (τ, ∠O4′C4′C5′O5′) and sugar
puckering (P) are also listed.
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Table 5.2 Relative Gibbs energies and structural parameters of low-energy conformers
of [ddAdo+H]+.a
∆G298
χ
P
τ
Nucleobase
Sugar
Conformer (kJ/mol) (degrees) (degrees) (degrees) Orientation
Puckering
N3A
0.0
28.9
35.4
298.3
syn
C3'-endo (3T4)
N3B
0.4
47.0
150.2
298.1
syn
C2'-endo (2T1)
N3C
10.0
18.0
175.1
41.3
syn
C2'-endo (2T3)
N3D
11.6
11.7
174.0
43.6
syn
C2'-endo (2T3)
N3E
14.5
342.7
348.3
39.3
syn
C2'-exo (2T3)
N3F
19.1
333.1
195.5
296.6
syn
C3'-exo (3T2)
N1A
24.0
211.7
7.8
292.2
anti
C3'-endo (3T2)
N1B
25.8
239.7
179.8
292.7
anti
C2'-endo (2T3)
N7A
27.2
199.7
5.3
296.1
anti
C3'-endo (3T2)
N3G
28.4
329.6
11.7
178.9
syn
C3'-endo (3T2)
N3H
29.0
330.4
171.3
175.5
syn
C2'-endo (2T3)
N3I
31.0
212.2
8.2
292.1
anti
C3'-endo (3T2)
N3J
31.6
248.9
183.0
291.4
anti
C3'-exo (3T2)
N7B
35.3
223.7
179.8
298.2
anti
C2'-endo (2T3)
N3K
35.8
174.5
202.6
293.9
anti
C3'-exo (3T4)
N1C
36.7
189.7
16.4
178.9
anti
C3'-endo (3T2)
a
Structures and frequencies were calculated at the B3LYP/6-311+G(d,p) level of theory,
and Gibbs energies at the B3LYP/6-311+G(2d,2p) level of theory. The nucleobase
orientation (χ, ∠O4′C1′N1C4), pseudorotation angle (P), 5′-hydroxyl orientation (τ,
∠O4′C4′C5′O5′) and sugar puckering are also listed.
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Table 5.3 Relative Gibbs energies and structural parameters of low-energy conformers
of [araGuo+H]+.a
ΔG298
χ
P
τ
Nucleobase
Sugar
Conformer (kJ/mol) (degrees) (degrees) (degrees) Orientation
Puckering
N7A
0
213.1
151
295.4
anti
C2'-endo (2T1)
N7B
1.7
213.2
154.2
295.8
anti
C2'-endo (2T1)
N7C
3.1
211.7
9.2
293.4
anti
C3'-endo (3T2)
N7D
4.2
204.6
6.7
296.3
anti
C3'-endo (3T2)
N7E
9.7
211.5
7.8
295.6
anti
C3'-endo (3T2)
N7F
10.7
222.9
159.4
297.7
anti
C2'-endo (2T1)
N7G
13.8
227.1
142.6
177.4
anti
C1'-exo (1T2)
N7H
16.2
234.3
79
188.5
anti
O4'-endo (OT4)
N7I
19.8
197.5
203.8
40.6
anti
C3'-exo (3T4)
N7K
23.6
232
135.2
63.6
anti
C1'-exo (1T2)
N7L
24.3
230.4
146.3
64
anti
C2'-endo (2T1)
N7M
29
45.1
159.5
301
syn
C2'-endo (2T1)
N7N
30
45.2
161.6
301
syn
C2'-endo (2T1)
O6A
38.2
219.2
153.3
294.2
anti
C2'-endo (2T1)
O6C
43.3
213.9
10.2
290.7
anti
C3'-endo (3T2)
N3A
47
38.8
156.5
307.4
syn
C2'-endo (2T1)
a
Structures and frequencies were calculated with the B3LYP/6-311+G(d,p) level of
theory, and Gibbs energies at the B3LYP/6-311+G(2d,2p) level of theory. The nucleobase
orientation (χ, ∠O4′C1′N1C4), 5′-hydroxyl orientation (τ, ∠O4′C4′C5′O5′) and sugar
puckering (P) are also listed.
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Table 5.4 Relative Gibbs energies and structural parameters for low-energy conformers
of [ddGuo+H]+.a
∆G298
χ
P
τ
Nucleobase
Sugar
Conformer (kJ/mol) (degrees) (degrees) (degrees) Orientation
Puckering
N7A
0.0
202.1
6.0
295.3
anti
C3'-endo (3T2)
N7B
7.6
228.1
179.5
296.9
anti
C2'-endo (2T3)
N7C
16.8
194.8
211.0
42.8
anti
C3'-exo (3T4)
N7D
17.4
192.9
209.5
44.6
anti
C3'-exo (3T4)
N7E
20.9
187.0
19.9
179.6
anti
C3'-endo (3T4)
N7F
21.1
184.1
16.4
61.7
anti
C3'-endo (3T2)
N7G
23.5
187.0
162.2
175.7
anti
C2'-endo (2T3)
N7H
25.0
189.0
20.2
67.1
anti
C3'-endo (3T4)
N7I
31.3
57.1
157.0
290.9
syn
C2'-endo (2T1)
N7J
33.6
76.1
34.3
180.9
syn
C3'-endo (3T4)
N7K
35.5
76.8
39.0
69.5
syn
C4'-exo (4T3)
N7L
36.3
74.2
38.0
66.6
syn
C4'-exo (4T3)
N7M
38.6
71.7
169.8
179.0
syn
C2'-endo (2T3)
O6A
44.2
213.6
8.1
291.9
anti
C3'-endo (3T2)
O6B
44.3
213.6
8.0
291.9
anti
C3'-endo (3T2)
N3A
54.1
44.1
145.3
299.4
syn
C2'-endo (2T3)
a
Structures and frequencies were calculated at the B3LYP/6-311+G(d,p) level of theory,
and Gibbs energies at the B3LYP/6-311+G(2d,2p) level of theory. The nucleobase
orientation (χ, ∠O4′C1′N1C4), pseudorotation angle (P), 5′-hydroxyl orientation (τ,
∠O4′C4′C5′O5′) and sugar puckering are also listed.
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Table 5.5 Relative Gibbs energies and structural parameters of low-energy conformers
of [araCyd+H]+.a
ΔG298
χ
P
τ
Nucleobase
Sugar
Conformer (kJ/mol) (degrees) (degrees) (degrees) Orientation
Puckering
N3A
0.0
207.2
150.6
295.6
anti
C2'-endo (2T1)
N3B
2.8
200.3
12.4
297.2
anti
C3'-endo (3T2)
N3C
3.3
209.6
153.1
295.9
anti
C2'-endo (2T1)
O2A
5.4
207.4
152.3
295.8
anti
C2'-endo (2T1)
O2B
7.7
207.6
155.3
296.2
anti
C2'-endo (2T1)
O2C
8.5
204.7
14.5
295.4
anti
C3'-endo (3T2)
N3G
13.3
210.7
153.6
295.6
anti
C2'-endo (2T1)
N3H
13.4
201.6
147.3
176.8
anti
C2'-endo (2T1)
N3I
15.0
204.1
61.7
190.0
anti
C4'-exo (4TO)
N3J
15.9
198.5
153.4
181.1
anti
C2'-endo (2T1)
N3K
18.2
191.7
200.8
43.1
anti
C3'-exo (3T4)
O2F
18.4
204.1
148.9
177.2
anti
C2'-endo (2T1)
O2G
18.9
218.4
151.1
297.1
anti
C2'-endo (2T1)
N3L
19.0
191.1
199.3
46.1
anti
C3'-exo (3T4)
O2H
19.1
202.0
47.9
189.9
anti
C4'-exo (4T3)
O2J
19.9
77.0
143.6
287.3
syn
C1'-exo (1T2)
N3P
22.1
190.6
143.2
282.7
anti
C1'-exo (1T2)
N3Q
22.2
195.5
72.3
62.6
anti
O4'-endo (OT4)
a
Structures and frequencies were calculated with the B3LYP/6-311+G(d,p) level of
theory, and Gibbs energies at the B3LYP/6-311+G(2d,2p) level of theory. The nucleobase
orientation (χ, ∠O4′C1′N1C2), 5′-hydroxyl orientation (τ, ∠O4′C4′C5′O5′) and sugar
puckering (P) are also listed.
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Table 5.5.6 Relative Gibbs energies and structural parameters of low-energy conformers
of [ddCyd+H]+.a
∆G298
χ
P
τ
Nucleobase
Sugar
Conformer (kJ/mol) (degrees) (degrees) (degrees) Orientation
Puckering
N3A
0.0
199.3
10.4
296.1
anti
C3'-endo (3T2)
O2A
4.8
199.4
11.5
295.3
anti
C3'-endo (3T2)
N3B
6.8
224.9
169.9
296.8
anti
C2'-endo (2T3)
O2B
10.9
225.1
169.6
295.5
anti
C2'-endo (2T3)
N3C
14.2
192.4
206.5
43.9
anti
C3'-exo (3T4)
O2C
17.2
56.9
151.4
299.7
syn
C2'-endo (2T1)
N3D
17.6
189.1
18.9
61.8
anti
C3'-endo (3T4)
N3E
18.2
192.3
21.2
179.7
anti
C3'-endo (3T4)
O2D
20.0
193.4
204.5
43.9
anti
C3'-exo (3T4)
N3F
21.2
190.4
166.9
176.2
anti
C2'-endo (2T3)
O2E
21.8
189.4
18.6
62.6
anti
C3'-endo (3T4)
O2F
22.4
193.2
20.5
179.5
anti
C3'-endo (3T4)
N3G
28.4
71.7
45.3
293.8
syn
C4'-exo (4T3)
O2G
28.9
339.0
205.3
297.0
syn
C3'-exo (3T4)
O2H
28.9
320.0
335.7
297.2
syn
C2'-exo (2T1)
N3H
30.6
69.6
41.3
68.5
syn
C4'-exo (4T3)
a
Structures and frequencies were calculated at the B3LYP/6-311+G(d,p) level of theory,
and Gibbs energies at the B3LYP/6-311+G(2d,2p) level of theory. The nucleobase
orientation (χ, ∠O4′C1′N1C4), pseudorotation angle (P), 5′-hydroxyl orientation (τ,
∠O4′C4′C5′O5′) and sugar puckering are also listed.
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Table 5.5.7 Relative Gibbs energies and structural parameters of low-energy conformers
of [araUrd+H]+.a
ΔG298
χ
P
τ
Nucleobase
Sugar
Conformer (kJ/mol) (degrees) (degrees) (degrees) Orientation
Puckering
O4A
0.0
206.5
150.4
295.8
anti
C2'-endo (2T1)
O4B
2.2
200.3
12.3
297.6
anti
C3'-endo (3T2)
O4C
3.2
208.9
152.9
296.0
anti
C2'-endo (2T1)
TA
3.9
207.6
157.1
296.7
anti
C2'-endo (2T1)
TB
4.6
209.1
16.7
293.6
anti
C3'-endo (3T2)
O2A
9.0
84.1
143.7
288.7
syn
C1'-exo (1T2)
O4D
10.9
208.4
17.6
297.1
anti
C3'-endo (3T2)
O4E
11.3
206.3
151.7
296.0
anti
C2'-endo (2T1)
TC
11.4
206.2
15.9
296.2
anti
C3'-endo (3T2)
TD
12.1
82.4
143.8
287.9
syn
C1'-exo (1T2)
O4F
14.2
200.7
12.1
297.3
anti
C3'-endo (3T2)
O4G
14.6
208.5
154.4
296.3
anti
C2'-endo (2T1)
O4H
16.0
208.6
17.6
294.3
anti
C3'-endo (3T2)
O4I
16.1
200.0
64.0
190.0
anti
C4'-exo (4TO)
TE
16.3
203.7
44.9
190.0
anti
C4'-exo (4T3)
TF
16.3
201.7
151.5
177.6
anti
C2'-endo (2T1)
TG
18.2
34.8
147.1
299.2
syn
C2'-endo (2T1)
a
Structures and frequencies were calculated with the B3LYP/6-311+G(d,p) level of
theory, and Gibbs energies at the B3LYP/6-311+G(2d,2p) level of theory. The nucleobase
orientation (χ, ∠O4′C1′N1C2), 5′-hydroxyl orientation (τ, ∠O4′C4′C5′O5′) and sugar
puckering (P) are also listed.
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Table 5.5.8 Relative Gibbs energies and structural parameters of low-energy conformers
of [ddUrd+H]+.a
∆G298
χ
P
τ
Nucleobase
Sugar
Conformer (kJ/mol) (degrees) (degrees) (degrees) Orientation
Puckering
O4A
0.0
200.6
9.8
296.7
anti
C3'-endo (3T2)
TA
1.4
200.7
11.0
295.6
anti
C3'-endo (3T2)
O4B
7.1
223.7
170.3
298.1
anti
C2'-endo (2T3)
TB
8.2
225.8
170.2
295.9
anti
C2'-endo (2T3)
TC
11.3
55.6
151.8
299.9
syn
C2'-endo (2T1)
O2A
14.8
53.4
153.6
300.7
syn
C2'-endo (2T1)
O4C
14.8
193.3
207.5
43.4
anti
C3'-exo (3T4)
O2B
17.1
43.9
41.4
301.9
syn
C4'-exo (4T3)
TD
17.6
194.3
205.1
43.3
anti
C3'-exo (3T4)
O4D
19.1
190.3
18.7
60.6
anti
C3'-endo (3T4)
O4E
20.2
192.6
21.5
180.1
anti
C3'-endo (3T4)
TE
20.6
193.6
19.8
179.7
anti
C3'-endo (3T4)
TF
23.3
339.5
206.8
298.5
syn
C3'-exo (3T4)
TG
23.4
318.3
335.3
297.8
syn
C2'-exo (2T1)
O4F
23.9
189.7
167.6
176.5
anti
C2'-endo (2T3)
TH
24.3
192.7
170.5
177.1
anti
C2'-endo (2T3)
a
Structures and frequencies were calculated at the B3LYP/6-311+G(d,p) level of theory,
and Gibbs energies at the B3LYP/6-311+G(2d,2p) level of theory. The nucleobase
orientation (χ, ∠O4′C1′N1C4), pseudorotation angle (P), 5′-hydroxyl orientation (τ,
∠O4′C4′C5′O5′) and sugar puckering are also listed.
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Table 5.5.9 Relative Gibbs energies and structural parameters for low-energy conformers
of [ddThd+H]+.a
∆G298
χ
P
τ
Nucleobase
Sugar
Conformer (kJ/mol) (degrees) (degrees) (degrees) Orientation
Puckering
TA
0.0
200.5
12.0
295.2
anti
C3'-endo (3T2)
O4A
2.5
200.3
10.7
296.4
anti
C3'-endo (3T2)
TB
6.0
225.4
168.6
295.8
anti
C2'-endo (2T3)
O4B
9.5
222.8
168.8
298.1
anti
C2'-endo (2T3)
TC
9.5
55.8
151.8
299.8
syn
C2'-endo (2T1)
O2A
9.7
53.5
153.5
300.8
syn
C2'-endo (2T1)
O2B
12.1
40.0
39.3
302.3
syn
C4'-exo (4T3)
TD
16.1
199.7
11.8
295.4
anti
C3'-endo (3T2)
TE
17.0
193.0
203.6
46.5
anti
C3'-exo (3T4)
O4C
17.7
194.1
206.8
44.0
anti
C3'-exo (3T4)
TF
18.2
190.6
18.6
62.1
anti
C3'-endo (3T4)
TG
18.5
193.3
20.6
179.8
anti
C3'-endo (3T4)
O4D
20.9
189.9
20.0
60.7
anti
C3'-endo (3T4)
TH
21.8
340.1
205.7
298.1
syn
C3'-exo (3T4)
TI
22.2
186.2
330.6
38.7
anti
C2'-exo (2T1)
TJ
22.3
318.3
335.9
297.2
syn
C2'-exo (2T1)
TK
22.9
193.6
167.6
176.8
anti
C2'-endo (2T3)
O4E
22.9
192.5
22.0
180.4
anti
C3'-endo (3T4)
TL
23.0
194.2
20.8
67.1
anti
C3'-endo (3T4)
O2C
24.1
343.8
201.6
299.6
syn
C3'-exo (3T4)
a
Structures and frequencies were calculated at the B3LYP/6-311+G(d,p) level of theory,
and Gibbs energies at the B3LYP/6-311+G(2d,2p) level of theory. The nucleobase
orientation (χ, ∠O4′C1′N1C4), pseudorotation angle (P), 5′-hydroxyl orientation (τ,
∠O4′C4′C5′O5′) and sugar puckering are also listed.

133

Figure 5.1

N3AaraAdo
syn, C4'-exo, 4T3
0.0 kJ/mol

N3BaraAdo
syn, C1'-exo, 1T2
1.2 kJ/mol

N3CaraAdo
syn, C2'-endo, 2T3
2.7 kJ/mol

N1AaraAdo
anti, C2'-endo, 2T1
18.3 kJ/mol

N3IaraAdo
syn, C1'-exo, 1T2
18.8 kJ/mol

N3JaraAdo
syn, C2'-exo, 2T3
19.4 kJ/mol

N1CaraAdo
anti, C3'-endo, 3T2
21.4 kJ/mol

N3KaraAdo
anti, C3'-endo, 3T2
23.1 kJ/mol

N3MaraAdo
anti, C2'-exo, 2T3
24.9 kJ/mol

N3NaraAdo
syn, C1'-exo, 1T2
29.2 kJ/mol

N3OaraAdo
syn, C2'-endo, 2T3
29.4 kJ/mol

N3ParaAdo
syn, C3'-endo, 3T2
29.5 kJ/mol

N7AaraAdo
anti, C3'-endo, 3T2
29.6 kJ/mol

N1EaraAdo
anti, C4'-exo, 4T3
29.9 kJ/mol

N3QaraAdo
syn, C2'-endo, 2T3
30.5 kJ/mol

N3DaraAdo
anti, C2'-endo, 2T1
3.8 kJ/mol

N3FaraAdo
syn, C2'-endo, 2T1
7.8 kJ/mol

N7BaraAdo
anti, C2'-endo, 2T1
30.8 kJ/mol

[araAdo+H]+

Figure 5.1 Representative B3LYP/6-311+G(d,p) low-energy conformers of
[araAdo+H]+ with relative B3LYP/6-311+G(2d,2p) Gibbs energies at 298 K. The
protonation site, orientation of the nucleobase, and specific puckering of the sugar
are noted for each conformer.
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Figure 5.2

N3A
syn, C3'-endo, 3T4
0.0 kJ/mol

N3B
syn, C2'-endo, 2T1
0.4 kJ/mol

N3C
syn, C2'-endo, 2T3
10.0 kJ/mol

N3F
syn, C3'-exo, 3T2
19.1 kJ/mol

N1A
N1B
N7A
N3G
anti, C3'-endo, 3T2 anti, C2'-endo, 2T3 anti, C3'-endo, 3T2 syn, C3'-endo, 3T2
24.0 kJ/mol
25.8 kJ/mol
27.2 kJ/mol
28.4 kJ/mol

N3H
syn, C2'-endo, 2T3
29.0 kJ/mol

N3I
anti, C3'-endo, 3T2
31.0 kJ/mol

N3J
anti, C3'-exo, 3T2
31.6 kJ/mol

N3D
syn, C2'-endo, 2T3
11.6 kJ/mol

N7B
anti, C2'-endo, 2T3
35.3 kJ/mol

N3E
syn, C2'-exo, 2T3
14.5 kJ/mol

N3K
anti, C3'-exo, 3T4
35.8 kJ/mol

[ddAdo+H]+
N1C
anti, C3'-endo, 3T2
36.7 kJ/mol

Figure 5.2 Representative B3LYP/6-311+G(d,p) low-energy conformers of
[ddAdo+H]+ with relative Gibbs energetics calculated at the B3LYP/6-311+G(2d,2p)
level of theory at 298 K. The conformer designation, nucleobase orientation, and
sugar puckering are noted for each conformer.
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Figure 5.3

N7A
N7B
N7C
N7D
N7E
anti, C2'-endo, 2T1 anti, C2'-endo, 2T1 anti, C3'-endo, 3T2 anti, C3'-endo, 3T2 anti, C3'-endo, 3T2
0.0 kJ/mol
1.7 kJ/mol
3.1 kJ/mol
4.2 kJ/mol
9.7 kJ/mol

N7F
anti, C2'-endo, 2T1
10.7 kJ/mol

N7G
N7H
N7I
2
O
anti, C1'-exo, 1T anti, O4'-endo, T4 anti, C3'-exo, 3T4
13.8 kJ/mol
16.2 kJ/mol
19.8 kJ/mol

N7L
N7M
anti, C2'-endo, 2T1 syn, C2'-endo, 2T1
24.3 kJ/mol
29.0 kJ/mol

N3A
syn, C2'-endo, 2T1
47.0 kJ/mol

N7K
anti, C1'-exo, 1T2
23.6 kJ/mol

O6C
N7N
O6A
3T
anti,
C3'-endo,
2
syn, C2'-endo, 2T1 anti, C2'-endo, 2T1
43.3 kJ/mol
30.0 kJ/mol
38.2 kJ/mol

[araGuo+H]+

Figure 5.3 Representative B3LYP/6-311+G(d,p) low-energy conformers of
[araGuo+H]+ with relative B3LYP/6-311+G(2d,2p) Gibbs energies at 298 K. The
protonation site, orientation of the nucleobase, and specific puckering of the sugar
are noted for each conformer.

136

Figure 5.4

N7A
N7B
anti, C3'-endo, 3T2 anti, C2'-endo, 2T3
0.0 kJ/mol
7.6 kJ/mol

N7C
anti, C3'-exo, 3T4
16.8 kJ/mol

N7D
anti, C3'-exo, 3T4
17.4 kJ/mol

N7E
anti, C3'-endo, 3T4
20.9 kJ/mol

N7F
N7G
N7H
N7I
anti, C3'-endo, 3T2 anti, C2'-endo, 2T3 anti, C3'-endo, 3T4 syn, C2'-endo, 2T1
21.1 kJ/mol
23.5 kJ/mol
25.0 kJ/mol
31.3 kJ/mol

N7J
syn, C3'-endo, 3T4
33.6 kJ/mol

N7K
syn, C4'-exo, 4T3
35.5 kJ/mol

O6B
anti, C3'-endo, 3T2
44.3 kJ/mol

N3A
syn, C2'-endo, 2T3
54.1 kJ/mol

N7L
syn, C4'-exo, 4T3
36.3 kJ/mol

N7M
syn, C2'-endo, 2T3
38.6 kJ/mol

O6A
anti, C3'-endo, 3T2
44.2 kJ/mol

[ddGuo+H]+

Figure 5.4 Representative B3LYP/6-311+G(d,p) low-energy conformers of
[ddGuo+H]+ with relative Gibbs energetics calculated at the B3LYP/6-311+G(2d,2p)
level of theory at 298 K. The conformer designation, nucleobase orientation, and
sugar puckering are noted for each conformer.
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Figure 5.5
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O2C
anti, C3'-endo, 3T2
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anti, C2'-endo, 2T1
13.3 kJ/mol

N3K
O2F
anti, C3'-exo, 3T4 anti, C2'-endo, 2T
1
18.2 kJ/mol
18.4 kJ/mol

O2J
syn, C1'-exo, 1T2
19.9 kJ/mol

N3H
N3I
N3J
anti, C2'-endo, 2T1 anti, C4'-exo, 4TO anti, C2'-endo, 2T1
13.4 kJ/mol
15.0 kJ/mol
15.9 kJ/mol

O2G
anti, C2'-endo, 2T1
18.9 kJ/mol

N3P
anti, C1'-exo, 1T2
22.1 kJ/mol

N3L
anti, C3'-exo, 3T4
19.0 kJ/mol

O2H
anti, C4'-exo, 4T3
19.1 kJ/mol

N3Q
anti, O4'-endo, OT4
22.2 kJ/mol

[araCyd+H]+
Figure 5.5 Representative B3LYP/6-311+G(d,p) low-energy conformers of
[araCyd+H]+ with relative B3LYP/6-311+G(2d,2p) Gibbs energies at 298 K. The
protonation site, orientation of the nucleobase, and specific puckering of the sugar
are noted for each conformer.

138

Figure 5.6
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O2A
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10.9 kJ/mol

N3C
anti, C3'-exo, 3T4
14.2 kJ/mol

O2C
N3D
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O2D
N3F
syn, C2’-endo, 2T1 anti, C3'-endo, 3T4 anti, C3'-endo, 3T4 anti, C3'-exo, 3T4 anti, C2'-endo, 2T3
17.2 kJ/mol
17.6 kJ/mol
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20.0 kJ/mol
21.2 kJ/mol

O2E
O2F
anti, C3'-endo, 3T4 anti, C3'-endo, 3T4
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22.4 kJ/mol

N3G
syn, C4'-exo, 4T3
28.4 kJ/mol

O2G
syn, C3'-exo, 3T4
28.9 kJ/mol

O2H
syn, C2'-exo, 2T1
28.9 kJ/mol

[ddCyd+H]+
N3H
syn, C4'-exo, 4T3
30.6 kJ/mol

Figure 5.6 Representative B3LYP/6-311+G(d,p) low-energy conformers of
[ddCyd+H]+ with relative Gibbs energetics calculated at the B3LYP/6-311+G(2d,2p)
level of theory at 298 K. The conformer designation, nucleobase orientation, and
sugar puckering are noted for each conformer.
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Figure 5.7

O4A
O4B
O4C
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anti, C2'-endo, 2T1 anti, C3'-endo, 3T2 anti, C2'-endo, 2T1 anti, C2'-endo, 2T1 anti, C3'-endo, 3T2
0.0 kJ/mol
2.2 kJ/mol
3.2 kJ/mol
3.9 kJ/mol
4.6 kJ/mol

O4E
anti, C2'-endo, 2T1
11.3 kJ/mol

TC
anti, C3'-endo, 3T2
11.4 kJ/mol

TD
syn, C1'-exo, 1T2
12.1 kJ/mol

O4F
O4G
O4H
anti, C3'-endo, 3T2 anti, C2'-endo, 2T1 anti, C3'-endo, 3T2
14.2 kJ/mol
14.6 kJ/mol
16.0 kJ/mol

O4I
anti, C4'-exo, 4TO
16.1 kJ/mol

TE
anti, C4'-exo, 4T3
16.3 kJ/mol

O2A
syn, C1'-exo, 1T2
9.0 kJ/mol

TF
anti, C2'-endo, 2T1
16.3 kJ/mol

O4D
anti, C3'-endo, 3T2
10.9 kJ/mol

TG
syn, C2'-endo, 2T1
18.2 kJ/mol

[araUrd+H]+

Figure 5.7 Representative B3LYP/6-311+G(d,p) low-energy conformers of
[araUrd+H]+ with relative B3LYP/6-311+G(2d,2p) Gibbs energies at 298 K. The
protonation site, orientation of the nucleobase, and specific puckering of the sugar
are noted for each conformer.
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Figure 5.8
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anti, C3'-endo, T2 anti, C3'-endo, T2 anti, C2'-endo, T3 anti, C2'-endo, T3 syn, C2'-endo, 2T1
0.0 kJ/mol
1.4 kJ/mol
7.1 kJ/mol
8.2 kJ/mol
11.3 kJ/mol

O2A
syn, C2'-endo, 2T1
14.8 kJ/mol

O4C
anti, C3'-exo, 3T4
14.8 kJ/mol

O4E
TE
anti, C3'-endo, 3T4 anti, C3'-endo, 3T4
20.2 kJ/mol
20.6 kJ/mol

TH
anti, C2'-endo, 2T3
24.3 kJ/mol

O2B
syn, C4'-exo, 4T3
17.1 kJ/mol

TD
anti, C3'-exo, 3T4
17.6 kJ/mol

O4D
anti, C3'-endo, 3T4
19.1 kJ/mol

TF
syn, C3'-exo, 3T4
23.3 kJ/mol

TG
syn, C2'-exo, 2T1
23.4 kJ/mol

O4F
anti, C2'-endo, 2T3
23.9 kJ/mol

[ddUrd+H]+

Figure 5.8 Representative B3LYP/6-311+G(d,p) low-energy conformers of
[ddUrd+H]+ with relative Gibbs energetics calculated at the B3LYP/6-311+G(2d,2p)
level of theory at 298 K. The conformer designation, nucleobase orientation, and
sugar puckering are noted for each conformer.
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Figure 5.9
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syn, C2'-endo, 2T1
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O2A
syn, C2'-endo, 2T1
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syn, C4'-exo, 4T3
12.1 kJ/mol

TD
anti, C3'-endo, 3T2
16.1 kJ/mol

TE
anti, C3'-exo, 3T4
17.0 kJ/mol

O4C
anti, C3'-exo, 3T4
17.7 kJ/mol

TF
anti, C3'-endo, 3T4
18.2 kJ/mol

TG
anti, C3'-endo, 3T4
18.5 kJ/mol

O4D
anti, C3'-endo, 3T4
20.9 kJ/mol

TH
syn, C3'-exo, 3T4
21.8 kJ/mol

TI
anti, C2'-exo, 2T1
22.2 kJ/mol

TJ
syn, C2'-exo, 2T1
22.3 kJ/mol

TK
anti, C2'-endo, 2T3
22.9 kJ/mol

O4E
anti, C3'-endo, 3T4
22.9 kJ/mol

TL
anti, C3'-endo, 3T4
23.0 kJ/mol

O2C
syn, C3'-exo, 3T4
24.1 kJ/mol

[ddThd+H]+
Figure 5.9 Representative B3LYP/6-311+G(d,p) low-energy conformers of
[ddThd+H]+ with relative Gibbs energetics calculated at the B3LYP/6-311+G(2d,2p)
level of theory at 298 K. The conformer designation, nucleobase orientation, and
sugar puckering are noted for each conformer.
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Figure 5.10
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Figure 5.10 Comparison of the experimental IRMPD spectra of 2′,3′dideoxyadenosine, 2′-deoxyadenosine, adenosine, and adenosine arabinoside. Also
compared are the predicted linear IR spectra and images of the conformers identified
as the primary contributors to the experimental spectrum as calculated at the
B3LYP/6-311+G(d,p) level of theory. The intensities of the experimental and predicted
spectra are normalized to facilitate comparison. The larger structures are likely the
more important contributors to the experimental spectrum.
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Figure 5.11
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Figure 5.11 Comparison of the experimental IRMPD spectra of 2′,3′dideoxyguanosine, 2′-deoxyguanosine, guanosine, and guanosine arabinoside. Also
compared are the predicted linear IR spectra and images of the conformers identified
as the primary contributors to the experimental spectrum as calculated at the
B3LYP/6-311+G(d,p) level of theory. The intensities of the experimental and predicted
spectra are normalized to facilitate comparison. The larger structures are likely the
more important contributors to the experimental spectrum.

144

Figure 5.12
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Figure 5.12 Comparison of the experimental IRMPD spectra of 2′,3′-dideoxycytidine,
2′-deoxycytidine, cytidine and cytosine arabinoside. Also compared are the predicted
linear IR spectra and images of the conformers identified as the primary contributors
to the experimental spectrum as calculated at the B3LYP/6-311+G(d,p) level of
theory. The intensities of the experimental and predicted spectra are normalized to
facilitate comparison. The larger structures are likely the more important contributors
to the experimental spectrum.

145

Figure 5.13
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Figure 5.13 Comparison of the experimental IRMPD spectra of 2′,3′-dideoxyuridine,
2′-deoxyuridine, uridine, and uracil arabinoside. Also compared are the predicted
linear IR spectra and images of the conformers identified as the primary contributors
to the experimental spectrum as calculated at the B3LYP/6-311+G(d,p) level of
theory. The intensities of the experimental and predicted spectra are normalized to
facilitate comparison. The larger structures are like the more important contributors to
the experimental spectrum
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Figure 5.14
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Figure 5.14 Comparison of the experimental IRMPD spectra of 2′,3′dideoxythymidine, 2′-deoxythymidine and thymidine. Also compared are the predicted
linear IR spectra and images of the conformers identified as the primary contributors
to the experimental spectrum as calculated at the B3LYP/6-311+G(d,p) level of
theory. The intensities of the experimental and predicted spectra are normalized to
facilitate comparison. The larger structures are likely the more important contributors
to the experimental spectrum.
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Figure 5.15
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Figure 5.15 The three primary parameters that govern the structure of the
conformers of the protonated purine nucleoside analogues calculated, glycosidic
bond angle, 5′-hydroxyl orientation and pseudorotation angle (sugar puckering), are
displayed for all conformers with relative stabilities predicted within 25 kJ/mol Gibbs
energy of the corresponding ground conformers.
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Figure 5.16

Glycosidic Bond Angle
syn
30

0

5′-Hydroxyl Orientation
trans

330

30

0

330

gauche+
60

300

90

60

270

120

300

90

240 anti

270

120

240

gaucheˉ
150

180

210

150

180

210

Pseudorotation Angle
C2′-exo
[ddCyd+H]
[dCyd+H] +
[Cyd+H] +
[araCyd+H] +

0

324

+

C3′-endo
36

72

288

[dThd+H] +

+

[ddUrd+H]
[dUrd+H] +
[Urd+H] +
[araUrd+H] +

[ddThd+H] +

252

108

216

C3′-exo

[Thd+H] +

144
180

C2′-endo

Figure 5.15 The three primary parameters that govern the structure of the
conformers of the protonated pyrimidine nucleoside analogues calculated, glycosidic
bond angle, 5′-hydroxyl orientation and pseudorotation angle (sugar puckering), are
displayed for all conformers with relative stabilities predicted within 25 kJ/mol Gibbs
energy of the corresponding ground conformers.
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CHAPTER 6 CONCLUSIONS AND FUTURE WORK
6.1 Conclusions
In this thesis work I have developed hardware and software tools, for use in IRMPD
tandem mass spectrometry experiments. I have also developed a suite of software tools
to assist with simple but extremely repetitive file management and parsing tasks involved
in computational chemistry methods common within the Rodgers research group. I have
used these software tools and the IRMPD action spectroscopy experimental setup I
developed to examine the gas-phase intrinsic structures of several modified protonated
nucleosides. In particular, I examined the gas-phase structures of 2-thiouridine and 4thiouridine, as well as the arabinose and 2′,3′-dideoxyribose analogues of adenosine,
guanosine, cytidine, and uridine, as well as 2′,3′-dideoxythymidine. These results were
carefully compared with the previously published results pertaining to their DNA and RNA
analogues to examine the impact of these modifications on nucleoside structures in the
experiments, and any impact they may have on the potential energy landscape of the
modified nucleosides.
In Chapter 2 the development of an IRMPD action spectroscopy system coupled
to two commercial mass spectrometers is detailed. Access to IRMPD action spectroscopy
in the hydrogen-stretching region on more readily available instrumentation is important
to increasing access to this powerful structural analysis tool. Historically, custom-built
mass spectrometers were the preferred platform for IRMPD action spectroscopy, in order
to provide the necessary hardware and software control to acquire high-quality spectra.
However, commercially available mass spectrometers often offer better overall
performance at reasonable cost and can be readily modified to allow access to the ion
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cloud for an incident laser, an important feature not only for IRMPD action spectroscopy
but also UV photodissociation. I coupled the LaserVision OPO system and the dedicated
controller for the system to a Bruker amaZon ETD QIT-MS and Bruker solariX FT-ICR
MS. The scanning of the mass spectrometers, opening of the optical shutter, and firing of
the pump laser are all synchronized to ensure that ions are only irradiated during a set
activation window, and each activation window contains the same number of laser pulses.
On the QIT-MS, further software synchronization is established via a custom LabVIEW™
program to control acquisition on the QIT-MS and scanning of the OPO. Critical
performance parameters for the QIT-MS are characterized to ensure that it is operated in
such a way as to acquire the highest-quality spectra possible. The FT-ICR MS offers no
easily accessible software synchronization options, which complicates data acquisition,
but the only compromise for IRMPD action spectroscopy is the shape of the ion cloud
which has reduced overlap with the incident laser compared to the QIT-MS, resulting in
much longer irradiation times and therefore experiments.
In Chapter 3 the computational chemistry method used to generate candidate
structure and linear IR spectra for analysis of IRMPD action spectra is described. Also
detailed are the software tools and scripts I developed to facilitate not only more rapid
creation of the hundreds of individual calculations, but also the analysis of the results.
Two Python scripts for the automated analysis of the initial conformational search are
described. These scripts seek to greatly accelerate and improve the sampling of lowenergy candidate structures from the molecular mechanics conformational search in
order to improve exploration of conformational space and improve the variety of structures
optimized, and linear IR spectra predicted by the more expensive DFT calculations that
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follow. The performance of these two scripts, which address the issue of identifying
structural uniqueness in small molecules by two different methods are characterized and
compared.
In Chapter 4 the IRMPD action spectroscopy setup detailed in Chapter 2 is utilized
in conjunction with experiments at the FELIX facility and the computational methods
described in Chapter 3 to examine protonated 2-thiouridine and 4-thiouridine.
Comparisons of these results to previous work characterizing the intrinsic gas-phase
conformations of 2′-deoxyuridine and uridine, as well as 2-thiouracil and 4-thiouracil
enable examination of the impact of thiation on the intrinsic gas-phase structure, and the
impact of the sugar moiety on protonation of the nucleobase. It was observed that
2-thiouridine and 4-thiouridine display unique protonation preferences with protonated
2-thiouridine strongly preferring formation of the minor 2-sulfhydryl-4-hydroxy tautomer
with some O4-protonated conformer present, whereas 4-thiouridine strongly prefers
O4-protonation and some minor tautomer may be present in the experiments. This is
generally in agreement with the available experimental data for 2-thiouracil and
4-thiouracil.59 Both differ from the DNA and RNA uridine analogues, which generally
display a more even distribution of minor tautomer and O4-protonated conformers.
The IRMPD action spectra of the arabinose and 2′,3′-dideoxyribose analogues of
adenosine, guanosine, cytidine, and uridine, as well as 2′,3′-dideoxythymidine are
compared with predicted IR spectra of candidate low-energy conformers in Chapter 5.
These experiments allow for examination of the impact of the 2′- and 2′,3′- sugar hydroxy
moieties on intrinsic nucleoside structure and protonation preference. No significant
changes in the experimentally relevant structures were obvious, but changes in the
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intramolecular hydrogen-bonding interactions and sugar puckering modes accessed and
preferred are observed. The arabinonucleosides all exhibit some evidence, either
spectroscopic or energetic, for the presence of an O2′H···O5′ hydrogen-bonding
interaction. This interaction preferentially stabilizes C2′-endo sugar puckering, which is
therefore generally preferred, although [araAdo+H]+, like the adenosine DNA and RNA
analogues, is energetically dominated by N3-protonation allowing for the N3H+···O5′ ionic
hydrogen-bonding interaction with which C3′-endo puckering is preferred. However, like
the adenosine DNA and RNA analogues, N1-protonated conformers are also present for
[araAdo+H]+ where an O2′H···O5′ hydrogen-bonding interaction and C2′-endo sugar
puckering are observed. The absence of the 2′- and 3′-hydroxy substituents does not alter
the preferred protonation preferences of the DNA nucleoside analogues. However,
spectroscopic evidence suggests that the absence of both the 2′- and 3′-hydroxy
substituents shifts the sugar puckering preference from generally C2′-endo to C3′-endo.
The lack of additional opportunities for sugar-sugar hydrogen-bonding stabilization
greatly reduces the number of similar conformers found in comparison to the arabinoside,
DNA, and RNA nucleoside analogues. The computational methods used in Chapter 5
leverage the conformational search analysis scripts described in Chapter 3 to largely
automate the candidate structure selection process. In particular, the structural parameter
RMSD method described in Section 3.5.2, used for the calculations of the 2′,3′dideoxyribose analogues performed very well, with only a single important low-energy
conformer identified as absent from the automated selection.
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6.2 Future Work
This thesis work sought to develop tools for tandem mass spectrometry
experiments, analysis, and complimentary theoretical calculations. This work also uses
some of these tools to examine the protonated gas-phase structures of several modified
nucleic acid building blocks. This work can be expanded upon in several ways, discussed
below:
In Chapter 2 a tunable IR laser system is coupled to two commercial mass
spectrometers, a QIT MS and a FT-ICR MS. However, a component of the original scope
of this project involved the additional setup of two fixed frequency CO2 lasers for general
purpose IRMPD photodissociation. During the design and alignment of the tunable IR
laser to the two mass spectrometers the additional beam paths for the CO2 lasers and
the compromises that needed to be made for them became infeasible. Currently, the
tunable IR OPO laser is readily coupled to both mass spectrometers and implementation
of a CO2 laser on either instrument would require dismantling part or all of the current
OPO beam path. It is possible that with further consideration a suitable beam path for the
CO2 lasers that does not compromise that of the OPO laser may be found that will allow
for either simultaneous operation, or just more readily switching between beam paths,
without disassembly or realignment. If the appropriate contacts can be made at Bruker, it
is also possible that custom software might be written to better facilitate software
synchronization between the OPO laser controller and the FT-ICR MS.
In Chapter 3 two methods for calculating a structural RMSD between two
conformers are described. The goal of these methods is to largely enable automation of
the candidate structure selection process so as to greatly accelerate and improve the
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computational method used in conjunction with IRMPD action spectroscopy
measurements. Although the structural parameter RMSD is generally more effective than
the more common Cartesian coordinate RMSD for relatively small and rigid molecules
such as those examined in this work, there remains a great deal of room for improvement.
Currently, the structural parameters are limited to dihedral angles, a result of the scripts
development specifically for the protonated nucleosides, where the proton is relatively
fixed at the temperatures examined. However, in the sodiated nucleosides for instance,
the sodium ion can chelate readily, and structural parameters that deal with proximity to
a given atom might be extremely useful in identifying similar structures that originate from
notably different starting points, which is a drawback to the structural parameter RMSD
versus the Cartesian coordinate RMSD. The interface for these scripts is quite
rudimentary, and along with expanding upon the acceptable structural parameters, a new
interface for defining these parameters would likely be extremely helpful.
In Chapter 4 the gas-phase structures of two protonated modified uridines are
examined by IRMPD action spectroscopy and theoretical calculations. Although
2-thiouridine is found in naturally occurring tRNA, it is more commonly found with
additional modifications at the 5-position of the nucleobase. Examining the gas-phase
structures of these further modified 2-thiouridines would be of interest to understand if
they further change protonation preference or preferred structure, which might help
explain their importance at the wobble position.
In Chapter 5 the impact of the 2′- and 2′,3′- sugar hydroxy moieties on protonated
gas-phase nucleoside structure is examined through the arabinonucleosides and
2′,3′-dideoxynucleosides. This could be further extended to include a set of
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3′-deoxynucleoside

analogues,

which

would

then

provide

a

comprehensive

understanding of the impact of the individual sugar hydroxy moieties. The 2′,3′dideoxynucleosides are also a foundation for further synthetic modifications, many of
which are used pharmaceutically as nucleoside reverse transcriptase inhibitors.
Understanding how further modification at the 2′- and 3′- positions on the sugar moiety
might impact gas-phase structure may help further elucidate the impact of sugar
modification on nucleoside structure.
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APPENDIX A SOFTWARE AND HARDWARE FOR THE GIBMS
A.1 Guided Ion Beam Tandem Mass Spectrometer (GIBMS)
The threshold collision-induced dissociation (TCID) analysis of energy-resolved
collision-induced dissociation (ER-CID) tandem mass spectrometry data relies upon
careful control over the kinetic and internal energy available to ions before and during a
single collision with a gaseous atom or molecule. Careful control of these energies and
modeling of the collision cross sections allows for determination of the threshold energy
at which dissociation occurs along a specific pathway for an ion. The level of control over
the kinetic and internal energy of an ion necessary to acquire particularly high-quality
energy-resolved CID data over experimental parameters is not available with commercial
instrumentation. To facilitate the high-quality ER-CID experiments necessary for TCID
analysis a custom-built guided ion beam tandem mass spectrometer (GIBMS) is used,
which is described in detail elsewhere, with a brief summary given below.171-173
Managing the internal energy of an ion is particularly challenging in the mass
spectrometer. Therefore, controlling the influence of the ion optics on internal energy is
key to the construction and operation of the GIBMS. Schematics of the GIBMS are shown
in Figures A.1 and A.2 as a top-down drawing and a 3D rendered half-section view,
respectively. Ions are generated using a custom-built electrospray ionization (ESI)
source, which is described in greater detail in Section A.2. ESI is well known to be able
to produce ions without depositing significant internal energy into their internal
modes.174,175 Ions are transferred from the ESI source into the first vacuum stage by a
5.5” long stainless steel capillary (0.020” inner diameter, ID) wrapped in a heating filament
allowing for operation between ~100–125 °C, and biased at 20–50 V. Ions exiting this
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capillary are captured by a radio frequency (RF) ion funnel.176,177 DC potentials are
applied to the first and last plates of the ion funnel with a resistor chain connecting the
intervening plates to create a linear DC gradient along the funnel that draws ions towards
the exit of the funnel. RF voltage is applied to the plates of the ion funnel with the voltage
applied to adjacent plates being 180° out of phase. The frequency of the RF voltage
applied is in the range of 0.6–1.2 kHz with an amplitude 10–30 Vpp to trap ions radially
within the funnel. Ions exit the ion funnel into a RF hexapole ion guide that is surrounded
by a collision cell, where they are thermalized by collisions with background gasses. Ions
leaving the hexapole ion guide are collected and focused by a set of DC differential lenses
(DL) that capture and focus the ion beam into the first stage of focusing and shaping
optics (FS1). FS1 prepares the ions for the following magnetic sector momentum analyzer
by converting the cylindrical symmetry of the ion beam to a ribbon shape and accelerating
the ions into the magnetic sector. The use of DC lenses and the magnetic sector
momentum analyzer are important for preserving the internal energy distribution of the
ion population established in the hexapole ion guide, as RF optics or analyzers would
introduce RF heating. Following mass selection of the ion of interest in the magnetic
sector, the ion beam is reshaped to cylindrical symmetry and focused by another set of
DC lenses (FS2) into an exponential retarder. The exponential retarder is comprised of a
series of thin lenses with DC voltages applied that carefully slows the ions following the
magnetic sector. Ions leave the exponential retarder into a set of DC focusing lenses
(FS3) that inject the ions into an RF octopole ion guide. The DC-bias on the RF octopole
ion guide is controlled to set the desired ion kinetic energy. The octopole ion guide passes
through a collision cell where a low pressure of Xe gas (~0.05–0.20 mTorr) ensures that
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multiple ion neutral collisions are improbable.178-180 Xenon is chosen as the collision gas
because it is monoatomic, heavy, and polarizable, leading to efficient kinetic to internal
energy transfer during CID.178,179 The octopole ion guide serves as an effective trap for
ions in the radial direction, largely eliminating the loss of scattered reactant or product
ions.181 The product and remaining reactant ions exit the octopole ion guide into another
set of DC focusing lenses (FS4) that focus and prepare the ions for injection into a
quadrupole mass analyzer for mass analysis. Ions leaving the quadrupole enter a final
stage of ion optics that focus the ions onto a Daly detector where they are detected by a
secondary electron scintillation detector and standard pulse counting techniques.182
A.2 Electrospray Ionization
Electrospray ionization (ESI), as developed and popularized by John Fenn,183,184
has contributed to a significant expansion in the types of samples readily available for
analysis by mass spectrometry. Large biomolecules have particularly benefitted from the
introduction of ESI to the toolbox of mass spectrometry ionization techniques.185-188 The
ability of ESI to produce ions with relatively low internal energies is especially important
when producing relatively fragile ions. The soft nature of ESI is also particularly important
to studying intact small molecules, as it greatly reduces the propensity for metastable
fragmentation following ionization, and gives more control over the ion under
investigation. With appropriate care it has been demonstrated that a well-tuned ESI
source and interface can produce thermalized ion populations, an important consideration
when making careful measurements of the intrinsic properties of an ion.174,175
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A.2.1 Original GIBMS ESI Source
A previous student, Yu Chen, developed an ESI source for our custom-built
GIBMS, similar in design to that developed by Moison et al., the details of both are found
elsewhere.174,189 This ESI source, shown in Figure A.3, greatly expanded the systems of
study available to the GIBMS, from the predominantly metal-ligand complexes studied
with the DC discharge flow tube source or protonated and radical cations of moderately
volatile organic molecules with the microwave discharge flow tube source originally
associated with the instrument, to small biomolecules in varied states of cationization.
With this ESI source, thermalization previously achieved using the flow tube, is now
accomplished with an RF ion funnel and hexapole ion guide/collision cell interface that is
described in Section A.1.
The ESI emitter assembly was constructed on a triangular optical rail and platform
system mounted to the source flange. An XYZ translation stage (Line Tool Co, model A
RH-1/2” travel) was mounted to a custom platform, allowing for easy removal and coarse
control of the position of the emitter assembly along the Z-axis. A custom shaft collar
assembly was machined for the translation stage to hold a MicroTight® adapter (IDEX P770). This union coupled the 0.063” plastic tubing from a syringe pump, typically
fluorinated ethylene polypropylene (FEP) with an ID of 0.030”, to a 35-gauge stainless
steel hypodermic tube and polyether ether ketone (PEEK) sleeve serving as the ESI
emitter. An ESI voltage (1.7–3.0 kV) was applied to a custom copper collar with a tight
slip fit in the PEEK MicroTight® fitting, with an 0-80 hole tapped in the radial direction to
allow a screw to gently “pinch” the hypodermic tubing without deforming or piercing it,
providing electrical connection directly to the ESI needle.
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This ESI source greatly expanded the systems that could be readily examined on
the GIBMS, with a shift from metal-ligand complexes to crown ether-amino acid
complexes, nucleic acid monomers, base pairs, and more recently ionic liquid clusters.190195

However, after nearly constant use for several years, some major and minor issues

became apparent. Key issues where quality of life could be readily improved included
safety, signal stability, ease-of-use, and the management of environmental factors.
Improvements to the full ESI source assembly, including the in-vacuo components, to
target performance gains, are generally more expensive to address as they require more
substantial machining and the purchase or modification of further ion optics. The
subsequent Sections A.2.2 and A.2.3 describe two alternative ESI emitter assemblies
that have been created for the GIBMS to try and address the less expensive quality of life
improvements and provide opportunities for further expansion.
A.2.2 Prototype ESI Source
The first new emitter platform created for the GIBMS ESI source sought to begin
addressing some of the safety and ease-of-use issues that became apparent after
extended use, and offers the opportunity to more easily adapt the emitter to new ESI
needles and sprayer assemblies. Several factors are likely responsible for the
occasionally unstable spray observed with the original ESI source for the GIBMS and
include: the relatively high analyte concentration (0.5–1.5 mM) required to generate
usable signal, the sensitivity of the spray to the ESI voltage, and the highly dynamic air
flow around the ESI needle. A new emitter platform was designed to address the safety
concerns associated with the ESI voltage, and to facilitate greater exploration of spray
generation and orientation.
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A platform based upon the existing triangular optical rail from the original GIBMS
ESI source was designed as both a functional replacement and test bed for exploring
more emitter positions than the original emitter assembly gave access to. This platform
was based upon the plate to which the XYZ translation stage mounts in the original
GIBMS ESI source. The two arc slots machined into this new plate accommodate a
0.1875” pin and 8-32 binding head screw, which guide and secure a 0.5” square aluminum
bar that serves as a rail for the ESI emitter, and the full assembly is shown in Figure A.4.
This plate mounts to a custom carriage machined for the original GIBMS ESI source that
was modified slightly to remove interferences with the protruding pin and screw that
secure the aluminum rail to the plate. A custom H-channel holder was machined from a
0.625” thick Delrin® bar to slide and clamp onto the aluminum tail, into which a stainless
steel zero dead volume union from IDEX (part #: U-402) is set. Tapped holes were added
to allow for 6-32 screws to secure the position of this holder on the aluminum rail and to
secure and electrically connect the ESI voltage to the stainless steel union. The ESI
voltage is connected to the analyte solution through the stainless steel union, allowing for
removal of the custom copper collar and 0-80 hardware. This change in application of the
ESI voltage not only removes the chance of pinching and ruining the ESI emitter by the
0-80 screw, but also greatly improves the robustness of the electrical connection, as the
coaxial cable now has little to no risk of disconnecting accidentally. This also greatly
improves the ease with which the ESI emitter is assembled. Machine shop drawings of
the new or modified components of this source are given in Figure A.5–A.7
To allow for increased decoupling of the electrospray from its proximity to the
stainless steel capillary interface, which acts as the counter electrode in the original ESI
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source, a secondary counter electrode was fabricated. A stainless steel tube and custom
Delrin® holder were designed and fabricated to mount to the aluminum rail that also holds
the ESI emitter assembly. The counter electrode voltage can then be applied to this
electrode to decouple the electrospray from the capillary interface, allowing the ESI
emitter to be located much farther from the capillary interface without greatly increasing
the ESI voltage.
A simple pneumatic nebulization assembly was also designed, depicted in Figure
A.8. A longer (≥ 3”) ESI needle was fabricated from 35 gauge hypodermic tubing and
connected to the syringe pump via stainless steel union as described previously, also
serving as the electrical connection to the ESI voltage. The ESI needle passes through a
0.063” OD X 0.007” ID PEEK sleeve connecting this union to a Swagelok stainless steel
tee (part #: SS-100-3), which the needle also passes through. A stainless steel tube,
0.063” OD X 0.030” ID”, is attached to the tee, coaxial to the needle, cut to allow ≤ 0.1” of
the ESI needle to extend beyond it. A nitrogen gas flow is connected to the orthogonal
port of the tee and flows coaxially to the needle within the stainless steel tubing. The gas
flow can be controlled manually by a needle-leak valve, or by a spare MKS mass flow
controller (Model 1159B).
Testing of this pneumatic nebulization prototype revealed that a spray could be
formed without voltage, although creation and maintenance of a spray was difficult. The
spray produced droplets that appeared larger than those generated by electrostatic
nebulization alone, as observed on a camera focused on the capillary inlet. Application of
a voltage to the stainless steel union or the secondary counter electrode with a grounded
union also produced a visible spray, with greater ease and consistency. However, the
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applied voltage had little to no impact on the ion signal observed at the detector, which
was about three orders of magnitude lower than the ion signal expected from the
electrostatic ESI source. Another significant problem, for which a solution was not found,
arises in the form of rapid vibrations of the ESI needle inside the coaxial tube, the likely
culprit of the visual fluctuations observed in the spray. Use of 32-gauge hypodermic tubing
as the ESI needle, to stiffen the emitter, was pursued as the material was readily
available, however it was not observed to dramatically reduce this vibration. This issue is
likely compounded by difficulties in adapting the needle fabrication method to longer
needles, and challenges in the assembly of the pneumatic emitter assembly.
Although the prototype pneumatic nebulizer was fraught with challenges and didn’t
appear to offer any performance improvements without further development, the
increased ease-of-use and more robust electrical connection led to continued use of this
ESI platform as a purely electrostatic ESI source. Although this design lacks the precise
X,Y,Z positional control of the original ESI source, the distance and angle control provided
by the aluminum rail and arc slots are sufficient to achieve comparable results. A key
point of failure was discovered only after extended use; the walls of the Delrin® union
holder are too thin to effectively hold the 6-32 threads used to secure the union in the
channel. An extra hole was drilled and tapped to secure the union. The electrical
connection was changed to a spring clip from an IDEX insulating mounting bracket (part
# M-447) to decouple securing the union from the electrical connection. The holder itself
is relatively inexpensive and as such replacement is not prohibitive. The simplicity and
relatively low cost of this design also make it relatively inexpensive to maintain, despite
its shortcomings. Drawings of each component are available in the Appendix.

164
A.1.3 Enclosed ESI Source
As mentioned in Section A.2.1, one of the issues that began to arise with the
original GIBMS ESI source involved environmental factors. These arose in several forms,
such as inconsistent airflow from a nearby air conditioning vent, to people walking near
the exposed spray, each having visible impact on spray stability. Although these issues
are important to consistent ion signal, isolating the spray environment such that it can be
flushed with an inert gas, such as N2, also provides a more favorable environment for
easily oxidizable samples. To address this issue and continue to improve the safety and
ease-of-use of the ESI emitter, an enclosed ESI source, loosely based upon the design
of McNary et. al,196 was developed. To speed up development and substantially reduce
the cost of development and manufacturing, 3D printing was chosen to both prototype
and fabricate as much of this source as was amenable to the method.
The 3D printed components of this source were designed within Fusion 360
(Autodesk, San Rafael, CA, USA), and then 3D printed via fused deposition modeling
(FDM) on a Prusa i3 mk2 3D printer (Prusa Research, Prague, CZ). Polyethylene
terephthalate glycol (PETG) was chosen as the 3D printing material due to its availability,
chemical resistance, and strength. Printed components were exported from Fusion 360
to STEP files via the built-in 3D printing utility, then imported into Simplify3D where they
were sliced with 0.2 mm layer heights and between 30% and 60% infill, and sent to the
Prusa i3 mk2 printer using the default preset temperatures for PETG of 240 °C for the
hotend and 90 °C for the bed. Typically, three outside layers were used so that material
could be removed if necessary for assembly with the non-printed components. Support
structures were generated automatically by Simplify3D where necessary, although in
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some cases custom support structures were designed with the components to produce
more even surfaces where the automatically generated support material allowed
excessive drooping on overhanging surfaces that contacted non-printed parts in the
assembly.
A section view of this source is shown in Figure A.9. Aluminum standoffs were
machined from 0.5” aluminum round bar to offset the 3D printed assembly from the
existing source flange, replacing the 3/8”-16 bolts that had mounted the capillary interface
to this flange, and providing a fixed distance from the emitter assembly to the capillary
inlet. A cast acrylic tube (4.0” OD, 3.5” ID) was cut to length to span the gap between the
source flange and ESI emitter providing an adequate seal to the external environment
while maintaining the ability to visually monitor the spray. Machine shop drawings of every
component of this source are shown in Figures A.10–A.15
A primary goal of this ESI source was to allow nearly the same amount of
movement in the X,Y, and Z directions as the original GIBMS ESI source allowed, and
maintaining the parallel orientation of capillary inlet and ESI needle in order to retain the
original functionality but improve isolation of the spray from the environment and the user
from the ESI voltage. The main body is attached to the ESI source flange by four
aluminum stand offs and the intervening space is surrounded by a cast acrylic tube. The
main body provides a platform for a carriage to travel in the XY plane up to 0.1875” in any
direction. Motion along the Z axis is precisely controlled by an optical lens tube from
Thorlabs (part #: CML25 and CMV10) with the fine thread (1.00”-32). A separate carrier
for the stainless steel union was designed to fit within this lens tube and allow for the ESI
voltage to connect via spade terminal, 4-40 nut and set screw. A spring is placed within
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the lens tube, maintaining contact between the union holder and lens tube to ensure that
motion along the Z axis is smooth in both directions. Motion of the carriage in the XY
plane is controlled by nylon thumbscrews and 10-32 nuts that are set into the 3D printed
housing during the printing process. Although threads can be modeled during the printing
process, or cut into the plastic after printing, the use of steel nuts is an inexpensive way
to ensure smooth and reproducible motion, with less risk of damage due to misuse. Flat
planes are designed in the XY carriage, inset slightly into the body to effectively trap the
nylon thumbscrews in the Z-axis, holding the XY carriage flush to the body to reduce
airflow into and out of the enclosed volume. A guide for the needle is also 3D printed,
which aligns with the union holder via a 3D printed hexagonal keyway, to ensure
alignment of the needle with the Z axis and provide a degree of protection against
bending, which can easily destroy the 35-gauge needles, when inserting the union and
needle into the assembly.
Assembly of this ESI source onto the source flange is slightly more challenging
than either of the ESI sources described in Section A.2.1 or A.2.2 with more pieces
requiring a relatively tight fit and assembly in a single step. Cleaning the source is also
more challenging as removing the sprayer from proximity to the capillary inlet requires
removal of either the sprayer assembly or the carriage it rides in, and access to the interior
of the acrylic tube is also somewhat restricted. However, adjustment of spray position is
more precise and straightforward than the prototype ESI source described in Section
A.2.2, and the sprayer assembly is safer and more robust. Despite the greater challenge
in servicing compared to the previous ESI sources, maintenance is still quite rapid. The
performance of this ESI source is not markedly different from either previous iteration,
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with no notable changes in sprayer geometry, inlet capillary, or the in-vacuum assembly.
This source does however allow for more reproducible and robust positioning of the
sprayer assembly, removes concerns regarding an unstable spray environment, and is
safer to use than the original GIBMS ESI source with regards to the ESI voltage.
A.3 Data Acquisition Software
Acquisition of TCID data on the GIBMS is facilitated by computer control of the Xe
gas valves, reaction cell pressure gauge, quadrupole mass analyzer, octopole DC-bias
power supply, and a digital counter/timer. The original data acquisition software for the
GIBMS was developed by Dr. Cliff Frieler in Fortran 90, based upon the Fortran data
acquisition software originally developed by Armentrout et al.106,173 However, an issue
arose during the summer of 2014 involving the RF generator for the octopole ion guide in
the reaction region of the GIBMS. This issue was traced to rapid changes in voltage
coming from the octopole DC-bias power supply, generally when sent a command by the
data acquisition software. This rapid change in octopole bias voltage resulted in instability
in the octopole rf voltage, which severely impacted ion transmission, to the extent that
data collection became nearly impossible. This led to replacement of the computercontrolled octopole bias power supply.
Unfortunately, updates to the GPIB specification used to communicate with the
original power supply (Kepco BOP 100-1M bipolar linear power supply and BIT 488B
interface card) meant that a drop-in replacement was not commercially available. A newer
version of this power supply/interface was acquired (Kepco BOP 100-1M, with a BIT 4886
interface card), with the corresponding device drivers. To incorporate this new power
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supply, and substantially update the computer hardware and software interface, new data
acquisition software was developed.
A.3.1 Original Data Acquisition Software Overview
The original Fortran 90 data acquisition suite provided two separate programs to
perform different scanning modes. MSCAN, or mass scan, performed a straightforward
tandem mass spectrometry experiment to determine the specific masses for precursor
and fragment ions to be used during later data acquisition. EMP, or energy, mass, and
pressure, served as the primary data acquisition tool for ER-CID experiments on the
GIBMS. EMP scanned the collision energy, quadrupole mass analyzer, and Xe gas
pressure in the foreground (collision cell) and background (chamber) to acquire precursor
and fragment ion intensities as a function of collision energy, respectively.
Nearly every function/feature of MSCAN and EMP is required for rapid and robust
acquisition of high-quality TCID data. Therefore, the function of each of the three distinct
scanning modes present between MSCAN and EMP needed to be replicated exactly.
During the mass scan performed by MSCAN the collision energy is set to a desired value
and Xe gas is introduced to the reaction cell at around ~0.20 mTorr to facilitate
fragmentation. The quadrupole mass filter is then scanned to provide mass analysis of
the precursor and any fragment ions produced. This tandem mass spectrum provides
important m/z information for identifying the fragment ions produced. This m/z data is also
important for selection of the m/z vlues that will be acquired in the later data scans as
representative of the precursor and fragment ions.
EMP is performed in two distinct scanning modes. The first scan mode, a so-called
E0 scan, is responsible for measuring the kinetic energy distribution of the precursor ion
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beam prior to data acquisition. The quadrupole mass filter is configured such that the m/z
value corresponding to the precursor ion, as determined by MSCAN, is transmitted to the
detector. Xe gas is then introduced to the background (the reaction chamber), or not at
all, to prevent precursor ion dissociation or scattering. Finally, the collision energy is
scanned from a retarding potential, where no precursor ions pass through the octopole
ion guide to the detector, until all precursor ions have sufficient kinetic energy to reach
the detector. Acquisition of this energy-dependent mass spectrum allows for
determination of the kinetic energy distribution of the precursor ions as they enter the
reaction region. This step is important for inclusion of this kinetic energy distribution into
modeling of the final TCID data. Knowledge of the kinetic energy distribution is critically
important to the data analysis, but is also useful for evaluating tuning conditions so that
the most appropriate choices can be made with regard to data acquisition.
The final scanning mode, also performed by EMP, is known as a data scan. This
scan mode is responsible for acquisition of the primary TCID data. In a data scan, the
collision energy is scanned over a broader range than in an E0 scan, typically from a
value that results in no fragmentation until the observed reactivity levels off. Xe gas is
introduced to the collision cell (foreground) and the reaction chamber (background) in
subsequent scans, at a low pressure typically in the range of 0.03–0.20 mTorr to minimize
the likelihood of any ion undergoing more than a single collision. A complete scan
comprises two distinct scans, a foreground scan in which Xe gas is present in the collision
cell, and a background scan with Xe gas directed to the background (reaction chamber).
Although not critical, we have chosen to minimize time delays and hysteresis in the
collision energy set by scanning unidirectionally during each scan, from low (or retarding)

170
potentials to high collision energies in the foreground scan and from high to low collision
energies in the background scans. The pressure in the collision cell is measured before
each foreground and background scan. The pressure is repeatedly measured until it
stabilizes (typically ~15 seconds to stabilize within 0.002 mTorr) which initiates the next
scan. At each collision energy examined, a mass spectrum is acquired at the m/z points
selected based on the MSCAN, such that no time is wasted collecting data where no
signal exists or where the signal for a given ion is less intense. The data are averaged
and saved after each scan to allow evaluation of the data during acquisition and to prevent
data loss should a catastrophic event terminate acquisition prematurely.
A.3.2 Development of MS-EMP
To simplify and unify the user interface, a single program combining the
functionality and controls of MSCAN and EMP was developed. This choice also provides
the opportunity to build a framework in which the addition of instrument hardwarecapabilities, such as ion mobility, can be more readily accommodated while maintaining
a consistent interface. Representing the combination of MSCAN and EMP, new data
acquisition software was designated as MS-EMP. MS-EMP is built on a state machinelike architecture in LabVIEW™. The state machine architecture197 was chosen as it is
relatively straightforward to understand and follow for those with little to no programming
experience. The state machine architecture is combined with a tab control for easy
compartmentalization of the controls for different scanning modes. In hindsight, an
alternate method of compartmentalization should have been pursued to limit the rate at
which block diagram complexity is increased as more scanning modes and controls are
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added. Unfortunately, more elegant solutions, such as subpanels appeared too daunting
to implement at the time.
An overview of the MS-EMP front panel is shown in Figure A.16. Data is plotted
on a standard XY graph control, the formatting of which is largely programmatically
controlled. However, the standard zoom, pan, and selection controls of a LabVIEW graph
control are retained. The legend to the right of the graph automatically populates with
labeled graph channels depending on the scanning mode that is active, and the way that
the scan is configured. Universal scan controls such as ‘start’ and ‘stop’ are located in the
bottom left with file handling variables that are used for all scanning modes. The scan
controls ‘halt’ and ‘abort’ both cause the currently active scan to stop. However, ‘halt’
waits until the end of the current scan and retains the data collected during that scan,
whereas ‘abort’ stops the scan as soon as possible and discards the data collected during
the aborted scan. The ‘operator’ variable is selected via pop-up dialog box upon program
start. The ‘operator’ variable selects the researcher appropriate directory in the data
structure, with the ‘file path’, ‘file name’, ‘file suffix’, and ‘scan suffix’ variables used by the
different scanning modes to generate unique and informative file names. Both ‘file suffix’
and ‘scan suffix’ increment automatically based upon scan behavior and scan mode.
Controls and indicators in the bottom right status region are also largely shared between
the scanning modes. Linear or logarithmic scaling for the graph axes is controlled via
buttons for ease of use. Scan progress, monitored via a queued message handler,198 is
displayed with the relevant scan variables such as the current values of the collision
energy, m/z, intensity, and reaction cell pressure. Also included in this section are controls
for selecting the precursor and product ions via the graph cursor, only active when mass
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scan is the active scan mode, which allow for more rapid population of the configuration
information for a data scan.
The loop structures of the three scanning modes, mass scan, E0 scan, and data
scan, are readily compartmentalized into their own subVI, with further subVI handling
tasks such as file handling, data management, and communication with the instrument.
Each scan mode also has one or two tabs on the GUI populated by their relevant controls
and indicators. These controls are part of the main front panel, and their values are
passed into the corresponding scan subVI when a scan is started. To decouple GUI
performance from scan performance, the scanning subVI are called asynchronously on
demand.150 However, communication between the scanning subVI and the GUI for the
purposes of scan controls such as halting and aborting a scan, as well as displaying scan
status on the GUI, is necessary. Communication between the front panel and
asynchronously run scanning subVI is therefore handled by queued message handlers198
which are initiated by the main subVI upon initialization and passed into the scan subVI
with the rest of the scan configuration.
A.3.3 Communication Interfaces
An overview of the communication interfaces used by MS-EMP to communicate
with the GIBMS is shown in Figure A.17. A pair of PCI cards are installed in a custombuilt Windows 7 workstation to handle communication with several components of the
GIBMS. A National Instruments PCI-GPIB card handles communication over GPIB with
a Kepco BOP 100-1M/BIT 4886 DC power supply that provides voltage for the collision
energy and a Canberra 2071A dual counter timer for acquisition of ion intensity from the
Daly detector. A National Instruments PCI-6221 data acquisition (DAQ) PCI card with a
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BNC-2110 breakout box controls the gas-control valves that direct the Xe gas into the
collision cell or reaction chamber, reads the pressure from a MKS Type 270 signal
conditioner, and sends serial commands to a custom digital-to-analog converter (DAC)
that commands the quadrupole mass controller.
The input and output pin assignments of the PCI-6221 DAQ are listed in Table
A.1. A custom driver communicates with the custom DAC via serial commands which
then commands the Extrel C60 quadrupole controller by a 0–10V signal. Two digital pins,
port 0/line 0 and port 1/line 1 are connected to the User 1 and User 2 connectors on the
BNC-2110 breakout box. This provides backwards compatibility with the BNC cables
connected to the relays that control the Xe gas control valves for the foreground (reaction
cell) and background (reaction chamber). An analog input, AI 0, from the DAQ is
connected to a MKS Type 270 signal conditioner (MKS Instruments, Andover, MA, USA),
reading a 0-10 V signal corresponding to the pressure in the reaction cell in mm Hg,
measured by a MKS Baratron 690A capacitance manometer. The BIT-4886 control card
of the Kepco BOP 100-1M power supply has readily accessible GPIB drivers available
through the Kepco website.199 However, the Canberra 2071A does not have readily
accessible drivers and as such the specific functions required were developed from
scratch using the native GPIB communication subVI of LabVIEW™.
A.3.4 Mass Scan Interface
The mass scan interface, shown within Figure A.16, handles the configuration of
several mass analyses simultaneously. The ‘channel’ control selects the active data plot
on the graph, can create new tandem mass spectrum scan configurations and manages
the display configurations of previous tandem mass spectra. The ‘voltage’ control
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determines the octopole DC-bias during the tandem mass spectrum acquisition. The m/z
controls and ‘# of masses’ determine the m/z array that is scanned by the quadrupole
mass filter during the tandem mass scan. Within the acquisition of a tandem mass
spectrum there are two distinct ways to configure the acquisition of multiple averaged
scans. When the ‘scan mode’ button is set to ‘accumulate’, the ‘scans’ control determines
the number of individual tandem mass cans accumulated before automatically stopping.
If the scan mode is set to ‘continuous’, scans will continue accumulating and averaging
until the scan is either ‘halted’ or ‘aborted’ manually via the scan controls. In either of
these modes, more scans can be accumulated and averaged into the tandem mass
spectra via the ‘resume’ scan control. Saving data to a file with mass scan as the active
scanning mode saves all of the acquired tandem mass analyses to a single data file. The
‘save’ button for each channel is used to determine if the selected channel is saved to
this comma delimited data file. A Microsoft Word template is available for automated
report generation using the built-in LabVIEW™ subVI. This report contains the averaged
tandem mass spectra, their scan configurations for record keeping, and any further
comments incorporated by the user. As mentioned in Section A.3.3 the ‘select precursor’
and ‘select product’ buttons are only active while mass scan is the active scan mode. In
conjunction with the built-in cursor functionality of the XY graph, these buttons enable the
selection of m/z values in the active tandem mass spectrum as representative m/z ratios
for the corresponding precursor or product ion intensities and automatically configures
these points in the ‘data configuration’ tab for use during a data scan.
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A.3.5 E0 Scan Interface
The E0 scan interface is split across two tabs shown in Figure A.18 to differentiate
the controls that are relevant to scan configuration and those relevant to scan analysis.
On the ‘E0 Scan’ tab, the collision energy controls, parallel to the the tandem mass scan
controls in the mass scan interface, are used to establish the array of collision energies
scanned during an E0 scan. Only a single m/z is collected by the quadrupole mass filter
during an E0 scan. Therefore the ‘observed m/z’, determined manually or from a prior
mass scan, and the entered ‘charge’ value are used to convert the collision energy array
to a voltage array for commanding the octopole DC-bias power supply. The ‘observed
m/z’ is also used to set the quadrupole mass filter. The ‘exact mass’ and ‘neutral’ inputs
are used to store the exact masses of the reactants for inclusion in the saved data file.
The ‘neutral’ input is typically the exact mass of the collision gas, and the ‘exact mass’ is
the exact mass of the precursor ion, which is not necessarily the m/z at which data is
acquired as determined from via a mass scan. The same ‘continuous’ or ‘accumulation’
scan modes found in mass scan are also available in E0 scan, although the default for E0
scan is ‘continuous’ to encourage collection of better-quality data as the data acquired in
an E0 scan is directly relevant in the subsequent modeling of the data scans.
The ‘Fit E0’ tab is only active after a completed E0 scan has been collected and
contains the array of energies scanned (X-axis). Upon switching to the ‘Fit E0’ tab a subVI
attempts to fit a Gaussian peak shape to the first derivative of the acquired E0 data.
However, noise either before or after the linear part of the data can make this automated
fit challenging. Therefore, the array of collision energies collected during the E0 scan are
populated in the ‘energies’ array control. The ‘start fit’ and ‘stop fit’ controls allow for
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selection of a specific range of collision energies across which to fit the Gaussian peak
shape, allowing for a better fit to the first derivative. The resulting center of the Gaussian
peak, E0, and full-width at half-maximum (FWHM) are displayed.
The data of an E0 scan is saved in a custom file-format for loading into the data
acquisition software. This also includes the determined E0 and FWHM from the Gaussian
fitting procedure. A Microsoft Word template is also available for E0 scan to record the
scan configuration, E0, FWHM and comments to a report for easy record keeping. An E0
scan is an important preparation step for a data scan from the perspective of data
analysis. Therefore, a feature added to MS-EMP that was missing from the original EMP
data acquisition software is the requirement for an E0 scan with the current ‘file suffix’ to
be present before a data scan can be configured. This ensures that each data scan has
associated with it a recent assessment of the kinetic energy characteristics of the
precursor ion beam.
A.3.6 Data Scan Interface
As described for an E0 scan in Section A.3.6, the controls for the data scan mode
are separated into two tabs, ‘data scan’ and ‘data configuration’, both shown in Figure
A.19. This is due to the more involved configuration of the two distinct variables scanned
during a data scan, and issues with the interface scaling to different screen sizes. The
‘data scan’ tab configures scanning of the collision energy and the number of individual
scans to average, while also collecting important information for the resulting data file,
such as the ‘neutral’ mass and ‘exact mass’ of the precursor ion, similar to an E0 scan.
Configuration of the collision energy scan for a data scan is more complex than the energy
or mass scanning in the other two scan modes. A conventional linear scan is readily
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configured using the ‘data initial’, ‘data increment’, ‘data final’, and ‘# of points’ controls,
typically with ~200 points per scan. However, certain experiments might benefit from
greater control over spacing in certain ranges, generally tighter energy point spacing near
the threshold for dissociation. The ‘dual’ button allows for configuration of a two-part
energy scan, with finely spaced energy points from ‘data initial’ to ‘dual initial’,
corresponding to the ‘data increment’ control, and coarsely spaced energy points from
‘dual initial’ to ‘data final’ corresponding to the ‘dual increment’ control. The ‘log e’ button
configures a logarithmic energy scale instead of a linear scale, achieving a similar result
to the ‘dual’ configuration. Both alternate configurations for the collision energy scan
generally abide by the preference for the simple linear scan for ~200 points per scan. The
‘continuous’ and ‘accumulate’ modes are both available for configuration prior to a scan,
the same as for mass scan and E0 scan, but like an E0 scan, the default is ‘continuous’ to
encourage more averaging and the acquisition of higher-quality data.
The ‘data configuration’ tab configures scanning of the quadrupole mass filter at
each collision energy. There are several ways to populate this configuration, from full
manual entry, to selection of precursor and product ions from prior mass scans. The
precursor ion intensity is always collected and is always the first item in the list on the left.
Below this is an array of product ions to be collected during the data scan. The array to
the right stores all of the ions that have been configured for the current system, whether
they are collected during that specific scan or not. The observed m/z, color and symbol,
of these fragment ions are stored such that the corresponding button can be selected,
and that configuration will automatically be added or removed from the array of fragment
ions to be collected during the data scan.

178
The file system variables ‘file suffix’ and ‘scan suffix’ are particularly important for
data scan. As mentioned in Section A.3.3, these variables are used with ‘file name’ to
generate a unique file name that indicates the number of data acquisitions performed
previously that day, but also the individual scan within that data acquisition. For instance,
during a TCID experiment on the GIBMS, data scan is used to acquire data under several
Xe pressures in the collision cell to facilitate extrapolation to zero pressure and single
collision conditions. Acquisition at each pressure is a single data acquisition, with its own
E0 scan and data scan and associated ‘file suffix’, which increments from ‘aa’ to ‘ab’, on
to ‘zz’, which allows for easy association between a data file and a Xe pressure and
specific data acquisition. Each data scan within a data acquisition is saved, incrementing
the ‘scan suffix’ for the next scan, allowing for the correction of scan issues during data
analysis.
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Table A.1 List of ports and lines of the PCI-6221 DAQ and BNC-2110 breakout box and
their associated functions.
BNC-2110
Port Name Signal Type
Signal Name Purpose
port0/line0 Digital (5V)
Chamber Out
Signals relay, which controls gas valve
port1/line1 Digital (5V)
Cell Out
Read baratron pressure
ai0
Analog (0–10V) Baratron In
port0/line5 Digital (5V)
Sin
Serial communication with custom DAC for
port0/line6 Digital (5V)
CS
quadrupole control
port0/line7 Digital (5V)
LDAC
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Hexapole
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Figure A.1
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DiffL
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Collision
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FS4

FS4

QMF
DetL
Detector
Figure A.1 Schematic of the custom-built guided ion beam tandem mass
spectrometer (GIBMS) located in the Rodgers laboratory. Shown are the ESI source,
ion funnel (IF), hexapole ion guide, differential lenses (DiffL), focusing stages 1, 2, 3,
and 4 (FS1-4), an exponential retarder (ER), octopole ion guide, collision cell,
quadrupole mass filter (QMF), detector lenses (DetL), and a Daly detector.
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Figure A.2
IF Hexapole DiL
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Figure A.2 3D renderings of a section view of the GIBMS. Shown are the ESI source,
ion funnel (IF), hexapole ion guide, differential lenses (DfL), focusing stages 1, 2, 3,
and 4 (FS1-4), an exponential retarder (ER), octopole ion guide, collision cell,
quadrupole mass filter (QMF), detector lenses (DeL), and a Daly detector.
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Figure A.3
ESI Needle

XYZ Stage

Triangular Rail
Source Flange

Stainless Steel
Capillary

Figure A.3 Schematic of the original GIBMS ESI source designed and constructed by
Chen, Y. et. al. in reference 184, and based upon the designs of Moison, B. et. al. in
reference 169. A triangular optical rail and custom mount support an XYZ translation
stage and a 2” optics holder. A MicroTight union is mounted in the optics holder to
connect the ESI needle to the solution flow from a syringe pump.
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Figure A.4

Delrin Union
Holder
Aluminum Rail
θ

Modified Platform
Source Flange
Stainless Steel
Capillary

Figure A.4 Schematic of the first prototype ESI source to further explore angle and
position of the ESI emitter and improve safety when in use. The same source flange
and triangular rail as the original GIBMS ESI source are used. The triangular rail
mount is modified with a new platform that supports an aluminum rail and a Delrin Hchannel holder. A stainless steel union connects an ESI needle to the solution from
the syringe pump. A proposed pneumatic nebulizer is also shown.
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Figure A.5

Prototype ESI Source Baseplate
Material: Aluminum
Scale 1:2
Figure A.5 Machine shop drawing of the prototype ESI source modified baseplate.
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Figure A.6

Prototype ESI Source Union Mount
Material: Delrin
Scale 1:1
Figure A.6 Machine shop drawing of the prototype ESI source union mount.
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Figure A.7

Prototype ESI Source Rail
Material: Aluminum
Scale 1:2
Figure A.7 Machine shop drawing of the prototype ESI source rail.
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Figure A.8

Solution IN

N2 Gas IN

ESI High Voltage IN

IDEX-HS Union
part #: U-402

Swagelok Tee
part #: SS-100-3

Figure A.8 Prototype pneumatic nebulization assembly. A standard HPLC stainless
steel union is used to make an electrical connection between the ESI voltage and
solution. A T-junction allows the ESI emitter to pass straight through and a nebulizing
gas to be introduced coaxially to the solution.
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Figure A.9

Figure A.9 Cross sectioned view of the enclosed ESI source. The components in red,
dark blue, and green are 3D printed in PETG. Custom aluminum standoffs supporting
the assembly from the flange are not shown.

189

Figure A.10

Enclosed ESI Main Body
Material: 3D printed PETG
Scale 1:2

Figure A.10 Machine shop drawing of the 3D printed ESI source main body.
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Figure A.11

Enclosed ESI Carriage
Material: 3D printed PETG
Scale 1:2

Figure A.11 Machine shop drawing of the 3D printed ESI source carriage.
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Figure A.12

Enclosed ESI Needle Guide
Material: 3D printed PETG
Scale 1:1

Figure A.12 Machine shop drawing of the 3D printed ESI source needle guide.
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Figure A.13

D

D

D-D
Enclosed ESI Union Holder
Material: 3D printed PETG
Scale 1:1

Figure A.13 Machine shop drawing of the 3D printed ESI source union holder.
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Figure A.14

Enclosed ESI Enclosure
Material: Cast Acrylic Tube
Scale 1:2

Figure A.14 Machine shop drawing of the 3D printed ESI source enclosure tube.
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Figure A.15

Enclosed ESI Standoff
Material: 0.5” Aluminum Rod
Scale 1:2

Figure A.15 Machine shop drawing of the 3D printed ESI source standoffs.
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Figure A.16

File/Scan
Management

Scan Setup

Status

Figure A.16 Overview of the LabVIEW MS-EMP user interface. Data is plotted on an
XY graph control and formatted appropriately to its scan mode. File and scan
management is largely universal to the scan mode, as are the status indicators and
graph scale controls. The central tab control contains all the unique parameters used
by each of the individual scanning modes.
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Figure A.17
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Background
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Analog (0-10V)
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Counter/Timer
PCI-GPIB

Octopole Bias
Power Supply

Figure A.17 Diagram of the communication interfaces that drive communication
between MS-EMP and the GIBMS. Arrows indicate the direction of communication
and signal type.
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Figure A.18

E0 Scan

E0 Fit

Figure A.18 The user controls for configuring an E0 scan and those for fitting the
resulting data to determine the FWHM and E0.
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Figure A.19
Data Scan

Data Configuration

Figure A.19 The user controls for configuring the collision energy and mass scans of
a data scan.
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Appendix B Custom IRMPD Beam Path Components

Figure B.1

QIT MS Window Holder
Material: Delrin
Scale 1:1

Figure B.1 Machine shop drawing of the window holder for the QIT-MS.
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Figure B.2

Beam Enclosure Extension Large Tube
Material: Schedule 40 PVC Pipe
Scale 1:8

Figure B.2 Machine shop drawing of the large tube of the beam enclosure extension
for the FT-ICR MS.
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Figure B.3

Beam Enclosure Extension Small Tube
Material: Schedule 40 PVC Pipe
Scale 1:5
Figure B.3 Machine shop drawing of the small tube of the beam enclosure extension
for the FT-ICR MS.

202

Figure B.4

FT-ICR Bore Cover
Material: Black Polypropylene Sheet
Scale 1:2

Figure B.4 Machine shop drawing of FT-ICR MS bore cover for the beam enclosure
extension.
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Figure B.5

Bearing A for Large Tube
Material: Black Polypropylene Sheet
Scale 1:1

Figure B.5 Machine shop drawing of the large bearing for the beam enclosure
extension for the FT-ICR MS.
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Figure B.6

Bearing B for Small Tube
Material: Black Polypropylene Sheet
Scale 1:1

Figure B.6 Machine shop drawing of the small bearing for the beam enclosure
extension for the FT-ICR MS.
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Figure B.7

FT-ICR Bore Cover

Large Tube

Bearing A

Small Tube

Bearing B

Beam Enclosure Extension Assembly
Scale 1:1
Figure B.7 Machine shop drawing of the beam enclosure extension assembly for the
FT-ICR MS.
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APPENDIX C ENERGY-RESOLVED COLLISION-INDUCED DISSOCIATION
OVERVIEW AND DATA ANALYSIS SOFTWARE
Energy-resolved

collision-induced

dissociation

(ER-CID)

experiments

are

performed in the Rodgers laboratory using the Bruker 3D quadrupole ion trap mass
spectrometer described briefly in Chapter 2. Instead of irradiation by the IR OPO laser to
produce photodissociation, they are kinetically excited by an auxiliary rf amplitude applied
to the 3D quadrupole ion trap endcap electrodes to cause CID. The rf excitation amplitude
(rfEA) is scanned from 0.00 V until dissociation is complete, or no further dissociation is
observed, by the smallest step size the instrument allows, 0.01 V. Although very similar
in design to the ER-CID experiment described in Appendix A, the lack of stringent
experimental control over ion internal energy, kinetic energy, and collision conditions
prevents effective use of the TCID modeling to extract high quality energetics. Therefore,
instead of calculating an absolute collisional cross section from the ion intensities, a
survival yield is calculated via Equation C.1 from the intensity of the precursor ion (Ip)
and fragment ion(s) (If).
Survival yield= Ip ��Ip + � Ifi �
i

(C.1)

The survival yields are plotted as a function of rfEA and a four parameter logistic dynamic
curve fit, based upon Equation C.2, is used to determine the CID50%, i.e. the rfEA required
to produce 50% dissociation of the precursor ion.
Survival yield= min +

max - min
1+(rfEA ⁄CID50% )CIDslope

(C.2)

Min and max are the minimum (0) and maximum (1) values of the survival yield, rfEA is
the rf excitation amplitude, and CIDslope is the slope of the spine of the curve. Relative
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stabilities for parallel systems are resolved by comparison of the determined CID50%
values.
The

original

workflow

of

energy-resolved

collision-induced

dissociation

experiments (ER-CID) involved manual data extraction from individual data files collected
at each rf excitation amplitude (rfEA) for each of three replicate experiments. This process
was particularly time consuming. Changes in the experimental method, from individual
data scans, to continuous data scans leveraging the segment functionality, built into the
Bruker QIT-MS data acquisition software, to control the scanning of the rfEA led to even
more rapid data acquisition and a greater need to handle the initial stage of data analysis
automatically. The relatively straightforward nature of the ER-CID experiment led to it
being an easily accessible tool in high demand, further increasing the demand for such a
tool. In conjunction with previous student Yanlong Zhu, who was responsible for
overseeing the ER-CID experiments at the time, the Survival Yield Analysis program was
developed in LabVIEW™. The front panel of Survival Yield Analysis is shown in Figure
C.1.
Data is extracted from tab-delimited text files, exported in ‘profile’ mode from
Bruker’s Data Analysis program, both for easy verification by inexperienced users, and
for easy data import. A downside of this method is the large file sizes and a somewhat
prolonged import process, however a robust, easy-to-implement method for reading data
directly from the native Bruker file format has not yet been found. Upon data import, all
the profile spectra contained within a given data file are averaged and displayed in an XY
graph. The averaged profile spectra of each individual data file are used for a default
LabVIEW™ peak picking subVI to try and identify the peaks of important ions, which are
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then displayed in the ‘Peaks’ listbox. The parameters of this peak picking subVI are
available for editing through a drop-down menu option or the corresponding configuration
file. Upon selecting an identified peak, the XY graph will zoom into that region of the
averaged mass spectrum and the user is prompted to select the upper and lower bounds
of the peak, used to determine individual peak widths and better determine peak
intensities. Values for these bounds are automatically populated both on the graph as
draggable cursors and by the corresponding array entry below the graph. It is important
to note that these bounds must be set individually for each data file imported in order to
force students to evaluate each data set individually. Ions included in the analysis are
populated in a custom array where each element is comprised of a checkbox identifying
it as either a precursor (P) or fragment (F) ion, and numeric controls for entry of the ion
m/z, upper bound and lower bound. Selecting an ion from the ‘Peaks’ listbox not only
automatically zooms the graph and sets default values for the upper and lower bounds
but populates these values in this custom array. Likewise, dragging the upper and lower
bounds cursors updates these array values, and vice versa. Once all the precursor and
fragment ions have been selected and their bounds established for each data file, an
output file is specified and the experimental segment length, initial rfEA and rfEA step are
set. If necessary, a checkbox allows for the survival yield to be automatically normalized
to one, which also uses a built-in LabVIEW™ subVI to detect the threshold in the sigmoid
upon onset into the spine and set the survival yields for those rfEA values less than the
threshold to 1. Parameters for this threshold determination are accessible via a dropdown menu and configuration file.
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After calculating the survival yield curve, it is displayed alongside normalized ion
intensity curves to ensure the correct parameters were chosen and good quality data was
collected. An output file can be saved via drop-down menu or the ‘Ctrl+S’ keyboard
shortcut. The output file consists of the rfEA, the survival yield calculated for each data file,
an averaged survival yield and corresponding standard deviation, and the averaged
intensities at each rfEA for the selected precursor and fragment ions and corresponding
standard deviations. This data file is formatted as a tab delimited .asc file for easy import
into a separate spreadsheet or data analysis program in order to fit the survival yield with
a four parameter logistic dynamic curve. The Survival Yield program requires no external
libraries beyond the LabVIEW™ runtime and is therefore simple to install directly via the
installer.
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Figure C.1
Sum of tandem mass spectra
collected in third data file,
specifically the fragment ion
peak at m/z 112

Calculated survival yield

Figure C.1 Front panel interface of Survival Yield Analysis.

User-driven
estimate of CID50%
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ABSTRACT
MODIFICATION OF BRUKER AMAZON ETD AND SOLARIX MASS
SPECTROMETERS TOWARDS INFRARED MULTIPLE PHOTON DISSOCIATION:
STRUCTURAL CHARACTERIZATION OF MODIFIED NUCLEOSIDES
by
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Infrared ion spectroscopy has become an increasingly powerful tool for examining
the intrinsic structures of gas-phase ions. Infrared multiple photon dissociation (IRMPD)
action spectroscopy has been particularly successful. Several free electron laser (FEL)
facilities across the world have helped facilitate the growth of the IRMPD technique and
increasing interest has driven the development of more accessible IRMPD
instrumentation. The development of one such IRMPD instrumentation system is
described in this work, based around commercially available 3D quadrupole ion trap mass
spectrometers and Fourier-transform ion cyclotron resonance mass spectrometers.
The intrinsic gas-phase structures of nucleic acid monomers have been
extensively studied by IRMPD and complimentary theoretical approaches. These studies
have examined the common DNA and RNA nucleobases in several states of ionization.
The common DNA and RNA nucleosides have also been extensively examined in several
ionization states by several research groups. Studies of nucleotides have examined an
even more diverse set of ionization states. Several studies have also examined the impact
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of specific modifications on the intrinsic structures of specific nucleic acid monomers.
However, the incredible wealth of available synthetic and naturally occurring modifications
to these monomers still presents a substantial challenge in understanding the relationship
between structure and function for modified nucleic acid monomers.
Thiation of uridine at the 2- or 4- position are important modifications for tRNA.
4-thiouridine is a naturally occurring modification in tRNA that is thought to offer some
protection against near-UV exposure by cross-linking with a nearby cytidine. Whereas
2-thiouridine and 2-thiouridines further modified at the 5-position can be found at the
wobble position of the tRNA anticodon. The altered base-pairing of 2-thiouridine and the
modified 2-thiouridines is important to recognition of the codon on an mRNA. Previous
study of the protonated 2-thiouracil [s2Ura+H]+ and 4-thiouracil [s4Ura+H]+ indicate a
change in the protonation preference vs protonated uracil [Ura+H]+. IRMPD action
spectroscopy experiments in both the IR fingerprint region and hydrogen-stretching
region are performed on protonated 2-thiouridine [s2Urd+H]+ and 4-thiouridine [s4Urd+H]+.
Complimentary molecular dynamics simulations are used to explore the conformational
space available to the protonated thiouridines and generate candidate structures. Density
functional theory calculations at the B3LYP/6-311+G(2d,2p)//B3LYP/6-311+G(d,p) level
of theory further optimize the candidate structures, predict their IR spectra, and calculate
reasonably accurate energetics. Comparison of the measured IRMPD action spectra and
the predicted IR spectra reveal the preferred conformations of [s2Urd+H]+ and [s4Urd+H]+
and those populated in the experiments. Protonation of 2-thiouridine prefers formation of
the 2-sylfhydryl-4-hydroxyl, with some O4 protonated conformers present. Whereas
protonation of 4-thiourudine prefers protonation at S4, with a minor contribution from 2-
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hydroxyl-4-sulfhydryl tautomers. A mixture of C2′-endo and C3′-endo sugar puckering is
observed, with anti oriented nucleobases preferred.
Common targets for modification of pharmaceutically active nucleoside analogues
are the 2′- and 3′-hydroxy moieties on the sugar. Nucleosides with an arabinose sugar
moiety are some of the oldest nucleoside analogue drugs. The arabinose analogues of
cytidine, araCyd, and adenosine, araAdo, have both found use pharmaceutically. The
arabinose sugar moiety inverts the stereochemistry at the 2′-position vs ribose, and
previous studies by NMR, crystallography, and theoretical calculations are not consistent
on the impact of this modification on nucleoside structure. Nucleosides based upon the
2′,3′-dideoxyribose sugar moiety are also common pharmaceutically. Understanding the
impact of these two modifications on intrinsic nucleoside structure is important to
understanding the basis for their pharmaceutical activity. IRMPD action spectroscopy
experiments were performed for the protonated arabinose analogues of the common RNA
nucleosides adenosine, guanosine, cytidine, and uridine. IRMPD experiments were
performed for the protonated 2′,3′-dideoxyribose analogues of these RNA nucleosides as
well as the analogue of thymidine. Complimentary theoretical calculations explore the
conformational space of these ions to generate candidate structures and predict their IR
spectra and energetics. Comparison of these predicted IR spectra and the experimental
IRMPD spectra reveals the conformations that contribute to the experiments. An
intramolecular O2′H···O5′ hydrogen-bonding interaction unique to the arabinose
analogues is observed for each of the arabinose analogues alongside conformations
parallel to those observed previously for the DNA nucleosides. This unique intramolecular
hydrogen-bonding interaction strongly prefers C2′-endo sugar puckering, which does
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have some impact on the overall sugar puckering preferences, but C3′-endo sugar
puckering is also observed experimentally for the protonated arabinose analogues.
Comparison of the experimental IRMPD spectra of the 2′,3′-dideoxyribose analogues
reveals a stronger preference for C3′-endo sugar puckering. Otherwise, largely parallel
conformations are observed between the protonated 2′,3′-dideoxyribose nucleosides and
the previously studied protonated 2′-deoxyribose nucleosides.
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