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М.М.Адъютов 
Вц ЛГУ им.П.Стучки, ВЦ ЛГУ им.П.Стучки 
о вд^щашоути шшщщ<зго гешыаиа ЗАДАЧИ 
КОШИ ДЛЯ ОЪЫКНСШШОГО Д№ЖРЦ!ЦлАЛЬНОГй ^?лзш*ш 
ВТОРОГО ПОРЯДНА 
Как известно {1,2Д для единственности решения залачи 
Коаи х*=-[№,х,х'), х({о)=х0 , Х'({0)=х'0 одной 
непрерывности функции £ недостаточно. Так, например, за­
дача X**эег, х(0) = х'(0)=г0,0<оС< 1 кроме тривиаль­
ного решения х(£)=-0 имеет еще решение 
Эта ситуация достаточно типична для задач математической 
физики, где обычно требуется найти положительное (нетриви­
альное) решение [З-о]. 3 этой статье рассмотрены вопросы 
существования и единственности положительного решения сле­
дующей задачи 
Х"=ХаС/(1х,х')> щ 
х(0)=х'(0)~0 , (3) 
где 1е£}<1 , У^ /(л",у^ > О ­ непрерывна и удовлетворя­
ет условию Липшица по X ,у для (Ь,Х,у)е.[0,о1 . Зада­
ча ( 2 ) , (3) охватывает два случая, которые не рассматривазт 
классическая теория. При оСе.(0,4) получается случай, ког­
да нарушено условие Липлица по искомой функции, а если 
о£&. (-1,0) , то получается сингулярная задача Коши, 
т.к. правая часть (2) имеет особенность при х =0. 3 пос­
леднем случае, т.е. для оС&.(-1,0)г Под решением задачи 
( 2 ) , (3) понимается функция щ(П% СХСО,а03)ПСг(СО,аеЦ 
0<&о^в • Удовлетворяющая условиям (3) и при 
~Ь&(0,(Хо1 уравнению ( 2 ) . При о£=0 существование и 
единственность решения задачи ( 2 ) , (3) следует из класси­
ческих результатов [1,2.}. 
Зсюду в дальнейшем мы будем использовать формулу ( I ) , 
считая аСе. (-1,1). 
Т е о р е м а I . Если положительное решение 
задачи ( 2 ) , (3) существует {0<t^ О04-(Х ) , то для него 
справедливы неравенства 
М^х+Ы^хЫхМЦхлЫ), (4) 
где А/у , М£>0 таковы, что 
а Г>0 и хв(>(£) определены формулой ( I ) . 
Д о к а з а т е л ь с т в о . Предположим, что зада­
ча (2 ) , (3) имеет положительное решение х(£), (0<£**а/0). 
Докажем справедливость неравенства 
М< хл (Ь « х ({),' о< а„ . 
Второе неравенство из (4) доказывается аналогично. Умножим 
(2) на х'({) и проинтегрируем от О до Ь £ 00 
Тогда получим^ 
~г=/х^(з)хГз)/(5г хШЙШ& • 
о 
Из (2) видно, что положительного решения ж'''({)>() , 
^<в.(0,а<,3 и поэтому х'Н)>0 для ±€.(0,ао~\. 
Следовательно, интеграл можно оценить как 
Ъ о 
Таиим образом находим 
откуда интегрированием получаем требуемое неравенство. 
Т е о р е м а 2. Положительное решение задачи 
( 2 ) , (3) существует. 
Д о к а з а т е л ь с т в о . Обозначим . 
uti) = (i), v(i) = MļХЛЫ) 
и пусть Cf0 есть точка, где V(Q0) = а • 
Возьмем последовательность чисел G0tCff,<7п>... , мо­
нотонно стремящуюся к нулю и определим функции 4>nti), 
(г? = /,2,.•• ) соответственно на отрезках [ап , Of0J 
следующим образом 
Ч>„ (а„) * v(a„y, </£ (ct„) = v'(an). 
Легко проверить, что Uti)£ipn(i) * Vti) при 
i Щ. [ct„ , 0foJ и любого . Для каждого фик­" 
сированного п=П0 последовательность $гв+к), 
te.[a„e ,с/0] (К=0,1,2,-.) равномерно ограничена и 
равностепенно непрерывна. Следовательно, существует рав­
номерно сходящаяся подпоследовательность,которую обоэна­
Возьмем теперь диагональную последовательность ( п > 
¥n,n)i , которая на любом отрезке [tf,Ct0l, 
it>0 будет равномерно сходиться к некоторой функции 
ipti) . Очевидно, что uti)^4>ti)šVti)y t^-tO.Oiol 
и что <Р при ie(0,Ct0J й С Т Ь решение ( 2 ) . Доопределим 
функцию <-pft) в нуле по непрерывности, полагая ^Р(0) = 
— Ц>'(0)=0 . Тогда получим функцию, удовлетворяющую (3) 
и при t& (O,at0] уравнению ( 2 ) . Тем самым теорема 
доказана. 
­ О ­
Т е о р е м а 3. Для любого положительного решения 
задачи ( 2 ) , (3) при Г ­ » О справедливы равенства 
Х(Ь= МГХ^Ы)(/ф£еЫ)), (5) 
х'(Ь - (Ь (/+ е< Ы)), ( 6 ) 
где М^/(0,0,0), и 6К({) ­ непрерывные функции, удов­
летворяющие условию £х (О) = О , (К= 0,1). 
Д о к а з а т е л ь с т в о . 3 окрестности точки 
2? = О , X-О , у=0 функцию ^({,х,у) можно пре­
дставить в виде 3(£,х,у)= М(/+гг(1)) . Пусть Х(€) 
есть положительное решение задачи ( 2 ) , ( 3 ) . Тогда имеем 
равенство 
х»= Xе1 М(/+ег(Ь), 
где 62(£)—0 при "Ь—0 . 
Умножим последнее уравнение на х'(т) и проинтегрируем 
от до t^fO . Тогда получим 
Щцф* е2(з))х"(*)хГ5)Ж= ^ хлн(ие3 (Ь), 
где непрерывна и бз(0)=,0 . Следовательно 
(7) 
где непрерывна и ¿^(0)= О • 
Интегрируя уравнение ( 7 ) , получаем формулы ( 5 ) , ( 6 ) . 
С л е д с т в и е . Пусть х(4) есть любое положи­
тельное решение задачи ( 2 ) , . ( 3 ) . Тогда 
Для любого Т > 0 обозначим через 9,(9>1), наименьшее 
число, такое, чтобы одновременно выполнялись неравенства 
Н1 ' ' .' . • . . V ' • ' : . • . 
Не уменьшая общности мы можем считать, что в (9) равенство 
достигается при некотором Т для первого отношения, т.е. 
х'(Т) ( 1 0 ) 
(в противном случае мы поменяли бы местами яг и у ив 
случае необходимости уменьшили бы Т ) . Из (3) следует, 
что 'Г всегда найдется, причем его можно взять сколь 
угодно малым. 




Это прямо следует из формул ( I ) , ( 5 ) , ( б ) . 
Т е о р е м а 4. Положительное решение задачи (¿5, 
(3) единственно. 
Д о к а з а т е л ь с т в о . Предположим, что найдут­
ся два различных решения 
задачи ( 2 ) , ( 3 ) . Если на некотором отрезке Г^,^23с-Со,с/0]^ 
х({)= у(Г), ,¿¿3 , то из классических те­
орем единственности [1-2] следует х(() = у(1), 
е. [О, О03 . Поэтому, если х({) , у(1) два р а з ­
личных решения задачи ( 2 ) , ( 3 ) , то в любой правой полуок­
рестности нуля найдутся точки Г , где х({)Ф у(1). 
Из теоремы 3 следует, что 
Теперь заметим, что если (у'^))(х'({))~'^ @, 
'бе.СО,^] . то для этих же £ 
о о О О 
и поэтому у*= (ух-'^х^^ 9*'х'с. 
Теперь из ( I I ) находим, полагая К0 = К9 , 
у»< 9мх»+ К0 х'х^О-О. (12) 
Интегрируя (12) от t = 0 до Т , получим 
у ^ 9 и 1 х ^ К 0 ( о с ^ ^ ^ ) (9-1) 
или при "Ь = Т 
откуда находим 9*9 +-1(?)(9-0 , (13) 
где ^ 0 ­ К в ( х Ю + ( и о С ) х . ( Г ) ) . 
Согласно следствии к теореме 3 ^(Т) ­—• 0 при Т—•>0 . 
Выберем Т > 0 столь малым, чтобы л)(Т') * \оС\< 1. 
Тогда легко проверить, что прав, часть (13) будет строго 
меньше 0 , т.е. из (13) следует 
0 « 9"с,+ 1СС)(9-0<в . 
Полученное противоречие доказывает невозможность сущест­
вования двух различных решений. Тем самым теорема 4 до­
казана. , 
Впервые подобный результат для уравнения ж ~ 
= Ц>(£) , £ > •/ был получен в работе [з] 
при изучении одной задачи газовой динамики. Р 
С л е д с т в и е . Из теоремы о единственности ре­
шения следует теорема о непрерывной зависимости положи­
тельного решения от правой части и от начальных, данных. 
Это легко доказать аналогично тому, как это сделано в [I]. 
З а м е ч а н и е I . При доказательстве теоремы 4 
было использовано условие Липшица. Приведем пример, пока­
зывающий, что без этого условия задача ( 2 ) , (3) может 
иметь несколько положительных решений. 
Пример. Задача (3) для уравнения 
О < р < 1 , -1 < оС < 1 , 
где 
имеет два решения Xj 
З а м е ч а н и е 2. Из доказательства теорем вид­
но, что аналогичные результаты тем же способом можно до ­
каэать и для более общих уравнений. В частности, все ре­
зультаты останутся справедливыми и для задачи 
x<»>=(XMf f ( t , x t X : ...,х("-°), 
х(0)= х'(0)= = х(г,~<}(0)= О, н< п, ldl< /, 
если J непрерывна, положительна и удовлетворяет условию 
Липшица по х, х', ..., х("~4). 
З а м е ч а й и е 3. Условие у (t, х,у)>0 требо­
валось для доказательства теорем I и 3, т.е. для получения 
асимптотики и априорных оценок решения. Если же удается 
получить асимптотику положительного решения вблизи точки 
t = О какими­нибудь другими способами, то от этого ус ­
ловия можно отказаться. 
З а м е ч а н и е 4. Точке i=0 выбрана автора­
ми для большей наглядности результатов. Очевидно, что тео­
ремы останутся справедливыми и для любой другой начальной 
точки t = t0€. R . 
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А.И.Звягинцев 
ВЦ ЛГУ им.П.Стучки 
О ЕДИКСТЗЕННОШ ЭКСТРЕМАЛЬНОЙ ФУНКЦИИ 
При получении априорных оценок производных ограничен­
ного решения дифференциального уравнения или дифференци­
ального неравенства возникает необходимоть решения следу­
ющей экстремальной задачи 
где nel2,3,...},K*{l,...,n-l}t 1=Е0,в], 
0<- 8 М с > 0 , M„^Or V/Z. (I) ­ пространство 
функций, у которых ) ­ая производная абсолютно не­
прерывна на I , а л ­ая производная из пространства 
1^.(1) , и для f<= WZ (I) норма 
i/f% = esssupUfi>(t)jt 1ш> и,4,...,п. 
В настоящей ^ работе рассматривается вопрос о количестве в 
задаче ( I ) экстремальных функций, то есть функций, на ко­
торых максимизируемый функционал достигает верхней грани. 
Так как очевидно, что в задаче ( I ) наряду с экстремальной 
функцией f0({) функции -f0(t),f0(t-t), -fo(t-t) 
также являются экстремальными, то, говоря о единственнос­
ти экстремальной функции, будем подразумевать единствен­
ность с точностью до симметрии. Существование экстре­
мальное функции в задаче ( I ) следует из работы З.Н.Габуши­
на f l j . 
Т е о р е м а . Если Ct„ = 2 п! cos 
М ­ 0 . 2 / 7 ­ 0 /I. 2" Сп - П., то в задаче ( I ) 
1) для £пМ~0 Мп^СГп существует единственная 
экстремальная Функция 2*" 6'' £пМп 1„ (2 О, 
где Z„ (t) - полином Золотарева /4] такой, что 
2) для Оп < £"MJ МГ^6П существует бесконечно 
много экстремальных функций, каждая из которых на отрезке 
СО, (а„М0М^)Ч совпадает с М0 Tn ((2п~'п!'М.М^рЦ, 
где Tn ( i ) ­ полином Чебышева первого рода. 
Д о к а з а т е л ь с т в о . Так как задача ( I ) 
эквивалентна [зЗ задаче 
sup{lf(*4u)hfewZ(i), /////^к, ///% «м„}, (2) 
то из результатов С.Карлина [5] следует, что в задаче(2), 
а значит и в задаче ( I ) , функция 
где ­ полином Золотарева, является экстремаль­
ной, если выполнены условия 
Покажем, что при ограничении (3) (t) является 
единственной экстремальной функцией в ( 2 ) . Предположив, 
что в задаче (2) существует еще экстремальная функция 
, отличная от /„ ( t ) , рассмотрим функцию 
В силу свойств полинома Золотарева [л J 
­ 14 ­
где 0=с?о<сГ,<...<ч:п^<<:„_1 = £. 
Если существует ¿1 такое, что 
" Ф и о ) = 0 , ]= 0 , 1 , . ( 4 ) 
то из 
и (4) следует, что и <*>({) на Со^„1 монотонная 
функция, а и (1) на а9,г1 не убывает. Так как 
и1*}(0)=0 , то получаем С/(?)=0 для ^е/~0,Г в7. 
Из 
получаем и(£)=0 для . Таким образом, 
1/(1)= О для всех / е / . 
Предполагая, что (4) не выполняется, докажем, что 
и'({) на / имеет, по крайней мере, Л— 2 перемены 
знака. Для этого достаточно показать, что для любого 
¿€.{0, 1, ...,л-2} на интервале /Т/ , 7^*/ ) найдется 
5,­ такое, что 
0< ( - ( и ' ( э ^ . 
Для определенности рассмотрим интервал 3— (?п_г 
Если найдется такое, что и(^)< О , то из 
и (с1п_2 ) * О по теореме Лагранжа следует существование 
5 М е ^ такого, что и'(5п.г )< О . Если найдет­
ся 2*е.? такое, что и(£)>0 , то из и(Т„_,)^ О 
по теореме Лагранжа следует существование 5„.г е ^ 
такого, что и'(5„.л)<0 . Если и({)= О для любого 
~Ъ , то получается случай ( 4 ) . Отсюда вытекает, 
что и'^) , по крайней мере, /7­<2 раз изменяет знак 
на / , причем точно /7-2 перемен знака возможно 
только в случае и 
Так как и(п)(*)*0 для I и и(">(0)=0, 
то и'*} (£) имеет на / не более гг-к-1 перемен 
знака. Отсюда следует, что и'( ) на. I изменяет 
знак не более п-2. раз, причем точно п-2 перемен 
знака возможно только в случае и'(£)>0 • Получен­
ное противоречие доказывает, что и (t) =• О для всех 
I . Остроумная идея применения теоремы Лагранжа 
для доказательства единственности экстремальной функции 
принадлежит А.Я.Лепину. 
Рассмотрим теперь случай 
Если jf(i) - экстремальная функция в задаче ( I ) , то, 
полагая ¿¿ = 1 и JS = (ап £~"М0М~п') » , на основа­
нии леммы 3 работы [2] от задачи ( I ) переходим к эквива­
лентной задаче 
в которой и экстремальная функция 
Так как / / f & = /Jf*>(0)/ , то J/h ffi, % 
s=//t(£'(0)/ • Очевидно, что 
Из результатов С.Карлина [5] следует, что можно взять 
fU)=MJn((2n-,n!MoM-J)'^i-0. 
Отсюда jh[% ­ 2 W ' j J УГ^­/;//­Х • 
Если 
M„=<*J-"M0> (5) 
то полином Золотарева и!..эет вид 
и экстремальной функцией в задаче ( I ) в силу вышедоказан­
ного первого утверждения является единственно 
Так как /Л^Л­ . » ЬоЫ) является экс­
тремальной функцией в задаче ( I ) при условии (5) и, сле­
довательно , На(^ =У0 И) для / е / . Отсюда полу­
чаем для / е [о,р£3 
Учитывая теперь, что ^(^^) = -1^о, У п 
и /(1)(р£)>-0 при 1-2,...,л , можно для 
teГ^i¿,t!J изменять •f(n>(t) в пределах от 
-М„ до +Мп так, чтобы //(£)/< Мо для 
^ «£ Г/}8, ¿3 . Таким образом, получили второе ут­
верждение. Теорема доказана. 
Определим функцию 
где, как обычно, х" равно нулю при X<О и равно 
Хп при х ? О . '=. 
С л е д с т в и е . Б случае £"М0 М„ > 
>2 " л ! в задаче ( I ) 
1) при /7=2 существует бесконечно много экстре­
мальных функций, каждая из которых на­отрезке , 
совпадает с 
2 ) при /7 = 3 и у(= {/,2,...} 
а) для 3(23+1)><гзМ~0'Мз<3(2]+3)3 
существует бесконечно много экстремальных функ­
ций, каждая из которых на отрезке [0,3 * (2/ + 
М]•» 7 совпадает с А/05(з'тМ^М^У, 
б) для £3 М'^М3 —З^'+з)* существует единст­
венная экстремальная функция А/05(з'л'М'0* М/ £). 
Д о к а з а г е л ь с т в о . При л = 2 можно 
взять в качестве экстремальной функции задачи ( I ) функцию 
где /Р^)/<М0, /Р~(Ы*МЛ для , 
^СЗ*М.*М}\ £1 . В случае -81<£ М'9 М3<375, 
изменяя Рт(£) в пределах от -М3 до *М3 так, 
чтобы 1РЫ)1*Мо для ?е /И М> м;*,п, 
получим бесконечное множество экстремальных функций. Ее­
ли же £3М-0'М3 = 375 , то Р(*) -
ЭВ МцБ (з~з М1*М£ Действительно, предположив про­
тивное, по формуле Тейлора получаем 
/ , Ш - = ^ 1Ф*)ЧР"(£)+М3)с1в >0. 
Отсвда /0(£)> М„б(у) = М0 • что­ противоречит ///о//^ 
Аналогично рассуждая, индукцией по ^ доказывается 
второе утверждение. 
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Из теоремы будет следовать, что на отрезке 
может быть только функция 
М0 Тг (2~'(М0М1 )'г 2-1) , а на отрезке 
[2 (М0 М^)* , £3 деформацией функции /о(^) можно по­
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О ФУНКЦИИ ГРИНА ьИОГОТОЧЕЧНОГ. КРАЕВОЙ ЗАДАЧИ 
I . Для трехточечной краевой задачи 
где О < с£< 1 функция Грина ¿3,4^ имеет вид 
{ (х-аС)Ы-Р^ / & и 
2сС 1 ' 
( I ) 
(2) 





нетрудно проверить, что 
ЧГ г, , 1 2-е>С 1 г ( 0 , * С ) = ^ , 1г«,сС) = 
Для I =1,2 определим функции 
rIiU,*£), если O-tet^-J* 
Xi (О.оС), если ­ j « оС < 1 
Ясно, что y?z­ 6*0 = max {ii (f,oC), Ji(0,oC)} . 
T e о p e и a I , Функция Грина краевой задачи ( I ) , ( 2 ) 
при О ^  х ^ /, 1-1, 2. удовлетворяет не­
равенству 
%С*,0*¥;&1. (3) 
Д о к а з а т е л ь с т в о . Пусть / = 2 . Тогда 
для О* оС 
1г(хгвС)= 2 * - 3 * * + * + **4 1г(0,*С), ( 4 ) 
а для о(. ^  х ^ 1 
7Л Гл:,^;* 777 )^ ; * Ф # * % 5 
Так как неравенства ( 4 ) , ( 5 ) эквивалентны очевидным нера­
венствам 
х(2х*-3*0 О п 
0-х)[(х-1)(2х + 1,) + 3(оС-х)1 . п 
то из ( 4 ) , ( 5 ) сразу вытекает ( 3 ) . 
При С = 1 рассмотрим четыре случая: X^[0, ¿ 1 
В первом случае имеем 
1((х,Л)=±.(-3хг+2 СЩ*С)х-2<С*+0С % 
где 'Г меньший корень уравнения (2х-аС-ОТг-^2<^-2яСх-0. 




Если взять максимум по *Г , то получим неравенство 
(5х-2.-2оС)^ О , справедливость которого про­
веряется элементарно. 
Во втором и третьем случаях 
/, (х, *С) = ±(-Зхг+2('-к*)х-°(-)'-
Доказательство (3 ) сводится к легко проверяемым нера­
венствам 11 (х,аС)^ .Г/ (0,оС) во втором слу­
чае и 1( (х,аС) ^ 11 (1,о£) в третьем случае, которые 
соответственно эквивалентны неравенствам 




В четвертом случае 
I, (х,оС)=—{—[з(оС-<)хг+2(/+0С2- ЫГ+2Г*)х-
где Т больший корень уравнения (2х-аС)Т'г-2(2х-0^ 
•+• оС(2х-1 ) = О. Доказательство (3) сводится к не­
равенству которое оквивалентно 
очевидному неравенству 
6 ^ ( 2 x ^ 0 C W 2 x - 1 ) ( ^ ) - 2 x (2Х-1) + 
+(/-<<) (2 (х- 1)(*Сг+ х)-сС (/-х)г-2х (f+3x2))] < 0. 
Теорема доказана. 
З а м е ч а н и е I . Известно, что 
10(Х,сС)=1/в(х,{)1Л= ±1х(Х-еС)(хЧ)/. 
о 





2. Для однородной четырехточечной краевой эадр«и 
О, (6) 
у(0)=у(*с)=у(р)=у(О=0, (?) 
где 0< оС <:у$ < / , функция Грина [з] имеет вид 
С(х-оС)(х-Я)(х-1) ,3 . ± _ ? } Г*х, Т^оС, 
(х-Ы.)(х-л)(х-1) +з й-х)3 ± + 
6& Тч"~6~' Х * 1 ' Т * с С ' 
х(х-л)(х-р),, }з а~х)3 
х(Ж-ы.)(*-Я) ( { _ }з_ (±х? и*^4Ь 
6(/-*с)0-уз) 1 6 ' , у ' 
х(х-Ы.)(х-А)^ з х ^ 
Зс (х,сС,^)=Iб (х,Ь/е/£, 1=4,2,3, 
о 
непосредственным вычислением получаем 
Для ¿=/,2,3 определим функции 
3[(1,оС,р), если еС+33^1г 
£ ( О , 1 * е с л и сС+уз^/. 
Ясно, что Ц/1(оС,р)=тах{Э1(1,^,р), ^(0,оС,уз)}. 
Т е о р е м а 2. Функция Грина краевой задачи ( б ) , 
(7) при 0*£х*/ , ¿=/,2,3 удовлетворяет 
неравенству 
3 (х,оС,^)* Щ С*,?) • (8) 
Д о к а з а т е л ь с т в о . При 1=3 рассмотрим 
три случая: х^[0,оС], хе.[оС,у53, х€.[^,/3. 
В первом случае имеем 
3 И V п\- х " - ~ - * * * * * - х — 
обозначив через 
­ 25 ­
и для доказательства (8) достаточно показать, что 
3- (х,аС,^)*У3 (0,с£,А) . Последнее неравенство экви­
валентно очевидному неравенству Х ^ Х 2А£*^' О . 
Во втором случае 
«Т /V.У л )---•-•, (*-*)* (*-А)* иА+А 
а в третьем случае 
1 / _/ „ . ~ (Х-/)4 1+оС+А У. (х,еС,а)=Х+— ; 
3 ^ £(/-<< )('-А) 4 
Доказательство (8) сводится к доказательству ^ (х,с£,узМ 
(4, А, А) • что эквивалентно соответственно элемен­
тарным неравенствам 
2(1-*(.)(1-А) 2уъ (/-уз ' 
£(*-*) (/гА) 
Для доказательства (8) при I = 2 рассмотрим 
пять случаев: . 
Г„ * (ЗА-*- *А~ оОп ГоС(Зр-оС-*А-<*-) 
х*1°>—щ&т — З Т А ^ С — ' 
2А*+2А-А3-*А2-&-<<- 7 Г2Аг-2А-А3-*А-<<-А-<*- Л 
З(2А-£*-<<) Ч> х е 1 - з(2А-уз2-и) 'У-
В яергом случае 
где ^е/>,<<7, (Зх-1-А-уЗ)Г?+3*Ср'Г',-3<£рх = О. 
Доказательство (8) сводится к доказательству неравенства 
32 (х,вС,уз)^ У£ (0,оС,уз) , которое эквивалентно 
очевидному неравенству -4г(Т1-х)*-£(1+вС+р-2Т1)^. О. 
Во втором случае 
Ъ — * (2 ' 
Где л7ах{еС,х}зГ£^уЗ и (Зх-*^рМ/-4)~'{Гл-0-
- (Зх-1-<С)/Г1(А-*0~*'(Гг ф}*- О • да* доказатель­
ства (8) достаточно доказать неравенство &г (х,оС,^)*$ 
^ 2г С О, * , У3) ш которое эквивалентно 
60-Л) ( ' 2 } 2 Х * 4 Х 6 
Учитывая (1-Тг)3^ 1-иС .получаем простое нера­
венство ­ — х*- 1г -х. ­ О. 
2 4 6 
В третьем случае 
?г (х^) = - ^ \ < ^ Х -
и неравенство (8) доказывается элементарно. 
В четвертом случае 
, , , „ , Зх-с£~А/ег ,)з_ (Тз-х) 
t3X^j3X-T3j3, /+oC+Ji . ¿.+¿-¿+3 
где oC « T3 « min (x,j3} и 
Неравенство 32 (x,eC,jļ)* ^(0,oC,Ji) в этом слу- о 
чае эквивалентно 
6(/-eC) 1 3 ~ J z г ' Ш u -
Учитывая (f-T3)3 * f-oC , получаем элементарное 
неравенство 
2Г3+уъ-<<-1 T3fi < n 
- х - - J ~ - " ' 
В пятом случае 
x JZ v > M fZ 
где (Зх-^)(^-1)^3(^)(^)(х-Г^О. 
Неравенства ? t (x,ct,J3)* ?г (ō,oC,J3), 
Эл (x,oC,j3)^3£(/,aC,Ji) имеют соответственно вид 
^ \ ± ( х - Ъ ) ( , - х ) - 1 ^ х * 0 , 
и легко доказываются. Отсюда сразу следует (8 ) . 
В случае * * / справедливость неравенства (8) • 
в силу сложности аналитических выражении была проверена 
на ЭВМ. Теорема доказана. 
З а м е ч а н и е 2. Из равенства 
о 
вычислив на Г О, I ] точки экстремумов, нетрудно получить 
оценку для 39 (х7оС,у}). 
3. Теоремы I и 2 уточняют результаты работ [1 ,2 ,4 ] . 
Кроме того, теорема I позволяет получить следующие две 
теоремы, которые уточняют результаты В.И^ды [ 4 ] . 
Т е о р е м а 3. Пусть £ , М , /V , Р , Р0, Р1г 
Йг - положительные числа, 0<-аС< / , В1 , 32 , ёл -
действительные числа и 
Если на множестве В^{(х,у,2, г/): 0< х<£ /, 
/у/ * Р9 , / 2 / « /?, , /?г 7 функция 
у= 4 (ж,у,2, г/~) непрерывна и ограничена 
/у (х,и,ЪтгГ)/^ <}, ' т 0 трехточечная краевая 
задача 
y(0>=84,y(cC)=*6z,y(4)=6s ( I 0 ) 
имеет по крайней мере одно решение. 
Т е о р е м а 4. Пусть асе предположения теоремы 3 
выполнены и дополнительно функция J(х,у, 2 , V) удов­
летворяет на множестве В условию Липшица 
lf(xty4,X(,V1)~j:(x,y2,l2,V2 )/* 
< w0/yrye/+ brJtt-gtl + bTtlirt-irtI, 
где константы Липшица такие, что 
Тогда трехточечная краевая задача (9 ) , (10) имеет единст­
венное решение. 
Доказательство теоремы 3 и 4 проводится методами, 
приведенными в работе [4]. На основании теоремы 2 могут 
быть получены утверждения, аналогичные теоремам о и 4, 
для четырехточечной краевой задачи 
У = / С х , у , у ' , у " . у ш ) , 
y(0)=6f, уШ=&г,у(/з)=6з,у(0~&*> 
когда 0<oC^J3<1-
Точные интегральные опенки производных функции Грина 
необходимы также при получении неравенств типа Колмогоро­
ва £ l ,2 j . Действительно, если /^Сп£0,4] к Ln(x) -
интерполяционный многочлен Лагранжа такой, что у (xi ) -
>*L„(xi) для точек 0=*х,<хл<...<х„аг1, 
L„ (х) *jG(x,i)/n)(i) Jt, ( I D 
• /' . . . , •' v..;'....'.' '. ' ­. V :'­ »'\ ;:7«! 
где G(x,i) ­ функция Грина многоточечной краевой задачи 
у(п>= О, 
у(х,)= у(хг)= ... = у(х„)=0. 
Формула ( I I ) позволяет получать оценки промежуточных 
производных функции у (х) . 
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ОБ ОДНОЙ ОБРАТНОЙ КРАЕВОЙ ЗАДАЧЕ ДЛЯ ОДНОРОДНЫХ 
ДИ4ФЕРЕНЦЙАЛ)НЫХУРАВНЕНИИ ' 
Рассмотрим следующую краевуо задачу 
Р(х/>(0), хрО))=0, 
где Л=(Л1$), Л ^ ^ / Щ Щ Й /у Я*"­/?; 
ем прямую задачу определения функции хЫ) » удовлет­
воряющей дифференциальному уравнению к краевым услови­
ям. 
Этя задача чаете бывает некорректно поставленной 
(по Адамару). Так, в химической кинетике [I] рассматри­
вается задача 
( I ) 
Ъ(х,<о), Хг«))~0 
При заданных матрице Л име­
Х'(0)=х(4)ш0. 
Л*0) (2) 
При Л^О , Л =2 задача ( 2 ) имеет единственное 
решение, при 0< Л<2 задача имеет два решения, при 
А-2 + Е (6>0) задача решений не имеет. 
Поэтому для задачи ( I ) оправдано рассмотрение об­
ратной задачи, в которой требуется определить элементы 
матрицы Л (все или часть элементов), при которых за ­
дача имеет решение. Для многих прикладных задач такая 
обратная задача поставлена корректно (по Адамару). Это 
верно, в частности, и для задачи ( 2 ) . 
Впредь под решением задачи ( I ) будем понимать пару 
(Л,хА({г)) . 
Пусть найдутся такие оС>О и /< [ € /? , что для 
любых р> О 
/У (сС^*хе(0), ссУ'х, 0))=У%(х, (О), ж„ оы) 
Р(с£У'хр(0),АУ'х/»)=/б(х,(о),хр(0;оС) 
Подобные функции будем называть однородными. 
Дифференциальное уравнение ( I ) ­ однородное, если 
его правая часть однородная функция в указанном здесь 
смысле. 
Будем предполагать, что среди искомых элементов 
матрицы А находятся все те ненулевые элементы, для 
которых /+/*1 — 0$ Ф О , 
Сделаем в задаче ( I ) замену переменных 
х ^ Ь ' ^ У ' О ) 
и полагаем, что 
где 8^ = ^5 - заданы. 
В результате от задачи ( I ) перейден к следующей 
задаче 
с/у 
Д = В-у(<1,уЛ) 
в^(уе(0), уг(уЗ)>оС) = 0 (4) 
в (уР(о),ур(узЫ)*о 
где матрица В = (81$) задана, уЗ> О подлежит 
определению 
Положим 
(5 ) ир(о)=а (Р&[4,п}). ( 




ур (0) = а, уР&)~с/ (а:ы.) 
в дальнейшем будем называть сопутствуюшей эчдаче ( I ) . 
Мы, таким образом, пришли к обратной задаче опреде-
­ 34 ­
ления параметра р , т.н. задаче на незакрепленном 
отрезке ( 7 ) . Под решением этой задачи будем понимать па­
ш(Р'УаСГ))-
В дальнейшем будем предполагать, что 
^>0(<0) ( 0 ^ < - > ) , 
или, что то же самое, 
^>0(<0) (0<Г«>°). <8) аТ 
Дело в том, что для многих краевых задач априори из­
вестно, что некоторая компонента искомого решения изменя­
ется монотонно (возрастает или убывает) на всем интервале 
исследования, либо что такая ситуация возможна. 
Иными словами­* будем рассматривать задачу ( 7 ) , ( 8 ) . 
Введем множества 
в ~ {и(Т )е Сп СО, *=*°[П с"}]Ог~*С1 
^>о(<о) ( о < Щ ( у е ( и ) , уг(/з),сс)= о, 
%(ж)>0, *Ь.>0(<О) (ге]а,*/£), 
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Здесь ]а,с/[=(г12. = ?0+('-^о/, о<#<1). 
Рассмотрим отображение ф: 5 — 0 ' 
Фу(Г)=<р(Е)> Ч> 
где 
у>т(2)=ит(х(г)), (т=1,п, тФр). 
Здесь ­ отображение, 
обрашое Н =ур : CO.fi]-~[а,Л. , нд 
Существует обратное отображение • Ц—* О ' 
Ф Ч>(2) = У(Г), 
где 
у„(Г) = Ут(1СС)), (т=йп, тФр) Ц С ) 
Отображение Ф позволяет преобразосать задачу (7 ) , 
(0 ) в следующую задачу 
аУ = Н(г,Ч>;А) 
с/г Ьр(£,1р,оС) 
где 
Т е о р е м а I . Задача ( I I ) на множестве О. 
топологически экгивалентна задаче (7 ) , (8 ) на множестве 
б . 
Д о к а з а т е л ь с т в о . Два операторные урав­
нения топологически эквивалентны, если между множествауи, 
на которых они определень­, установлен гомеоморфизм. 
Легко прорерить, что если Ц*Фцг (и* Ц1е§) 
то и Фу'ф Фу1. . 
Ш) 
КРОМЕ ТОГО, Т.К. ур(Т) ­ НЕПРЕРЫВНАЯ НА ФУНК­
ЦИЯ, ТО И Т(ур) ИЛИ НЕПРЕРЫВНОЙ т [а,с(] 
ФУНКЦИЯ. Б СИЛУ НОПРЕРЫГНОСТИ ФУНКЦИЙ У^(^) ОТОБРАЖЕ­
НИЕ Ф НЕПРЕРЫВНО НА МНОЖЕСТВЕ 5 . 
[юдобн!щ ш>.^ ОБРАЗОМ УСТАНАВЛИВАЕТСЯ НЕПРЕРЫВНОСТЬ 
ОТОБРАЖЕНИЯ Ф НА МНОЖЕСТВЕ О . 
ЕСЛИ — О • 1 0 ВОЗМОЖНО РАЗЛОЖЕНИЕ задачи 
( I I ) НО ЗАДАЧУ 
% (<Ре(<*), %Ы),А) = 0 (е,т,ге{йп],т*р) 
и отдельное соотношение 
Ьр(5,Ч><5);*) 
Такое разложение всегда возможно, если система 
УРАВНЕНИЙ в задаче ( I ) ­ скалярное дифференциальное 
уравнение ¡1­го порядка. 
ТАКИМ образом, исследование задачи ( I ) е конечном 
итоге преобразований свелось к исследованию задачи ( I I ) . 
Переход к задаче ( I I ) оправдан по следутшциы соображениям 
1) Задача ( I I ) не зависит явным образом ни от неиз­
вестных Л, 5 | ни от искомого параметра . Задавая 
параметр (X , будем определять р=^(а) .. 
2) Краевой задаче ( I ) может соответствовать началь­
ная задача ( I I ) . 
3) Если функции . . . . , . . . ) а» Щ» 5 = 77*) 
при почти всех хр определены и непрерывны по t,..., 
Хр_1 ,ЭСр+4 » '«••***» ) и измеримы по х р при каддом 
Хр-1 , х р н , ... , х п , то задача ( I ) может 
быть исследована как система Каратеодори [¿2 и ее реше­
ние будем понимать как 
где Ч>1 ­решение задачи ( I I ) , (1-{,п) 
4) Если хт (т=1,п; тфр) могут сохранять знак на 
всем интервале исследования, то в результате преобразо­
ваний приходим к рассмотрению положительные решений 
операторного уравнения в простракстре с конусом [3,4]. 
В этом случае возможно конструктивное решение исходной 
краевой задачи [5] и получение двусторонних приближений 
ее решения. 
В качестве приложения рассмотрим одну неоднородную 
краевую задачу, исследуемую в гидродинамике [б] 
Х~=Л,ХХ±Л,х*-Лл С/*,,Л2>0, х"<0), «г ) 
х(0)^ха(0) = х'(О=0, ( Ш 
х(<) = 4. (14) 
Здесь Л< = /?е ­ число Рейнольдса. 
Сначала будем рассматривать задачу (12), (13). 
Условие (14) будет учтено позднее. 
Задача (12),(13) может быть представлена в виде за­
дачи ( I ) и в данном случве 4: г7 + «г? 3 —*/? 
Непосредственная проверка показывает, что правая 
часть уравнения (12) однородная функция при любом оС>0. 
В данном случае ^ 
Особенностью краевой задвчи (12),(13) является то, 
что она приводится к начально?, задаче вида ( I I ) . 
Справедливо следующее утверждение 
Т е о р е м а 2. Задача, сопутствующая задаче (12), 
(13) имеет единственное решение при любом 01 > О . Это 
решение может быть получено методом последовательных при­
ближений с двусторонними приближениями, сходящимися к 
решению. 
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Д о к а з а т е л ь с т в о . Задаче (12),(13) отве­
чает следующая начальная задача 
с гетеротонным, U0 - псевдовогнутым в смысле работы [ 4 ] 
оператором Г , имеющим сильно инвариантный конусный 
отрезок. Для операторных уравнений с такими операторами 
доказано существование единственного решения, которое 
может быть получено с двусторонними приближениями [4 ]. 
Двусторонние приближения, по норме сходящиеся к 
решению "ЦТ уравнения (16), Получаем по следующей схеме 
и
т*гГ(ит,*т), vm^f = r(vm,um) (m=0,i,...), 
tun Um (£) = tim V„ (Z) = 
Здесь 
Р ( и № / ( » * ) А * ф * ( в ) / - * ^ cfst 
Условие уг\('С)< О равносильно условию <рз(г)<0, 
(0<£<в). . Но тогд8 задача (15) будет непротиворечивой 
в случае, когда ^Р4(£)>0 (0<1<С1). 
Положив (р* , задача (15) может быть приведе­
на к интегральному уравнению 
Щ ^ ^ ^ Ф ' ^ ^ Ф ^ ^ ^ < & ( К ) 
ua (г)=г/V+s*)ds , v0(z)=A*• (a-i), 
где постоянная А > О ­ меньшее из чисел, удовлетво­
ряющих неравенству 
z'ha*A+2(uot*)0+±yUAz(l+j),/z. 
т.к. р=Т(0) , то 
в 
До сих пор Ы. > 0 било произвольным. Условие 
х( 1) — i в задаче (12)­(14) позволяет укаэатъ конк­
ретное , отвечающее этой задаче. 







С л е д с т в и е из т е о р е м ы 2. Задача, 
обратная задаче (12)­ (14) поставлена корректно. 
Соотношения (10), (3) позволяют выразить х , ж' и 
х" в задаче (12)­(14) через 
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Ш31ШШЩ ДИ*даЕ1­1ЦИАЛЬШХ УРАВНЕНИЙ 
В настоящей статье линейная часть системы диффорен ­
циальных уравнений предполагается близкой к треугольной. 
Методы сведения матрицы линейной части к виду, близкому к 
треугольному (в частности, близкому к диагональному), ука­
заны, например, в f l , 2 j . 
В настоящей статье развиваются результаты работы [з], 
в которой матрица линейной части системы предполагается 
близкой к диагональной и дополняются результаты по сингу­
лярным краевым задачам работ [4-в]. 
Обозначим: 
/ ? = J ­ e e , +'*=>£; С = {х + iy], X j y e P ; 
X=x(t), Х=Со(оп(х4 ,..,Xn), X(t):A-~Cn; 
J/xjjf= max sup lxL(t)l, 
Сй=(<Р(Ь1<Р(Ь:А-€}i R^{4>(t)l4>U)*+R}^ 
причем здесь и дальше величины, зависящие от 
непрерывными по ~Ь при Ь е А . 
Рассмотрим краевою задачу 
где t_< i0<i|< ...<te i 
матрица-функция Р(£), Р— (ру)", Л-^С", 
вектор-оператор ^{2, х) г СО^оп (//, .-,/п), 
X) Д х /\ - £ " , причем V I = , 1/№)*Рй 
такие, что )/'х/х)е. Л 
ш а, у-ажх-хЦ; ( 4 ) 
матрицы Ьт = (ат^)"к,атгу еС .причем /$К*п, 
вектор-опаратор 8(х), 6= Со(оп(8>,...,6м)>6(х):/\^Ск 
причем Уг=/,К, ЗВ'еД такие, что У(х,Х)еЛ 
16Р (х)-6г(х)Ы 6*//х-6с/1 
Докажем вспомогательные утверждения. Обозначим: 
х = х и,уз, (Г) с1г, 
<Р(оС,£) = Ф(°(.,р,]{,¥,у)=£ч>(т)е-х(*'Т)с1?, 
1(<<.,р)-1(еС,р,У>,У)=/£ц>(Т)ех('г'*)с{г, 





Л е м м а I . Интеграл ! ( * , ( ( ) , Л сходится, 
если сходится интеграл I (<^.,0). 
Д о к а з а т е л ь с т в о . Представим 
1(оС,а)=ех(*а)Фи,а), ЩфМ^€^0А (5) 
Сравнивая сходимости интегралов, получим требуемое. 
Л е м м а 2. Бели при £ е Д справедливо 
(сС< а Л веу/СО<0)У(А>а Л Яе У(Ь>0), 
существует и конечна какая­либо из величин 
11=//Ч>(Г)1<& (случай ( * ) ) или ^г'^\ШШ1 
(случай ( * * ) ) , чч1(с1,а) сходится и 1(оС,а)*ктш(24, 
Д о к а з а т е л ь с т в о . Запишем первое равен­
ство и з ( 6 ) с ^ , = "^ . 3 случае ( # ) доказательство 
очевидно. В случае ( # # ) в­интеграле применяема 
замену переменной у = X (сб, I ). 
Л е м м а 3. Пусть 1 (<£,а) сходится, тогда 
'е* в 4>а) 
а) если Х^'^^У^аРтГ3'^' 1 0 1 ( о ( ' Р ) = 0 ^ 
б) если Х(а,Ы.)=+оо,/(дв^еЩ±) = 0 » г о НоС'еС)=с-
Д о к а з а т е л ь с т в о . Рассмотрим случай, а ) . 
Справедливо 
/1 (сс',М*1еЖ(*Р Ф иМ,1> * е Л > 
причем сходимость интегралов следует из сходимости 1(^,<я) 
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и леммы I. Из определения следует, что либо Ф(Ы.,р)= + 
либо Ф(сС,Ь) ограничено. .Устремляя / к ^  , в первом 
случае, применяя правило Лопиталн, полечим требуемое. 
Случай б) рассматривается аналогично. 
Обозначим; 
множество У^С^,...,п} , состоит из П* элемен ­
тов таких, что X (а,¿,^6/,) н е ограничен сверху при 
^еГо',|/ |Г ­ ; множество V е . . . , п } / У * , со­
стоит из К элементов 5 е У и упорядочено по возраста­
нию своих элементов; 
множество У*4 = УП { « . . • ,П) ; 
где 
К & " 
5е ­ злемент множества V , стоящий на е месте; 
' п 
где Ы е У ^ , | А , и 5 е й ; 
е п 
где Иг(х)= вг(х)+£ £ атг/ д)(^,х), 
Grej - дополнение Г , ej элемента, матрицы G .при­
чем Ёд[ ­номер элемента d множества. V при /С > / , 
Off - / "РИ №*í i 
Or = ("SL* SUP Tí У . ¿=/,/7 éeá v 
где 
/•­/ 
m=a j*f J 
в*«) = 1(и, ,t,ff+¿ IpjjQ's.Repjj); 
область 
D= max sud lTt(t,0)l. 
П р е д п о л о ж е н и е ' I. Пуг­ть; 
а) cí mecíbj ит Величины ÉL , D , причем tí < / i 
б) область Л/с Л > ' ' 
в) осли ат1^ФО , to ^хф^щж<#ъущ &j(¿m>oc). 
Т е о р е м а I, если bi полнено предположение i , 
•го краевая задача ( ¿ ) ( 3 ) иичет ограниченной решение,ко­
торое можно получить методом последовательных ириближе ­
нцй. 
Д о к а з а т е л ь с т в о . Система дифференциаль­
ных уравнений ( ¿ ) эквивалентна следующей системе интег ­
ральных уравнений 
я 
где С1(х)1\-~1,Ъ,1^Ь,?1и,^М*>х')-1 Р1б(Ьх$, 
что проверяется д»^ренаир01$нием (и) и интегрированием 
Положим 7/^  , £ , е А , осли при этом сходятся 
интегралы из ( б ) . 1>гот случай сводится к случаю, когда 
1^1 , 2^ £ Д , , очевидными алгебраическими преобразова­
ниями в праьой чисти Системы ( 6 ) . 
Для того, чтобы реление (6) било ограниченным, необ­
ходимо положить 
С л (х)=-Ф (г,,, 1„, Ч, ф (, *% рч >, № 
при условия, что интегралы, входящие в ( ? ) , сходятся, ^с­
ли К<П-П* , положим С;(х)*0 при 1ёУ*1)У . 
Таким образом, (6) можно записать в виде 
где С^(х)=-0 при 1 ё У , причем сходш.:ость интегралов из 
(6) и (?) следует из сходимости интегралов из ( 6 ) . 
Преобразуем последовательно /7­/ , П-2 и т.д.стро­
ки из (В) заменой величи» х$ в линейной части на правые 
части в строк. Получим 
* ^ = Z у1(/(*)Сс{(Х) + 01(*,Х.) (9) 
Подставляя (9) в краевые условия (И), найц^м С^(х). 
Таким образом, 
Вводя пространство непрерывных вектор­функций, опре­
деленных на интервале Л , с нор; эй ( 1 ) , применяя прин­
цип сжатых отображений, подучим теорему I при условии, что 
сходятся интеграле из ( 8 ) . 
Покажем сходимость интегралов из ( 8 ) . Для этого разо­
бьем T¿ а,ж) на два слагаемых соответственно записи 
. Применяя неравен­
ство из ( 4 ) , предположение I , лемму I , получим требуемое. 
З а м е ч а н и е I . В случае К=П-П* получен­
ное решение единственно в классе ограниченных вектор­функ­
ций, а если, к тому же, П*= О , то решение единственно. 
Справедливость замечания очевидно следует из доказательст­
ва, У ; • ' " • , ­ ' 'л,.­ . ­ " • 
Введем краевые условия 
где матрицы Р^ы — (аыж}^ш» г ^ » * у € ^ • 
Введем величины • которые получаются, если в 
формулах для д г е заменить От^ на а2>»1 
П р е д п о л о ж е н и е 2. Пусть д£,е = 0 и если 
а°т^ *о , то Уэее М 9< Щ,х) = 0. 
Т е о р е м а 2. Если выполнены предположения I , ?., 
то решение краевой задачи ( 2 ) , ( 3 ) , полученное в теореме 
I , удовлетворяет краевым условиям ( I I ) . 
Д о к а э а т е л ь с т в о. Решение краевой задачи 
( 2 ) , ( 3 ) , полученное в теореме I , удовлетворяет системе 
(10). Подставляя (10) в краевые условия ( I I ) , получим 
требуемое. 
В качестве примера применения полученных результатов 
рассмотрим следующую краевую задачу я 
уй-Лг$#)у=£Ки,у,у',Х), (А) 
где Ле/.,£с70, ¿,¿­7*;, 
B<=R ; функция Cjj(t)>Q, при F E U дважды непрерывно 
дифференцируема; /? у (t,S,A)• Д * S(t,Ä)*L —IR , где 
S=(S/,S2) , S= S(t,A) • Д * L — Яг .причем 
3hvi({,A):A*L — IR, i=t,2 такие, что V(S,S)e. 
Ih, (i, s,A)-h, (t s, Л)1*£ hfi (i, A)/Si -Sil, (12) 
Обозначим: 
где // (Л) = -Тmin (motx % (fjÄ) , 




+игг а. А) вир а<1 А))/тГ%сп, 
причем, если Иг2(1>А)==0 , то соответствующее слага­
емое равно нулю, » 
Ч>2и. А)- £ ШШо,о,Л)1/У$777; 
/>(А)=(1в1+Гг(А))/(1-Г,(Х)); 
П р е д п о л о ж е н и е 3. Пусть при Л е £ 0 с £ : 
а) сходятся (°^(г,А)</г,ФГа,^га,^(-,А)^(,А)), 
аеА; °а . л 
б)/*1а,А)>0, /4г&,А)*:0; 
в) существуют Г[(А), Г/(А)<1; 
г) 5*и,А)с$а,л)} 
Т е о р е м а 3. Бели выполнено предположение 3, то 
краевая задача (А) УА&1.о имеет ограниченное решение, 
которое можно получить методом последовательных приближе­
ний. 
Д о к а з а т е л ь с т в о . С помощью подстановки 
(13) 
задаче 
х'. ж(Ь,К)х1 + ^,х,А), 
х,ао,А)+хг(*0,А) = 6, (Б) 
r&x = (х,,хг), U¿ (t,x,h)=(-irX\(t)x3_L/A + 
+ LK(i,x¿), h,(t,x,A)=hi>(i,y,y'>A). 
Используя условие (12) и подстановку ( i 3 ) , получим усло­
вие (4) для U¡(t,X,A)t Применим теорему I , выбирая V = 
¿i . если X ( а , 1 , , V 0 
в противном случае; V¡ = Ut = tj , V 2 ? U¿ = t0 , дока­
зывая сходимость и оценивая интегралы I (Uj ,t ,ip¿(- ,А), 
J*j(',A))t Í € Д с помощью леммы 2, используя для 
удовлетворения условия в) предположения I разбиение, как 
при доказательстве сходимости интегралов из (8) в доказа­
тельстве теоремы I . Получим, что в предположении 3 с 
Г( (А)= 21¿(A) задача (Б) имеет ограниченное решение. 
Относя слагаемое £(t)x¿/A в первом уравнении системы 
из (Б) к линейной части, подучим то же утверждение в пре­
дположении 3 с Q (А)= I¡ (A)(1+I¿ (A)/(/-Ié (Л)), 
Ввиду (13) , всякому ограниченному решению задачи (Б) 
соответствует единственное ограниченное решение задачи 
(А) . Теорема доказана. 
Введем краевое условие 
J/(tf-0)=0. (14) 
П р е д п о л о ж е н и е 4. Пусть при A&L 0 : 
*< k 
а) С н 4 ( г , A ) d r f /<г(г,А)=-<*>; 
б) Cim • а» и. 
/<jit,A) 
T e о p ечм а 4. Если выполнены предположения 3,4, 
то решение краевой задачи (А ) , полученное в теореме 3, 
удовлетворяет краевому условию (¡14). t 
Д о к а з а т е л ь с т в о . Из (13) следует, что 
для удовлетворения краевого условия (14) достаточно удов­
летворить краевому условию 
x1<t,,A) + xí(ti,A)~0. (15) 
Проверяя предположение 2 для краевой задачи (Б) с краевым 
условием (15) с псмошью леммы 3 и применяя теорему 2, по­
лучим требуемое. 
Краевая задача, сходная с краевой задачей (А ) , (14), 
рассмотрена в [в]. В настоящей работе, в отличие от [&2". 
правая часть уравнения может зависеть от у' , являться 
оператором по U (при 1? =2) ; возможно t0=-**» ; не 
требуется существований частных решений соответствующего 
однородного уравнения вида <jff (£) е , <^.г (t) & , где 
^ (t) , L = 1,2 ­ непрерывны и ограничены, что при 
известных условиях существования частных решений, см.^1, 
2 означает,tчто ^ (tf ­ 0) = const? О не требуется 
сходимости j',y,y',A',A)e*c(t , указаны точные оцен­
ки для области задания правой части и параметра Л , все 
результаты выражены непосредственно через коэффициенты кра­
евой задачи. 4 
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НЕОБХОДИМЕЕ И ДОСТАТОЧНЫЕ УСЛОВИЯ 
РАЗРЕШИМОСТИ ДВУХТОЧЕЧНОЙ КРАЕВОЙ ЗАДАЧИ 
Настоящая статья является продолжением исследований 
Рассмотрим краевую задачу 
х''({) = / ( 1 , ( I ) 
6» = в(х(а),х(8),х,(а),х,(8))=у, ( 2 ) 
Их = Н(х(а),х(6),х'(а), х '(8)) щ Н, ( 3 ) 
оС^х^р, (4 ) 
где иЫа,8],-<~<о/<8<+~>,:{е.Саг(1*Я',Ю, 
б,нес(№, ю. дМ Ава, ю.р^вс а,*), 
хь5в(1,Ю, АбаЯ), ВваЯ),56(1,Ю ­множества 
обобщенных нижних функций, обобщенных верхних функций и 
обобщенных решений уравнения ( I ) соответственно (см.[а]), 
и условия: 
1.<*.(а)=р (а), 2. <*.'(а)<р'(а) З. оС '(а)-р '(а), 
А.аС'(а)>р'(а), ъ.сС(6)=р(3) Ь.оС'(8)<р(8), 
7.Л>(8)=Р'№ ъ.*'(3)>р'(8)-
В статье рассмотрены для подмножества Ц дополнительных 
условий 1­8 случаи ¿/«12, ¿/»13, ¿/«15, ¿/­18 В предполо­
жении, что функция 6 фиксирована. 
Введем необходимые обозначения. Будем говорить, что 
функция Н:/?**/? —/? имеет тип монотонности (б* ,6^,б£, 
В ^ ) , г д е б ^ е {0,-,+ , *} , если функция Ч приб^­0 
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не зависит от г ­ го аргумента, при ^^-(б;. - +) не 
возрастает (не убывает) по I ­му аргументу, а при o¿=^ 
ограничения не накладыБаются, =1,2,3,4, Класс монотон­
ности М (&1 <эг65б1<) состоит из функций Цв.С(Я */?,/?), 
имеющих тип монотонности б"г б3 бц). 
Для описания функции б понадобятся обобщенные 
классы монотонности МБСб'/<о£'э3б'^), где (5^е (О,-,-*,/, 
X,У, А,С,0,Е,Р,К,Ь J . Определим поведение ¿7 для 
различных 5^ . Для остальных <5^  определения анало­
гичны. Для­ б ^ е { 0 , ­ , + , ' } определения не отличаются от 
определения в случае классов монотонности. При б}=- X 
(б~, — У) функция 6& Мб(^б'г'Озбцострого убывает 
(возрастает) по первому аргументу. Для остальных (Э{ 
определим равенствами: 
МС(Абгб3<Э1,)=Мв( Щ 6} ^ А Мв (- бг <э3 <зч), 
Мб (Обг <э3<5ь) = Мб(+<эг 63 б„) \ Мв(0(эг б3 6«), 
Мб (К6г €3 Щ= М6(Еб&<э„)\Мв(Обг б3 « у , 
Мва^г(э3^)= Мб(Е<э&6ч)\№(0бгб36ч). 
В дальнейшем обобщенные классы монотонности будут 
разделены в случае необходимости. 
Введем определение класса разрешимости. 
О п р е д е л е н и е . Набор ( 6 , Л / , ^ ) , состоящий 
из заданной функции б е-С(/?г* Я , класса монотон­
ности М и подмножества Ц дополнительных условий 1-е, 
яздяется классом разреаимости ( (б, М, и) € £ ) , если 
для любых оъ/г,6*(ег,+°~)./еСаг(Са,6]*й*,Ц), 
0с^А6(1,Р),реВ6(1,Р), Н*М, у,ЬеР 
таких, 
что оС^р , боС^у^в/З , ИсС-&И^Ир и выполне­
ны условия 11 , существует обобщенное решение краевой 
задачи ( 1 ) ­ ( 4 ) . 
Приведем вспомогательные утверждения, необходимые 
для доказательства теорем. Везде далее М ­ некоторый 
класс монотонности. 
Л е м м а I . Если (6,М,1/)е.-^. 1/е{/2;/5,*8}. 
Д о к а з а т е л ь с т в о . Предположим, что ( С, 
. Это означает, что 
либо существуют и,,иг€.Я, и34,1/31,1/^е.Я такие, 
что и31<изг и 6(и,,с/г>и31,щ)<6(а,,аг,1/зг,и^ 
либо существуют V,, г/г е Я, г/3, , гг+г е Я такие, 
что гт„*ггм в (Ъ,1Гг,1/3,гг«)<в(гг,,ъ,г/3,т,г), 
Рассмотрим лишь первый случай, так как второй рассматри­
вается так же, если применить к первому случаю замену 
ф:ш 8+а-1? . В силу непрерывности функции в без 
ограничения общности будем считать и31, с/зг Я'. 
Покажем, что при сделанных предположениях ( С ММ) не 
является классом разрешимости. Для этого построим пример 
конкретной краевой задачи вида (1 ) ­ (4 ) такой, что выпол­
нены неравенства оС^р, бо£^у^6/3 , ИсС^- И ^Н/З 
и условия, входящие в ¿7 , но обобщенного решения краевой 
задачи не существует. Без ограничения общности будем счи­
тать и4 Ш иг = и51 = } и32 - 1. 
Иначе в краевой задаче ( 1 ) ­ (4 ) сделаем замену у=к(х+р), 
где к*. (0, + °о) , р ­ полином 3­й степени, р(а)= /у, 
р(8)=Гг , р'(а) = Г3 , р'(8)=Гц . Тогда уравне­
ние х4'-^Н,х,х') переходит в уравнение 
у"= х/а,х-'у-р,х-'у'-р') .кр", 
обобщенные нижняя функция, верхняя функция и решение пере­
ходят в соответствующие обобщенные функции или решения 
нового уравнения. Если х(а)=х(8)-х'(а)=х (8) = О , 
то у(а)= и,, у(6)=и2,у'(а)=и31, у'(8) = и« . 
Если же х'(а)=1 , то у'(<х) = изг , г,=а,К~4 , 
По этим Г/ полином р находится однозначно. 
Приведем пример требуемой краевой задачи. Пусть 
• щ { е(/-{), ZFE [ с (с+*Г1, О, (О,О. 
Возьмем £ достаточно малым. Тогда в силу непрерывности 
(у имеем боС<бр • Положим д ~ бр> , И-.Х. — 0 , 
И=0 • Пример краевой задачи построен. Единственное реше­
ние ( I ) , удовлетворяющее неравенству оС ^  ж р!> , 
есть оС . Но 6оС<<} - £¡/3 , следовательно, гранич­
ное условие Ох = не выполнено, краевая задача реше ­
ния не имеет. Так как все требования определения класса 
разрешимости для приведенной краевой задачи выполнены, то 
подучено противоречие с тем, что {6 ,М,1У) является 
классом разрешимости. Итак, 6^. Мб(Н- +) • 
З а м е ч а н и е I . Приведенный пример краевой за­
дачи удовлетворяет условиям II =1253, следовательно, так­
же условиям £/=12, £/"=15, ¿/=18. При замене Ь= в+а-? 
эти условия переходят сами в себя. » 
Л е м м а 2. Если (б,М,{/)€. & , I/ =13, то 
б*Мб(Ш + ). 
Д о к а з а т е л ь с т в о проводится аналогично 
доказательству второго случая в лемме I с использованием 
и р с необходимыми для их определения I и функци­
ей у (в дальнейшем называемых пара 
ti.tr, а, 
(5/?г-';-' * ЛI , со,/), 
Получены краевые задачи с граничными условиями 6-х = <Э, 
Н^х*-/?^ ) ¿ = /,2 , где Нгх = х(8),Нгх=х(Ы). 
Н^Х=±^(х,(8)), hi-m.Pt 
\ О, 1:е.Со,+~>1. 
где Те (0,1), = 0. 
Л е м м а 3. Если (6,М,1/)е Ь, С/е{/2,/в), 
то 
ве Мб (/А//;=*> А/с М (/--О). 
Д о к а з а т е л ь с т в о . Рассмотрим случай [/ = 
=128. Тогда II =12 н 1/ =18 выполнено. Пусть £?<=Мб(/АН) 
и (СМ,/28)& £ ' . Для включения А^У­­^достаточ­
но показать, что невозможны включения М(0+00)<^М , 
М(00+0)сМ , М(000-)сМ , М(000+)^М . 
Для этого построим примеры конкретных краевых задач вида 
( 1 ) ­ (4 ) с Не М (О+ОО) , НеМ(00+О) , М(ООО-), 
Не М(000+) таких, что выполнены неравенства 
б^^р^буз , НоС^ А ^ /^ ¿3 и условия II , но обоб­
щенного решения краевых задач не существует. 
бе Мб (/А И) означает, что 3и1 , иц , 
игге.Я , Зц3 , Я такие, что иг1< ий2 и 
б(и,,иг4 ,и3,и1/)<б(и,,и^,и3,ич) . В силу не­
прерывности б можно считать и3, и„ е /? . Без ог­
раничения общности можно положить и1 = = и3 = ^ = ¿7, 
# г г = / ­ £ (см. док­во леммы I ) . Приведем 4 примера 
краевых задач на паре {оС,р): 
Х*[о,г) £(Ь,х) = б-*х 
ос(£)=о . \/Ы I, 
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Л е м м а 4. Если (G,M,U)e. t, U = 13, то 
G<S MG Ш H)=*> Mc M ( 7 ­ Ю). 
Д о к а з а т е л ь с т в о проводится на паре («**, 
В): 
/х/'*sign ж, ЫСо.О, U2 I 
аС({)=0 Vtel, 
аналогично доказательству леммы 3. 
Л е м м а 5. Если (G,M,ilh &, U =12, то 
GeMG(/HD)=>M<=M (/---). 
Д о к а з а т е л ь с т в о . Проведем по схеме дока­
зательства леммы 3. Пусть U =126, G&- MG (Hf D) и 
(G,M,*26)€.'*€. . Для включения МсМ(/—) достаточ­
но показать, что невозможны включения М (О+ОО),с М , 
М(00+0)<=-М , M(OQO+)cM . Для этого построим 
краевые задачи с Н<=.М(0+00) , //<£ М(00+О) и 
Н^М (000+) такие, что выполнены соотношения оС<В , 
GoC<g*zGj3 , Ht£<h<Hft,U , но обобщенного решения 
краевой задачи не существует. 
£ е f/V/Z7/> означает, что 3 и,,иг€.Я, 
3и3,и^,и^г « % такие, что < Uke и 
6 (и,,с/г,и3,и<,,)< G(u,,i/t ,и3 ,и,,гУ . Ввиду не­
прерывности G будем считать а3 , и& , с\г е R. 
Без ограничения общности будем полагать Ut • иг = U3 и 
= ^«,, =0, и 4 Ц ­ she~'(ch£.-')'* . Приведем 
примеры трех краевых задач на паре (ot,j3)i 
1=[0,/1, /({,х)=е~гх, 
Положим И,х=х(ё), ИгХ = х'(а), Н3х=х'(6), 
¡1, = Иг = Ь3 = 0, д щ вр . Дальнейшая часть доказатель­
ства аналогична доказательству лемг&1 3 и опускается. 
Л е м м а 6. Если (в,М,и)е £, 0= /3 , то 
£ е Мв(/НО) => А/с М(/-/-
Д о к а з а т е л ь с т в о аналогично доказатель­
ству леммы 5 на паре {аС,р ): 
1= [О, /], / а , ас) = /21х1'/'5[9п х, 
Л е м м а 7. Если (6,М,и}е. Ъ , 0^{/3, /5, /в} , 
то 
в е МО (411Р) =*> А/с М (/11 + ). 
Д о к а з а т е л ь с т в о . Пусть ¿/=1368. Тогда 
13с 1338, 15 с 1358, 18с 1358. Для включения М<^М(Н4+) 
достаточно показать, что невозможно включение М(000-)сМ, 
Для этого по схеме доказательства леммы 3 построим пример 
краевой задачи с //б М(ООО-) , не имеющей решения. 
б^Мв (/// £)_ означает, что 3 и, ,и2е Я, 
3 и3, и^4, и ч г е Я такие, что и„4 > й 
6(и1,иг.,и3,и^) ~6(иииг,и3,и,,г) . Так как 
Мб(4//Р) <=• М(Н/+) , то можно скатать , и^е. Я. 
Без ограничения общности можно считать, что и, = аг = и3 
иИ "* О, и к г = -1 . Рассмотрим случай Я . Приведем 
пример требуемой краевой задачи на паре ( зС ,р ): 
1=СО,2] 
/2г/х/1,/г вцп х, ¿6 СО,/), 
О, 1еГ/,2 3, 
(Г 
Р<*> = \'2-р 
Положим у= = , Их--х'(в) , = 
Дальнейшее доказательство аналогично концу доказательства 
леммы 3. 
Если иъ = или и3 = + с*<> , то доказательство 
проводится по паре (оС,р): 
С/2'^, Ы [0,2], 
/(^,х,х')= 4 г&'+О3, ЫС-4'',0), 
ысо.п, 
2-1, te.Cf.2j, 
р(Ь=и\ , ЫСо.1), 
(2-1, ЫС/,2], 
или паре (оС,р)г 
1= 2 3 
/а,ос, 
, / ­<2~ ' ­ г 
\ О, О, Ы£о,23, 
(-2-'-
Л е м м а 8. Если (6,ММ)* С, 13=*$, то 
бе Мб (44 Е+) =>М^М (Н-1) • 
Д о к а з а т е л ь с т в о . Проводится по схеме до­
казательства леммы 3. 
бе Мб (41 £ +) означает, что Э и,, иг € Я, 
3ил,изг,и^ е Я такие, что и31 < и з г и 
б(и1гиг,и3,,и^)= б(и,,иг,и32,и^) . В силу 
Мб(11Е1) с М(И-1) можно считать и31 ,изге. Я. 
Без ограничения общности будем полагать и,=и2=и3)=и^ = О, 
изг = 1 . Пусть иче.Я . Необходимо построить краевую 
задачу с выполнением всех требуемых соотношений и 
Положим Их= х'(а), /? = / , g=Gu . 
Переход к случаю / == » осуществляется как в 
доказательстве леммы 7. 
Л е м м а 9. Если (G,M,U)& Z, U={'2,/8} , то 
£<£ MG (ИБО) ^ А/с М +), 
Д о к а з а т е л ь с т в о . Приведем по схеме дока­
зательства леммы 3. Достаточно показать, что невозможны 
включения М(00+0)<^М и М(000-)еМ . Для это­
го построим краевые задачи с Не М(ОО+О) и Не М(ООО-) 
с соответствующими свойствами на паре (oC,ß)i 




ß ( b = \2t, ied.il. 
положим 9 = GcC, Н,х=х'(а),пг=/(а),Нгх=-х'(8), 
ht = -ß'(ß) . Получены краевые задачи с краевыми условия­
ми Gx=q , ULx-=hi , i = t,2 . Дальнейшее по анало ­
гии. 
Л е м м а 10. Если (G.M,U)e <в, U='2' , то 
GеMGf (f--D)=> М<: М(Ш+), 
где MG,(/--D)={GeMß(/--Dh(Эи,,а.еR)(Эа3,,изг, 
ищ,и„е#)(с/31<изг ,а^,>иы)(&(и,,иг,и34,и„,) 
Д о к а з а т е л ь с т в о проведем аналогично до­
казательству леммы 3. Достаточно показать, что невозможно 
включение М (ООО- ) с М . для этого построим пример 
краевой задачи с Н^-М (ООО-) и соответствующими свой­
ствами. Без ограничения общности в силу монотонности 
по 3­му и 4­му аргументу считаем U3i ,изг,и^,имге Rf 
где U¿j из определения GeMGjff—L) . Без огра­
­ 63 ­ ­
а также U, = и г = U3, = U H - О, ¿J3¿=S, Uí/¿<0. 
Возьмем пару (<5¿,y9): 
l=Co,il, 
<¿(í)=0 4Ы1, 
¡ i , te [O, 2c(/+c)-'), 
где из определения £?e MG< (f— D). 
Положим g = Gc¿, Hx = -x'(6), h = -Ul)i. 
Дальнейшее по аналогии. 
Л е м м а И . Если (G.M.UH'C, U=/S , то 
G е MG, (t - - L ) — Mc M (1 - - /), 
где MGfO- -L)={GeMGO—L):(jUtružt,uiltuzse.R) 
(3 U 3 i , Uņ,Usi, и«,U„,UneR)(Uit < игг ,4u 
Uj, < U3t , U3ļ*=.C Uj,, Uj¿J, u,¿ < Ц„ , 
u„ ē Cuvz ,u„P)(6 (и,,иг, ,u3i ,uH)=G (и,, и г г , 
"зг , иьг) =¿ G (Ui, U i 3 , Uj3 , Ui/з))}. 
Д о к а з а т е л ь с т в о . Проведем по схеме дока­
зательства леммы 3. Достаточно показать, что невозможны 
включения М'(О+О0)сМ и М(00+О)сМ . Для этого 
построим краевые задачи с НеМ(Q+00) и HeM(QO+0) 
с соответствующими свойствами. 
Возьмем пару (оС ,Ji): 
I=Co,iJ, f=o, 
eC(i) - max{¿J3tí, u„({-o+ иг1), 
j3(t) * min {uMt, u„(i-D+ игг}, 
ничения общности будем считать и1 = и г } = О ., ^ц<0, 
игг>0, ^ , ^ , г / « , ^ е / ? , и33 =и«,-0 (в силу 
монотонности С ) . Положим ^ = б о С , Н,х = Х(8) >НгХ" 
= х'(сх) , Н1=Иг = 0 . Получены требуемые краевые за­
дачи с краевыми условиями Сх=у , //, X = /?/ , ¿—/,2. 
Т е о р е м а I . Пусть ¿/=13. (б,М,и)е ё тогда 
и только тогда, если б и А/ представляют собой альтер­
нативу из следующего списка наборов 
1) £ е Мб(1Аи), МаМ(1-10), 
2) £е. Мб (1-/0), М^М(111+), 
Ъ) беМб (1-1У), МсМ(г-1-), 
4) Се Л/С Г/­ а), М<= М (1- 10) . 
Д о к а з а т е л ь с т в о . Достаточность. В силу 
леммы 2 имеем МВ(И^+) . Возьмем следующее разбиение! 
мбин+^мвцм+ымбИ-ниимбО-1 у) имв а- Ш, 
Пусть 6*МвШ1+) и (0,М,0')еб . Тогда в силу леммы 
4 и в силу леммы 7 получаем А/с М(1- /О) . 2) ­ 4) дока­
зываются с применением леммы 6 и лемм 6,7. 
Необходимость. Для I ) , 2 ) , 4) (б,М,13)^С в силу 
теорем [51. Рассмотрим 3 ) . Если для оС,р выполнено 
оС'(З)^ Р'(&) г то выполнено • боС < бр , иначе боС> 
бр . Ко тогда, можно считать, что при выполнении еб'(6)> 
З'(3) для беМб(/-1У) имеем (б,М(1111), 138)« &. 
Так как (б,М(1-1-),13£М ё и (б,МО-1-), 137)е £ в 
силу теорем [ б ] , то в силу соотношения М(1-1-)=М(4~1~) П 
М (111/) для Се А/СС­ /у ; имеем ('С, М(1-1-), 13)е £ . 
Т е о р е м а 2. Пусть ¿7 =15. (б,М,0)е. £ тогда 
и только тогда, если б к М представляют собой альтер­
нативу из следующего списка сочетаний {б %М)\ 
1) бе Мб (11В.Р), М<= М(11- +), 
2) Се Мб (11ЕУ), А/с А/<//­ 1), , 
3) Се Мб(НХР), МсМ(111+), 
4) Се Мв(/1ХУ), М^М(НН). 
Д о к а з а т е л ь с т в о . Достаточность доказыва­
ется аналогично теореме I с использованием лемм 7,8. Необ­
ходимость доказывается аналогично теореме I и базируется 
в конечном итоге на теоремах работы [ 5 ] . 
Т е о р е м а 3. Пусть О = 12 . (в,И, С/)е £ 
тогда и только тогда, если б и М представляют собой 
альтернативу из следующего списка сочетаний (,б,М): 
1) веМ6(1А-+), МсМ(1—0), 
2) бе Мб (4-ХО), МсМ(цН), 
3) беМб(4-Е0), МсМ (//-+), 
4) <3е Мб,(4- -Л), А / с М ( 1 - - 0 ) , 
о) б^МСг(/--Л), МсМ(1 У; 
Д о к а з а т е л ь с т в о . Достаточность. В силу 
леммы I и (б,М ,б)е'С имеем бе Мб(44- ¥•) . Сде­
лаем разбиение: 
М6(Н- +)= Мб(4А-+)иМб(/~ХО)иМб(4-ЕО) О 
мб,(/—л)иМб2(4--о), 
где Мб, (г--Л) П Мб2 (4--Л)­ 0, 
Мб,(/--Л)ОМбг(4-О)=М0(г-О)¥1 №,(4--Л) опреде­
лено в лемме 10. Дальнейшее аналогично доказательству пре­
дыдущих теорем. Необходимость. 1)­3) рассматриваются как 
в предыдущих теоремах. Рассмотрим 4 ) . Так как Мб,(4--0)с 
сМС(/--0)с МСС44-+) , то для беМв,(4--Л) 
Сб,М('4--0),42)е.'& в силу теоремы работы £5]. Рассмот­
рим 5) . 3 силу и =12 выполняется либо 0 =126, либо V = 
=127, либо С/ =128. Если II =126 или 0 =127, то МСг (1-й) 
сМ(1--О , и для беМбгО--О) имеем (б,М(/-—), 42 )е 
е С (см. £57). Если же I) =128, то в силу определения 
МСг(/--Л) выполнено боС>бр , поэтому (в,М(4Н4), 
428 )&£ . Так как М (4 ) = А/,У­ —)ПМ («11), 
то для б е Мб* (1- - О) имеем (б, М(4- --),12)Ъ*£ . 
Т е о р е м а 4. Пусть б =18, (б,М,и)е<е 
тогда и только тогда, если б ж М представляют собой 
альтернативу из следующего списка сочетаний ( б ,М): 
II 6еМв(/А-+), МсМ(/--0), 
к) ве-МвО-ЕО), МсМ(41-+), 
2) б е №'(4-ХО), МсМ(Н4 + ), 
о ) мв//--и, М<=М(*--+), 
о) б<е.Мв2,и~и, МсМСН- +), 
7) БеМСгг(4—1~), Мс-М(/Н+) . 
Д о к е з а т е л ь с т в о . Достсточность. В силу 
(6,М,иЫ*6 и леммы I имеем СеМв(Н-+) . Сделаем 
разбиение 
М0('1-+)=М6(/А-*)СМ6(4-ЕО)иМЗ(/-ХО)и 
мв(/- - У)имс1(1-оим&г,и- -иимогг(/--1), 
где М6,(/--1) определено в лемме I I , Мбг(4—1~)= 
мв(1- ф)\т(/--1), мс2 (1- -1)={в&мс(/- - и •• 
(Уи„иг„и22,имеЯ)( *изи и32, и33, ич1, и*г, и¥а е. Я) 
(и2,<игг,игзе.[и2,,иг23,и},<и32, а33&Си31,и321, 
и„г< ищ, иь3ё.[ич2,и„])(в(и,,и21,иц,и1н)> 
> в (и„иг2 ,изг,и„)\/6(а,,и2,,и„,ин)^С(и1,ии^1и1и4а)\'. 
МС2г(1—и=(6еаМе2(1—0:(\/и1,иг1,иг2 е Ю 
( ^ ^ , ^ < 4 ^ Я ) ( и г , < и 2 2 , и 3 1 < и 3 2 , ин>и*г) 
(6 (и,, и21, и31, и„ )> в (и,, иг г , и32, и и))}, 
М6210-О={С^Мв20--ШУ_и,,и21,иг2,и23е /?) 
/?)(иг4< иг2,игз <= [ии, игг 1, 
< Уж*, из> € Си31,изг] , и„ > ик2 , и„3 ё. [и,,2 , и^!)' 
«(в(и„иг<,и3,,а4>1)=С(и,,и22 ,и32,и„2)= 
= 6(и,,игз,и33,и,}))} . 
Т)­!.) доказывается аналогично предыдущим теоремам с при­
менением лемм^З, ?, у, I I . 
Рассмотрим 6).Включение МСМ(И- •*•) доказывается 
аналогично как в лемме 7. 1 
Необходимость. 1)­о) следует из теорем Г5^ . Для 6) и 
Л докажем. Доказывает я методом доказательства теоремы 
Тв01 работы [С] ,• в качестве вспомогательного решения и 
•.спользуя рсиение с краевыми условиями и.(сх) = оС(сх). 
Для 7) результат также не следует из теорем работы [bj. 
Укажем схему доказательства. Прежде всего необходимо отме­
тить, что неравенство G<£*^Gji может выполняться лишь 
при выполнении условий 1,3,8. Существование решения дока­
зывается методом доказательства теоремы Те 01 работы 
Гб], в качестве вспомогательного решения U используя 
решение с краевыми условиями \1(<Х)—сС((Х) , 
u(8)=U(S)+j3(S))2-*. 
С помощью замены независимой переменной 
из теорем 1,3,4 получаются результаты для U = S7 , i/sS8, 
U=25 . 
Т е о р е м а 5. Пусть U = 57 . (G,M,C/Je. £ тогда 
и только тогда, если G к M представляют собой альтер­
нативу из следующего списка наборов 
1) GeMG(A1-f),McM (-101), 
2) G^ MG(-tOf), Me M(14-1), 
3) GeMG(-1*1), M<zM(-1+1), 
4) G<= MG(-fKl), M^M(-IOI). 
Т е о р е м а 6. Пусть U=5&. (G,M,U)€. ë тогда 
и только тогда, если G л M представляют собой альтернати­
ву из следующего списка наборов 
1) G*MG(A1-+), M<zM(-W+), 
2) GeMG(-10V), Aie M (ни )t 
3) G*MG(-10F), M<zM(H-+), 
4) Ge.MG,(-1C+), McAf(-iO+)t 
5) G0 MGZ(- /С+), M^M(-1+ +), 
где A/G, (- /С +) с MG (- 1С +) определяется как 
MGi (1--D), MG2(-/C-+) = MG(-1C+)\MGi(-1C^). 
Т е о р е м а 7. Пусть U-25 . (G,M,U)e ë тогда 
и только тогда, если G л M представляют собой альтер­
нативу из следующего списка: 
I ) G*-MG(A1-+), MçM(-10+), 
2^  £ е Мв(-ЮР), МсМ(Я-+), 
3 ­ б е МС (- /О V), МсМ (Н- /)А 
4) 6 е Л Л ? С ­ / Х * ; , М^М(И11), 
ь)б&мс(- мсм (-/- у-;, 
6) б е А / б ? 2 £ М ^ М ( Н - + ), 
где определения классов + ) , ЛЛ?г/ (-Н<+) , 
МЭг_^(-1 К+•') легко построить по аналогии из определений 
Мвг,(1—и, Мвгг(/--1). 
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РАЗРЕШИМОСТЬ ОДНОЙ НЕЛИНЕЙНОЙ КРАЕВОЙ ЗАДАЧИ 
ЧЕТВЕРТОГО ПОРЯДКА 
При изучении движения вязкой жидкости между двумя 
бесконечными, вращающимися вокруг одной оси дисками воз­
никает задача фон Кармана­Еетчелора £ l j 
у" + ху' - х'у = О, ( I ) 
(2) 
х(О) = х'(0)~ ж (1) = х'О) щ О, . 
где о_д г о^е. R . Теоретическое изучение этой задачи 
встречает серьезные трудности, особенно при больших зна­
чениях од и of . Если предположить, что функция 
yeCt (C0,1J,R) известна, то задача ( 1 ) ­ ( 2 ) сводится 
к задаче четвертого порядка 
x"+xxM+Q(t') = 0, (3) 
х(О) =х'(0) = х(4) = х'(<) "é О, (4) 
где д $) - У ' У'(i) - непрерывная при t с [О, Ü 
функция. Если о 0 > О , < r i > o 0 и функция у моно­
тонна, то у (i) 9 О при всех Í€.-£0,1J . Данная 
работа и посвящена изучению разрешимости задачи ( 3 ) ­ (4 ) 
в случае, когда 
Т е о р е м а . Пусть уе.С(С0,1]1 Я) и у* О . 
Тогда краевая задача разрешима. 
Д о к а з а т е л ь с т в о . Доказательство про­
ведем методом априорных оценок. 
Предположим, что существует^шение х:СО, 13 — /? 
задачи ( 3 ) ­ ( 4 ) . Тогда из краевых условий следует, что най­
дутся точки. Х4 е(0,1) , в которой 
Ъе(0,Ь), *3 е а<,0 , . в которых 
= х',аз)=0 и 1^е.аг,Т3) , в которой 
ОС*1 ( — О . Из уравнения (3) видно, что функция' х" 
не­может иметь минимума, а, следовательно, X м < О 
при г^Со^л и ь^ал.О и ж*а)>о 
при Ь е (т2 • ¿3 ) • Отсюда следует, что функция х' 
достигает своего минимума в точке ~Ьг , а максимума ­ в 
точке t3 . Из этого заключаем, что функция X отрица­
тельна на интервале (О, 4) и достигает своего минимума 
в точке 
Тая как в точке Хт(ьн) = 0 % д(ъ^)&0 , 
то Х/г (¿4) ^ О . И з уравнения (3) видно, что Х*({) 
не может приникать отрицательных значений при Ь е СО, t¡t3. 
Поэтому на интервале С О, t^t3 справедливо неравенство 
х " * О . 
Интегрируя это неравенство от ^^СО,^) до X^ , по­
лучим , 
ИЛИ | 
- Ь о 
Проинтегрировав это неравенство от Тг до Т ^  , полу­
чим 
- п -
Так как в точке .^у функция х" достигает своего мак­
симума, то неравенство 
х»(Ь < М 
справедливо при всех ^ € СО,/] .интегрируя это не­
равенство от "Ьг до и от Г 4 до tз , полу­
чаем 
Так как х' достигает в точке £ г своего минимума, а в 
точке Ь3 ­ максимума, то оценка 
1х'({)1^М 
справедлива при всех £ € С О, *] . Отсюда, еще одним 
интегрированием получаем оценку для л : 
при всех £ е С О,11 . Их этой оценки и уравнения (3) 
легко получается априорная оценка третьей производной 
1х" М0 , • ( 6 ) 
г д е мв = ем£ 9(*)М. 
Рассмотрим уравнение 
. х'*+ &(-М,х,о)-8(-М0гэс'",О, ( 7 ) 
где 
Согласно ( 2 , с .2&] краевая задача ( 7 ) ­ ( 4 ) имеет решение 
X•• С О, /3— Я . Нетрудно убедиться, повторив выкладки, 
приведенные выше, что для этого решения справедливы оцен­
ки (5) и ( 6 ) . Но при этих значениях х и х'" уравне­
ния (3) и (7) полностью совпадают. Поэтому X является 
также решением задачи ( 3 ) ­ ( 4 ) . Теорема доказана. 
В заключение выскажем относительно задачи ( 3 ) ­ ( 4 ) 
несколько предположений. 
1. Решение задачи ( 3 ) ­ ( 4 ) существует для любой непре­
рывной функции g : С 0,13-*- R . 
2. Решение задачи ( 3 ) ­ ( 4 ) единственно. 
3. Решение задачи ( 3 ) ­ ( 4 ) непрерывно в метрике С 
зависит от функции g 
Доказательство этих предположений может облегчить 
теоретическое исследование задачи ( 1 ) ­ ( 2 ) . 
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В работе изучается априорная оценка производных для 
неравенств 
Я_ (х)< х(пЫ V е, (х), 1хЯр < М0 , ( I ) 
где п^Сг.З,...}, Р_,Г,:АСпч(1,Я)~Ш.Я), 
АСп_( (I, Я) ­ множество функция с абсолютно не­
прерывными производными до /7­/ ­ой включительно. 
Пусть ДЛЯ П7€-{1,2,...} 
для Ме(0, 
/<(М)-(гс-п[,рМ0М-') 
множество 5 состоит из функций х е АСп_,(1, Я )> 
которые удовлетворяют неравенствам ( I ) . 
Для дальнейшего нам потребуется следующая лемма: 
Л е м м а I . (см. [ I ] ) . Пусть те(/,2,...} 
­ 74 ­
Mm€.(o,oo) ,x*ACm_,(I,R) *Mm*x(m)(t) 
для почти всех i € I . 
Тогда 
Стр(6-аГ'~' Мт^Цх1р. 
С л е д с т в и е I . Пусть are S , Мп / 
= llxr"'nIU . t,e[a,6) , t2*(t1t6Ī и 
2-1Мп.^ Ixf"-'>(i)i для i*Ctt.t*l-
Тогда 2 ^ ­ Г , <р(Мп.1). 
Д о к а з а т е л ь с т в о . Предполагая противное 
р(М„„,)^ t2-tf и применяя лемму I , имеем 
что доказывает следствие. 
Т е о р е м а I . Пусть М^(0,°°), Ke{l,2,...}, 
а=а, < 8, < аг< ...< 8x.t < а*< 8X * 8, 
p(Mjš min {8,-a0 . . . , 8<-aM} 
и для любых xe S из ļx ""°/L '4 K-t € ЕМ* , ->) 
следует, что для любых {€.(/, ...,*} и t1ttt^-[ai,°iJ 
из О < {¿-1,^ р (М„_f J следует 
-0,54 Ml,, Г A (x)dt, ' (2* 
M~n[tf*F+(x)c/{*0,5 (3) 
и для любого . , . , * ­ < } существует je{2,3} 
такое, что для любых. 
из 0<-t2-tt Ц Р (Mn.i) следует справедливость 
формулы ( j ). 
Тогда для любого хе. S справедлива оценка Цх^'^//^ 
Д о к а з а т е л ь с т в о . Пусть xg.S % tp&I я 
Мп_,=1х(,"0Йм = 1х<п-<>(*о)} . Покажем, что М„., < 
<М+. Предположим противное. Рассмотрим случаи, когда 
0<x("-°(io) и {0€.[aiteil .Выберем 
tt,t2 е [ a L , ¿¿3 так, чтобы t2=t,+/< (М„_,) и 4 е Ctf,t23 . Тогда для Tie £i,,itJ 
xf"-i}d)=x(n4>(t0)- fxMmofr^ 
^ Л/,,­/ ­ / V, (x)ck>2''Mr,., , 
а для te[ig,t23 
i 
Следовательно, <2 
Из следствия I получаем противоречие. 
Рассмотрим случай, когда 0<x(n~,i (t0) , ^ е 
€/~<£' ,&£н3 и у '=2 . Тогда для f e.[t0-J*(М„ч), 
t Q ] справедлива формула (•!*). Аналогично предыдущему полу­
чаем противоречие. 
Остальные случаи рассматриваются аналогично. 
З а м е ч а н и е I . Покажем, что в теореме I кон­
станту 0,5 в неравенствах (2­3) нельзя заменить на I . Рас­
смотрим случай, когда уо < и 1=[0,/3 . Пусть 
дяя М п _ , е [0,°") и х& А С п Ч 
Тогда I х М я 1 Цр < М 0 \ 
ЕСЛИ х е 5 1*Г->и = М„_, и Ъ±еШ1 
такие, что 0 <t¿-tf а= /< ( М„_, ) , то' 
I Р. (х)с/Ы АС', / М„ч г е*М = 
З а м е ч а н и е 2. Если Г + = 01х("~'}&> , 
где С},оС^ [ 0 , ° о ) , то при ^ < 1 + (п-ир-'у' 
найдется А/# € (0,=—) такое, что для любых { . 
и э ^ е 5 , 1х<»-'>и=Мп_^[М,,оо) пЬ<Ъ-%* 
следует справедливость оценки ( 3 ) , а лр* 
оценка (3) справедлива для любых х е «5. 
Т е о . р е и а 2. Пусть ¿,/77, е {/,2,..}, 
} * £ * Л Н > - * } • •пля •/*«»%...,/?7, °Ст,уЗ„е СО,с*>), £ е < 7 7 , « > £ „ :Со,**)-*Со, ~ Л 
ст = ( 2 - с ^ р ^ ' ^ р - ^ 9 
для А7е /"¿7, 
£ ГЛ/;= гт71п{с/па^(М):те{4,...,т1}} 
и выполняются следующие условия : р<-°><> ,р< (21)^ 6°-( 
/«= (<£т-1)(»-<+Р''), /* = /,..., 





где Мор ~ ($)ш#,,ыю • 
Тогда для любого хе. 3 справедлива оценка 
1х(п-°11^< 2' . 
Д о к а з а т е л ь с т в о . Пусть х е 5 . Покажем, 
что найдется tCfG. I , для которого 
Предположим противное; 
г'-Ч 1х'п-'>(Ь/, ^ е / . ( 2 * ) 
Из (2*) и леммы £ следует 
^ ^ • ^ ^ ^ ^ -
Полученное противоречие доказывает. ( 1 * ) . 
Покажем, что Цхг"'°^^> < 2* • Предположим про­
тивное. Тогда найдутся ^ ( ^ б / такие, что 
1х(п-'>(и)1=2с-\ 1х<»-'>и2)/= 2' . 
Рассмотрим случай, когда 'Ь1<£2. г х < 
и х(я~°(£г) = 2* . Пусть для ЛГ= 
а^вирр^Л^-.х^сЬ-г*-'}, 
вк = 1п/{Ы[акЛг]:х<''-,)(Ь = 2*} . 
Тогда 2"<$х(г"0({)*2* . для Те[ам,6к3 и 
где М+к = 11х11_р([ак,6К3,Р.) . Если максимальное 
слагаемое в сумме имеет индекс /77 # , то из (3* ) следует 
Применяя лемму I на интервале [<Хк,&к1 пожучим 
2 Сп_1р(2т41тф{2 )) < А 7 # Х , 
Следовательно, 
&(**)*[ 1х<*>1рм<м', 
что противоречит ( 4 ) . 
Остальные случаи рассматриваются аналогично. 
З а м е ч а н и е 3. Если 
2 С (2*) =-о , ( 7 ) 
то при фиксированном ¿ всегда найдется ^ , для которо­
го условие (4) выполняется. Если функция £. монотонна, 
то условие (7) можно заменить на 
.­/ „ (8) 
З а м е ч а н и е 4. Аналогично теореме I в теоре­
ме 2 можно требовать справедливость неравенств (5) и (6) 
не всюду, а на соответствующих системах интервалов. 
Покажем как теорему 2 можно применить для неравенств 
/^^с^ г яШ/^ Г Л- / ;г6/ л е л- ,.../^Г2';/ж; 
где функция £0 •[0,'*о)-~(0,о°) монотонно не убывает, 
« л ­ / , •••,*о Со, и 
п+р'1 = х„_1(л-1 + р~')+ ...+х.р'(. 
Т е о р е м а 3. Пусть р<^, $=р(*-жл-Г-~*0~* 
и 
I у - ' ев0(у)с/ч * 0 0 • ( 1 0 ) 
Тогда найдется А/€ (0,*>°) такое, что для любого X , 
удовлетворяющего неравенствам (9) .справедлива оценка 
Д о к а з а т е л ь с т в о . Посмотрим какой вид бу­
дут иметь условия (5 ) и (б) в данном случае. Пусть х 
удовлетворяет неравенствам ( 9 ) , tte.Co,8), "¿¿€..(^,¿3, 
2сли М„.,аг-ЬГ~**р~'* М*, . то для К=0,..,п-2 
из [21 следует оценка , 
1х<*Н)1*сп_^морагл,тк-р', 
где С„_4кр при фик кованных 77 , /С, ^ ­ константа. 
Если МеР<Мп.,-(ТгЛ1Г~'*р~ , то для к=0,...,п-2 
из [ 2 ] следует оценка 
\*(к\Шсп_1крМор М„_, . , 
Пусть С=*РоСпчкр и б х „ ч +...+х0 .Тогда 
/7-1 
Теперь из теоремы 2 и замечания 3 следует утверждение те­
оремы. 
З а м е ч а н и е 5. Для неравенств 
где / 7 < 0 0 , а функция £ с непрерывна и монотонно не 
убывает, условие (10) имеет вид < 
Ясно, что из этого условия следует априорная оценка для 




то для решения задачи Коши 
U (п>(i) = £0(u(n-1)(t))u 
(n-l) 
u(0)= u'(0) = ...= и (17-0 (0)= / 
на интервале [0,ТЗ имеем 
Ясно, что в этом случае нет априорной оценки. 
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0 СВОЙСТВАХ ФУНКЦИИ ГРИНА 
Пусть R" ­ линейное пространство /7 ­мерных вещест­
венных векторов^ Lp ­ пространство вектор­функций 
у :£а, &]— R , компоненты которых при / < р <. е>° 
суммируемы на Ссх,вЗ в степени р и ограничены в су­
щественном при р=сх> • [}р - пространство абсолютно 
непрерывных вектор­функций , таких, 
что х е / . ^ . 
Рассмотрим краевую задачу для дифференциально­интег­
рального уравнения 
/ S 
(Хх)(£)&£ [K(is)±(s)cts+A(i)x(o)=f(t), ( I ) 
dt\ ucjj, 
ix^J 0Cs)x(s)c/s f yx(0) = 0. (2) 
a 
Здесь матричная (n x n) функция К (i, s) /дифферен­
циально­интегральное ядро/ такова, что оператор 
(Qy)a)=-£jK(t,s)y(s)cts, U[ajh 
непрерывно действует в La,K(0,a)=0 при s е Са.В]; 
n*n ­матрица А имеет столбцами элементы из L"p ; 
п* п ­матрица Ф имеет столбцами элементы из /. 2 
/ +4- /; У ­ постоянная гг*/7 ­матрица. 
• К уравнению ( I ) сводятся обыкновенные дифференциаль­
ные уравнения, уравнения со всевозможными видами запазды­
ваний, интегро­дифференциальные уравнения, уравнения ней­
тоального типа, не разрешенные относительно производной ш. • . 
Известно [ 2 , 3], что если краевая задача ( I ) , (2) 
однозначно разрешима в ,. то ее решение х имеет 
представление ^ 
а 
Оператор б называют оператором Грина краевой задачи 
( I ) , ( 2 ) , а П*П ­матричную функцию б ­ функцией 
Грина этой задачи. 
Оператор Т . , равный произведению оператора диффе­
ренцирования на оператор Грина, 
непрерывен в пространстве 1Гр , причем функция Грина 
есть его дифференциально­интегральное ядро. 
Сопряженный оператор Т * действует в £ „ и имеет 
вид [ 4 ] • * 
(Тй)а)-^/(^/б'(бХ)с/г)г(з)^, ЫаМ, 
а а 
где штрих означает операцию транспонирования матруцы. Диф­
ференциально­интегральное ядро оператора Т * обозначим 
6 , (г, б) . Пару сопряженных дифференциально­интеграль­
ных операторов 7" и Т можно характеризовать матрьчной 
функцией 
которая абсолютно непрерывна по каждому аргументу,причем 
Пусть £ ­ единичная пхп ­матрица, а X({) ­ еди­
ничная функция / Х(^)=0 при ^<0 и Х(4)^1 при 
-¿7?. О /. Подставим в уравнение ( I ) и краевые условия 
(2) выражение Х = б^ , а затем вместо подставим 
матрицу при фиксированном 5 £ 
результате получаем систему 
а • <* в 
или в других обозначениях 
[ХЯ(-,5)3({)=х(5-^Е, 
Таким образом, имеет место 
Т е о р е м а I . Связанная с функцией Грина матрич­
ная функция b~i.it,б) как функция первого аргумента при 
фиксированном 5е[а,6] удовлетворяет дифференциально­ин­
тегральному уравнению ( I ) с правой частью Х(з-~Ь)Е и 
краевым условиям ( 2 ) . 
Заметим, что если краевые условия (2) являются на­
чальными условиями для задачи Коти, то из (4) сразу следу­
Я(а,ь) = 6 (а,*) = 0, se.Ca.SJ. 
Хорошо известно, что в случае краевой задачи для обык­
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новенного дифференциального уравнения 
с*, щ и) з х ф+а а) х щ-}№, 
£х== Рх(а) +Я х(6)^0 
/здесь /? и Р. ­ постоянные П*П ­матрицы/ функцию 
Грина можно рассматривать, как решение краевой задачи 
¿60,*)= о, 
где 8$) ­ дельта­функция Дирака /равенства понимаются в 
обобщенном смысле/. Очевидно, что система (8) может быть 
получена из системы ( 5 ) для этой задачи путем дифференци­
рования по 5 на [а, 6] и формальным внесением знака 
производной под знаки оператора % 4 и функционала /у . 
В рассматриваемом общем случае такое внесение может быть 
обосновано далеко не всегда и существенно связано со свой­
ствами дифференциально­интегрального ядра К а, б) и функ­
ции Ф(5) . 
Чтобы показать это, преобразуем задачу (3 ) , (4), для 
чего уравнение (3) интегрируем по "Ь на отрезке, [а,^3 
а затем дифференцируем по б полученное уравнение и урав­
нение (4): 
/ * * 
^Jк(Шf7jG(r,Q)d9)ckф(t)dr•G(a,s)=x^ 
в а • о 
1ф(г)(ж А ( т - в ^ г ^ ш ( а ' * \ = ° • 
(б ) 
(7) 
В первых слагаемых уравнений нетрудно заметить выражение 
для дифференциально­интегрального ядра оператора Т 
Тогда 
(т *к'а,')У(*)+1А(<1)(к-б(а,8)- % Н-^Ят 
( т*Ф'('))'(в) + (а,о. 
Т * ­ при существовании функции Грина есть непрерывный в 
оператор и изменение положения производной ^— равносиль­
но изменению области определения оператора Т*с последу­
ющим изменением формы его представления /в стилтьесовс­
кую/. Нужно либо ограничиваться функциями КО-,-) и Ф(') 
с непрерывными компонентами, либо вводить другие понятия 
интеграла /интеграл Перрона­Стилтьеса/ ¿"5Л. 
В задаче (б), (?) 
ка.ьу-х(^-з)Е+/А (г)х(*-5)с/<г, Ф(5)=/?. 
а 
Система типа ( 3 ) , (4) имеет вид ^ 5 5 
^ 1ба,е)с/е+А(Ыса,9)с/9=х($^)Е, 
]Ф(р14сР КЮМ)^* Г/в(а,9)с/9~ о, 
а я а 
с последующим 
в А (*№(*3<^ хН-5)Е, 
[й([дг6(г,9))</9+г/б (о/, 6)о/9= о. 
а а <* 
и внесение знака производной оправдано. 
В работе Гб7 рассмотрены свойства функции Грина кра­
евой задачи для интегро­дифференциального уравнения 
или 
&М0,*)]({)= А/(1,5),1 
ем о, $)=-Ф(в). } сю) 
Тогда имеет место ' 
Т е о р е м а 2. Если матричная функция М(1,5) 
есть решение краевой задачи (10)', то функция Грина краевой 
задачи ( 9 ) , (2) имеет вид 
в (¿.5)=% а~5)€+ма,в). 
Щ х) Н) = з)х (з)Ж +А(1)х(а)^\^ 
а 
где п*п ­матрица N("¿.6) обеспечивает полную /слабую 
полную в случае р=1 или / непрерывность соот­
ветствующего интегрального оператор»», с краевыми условия­
ми (2 ) . 
Дифференциально­интегральное ядро в этом случае имеет ВИД ^ 
К (£, з)=х ({•- з)Е -/ с/т, 
а 
а функцию Грина можно представить в виде 
где компоненты П*Г> ­матрицы М({,$) абсолютно непрерывны 
по первому аргументу. Проделав уже известные преобразова­
ния, получаем * , 
+ \А(Ыч:М(а,&)^х({-5)Е, 
* ' л 
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В заключение рассмотрим краевую задачу /задачу Коти/ 
для уравнения нейтрального типа 
(Х3 х)(4) = хи)+Ви)х({-п)+АН)х(а)={({), 
где ВЫ) - п*П ­матрица со столбцами из 
= 2 # , $ ; ­ Х ( 5 ­ | ) * 0 при [а,63 . 
Уравнение типа (3) имеет вид 
Щ ($$) ? ВЫ)& (в.{-п)= х (з-{)Е. 
В соответствии с замечением после теоремы I уравнение (4) 
выписывать нет необходимости. Перейдя к формуле 
можно получить выражение для разрывной в треугольнике функ­
ции с?# • 
* +х(*-иги)в(4)в&-М)-... 
А после дифференциально­интегральной операции, и выражение 
для функции Грина 
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ВЦ ЛГУ им.П.Стучки 
К ВОПРОСУ О СУЩЕСТВОВАНИИ ОГРАНИЧЕННОГО РЕШЕНИЯ 
УРАВНЕНИЯ ВТОРОГО ПОРЯДКА С НЕСУММИРУШОЙ 
ОССЕЕННОСТЬЮ 
Пусть имеем дифференциальное уравнение 
Т> О , либо Т= * <=^ > , для любых 8 е. (О, Т)> 
Те. ( 8, Т) у: [8, Т] * Я Я удовлетворяет 
локальным условиям Каратеодори, а при ^—0 функция 
У имеет, быть может, несуммируемую особенность. В нас­
тоящей заметке исследуется вопрос о существовании ограни­
ченного вместе с производной решения х: [О, Т) -*• Я 
уравнения ( I ) , удовлетворяющего при некотором С Е Т / ? 
условию 
х'(0)^сх(0), (2) 
тем самым обобщая результаты нашей работы [2] , в которой 
предполагалось с = 0 . Примером применения полученных 
результатов укажем задачу возникшую в теории химического 
реактора (см. [з] ) для уравнения вида 
(х'-СхУ=/(*,х,х'), 
в которой одно из краевых условий является ( 2 ) . 
Отметим, что под решением уравнения ( I ) на (0,Т) 
будем понимать функцию ё.:(0}Т)-^Я с абсолютно 
негтреркьнсй на (О, Т) первой производной, которая 
почти зссду ка (0,Т) удовлетворяет уравнению ( I ) . Относительно решения зс : Г О, Т)—~й задачи ( I ) , 
(2) будет предполагаться непрерывная дифференцируемость 
на [О, Т) и то, что сужение х на (0,Т) является 
решением уравнения ( I ) . 
Б дальнейшем предположим существование функций 
оСг/5 : ( 0,7) Я такие, что 
^а) ге(о,г) { 3 ) 
и обозначил 
оС0= &т*са)I £0 =£¿"1 рЫ) . 
О п р е д е л е н и е I . Будем говорить, что выпол­
няется условие ( С , у ) , если существует число 
б" в (0,Т) и непрерывные функции 6: (0,61 — 
—-С0,+ °°), (О, <33-~ /? такие, что 
£гтбЫ)=гО, &тУ(1)=С (4) 
•6~о+ *~0+ 0 
и любых ^^.(0,6"), {{ШЩ9г$У и решения 
Х:С£0 £/3—~ & уравнения ( I ) удовлетворяющего 
на области определения оценке 
ЦНМ хЫ)^ уЗ(Г) (5) 
из неравенства 
следует выполнение для Те (^0, ^ 1 неравенства 
М'Ф- #Н)хЫ)1* еЫ). (6) 
Л е м м а I . Пусть ote Rf выполняется условие 
(£Tf) и для некоторого Sf е С О, <3" J 
<¿H)< А<jbH), TE (о, SFJ . (?) 
Тогда существует S е (0,Т) такое, что уравнение ( I ) 
имеет решение х : СOt S]-~~ R, удовлетворяющее условиям 
х(0)=а , х'(0)= ote, 
при этом для этого решения на области определения справед­
ливы оценки ( 5 ) , ( 6 ) . 
Д о к а з а т е л ь с т в о . Выберем последователь­
ности К -» SM , K—*tK чисел такие, что 
ST>S2>...>SX>..., ?¿mSK=0, éXE (SK,G3 
и решения уравнения ( I ) Хх : CSK, TК J —~ R , 
удовлетворяющие условиям > 
Х A , Щ - ОТ F MÍ)<XK({)<fi(I), TECSK,ÍK). 
Имеем х'х (SK)= fCSx) Хк (SK) , следовательно 
согласно условию 
LXK(I)-f(I)XK(B¡tí6(Í), T E [ S K , Í K L (8) 
Если TК выбрано максимально правым, выполняется по 
крайней мере одно из следующих соотношений 
х^ГФ^ЫкП XK(IK)>jb(IK), TK = ¿ , 
положим 5 = ¿s?y (¿x) • В силу соотношений ( 7 ) , 
(8) следует, что 5 € (0,G>3 и последовательности 
Функций И-*• х н , А"— х% равномерно ограничены 
и равностепенно непрерывны. Следовательно, из последова­
тельности решений К —~ Хк можно выделить для любого 
Se (О, sj на [$, sj сходящуюся к решению урав­
нения подпоследовательность /7 ­*• К.р мм х к п . 
Функция х : (0,S J — R определенная следующим обра­
зом {— £im хх (t) 
/»­»•*«>« " 
обеспечивает утверждение леммы. Лемма доказана. 
О п р е д е л е н и е 2. Будем говорить, что выпол­
няется условие А, если функции « ¿ , / 3 являются соответ­
ственно для любых 8g.(0,T) , Т е. (S,T) обобщенными 
нижней и верхней функциями (определение и соответствующие 
свойства этих функций см. в f l j уравнения ( I ) на [8,ТЗ. 
В дальнейшем, если U: (О, Т) —- R , то Dr 
U ( Т ) обозначит правую производную функции Ц в точке 
Напомним, что если является обобщенное 
нижней (верхней) функцией, то правая производная всегда 
существует. 
Л е м м а 2. Пусть выполняются условия А, (С, у'} 
и для некоторого i0 *= (0,(5) неравенство 
(Drji(t0)-f({o)j3(i0)< е({в)), 
тогда для имеем 
Д о к а з а т е л ь с т в о . Покажем лишь соответ­
ствующее свойство функции oL , так как для функции р 
доказательство аналогично. Пусть утверждение леммы не­
верно, тогда найдется е. ftc,<5J такое, что 
DrA(i,)-f(i<)oC (i4)<-6 (i4)\ 
Согласно свойству обобщенной нижней функции найдется 
обобщенное решение (см. [ i ] ) х: [ t 0 , Т,3— R урав­
нения ( I ) , такое что x(t0) = oL(io)f x(i4)=^eC 
выполняется оценка (5),для некоторого -£г € Сгр, t/) 
и х'(£<)- f (£4)х - £(¿1) , что про­
тиворечит условии . Лемма доказана. 
Лемма 3. Пусть ­ ° о ?4 = уЗс ^ + <» 
выполняются условия А, ( Е и 




= Ьт (ОгухЬ-г(ЬмЬ) 
^—о+ 
и правые производные функций оС , уз имеют конечные 
пределы при { 0+ . 
Д о к а з а т е л ь с т в о . Если для некоторого 
5*(0,Т) сС(-6)=/3({), Ы(0,& , т о выполнение 
утверждения леммы очевидно. Пусть это не так, тогда в 
силу леммы 2 для некоторого 5 е Со, ) при (0,з1 
имеет место один из четырех случаев: 
1> о Г 0 с а ) - / ( + ) * ( Ь < - £ Ы ) , 
2) ОгоС(*)-Ги)еСа)9-£(!), 
3) огН)-г(Ь<-£ Н), * 
йгуз т-?(Ьуз({)* е ( { ) , 
4) Л г с с ф - ^ г £ ) * с Ы ) 9 - * Ы ) , 
Б первом из этих случаев имеем 
) О, ( I I ) 
г—о+ 
йт (ЛГ;6 Ы) ­ / ({)уЗ Ы) ) * О , (12) 
во втором случае для Т € (0,5] 
в третьем случае имеем ( I I ) и для (0,$3 
% сс Ы)-?(Ы (1) / лг]з ({)-?фр<{) < о, 
наконец, в четвертом случае имеем (12) и для ¿€(0,53 
Из полученных ссотнсшений, (3) и (9) следует справедли­
вость равенств (10). Последнее утверждение леммы полу­
чаем из (10), учитывая соотношение ( 4 ) . Лемма доказана. 
Л е м м а 4. Пусть выполняются условия А, ( н 
имеет место соотношения ( 9 ) . Тогда найдутся функции 
«¿,/3; СО, Т) — Я \ имеющие конечные правые произ­
водные при £ = О такие, что <А (О) — р ( 0 ) , 
¿¿/79 ( О Г * ' ( { ) - О ш 
•ш Ест (Ог^ Ы)), 
ос({)**(Ь^а)^ф, Т*(О,Т) ( 1 3 ) 
и являющиеся для любых 8 е. (О, С) , 7^.(8, Т) соответ­
ственно обобщенными нижней и верхней функциями уравнения 
( I ) на [8,73 . 
. л 
Д о к а з а т е л ь с т в о . Если ­ **о Ф оСа = 
т во -£ + ао , то утверждение леммы сразу следует 
из леммы 3. Случаи ­ —> = оСа =у30 , = о(-0 =р0 
несовместимы с соотношениями ( 4 ) , ( 9 ) . Допустим, что 
выполняется аС 0 < р0 . Построим последовательности 
функций , ш ¿^/ ,2 , . . . следующим 
образом. Пусть 
*С<({)= <*({), уЗ,Ы)=/3({), **(0,Т), 
и при I =• /,2,..., п уже определены функции оС£ , 
А/ ; (О, Т) —~ Р. , которые соответственно являются 
обобщенными нижними и верхними функциями уравнения ( I ) 
на [8,ТЗ при любых Яе. (О, Т), Т) , 
СУ, = ТЧШ» % (4) + £ш7 Вл. ({)) . 
Согласно свойствам обобщенных нижних и верхних функций 
и лемме I существуют t¿€.(¿P,6J и решения Х^СО, 
£¿3-*/! уравнения ( I ) , удовлетворяющие условиям 
• для ^ е (О, ¿¿3 оценкам 
/*;ф-/{/)х<Ы}/4 £({). 
Пусть, наконец, 5/ € *Г^/, Т) такие, что интервал (О, в{] 
к а ксимальный,на котором справедлива оценка (14). Тогда, 
если Зп< Т и Х„(5„) = оС„(8„) , либо 
/¿/77 Х_ (£) = ­ , ПОЛОЖИМ 
если S„<T и х„ (S„)=Jin(Sn), либо 
положим 
ļ x * r t ) , t*.(0,Sn), 
Если S„ = 7" , то заменим одну из функций ^ „ , у З Л 
на х Л произвольным образом. Заметим, что построенные 
нами функции е>С„+, ,J5n+4 также для любых 8е(0,Т) 
являются обобщенными нижней и верхней функциями уравнения 
( I ) на CS,<TJ. 
Функции оС ,J5 : С О, Т) —~ R определим следующим обра­
зом 
Лг t - sup {cCt ( i ) : /« ...}} , 
jī: t — inf{fii (i): {/,2,...}} . 
Эти функции также являются для любых 8g(Ū, Т) , <te.(8tT) 
обобщенными нижней и верхней функциями уравнения ( I ) на 
С 8, 7J , кроме того по построению выполняются (13), 
•¿-0+ t+o+ 
Следовательно, применением леммы 5 доказательство завер­
шается. 
О п р е д е л е н и е 3. Будзм говорить, что выпол-
няется условие Б, если выполняется условие (£,f) и для 
любых t¥e(S,T) и решения х.- (0,it)—R уравнения (I) 




Т е о р е м а . Пусть выполняются условия А,Б и соот-
ношения ( 9 ) , тогда уравнение (I) имеет решение х:[о,Т) 
— R , которое удовлетворяет условию (2) и оценке ( 5 ) . 
Д о к а з а т е л ь с т в о . По лемме 4 и свойству 
обобщенных нижних и верхних функций существует обобщенное 
решение х: СО,Т) - » R уравнения ( I ) , удовлетворяющее 
оценке (5) и в силу (4) условию (2 ) . Согласно условию Б 
х является и решением в обычном смысле. Теорема доказа-
на. 
Наконец отметим, что пользуясь методикой изложенной 
в работе [Z] нетрудно убедится в выполнении условия 
для широкого класса обыкновенных дифференциальных урав-
нений второго порядка. 
В частности, если f-(0,T)-'R абсолютно непрерыв-
ная функция удовлетворяющее (4) и для оравой части урав-
нения 
(x'-](i)xy = f(t,x,x') ( I 5 ) 
имеет место оценка 
f(t, Ж,у) Sign (<j- f({)x)4 
^-3U)ly-f(i)xl'* h(t,x,y), 
£ е / , C*C(t),ji(i)J, y&R, 
где для любых 8' е (0,1') , Т е (8,Т) 
h : [0,Т] л R ~ — R удовлетворяет условию Кара­
теодори, у . [ 8, Tj— R суммируема и для некоторого 
/те Со, /) отрицательная часть функции i—~(g(-¿)-t-
суммируема на [ 0 , 7 ] f тогда для уравнения (15) выпол­
няется условие (£,f). 
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СБ ОДНОЙ КРАЕВОЙ ЗАДАЧЕ Д7Ш СИСТЕМ ОБЫКНОВЕННЫХ 
даФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ ТРЕТЬЕГО ПОРЯДКА 
Рассмотрим краевую задачу 
х'=/(^,х,у,г) ] 
у=Ч>а,х,у,г) \ (I) 
г'=ц/а,х,у, 2.)) 
х(0) = хо, у(0) = у0, у(Г)=уг, (2) 
где / , у > , У е С(1*Я3), *е!=Го,Г7 . 
Т е о р е м а . Пусть существуют функции «¿¿,^0/, 
{¿ = 4,2.) такие, что: 
^&4§Щ$Ш, Жр(,у-,/г),8(-М,г,М))м) 
У*е1, с£1(0)^хо^оСг(0); 
А (¿1= <М у З г Н), /2 (Г)), (5) 
Щ Ч>и,8и<,хЛг), /3/ <ЩК (г)), (б) 
УЫ1, />,(о)*ув<£г(о), ^(гМуг*Ж?); 
1'г(Ыч'а)8(*ч,х)(*.1)ург({), у2(*)), (7) 
Предлежим далее, что Ч> ­ монотонно возрастающая 
функция по £ и для аС, (1)*~х р1а)*у^ги) 
ф({,х,у, г) — ± »•* при л—+<х> . (9) 




при сХ^+^х^ оСг^),уь<({)<уауЗги), /2/>Л; 
( во всяком случае М> гпах (/^/,//¿1)), 
где г о = тах(А,**) и 2*^0 таково, что 
при / 2 / > £ / , х*и,Ы),*г <№, у е / > , / Ф 2 
Тогда решение задачи ( 1 ) , ( 2 ) существует. 
Д о к а з а т е л ь с т в о . Рассмотрим вспомогатель­
ную систему 




Соответствующая ей однородная система 
х'=0 1 
2' = У ) 
с однородными краевыми условиями 
х(0)=у(о)=у(Г)= О ( 1 5 ) 
имеет только нулевое решение х(£)=-у(£) = г.Н)=0. 
Следовательно, краевая задача (13), (2) имеет решение^£1}\ 
Сбозначим его через х(4),у(£) , £(^) , . Легко 
показать, что 
Докажем правую часть этого неравенства (левая доказывает­
ся аналогично). С этой целью введем функцию и(£)=х({)-
аСг({) , . Утверждается, что и({)^ О ^ б / , 
Предположим противное, т.е. пусть для некоторого 
и(^1)>0 . Тогда существует такое значение t=t0<tf, 
что и(£о)>0 и и'({0)>0 . Из (3) следует, что 
В частности и для £т Ь0 . Для этого значения т из 
первого уравнения системы (3) имеем 
х Ч ^ / ^ ^ Д 8(р,,уф,рг), 8(-М,гао),Н)). 
Вычтем теперь из последнего равенства предпоследнее, 
заменив в нем ~Ь на ^ 0 : 
х'а0)-0с'г(т0^и,а0)= 
&(р,(Ь,у(Ъ),рг(Ъ)), Щ*(Цы))~ 
Полученное противоречие доказывает справедливость 
утверждения, что 
Теперь докажем неравенство 
^(Ь* у(*)4£г(Ь, Ы*. (17) 
Как и в случае доказательства неравенств (16), 
введем функцию и(4)=уИ)-рг(4), £е I Докажем правую 
^асть неравенства (17). Утверждается, что иф^О ^ е / . 
Предположим противное. Тогда, учитывая краевые условия 
(2) , делаем вывод о существовали таких значения г, е / , 
I ­С, 1,2, 4 <^/ <^2 • ч т о 
и(£о)*0, и'(£0)>0, (18) 
иа4)>о, и'({,)=о, 
и пусть эти точки являются ближайшими справа к точке 
£= О из множества всех точек с указанным свойством. 
Из второго уравнения системы (13) и (5) имеем 
иФ* 2-8(-,Ч,г,М)+ у>И, ЩД <*г), 8(р,,у,^), 
£(-Н,г, Ю)- 'Ч>Н. 8(А,,хшс6г), рг Ы), & (Ь), ^1. 
Из (18),(19) следует, что и 2(£,)=/лЫ4). 
Обозначим V(^) = 2.(^)-lfг(^) , ЫЦ0,Ъ] • Тогда 
у (£1 )•£•() . И з третьего уравнения системы (13) и не­
равенства ( 7 ) получаем 
уг^)=^М^,^г)^(р,,у,рг),8(-н^М^ 
откуда для ¿ ­ ¿ 1 . имеем 
Л(иГг(^))^(^=У^,)-М^,)^£^,)^^-
Пришли к противоречив. Следовательно, 
Аналогично доказывается левая часть неравенства (17). 
Теперь докажем, что /£(^М/У, ^1 . Для этого 
достаточно показать справедливость этой оценки в одну 
сторону.Докажем, что . Предположим 
противное. Пусть найдется точка ¿=¿,^1 , где 
2-Н,)=Ы. . Так как у(0)=уо , у(Т)=уг , ,0 
необходимо существует точка £#е1 » где 
• (20) 
Определим теперь £* согласно (12) я возьмем 
£0=тах(А,2^. Очевидно, что £ ^ » ^ < £ * . Соответ­
ствующее значение t , при котором 2 ( £ ) = £ 0 ~& £ # , 
обозначим через Тс . Тогда для £ е [г.огЫ], ¿€¿"£,,¿/7 
из второго и третьего уравнений системы (13) с учетом 
доказанных оценок для получаем 
у'(й- У(*,хН1уФ,*(4)), 
г'(Ь=Ч'(±,х(Ь,у(Ь,мЬ), 
откуда, принимая во внимание (10), имеем 
о/ж • Уо(г) 
с/у 5 Ч>0Ш 
Теперь имеем 
ал 
Г *Щ ^ * и^-уи^М-^НоН 
< max li-, it) - min в, (.i) teri Г ' Ы 1 
Так как ото противоречит выбору числа /V , то оценка 
ļ'ž.tfjl'&N ,'t<=-I доказана. 
Следовательно, решение задачи (13) , (2 ) является 
решением задачи ( 1 ) , ( 2 ) . 
.За м е ч а н и е. Равенства (5),'С6) накладывают 
сильные ограничения на зависимость функции v</> от х\ 
Б то же время, если определять ft, , ft2 с помощью 
неравенств типа ft'^^P , ftļ^^f или ft2^l(P, 
ft', ЩЩ и аналогичных им, то полученные при этом 
условия уже не будут достаточными при сохранении ос­
тальных условий теоремы. Приведем соответствующие при­
меры. 
П р и м е р I . "Пусть ft, и ft г »определяются 
с помощью неравенств: 
А'г U) < Щ(% Ш, (Щ ( 5 ­ ) 
В качестве примера рассмотрим краевую задачу 
(21) 
i'*г] i x(O)=y(0)*j/pr)*0, <С>0. 
Очевидно, y(i)s,0 является единственным решением 
этой задачи. Вместе с тем, если взять 
fii(-t)=M-B,. А,В<0, 
j3M=a(t-i,)(t-t2), 
а>0, 0<t1<t2<<U>0j ( 2 2 ) 
уг ({) = const >0, ( 2 2 ) 
то всегда можно коэффициенты a , A , В и fz подоб­
рать такими, чтобы выполнялись неравенства ( 5 0 , ( 6 ' ) , 
но при этом не будет существовать решения у (t) , удо­
влетворяющего краевым условиям у(О) Щ уСТ) — О 
и неравенствам 
j}t(t)^y Ш *Л (b vi* Со, г J. 
В частности, для а=1 ,t.=%/y , ti^Sf/b tA=B=-1, 
П р и м е р 2. Сказанное относительно случая ( 5 * ) , 
(6*) справедливо и тогда, когда Jif , Jiz определяются 
неравенствами. 
/2(Ы V>(r,S(<*,,x,^)fje2tf),f£rf)J, ( 5 ­ 0 
j3;(z)*4>(z,suf,x,d£),j}<U),f,d)) ( б ­ ) 
с той лишь разницей, что будем в (22) полагать 
П р и м е р 3. Если /3/ и рг определить неравенс­
твами 
p',tfte4>(iM*i.x.*t),ji,<t), (ty> (б»»») 
то легко показать, что для функций: 
р,(i) = a(i-i1)(il-tz), а>0,0<t,<tj<r, 
pz(i)=At+B , А,В>0, 
ft(i)= ciet, 
коэффициенты а , А , В , С, , сг можно подобрать 
такими, что неравенства ( 5 » » » ) , ( б » " ) будут выполнять­
ся, а решения краевой задачи (21), удовлетворяю­
щего краевым условиям у(0)-у(Т)=0 тл неравенствам 
не будет существовать. Достаточно, например, взять 
а=-1 , А>Сгег (Сг>0 ­ произвольно), с^'г, 
3>0 ­ произвольно. 
П р и м е р 4. Пусть р, N р г определяются нера­
венствами 
р'г ш^^>(1б(^,х^г),^2а),/гШ)г ( б ' Т } 
/>',Ы)*?Н,ви,,х.*л),#и),г,Ы) <б* > 
Тогда при 
р^({)=А++В, А,В*о 
где а^чЛ^Уц.^Щ.А^б^- произвольно. 
у - 2? , как и в средодовос случаях, нера-
венства ( 5 ­ ) , ( б - ) выполняются, в решения у ^ 
краевой задачи (21) с указанным свойством нет. 
О р и м е р 5. Рассмотрим краевую задачу 
х'=0 ) 
2'=2 }, Ы~Ш.1&1. ( 2 3 ) 
х(-/29Т) = 0, у(-Т/2# )= у(У29Г) = 0. (24) 
Если взять 
/2 Ы) = 1271, 
А 0+29Г) ?27Г, 
то легко видеть, что все условия теоремы выполняются за 
исключением условий на функцию </> , ДЛЯ которой имеют 
место неравенства 
В этом случае можно показать, что краевая задача (23), 
(24) вообще не имеет решения. 
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ВЦ ЛГУ им.П.Стучки 
О РЕШЕНИЯХ ЗАДАЧИ НЕЙМАНА 
Рассмотрим задачу 
х'(О) = х'(1) = 0, (2) 
где 
Каждому решению | данной задачи можно поставить в 
соответствие задачу Коши для уравнения в вариациях 
И(о)=1, Ь'(О) = 0. (4) 
О п р е д е л е н и е . Решение £ задачи ( 1 ) , (2 ) 
будем называть решением т -го порядка, если решение 
задачи ( 3 ) , ( 4 ) имеет ровно т-1 нудь в [о,1] и 
И«)И,(1)<0. 
Т е о р е м а . Пусть 
1) любое решение ( I ) с нулевой начальной производной 
продолжимо на [ Ь ,1] ; 
2) существуют решения ^ и *) задачи ( 1 ) , ( 2 ) такие, 
является 
решением т -го порядка. 
Тогда существует еще не менее т-1 решения рас -
I 1 — 
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сматриваеыой задачи. 
Д о к а з а т е л ь с т в о . Рассмотрим однопарамот­
рическое семейство 5 решений уравнения ( I ) , удовлетво ­
ряющих начальным условиям х (О)=/* , х'(О) = О , 
где параметр J< изменяется от f(O) до г((0) (не 
ограничивая общности, считаем, что £ (О) < 1^(0)). 
Равенства быть не может вследствие однозначной разреши ­
мости задачи Коши. 
Вследствие условия I это семейство компактно в 
С'(С0,111 R) ( I | теорема 15.1). Отсюда выте­
кает, что любые две точки пересечения графиков любых двух 
решений из S лежат не ближе, чем на расстоянии 8 друг 
от друга, где 8 зависит только от S , но не от выбора 
решений. Пусть tjt , jUJj ­ два таких решения. Их разность 
j/ =у, ­ удовлетворяет некоторому линейному 
уравнению yt(i)y * у' % где не ­
прерывные функции (jt и j£ ограничены по модулю ве­
личинами, зависящими лишь от S . Таким образом ( [Z], с. 
122), число 8 с указанным свойство существует. 
Для значений параметра J< , близких к £ (О) , 
графики соответствующих решений Х^ пересекают кривую 
{ t , $(t) )m-i раз, причем (х^ (1) - $ (4)) * 
"Х^П)< О: 
Пусть tK(f*) -К-ел точка пересечения графиков 
решений Х^ и , t0=*0 . Значения tK.(f<) 
зависят от J< непрерывным образом вследствие непрерывной 
зависимости решений от начальных данных. 
Пусть /V е Sup ( f : t K (/*) 
Значения р к определены, т.к. ^ не имеет пересе­
чений с i в­ fo , 1 J, и образуют монотонкую последова ­
тельность, ty (ft*) *» 1 . Знаки производных x'^(tK) 
чередуются при изменении К • и фиксированном уч . На 
каждом из интервалов ($(0),/*т-1), (fm-i*/*т-г'), ••• 
(/<л,у</) производная x'ji (1) меняет знак и, сле­
довательно, обращается в куль дия некоторого рк .Кая ­
дому такому значению Ji соответствует решение задачи 
( 1 ) , ( 2 ) . 
- и з -
Легко заметить, что в условиях теоремы достаточно 
потребовать, чтобы были продолжимы на интервал 0,1 лишь 
те решения х с нулевой начальной производной, для кото­
рых £ (0) < х(О)^ ^ (О) . С учетом данного заме­
чания сформулируем 
С л е д с т в и е . Пусть £ 
I ) существуют функции аС,/3€-С (СО,11,Р.) такие, 
что 
на интервале £о,1}, 
<£'(О)ъ0ър'(О), еС'ГО* О^уз'СО; 
2) решения уравнения (I) с начальными данными 
х'(0)=0,х(0)е[оС<0)р№ продолжимы на интервал [0,17; 
3) существует решение т ­го порядка £ задачи 
( I ) , (2 ) , причем ^(^) <>Ц)<£&) ЧЬ*.СО,11. 
Тогда существует еще не менее 2т решений задачи 
( I ) , (2 ) . ' 
Доказательство.Функции <?С,р , описанные в условии 
( I ) , принято называть соответственно нижней и верхней 
функциями задачи ( I ) , ( 2 ) . Любое решение этой задачи, в 
частности £ , является одновременно и нижней функцией. 
Для пары функций (уЗ, £ ) , где £ играет роль ниж­
ней функции, выполняются условия теоремы 4.2 из [3], в 
которой утверждается, что существует решение крае­
вой задачи ( I ) , (2) такое, что 
$Шт ^(Ыр(Ь \/Ысо,13 
и решение И линейной задачи Коши 
Поступила 29.09.86. 
положительно в fO.lJ. 
Решение может совпадать с ß , но не совпадает 
с £ , т.к. решение h соответствующей линейной зада­
чи Ноши ( 3 ) , (4) обращается в нуль в рассматриваемом ин­
тервале. Более того, в силу однозначной разрешимости за­
дачи Коли для ( I ) , не могут быть 
равны ни в одной точке интервала ( O . l j . Применяя ранее 
доказанную теорему к паре (^itķ) убеждаемся в сущест­
вовании не менее /77- 1 решений задачи ( I ) , ( 2 ) , на­
чальные значения которых лежат в интревале (£(0), ^(0)). 
Таким образом, парой (f,ß) определяется не менее 
решений задачи ( I ) , ( 2 ) , отличных от £ . 
Проводя аналогичные рассмотрения для пары (ai, £ , 
где Ц играет роль верхней функции, убеждаемся в спра­
ведливости требуемого утверждения. 
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ИНТЕГРАЛЬНЫХ КРИВЫХ 
I . Настоящая статья продолжает исследования начатые 
1.1. Рассмотрим уравнение 
Х*Р(х,{), ( I ) 
ХЪЯ", Р:ЩО,Н)»Э+ЯП, РеС . Здесь J=JO, + <~>C, 
» U(О,H) означав» //­окрестность точки Х-О в Rn , 
Решение уравнения ( I ) обозначается через х(-) , а множе­
ство непрерывных функций с кусочно­непрерывными производ­
ными fÀy, + R" через С , график 
функции уО) - через Гу . 
1.2. О п р е д е л е н и е , функции Y : 
—'R* , 6<И назовем допустимой, если она непре­
рывна и положительна для 0</x/<S , а дня /х/ = 0 
и /х/^S -цг(хЛ)=0 t 
Для допустимой функц л ~У введем семейство 1(^)<-С. 
Считается, что у(-)€. 1(у/) , если из fy(t')f~s или 
ly(i')l~0 лля некоторого / ' e j следует y(i) = 
= y(i') для всех ie[i', + '*0i я 
f у(у(Т),г01у(т)~Р^(Т),'Г)/а'г<'1 (2) 
А у 
Каждую из четырех производных Дини вдоль решения ло­
кально липшцевой функции У(х,1.) будем обозначать че ­
раз (х,{) . Применение в высказывании символа 
означает, что это ъысказииание истинно с любой 
из четырех производных. 
1.3. У с л о в и е СО. Для любого $<Ц существу­
ет допустимая функция : С? 1/(0,5) *Э-— Я* , для 
которой Уг./Че-ЗО.эС ЭТ такое, что \/у(-)^1(1у) 
р{ЫЗ; г*1у({)1*Ь}< Т, 
где р ­ мера Лебега. 
У с л о в и е С1. Для любого 3< Н существует до­
пустимая функция у : С£ ¿1 (0,5)*3^— Я , последова­
тельность {'"¿1 , г Г1 Ь О , Г, < 5 и счетная си­
стема открытых множеств {61} таких, что 
' М » З с 6 £ с и(о,г,)'3, 
лша у(-)еКуг), СуН^ЛЦ»(у($*)Л*Н'$1 следует 
у(г^ЛгУ)а/(о,п) 
У с л о в и е МО. Для любого (Л<Н существует ог­
раниченная локально липиицавья функция V: (1/(0,с/<)\{о})* 
* Я с отрицательно определенной производной 
2. Сформулируем основной результат. 
Т е о р е м а . Если для уравнения ( I ) выполнено усло­
вие со* а , то для любого а< Н существует непре ­
рывная функция V: И (0,(1) *Э —*• Я , удовлетворяющая 
вне 1x1 = 0 условии МО. 
Доказательство разобьем на ряд подпунктов. 
2.1. Выберем э&Зс/.ИС . Пусть {х 1} разбиение 
единицы, подчиненное покрытию { б ; \ }, 'О,/, - . . , 
где «Шй*Н}*3 . Положим Гв=Н . Зааадим фуурнию 
на ЩО,Н)*3 
r(x,Í) = T Xi(x,i)ri для x?0 
1*0 
r(o, Ьщй 
Она класса С для хФО . Кроме того, 
Г(х.Л)* Л = * * (x,t)eG¿ (3) 
Пусть функция </> выбрана такой же, как в теореме 
3.7 из f l j с функцией из CO&CÍ , т.е . 
Рассмотрим семейство { / y j , ¡/(')e. 1(1р),^:Гу-Я, 
(х0, t„) = чИ- ¿nf(r(y(t), Щ*Щ 
С поыощью функций Фу .' /у г* [О, /7 
% (x*,to)= *\Ч>(у('1)Ю\ц(еС)-Р(у(с1)Л)\& (4) 
i 
зададим Vty '• Гц -» /? 
Vl¡/(xoJo) = (f~0í/(xo,tj)/í/ (х0 tta) (5 ) 
и, гаконец, 
)1,(хЛЛгщШъ< thy(^U'P\^r^o} (Ó) 
2.2. Докажем ряд сьойсть функций 
Во­первых, понятно, что 
ЧЙ-г(хоУ0)^ j4(x0,t,)^i¡H (7) 
т.е. 
знЩуШ9&)&щ (в) 
Во­вторых, покажем, что для каждого К = {(хЛ)1 
существу­
ет число /.£ , обеспечивающее выполнение неравенства 
(10) , для любых и(-), гг(-), £•(• )•**•!(<?) таких, что 
ГиПП, = Гг, Ги\Гхс£, Г„\ГгсК, 
*С(Ги\Г1,Г1г\Гг)<1("(Аи),Ли)-МЛЛЛЛ (9) 
Здесь оС(г{,Ч)=тах{5ирЫ151{х,У):хеХ},Бирюку 
X) : У Е У] метрика Хаусдорфа. Обозначим \(и(Аи),Аи-
-(гг(АгГ), А„)\= Аии- . 
Из (9 ) следует, что для каждого I ъ.1Л1Х,Аг1 оуще­
ствует <эЦ)^ С Аи,АгЗ , для которого 
/и(бЫ),б(*))-(1гЫ);*)1< '-'иг « 
Так как функция / " ( • , • ) удовлетворяет на К условию Лип­
шица (как функция класса С°~ ) с некоторой константой 
Ьк ,то из предыдущего неравенства получаем 
/г(а(б({),бЫ))-г№1), 1)1*1. йи1Г 
для всех 1еСА1Г,А13. 
Пусть для произвольного 0: > 0 число Го&Ау та­
ково, ЧТО 
г(у(Ь)^0)<$ 1п/{г(гг(1)Л)^*Л„} + & 
Если ^ Е [ ^ , д ^ , ТО 
Если ^ р б Г И а , ^ ° « Г , то 
r(u(i„), tj? r(v(tj,t*)* lnf{r(v(t),t):t*Aff}+t 
В силу произвольности £ > О 
inf{r(U(b,t):t*Aa}$ inf{r(v(i),t):t*Av} +LKbuv 
Аналогично может быть получено неравенство 
Значит, 
\ju(u(ha),Au)-jv(v(Av),bv)\*lKAuv< 
Следующие свойства функций j ^ вполне очевидны: 
функции j у невозрастающие; ( I I ) 
0 Для почти всех teiAy^^C (12) 
\/U(-) ,v(-)e I(f>) лаГиеГ„- следует 
2.3. Согласно леммам 3.2, 3.5, 3.6 из f l ] функция 
Ц , полученная согласно (6) для { / y j со свойствами 
( 7 ) ­ (13 ) , является ограниченной, локально липшицевоЛ. Кро­
ме того, (х,{)^ О и 
чн ­ r ( x , t \ т 
По построению r(x,t)-~0 при \x\--0 для фикси­
рованного t . Поэтому 
W%W (15) 
2.4. Рассмотрим уравнение 
X = P(x,t) (16) 
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полученное из ( I ) обращением времени Р (х,С)=-Р(хЛ), 
{ е 7 = 3- ОС . Как показано в [1] для уравнения 
(16) также выполнено условие СО & С1 . Положим Г(х,{)~ 
= Г(Х,-Ь), Г(х,^) , а для Чу(-)е. Щ) 
] д ( х 0 , О ^ М - ^ у { г Г у ( 1 \ Ь ^ ^ о } 
Заметим, что аналогом неравенства ( 2 ) является 
у ф ( у Ш Ъ / д т - Р Т)/с/т< 4 
Понятно, что семейство д } удовлетворяет 
свойствам ( 7 ) ­ (13 ) . Пусть \/г : (11(0,5)\{0}*Э'—"Я*' 
функ'шя аналогичная функции Vj • Следовательно, функция 
\!г : (13(О,5)\{0})*3 -~ Р~ , заданная равенством 
\]г(х,1 ) = ~Ь2 (х,- t) ограничена, локально липшицева. 
Кроме того, $я{4)(хЛ)*0 и 
-4//* 1/2 ЫМ* г(х,{)-ЬН, 
2.5. Докажем существование последовательности 
1еИ с £^>0' такой, что при г^<}х1^Ы 
Пусть, напротив, существует I , для которого дли 
любого £ > 0 , например, для £ ^ / " ¿ / 2 найдется 
точка (х0Л0) , Г(</х„/< Ы , обеспечивающая выпол­
нение неравенств 
/1/,/-1/,^0Л;<£ и с?) 
Так как ЗН* V, (х,£)^ ^Р на всей своей области 
определения, то согласно лемме 3,3 из [I] найдется такая 
функция у(-)*1{Ц>) с Ац^*,и(Ьо) = ха,%(хс£0)Л.. 
что 
Из (15) , (17), (5) теперь получаем 
4//- в-Фу (х'о, 1п/{г(у ({)£): Ь 0<2£ 
Так как 1-Фу (х0^0)< 1, то 
сп{{г(у(Ь,1)-.и10)<2£ 
Следовательно, для некоторого ~Ьг имеем 
Из (3) получаем (у(£г)Лг)е.£^ . Так как, с одной 
стороны, Ь^и.(о,5)*Э , то 1у({)\<5 т'С£в&3 
С другой стороны, из 1х01>Г1 следует, что можно считать 
1у(£)1>0 на ао^г]. Окончательно, 
0<1у(Ы<5 на аоЛгЗ 
Из (17) следует, что 
\/г(х0,{.;<е , 
гл* Ье*-10 . Поэтому, аналогично вышесказанному, для 
уравнения (Ш^найдутся такие функция г (•) е. Т(<р),^ 
*1=%о, 2(?0)=хС) Ф£(х0,Тв)<^ и число Т, 9 Г0 . 
что 
ШЪь&НЪ и о<12Ни<в +№33 
Здесь ^ ф {(х., £): (х,-£)е. $£ } , 
Ф% (х0,Ьо)=/В(Г)-Р(г(Г),Г)1с/г 
Понятно, что существует функция I(</>) с 
Ая = Ь1 =- Ь< , для которой а(£) » на С^,Ь01 
• Фг(а(*,),1,)<+ . Получаем ( г в 1 . 
Рассмотрим функцию и (•):[£,,+ °°[--R", U(lL)=z(i) Ma Ct1tt0] и U(t) = y ( t ) на Ct0,+ *°[ . Так как 
^(Xe.toHj и Фш(гЫ,)Л,)<-2 . то U(-)<-I(y>) 
Однако, (u(i.),t,), (U(iz),t2)<=.Gi , lu(i0)l=lx0l*.rit 
ta e [£1г{г3 г 4 7 0 противоречит условию CI. 
2.6. По теореме 1.7, f l j иг СО следует МО. Обозначим 
функцию из МО через Vj . Не нарушая общности, можно счи­
тать, что функция \/3 принимает только положительные зна­
чения. Для этого к ней можно прибавить нужную константу. 
Положим для fx, {) € (U (о, d) \ [О)) >J 
V(*d)*0li^^ (is) 
для всех R E V . Покажем, что эта функция 
искомая. 
Понятно, что она локально липшицэва вне 1x1 = О . 
Так как -У,(х,Ыг(хЛ), Ш+ Vs(x,iHr(x,i) , то 
\У{х,ЬЫзШг(хЛ) . 
Следовательно, при (X, имеем 
т.е. функция V: U(o,d)*3-~R непрерывна. 
Докажем отрицательную определенность вне 1x1=0. 
Из Vm(x,t)*0, \tm(x,i)*,0, Vs(x,{)*0 и (18) 
следует 
Воспользуемся последовательностью {tL} из 2.5. Если 
rt­ < /х/< d , то, как указано в 2.5, 
/I/,/­ V,(x.t)+IVj+ Vt (x,i)>£i 
Тогда из отрицательной определенности я неравенства 
V(1)(x,i)*\/3(t)(x,t)£i .. 
следует отрицательная определенность \lm\(U(O,d)\{0})*J 
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ГЛАДКАЯ ЭгаИВАШТНОСТЬ ДИФФЕРЕНЦИАЛЬНЫХ 
УРАВНЕНИЙ В ОДНОМЕРНО» СЛУЧАЕ 
Рассмотрим дифференциальные уравнения 
х =/(х), ( I ) 
х=д(х). (2) 
Бее ограничения общности предполагаем, что^:[0,сг[—Р+, 
у:[0,о[-*Р4. непрерывны, ^(0)=у(0) = О ,/(х)>0, 
если 0<х<<* , д(х)>0, если 0<х<3 и интегралы 
г о/х , с!х 
+о ' * 1 9^х) Р в с х 0 Д 5 | ' г с я ­ Обозначим через 
решения уравнений ( I ) и (2) соответственно удовлетворяющие 
начальным условиям -цг(0,х) = х, у (О, х) = х . 
О п р е д е л е н и е . Дифференциальные уравнения ( I ) 
и (2) локально динамически эквивалентны в окрестности на­
чала координат, если существует гомеоморфизм И:[0,с[-~й+ 
О < С < О. такой, что 
И <р ({, х) ж у({, Н (х)) (3) 
для £в1(х)ПЭ(Ых)). к 
Если Не ^^диффеоморфизм, то (I) я (2) С глапко 
эквивалентны. 
В одномерном случае требование, чтобы И был гомео-
морфизмом завышено. Достаточно требовать лишь, чтобы в ра-
венстве (3) И была непрерывной и не тождественно равной 
нулю функцией. 
Следовательно, и левая часть равенства имеет произ­
водную. Пусть хФО . Имеем 
, р Ых+Ы-Ых) р. п (</>(£,*))-И (х) 
п (х) - Сет = ит — 7 7 — ; щ 
л ­ о Д {-О 4>(£,х)-х 
= ит : йт т = . . >0. 
£ и о £ 3 { Х } 
Получаеь, что И является строго монотонно возростающей 
функцией и, следовательно, гомеоморфизмом. 
Из выше доказанного получаем еще следующие следствия. 
Любой гомеоморфизм, устанавливающий динамическую эквива-
лентность дифференциальных уравнений ( I ) я (2) является 
решением дифференциального уравнения 
с/х 9(х) 
и вопрос о гладкой эквивалентности сводится к вопросу 
о существования положительного решения, для которого 
И(0)^0 , существует Н'(0)ФО я йтН'(х)=И'(0). 
Рассмотрим подробнее частные случая?0 
Сперва отметим, что И (О) - И(Ч>(1,0)) = У(£, И(х)). 
Но так как единственной неподвижной точкой уравнения 
(2) является х = 0 , то имеем п(0) = 0 . Покажем, 
что для х>0 выполняется неравенство И(х)>0. Предпо­
лагаем прбтивное, т.е. существует х'^-0 , но И(х')=0. 
Тогда в силу (3) имеем Н</>(£,х')=0 для £е.Э(х'). 
Отсюда следует, что И(х)^-0 Следовательно, И(х)>О 
если X > О 
Правая часть равенства (3) имеет производную по £ , 
Ж^и,пМ)\ио=}(Ь(х)) 
1°. Пусть 
х = <з(х)=}, х <• 6(х), • > (6) 
где ^ > 0 и С(х)= О(х) при х — + О• 
Решая уравнение (4 ) , получаем 
где И0 > О , х0 > О . Кроме того, мэ уравнения 
(4) получаем 
ит И (х)= Сет , г , \ = €ст —— = п (О). х~*о Х—+0 лх-^щхх х-*+а 
Счевидно, что требование существования И'(0)ФО равно­
еяхьно требованию сходимости интеграла 
+0 
Итак, доказана т е о р е м а о линеаризации. 
Дифференциальные уравнения ( I ) и (2) гладко эквива­
лентны тогда и только тогда, когда интеграл (7) сходит­
ся. Соответствующий диффеоморфизм равен 
с точностью до произвольного положительного постоян­
ного сомножителя. 
Отметим, что дифференциальные уравнения х = Ах 
Я х= А х + х £п~'х не С ' гладко эквивалентни. 
Обозначим через С*(ы) класс функций, имеющих непрерыв­
ную производную к ­ого порядка, модуль непрерывности 
которой равен т ы(х), т ­ положительная постоянная. 
зависящая от конкретной функции. 
Пусть 6<ЕС*(ы) , Х ? 2 .Тогда 
•я? *о 
Замечаем, что С ' ( О ; = 0 , 6 (х)= х^6 '(£ х ) Л , 
\ 
хб'(х)=/С"(£х)Л, в(х) = Жув"({х)Ы)сИ. 
о о 
к ^ Получаем, что 
Н е С (и) . Если б е С или С аналитическая, 
то и Не С или Л аналитическая функция. 
Пусть СеС*(ит) и интеграл /" У ^ Д ^ сходится. 
*о * ^_ 
Обозначим через г<7^  модуль непрерывности функции, задава­
емой интегралом ( 7 ) . В етом случае Не С'(ь?) П СЧьТф)-
И, наконец, пусть (? е. С (Ъ?) и интеграл (7) схо-
дится. Обозначим через Ы£ модуль непрерывности функции, 
задаваемой формулой *"'б(жАТогда имеем НеС (и%)ПС4(г*гг). 
То что /? аналитическая функция, если б аналити-
ческая, было известно еще Пуанкаре [ I . ] . Стернберг [2 ,3,4] 
показал, что НеСк, 2 < * ^ ~=> если Се С* . 
Исе и Нагумо [ 5 ] и А.А.Рейнфелд [ б ] получили достаточные 
условия существования С 4 диффеоморфизма, если б е С' 
И, наконец, Вента |/7] доказал, что если 6^С и С'*0 
удовлетворяет условно Гельдера с показателем 0<6<£ 1 
то ш Н принадлежит тому же классу гладкости, что С 
2° . Пусть 
Ж в (9) 
х = xn+G(x), (Ю) 
где / 7 > / и G(x)=olxn) при Х-~'0. 
Решаем уравнение (4), получаем 
где * „ > 0 , he>0. х „ р. „.,f G(t)at ¿ 
Учитывая, что ит х I .„,,„ , -. = О получаем 
х­»**» J t (Г-*G([)) 
Кроме того, из уравнения (4) следует 
(ш, h '(х)= 8ст = ik h '(О). 
Следовательно, дифференциальные уравнения (9) и (10) 
С1 гладко эквивалентны. Кроме того. 
Перед исследованием гладкости функции h рассмотрим 
гладкую эквивалентность уравнения (9) и 
X х * аСх , (13) 
где л<=/? . По формуле (12) имеем 
h^^xn-^n'U-den(^xn-%^(n-o^xj}n'1• 
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где А ­ постоянная. Получаем, то в этом случае ИеС" 
но И<£ «С , хотя правые части уравнений (9) и (13) ана­
литические. Из формулы (12) следует, что класс гладкости 
функции И определяют классы гладкости функций У и *£ 0 ) 
где 
Пусть V е С" , п-2 . Рассмотрим функцию 
ф(х) 4>(х0) х"~* х"-4 Т <р'(Ьсз/£ Ф — й - з — • + ~ 
п-1 х?-' п-1 п -4 } { » - ' 
Отсюда 
Н (х)=й,х +х у - , ГДЕ & , = 
Аналогично , , 
р (Х)=ВХХ +Х ^ £»-л ' 
где Вк некоторая вполне определенная постоянная. 
Отсюда видно и то, что Р в точке х=0 имеет 
п-1 производную лишь только интеграл 
У — — ^ сходится. 
*а 
Пусть V е С*(ьх) , где О^К^п-2 
Класс гладкости интеграла ^ 0 определяет функция Vу , 
где 
х. 
Обозначим через ык модуль непрерывности функции 7 К . 
Тогда получаем, что И € С"*'(и) П С**'(ъ7л ). 
Пусть ( ? £ С (их) , 0^ЖЛ-<2 
По формуле Тейлора 
(п-01 3 
Получаем 
В этом случае НъС**'Ш) ПС*"(иг*)-
Случай более гладкой функции £ будет рассмотрен в . 
пункте 3°. „ 
Ю.С.Шакирова ¿8^ доказала, что если Б Е С , то 
А Е С " " ' .Близкие вопросы рассмотрены также в работах 
С.П.Токарева [9] и В.С. Самовола [к]. 
3°. Рассмотрим вопрос о гладкой эквивалентности дифферен­
циальных уравнений (13) я 
х = (](х) = хп+оСхг"-*+6(х), (14) 
где осе Я % в(х)= 0(хгп-1) при х-~+0. 
К виду (14) полиномиальным преобразованием приводится 
уравнение (10), если б ё С г " " ' . 
Решая дифференциальное уравнение (4 ) , получаем 
где ха> О и А произвольная постоянная. Функция 
Н задана в неявном виде. В силу пункта 2°Н является 
композицией функции ( I I ) и ей обратной. Поэтому Ье.С(, 
£¿/7} Н'(х)=И'(0)^. Следовательно, Н(х) = 2 (х). х , где 
и/л 2 (х) = 1 . Отсюда относительно 2 получаем 
В силу теоремы о неявной функции класс гладкости 
функции 2 в окрестности точки ¿ = 4 , х= О опре­
деляет интеграл 
$0(х)-х у ( ^ ^ г » - ' ) ^ ^ - ^ ^ 
х. 
Отметим еще, что 
/»,' |. Нн*0СМЖя^' _г"+*гг"-'х'>-' 
"{Х)~х"+*Схг"-иб(х) /+аСх"-'+уг(х) ' 
Пусть У € С*(ы), где ¿7« Л"« я пусть 
модуль непрерывности функция ^ к , где 
' ; Л­д­, Л : ОСИ У"> 
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Так же, как в пункте 2° получаем, что h 
Пусть Ge-C"**Cur) я 0^К<п-2 , тогда и 
/?е С**'(&) ПС*"(иХм). Пусть 5 е ^ " ' ' . 
Если интеграл 
сходится, то he-Cn(tJ) П C n ( b J n . , ) , • 
где vJn.4 модуль непрерывности интеграла £„_f(x). 
Пусть GG-C2"'*** (vj) h X 9 Ï . Тогда 
С"**(w) . Если GeC*3 или ¿9 аналитичес­
кая функция, то и /? обладает теми же свойствами глад­
кости. 
Теорема в случае G €. С принадлежит Тейкенсу 
f l l J . Сопряженные результаты изложены и в статьях Броно 
[12] и Белицкого f l3 j . 
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ВЦ ЛГУ им.П.Стучки 
О ЧИСЛЕННОМ РЕШЕНИИ ОДНОЙ АВТОМОДЕЛЬНОЙ ЗАДАЧИ 
ГАЗОВОЙ ДИНАМИКИ С НЕЛИНЕЙНОЙ ТЕПЛОПРОВОДНО СТЬЕ 
I . Постановка задачи 
В статье предлагается методика и приводятся результа­
ты численного решения автомодельной задачи, полученной из 
системы уравнений газовой динамики и имеющей прямое отно­
шение к задаче о сжатии идеального теплопроводного газа 
поршнем, давление на котором растет в режиме с обострением 
(см. [ i ] и библиогр. к [l] ). 
Требуется найти численное решение ^ , V t U t G сис 
темы дифференциальных уравнений 
(1.1) 
удовлетворяицее краевым условиям 
(1.2) 
т 
Здесь £ € СО,**0) - автомодельная переменная; функции 
д , V , 0 , ЪХ ­ является автомодельными функциями 
плотности, скорости, температуры и теплового потока соот­
ветственно и предполагаются неотрицательными; К , Е , т , 
П , оС ,^3 , у ­действительные параметры, причем 
р (1-*)п+1 _ (2£-*-1)п+20-2оС^ ( 1 , 3 ) 
Физический интерес представляет случай К< 0 и 
О , который, как показано в работе [12, влечет за 
собой условие т>-0 . Более того, при оС<р между пара­
метрами оС ,р , п в этом случае возможны лишь такие со­
отношения: 
/ 
оС<1 « у З , п< о С _ 1 > 
1 / «•*> 
Численные расчеты проводились для нескольких значений 
параметров аС ,^3 , П и одного значения ^ = ^/з • при 
этом К , / , т вычислялись по формулам (1 .3 ) . В рас­
четах существенно использовалась асимптотика решений сис­
темы (1.1) на бесконечности, которая подробно рассмотрена 
в работе [I]. 
Система (1.1) может быть разрешена относительно про­
изводных функций д , V , г«Г, в я приведена к нормально­
му ВИДУ » /­,­А / V 
кт%-£дтг- ы9 д ' х 
,_ ет*гг-х9в+тгигеГ*9-*' • ' 
Знаменатель В—т2^ ~ $26 в первых трех уравне­
ниях системы (1.5) может обращаться в ноль. Та кривая Б 
пространстве ,9), на которой 0 — 0 будем назы­
вать особой линией. В правых частях уравнений (1.5) мож­
но выделить общее для трех первых уравнений выражение, 
содержащее знаменатель О 
<1.6) 
Обозначение (1.6) позволяет упростить запись системы (1.5) 
9=-ЫД У . 
Прежде чем приступить к численному расчету, необходи­
мо исследовать поведение решения вблизи особой линии. 
В следующем разделе приводится асимптотика решения систе­
мы (1.7) в окрестности особой линии. Знание этой асимп­
тотики и специфика уравнений (1.7) позволили установить 
существование классического решения краевой задачи (1 .1 ) , 
(1 .2) . Вычислялось решение способом сквозного прохода по 
аргументу, начиная от больших значений £ , где хорошо 
работает асимптотика на бесконечности, и до ^ — 0 , пу­
тем спрямления решения при переходе через особую линию. 
Такой подход для данной задачи с 3­мя краевыми условиями 
на бесконечности оказался более естественным и менее 
трудоемким, чем традиционный подход, основанный на сшива­
нии решений, вычисляемых влево и вправо от особой линии. 
2. Асимптотика решений на особой линии 
Пусть , 5*» ®* таковы, что тг%% -д1 в*=0. 
Будем искать решение системы (1.1) в виде: 
в=9< + 9,($-$*) + 92($-$*)г+... Щ 
Здесь предполагается положительность коэффициентов о+ , 
V* , г*Г+ , 9# и произвольность коэффициентов ф , гг4­ , 
Ц . 01 при I « 1 , 2 , . . . 
Подставим выражение (2.1) в систему ( 1 .1 ) , где для 
упрощения записи положим ос= ^ ~ в результате получим 
систему равенств: 
(2.2) 
в А + 3*29г х +9& ж +9*9г +в* 2вг х + 
+9<д, X +П7% V, +т£2. гтг X - 8тг* - ВТГ, х ­ . . . т о, 
т^9^/77^х(2^9£^9()+ ^^0-^)9^,+ 
<9Л +9А)+(/-<)9*^+(Мх('29»ьГг +9*Щ*> -=0' 
9 ^ 9 и 9 г х ^ 9 ^ 9 ) х ^ : ( ^ 1 
-(и*)г'ф(гЫ9,х+чу;('+%+...=о. 
В равенствах (2.2) сгруппируем члены с нулевой сте­
пенью X ж приравняем их нулю, положив при этом £ = £ , . 
В результате получится четыре соотношения для определе­
ния коэффициентов ^ , г/) , Ц , 0 ( : 
3*= 
г _ е ъ - 9 Л - 9 & > 
т * * (2.3) 
Если сгруппировать в равенствах (2.2) члены при х. 
и приравнять их нулю, то найдем коэффициенты дг, 1Гг , 
Ы2 , д2 .Но для дальнешего нам достаточно лить зна­
ние коэффициентов с индексами * и I . Соотношения (2.3) 
позволяют получить формулы для коэффициентов 0{ , щ , 
Г</у , не содержащие в правых частях членов с индексом I , 
а лишь с индексом * . Неопределенными пока остаются 
члены , У# , г*^ . , . Что касается величины , 
то из условия тг£%-9*@*—0 следует 
5 > ~ /77 °* (2.4) 
Один из нулевых коэффициентов можно определить вос­
пользовавшись тем, что мы ищем классическое решение, т.е. 
решение с конечными первыми производными. Поскольку сис­
темы ( I . I ) и (1.7) эквивалентны, то необходимым условием 
существования конечных значений ß1 , V1 , W на особой 
линии является равенство нулю числителя выражения F (1.6) 
в точке t откуда находим 
Таким образом, получена асимптотика решения системы 
( I . I ) на особой линии, которая имеет вид (2 .1 ) , где , 
V* , 6м- являются неопределенными параметрами, а , 
М± , (jj , Vf , iJf , Qj выражаются через q+ , гГ# , 
6+ по формулам ( 2 .3 ) ­ ( 2 .5 ) . Более того, асимптотичес­
кий вид решения Q позволяет т первого уравнения (1.7) 
Сразу же найти предельное значение выражения Р 
&/п Р = ^ / 9 , (2.6) 
Система (1 .7 ) , если в ней заменить Р на Р»=9г/д„ 
превращается в систему без особенности и существование 
решения которой, проходящего через точку со значе­
ниями , гГр , и*. , О» , гарантировано общей теори­
ей. На этом факте и построен метод сквозного прохода ч е ­ 0 
рез особую линию. 
Для £ достаточно близких к , когда формула 
(1.6) (в силу ее неопределенности в точке ) стано­
вится непригодной для вычисления значения Р , заменяем 
выражение F его предельньзк значением и переход через 
особую линию обеспечен. При расчетах в качестве предель­
ного можно брать последнее значение Р , вычисленное на 
границе 6 ­ окрестности особой линии. После прохождения 
этой окрестности г снова считается по формуле (1.6) . 
?.к>жно пытаться экстраполировать значение Р , используя 
факт существования предельного значения вида (2 .6) . 
Диаметр £ ­окрестности особой линии зависит от длины 
интервала переменное, на котором 
После нескольких пробных расчетов удавалось подо­
брать так параметры в асимптотике и величину £ , что 
значение Р при переходе через особую линию изменялось 
настолько, насколько оно менялось между смежными узлами 
интегрирования. Интервал, на котором вычислялось решение 
составлял несколько единиц, а окрестность особой линии, 
в которой приводилось определенное вине спрямление, бы­
ла порядка одной сотой. 
3. Численные расчеты 
В этом разделе приведены результаты расчетов трех 
вариантов, отличающихся друг от друга не только значени­
ями параметров <г£ , у? , П ,но и тем, что в них ис­
пользуются разные группы асимптотик на бесконечности. 
В работе [1] приведены три группы асимптотик на беско­
нечности с разньм количеством неопределенных параметров, 
от I до 3. 
Процедура расчетов следующая: фиксируются неопреде­
ленные параметры, выбирается приемлемое значение £ > I 
и решается задача Коти от ^ илево; если решение не до­
ходит до границы ^ = 0 , либо при ^ = 0 оно не удовлет­
воряет условию д(0) 9(0)=1 , то изменяем неопреде­
ленные параметры и повторяем расчеты; так продолжаем 
пока не подберем комбинацию параметров, при которой 
убеждаемся Б существовании решения искомой задачи. 
Во всех трех вариантах % = • % . 
В а р и а н т ! . оС=0 , р=0М , п=-1.5 . 
Эти зьачения параметров оС , уЗ , П , как следует 
из работы [1], попадают в область, где существует пер­
вая группа асимптотик на бесконечности. Именно, для 
достаточно больших | , решение краевой задачи (1 .1 ) , 
(1.2) представимо в виде: 
»~%$К%3АГ' ... ^ (31. 
В данном варианте т =0.125, а значения показателей 
главных членов разложения (3.1) следующие: 
Показатели вторых членов разложения (3.1) на {/т меньше, 
т.е. на 8 единиц меньше. Значение ^=/0 можно считать 
достаточно большим значением аргумента для того, чтобы 
воспользоваться асимптотикой (3 .1 ) . 
Расчеты показывают, что с успехом можно решать задачу 
Коши и от — & и даже от меньших значений ^ , но 
следует постоянно контролировать себя. Дело в том, что 
разброс показателей от ­2 до ­17 означает крайне неравно­
мерную сходимость. Эта неравномерность наталкивает на 
мысль, что при обращении к асимптотике (3 .1 ) , для разных 
функций ^ » » ^ • 9 надо брать разные значения 
аргумента Ц . Можно, например, для б и иг взять 
£ = 2 , а для у н V взять £ =20 ; на интервале 
£2,20] считать лишь два первых уравнения в (1.7) , зану­
лив остальные выражения; от точки ^ = 2 влево решать всю 
систему (1 .7) , взяв в качестве начальных условий для 
функций у и V .вычисленные значения у (2) и у(2) , 
а для функций б и Ы их значения из асимптотики. 
Такой контрольный расчет был проведен и он дал хорошее 
совпадение с результатами решения задачи Коши для системы 
(1.7) от %=5 до нуля. 
Первый этап расчетов варианта I заключался в следу­
ющем: фиксировались У~а=1 , ^ 0 = 1 и решались задачи Коши 
влево от точки £ =5 при 0О • 1,2,3,4. При переходе от 
в0 »3 к 0О =4 произошел качественный скачок в харак­
тере поведения решений задач Коши. На рис.1 отчетливо 
видны 2 типа решений задач Коши: первый тип ­ решения про­
должимые до нуля и при £ -—0 такие, что ^ ­ » 0 , 
0 — , Л—-О , Р оо ) решения не доходят 
до особой линии, но как бы асимптотически к ней приближа­
ются; второй тип ­ решения обрываются, не дойдя ни до осо­
бой линии ни до нуля, точнее при |= —• функция у 
стремится к конечному пределу, а ее производная к беско­
нечности, Б--0 , Р-— — сх> . Классическое решение 
может быть только на границе, разделяющей эти два типа 
решений. 
При уточнении параметра 90 оказалось, во­первых, 
при во * З.б получаются решения первого типа, во­вторых, 
при В0& 3.8 получаются решения второго типа, в­третьих, 
при в о »3.72 удалось пройти С ­окрестность особой линии 
и получить решение на всем интервале Г0,5Д, но со значе­
нием С}(0) в(0)= 0.24 ... 
Рис.1. Решение ^ задачи Коти при ^ »1 и ^о=1 
для разных в о 
Если провести расчет слева от £ •= 0 , используя в 
качестве начальных данных значения полученного при 0 О= 
3.72 решения, то, в зависимости от того с недостатком 
или избытком взять значение д(0) , получится картина, 
как показано пунктиром на рис.1. 
Характерный рисунок седловины является дополнительным 
подтверждением существования классического решения. 
Второй этап расчетов сводится к выбору параметра 40. 
Оказалось, что при уменьшении увеличивается 
Благодаря этому удалось найти л с =0,0469 и уточнить 
90 »3,716, не изменяя 1/0 = / , при которых существует 
решение исходной задачи (1 .1 ) , (1 .2) , удовлетворяющее 
начальному условию с точностью до 4­х знаков, точнее 
д(0)9(0) =1.0001... Поведение функций V ,ъТ ,9 , 
вычисленного решения воспроизведено на рис.2, а поведе­
ние функции ^ ­ на рис.3, на котором приведено 3 
решения ^ искомой задачи, соответствующие трем раз­
личный значениям параметра Ьг0 . 
Рис. 2. Поведение функций V ,Ы, 9 при 
У0= 1 , д0 = 0.0469, 0 О = 3.716 
Изменение параметра У0 влечет за собой изменение 
параметров О0 и 00 , а также смещение точки спрямления 
# Отметин при каких параметрах были получены 2 дру-
гих решения: 
Щ «0,2, д0 ­0.00698, 00=0.2248; 
ХГ0 «5, Д 0 =0.3223, 0 О «63.1877 
Начальное условие удовлетворялось с точностью до 4-х 
знаков. 
1 2 $ 
Рис.3. Зависимость решения ^ от выбора 
параметра ХГ0 
Произвольность параметра 1Г0 позволяет выбрать ре-
шение с нужными свойствами, например, с.монотонной функ-
цией д , как при Щ «0 ,2 , либо с заданным значением 
в нуле и т . д . 
В а р и а н т 2. сС • ­ 2 , ]Ъ «1 .5 , П —1.35 
Из работы \Х\ следует, что эти значения параметров 
попадают в область, где существует I - я и 2­ я группы 
асимптотик на бесконечности. Выпишем 2­ ю группу асимп-
тотик 
В отличие от первой группы асимптотик здесь только 2 
неопределенных параметра гг0 и ^ 0 . При фиксированном 
1Га =0.1 решение задачи Коши, продолжимое до нуля, было 
О К ^ 2 $ 
Рис. 4. Решение задачи (1.1) , (1.2) при ~(Г0 =20, 
а0 »3.694 
о и / * 
Рис.5. Поведение функций о. и 9 , вычисленных 
с использованием 1­ой (сплошные кривые) и 2­ой 
(пунктирные) групп асимптотик. 
найдено при <^о «0,01843, но со значением у(0)9(о)=о.2 
С увеличением У0 увеличивается и <д(0) 9(0). 
Благодаря этому, при У0 =20 и Ц0 =3.694 было най­
дено решение такое, что ^(0)9(0)^1.01... Это решение 
приведено на рис.4. 
Численное решение задачи Коши с использованием 
первой группы асимптотик (3.1) приводит к следующему 
результату: 
для У0 =0.1 при 0,о - V 0.01843 решения задачи Коши 
на интервале/О,I]стремятся к решению задачи Коши, полу­
ченному с использованием 2­ой группы асимптотик (3 .2 ) . 
Для наглядности это свойство решений продемонстри­
ровано на рис. 5. В этом варианте, в отличие от вариан­
та I , изменение параметра дд в 1­ой группе асимптотик 
влечет за собой изменение параметра 90 . Возможно это 
является следствием того, что здесь оСФО . 
Таким образом, для вычисления решения искомой эагачи 
в данном варианте удобнее воспользоваться 2­ой группой 
асимптотик ­ на I параметр меньше. 
В а р и а н т 3. с£ =­4, £ =0.75, П = ­1.7 
Эти значения параметров попадает в область, где 
существует I ­ я и 3­ л группы асимптотик на бесконечности 
(см. [I] ) . Выпишем 3­ ю группу асимптотик 
В отличие от предыдущих групп асимптотик в (3.3) 
лишь один неопределенный параметр д0 . Числовые расчеты 
с использованием асимптотик (3.3) для достаточно широкого 
диапазона изменения параметра Ц0 приводят к довольно 
однообразной картине: все решения задач Коти являются 
решениями 1­го типа, т.е. при £ —» 0 оказывается ^—О, 
с? —»у­ сто . В таблице I приведены характерные значения 
этих решений. Обозначения % т а х и $ т а х введены, чтобы 
отметить точку максимума функции ^ ; гг0 и 90 вычисля­
лись по формулам из (3 .3) . 
В асимптотике (3.3) явно не хватает еще одного пара­
метра, чтобы получить картину поведения решений, как на 
рис .1 . Вывод единственный ­ 3 ­ я группа асимптотик на 
бесконечности в данном варианте не позволяет найти класси­
ческое решение искомой задачи. Численные расчеты с ис ­
пользованием 1­ой группы асимптотик дают возможность найти 
решение задачи ( 1 . 1 ) , ( 1#2 ) . 
Таблица I 
% во > тах во 
0,1 0,00005336 0.С0СС312 0,35 0,373 
С,5 0,119381 0,0195022 1,2 0,32х 
I 3,83619 0,312035 2,2 0,305 
5 П983.1 195,022 8,0 0,264 
12 954568 6470.35 16 0,244 
На рис .6 показано поведение функции О для решений 
задач Коши при ^0=1> 5, 12. 
|Г~ " 1 ~2 3 к 5 | 
Рис. 6. Поведение функции Л при <?0 = 1,5,12. 
Из таблицы 2 (последний столбец) видно, что наиболее 
близко к решению задачи (1 .1 ) , (1.2) находится решение 
задачи Коши при ^ 0 = 1 2 « ^=16407, б ^ Ю 8 . 
Таблица 2 
3(0)9(0) 
0,5 0,076064 1С 0,65 0,04314 
I 1,4587 Ю 2 
А 
0,93 0,11397 
5 139,01 1С4 1,80 0,42457 
12 164С7 ю 3 3,05 1,21535 
Убедившись в принципиальней возможности найти ресе­
ние искомой задачи, мы не стали уточнять параметры <^0 , 
1Г0 , 90 с целью более точно удовлетворить начальное 
условие в (1 .2 ) . Не стали уточнять еще и из­за большой 
потери точности, связанной со значительным разбросом 
порядков величин. Вероятно для расчетов подобных вариан­
тов, когда в асимптотике слишком большой разброс поряд­
г ков, следует прибегать к помощи и традиционного подхода 
­ расчета от особой линии. Наилучшие результаты в таких 
случаях, очевидно,следует ждать от комбинированного 
использования этих подходов. 
В заключение следует отметить, что настоящая работа 
выполнена в рамках совместных исследований газодинамичес­
кой задачи с сотрудниками ИЛ.М им. ^.Б.Келдыаа А.П.'Михай­
ловым и Б.В.Степановой. 
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ЗАКЛЮЧЕНИЕ 
В связи с потребностями прикладных дисциплин возникает 
необходимость в изучении новых классов мотематических 
задач, в частности, существенно нелинейных, я также задач, 
в которых правые части дифференциальных уравнений разрыв­
ны не только по независимой переменной, но и по искомой 
функции. Общих методов их исследования пока не разработа­
но, идет лишь поиск в этом направлении. Необходимость 
исследования таких задач нягаля свое отражение в том 
факте, что АН СССР сконцентрировала усилия для их решения 
в целепой комплексной программе, в рамках которой и прово­
дилось большинство исследований, публикуемых в сборнике. 
В сборник вошли работы математиков ВЦ ЛГУ им.П.Стучки, 
выполненные по госбюджетной теме "Исследование прикладных 
краевых задач с существенными нелинейностями для обыкно­
венных дифференциальных уравнений", координируемой АЛ 
СССР, и работы наших научных коллег из других научных 
учреждений, выполненные по близкой тематике. 
В статьях сборника в основном изучаются существенно 
нелинейные краевые задачи, и главное место здесь занимают 
вопросы существования, единственности, априорной ограни­
ченности решений. Ряд авторов посвятил свои работы иссле­
дованиям дифференциальных неравенств ­ вопросам, имеющим 
важное значение в общей теории краевых задач. Часть 
работ посвящена изучению динамических систем. Изучены и 
конкретные прикладные задачи, в том числе и с применением 
численных методов анализа. 
Получен ряд новых важных результатов по теории и при­
ложениям нелинейных обыкновенных дифферегпда.тмшх урав­
нений, которые представляют интерес для специалистов по 
математической физике для студентов и аспирантов 
специальности прикладная мятемятика, занимающихся иссле­
дованиями практических задач, сводящихся к обыкновенным 
дифференциальным уравнениям. 
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УДК 519.927 
АДЬЮТОВ М.М.. КЛОКОВ В.А. О ЕДИНСТВЕННОСТИ ПОЛОЖИТЕЛЬНОГО 
РЕЕЕНЛЯ ЗАДАЧ!! К О Ш ДЛЯ ОБЫКНОВЕННОГО ДИМЕРЕ!!ЦИА1ЬНСГ0 
УРАВНЕНИЙ ВТОРОГО ПОРЯДКА // КРАЕВЫЕ ЗАДАЧИ ОБЫКНОВЕННЫХ 
ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ.­ РИГА: ЛГУ ИМ.П.СТУЧКИ, 1987,­
ДОКАЭАНО, ЧТО ЗАДАЧА КОШИ 
х(0)= х'(0)=О 
ИМЕЕТ ЕДИНСТВЕННОЕ ПОЛОЖИТЕЛЬНОЕ РЕШЕНИЕ, ЕСЛИ ФУНКЦИЯ / 
ПОЛОЖИТЕЛЬНА, НЕПРЕРЫВНА И УДОВЛЕТВОРЯЕТ УСЛОВИИ ЛИПШИЦА­' 
ПО ВТОРОМУ И ТРЕТЬЕМУ АРГУМЕНТАМ. ПРИВЕДЕН ПРИМЕР, ПОКАЗЫ­
ВАЮЩИЙ СУЩЕСТВЕННОСТЬ ЗАТРЕБОВАННЫХ ОГРАНИЧЕНИЙ НА ФУНКЦИЮ 




ЗВЯГИНЦЕВ А.И. О ЕДИНСТВЕННОСТИ ЭКСТРЕМАЛЬНОЙ ФУНКЦИИ // 
КРАЕВЫЕ ЗАДАЧИ ОБЫКНОВЕННЫХ ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ.­
РИГА: ЛГУ ИМ.П.СТУЧКИ, 1987.­ 0112­18. 
ПОКАЗЫВАЕТСЯ ЗАВИСИМОСТЬ КОЛИЧЕСТВА ЭКСТРЕМАЛЬНЫХ 
ФУНКЦИЙ ОТ ВЕЛИЧИНЫ {"М'о Мп В ЗАДАЧЕ 
где / 7 * 2 , /*Х4/г-<, 1=Со,£3, 0</<~°, 
­ ПРОСТРАНСТВО СОБОЛЕВА, 




Колосов А.И. ОБ СДНОП ОБРАТНОЙ КРАЕВОЙ ЗАДАЧЕ Д1Я ОДНОРОД­
НЫХ Д1Ф2ЕРЕН11>1АЛЬШХ yPASÍiffiiÜ// Краевые задачи обыкновении­
ных^ифф^ер^нциалькых уравнений.­ Рига: ЛГУ им.П.Стучки, 
Расматривается краевая задача 
Fj (xt (О), xr(i))=0, 
F (xp(0), xp(1)) = 0, 
где Л ­ (Als). f:R+>fr-RK; Fj:R'n-R; 
F: r?¿­*_/?, (£.p,re{i,n), i=i,n; / ­ /, n-u 
$= 1,k). 
У» F; , F удовлетворяют определенному условию одно­
ррдности/ 1 . 
Под решением задачи понимается пара ( А , xA(i)J и решение шлется на множестве функций х(т) , одна опре­
деленная компонента которых изменяется монотонно на всем 
интерзале исследования. 
Исходная задача приводится к эквивалентной ей задаче, 
не зависящей явным образом от Ái$ , и которая может 
быть исследована методами нелинейного анализа. 
Библиогр.6 назв. 
Армане М.А. Звягинцев А.И. О ФУНКЦИИ ГРИНА МНОГОТОЧЕЧНОЙ 
КРАЕЗОк ЗАДАЧИ // Краевые задачи обыкновенных дифферен­
циальных уравнений,­ Рига: Ж У им.П.Стучки, 1937.­ С.19­30. 
Приводятся точные интегральные оценки для производных 
Функций Грина трехточечной и четырехточечней краевых задач. 
БиблиогрЛ назв. 
УДК 517.927.4 
Виржбипкий Я.В. НЕОБХОДИМЫЕ И ДОСТАТОЧНЫЕ УСЛОВИЯ РАЗРЕШИ­
МОСТИ ДВУХТОЧЕЧНОЙ КРАЕВОЙ ЗАДАЧИ// Краевые задачи обыкно­
венных дифференциальных уравнений.­ Рига: ЛГУ им.П.Стучки, 
Для краевой задачи 
(x'(i)=f(t,X,x>), 
\ ОЫа), x(8),xl(a),x'(S))^ у , 
Й(х(а), х(ё), х'(а), х'(6))= h , {d4X<fi, 
где je.Car(I*R',R), G,H<z C(R**R',R), at и p -
обобщенные нижняя и верхняя функции, найдены необходимые 
и достаточные условия разрешимости при фиксированной Q . 
Библиогр.5 назв. 
Столяр В.П. О СИНГУЛЯРНОЙ КРАЕВОЙ ЗАДАЧЕ ДЛЯ СИСТЕМЫ 
КВАЗИЛИНЕЙЫХ даФ5ЕРЕНЦ;1АЛЫ1ЫХ УРАВНЕНИЙ// Краевые задачи 
обыкновенных дифференциальных уравнений.­ Рига: ЛГУ им.П. 
Стучки, 1987.­ CT4I­52. 
Приводится ряд теорем о свойствах решений краевых за­
дач для дифференциальных систем вида 
Х ' = p(l)X+j(i,X), 
где матрица линейной части предполагается приведенной к 
виду, близкому к треугольному. 
Библиогр.8 назв. 
в случае непрерывной, положительной функции Q:[0,12—'Я 
Библиогр.2 назв. J 
УДК 517.911.7 
Лепин А.Я. АПРИОРНАЯ ОГРАНИЧЕННОСТЬ ПРОИЗВОДНЫХ ДЛЯ ДИЙ­
ФРРЕНЦИАЛЬНЫХ НЕРАВЕНСТВ// Краевые задачи обьоиювенных 
дифференциальных уравнений.­ Рига: ЛГУ им.П.Стучки, 1987.­
х у­ хх у­ J(t)= О, 
Для дифференциальных неравенств 
F-(x)*x(n>< F+(x), lxllp<M0, 
где пе{2,3,..}, F.,F. :AC„J[a,6],R)+L(Ca,6],R), 
Лепин Л.А. РАЗРЕИЖССТЬ ОДНО" НЕЛИП&НСП КРАЕЗСл ЗАДАЧИ ' 
ЧЕТВЕРТОГО ГЕРЯДКА// Краевые задачи обыкновенных дифферен­
циальных уравнений.­ Рига: ЛГУ им.П.Стучки, 1987.­ С.69­72. 
Доказана разрешимость краевой задачи 
обыкнозенных дифференциальных уравнений.­ Рига: ЛГУ им.П. 
е рассмат^ 
вой задачи для достаточно общего дифферёнциальногикте.граль­
ного уравнения. Получено уравнение для функции, связанной 
с функцией Грина. В качестве примеров рассмотрены задачи 
для дифференциального и интегро­ди^ференциального уравне­
ний, для дифференциального уравнения нейтрального типа. 
Библиогр.б назв. о 
УДК 517.927 
Цепитис Я.В. К ВОПРОСУ О СУЩЕСТВОВАНИИ ОГРАНИЧЕННОГО РЕ­
ШЕНИЯ УРАВНЕНА ЗТОРСГО ПОРЯДКА С № Ж Ш ОСОБЕН­
НОСТЬЮ// Краевые задачи обыкновенных дифференциальных 
уравнений.­ Рига: ЛГУ им.П.Стучки, 1987.­ С.91­100. 
Для уравнения 
при предположении, что Т>0 либо Т=-юо 
для любых <?е (О, Г), Г е (8,Т) /*Саг(С6,&* 
/? ) сформулированы в терминах обобщенных нижних и 
верхних функции условия существования ограниченного вместе 
с производной решения х: Со, Т) — Я удовлетворяющего 
при некотором с е ) ? условию х'(0)=сх(0). 
Библиогр.З казв. 
Быкадоров Ю.А. О СВОЙСТВАХ ФУНКЦИИ ГРИНА/^Краевые^ задачи 
в рент 
Стучки, 1987.­0.63­90. 
В стать риваются свойства функции Грина крае­
УДК 517.927 
Садцрбаев Ф.К. С РЕШЕНИЯХ ЗАДАЧИ НЕЛМАЧА// Краезые задачи 
обыкновенных дг­ффетэенциальных уравнений,­ Рига: ЛГУ им. 
П.Стучки, 1 9 3 ? . ­ c : i ï î ­ I I 4 . 
Приводятся сценки снизу числа решений краевой задачи 
x"=j({,x,x'), х'(0) = х'(0=-0, (1> 
где c'([o,iJ*R*,R) . 3 частности утверждается 
что, если существуют oC,ß ­ нижняя и верхняя функции 
задачи ( I ) , решения с начальными дакныуи х'(0) = 0, 
х (Oje £oC(O),ß(0)J продолжимы на ГС, 1J и существует ре­
сение * задачи ( I ) такое, что оС(t)<$&),?ß(vim 
£0,lj и решение h линейной задачи h " = f 3 e , ( t , £ , t ' , h ' + *fx(é,^,%',h,h(O)silhXo)-0 имеет ровно/77­У нуль а [0,1] причем 7 НО) И'(1)-< О , то существует еще не менее 
2 т реоений задачи ( I ) . 
УДК 517.527 
Беспалова С.А. ОБСДОГ. КРАЕБС;. ЗАДАЧЕ ДЛЯ СИСТЕМ ОДУ 
ТРЕТЬЕГО ИЖЯДКА// краевые задачи обыкновенных дифферен­
циальных уравнений.­ Рига: ЛГУ им.П.Стучки, 1987.­ С.101— 
х1С. 




х(0)^х0, у(0)=уо, у(<Г) = Уг> 
где / , У , С(I* Я3), ^ е ^ = [ 0 , Т ] , доказывается су­




УДК 517.938.4 \ 
РейнфелЕ A.A. Г7ЛДКАЯ ЭКВИВАЛЕНТНОСТЬ Ц/^ШЩ'^АШЖ 
УРАШЖПЗ Б ОДШШОЫ СЛУЧАЕ// Краевые задачи обыкковен­
нкх^иф^е^екциальньк уравнений,­ Рига: ЛГУ им.П.Стучки, 
В работе рассматривается дифференциальное уравнение 
х»д(х) в окресности начала координат. х!роведен полный 
анализ приводимости к нормальной форме. 
Библиограф.13 назв. 
Каневский А.Я. КЕПРЕРЬВНШ ФУНКЦИИ, МОНОТОННЫЕ ВДОЛЬ ИН­
ТЕГРАЛЬНЫХ КРИВЫХ// Краевые задачи обыкновенных дифферен­
циальных уравнений.­ Рига: ЛГУ иы.П.Стучки, 1987.­ С.115­
Для уравнения без единственности решений приведены 
достаточные условия существования непрерывной функции, 
производная в силу уравнения которой является отрицатель­
но определенной. Сака функция определена в некоторой ок­< 
§естности оси времени. иблиограф.1 назв. 
УДК 517.927 
Гудков В.В. О ЧИСЛЕННОМ РЕШЕНИИ ОДНОЙ АВТОМОДЕЛЬНОЙ ЗАДАЧИ 
ГЗЗОВОв ДИНАМИКИ С НЕЛИНЕЙНОЙ ШЖПРОВДНССТЬЮ// Краевые 
задачи обыкновенных дифференциальных уравнений.­ Рига: ЛГУ 
им.П.Стучки, 1987.­ С. 133­149. 
Предполагается методика и приводятся результаты чис­
ленного решения автомодельной задачи газовой динамики 
с краевыми условиями 
д(о) 8(о)= 1, 
&т а(Ь) = &т и(£) = /¿/77 г*г(Ь)= О. 
\ ~ ~ 7 * I * 
Представлены три варианта расчетов. Дана асимптотика реше­




Гудков В.В. О ЧИСЛЕННОМ РЕШЕНИИ ОДНОЙ АВТОМОДЕЛЬНОЙ ЗАДАЧИ 
ГАЗОВОЙ ДИНАМИКИ С НЕЛПНЕЖОЙ ТЕ1Ж)11РОВДНОСТЫ)// Краевые 
задачи обыкновенных дифференциальных уравнений.­ Рига: ЛГУ 
им.Л.Стучки, 1987,­ &\ 133449. 
Предполагается методика и приводятся результаты чис­
ленного решения автомодельной задачи газовой динамики 
у'9+ув'+ т$гг'=ету, 
т$<}в'+(1-]{)т$<],8-({-руъ*,= (п-{К)(}6, 
в' = -и9-^-'"с 
с краевыми условиями 
д (о) 9(о)= 4, 
а(Ь) = &т ъг(Ь) = £т7 иг(ь) т О. 
5 1 — *—» 
Представлены три варианта расчетов. Дана асимптотика реше­
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