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We propose a quantum algorithm that emulates the action of an unknown unitary transformation
on a given input state, using multiple copies of some unknown sample input states of the unitary
and their corresponding output states. The algorithm does not assume any prior information about
the unitary to be emulated, or the sample input states. To emulate the action of the unknown
unitary, the new input state is coupled to the given sample input-output pairs in a coherent fashion.
Remarkably, the runtime of the algorithm is logarithmic in D, the dimension of the Hilbert space,
and increases polynomially with d, the dimension of the subspace spanned by the sample input
states. Furthermore, the sample complexity of the algorithm, i.e. the total number of copies of the
sample input-output pairs needed to run the algorithm, is independent of D, and polynomial in d.
In contrast, the runtime and the sample complexity of incoherent methods, i.e. methods that use
tomography, are both linear in D. The algorithm is blind, in the sense that at the end it does not
learn anything about the given samples, or the emulated unitary. This algorithm can be used as a
subroutine in other algorithms, such as quantum phase estimation.
PACS numbers:
I. INTRODUCTION
A universal quantum simulator is a machine that can
be programmed to mimic the dynamics of other quan-
tum systems [1]. The time evolution of the simulator
obeys the same equations of motion as the evolution of
the simulated system. A universal quantum emulator,
on the other hand, is a machine that mimics the input-
output relation of another system, by looking to the out-
put of that system on some sample input states. Unlike
a simulator, an emulator does not need to obey the same
dynamical equations as of the emulated system.
In this Letter we introduce a quantum algorithm that
emulates the action of an unknown unitary transforma-
tion on new given input states. The algorithm couples
the new input state to multiple copies of some unknown
sample input-output pairs, that is copies of some input
states of the unitary as well as copies of the corresponding
output states. We do not assume any prior information
about the unitary to be emulated, or the given sample
input states. The algorithm emulates the action of the
unitary on any given state in the subspace spanned by
the previously given input states, which could be much
smaller than the system Hilbert space. Indeed, we are
interested in the cases where d, the dimension of this
subspace is constant or, at most, polylogarithmic in D,
the dimension of the system Hilbert space.
Obviously, having multiple copies of sample input-
output pairs we can perform measurements on them, and
using state tomography find an approximate classical de-
scription of these states in a standard basis. This, in
turn, yields the classical description of the unknown uni-
tary transformation, which then can be used to simulate
its action on the new given states. This approach, how-
ever, is highly inefficient and impractical: First of all,
state tomography in a large Hilbert space is a hard task
and requires lots of copies of the sample states. Second,
even if we find an approximate classical description of
the unitary transformation, or if we are given its exact
description, in general we cannot implement this trans-
formation on a new given state efficiently.
More precisely, the approaches based on tomography
run in time Ω(D) and need Ω(D) copies of state, where
D is the dimension of the system Hilbert space. In con-
trast, the runtime of the algorithm proposed in this work
is O(logD) and polynomial in d, and its sample com-
plexity, i.e. the total number of copies of the sample
input-output pairs that are needed to run the algorithm,
is independent of D and polynomial in d. Therefore, our
algorithm is not only exponentially faster than the ap-
proaches based on tomography, its sample complexity is
also dramatically lower.
It is interesting to compare this result with the scenario
studied in [2], where one wants to learn an unknown uni-
tary U by applying it for a finite number of times to some
quantum states, so that later, when we do not have access
to U , we can reproduce its effect on a new input state. It
turns out that the strategy that maximizes the average
fidelity, where the average is taken over all states in the
Hilbert space, is an incoherent measure-and-rotate strat-
egy, i.e. a method that uses tomography [2]. In contrast
to this result, our work shows that under the practical
assumption that the action of the unitary should be em-
ulated in a low-dimensional subspace, and not the entire
Hilbert space, the coherent methods are much more pow-
erful than the incoherent ones.
This algorithm is blind, in the sense that at the end it
does not learn anything about the given samples, or the
emulated unitary. Although the algorithm uses a ran-
domized technique, it always generates an output with
high fidelity with the desired output state. Therefore, it
can be used as a subroutine in larger algorithms, such
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2as quantum phase estimation. Another possible appli-
cation of this algorithm is to use it to cancel the effect
of an unknown unitary channel, without doing process
tomography and finding the description of the unitary.
Furthermore, the algorithm could be useful in the cases
where we can prepare the input and the corresponding
outputs of a unitary transformation efficiently, but we do
not know how to implement the unitary itself.
II. PRELIMINARIES
We first present the algorithm for the special case of
pure sample states, and later explain how it can be gen-
eralized to the case of mixed states as well.
Let Sin = {|φink 〉〈φink | : k = 1, · · · ,K} be a set of sample
input states of the unitary U and Sout = {|φoutk 〉〈φoutk | =
U |φink 〉〈φink |U† : k = 1, · · · ,K} be the corresponding out-
puts. Let Hin and Hout be the subspaces spanned by
{|φink 〉 : k = 1, · · · ,K} and {|φoutk 〉 : k = 1, · · · ,K} re-
spectively, and d be the dimension of these subspaces.
We assume the set of input samples Sin contains suffi-
cient number of different states to uniquely determine
the action of U on the subspace Hin (up to a global
phase). It can be easily shown that having the classi-
cal description of the input and output states in Sin and
Sout we can uniquely determine the action of U on any
input state |ψ〉 ∈ Hin (up to a global phase), if and only
if the matrix algebra generated by Sin, that is the set
of polynomials in the elements of Sin, is the full matrix
algebra on Hin, i.e. contains all operators with supports
contained in Hin1. Therefore, in the following we natu-
rally assume this assumption is satisfied. Furthermore,
we assume K the number of different sample input states
in Sin is poly(d).
To implement the algorithm, we need multiple copies
of each sample state in Sin and Sout. Interestingly, at the
end of the algorithm most of these states remain almost
unaffected. Indeed, the main use of the given copies of
sample states is to simulate controlled-reflections about
these states.
Let Rin(k) = eipi|φ
in
k 〉〈φink | and Rout(k) = eipi|φ
out
k 〉〈φoutk |
be the reflections about the input and output states |φink 〉
1 If we know how unitary U transforms elements of Sin, then we
also know how it transforms any operator in the matrix algebra
generated by the elements of Sin. Therefore, if Sin generates the
full matrix algebra on Hin, then we know how U transforms any
density operator with support contained in Hin. On the other
hand, if Sin does not generate the full matrix algebra on Hin,
then its commutant contains unitaries that are block-diagonal
with respect to Hin, and act non-trivially on this subspace. For
any such unitary V , unitaries U and UV act exactly in the same
way on all the input states in the set Sin. Therefore, just hav-
ing the classical description of states in Sin and Sout, we cannot
distinguish unitaries UV and U , for any unitary V in the com-
mutant of Sin, even though they act differently on states in Hin.
This proves the claim.
and |φoutk 〉, respectively. In the proposed algorithm we
need to implement the controlled-reflections Rina (k) and
Routa (k), defined as
Ra(k) = |0〉〈0|a ⊗ I + |1〉〈1|a ⊗ eipi|φk〉〈φk| , (2.1)
where a is the label for the control qubit, and I is the
identity operator on the main system. Note that we have
suppressed the superscripts in and out in both sides.
Using the given copies of the sample states, we can ef-
ficiently simulate these controlled-reflections via the den-
sity matrix exponentiation technique of [3]. Based on this
technique, in the Supplementary Material we present a
new simple quantum circuit that uses n copies of an un-
known state σ to simulate the unitary e−itσ, or its con-
trolled version |0〉〈0|⊗I+|1〉〈1|⊗e−itσ, for any real t, with
error  = O((t2+1)/n), and in time O(n log(n)×log(D)),
where D is the dimension of the Hilbert space (See Ap-
pendix C). This circuit only uses single qubit gates and
controlled-Fredkin gates, i.e. the controlled-controlled-
SWAP gates [4]. In the simplest case where the system
is a qubit (D = 2), this circuit is basically simulating
the Heisenberg interaction between the system and each
given copy of state σ.
Therefore, in the following, where we present the algo-
rithm, we assume all the controlled-reflections {Ra(k) :
1 ≤ k ≤ K} can be efficiently implemented.
To simplify the presentation, we use the notation
Wa(k) ≡ Ra(k)HaRa(1), where again we have sup-
pressed in and out superscripts in both sides. Here
Ha denotes the Hadamard gate H acting on qubit a,
where H|0〉 = |+〉 and H|1〉 = |−〉, and |±〉 = (|0〉 ±
|1〉)/√2. The algorithm also uses a SWAP gate defined
by SWAP|ν〉|µ〉 = |µ〉|ν〉, for any pair of states |µ〉 and
|ν〉.
III. THE ALGORITHM (SPECIAL CASE)
In this section we present and analyze the algorithm
for the universal quantum emulator, in the special case
where all the sample input-output pairs are pure states.
Later, we present several generalizations of this algo-
rithm, including to the case where the given samples con-
tain mixed states.
Fig.(1) exhibits the quantum circuit that emulates the
action of an unknown unitary transformation U on any
given state |ψ〉 in the input subspace Hin. For a general
input state, which is not restricted to this subspace, this
circuit first projects the state to this subspace, and if
successful, then applies the unitary U to it.
In this algorithm (k1, · · · , kT ) are T integers chosen
uniformly at random from integers 1, · · · ,K, where T is
a constant that determines the precision of emulation,
and we choose it to be polynomial in d, and independent
of D. Furthermore, state |φin1 〉 (and |φout1 〉) is one of the
sample input states (and its corresponding output) which
is chosen randomly at the beginning of the algorithm,
3FIG. 1: The quantum circuit for emulating unitary transformation U for the special case of pure input-output sample pairs.
Here k1, · · · , kT are T = poly(d) integers chosen uniformly at random from integers 1, · · · ,K. We use the given copies of
sample states in Sin and Sout to simulate the controlled-reflections R
in
a (k) and R
out
a (k), respectively.
and is fixed during the algorithm. In steps (i) and (iv) of
the algorithm we implement, respectively, the unitaries
W inai (ki) and W
out
ai
†
(ki) on the system and qubit ai, for
i = 1, · · · , T . As we explained before, all the conditional
reflectionsRina (k) andR
out
a (k) can be efficiently simulated
using the given copies of states |φink 〉 and |φoutk 〉.
In step (ii) of the algorithm we perform a qubit mea-
surement in the computational basis {|0〉, |1〉}. Then,
after the measurement with probability 1−〈ψ|Πin|ψ〉 we
get outcome b = 1, in which case we project the system
to a state close to (I − Πin)|ψ〉/
√
1− 〈ψ|Πin|ψ〉, where
Πin is the projector to the subspace Hin. On the other
hand, with probability 〈ψ|Πin|ψ〉 we get the outcome
b = 0, in which case the final state of circuit is close
to UΠin|ψ〉/
√〈ψ|Πin|ψ〉. In this case the algorithm con-
sumes a copy of state |φout1 〉, and returns a copy of state
|φin1 〉.
Note that, although the algorithm uses random inte-
gers (k1, · · · , kT ), for sufficiently large T it always trans-
forms the input state |ψ〉 ∈ Hin to a state with high
fidelity with the desired output state U |ψ〉.
A. How it works
To simplify the following discussion, we first assume
the initial state |ψ〉 is in the input subspace Hin, and
then we consider the general case.
To understand step (i) of the algorithm, we first focus
on the reduced state of the system. From this point of
view, during step (i) we are trying to erase the state of
system and push it into |φin1 〉, a state which is chosen
randomly from the sample input set Sin. This erasing is
done by repetitive measuring and conditional mixing.
Consider the first round of step (i), where we have
randomly chosen integer k1 in 1, · · · ,K, and apply the
unitary W (k1) = Ra1(k1)Ha1Ra1(1) to the system and
qubit a1 initially prepared in state |−〉. The effect of
this transformation on the reduced state of system can
be interpreted in the following way: we perform a mea-
surement in {P = |φin1 〉〈φin1 |, P⊥ = I − P} basis, and if
the system is found in state |φin1 〉, we leave it unchanged;
otherwise, we apply the random reflection Rin(k1) to it.
Tracing over qubit a1, and averaging over the values of
k1, we find that the overall effect of this transformation
on the reduced state of system can be described by the
quantum channel W(ρ) = PρP +D(P⊥ρP⊥), where
D(ρ) = 1
K
K∑
k=1
Rin(k) ρ Rin(k) . (3.1)
In step (i) we repeat the above procedure for T times with
T different ancillary qubits and random integers. Using
the facts that (1) ancillary qubits are initially uncorre-
lated with each other, and (2) different random integers
k1, · · · , kT are statistically independent of each other, we
find that at the end of step (i) the average reduced state
of system is described by state WT (|ψ〉〈ψ|).
Next, recall the assumption that the input set Sin gen-
erates the full matrix algebra in Hin, an assumption
which is crucial for being able to uniquely determine
the action of U on Hin. Interestingly, this assumption
now translates to the fact that channels D and W have
unique fixed point states with support contained in Hin,
namely the totally mixed state in Hin, and |φin1 〉〈φin1 | re-
spectively2. Furthermore, since the reflections Rin(k) are
2 The fixed points of the unital channel D are the commutants
4block diagonal with respect to the input subspace Hin,
channels D and W map any initial state inside Hin to a
state with support contained in this subspace. It follows
that for any initial state |ψ〉 ∈ Hin, at the end of step (i)
with probability almost one the system should be in state
|φin1 〉. More precisely, the probability of finding the sys-
tem in a state orthogonal to |φin1 〉 is exponentially small
in T .
To summarize, in step (i) we erase the initial state of
system and push it into state |φin1 〉. The fact that we
have enough resources to uniquely determine the action
of unitary U on any state in the input subspace Hin,
translates to the fact that any state in this subspace can
be erased in a coherent unitary fashion.
But quantum information is conserved during a uni-
tary evolution. This means that all the information
about state |ψ〉 should now be encoded in the ancil-
lary qubits a = a1 · · · aT . Furthermore, since we start
with a global pure state, and since at the end of step
(i) the reduced state of system is close to a pure state,
we find that the joint reduced state of ancillary qubits a
should also be close to a pure state, denoted by |Ψ(k)〉a.
Note that in addition to state |ψ〉, state |Ψ(k)〉a also de-
pends on the sample set Sin, and the random integers
k ≡ (k1, · · · , kT ). We conclude that at the end of step
(i) with high probability the system and ancillary qubits
a are in the product state
[
W inaT (kT ) · · ·W ina1(k1)
] |ψ〉|−〉⊗T ≈ |φin1 〉|Ψ(k)〉a . (3.2)
Next, in step (ii) we basically perform a measurement
on the system in {P = |φin1 〉〈φin1 |, P⊥ = I − P} basis.
At this point we know that for any initial state |ψ〉 ∈
Hin with probability almost one the system should be in
state |φin1 〉, in which case the measurement projects the
ancillary qubit to state |0〉. On the other hand, if we
project the qubit to state |1〉 it means the erasing has
not been successful.
Finally, assuming |ψ〉 ∈ Hin, we find that applying
steps (iii) and (iv) maps the system to state U |ψ〉. This
can be seen by multiplying both sides of Eq.(3.2) in uni-
tary U , and using the facts that U |φin1 〉 = |φout1 〉, and
of its Kraus operators, i.e. the commutants of the reflections
{Rin(k) = I − 2|φink 〉〈φink | : k = 1, · · · ,K}. Since {|φink 〉〈φink | :
k = 1, · · ·K} generates the full matrix algebra on Hin, it turns
out that the only fixed points of D with support contained in Hin
are multiples of the identity operator on this subspace. In the
case of W, definition W(τ) = PτP + D(P⊥τP⊥) implies that
any fixed point τ of this channel satisfies P⊥D(P⊥τP⊥)P⊥ =
P⊥τP⊥. Since D is trace-preserving, this can hold if and only
if P⊥τP⊥ = 0, or P⊥τP⊥ is a fixed point of D. The fact that
the only fixed points of D with support contained in Hin are the
multiples of the identity operator on Hin, implies that the latter
case is impossible. We conclude that the unique fixed point state
of W with supports contained in Hin is |φin1 〉〈φin1 |.
(U ⊗ Ia)W ina (k)(U† ⊗ Ia) = W outa (k). This implies[
W outa1
†
(k1) · · ·W outaT
†
(kT )
]
|φout1 〉|Ψ(k)〉a ≈ U |ψ〉|−〉⊗T .
(3.3)
Eq.(3.3) means that, after step (ii) by preparing the sys-
tem in the output sample state |φout1 〉, which is given to
us, and running all the operations in step (i) backward,
with unitaries Rina (k) replaced by R
out
a (k), we get state
U |ψ〉 at the end.
Using the fact that all unitaries Wa(k) =
Ra(k)HaRa(1) act trivially on the subspace orthogonal
to Hin, it can be easily seen that for a general input
|ψ〉, which is not contained in Hin, the algorithm first
performs a projective measurement that projects the
input state to the subspace Hin, or the orthogonal
subspace. Then, if the system is found to be in Hin,
which corresponds to outcome b = 0 in the measurement
in step (ii), it applies the unitary U to the component of
state in this subspace.
In the Supplementary Material we prove the following
quantitative version of the above argument: Suppose we
implement the quantum circuit presented in Fig. 1, us-
ing perfect controlled-reflections Ra(k). Let EU be the
quantum channel that describes the overall effect of the
circuit on the system, in the case where we do not post-
select based on the outcome of measurement in step (ii),
which means we do not care if erasing has been success-
ful or not. Then, for an arbitrary input state ρ, the
(Uhlmann) fidelity [5, 6] of EU (ρ) and the desired state
UρU† satisfies
F(EU (ρ), UρU†) ≥ perase(ρ) = 〈φin1 |WT (ρ)|φin1 〉 , (3.4)
where perase(ρ) is the probability that we have success-
fully erased the state of system (and pushed it into state
|φin1 〉), which corresponds to outcome 0 in the measure-
ment (See Appendix A). On the other hand, if we posts-
elect to the cases where the erasing has been successful,
then for pure input state ρ, the fidelity between the out-
put of the algorithm and the desired state UρU† is lower
bounded by
√
perase(ρ).
Interestingly, as we show in the Supplementary Mate-
rial, Eq.(3.4) holds in a much more general setting: sup-
pose we run the above algorithm with any other choice of
unitaries W ina (λ) and W
out
a (λ) = (U⊗Ia)W ina (λ)(U†⊗Ia)
that couple the system to a qubit a, where λ is a ran-
dom parameter chosen according to a probability distri-
bution p(λ). Then, Eq.(3.4) still holds for the channel
W(τ) = ∑λ p(λ)Tra(W ina (λ)[τ ⊗ |−〉〈−|a]W ina †(λ)). In
the Supplementary Material we use this generalization
to extend the algorithm to the case where the samples
contain mixed states.
Eq.(3.4) best captures the working principle behind
this algorithm, which can be called emulating via coher-
ent erasing. Note that using this equation we can deter-
mine for which input states, the emulation works well: if
we have the required resources to coherently erase state
ρ and bring the system to a pure state which we know
5how transforms under unitary U , then we can emulate
the action of unitary U on ρ.
B. Coordinates of the input state relative to the
samples
As we saw before, at the end of step (i) all the infor-
mation about the input state |ψ〉 is encoded in the an-
cillary qubits. Finding the explicit form of this encoded
version of state clarifies an interesting interpretation of
this algorithm: step (i) of the algorithm finds the coor-
dinates of the input state |ψ〉 relative to the frame de-
fined by the input samples |φink1〉, · · · , |φinkT 〉. Then, step
(iv) reconstructs the state with exactly the same coordi-
nates relative to the frame defined by the output samples
|φoutk1 〉, · · · , |φoutkT 〉.
Let |t〉a = |1〉⊗t ⊗ |0〉⊗(T−t) be the state of qubits
a1 · · · aT , in which at+1 · · · aT are all in state |0〉, and
the rest of qubits are in state |1〉. Then, at the end of
step (i) the joint state of the system and a = a1 · · · aT is
given by
|φin1 〉
T−1∑
t=0
〈φin1 |ψ(t,k)〉 |t〉a + |ψ(T,k)〉|T 〉a , (3.5)
where the (unnormalized) vectors |ψ(t,k)〉 are defined via
the recursive relation
|ψ(t+ 1,k)〉 = Rin(kt+1)P⊥|ψ(t,k)〉 , (3.6)
and |ψ(0,k)〉 = |ψ〉3. The argument in the previous sec-
tion implies that for initial state |ψ〉 ∈ Hin, the typical
norm of |ψ(t,k)〉 is exponentially small in t, and hence for
sufficiently large T the last term in Eq.(3.5) is negligible.
It follows that this expansion indeed describes a general
recursive method for specifying any vector |ψ〉 ∈ Hin in
terms of the scalars {〈φin1 |ψ(t,k)〉 : t = 0, · · · , T − 1}.
These scalars only depend on the relation between |ψ〉
and states |φink1〉, · · · , |φinkT 〉, i.e. applying the same uni-
tary transformation on |ψ〉 and these states leaves them
invariant. We can interpret these scalars as the coor-
dinates of vector |ψ〉 relative to the frame defined by
states |φink1〉, · · · , |φinkT 〉. Then, in this language, the step
(i) of the algorithm is a circuit for finding the coordi-
nates of the given state |ψ〉 relative to the input frame
|φink1〉, · · · , |φinkT 〉. Note that because of the no-cloning the-
orem [7], in order to find the coordinates of a quantum
state in a reversible fashion and encode it in the ancillary
qubits, we need to erase the state of system.
Therefore, the step (i) of this algorithm provides an
efficient reversible method for finding the coordinates of
3 Note that we only use a (T + 1)-dimensional subspace of the 2T -
dimensional Hilbert space of the ancillary qubits. Indeed, this
algorithm can be easily modified to be implemented using only
O(log T ) ancillary qubits.
a given state with respect to a general frame, using mul-
tiple copies of states corresponding to that frame 4. This
method can be useful for other applications, where in-
stead of implementing operations on the system directly,
we first find the coordinates of state of system with re-
spect to other quantum states, implement an operation
on the coordinates, and then transform the state back to
the physical space.
C. Runtime and error analysis
It follows from Eq.(3.4) that if we run the circuit in
Fig.(1) with ideal controlled-reflections, then for any ini-
tial state |ψ〉 ∈ Hin, the trace distance between the out-
put of the circuit and the desired state U |ψ〉 is less than
or equal to , provided that we choose
T ≥ d× log(8d
−2)
1− |λD| , (3.7)
where λD is the eigenvalue of channel D with the second
largest magnitude (See Appendix B). Therefore, as one
expects from the discussion in the previous section, the
runtime is mainly determined by the the mixing time of
the random unitary channel D, or equivalently, its spec-
tral gap 1− |λD|.
It turns out that in the actual algorithm for the uni-
versal quantum emulator, where we need to simulate the
controlled-reflections using the given copies of sample
states, the dominant source of error is due to the im-
perfections in these simulations. In the Supplementary
Material we show that for initial state |ψ〉 ∈ Hin, the
transformation |ψ〉 → U |ψ〉 can be implemented with er-
ror  > 0 in the trace distance, using
Ntot = O˜
( d2 × −1
(1− |λD|)2
)
(3.8)
total copies of sample states, and in time ttot = O˜(Ntot×
logD), where O˜ suppresses more slowly-growing terms
(See Appendix B 2). Note that the only place where D,
the dimension of Hilbert space, shows up in the analysis
is in the simulation of the controlled-reflections.
D. Optimality
In contrast with the approaches based on tomography,
whose runtime and sample complexity both scales (at
4 The given copies of each sample state can be interpreted as a
Quantum Reference Frame (QRF) for a direction in the Hilbert
space. A QRF usually refers to a reference frame for physical
degrees of freedom, such as position or time, which is treated
quantum mechanically [8–12]. In contrast, here we are using the
concept of QRF in a more abstract sense. Therefore, the relevant
symmetry group, which for the standard QRF’s is usually the
groups such as SO(3), U(1) or ZN [8–12], in this case is SU(D).
6least) linearly with D, the runtime ttot of the above al-
gorithm is only logarithmic in D, whilst its sample com-
plexity Ntot is independent of D.
In general, the lowest achievable runtime is lower
bounded by Ω(logγ D), where γ is a constant of order
one depending on the circuit architecture. This is be-
cause, in general, the state of each qubit in the desired
output state U |ψ〉 depends non-trivially on the state of
all other qubits in state |ψ〉, as well as the state of all
qubits in the sample states. This means that the run-
time of the algorithm is bounded by the minimum time
required for information about one qubit in the system
to propagate to all other qubits. Since the quantum cir-
cuit is formed from local unitary gates each acting on few
qubits, this time grows with logD, the number of qubits.
For instance, in the case where qubits are all on a line
and interact only with their nearest neighbors, this time
is of the order logD.
Furthermore, it can be easily seen that the lowest
achievable runtime scales, at least, linearly with d, the
dimension of the input subspace. Indeed, just to check if
the given state is inside the input subspace spanned by
the sample states, one needs to interact with at least d
different sample states, which requires time of order d.
We conclude that the runtime of the proposed algorithm
cannot be improved drastically.
IV. GENERALIZATIONS
As we explained at the end of Sec.(III A), the pro-
posed algorithm for the universal quantum emulator
works based on a simple and general principle, namely
emulating via coherent erasing. Hence, it turns out that
the algorithm can be generalized in several different
ways. Some of the possible generalizations are presented
in the Supplementary Material (See Appendix D). In
particular,
1) We show that the algorithm can be generalized
to the case where the sample input-output sets contain
mixed states. More precisely, as long as the sample input
set, and hence the sample output set, contains (at least)
one state close to a pure state, we can still coherently
erase the sate of system and push it into this pure
state. Then, we can emulate the action of the unknown
unitary, using the same approach we used in the original
algorithm. The main difference with the original version
of algorithm is that, instead of the controlled-reflections,
in the case of mixed states we need to implement
controlled-translations with respect to the sample states,
i.e. the unitaries |0〉〈0|⊗ I+ |1〉〈1|⊗e−itσk , for a random
value of t and a sample state σk.
2) We present a more efficient algorithm which works
under certain extra assumptions about the sample input
states. Namely, this algorithm assumes the input sam-
ples are states in an (unknown) orthonormal basis for the
input subspace, plus one or more states in the conjugate
basis. The working principle behind this algorithm is
again emulating via coherent erasing. In this algorithm
the state of system is erased via a coherent measurement
in the orthonormal basis followed by another coherent
measurement in the conjugate basis.
3) We show the algorithm can be generalized to
emulate the controlled version of unitary U , i.e. to
implement the unitary |0〉〈0| ⊗ I + |1〉〈1| ⊗ U . This
generalization is crucial for some applications such as
quantum phase estimation.
4) We show that if the sample input states can only
approximately be transformed to the sample output
states via a unitary transformation, with an error
bounded by δ, then the proposed algorithm emulates
this unitary with error poly(d)× δ.
A. Emulating Projective Measurements
We can use the algorithm presented in this paper to
emulate projective measurements, using copies of sample
states where each sample comes with a (classical) label
that specifies the outcome of the measurement for this
state.
Suppose in the algorithm presented in Fig.(1) we use
the same set of states as both the input and the output
samples. In this case, the algorithm basically performs
the two-outcome projective measurement that projects
the given state to the subspace spanned by the sample
states, or its complement. Then, any arbitrary projective
measurement can be implemented as a sequence of these
two-outcome projective measurements.
This approach, however, only works if the set of sample
states in each subspace generates the full matrix algebra
in that subspace. But, in general, to specify a projec-
tive measurement we only need to specify the subspaces
that correspond to different outcomes, and therefore this
extra assumption is unjustified in this context. In the
Supplementary Material we present a different efficient
algorithm for emulating projective measurements, which
does not require this extra assumption. This algorithm
also uses random controlled-reflections about the given
sample states.
V. DISCUSSION
We presented an efficient algorithm for emulating uni-
tary transformations and projective measurements. The
algorithm uses a novel randomized technique, and works
based on a simple principle, which can be called emulat-
ing via coherent erasing.
The important problem of efficient emulation of gen-
eral quantum channels is left open. It is interesting to
see if there are some physically relevant assumptions un-
der which one can efficiently emulate quantum channels.
7This could have applications, e.g. in the context of quan-
tum error correction.
Another open question is that whether there exists an
efficient method for emulating unitary transformations
in the general case where all the given sample states are
mixed. In the approach taken in this work it seems cru-
cial that (at least) one of the sample states should be
close to a pure state. Of course, one can use the given
copies of a mixed state to purify the state, e.g. using the
method used in [13]. But these methods seem to have
large sample complexity.
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Appendix A: Fidelity of emulation for the generalized algorithm
In this section we present a generalized version of the algorithm discussed in the paper. We also prove Eq.(3.4) for
this generalized algorithm.
1. Preliminaries
Let W ina (λ) be an arbitrary unitary acting on the system and qubit a, where the parameter λ is an element of a set
Λ. Let
W outa (λ) = (U ⊗ Ia)W ina (λ)(U ⊗ Ia) . (A1)
Consider states |φin〉, and |φout〉 = U |φin〉. Let R(φin) ≡ eipi|φin〉〈φin| be reflection about state |φin〉, and
Rc(φ
in) = |0〉〈0|c ⊗ I + |1〉〈1|c ⊗ eipi|φin〉〈φin| (A2)
be the controlled-reflection about state |φin〉, acting on the system and qubit c.
2. The generalized algorithm
Here we list the steps of the algorithm. The quantum circuit for this algorithm is presented in Fig.(2).
(i) Let λ1, · · · , λT be T random elements of set Λ, chosen independently according to the distribution p(λ). Consider
T ancillary qubits labeled by a1, · · · , aT , all initialized in the state |−〉. Apply the unitary W ina1(λ1) on the system
and the ancillary qubit a1, unitary W
in
a2(λ2) on the system and a2, and so on, until the last unitary W
in
aT (λT ), which
is applied to the system and aT .
(ii) Apply the controlled-reflection Rc(φ
in) on the system and qubit c, initially prepared in state |−〉. Then, apply a
Hadamard gate to the qubit c and measure it in the computational basis.
(iii) Swap a copy of state |φout〉 with the state of system, i.e. prepare the system in state |φout〉.
(iv) Recall λ1, · · · , λT chosen in step (i) and apply the sequence of unitaries W outaT
†
(λT ), · · · ,W outa1
†
(λ1) on the system
and the T ancillary qubits aT · · · a1, in the following order: First apply W outaT
†
(λT ) to the system and qubit aT , then
apply W outaT−1
†
(λT−1) to the system and aT−1, and so on, until the last unitary W outa1
†
(λ1) which is applied on the
system and qubit a1.
3. Fidelity of emulation (Proof of Eq.(3.4))
Recall the definition of (Uhlmann) Fidelity, between two density operator σ1 and σ2,
F (σ1, σ2) = ‖√σ1√σ2‖1 = Tr
(√√
σ1σ2
√
σ1
)
, (A3)
where ‖ · ‖1 is l1 norm, defined as the sum of the singular values of the operator [5, 6]. In the following we prove
Theorem 1 Let EU be the quantum channel that describes the overall effect of of the algorithm presented in Fig.(2)
on the state of system, in the case where we do not postselect based on the outcome of measurement in step (ii) (In
other words, we do not care if erasing has been successful or not). Then for any input state ρ the Uhlmann fidelity of
EU (ρ) and the desired state UρU† satisfies
F(EU (ρ), UρU†) ≥ perase(ρ) = 〈φin|WT (ρ)|φin〉 , (A4)
where perase(ρ) is the probability that we have successfully erased the state of system (Corresponding to outcome 0 in
the measurement in step(ii)), and
W(τ) =
∑
λ∈Λ
p(λ) Tra(W
in(λ)[τ ⊗ |−〉〈−|a]W in†(λ)) . (A5)
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state | i remains almost unchanged, i.e. their joint state
has fidelity larger than or equal to (n  1)/(n+ 1), with
their initial state | i⌦n.
Therefore, in section III, where we present the algo-
rithm, we assume all the controlled reflections {Ra(k) :
1  k  K} can be implemented e ciently.
To simplify the presentation, we introduce a notation
for a combination of these unitaries which is used re-
peatedly in the following algorithm. For any integer k in
1 · · ·K, let Wa(k) be the following combination of reflec-
tions which act on the system and a control qubit a,
Wa(k) = Ra(k)HaRa(1) . (2.2)
Note that we have suppressed the superscripts in and out
in both sides of this equation. Here Ha is the Hadamard
gate acting on qubit a, and is defined by H|0i = |+i and
H|1i = | i, where |±i = (|0i ± |1i)/p2. Furthermore,
the unitary Rina (1) (or R
out
a (1)) is the controlled reflection
with respect to | in1 i (or | out1 i = U | in1 i) which is one of
the input (the corresponding output) states chosen at
random at the beginning of the algorithm, and remains
fixed throught the algorithm. Interestingly the following
H
R(k)R(1)
a
FIG. 1: Unitary Wa(k) is a combination of a Hadamard gate
and two controlled reflections.
algorithm only uses the controlled reflections Ra(k), the
Hadamard gate and a swap gate.
III. THE ALGORITHM
This algorithm first projects the given unknown state
| i to the subspace Hin, and if successful, then applies
the unitary U to it.
(i) Let k1, · · · , kT be T independent random integers
chosen uniformly from the integers 1 · · ·K, where T is
a constant of order poly(d). Consider T ancillary qubits
labeled by a1, · · · , aT , all initialized in the state | i. Ap-
ply the unitary W ina1(k1) on the system and the ancillary
qubit a1, unitary W
in
a2(k2) on the system and a2, and so
on, until the last unitary W inaT (kT ), which is applied to
the system and aT .
(ii) Apply the controlled-reflection Rc(1) on the system
and qubit c, initially prepared in state | i. Then, mea-
sure qubit c in |±i = (|0i ± |1i)/p2 basis and continue
the algorithm if the outcome is |+i. Otherwise, terminate
the algorithm and return: ”out of the input subspace”.
(iii) Swap a copy of state | out1 i with the state of system,
i.e. prepare the system in state | out1 i.
(iv) Recall the random integers k1, k2, · · · , kT cho-
sen in step (i) and apply the sequence of unitaries
W outaT
†
(kT ), · · · ,W outa1
†
(k1) on the system and the T an-
cillary qubits aT · · · a1, in the following order: First ap-
ply W outaT
†
(kT ) to the system and qubit aT , then apply
W outaT 1
†
(kT 1) to the system and aT 1, and so on, until
the last unitaryW outa1
†
(k1) which is applied on the system
and qubit a1.
IV. HOW IT WORKS?
To simplify the following discussion, we first assume
the initial state | i is in the subspace Hin, and then we
study the general case.
To explain the step (i) of the algorithm, we first ignore
the evolution of the ancillary qubits a1 · · · aT , and focus
on the reduced state of the system itself. From the point
of view of the reduced state of system, during step (i)
we are simply trying to erase the state of the system and
push it into state | in1 i, a state which is chosen randomly
from the input set and is fixed during the algorithm. The
erasing is done via repetitive measuring and conditional
mixing.
Consider the first round of step (i), where we have ran-
domly chosen integer k1 in 1 · · ·K, and apply Wa1(k1) =
Ra1(k1)Ha1Ra1(1) to the system and qubit a1 initially
prepared in state | i. We can interpert this operation
in the following way: first we perform a measurement
in {P = | in1 ih in1 |, P? = I   | in1 ih in1 |} basis, and if
the system is found to be in state | in1 i, we leave it un-
changed. Otherwise, if the system is in the orthogonal
subspace, we apply the random reflection Rin(k1) to the
system. Tracing over ancillary qubit a1, and using the
fact that k1 is chosen uniformly at random from inte-
gers 1 · · ·K, we find that the e↵ect of applying unitary
W ina1(k1) = Ra1(k1)Ha1Ra1(1) on the reduced state of
system can be described by the quantum channel
W(⇢) = P⇢P +D(P?⇢P?) , (4.1)
where
D(⇢) = 1
K
KX
k=1
Rin(k) ⇢ Rin(k) . (4.2)
Next time we repeat the above procedure with a di↵erent
ancillary qubit, i.e. a2. Note that this ancillary qubit is
uncorrelated with the previous ancillary qubit a1. Fur-
thermore, di↵erent random k’s in the string k1 · · · kT are
also independent of each other. It follows that the ef-
fect of the next round on the reduced state of system is
again described by the quantum channel W. We con-
clude that, at the end of step (i) the reduced state of
system is described by WT (| ih |). Note that channels
D andW never map an initial state inside Hin out of this
H
Sw
ap
b
a1
3
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the unitary U to it.
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I. FIDELITY OF EMULATION (PROOF OF EQ.(3.5))
Theorem 1 Let EU be the quantum channel that describes the overall effect of of the algorithm presented in Fig.(1) on the
state of system, in the case where we do not postselect based on the outcome of measurement in step (ii) (In other words, we
do ot care if erasing has been successful or not). Then for an input state ⇢ whose support is restricted to Hin, the Uhlmann
fidelity of EU (⇢) and the desired state U⇢U † satisfies
F(EU (⇢), U⇢U†)   p0 = h in1 |WT (⇢)| in1 i , (1)
where p0 is the probability of outcome 0 in the measurement in step(ii), i.e. the probability that we have successfully erased
the state of system. On the other hand, if we postselect to the case where the erasing has been successful, the above lower
bound improves to
p
p0.
Proof. We rove th theorem f r the case of initial pure state ⇢ = | ih |. The result for general mixed states follows from
joint concavity f Uhlmann fid lity.
Let |⇥(k)i be the joint state of system and ancillary qubits a1 · · · aT at the end of step (i), for a particular choice of random
integers k = (k1, · · · , kT ). This state is given by
|⇥(k)i =
h
W inaT (kT ) · · ·W ina1(k1)
i
| i ⌦ | i⌦T . (2)
Then, if we ignor the outcome of the measurement in step (ii), at the end of step (iii) the joint state of system and ancillary
qubits a1 · · · aT , for this particular choice of random integers is given by
| out1 ih out1 |⌦ TrS(|⇥(k)ih⇥(k)|) , (3)
where the partial trace is over the system Hilbert space. Therefore, at the end of the algorithm the average joint state of the
sys m and qubits a1 · · · aT is given by
 fin =
1
KT
KX
k1,··· ,kT=1
h
W outa1
†
(k1) · · ·W outaT
†
(kT )
i h
| out1 ih out1 |⌦ TrS(|⇥(k)ih⇥(k)|)
i ⇥
W outaT (kT ) · · ·W outa1 (k1)
⇤
, (4)
where we h ve av aged over all int gers (k1, · · · , kT ), for 1  ki  K.
Next, we look at F 2glob = h |⌦T h |U† finU | i| i⌦T , that is the squared of the fidelity of the global output state  fin with
state U | i| i⌦T . Using Eq.(4) we find that F 2glob is given by
1
KT
X
k1,··· ,kT
h |⌦T h |U†
h
W outa1
†
(k1) · · ·W outaT
†
(kT )
i h
| out1 ih out1 |⌦TrS(|⇥(k)ih⇥(k)|)
i ⇥
W outaT (kT ) · · ·W outa1 (k1)
⇤
U | i| i⌦T .
(5)
Then, using the facts that U | in1 i = | out1 i, and (U ⌦ Ia)W ina (k)(U† ⌦ Ia) =W outa (k) , and definition of |⇥(k)i in Eq.(2), we
find that
F 2glob =
1
KT
X
k1,··· ,kT
h⇥(k)|
h
| in1 ih in1 |⌦ TrS(|⇥(k)ih⇥(k)|)
i
|⇥(k)i . (6)
Next, we note that
| in1 ih in1 |⌦ TrS(|⇥(k)ih⇥(k)|) = | in1 ih in1 |⌦ TrS(P |⇥(k)ih⇥(k)|P ) + | in1 ih in1 |⌦ TrS(P?|⇥(k)ih⇥(k)|P?) (7a)
=
⇥| in1 ih in1 |⌦ Ia⇤|⇥(k)ih⇥(k)|⇥| in1 ih in1 |⌦ Ia⇤+ | in1 ih in1 |⌦ TrS(P?|⇥(k)ih⇥(k)|P?) ,
(7b)
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Theorem 1 Let EU be the quantum channel that describes the overall ffect of f the algorithm presented in Fig.(1) on the
state of system, i the case wher we do not postselect based n the outcome of measurement in step (ii) (In ther words, we
do not care if erasing has been su cessful or not). Then for an input state ⇢ whose support is restricted to Hin, the Uhlmann
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F(EU (⇢), U⇢U†)   p0 = h in1 |WT (⇢)| in1 i , (1)
where p0 is the probability of outcome 0 in the measuremen in s ep(ii), i.e. the probability that we have successfully erased
the state of system. On the other hand, if we postselect to h case where the er sing has been successful, the above lower
bound improves to
p
p0.
Proof. We prove the theorem for the case of initial pure state ⇢ = | ih |. The result for general mixed stat s follows from
joint concavity of Uhlmann fidelity.
Let |⇥(k)i be the joint state of system and ancillary qubits a1 · · · aT at the end of step (i), for a particular choice of random
integers k = (k1, · · · , kT ). This state is give by
|⇥(k)i =
h
W inaT (kT ) · · ·W ina1(k1)
i
| i ⌦ | i⌦T . (2)
Then, if we ignore the outcome of the measurement in step (ii), at th nd of step (iii) the j in s a of system and ancillary
qubits a1 · · · aT , for this particular choice of random integers is given by
| out1 ih out1 |⌦ TrS(|⇥(k)ih⇥(k)|) , (3)
where the partial trace is over the system Hilb rt space. Therefore, at the end of the lg rithm the average joint state of the
system and qubits a1 · · · aT is giv n by
 fin =
1
KT
KX
k1,··· ,kT=1
h
W outa1
†
(k1) · · ·W outaT
†
(kT )
i h
| outih out1 |⌦ TrS(|⇥(k)ih⇥(k)|)
i ⇥
W outaT (kT ) · · ·W outa1 (k1)
⇤
, (4)
where we have averaged over all integers (k1, · · · , kT ), for 1  ki  K.
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KT
X
k1,··· ,kT
h |⌦T h |U†
h
W outa1
†
(k1) · · ·W outaT
†
(kT )
i h
| out1 ih out1 |⌦TrS(|⇥(k)ih⇥(k)|)
i ⇥
W outaT (kT ) · · ·W outa1 (k1)
⇤
U | i| i⌦T .
(5)
Then, using the facts that U | in1 i = | out1 i, and (U ⌦ Ia)W ina (k)(U† ⌦ Ia) =W outa (k) , and definition of |⇥(k)i in Eq.(2), we
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I. GENERALIZED ALGORITHM
A. Preliminaries
LetW ina ( ) be an arbitrary unitary acting on the system and qubit a, where   is an element of a set ⇤. Let
W outa ( ) = (U ⌦ Ia)W ina ( )(U ⌦ Ia) . (1)
Consider states | ini, and | outi = U | ini. Let R( in) ⌘ ei⇡| inih in| be reflection wit respect to state | ini, and
R ( in) = |0ih0|c ⌦ I + |1ih1|c ⌦ ei⇡| inih in| (2)
be the controlled-reflection with re pect to | ini acting on the system and qubit c.
B. The algorit m
(i) Let  1, · · · , T be T independent r ndom element of a set⇤ chose according to the distribution ( ). Consider T ancillary
qubits labeled by a1, · · · , aT , all initialized in the state | i. Apply the u itaryW ina1( 1) on the syste and the ancillary qubit
a1, unitaryW ina2( 2) on the system and a2, and so on, until the last unitaryW
in
aT ( T ), which is applied to the system and aT .
(ii) Apply the controlled-reflection Rc( in) on the system and qubit c, initially prepared in state | i. Then, apply a Hadmard
gate to the qubit c and measure it in the computational basis.
(iii) Swap a copy of state | outi with the state of system, i.e. prepare the system in state | outi.
(iv) Recall  1, · · · , T chosen in step (i) and apply the sequence of unitaries W outaT
†
( T ), · · · ,W outa1
†
( 1) on the system
and the T ancillary qubits aT · · · a1, in the following order: First apply W outaT
†
( T ) to the system and qubit aT , the apply
W outaT 1
†
( T 1) to the system and T 1, and s on, ntil the last unitary W outa1
†
( 1) which is applied on the e and q bit
a1.
Theorem 1 Let EU be the qua tum channel that describes the overall effect of of the algorithm presented in Fig.(2) on the
state of system, in the case where we do not postselect based on the outcome of measurement in step (ii) (In other words, we
do not care if erasing has been successful or not). T en for any input state ⇢ the Uhlmann fidelity of EU (⇢) and the desired
stat U⇢U† sati fi s
F(EU (⇢), U⇢U†)   p0 = h in|WT (⇢)| ini , (3)
where p0 is the probability of outcome 0 in the measurement in step(ii), i.e. the probability that we have successfully erased
the state of system, and
W(⌧) =
X
 2⇤
p( )Tra(W in( )[⌧ ⌦ | ih |a]W in†( )) (4)
On the other hand, if we postselect to the case where the erasing has been ucc ssful, the above lower bound improves to
p
p0,
i.e.
F(EpostU (⇢), U⇢U†)  
p
p0 =
q
h in|WT (⇢)| ini , (5)
where EpostU (⇢) is the output of the circuit in the case where the
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FIG. 2: The generalized quantum circuit for emulating unitary U . .
On the other hand, if we postselect to the cases where the erasing has been successful, then for pure inpu state ρ the
fidelity of the output state ρ˜post with the desired state UρU
† is lower bounded by
F(ρ˜post, UρU
†) ≥
√
perase(ρ) =
√
〈φin|WT (ρ)|φin〉 . (A6)
Proof. We prove the theorem for the case of initial pure state ρ = |ψ〉〈ψ|. The result for general mixed states follows
from the joint concavity of Uhlmann fidelity.
Let |Θ(λ)〉 be the joint state of the system and the ancillary qubits a1 · · · aT at the end of step (i), for a particular
choice of random parameters λ = (λ1, · · · , λT ). This state is given by
|Θ(λ)〉 =
[
W inaT (λT ) · · ·W in1(λ1)
]
|ψ〉 ⊗ |−〉⊗T . (A7)
Then, if we ignore the outcome of the me surement in step (ii), at e e d of st p (iii) the joint state of s d
ancillary qubits a1 · · · aT , for this particular choice of random parameters λ is given by
|φout〉〈φout| ⊗ TrS(|Θ(λ)〉〈Θ(λ)|) , (A8)
where the partial trace is ver the main system Hilbert space. Therefore, at the end of the algorithm the average
joint state of the system and qubits a1 · · · aT is given by
σfin =
∑
λ1,··· ,λT∈Λ
p(λ1) · · · p(λT )
[
W outa1
†
(λ1) · · ·W outaT
†
(λT )
] [
|φout〉〈φout|⊗TrS(|Θ(λ)〉〈Θ(λ)|)
] [
W outaT (λT ) · · ·W outa1 (λ1)
]
,
(A9)
where we have averaged over iid random parameters (λ1, · · · , λT ), where each λi ∈ Λ happens with probability p(λi).
Next, we look at F 2glob = 〈−|⊗T 〈ψ|U†σfinU |ψ〉|−〉⊗T , that is th squar d of the fidelity of the global output state σfin
with state U |ψ〉|−〉⊗T . Using Eq.(A9) together with the facts that U |φin〉 = |φout〉, and (U ⊗ I )W ina (λ)(U† ⊗ Ia) =
W outa (λ) , and definition f |Θ(λ)〉 in Eq.(A7), we find that
F 2glob =
∑
λ1,··· ,λT
p(λ1) · · · p(λT ) 〈Θ(λ)|
[
|φin〉〈φin| ⊗ TrS(|Θ(λ)〉〈Θ(λ)|)
]
|Θ(λ)〉 . (A10)
Next, we n e that
|φin〉〈φin| ⊗ TrS(|Θ(λ)〉〈Θ(λ)|) = |φin〉〈φin| ⊗ TrS(P |Θ(λ)〉〈Θ(λ)|P ) + |φin〉〈φin| ⊗ TrS(P⊥|Θ(λ)〉〈Θ(λ)|P⊥)
(A11a)
=
[|φin〉〈φin| ⊗ Ia]|Θ(λ)〉〈Θ(λ)|[|φin〉〈φin| ⊗ Ia]+ |φin〉〈φin| ⊗ TrS(P⊥|Θ(λ)〉〈Θ(λ)|P⊥) ,
(A11b)
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where P = |φin〉〈φin|, P⊥ = IS − P , and IS and Ia are, respectively, the identity operators on the system and the
ancillary qubits a1 · · · aT . Using the fact that TrS(P⊥|Θ(λ)〉〈Θ(λ)|P⊥) is a positive operator, we find
F 2glob =
∑
λ1,··· ,λT
p(λ1) · · · p(λT ) 〈Θ(λ)|
[
|φin〉〈φin| ⊗ TrS(|Θ(λ)〉〈Θ(λ)|)
]
|Θ(λ)〉 (A12a)
≥
∑
λ1,··· ,λT
p(λ1) · · · p(λT ) 〈Θ(λ)|
[|φin〉〈φin| ⊗ Ia]|Θ(λ)〉〈Θ(λ)|[|φin〉〈φin| ⊗ Ia]|Θ(λ)〉 (A12b)
=
∑
λ1,··· ,λT
p(λ1) · · · p(λT )
(
〈Θ(λ)|[|φin〉〈φin| ⊗ Ia]|Θ(λ)〉)2 , (A12c)
where Ia is the identity operator on the qubits a1 · · · aT . Then, using the fact that for any distribution, the variance
of a random variable is non-negative, we find that
F 2glob ≥
∑
λ1,··· ,λT
p(λ1) · · · p(λT )
(
〈Θ(λ)|[|φin〉〈φin| ⊗ Ia]|Θ(λ)〉)2 (A13a)
≥
( ∑
λ1,··· ,λT
p(λ1) · · · p(λT ) 〈Θ(λ)|
[|φin〉〈φin| ⊗ Ia]|Θ(λ)〉)2 (A13b)
= Tr2
|φin〉〈φin| ∑
λ1,··· ,λT
p(λ1) · · · p(λT ) Tra(|Θ(λ)〉〈Θ(λ)|)
 (A13c)
= p2erase(|ψ〉〈ψ|) , (A13d)
where perase(|ψ〉〈ψ|) is the probability that at the end of step (i) the reduced state of system is in state |φin〉.
Finally, we note that the final state of system is obtained from state σfin, by tracing over the ancillary qubits, i.e.
EU (|ψ〉〈ψ|) = Tra(σglob) . Then, using the monotonicity of Uhlmann fidelity under partial trace we find
F(EU (|ψ〉〈ψ|), U |ψ〉〈ψ|U†) ≥ Fglob ≥ perase(|ψ〉〈ψ|) . (A14)
Using the joint concavity of Uhlmann fidelity this proves the bound for arbitrary initial state ρ.
Next, using the definition |Θ(λ)〉 =
[
W inaT (λT ) · · ·W ina1(λ1)
]
|ψ〉 ⊗ |−〉⊗T , it can be easily shown that∑
λ1,··· ,λT
p(λ1) · · · p(λT )Tra(|Θ(λ)〉〈Θ(λ)|) =WT (|ψ〉〈ψ|), (A15a)
where
W(τ) =
∑
λ∈Λ
p(λ) Tra
(
W ina (λ)
[
τ ⊗ |−〉〈−|a
]
W ina (λ)
†)
, (A16)
and the partial trace is over qubit a. Therefore, we conclude that for any initial state ρ it holds that F(EU (ρ), UρU†) ≥
perase(ρ) = 〈φin|WT (ρ)|φin〉.
In the above argument, we assumed we ignore the outcome of measurement in step (ii), which means that we do
not care if the erasing has been successful or not. Now suppose we postselect to the cases where the erasing has been
successful. In this case after the measurement the joint state of the system and ancillary qubits a1 · · · aT is given by
1
perase(|ψ〉〈ψ|) ×
∑
λ1,··· ,λT
p(λ1) · · · p(λT )
[|φin〉〈φin| ⊗ Ia]|Θ(λ)〉〈Θ(λ)|[|φin〉〈φin| ⊗ Ia], (A17)
where the factor 1/perase(|ψ〉〈ψ|) is due to the postselection. Then, using an argument similar to the one we used
before, we can show that the the squared of the fidelity of the final joint state of the system and qubits a1 · · · aT at
the end of the algorithm, with state U |ψ〉 ⊗ |−〉⊗T is given by
F postglob
2
=
1
perase(|ψ〉〈ψ|) ×
∑
λ1,··· ,λT
p(λ1) · · · p(λT ) 〈Θ(λ)|
[|φin〉〈φin| ⊗ Ia]|Θ(λ)〉〈Θ(λ)|[|φin〉〈φin| ⊗ Ia]|Θ(λ)〉
(A18a)
=
1
perase(|ψ〉〈ψ|) ×
∑
λ1,··· ,λT
p(λ1) · · · p(λT )
(
〈Θ(λ)|[|φin〉〈φin| ⊗ Ia]|Θ(λ)〉)2 , (A18b)
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Then, using Eq.(A13), we find
F postglob
2 ≥ p
2
erase(|ψ〉〈ψ|)
perase(|ψ〉〈ψ|) = perase(|ψ〉〈ψ|). (A19)
This means that if we postselect to the cases where erasing has been successful, then
F (U |ψ〉〈ψ|U†, ρ˜post) ≥ F postglob ≥
√
perase(|ψ〉〈ψ|). (A20)
12
Appendix B: Runtime and error analysis
In this section we first study the runtime and the error in the output of the algorithm, assuming we run the
quantum circuit in Fig. 1 with ideal controlled-reflections Ra(k). Then, we consider the runtime and error in the
actual algorithm, where we use the given copies of sample states to simulate the controlled-reflections.
1. Algorithm with perfect controlled-reflections
Let EU be the quantum channel that describes the overall effect of the circuit in Fig.(1) on the system, in the case
where we ignore the outcome of measurement in step (ii), and where we use ideal controlled-reflections in the circuit.
Let ‖ · ‖1 be the l1-norm, defined as the sum of the singular values of the operator. Then,
Theorem 2 Suppose in the quantum circuit presented in Fig.(1) we choose
T ≥ d× log(8
−2
id d)
1− |λD| , (B1)
where λD is the eigenvalue of channel D(·) = K−1
∑K
k=1 e
ipi|φink 〉〈φink |(·)eipi|φink 〉〈φink | which has the second largest magni-
tude. Then, for any input ρ whose support is restricted to the input subspace Hin, the output of the circuit satisfies
‖UρU† − EU (ρ)‖1 ≤ id.
Proof. We start with Eq.(3.4) proven in Appendix A,
F (EU (ρ), UρU†) ≥ 〈φin1 |WT (ρ)|φin1 〉 . (B2)
Let P⊥in = Πin − P = Πin − |φin1 〉〈φin1 | be the projector to the (d− 1)-dimensional subspace of Hin orthogonal to |φin1 〉,
and P⊥in(·) = P⊥in (·)P⊥in . Using the definition W(σ) = PσP + D(P⊥σP⊥), it can be easily seen that for any state σ
whose support is restricted to Hin, it holds that
P⊥in ◦W(σ) = P⊥in ◦W ◦ P⊥in(σ) = P⊥in ◦ D ◦ P⊥in(σ) . (B3)
Furthermore, using the fact that under channels W and D any state ρ whose support is restricted to Hin is mapped
to a state with support restricted to this subspace, we find that
P⊥in ◦WT (ρ) =
[P⊥in ◦ D ◦ P⊥in]T (ρ) . (B4)
This implies
F (EU (ρ), UρU†) ≥ 〈φin1 |WT (ρ)|φin1 〉 (B5)
= 1− Tr (P⊥WT (ρ)) (B6)
= 1− Tr (P⊥inWT (ρ)) (B7)
= 1− Tr (P⊥in ◦WT (ρ)) (B8)
= 1− Tr
([P⊥in ◦ D ◦ P⊥in]T (ρ)) , (B9)
where to get the third line we have used the fact that the support of WT (ρ) is contained in Hin, and to get the last
line we have used Eq.(B3).
It turns out that quantum operations D and P⊥in ◦ D ◦ P⊥in have several nice properties which simplify the following
analysis. In particular, they both have Hermitian matrix representations: Let {Fµ : µ = 1 · · · d2} be an orthonormal
basis for the operator space acting on Hin, such that Tr(F †µFν) = δµ,ν . Consider the matrix representation of D and
P⊥in ◦D ◦P⊥in on Hin, i.e. the matrices Dµ,ν = Tr(F †µD(Fν)) and D⊥µ,ν = Tr(F †µ P⊥in ◦D ◦P⊥in(Fν)), respectively. Then,
the fact that any reflection eipi|φ〉〈φ| is a Hermitian operator, implies that these matrices are both Hermitian (Note
that the matrix representation of channel W is not Hermitian). Let λ⊥ be the largest eigenvalue of P⊥ ◦ D ◦ P⊥. It
follows that for any T , the map
[P⊥in ◦ D ◦ P⊥in]T has also a Hermitian matrix representation, and its largest eigenvalue
13
is λT⊥. This implies
Tr
([P⊥in ◦ D ◦ P⊥in]T (ρ)) = Tr(P⊥in [P⊥in ◦ D ◦ P⊥in]T (ρ)) (B10a)
≤ Tr
(
P⊥in
[P⊥in ◦ D ◦ P⊥in]T (P⊥in )) (B10b)
≤ |λ⊥|T × Tr(P⊥in ) (B10c)
= |λ⊥|T × (d− 1) , (B10d)
where to get the first line we use the fact that for any X, PinPin(X) = Pin(X), and to get the third line we use
the fact that λT⊥ is the largest eigenvalue of P⊥in ◦ D ◦ P⊥in , which implies for any X, Tr
(
X†
[P⊥in ◦ D ◦ P⊥in]T (X)) ≤
Tr(X†X)|λ⊥|T .
Putting this into Eq.(B5) we find that
F (EU (ρ), UρU†) ≥ 1− Tr
([P⊥ ◦ D ◦ P⊥]T (ρ)) ≥ 1− d× |λ⊥|T . (B11)
Next, we use this bound together with the Fuchs-van de Graaf inequality, to bound the trace distance of EU (ρ) and
UρU†. We find ∥∥EU (ρ)− UρU†∥∥1 ≤ 2√1− F 2(EU (ρ), UρU†) ≤ 2√2√1− F (EU (ρ), UρU†) (B12)
≤ 2
√
2d× |λ⊥|T . (B13)
This means that to achieve error id in trace distance, it is sufficient to have
T ≥ log(8
−2
id d)
log |λ|−1⊥
. (B14)
In the following we prove
|λ⊥| ≤ 1− 1− |λD|
d
. (B15)
This together with the fact that log(1 + x) ≤ x for x > −1, implies
d
1− |λD| ≥
1
log |λ|−1⊥
. (B16)
Therefore, using Eq.(B14), we conclude that if we choose T such that
T ≥ d× log(8
−2
id d)
1− |λD| , (B17)
then
∥∥EU (ρ)− UρU†∥∥1 ≤ id.
Bound on the maximum eigenvalue of P⊥in ◦ D ◦ P⊥in
To complete the proof, in the following we prove Eq.(B15), which is a bound on λ⊥, the largest eigenvalue of
P⊥in ◦ D ◦ P⊥in . Recall that P⊥in ◦ D ◦ P⊥in and D both have Hermitian matrix representations. This means that D has a
spectral decomposition as D(X) = ∑µ λµM†µTr(MµX), where each λµ and M†µ are, respectively, the eigenvalue of D
and its corresponding eigenvector, and Tr(M†µMν) = δµ,ν . Then, (the absolute value of) the maximum eigenvalue of
P⊥in ◦ D ◦ P⊥in is given by
|λ⊥| = max
X
∣∣Tr(X†P⊥in ◦ D ◦ P⊥in(X)∣∣
Tr(X†X)
= max
X
∣∣∣∣∣∑
µ
λµ
∣∣Tr(MµP⊥inXP⊥in )∣∣2
Tr(X†X)
∣∣∣∣∣ . (B18)
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Note that the Hermiticity of D implies that its eigenvectors form an orthonormal basis, and so∑
µ
∣∣Tr(MµP⊥inXP⊥in )∣∣2 = Tr2(P⊥inX†P⊥inXP⊥in ) . (B19)
Then, using the fact that the operator Πin/
√
d is the only (normalized) eigenvector of D with eigenvalue 1, we find
|λ⊥| = max
X
∣∣∣∣∣∑
µ
λµ
∣∣Tr(MµP⊥inXP⊥in )∣∣2
Tr(X†X)
∣∣∣∣∣ ≤ maxX
[ |Tr(P⊥inXP⊥in )|2
d× Tr(X†X) + |λD|
Tr(P⊥inX
†P⊥inXP
⊥
in )− |Tr(P⊥inXP⊥in )|2 × d−1
Tr(X†X)
]
,
(B20)
where λD is the second largest eigenvalue of D (in magnitude). This implies
|λ⊥| ≤ max
X
[ |Tr(XP⊥in )|2
d× Tr(X†X) × (1− |λD|) + |λD|
]
. (B21)
Then, using the Cauchy-Shwarz inequality we find
|λ⊥| ≤ max
X
[
Tr(XX†)Tr(P⊥in )
d× Tr(X†X) × (1− |λD|) + |λD|
]
= 1− 1− |λD|
d
, (B22)
where we have used the fact that Tr(P⊥in ) = d− 1 . This completes the proof of Eq.(B15) and theorem 2.
2. Total error in the actual algorithm with simulated controlled-reflections
As we showed in the previous section, in the idealized case where we are given perfect controlled-reflections by
choosing
T ≥ T (d, id) ≡ d log(8
−2
id d)
1− |λD| , (B23)
we can implement the transformation |ψ〉 → U |ψ〉 on any initial state |ψ〉 ∈ Hin with error less than or equal to id
in trace distance. But, in the main algorithm we need to simulate the controlled-reflections using the given copies of
the sample states.
In the Appendix C we show that using n copies of state |φ〉 we can implement the unitary eipi|φ〉〈φ|, or its controlled
version, |0〉〈0|⊗I+|1〉〈1|⊗eipi|φ〉〈φ|, with error O(1/n) in trace distance, and in time O(logD×n log n) = O˜(logD×n),
where O˜ suppresses more slowly-growing terms. In other words, to achieve the error of order ref in simulating each
controlled-reflection we need time of order O˜(−1ref × logD), and O˜(−1ref ) copies of the corresponding state.
Given that the circuit requires 4T + 1 controlled-reflection, it follows that we can implement the transformation
|ψ〉 → U |ψ〉 , with the total error less than or equal to
tot = [4T (d, id) + 1]× ref + id , (B24)
in the total time
ttot = [4T (d, id) + 1]× O˜(−1ref × logD), (B25)
and using the total number of input-output sample pairs
Ntot = [4T (d, id) + 1]× −1ref . (B26)
Choosing id and ref such that T (d, id) × ref = id = , we find that the transformation |ψ〉 → U |ψ〉 can be
implemented with the total error less than or equal to , in the total time
ttot = O˜
(
d2−1 logD
(1− |λD|)2
)
, (B27)
and using the total number of input-output sample pairs
Ntot = O˜
(
d2−1
(1− |λD|)2
)
. (B28)
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Appendix C: An efficient quantum circuit for exponentiating a density operator
In this section, we introduce an explicit simple quantum circuit that uses multiple copies of state σ, to simulate
the unitary e−itσ, or its controlled version |0〉〈0| ⊗ I + |1〉〈1| ⊗ e−itσ, for any real t. The circuit works based on the
density matrix exponentiation technique of [3].
Let S be the SWAP operator acting on the system and an ancillary system with equal Hilbert space dimensions,
such that S|µ〉|ν〉 = |ν〉|µ〉, for any pair of states |µ〉, and |ν〉. Note that S is a Hermitian unitary operator. Then, as
it is observed in Ref.([3]),
TrRF
(
e−i∆tS [ρ⊗ σ]ei∆tS) = ρ+ i∆t[ρ, σ] +O(∆t2) = e−iσ∆tρeiσ∆t +O(∆t2) , (C1)
where the partial trace is over the system with state σ (which can be interpreted as a quantum reference frame [8, 12]).
Then, choosing sufficiently small ∆t, and repeating the above procedure for t/∆t times with t/∆t copies of state σ,
we can simulate the unitary e−iσt with arbitrary accuracy.
In the following section we present a new simple and efficient algorithm for simulating the unitary e−iθS for arbitrary
θ, with error  and in time O(log (D)× log(1/)). Therefore, if we use this algorithm together with the above method,
using one copy of state σ we can simulate the unitary e−iσ∆t with the total error of order ∆t2 + , and in time
O(log (D)× log(1/)). Then, having n copies of state σ, to simulate the unitary e−iσt we can choose ∆t = t/n and
use each copy to simulate e−iσ∆t. In this case the total error is
tot = O
(
n× (+ ∆t2)) = O(n+ t2
n
)
, (C2)
and the total runtime is
ttot = O(log(D)× log(1/)× n) , (C3)
where  is the error in implementing the unitary e−i∆tS . Choosing  = 1n2 , we find that using n copies of state σ
we can simulate unitary e−iσt, with the total error of order tot = O( t2+1n ) in trace distance, and in time of order
O( log(D)× n log(n)) .
Furthermore, using Eq.(C1), it can be easily shown that if instead of the unitary e−i∆tS we implement its controlled
version, i.e. the unitary |0〉〈0| ⊗ I + |1〉〈1| ⊗ e−iS∆t, then we can simulate the controlled version of e−iσ∆t, i.e. the
unitary |0〉〈0| ⊗ I + |1〉〈1| ⊗ e−iσ∆t. To implement the unitary |0〉〈0| ⊗ I + |1〉〈1| ⊗ e−iS∆t, we note that
e−iSc∆t = |0〉〈0| ⊗ e−i∆tI + |1〉〈1| ⊗ e−iS∆t, (C4)
where Sc = |0〉〈0|⊗I+ |1〉〈1|⊗S , is the controlled-SWAP unitary. Using the algorithm presented in the next section,
we can efficiently simulate this unitary with error  in time O(log (D)× log(1/)). Then, if after applying e−iSc∆t
we apply eiσz∆t/2 on the control qubit, we implement the desired unitary |0〉〈0| ⊗ I + |1〉〈1| ⊗ e−iS∆t, up to a global
phase.
Therefore, having n copies of state σ to simulate the unitary |0〉〈0| ⊗ I + |1〉〈1| ⊗ e−iσt, we first apply the unitary
e−iSct/n to the system, the control qubit and each one of these n copies, and then apply the the unitary eiσzt/2 on the
control qubit. It follows that we can implement the unitary |0〉〈0| ⊗ I + |1〉〈1| ⊗ e−iσt,with the total error less than
or equal to O( t2+1n ) in time O
(
log(D)× n log(n)) .
We conclude that
Theorem 3 Using n copies of an unknown state σ we can simulate the unitary e−iσt, or its controlled version
|0〉〈0| ⊗ I + |1〉〈1| ⊗ e−iσ∆t in time O( log(D)× n log(n)), with error O( t2+1n ) in trace distance.
1. An efficient quantum circuit for simulating the time evolution generated by the (controlled-)SWAP
Hamiltonian
In this section we present a simple quantum circuit to simulate the time evolution generated by the SWAP Hamilto-
nian on a pair of systems whose Hilbert spaces have equal dimension. This algorithm simulates any such unitary with
error less than or equal to  (in trace distance) in time O(log(D)× log(1/)), where D is the dimension of the Hilbert
space of each system. We also explain how the same idea can be used to simulate the controlled-SWAP Hamiltonian
as well.
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Let S be the SWAP operator acting on a pair of systems A and B. The fact that S2 is the identity operator implies
that any unitary generated by S has the following form
eiSθ = cos θ I + i sin θ S , (C5)
where I is the identity operator on the joint system. To simulate a general unitary in this form we first implement
Sc, the controlled-SWAP unitary defined by
Sc = |0〉〈0|c ⊗ I + |1〉〈1|c ⊗ S , (C6)
where c is the label for an ancillary qubit. This unitary can be efficiently implemented, using controlled-SWAP
gates for qubits, also known as Fredkin gate [4]. To implement Sc in this way, we need to apply O(log(D)) Fredkin
gates, where each Fredkin gate is controlled by the ancillary qubit c, and is acting on a qubit in systems A, and its
corresponding qubit in system B.
Then, using the controlled-SWAP operator Sc, we can easily implement the unitary e
iSθ, for any θ: First, we
prepare the ancillary qubit in state cos θ|0〉+ i sin θ|1〉 and apply the controlled-SWAP Sc to the ancillary qubit and
the systems A and B in an arbitrary initial state |γ〉. This yields
Sc(cos θ|0〉+ i sin θ|1〉)⊗ |γ〉 = cos θ |0〉|γ〉+ i sin θ |1〉S|γ〉 . (C7)
Next, we measure the ancillary qubit in {(|0〉 ± |1〉)/√2} basis. Then, with probability 1/2 we project this qubit to
state (|0〉+ |1〉)/√2. In this case we have implemented the desired transformation on the systems, i.e. we get state
|0〉+ |1〉√
2
(cos θ|γ〉+ i sin θS|γ〉) = |0〉+ |1〉√
2
eiθS |γ〉. (C8)
On the other hand, with probability 1/2 the state of conrtol qubit is projected to (|0〉− |1〉)/√2, in which case we get
state
|0〉 − |1〉√
2
(cos θ |γ〉 − i sin θ S|γ〉) = |0〉 − |1〉√
2
⊗ e−iθS |γ〉. (C9)
Therefore, in the latter case instead of the desired unitary eiθS we have implemented the unitary e−iθS . But because
these unitaries all commute with each other, we can correct this error: we repeat the above process and this time we try
to implement the unitary ei2θS , by preparing the ancilla in state cos 2θ |0〉+ i sin 2θ |1〉, instead of cos θ |0〉+ i sin θ |1〉.
Then, again with probability 1/2 we will be successful and implement the overall unitary ei2θSe−iθS = eiθS , as we
desired. On the other hand, with probability 1/2 we are unsuccessful in which case we have implemented the overall
unitary e−iSθe−iS2θ = e−iS3θ . In this case we repeat the above process and try to implement the unitary eiS4θ, by
preparing the ancillary qubit in state cos 4θ |0〉+ i sin 4θ |1〉.
Repeating this process for r times we achieve the desired unitary with probability 1 − 1/2r. Since each time we
need to apply Sc, which takes time of order logD, we find that the total time it takes to implement e
iSθ with error 
is O(log (D)× log(1/)).
Finally, note that we can use a similar method to implement the unitary
eiθSc = |0〉〈0| ⊗ eiθI + |1〉〈1| ⊗ eiSθ = cos θI + i sin θSc. (C10)
To implement this unitary, it suffices to replace the Fredkin gates in the above algorithm, with controlled-Fredkin
gates, i.e. controlled-controlled-SWAP gates each of which acts on the a pair of qubits in systems A and B, and is
controlled by the original control qubit and the anicallry qubit that we need to implement the above procedure.
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Appendix D: Generalizations
In this section we discuss several generalizations of the results presented in the paper. These generalizations are
summarized in Sec.(IV) of the paper.
1. Input-output pairs of mixed states
The algorithm presented in the paper assumes the given samples of the input-output pairs are all pure states.
However, as we explained at the end of Sec.(III A) this algorithm can be generalized to the case where the sample
states contain mixed states. It can be easily shown that, as long as the sample input states Sin = {ρink , k = 1, · · ·K}
contain (at least) one state close to a pure state, we can still coherently erase the sate of system and push it into
this pure state. Then, we can emulate the action of the unknown unitary U , using the same approach we used in the
original algorithm.
Let Hin be the subspace spanned by the union of the support of density operators in Sin = {ρink , k = 1, · · ·K}.
Then, having copies of sample input-output states in Sin and Sout, we can determine the action of U on any state
in Hin, if and only if the set Sin generates the full matrix algebra on Hin. Therefore, in the following we naturally
assume this condition is satisfied.
To erase the state of system coherently we use controlled-translations with respect to the given sample states, i.e.
the unitaries
Ta(k, t) = |0〉〈0|a ⊗ I + |1〉〈1|a ⊗ e−iρkt , (D1)
where we have suppressed in and out superscript in both sides. As we discussed in Appendix C, using the given copies
of sample states we can efficiently simulate these unitaries. Recall that the input set Sin (and hence Sout) contains at
least one pure state. Without loss of generality, let ρin1 and ρ
out
1 = Uρ
in
1 U
† be the pure state in the sample set Sin and its
corresponding output state in the set Sout, respectively. Then instead of unitaries Wa(k) = Ra(k)HaRa(1) used in the
original algorithm, we use unitaries Wa(k, t) = Ta(k, t)HaTa(1, pi), where we have suppressed in and out superscripts,
and choose k and t uniformly at random from the sets 1, · · · ,K and [0, 1], respectively. Then, it can be easily
shown that state ρ1in = |φin1 〉〈φin1 | is the unique fixed point state of channel W = 1/K
∑K
k=1
∫ 1
0
dtTra
(
W ina (k, t)[τ ⊗
|−〉〈−|a]W ina †(k, t)
)
inside Hin. It follows that we can coherently erase the state of system, and therefore, using the
same technique we used in the main algorithm, we can emulate the action of unitary U .
2. Emulating controlled unitaries
In many quantum algorithms, such as quantum phase estimation, one needs to implement the controlled version of
a unitary U , i.e. the unitary U c ≡ |0〉〈0| ⊗ I + |1〉〈1| ⊗ U . Can we modify the proposed algorithm to implement the
controlled version of U as well?
To answer this question, first note that if the only given resources are multiple copies of states in Sin and Sout,
it is impossible to distinguish between unitaries U and eiθU , for any phase eiθ. On the other hand, in general the
controlled version of U and eiθU are distinct unitaries, which are not equivalent up to a global phase. This means
that even to specify what is the controlled version of U we need extra resources that define and fix this global phase.
For instance, we can use multiple copies of the input state |Φin〉 = (α|0〉 + β|1〉) ⊗ |φin〉 , with α 6= 0 and β 6= 0 and
|φin〉 ∈ Hin, together with copies of its corresponding output |Φout〉 = U c|Φin〉.
Therefore, in the following we assume in addition to the multiple copies of states in Sin and Sout, we are also given
multiple copies of states |Φin〉 and |Φout〉. Again, we naturally assume the set Sin generates the full matrix algebra
on Hin. This together with the fact that |φin〉 ∈ Hin implies the set( {|0〉〈0|, |1〉〈1} ⊗ Sin ) ∪ {|Φin〉〈Φin|} (D2)
generates the full matrix algebra on C2 ⊗Hin, where C2 denotes the Hilbert space of the controlled qubit. It follows
that, given these resources we can now implement the algorithm proposed in the paper to emulate the controlled-
unitary U c on C2 ⊗Hin. In other words, if instead of states in the sets Sin and Sout we choose states from the sets({|0〉〈0|, |1〉〈1} ⊗ Sin) ∪ {|Φin〉〈Φin|} and ({|0〉〈0|, |1〉〈1} ⊗ Sout) ∪ {|Φout〉〈Φout|} respectively, we implement unitary
U c.
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3. More efficient algorithm with prior information about samples
The algorithm presented in the paper does not assume any prior information about the sample input states, or
the relation between them. On the other hand, as we show in the following, making some assumptions about the
sample input states, we can emulate the unknown unitary more efficiently. Note that we do not assume any prior
information about any single sample states; the assumption is only about the relation between them. More precisely,
the assumption is about the pairwise inner product between the states in the input set.
The main idea behind this version of algorithm is again emulating via coherent erasing. We use the fact that by
measuring the system in two conjugate bases, we can completely erase the state of system. Therefore, we assume we are
given multiple copies of states in an orthonormal basis for the input subspace, and their corresponding output states.
We also assume we are given multiple copies of one (or more) state in the conjugate basis, and their corresponding
outputs. Then using these sample states we can simulate coherent measurements in both basis, and coherently erase
the state of system.
Let {|θink 〉 : k = 0 · · · d− 1} be d unknown orthonormal states in the d-dimensional input subspace Hin, and
|αinj 〉 =
1√
d
d−1∑
k=0
ei2pikj/d |θink 〉 : j = 0 · · · d− 1 , (D3)
be the orthonormal basis for Hin, which is conjugate to {|θink 〉 : k = 0 · · · d − 1}. We assume we are given multiple
copies of the input states {|θink 〉 : k = 0 · · · d − 1} and {|αinj 〉 : j = 0 · · · d − 1}, and their corresponding output states
{|θoutk 〉 = U |θink 〉 : k = 0 · · · d− 1} and {|αoutj 〉 = U |αinj 〉 : j = 0 · · · d− 1}. Note that, even if we are only given multiple
copies of states {|θink 〉 : k = 0 · · · d − 1} and multiple copies of one of the states in {|αink 〉 : k = 0 · · · d − 1}, we can
efficiently generate all states in this set (and similarly, for the set {|αoutk 〉 : k = 0 · · · d− 1}). 5
In the first step of this algorithm we perform a coherent measurement in {|θink 〉 : k = 0 · · · d− 1} basis. To do this
we couple the system to an ancillary system with a d−dimensional Hilbert space. The ancillary system is initially
prepared in the state |Γ〉 =
√
d−1
∑d−1
t=0 |t〉, where {|t〉 : t = 0 · · · d− 1} is a standard orthonormal basis. Then, we use
the given copies of sample states {|θink 〉 : k = 0 · · · d− 1} to simulate the unitary
V inP =
d−1∑
k,t=0
eitk2pi/d|θink 〉〈θink | ⊗ |t〉〈t| =
d−1∑
t=0
eitP
in2pi/d ⊗ |t〉〈t| , (D4)
where P in =
∑d−1
k=0 k|θink 〉〈θink |. To efficiently simulate this unitary we first note that it has a decomposition as
V inP =
d−1∏
k=0
d−1∑
t=0
eit|θ
in
k 〉〈θink |2pik/d ⊗ |t〉〈t| . (D5)
Therefore, to simulate V inP we can simulate the (commuting) unitaries
∑d−1
t=0 e
it|θink 〉〈θink |2pik/d⊗|t〉〈t|, for k = 0, · · · , d−1.
Each unitary
∑d−1
t=0 e
it|θink 〉〈θink |2pik/d ⊗ |t〉〈t| can be efficiently simulated using the given copies of state |θink 〉. Using
the results presented in Appendix C, this simulation can be done in time O(logD), where D is the dimension of the
Hilbert space. Then, it follows from the decomposition of V inP given by Eq.(D5) that we can simulate V
in
P in time
O(d logD), using the given copies of sample states {|θink 〉, k = 0 · · · d− 1}.
Applying the unitary V inP to the system in state |ψ〉 ∈ Hin and the ancillary system prepared in state |Γ〉, we get
state
|ψ〉 ⊗ |Γ〉 =
d−1∑
k=0
ψk|θink 〉 ⊗ |Γ〉 −→ V inP |ψ〉 ⊗ |Γ〉 =
d−1∑
k=0
ψk |θink 〉 ⊗
1√
d
d−1∑
t=0
eitk2pi/d|t〉 , (D6)
5 Let P in =
∑d−1
k=0 k|θink 〉〈θink |. Having multiple copies of states {|θink 〉 : k = 0 · · · d − 1} we can simulate the unitary e−iP
ins for any real
s, and by applying this unitary, for different values of s, we can transform one element of the set {|αink 〉 : k = 0 · · · d − 1} to the other
elements. To simulate the unitary e−iP
ins, we note that e−iP
ins =
∏d−1
k=0 e
−isk|θink 〉〈θink |. As we have seen in Appendix C each unitary
e−isk|θ
in
k 〉〈θink | can be efficiently simulated using multiple copies of state |θink 〉, in time O(log(D)). Therefore, we can simulate the unitary
e−iP
ins in time O(d log(D)).
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where we have used the decomposition |ψ〉 = ∑d−1k=0 ψk|θink 〉.
Then, performing quantum Fourier transform on the ancillary system we transform the joint state to
V inP |ψ〉 ⊗ |Γ〉 =
d−1∑
k=0
ψk |θink 〉 ⊗
d−1∑
t=0
eitk2pi/d|k〉 QFT−−−→
d−1∑
k=0
ψk |θink 〉 ⊗ |k〉 . (D7)
Then, to erase the information in the system we implement the unitary
V inQ =
d−1∑
k,t=0
eitk2pi/d|αink 〉〈αink | ⊗ |t〉〈t| =
d−1∑
t=0
eitQ
in2pi/d ⊗ |t〉〈t| , (D8)
where Qin =
∑d−1
l=0 l|αinl 〉〈αinl |. Note that we can efficiently simulate V inQ , using a similar approach we used to simulate
V inP .
Applying V inQ to state in Eq.(D7) we find
d−1∑
k=0
ψk |θink 〉 ⊗ |k〉 −→ V inQ
d−1∑
k=0
ψk |θink 〉 ⊗ |k〉 =
d−1∑
k=0
ψk e
ikQin2pi/d|θink 〉 ⊗ |k〉 = |θin0 〉 ⊗
d−1∑
k=0
ψk |k〉 , (D9)
where we have used the fact that
eikQ
in2pi/d|θink 〉 =
d−1∑
l=0
ei2pilk/d|αinl 〉〈αinl |θink 〉 =
1√
d
d−1∑
l=0
ei2pilk/de−i2pikl/d|αinl 〉 = |θin0 〉. (D10)
Therefore, after these three steps for any input state |ψ〉 ∈ Hin we have
[
V inQ (I ⊗ Fa)V inP
] |ψ〉|Γ〉 = |θin0 〉 ⊗ d−1∑
k=0
ψk |k〉 , (D11)
where Fa denotes the quantum Fourier transform on the ancillary system.
At this point we have completely erased the state of system and transferred all its information to the ancillary
system. Now using a method similar to the one used in the main algorithm, we can transform this state to state
U |ψ〉|Γ〉: We replace |θin0 〉 with |θout0 〉 and apply V outP †(I ⊗ F †a )V outQ † to state |θout0 〉 ⊗
∑d−1
k=0 ψk |k〉, where
V outQ =
d−1∑
k,t=0
eitk2pi/d|αoutk 〉〈αoutk | ⊗ |t〉〈t| =
d−1∑
t=0
eitQ
out2pi/d ⊗ |t〉〈t| , (D12)
V outP =
d−1∑
k,t=0
eitk2pi/d|θoutk 〉〈θoutk | ⊗ |t〉〈t| =
d−1∑
t=0
eitP
out2pi/d ⊗ |t〉〈t| . (D13)
Note that these unitaries can be efficiently simulated using the same method we used to simulate the unitary V inP .
It follows that we can emulate the action of unitary U on the input subspace in time O(d log(D)).
4. Approximate transformations
In the above discussions we always assumed there exists a unitary U for which U |φink 〉 = |φoutk 〉, for all k = 1, · · ·K.
Now suppose we only know that these transformations are possible approximately. I.e. there exists a constant δ > 0
and a unitary U such that ‖U |φink 〉 − |φoutk 〉‖ ≤ δ, for k = 1, · · · ,K. Then, it can be easily shown that if we run the
proposed algorithm on an input state |ψ〉 ∈ Hin, with the given sample input-output pairs, in the output we generate
a quantum state whose trace distance from state U |ψ〉 is bounded by O(T × δ) = δ × poly(d). This follows form the
fact that, under the above assumption, we can repeat the argument that is used to derive Eq.(3.3) from Eq.(3.2), and
use ‖U |φin1 〉 − |φout1 〉‖ ≤ δ and ‖(U ⊗ Ia)W ina (k)(U† ⊗ Ia)−W outa (k)‖ ≤ 4δ, which follows from ‖U |φink 〉 − |φoutk 〉‖ ≤ δ,
for k = 1, · · · ,K. This implies Eq.(3.3) is satisfied with an additional error of order O(Tδ), which proves the claim.
Note that, for a general input-output sets Sin and Sout and a general input state |ψ〉 ∈ Hin, the lowest achievable
error in this transformation is O(d× δ).
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FIG. 3: The circuit for emulating the two-outcome projective measurement with projectors {Π, I−Π}, where Π is the projector
to the subspace spanned by the sample states {|φk〉 : 1, · · · ,K}.
Appendix E: Emulating projective measurements
In this section we consider the problem of emulating projective measurements. We assume we are given multiple
copies of states that belong to different subspaces of the Hilbert space, with the labels which specify these subspaces.
Then, we are interested to simulate the projective measurement that projects any given input state to one of these
subspaces. Note that any projective measurement can be realized as a sequence of two-outcome measurements.
Therefore, in the following we focus on implementing two-outcome measurements.
Consider the set of sample states {|φk〉 : 1, · · · ,K}. We do not make any assumption about the sample states,
or the relation between them. Let HΠ be the subspace spanned by these states, and Π be the projector to this
subspace. Assuming we are given multiple copies of each state in this set we are interested to implement the projective
measurement described by the projectors {Π, I −Π}.
In the algorithm we use the controlled-reflections
Ra(k) = |0〉〈0|a ⊗ I + |1〉〈1|a ⊗ eipi|φk〉〈φk| . (E1)
As we explained in Appendix C, using n copies of state |φk〉 we can implement this unitary in time O
(
log(D) ×
n log(n)
)
, with error O( 1n ) in trace distance, where D is the dimension of the Hilbert space.
a. The Algorithm
The quantum circuit for this algorithm is presented in Fig.(3). The algorithm has the following three steps:
(i) Consider T qubits a1 · · · aT , which are all initially prepared in state |−〉 = (|0〉 − |1〉)/
√
2. Let k1, · · · , kT be
T independent random integers, each chosen uniformly at random form 1, · · · ,K. Apply the controlled-reflection
Ra1(k1) to the system and qubit a1, Ra2(k2) to the system and qubit a2, until the last controlled-reflection RaT (kT ),
which is applied to the system and qubit aT .
(ii) Perform the two-outcome projective measurement {|−〉〈−|⊗T , I − |−〉〈−|⊗T } on qubits a1 · · · aT . (This can be
implemented efficiently, e.g., by first applying the Hadamard gates on qubits a1 · · · aT , then applying a T -bit Toffoli
gate controlled by a1 · · · aT , that is acting on an ancillary qubit initialized in state |0〉, and finally applying the
Hadamard gates on qubits a1 · · · aT again. Then, measuring this ancillary qubit in the computational basis, realizes
the desired measurement.)
(iii) Recall the random integers k1, · · · , kT chosen in step (i). Apply the controlled-reflection RaT (kT ) to the system
and qubit aT , then apply the controlled-reflection RaT−1(kT−1) to the system and qubit aT−1, until the last controlled-
reflection Ra1(k1) which is applies to the system and qubit a1.
Then, at the end of the algorithm, the initial state |ψ〉 is projected to state Π|ψ〉/√〈ψ|Π|ψ〉 with probability 〈ψ|Π|ψ〉
(corresponding to outcome b = 0 in the measurement in step (ii)), and is projected to state (I −Π)|ψ〉/√1− 〈ψ|Π|ψ〉
with probability 1− 〈ψ|Π|ψ〉 (corresponding to outcome b = 1 in the measurement).
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b. How it works
In the following we assume the circuit is run with perfect controlled-reflections. Then, the additional error due to
the imperfections in the simulations of the controlled-reflections can be taken into account, using the same approach
we used for the main algorithm.
Let E be the quantum channel that describes the overall effect of circuit in Fig.(3) in the case where we ignore
the output of measurement, i.e. we do not postselect. Let HΠ be the subspace spanned by the sample states
{|φk〉 : k = 1, · · · ,K}.
Theorem 4 Let λmin be the minimum non-zero eigenvalue of the density operator K
−1∑K
k=1 |φk〉〈φk|. If the support
of ρ, the state of system is contained in either the subspace HΠ or the orthogonal subspace, then the probability of
error in emulating the measurement {I −Π,Π} is less than or equal to (1−λmin)T . Furthermore, the fidelity of E(ρ),
the output of the circuit, with ρ the desired output state, satisfies F (E(ρ), ρ) ≥ 1− (1− λmin)T .
Proof. First, consider the case where ρ, the initial state of system, does not have any support on HΠ, i.e. ΠρΠ = 0.
Then, all the reflections eipi|φk〉〈φk| act as the identity operator on this state. Therefore, after step (i) the state of
qubits a1 · · · aT remain unchanged. In this case, in step (ii) with probability one we project these qubits to state
|−〉⊗T . It follows that in this case the algorithm emulates the action of measurement perfectly.
Next, we consider the case where ΠρΠ = ρ. Using the fact that
〈−|Ra(k)|−〉a = I + e
ipi|φk〉〈φk|
2
= I − |φk〉〈φk| , (E2)
we find that for a general state ρ (not necessarily restricted to HΠ) the probability that in step (ii) we find the qubits
a1 · · · aT in state |−〉⊗T is given by
p(|−〉⊗T ) = 1
KT
K∑
k1,··· ,KT
Tr
(
[|−〉〈−|⊗T ⊗ I] RaT (kT ) · · ·Ra1(k1)
[
ρ⊗ |−〉〈−|⊗T ] Ra1(k1) · · ·RaT (kT )) (E3a)
=
1
KT
K∑
k1,··· ,KT
Tr
(
(I − |φkT 〉〈φkT |) · · · (I − |φk1〉〈φk1 |) ρ (I − |φk1〉〈φk1 |) · · · (I − |φkT 〉〈φkT |)
)
(E3b)
= Tr
(MT (ρ)) , (E3c)
where M(·) = 1K
∑K
k=1 P
⊥
k (·)P⊥k , and P⊥k = I − |φk〉〈φk|.
Next, note that for any operator X we have
Tr(M(X)) = 1
K
K∑
k=1
Tr(XP⊥k ) = Tr(X)− Tr
(
X
K∑
k=1
1
K
|φk〉〈φk|
)
= Tr(X)− Tr(Xσavg) , (E4)
where
σavg ≡ 1
K
∑
K
|φk〉〈φk| . (E5)
The subspace HΠ is defined as the subspace spanned by {|φk〉 : k = 1, · · · ,K}. Therefore, the density matrix σavg
is automatically full-rank in this subspace. Let λmin be the minimum eigenvalue of σavg in this subspace, i.e. the
minimum nonzero eigenvalue of σavg. Note that for any positive operator X whose support is restricted to HΠ we
have
Tr(Xσavg) ≥ λminTr(X) . (E6)
Then, using Eq.(E4) this means that for any positive operator X, whose support is restricted to HΠ we have
Tr(M(X)) = Tr(X)− Tr(Xσavg) ≤ Tr(X)(1− λmin) . (E7)
Next, note that if X is a positive operator with support restricted to HΠ, thenM(X) is also a positive operator with
support restricted to HΠ. It follows that if X is a positive operator with support restricted to HΠ, then
Tr(MT (X)) ≤ Tr(X)× (1− λmin)T . (E8)
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This together with Eq.(E3) imply that if the support of the initial state ρ is restricted to HΠ, then the probability
that at the end of algorithm we find qubits a1 · · · aT in state |−〉⊗T is given by
p(|−〉⊗T ) = Tr (MT (ρ)) ≤ (1− λmin)T . (E9)
This completes the proof of the first part of the theorem.
Finally, the second part of the theorem, i.e. the bound on the fidelity, follows from the following lemma, which is
proven in the same way we proved Theorem 1.
Lemma 5 Consider the following quantum operation: (i) We apply a unitary V (λ) to the system, where λ is a
random parameter chosen according to the probability distribution p(λ). (ii) We perform a projective measurement
on the system with projectors {Pα : α ∈ A}. (iii) We apply the unitary V †(λ).
Let G be the quantum channel that describes the overall effect of this operation on the system, in the case where we
ignore the outcome of the projective measurement. Then, for any input state ρ, the fidelity of ρ and G(ρ) satisfies
F (ρ,G(ρ)) ≥ max
α∈A
pα(ρ) (E10)
where pα(ρ) is the (average) probability of outcome α in the measurement.
Proof. Quantum operation G is given by
G(·) =
∑
λ
p(λ)
∑
α∈A
V †(λ)PαV (λ)(·)V †(λ)PαV (λ) . (E11)
Consider a pure input state |γ〉. Then, the squared fidelity of G(|γ〉〈γ|) and |γ〉〈γ| is given by
F 2(G(|γ〉〈γ|), |γ〉〈γ|) = 〈γ|G(|γ〉〈γ|)|γ〉 (E12)
=
∑
α∈A
∑
λ
p(λ)〈γ|V †(λ)PαV (λ)|γ〉2 (E13)
≥ max
α∈A
∑
λ
p(λ)〈γ|V †(λ)PαV (λ)|γ〉2 (E14)
≥ max
α∈A
(∑
λ
p(λ)〈γ|V †(λ)PαV (λ)|γ〉
)2
(E15)
= max
α∈A
p2α(|γ〉〈γ|) , (E16)
where to get the fourth line we have used the fact that the variance of any random variable is non-negative, and
to get the last line we have used the fact that the average density operator of the system before the measurement
is
∑
λ p(λ)V (λ)|γ〉〈γ|V †(λ), and so the probability of outcome α is
∑
λ p(λ)〈γ|V †(λ)PαV (λ)|γ〉. This proves the
lemma for the special case of pure states. The result for general mixed states follows from the joint concavity of
fidelity.
This lemma together with the fact that for input states contained in HΠ, or the complement subspace the outcome
of the ideal measurement is deterministic, and the circuit generates this outcome with probability of error less than
(1− λmin)T , proves the bound
F (E(ρ), ρ) ≥ 1− (1− λmin)T . (E17)
This completes the proof of theorem.
