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–Summary in Dutch–
Positron Emission Tomography (PET) en Single Photon Emission
Computed Tomography (SPECT) zijn medische beeldvormingstech-
nieken die functionele beelden opleveren die biologische processen
weerspiegelen. Beide zijn gebaseerd op het speurstof principe. Een
biologisch actieve stof, een farmaceutisch product, wordt geselec-
teerd zodat de ruimtelijke en tijdsafhankelijke verspreiding doorheen
het lichaam gerelateerd is aan een bepaalde lichaamsfunctie of stof-
wisseling. De speurstof wordt radioactief gemerkt tot een radiofar-
maceutisch product of tracer. Na het toedienen van het radiofarma-
ceutisch product kan men de gegenereerde fotonen detecteren. De
verkregen data worden achteraf gereconstrueerd om een driedimen-
sionale verdeling van de radioactieve speurstof in de patie¨nt te ver-
krijgen.
Monte-Carlomethoden zijn numerieke methoden die gebruik ma-
ken van willekeurige getallen om een resultaat te berekenen. Men
maakt gebruik van een willekeurige variabele waarvan de verwach-
tingswaarde gelijk is aan het beoogde resultaat. Door de willekeu-
rige variabele te bemonsteren kan men het gemiddelde en de vari-
antie gebruiken als schatting van het beoogde resultaat. Het is een
poging om de natuur te modelleren door middel van directe simula-
tie van de essentie¨le dynamiek van het systeem in kwestie. Monte-
Carlomodellen genieten de voorkeur voor toepassingen waarbij ex-
perimentele metingen niet mogelijk zijn of waarbij analytische mo-
dellen niet beschikbaar zijn door de complexe aard van het pro-
bleem. Deze methoden zijn heel geschikt voor de medische fysica
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gezien de stochastische aard van de stralingsemissie, het deeltjes-
transport en de detectieprocessen. Ze vormen belangrijke bijdragen
in toepassingsgebieden zoals detectorontwerp en correctietechnie-
ken voor attenuatie en verstrooiing. Er zijn verscheidene gespeciali-
seerde Monte-Carlosimulatoren voor PET en/of SPECT beschikbaar.
Deze zijn echter vaak niet gedetailleerd of flexibel genoeg voor rea-
listische simulaties van complexe detectorgeometriee¨n en tijdsafhan-
kelijke processen zoals het radioactief verval, speurstofverspreiding,
patie¨ntbeweging en detectorbeweging. De Monte-Carlosimulator die
gebruikt wordt in deze doctoraatsthesis, GEANT4 Application for
Tomographic Emission (GATE), werd speciaal ontworpen om een
oplossing te bieden voor deze problemen.
De flexibiliteit die eigen is aan GATE heeft echter een schaduw-
zijde. De simulatie van een eenvoudig SPECT detector prototype
is misschien mogelijk binnen een tijdsduur van enkele uren, maar
een acquisitie van een realistisch fantoom met een realistische detec-
tor kan evenwel jaren duren met een enkelvoudige CPU. Het kern-
woord van deze doctoraatsthesis is daarom: efficie¨ntie. De versnel-
ling van GATE simulaties kan enkel worden bereikt door middel van
een combinatie van efficie¨nte data analyse, gespecialiseerde variantie
reductie, snelle navigatie algoritmen en parallellisatie.
In het eerste deel van deze doctoraatsthesis beschouwen we de
verbetering van de analyse module van GATE. De statische analyse
module is niet flexibel en het is niet mogelijk om meer detail te bewa-
ren zonder in te boeten aan efficie¨ntie. Een flexibele, gedetailleerde
en efficie¨nte analyse module is echter onontbeerlijk voor ontwerp en
de validatie van de versnellingstechnieken in deze thesis. Om dit
doel te bereiken ontwerpen we een nieuw analyse raamwerk dat de
mogelijkheid biedt om elk proces, gaande van het radioactief verval
van isotopen tot de interactie en detectie van deeltjes in eender welk
detector element voor eender welk type fantoom. De evaluatie van
ons raamwerk bestaat enerzijds uit een analyse van valse detecties bij
onzuivere PET isotopen zoals 124I-Bexxar en anderzijds uit een ana-
lyse van contaminatie bij SPECT isotopen zoals 131I-Bexxar. In het
geval van PET beschrijven we hoe ons raamwerk zelfs voor realisti-
sche fantomen valse detecties kan opsporen bij onzuivere isotopen.
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We tonen aan dat het mogelijk is om geoptimaliseerde energieven-
sters te bepalen, welke onmiddellijk toepasbaar zijn in de kliniek,
om de contaminatie door valse detecties te minimaliseren. We tonen
ook aan dat de valse detecties zelf spatiaal niet uniform zijn verdeeld.
Om deze reden zijn de standaard reconstructie- en correctiemethoden
niet afdoend. In het geval van SPECT beschrijven we hoe het moge-
lijk is om detecties in te delen naargelang hun interactiegeschiedenis:
geometrische detecties, verstrooiing in het fantoom, penetratie door-
heen de collimator, verstrooiing in de collimator en vertrooiing in
het eindgedeelte van de detector. We tonen aan dat standaard cor-
rectiemethoden gebaseerd op energievensters niet kunnen corrigeren
voor septale penetratie. We tonen ook aan dat 124I PET met geop-
timaliseerde energievensters een betere beeldkwaliteit oplevert dan
131I SPECT wanneer van standaard reconstructietechnieken gebruik
wordt gemaakt.
In het tweede deel van deze doctoraatsthesis besteden we bijzon-
dere aandacht aan het verbeteren van de efficie¨ntie van GATE door
middel van een variantie reductie techniek: Geometrical Importance
Sampling (GIS). We beschrijven hoe slechts 0.02% van alle fotonen
het kristaloppervlak van een lage energie hoge resolutie SPECT de-
tector kan bereiken. Heel wat rekenkracht gaat dus verloren bij het
simuleren van fotonen die niet zullen bijdragen tot het beoogde re-
sultaat. We maken gebruik van een tweevoudige strategie om dit pro-
bleem op te lossen: enerzijds maakt GIS gebruik van Russische Rou-
lette om die fotonen te verwijderen uit de simulatie waarvan wordt
vermoed dat ze waarschijnlijk niet zullen bijdragen tot het resultaat.
Anderzijds worden fotonen in belangrijke regios gesplitst in meedere
fotonen met een kleiner gewicht om de overlevingskans te vergroten.
We tonen aan dat deze techniek vertakkingen introduceert in de in-
teractiegeschiedenis van een deeltje. We beschrijven hoe we dit in
rekening brengen door middel van een boomstructuur die de inter-
actiegeschiedenis weerspiegelt en waarmee we de resultaten kunnen
analyseren. De evaluatiestudie bestaat uit een validatie van energie-
spectra, spatiale resolutie en sensitiviteit voor isotopen van lage en
middelhoge energie. We tonen aan dat GIS versnellingsfactoren tus-
sen 5 en 13 kan bereiken tegenover analoge GATE simulaties voor
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de isotopen in deze studie. GIS is een algemene versnellingstechniek
die gebruikt kan worden voor eender welke combinatie van isotoop,
fantoom en detector.
Hoewel GIS nuttig is als een veilige en nauwkeurige versnel-
lingstechniek, is de tijdsduur van een simulatie niet klinisch aan-
vaardbaar. De belangrijkste reden hiervoor is dat het niet in staat is
om fotonen uit te sturen in een voorafbepaalde, gedwongen richting.
In het derde deel van deze doctoraatsthesis lossen we dit probleem
op voor 99mTc SPECT simulaties. Onze aanpak is tweeledig.
Eerst introduceren we twee variantie reductie technieken: ge-
dwongen detectie (eng.:Forced Detection, FD) en op convolutie ge-
baseerde gedwongen detectie (eng.: Convolution-based Forced De-
tection, CFD) waarbij meerdere projecties tegelijkertijd worden ge-
genereerd (eng.: Multiple Projection Sampling, MPS). FD en CFD
zorgen ervoor dat bij elke emissie en interactie copiee¨n worden ge-
maakt van een foton. Deze worden vervolgens getransporteerd door-
heen het fantoom in een richting bemonsterd in een ruimtehoek die
gericht is naar de SPECT detector en dit voor alle projectiehoeken
tegelijkertijd. We beschrijven hoe we een gewicht toekennen aan ie-
dere copie om te compenseren voor de gedwongen richting en het
feit dat het foton niet wordt geabsorbeerd in het fantoom. We geven
aan dat de gewichten worden berekend door middel van de totale en
differentie¨le Compton en Rayleigh werkzame doorsneden per elec-
tron, met inbegrip van Hubbell’s atomische factoren. In het geval
van FD worden alle detectorinteracties gemodelleerd door Monte-
Carlobemonstering, terwijl deze in het geval van CFD analytisch
worden gemodelleerd.
Vervolgens beschrijven we het ontwerp van een voor FD en CFD
gespecialiseerde navigator om de trage algoritmen voor deeltjestrans-
port in GEANT4 te versnellen. De validatiestudie toont aan dat zo-
wel FD als CFD de analoge GATE simulaties zeer goed benaderen
en dat we een versnellingsfactor tussen 3 en 6 grootteordes kunnen
bereiken in vergelijking met analoge GATE simulaties. Dit laat een
simulatie toe van een realistische acquisitie met een complex fan-
toom binnen 130 seconden op een hedendaagse desktop computer.
In het vierde en laatste deel van deze doctoraatsthesis maken we
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gebruik van een intrinsieke eigenschap van Monte-Carlosimulaties:
parallelle verwerking. We tonen aan hoe Monte-Carlosimulaties the-
oretisch gezien lineair moeten schalen als functie van het aantal pro-
cessoren, maar dat dit meestal niet mogelijk is door de insteltijd van
simulatiejobs en dataverwerking. Onze aanpak is gebaseerd op twee
stappen: jobdistributie en dataverwerking. De jobdistributie is ge-
baseerd op splitsing in het tijdsdomein waarbij alle experimentele
parameters worden weerhouden en waarbij de statistische onafhan-
kelijkheid van iedere subsimulatie wordt gegarandeerd. We reduce-
ren ook de insteltijd van simulatiejobs door het ontwerp van een ge-
parameteriseerd collimator model voor SPECT simulaties. We ver-
minderen ook de tijd die nodig is voor de dataverwerking door mid-
del van een ketting-gebaseerde dataverwerkingseenheid. Een schaal-
baarheidsstudie gebaseerd op een cluster van 70 CPUs toont aan dat
een versnellingsfactor van ongeveer 66 op 70 CPUs kan worden be-
reikt voor zowel PET als SPECT simulaties. We tonen ook aan dat
onze methode van parallellisatie geen benaderingen introduceert en
dat onze methode kan worden gecombineerd met alle voorgaande
versnellingstechnieken van deze doctoraatsthesis.

English summary
Positron Emission Tomography (PET) and Single Photon Emission
Computed Tomography are forms of medical imaging that produce
functional images that reflect biological processes. They are based
on the tracer principle. A biologically active substance, a pharma-
ceutical, is selected so that its spatial and temporal distribution in
the body reflects a certain body function or metabolism. In order to
form images of the distribution, the pharmaceutical is labeled with
gamma-ray-emitting or positron-emitting radionuclides (radiophar-
maceuticals or tracers). After administration of the tracer to a pa-
tient, an external position-sensitive gamma-ray camera can detect the
emitted radiation to form a stack of images of the radionuclide dis-
tribution after a reconstruction process.
Monte Carlo methods are numerical methods that use random
numbers to compute quantities of interest. This is normally done by
creating a random variable whose expected value is the desired quan-
tity. One then simulates and tabulates the random variable and uses
its sample mean and variance to construct probabilistic estimates.
It represents an attempt to model nature through direct simulation
of the essential dynamics of the system in question. Monte Carlo
modeling is the method of choice for all applications where mea-
surements are not feasible or where analytic models are not available
due to the complex nature of the problem. In addition, such model-
ing is a practical approach in nuclear medical imaging in several im-
portant application fields: detector design, quantification, correction
methods for image degradations, detection tasks etc. Several pow-
erful dedicated Monte Carlo simulators for PET and/or SPECT are
available. However, they are often not detailed nor flexible enough to
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enable realistic simulations of emission tomography detector geome-
tries while also modeling time dependent processes such as decay,
tracer kinetics, patient and bed motion, dead time or detector orbits.
Our Monte Carlo simulator of choice, GEANT4 Application for To-
mographic Emission (GATE), was specifically designed to address
all these issues.
The flexibility of GATE comes at a price however. The simula-
tion of a simple prototype SPECT detector may be feasible within
hours in GATE but an acquisition with a realistic phantom may take
years to complete on a single CPU. In this dissertation we therefore
focus on the Achilles’ heel of GATE: efficiency. Acceleration of
GATE simulations can only be achieved through a combination of
efficient data analysis, dedicated variance reduction techniques, fast
navigation algorithms and parallelization.
In the first part of this dissertation we consider the improvement
of the analysis capabilities of GATE. The static analysis module in
GATE is both inflexible and incapable of storing more detail with-
out introducing a large computational overhead. However, the de-
sign and validation of the acceleration techniques in this dissertation
requires a flexible, detailed and computationally efficient analysis
module. To this end, we develop a new analysis framework capa-
ble of analyzing any process, from the decay of isotopes to particle
interactions and detections in any detector element for any type of
phantom. The evaluation of our framework consists of the assess-
ment of spurious activity in 124I-Bexxar PET and of contamination in
131I-Bexxar SPECT. In the case of PET we describe how our frame-
work can detect spurious coincidences generated by non-pure iso-
topes, even with realistic phantoms. We show that optimized energy
thresholds, which can readily be applied in the clinic, can now be de-
rived in order to minimize the contamination. We also show that the
spurious activity itself is not spatially uniform. Therefore standard
reconstruction and correction techniques are not adequate. In the
case of SPECT we describe how it is now possible to classify detec-
tions into geometric detections, phantom scatter, penetration through
the collimator, collimator scatter and backscatter in the end parts.
We show that standard correction algorithms such as triple energy
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window correction cannot correct for septal penetration. We demon-
strate that 124I PET with optimized energy thresholds offer better
image quality than 131I SPECT when using standard reconstruction
techniques.
In the second part of this dissertation we focus on improving the
efficiency of GATE with a variance reduction technique called Geo-
metrical Importance Sampling (GIS). We describe how only 0.02%
of all emitted photons can reach the crystal surface of a SPECT de-
tector head with a low energy high resolution collimator. A lot of
computing power is therefore wasted by tracking photons that will
not contribute to the result. A twofold strategy is used to solve this
problem: GIS employs Russian Roulette to discard those photons
that will not likely contribute to the result. Photons in more im-
portant regions on the other hand are split into several photons with
reduced weight to increase their survival chance. We show that this
technique introduces branches into the particle history. We describe
how this can be taken into account by a particle history tree that is
used for the analysis of the results. The evaluation of GIS consists of
energy spectra validation, spatial resolution and sensitivity for low
and medium energy isotopes. We show that GIS reaches accelera-
tion factors between 5 and 13 over analog GATE simulations for the
isotopes in the study. It is a general acceleration technique that can
be used for any isotope, phantom and detector combination.
Although GIS is useful as a safe and accurate acceleration tech-
nique, it cannot deliver clinically acceptable simulation times. The
main reason lies in its inability to force photons in a specific direc-
tion. In the third part of this dissertation we solve this problem for
99mTc SPECT simulations. Our approach is twofold. Firstly, we
introduce two variance reduction techniques: forced detection (FD)
and convolution-based forced detection (CFD) with multiple projec-
tion sampling (MPS). FD and CFD force copies of photons at decay
and at every interaction point to be transported through the phantom
in a direction sampled within a solid angle toward the SPECT de-
tector head at all SPECT angles simultaneously. We describe how a
weight must be assigned to each photon in order to compensate for
the forced direction and non-absorption at emission and scatter. We
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show how the weights are calculated from the total and differential
Compton and Rayleigh cross sections per electron with incorporation
of Hubbell’s atomic form factor. In the case of FD all detector inter-
actions are modeled by Monte Carlo, while in the case of CFD the
detector is modeled analytically. Secondly, we describe the design of
an FD and CFD specialized navigator to accelerate the slow tracking
algorithms in GEANT4. The validation study shows that both FD
and CFD closely match the analog GATE simulations and that we
can obtain an acceleration factor between 3 (FD) and 6 (CFD) orders
of magnitude over analog simulations. This allows for the simulation
of a realistic acquisition with a torso phantom within 130 seconds.
In the fourth part of this dissertation we exploit the intrinsic par-
allel nature of Monte Carlo simulations. We show how Monte Carlo
simulations should scale linearly as a function of the number of pro-
cessing nodes but that this is usually not achieved due to job setup
time, output handling and cluster overhead. We describe how our
approach is based on two steps: job distribution and output data han-
dling. The job distribution is based on a time-domain partitioning
scheme that retains all experimental parameters and that guarantees
the statistical independence of each subsimulation. We also reduce
the job setup time by the introduction of a parameterized collimator
model for SPECT simulations. We reduce the data output handling
time by a chain-based output merger. The scalability study is based
on a set of simulations on a 70 CPU cluster and shows an accel-
eration factor of approximately 66 on 70 CPUs for both PET and
SPECT. We also show that our method of parallelization does not in-
troduce any approximations and that it can be readily combined with
any of the previous acceleration techniques described above.
1
General Introduction
In the 1940’s crude spatial information about radioactive source dis-
tributions within the brain were produced using a single detector po-
sitioned at various locations around the head. During the 1950’s this
technology was improved upon and it became possible to obtain im-
ages of the distribution of radionuclides in the body. 1951 saw the
development of the rectilinear scanner by Benedict Cassen (1). It
produced planar images but required a very long imaging time. In
1953 Hal Anger used a lead pin hole to project a gamma ray im-
age of a source distribution onto a scintillating screen with a pho-
tographic film behind it. Due to losses in the film, the technique
required extremely long imaging times. This problem remained un-
til 1958. In that year Hal Anger replaced the film by a NaI crystal
and photo multiplier tubes (PMT) and presented the Anger camera
(2). Its basic principles are still in use today. The final revolution
that marked the start of a new age in nuclear medical imaging, was
the development of code to reconstruct tomographic images from a
set of projections around the patient by Cormack (3). This enabled
the development of Positron Emission Tomography (PET) by Phelps
(4) and Single Photon Emission Computed Tomography (SPECT) by
Kuhl (5) during the 1970’s. Both methods provide functional infor-
mation by showing the 3D distribution of an injected radiopharma-
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ceutical in the body. Today the functional information of PET and
SPECT is combined with anatomical imaging modalities such as CT
or MRI. It can therefore be used as a diagnostic tool for the detec-
tion of small tumours in an early stage which is of increasing interest
given the aging population in Western Europe and North America.
Nowadays, the design of new detector prototypes, quantification
analysis, correction methods to improve reconstructed images, etc.
are done with Monte Carlo simulations. Monte Carlo methods have
the advantage of being able to model all physics related to PET and
SPECT. It is a numerical solution to a problem that models objects,
such as photons and electrons, interacting with other objects or their
environment based upon object-object or object-environment rela-
tionships defined by particle physics theory and experimental data.
A stochastic solution is determined by random sampling of the re-
lationships until the result converges (6). Since the history of every
simulated particle can be analyzed, Monte Carlo simulations provide
a solution to a wide range of problems that could not be solved by
experimental or analytical approaches.
The breakthrough of Monte Carlo methods in medical physics
came with the paper of Raeside in 1976 (7). Since then the in-
fluence of Monte Carlo simulations on PET and SPECT has only
increased. Over a dozen Monte Carlo simulators for PET and/or
SPECT have been developed, each with their own advantages, dis-
advantages and limitations. However, none of these was flexible
enough to allow the realistic simulation of the detector geometry
in PET and SPECT. This became possible with the public release
of the GEANT4 Application for Tomographic Emission (GATE) (8)
on may 7th 2004. The OpenGATE collaboration was founded by
research groups at Lausanne University (UNIL), Ghent University
(ELIS/Medisip) and Clermont-Ferrand University (LPC). The col-
laboration has since then grown to over 20 research labs worldwide
and GATE has manifested itself as the golden standard for PET and
SPECT Monte Carlo simulations.
The Achilles heel of GATE is however its computational com-
plexity. A realistic simulation in GATE may take years to complete
on a single processor. Therefore, the major aim of this dissertation
was to contribute to the acceleration of GATE simulations. A fast
GATE simulator will not only provide faster simulations which en-
hance the practical usability of GATE. It will also allow GATE to be
incorporated into reconstruction algorithms which in turn will lead
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to better image quality.
Chapter 2 gives an overview of nuclear medical imaging and
more specifically PET and SPECT from acquisition to reconstruc-
tion. The general principles of Monte Carlo simulations are ex-
plained as well as their relevance to nuclear medical imaging. In
addition, an overview is given of the different Monte Carlo simula-
tors for PET and SPECT. The general high energy physics library
GEANT4 is introduced and the most important physics implementa-
tions related to PET and SPECT are explained. Subsequently GATE,
built upon GEANT4, is introduced as the most flexible and accurate
simulator to date. The final part of chapter 2 will focus entirely on
the computational complexity of analog GATE (aGATE) simulations
(i.e. without acceleration methods). The different problems result-
ing in inefficiency and their relation to each other are presented and
a number of solutions are proposed that will be discussed in the re-
maining chapters.
Chapter 3 is focused completely on the enhancement of analysis
capabilities of PET and SPECT simulations with GATE. Firstly, a
much more detailed analysis module called ProcessGATE is devel-
oped for aGATE, which will be used as a validation tool for the meth-
ods developed in all remaining chapters. Secondly, the efficiency of
the analysis module is greatly enhanced for aGATE. This enhance-
ment is used directly by all remaining chapters.
Chapters 4, 5 and 6 focus entirely on the acceleration of GATE.
The use of geometrical importance sampling (GIS), a variance re-
duction technique, is discussed in Chapter 4. It provides a gen-
eral efficiency improvement for any combination of SPECT isotope,
phantom and detector. The efficiency of GATE SPECT simulations
is further enhanced with the development of forced detection and
convolution-based forced detection in chapter 5. Fast particle nav-
igation algorithms were developed specifically for these methods.
The application of parallelization to PET and SPECT GATE simula-
tions is discussed subsequently in chapter 6.
Chapter 7 summarizes the main contributions of this dissertation
and highlights some aspects for future study.
Key to the efficiency improvements in GATE is the integration of
the different techniques described in chapters 3 to 6. The different
chapters are related to each other through these techniques as shown
in figure 1.1. Moreover, each of the techniques was incorporated into
a single version of GATE in order to retain the general applicability
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of GATE as a PET and SPECT Monte Carlo simulator. A suitable
acceleration technique can be chosen, depending on the speed and
accuracy that is required. A technical description of the integration
can be found in the appendix.
The research performed within this PhD thesis resulted in 2 pub-
lished articles and one under review as a first author in peer reviewed
high-impact international journals and in 7 publications as first au-
thor in international conference proceedings. Another 5 coauthored
peer review journal articles and 9 coauthored international proceed-
ings resulted. The references to these publications are given in a
separate section at the end of this dissertation. In addition to these
publications, the software developed within this dissertation is cur-
rently actively used by most researchers in the Medical Imaging and
Signal Processing group (Medisip) for their current and future re-
search. Moreover, part of this software has been incorporated into
the public release of GATE and is now successfully used by research
labs worldwide.
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2
Monte Carlo Simulations in
Nuclear Medicine
2.1 Introduction
This chapter serves as a brief introduction into the research field
within which this dissertation on the acceleration of Monte Carlo
simulations was started. Firstly, nuclear medical imaging and more
specifically Single Photon Emission Computed Tomography (SPECT)
and Positron Emission Tomography (PET) are introduced from ac-
quisition to reconstruction. Secondly, the Monte Carlo method and
its relevance to nuclear medicine is explained. Thirdly, we investi-
gate the different Monte Carlo simulators for PET and SPECT and
clarify our choice for the GEANT4 Application for Tomographic
Emission (GATE) (1). Subsequently, a summary of the photon trans-
port model as used in Geometry and Tracking 4 (GEANT4) (2) is
presented. Thereafter we focus on Monte Carlo simulations with
GATE. The last part of this chapter introduces the drawback of Monte
Carlo simulations: the computational cost. More extensive informa-
tion on this subject can be found in the excellent books and docu-
mentation on which this introduction is based (3; 4; 5; 6; 7; 8).
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2.2 Nuclear medical imaging
Nuclear medical imaging is a form of medical imaging that produces
functional images that reflect biological processes taking place at the
cellular and subcellular level. It is based on the tracer principle. A
biologically active substance, a pharmaceutical, is selected so that
its spatial and temporal distribution throughout the body reflects a
certain body function or metabolism. In presence of disease, the
pharmaceutical will be distributed around the body differently. In or-
der to form images of the distribution, the pharmaceutical is labeled
with gamma-ray-emitting or positron-emitting radionuclides (radio-
pharmaceuticals or tracers). After administration of the tracer to a
patient, an external position-sensitive gamma-ray camera can detect
the emitted radiation to form an image of the radionuclide distribu-
tion (8). In many cases an increased physiological function will lead
to an local increased concentration of the tracer, resulting in a hot-
spot on the distribution image. In other cases, a disease may exclude
a tracer, resulting in a cold-spot on the distribution image.
Functional imaging is also achievable using other modalities such
as magnetic resonance imaging and ultrasound. However, nuclear
medicine imaging has the advantage of sensitivity which makes it
possible to target molecular processes. In addition, it has the ad-
vantage of an ever increasing amount of new radiopharmaceuticals.
Examples of the use of nuclear medicine imaging include tissue per-
fusion, glucose metabolism, the somatostatin receptor status of tu-
mours (see also chapter 3) and gene expression. There are two main
classes of nuclear medical imaging: positron annihilation photon
imaging, in which two annihilation photons are detected simultane-
ously and single photon imaging (9; 8; 4).
2.2.1 Positron emission tomography
Pharmaceuticals can also be labeled with neutron-deficient isotopes
which are positron emitters. A number of elements that are funda-
mentally used by the human body can be positron emitters, allowing
more scope for radiopharmaceutical design than is possible with sin-
gle photon emitters. However, production costs are higher since a cy-
clotron is needed to generate these instable radionuclides. Fluorine
18 (18F) is mostly used to label the fluorodeoxyglucose compound,
which is a glucose analog and thus suitable for the visualization of
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the glucose metabolism. The emitted positron annihilates with an
electron giving rise to two virtually anti-parallel 511 keV photons,
corresponding to the conversion of the rest mass of the two particles
into energy. The primary advantage of detecting both annihilation
photons in time coincidence is the electronic collimation. Detection
of two photons is sufficient to determine the line on which the annihi-
lation took place and so no physical collimation is required, allowing
higher sensitivity than in single photon imaging. Tomographs appro-
priate for PET (figure 2.2(b)) typically consist of a series of ring
detectors, having a large number of separate blocks coupled to pho-
tomultiplier tubes (PMTs) containing a photocathode which converts
the optical photons into electrons that are transported over dynodes
towards an Anger logic readout for position and energy signal calcu-
lation. Depending on the required sensitivity, the individual detectors
can be in coincidence only with other opposing detectors in the same
ring using lead septa, which is called PET in 2D mode, or also with
detectors in other rings (3D mode). The 3D mode increases the sen-
sitivity but also increases the image degradation resulting from the
detection of scattered photons and random coincidences. PET ap-
plication fields in order of importance are oncology, neurology, and
cardiology (4).
2.2.2 Single photon imaging
Single photon imaging requires at minimum just one detector fixed in
one position to obtain a two-dimensional (2D) projection of a three-
dimensional (3D) radiopharmaceutical distribution. A typical imag-
ing system suitable for this task is the gamma camera (figure 2.1)
(4). A typical gamma camera consists of a collimator that limits
the angle of incidence of the detected photons on the detector to a
specific direction, for instance around 90◦ for a parallel hole colli-
mator. The deposited energy is converted by a scintillating crystal to
visible light which travels through the crystal and the light guide to-
ward a set of PMTs (figure 2.1(c)). Single projection imaging can be
improved upon by simply rotating the gamma camera around the pa-
tient, thus obtaining a series of 2D projections. These can be used to
retrieve depth information, i.e. the 3D distribution of the radiophar-
maceutical, which is known as Single Photon Emission Computed
Tomography (SPECT). The quality of the information (i.e the time
dependent reconstructed radiopharmaceutical images) obtained from
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Figure 2.1: Gamma Camera : (a) technical scheme, (b) detailed
view, (c) optical photon transport.
SPECT depends considerably on the imaging time, camera sensitiv-
ity and position resolution (4). Consequently the temporal and spa-
tial resolutions of SPECT can be improved through the simultaneous
use of more than one detector, and most systems currently consist of
two or three heads mounted on a single gantry (figure 2.2(a)).
The radionuclide mostly used in SPECT is technetium (99mTc)
which has a half life of 6.03h and which emits photons of 140.5 keV.
One of the most important application fields for SPECT is functional
cardiac imaging. More specifically, myocardial perfusion imaging is
used to diagnose ischemic heart disease (10). Brain imaging is also
performed with SPECT. In this case 99mTc is taken up by brain tis-
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(a) (b)
Figure 2.2: (a) SPECT: Philips Irix, (b) PET camera: Philips
Allegro.
sue proportionally to the brain blood flow. Blood flow in the brain
is related to the brain metabolism, which in turn allows to diagnose
the different types of dementia (11). A third important application
of SPECT imaging is bone imaging. Many cancers that originally
began in the lungs, kidneys, prostate or other organs, may metasta-
size to the bones (12). Hot-spots on SPECT bone scans may indicate
fractures, tumours or infections while cold-spots may indicate poor
blood flow to the bone or bone breakdown due to a tumour.
In addition, SPECT with indium (111In) and iodine (131I) is used
for dosimetry in targeted radionuclide therapy such as 90Y-DOTATOC
(13; 14), for the treatment of primary and secondary neuroendocrine
tumours, and 90Y-Zevalin (13) for the treatment of B-cell lymphomas.
2.3 Image reconstruction
A key ingredient for SPECT and PET is image reconstruction, which
consists of retrieving the 3D spatial distribution of the radiophar-
maceutical from the projection data acquired under different angles.
Tomographic reconstruction can be performed either analytically of
iteratively:
• analytical reconstruction
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– Filtered BackProjection: analytical inversion of the X-
Ray Transform based on the Central Slice Theorem
• deterministic iterative reconstruction
– ART: Algebraic Reconstruction Technique
– SIRT: Simultaneous Iterative Reconstruction Technique
• statistical iterative reconstruction
– MLEM: Maximum Likelihood Expectation Maximiza-
tion
– MAP: Maximum a Posteriori
A deterministic model is obtained when the system characteristics
are incorporated. Accordingly, the reconstruction problem can be
solved analytically. If we assume the acquisition process to be statis-
tical, then a statistical reconstruction technique is mandatory. Often
used statistics are the Poisson model for the radioactive decay pro-
cess and the Gaussian model for the intrinsic features (detector re-
sponse) of the acquisition. The main advantage of a statistical model
is that a smaller variance results in the reconstructed image if the ap-
propriate models are used. Iterative reconstruction techniques are ca-
pable of incorporating image degrading effects in the reconstruction
algorithm in order to improve the reconstructed image quality (4).
The reconstructions in this dissertation are based on MLEM (15),
which is a basic statistical iterative reconstruction algorithm that in-
corporates the Poisson statistics of the radioactive decay in the re-
construction.
2.4 Monte Carlo principle
The Monte Carlo method is a numerical solution to a problem that
models objects interacting with other objects or their environment
based upon simple object-object or object-environment relationships.
It represents an attempt to model nature through direct simulation of
the essential dynamics of the system in question. In this sense the
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Monte Carlo method is essentially simple in its approach: a solution
to a macroscopic system through simulation of its microscopic in-
teractions. A stochastic solution is determined by random sampling
of the relationships, or the microscopic interactions, until the result
converges (3). We will first discuss random number generation and
different sampling methods. Subsequently the Monte Carlo principle
is explained with a simple example. This section is then closed with
a discussion of scoring for Monte Carlo simulations.
2.4.1 Random numbers
Random number generators (RNG), or rather pseudo-random num-
ber generators are at the heart of Monte Carlo simulations. RNGs
should provide a stream of seemingly uncorrelated random numbers
in order to imitate the stochastic nature of particle interactions. Ran-
dom number generation is an area of active research however and it
is imperative for Monte Carlo simulations requiring long periods that
an unbiased RNG is used. RNGs play an important role in chapter 6
of this dissertation where independent streams with long periods are
required for parallelization.
2.4.1.1 Requirements
The requirements of RNGs are (16):
• Randomness: the RNG should pass relevant statistical tests.
• Long period: current Monte Carlo simulations regularly ex-
ceed the specifications of classical RNGs.
• Efficiency: Monte Carlo simulations are computationally ex-
pensive. Random number generation amounts to a significant
portion of the simulation time.
• Repeatability and restarting: under the same initial conditions,
a sequence should repeat itself. Additionally, it should be pos-
sible to restart a sequence from a certain point. Without this
functionality it would be impossible to debug a failed Monte
Carlo simulation.
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• Independent sequences: the same generator should be able to
provide independent streams of random numbers simultane-
ously.
2.4.1.2 Multiplicative linear congruential random number gen-
erators (MLCRNG)
MLCRNGs are the classical way to generate pseudo-random num-
bers. Subsequent seeds are obtained as in equation 2.1. Equation
2.2 describes an example of such a RNG, that is based on the 2-
complement integer operation for a binary computer with 32-bit word
length. It generates a 32-bit string of random bits from the previous
step. At multiplication, the higher order bits are lost, leaving pseudo-
random lower-order bits. In the equation, a and b should be chosen
carefully (17). When b is chosen as an odd number, a period of 232
can be obtained. Current Monte Carlo simulations can easily exhaust
this period however and the generation of independent streams is not
straightforward. In addition, this type of RNG may lead to biased re-
sults as shown in the classic paper of Marsaglia (18). The GEANT4
RNDM module implements a MLCRNG. One way to extend the pe-
riod for these RNGs is to use longer integers. Using a 64-bit integer,
a period of 264 is possible as in the GEANT4 module RANECU.
rn+1 = a0rn +a1rn−1 + ...+a jrn− j +b mod P (2.1)
rn+1 = arn +b mod 232 (2.2)
2.4.1.3 Lagged Fibonacci generators
The need for longer periods has led to the introduction of lagged
Fibonacci generators. These are initialized with t integers r1, r2,...,rt
as shown in equation 2.3, where t < s and ⊗ can be either +,−,×
or the exclusive-or operation ⊗. With P chosen as 2u, a period of
around 2t+u−1 can be obtained. However, not all lagged Fibonacci
generators pass statistical randomness tests.
ri = (ri−t ⊗ ri−s) mod P (2.3)
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2.4.1.4 Universal generators
Universal generators as proposed by Marsaglia in (16) are a com-
bination of two different approaches in order to obtain a very long
period and excellent randomness behaviour. The RANMAR gen-
erator which is the standard RNG for GEANT4 employs this tech-
nique. The first part of RANMAR is a lagged Fibonacci generator as
in equation 2.4. This is then combined with a simple arithmetic se-
quence for the prime modulus 224−3= 16777213 as in equation 2.5.
Here c is chosen as 7654321/16777216 and d as 16777213/16777216.
The combination of these two parts then defines the random number
ri as shown in equation 2.6. RANMAR has a period of around 2144,
excellent statistical behaviour and the possibility to generate inde-
pendent streams. Two simulations starting from the same random
seed would generate exactly the same results. Independent streams
are therefore a prerequisite for parallelized Monte Carlo. These abil-
ities made RANMAR widely used for long Monte Carlo simulations.
It is also the generator used for the parallelization of GATE in chap-
ter 6.
ki = ki−97− ki−33, i f ki−97 ≥ ki−33 (2.4)
ki = ki−97− ki−33 +1, otherwise
li = li− c, i f li ≥ c (2.5)
li = li− c+d, otherwise
ri = ki− li, i f ki ≥ li (2.6)
ri = ki− li +1, otherwise
2.4.1.5 Very long period generators
Very long period generators will be required for future Monte Carlo
simulations. These include RNGs based on the ”add-with-carry” and
”subtract-with-borrow” methods as proposed by Marsaglia in (19)
and MLCRNGs based on 64-bit integers. The RNGs originally pro-
posed by Marsaglia were subsequently improved in (20) and (21).
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However, at their highest setting these RNGs are relatively slow. An
entirely new class of RNGs was proposed in (22). The Mersenne
twister provides fast generation of very high quality pseudo-random
numbers, and rectified many flaws found in older RNGs. With a pe-
riod of around 219937 it suitable to become the RNG of choice for
future Monte Carlo simulators.
2.4.2 Sampling methods
To obtain a stochastic variable that follows a particular pdf, pd f (x),
three different sampling methods can be used (4).
2.4.2.1 The direct method:
A cumulative distribution function F(x) = P(X ≤ x) is constructed
from the integral of pd f (x) over the interval [a,x] according to:
F(x) =
∫ x
a
pd f (x′)dx′. (2.7)
The variable x is then sampled by replacing F(x) in (2.7) with a uni-
formly distributed random number in the range of [0,1] and solving
for x. This sampling method is used if the inverse of F(x) can be
easily calculated.
2.4.2.2 The rejection method:
In principle, the invertible cumulative probability distribution func-
tion method can always be used. However,the inversion may be im-
practical to calculate. In this case, the rejection technique may offer
a solution as follows (3).
1. Scale the probability distribution function, shown in figure 2.3a,
by its maximum value obtaining a new distribution function,
pd f (x) = p(x)/p(xmax). The new distribution function has a
maximum value of 1 which occurs at x = xmax as shown in
figure 2.3b. This method works only if the probability distri-
bution function is not infinite anywhere and if it is not difficult
to determine the location of the maximum value.
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Figure 2.3: (a) a simple probability distribution, (b) The probability
distribution scaled for the rejection technique. Images courtesy of
(3)
2. Choose a random number, r1, uniform in the range [0,1] and
use it to obtain an x which is uniform in the probability distri-
bution function’s range [a,b] as follows: x = a+(b−a)r1
3. Choose a second random number r2. If r2 < p(x)/p(xmax)
then accept x, else, reject it and go back to step 2. In the case
of figure 2.3b, a rejected x belongs to the shaded area.
The efficiency of the rejection technique is defined as in equation 2.8.
This is the ratio of the expected number of random numbers pairs
that are accepted to the total number of pairs employed. Whether or
not to use the rejection method depends on the probability distribu-
tion at hand. If the inverse cumulative distribution is computation-
ally expensive, then it might be worthwhile to ”waste” a few random
numbers with the rejection method instead.
e f f iciency = 1
p(xmax)
∫ b
a
dxp(x) (2.8)
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2.4.2.3 Mixed methods:
When the previous two methods are not applicable, a mixture of the
two methods above is used. The f (x) is written as the product of two
probability distribution functions m(x).r(x) with r(x) acting as the
rejection function defined in the previous section. One determines an
x value using the distribution function method on m(x) and applies
the rejection method with that x to r(x).
2.4.3 Scoring
Monte Carlo results represent an average of the contributions from
many histories by accumulating relevant physical quantities into tal-
lies or scores. It is important to determine the statistical error asso-
ciated with the results (3). To this end, we need an estimate of the
expected value, an estimate of the variance of a sample and of the
standard deviation of the mean.
2.4.3.1 Estimate of the expected value
Suppose that pd f (x) is a continuous probability density function
over a range (a,b) which can be used to select a random walk to
score x to the tally being estimated. The true mean, x¯, is then the
expected value of x:
x¯ =
∫ b
a
x pd f (x)dx (2.9)
with
pd f (x)≥ 0 over (a,b) and
∫ b
a
pd f (x)dx = 1 (2.10)
In the case of a discrete distribution with K possible values with
probability pi, this becomes:
x¯ =
K
∑
i=1
pixi (2.11)
with
all pi ≥ 0 and
K
∑
i=1
pi = 1 (2.12)
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Unfortunately, pd f (x) is mostly not known explicitly. It must there-
fore be implicitly sampled by a Monte Carlo random walk. The ex-
pected value is thus estimated by the sample mean xˆ, as in equation
2.13. Here, N is the number of simulated histories and xi the value
for the score associated with the i’th history (23). The relationship
between the expected value and the sample mean is given by the
Strong Law of Large Numbers (24), which states that if the expected
value is finite, xˆ will approach x¯ in the limit as N approaches infinity.
xˆ =
1
N
N
∑
i=1
xi (2.13)
2.4.3.2 Estimate of the variance of the sample
The variance, σ2, is the expected value of the squared error. In the
case of the continuous distribution we get:
σ2 =
∫ b
a
pd f (x)(x− x¯)2dx (2.14)
In the case of the discrete distribution this becomes:
σ2 =
K
∑
i=1
pi(xi− x¯)2 (2.15)
When sampling with Monte Carlo, the variance S2x associated with
the distribution of the xi can be estimated with equation 2.16:
S2x =
1
N−1
N
∑
i=1
(xi− xˆ)2 (2.16)
Equation 2.16 can be written in a more useful form as:
S2x =
N
N−1
(
∑Ni=1 x2i
N
−
(∑Ni=1 xi
N
)2)
≈ ˆx2− xˆ2 (2.17)
Finally, the error in xˆ can be determined by estimating the standard
variance of the mean as in equation 2.18. The final result can then be
reported as x = xˆ±Sxˆ.
S2xˆ =
S2x
N
(2.18)
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2.4.4 Monte Carlo simulation example
A general approach to estimate a physically measurable variable there-
fore breaks down into two steps:
1. Set up an numerical experiment that would have an expected
value corresponding to the desired physically measurable value,
x
2. Sample the numerical experiment in order to obtain an esti-
mate of the expected value, xˆ
The numerical experiment reflects the physical situation which in it-
self is stochastic. In other words, it is a perfect analog of the physical
situation. This type of Monte Carlo simulation is therefore called an
analog simulation.
A simple example of an analog simulation is the numerical esti-
mation of π. Figure 2.4 shows that the ratio of the area of the circle
to the area of the square is πr2/(2r)2 = π/4. If the radius is chosen
as 1 with the origin at the centre of the circle, then the area of the
circle is exactly π. The simulation is then as follows:
1. A random point in the square is chosen by choosing a random
u and v between -1 and 1
2. The resulting point is scored: a hit scores 4 when the point is
inside the circle (u2 + v2 ≤ 1) or 0 if it is outside
3. The first two steps are repeated N times.
The final estimate of π is then given by πˆ = ∑Ni=1 xi/N, with xi the
score of trial i.
2.5 Relevance of Monte Carlo to nuclear
medicine
Monte Carlo modeling is the method of choice for all applications
where measurements are not feasible or where analytic models are
not available due to the complex nature of the problem (25; 26). In
addition, such modeling is a practical approach in nuclear medical
imaging in four important application fields (27; 28; 4).
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Figure 2.4: Estimation of π by the estimation of the area of a circle
enclosed by a rectangle.
2.5.1 Studying detector design
Monte Carlo methods can assist in the development of new colli-
mator and detector designs, evaluation of new electronics, aso (4).
Monte Carlo simulations have been extensively used to analyze the
performance of new long bore parallel collimators as well as rotat-
ing slit collimators (29), fan beam (30), cone beam and pinhole col-
limators (31). For the latter, simulations have been performed with
various aperture span angles, different hole sizes and various ma-
terials to evaluate the penetration (32). Monte Carlo methods also
play an important role in new system design, for instance in the re-
search field of solid state detectors with improved energy resolution
and low-noise electronics (33; 34; 35). Similarly, in the field of PET,
Monte Carlo techniques have been used to study the performance
of interplane septa with varying constitution, thickness and geome-
try, to compare single to true coincidence event ratios in single-slice,
multi-slice and open collimator 3D configurations and to assess the
effect of collimation on scatter fraction (e.g. (36; 37; 38)). Monte
Carlo simulations of detector responses and efficiencies are of key
importance since the scintillation crystal is the critical component
in emission tomography (39). Simulations also prove their useful-
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ness in Time-of-Flight PET (TOF) design since they can be used to
test several detector crystals and to simulate the influence of timing
resolution on variance reduction (e.g. (40; 41; 42)). Monte Carlo
methods can also assist in the design of new detectors with depth-of-
interaction (DOI) information by simulating multilayer crystals and
by estimating the gain in reconstructed resolution through incorpo-
ration of DOI information (43; 44).
2.5.2 Analysing quantification issues
The presence of the scatter, attenuation and partial volume effects
in nuclear medicine images limits the accuracy of activity estimates
(i.e. what is called quantification) (4). Each of these degradations
has a particular impact (45; 46; 47). Scatter does not produce major
artefacts comparable to those caused by attenuation but reduces con-
trast by introducing a low-frequency blur in the image. Moreover, the
impact of scatter and attenuation generally depends on the photon en-
ergy, camera energy resolution and energy window settings, as well
as the object size and shape, detector geometry and the source distri-
bution. Many of these parameters are non-stationary which implies
a potential difficulty when developing proper scatter and attenuation
correction techniques. Monte Carlo calculations have been found
to be powerful tools for an in depth analysis since the user has the
ability to separate the detected photons according to their interaction
history: primary (i.e. unscattered) events, scattered events, contribu-
tion of downscattered events, scatter in patient or detector, etc. (48).
Monte Carlo modeling thus enables a detailed investigation of the
spatial and energy distribution of Compton scatter: energy spectra,
point-spread functions and scatter fractions can be simulated (49).
This is impossible to perform using present experimental techniques,
even with very good energy resolution detectors. Another impor-
tant application field for Monte Carlo simulations in quantification
is resolution recovery. For instance in SPECT, distance dependent
collimator response can be subdivided in a geometric component,
collimator scatter and septal penetration. Monte Carlo simulations
can be used to determine the relative contribution of each of these
components in specific imaging configurations (50).
In PET, the penetration of annihilation photons into the detec-
tor material before interaction is a statistical process which leads
to significant displacement and anisotropy of the point spread func-
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tion (51; 52). Compensation for crystal penetration is thus one of the
most important issue in order to recover the spatial resolution in PET.
Theoretical models for that anisotrope spatial resolution can only be
verified by Monte Carlo simulations since those DOI-dependent ex-
periments are very hard to perform with current devices.
Finally, Monte Carlo analysis has been proven useful in evalu-
ating motion artefacts. If the simulator is capable of using explicit
timing information to synchronize decay with detector and patient
movement then degradations such as cardiac or respiratory motions
can be studied (53).
2.5.3 Correction methods for image degradations
The image degrading factors (as described in the previous section)
can have a large impact on quantitative accuracy and on clinical di-
agnosis and ideally all have to be corrected for to achieve optimal
clinical imaging (4). Traditionally this was done by preprocessing
the projection data or by postprocessing the reconstructed images.
Monte Carlo simulated datasets are often used to evaluate the ac-
curacy of these correction methods. For such evaluation studies,
the simulated datasets must have the appropriate statistical proper-
ties and include all detector specific imperfections. For instance
when evaluating a scatter correction method, Monte Carlo simula-
tions can be used to generate scatter-free projections. Images re-
constructed from scatter-free projections constitute the gold standard
for any scatter correction method. Nowadays, Monte Carlo simu-
lations often form the basis of the aforementioned correction tech-
niques since iterative reconstruction algorithms are able to correct for
image degradations by simulating the effect during the reconstruc-
tion. The simulations can be based on Monte Carlo methods or on a
combination of Monte Carlo and analytical methods. These SPECT
simulators face a considerable challenge; they have to balance ac-
curacy against efficiency. A large variety of simulators have been
proposed (54; 55; 56; 57; 58). Other groups achieve similar goals
by simulating and store the system matrix (59; 60). Reconstruction
methods based on Monte Carlo simulators have been shown to im-
prove contrast-to-noise (61; 62; 63) and lesion detectability (64; 65;
66). Finally Monte Carlo generated datasets are also used in evalua-
tion or comparison of different reconstruction schemes, for instance
to evaluate the robustness of an algorithm to parameter variations.
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2.5.4 Detection tasks using Monte Carlo simulations
Receiver Operating Characteristic (ROC) analysis is considered as
the most reliable method for evaluating the diagnostic ability of med-
ical imaging techniques (4). It provides a measure of the diagnos-
tic performance of an imaging modality by plotting the sensitivity
versus the specificity for a wide and continuous range of decision
criteria. These studies require many images (typically hundreds)
so that statistical analysis of the detection performance can be per-
formed. Observer studies based on Monte Carlo based projection
data can answer a large range of problems from the simple compar-
ison between analytical and statistical reconstruction (67) to com-
plex studies on the benefits of anatomical a priori information in
the reconstruction (68). Using Monte Carlo simulations to gener-
ate the datasets is therefore only feasible if efficient codes are avail-
able. Also, sharing these datasets encourages and facilitates evalua-
tion studies. In addition, evaluating data processing tools developed
by different groups worldwide using the same datasets removes the
evaluation biases introduced by the use of different data. Therefore,
some efforts have recently been accomplished to propose publicly
available databases of Monte Carlo simulated data, dedicated to eval-
uation studies (69; 70).
2.6 Monte Carlo simulators for PET and
SPECT
Some Monte Carlo simulation codes dedicated to the simulation of
SPECT and PET have been developed, such as SimSET (71) en-
abling SPECT and PET modeling, SIMIND (72) and SimSPECT (73)
for SPECT, PETSIM (74), Eidolon (75) and SORTEO (76) for PET
(4).
Such dedicated packages are very powerful but are often not de-
tailed and flexible enough to enable realistic simulations of emission
tomography detector geometries. Moreover, most of them do not ac-
count for time explicitly, which limits their use for modeling time
dependent processes such as decay, tracer kinetics, patient and bed
motion, dead time or detector orbits. To ensure high flexibility in
simulation design, general purpose nuclear physics codes such as
EGS4 (77), GEANT4 (2; 6) or MCNP (23) have also been used for
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SPECT and PET simulations. The main advantages of these general
purpose codes are that they are widely used and extensively tested,
they can be regarded as long-term existent as well as supported, and
they are continuously evolving and therefore use the best of current
hardware and software capabilities. There are fewer limitations on
their possible applications than for dedicated codes, and fewer sim-
plifying assumptions are made. For example, the processes taking
place in the collimator can be thoroughly simulated whereas ded-
icated codes often use a parametric model. Also, time-dependent
processes can be simulated and their non-specific design makes them
appropriate to implement non conventional SPECT and PET cam-
eras (28). End of the nineties, 14 codes were used for Monte Carlo
simulations in SPECT and PET, among which 10 were not used by
another group than those who developed the code, and 4 were pub-
licly released or available from the authors. In early 2000, 15 codes
were used among which 8 were home-made and 7 were publicly
released or available from authors (78). This suggests that up to re-
cently, there was no code that was considered as a standard for Monte
Carlo simulations in emission tomography. Based on this observa-
tion, a new code, GATE (79; 80; 1), has recently been designed as
an upper layer of the GEANT4 nuclear physics code (2; 6) tuned for
simulating SPECT and PET acquisitions. GATE thus takes advan-
tage of all GEANT4 features, including a great variety of physics
models, basic event timing information, geometry modeling tools
and visualization tools. It is written in an object-oriented language
that ensures high modularity. In addition, GATE uses a scripting
language making it easy for the user to design a SPECT or PET sim-
ulation. GATE has been developed as a collaboration effort of about
10 labs worldwide (the OpenGATE collaboration), and was publicly
released in May 2004. It is now shared by a large research com-
munity, while long-term support and maintenance is still ensured
by the OpenGATE collaboration. During 2006 already more than
650 individuals had subscribed to the GATE community and at the
2005 IEEE Medical Imaging Conference (the most relevant confer-
ence in this domain), GATE and/or GEANT4 were used as tool of
excellence in 33% of all papers involving Monte Carlo simulations
while this number was 13% for SimSET and 7% for SIMIND respec-
tively (78). It is therefore expected that GATE will become the code
most frequently used for SPECT and PET simulations. Most of the
simulations and all of the implementation in this dissertation is based
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on GATE. The next sections will therefore describe the GEANT4
photon transport model used by GATE and subsequently the basic
features of GATE.
2.7 GEANT4 Monte Carlo model
In the case of Monte Carlo simulations in nuclear medicine, some a
priori information about the occurring physics processes is needed.
This information is expressed in the form of probability density func-
tions (pdfs). When simulating photon interactions, the partial and
total cross section data (based on the material constitution) repre-
sent such information used to calculate the path length and the type
of interaction. During a simulation these pdfs are sampled by pre-
defined rules using randomly generated numbers. The energy of a
photon can be dissipated along its path or the photon can penetrate
all scattering and attenuating media to reach the detector where a
new pdf-sampling decides whether it should be accounted for in the
scoring region or whether it should be discarded (81). Firstly, pho-
ton interactions in the GEANT4 low energy physics model are de-
scribed. Subsequently, the transportation of particles in GEANT4 is
presented.
2.7.1 Photon interaction in GEANT4
The electromagnetic interactions in GATE are based on GEANT4.
The physics package manages electrons, positrons, γ-rays, X-rays,
optical photons, muons, hadrons, and ions. When using the low en-
ergy extension, the modeling of photons and electrons is extended
and verified down to 250 eV, includes Rayleigh scattering and covers
elements with atomic number between 1 and 99 (6). Because atomic
shell structure is more important in most cases at low energies than
it is at higher energies, the low energy processes make direct use
of shell cross section data instead of parameterizations (6). Photon
transport and interaction mechanisms are generally based on four
processes: pair production, Compton scatter, Rayleigh scatter and
the photoelectric effect. In the case of nuclear medicine only Comp-
ton scatter, the photoelectric effect and, to a lesser extent, Rayleigh
scatter are of importance. All processes involve two distinct phases:
the calculation and use of the total cross sections and the generation
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of the final state. All of the following is based on GEANT4 low
energy physics (6).
2.7.1.1 Calculation of the total cross sections
The energy dependence of the total cross section is derived for each
process from data libraries. Since the libraries provide cross sections
for a set of discrete incident energies, the total cross section at a given
energy, E, is obtained by interpolation according to the formula:
log(σ(E)) = log(σ1) log(E2/E)+ log(σ2)log(E/E1)log(E2/E1)
(2.19)
with E1 and E2 respectively the closest lower and higher energy for
which data (σ1 and σ2) are available. For a particle of energy E, the
mean free path for a given process is then calculated as:
λ= 1∑iσi(E)ni
(2.20)
with σi the microscopic integrated cross section of the processes con-
sidered at energy E, ni the atomic density of the ith element contribut-
ing to the particular material composition and ∑i the sum over all the
elements of which the material is composed (6).
2.7.1.2 The photoelectric effect
The total photoelectric cross section for a given energy, E, is cal-
culated using discretized libraries by means of interpolation. The
incident photon is absorbed and an electron is emitted in the same
direction as the incident photon. The kinetic energy of the electron
is defined as the difference between the energy of the original pho-
ton and the binding energy of the electron. The subshell of emission
is again randomly sampled, thereby using cross section data for all
subshells.
2.7.1.3 Compton scatter
In the case of unpolarized radiation and when neglecting the binding
energy of an electron, the quantum mechanical Klein-Nishina differ-
ential cross section per electron for scattering into a unit solid angle
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at scatter angle θ is given as (82):
dσc
dΩ =
r2e
2
(
E1
E0
)
2[E1
E0
+
E0
E1
− sin2θ
]
(2.21)
with
re = classical electron radius
E0 = energy of the incident photon
E1 = energy of the scattered photon
θ = scatter angle
This can be rewritten as the differential cross section per atom (6):
dσc
dε = πr
2
e
mec
2
E0
Z[
1
ε
+ ε][
1− εsin2θ
1+ ε2
] (2.22)
where
mec
2
= electron mass
ε = E1E0
Z = atomic number
Assuming an elastic collision, the scattering angle θ is defined by the
Compton formula:
E1 = E0
mec
2
mec2+E0(1− cosθ) . (2.23)
The value of ε corresponding to the minimum photon energy (backscat-
ter) is given by:
ε0 =
mec
2
mec2+2E0
, (2.24)
hence ε ∈ [ε0,1]. For low energy incident photons the atomic form
factor or scattering function (SF) is taken into account. The angular
and energy distribution of the incoherently scattered photon is then
given by the product of the Klein-Nishina formula dσcdε and the scat-
tering function, SF(q):
dσc,SF
dε =
dσc
dε ×SF(q) (2.25)
with the momentum transfer given by q=E0 sin2(θ/2). The effect of
the scattering function is to multiply the Klein-Nishina distribution
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with the square of the energy of the scattered photon at very low
energies and to suppress forward angles. At high energies the effect
can be ignored because the scattering function becomes isotropic.
One may state that:
dσc,SF
dε ≈ [
1
ε
+ ε][
1− εsin2 θ
1+ ε2
] SF(q)
= m(ε).r(ε)
= [α1m1(ε)+α2m2(ε)].r(ε) (2.26)
where
α1 = ln(
1
ε0
)
m1(ε) =
1
α1ε
α2 =
(1− ε20)
2
m2(ε) =
ε
α2
. (2.27)
m1 and m2 are probability density functions defined on the interval
[ε0,1], and r(ε) is set to:
r(ε) = [1− εsin
2 θ
1+ ε2
] SF(q) (2.28)
being the rejection function ∀ ε ∈ [ε0,1]⇒ 0 < r(ε) ≤ Z. Given a
set of 3 random numbers r0,r1,r2 uniformly distributed on the inter-
val [0,1], the sampling procedure for ε is the following (83):
1. decide whether to sample from m1(ε) or m2(ε): if r1 < α1(α1+α2)
select m1(ε) otherwise select m2(ε),
2. sample ε from the distributions corresponding to m1 or m2:
for m1 : ε=ε0r1
for m2 : ε2=ε20+(1− ε20)r1,
3. calculate sin2 θ=t(2− t) where t ≡ (1− cosθ)=mec2(1−ε)E0ε
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4. test the rejection function: if r(ε) ≥ r2 Z accept ε, otherwise
go to step 1.
The polar angle θ is deduced from the sampled ε value and in the az-
imuthal direction the angular distribution of both the scattered pho-
ton and the recoil electron are considered to be isotropic (6). The
kinetic energy, Eel, and momentum vector, Vel , of the recoil electron
are then defined as:
Eel = E0−E1 and Vel = Vγ0− Vγ1 (2.29)
with Vγ0 and Vγ1 the momentum vectors of the original and scattered
photon respectively.
2.7.1.4 Rayleigh scatter
The coherent scattered photon angle θ is sampled according to the
distribution obtained from the product of the energy independent
Thomson formula and the square of Hubbel’s form factor FF 2(q)
(84). This is shown in equation 2.30, where q = 2E sin(θ/2) is the
momentum transfer.
dσr,FF2
dΩ =
re
2
2
[1+ cos2 θ]×FF2(q) (2.30)
Form factors introduce a dependency on the initial energy E of the
photon that is not taken into account in the Thomson formula. At low
energies form factors are isotropic and do not affect the angular dis-
tribution, at higher energies they are forward peaked. The sampling
procedure is then as follows (6):
1. cosθ is chosen from a uniform distribution between −1 and 1.
2. The form factor FF is extracted from the data table for the
considered element, using logarithmic data interpolation, for
q = 2E sin(θ/2).
3. If the value obtained for
dσ
r,FF2
dΩ is larger than a random num-
ber uniformly distributed between 0 and Z2, the procedure is
repeated from step 1, otherwise θ is taken as the photon scat-
tering angle with respect to its incident direction.
4. The azimuthal direction of the scattered photon is chosen at
random.
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Figure 2.5: (a) Photon cross section in carbon, (b) Photon cross
section in lead. Images courtesy of (3)
2.7.1.5 Relative importance
The contributions of the processes to the total photon cross section
for carbon (low-Z material, present in human tissue) and lead (high-
Z material, present in collimator material) are shown in figure 2.5a
and b respectively. In the case of carbon the photoelectric effect is
dominant below 20 keV, while pair production is dominant above 30
MeV which is out of the range of nuclear medicine. In between those
regions Compton scatter is the dominant process. In the case of lead,
there dominant region for Compton scatter is much smaller, ranging
from 700 keV to 4 MeV (3).
2.7.2 GEANT4 Particle transportation
In GEANT4, the world geometry defined by the simulation setup ba-
sically consists of analytical or parameterized volumes with material
properties. The source definition determines the number of decays,
or events in GEANT4, that will be simulated over time. Every par-
ticle generated during a single event is represented by a track and is
sequentially numbered by a trackID and placed on a stack. A track
holds all the transient information concerning that particle as it is
transported from one point to the next. During tracking, a particle
is transported one step at a time through the geometry from interac-
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tion point to interaction point until it either ceases to exist or until it
leaves the ”world”. The following describes the differential approach
to particle transport, which is used in most simulation codes. In this
approach the continuous energy loss can limit the step size since the
cross sections are energy dependent. It is generally assumed that the
step is chosen small enough so that the particle cross sections re-
mains approximately constant during each step. In principle a very
small step size should be used in order to obtain an accurate simula-
tion, but the computing time increases as the step size decreases (6).
We first describe two critical points in particle tracking: the sam-
pling of the number of interaction lengths and the evaluation of the
distance to the next interaction point. Using these principles we then
describe the tracking algorithm used by GEANT4.
2.7.2.1 Sampling the number of interaction lengths
The number of interaction lengths that the particle is going to travel,
before undergoing each of the possible processes must be sampled in
order to determine the next interaction point. The mean free path of a
particle for a given process, λ, depends on the material and cannot be
used directly to sample the probability of an interaction in a hetero-
geneous detector. The probability an interaction in a certain distance
dx is given as P(interaction in distance dx) = dx/λ. Therefore,
the number of mean free paths which a particle travels is given by
equation 2.31.
Nλ =
∫
dx/λ(x) (2.31)
The latter equation is independent of the material traversed. If NR
is a random variable denoting the number of mean free paths from a
given point until the point of interaction, it can be shown that NR has
the distribution function:
P(NR < Nλ) = 1− e−Nλ (2.32)
The number of mean free paths or interaction lengths can then be
sampled, using the direct sampling method from equation 2.33, with
η a random number uniformly distributed in the range (0,1).
Nλ =−log(η) (2.33)
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2.7.2.2 Evaluation of the distance to the interaction point
The number of interaction lengths remaining to travel before each of
the possible processes is multiplied by the inverse of the macroscopic
cross section for that process in the current material. This provides
the distances that the particle has to travel before each of the pro-
cesses occurs in the current medium. The minimum among these
numbers is the step over which the particle will be transported and
determines which process is selected, unless the step is limited by ge-
ometric boundaries or thresholds such as energy cuts and maximum
step limits. In the case of boundary crossing into a new medium,
the number of mean free paths must be adjusted as in equation 2.34,
with Δx the step length, and tracking will be continued in the new
medium until an interaction point is reached.
N
′
λ = Nλ−Δx/λ(x) (2.34)
2.7.2.3 Tracking algorithm
The following describes the tracking algorithm used by GEANT4:
1. Sample the number of interaction lengths that the particle is
going to travel for each of the possible processes.
2. Evaluate the distance to the interaction point and determine the
step and the selected process.
3. Transport the particle along a straight line in case there is no
magnetic field or in case of a neutral particle. Otherwise, trans-
port the particle over a helicoidal path in case of charged par-
ticles in a magnetic field.
4. The energy of the particle is updated in case of continuous
energy loss for charged particles in a medium.
5. The final state of the interaction is generated for the selected
process. This includes the generation of secondary particles.
6. If the original particle survived the interaction, return to point
(1).
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2.8 Monte Carlo simulations with GATE
2.8.1 Basic features
2.8.1.1 Software architecture
GATE is a C++ design, enabling a modular structure built on three
fundamental layers: 1) the core layer defines the basic mechanisms
available in GATE for geometry definition, time management, source
definition, digitization, and data output, 2) the application layer is
composed of classes derived from the core layer classes to model
specific objects or processes and finally 3) the user layer. The lat-
ter allows the user to simulate a setup through the use of scripting.
Indeed, the functionality provided by each class is available through
script commands, so that the end-user of GATE does not have to ma-
nipulate any C++ language. Therefore, a complete nuclear medicine
experiment can be defined using the GATE script language, includ-
ing the object geometry, the radioactive sources, the camera geom-
etry, the detector electronics, the physics processes, the passing of
time, the kinetic parameters, and the output format. Some impor-
tant modeling instructions will be demonstrated hereafter while dis-
cussing the implemented functionality as in (4).
2.8.1.2 Defining the geometric features of an acquisition
All geometric features involved in modeling a SPECT or PET acqui-
sition are defined using basics elements known as “logical volumes”.
A logical volume is defined by its name, shape, size, and material
composition. When logical volumes are placed at specific positions,
they form “physical volumes”. Repeaters can be used to replicate
and place logical volumes at multiple positions and orientations to
form physical volumes. Repeaters are elementary geometrical trans-
formations such as rotations and translations applied in succession.
More complex structures can be created by combining various
types of repeaters (e.g., ring, linear, quadrant and cubic array), as
shown in figure 2.6 which demonstrates how the ring detector geom-
etry is constructed for a PET scanner. A single crystal is repeated
with a cubic array repeater into a block of 22× 29 crystals. In turn
these blocks are repeated are repeated over a ring. When modeling
a scanner using combinations of volumes with material properties,
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(a)
(b)
(c)
(d)
Figure 2.6: (a) Single crystal, (b) Single crystal repeated into an
array of 22, (c) 22×29 crystals forming a block, (d) Blocks
repeated over a ring.
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(a) (b)
Figure 2.7: Example scanner types modeled in GATE: (a) SPECT
system , (b) PET system.
specific guidelines with respect to the geometrical hierarchy must be
followed. Most PET scanners are built following comparable con-
cepts: one or more rings, each ring consisting of several blocks of
scintillating material, each block being subdivided in crystal parts,
etc. For SPECT, the detector mostly consists in a gamma camera
with a continuous or a pixelated crystal and a collimator. Most of
these geometrical concepts are common to many different imaging
systems. To facilitate the modelling of detectors, predefined global
systems are used. From the user’s point of view, the main property
of a system is that its geometric hierarchy is automatically accounted
for by the corresponding data output formats. ASCII and ROOT (85)
output files are available for all systems and can easily be transformed
to a list mode file for reconstruction purposes.
Examples of a modeled SPECT and PET scanner using these pre-
defined systems are shown in figure 2.7.
2.8.1.3 Defining radioactive sources
The spatial distribution of a radioactive source can be specified us-
ing five two-dimensional shapes: circle, annulus, ellipse, square,
and rectangle, and four three-dimensional shapes: sphere, ellipsoid,
cylinder, and parallelepiped. Examples of simple analytical sources
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(a) (b)
Figure 2.8: Example of analytical sources: (a) jaszczak, (b)
Derenzo phantom.
are shown in figure 2.8. Moreover, the angular distribution of the
decay particles can be tuned by using azimuthal and polar angles,
making it possible to emit particles in different angular spans. In
PET, the user can force the annihilation photons to be emitted back-
to-back to significantly decrease the simulation time.
Radioactive sources can also be described using images, what is
called a voxelized description. Using such voxelized descriptions,
any inhomogeneous, anthropomorphic source or patient image can
be used to model realistic acquisitions. As an example, a rendered
image of the MCAT (86) voxelized attenuation geometry is shown in
figure 2.9a. A voxelized source distribution with activity in the heart,
liver, lungs, kidneys and spleen fused with the attenuation geometry
is shown in figure 2.9b.
Although quite realistic anthropomorphic phantoms are available
for human and for small animal studies, the impact of Monte Carlo
simulations in SPECT and PET would be increased by the devel-
opment of a wider variety of numerical anthropomorphic phantoms.
These should include humans with a wide variety of body habitus
and motions, and small animal models with breathing and cardiac
motions. Several GATE development efforts are currently ongoing
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(a) (b)
Figure 2.9: Rendered images of the MCAT phantom: (a)
attenuation geometry; (b) source distribution fused with the
attenuation geometry.
in this direction (87).
2.8.2 GATE: Time management
A major and recent advance in Monte Carlo simulations is the cur-
rent possibility to model time-dependent phenomena. This makes it
possible to realistically model radioactive decay, dynamic biodistri-
butions, physiological motions such as respiratory and cardiac mo-
tions, rotation of the scanner, TOF-PET, dead time, count rate, ran-
dom coincidences and event pile-up. In GATE, time is explicitly
kept track of during the simulation by a virtual clock that synchro-
nizes all time-dependent processes. The start and stop times of the
acquisition must be provided by the user, as well as the sampling
interval. In such a “time slice”, the geometry is kept at rest and the
update is performed at the time slice transition. However, the sources
are allowed to decay within the time slice and the particle transport
proceeds.
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Figure 2.10: The digitizer is organized as a chain of several
modules that processes the hits to yield a single, which represents a
physical observable.
2.8.3 GATE: Digitization
Parts of the scanner geometry are designated as sensitive detectors,
and particle interactions are recorded and scored within these re-
gions. Firstly, hits are generated from interactions that occur inside
the detector parts of the scanner (e.g., the crystal). The data con-
tained in these hits include the energy that has been deposited, the in-
teraction positions, the origin of the particle, the type of interaction,
the volume name in which the interaction took place, and the time
information. Secondly, similar sensitive regions are used to detect
and count the Compton and Rayleigh interactions occurring within
the scanner’s field-of-view (FOV). For example the number of scat-
tering interactions that occurred in the light guide, the isolation, the
shielding and the phantom or patient can be recorded.
The digitizer consists of a chain of processing modules (shown
in figure 2.10) that takes a list of hits from the sensitive detectors and
transforms them into pulses referred to as singles. The processing
modules of the digitizer can be controlled using the GATE scripting
language. The key elements of this chain are now briefly described.
Firstly the adder sums the deposited energy of all interactions in a
sensitive detector (hits) to yield a pulse. The position of the pulse
is calculated from the energy-weighted centroid of the hit positions,
and the time of the pulse is set to that of the first hit within the vol-
ume. If a particle interacts in several sensitive detectors, for instance
after crystal scatter or after crystal penetration, the hit adder will gen-
erate a list of pulses, one for each sensitive detector. The second in-
struction of the digitizer (readout) implements the readout segmenta-
tion of the scanner. The position of the pulse is set to that of the pulse
from the adder that has the most energy (winner-takes-all paradigm).
The energy response instruction applies a blurring to the energy
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of the pulse. The spatial response instruction applies a Gaussian blur
of the position for SPECT. For PET, spatial resolution is calculated
by the pulse reader, which simulates the intrinsic spatial resolution
of the detector. Furthermore, an energy discrimination is performed
to set an acceptance window (thresholder electronics). Also, both
paralyzable (the detector is dead for a period t after every event, even
if the event arrives during the dead period of the previous event) and
non-paralyzable dead times (the detector is dead for a period t after
every event) can be modeled on an event-by-event basis.
Other user-defined modules can be added individually to model
more specific properties such as e.g. the time resolution. Moreover
for PET, at the end of a digitizer chain, a sorter can be added to find
pairs of singles that are in coincidence (whenever the time interval
between the singles is less than a user-defined coincidence window).
Using the event number and the Compton flag, randoms and scatter
coincidences can be differentiated from true coincidences. Multiple
coincidences and auto-coincidences are also taken into account.
The optimization of the digitizer chain parameters to reproduce
the behaviour of a specific scanner is very time-consuming. This
is best done by comparing the results from different sets of digitizer
parameters using the same series of hits with those of the real tomog-
raphy when available. To perform this optimization, GATE offers an
operating mode named digiGATE. In this mode, hits are read from a
data file generated by GATE and fed directly into the digitizer chain.
All conditions are kept identical in the simulations including time
dependencies.
2.9 Efficiency
As pointed out in this chapter, Monte Carlo simulations are an in-
dispensable research tool in the field of nuclear medicine. It has its
applications in studying detector design, quantification analysis, cor-
rection methods for image degradations, detection tasks and other
fields. In addition, we have shown that GATE is quickly becom-
ing the tool of excellence for Monte Carlo simulations in PET and
SPECT. As GATE is built on GEANT4, it provides almost limitless
possibilities.
However, although the design of a new prototype SPECT detec-
tor may be feasible within hours in GATE, a realistic acquisition with
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a simple phantom for that detector may take several weeks to com-
plete. Similarly, Monte Carlo simulators hold the key to improved
reconstructions when used as a forward projector, but the reconstruc-
tion may take a few weeks instead of the 10 minutes expected by the
physician. Matters become even more dramatic when acquisitions
with realistic phantoms are considered. A realistic SPECT simula-
tion of the MCAT phantom takes approximately 7 years and 111 days
to complete with GATE on one CPU (88).
2.9.1 The computational cost of GATE simulations
There are several reasons why GATE simulations are computation-
ally expensive, or rather inefficient. They can mainly be grouped in
two categories that are discussed next.
2.9.1.1 Generality and complexity of GATE
GEANT4 nor GATE were built with efficiency as a primary objec-
tive. The flexibility and generality of Monte Carlo simulations with
GEANT4, including the photon transport model, navigation algo-
rithms and probability density functions are inherited by GATE and
mainly extended with functionality specifically for PET and SPECT
simulations. The GATE software modules therefore display a com-
plete lack of algorithms dedicated to the efficient simulation of PET
and SPECT.
The effects are most pronounced in two areas. Firstly, the general
particle tracking algorithms employed by GEANT4 are accurate and
detailed, but no implementations optimized for the geometry used in
PET and SPECT are incorporated into GATE. This results in slow
navigation through voxelized and parameterized geometries. Both
of these are used frequently in Monte Carlo simulations in nuclear
medicine for realistic phantoms, real patient-based attenuation maps
and collimators. Therefore, a simulation with a realistic voxelized
phantom and a LEHR collimator with 161120 individual air holes is
extremely time-consuming. Moreover, a simulation with a param-
eterized fan beam collimator is nearly impossible with GATE. Sec-
ondly, the current GATE analysis module is based on a computation-
ally expensive recursive search through the event history. This results
in a slow analysis of each event. In addition, it poses a limitation, as
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more detailed information cannot be recorded without introducing
an even larger computational overhead.
2.9.1.2 Absence of acceleration methods
Aside from the efficiency problems described above, there is also
a lack of dedicated acceleration methods in GATE. A Monte Carlo
simulation involving the exact pdfs may be impractical from a com-
putational point of view, requiring unrealistic computation time to
achieve reliable results. This computational issue is most cumber-
some for SPECT since the total number of detected counts in SPECT
is less than 0.02 % of the generated events because the collimator in
front of the crystal stops most of the incoming photons. The effect is
most pronounced in high resolution collimator variants.
2.9.1.3 Strategies to improve efficiency
Several strategies can be employed separately or in combination with
each other to improve the computational efficiency of Monte Carlo
simulations in nuclear medical imaging in general, and GATE in par-
ticular. The goal is always to calculate a result with a given variance
in a shorter amount of time without introducing (significant) bias in
the end results.
In some cases these techniques do not require any approxima-
tions to be made to the physics. Exploitation of the CPU versus
memory trade-off by using pre-calculation or lookup tables and im-
proved tracking algorithms are typical examples. A more direct ap-
proach consists of parallelizing the code so that the computational
load can be spread over a number of CPUs (89; 90; 91).
In other cases, the improved efficiency is paid for in terms of
accuracy by introducing approximations. Hybrid methods replace a
computationally inefficient part of the simulation, such as the detec-
tor, by an analytical or tabulated model (92; 93). It is also possible
to bias the sampling so that particle histories that are likely to con-
tribute to the result are sampled more often than others. This class of
techniques must be applied with caution in order to avoid a bias of
the result. A few well known techniques are:
• Stratification: Some regions of a phantom may be of higher
interest than others. With stratification those outcomes which
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are more likely to result in a detected photon are sampled more
frequently (94). A production table must be built during a
short simulation in order to set the frequencies and to associate
weights to the particle histories.
• Forced detection: Photons are forced to scatter into a solid an-
gle (depending on the acceptance angle of the collimator) so
that they are forced through the collimator air holes. Weight
corrections must again be applied to avoid a bias of the re-
sult (94). This method drastically improves the efficiency for
SPECT. However, it also limits its applicability as collimator
and detector interactions and septal penetration depend on the
size of the acceptance angle that is used.
• Splitting and Russian Roulette: Photons may be be split into a
number of photons with a lower weight that reflects the number
of photons the original photon was split into. This is one of
the most safe methods, although care must be taken to avoid
excessive splitting (94).
• Forced non-interaction: Efficiency may improve if some in-
teractions, which would otherwise not contribute to the result,
are not allowed. A commonly used method is not to allow pho-
toelectric absorption. This way, photons live longer and may
have a higher chance to be detected (3).
• Forced interaction: In some cases there is a loss in efficiency
because the photons leave a part of the geometry, such as the
detector, without interacting. Time is spent in tracking these
photons through the geometry, without any contribution to the
result. These photons can be forced to interact within the ge-
ometry. The interaction probability distribution p(Nλ)dNλ =
e−NλdNλ/
∫ NΛ
0 e
−Nλ
′
dNλ
′ is then used to calculate weight cor-
rections to avoid a bias in the result. Here Nλ is the distance
measured in mean free paths and NΛ is the total number of
mean free paths along the direction of motion of the photon to
the end of the geometry (3).
The inefficiency of GATE simulations in general and SPECT
simulations with GATE in particular results from a combination of
the problems described above. Any single acceleration method may
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not be sufficient to reach our goal of clinically acceptable calcula-
tion times. The acceleration of Monte Carlo simulations with GATE
can only be achieved through a combination of fast navigation algo-
rithms, code parallelization, dedicated variance reduction techniques
and efficient data analysis.
2.10 Summary
This introductory chapter gave an overview of the research field within
which this dissertation was conducted. Nuclear medical imaging was
introduced from acquisition to reconstruction. The basic principles
of Monte Carlo were introduced and the relevance of Monte Carlo
simulations to nuclear medicine was discussed. The main Monte
Carlo simulators for PET and SPECT were introduced and GATE,
based on the GEANT4 nuclear physics code, was presented as the
Monte Carlo tool of excellence that is increasingly used in nuclear
medical imaging. One of the largest shortcomings of Monte Carlo
simulations with GATE was pointed out: the large computational
cost. Chapter 3 will significantly extend the flexibility of the analy-
sis module of GATE to allow for a detailed and efficient validation
of the acceleration methods in the subsequent chapters. Chapters 4,
5 and 6 will tackle the efficiency problem through particle splitting,
forced detection and parallelization respectively.
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3
Physics Process Level
Discrimination of Detections for
GATE: Assessment of
Contamination in SPECT and
PET
GATE is an extensively validated and one of the most accurate and
versatile Monte Carlo codes currently available. It is capable of sim-
ulating a nuclear medical acquisition with a high degree of flexibil-
ity, detail and accuracy. It allows for complex decay schemes, time-
based detector movement and realistic detector geometries. Detailed
information with regard to particle interactions is stored during the
propagation of particles through the geometry. However, only a pre-
defined fraction of this information is available for post-processing.
The analysis module currently used in GATE is inflexible and inca-
pable of storing more detail without introducing a large computa-
tional overhead.
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However, the validation and design of the acceleration techniques
that are discussed in chapters 4, 5 and 6 requires a flexible, detailed
and computationally efficient analysis module. To this end, a flexible
analysis framework for GATE (version 3.1.2) called ProcessGATE
was developed. Our aim is to allow the complete particle history
information to be stored temporarily. Simple user-defined algorithms
may then process this information during the simulation. At the end
of a simulation, the additional data is available for post-processing.
Our framework is applicable to any isotope, detector and phantom
available in GATE and will become available to the general public
as part of a future GATE release. The usefulness of our analysis
framework is demonstrated through a case-study.
Radiopharmaceuticals such as 131I-Bexxar are widely used in tar-
geted radionuclide therapy (TRT) for the treatment of B-cell lym-
phomas. The imaging and therapy can be performed by the same
isotope. An accurate estimation of the activity distribution is re-
quired for the absorbed dose estimation before and during the TRT.
PET imaging with 124I-Bexxar may offer better image quality when
compared to SPECT. The long half life of 4.18 days compared to
18F makes it practical to use. In addition, whole body tomographic
images can be acquired within a reasonable amount of time due to
the high sensitivity of PET.
Unfortunately, 124I is a non-pure positron emitter. It does not
only decay by positron emission (like 18F) or by electron capture, but
it also generates prompt gamma rays. These gamma rays are emitted
simultaneously with the positron, or are in cascade with other gamma
rays. These additional gamma rays can result in spurious coinci-
dences. These are much like random coincidences, but are not cor-
rected for with standard protocols for 18F imaging. Several correc-
tion methods and spurious activity estimates have been investigated.
In (1, 2) a tail fitted function was subtracted in order to correct for the
spurious activity. Another correction was based on a modification of
the Bergstrom scatter estimate which was then tail fitted (3). A con-
volution subtraction was performed in (4) using combined scatter
and spurious coincidence kernels. However, a measured coincidence
could not be labeled as scattered, random or spurious. Therefore, all
these methods are based on crude estimates of the spurious activity.
In (5) the energy window setting of a PET scanner was optimized
for 86Y and 124I using GATE. However, it was not possible to distin-
guish contamination from scattered or true coincidences in realistic
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objects. Therefore, the estimation of the spurious activity was done
by tail fitting sinogram data of NEMA-like phantoms.
SPECT imaging may provide quantitative results if a number of
image degrading factors are corrected for (6; 7; 8). These isotopes
are not in the energy range of a low energy high resolution (LEHR)
collimator. Therefore, medium or high energy collimators with a
poor spatial resolution are often required. In addition, there may be
contamination due to collimator penetration of photons from higher
energy peaks. In turn that may lead to low image quality (9; 10).
The object of this case-study is to assess the image degrading
factors for 124I and 131I with our analysis framework.
3.1 ProcessGATE analysis framework
The primary unit of a GEANT4 / GATE simulation is an event. It
consists of a set of particles produced in interactions and a set of de-
tector responses to these particles (11). Each particle is associated
with a track. It holds all information necessary for tracking this par-
ticle, such as time, position and kinematic information. Particles are
transported one step at a time from one interaction position to the
next. The step size can either be limited by geometry or physics.
During and at the end of every step, the continuous and discrete
physics processes that apply to the particle are evaluated. Thereby,
energy may be deposited and new particles may be created. If energy
is deposited in a detector component marked as ’sensitive’, such as
a crystal, then hit objects are created. Hit objects can be processed
with a digitizer to model the detector readout. After each step, the fi-
nal status of the particle is updated through its associated track. The
event is completed after all particles have been tracked through the
geometry. The result is an event history tree that represents particles
in a parent-child relationship.
Figure 3.1 shows a simple example of how an event is handled. A
detector consisting of a collimator, a crystal and a back compartment
is depicted. A 99mTc point source is located in a cylindrical water
phantom. The event described by figure 3.1 consists of 4 particles,
each associated with a track. At decay (D), a gamma photon is cre-
ated which is associated with track 1. The photon is then transported
to the first interaction position where it is Compton scattered (C).
This marks the completion of step S1, at which point the track 1 in-
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Figure 3.1: Tracking example for one event. A point source in a
water phantom is shown together with a detector consisting of a
collimator, a crystal and a back compartment. A single gamma
photon is tracked through the geometry.
formation is updated. In step S2 the photon is transported (T) to the
edge of the phantom because the step size is limited by the phantom
geometry. Similarly, the photon is transported to the surface of the
collimator (step S3), to the surface of the crystal (step S4) and to the
front of the back compartment (step S5). At the end of step S6, the
photon is Compton scattered and the track information is updated.
Subsequently, the photon is transported to the surface of the crystal
(step S7). Finally, the photon is subjected to the photoelectric effect
(P) at the end of step S8. As a result of this, a gamma photon (track
2) and an electron (track 3) are created. The information in track 1 is
updated and the photon is killed. The photon associated with track
2 is subjected to the photoelectric effect at the end of step 1. Due to
this, an electron is created (track 4) and track 2 is killed. The elec-
trons associated with track 3 and 4 both end in electron ionization
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after the first step.
At this point the event is completed and it can be analyzed. The
interaction information is filtered out for all sensitive volumes by the
GATE analysis module and the hits are entered into a digitizer chain.
The filter is however based on a computationally expensive recursive
search through the event history. Due to this reason, only limited
information is finally stored for detector parts other than the crystal:
only the volume in which a particle interacted last will be stored in
the simulation output. This relates back to figure 3.1 as follows:
before detection two Compton interactions were observed and the
last Compton interaction was in the back compartment. The analysis
module cannot easily be modified and more information could not be
added without introducing a large computational overhead and large
data files. Ideally, it should be possible to store specific information
for a particle along its trajectory through the detector geometry.
In order to meet these demands, we developed a flexible anal-
ysis framework for GATE called ProcessGATE. The core structure
of our framework is shown in figure 3.2. During the simulation of
an event, the particle type of each track and the track number of its
parent (parentID) are stored. For each step (S1 to SN) of a track,
the physics process (Compton scatter, photoelectric effect,...), and
other properties such as the (kinetic) energy, the current time and the
current interaction volume are stored in separate 2D interaction ta-
bles. Track 4 of the example in figure 3.1 is stored as follows: it is an
electron, with parent track 2. The process table shows that it was cre-
ated by a photoelectric effect and that it ended in electron ionization.
At the end of an event, any custom algorithm can be used to filter
out information. The tables are cleared again at the start of a new
event. The simplicity of the framework, its low memory footprint
and the amount of available information leads to limitless analysis
possibilities for both SPECT and PET simulations with GATE. A
few examples made available through ProcessGATE are:
• Compton and Rayleigh scatter information per volume for ev-
ery event
• Collimator and Crystal fluorescence detection
• Collimator penetration detection
• User defined classification of detections in PET (see part 3.2)
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Figure 3.2: The ProcessGATE framework presented as interaction
tables. Selected information of particle interactions such as the
particle type (gamma, electron,.. ), physics process (D,C,T,P,E,..),
energy, time and the volume is stored in tables during an event. The
tables can be indexed by track number (trackID : T1...TN) and step
number (S1...SN).
• User defined classification of detections in SPECT (see part
3.2)
3.2 Assessment of contamination
As a first example, we developed an algorithm for PET to identify
spurious coincidences in the case of non-pure isotopes. A coinci-
dence in GATE is composed of two single detections that in turn
are composed of one or more crystal hits. If any such hit originates
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Figure 3.3: Detection scheme for spurious coincidences.
from a photon that was not generated by positron annihilation, then
the whole coincidence is regarded as spurious. As such, the possi-
ble combinations are: two prompt gammas, one prompt gamma and
one annihilation gamma. To retrieve this information, it is necessary
to investigate the history of each particle that deposited energy in a
detector crystal. The structure of the algorithm is shown in figure
3.3. The process table is indexed to retrieve the creating physics pro-
cess of the current track. If the creating process was not positron
annihilation, then the parentID table is used to identify the creating
process of the direct parent of the current track. This continues until
we are either at the top of the particle history or positron annihilation
is found. The track is marked as spurious if positron annihilation
cannot be found. The outcome for each track is then stored for the
last 5 events since two separate events can lead to a coincidence de-
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tection. At the digitization step of GATE this information can be
used to determine the spurious nature of all hits forming a single and
consequently of each two singles forming a coincidence. This way,
the coincidences can be classified into 4 categories:
• true coincidences (T): Both photons are non-spurious (pure)
and neither photon scattered before detection.
• pure scattered coincidences (PSC): Both photons are pure
but at least one photon scattered once or more before detection.
• spurious contamination (C): At least one photon is spurious.
Neither of the photons scattered before detection.
• scattered spurious contamination (SCC): At least one pho-
ton is spurious. At least one photon scattered once or more
before detection.
As a second example, we facilitate the assessment of contam-
ination in SPECT using ProcessGATE. The classification into five
categories is done as follows (12):
• geometric: photons that are detected without any preliminary
interaction.
• phantom scatter: photons that scatter in the phantom and are
then directly detected in the detector crystal.
• penetration through the collimator: photons that penetrate
the collimator directly before detection, independently of their
previous interactions.
• collimator scatter: photons that undergo scatter in the colli-
mator directly before detection, independently of their previ-
ous interactions.
• backscatter in the end parts: photons that backscatter in the
end parts of the detector before detection, independently of
their previous interactions. High energy photons that penetrate
the collimator and that are detected through backscatter are
classified as backscatter.
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Figure 3.4: Emission spectra for 124I. The dotted line represents the
annihilation photons. The light grey lines show the 434-670 keV
energy thresholds on the Allegro.
λ e+ e− capture
124I 4.2d 23% 77%
Table 3.1: 124I decay properties.
3.3 Radionuclides
Table 3.1 shows the decay properties of 124I (13). Most of the positron
annihilations and the transitions by electron capture are in cascade
with a number of prompt gamma rays. Figure 3.4 shows the gamma
λ main γ other γ
131I 8d 364 keV 637 / 723 keV
Table 3.2: 131I decay properties.
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emission spectra per 100 decays. The gamma photons resulting from
the positron annihilation are shown as well as the prompt gammas.
The 434-670 keV energy thresholds used on the PET camera show
that there is a number of prompt gammas directly in the coincidence
energy window. Other high energy prompt gammas may also con-
tribute to the spurious coincidences after or by Compton scatter.
Table 3.2 shows the decay properties of 131I (14). The main
gamma emission for 131I is at 364 keV. However, the gamma emis-
sions at 637 and 723 keV may also have a large influence.
3.4 Scanners
Figure 3.5: Allegro PET setup with a line source in a cylindrical
water phantom.
The PET simulations in this chapter are based on the Philips Al-
legro (15), which is composed of 28 modules of a 22× 29 array of
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GSO crystals (4× 6× 20 mm3). The fully 3D mode was used with
a paralysable singles dead time of 210 ns, a coincidence window of
7.5 ns and an energy resolution of 16.5%. The standard energy win-
dow is 434 to 670 keV. The SPECT detector used for the simula-
tion in this chapter is based on the Philips AXIS camera (16) and
was modeled as in (17). A high energy general purpose (HEGP)
collimator was used. The hexagonal hole inner radius was 0.340
cm (hexagon with side length 0.3926 cm), with a septal thickness
of 0.201 cm and a collimator height of 5.84 cm. The NaI crystal
(1.905 cm thickness, 9.5% energy resolution, 0.33 cm intrinsic spa-
tial resolution) was covered with a 1.27 cm plastic cover. The back
compartment consisted of a glass lightguide (0.9525 cm thickness),
plexiglass photomultiplier tubes (10.6 cm thickness), an aluminium
compression plate (1.029 cm thickness), an air gap (2.017 cm thick-
ness) and a Pb-Sb ending (1.59 cm thickness).
3.5 Simulations
3.5.1 Line source phantom
The standard energy thresholds used on the Allegro are acceptable
for 18F. However, it has been shown previously (5) that this is most
likely not the case for 124I. Therefore, we derive optimal thresholds
from the simulation of a 1 MBq line source. The line source was
suspended in a cylindrical water phantom (diameter 20 cm, length
70 cm) at a 4.5 cm radial offset from the center as shown in figure
3.5. The Noise-Equivalent Counting rate (NEC) (18) was calculated
as in formula 3.1. The NEC describes the equivalent coincidence
counting rate that would have the same noise properties as the ac-
tual counting rate, corrected for spurious coincidences and scatter.
A maximum NEC can therefore be used to determine the optimal
energy thresholds. The true coincidences (T), pure scattered coin-
cidences (PSC), spurious contamination (C) and scattered spurious
contamination (SCC) were determined with ProcessGATE. Random
coincidences could be neglected due to the low activity. The energy
thresholds derived from the optimal NEC were used subsequently for
the thorax phantom simulations.
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NEC = T ×T
T +PSC+SCC+C (3.1)
3.5.2 Thorax phantom
Figure 3.6: Rendered image of the MCAT phantom.
The MCAT thorax phantom (19), shown in figure 3.6, was sim-
ulated with the cluster version of GATE developed in chapter 6.
An activity distribution for 124I/131I-Bexxar as in (20) was used.
The distribution is shown in figure 3.7. The activity concentration
ratios of the 80 MBq extended source distribution were chosen as
28:48:4:28::80:52:48:126 for lung, heart, background, liver, kidney,
spleen, bloodpool and tumour respectively.
The PET acquisition time was 800 seconds. The sinogram data
was reconstructed into images of 144× 144 pixels with 4 mm per
pixel using OSEM (8 subsets, 8 iterations) with sensitivity and at-
tenuation correction. Single scatter estimation was used as in (21).
A constant background was used by the single scatter algorithm dur-
ing its tail fitting procedure in order to avoid a large overestimation
of scatter. The same data were used for three different reconstruc-
tion cases: for a standard energy window, for an optimized energy
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Figure 3.7: Bexxar activity distribution for a slice of the thorax
phantom.
window based on the NEC curves for 86Y and without spurious con-
tamination and phantom scatter.
The SPECT acquisition time was 30 seconds per projection over
120 projections with a HEGP collimator. The projections were ac-
quired into a 20% energy window centered at 364 keV and two
10% scatter windows at 318 keV and 413 keV. Sinograms were cor-
rected for scatter using standard triple energy window (TEW) cor-
rection (22). After scatter rejection, the data were reconstructed into
128×128 pixel images (3.67 mm pixel size) using standard MLEM
(64 iterations) with attenuation correction as in (23). In addition
to the normal reconstruction, a contamination free case was also
considered in which penetration, collimator scatter, backscatter and
phantom scatter were filtered out with ProcessGATE prior to recon-
struction.
All reconstructed images were post-smoothed with a 3D Gaus-
sian filter with FWHM of 2 pixels.
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Figure 3.8: NEC curve with a fixed lower energy threshold of 434
keV in the case of the 124I line source simulation. The different
contributions are shown: true coincidences (T), pure scattered
coincidences (PSC), spurious contamination (C) and scattered
spurious contamination (SCC) for 7 upper energy cutoffs.
3.6 Results
3.6.1 Line source phantom
Due to the low abundance of prompt gamma’s under 511 keV for
124I, only a variation of the upper energy cutoff was required. The
optimal upper energy cutoff was determined using the NEC. All
combinations between 434 keV and 675 keV in steps of 25 keV were
examined. Figure 3.8 shows the different contributions and the op-
timal NEC curve. The optimal threshold was found to be 585 keV.
Figure 3.9 shows the total energy spectrum for the 124I line source
simulation and the different contributions: T, PSC, C and SCC.
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Figure 3.9: Energy spectrum of the 124I line source simulation. The
different contributions are shown: true coincidences (T), pure
scattered coincidences (PSC), spurious contamination (C) and
scattered spurious contamination (SCC).
3.6.2 Thorax phantom
The profile of a sinogram summed over all angles is shown in figure
3.10 for the 124I-Bexxar simulation. The total profile is shown as well
as the different contributions from T, PSC, C and SCC. Note the non-
uniformity of C and to a lesser extent SCC. Reconstructed images are
shown in figure 3.11. Figures 3.11a, b and c show a reconstructed
slice of the kidneys and spleen for three energy window settings:
the standard energy window (a), the optimized energy window (b)
and without spurious contamination (c). Similarly, figures 3.11d,
e and f show a reconstructed tumour slice for the different energy
window settings. Profiles drawn through the kidneys/spleen and the
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tumour are shown in figures 3.12 and 3.13 respectively. The three
reconstruction cases are shown together with the simulated activity.
The energy spectrum of the 131I-Bexxar simulation is shown in
figure 3.14. The total energy spectrum is shown together with the dif-
ferent contributions: collimator scatter, phantom scatter, backscatter,
penetration and geometric photons. The kidneys/spleen and tumour
reconstructed slices are shown in figures 3.15a,b and c,d respectively
for the two reconstruction cases. Similarly as before, profiles were
drawn through the kidneys/spleen and the tumour images. The pro-
files are shown in figures 3.16 and 3.17 and are compared to both
the optimized energy window 124I-Bexxar PET profiles and the sim-
ulated activity.
3.7 Discussion
Our framework is essentially composed of two layers. In the first
layer it is possible to select specific particle history information.
This information can be stored directly (i.e. Compton scatter in a
certain detector part) or it can be processed during the simulation
(i.e. 3.3). The additional data is available at the end of the simula-
tion together with regular GATE data output. This enables enhanced
post-processing, which forms the second layer of our framework.
To our knowledge, no Monte Carlo simulator was capable of simu-
lating complex decay schemes and detecting spurious coincidences
for realistic phantoms. However, with our framework this was ac-
complished by a simple algorithm. The user-defined classification of
detections has clearly demonstrated the flexibility of ProcessGATE.
This will lead to a better assessment of the different components of
contamination. Its applications range from the optimization of cor-
rection methods to the investigation of the properties of current and
future detectors.
A remaining difficulty for PET imaging with a non-pure isotope
is that some spurious activity still remains, despite optimized en-
ergy thresholds and single scatter estimation. The emission spec-
tra already suggest this with prompt gamma rays close to the 511
keV positron annihilation photons. Only now it could be assessed
accurately with the classification of the singles energy spectra and
the resulting NEC curves. Two additional problems arise as a re-
sult. Firstly, it is obvious that attenuation correction is not correctly
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Figure 3.10: Sinogram profile for the 124I-Bexxar simulation. The
total profile is shown together with the different contributions: true
coincidences (T), pure scattered coincidences (PSC), spurious
contamination (C) and scattered spurious contamination (SCC).
modeled for spurious coincidences. Secondly, the single scatter al-
gorithm must add a constant background for its tail fitting procedure.
However, it is clear from our classification of the sinogram profiles
that SCC and especially C cannot be assumed to be spatially uni-
form. The removal of a constant background is thus only a crude
estimate. A dedicated algorithm to remove spurious coincidences in
combination with single scatter estimation will likely provide better
results.
Straightforward TEW correction was used for the SPECT isotope
in this case study. The emission spectra already indicate that high en-
ergy photons are the main difficulty but it could now also be assessed
accurately with our classification. TEW correction is able to partly
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(a) Standard energy
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energy window
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Figure 3.11: Reconstructed slices of the MCAT phantom for
124I-Bexxar. Kidney slice: a,b,c. Tumour slice: d,e,f.
correct for phantom scatter and backscatter, but not for septal pene-
tration since the scatter window does not take these detections into
account. The influence of septal penetration is high in the case of
131I due to the high energy emission peaks despite the HEGP colli-
mator. The combination of septal penetration with the large spatial
resolution results in poor reconstructed image quality.
The comparison of PET and SPECT in this case study shows
that 124I-Bexxar with simple optimized energy thresholds offers bet-
ter image quality when standard reconstruction techniques are used.
However, accurate modeling of collimator scatter and penetration
in the reconstruction can improve image quality. In (8), a Monte
Carlo projector with accurate physical modeling of the collimator
was used, which resulted in superior image quality when compared
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Figure 3.12: Kidney profile of the reconstructed slices shown in
figure 3.11 for 124I-Bexxar. The three reconstruction cases are
shown: standard window, optimized window and without
contamination. The simulated activity is also shown.
to TEW correction.
3.8 Summary and original contributions
GATE simulations allow for complex decay schemes, realistic phan-
toms and a large variety of detector geometries. However, only a
fraction of the information in each particle history is available for
post-processing. In this chapter we presented an analysis framework
that extends the analysis capabilities of GATE. It allows for a user
defined classification of detections based on complete particle his-
tories. Our framework can be applied to any isotope, phantom and
3-20 CHAPTER 3
0 20 40 60 80 100 120 140
0
0.02
0.04
0.06
0.08
0.1 True coincidences
Standard window
Optimized window
Activity
Pixels
N
o
rm
a
liz
e
d
c
o
u
n
ts
Figure 3.13: Tumour profile of the reconstructed slices shown in
figure 3.11 for 124I-Bexxar. The three reconstruction cases are
shown: standard window, optimized window and without
contamination. The simulated activity is also shown.
detector geometry available in GATE.
Our framework is applied to a case-study. Radiopharmaceuticals
such as 131I-Bexxar are widely used in targeted radionuclide ther-
apy (TRT) for the treatment of B-cell lymphomas. It may provide
quantitative results, provided that image degradation is corrected for.
Quantitative PET imaging with 124I on the other hand offers a num-
ber of advantages. Unfortunately, this is a non-pure positron emitter.
It does not only decay by positron emission, but it also generates
prompt gamma rays which can result in spurious coincidences.
In the case of PET an algorithm was designed to detect spurious
coincidences with ProcessGATE in order to assess their distribution
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Figure 3.14: 131I-Bexxar simulation: total energy spectrum,
collimatorscatter, phantom scatter, backscatter, penetration and
geometric photons.
and influence on image quality. In addition, optimal energy thresh-
olds for 124I were derived by calculating noise equivalent count rate
curves. In the case of SPECT an accurate classification of contam-
ination such as septal penetration, collimator scatter and backscat-
ter was made. The assessment of contamination was then made for
124I- and 131I-Bexxar distributions in a complex torso phantom. The
SPECT data was reconstructed with standard MLEM using TEW
correction and attenuation correction. In addition to the normal re-
construction, a contamination free case was also considered in which
penetration, collimator scatter, backscatter and phantom scatter were
filtered out prior to reconstruction. The PET data was reconstructed
using OSEM with sensitivity correction, attenuation correction and
single scatter estimation. The same data were used for three recon-
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(a) Kidney slice. (b) Kidney slice without contamination.
(c) Tumour slice. (d) Tumour slice without contamination.
Figure 3.15: Reconstructed slices of the MCAT phantom for
131I-Bexxar.
struction cases: for a standard energy window, for an optimized en-
ergy window based on the NEC curves and without spurious con-
tamination.
Our framework is essentially composed of two layers. In the first
layer it is possible to select specific particle history information. This
information can be stored directly or it can be processed during the
simulation. The additional data is available at the end of the simula-
tion together with regular GATE data output, which forms the second
layer of our framework. The user-defined classification of detections
has clearly demonstrated the flexibility of ProcessGATE. This will
lead to a better assessment of the different components of contam-
ination. Its applications range from the optimization of correction
methods to the investigation of the properties of current and future
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Figure 3.16: Kidney profile of the reconstructed slices shown in
figure 3.15 for 131I-Bexxar. The 131I profiles with and without
contamination are shown. In addition, the simulated activity is
shown as well as the 124I-Bexxar profile with optimized energy
window.
detectors.
A remaining difficulty for PET imaging with a non-pure isotope
is that some spurious activity still remains, despite optimized energy
thresholds and single scatter estimation. Two additional problems
arise as a result. Firstly, it is obvious that attenuation correction is
not correctly modeled for spurious coincidences. Secondly, the sin-
gle scatter algorithm adds a constant background for tail fitting while
the spurious activity is not spatially uniform. A dedicated algorithm
to remove spurious coincidences in combination with single scatter
estimation will likely provide better results. In the case of SPECT
our classification showed that TEW correction is able to partly cor-
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Figure 3.17: Tumour profile of the reconstructed slices shown in
figure 3.15 for 131I-Bexxar. The 131I profiles with and without
contamination are shown. In addition, the simulated activity is
shown as well as the 124I-Bexxar profile with optimized energy
window.
rect for phantom scatter and backscatter, but not for septal penetra-
tion. The comparison of PET and SPECT in this case study shows
that 124I-Bexxar with simple optimized energy thresholds offer bet-
ter image quality when standard reconstruction techniques are used.
However, accurate modeling of collimator scatter and penetration in
the reconstruction can improve image quality.
The work presented in this chapter resulted in an A1 journal pa-
per (24) and primarily serves as the validation tool for the remaining
chapters and as the basis of the efficient analysis required in chap-
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ters 4 and 5. As illustrated in the case study, ProcessGATE allows
a more detailed analysis of GATE results and can be used to design
and evaluate contamination correction algorithms and to investigate
the properties of current and future prototype detectors. As a result
of this, the framework was used in 7 co-authored conference pro-
ceedings (25; 26; 27; 28; 29; 30; 31) and 4 co-authored A1 journal
papers (32; 33; 34; 12).
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Geometrical Importance
Sampling
4.1 Introduction
Importance sampling is a well-known and widely used variance re-
duction technique (1; 2) that attempts to sample in such a way that
the number of particles sampled in a region is proportional to the im-
portance of that region to the expected result. A region can thereby
be defined in space, energy or both at the same time. In this chap-
ter we focus on the use of geometrical importance sampling (GIS)
based on Russian Roulette (RR) and particle splitting as an acceler-
ation method for SPECT simulations with GATE.
As pointed out in chapter 2, the parallel hole collimator used in a
typical SPECT system is made of highly attenuating material, such
as lead, consisting of parallel holes to achieve perpendicular projec-
tion of the activity distribution onto the detector. Figures 4.1 and 4.2
show a SPECT detector head and a detail of the collimator surface
respectively. Only about 0.02% of all emitted photons pass through
a low energy high resolution (LEHR) collimator. Therefore it is ob-
vious that a large quantity of photons are tracked in vain. With GIS
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Figure 4.1: Wireframe model of a SPECT detector head with a
LEHR collimator.
this problem can be ameliorated by only tracking photons with a high
detection chance. The bias that is introduced in this way must then
be compensated for during the scoring of those photons.
In the first part of this chapter the principle of GIS is explained
and the incorporation of splitting and RR into GATE is discussed.
Secondly, the introduction of branches into the particle history is dis-
cussed, along with the solution to this problem: history detangling.
The third part of this chapter is focused on the validation of GIS
for SPECT simulations with GATE. To this end an evaluation study
is performed comparing GIS with analog GATE (aGATE): The ef-
ficiency and variance behaviour of GIS is investigated through the
simulation of a set of 100 simulations with and without GIS and the
introduction of a figure of merit (FOM). Subsequently, the particle
history detangling approach is validated by examining the energy
spectra of both a low and medium energy isotope in air and in a wa-
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Figure 4.2: Detail of the collimator surface model.
ter phantom. Furthermore, the spatial resolution is examined and the
sensitivity is checked for a medium energy point source at different
depths in a water phantom.
4.2 Geometrical importance sampling
Photon paths leading towards the detector and through a collimator
hole contribute to the expected result but occur infrequently. On the
other hand, photon paths leading away from a detector are less likely
to result in detection and occur frequently.
The solution to the first problem lies in particle splitting at certain
intervals in the geometry of the problem. Photons are increasingly
split into exact copies as the distance to a detector decreases. Each
copy is then tracked separately through the geometry. Since no ap-
proximations have been made with regard to the physics models that
apply, it is still possible to generate secondary particles. In order to
avoid a bias in the result, a particle weight must be introduced that
resembles the contribution of that particle to the result. The weight
of a photon crossing a boundary between two regions is divided by
a splitting factor that depends on the importance values of those re-
gions. Figure 4.3a shows the simple case of 2 regions, where the
region on the left has importance value I1 while the region on the
right has importance I2 = 2∗I1. A photon crossing the boundary with
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(b) Russian Roulette
Figure 4.3: The principle of GIS: The region on the left has half the
importance of the region on the right. Figure (a) : The photon is
split in two photons with half the weight. Figure (b) : The photon is
either deleted or its weight is doubled after surviving RR.
weight W is therefore split into two photons with half the weight.
The second problem can be solved using RR. RR provides an
alternative estimator 〈Weight〉RR of the weights of photons. Given a
survival probability r and a uniform random number ζ ∈ [0,1], then
the estimate is given as:
〈Weight〉RR =
{ 〈Weight〉aGATE /r if ζ< r
0 otherwise
The photons can thus be deleted with probability (1− r) in order
to increase the simulation efficiency or increase their weight with
probability r in order to avoid a bias in the result. An example is
shown in figure 4.3b, where the photon weight is either doubled with
probability r = I1/I2 or the photon is deleted.
A map consisting of all the regions with their respective impor-
tance values was constructed. The importance map used for all sub-
sequent simulations is shown in figure 4.4. The importance map ge-
ometry is defined by a set of virtual concentric cylinder segments,
with each cylinder doubling the importance value of the previous
(inner) cylinder. The innermost cylinder has an importance value
I1 = 1 and contains a point source, while the last two outer cylinders
have equal importance. This way no splitting will occur inside the
collimator or crystal, as the outer cylinder covers the SPECT detec-
tor head. The virtual nature of the importance regions ensures that
no photon interactions can occur when crossing boundaries. A par-
ticle history starting from a point source in the center of the cylinder
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Figure 4.4: 2D view of a water phantom (cyan), a SPECT detector
and the importance map with importance values (magenta) used in
this study. A sample particle history (grey and black) is shown with
the resulting photons after escaping the phantom and the application
of RR (green).
is shown as an example. Upon reaching the region with importance
value 2, the photon is split into two. In the same region, one of the
two photons is subjected to Compton scatter (black path) while the
other is not (grey path). The photon following the black path ulti-
mately results in 3 photons reaching the detector. The other photons
generated along this path are deleted by RR. The photon following
the grey path leads to 2 photons that scatter in the region with im-
portance value 4. One of those survives RR, resulting in 32 photons
reaching the detector, while the other generates 8 photons after fur-
ther splitting. The branches that are introduced this way into the
particle history are discussed in the next section.
Figures 4.5 and 4.6 show the importance map in GATE in the
case of three rotating SPECT detector heads. The definition and
construction of the importance map has been integrated into GATE
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Figure 4.5: Importance map configuration for a water phantom and
three SPECT detector heads.
through its script language. GATE uses an internal virtual clock to
synchronise the movement and rotation of the detector heads. The
virtual importance map uses the same clock so that both virtual and
physical elements are synchronised during the rotation of the detec-
tor heads.
4.3 Pulse height tallies
Pulse height tallies are commonly used in medical imaging. These
tallies correspond to the frequency of detected pulses in distinct en-
ergy bins, covering a relevant energy spectrum. Since each pulse is
the combination of different detector hits, the tally bin is not known
until the end of an event history. In an aGATE simulation this poses
no problem as each detected hit can be stored and the pulse energy
and centroid-weighted position can be calculated at the end of each
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Figure 4.6: Detail of the importance map configuration for a water
phantom and three SPECT detector heads.
GEANT4 event by considering all detected hits. However, as shown
in the previous section, GIS introduces branches into the particle his-
tory, which results in a much more complicated pulse calculation.
Simply adding all hits in a detector crystal would lead to completely
wrong detection positions and energy spectrum. Therefore a new
particle history has been developed within GATE. It keeps a log of
all particles and their weight. At the same time a particle history tree
is built by adding branches where necessary to accommodate split-
ting and RR. Figure 4.7 shows a simple particle history from particle
t1 to t12 with both splitting (v) and physical branching (p).
Particle t1 represents the original photon. It may be subjected to
Compton interactions and at some point it is split up by geometrical
splitting. It should be noted that only one new photon t2 is gener-
ated by this process. Photons t1 and t2 now have half the weight of
the original photon t1. Photon t2 is later split up into a photon and
an electron as the result of a photoelectric effect. Both photon and
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Figure 4.7: Simple particle history with branching: ”v” indicates a
geometrical importance split, while ”p” indicates a physical split.
Particles are marked from t1 to t12.
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Figure 4.8: Two physically possible branches from the right side.
GEOMETRICAL IMPORTANCE SAMPLING 4-9
v
t1
t1
v
p v
p
t2
t3t1
t4 t5 t3 t7
t6
t8 t9
t9 t10
t11
v
t12
v
t1
t1
v
p
t1
t4 t5
t6
v
t1
t1
v
v
t3
t3
v
t1
t1
v
v
t3
t7
Figure 4.9: Three physically possible branches from the left side.
electron inherit the weight of their parent photon t2. The rest of the
diagram follows the same principles. In order to retain physically
meaningful pulses, one needs to extract all the physically possible
paths and assign a weight to them. Each geometrical importance
split introduces a new possible path. Figures 4.8 and 4.9 show the
possibilities for the diagram of figure 4.7. Each path is assigned a
weight according to the deconvolution approach discussed in (3).
Starting at the ”leaf nodes” of the tree, we work our way up and fol-
low each of the paths in figures 4.8 and 4.9. Whenever a geometrical
importance split is encountered, we multiply the weight of the path
by the splitting ratio 1/n with n the number of photons split into. The
result for the five paths is shown in table 4.1.
It is now possible to group crystal hits together by simply looking
up if they belong to the same ”physical” path and thus form an actual
pulse. In this case it is possible that only paths 1,2 and 4 result in
actual pulses, but not paths 3 and 5 in table 4.1 if there are crystal
hits tied to paths 1,2 and 4, but not to paths 3 and 5. Note that the
sum of weights of all paths in a track history tree equals 1, thus the
total weight is conserved when RR is not applied.
A photon can increase its weight by surviving RR. In this case it
could be scattered toward a region of higher importance and be sub-
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jected to further splitting. Figure 4.10 shows how this is dealt with.
The particle history adds the same photon t1 with its new weight 1 -
as it is doubled in this case by RR - as a physical branch. This ”new”
photon acts as a parent for the photons produced by the splitting
which follows in this case and represents in fact the same physical
photon t1 but with a doubled weight. The total weight per history
is not conserved in this way. However, RR provides an unbiased
estimate of the total weight over a large number of histories as the
expected value is the same as for aGATE:
E [〈Weight〉RR] = (1− r) ·0+ r ·
E [〈Weight〉aGATE ]
r
Path Tracks Weight
1 t11, t9, t8, t9,t2,t1 0.5∗0.5 = 0.25
2 t12, t10, t8, t9, t2,t1 0.5∗0.5 = 0.25
3 t3, t3, t1, t1 0.5∗0.5∗0.5 = 0.125
4 t6, t5, t4, t1,t1,t1 0.5∗0.5 = 0.25
5 t7, t3, t1, t1 0.5∗0.5∗0.5 = 0.125
Table 4.1: The five paths with their respective weight. The sum of
weights: 0.25+0.25+0.125+0.25+0.125= 1
4.4 Evaluation study
4.4.1 Efficiency estimation and variance behaviour
Two FOMs were used to investigate the efficiency of GIS versus
aGATE. The FOMs were applied to the flux D/N on the detector,
with D the number of detected photons and N the number of simu-
lated histories. In the case of aGATE the detections are scored as 1
or 0, while in the case of GIS the weight is scored. A relative FOM,
shown in equation 4.1, was then used as an indicator of relative effi-
ciency.
RFOM = FOMGIS
FOMaGATE
(4.1)
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Figure 4.10: In the upper left corner a track t1 is shown, surviving
Russian Roulette and then scattered towards a region of higher
importance. The right side of this figure shows how this is logged in
the track history. The additional track t1 with its new weight is
shown as a dashed line.
Firstly, a set of 100 GIS simulations was compared with a set
of 100 aGATE simulations. Each simulation consisted of a 3.5 MBq
uniform 99mTc source in a 2 mm thin cylinder with a radius of 25 mm
filled with water. A realistic detector setup as in section 3.4 of chap-
ter 3 was used with a LEHR collimator. The acquisition time was 30
seconds. A 1 mm pixel size was chosen for the projection bins and a
region of interest (ROI) of 30 mm x 30 mm was selected in each re-
sulting projection for the photopeak window. The flux through each
pixel in the ROI for a single simulation xˆ pixel was calculated as in
equation 4.2, where xi,pixel is the weight of a detection in a pixel and
N is the number of simulated histories. The mean flux xˆ pixel and
the corresponding variance S2xpixel for each pixel in the ROI over the
100 simulations was calculated as shown in equation 4.3, for both
aGATE and GIS. This allowed the calculation of a FOM for both
cases as defined in equation 4.4, where T is the simulation time and
R the relative error. Furthermore we compared the mean variances
over all pixels in the ROI of both cases and scaled down the number
of GIS events until the mean variances agreed. Finally it was possible
to compare the distribution of the variance around the mean variance
over the ROI, and the distribution of the mean (in each pixel over the
100 samples) around the mean over the ROI between aGATE and
4-12 CHAPTER 4
GIS.
xˆsingle,pixel =
1
N
N
∑
i=1
xi,pixel (4.2)
xˆpixel =
1
100
100
∑
i=1
xˆsingle,pixel (4.3)
S2xpixel =
1
99
100
∑
i=1
(xpixel − xˆpixel)2
FOMbatch =
1
R2 T
with R =
Sxpixel
xˆpixel
(4.4)
Secondly, a FOM based on the number of detections per second
times the quality factor (QF) (2) was calculated as shown in equation
4.5. The QF indicates how much the number of detections per sec-
ond is deflated due to variability in the weights. In the case of GIS
with a simple importance map however, the weights are all equal.
Therefore, the QF reduces to 1 as shown in equation 4.6.
FOMQF =
detectionsGIS/s
QF detectionsaGATE/s (4.5)
QF = (∑
N
i=1 xi)
2
D∑Ni=1 x2i
=
(Dxi=1)2
D2x2i=1
(4.6)
4.4.2 Energy spectra evaluation
Energy spectra are a first indication of validity of the particle history
detangling approach used for splitting and RR. Identical configura-
tions were used each time for the GIS and the aGATE simulation.
First the energy spectrum of both 99mTc and 67Ga in air was com-
pared with aGATE. A 99mTc point source with a radius of 1.5mm
was used at a distance of 25cm from the collimator. The activity of
the source was 150 MBq for GIS and 300 MBq for aGATE, with
a total acquisition time of 30 seconds. The setup consisted of the
same detector head as defined above. The LEHR collimator was re-
placed by a medium energy general purpose (MEGP) collimator for
the simulations with 67Ga. The point source with a radius of 1.5mm
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was placed at a distance of 25 cm from the collimator. The activity of
the source was 36 MBq for GIS and 250 MBq for the aGATE, with
an acquisition time of 30 seconds. The activity values were chosen to
result in a comparable number of detections, based on the number of
detections per second during a short test run. As a final verification,
the 67Ga point source was placed in the middle of a water phantom
made of a cylinder with radius 12 cm and height 34.56 cm. An equal
activity of 100 MBq for both cases was used over an acquisition time
of 30 seconds. In this case the activity values were chosen equal in
order to verify the improved statistics with GIS.
4.4.3 Spatial resolution validation
The spatial resolution for low and medium energy simulations was
compared with aGATE. For 99mTc a 30 MBq point source with a
radius of 0.5 mm was placed at 3.65, 13.65, 24.65 and 38.65 cm from
the detector with LEHR collimator in the case of GIS. The aGATE
simulations consisted of a 20 MBq line source with a radius of 0.5
mm at 5, 15, 26 and 40 cm from the LEHR collimator as in (4).
The medium energy setups consisted of a 1.5 mm point source filled
with 20 MBq 67Ga and placed at 3.65, 13.65, 24.54 and 38.65 cm
from the detector with MEGP collimator attached for both aGATE
and GIS. For the 99mTc simulations a photopeak window at 129-151
keV was used, while for 67Ga two photopeak windows were used :
at 83.7-102.3 keV and at 171.1-198.8 keV.
4.4.4 Sensitivity validation
The absolute sensitivity (in cps/MBq) was evaluated for a medium
energy setup. A point source filled with 20 MBq (GIS) and 100
MBq (aGATE) 67Ga was placed at different depths in a cylindrical
water phantom with a radius of 12 cm and height 34.65 cm : 1, 5, 10,
15 and 20 cm depth. The activity values were chosen to result in a
comparable number of detections. The total acquisition time was 30
seconds and two photopeak windows were used : at 83.7-102.3 keV
and at 171.1-198.8 keV. A realistic detector was used with a MEGP
collimator attached.
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Figure 4.11: Distribution of the variance over the ROI around its
mean value.
4.5 Results
4.5.1 Efficiency estimation
Figure 4.11 shows the distribution of the variance for all pixels (based
on 100 simulation samples) in the ROI around its mean value for both
aGATE and GIS. The distribution of the variance with GIS shows no
systematic bias when compared to the analog distribution. Figure
4.12 shows the distribution of the mean for all pixels (based on 100
simulation samples) in the ROI around its mean value for both cases.
Again the distribution shows no systematic bias against the analog
distribution. In order to compare the distributions, a factor of ap-
proximately RFOMBATCH = 12 was used to scale down the number
of detections for GIS. The number of detections per second were
0.36 (aGATE) and 4.73 (GIS) resulting in a relative efficiency of ap-
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Figure 4.12: Distribution of the mean over the ROI around its mean
value.
proximately RFOMQF = 13.
4.5.2 Energy spectra evaluation
Figure 4.13 shows the energy spectrum of a 99mTc point source in
air both with and without GIS. Figure 4.14 shows the same for 67Ga.
An excellent agreement was found between the aGATE and the GIS
simulations for the spectra of both isotopes. Figure 4.15 shows the
comparison between the energy spectra of aGATE and GIS simula-
tions for a 67Ga point source in a water phantom. A clearly lower
variance can be observed in the case of GIS. The number of de-
tections were 0.17 (aGATE) and 0.93 (GIS), resulting in a relative
efficiency of approximately RFOMQF = 5 in this case.
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Figure 4.13: 99mTc spectra for a point source in air with and without
GIS
4.5.3 Spatial resolution validation
The spatial resolution for a low energy isotope (99mTc) and a medium
energy isotope (67Ga) is shown in figure 4.16. A linear was drawn
through the experimental values obtained from (4) and the simula-
tion values in the aGATE case. In both the low and medium energy
case a good agreement was found.
4.5.4 Sensitivity validation
Figure 4.17 shows the absolute sensitivity results for a 67Ga point
source in a water phantom at different depths. The results with and
without GIS are in excellent agreement.
GEOMETRICAL IMPORTANCE SAMPLING 4-17
energy [MeV]
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
p
u
ls
e
c
o
u
n
ts
0
500
1000
1500
2000
2500
Imp. Sampling
Analog
Figure 4.14: 67Ga spectra for a point source in air with and without
GIS
4.6 Application to PET
It has been shown previously that importance sampling can be ap-
plied to PET simulations (5; 6; 7). This is also the case for GIS. All
that is required on the tracking side of the simulation is a suitable
importance map. The annihilation photons will then be split accord-
ingly. A simple extension of the particle history detangling approach
would not be sufficient however. In contrast to other codes, GATE
explicitly models time throughout the simulation. A direct trans-
lation to GATE would therefore pose problems for time-dependent
phenomena such as detector dead time, time-of-flight, count rate,
randoms rate and time-based coincidence sorting. As a result, only
the optimization of photon tracking has been proposed for GATE
PET (8), while no PET variance reduction techniques have been in-
troduced. Several model-based methods could be considered to solve
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Figure 4.15: 67Ga spectra for a point source in a water phantom
with and without GIS
this problem.
In (9), SimSET was used to simulate true, scatter and singles
rates. From that data, randoms rates and dead time were modeled.
Dead time was modeled simply as a paralyzing exponential with a
characteristic time of 1 µsecond obtained by measuring block dead
time at moderate count rates. It was reported that the model will
underestimate the dead time in a real system. A total coincidence
time-window of 12.5 nano seconds was used to generate randoms.
In (10), SimSET was modified to include modeling of block de-
tectors and crystals, random coincidences and detector dead time.
Importance sampling was used for tracking photons in a phantom.
Coincidence events could consist of more than two photons because
of the use of importance sampling. In that case, all photons were
propagated independently in the detector and every possible combi-
nation of two photons originating from the same annihilation were
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Figure 4.16: Spatial resolution comparison for low and medium
energy setups. For 99mTc both simulations (with and without GIS)
and experimental values are shown. For 67Ga the results with and
without GIS are shown. A linear was drawn through both
simulation (aGATE only) and experimental values.
considered as a valid coincidence. A statistical weight equal to the
product of the two photons’ weights was associated with each coin-
cidence, since the photon histories were independent. Dead time was
modeled according to (11) along with the dead time free photon flu-
ence estimated in a small run to calculate the dead time fractions in
each block. Instead of randomly rejecting photons according to the
computed dead time fractions, a variance reduction technique was
used: all events were detected, but a statistical weight was used in
order to reflect the probability of not being detected due to dead time.
Since time was not explicitly modeled, it was not possible to include
time-stamps with the simulation output. Instead, coincidences were
simulated sequentially and photons pertaining to the same coinci-
dence were coupled. As a result, random coincidences could also
not be estimated explicitly, but were derived from single rates.
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Figure 4.17: Absolute sensitivity for a 67Ga point source in a water
phantom at different depths in the phantom. Results for simulations
with and without GIS are shown.
In (12), a similar approach was used for PET-SORTEO (13),
also based on (11). Electronic dead time losses at different stages of
the detection chain were modeled, based on parametric models that
were fitted to experimental data. In (5), vmcPET was developed
with support for Russian roulette, interaction splitting, directional bi-
asing and other variance reduction techniques. Every possible com-
bination of two photons originating from one or more annihilations
within a considered time interval were considered as a valid coinci-
dence. VmcPET was also coupled to GATE through a phase space
file (5). In that case, no variance reduction techniques were allowed
because of the time-based coincidence sorting in GATE. This might
be solved in the future through complete replacement of the coinci-
dence sorting in GATE by a parametric model in which only a series
of time slices is considered. A Poissonian, time-dependent probabil-
ity distribution can then be used to sample the number of decays per
time slice.
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The advantage of model-based solutions is undoubtedly increased
performance over time-based solutions. The downside is that it limits
the applicability of GATE to the models that are supported. To date
no time-based solutions that introduce statistical weights throughout
the GATE digitizer chain have been proposed however. Possibil-
ities include a variance reduction technique for dead time such as
proposed in (10) or variable length dead time windows based on sta-
tistical weights. Time-based solutions will likely require more com-
putation time but can be applied to any detector model supported in
GATE.
4.7 Discussion
In theory, the maximum efficiency of this technique is inversely re-
lated to the sensitivity of the detector. The larger septa of a MEGP
collimator result in a larger angle of acceptance compared to a LEHR
collimator. This allows for a larger flux through the collimator holes
and reduces the benefit of particle splitting. The tracking overhead
resulting from the increased number of particles to be tracked is be-
sides the sensitivity the most important efficiency limiting factor.
Our investigation of efficiency showed that the acceleration factors
obtained for RFOMBATCH and RFOMQF were approximately equal.
Therefore it can be concluded that RFOMQF , which is based on a
single simulation, can be used as an indication of efficiency for this
particular type of GIS. Despite the detangling of each detected pho-
ton history and the increased tracking overhead, GIS resulted in a 5
to 13-fold increase over aGATE SPECT simulations.
The distribution of the variance and mean values revealed no sys-
tematic bias for GIS when compared to aGATE. The results shown
for the energy spectra verified that the detangling of the photon histo-
ries results in correct pulse height tallies. The spectrum in figure 4.15
is a typical example of how GIS results in lower variance compared
to aGATE, for an equal amount of simulated events. The spatial res-
olution and the sensitivity results all show an excellent agreement
compared to aGATE simulations. This is the strength of GIS: its
generality. It provides a moderate increase in efficiency but for any
combination of SPECT isotope, phantom and detector.
The method of binary splitting used in these simulations com-
bined with the relatively simple layout of the importance map re-
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sulted in particles with equal weight. The weight only depends on
the importance region where the particle ends up and is indepen-
dent from the path by which the particle reached that final region.
A more complex importance map based on production values could
be used instead. Production values can be automatically obtained
by a reversed simulation, in which the source and the detector are
switched. This would likely produce a weight distribution depend-
ing on the complexity of the importance map. A weight distribution
resulting from either a more complex importance map or a different
splitting algorithm could increase the efficiency further. Although
GIS can be used for any SPECT detector, the automatic calculation
of an importance map would improve the efficiency of GIS in system
design. Care has to be taken however as increased efficiency comes
with higher risks compared to the current conservative approach: a
higher degree of variation of the weights in a single importance re-
gion increases the variance of the tallies in that region.
4.8 Summary and original contributions
In this chapter we presented the use of GIS for SPECT. GIS is a vari-
ance reduction technique that assigns importance values to virtual
regions of the simulation space. A photon crossing the boundary be-
tween two regions is then either split into multiple photons with a
lower weight, or it may be subjected to a game of RR. Using this
technique it is possible to increase the survival rate of photons in re-
gions close to the SPECT detector head, and to decrease the survival
rate of photons traveling away from the detector head.
Photon splitting and RR lead to a more complicated calculation
of pulse height tallies. These tallies correspond to the frequency of
detected pulses in distinct energy bins, covering a relevant energy
spectrum. Since each pulse is the combination of different detector
hits, the tally bin is not known until the end of an event history. In an
analog simulation (without variance reduction) this poses no prob-
lems as each detected hit can be stored and added to a pulse at the
end of each event. GIS however introduces branches into the parti-
cle history. In order to solve this problem we developed a particle
history tree that includes adjustments for splitting and RR in GATE.
We validated GIS with regard to energy spectra, spatial resolu-
tion, and sensitivity for a low (99mTc) and medium (67Ga) energy
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isotope in air and in a water phantom. The results were compared
with aGATE simulations and a good agreement was found. The vari-
ance of the flux through a detector was also estimated with a large
set of simulations in order to compare its behaviour with and with-
out GIS. A figure of merit was thus verified and it was shown that
despite the detangling and increased tracking overhead, this tech-
nique can result in a 5 to 13-fold increase in efficiency over aGATE
simulations.
The work presented in this chapter resulted in several conference
contributions (14; 15; 16; 17; 18). Part of this work also appeared in
an A1 journal paper (19).
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5
Forced Detection and
Convolution-based Forced
Detection
5.1 Introduction
GATE is one of the most accurate and versatile Monte Carlo codes
for PET and SPECT but unfortunately also one of the slowest. In
chapter 4 we introduced geometrical importance sampling as an ac-
celeration technique for GATE SPECT simulations. Although it is
useful as a safe and accurate acceleration technique, it can not deliver
clinically acceptable simulation times. In this chapter we accelerate
GATE further with a combination of two techniques.
Firstly, we implemented both standard forced detection (FD) and
convolution-based forced detection (CFD) with multiple projection
sampling (MPS) in GATE. Variance reduction techniques such as
forced detection have previously been applied successfully to other
Monte Carlo codes in order to speed up simulations (1; 2; 3; 4). Re-
cently, convolution-based forced detection was introduced (5). CFD
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enables the fast simulation of 99mTc SPECT by combining forced
detection with an analytical detector module which doesn’t include
septal penetration or collimator scatter. Therefore it can be used as
a forward projector in a fully 3D reconstruction framework as de-
scribed in (6). In addition, CFD was extended with multiple pro-
jection sampling (7), which allows the simulation of all projections
simultaneously.
Secondly, as GATE is built as an upper layer to GEANT4, only
a small subset of its capabilities is required by GATE. In particular,
the low energy extensions and the navigator for particle tracking are
used intensely. The low energy extensions are very detailed and con-
sequently very slow. In addition, the navigator is not optimized for
the geometry and phantoms used in clinical acquisitions. Therefore,
an FD and CFD specialized GEANT4 navigator was developed to
accelerate the detailed but slow tracking algorithms in GEANT4.
We will first describe how FD and CFD with multiple projec-
tion sampling are implemented in GATE. Secondly, we describe the
modifications applied to the GEANT4 code in order to increase its
efficiency. Thirdly, we present an overview of the evaluation study
used for the validation of the algorithms. Finally, the calculation of
the acceleration factors is explained.
5.2 Forced detection methods
5.2.1 Standard and convolution-based forced detec-
tion
The FD and CFD implementations share a common design. The FD
with MPS principle is illustrated by figure 5.1. At decay, the mother
particle is created. The path of the photon to the next interaction
point is sampled by an analog GATE (aGATE) Monte Carlo simula-
tion. The photon can scatter in the phantom, it can be absorbed or
it can leave the phantom directly. As soon as the photon leaves the
phantom, it is destroyed. In the case of figure 5.1, the particle scat-
ters once before leaving the phantom. Photon copies are created for
each projection angle at decay, and at every Compton or Rayleigh
interaction along the mother photon path. The emission angle of the
photon copies is selected within a solid angle subtended by a cone
with the central axis perpendicular to the detector. The weight of the
FORCED DETECTION AND CONVOLUTION-BASED FORCED
DETECTION 5-3
FD
CFD
Analog
phantom
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Collimator
Crystal
Mother photon
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CFD detection
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Figure 5.1: Principle of FD and CFD for four projections. The setup
consists of four detectors and a simple phantom. The path of a
mother particle tracked by analog GATE is shown. At decay and at
the interaction site, FD and CFD photon copies are formed and their
respective paths within the FD cone are shown.
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copy is then adjusted to reflect the forced angle and the probability of
non-interaction along its path (cfr. section 5.2.2). Each copy is then
transported from the interaction point to the edge of the phantom.
From that point on they are tracked further by analog Monte Carlo in
order to model the detector interactions, including the generation of
secondary particles. As shown by figure 5.1, the four grey cones at
decay and at the scatter position indicate the solid angles. Two decay
photon copies and all four scatter photon copies are finally detected
in this example.
The CFD with MPS principle differs only on two accounts com-
pared to FD. Firstly, the emission angle of the photon copies at decay
and then at every Compton or Rayleigh interaction point is into a di-
rection exactly perpendicular to the detector surface according to the
central ray approach proposed in (8). Secondly, the detector is not
simulated in the case of CFD but defined analytically as proposed
by (8). Therefore, when the photon copies leave the phantom they
are automatically detected and stored in depth dependent subprojec-
tion maps. At the end of the simulation, the projection maps are
convolved with a blurring kernel and summed up to form the final
projections as in (8). Since the detector is not simulated by aGATE,
the generation of secondary particles is disabled with CFD.
5.2.2 Weight calculations
The weight of each photon copy needs to be adjusted at decay and
at each Compton or Rayleigh interaction for (1) forced emission or
scatter into a solid angle and (2) non-interaction and non-absorption
between the starting point or scatter point and escape from the phan-
tom as shown in equations 5.1 to 5.3. Here, wp, wc and wr are
the weight corrections for primary, Compton scattered and Rayleigh
scattered photons. Contrary to other codes based on water equiva-
lent depth (9), no approximations were used to sample the attenu-
ation along the photon path. Instead, we chose to highly optimize
the navigation code of GEANT4 as will be explained in section 5.3.
The weight corrections are therefore compliant with the low energy
model of GEANT4 which includes Hubbell’s atomic form factor
(10).
wp = e−
∫ escape
start σt(x,E) dx Ω
4π
(5.1)
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Collimator Crystal
Figure 5.2: Parameters defining the half opening angle of the forced
detection cone.
wc = e−
∫ escape
scatter σt(x,E) dx σ−1c,SF
∫
Ω
SF dσcdΩ dΩ (5.2)
wr = e−
∫ escape
scatter σt(x,E) dx σ−1
r,FF2
∫
Ω
FF2
dσr
dΩ dΩ (5.3)
At decay the emission of photons is assumed isotropic. Equation
5.1 shows the Ω4π correction for emission into a determined solid an-
gle Ω. The compensation for non-interaction and non-absorption be-
tween the starting point and escape from the phantom is also shown
in the same equation, where σt(x,E) is the total cross section at po-
sition x and energy E.
Equations 5.2 and 5.3 describe the weight corrections for Comp-
ton and Rayleigh interactions respectively. The compensation for
non-interaction and non-absorption between the scatter point and es-
cape from the phantom is shown, as well as the weight correction
for scattering into a solid angle. Here, σc,SF and σr,FF2 are the total
Compton and Rayleigh cross sections also accounting for the scatter-
ing function and the squared form factor respectively. dσcdΩ and
dσr
dΩ are
the differential Compton and Rayleigh cross sections per electron.
The integrals in equations 5.2 and 5.3 are numerically integrated and
stored in element, energy and angle dependent lookup tables. In the
case of FD, the opening angle depends on collimator geometry. Fig-
ure 5.2 shows the parameters that determine the half opening angle α
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Figure 5.3: Compton scatter lookup tables for scattering into a solid
angle (hydrogen at 140 KeV)
of the forced detection cone. The half opening angle depends on the
collimator hole inner radius r and the height of the collimator septa
h and is calculated as α= arctan 2rh . For CFD the cone half opening
angle is chosen very small. The typical form of the curves stored in
the lookup tables is shown in figures 5.3 and 5.4, in the case of hy-
drogen, for an incoming photon energy of 140 keV. The tables show
the weights for scatter angles between 0 and 180 degrees, in steps of
0.1 degree. Figure 5.3 shows how the scattering function suppresses
forward scattering. This is reflected in the lower weights at small
scatter angles. Figure 5.4 shows how the squared form factor influ-
ences the weights in the case of Rayleigh scatter. Rayleigh scatter
is strongly forward peaked at low energies, which is reflected in the
high weights at small scatter angles shown in figure 5.4. The in-
clusion of Rayleigh scatter will therefore potentially introduce large
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Figure 5.4: Rayleigh scatter lookup tables for scattering into a solid
angle (hydrogen at 140 KeV)
weight variations, which in turn lead to increased variance. Due to
this reason, the inclusion of Rayleigh scatter is optional for FD and
CFD.
5.3 GEANT4 optimizations
The navigator in GEANT4 handles the tracking of particles in a very
general way but it limits the efficiency of the FD and CFD algo-
rithms. The two main reasons for this are the mean free path calcula-
tions and the determination of the volume containing a particle. This
is illustrated by figure 5.5, where a mother photon is tracked along
its path through an analytically defined thorax phantom by aGATE.
At decay, the volume in which the photon is located is determined
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Figure 5.5: The FD and CFD optimized navigator. The position
cache grid over a thorax phantom is shown with the fast mean free
path tables. Sample photon paths are shown for a mother photon
and an FD/CFD photon copy. The mother photon uses the tables for
each process separately, while the photon copy polls the total cross
section directly for each material.
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and all the processes in the GEANT4 physics list are polled for their
mean free path in the current material. In the case of SPECT simula-
tions, the dominant processes are Compton and Rayleigh scatter and
the photoelectric effect. Since materials in GEANT4 are built from
the cross sections of the individual elements, this involves expensive
log-log interpolations. The process with the smallest free path is se-
lected, and the photon is transported to the new position. However,
in the case of figure 5.5 the step is limited by geometry. At this point,
the photon is located in a new volume. Therefore, the volume tree
is searched for the correct volume and the processes are polled again
for the mean free path in the new material. At the next position, the
photon scatters and reaches the boundary of the phantom. At this
point it is destroyed when using FD or CFD.
The simple tracking of the mother particle in this example there-
fore required at least 9 mean free path calculations and 3 expensive
volume tree searches. In addition, a realistic SPECT simulation typi-
cally requires the use of a voxelized phantom, which considerably in-
creases the use of both aforementioned expensive operations. When
using FD or CFD with MPS, the tracking has to be repeated for ev-
ery photon copy, depending on the number of projections that are
simulated. In the case of figure 5.5 with 60 projections, this means
that 60 photon copies must be tracked at decay and 60 at the scatter
position, each requiring mean free path calculations and volume tree
searches.
A SPECT simulation with FD or CFD shows a typical usage pat-
tern of mean free path calculations: a limited energy range, a limited
number of materials and repeated use. In addition, the weight correc-
tions explained in section 5.2.2 require the total cross section. There-
fore 4 mean free path tables are constructed at startup: one for each
process and one summing the previous three. Each table is material
and energy dependent, avoiding the expensive log-log interpolations
and contains a cache for repeated use. This is illustrated in figure
5.5. The mother photon now uses the fast mean free path tables for
each process separately. The path of 1 photon copy is shown as well.
At the end of each step, the total cross section can be polled directly,
for each material. Moreover, when using MPS, the cache becomes
especially useful since the energy of the photon copies at decay and
at Rayleigh interactions is identical.
In order to reduce the time spent on volume tree searches, an FD
and CFD optimized navigator was developed. As shown in figure
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5.5, a position cache grid is placed over the phantom. At startup,
each voxel in the grid is filled with a link to the volume it is posi-
tioned in. In addition, each border voxel also stores a link to the
border volume. FD and CFD are based on non-absorption and non-
interaction of photon copies along their path through the phantom.
Thus the direction is constant for a given photon copy, and at every
step a new volume is reached. The start volume of the photon copy
is already known, as it is the same as the mother photon. At each of
the border locations along the photon copy path in figure 5.5 where
the photon crosses from one volume into another, the position cache
grid is polled for the current volume. The position cache grid voxel
size must be chosen smaller than the smallest distance between two
borders of volumes. In the case of a voxelized phantom, the position
grid voxel size and the phantom voxel size can be chosen equal.
5.4 Evaluation study
The validation of our FD and CFD approach consists of three steps.
Firstly, the FD simulations are validated against aGATE simulations
and compared to SimSET (version 2.6.2.6) simulations (3). Sec-
ondly, the CFD model itself is verified with a simplified version of
analog GATE (sGATE). Thirdly, the CFD simulations are validated
against aGATE simulations and compared to SimSET. The acronyms
FD, CFD, SimSET, aGATE and sGATE will be used throughout the
paper.
5.4.1 FD validation
Two simulation setups based on the Philips AXIS camera (11) with a
low energy high resolution (LEHR) collimator were used in order to
validate FD against aGATE and SimSET. The collimator hexagonal
hole inner radius was 0.061 cm, with a septal thickness of 0.0203 cm.
The AXIS camera simulations with aGATE have previously been de-
scribed and validated by (12). First a single 30 second projection of
a 222 MBq 99mTc point source in a cylindrical water phantom (10 cm
height, 15 cm radius) was simulated. An energy window of 129 to
151 KeV was used to generate point spread functions (PSFs). Sec-
ondly, a symmetrical thorax phantom with an 109 MBq extended
FORCED DETECTION AND CONVOLUTION-BASED FORCED
DETECTION 5-11
(a) Activity (b) Attenuation
Figure 5.6: Activity distribution and attenuation map of a slice of
the thorax phantom.
source distribution was used as shown in figure 5.6. The activity ra-
tio was chosen as 5:10:100 for background (soft tissue), lungs and
heart respectively to resemble 99mTc uptake values (13). The acqui-
sition time was 30 seconds per projection over 60 projection angles.
The projections were binned into 128x128 pixels, with 3.90625 mm
per pixel and an energy window of 129 to 151 KeV. A transaxial
profile of a lateral projection was drawn over 10 pixels width. An-
other profile was drawn over all projection angles with ten pixels
width and ten slices depth. For point source simulations exactly 108
weighted histories were detected with FD and SimSET in order to
obtain almost noiseless energy spectra and projections. For the sym-
metrical thorax phantom simulations an equal number of detections
as in aGATE was used of approximately 106 weighted detections per
projection. These point source and thorax simulations will be used
as a means of validation throughout this paper.
Identical detectors were used for the aGATE and FD simulations.
The FD simulations were performed with a cone opening angle of 5.2
degrees for the LEHR collimator.
The detector geometry used in SimSET was based on the UNC
SPECT collimator module (14) and the planar SPECT detector mod-
ule. The same septal thickness and inner radius was chosen as for
the GATE simulations. However, the collimator module is based on
a geometric transfer function for circular holes arranged in a hexago-
nal pattern. This configuration cannot give rise to collimator patterns
and septal penetration and collimator scatter are not supported. The
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planar detector consisted of the same layers as the GATE simula-
tions, with the exception of a casing around the detector as described
in (12). Variance reduction techniques were turned on when possi-
ble, including stratification and forced non-absorption. Forced detec-
tion could not be used yet in combination with the UNC collimator
module.
5.4.2 CFD model verification
The CFD model itself was verified against sGATE with the point
source simulation as described in section 5.4.1. The CFD simulation
used a blurring kernel for a low energy high resolution (LEHR) col-
limator. The sGATE simulation used a simplified detector geometry
consisting of only a perfectly absorbing LEHR collimator and crys-
tal (developed with ProcessGate (15), chapter 3). Collimator scatter,
septal penetration, collimator fluorescence and crystal fluorescence
are accordingly not modeled. However, the hole size, septal thick-
ness and hexagonal pattern remains intact.
5.4.3 CFD validation
Finally, CFD was validated against aGATE and SimSET using the
aforementioned simulation setups (cfr. section 5.4.1).
5.5 Acceleration factors
An efficiency improvement can be realized by increasing the pro-
portion of detected photons to the simulated photon histories, as is
the case for FD and CFD. The gain in efficiency is however always
less than expected by the increase of the number of detected photons
due to the weights assigned to each history. The variability of the
weights must therefore be taken into account for any figure of merit
(FOM). We used three FOMs based on sets of 100 simulations of a
point source in a water phantom for aGATE, FD and CFD respec-
tively to measure the gain in efficiency. The FOMs are applied to the
flux D/N of the detector, defined as the number of detected photons
D, divided by the number of simulated photon histories. In the case
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of aGATE the photons are scored as 1 or 0, while in the case of FD
and CFD the weight is scored.
RFOM =
R2aGATETaGATE
R2(C)FDT(C)FD
with R = st.deviation
mean
(5.4)
xˆ = 1N ∑Ni=1 xi (5.5)
S2x = 1N−1 ∑Ni=1(xi− xˆ)2 = 1N−1 ∑Ni=1(x2i − xˆ2)
S2xˆ =
S2x
N and R =
Sxˆ
xˆ
xˆ =
D
N
and S2xˆ =
xˆ(1− xˆ)
N−1 (5.6)
QF = (∑
N
i=1 xi)
2
D∑Ni=1 x2i
(5.7)
RFOMQF =
detections/s
QF detections/s (5.8)
The first FOM is derived from the sets of 100 simulations. The
mean and standard deviation of the flux are calculated. The relative
error R is defined as in equation 5.4. A relative FOM (in this case
RFOMbatch) taking into account the time T, also shown in equation
5.4, gives an indication of the relative efficiency of the simulations.
The RFOMbatch was calculated for both FD and CFD versus aGATE.
A second FOM was used as in (1). The sample mean, standard
deviation and relative error are based on the number of simulated
histories of a single simulation as introduced in section 2.4.3. In the
case of FD and CFD, the flux, x¯, is estimated by the total score of
the weights divided by the number of simulated histories N as shown
in equation 5.6. The variance S2x associated with the distribution of
the weights, xi, is calculated as in equation 5.6. The variance of the
mean and the relative error are then defined as in equation 5.6. In
the case of aGATE the scoring is binary: either a photon contributes
to a tally or not. In this case, the equations in 5.6 can be simplified
as shown in equation 5.6. The same RFOM as in equation 5.4 was
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then used to calculate the efficiency of each of the 100 simulations,
expressed as RFOMsingle.
Thirdly, the quality factor (QF) introduced in (2) is calculated as
shown in equation 5.7. It indicates how much the number of detec-
tions per second is deflated due to the variability in the weights. It
therefore gives an idea of the value of a detection with FD or CFD
compared to an analog Monte Carlo simulation. The QF times the
number of detections per second for FD, CFD and aGATE (QF = 1)
can then be used to calculate RFOMQF as shown in equation 5.8.
5.6 Results
5.6.1 FD validation
Figure 5.7 shows the FD versus aGATE and SimSET energy spec-
tra comparison for the point source in a water phantom. No energy
blurring was used and the results were normalized to the maximum.
Between 0 and 50 KeV the contributions are mainly due to detector
backscatter. The FD and aGATE spectra match very well, while the
backscatter is slightly underestimated by SimSET. The FD underes-
timation in the 50 keV to 90 keV range can be mainly attributed to
collimator fluorescence, due to the limited cone opening angle. The
SimSET underestimation in this range is due to the lack of a colli-
mator fluorescence model in the energy spectrum. The FD model
closely matches the analog simulations from 90 to 140 KeV. This in-
cludes the crystal fluorescence peak and the effects of the GEANT4
low energy model which are especially visible in the 130 to 140 KeV
range. Neither of these effects are modeled by SimSET in the energy
spectrum. Close to the primary peak however, the discrepancies are
due to both penetration and collimator Rayleigh scatter as these ef-
fects are underestimated by FD and not modeled by SimSET. Fig-
ure 5.8 shows the percent contributions of collimator penetration,
collimator fluorescence and collimator scatter to the total number
of detections and to the number of detections within the photopeak
window for the analog simulation. The energy spectrum of these
contributions is shown in figure 5.9.
The PSFs of the FD versus aGATE and SimSET comparison for
the point source in a water phantom are shown in figure 5.10. The full
width at half maximum (FWHM) and the full width at tenth maxi-
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Figure 5.7: FD vs aGATE and SimSET energy spectra comparison,
scale normalized to the maximum. (Zoomed)
mum (FWTM) for all point source simulations are shown in table
5.1. The FWHM and the FWTM of FD and aGATE are in very
good agreement. The SimSET FWTM deviates relatively far from
the aGATE simulation value.
5.6.2 CFD model verification
The results of the CFD model verification with sGATE as described
in section 5.4.2 are shown in figures 5.11 to 5.12. Figure 5.11 shows
the energy spectra comparison of the point source simulation for
CFD versus sGATE. No energy blurring was applied and the results
were normalized to the maximum. The total energy spectrum and 5
scatter orders are compared. The CFD model agrees very well with
the sGATE simulation both for the total energy spectrum and the in-
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Figure 5.8: Influence of septal penetration, fluorescence, Compton
scatter (collimator) and Rayleigh scatter (collimator) as computed
by aGATE. Percent contributions to the total number of detections
(light grey) and to the total number of detections within the
photopeak window (dark grey).
dividual scatter orders. Only very small discrepancies can be noticed
in the energy spectrum. These are due to the collimator hole inner
radius and septal thickness and the finite number of collimator holes
in the analog simulation, since the CFD model assumes a collimator
hole at every detector position.
The corresponding PSFs are shown in figure 5.12. The FWHM
and the FWTM for all these simulations is also shown in table 5.1.
There is a near perfect agreement between the CFD and sGATE
PSFs.
5.6.3 CFD validation
Figures 5.13 and 5.14 show the CFD, aGATE and SimSET energy
spectrum comparison for the point source simulation of section 5.4.3.
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Figure 5.9: Influence of septal penetration, fluorescence, Compton
scatter (collimator) and Rayleigh scatter (collimator) as computed
by aGATE. Energy spectrum normalized to the maximum.
The limits of the CFD model regarding the energy spectrum become
apparent in this case. The large overestimation of primary photons
by 41% implies an underestimation of scattered photons. There are
two main reasons for this behaviour. First, the detector model as-
sumes a hole at each collimator position and applies only a simple
Gaussian blurring kernel to reflect a geometrical filter, which has no
effect on the energy spectrum. Therefore, both septal penetration
and detector interactions are not modeled, including fluorescence,
Compton and Rayleigh scatter in the collimator of which the contri-
butions are shown in figures 5.8 and 5.9. Secondly, only attenuation
paths through the phantom that are perpendicular to the detector are
sampled by forced photons. Therefore the SimSET energy spectrum
with the planar detector model agrees much better with the aGATE
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Figure 5.10: FD vs aGATE and SimSET PSFs, log scale normalized
to the maximum.
simulation.
However, the agreement between the CFD and aGATE PSFs is
much better than between the SimSET and aGATE PSFs, as shown
in figure 5.15. The FWHM and FWTM values are also shown in
table 5.1.
5.6.4 Symmetrical thorax phantom
Figure 5.16 shows transaxial profiles of the thorax phantom simu-
lations for the aGATE versus FD, CFD and SimSET simulations re-
spectively. There is a a close match for FD, CFD and SimSET versus
the analog simulation, with slightly larger deviations for SimSET.
Figure 5.17 depicts the sinograms (central axial slice) of the ana-
log simulation and the SimSET, FD and CFD simulations. A pro-
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Figure 5.11: CFD model verification: CFD vs sGATE energy
spectra comparison. The total energy spectrum and scatter orders
(1) to (5) are compared.
file comparison between aGATE, FD, CFD and SimSET is shown
in figure 5.19 together with the blurred energy spectrum in figure
5.18. The energy spectrum shows a slight overestimation of the pri-
mary peak for FD and increasingly larger overestimations for Sim-
SET and CFD respectively. Spatially, the discrepancies with aGATE
are smallest for FD, slightly larger for CFD and largest for SimSET.
5.6.5 Acceleration
Table 5.2 shows the FD and CFD RFOMs and QFs for the FD and
CFD point source simulations. The RFOM based on a single simu-
lation, RFOMsingle, is the average of the RFOMs calculated for each
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Figure 5.12: CFD model verification: CFD vs sGATE PSFs, log
scale normalized to the maximum.
of the 100 simulations. An example of the spread of the RFOMs in
the case of FD is shown in figure 5.20. The QFs and the RFOMs
based on the QFs in table 5.2 are also an average over the set of 100
simulations.
All acceleration factors are a combination of the GEANT4 opti-
mization and FD/CFD. The RFOMsingle derived from a single sim-
ulation largely agrees with the other RFOMs and can therefore be
used as an approximate indication of the relative efficiency. FD is
approximately three order of magnitude times faster than aGATE.
CFD is over 900 times faster than FD and approximately six orders
of magnitude faster than aGATE. The QFs indicate that a detection
generated by FD or CFD is approximately worth 0.5 detections with
aGATE when Rayleigh scatter is not included in the simulation. The
inclusion of the Rayleigh scatter process results in a significant drop
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Figure 5.13: CFD vs aGATE and SimSET energy spectra
comparison.
FD CFD aGATE sGATE SimSET
FWHM 20.0 18.7 20.0 18.7 18.1
FWTM 41.3 38.7 41.3 39.4 33.7
Table 5.1: FWHM and FWTM for FD, CFD, aGATE, sGATE,
SimSET
in the QF for both FD and CFD. Longer simulation times are there-
fore required in order to include Rayleigh scatter. Another more ef-
ficient method may be the inclusion of weight windows (16) in order
to control the weight variations.
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Figure 5.14: CFD vs aGATE and SimSET energy spectra
comparison (Zoomed).
FD CFD
RFOMbatch 1690 1652487
RFOMsingle 1747 1682219
RFOMQF 1828 1788500
QF 0.48 0.53
QFRayleigh 0.25 0.18
Table 5.2: Relative FOMs and QFs: FD and CFD versus aGATE
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5.7 Application to PET
Previously, forced detection has been applied to PET simulations
with SimSET (3). The principle remains the same as in SPECT: pho-
ton copies are forced into a direction that depends on the solid angle
of acceptance of the detector. Relatively simple detector geometry
was used. The detector was modeled as a series of adjacent regular
right cylinders with transaxial layers. Photon interactions including
scatter, absorption, and septa penetration were simulated, but there
were no blocks and hence no gap effects. In addition, time was not
modeled throughout the simulation.
A direct translation of the forced detection methods in this chap-
ter to PET would therefore consist of two parts. Firstly, an exten-
sion of the physics code is required. Positron annihilation must be
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Figure 5.16: Transaxial profiles of the symmetrical thorax phantom
projections for aGATE, FD, CFD and SimSET (log scale).
modified in order to simulate the forced detection of unscattered an-
nihilation photons. This is only a simple modification, since the
emission angle is sampled uniformly, after which acolinearity is ap-
plied. In addition, a recalculation of the probability tables is required
to accommodate the acceptance angle of the PET detector in ques-
tion. Secondly, the same problems apply as discussed in section 4.6.
Therefore a complete revision of the digitizer chain is required to
support statistical weights. Forced detection was primarily devel-
oped to solve the sensitivity problem in SPECT simulations. Due
to the higher sensitivity of PET, a smaller gain in efficiency is to be
expected.
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Figure 5.17: Sinograms of the symmetrical thorax phantom
simulations.
5.8 Discussion
A realistic SPECT simulation of the MCAT phantom takes approxi-
mately 7 years and 111 days with analog GATE, 4 days and 15 hours
with SimSET, 35 hours with FD and 130 seconds with CFD on a
single pentium 4 2.8Ghz CPU.
Analog GATE is the most detailed and versatile simulator and
can be used for both PET and SPECT. However, the simulation time
is too long to be clinically applicable.
SimSET is much faster than aGATE. Although it deviates from
aGATE when using the UNC collimator, it does supports both PET
and SPECT for various other isotopes than 99mTc. The limited Sim-
SET acceleration result is mainly due to the absence of forced detec-
tion in combination with the UNC SPECT collimator module. The
layered detector model and the inclusion of Rayleigh scatter in the
phantom also introduced a significant slowdown.
Our FD solution is faster than SimSET but currently only sup-
ports 99mTc SPECT. The FD and CFD models share the same code,
therefore it can be concluded that mainly the detector interactions
slow down FD in GATE. FD is however both spectrally and spa-
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Figure 5.18: Comparison of FD and CFD sinograms vs aGATE and
SimSET: Energy spectrum
tially in excellent agreement with aGATE. Although the limited cone
opening angle results in a slight underestimation of scatter, this has
a negligible spatial effect for 99mTc. The FD and CFD solutions pre-
sented in this paper can also readily be combined with the GATE
cluster platform to shorten the simulation time even further. This en-
ables fast, realistic high count 99mTc SPECT simulations with GATE
which can be used for detector design and prototyping. An additional
septal penetration module will be developed in the future in order to
simulate isotopes with higher energy peaks.
CFD is clearly the fastest solution for 99mTc SPECT and fast
enough to be used as a forward projector in a reconstruction algo-
rithm. Due to the lack of collimator scatter and penetration, there
is a FWTM discrepancy for CFD. This shows that a penetration and
collimator Rayleigh scatter model would contribute most in order to
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obtain increased accuracy for CFD. Future work will therefore in-
clude the extension of CFD in GATE with our previously developed
septal penetration module (17).
5.9 Summary and original contributions
In this chapter we investigated the acceleration of 99mTc SPECT sim-
ulations with forced detection (FD) and convolution-based forced
detection (CFD) for GATE. SPECT simulations are computation-
ally very intensive for two main reasons. Firstly, without variance
reduction most photons are tracked in vain, since only 0.02% of all
emitted photons actually reach the crystal surface when a low energy
high resolution (LEHR) collimator is used. Secondly, the particle
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Figure 5.20: The RFOMs of FD versus aGATE for 100 independent
simulations of FD and aGATE.
navigation algorithms in GEANT4 are not optimized for efficiency.
FD is a variance reduction technique that increases the proportion
of photons that result in a detection. At decay and at each interac-
tion point a photon copy of the original photon is transported through
the phantom in a direction sampled within a solid angle toward the
SPECT detector head. A weight is assigned to each photon copy to
compensate for the forced direction and the non-absorption between
the starting point or scatter point and escape from the phantom. Con-
trary to other Monte Carlo codes, no approximations were used to
sample the attenuation along the photon path. The weights are there-
fore compliant with the low energy model used in GEANT4, includ-
ing atomic form factors for Compton and Rayleigh scatter. With
standard forced detection all detector interactions are simulated by
analog Monte Carlo. In the case of convolution-based forced detec-
tion the detector is modeled analytically as proposed by Beekman et
al in (5). In addition, both FD and CFD were extended with multiple
projection sampling which enables the generation of all projections
simultaneously.
Subsequently we discussed optimizations for the GEANT4 par-
ticle navigation algorithms. The calculation of the photon mean free
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path was accelerated with on-the-fly generated tables, specifically
for the materials and energy range required for the simulation. In ad-
dition, an FD and CFD optimized navigator was introduced to han-
dle the tracking of photon copies using a-priori information of the
photon paths and the use of a position cache grid placed over the
attenuation geometry.
The validation of our FD and CFD approach consisted of three
steps. Firstly, the FD simulations were validated against analog GATE.
A point source in a water phantom and a symmetrical thorax phan-
tom with an extended source distribution were simulated. FD was
found to be both spectrally and spatially in excellent agreement with
analog GATE. Although the limited cone opening angle results in a
slight underestimation of scatter, this has a negligible spatial effect
for 99mTc. Secondly, the CFD model was validated against a simpli-
fied Gate simulation using a perfectly absorbing collimator and crys-
tal. Only very small discrepancies could be noticed in the energy
spectrum due to the collimator hole pattern modeled with the sim-
plified GATE simulation. With regard to the point spread functions,
a near perfect agreement was obtained. Thirdly, CFD was validated
against analog GATE using the same simulation setups as for FD.
Spatially, a very good agreement was found, although a FWTM dis-
crepancy resulted from the lack of collimator scatter and penetration
modeling. Spectrally, a large deviation from analog GATE was ob-
served. This was expected, as the detector model in CFD is defined
only spatially.
We can conclude that both FD and CFD were implemented and
validated in GATE for 99mTc SPECT. Although CFD is well over
900 times faster than FD, it is limited by the analytical description
of the detector. As detector interactions are not modeled, the result-
ing energy spectra may deviate relatively far from an analog GATE
simulation. This is in contrast to the FD simulations, where the pho-
topeak window was almost perfectly modeled. Spatially, both FD
and CFD closely match the analog GATE simulations. This work
accelerates GATE from three to six orders of magnitude and it can
be combined with the GATE cluster framework (see (18) and chapter
6).
The work presented in this chapter resulted in the publication of
a conference proceeding (19) and an A1 journal paper (20).
5-30 CHAPTER 5
References
[1] F.B. Brown et al. MCNP Version 5. Trans. Am. Nucl. Soc.,
87:273–381, 2002.
[2] D. Haynor, R. Harrison, and T. Lewellen. The use of impor-
tance sampling techniques to improve the efficiency of pho-
ton tracking in emission tomography simulations. Med. Phys.,
18:990–1001, 1991.
[3] R.L. Harrison, S. Dhavala, P.N. Kumar, R. Yiping Shao Man-
jersshwar, T.K. Lewellen, and F.P. Jansen. Acceleration of Sim-
Set photon history generation. In Nuclear Science Symposium
Conference Record, volume 3, pages 1835–1838, 2002.
[4] M. Ljungberg. The SIMIND Monte Carlo program. In
M. Ljungberg, S.E. Strand, and M. A. King, editors, Monte
Carlo calculations in nuclear medicine: Applications in di-
agnostic imaging, pages 145–163, Bristol, 1998. Institute of
Physics Publishing.
[5] F. J. Beekman, H. W. de Jong, and E. Slijpen. Efficient
SPECT scatter calculation in non-uniform media using corre-
lated Monte Carlo simulation. Phys. Med. Biol., 44:183–192,
1999.
[6] F.J. Beekman, H.W.A.M. de Jong, and S. van Geloven. Ef-
ficient fully 3-D iterative SPECT reconstruction with Monte
Carlo-based scatter compensation. IEEE Trans. Med. Imag-
ing, 21(8):867–877, 2002.
[7] S. Lui et al. Accelerated SPECT Monte Carlo Simulation using
Multiple Projection Sampling and Convolution-based Forced
Detection. In Proceedings of the 2006 IEEE Medical Imaging
Conference, pages 3142–3147, 2006.
[8] H. W. A. M. de Jong, E. T. P. Slijpen, and F. J. Beekman. Accel-
eration of Monte Carlo SPECT simulation using convolution-
based forced detection. IEEE Trans. Nucl. Sci, 48(1):58–64,
2001.
FORCED DETECTION AND CONVOLUTION-BASED FORCED
DETECTION 5-31
[9] F.J. Beekman and M.A. Viergever. Fast SPECT Simulation
Including Object Shape Dependent Scatter. IEEE Trans. Med.
Imaging, 14:271–282, 1995.
[10] J. H. Hubbel. Summary of Existing Information on the In-
coherent Scattering of Photons particularly on the Validity of
the Use of the Incoherent Scattering Function. Radiat. Phys.
Chem., 50(1):113–124, 1997.
[11] Philips Medical Systems, 595 Miner Road, Cleveland, OH
44143, USA.
[12] S. Staelens, D. Strul, G. Santin, S. Vandenberghe, M. Koole,
Y. D’Asseler, I. Lemahieu, and R. Van de Walle. Monte Carlo
simulations of a scintillation camera using GATE: validation
and application modelling. Phys. Med. Biol., 48(18):3021–
3042, 2003.
[13] J. Xiao, T . C. de Wit, S. Staelens, and F. J. Beekman. Evalu-
ation of 3D Monte Carlo-Based Scatter Correction for Tc99m
Cardiac Perfusion SPECT. J. Nucl. Med., 47(10):1662–1669,
2006.
[14] B.M. Tsui and G.T. Gullberg. The geometric transfer function
for cone and fan beam collimators. Phys. Med. Biol., 35:81–
93, 1990.
[15] J. De Beenhouwer, S. Staelens, S. Vandenberghe, J. Ver-
haeghe, and I. Lemahieu. Process level discrimination for
GATE: assessment of contamination in SPECT and spurious
activity in PET. Med. Phys., submitted, 2008.
[16] D. Haynor, R. Harrison, T. Lewellen, A. Bice, C. Anson,
S. Gillespie, Miyaoka R., K. Pollard, and J. Zhu. Improving the
efficiency of emission tomography simulations using variance
reduction techniques. IEEE Trans. Nucl. Sci, 37(2):749–753,
1990.
[17] S. Staelens, T. de Wit, and F.J. Beekman. Fast hybrid SPECT
simulation including efficient septal penetration modelling
(SP-PSF). Phys. Med. Biol., 52:3027–3043, 2007.
5-32 CHAPTER 5
[18] J. De Beenhouwer, S. Staelens, D. Kruecker, L. Ferrer,
Y. D’Asseler, I. Lemahieu, and F.R. Rannou. Cluster comput-
ing software for GATE simulations. Med. Phys., 34(6):1926–
1933, 2007.
[19] J. De Beenhouwer, S. Staelens, S. Vandenberghe, and
I. Lemahieu. Acceleration of GATE SPECT Simulations. In
Proceedings of the IEEE Nuclear Science Symposium and
Medical Imaging Conference, pages 3649–3655, 2007.
[20] J. De Beenhouwer, S. Staelens, S. Vandenberghe, and
I. Lemahieu. Acceleration of GATE SPECT Simulations. Med.
Phys., 35(4):1476–1485, 2008.
6
Cluster Computing Software for
GATE Simulations
6.1 Introduction
In chapters 4 and 5 we explored the possibility to accelerate GATE
with variance reduction techniques such as geometrical importance
sampling, forced detection and convolution-based forced detection.
In this chapter we investigate the acceleration of GATE through the
use of parallelization, a method that does not introduce any approxi-
mations and that can readily be combined with the acceleration tech-
niques developed in the previous chapters. Monte Carlo simulations
are excellently suited for parallelization, showing a theoretical linear
speed-up as function of the number of processing nodes. However,
this is usually not achieved due to many factors such as the setup
time for each individual job, the output handling and the cluster spe-
cific system overhead such as remote disk access. Parallelization
has been successfully implemented in other Monte Carlo packages.
Previous work (1) has reported on the parallelization of the Monte
Carlo N-Particle code (MCNP) (2) and a speed increase factor that
approached the number of processors using the Message Passing In-
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terface (MPI) was reported (3). The feasibility and efficiency of per-
forming MCNP5 calculations with a small, heterogeneous comput-
ing cluster built from personal computers has been explored in (4).
A nearly linear speed increase for up to 10 processors was obtained.
In (5) the different steps of porting a Monte Carlo package to the
PowerPC are described. A linear decrease in computing time was
achieved for 12 computing nodes. A parallel environment for Sim-
SET (6) has been described in (7), based on a client-server model to
partition the events that takes load balancing into account. SIMIND
(8) has successfully been ported to an IBMSP2 (9) parallel computer
with the events equally distributed among the processors using MPI.
In order to reduce the overall computing time of GATE experi-
ments, a parallel computing platform for running such simulations
in a cluster of computers is developed which significantly shortens
the setup time and provides fast data output handling. In (10) the
submission of GATE simulations on a grid has been described. The
presented solution suffered however from the trade-off between job
splitting and grid pay-off depending on the queuing policy of the
grid software. The approach described here is platform independent
in the sense that the simulations are virtually separated so that the
user obtains a number of fully resolved independent job execution
macros accompanied by a platform specific submit file. Moreover,
the software is fully automated and requires no interaction whatso-
ever from the user. This chapter focuses on investigating the scalabil-
ity of GATE jobs on small to medium sized local clusters running on
various platforms such as openMosix (11), Condor (12), openPBS
(13) and Xgrid (14).
The parallelized simulations are made up of 3 steps : the job
distribution, the actual simulations (on a number of CPUs) and the
output handling. We will first describe the job distribution, second
the data output handling and third the mathematical model used to
measure the speed increase. A twofold evaluation study is then pre-
sented to validate our approach. First we investigate the performance
and scalability with a number of benchmark simulations. Secondly,
we describe a case study used to evaluate the potential gain in image
quality.
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6.2 Job distribution
6.2.1 Job splitter
There are a number of possible parallelization techniques, such as
activity based splitting and event based splitting. However, the ap-
proach used should not alter physical properties such as singles rates,
random coincidence events and system deadtime. The most gen-
eral scheme for splitting PET and SPECT simulations that does not
involve any approximation nor simplification, is the time-domain
decomposition. Time-domain decomposition based on equal time
intervals is inefficient however for isotopes with a relatively short
(compared to the acquisition time) half life. The first time inter-
val of a simulation with an aquisition time equal to the half life of
the isotope already requires twice as much computation time as the
last time interval. Therefore, an experiment starting at ts with initial
source activity A0 and ending at tS is partitioned into N simulations,
such that each simulation processes an equal amount of decays and
thus requires an equal amount of computation time. This principle is
shown in equation 6.1 where λ is the decay constant supplied to the
job splitter. The amount of decays of the simulation ending at time
tn must equal n/N times the total amount of decays.
A0
∫ tn
ts
e−λtdt = n
N
A0
∫ tS
ts
e−λtdt (6.1)
The time intervals can be therefore be calculated by using formula
6.2.
tn =
ln
(
N−n
N e
−λts + nN e
−λtS
)
−λ (6.2)
Using a set of predefined random seeds it is possible to initialize the
GEANT4 random generator to produce independent streams for all
the simulations in the experiment. The generation of the seeds is
accomplished by the HepJamesRandom engine of CLHEP (15; 16)
which implements the algorithm RANMAR by Marsaglia-Zaman
described in (17) and section 2.4.1.4. A partition of n streams is
built by initializing the same random generator by n different seeds
(18). This enables 900.000.000 independent streams with a period
of approximately 1043.
6-4 CHAPTER 6
In order to apply time-domain splitting to GATE, it must be inte-
grated with its virtual clock synchronization. A typical GATE sim-
ulation is divided in time slices defined by a time length (the equiv-
alent of a GEANT4 run). Although the activity is updated continu-
ously throughout the simulation, the geometry is only updated at the
beginning of each time slice. For example, a single detector head
RunID=0 RunID=1 RunID=2Start Stop
Split 1
Split 2
Split 3
Split 4
Late start
Early stop
Update runID
Geometry
update
Geometry
update
Update runID
Figure 6.1: A GATE simulation consisting of 3 runs. The
parallelization introduces virtual time slices that update the
geometry based on the original time schedule.
SPECT simulation consisting of a 1800 second acquisition with a
time slice length of 30 seconds would result in 60 time slices and
thus 60 projections as the gantry does not move between projections.
If the time-domain based decomposition would be restricted to the
number of time slices, this would limit the maximum number of
CPUs that could be used. To overcome this limitation, virtual time
slices are introduced which can span a shorter, equal or longer time
length than that of a single time slice in the original simulation, while
the original geometry updates remain in place. Figure 6.1 illustrates
this novel approach for a simulation consisting of 3 time slices that
is split into four virtual time slices. In this case the virtual time slices
do not coincide with the original time slices and the geometry up-
dates need to take place at the end of the original time slices with
rundID 0 and 1. Virtual slice 3 for instance starts with the geometry
of the time slice with runID 1 but with less source activity as it is
synchronized to the correct point in time. It is therefore actually a
late start of this original time slice. The geometry update at the end
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of the time slice with runID 1 occurs during this virtual time slice.
At this time the virtual slice is updated with a new runID to accom-
modate the geometry updates of the original time schedule. Figure
6.1 shows how the third virtual slice ends before the time slice with
rundID 2 is finished. It is therefore also an early stop of the time slice
with runID 2.
Job Splitter
options
GATE
Gate1
scripts
Gate2 GateN submit
file file
split
Figure 6.2: Schematic overview of the job splitter
In order to subdivide the simulation into virtual slices as de-
scribed above, a job splitter program was developed. As shown in
figure 6.2, it uses the simulation macro to produce a collection of
fully resolved macro files, each describing the simulation during a
certain virtual time slice. The non-parameterized macro files can be
run with a simple GATE command and therefore provide the highest
level of compatibility with any kind of cluster platform. A cluster
platform specific submit file is also generated. It contains all the
commands neccessary to launch the simulation on the cluster. The
supported cluster platforms currently include Condor, openMosix,
OpenPBS and Xgrid and this list can easily be extended. Finally, a
split file is generated that contains all information about the parti-
tioned simulation such as data storage directories and time informa-
tion to facilitate the merging of the output files and error handling.
6.2.2 Job setup time
In (19) accurate GATE models of low energy high resolution (LEHR)
and medium energy general purpose (MEGP) collimators were de-
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scribed. Since the job splitter returns fully resolved macros, the ac-
quisition geometry needs to be built for each individual simulation.
However, a typical high resolution SPECT collimator can have more
than 80000 air holes, which are by default all separate GEANT4
daughter volumes inside a mother collimator volume. The setup time
becomes high, up to 70 minutes for a triple head camera. In order
to reduce the overhead caused by this, a parameterized collimator
setup was developed. It is based on the GEANT4 replica system in
which a single volume represents multiple copies of a volume (the
air holes) within its mother volume (the collimator itself). This can
be done because the air hole locations follow a well defined trans-
lational symmetry. SPECT collimator geometries are built by this
novel approach in less than a second.
6.3 Output data handling
During a simulation, data output is collected in the form of ROOT
files (20) that contain detailed information about the particle inter-
actions such as energy, position and the eventID. The data size can
vary from a few kilobytes to several gigabytes depending on the type
and duration of the acquisition. Figure 6.3 shows the functionality of
the output merger which uses the ROOT files from the parallelized
simulations as input. The information of the split file, generated by
the job splitter (section 6.2.1), is used to merge the ROOT files into
a single output file. The eventIDs will not be the same as in a single
CPU simulation however, since this is reset at the beginning of each
new run and each virtual time slice. This is solved by using the last
eventID of each subsimulation as an offset for the next subsimula-
tion. In case any simulation failed to complete, the output merger
will detect the incomplete or missing output file. Using the informa-
tion in the split file and the fully resolved macros, it is possible to
restart only that specific part of the experiment.
In (21) it was shown that the output file merging is responsible
for a large amount of the total computation time. This was mainly
due to the large data transfers from hard drive to memory and vice
versa while merging the output data into a single file with corrected
eventIDs. A fast file merger was developed to overcome this limita-
tion. Its functionality is shown in figure 6.4. The fast merger opens
each output file in succession. The corrected eventIDs are stored lo-
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options
split
file
File merger
ROOT
ROOT
1
ROOT
2
ROOT
N
Figure 6.3: The output merger is used to merge the ROOT output
data into a single output file.
options Fast File Merger
Correct eventIDs
split
file
ROOT
1
ROOT
2
ROOT
N
ROOT
1
ROOT
2
ROOT
N
ROOT chain
Figure 6.4: Schematic overview of the novel merging approach
cally in each output file by creating a new branch in the ROOT tree
structure. The ROOT chain functionality can then be used to access
the data for analysis (22). A chain is a list of ROOT files containing
the same tree. The chain links the output files together and each file
is opened in succession when a query is executed.
6.4 Mathematical model
In order to investigate the scalability of GATE simulations on a clus-
ter, an acceleration factor (AF) is defined by equation 6.3. It consists
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of the sum of the single CPU setup time Ts,setup and the single CPU
simulation time Ts,sim, divided by the sum of the split time Tsplit ,
the average setup time to build the geometry simultaneously on each
CPU T̂p,setup, the average parallel simulation time T̂p,sim and the total
merge time Tmerge.
An upper limit for the AF which does not take the split and merge
time into account is given by AMdahl’s law (AM) (23) as in equation
6.4 where p is the number of CPUs.
AF =
Ts,setup +Ts,sim
Tsplit + T̂p,setup + T̂p,sim +Tmerge
(6.3)
AM =
Ts,setup +Ts,sim
Ts,setup +Ts,sim/p
(6.4)
6.5 Evaluation study
6.5.1 Benchmark simulations
The cluster was based on openMosix and consists of 38 nodes (24)
with 17 dual XEON 2.4Ghz processors and 21 dual XEON 2.8Ghz
processors, each with 2GB memory. Four series of benchmarks were
run on this cluster. The first benchmark series was based on the Al-
legro (25; 26) PET scanner, serving as an example of a human PET
scanner. A cylindrical water phantom was used with a 5 cm radius
and 10 cm height. A 15 kBq 13NH3 point source was placed in the
center of this water phantom, in order to investigate the scalability
when using an isotope with a short half life of approximately 10 min-
utes. The total acquisition time was 600 seconds, spanning one half
life. The generated data output rate was 4.2 KB/s on a single CPU.
The second benchmark was based on the same PET system with the
crystals replaced by a perfect absorber to reflect high sensitivity. A
15 kBq planar flood source limited to 2D emission was used for a
total acquisition time of 600 seconds. The generated data output rate
was 174 KB/s on a single CPU. The third benchmark was based on
the Axis SPECT system with a low energy high resolution (LEHR)
collimator setup (26). The same phantom was used as for the Allegro
benchmark, with a 15 kBq 99mTc point source for a total acquisition
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time of 600 seconds. The fourth benchmark was based on the same
Axis system but with the collimator modeled using the novel param-
eterized collimator implementation (cfr. 6.2.2). The data output rate
for both implementations of the Axis system was 0.1 KB/s on a sin-
gle CPU.
(a) Activity (b) Attenuation
Figure 6.5: a: Activity distribution for the slice of the MCAT
phantom. b: Attenuation map of the slice.
The job splitter (cfr. 6.2.1) was used to generate macros and
submit files to run the simulations on a linearly increasing number
of CPUs and both output merging approaches (cfr. 6.3) were used to
handle the output data.
6.5.2 Case study
In order to evaluate the improvement in image quality, projections of
the activity distribution in a slice of the Mathematical Cardiac Torso
(MCAT) (27) were simulated using a single CPU and on a 60 CPU
cluster. A 67Ga source of 37 MBq was used with an acquisition time
of 60 seconds. The activity distribution map and the attenuation map
are shown in figure 6.5. The single CPU simulation contained 1/60th
of the activity of the 60 CPU case in order to maintain a comparable
simulation time. The detector was binned at 128x128 (4.6875 mm)
and both photopeaks were used: 93 kev (20% energy window) and
185 kev (15% energy window). The job splitter was used to run
the simulations on the cluster and the data output was merged using
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Figure 6.6: Scalability for the Allegro PET system: AFs with
original merger (•); AFs with the fast merger (); AM ( )
the fast merger. The images were reconstructed using 10 iterations
of standard MLEM (28), post-smoothed with a gaussian (4 pixels
wide).
6.6 Results
Figure 6.6 shows the measured acceleration factors (AF) when com-
pared to a single CPU for the Allegro PET system. The measured
AFs are shown for both merger implementations as wel as the AMs.
The AF for the maximum number of CPUs of 70 was 66. The over-
head as a percent contribution to the total application time and as a
function of the number of jobs is depicted in figure 6.7. The over-
head by the setup and split time can be neglected but the single file
output merger is responsible for over 11% overhead when using 70
CPUs. This merge time overhead drops to less than 2% when using
the fast merger. Figures 6.8 and 6.9 show the corresponding results
for the high data output rate PET system. The maximum AF obtained
with the single file output merger remains below 8 for 70 CPUs. The
merge time overhead rises over 89% for 70 CPUs. The fast merger
significantly reduces this overhead to 14% for 70 CPUs resulting in
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Figure 6.7: Overhead for the Allegro PET system. Left axis: setup
overhead (). Right axis: merge overhead (•); fast merge overhead
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Figure 6.8: Scalability for the PET system with high data output
rates: AFs with original merger (•); AFs with the fast merger ();
AM ( )
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Figure 6.9: Overhead for the PET system with high data output
rates. Left axis: setup overhead (). Right axis: merge overhead
(•); fast merge overhead ().
an AF of 59 for 70 CPUs.
Figure 6.10 shows the AFs and AMs for the Axis system with
both the parameterized and the non-parameterized collimator setup.
The maximum obtained AF for the non-parameterized collimator
setup is 4.5 for 70 CPUs. Figure 6.11 shows that the setup over-
head is 94.8% for 70 CPUs in this case. The maximum obtained
AF for the parameterized collimator setup was 65.6 for 70 CPUs and
the setup overhead shown in figure 6.12 decreased to 5.6% by using
the parameterized collimator setup. The results for the fast merger
overhead completely coincide with the default merger overhead (not
shown) due to the low data output rate.
The reconstructed slice of the MCAT phantom with one CPU
and with sixty CPUs is shown in figure 6.13a and b respectively. The
single CPU simulation time was 659 minutes and 56 seconds. The
average simulation time per CPU on the cluster was 655 minutes and
19 seconds, with a fast merge time of 32 minutes and 34 seconds.
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Figure 6.10: Scalability for the Axis SPECT system with the
parameterized and non-parameterized collimator setup: AFs and
AM for the parameterized setup (, ); AFs and AM for the
non-parameterized setup (•, )
6.7 Discussion
If only the actual simulations were considered without setup time
or merge time overhead, then the AFs would scale almost linearly.
The time splitting is based on an equal amount of decays for each
simulation. Therefore, the same computation time is needed for each
CPU and no extra overhead is introduced even when using an isotope
with a short half life.
PET acquisitions are typical examples of simulations with a high
data output rate due to a higher sensitivity and because singles and
coincidences can both be stored. The split time is negligible com-
pared to the merge time and the same is true for the setup overhead
introduced by the GATE scripts. The merge time however depends
on the amount of data to be merged. This is why the percentual
merge time overhead becomes larger for an increasing amount of
CPUs, as the simulation time decreases as a function of the number
of CPUs. The merge time is thus independent of the number of CPUs
used in the simulation. The scalability is strongly dependent on the
type of merger used. Small deviations from the AMs were already
6-14 CHAPTER 6
0
10
20
30
40
50
60
70
80
90
100
1 5 10 20 30 40 50 60 70
number of CPUs
%
o
v
e
r
h
e
a
d
0
0,005
0,01
0,015
0,02
0,025
0,03
0,035
0,04
0,045
0,05
Figure 6.11: Overhead for the Axis SPECT system with the
standard collimator setup. Left axis: setup overhead (). Right axis:
merge overhead ().
observed for the Allegro benchmark when using the default merger.
The deviations were far more prominent in the high data output ex-
periment consisting of a high sensitivity PET setup. The overhead
for the latter system rose up to 90% for 70 CPUs resulting in an AF
of less than 10. However, the fast merger significantly reduces this
overhead, which results in good scalability. Although the merge time
overhead has been significantly reduced, it is still higher than for the
Allegro due to the much larger amount of data output.
SPECT acquisitions are typical examples of low sensitivity sys-
tems with relatively small data output sizes for a long simulation
time. However, it could be concluded that the measured AFs devi-
ate significantly from the ideal behaviour. The reason for this is the
large collimator setup time required by the GATE scripts which, in
contrast to the PET experiments, cannot be neglected. The use of our
parameterized collimator setup greatly reduces this overhead, which
results in excellent scalability. It was also shown that Amdahl’s law
can be used for both Axis setups to predict the scalability.
It is useful to determine an optimal number of CPUs to be used
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Figure 6.12: Overhead for the Axis SPECT system with the
parameterized collimator setup. Left axis: setup overhead ().
Right axis: merge overhead ().
for large clusters. A general Acceleration Estimate (AE) for larger
clusters can be derived by inclusion of the merge time Tmerge and the
split time Tsplit into Amdahl’s law, as in equation 6.5.
AE =
Tsplit +Ts,setup +Tmerge +Ts,sim
Tsplit +Ts,setup +Tmerge +Ts,sim/p
(6.5)
Both the total simulation time and the data output sizes of a GATE
simulation are fairly predictable on a single CPU by running a short
test simulation. The merge step only depends on the output size to
be merged and the split time can be neglected as it is in the order
of seconds. Figure 6.14 shows for example how the AEs are a close
match to the AFs measured for the high sensitivity PET benchmark.
The development of the fast file merger and the parameterized
collimator setup results in excellent overall scalability for both PET
and SPECT systems. In addition, the GATE cluster framework is
compatible with the variance reduction techniques discussed in chap-
ters 4 and 5 and the optimized navigation algorithms discussed in
chapter 5.
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(a) One CPU (b) Sixty CPUs
Figure 6.13: Reconstruction of a slice of the MCAT phantom. a:
Single CPU case. b: Sixty CPU case.
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Figure 6.14: AFs (), AEs ( ) and AM ( ) for the PET system
with high data output rates and fast merger.
The reconstructed slices of the MCAT phantom clearly show
the usefulness of our framework. The image generated with the 60
CPU cluster contains much less noise for a comparable simulation
time. Using our framework it was possible to finish the simulations
overnight.
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6.8 Summary and original contributions
In this chapter we investigated the acceleration of GATE Monte Carlo
simulations through the use of parallelization. A distributed comput-
ing framework for executing GATE simulations on a cluster of com-
puters was designed and developed. Our approach is composed of
two steps: job distribution and output data handling.
A time-domain partitioning scheme with virtual time slices is
used for job distribution. In this way, equal computation time is
assigned to each CPU, even for isotopes with a short half life. In-
dependent random number streams are produced to guarantee that
each subsimulation is statistically independent. This approach re-
tains all experimental parameters such as singles, randoms and de-
tector deadtime. In addition, a parameterized collimator model was
developed to reduce the setup time required by SPECT simulations,
which would otherwise impose a limit on the scalability.
Large data files created by each of the sub simulations contain
detailed information about particle interactions such as energy and
detection position. This data is however related to virtual time slices.
Therefore it is necessary to merge the data according to the real time
schedule. We found the output file merging to be responsible for a
large amount the total computation time. To overcome this limitation
in scalability, we developed a fast data output merger that creates a
chain of the already existing files with the required time schedule
corrections.
The scalability of our method was investigated with benchmark
simulations on an increasing number of CPU’s. Firstly, a PET setup
consisting of a 13NH3 point source in a water phantom was simu-
lated. An acceleration factor of 66 on 70 CPU’s was observed with a
drop in file merger overhead from 11% to only 2%. Secondly, a high
sensitivity PET setup with a planar flood source was simulated. A
maximum acceleration factor of 59 on 70 CPU’s was found, with a
drop in overhead from 89% to 14%. We found that the percent merge
time overhead becomes larger for an increasing amount of CPU’s.
Thirdly, we investigated the influence of the parameterized collima-
tor model. Two SPECT setups of a water phantom with a 99mTc
point source and a parameterized and a non-parameterized collima-
tor were simulated. An acceleration factor of 65.6 on 70 CPU’s was
found with a drop in setup time overhead from 94.8% to 5.6%.
The potential gain in image quality was investigated with a case
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study. Projections of the 67Ga activity distribution in a slice of a
torso phantom were simulated using a single CPU and on a 60 CPU
cluster. The results were compared for approximately equal simula-
tion time. Therefore the single CPU simulation consisted of 1/60th
of the activity of the 60 CPU case. Visual inspection revealed much
less noise in the 60 CPU case, clearly pointing out the usefulness of
our framework.
Due to the developments in this chapter both PET and SPECT
GATE simulations now scale almost linearly with cluster size.
The work presented in this chapter resulted in the publication of
two conference proceedings (21; 29) and an A1 journal paper (30).
Part of this work also appeared in another A1 journal paper (31).
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General Conclusion
In this final chapter we summarize the main contributions of this
work and we discuss some aspects for future study.
Chapter 2 gave an overview of Monte Carlo simulations in nu-
clear medicine. A thorough literature study was presented, introduc-
ing the basic principles and applications of both PET and SPECT.
The Monte Carlo principle itself was explained and the relevance of
Monte Carlo simulations to nuclear medicine was discussed subse-
quently. It has applications in detector design, quantification, cor-
rection methods for image degradations, detection tasks etc. The
benefits and drawbacks of the current Monte Carlo simulators were
discussed and GATE was introduced as our Monte Carlo simulator
of choice. The GEANT4 Monte Carlo model that forms the basis
of GATE was then presented. Low energy photon interaction mod-
els were explained and particle transportation was discussed. After a
detailed explanation of the basic features of GATE, the final part of
the chapter focused on the Achilles’ heel of GATE: efficiency. It be-
came apparent that the acceleration of GATE could only be achieved
through a combination of efficient data analysis, dedicated variance
reduction techniques, fast navigation algorithms and parallelization.
These topics formed the basis of the subsequent chapters.
Chapter 3 focused entirely on the analysis capabilities of GATE
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with the development of an analysis framework. With this frame-
work it is possible to analyse any process, from the decay of isotopes
to particle interactions and detections in any detector element for any
type of phantom in a GATE Monte Carlo simulation. An assessment
was made of spurious activity in 124I-Bexxar PET and of contamina-
tion in 131I-Bexxar SPECT. In the case of PET we have shown that
for the first time with any Monte Carlo simulator, it is possible to
detect spurious coincidences for realistic phantoms. Optimized en-
ergy thresholds were derived and used for the simulation of a torso
phantom. The energy thresholds improved image quality but some
spurious activity remained. We have also shown that the spurious ac-
tivity could not be assumed to be spatially uniform. As a result, the
standard reconstruction and correction techniques are not adequate.
In the future, a dedicated single scatter algorithm that incorporates
spurious activity could provide better results. In the case of SPECT
our framework allowed an assessment of contamination by an ac-
curate classification of detections. It was found that the correction
algorithms used could not correct for septal penetration. The com-
parison of PET and SPECT showed that 124I with optimized energy
thresholds offer better image quality when standard reconstruction
techniques are used. Our framework was not only used as a vali-
dation tool and efficient analysis module. It is currently being used
as the primary analysis tool for nearly all Monte Carlo simulations
at our Medical Image and Signal Processing group. Its applications
range from the fast simulation of Bremsstrahlung to the investiga-
tion of contamination for different isotopes with realistic phantoms
and prototype detectors. In addition it will be released to the GATE
community in the near future.
In chapter 4 we introduced Geometrical Importance Sampling
(GIS) as a general acceleration technique for GATE SPECT simula-
tions. For a low energy high resolution collimator, only 0.02% of all
emitted photons actually reach the crystal surface. The majority of
photons is therefore tracked in vain as they do not contribute to the
result. GIS is a variance reduction technique that actually solves this
problem by increasing the survival rate of photons in regions close
to the SPECT detector head, and by decreasing the survival rate of
photons traveling away from the detector head. As a result, branches
were introduced into the particle history. A solution for this problem
was developed based on a history tree with adjustments for splitting
and Russian Roulette. A validation study was carried out with re-
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gard to energy spectra, spatial resolution, and sensitivity for a low
(99mTc) and medium energy isotope (67Ga) in a water phantom and
in air. A good agreement with analog simulations was found. A fig-
ure of merit was verified based on a study of the variance of a flux on
a detector and it was shown that this technique can result in a 5 to 13-
fold increase over analog simulations. The main benefit of GIS lies
in its generality. It provides an increase in efficiency for any combi-
nation of SPECT isotope, phantom and detector. A relatively simple
importance map was used in this study, which led to an equal weight
for all detected photons. The particle history detangling is however
prepared for weight distributions as a result of more complex impor-
tance maps. The derivation of an optimal importance map and the
investigation of the potential increase in efficiency is the subject of
future research, along with the adaption of GIS to PET.
In chapter 5 the acceleration of 99mTc SPECT simulations was
investigated. Our approach consisted of two steps. In the first step,
forced detection (FD) and convolution-based forced detection (CFD)
was used to increase the proportion of photons that result in a detec-
tion. Our approach is unique in two ways. Firstly, photons are trans-
ported through the phantom in a direction sampled within a solid
angle toward the SPECT detector head. Therefore, in the case of FD
all detector interactions are simulated by analog Monte Carlo. In the
case of CFD, an analytical detector model is used. Secondly, for both
FD and CFD no approximations were used to sample the attenuation
along the photon path. The weights are therefore compliant with the
low energy model used in GEANT4. In the second step, the parti-
cle navigation algorithms in GEANT4 were optimized for efficiency
with FD and CFD. The validation showed that CFD is over 900 times
faster than FD but that it is limited by its analytical description of the
detector. Spatially both FD and CFD closely match analog GATE
simulations and an increase in efficiency from three to six orders of
magnitude was realized. This allows for the simulation of a realistic
acquisition of a complex torso phantom within 130 seconds. While
FD will be used in simulation studies, CFD will be used as a forward
projector in iterative reconstruction. The next step in the develop-
ment of these techniques is the extension to higher energy isotopes
such as 111In and 131I and to fan beam collimators.
In chapter 6 we investigated the acceleration of GATE Monte
Carlo simulations through the use of parallelization. Our approach
is composed of two steps: job distribution and output data handling.
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The job distribution is based on a time-domain partitioning scheme
that retains all experimental parameters which guarantees the statis-
tical independence of each subsimulation. A parameterized colli-
mator model was also developed to reduce the setup time required
by SPECT simulations. The data output is handled by a fast out-
put merger that creates a chain of the already existing files with the
required time schedule corrections. A validation study of our frame-
work showed an excellent scalability with an acceleration factor of
approximately 66 on 70 CPU’s for both PET and SPECT. Even in the
case of a high sensitivity PET simulation the acceleration was 59 on
70 CPU’s. The potential gain in image quality was investigated with
the simulation of a 67Ga activity distribution in a torso phantom on
one CPU and on 60 CPUs with equal simulation time. Visual inspec-
tion revealed much less noise in the 60 CPU case, clearly pointing
out the usefulness of our framework. Due to the developments in
this chapter both PET and SPECT GATE simulations now scale al-
most linearly with cluster size. In addition, the cluster framework is
compatible with the developments in all previous chapters.
The focus of this dissertation was on the acceleration of GATE
Monte Carlo simulations in such a way that the applicability of GATE
as a general PET and SPECT Monte Carlo simulator is retained. A
suitable acceleration technique can be chosen, depending on the re-
quired speed and accuracy. The acceleration of GATE has been one
of the most important research aspects of the OpenGATE collabora-
tion. To our knowledge, the work in this dissertation presents the first
use of GATE within clinically useful simulation times. A fast GATE
simulator does not only enhance the practical usability of GATE.
It allows GATE to be incorporated into reconstruction algorithms
which in turn will lead to better reconstructed image quality and the
continued position of GATE as golden standard in PET and SPECT
simulators.
A
Integration into GATE
A.1 Structural overview
Each of the techniques discussed in chapters 3 to 6 was incorporated
into a single version of GATE in order to retain the general applica-
bility of GATE as a PET and SPECT Monte Carlo simulator. There-
fore it is possible to define a specific phantom and detector model
first and then choose a suitable acceleration method depending on
the trade-off between the required speed and accuracy. Only a few
additional lines of macro code are required. System design can be
performed by aGATE. If enhanced analysis is mandatory, it can be
obtained with ProcessGATE. If on the other hand a faster simulation
is desired, it can be obtained with GIS. SPECT protocol optimization
can be performed by FD, while CFD can be used for model-based re-
construction. In addition, the parallelization in chapter 6 can be used
in combination with the methods of all previous chapters.
An overview of the structure of the code is shown in figure A.1.
It is a simplified representation of the logical connections between
the most important building blocks. When FD or CFD are enabled
through a macro command, the regular GATE physics code is re-
placed by a specialized versions for FD or CFD, that incorporate the
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Figure A.1: Logical structure of the relationship between the
different classes developed for GIS, ProcessGATE, FD and CFD.
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weight calculations and probability tables discussed in chapter 5. Im-
plementations are available for Compton scatter and Rayleigh scat-
ter. The classes ’GateLowEnergyFD/CFD’ are used to create copy
photons at decay. The classes ’GateLowEnergyPhotoElectricFD/CFD’
implement the photoelectric effect for FD/CFD. In the case of FD,
secondary particles are not generated for copy photons inside the
phantom. The generation of secondary particles is enabled how-
ever for tracking inside the detector. In the case of CFD, the gen-
eration of secondary particles is disabled completely. Each of the
physics classes uses the fast mean free path tables discussed in chap-
ter 5. In the case of FD and CFD, the navigation is performed by
aGATE for mother photons and for FD copy photons in the detec-
tor. Copy photons in the phantom are handled by the specialized
navigator discussed in chapter 5. The specialized navigator has two
separate implementations for tracking in normal geometry (spheres,
cylinders, boxes,..) or parameterized geometry (voxel grids, collima-
tor holes,..). In the case of GIS, a specialized GEANT4 navigator is
used for tracking in virtual geometry as discussed in chapter 4.
The central part of the code is formed by ’GateEventHistory’.
This part of the code gathers information from three fronts. Firstly,
macro commands are interpreted through messenger classes. This
way, a specialized version of this class is used whenever FD, CFD,
GIS or ProcessGATE are enabled. Secondly, all FD/CFD physics
classes and the GIS classes are connected to this central point. This
way, specific information can be stored such as information concern-
ing the copy photons or split photons (weight, ID, parent photon,..).
Thirdly, information is gathered during the tracking of each particle
through the geometry. This is facilitated by FD, CFD, GIS or Pro-
cessGATE versions of ’GateSteppingAction’ and ’GateStackingAc-
tion’. In the case of FD, CFD and GIS this enables step by step
control over particles after they were created by the physics classes.
In the case of ProcessGATE this enables the detailed analysis infor-
mation to be stored temporarily as discussed in chapter 3.
At the end of each event, the information gathered from the three
fronts is processed by each of the four possible versions of ’GateEven-
tHistory’. For ProcessGATE, this allows the user-defined algorithms
to classify detections as discussed in chapter 3. For GIS and FD, this
enables particle history detangling as discussed in chapters 4 and 5.
For CFD, this enables the depth dependent subprojection maps dis-
cussed in chapter 5. After processing, the information may be dis-
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persed either directly to ROOT output or it may first be used in the
GATE digitizer chain. The adder module then uses this information
to form pulses from hits as discussed in chapter 2.
A.2 Example macros
A.2.1 Macro commands for ProcessGATE
/gate/processGate/detectFluorescence
/gate/processGate/detectPenetration
/gate/processGate/detectCollimatorScatter
#/gate/processGate/detectFullSpect
The first three commands enable the detection of collimator fluores-
cence, penetration and Compton and/or Rayleigh scatter. The fourth
command replaces the other commands and enables the detection of
penetration in the collimator and fluorescence and scatter in all phan-
tom and detector volumes.
A.2.2 Macro commands for GIS
/gate/gis/enable
#cylinders for the first head
/gate/gis/insertCylinder
/gate/gis/setHeight 70. cm
/gate/gis/setInnerRadius 0. cm
/gate/gis/setOuterRadius 2. cm
/gate/gis/setStartAngle -45. deg
/gate/gis/setSpanningAngle 90. deg
/gate/gis/setTranslation 0. 0. 0. cm
/gate/gis/setSpeed 2. deg/s
/gate/gis/setPoint1 0 0 0 cm
/gate/gis/setPoint2 0 0 1 cm
/gate/gis/setImportance 1
After explicitly enabling GIS, the virtual importance map is defined
for each detector head. In this case cylinders are used. The macro
commands above are used for the first cylinder. Consecutive cylin-
ders can be defined after each other. The usual properties of a cylin-
der are set as defined in the GEANT4 manual: height, inner and
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outer radius, start angle and spanning angle. In addition, the rotation
speed is set in order to comply with the movement of the detector
heads over time. Lastly, the importance value is set. Currently all
integer values are accepted, but only binary splitting was validated
in chapter 4.
A.2.3 Macro commands for FD
/gate/physics/gamma/enableFD
/gate/physics/gamma/selectPhotoelectric lowenergy
/gate/physics/gamma/selectCompton lowenergy
/gate/physics/gamma/selectGammaConversion inactive
/gate/physics/gamma/selectRayleigh lowenergy
After explicitly enabling the FD physics, it is possible to enable or
disable Compton or Rayleigh scatter.
/gate/forceddetection/enable
/gate/forceddetection/setParallelBeam 1
/gate/forceddetection/setnHeads 60
/gate/forceddetection/setOpeningAngle 2.6
/gate/forceddetection/setAngle 0
/gate/forceddetection/setStepAngle 6
/gate/forceddetection/setCollimatorFrontFace -240.6835
/gate/forceddetection/setCollimatorBackFace -250.6835
/gate/forceddetection/setVoxelTracking 1
/gate/forceddetection/setVoxelTrackingGridSize 128
/gate/forceddetection/setVoxelTrackingPixelSize 3.17
The commands above first explicitly enable FD. The second com-
mand allows the choice between parallel beam and fan beam colli-
mators. Only parallel beam collimators have been validated for now
however. Next, the number of projections to be used with multi-
ple projection sampling can be chosen, along with the FD cone half
opening angle. The ’setAngle’ command defines the starting angle
of the detector heads. The ’StepAngle’ command allows to set the
degrees between each projection angle. The collimator front and
back face is used to position copy photons in front of the collimator
for analog tracking. Lastly, the ’VoxelTracking’ command allows to
choose between tracking in simple volumes or in a voxelized grid. In
case of a voxelized grid, the grid size and the pixel size in mm must
be set.
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A.2.4 Macro commands for CFD
/gate/physics/gamma/enableCFD
/gate/physics/gamma/selectPhotoelectric lowenergy
/gate/physics/gamma/selectCompton lowenergy
/gate/physics/gamma/selectGammaConversion inactive
/gate/physics/gamma/selectRayleigh lowenergy
After explicitly enabling the CFD physics, it is possible to enable or
disable Compton or Rayleigh scatter.
/gate/cfd/enable
/gate/cfd/setAngle 0
/gate/cfd/setOpeningAngle 0.1
/gate/cfd/setnHeads 60
/gate/cfd/setStepAngle 6
/gate/cfd/setCollimatorFrontFace -347.6835
/gate/cfd/setVoxelTracking 1
/gate/cfd/setVoxelTrackingGridSize 128
/gate/cfd/setVoxelTrackingPixelSize 3.17
The rest of the CFD code must be explicitly enabled. The CFD com-
mands are equivalent to their FD counterparts.
A.3 GATE cluster
No macro commands are required to use the parallelization of chap-
ter 6. The system was designed to be completely transparent to the
user. Therefore, any macro using aGATE, ProcessGATE, GIS or FD
may simply be submitted to the job splitter. In order to use Gate in
cluster mode you need 3 components:
• The job splitter
• The file merger
• A cluster aware version of Gate
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A.3.0.1 Installation of the job splitter
The job splitter can be installed in the same directory as Gate. Two
environment variables need to be added to the evironment file used
to compile Gate:
• export GC DOT GATE DIR=/somedir/
• export GC GATE EXE DIR=/somedir/bin/Linux-g++/
The first variable indicates the location of a hidden directory called
.Gate. The directory will contain the splitted macros for each sim-
ulation. Even when splitting the same macro several times, a new
directory will be created for each instance. In normal circumstances
one does not need to look into it. In case of an error, it can be used
to run only a specific part of a simulation again. The second envi-
ronment variable indicates the location of the job splitter executable.
As the Gate environment file will be used to compile the job splitter
source code, the executable will likely be located in the same direc-
tory as the Gate executable.
To install, load the Gate/Geant4 environment variables and un-
pack the job splitter source code into its own directory (bash exam-
ple):
$ source environment variables
$ tar -zxvf jobsplitter.tar.gz
$ cd jobsplitter
$ gmake
A.3.0.2 Installation of the file merger
To install, unpack the file merger source code into its own directory
and compile (bash example):
$ tar -zxvf filemerger.tar.gz
$ cd filemerger
$ gmake
The file merger executable is located in the current directory.
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A.3.0.3 Preparing your macro
The cluster software should be able to handle all GATE macros.
However, only ROOT is currently supported as an output format.
Please disable other output formats as they cannot yet be merged. If
an isotope with a short half life compared to the acquisition time is
simulated, then it may be useful to specify the half life in your macro
as follows:
• /gate/cluster/setTimeSplitHalflife 6600. s
This way, the load will be approximately equal for each CPU.
A.3.0.4 Using the job splitter
In order to view information on general usage, just run the job split-
ter executable without any options:
$ ./bin/Linux-g++/gjs
gjs [-options] your file.mac
options (in any order):
-a value alias : use any alias
-numberofsplits n : the number of job splits; default=1
-noseeds : do not create random seed files in the .Gate/job direc-
tory
-clusterplatform name: the cluster platform, name is one of the
following:
openmosix - condor - openPBS - xgrid
This executable is compiled with openmosix as default
-openPBSscript : template for an openPBS script
see the example that comes with the source code
overrules the environment variable below
-condorscript : template for a condor submit file
see the example that comes with the source code
-v : verbosity 0 1 2 3 - 1 default
Environment variables:
GC DOT GATE DIR : indicates the .Gate directory for splitted
mac files
GC GATE EXE DIR : indicates the directory with the Gate exe-
cutable
optional GC PBS SCRIPT : the openPBS template script
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Usage (bash):
export GC DOT GATE DIR=/home/user/gatedir/
export GC GATE EXE DIR=/home/user/gatedir/bin/Linux-g++/
Examples:
gjs -numberofsplits 10 -clusterplatform openmosix macro.mac
gjs -numberofsplits 10 -clusterplatform openmosix -a /somedir/
rootfilename ROOT FILE macro.mac
gjs -numberofsplits 10 -clusterplatform openPBS
-openPBSscript /somedir/script macro.mac
gjs -numberofsplits 10 -clusterplatform xgrid macro.mac
gjs -numberofsplits 10 /somedir/script macro.mac
WARNING: just like in a normal GATE macro you do not use file-
name extensions for output formats (ROOT,INTERFILE,..)
The supported platforms are currently: openMosix, openPBS, Con-
dor and Xgrid. In the case of openMosix:
$ ./bin/Linux-g++/gjs -numberofsplits 5 -clusterplatform
openmosix macro.mac
The job splitter will subdivide the simulation macro into fully re-
solved, non-parameterized macros. In this case there are 5 such
macros. They are placed under the .Gate directory, as specified by
the GC DOT GATE DIR environment variable. A list of all the data
output options is given after successful completion:
ROOT output is enabled
ASCII output is disabled
INTER output is disabled
LMF output is disabled
ECAT output enabled if ECAT + sinogram selected
but no filename is given; using a default one
SINO output enabled if ECAT system selected
but no filename is given; using a default one
If an alias was expected for output files and it was not supplied then
this will be mentioned in the output options list. A standard name
will be supplied automatically, as well as appropriate numbering.
The .Gate directory now has a subdirectory called macro, that con-
tains:
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macro1.mac
macro2.mac
macro3.mac
macro4.mac
macro5.mac
seed1.rndm
seed2.rndm
seed3.rndm
seed4.rndm
seed5.rndm
macro.split
The 5 macros are listed as well as 5 random seeds to initialize the
random engine. The .split file contains information about the split-
ted simulation and can be used to merge the data after the simula-
tion. The current directory, from which the jobsplitter was called,
now contains the cluster submit file. In order to run the splitted sim-
ulation on the cluster, one only needs to execute this file: $ chmod
+x macro.submit
$ ./macro.submit
The .Gate directory supports automatic numbering. If the same macro
is used repeatedly, then the subsequent directories will be numbered.
A.3.0.5 Using the file merger
The file merger can be run with either the original macro or the split
file as input. In order to view information on general usage, just run
the file merger executable without any options:
$ ./gjm
gjm [-options] your file.mac or your file.split
You may either give the name of your gate macro file or the name of
a split file created by gjs.
options:
-outDir path : where to save the output files default is PWD
-v : verbosity 0 1 2 3 - 1 default
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-f : forced output - an existing output file will be overwritten
-cleanonly : do only a the cleanup step i.e. no merging
erase work directory in .Gate and the files from the parallel jobs
-cleanonlyTest : just tells you what will be erased by the -cleanonly
-clean : merge and then do the cleanup automatically
-fastMerge : merge and then do the cleanup automatically”¡¡endl;
environment variable:
GC DOT GATE DIR : points to the .Gate directory
In order to merge the output files into a single file, just supply the
macro file or the split file to the file merger. The output file can be
used as a usual single CPU output file. For some older ROOT ver-
sions it may be necessary to use the -maxRoot option to limit the
ouput file size in MB:
$ ./gjm macro.split or ./gjm -maxRoot 1900 macro.mac
In case a single output file is not required, it is possible to use the
option ’fastMerge’. This way the eventIDs in the ouputfiles are cor-
rected locally. A ROOT chain, which is a list of files containing the
same tree, is then required to link the output files together for analy-
sis. A chain for the Singles could be made as follows (in a file called
chain.c):
{
gROOT−> Reset();
TChainchain(”Singles”);
chain.Add(”root f 1.root”);
chain.Add(”root f 2.root”);
chain.Add(”root f 3.root”);
chain.Add(”root f 4.root”);
chain.Add(”root f 5.root”);
}
Once all files are added to the chain, one can use the chain as a reg-
ular Ttree.
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