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1.Introduction
If two differential operators
Ln =
n∑
i=0
ui(x)∂
i
x, Lm =
m∑
i=0
vi(x)∂
i
x
commute, then there is a nonzero polynomial R(z, w) such that R(Ln, Lm) =
0 (see [1]). The curve Γ defined by R(z, w) = 0 is called the spectral curve.
The genus of the curve R(z, w) = 0 is called the genus of commuting pair. If
Lnψ = zψ, Lmψ = wψ,
then (z, w) ∈ Γ. For almost all (z, w) ∈ Γ the dimension of the space of com-
mon eigenfunctions ψ is the same. The dimension of the space of common
eigenfunctions of two commuting differential operators is called the rank.
The rank is a common divisor of m and n.
If the rank equals 1, then there are explicit formulas for coefficients of com-
mutative operators in terms of Riemann theta-functions (see [2]).
The case when rank is greater than one is much more difficult. The first ex-
amples of commuting ordinary scalar differential operators of the nontrivial
ranks 2 and 3 and the nontrivial genus g=1 were constructed by Dixmier
[8] for the nonsingular elliptic spectral curve w2 = z3 − α, where α is an
arbitrary nonzero constant:
L = (∂2x + x
3 + α)2 + 2x,
M = (∂2x + x
3 + α)3 + 3x∂2x + 3∂x + 3x(x
2 + α),
where L and M is the commuting pair of the Dixmier operators of rank 2,
genus 1. There is an example
L = (∂3x + x
2 + α)2 + 2∂x,
M = (∂3x + x
2 + α)3 + 3∂4x + 3(x
2 + α)∂x + 3x,
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where L and M is the commuting pair of the Dixmier operators of rank 3,
genus 1.
The general classification of commuting ordinary differential operators of
rank greater than 1 was obtained by Krichever [3]. The general form of
commuting operators of rank 2 for an arbitrary elliptic spectral curve was
found by Krichever and Novikov [4]. The general form of operators of rank
3 for an arbitrary elliptic spectral curve (the general commuting operators
of rank 3, genus 1 are parameterized by two arbitrary functions) was found
by Mokhov [5], [6]. Also operators of rank greater than 1 was considered in
[15], [16].
Mironov in [7] constructed examples of operators
L = (∂2x + A3x
3 + A2x
2 + A1x+ A0)
2 + g(g + 1)A3x,
M2 = L2g+1 + a2gL
2g + ...+ a1L+ a0,
where ai are some constants and Ai, A3 6= 0, are arbitrary constants. Oper-
ators L and M are commuting operators of rank 2, genus g. Furthermore, in
[9] it was proved by Mironov that operators L1 and M1
L1 = (∂
2
x + α1P(x) + α0)2 + α1g2g(g + 1)P(x), α1 6= 0,
M21 = L
2g+1
1 + a2gL
2g
1 + ...+ a1L1 + a0,
where ai are some constants, αi are arbitrary constants and P satisfies the
equation
(P ′(x))2 = g2P2(x) + g1P(x) + g0, g2 6= 0,
where g1 and g2 are arbitrary constants, is a commuting pair of rank 2, genus
g.
Let ℘(x) be the Weierstrass elliptic function satisfying the equation (℘′(x))2 =
4℘3(x) + g2℘(x) + g3. Mironov proved in [9] that operators L2 and M2
L2 = (∂
2
x + α1℘(x) + α0)
2 + s1℘(x) + s2℘
2(x),
M22 = L
2g+1
2 + b2gL
2g
2 + ...+ b1L2 + b0,
where bi are some constants, α1 =
1
4
− 2g2 − 2g, s1 = 14g(g + 1)(16α0 + 5g2),
s2 = −4g(g+2)(g2−1) and α0 is an arbitrary constant, are also a commuting
pair of rank 2, genus g. Using the same methods many other examples were
found [17], [18].
Examples of commuting ordinary differential operators of arbitrary genus
and arbitrary rank with polynomial coefficients were constructed in [11] by
Mokhov.
Consider
L1 = (∂
2
x + A6x
6 + A2x
2)2 + 16g(g + 1)A6x
4,
L2 = (∂
2
x + A4x
4 + A2x
2 + A0)
2 + 4g(g + 1)A4x
2,
2
where g ∈ N, A6 6= 0, A4 6= 0, A2, A0 are arbitrary constants. Operators L1
and L2 commute with operators of order 4g+2 (see [12], [13]). The spectral
curves of these operators have the form w2 = z2m+1 +a2mz
2m + ...+a1z+a0.
Moreover, the following theorems are proved in [12], [13].
1) If L = (∂2x +Anx
n +An−1xn−1 + ...+A0)2 +Bkxk +Bk−1xk−1 + ...+B0,
where n > 3, n ∈ N, An 6= 0, Bk 6= 0, commutes with a differential
operator M of order 4g + 2 and M, L are operators of rank 2, then
k = n− 2 and Bk = (n− 2)2m(m+ 1)An for some m ∈ N.
2) For n > 6 operator L = (∂2x + Anx
n)2 + Bn−2xn−2 does not commute
with any differential operator M of order 4g+ 2, where M and L could
be a pair of rank 2.
3) If n = 5, then L = (∂2x + Ax
5)2 + 18Ax3, A 6= 0, commutes with a
differential operator M of order 4g + 2 for all g and M,L are operators
of rank 2.
4) The operator (∂2x + Ax
5)2 + 9m(m + 1)Ax3, A 6= 0 does not commute
with any differential operator M of order 4g + 2, for m > 1, where M
and L could be a pair of rank 2 .
Let us consider the operator
L4 = ∂
4
x + u(x).
Assume that u(x) has poles at points a1, a2, .... In a neighborhood of ai
u(x) =
ϕi,−k
(x− ai)k +
ϕi,−k+1
(x− ai)k−1 + ...+ ϕi,0 + ϕi,1(x− ai) +O((x− ai)
2).
The main results of this paper are the following.
Theorem 1.1
If L4 = ∂
4
x + u(x) commutes with a differential operator M of order 4g + 2
and M , L4 are operators of rank 2, then u(x) can have pole only of order 4,
ϕi,−4 = ni(4ni + 1)(4ni + 3)(4ni + 4), ni ∈ N, ϕi,4k−l = 0, where k = 0, ..., ni,
l = 1, 2, 3. Moreover ϕi,4r−1 = ϕi,4r−3 = 0, where r = ni + 1, ..., g. Function
u(x) can’t have isolated pole at infinity.
3
Corollary 1.2
Suppose u(x) is elliptic, simply-periodic or rational function and hasn’t iso-
lated singularity at infinity. Let a1 be the unique pole in a fundamental par-
allelogram, a period-strip or the complex plane respectively. The operator
L4 = ∂
4
x + u(x) commutes with an operator M of order 4g + 2 and M , L4
are operators of rank 2 if and only if ϕ1,−4 = g(4g + 1)(4g + 3)(4g + 4),
ϕ1,4k−l = 0, where k = 0, ..., g, l = 1, 2, 3.
Corollary 1.3
Let ℘(x) be the Weierstrass elliptic function satisfying the equation (℘′(x))2 =
4℘3(x) + g2℘(x) + g3. The Operator
L4 = ∂
4
x + n(4n+ 1)(4n+ 3)(4n+ 4)℘
2(x),
where n ∈ N, commutes with an operator of order 4n+ 2 if and only if ℘(x)
is a solution of the equation (℘′(x))2 = 4(℘(x))3 + g2℘(x). If g2 = 0, then we
obtain L4 = ∂
4
x +
n(4n+1)(4n+3)(4n+4)
x4
. Calculations show that for n less than 8
the spectral curve is non-singular for almost all g2.
Example 1.4
Let ℘(x) be the Weierstrass elliptic function satisfying the equation (℘′(x))2 =
4℘3(x) + g2℘(x) + g3. Consider the operator
L4 = ∂
4
x + 280℘
2(x) + 280℘2(x− a),
Suppose that g3 = 0 and a = ω1, ω2 or ω1 + ω2, where ωi are half-periods.
Then L4 commutes with an operator of order 6.
Analyzing the proof of Theorem 1 we obtain the following conjecture
Conjecture
Let u(x) be elliptic (meromorphic) function with finite number of poles in
a fundamental parallelogram ( in C and hasn’t isolated pole at infinity ).
Assume S =
i=m∑
i=1
ni + 1, where m is number of poles. If ϕi,−4 = ni(4ni +
1)(4ni + 3)(4ni + 4), ϕi,4k−l = 0, ϕi,4r−1 = ϕi,4r−3 = 0, where k = 0, ..., ni,
r = ni + 1, ..., S and l = 1, 2, 3, then L4 = ∂
4
x + u(x) commutes with a differ-
ential operator of order 4S + 2.
Theorem 1.5
If L4 commutes with a differential operator M of order 4g + 2, M and L4
are operators of rank 2 and u(x) has pole at ai, then solutions of the equa-
tion ψ(4)(x) +u(x)ψ(x) = λψ(x) have singularities at ai of the following type
4
xσi,rg(x), where r = 1, 2, 3, 4 and g(x) is holomorphic at ai,
σi,1 =
1
2
(1− 4ni −
√
1− 16ni − 16n2i )
σi,2 =
1
2
(1− 4ni +
√
1− 16ni − 16n2i )
σi,3 =
1
2
(5 + 4ni −
√
1− 16ni − 16n2i )
σi,4 =
1
2
(5 + 4ni +
√
1− 16ni − 16n2i ).
This means that common eigenfunctions of commuting operators always have
branch points. Hence L4 doesn’t commute with an operator of odd order.
The author wishes to express gratitude to Professor O. I. Mokhov for ad-
vice and help in writing this paper.
2. Commuting differential operators of rank 2
Consider the operator
L = (∂2x + V (x))
2 +W (x) (1)
From [7] it follows that the operator L commutes with an operator M of
order 4g + 2 and the spectral curve of L and M is hyperelliptic curve of
genus g and hence operators L and M are operators of rank 2, if and only if
there exists a polynomial
Q = zg + a1(x)z
g−1 + a2(x)zg−2 + ...+ ag−1(x)z + ag(x)
that the following relation is satisfied
Q(5) + 4V Q′′′ + 6V ′Q′′ + 2Q′(2z − 2W + V ′′)− 2QW ′ ≡ 0, (2)
Q′ means ∂xQ. The spectral curve has the form
4w2 = 4F (z) = 4(z−W )Q2−4V (Q′)2+(Q′′)2−2Q′Q′′′+2Q(2V ′Q′+4V Q′′+Q(4)).
(3)
If V (x) ≡ 0, then we have
Q(5) + 2Q′(2z − 2W )− 2QW ′ ≡ 0, (4)
4w2 = 4F (z) = 4zQ2 + (Q′′)2 − 2Q′Q′′′ + 2QQ(4).
Using (4) we get
4Q′z ≡ −Q(5) + 2QW ′ + 4Q′W.
5
So we have the following system :
a1 = W/2 + C1
4a′2 = −a(5)1 + 2a1W ′ + 4a′1W
...
4a′i+1 = −a(5)i + 2aiW ′ + 4a′iW
...
4a′g = −a(5)g−1 + 2ag−1W ′ + 4a′g−1W
0 = −a(5)g + 2agW ′ + 4a′gW
It is clear from the system that the result in [7] can be formulated in the
following way. Let a1 = W/2 +C1, where C1 is an arbitrary constant. Define
ai by recursion
ai+1 = Ci+1 +
1
4
∫
(−a(5)i + 2aiW ′ + 4a′iW )dx. (5)
We see that if V (x) ≡ 0, then (1) commutes with an operator of order 4g+ 2
and these operators are operators of rank 2 if and only if ag+1 ≡ const.
From the proof of Theorem 2 in [7] easy to see that ai(x) is a polynomial in
W (x), W ′(x), W ′′(x),... But we will prove this fact by direct calculations.
We have ∫
(W (x)a′1(x))dx =
∫
(
W (x)W ′(x)
2
) =
W 2(x)
4
,∫
(3W 2(x)a′1(x)− a(5)1 (x)W (x))dx =
=
1
2
W 3(x)− 1
4
(W ′′(x))2 +
1
2
W ′(x)W ′′′(x)− 1
2
W (x)W (4)(x).
Let us suppose that ak,
∫
W (x)a′k(x)dx and
∫
(3W 2(x)a′k(x)−a(5)k (x)W (x))dx
are polynomials in W (x), W ′(x),W ′′(x),... We obtain
ak+1(x) = Ck+1 +
1
4
∫
(−a(5)k (x) + 2ak(x)W ′(x) + 4a′k(x)W (x))dx =
= Ck+1 − 1
4
∫
a
(5)
k (x)dx+
1
2
∫
d(ak(x)W (x))
dx
dx+
1
2
∫
a′k(x)W (x)dx.
So, we see that ak+1(x) is polynomial in W (x), W
′(x),W ′′(x)... And analo-
gously easy to check that
∫
W (x)a′k+1(x)dx and
∫
(3W 2(x)a′k+1(x)−a(5)k+1(x)W (x))dx
are polynomial in W (x), W ′(x),W ′′(x)...
Let L4 be the operator
L4 = ∂
4
x + u(x).
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The commutativity condition of L4 and L6 is equivalent to the equation
4C1u
′(x) + 6u(x)u′(x)− u(5)(x) = 0,
for some constant C1. Consider differential equations in u(x)
0 = fj+1(x) = Ci+1 +
∫
(u(x)f ′j(x) +
u′(x)fj(x)
2
− f
(5)
j (x)
4
)dx, (6)
where
f1 = C1 +
u(x)
2
.
We see that L4 commutes with an operator of order 4g+2 if and only if there
exist constants C1, ..., Cg such that fg+1 ≡ const.
3. Proof of Theorem 1.1 and corollaries
3.1 Proof of theorem 1.1
Assume that u(x) has poles at points a1, a2, ... in C.
Lemma 3.1
If L4 commutes with an operator of order 4g + 2, then u(x) can have poles
in C only of order 4.
Proof. Assume that u(x) has pole of order k at point ai. Since L4 commutes
with an operator of order 4g + 2, we have f ′g+1 ≡ 0. Suppose fg has pole at
point ai of order m; then u(x)f
′
g(x) +
u′(x)fg(x)
2
has pole of order k + m + 1
and f
(5)
g (x) has pole of order m + 5. Hence, we see that if fg+1 ≡ 0, then
k+m+1=m+5. We get k = 4.
By Aki,m denote a coefficient in the term (x− ai)m in Laurent series of fk
at point ai. We see from Lemma 3.1 that fk has pole of order 4k at point ai.
Assume that Laurent series of u(x) has the form
u(x) =
ϕi,−4
(x− ai)4 +
ϕi,−3
(x− ai)3 +
ϕi,−2
(x− ai)2 +
ϕi,−1
x− ai+
+ϕi,0+ϕi,1(x−ai)+ϕi,2(x−ai)2+ϕi,3(x−ai)3+ϕi,4(x−ai)4++O((x−ai)5).
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Lemma 3.2
If L4 commutes with an operator of order 4g + 2, then
ϕi,−4 = ni(4ni + 1)(4ni + 3)(4ni + 4), where ni ∈ N and
Ak+1i,−4k−4 =
(2k + 1)Aki,−4k(ϕ−4 − k(4k + 1)(4k + 3)(4k + 4))
2k + 2
.
Proof. In a neighborhood of ai
fj =
Aji,−4j
(x− ai)4j +O((x− ai)
−4j+1).
Easy to see that
f ′j+1 = (
ϕi,−4
(x− ai)4 +O(
1
(x− ai)3 ))(−
4jAji,−4j
(x− ai)4j+1 +O((x− ai)
−4j)+
+(− 2ϕi,−4
(x− ai)5 +O(
1
(x− ai)4 ))(
Aji,−4j
(x− ai)4j +O((x− ai)
−4j+1)+
+
j(4j + 1)(4j + 2)(4j + 3)(4j + 4)Aji,−4j
(x− ai)4j+5 +O((x− ai)
−4j−4) =
= −(4j + 2)(ϕi,−4 − j(4j + 1)(4j + 3)(4j + 4))A
j
i,−4j
(x− ai)4j+5 +O((x− ai)
−4j−4).
So, integrating we obtain that
Aj+1i,−4j−4 =
(2j + 1)(ϕi,−4 − j(4j + 1)(4j + 3)(4j + 4))Aji,−4j
2j + 2
If f ′g+1 ≡ 0, then the leading term of principal part must vanish. Hence,
ϕi,−4 = ni(4ni + 1)(4ni + 3)(4ni + 4) for some ni.
Lemma 3.3
Suppose j < ni + 1 and in a neighborhood of ai
fj =
Aji,−4j
(x− ai)4j +O((x− ai)
−4j+1);
then Aji,−4j > 0 and if j > ni + 1, then Aji,−4j = 0.
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Proof. Since ϕi,−4 = ni(4ni + 1)(4ni + 3)(4ni + 4) and
Aj+1i,−4j−4 =
(2j + 1)(ϕi,−4 − j(4j + 1)(4j + 3)(4j + 4))Aji,4j
2j + 2
, (7)
we see that if j < ni + 1, then A
j
i,−4j > 0.
If j > ni + 1, then Aji,−4j = 0.
Let us prove that u(x) can’t have isolated pole at infinity. Assume the
converse. Then u(x) has pole at infinity of order m. We have
f1 = A
1
∞,mx
m +O(xm−1) =
ϕ∞,m
2
+O(xm−1)
But f2 has pole at infinity of order 2m andA
2
∞,2m =
2mA1∞,mϕ∞,m+mϕ∞,mA1∞,m
4m
6=
0. In general Ak+1∞,(k+1)m =
2kmAk∞,kmϕ∞,m+mϕ∞,mA
k
∞,km
2m(k+1)
=
ϕ∞,mAk∞,mk(2k+1)
2(k+1)
6= 0.
So, order of pole increases and there is no k such that fk vanishes.
Lemma 3.4
If L4 commutes with an operator of order 4g + 2, then
ϕi,−3 = ϕi,−2 = ϕi,−1 = 0 for all i.
Proof. By definition, f1(x) = C1 +
u(x)
2
in a neighborhood of ai has the form
f1 =
ϕi,−4
2(x− ai)4 +
ϕi,−l
2(x− ai)l +O((x− ai)
−l+1),
where l = 1, 2, 3. Therefore, f ′2(x) = u(x)f
′
1(x) +
u′(x)f1(x)
2
− f
(5)
1 (x)
4
in a
neighborhood of ai
(
ϕi,−4
(x− ai)4+
ϕi,−l
(x− ai)l+O((x−ai)
−l+1))(− 2ϕi,−4
(x− ai)5−
lϕi,−l
2(x− ai)l+1+O((x−ai)
−l))+
+(− ϕi,−4
(x− ai)5−
lϕi,−l
4(x− ai)l+1+O((x−ai)
−l))(
ϕi,−4
(x− ai)4+
ϕi,−l
(x− ai)l+O((x−ai)
−l+1))+
+
840ϕi,−4
(x− ai)9 +
l(l + 1)(l + 2)(l + 3)(l + 4)ϕi,−l
8(x− ai)l+5 +O((x− ai)
−l−4) =
= −3ϕi,−4(ϕi,−4 − 280)
(x− ai)9 −
ϕi,−l(4 + l)(6ϕi,−4 − l(l + 1)(l + 2)(l + 3))
8(x− ai)l+5 +O((x−ai)
−l−4)
Integrating, we obtain
f2(x) =
3ϕi,−4(ϕi,−4 − 280)
8(x− ai)8 +
ϕi,−l(6ϕi,−4 − l(l + 1)(l + 2)(l + 3))
8(x− ai)l+4 +O((x−ai)
−l−3)
9
Note that 6ϕi,−4 − l(l + 1)(l + 2)(l + 3) > 0. Consider fk, where k 6 ni.
fk =
Aki,−4k
(x− ai)4k +
Aki,−4k+4−l
(x− ai)4k−4+l +O((x− ai)
−4k+3−l).
Let us prove that
Ak+1i,−4k−l = ϕi,−lK
k+1
i,−4k−l for k 6 ni, (8)
where Kk+1i,−4k−l > 0 and doesn’t depend on ϕi,−l. The proof is by induction
on k. We checked this for k = 2. By the induction hypothesis, Aki,−4k+4−l =
ϕi,−lKki,−4k+4−l and K
k
i,−4k+4+l > 0.
Easy to see that
fk+1 =
(2k + 1)(ϕi,−4 − k(4k + 1)(4k + 3)(4k + 4))Aki,−4k
(2k + 2)(x− ai)4k+4 +
+
ϕi,−lAki,−4k(8k + l)
2(4k + l)(x− ai)4k+l+
(4k − 2 + l)(4ϕi,−4 − (4k − 4 + l)(4k − 3 + l)(4k − 1 + l)(4k + l))Aki,−4k+4−l
4(4k + l)(x− ai)4k+l +...
=
Ak+1i,−4k−4
(x− ai)4k+4 +
Ak+1i,−4k−l
(x− ai)4k+l +O((x− ai)
−4k+1−l)
We see that Ak+1i,−4k−l = ϕi,−lK
k+1
i,−4k−l. We obtain that K
k+1
i,−4k−l > 0 because
Aki,−4k > 0, where k 6 ni. So, (8) is proved.
We know from Lemma 3.2 that Ani+1i,−4ni−4 = 0. If k > ni + 1, then
Ak+1i,−4k−l =
Aki,−4k+4−l(4k − 2 + l)(4ϕi,−4 − (4k − 4 + l)(4k − 3 + l)(4k − 1 + l)(4k + l))
4(4k + l)
.
Easy to see that if k > ni + 1, then
4ni(4ni+1)(4ni+3)(4ni+4)− (4k−4+ l)(4k−3+ l)(4k−1+ l)(4k+ l)) < 0.
Finally we obtain that if there exists a g such that fg+1 ≡ 0, then Aki,−4k+4−l =
ϕi,−lKki,−4k+4−l = 0 for some k. But K
k
i,−4k+4−l 6= 0 for all k. Hence, ϕi,−l =
0.
Now let us prove the main part of Theorem 1.1.
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From Lemma 3.4 we know that f1(x) = C1 +
u(x)
2
in a neighborhood of ai
has the form
f1 =
ϕi,−4
2(x− ai)4 +
ϕi,0
2
+ C˜1 +
ϕi,4−l(x− ai)4−l
2
+O((x− ai)5−l),
where l = 1, 2, 3. Then f ′2(x) = u(x)f
′
1(x) +
u′(x)f1(x)
2
− f
(5)
1 (x)
4
in a neighbor-
hood of ai
f2 =
3(ϕi,−4 − 280)ϕi,−4
8(x− ai)8 +
ϕi,−4(3ϕi,0 + 2C1)
4(x− ai)4 +
3ϕi,−4ϕi,4−l
4(x− ai)l +O((x−ai)
−l+1).
(9)
We see that the coefficient in the term (x− ai)−l equals ϕi,l 3ϕi,−44 . Consider
fk
fk =
Aki,−4k
(x− ai)4k +
Aki,−4k+4
(x− ai)4k−4 +
Aki,−4k+8−l
(x− ai)4k−8+l +O((x− ai)
−4k+9−l)
Let us show that Aki,−4k+8−l = ϕi,lK
k
i,−4k+8−l, where K
k
i,−4k+8−l 6= 0 and
doesn’t depend on ϕi,4−l. The proof is by induction on k. We checked this
for k = 2.
fk+1 =
Ak+1i,−4k−4
(x− ai)4k+4 +
Ak+1i,−4k
(x− ai)4k +
(8k − 4 + l)ϕi,4−lAki,−4k
2(4k − 4 + l)(x− ai)4k−4+l+
+
(4k − 6 + l)(4ϕi,−4 − (4k − 8 + l)(4k − 7 + l)(4k − 5 + l)(4k − 4 + l))Aki,−4k+8−l
4(4k − 4 + l)(x− ai)4k−4+l +
+O((x− ai)−4k+5−l)
(10)
So, we have
Kk+1i,−4k+4−l =
(8k − 4 + l)Aki,−4k
2(4k − 4 + l) +
+
(4k − 6 + l)(4ϕi,−4 − (4k − 8 + l)(4k − 7 + l)(4k − 5 + l)(4k − 4 + l))Kki,−4k+8−l
4(4k − 4 + l) .
We see that if k 6 ni+1, then Kk+1i,−4k+4−l > 0. If k > ni+1, then from Lemma
3.3 we obtain that Aki,−4k = 0. Hence, if k > ni + 1, then K
k
i,−4k+8−l < 0. But
Aki,−4k+8−l = ϕi,lK
k
i,−4k+8−l and we must find a g such that fg+1 ≡ 0. It now
follows that Aki,−4k+8−l = 0 for some k ⇔ ϕi,l = 0.
In general, assume ϕi,4k−l = 0, where k = 1, ...,m− 1, l = 1, 2, 3 and m 6 ni.
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We have already checked this for m = 2. Let us prove that ϕi,4m−l = 0. We
have
f1 =
ϕi,−4
2(x− ai)4 +
ϕi,0
2
+C1 +
t=m−1∑
t=1
ϕi,4t(x− ai)4t
2
+
ϕi,4m−l(x− ai)4m−l
2
+ ...
(11)
Then
fk =
t=m−k∑
t=−k
Aki,4t(x− ai)4t + Aki,4m−4k+4−l(x− ai)4m−4k+4−l + ...
fk+1 =
t=m−k−1∑
t=−k−1
Ak+1i,4t (x− ai)4t + Ak+1i,4m−4k−l(x− ai)4m−4k−l + ...
Calculations show that
Ak+1i,4m−4k−l =
=
(4m− 4k + 2− l)Aki,4m−4k+4−l
4(4m− 4k − l) ×
×(4ϕi,−4 − (4m− 4k + 4− l)(4m− 4k + 3− l)(4m− 4k + 1− l)(4m− 4k − l))+
(12)
+
(4m− 8k − l)ϕi,4m−lAki,−4k
2(4m− 4k − l) .
If we take m = 1 in (12), we get (10).
SinceA1i,4m−l =
ϕi,4m−l
2
, we obtain from (12) thatAk+1i,4m−4k−l = ϕi,4m−lK
k+1
i,4m−4k−l,
where Kk+1i,4m−4k−l doesn’t depend on ϕi,4m−l.
Kk+1i,4m−4k−l =
=
(4m− 4k + 2− l)Kki,4m−4k+4−l
4(4m− 4k − l) ×
×(4ϕi,−4 − (4m− 4k + 4− l)(4m− 4k + 3− l)(4m− 4k + 1− l)(4m− 4k − l))+
(13)
+
(4m− 8k − l)Aki,−4k
2(4m− 4k − l) .
Lemma 3.5
Number Kni+1i,4m−4k−l 6= 0 for m 6 ni.
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Proof. Consider two cases.
1) l = 2.
From (13) we obtain that
Am+1i,−2 =
(4m+ 2)ϕi,4m−2Ami,−4m
4
= ϕi,4m−2
(4m+ 2)Ami,−4m
4
= ϕi,4m−lKm+1i,−2 .
We see from Lemma 3.2 that if m 6 ni, then Km+1i,−2 > 0. But for k > m
expression (13) is positive. So Kk+1i,4m−4k−2 > 0 for all k > m.
2) l = 1 or l = 3.
If Kni+1i,4m−4ni−l = 0, then from (13) we get
(4m− 8ni − l)Anii,−4ni
2(4m− 4ni − l) =
= −(4m− 4ni + 2− l)A
ni
i,4m−4ni+4−l
4(4m− 4ni − l) ×
×(4ϕi,−4 − (4m− 4ni + 4− l)(4m− 4ni + 3− l)(4m− 4ni + 1− l)(4m− 4ni − l)).
But calculating Anii,4m−4ni+4−l recursively using (12) we see that the expression
above is not true.
We know from Lemma 3.3 that Aki,−4k = 0 for all k > ni + 1. So for
k > ni + 1 we have
Kk+1i,4m−4k−l =
=
(4m− 4k + 2− l)Kki,4m−4k+4−l
4(4m− 4k − l) ×
×(4ϕi,−4 − (4m− 4k + 4− l)(4m− 4k + 3− l)(4m− 4k + 1− l)(4m− 4k − l)) 6= 0
So, if there exists a g such that fg+1 = 0, then for some k coefficient
Ak+1i,4m−4k−l = ϕi,4m−lK
k
i,4m−4k−l = 0⇔ ϕi,4m−l = 0.
Now suppose that g > ni. Then
f1 =
ϕi,−4
2(x− ai)4 +
ϕi,0
2
+C1 +
t=m−1∑
t=1
ϕi,4t(x− ai)4t
2
+
ϕi,4m−l(x− ai)4m−l
2
+ ...,
where m > ni + 1. We see that
fk =
t=m−k∑
t=−k
Aki,4t(x− ai)4t + Aki,4m−4k+4−l(x− ai)4m−4k+4−l + ...
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If k > ni, we get
Kk+1i,4m−4k−l =
(4m− 4k + 2− l)Kki,4m−4k+4−l
4(4m− 4k − l) ×
×(4ϕi,−4 − (4m− 4k + 4− l)(4m− 4k + 3− l)(4m− 4k + 1− l)(4m− 4k − l)).
So, we obtain Kk+1i,4m−4k−l 6= 0 for l = 1, 3 and k > ni because
4ϕi,−4− (4m−4k+4− l)(4m−4k+3− l)(4m−4k+1− l)(4m−4k− l)) 6= 0,
If k = m > ni and l = 2, then K
m+1
i,−2 = 0 because of factor (4m− 4k+ 2− l).
But if L4 commutes with an operator of order 4g + 2, then there exists a
k 6 g + 1 such that Aki,4m−4k+3 = Aki,4m−4k+1 = 0⇔ ϕi,4m−1 = ϕi,4m−3 = 0.
Theorem 1.1 is proved.
3.2 Proof of corollaries and examples
We know that
f2 =
3(ϕi,−4 − 280)ϕi,−4
8(x− ai)8 +
ϕi,−4(3ϕi,0 + C˜1)
4(x− ai)4 + C˜2 +O((x− ai)),
where C˜i are constants and depend on Ci. Also A
ni+1
i,−4(ni+1) = 0 and that’s
why
fni+1 =
t=1∑
t=ni
Ani+1i,−4t
(x− ai)4t + C˜ni+1 +O((x− ai)),
We must choose constants C1, ...Cg to vanish principal part of Laurent se-
ries of function fni+1. This is always possible to do because A
ni+1
i,−4ni linearly
depend on C1, A
ni+1
i,−4ni+4 linearly depend on C1 and C2, A
ni+1
i,−4ni+8 depend on
C1, C2, C3, A
ni+1
i,−4 depend linearly on C1, ..., Cni . We know that only constant
function can be holomorphic and bounded function on C. Hence f ′ni+1 ≡ 0.
Corollary 1.2 is proved.
If we take C1 = −42g2, then we obtain Example 1.4.
3.3 Conjecture
Consider fk, where k > ni + 1. Assume that u(x) has m poles (in the
fundamental parallelogram or C). Take S =
i=m∑
i=1
ni + 1. If ϕi,4k−l = 0,
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ϕi,4r−1 = ϕi,4r−3 = 0, where k = 0, ..., ni and r = ni + 1, ..., S. We see from
Lemma 3.3 that degree of pole at ai is not greater than ni for any k . We get
that Aki,−4ni linearly depends on C1, ..., Ck−ni , A
k
i,−4ni+4 linearly depends on
C1, ..., Ck−ni+1, A
k
i,−4 depends on C1, ..., Ck. So, we must choose constants to
vanish S − 1 terms and we have S constants. Apparently this linear system
always has solutions , but it is not proved.
4. Proof of Theorem 1.5
Consider the differential equation
dnw(x)
dxn
+ P˜1(x)
dn−1w(x)
dxn−1
+ ...+ P˜n−1(x)
dw(x)
dx
+ P˜n(x)w(x) = 0. (14)
We know from theory of ordinary differential equations (see [14] chapter 16)
that if w(x) has singularity at point a, then Pi(x) has singularity at point a
for some i. A singularity is called regular if coefficients Pk have pole of order
not greater than k for all k. Without loss of generality it can be assumed
that a = 0 and we can write (14) in the following form
xn
dnw(x)
dxn
+ xn−1P1(x)
dn−1w(x)
dxn−1
+ ...+ xPn−1(x)
dw(x)
dx
+ Pn(x)w(x) = 0,
where coefficients Pi(x) haven’t pole at point a. . Solutions in a neighborhood
of regular singularity have the form (see [14] chapter 16)
w(x) =
∞∑
m=0
cmx
m+σ. (15)
By L denote the operator xn d
nw(x)
dxn
+xn−1P1(x)
dn−1w(x)
dxn−1 + ...+xPn−1(x)
dw(x)
dx
+
Pn(x)w(x) = 0 and
[σ +m]n = (σ +m)(σ +m− 1)...(σ + n−m+ 1). We get
Lw = L(
∞∑
m=0
cmx
m+σ) =
∞∑
m=0
cmx
m+σf(x,m+ σ),
where f(x,m+σ) = [σ+m]n+P1(x)[σ+m]n−1 + [σ+m]1Pn−1(x) +Pn(x) =∞∑
λ=0
fλ(m+ σ)x
λ. If Lw = 0, then
c0f0(σ) = 0
c1f0(σ + 1) + c0f1(σ) = 0
................................................
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cmf0(σ +m) + cm−1f1(σ +m− 1) + ...+ c0fm(σ) = 0.
Since c0 6= 0, it follows that
f0(σ) = [σ]n + [σ]n−1P1(0) + ...+ [σ]1Pn−1(0) + Pn(0) = 0. (16)
Let σ be a root of (16). If f0(σ + m) 6= 0, where m is integer, then we can
find constants cm by the following formulas (see [14] chapter 16)
cm =
(−1)mc0Fm(σ)
f0(σ + 1)f0(σ + 2)...f0(σ +m)
,
where
Fm(σ) =
∣∣∣∣∣∣∣∣∣∣
f1(σ +m− 1), f2(σ +m− 2), ..., fm−1(σ + 1), fm(σ)
f0(σ +m− 1), f1(σ +m− 2), ..., fm−2(σ + 1), fm−1(σ)
0, f0(σ +m− 2), ..., fm−3(σ + 1), fm−2(σ)
...... ...... ..., ......., ......
0, 0, ..., f0(σ + 1), f1(σ)
∣∣∣∣∣∣∣∣∣∣
So, if σi, σj are roots of f0(σ) = 0 and σi − σj is not integer for all i 6= j,
then all solutions of (14) have the form xσg(x), where g(x) is a holomorphic
function. If for some i, j number σi − σj ∈ Z, then solutions have the form
g0(x)ln
kx+ g1(x)ln
k−1x+ ...+ gk(x), where gi(x) could be equal zero.
Consider the operator L4 = ∂
4
x+u(x). We proved before that if L4 commutes
with an operator of order 4g+ 2, then u(x) can have pole only of order 4 and
ϕi,−4 = ni(4ni + 1)(4ni + 3)(4ni + 4). This means that eigenfunctions of L4
have regular singularities. Solutions of (16) have the form
σi,1 =
1
2
(1− 4ni −
√
1− 16ni − 16n2i )
σi,2 =
1
2
(1− 4ni +
√
1− 16ni − 16n2i )
σi,3 =
1
2
(5 + 4ni −
√
1− 16ni − 16n2i )
σi,4 =
1
2
(5 + 4ni +
√
1− 16ni − 16n2i ).
This means that solutions can have logarithmic terms because σi,3 − σi,1 =
σi,4 − σi,2 = 4ni + 2. But we proved that if L4 commutes with operator
4g + 2, then ϕ4k−l = 0, k = 0, ..., ni, l = 1, 2, 3. Hence, eigenfunctions in a
neighborhood of pole ai have the form
ψi,k(x) = α0x
σi,k+α4x
σi,k+4+...+α4nix
σi,k+4ni+α4ni+1x
σi,k+4ni+1+α4ni+2x
σi,k+4ni+2+...
Easy to check that we can find all coefficients explicitly. So logarithmic terms
will not appear.
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