This study investigates the impact of model complexity and multi-scale prior hydrogeological data on the interpretation of pumping test data in a dual-porosity aquifer (the Chalk aquifer in England, UK). In order to characterize the hydrogeological properties, different approaches ranging from a traditional analytical solution (Theis approach) to more sophisticated numerical models with automatically calibrated input parameters are applied. Comparisons of results from the different approaches show that neither traditional analytical solutions nor a numerical model assuming a homogenous and isotropic aquifer can adequately explain the observed drawdowns. A better reproduction of the observed drawdowns in all seven monitoring locations is instead achieved when medium and local-scale prior information about the vertical hydraulic conductivity (K) distribution is used to constrain the model calibration process. In particular, the integration of medium-scale vertical K variations based on flowmeter measurements lead to an improvement in the goodness-of-fit of the simulated drawdowns of about 30%. Further improvements (up to 70%) were observed when a simple upscaling approach was used to integrate small-scale K data to constrain the automatic calibration process of the numerical model. Although the analysis focuses on a specific case study, these results provide insights about the representativeness of the estimates of hydrogeological properties based on different interpretations of pumping test data, and promote the integration of multi-scale data for the characterization of heterogeneous aquifers in complex hydrogeological settings.
Introduction
Quantitative characterization of physical and chemical properties of aquifers is a critical task for groundwater investigations (e.g. Fogg et al. 1998; Gelhar and Axness 1983; Koltermann and Gorelick 1996; Poeter and Gaylord 1990) . The reliability of modeling tools supporting decisions about the development, management, and protection of groundwater resources depends on accurate estimations of properties such as hydraulic conductivity (K), transmissivity (T = Kb, where b is the aquifer thickness), and storativity (S), which largely control groundwater flow and solute transport in geological media.
Obtaining representative values for these properties is not a trivial task. One challenge is the intrinsic heterogeneity of geological media and the consequential variability of the hydrogeological properties, which can be of several orders of magnitude within the same aquifer system (e.g. Bohling et al. 2016; Fogg et al. 1998; Oehlmann et al. 2013; Williams et al. 2006) . Moreover, because of the multi-scale nature of geological media (Neuman and Di Federico 2003) , estimated effective values strongly depend on the volume of the aquifer investigated, also known as the support scale or support volume, and hence on the measurement method-for instance, it has been observed in a variety of aquifers that measured K values tend to increase with the support volume (Martinez-Landa and Carrera 2005; Odén and Niemi 2006; Rovey and Cherkauer 1995; Schulze-Makuch et al. 1999) . A further challenge is that estimated values are usually obtained from the solution of an inverse problem in which the objective is to minimize the error between measured values of the state variables (i.e. hydraulic heads, pressures, or drawdowns) and the corresponding predictions from a model describing fluid flow in geological media. Once an optimal set of input values is found to satisfy a certain goodness-of-fit criterion, the model is considered to be calibrated and these values are then considered representative of the hydrogeological properties in the system of interest; however, as pointed out by several studies in the past decades (reviews by Carrera et al. 2005; Oliver and Chen 2011; Zhou et al. 2014) , in most hydrogeological applications this solution is not unique and the inverse problem is ill-posed. This issue arises especially when the number of observation data is small compared to the number of parameters to evaluate, or when the outputs from the model are not sensitive to certain input parameters.
Effective values for the hydrogeological properties are generally determined from the analysis of the results of pumping tests (Sanchez-Vila et al. 2006) . The support volume of these tests can vary significantly according to their duration, the length of the screened section of the pumping borehole compared to the aquifer thickness, the adopted pumping rate, as well as the aquifer permeability. Traditionally, the approach for the interpretation of observed time-drawdown data and the estimation of the hydrogeological properties consist in the calibration of analytical solutions of the 1-D partial differential equation describing transient radial flow in a homogeneous porous media (e.g. Bear 2007; Domenico and Schwartz 1997; Fetter 2000) . Commonly used solutions (e.g. Theis 1935; Cooper and Jacob 1946 ) assume a fully penetrating borehole (i.e. screen length equal to the aquifer thickness) in a homogeneous, isotropic and confined aquifer. Several other analytical solutions have been introduced over the years to cover a wide variety of hydrogeological and boundary conditions. Reviews of the different solutions are provided by Kruseman and de Ridder (1990) and more recently by Yeh and Chang (2013) .
Notwithstanding the wide range of available analytical solutions and their widespread use for hydrogeological characterization, their application may become questionable for the interpretation of pumping tests in hydrogeological settings characterized by high heterogeneity and complex boundary conditions such as in the presence of groundwater/surfacewater interactions, aquifer recharge, complex aquifer geometry, variable pumping rates, or multiple boreholes interference. In these situations, the simplifying assumptions made to derive these solutions are usually not adequately representative of the system of interest. A careless application of analytical solutions for aquifer characterization in these settings may introduce significant systematic errors in the estimated values of the hydrogeological properties, as shown for other characterization methods (e.g. Beckie and Harvey 2002; Bianchi 2017) . One main limiting factor is the assumption of homogeneity, which in complex and heterogeneous hydrogeological settings is often contradicted by the drawdown data observed at different locations. These data, once interpreted according to an analytical solution, provide in fact a range of values for the hydrogeological properties that is inconsistent with the homogeneity assumption. These inconsistencies tend to be more apparent from the interpretation of the early time data, while later time data provide more homogenous results because of their larger support scale (Meier et al. 1998; Sánchez-Vila et al. 1999) .
Addressing limitations inherent in analytical solutions to improve the match between observed and simulated timedrawdown curves requires the implementation of numerical models (e.g. Mansour et al. 2011; Raghavan 2004; Schad and Teutsch 1994; Thorbjarnarson et al. 1998) . Pumping tests have been simulated with finite difference (Barrash and Dougherty 1997; Cheng and Chen 2007; Halford and Yobbi 2006; Kaleris et al. 1995; Lee et al. 2007 ; Leven and Dietrich 2006; Mohamed and Rushton 2006; Raghavan 2009 Raghavan , 2006 Schroth and Narasimhan 1997) , finite elements, and hybrid finite elements-finite difference models (Chen and Jiao 1999; Lebbe et al. 1992) . Radial flow models based on cylindrical coordinate grids are particularly appropriate for the simulation of pumping tests, since they provide a more precise representation of the flow field around the pumping borehole (e.g. Singh 2000)-an example is the layered cylindrical grid numerical model developed by Mansour et al. (2011) to simulate complex time-drawdown curves impacted by concurring factors including the degree of fracturing, simultaneous pumping from adjacent boreholes, a quarry with development depth below the water table introducing an internal flow boundary, and variable pumping rates. All these factors make traditional analytical solutions unsuitable for the interpretation of pumping test data and the characterization of the hydrogeological properties, while on the other hand, numerical modeling allows a more detailed conceptual understanding of the groundwater system. While numerical models are powerful tools to characterize complex hydrogeological settings, they too require calibration of their input parameters. Calibration methods range from a simple manual trial-and-error approach to more complex and efficient automatic methods (Zhou et al. 2014) . Because the number of input parameters that need to be adjusted to fit the observations is larger than for analytical solutions, the calibration of numerical models is more affected by the issue of nonuniqueness. Reducing the number of model input parameters with a simplification of a more complex numerical model, and/or applying constraints to the variability of the input parameters on the basis of certain prior information, are two effective strategies to improve the uniqueness of the solution (Zhou et al. 2014) . However, the application of these strategies in complex hydrogeological systems presents some difficulties because of the risk of oversimplification (Raghavan et al. 2002) . Regarding the use of prior information to constrain hydrogeological parameters, issues of representativeness may also arise when the supporting volume of this information is not the same as the scale of the pumping test or the scale of the numerical model used to simulate the observed time-drawdown curves. One solution is to include an upscaling approach in the calibration process (Raghavan 2004) , but only few studies have combined upscaling and inverse modeling approaches (e.g., Li et al. 2012) .
The objective of this paper is to present a case study to investigate the impact of model complexity and integration of prior hydrogeological data at different scales in the interpretation of a pumping test in a dual-porosity aquifer (the Chalk aquifer in England, UK). For this purpose, different K and S values obtained from the calibration of both traditional analytical solutions and radial flow numerical models with increasing complexity are compared. The calibration of the numerical models is performed automatically with the parameter estimation code PEST (Doherty 2015) , considering both unconstrained and constrained optimization strategies to evaluate the impact of prior conditioning data. In particular, these consist of a set of K values with a smaller vertical support volume compared to the radius of influence of the pumping test. It is shown that a simple upscaling approach based on the ranges of these K data is enough to improve the match between measured and simulated drawdown data. Although the focus is on a specific case study, these results provide valuable guidelines for the interpretation of pumping test data and the characterization of hydrogeological properties in any hydrogeological context.
Site description and data

Hydrogeological setting
The pumping test was performed in the Chalk aquifer at a location in the Pang-Lambourn catchment of the Thames Basin (UK) in southern England (Fig. 1) . The Chalk is a major aquifer providing approximately 70% of the public water supply to the south east of England (Allen et al. 1997 ). The Chalk is a generally productive dual-porosity aquifer due to the elevated secondary porosity provided by fractures (e.g. Bloomfield et al. 1995) , but productivity varies with depth according to a typical nonlinear trend of decrease in K (Owen and Robinson 1978) . Factors controlling this trend include a reduction of fracture spacing and aperture with depth (Bloomfield 1996) , as well as the amplification in the upper part of the aquifer of fracture aperture in response to carbonate dissolution and other diagenetic processes (Price 1987) . Accordingly, high K values in the range of 0.1 to over 100 m/day are observed at shallow depths (50-60 m below the ground surface), especially within the range of seasonal water-table oscillations. Statistical analysis of data from more than 2,000 pumping tests indicates a median T value on the order of 500 m 2 / Fig. 1 Locations of the pumping borehole (EA) and of the six boreholes (A-F) monitored during the pumping test. Coordinates refer to the British National Grid (m). The inset figure shows the location of the site relative to the United Kingdom. Chalk outcrops are shown in green day. For tests conducted in unconfined aquifer conditions, the median value of the storage coefficient data is equal to 0.008, while it is equal to about 0.001 for tests carried out in confined conditions (MacDonald and Allen 2001) . The site of the pumping test was previously investigated extensively during a research project aimed to improve the understanding of the hydrogeological conditions of major UK aquifers (Wheater and Peach 2004) . In addition to pumping test data, geophysical logs, aquifer samples, borehole images, impeller and heat-pulse flowmeter measurements, as well as packer, dilution, and tracer tests data were also collected for the characterization of the aquifer properties. Results from this very comprehensive investigation campaign are presented by Williams et al. (2006) , Butler et al. (2009), and Maurice et al. (2012) . Data collected at this site have also been used in a previous study showing the importance of an accurate characterization of the input function in the interpretation of radially convergent tracer tests (Mathias et al. 2007) .
The interpretation of the borehole logs according to the most recent stratigraphical model of the Chalk (Woods et al. 2015) indicates that the upper section of the aquifer (from 0 to ≈ 55 m below ground surface) is within the Seaford Chalk formation. The deeper section up to 90 m below ground surface consists of a 25-m-thick horizon of Lewes Nodular Chalk formation underlain by the upper New Pit Chalk formation. Groundwater flows in the unconfined aquifer from north to south following the slope of the ground surface. The average hydraulic gradient is about 0.001 (Williams et al. 2006 ). The average water-table depth is around 20 m below ground surface with annual oscillations of about 7 m. Groundwater recharge in the proximity of the site has been investigated by Ireson et al. (2009) through numerical simulation of infiltration mechanisms, who suggest a continuous drainage of water through the unsaturated zone to the water table even during drought conditions. However, given the short duration of the pumping test considered in this work, unsaturated zone recharge fluxes and fluid flow through the unsaturated zone were not taken into account in the numerical simulations.
Pumping test data
For the execution of the pumping test, an open borehole, partially penetrating the aquifer up to a maximum depth of 86 m below ground surface (borehole EA in Fig. 1) , was pumped at a relatively constant rate (variations between 5,520 and 6,010 m 3 /day) for about 35 h. Hydraulic heads were continuously monitored (15 s intervals) with pressure transducers in the abstraction borehole and in six monitoring boreholes. Three of these boreholes (A, B and E) are 100-m-deep open boreholes, whereas the other three (C, D and F) are 40 m deep and each fitted with two piezometers to monitor heads at two different depths in the aquifer (Table 1) . Hydraulic head recovery was also monitored for about 15 h after the pump shutdown.
The pumping test data consist of ten time-drawdown curves covering both the abstraction and the recovery phases of the test. Representative time-drawdown curves, including those measured at the abstraction borehole (EA), the open borehole E, and at the two piezometers in borehole F are presented in Fig. 2 , while the data collected in the other boreholes (A, B, C, D, and E) are presented in Figs. 3, 4, 5, 6 and 7 and Fig. 10 . As shown in Fig. 2 , the measured rates of drawdown during the abstraction phase in the F1 and F2 observation boreholes were similar only at early times, whereas at later times the curve for piezometer F2 becomes steeper (Fig. 2a) . The drawdown data in the abstraction well EA show a gradual increase at the beginning of the pumping phase due to well storage effects; however, the time-drawdown curve only slightly shows the typical S type-curve typical of unconfined conditions. Different responses after cessation of pumping are also observed in the piezometers F1 and F2, as well as in the open boreholes EA and E during the recovery phase (Fig. 2b) . In particular, a slow recovery of the groundwater levels is observed in borehole E and in the shallowest of the piezometers F (F2). The difference in the responses observed for piezometers F1 and F2 may be indicative of local vertical variations in the aquifer conductivity. Another feature that can be related to vertical heterogeneities in the K distribution is the discrepancy between the slopes of the late-time portions of the abstraction and recovery curves for each well (Rushton and Chan 1976) . Because of these discrepancies, the interpretation of the abstraction and the recovery data according to traditional analytical methods (e.g. Cooper and Jacob 1946) would result in two different values for the effective aquifer transmissivity for each observation borehole (see also Butler et al. 2009 ). Another noticeable feature in the observed time-drawdown curves is the increment in slope observed during the end of the abstraction phase (time > 100 min). This behaviour can be explained by the presence of either large-scale K variations consistent with a layered aquifer structure or a hydrogeological boundary; however, the hydrogeological setting in the area of investigation does not provide elements to justify the presence of such boundary.
Prior hydrogeological information
Prior information about the vertical distribution of K is used to constrain or regularize the automatic calibration of the numerical model for the simulation of the pumping test. Among the available data, only the K values estimated using the constant head double-packer permeameter described by Price and Williams (1993) and measures of horizontal flow in borehole A collected with an impeller flowmeter were considered as prior data. Details about these relatively simple and easy-toperform hydrogeological tests can be found in Williams et al. (2006) , Mathias et al. (2007) , and Butler et al. (2009) . Packer testing was conducted in the three open boreholes at the site (boreholes A, B, and E in Fig. 1 ). For the purpose of this study, K values at different elevations from these boreholes were combined into one representative vertical profile of local K variability, covering the saturated zone between 20 and 100 m below ground (Fig. 8) . The vertical support scale of these K estimates, which for this type of data is given by the distance between the inflatable packers used to isolate a specific aquifer interval in the borehole, is equal to about 3 m. Estimated K values indicate high heterogeneity with a total variation of almost 5 orders of magnitude from the top to the bottom of the vertical profile. This trend can be well represented by a logarithmic function, which appears to be observed in other chalk aquifers (Allen et al. 1997; Nativ et al. 2003; Price and Williams 1993) . The local heterogeneity is the effect of the relatively small support scale of these types of measurements, suggesting that aquifer conductivity at this Fig. 2 Time-drawdown curves for the abstraction borehole (EA), the open borehole E and for the two piezometers in borehole F during the a abstraction and b recovery phases Fig. 3 Vertical hydraulic conductivity profile estimated with the packer test described by Williams et al. (2006) . The red line represents the bestfitting logarithmic regression model. Blue horizontal dashed lines indicate the boundaries of the four flow horizons identified from the flowmeter log in borehole A scale is controlled by discrete fractures. Accordingly, the Chalk formation at this scale behaves hydraulically as a fractured aquifer rather than being equivalent to a porous permeable rock. Despite this consideration, useful information can still be extracted from these data in the form realistic bounds for the parameters considered for the calibration of numerical models.
Impeller flowmeter measurements were collected along the open borehole A, covering the depth interval between approximately 20 and 100 m below the ground surface. Inflows or outflows estimations are based on recording variations in the frequency of rotation of an impeller that is lowered at a constant velocity in the borehole. As shown by Butler et al. (2009) , the vertical profile of net upflows into the borehole is characterized by step changes representing four layers with distinct flow regimes. This layered structure of the aquifer derived from the interpretation of flowmeter data collected in borehole A has been confirmed by the results of single borehole dilution tests conducted in boreholes A and B (Maurice et al. 2012 ), but these are not taken into consideration in this work. The boundaries of the four identified layers are superimposed on the packer test data in Fig. 8 . In particular, the analysis of the flowmeter data indicates a layer of inflows from the bottom of the borehole (100 m below ground surface) up to 83 m of depth. This deepest layer underlays a 30-m-thick layer characterized by additional inflow, which is in turn overlain by a layer of outflows between 36 and 53 m below ground. The shallowest layer, from 36 m up to the water table (about 20 m below ground) is characterized by significantly larger outflows, which is consistent with higher transmissivity values measured at shallow depths in the Chalk. Compared to the packer test data, the flowmeter measurements suggest vertical variations in K in the order of tens of meters, i.e. comparable to the thickness of the different horizons. These variations are used in this work to define the thicknesses of the layers in the numerical models and therefore to constrain the spatial variability of the parameters considered for model calibration.
Methods of interpretation of the pumping test data
Theis analytical solution
Effective transmissivities and storage coefficients from the application of the Theis solution to the drawdowns measured during the abstraction phase in three representative boreholes are reported in Table 2 . These differ from the values estimated by Butler et al. (2009) , which instead are the result of the analysis of the late-time recovery data. The Theis solution assumes confined conditions in a homogeneous isotropic porous aquifer and a fully penetrating pumping abstraction borehole. Due to the hydrogeological setting, the relatively small scale and duration of the pumping test, as well as the characteristics of the abstraction and monitoring boreholes (i.e. partially penetrating open boreholes and piezometers), these conditions are unlikely to be fully attained. More sophisticated analytical methods (e.g. Mathias and Butler 2006; Moench 2003; Neuman 1972) could also be applied to estimate aquifer properties; however, reference values from the more commonly applied Theis solution are presented here for comparison with the numerical results to highlight some of the challenges regarding the application of conventional approaches for the interpretation of complex pumping tests. The results of this analysis are anticipated in the next paragraph and they will not be further discussed in the 'Results' section.
As shown in Fig. 3 , both the early and the late time segments of the abstraction phase data were considered for interpretation. Values of the hydrogeological properties derived from the interpretation of the late drawdown curve are representative of a larger aquifer volume compared to those derived from early times, which instead are more sensitive to local aquifer heterogeneity. In fact, similar late time-based transmissivity values were estimated for the three analyzed boreholes, although the interpretation of data for borehole B suggests a 10% higher effective transmissivity and a lower storage coefficient (see Table 2 ). Instead, the interpretation of the early time curves resulted in a set of rather different estimates for the hydrogeological properties. This variability complicates the interpretation of the pumping test analysis and in particular, complicates the determination of a unique set of values that can be considered representative of the actual hydraulic properties of the aquifer. For instance, if the arithmetic means of the late time-based values for T (about 1,030 m 2 /day) and S (about 0.003) are used as a representative values, the Theis model leads to a result that does not match any of the observed time-drawdown data. In addition, the Theis model does not provide any information about the vertical hydraulic conductivity of the aquifer, a parameter that highly affects the shape of the time-drawdown curve in unconfined aquifers at locations in proximity to the pumping well (Neuman 1972 ).
Numerical models
Radial flow model
Radial flow in the unconfined chalk aquifer was simulated with the object oriented code COOMPuTe (Mansour et al. 2007 ). This model is based on a finite difference approximation of the 3-D governing equation of flow in porous media expressed in cylindrical coordinates (Rushton 2003) : ], and K r , K θ and
] are the components of the hydraulic conductivity tensor in the respective cylindrical coordinates directions. Conceptually, this model represents a domain consisting of a set of hydrogeological units that are stacked above each other. Numerically, the abstraction borehole occupies the center of the grid and grid nodes are distributed along lines radiating from the center towards the cylindrical boundary of the domain. Each line represents one radial direction along which the grid spacing increases in a logarithmic pattern from the center to the outer boundary to provide a precise representation of the radial flow field particularly around the abstraction borehole. The set of nodes situated along different radial directions within one plane represents one hydrological unit. To represent the third dimension, the same distribution of nodes is repeated on different planes a number of times equal to the number of the remaining hydrogeological units. The domain discretization is based, therefore, on a layered cylindrical grid. A fully implicit numerical solution of Eq. (1) is calculated for all the grid nodes using a successive overrelaxation scheme.
Groundwater flow can be simulated under either confined or unconfined conditions. When unconfined conditions are assumed, the mathematical representation of the system becomes complex due to the nonlinearity associated with the movement of the water table (Neuman 1972; Todsen 1971 ). However, this nonlinearity is addressed by ignoring the high power terms of the equation representing the movement of the water table as suggested by Rushton and Redshaw (1979) . The movement of the water table is, hence, simulated by introducing an additional set of numerical nodes at the top of the upper layer (Bennett et al. 1990) , and by assigning an allocated storage coefficient (S = S s b + S y ) equivalent to the specific yield S y of the layer. Hydraulically, these nodes are only connected to the nodes of the layer below, which is assumed to be confined.
To simulate the transient radial flow field generated by the pumping test, the implemented COOMPuTe model considers a cylindrical domain of radius equal to 10,000 m and thickness of 80 m, centered on the abstraction borehole EA. This large domain was chosen to mitigate the effect of the boundary conditions on the simulated radial flow field around the pumping borehole. Radially, the domain is discretized into 306 nodes. The spacing between nodes increases logarithmically with the distance r from the abstraction borehole from a minimum of 0.1 m up to a maximum of 1,840 m. Vertically, the domain covers the saturated thickness of the aquifer from the static water-table depth (around 20 m) down to a depth of 100 m. This thickness is discretized in four layers whose boundaries were chosen to be consistent with the four flow horizons identified from the flowmeter data (Fig. 8) ; however, different conceptual models of aquifer heterogeneity were considered to estimate characteristic K values to each layer, as it will be described in the next section. The numerical model is subject to the following set of initial and boundary conditions. Neumann boundary conditions with prescribed flux equal to zero (no flow) are applied to the lateral surface of the cylindrical domain and to its bottom circular. By imposing these conditions, the recharge rate during the duration pumping test is assumed negligible, and it is also assumed that there is no nearby source of groundwater that may affect the responses to pumping in the aquifer. Specified flux, simulating constant groundwater abstraction at a rate similar to the average rate imposed in field conditions (5,770 m 3 /day) was applied to a node at the center of the domain. This node has an area equal to the area of the pumped borehole (diameter equal to 0.73 m) and an assigned storage coefficient equal to one to represent borehole storage effects. This central node is connected with high conductance values to the aquifer nodes located above the maximum depth of the abstraction borehole to take into account the effects of partial aquifer penetration. These values ensure that all connected nodes have the same calculated heads representing the water level inside the pumped borehole. The specified flux was kept active for a simulation time consistent with the duration of the abstraction phase, then switched to zero for the additional simulation time representing the recovery phase. A very small initial time step (10 −5 s) was used at the beginning of each phase and increased logarithmically until the end of the simulation time. Because of the very low hydraulic gradient in the studied area, constant uniform initial heads values were assigned as initial conditions to the nodes of the domain. For simplicity, the effect of borehole losses due to pumping in the observed and simulated drawdowns of the abstraction borehole are neglected, and radial symmetry is also assumed by imposing K r = K θ .
Conceptual models and calibration strategies
The numerical model was implemented on the basis of four conceptual models whose main properties are summarized in Table 3 . These models consider different aquifer structures (homogenous or layered) as well as different assumptions regarding the isotropy of the K field. For each case, input values for the hydrogeological properties (i.e. K and S) were automatically adjusted with the nonlinear parameter estimation software PEST (Doherty 2015) in order to minimize the objective function:
where D obs,i is a measured drawdown and D mod,i is the corresponding simulated value. For the three piezometers, the modeled drawdown (D mod,i ) is a drawdown simulated at one node of the numerical grid, while for the three open boreholes, D mod,i has been obtained by averaging the head values simulated at the grid nodes, located along one vertical gridline, that are in contact, or representing, the open borehole. The total number of measurements used to calculate the objective function for each simulation is in excess of 8,000. Alternative objective functions could be used for the solution of the inverse problem; however, Eq. (1) was considered in this work to focus on the identification of effective hydrogeological parameters with a relatively large support scale. To this end, the sum of squared residuals is an appropriate choice since it tends to put more emphasis on the late time data (i.e. larger drawdown values). Equation (1) is also the default objective function in PEST; therefore, the optimization strategies and the results of study can be readily transferred to other datasets. For each model, different calibration strategies were adopted. These differ with respect to the total number of variables, as well as to the number and type (i.e. spatial, numerical or both) of constraints considered in the minimization of Eq. (2) ( Table 3) . Spatial constraints to the vertical variability of K are applied by imposing a structure in the numerical model consisting of four layers each having uniform K values and thicknesses that correspond to those of the flow horizons identified from the flowmeter data (Fig. 8 ). In one model (M4), these deterministic spatial constraints are coupled to numerical constraints in the form of bounds within which PEST can search for the solution of the minimization problem. These bounds are defined by prior information from the interpretation of the packer tests. Details for each model in Table 3 are as follows.
Model M1 assumes a homogeneous and isotropic unconfined aquifer, and therefore a constrain was imposed in the calibration process such that the same K value is assigned to each layer of the model. Accordingly, the simulated transient radial flow field and simulated drawdowns are controlled only by three input variables: a single K value, the specific storage and the specific yield of the aquifer. Model M2 assumes a four-layer structure, but isotropic conditions are assumed for the principal components of the hydraulic conductivity tensor in each layer (i.e. K r = K z ). This model also assumes that the storage coefficient is the same in all the layers. Accordingly, a total of six input variables were considered for automatic calibration with PEST, which is conducted under unconstrained conditions at least in terms of range of variability assumed by the variable values. A similar calibration approach is applied for the estimation of the optimal hydrogeological parameters in model M3. However, this model also assumes anisotropy for K in the four layers; hence, a total of 10 variables are varied to fit the observed drawdowns and minimize Eq. (1). Finally, model M4 assumes a layered and anisotropic aquifer similar to M3, but the calibration of K r and K z values for each layer also takes into account numerical bounds corresponding to the range of horizontal K measurements from the packer test. In this model, multi-scale prior information about the vertical K variability is fully integrated in the calibration of the numerical simulation. In practice, this integration is possible through an upscaling of the local-scale prior information, which is performed by setting both spatial (i.e., boundaries between layers) and numerical constraints (i.e., ranges of K values) to the optimal K values in the numerical model. Another approach to include prior information in the calibration process is to add a regularization term directly to the objective function. In the case of Tikhonov regularization, for instance, this term includes a set of constraints on parameter values that need to be formulated to express the expert knowledge that is relevant to a particular problem (Doherty 2015) . Mathematical regularization methods included in PEST such as the Tikhonov regularization or singular value decomposition (SVD) allow to address the issue of nonuniqueness in the solution of the inverse problem (Tarantola 2005) , although numerical stability cannot always be guaranteed (Doherty 2015) . The approach used in this work to calibrate the different radial flow models also allow to achieve uniqueness in the solution of the inverse problem by providing prior knowledge in the form of constraints for the calibration parameters.
However, differently from purely mathematical regularization methods, this knowledge is also applied here at the conceptual level through the imposition of a deterministic layered structure of the aquifer justified by prior experimental evidence. In situations where this evidence is not available or uncertain, a geostatistical inverse method (Kitanidis 1995; Li et al. 2005; Zimmerman et al. 1998 ) may be a preferred option, since these methods require a minimum amount of prior information regarding the spatial distribution of the parameters.
Results and discussion
Impact of calibration strategies on simulated time-drawdown curves Table 4 . Model M1 provides reasonably accurate simulations of the experimental data in some of the monitoring boreholes particularly for the drawdowns measured during the recovery phase of the pumping test. As expected, the assumption of a homogeneous and isotropic K distribution seems to be more effective for matching the slopes of the time-drawdown curves at late rather than the early times. The calibrated K is equal to 14 m/day, which corresponds to a transmissivity value of 1,120 m 2 /day. This value is similar to those determined using the Theis analytical model for the interpretation of the late time drawdown data ( Table 2 ). The calculated minimum value for the objective function Φ is 910 m 2 corresponding to a root mean squared error (RMSE ¼ ffiffiffiffiffiffiffiffi Φ=n p Table 4 Hydrogeological parameter values obtained at the end of the calibration process and corresponding objective function value (Φ)
Layer 1 Layer 2 Layer 3 Layer 4 where n is the total number of observations) of about 0.33 m. Significant errors in the simulated timedrawdown curve are observed at the abstraction borehole (Fig. 4a) . In particular, observed drawdowns are overestimated for the abstraction phase of the test, while the recovery data is overestimated at early times and underestimated at later times.
Results from model M2 (Fig. 5) indicate an improvement in the goodness-of-fit of the simulated drawdowns. The objective function value of this model is in fact about 30% lower than the minimum value calculated from the model M1 (639 m 2 vs. 910 m 2 ) and the RMSE is 0.28 m. In particular, most of the improvement is observed for the abstraction borehole. This result suggests that the errors observed in model M1 are most probably caused by the oversimplification of the aquifer structure into a single homogeneous layer rather than being systematic errors related to the effects of local heterogeneities and/or head losses not taken into account in the radial model. The consistency of the results when the abstraction borehole data is not considered for model calibration (see next section) confirms this conclusion. Moreover, because of the very large number of available data for model calibration (>8,000 drawdown values), the small increment in the number of parameters from model M1 to model M2 is vastly justified by the data, and overfitting issues are irrelevant in the analysis. Therefore, the improvement in accuracy between the two models indicates that the integration of medium-scale deterministic prior information regarding the location of boundaries between layers with different conductivity results in a better characterization of the actual aquifer heterogeneity.
Similar considerations regarding the impact of increasing the complexity of the aquifer structure and the number of calibration parameters can be made for model M3 with respect to M2, as well as for model M3 with respect to M4. Model M3 simulates the abstraction and recovery phases with good accuracy in all the monitored boreholes including the abstraction borehole (Fig. 6) . The calibrated values for this model correspond to an objective function value that is about 45% lower than the value for model M2 (348 m 2 vs. 639 m 2 ), which indicates that the anisotropic K distribution in the layers provides a better representation of the actual aquifer heterogeneity. However, some of the calibrated K r and K z values are not consistent with the range of the K values in the packer test data; in particular, calibrated values for K z in layers 3 and 4 are very high compared to the correspondent values of the component K r (Table 4) . This is an interesting result from this case study, because it highlights one of the major difficulties associated with automatic model calibration due to the nonuniqueness of the solution of the inverse problem in hydrogeological applications. This difficulty is the fact that the sets of identified optimal parameter values may be unrealistic and inconsistent with the hydrogeological setting of the aquifer. To address this issue, prior information needs to be included (e.g. Carrera et al. 2005; Raghavan 2004; Zhou et al. 2014) . This is confirmed by this study and in particular by the results of model M4, which, as shown by Fig. 7 , provides the best fit to the experimental data of all the implemented models (Φ = 286 m 2 corresponding to RMSE = 0.19 m). The results show that the upscaled local K variability can be used effectively as a numerical constraint to improve both the accuracy and the representativeness of the input parameters of a groundwater flow model.
A very informative output from PEST is the so-called composite parameter sensitivities. For each parameter, these represent the magnitude of the corresponding column of the Jacobian matrix normalized with respect to the number of observations (Doherty, 2015) . The Jacobian matrix contains the values of the derivatives of the observations with respect to the parameters and it is fundamental for the algorithm used for parameter estimation (i.e. the Levenberg-Marquardt method). Relative sensitivities can be calculated by multiplying the composite sensitivities by their corresponding magnitudes of the parameters. In contrast to composite sensitivities, relative values can be used for ranking the sensitivity of different parameters. Calculated relative sensitivity values for the input parameters of the implemented models are within the range 3 × 10 −5 -0.022. Comparisons between values for each model (Fig. 9) indicate that the simulated drawdowns are significantly more sensitive to variations in K than in storage. As expected, regarding the aquifer being unconfined, S y has more impact than S s in all the models except for model M3 for which comparable sensitivities were estimated for the two parameters (Fig. 9a) . For the models considering a heterogeneous K distribution in the aquifer (i.e. M2, M3, and M4), simulated drawdown curves are generally more sensitive to the K values assigned to the shallowest layer (layer 1) and to layer 3, while the relative sensitivity of the conductivity of the deepest layer (layer 4) is the lowest except for model M4 (Fig. 9b ). This result is likely related to the fact that specified fluxes simulating groundwater abstraction are imposed only in layers 1-3 of the model. The comparison between relative sensitivity values of K r and K z for the two anisotropic models M3 and M4 (Fig. 9c) indicates that imposing constraints in the variability of K in the different layers (i.e. as in model M4) affects the sensitivity of the simulated drawdowns. In particular, results indicate that model M4 is significantly most sensitive to the K r value assigned to the most conductive layer (layer 1). Moreover, the application of constraints, based on prior local K information from the packer test, results in a homogenization of the relative sensitivities in some of the layers, particularly in layer 4.
Validation of model M4
Three additional simulations were undertaken to validate model M4 and investigate the impact of the amount of data used for model calibration on the accuracy of simulated drawdown and calibrated hydrogeological values. In the first simulation (M4_noEA in Table 4 ), model M4 was calibrated without considering the data from borehole EA to investigate the impact of the heterogeneity around the pumping well and unaccounted for well losses on model results. Calibrated storage parameters for this model are very similar to those estimated for the original model M4, as well as the values of K r for layers 1, 2 and 4 (Table 4 ). Larger differences are observed for the calibrated values of K z particularly for layers 2, 3, and 4; however, these discrepancies are not relevant due to the low sensitivity of the model outputs with respect to K z (see also Fig. 9c )-for instance, the value of 61 m/day calculated for the K z of layer 2 of model M4-noEA has practically no impact on the simulated drawdown values since the relative sensitivity is equal to 3.1 × 10 −6 . This value is even lower than the corresponding relative sensitivity estimated for model M4 (2.7 × 10 −4 in Fig. 9c ). The irrelevancy of the calibrated K z values on the outputs of model M4-noEA was confirmed by the consistency in the simulated drawdowns when this model was run with an imposed K z equal to 2 m/day for layer 2 (i.e. the same as M4). A similar test was conducted for the other additional simulations in Table 4 (M4-noBS and M4-noADE), and the results indicated that they are also not sensitive to variations in K z .
An important result of model M4-noEA is that drawdown values are simulated with comparable accuracy with respect to model M4 at all the observation points, while a decrease in accuracy is observed for the prediction of the abstraction and the early-time recovery phases at the abstraction borehole (Fig. 10a) . A sensitivity analysis of all the parameters showed that this discrepancy is caused by the difference in K r values of layer 3 between the two models (Table 4 ). In particular, the K r estimated for layer 3 (0.2 m/day) is an order of magnitude lower than the value in model M4 (2 m/day) and very close to the lower bound imposed on the K values. Although some influence from unaccounted for well losses cannot be excluded, this result suggests that the pumping borehole data provides necessary information to better constrain the vertical K variability.
Another simulation (M4-noBC) was performed on the basis of model M4, but with the exclusion of borehole B and piezometers C1 and C2 from the sources of data for automatic calibration. These observation points are the furthest from the pumped borehole, and therefore this additional model investigates the effect of considering data reflecting larger-scale heterogeneities in the pumping test analysis. Simulated drawdowns match the experimental data at the boreholes and piezometers included in the calibration process. In addition, the accuracy of the predictions of the observed time drawdown curves at the excluded locations is comparable to the accuracy of the simulations using all the data (Fig. 10b) , and a similarity between corresponding sensitive parameters for models M4 and M4-noBC is observed (Table 4 ). This result strengthens the validity of the layered structure and ranges of K values Fig. 9 Relative composite sensitivities of models input parameters: a specific storage and the specific yield; b radial hydraulic conductivity for models M2, M3 and M4; c radial and vertical conductivities for models M3 and M4 derived from prior information, which appear to be stationary within the scale of investigation of the pumping test.
The reliability of the model M4 was further confirmed by the results of another simulation (M4-noADE). This time, the data at boreholes A and E and piezometers D1 and D2 in borehole D were excluded from the calibration process. As for the other model M4-noBC, predictions of the drawdown values at the excluded locations (e.g. Fig. 10c ) are generally as accurate as the simulations from model M4. Calibrated hydraulic parameter values are also very similar to those based on the complete dataset.
Conclusions
A radial flow numerical model was used to simulate experimental data collected during a pumping test in a dual-porosity unconfined aquifer (the Chalk aquifer in southern England). Different conceptualizations of the aquifer heterogeneity and automatic calibration approaches were tested to evaluate the effect of model complexity and integration of multi-scale hydrogeological data on the accuracy and sensitivity of the simulated responses. Based on the results of this study, the following conclusions can be drawn.
The assumption of homogeneity and isotropy in the K distribution (i.e. model M1) resulted in a reasonably accurate simulation of the drawdowns only for certain observation boreholes and/or only for segments of the observed timedrawdown curves. This means that it is not possible to find a unique representative K value for the considered aquifer, as it is assumed in analytical solutions used generally in applications for pumping-test-data interpretation.
Medium-scale vertical K variations based on flowmeter measurements (model M2) provided prior information for the definition of a deterministic layered aquifer structure that significantly improved the goodness-of-fit of the simulated drawdowns. The broader meaning of this result is that a better conceptualization of the aquifer can be achieved using a little extra data, which are rather inexpensive in terms of associated costs and time involved.
When the different principal components of the K tensor were considered (model M3), a 45% increment in accuracy was obtained. Although in general the responses of the implemented models are more sensitive to variations of the radial component of K, this result highlights the importance of also estimating the vertical component for the characterization of dual-porosity unconfined aquifers.
Automatic model calibration can result in unrealistic calibrated values for the hydrogeological parameters. As shown by previous studies, prior information can be effective to address this issue. A simple upscaling approach was applied to integrate small-scale K data based on packer testing in the automatic calibration process (model M4). Providing realistic bounds to the variability of the K values in the model layers resulted in a further significant improvement in accuracy of the simulated drawdown. The predictive ability of this model was also tested to validate the reliability of the conceptual model derived from the prior multi-scale information.
This work provides general insights for the interpretation of pumping tests in heterogeneous and hydraulically complex aquifers for which the assumptions of the traditional methods of interpretation based on analytical solutions do not hold. The results suggest that the most representative hydrogeological characterization of these aquifers can be achieved with the integration of multi-scale data.
