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Abstract
We consider a class of Markov processes with resettings, where at random times, the
Markov processes are restarted from a predetermined point or a region. These processes
are frequently applied in physics, chemistry, biology, economics, and in population
dynamics. In this paper we establish the local large deviation principle (LLDP) for
the Wiener processes with random resettings, where the resettings occur at the arrival
time of a Poisson process. Here, at each resetting time, a new resetting point is selected
at random, according to a conditional distribution.
Key words. Wiener process with resetting, diffusive processes with resetting, local large
deviation principle.
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1 Introduction
Random processes with resettings have recently found their applications in various fields
outside of mathematics. We will list some but not all applications of these processes: they
are used in random search algorithms [1]–[4], in population dynamics [5]–[9], and in biological
and chemical models [10]–[12]. The majority of these applications used the Wiener processes
with resettings. A Wiener process with resettings is defined as a solution to the following
stochastic equation
ξ(t) = w(t)−
t∫
0
ξ(s−)dν(s), (1)
where w(t) denotes a Wiener process and ν(t) is a Poisson process with rate λ. The processes
w(t) and ν(t) are assumed to be independent. The equation (1) corresponds to the case when
at each Poisson arrival time, the Wiener process restarts at the origin.
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In most of the works where the processes of type (1) are considered, the authors concen-
trate on the analysis of the corresponding stationary distributions or additive and integral
functionals. See [13] and references therein. To the best of our knowledge, the paper of
Meylahn et al. [14] stands out as the only work where the large deviation principle (LDP)
was established for integral functionals of the diffusion processes with resettings.
The main objective of this current paper is to establish a local large deviation principle
(LLDP) for the trajectories of this type of processes. We believe that prior to this work
there were no such results proved for the Wiener processes with resettings. Moreover, we
prove the LLDP for the case where the resetting point is selected at random.
In what follows, we assume that all random elements considered here are in the proba-
bility space
(
Ω,F = B ∪ (∪t≥0Ft) ,P
)
. Here, B is Borel σ-algebra on R, Ft is the filtration
induced by the trajectories of
(
w(t), ν(t)
)
, where w(t) is the Wiener process, ν(t) denotes the
Poisson process with rate λ, and the processes w(t) and ν(t) are assumed to be independent.
We will examine the following stochastic equation
ξ(t) = w(t)−
t∫
0
ζ(ν(s−), ξ(s−))dν(s), (2)
where a collection of independent B-measurable random variables ζ(n, x), n ∈ Z+ := {0}∪N,
x ∈ R, independent from (w(t), ν(t)).
Note that the Wiener processes with resetting satisfying (1) are a special case of the
processes evolving according to the equation (2) with ζ(n, x) = x.
In the modern literature on the LDP, various conditions on random processes are con-
sidered in order to obtain a rough exponential asymptotics for probabilities of rare events
(see [16, 17]). In the studies where LDP have been proved for the solutions of stochastic
differential equations containing an integral with respect to a Poisson process measure, a
bound on the function ζ(n, x) is usually required, and is frequently given in the form of the
Lipschitz condition (see [18]–[23]). In our case ζ(n, x) is the random function of x, which as
we know, does not satisfy the Lipschitz condition, and also is unbounded.
We are interested in establishing the LLDP for positive and negative excursions of a
process
ξT (t) :=
ξ(T t)
T
, t ∈ [0, 1],
where T is an unbounded increasing parameter. This paper extends the ideas of our previous
LLDP result for the random walk with catastrophes [15].
The trajectories of the process ξT (·) almost surely belong to the set D[0, 1] of ca´dla´g
functions (i.e., right continuous and with a left limit). For f, g ∈ D[0, 1] let
ρ(f, g) = sup
t∈[0,1]
|f(t)− g(t)|.
We recall the definition of LLDP.
Definition 1.1. A family of random processes ξT (·) satisfies the local large deviation prin-
ciple (LLDP) on the set G ⊂ D[0, 1] with a rate function I = I(f) : D[0, 1]→ [0,∞] and the
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normalizing function ψ(T ) such that lim
T→∞
ψ(T ) =∞ if for any function f ∈ G, we have
lim
ε→0
lim sup
T→∞
1
ψ(T )
lnP(ξT (·) ∈ Uε(f))
= lim
ε→0
lim inf
T→∞
1
ψ(T )
lnP(ξT (·) ∈ Uε(f)) = −I(f),
(3)
where Uε(f) := {g ∈ D[0, 1] : ρ(f, g) < ε}.
See [25, 26] for more details on the concept of LLDP.
We let pζ(n,x)(y) be the density of the random variable ζ(n, x). Furthermore, we assume
that ζ(n, x) satisfies the following conditions.
A0: if x = 0, then P(ζ(n, x) = 0) = 1 for all n ∈ Z+;
A+: if x > 0, then
∫ x
0
pζ(n,x)(y)dy = 1 for all n ∈ Z+;
A−: if x < 0, then
∫ 0
x
pζ(n,x)(y)dy = 1 for all n ∈ Z+;
B+: if x > 0, then there exists ∆ ≥ 1 such that 1
∆|x| ≤ pζ(n,x)(y) ≤
∆
|x| holds true for all
n ∈ Z+, and for almost all y ∈ [0, x];
B−: if x < 0, then there exists ∆ ≥ 1 such that 1
∆|x| ≤ pζ(n,x)(y) ≤
∆
|x| holds true for all
n ∈ Z+, and for almost all y ∈ [x, 0].
Note that all of the above conditions hold in the case when ζ(n, x) is uniformly dis-
tributed in the interval between 0 and x whenever x 6= 0, and ζ(n, 0) = 0. In this example,
∆ = 1.
We use the following notations: C0[0, 1] – the set of continuous functions on the interval
[0, 1], originating from zero; VC0[0, 1] – the subset of functions in C0[0, 1] with finite variation;
VC
M
0 [0, 1] – the subset of all nondecreasing functions in VC0[0, 1]; AC
M
0 [0, 1] – the subset of
absolutely continuous functions in VCM0 [0, 1]; AC
+
0 [0, 1] (AC
−
0 [0, 1]) – the subset of absolutely
continuous functions in C0[0, 1], taking positive (negative) values for t ∈ (0, 1]; Vba(f) – the
total variation of a function f over the interval [a, b]; B – complement of the set B; 1B(·) –
indicator function of the set B; ⌊a⌋ – the integer part of a number a.
Further in Section 2 we formulate our main results; in Section 3 we prove the LLDP;
some auxiliary results are proved in Section 4.
2 Main results
Note that if the conditions A0, A+, A− hold, then for any T > 0 the equation (2) has
a solution on the interval [0, T ], and it is unique. It is also easy to prove the following result
about an asymptotic upper bound for the maximum value of the process.
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Theorem 2.1. Let the conditions A0, A+, A− hold and let the increasing function ϕ(T )
satisfies
lim
T→∞
ϕ(T )√
ln(lnT )
=∞.
Then for any ε > 0
P
(
lim
T→∞
sup
t∈[0,1]
∣∣∣∣ ξ(T t)√Tϕ(T )
∣∣∣∣ > ε
)
= 0.
The proof of Theorem 2.1 is quite trivial, and we omit it.
To formulate our main result, we recall that any absolutely continuous function starting
from zero can be uniquely represented as a difference of functions f+ ∈ ACM0 [0, 1] and
f− ∈ ACM0 [0, 1] such that
V10(f) = V
1
0(f
+) + V10(f
−).
The functions f+ and f− are called respectively positive and negative variations of the
function f , see for example [27, Ch. 1, §4].
Theorem 2.2. (LLDP) Let the conditions A0, A+, A−, B+ hold, then the family of the
random processes ξT (·) satisfies LLDP on the set AC+0 [0, 1] with normalized function ψ(T ) =
T and the rate function
I(f) = λ+
1
2
∫ 1
0
(f˙+(t))2dt.
Theorem 2.3. (LLDP) Let the conditions A0, A+, A−, B− hold, then the family of the
random processes ξT (·) satisfies LLDP on the set AC−0 [0, 1] with normalized function ψ(T ) =
T and the rate function
I(f) = λ+
1
2
∫ 1
0
(f˙−(t))2dt.
Theorems 2.2 and 2.3 implies the following form of the rate function on the set AC0[0, 1].
Remark 2.4. Let all the conditions A0, A+, A−, B+, B− hold, then the family of the
random processes ξT (·) satisfies LLDP on the set AC0[0, 1] with normalized function ψ(T ) =
T and the rate function
I(f) = λ+
1
2
∫ 1
0
(
f˙+(t)1{f(t)≥0}(t) + f˙
−(t)1{f(t)<0}(t)
)2
dt
where f(t) = 0 at finitely many points in [0, 1].
Moreover, the proof of the theorems provides the LLDP and the corresponding rate function
for the Wiener processes with resetting to the origin. Note that in this case the variables
ζ(n, x) are deterministic functions ζ(n, x) = x, and the conditions B± do not hold.
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Remark 2.5. LLDP for positive and negative excursions of the equation (1) (case of the
deterministic resetting at zero) is a trivial task. In this case the random process ξT (·) will
stay in the neighborhood of the function f ∈ AC+0 [0, 1] or f ∈ AC−0 [0, 1] only if the normalized
Wiener process will stay in this neighborhood, and the Poisson process will not have jumps
on the interval [0, T ]. Thus, thanks the independence of w(t) and ν(t) the rate function takes
the form
I(f) = λ +
1
2
∫ 1
0
(f˙(t))2dt.
Note that we cannot obtain the LDP for the family ξT (·) in the metric space (D[0, 1], ρS),
where ρS is Skorohod’s metric. Because one can show that the corresponding family of
measures is not exponentially tight (see [16], Remark (a), p.8).
3 Proof of Theorem 2.2 and 2.3
By (2) the process ξT (t) can be written as
ξT (t) =
w(T t)
T
− 1
T
Tt∫
0
ζ(ν(s−), ξ(s−))dν(s) := wT (t)− ξ−T (t). (4)
Let us first bound P(ξT (·) ∈ Uε(f)) from above. For any c > 0 and δ ∈ (0, 1) we have
P
(
ξT (·) ∈ Uε(f)
) ≤ P
(
sup
t∈[δ,1]
|ξT (t)− f(t)| < ε,Ac
)
+P
(
sup
t∈[δ,1]
|ξT (t)− f(t)| < ε,Ac
)
:= P1 +P2,
where Ac :=
{
ω : ν(T )− ν(δT ) ≤ cT}. We bound P1 from above. Denote
Bf :=
{
g ∈ VC0[0, 1] : g˙+(t) ≥ f˙+(t) for almost all t ∈ [0, 1]
}
,
where g+ ∈ VCM0 [0, 1] is positive variation of the function g. For any r > 0 the following
inequality holds
P1 = P
(
sup
t∈[δ,1]
|wT (t)− ξ−T (t)− f(t)| < ε,Ac
)
≤ P
(
sup
t∈[δ,1]
|wT (t)− ξ−T (t)− f(t)| < ε,Ac, wT ∈ Kεr
)
+P(wT ∈ Kεr ) := P11 +P12,
where
Kεr :=
{
v ∈ C0[0, 1] : inf
g∈Kr
sup
t∈[0,1]
|g(t)− v(t)| ≤ ε
}
, Kr :=
{
g : I1(g) ≤ r
}
,
5
and the functional
I1(g) :=


1
2
∫ 1
0
(g˙(t))2dt, if g ∈ AC0[0, 1],
∞, otherwise.
(5)
Now we bound P11 from above. Since the random process ξ
−
T (t) does not decrease on
the interval [δ, 1], and since the set Kr is a compact, from Lemma 4.2 it follows that there
exists γ(ε) > 0 such that γ(ε)→ 0 when ε→ 0 and
P11 ≤ P(wT ∈ Bδ,γ(ε)f ∩Kεr , Ac) ≤ P(wT ∈ Bδ,γ(ε)f , Ac),
where
B
δ,γ(ε)
f :=
{
v ∈ C0[0, 1] : inf
g∈Bf
sup
t∈[δ,1]
|g(t)− v(t)| ≤ γ(ε)
}
.
Thanks of independence of the processes w(t) and ν(t) we obtain
P11 ≤ P(wT ∈ Bδ,γ(ε)f , Ac) = P(wT ∈ Bδ,γ(ε)f )P(Ac).
Thus, for all r > 0
P1 ≤ P(wT ∈ Bδ,γ(ε)f )P(Ac) +P12 = P(wT ∈ Bδ,γ(ε)f )P(Ac) +P(wT ∈ Kεr ). (6)
We bound P2 from above. Denote τk1 , . . . , τk⌊cT⌋ the first ⌊cT ⌋ jumps of the process
ν(T t) which belong to the interval [δ, 1]. Denote
Gkl :=
{
ω : ξ(τkl−) ∈ [T (f(τkl)− ε);T (f(τkl) + ε)]
}
, 1 ≤ l ≤ ⌊cT ⌋,
Hkl :=
{
ω : ζ(kl − 1, ξ(τkl−)) < 2Tε
}
, 1 ≤ l ≤ ⌊cT ⌋.
If a trajectory of the process ξT (t) does not leave the set Uε(f), then ζ(kl−1, ξ(τkl−)) < 2Tε
for τkl ∈ [δ, 1], 1 ≤ l ≤ ⌊cT ⌋. Therefore, the following inequality holds true
P2 = P
(
sup
t∈[δ,1]
|ξT (t)− f(t)| < ε,Ac
)
≤
∞∑
r=⌊cT ⌋
P
( ⌊cT ⌋⋂
l=1
Hkl,
⌊cT ⌋⋂
l=1
Gkl
∣∣∣∣ ν(T )− ν(δT ) = r
)
P
(
ν(T )− ν(δT ) = r).
Denote mδ := min
t∈[δ,1]
f(t). The following inequality holds
P
( ⌊cT ⌋⋂
l=1
Hkl,
⌊cT ⌋⋂
l=1
Gkl
∣∣∣∣ ν(T )− ν(δT ) = r
)
≤
(
2ε∆
mδ − ε
)⌊cT ⌋
. (7)
We prove it separately in Section 4, see the subsection 4.1. Thus,
P2 ≤
∞∑
r=⌊cT ⌋
(
2ε∆
mδ − ε
)⌊cT ⌋
P
(
ν(T )− ν(δT ) = r) ≤
(
2ε∆
mδ − ε
)⌊cT ⌋
.
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For the sufficiently small ε the inequality mδ >
√
ε holds, therefore
P2 ≤
(
2ε∆
mδ − ε
)⌊cT ⌋
≤
(
2
√
ε∆
1−√ε
)⌊cT ⌋
. (8)
From (8) it follows that for any c > 0
lim
ε→0
lim sup
T→∞
1
T
lnP2 ≤ c lim
ε→0
ln
(
2
√
ε∆
1−√ε
)
= −∞. (9)
It is known (see, for example, Theorems 2.1 and 2.2 from [24]) that Weiner process satisfies
the LDP on the metric space (D[0, 1], ρ), where ρ is the uniform metric, with the rate function
(5). It implies that for any ε > 0
lim
r→∞
lim sup
T→∞
1
T
lnP(wT ∈ Kεr ) = −∞. (10)
Thus, using (6), (9), (10) and the fact that the set B
δ,γ(ε)
f is the closed set for any c ∈ (0, 1),
δ ∈ (0, 1) we obtain
lim
ε→0
lim sup
T→∞
1
T
lnP(ξT (·) ∈ Uε(f)) ≤ lim
ε→0
lim sup
T→∞
1
T
ln(P11 +P12 +P2)
≤ lim
ε→0
lim sup
T→∞
1
T
ln(3max{P11,P12,P2}) ≤ lim
ε→0
(
−I1(Bδ,γ(ε)f )− λ(1− δ) + λ(1− δ)c− c ln c
)
= −I1(Bδf)− λ(1− δ) + λ(1− δ)c− c ln c,
where
Bδf :=
{
v ∈ C0[0, 1] : inf
g∈Bf
sup
t∈[δ,1]
|g(t)− v(t)| = 0
}
,
and in the last inequality we applied the following simple inequality
P
(
ν(T )− ν(δT ) ≤ cT ) ≤ exp{−λ(1− δ)T + λ(1− δ)cT − Tc ln c}. (11)
Taking the limits δ → 0 and c→ 0 we obtain
lim
ε→0
lim sup
T→∞
1
T
lnP(ξT (·) ∈ Uε(f)) ≤ −I1(Bf )− λ = −I1(f+)− λ.
To complete the proof, we bound now P(ξT (·) ∈ Uε(f)) from below. We have
P3 := P
(
sup
t∈[0,1]
|wT (t)− ξ−T (t)− f(t)| < ε
)
≥ P
(
wT (·) ∈ U ε
2
(f+), ξ−T (·) ∈ U ε2 (f+ − f)
)
.
Note that f+ − f ∈ ACM0 [0, 1]. If f+ − f ≡ 0, then
P
(
wT (·) ∈ U ε
2
(f+), ξ−T (·) ∈ U ε2 (f+ − f)
)
≥ P
(
wT (·) ∈ U ε
2
(f+), ν(T ) = 0
)
.
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Therefore, since w(t) and ν(t) are independent we obtain
P3 ≥ P
(
wT (·) ∈ U ε
2
(f+)
)
e−λT . (12)
Let f+ − f 6≡ 0. Define
n(ε) := min
{
n ∈ N : M
n
≤ ε
8
}
,
where M := max
t∈[0,1]
(f+(t)− f(t)) = f+(1)− f(1).
Since f+− f is continuous and non-decreasing function, then there exists a finite set of
points 0 = t0 < t1 < · · · < tn(ε) = 1 such that the following equalities hold true
f+(t1)− f(t1) = M
n(ε)
, f+(t2)− f(t2) = 2M
n(ε)
, . . . , f+(tn(ε))− f(tn(ε)) =M.
Therefore, if the random process ν(T t) has no jumps on [0, t1] and has only one jump in each
of intervals [tk−1, tk], 2 ≤ k ≤ n(ε), and if random variables ζ(k − 1, ξ(τk−)) takes values
from the interval (
TM
n(ε)
− 2Tε3; TM
n(ε)
− Tε3
)
,
then for sufficiently small ε the inequality
sup
t∈[0,1]
∣∣ξ−(t)− (f+(t)− f(t))∣∣ < ε
2
holds. Hence, for sufficiently small ε the inequality
P3 ≥ P
(
wT (·) ∈ Uε3(f+), ξ−T (·) ∈ U ε2 (f
+ − f)
)
≥ P
(
wT (·) ∈ Uε3(f+),
n(ε)⋂
k=1
Ak,
n(ε)−1⋂
k=1
Bk
)
, (13)
holds, where
A1 := {ω : ν(T t1) = 0}, Ak := {ω : ν(T tk)− ν(T tk−1) = 1}, 2 ≤ k ≤ n(ε),
Bk :=
{
ω : ζ(k − 1, ξ(τk−)) ∈
(
TM
n(ε)
− 2Tε3; TM
n(ε)
− Tε3
)}
, 1 ≤ k ≤ n(ε)− 1.
From the inequality (13) it follows that
P3 ≥ P
( n(ε)−1⋂
k=1
Bk
∣∣∣∣ wT (·) ∈ Uε3(f+),
n(ε)⋂
k=1
Ak
)
P
(
wT (·) ∈ Uε3(f+),
n(ε)⋂
k=1
Ak
)
.
The following inequality we prove in Section 4.
P
( n(ε)−1⋂
k=1
Bk
∣∣∣∣ wT (·) ∈ Uε3(f+),
n(ε)⋂
k=1
Ak
)
≥
(
ε3
∆(f+(1) + ε3)
)n(ε)−1
. (14)
8
Thanks (14) it follows that
P3 ≥
(
ε3
∆(f+(1) + ε3)
)n(ε)−1
P
(
wT (·) ∈ Uε3(f+),
n(ε)⋂
k=1
Ak
)
.
Since wT (t) and ν(T t) are independent, then
P3 ≥
(
ε3
2(f+(1) + ε3)
)n(ε)−1
P
(
wT (·) ∈ Uε3(f+)
)
P
( n(ε)⋂
k=1
Ak
)
=
(
ε3
2(f+(1) + ε3)
)n(ε)−1
P
(
wT (·) ∈ Uε3(f+)
)
(λT )n(ε)−1e−λT
n(ε)∏
k=2
(tk − tk−1).
(15)
Using inequalities (12), (15) we obtain
lim inf
T→∞
1
T
lnP
(
ξT (·) ∈ Uε(f)
) ≥ −λ− I1(Uε3(f+)).
Since Weiner process satisfies LDP with rate function (5) we obtain
lim
ε→0
lim inf
T→∞
1
T
lnP
(
ξT (·) ∈ Uε(f)
) ≥ lim
ε→0
(
−λ− I1(Uε3(f+))
)
= −λ− I1(f+).
The proof of Theorem 2.3 is similar, where instead of the condition B+ we work with the
condition B−.
4 Auxiliary results
The next technical lemma will be useful for the proof of Lemma 4.2. The proof of
Lemma 4.1 is quite trivial and will be omitted.
Lemma 4.1. Let the function f ∈ AC+0 [0, 1] is represented in the form
f(t) = g1(t)− g2(t), (16)
where g1 ∈ C0[0, 1] and g2 ∈ VCM0 [0, 1]. Then the function g1(t) has the finite variation and
for almost all t ∈ [0, 1] the inequality
g˙+1 (t) ≥ f˙+(t), (17)
holds true, where g+1 (t) is the positive variation of the function g1(t).
9
Denote (C[0, 1], ρ) the space of continuous functions on the interval [0, 1] with given
uniform metric ρ. Let DM0 [0, 1] be the set of ca´dla´g functions (continuous from the right and
has a limit from the left) starting from the zero which are non-decreasing on the interval
[0, 1].
Consider the family of functions uT (t), t ∈ [0, 1], T > 0 which can be represented in
the form uT (t) := u˜T (t) − uˆT (t), where uˆT ∈ DM0 [0, 1], and u˜T ∈ C0[0, 1] ∩ K(C[0,1],ρ), and
K(C[0,1],ρ) ⊂ (C[0, 1], ρ) is some compact set.
Lemma 4.2. Let for a function f ∈ AC+0 [0, 1] the following holds true
lim
T→∞
sup
t∈[0,1]
|uT (t)− f(t)| = 0. (18)
Then
lim
T→∞
inf
g∈Bf
sup
t∈[0,1]
|u˜T (t)− g(t)| = 0.
Proof. Proof by contradiction. Suppose not. Then, there exists γ > 0 such that for any
M > 0 there exists T > M and
inf
g∈Bf
sup
t∈[0,1]
|u˜T (t)− g(t)| ≥ γ. (19)
Since the family u˜T is contained in some compact set, then, if the inequality (19) holds, then
there exists subsequence TM and continuous function g˜ such that
lim
M→∞
sup
t∈[0,1]
|u˜TM (t)− g˜(t)| = 0, inf
g∈Bf
sup
t∈[0,1]
|g˜(t)− g(t)| ≥ γ.
Therefore, from (18) it follows that
lim
M→∞
sup
t∈[0,1]
|uˆTM (t)− (g˜(t)− f(t))| = 0.
Wherein due to uˆT ∈ DM0 [0, 1] the function gˆ(t) := g˜(t) − f(t) should belong to the set
VC
M
0 [0, 1]. Thus, f(t) = g˜(t) − gˆ(t), where g˜ 6∈ Bf , gˆ ∈ VCM0 [0, 1], which contradicts
Lemma 4.1.✷
4.1 Proof of inequality (7).
Let Gk0 := Ω, Hk0 := Ω. We show that the inequality
Pl := P
(
Hkl, Gkl
∣∣∣∣ ν(T )− ν(δT ) = r,
l−1⋂
d=0
Gkd,
l−1⋂
d=0
Hkd
)
≤ 2ε∆
mδ − ε (20)
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holds for 1 ≤ l ≤ ⌊cT ⌋. We estimate from above Pl.
We note that, by definition, a family of random variables ζ(kl − 1, mkl), mkl ∈ R not
depends on w(t) and ν(t), ζ(kl−1 − 1, mkl−1), mkl−1 ∈ R, . . . , ζ(k1 − 1, mk1), mk1 ∈ R, and
hence on ξ(τk1−), . . . , ξ(τkl−). Therefore, the next inequality
P
(
Hkl, Gkl
∣∣∣∣ ν(T )− ν(δT ) = r,
l−1⋂
d=0
Gkd,
l−1⋂
d=0
Hkd
)
≤
2Tε∫
0
( T (M1+ε)∫
T (mδ−ε)
pζ(kl,x)(y)dF˜ (x)
)
dy
holds, where M1 := max
t∈[0,1]
f(t),
F˜ (x) := P
(
ξ(τkl−) < x
∣∣∣∣ ν(T )− ν(δT ) = r,
l⋂
d=0
Gkd,
l−1⋂
d=0
Hkd
)
.
Using the condition B+, we get for sufficiently small ε
Pl ≤
2Tε∫
0
( T (M1+ε)∫
T (mδ−ε)
pζ(kl−1,x)(y)dF˜ (x)
)
dy ≤
2Tε∫
0
( T (M1+ε)∫
T (mδ−ε)
∆
|x|dF˜ (x)
)
dy
≤
2Tε∫
0
( T (M1+ε)∫
T (mδ−ε)
∆
T (mδ − ε)dF˜ (x)
)
dy ≤ 2Tε∆
T (mδ − ε) =
2ε∆
mδ − ε.
Thus, the inequality (20) is proved. Using the inequality (20), we obtain
P
( ⌊cT ⌋⋂
l=1
Hkl,
⌊cT ⌋⋂
l=1
Gkl
∣∣∣∣ ν(T )− ν(δT ) = r
)
=
⌊cT ⌋∏
l=1
Pl ≤
(
2ε∆
mδ − ε
)⌊cT ⌋
.
4.2 Proof of inequality (14)
We show that, for 1 ≤ k ≤ n(ε)− 1 the inequality
Pk := P
(
Bk
∣∣∣∣ wT (·) ∈ Uε3(f+),
n(ε)⋂
r=1
Ar, B1, . . . , Bk−1
)
≥ ε
3
∆(f+(1) + ε3)
(21)
holds. If events {ω : wT (·) ∈ Uε3(f+)},
n(ε)⋂
r=1
Ar, B1, . . . , Bk−1 have occurred, then
T (f+(1) + ε3) > T (f+(τk) + ε
3) > ξ(τk−) ≥ T
(
wT (τk−)− (k − 1)
(
M
n(ε)
− ε3
))
> T
(
f+(τk)− ε3 − (k − 1)
(
M
n(ε)
− ε3
))
> T
(
f+(tk)− ε3 − (k − 1)
(
M
n(ε)
− ε3
))
> T
(
f+(tk)− f(tk)− ε3 − (k − 1)
(
M
n(ε)
− ε3
))
>
TM
n(ε)
− Tε3.
(22)
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We note that, by definition, the family of random variables ζ(k − 1, mk), mk ∈ R not
depends on w(t) and ν(t), ζ(k − 2, mk−1), mk−1 ∈ R, . . . , ζ(0, m1), m1 ∈ R, and hence on
ξ(τk−), . . . , ξ(τ1−). Therefore, using inequality (22), we obtain
Pk = P
(
Bk
∣∣∣∣ wT (·) ∈ Uε3(f+),
n(ε)⋂
r=1
Ar, B1, . . . , Bk−1
)
= P
(
ζ(k − 1, ξ(τk−)) ∈
(
TM
n(ε)
− 2Tε3; TM
n(ε)
− Tε3
) ∣∣∣∣ wT (·) ∈ Uε3(f+),
n(ε)⋂
r=1
Ar,
k−1⋂
r=1
Br
)
=
TM
n(ε)
−Tε3∫
TM
n(ε)
−2Tε3
( T (f+(1)+ε3)∫
TM
n(ε)
−Tε3
pζ(k−1,x)(y)dF (x)
)
dy,
where
F (x) := P
(
ξ(τk−) < x
∣∣∣∣ wT (·) ∈ Uε3(f+),
n(ε)⋂
r=1
Ar,
k−1⋂
r=1
Br
)
.
Using the condition B+, we get for sufficiently large T
Pk ≥
TM
n(ε)
−Tε3∫
TM
n(ε)
−2Tε3
( T (f+(1)+ε3)∫
TM
n(ε)
−Tε3
1
∆|x|dF (x)
)
dy ≥
TM
n(ε)
−Tε3∫
TM
n(ε)
−2Tε3
1
∆T (f+(1) + ε3)
dy
=
Tε3
∆T (f+(1) + ε3)
=
ε3
∆(f+(1) + ε3)
.
Thus, the inequality (21) is proved. Using the inequality (21), we get
P
( n(ε)−1⋂
k=1
Bk
∣∣∣∣ wT (·) ∈ Uε3(f+),
n(ε)⋂
k=1
Ak
)
=
n(ε)−1∏
k=1
Pk ≥
(
ε3
∆(f+(1) + ε3)
)n(ε)−1
.
Acknowledgments
The authors would like to thank the anonymous referee for providing valuable comments
and feedback that helped us greatly in improving the manuscript.
This work is supported by FAPESP grant 2017/20482-0. LA thanks RSF project 18-11-
00129 and Institute of Mathematics and Statistics of University of Sa˜o Paulo for hospitality.
AY thanks CNPq and FAPESP for the financial support via grants 301050/2016-3 and
2017/10555-0, respectively.
12
References
[1] Evans M.R., Majumdar S.N., Diffusion with stochastic resetting, Phys. Rev. Lett. 106,
(2011).
[2] Evans M.R., Majumdar S.N., Mallick K., Optimal diffusive search: Nonequilibrium
resetting versus equilibrium dynamics, J. Phys. A: Math. Theor. 46, (2013).
[3] Kusmierz L., Majumdar S.N., Sabhapandit S., Schehr G., First order transition for the
optimal search time of Le´vy flights with resetting, Phys. Rev. Lett. 113, (2014).
[4] Luby M., Sinclair A., Zuckerman D., Optimal speedup of Las Vegas algorithms, Info.
Proc. Lett. 47, pp. 173-180, (1993).
[5] Brockwell P.J., The extinction time of a birth, death and catastrophe process and of a
related diffusion model, Adv. Appl. Prob. 17, pp. 42-52, (1985).
[6] Dharmaraja S., Crescenzo A.D., Giorno V., Nobile A.G., A continuous-time Ehrenfest
model with catastrophes and its jump-diffusion approximation, J. Stat. Phys. 161, pp.
1-20, (2015).
[7] Kyriakidis E.G., Stationary probabilities for a simple immigration-birth-death process
under the influence of total catastrophes, Stat. Prob. Lett. 20, pp. 239-240, (1994).
[8] Manrubia S.C., Zanette D.H., Stochastic multiplicative processes with reset events,
Phys. Rev. E 59, pp. 4945-4948, (1999).
[9] Pakes A.G., Killing and resurrection of Markov processes, Comm. Stat. Stoch. Models
13, pp. 255-269, (1997).
[10] Be´nichou O., Moreau M., Suet P.H., Voituriez R., Intermittent search process and
teleportation, J. Chem. Phys. 126, (2007).
[11] Rolda´n E., Lisica A., Sa´nchez-Taltavull D., Grill S.W., Stochastic resetting in backtrack
recovery by RNA polymerases, Phys. Rev. E 93, (2016).
[12] Visco P., Allen R.J., Majumdar S.N., Evans M.R., Switching and growth for microbial
populations in catastrophic responsive environments, Biophys. J. 98, pp. 1099-1108,
(2010).
13
[13] Hollander F., Majumdar S.N., Meylahn J.M., Touchette H., Properties of additive func-
tionals of Brownian motion with resetting, Journal of Physics A: Mathematical and
Theoretical, vol 52, 175001, (2019).
[14] Meylahn J.M., Sabhapandit S., Touchette H., Large deviations for Markov processes
with resetting, Phys. Rev. E 92, (2015).
[15] Logachov A., Logachova O., and Yambartsev A., The local large deviation principle for
random walk with catastrophes. Preprint arXiv:1806.07459.
[16] Dembo A., Zeitouni O., Large Deviations Techniques and Applications //NY. – 1998.
[17] Feng J., Kurtz T., Large Deviations for Stochastic Processes. Math. Surveys Monogr.
131, American Mathematical Society, Providence, 2006.
[18] Makhno S.Ya., Large Deviations for Solutions of Stochastic Equations, Theory Probab.
Appl. 40(4), pp. 660-678, (1995).
[19] Puhalskii A., On some degenerate large deviation problems, Electr. J. of Probab. 9, pp.
862-886, (2004).
[20] Rockner M., Zhang T., Stochastic evolution equation of jump type: existence, unique-
ness and large deviation principles, Potent. Analys. 26(3), pp. 255-279, (2007).
[21] Logachov A.V., Large deviation principle for processes with Poisson noise term, Theory
Stoch. Process. 18(34), pp. 59-76, (2012).
[22] Budhiraja A., Chen J., Dupuis P., Large deviations for stochastic partial differential
equations driven by a Poisson random measure, Stoch. Proc. and their Applic. 123(2),
pp. 523-560, (2013).
[23] Budhiraja A., Dupuis P., Ganguly A., Moderate deviation principles for stochastic
differential equations with jumps, Ann. Probab. 44(3), pp. 1723-1775, (2016).
[24] Freidlin M.I., Wentzell A.D., Random Perturbations of Dynamical Systems, Springer,
New York, (1984).
[25] Borovkov A.A., Mogulskii A.A., On large deviation principles in metric spaces, Siberian
Mathematical Journal – 2010. – v. 51 – Issue 6, pp. 989-1003.
[26] Borovkov A.A., Mogulskii A.A., Large Deviation Principles for Random Walk Trajec-
tories. I, Theory Probab. Appl. – 2011. – v. 56. – Issue 4, pp. 538561.
14
[27] Riesz F., Szo˝kefalvi-Nagy B., Functional Analysis. Dover Publications, Inc. New York,
(1990).
15
