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This dissertation consists of three essays on testing structural changes and con-
stant conditional dependence via the Fourier transform.
The first essay, “A Model-free Consistent Test for Structural Change in Re-
gression Possibly with Endogeneity”, proposes a consistent test for structural
change in a nonparametric times series regression model based on the Fourier
transform. It is well known that structural instability leads to misleading in-
ference and imprecise prediction of stationary time series models. I propose a
model-free consistent test for structural change in regression by testing the in-
stability of the Fourier transform of data. This novel approach avoids smoothed
nonparametric estimation of the unknown regression function and so is free of
the “curse of dimensionality” problem, especially when the dimension of re-
gressors is high. As a result, the proposed test is asymptotically more powerful
against a class of local alternatives than Vogt’s (2015) nonparametric test for
structural changes, which is the only consistent test for structural changes in a
nonparametric regression model in the existing literature. The nonparametric
tests of Hidalgo (1995) and Su and Xiao (2008) are asymptotically more pow-
erful than the proposed test against certain smooth local alternatives, but they
are not consistent tests and are asymptotically less powerful against a class of
non-smooth local alternatives. Unlike the existing literature, I allow for endoge-
nous and discrete regressors. By using a proper choice of weighting functions
for the transform parameters in the Fourier transform, I avoid numerical inte-
gration so that the test statistic is easy to compute. The test statistic has a conve-
nient asymptotic N(0, 1) distribution under the null hypothesis of no structural
change and is consistent against a large class of smooth structural changes as
well as abrupt structural breaks with unknown break dates. A Monte Carlo
study and an empirical application show that the test performs reasonably well
in finite samples.
In the second essay titled “Consistent Testing for Structural Change in Time
Series Regression Models via the Fourier Transform”, I focus on testing struc-
tural changes in a linear time series regression model via the Discrete Fourier
Transform (DFT). The intuition is straightforward: if the true model parame-
ters are time-varying, then the conventional estimation methods like OLS or
2SLS will fail to estimate the unknown parameters consistently. The estimated
residuals will contain the time-varying local feature of model parameters. The
Discrete Fourier Transform of estimated residuals will contain this information
and reveal it in the frequency domain. One can then infer the existence of struc-
tural changes regardless of whether they are smooth or abrupt. Compared to
the existing consistent tests for structural change, my test avoids smoothed non-
parametric estimation of the unknown time-varying parameters. The rate of the
local alternatives that our test can detect is T−1/2. Furthermore, my test is ro-
bust to unknown structural change in explanatory variables and instrumental
variables, which makes the test widely applicable, especially in macroeconomic
models. Simulation studies demonstrate its good finite sample performance.
I apply my test to examine the stability of the hybrid New Keynesian Phillips
Curve and find evidence of structural changes in 1980 to 2001 which is treated
as a stable period by Zhang et al. (2008) and Hall et al. (2012).
The third essay, “Testing Constancy of Conditional Joint Dependence”, pro-
poses an omnibus test for the constancy of conditional joint dependence on
some state variables. The test statistic is constructed by comparing the general-
ized conditional covariance function and the generalized unconditional covari-
ance function. It detects if the dependence strength between any two random
variables varies with a certain factor that we are interested in. I show that by
using a special weighting function proposed by Sze´kely et al. (2007), the test
statistic can be easily computed without using numerical simulation. Also by
nonparametric regression, I show that the test statistic is both computationally
and asymptotically invariant to possible high dimensional data. Furthermore,
the test statistic is asymptotically pivotal and follows a convenient asymptotic
N(0, 1) distribution under the null hypothesis. I also show that the test statis-
tic can apply to many other testing frameworks with proper transformation. A
simulation study shows that the test works well in finite samples.
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CHAPTER 1
INTRODUCTION
1.1 A Model-free Consistent Test for Structural Change in Re-
gression Possibly with Endogeneity
Nonlinearity often exists in economic time series data and various nonlinear
time series models have been proposed to capture different forms of nonlinear-
ities. Examples include the threshold model by Tong (1983), the smooth tran-
sition model by Tera¨svirta (1994), the Markov switching model by Hamilton
(1989), the artificial neural network model by White (1989), the functional coef-
ficient model by Cai, Fan, and Yao (2000), and the nonlinear factor model by Bai
and Ng (2008). These nonlinear models usually produce reasonable in-sample
fit, but they often perform poorly in out-of-sample prediction; see (e.g.) De
Gooijer and Kumar (1992), Clements, Franses, and Swanson (2004), Gonza´lez-
Rivera and Lee (2009). Tera¨svirta, Tjøstheim, and Granger (2010) attribute the
predictive failure of nonlinear time series models to the structural change of
the nonlinear features detected in-sample. They argue that only when the non-
linearity documented in-sample also exists in the forecasting period will the
prediction by the nonlinear time series model outperform a linear time series
model. However, the nonlinearity detected in-sample can change or even dis-
appear out-of-sample, causing misleading inference and imprecise prediction.
Economic relationships may suffer from structural changes due to changing
economic environments, e.g., shocks, new policies, preference changes, tech-
nology progress, etc. When the time span is long, it is likely that a time series
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econometric model becomes unstable over time. Many studies have investi-
gated the impact of structural changes on modeling, inference, and prediction;
see (e.g.) Goyal and Welch (2008) and Stock and Watson (2009). For any non-
linearity detected in-sample, there exist two possibilities: either the data gener-
ating process (DGP) is nonlinear and time-invariant, or the DGP changes over
time. Both of these can generate a similar nonlinear pattern in the data, although
their implications on modeling, inference, and prediction are different. There-
fore it is important to detect whether the underlying economic relationship is
time-invariant before using a suitable stationary time series econometric model.
This chapter proposes a model-free consistent test for structural changes in re-
gression so that it can be used to distinguish structural change from nonlinearity
or model misspecification, among many other things.
Testing instability of parameters in a time series parametric regression model
has drawn much attention in the literature. Often a linear time series regres-
sion model is considered. Chow (1960), Andrews and Fair (1988), Andrews
(1993), Andrews and Ploberger (1994), Bai and Perron (1998, 2003), Hansen
(2001), Elliott and Mu¨ller (2006), and Perron (2006) develop tests for parame-
ter constancy against abrupt structural breaks, with known or unknown break-
points. Lin and Tera¨svirta (1994), Cai (2007), Chen and Hong (2012), Kristensen
(2012), Zhang and Wu (2012), and Cai, Wang, and Wang (2014) test parameter
constancy against smooth structural changes. All these tests are based on the
assumption that the parametric regression model is correctly specified, and re-
gressors are exogenous. When endogenous regressors are present, Hall, Han,
and Boldea (2012), Perron and Yamamoto (2014, 2015), and Chen (2015) discuss
how to model and detect structural changes of parameters in a linear time series
regression model.
2
Tests based on a parametric framework are valid only when the parametric
model is correctly specified. However, economic theory usually does not tell
any concrete functional form for the regression function. When the parametric
regression model is misspecified, a rejection of stability may be caused by model
misspecification, rather than structural change. To avoid this drawback, we will
use a nonparametric approach that does not assume any restrictive functional
form for the underlying regression function. We emphasize that Hidalgo (1995)
has pioneered to propose a nonparametric conditional moment test for struc-
tural change in regression without having to specify the unknown regression
function. Su and Xiao (2008) propose CUSUM-type tests for structural change in
a nonparametric time series regression model that allows nonstationary covari-
ates. Su and White (2010) consider testing structural change in a partially linear
regression model. Vogt (2015) also proposes a nonparametric test for structural
change in regression by checking whether the shape of regression function is
stable over time, which is to our knowledge, the only consistent test for struc-
tural changes in a nonparametric regression model in the existing literature.
All these tests can detect instability of the unknown regression function, free
of model misspecification. Because existing tests in the literature are based on
smoothed nonparametric estimation of the regression function, they suffer from
the notorious “curse of dimensionality” problem at least in finite samples, es-
pecially when the dimension of regressors is high. Also, they restrict regressors
to be exogenous and continuous, and require the use of a higher order kernel.
When covariates are endogenous or discrete, no existing test is available to test
instability of the unknown regression function.
This chapter contributes to the literature on testing instability of an unknown
regression function in several directions. First, unlike the existing approaches
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which involve nonparametric estimation of the unknown regression function,
we use a Fourier transform approach that avoids nonparametric estimation of
the regression function, which makes our approach free of the “curse of dimen-
sionality” problem. This is achieved by testing the time-varying property of the
Fourier transform of the unknown regression function. Our nonparametric es-
timation of the time-varying Fourier transform only involves smoothing over
time, not smoothing over regressors which could be of a high dimension. As
a result, our test is asymptotically more efficient than Vogt’s (2015) consistent
test for structural change under a class of local alternatives. Although our test is
asymptotically less powerful than the nonparametric tests of Hidalgo (1995) and
Su and Xiao (2008) under certain smooth local alternatives, it is a consistent test
and is asymptotically more powerful under a class of non-smooth local alterna-
tives. Furthermore, since we avoid nonparametric estimation of the unknown
regression function, we allow regressors to be continuous, discrete or a mixture
of both. In contrast, Hidalgo (1995), Su and Xiao (2008), and Vogt (2015) all
require regressors to be continuous and impose certain smoothness conditions
on their density function to obtain a better convergence rate for nonparametric
regression estimation.
Second, we allow for endogenous covariates. In contrast, all existing non-
parametric tests assume exogenous covariates. Nonparametric regression with
endogeneity has drawn increasing attention in the literature; see, e.g., Newey,
Powell and Vella (1999), Ai and Chen (2003), Newey and Powell (2003), Hall
and Horowitz (2005), Blundell, Chen, and Kristensen (2007), Horowitz (2011),
Darolles, Fan, Florens, and Renault (2011). By considering the Fourier transform
of the unknown regression function, we avoid tackling the “ill-posed” inverse
problem in nonparametric instrumental variable estimation. Our test can serve
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as a pre-test for instability of the unknown regression function before using any
nonparametric instrument variable estimation. This greatly expands the liter-
ature since all existing nonparametric tests are only applicable to a regression
framework with exogeneity. There are tests that allow for endogenous covari-
ates in the literature, but they are restricted to a linear regression model (e.g.,
Chen, 2015).
Third, to ensure the consistency of our test against a large class of smooth
structural changes as well as abrupt structural breaks, we have to integrate out
a transform parameter vector whose dimension is the same as that of covariates
or instruments, which is computationally challenging when the dimension of
covariates is high. However, the computational burden can be greatly alleviated
by using a proper weighing function for the transform parameter. We discuss
weighting functions that avoid numerical integration. An example is the joint
standard normal density function used by Hong, Wang, and Wang (2014) in
testing strict stationarity. Finally, our test statistic is asymptotically pivotal, and
has a convenient asymptotic null N(0, 1) distribution.
1.2 Consistent Testing for Structural Change in Time Series Re-
gression Models via the Fourier Transform
Testing for structural change in a time series regression model has drawn much
attention in the literature, ever since Chow (1960) and Quant (1960). A time se-
ries dynamics usually suffers from abrupt structural breaks or smooth structural
changes due to changing economic environments, e.g., shocks, policy shifts,
technology progress, preference changes, etc. Many empirical studies have con-
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firmed the prevalence of structural instability in financial and macroeconomic
time series. For example, Welch and Goyal (2008) show that the in-sample sig-
nificant predictability of most financial and macroeconomic variables fails to
yield better out-of-sample forecasts of the U.S. equity premium than the simple
historical mean equity returns. One possible reason is the instability of model
parameters and it is confirmed by Chen and Hong (2012). In labor economics,
Hansen (2001) finds strong evidence of a structural break in labor productivity
between 1992 and 1996, and weaker evidence of a structural break in the 1960s
and the early 1980s. In macroeconomics, Stock and Watson (1996) find substan-
tial instability in 76 representative US monthly post-war macroeconomic time
series. Zhang et al. (2008) show that the instability of parameters in the New
Keynesian Phillips Curve results in conflicting conclusions about the key deter-
minant of short-run inflation dynamics. Therefore, detecting the existence of
structural change is crucial for econometric modeling and inference.
Although most existing studies focus on dealing with abrupt structural
breaks (e.g., see Perron, 2006), estimation and testing with smooth structural
changes have drawn increasing attention. Intuitively, it is quite likely that eco-
nomic agents digest and react to shocks such as new policies and unexpected
income in a gradual manner. Even when the change is abrupt at the individual
level, it is likely to behave as a smooth change at the aggregate level. As a result,
the parameters in a time series model usually change smoothly over time rather
than shifts abruptly. Smooth structural changes can be modeled parametrically.
One example is the Smooth Transition Regression (STR) model developed by
Lin and Tera¨svirta (1994), where a particular parametric function is chosen to
model the time-varying parameters. However, economic theories usually pro-
vide no information on how parameters should evolve over time. To avoid mis-
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specification, a nonparametric time-varying parameter model was introduced
by Robinson (1989, 1991) and further studied by Orbe et al. (2000, 2005), Cai
(2007), Chen and Hong (2012), Kristensen (2012), Zhang and Wu (2012), Cai et
al. (2015), and Xu (2015). Among many others, Chen and Hong (2012) propose
a generalized Hausman’s test for both smooth structural changes and abrupt
structural breaks in a linear time series regression model. Kristensen (2012) con-
siders estimation and testing in both mean and variance in a time series dynam-
ics. Cai et al. (2015) test the instability of model parameter when the covariates
follow a unit root process. Xu (2015) constructs a CUSUM-type test for smooth
structural changes in regression coefficient when the variance is time-varying.
Although the tests mentioned above can detect the instability of parameters of
unknown forms in a linear time series model, they are restricted in a conditional
mean framework. When endogenous covariates are present, their tests are not
applicable.
Several recent works have considered estimation and testing in a linear time
series model with endogenous covariates. Hall et al. (2012) extend Bai and Per-
ron’s (1998) approach to estimation and testing for abrupt breaks of linear mod-
els with endogeneity using the Two-Stage Least Squares (2SLS). However, their
approach requires firstly identifying the structural breaks in the reduced form.
If there exist too many breaks or smooth structural changes in the reduced form,
then their approach is not applicable. Perron and Yamamoto (2014) consider es-
timation and testing based on the 2SLS by extending Perron and Qu (2006). Per-
ron and Yamamoto (2015) propose a testing method for abrupt structural breaks
using OLS rather than 2SLS. They show the OLS-based test is more powerful
than tests based on the 2SLS in most cases. However, the inference is restricted
to the dates and magnitudes of breaks in the reduced form, and their test is
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not consistent against local alternatives of certain directions. Unlike the studies
that focus on abrupt structural breaks rather than smooth structural changes,
Chen (2015) proposes a Two-Stage Local Linear (2SLL) method for estimation
and testing when the unknown parameters exhibit smooth change. However,
the test statistic is computed via smoothed nonparametric estimation of the un-
known possibly time-varying parameter which requires choosing bandwidths
for both the structural function and the first stage reduced form. Furthermore,
certain smoothness condition is needed to ensure the consistency of smoothed
nonparametric estimation, which is restrictive since we usually have no prior
knowledge about the property of unknown parameters over time. Moreover,
the rate of alternatives that Chen (2015) can detect is T−1/2h−1/4, where h→ 0 is a
bandwidth. This is slower than the parametric rate T−1/2.
In this chapter, we propose a novel test for structural change in a time series
model via the Fourier transform. Unlike the existing tests that focus on time
domain analysis, we investigate structural stability in frequency domain. The
intuition is straightforward: if structural change exists, then estimation meth-
ods based on the whole sample will miss it because the OLS or 2SLS estimator
cannot capture the local behavior of the parameters at each time point. Conse-
quently, the estimated residuals will contain such information. By projecting the
estimated residuals on the frequency domain using the Discrete Fourier Trans-
form (DFT), we can infer the existence of structural change by examining the
DFT at each frequency. The merits of our frequency domain based approach
are as follows. First, our test is consistent against both abrupt structural breaks
and smooth structural changes because the Fourier transform can capture all
the time series property of the unknown parameter. As long as it varies with
time, our test can detect it. Second, compared to the consistent tests for smooth
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structural changes (e.g., Chen and Hong, 2012; Zhang and Wu, 2012; Cai et al.,
2015; Chen 2015), our test avoids smoothed nonparametric estimation of the
unknown parameter. As a result, our test is tuning parameter free and can de-
tect a class of local alternatives at a faster rate. Third, we allow for endogenous
covariates, and our test can be viewed as a unified framework. Moreover, our
test is robust to possible structural changes in both the covariates and instru-
ments. This is an improvement over Hall et al. (2012) and Perron and Yamamoto
(2014), where the instability in the first stage reduced form has a nontrivial im-
pact on testing and estimation. In additions, compared to the existing tests for
abrupt structural breaks, e.g., Andrews’ (1993) supremum test and Bai and Per-
ron’s (1998) double maximum test, we do not require trimming of the bound-
ary region. Furthermore, unlike the existing literature that cannot distinguish
structural change from model misspecification, our novel testing via the DFT
is robust to model misspecification in certain cases. Therefore, the only source
of rejection for our test will be the structural change. At last, our test can be
extended to testing for structural change in other settings as a unified approach.
1.3 Testing Constancy of Conditional Joint Dependence
Studying the joint dependence structure has drawn great attention in both eco-
nomics and statistics literature. And it is the key to modeling and testing the re-
lationship between random variables that we are interested in. In specification
testing, there is a vast number of papers on testing unconditional independence
and conditional independence. While little attention has been paid to tests on
the constancy of conditional joint dependence.
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Suppose we have three random variables X ∈ R, Y ∈ R, and Z ∈ R, and let
σyz(u, v) ≡ Cov(eiu′Y , eiv′Z) be the generalized unconditional covariance function
and σyz(u, v, x) ≡ Cov(eiu′Y , eiv′Z |Xt = x) be the generalized conditional covariance
function, where u ∈ R and v ∈ R. Then we say that the conditional join depen-
dence of Y and Z is constant with respect to X if σyz(u, v) = σyz(u, v, x) for all x that
belongs to the support of Xt. In this framework, the generalized unconditional
covariance function σyz(u, v) serves as a proxy for the dependence strength be-
tween Y and Z and the generalized conditional covariance function σyz(u, v, x)
measures the dependence strength between Y and Z as a function of X. If the
joint dependence between Y and Z does not vary with X, then the generalized
conditional covariance function will be a constant and it is equal to the general-
ized unconditional covariance function.
There are three reasons why we use the generalized (un)conditional covari-
ance function as a proxy for (un)conditional joint dependence. First, the gener-
alized (un)conditional covariance function has been intensively used in testing
(un)conditional independence. For example, Sze´kely et al. (2007) proposes a
test for independence by checking if the generalized unconditional covariance
function is equal to 0.Wang and Hong (2012) tests for conditional independence
by checking if the generalized unconditional covariance function is equal to 0.
The magnitude of the generalized (un)conditional covariance can be seen as
measuring the dependence strength between Y and Z. Second, the generalized
(un)conditional covariance function is based on characteristic functions and it
has moment generation property (if the corresponding moment exists). If we as-
sume σyz(u, v, x) and σyz(u, v) are differentiable at the origin with respect to u and
v, we can take derivatives with respect to both u and v and let u = v = 0. Then we
can compare the constancy of co-movement of at specific moments. This nice
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property makes our test to be able to serve the specific natures of the testing
problem. It can also help us to gauge the source of rejection and provide us im-
portant informations on modeling economic relationships and making relevant
inferences (Hong, 1999). Third, It is obvious that both the generalized uncondi-
tional covariance function and generalized conditional covariance function are
covariance-based measures. The most common covariance-based measure is the
covariance between two random variables at the first moment. One example is
the regression coefficient in classical linear regression models that characterizes
the co-movement between regressors and regressand. However, covariance at
the first moment captures the whole dependence only when the normality con-
dition holds and numerous studies have shown that economic variables usually
do not follow a normal distribution. Using generalized (un)conditional covari-
ance function can overcome this problem and it can capture the (un)conditional
dependence at all moments if they exist.
Testing constancy of conditional joint dependence is closely connected to the
study on financial contagion which is growing very fast recently. The key inter-
est in financial contagion is to identify the factors that drive the co-movement
between financial markets. Such factors are important because they may serve
as the linkage between financial market through which the shocks are trans-
mitted from one market to the other. Identifying such factors can help us to
better understand the mechanism of financial contagion and make correspond-
ing policies to prevent financial cascades. Numerous studies have been done
on this topic. For example, among many, Grubel and Fadner (1971), Becker,
Finnerty and Gupta (1990), Theodossiou and Lee (1993), Lin, Engle, and Ito
(1994), Craig, Dravid, and Richardson (1995), Longin and Solnik (1995), Karolyi
and Stulz (1996), Forbes and Rigobon (2002), etc. However the aforementioned
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studies only focus on the first two moments, i.e., mean and variance, and they
fail detect the dependence of the whole distribution when the co-movement dy-
namic is beyond the first two moments. For instance, it has been shown that the
dependence between stock market returns has asymmetric effects, e.g., Ang and
Chen (2002), Ang and Bekaert (2000), Longin and Solnik (2001), Patton (2006),
Hong, Tu, and Zhou (2007).
Detecting the factors that drive the co-movements between financial mar-
kets is equivalent to testing if the conditional joint dependence varies with the
factor that we are interested in. Our test can serve this purpose by detecting the
constancy of co-movement at any moment as well as the tail because the gener-
alized (un)conditional covariance function captures the (un)conditional depen-
dence of the whole distribution. Furthermore, as mentioned above, due to the
moment generating property of the characteristic function, our test statistic can
be transformed to make specific inference on what part of the joint dependence
varies with the factor that we are interested in.
By designing such a test, the contribution of this essay is as the following.
First, this test supplement the demand in financial contagion study in that our
test can detect the factor that may serve as a link between financial markets.
This test statistic capture the co-movement of the whole distribution because the
characteristic function is a Fourier transform of the density function and they
are equivalent to each other. Furthermore, the test statistic can be transformed
to diagonalize the specific pair of moments that are driven by the factor we are
interested in.
Second, the breakthrough of this test is that we can compare two groups of
random variables rather than two random variables. For example, if we want to
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examine the dependence between Y and Z using conditional correlation, then Y
or Z has to be random scalar. Otherwise the conventional correlation is not well
defined. However, using the conditional characteristic function, both Y and
Z can be of arbitrary dimensions and only the dimension of the conditioning
factor X matters. In financial contagion study, this allows us to investigate the
joint dependence between two blocks of financial markets.
Third, we show that the computationally the dimension of Y and Z doesn’t
matter by using a special weighting function proposed by Sze´kely et al. (2007).
The special weighting function can transform the numerical integration into L2-
norms which greatly relive the computation burden when the dimension of Y
and Z are large.
Last by not least, we show that the application of the proposed test statistic
is not confined to the study of financial contagion. It can also be used, with
proper transformation, to test functional coefficient models (Cai et al., 2000),
testing smooth structural change (Chen and Hong, 2012) and testing constant
conditional correlation (Engle, 2002).
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CHAPTER 2
A MODEL-FREE CONSISTENT TEST FOR STRUCTURAL CHANGE IN
REGRESSION POSSIBLY WITH ENDOGENEITY
2.1 Hypotheses of Interest and Approach
Throughout this chapter, we consider the following time-varying regression
model
Yt = gt(Xt) + vt, t = 1, 2, ...,T, (2.1)
where Yt is the dependent variable, Xt is a d-dimensional vector of covariates, vt
is an unobservable disturbance, gt(·) is an unknown possibly time-varying func-
tion, and T is the sample size. We allow covariates Xt to be either exogenous or
endogenous. When Xt is exogenous, we have E(vt|Xt) = 0. If Xt is endogenous,
then E(vt|Xt) , 0. In this case, we assume that there exists a q-dimensional vec-
tor Zt of instrumental variables, where q ≥ d, such that E(vt|Zt) = 0, and Xt and
Zt are not independent. We allow both covariates and instrumental variables
to be either continuous or discrete. We note that estimation of a nonparamet-
ric regression model with endogeneity has attracted increasing attention in the
literature (e.g. Horowitz, 2011).
Our interest is in testing the null hypothesis of no structural change in gt(·) :
H0 :gt(·) = g0 (·) , for all t = 1, 2, ...,T,
for some unknown time-invariant function g0(·). The alternative hypothesis is
that
HA :gt(·) , g0 (·) , for some t = 1, 2, ...,T,
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for any unknown time-invariant function g0(·).
Unlike the existing approaches to estimating and testing gt(Xt) by a non-
parametric method, which suffers from the notorious “curse of dimensional-
ity” problem, we propose a novel approach based on the Fourier transform.
Assuming that {Xt,Zt}Tt=1 are jointly strictly stationary, we consider the Fourier
transform of Eq.(2.1), namely:
E(Yteiu
′Zt) = E
[
gt (Xt) eiu
′Zt
]
+ E(vteiu
′Zt). (2.2)
Given E(vt|Zt) = 0, we have E(vteiu′Zt) = Cov(vt, eiu′Zt) = 0 for all u ∈ Rq. Therefore,
Eq.(2.2) can be rewritten as
φt(u) ≡ E(Yteiu′Zt) = E
[
gt (Xt) eiu
′Zt
]
. (2.3)
The complex-valued function φt(u) can be viewed as the Fourier transform of
the regression function gt(Xt). It is time-invariant for any u ∈ Rq if and only if H0
holds, as is stated in the lemma below.
Lemma 2.1.1. Pr[gt(Xt) = g0(Xt)] = 1 for some time-invariant function g0(·) if and
only if φt(u) = φ0(u) for all u ∈ Rq and for some time-invariant function φ0(·).
Intuitively, Lemma 2.1.1 says that gt(·) is time-invariant if and only if its
Fourier transform φt(u) is time-invariant. Therefore, we can rewrite the hypothe-
ses of interest H0 versus HA as follows:
H0 : φt (u) = φ0(u) for all u ∈ Rq, for all t = 1, 2, ...,T,
where φ0(u) is some unknown time-invariant function. The alternative hypoth-
esis is
HA : φt (u) , φ0(u) for some t = 1, 2, ...,T, all u ∈ Rq in a nontrivial set,
15
and any time-invariant function φ0(u).
Intuitively, given that both Xt and Zt are strictly stationary, the only source
of instability of φt(u) is the instability of the unknown functional form gt(·).
Thus, we can test instability of gt(·) by checking the time-varying property of
its Fourier transform φt(u). We now consider three examples to illustrate our
idea.
Example 2.1.1. [Stable Time Series Model]: Let Xt = 0.5Xt−1 + wt, wt ∼
i.i.d.N(0, 0.75), and
Yt = 1.5 + 0.5Xt + vt,
where vt ∼ i.i.d.N(0, 1) and E(vt|Xt) = 0, which implies that Xt is exogenous,
and so we have Zt = Xt. Also, there exists no structural change in gt(Xt) = g0(Xt) =
1.5 + 0.5Xt. In this case, the Fourier transform
φt(u) = [1.5 + 0.5(1 + iu)]eiu−
u2
2
is time-invariant. Figures A.1 and A.2 plot the real and imaginary parts of φt(u)
over frequency u ∈ R and time t/T ∈ [0, 1]. The shape of φt(u) is time-invariant.
Example 2.1.2. [Abrupt Structural Break]: Let Xt = 0.5Xt−1 + wt, wt ∼
i.i.d.N(0, 0.75), and
Yt =

1.5 + 0.5Xt + vt, if t ≤ 0.3T,
−0.3Xt + vt, otherwise,
where vt ∼ i.i.d.N(0, 1) and E(vt|Xt) = 0. The regression function is time-
varying, namely
gt(Xt) =

1.5 + 0.5Xt, if t ≤ 0.3T,
−0.3Xt, otherwise.
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Its Fourier transform is given by
φt(u) =

[1.5 + 0.5(1 + iu)]eiu−
u2
2 , if t ≤ 0.3T,
−0.3(1 + iu)eiu− u22 , otherwise,
for all u ∈ R. Figures A.3 and A.4 depict the shape of φt(u) over u ∈ R and
t/T ∈ [0, 1], which has a level shift at t/T = 0.3 for its real and imaginary parts
respectively. We note that the breakpoints are the same for both the real and
imaginary parts.
Example 2.1.3. [Smooth Structural Change]: Let Xt = 0.5Xt−1 + wt, wt ∼
i.i.d.N(0, 0.75), and
Yt = β0(t/T ) + β1(t/T )Xt + vt,
with vt ∼ i.i.d.N(0, 1), where
β0(τ) = 0.2exp(−0.7 + 3.5τ),
β1(τ) = 2τ + exp[−16(τ − 0.5)2] − 1.
Now the regression function gt(Xt) changes smoothly over time:
gt(Xt) = 0.2exp(−0.7 + 3.5t/T ) + (2t/T + exp[−16(t/T − 0.5)2] − 1)Xt.
Its Fourier transform is
φt(u) = [0.2exp(−0.7 + 3.5t/T ) + (2t/T + exp[−16(t/T − 0.5)2] − 1)(1 + iu)]exp
(
iu − u2/2
)
for all u ∈ R. In this case, φt(u) is a smooth function of time as is shown in
Figures A.5 and A.6.
To test H0 against HA, we can estimate φt(u) and φ0(u) consistently by φˆt(u)
and φˆ0(u) say, and compare their differences for all u ∈ Rq. Under H0, the dif-
ference between φˆt(u) and φˆ0(u) will be close to 0 for all u ∈ Rq as the sample
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size T → ∞, and they converge to different limits under HA. This is similar to
Hausman’s (1978) test, which compares two finite dimensional parameter esti-
mators that converge to the same limit under correct model specification and
generally to different limits under model misspecification. In the present con-
text, the main advantage of using the Fourier transform is that we avoid non-
parametric estimation of unknown regression function gt(Xt). Nonparametric
estimation of φt(u) involves only smoothing over univariate time index. In con-
trast, nonparametric estimation of gt(Xt) involves (d+1)-dimensional smoothing
or even higher if the dimension of the instrument vector Zt is higher than d. The
convergence rate of such a nonparametric estimator is rather slow, especially
when the dimension of Xt or Zt is high. This would have an adverse impact on
the performance of related tests, at least in finite samples. Indeed, our test is
asymptotically more powerful than Vogt’s (2015) consistent test under a class of
local alternatives; see Section 2.4 for more discussion. To ensure the consistency
of our test against HA, we need to check H0 for all u ∈ Rq. This will involve
integration over all u ∈ Rq. The dimension of u is the same as the dimension
of Zt. However, we will show that by using a proper weighting function of u,
one can avoid computationally expensive numerical integration. This makes
the computation of our test statistic rather simple in practice.
A special case of our framework is when all regressors are exogenous,
namely when E(vt|Xt) = 0. Existing nonparametric tests for H0 in the literature
all consider this special case. In our framework we can simply replace Zt by Xt
because E(vt|Xt) = 0 implies Cov(vt, eiu′Xt) = 0 for all u ∈ Rd. The property of our
test statistic and all asymptotic results will remain the same as in the general
case with endogeneity. In this chapter, our discussion is based on the general
framework with endogeneity.
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2.2 Nonparametric Testing
2.2.1 Nonparametric Estimation
Given the sample {Yt, Xt,Zt}Tt=1, we first construct consistent estimators for φt(u)
and φ0(u). Under H0, φt(u) = φ0(u) is a constant function over time. We can
estimate φ0(u) consistently by its sample analog
φˆ0(u) =
1
T
T∑
t=1
Yteiu
′Zt .
Throughout this chapter, we assume
gt(Xt) = g
(
Xt,
t
T
)
,
for some function g : Rd × [0, 1]→ R. Here we assume gt(Xt) is a function of nor-
malized time ratio tT , rather than t directly. This implies φt(u) = φ(u,
t
T ) for some
complex-valued function φ(·, ·). The reason that we rescale time t to a finer grid
on [0, 1] is to ensure that the amount of data increases around each time point t
as the sample size T → ∞. This is necessary for consistency of φˆt(u). Under HA,
we assume that for each u, φ(u, tT ) is a twice continuously differentiable func-
tion of tT expect for a set of finite number of points on [0, 1]. This set of points
represents abrupt structural breaks in the unknown function g(Xt, tT ), with no
prior knowledge about break dates. Our test can thus detect instability caused
by both abrupt breaks as well as smooth changes; see Chen and Hong (2012) for
detailed discussion.
We borrow the notion of local stationarity to characterize the instability
of the predictive relationship between Xt and Yt caused by smooth structural
change. Consider the following pseudo regression:
Yteiu
′Zt = φt (u) + εt(u), (2.4)
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where φt(u) = E(Yteiu
′Zt) is the local mean of dependent variable Yteiu
′Zt , and
εt(u) = Yteiu
′Zt − φt (u) is a generalized disturbance with E[εt(u)] = 0 for all u ∈ Rq.
Thus φt(u) can be estimated consistently by the Nadaraya-Watson (NW) estima-
tor or the local linear (LL) estimator.
The LL estimator has an advantage over the NW estimator in the boundary
region under HA, because the bias of local linear smoothing in the boundary
region is of the same order of magnitude as that in the interior region. However,
the latter is better than the former under H0 because φt(u) is constant function
of tT and the bias for nonparametric estimators is zero for both the interior and
boundary regions. In that case, the NW estimator is better since it has only one
parameter to estimate.
Although the LL estimator has a better convergence rate in the boundary re-
gion over the NW estimator, the scale in the boundary region is different from
that in the interior region. Let Kh(z) = h−1K( zh ), where K : [−1, 1]→ R+ is a kernel
function and h ≡ h(T ) is a bandwidth such that h → 0 and Th → ∞ as T → ∞.
As shown in Cai (2007), the asymptotic bias of the LL estimator in the bound-
ary region is proportional to h2b(c) where b(c) = µ
2
2c−µ1cµ2c
µ0cµ2c−µ21c
, µ jc =
∫ −1
−c η
jK(η)dη, for
j = 1, 2, 3, and c ∈ [0, 1], rather than h2 ∫ 1−1 η2K(η)dη in the interior region. More-
over, the asymptotic variance in the boundary region is larger than that in the
interior region, which would further complicate the form of our test statistic. As
discussed in Chen and Hong (2012), the boundary regions [1,Th] ∪ [T − Th,T ]
contain abundant information in finite samples. Thus, we follow Chen and
Hong (2012) to use the reflection method which is introduced by Hall and
Wehrly (1991) to construct pseudo data (Yt, Xt) = (Y−t, X−t) for t ∈ [1 − bThc, 0]
and (Yt, Xt) = (Y2T−t, X2T−t) for t ∈ [T + 1,T + bThc], where bThc denotes the integer
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part of Th. We then use the union of the original data and the pseudo data to
construct our test statistic. This method ensures that the bias in the boundary
region is of the same form as that in the interior region, because we have sym-
metric coverage of observations in the boundary regions when the augmented
data is used.
Specifically, the NW estimator for φt(u) with the reflection method is defined
as
φˆNWt (u) =
t+bThc∑
s=t−bThc
Yseiu
′ZsHNWst ,
where HNWst =
Kh( s−tT )∑t+bThc
s=t−bThc Kh(
s−t
T )
.
Alternatively, we can estimate φt(u) using the LL estimator φˆLLt (u). Let β(u, t) =
[β1(u, t), β2(u, t)]′ be a 2 × 1 complex-valued vector such that
β1(u, t) = φt(u),
β2(u, t) =
∂φt(u)
∂( tT )
.
By the Taylor expansion, for any fixed point tT ∈ [0, 1], we have
φs(u) = β1(u, t) + β2(u, t)
( s − t
T
)
+ O
[( s − t
T
)2]
.
If βˆ(u, t) is the LL estimator, then βˆ1(u, t)βˆ2(u, t)
 = argminβ(t)∈C2
t+bThc∑
s=t−bThc
∣∣∣∣∣Yseiu′Zs − β1(u, t) − β2(u, t) ( s − tT
)∣∣∣∣∣2 Kh ( s − tT
)
. (2.5)
It is easy to show that the solution to Eq.(2.5) is given by βˆ1(u, t)βˆ2(u, t)
 =
S T,0(u, t) S T,1(u, t)S T,1(u, t) S T,2(u, t)

−1 ΓT,0(u, t)ΓT,1(u, t)
 ,
where S T, j(u, t) =
∑t+bThc
s=t−bThc
(
s−t
T
) j
Kh( s−tT ), ΓT, j(u, t) =
∑t+bThc
s=t−bThc
(
s−t
T
) j
Kh( s−tT )Yse
iu′Zs .
The LL estimator φˆLLt (u) is equal to the intercept estimator βˆ1(u, t) and it has an
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analytical solution
φˆLLt (u) =
t+bThc∑
s=t−bThc
Yseiu
′ZsHLLst ,
where HLLst =
[S T,2(u,t)−S T,1(u,t)( s−tT )]Kh( s−tT )
S T,0(u,t)S T,2(u,t)−S T,1(u,t)2 .
Both the NW and LL estimators are simply a weighted sum of Yseiu
′Zs with
different weights. They are essentially asymptotically equivalent to each other
since
φˆLLt (u) =
1
T
t+bThc∑
s=t−bThc
Yseiu
′ZsKh
( s − t
T
)
[1 + op(1)],
φˆNWt (u) =
1
T
t+bThc∑
s=t−bThc
Yseiu
′ZsKh
( s − t
T
)
[1 + op(1)].
Therefore, for notational simplicity we suppress the superscript indicating the
type of weighting and write it as follows:
φˆt(u) =
t+bThc∑
s=t−bThc
Yseiu
′ZsHst.
2.2.2 Test Statistic
We propose a test statistic based on the quadratic distance between φˆt(u) and
φˆ0(u):
Qˆ =
1
T
T∑
t=1
∫
Rq
∣∣∣φˆt (u) − φˆ0(u)∣∣∣2W(u)du, (2.6)
where W(·) : Rq → R+ is a nonnegative, continuous, and symmetric weighting
function for u at the practitioner’s discretion. Unlike Su and Xiao (2008), the
choice of the weighting function does not have any impact on the asymptotic
distribution and consistency of our test as long as it has unbounded support.
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However, different weighting functions affect the computation of the test statis-
tic since integration over Rq is involved, which would be computationally de-
manding when the dimension of Zt is high. Fortunately, some proper choices
of W(·) can avoid numerical integration. One example is the joint normal den-
sity function; see Section 2.5 for more discussion. Under H0, the test statistic Qˆ
should converge to 0. Any significant departure of Qˆ from 0 indicates that gt(·)
is time-varying.
To derive the asymptotic distribution of our test statistic, we consider a stan-
dardized version
Ŝ Q =
(
Th1/2Qˆ − Bˆ
)
/
√
Vˆ ,
where
Bˆ = h−1/2
∫
Rq
|Ωˆ(u, u)|W(u)du
∫
K2(η)dη
and
Vˆ = 2
∫
R2q
|Ωˆ(u, v)|2W(u)W(v)dudv
∫ [∫
K(η)K(η + λ)dη
]2
dλ
are consistent estimators for the asymptotic mean and asymptotic variance of
Th1/2Qˆ. Here Ωˆ(u, v) is a consistent estimator for the generalized long-run vari-
ance
Ω(u, v) =
∞∑
j=−∞
E[εt(u)εt− j(v)∗].
We need to introduce the generalized long-run variance in both the asymptotic
mean and asymptotic variance because the generalized disturbance εt(u) is gen-
erally neither i.i.d. nor martingale difference sequence.
Following Newey and West (1987) and Andrews (1991), we can use the fol-
lowing consistent estimator for Ω(u, v):
Ωˆ(u, v) =
pT∑
j=−pT
kl
(
j
pT
)
σˆ j(u, v),
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where the jth order sample generalized covariance function is
σˆ j(u, v) =

1
T
∑T
t= j+1 εˆt(u)εˆt− j(v)
∗, j = 0, 1, ..., pT ,
1
T
∑T
t=1− j εˆt+ j(u)εˆt(v)
∗, j = −1,−2, ...,−pT ,
and the truncation lag order pT = p(T ) satisfies pTh1/2 → ∞, pT/(Th) → 0 as
T → ∞. k(·) : [−1, 1] → R+ is a symmetric, bounded, and square-integrable
kernel for lag order with k(0) = 1.
2.3 Asymptotic Distribution
To derive the asymptotic distribution of Ŝ Q under H0, we impose the following
regularity conditions.
Assumption 2.3.1. (i){X′t ,Z′t } is a (d + q)× 1 strictly stationary β-mixing process with
mixing coefficient {β( j)} satisfies ∑∞j=1 j2β( j)δ/(1+δ) < C for some 0 < δ < 1; and (ii)
E(Y4t ) ≤ C < ∞.
Assumption 2.3.2. The instrument vector Zt satisfies E(vt|Zt) = 0 almost surely and
FXZ(x, z) , FX(x)FZ(z) where FXZ(·), FX(·) and FZ(·) denote the joint CDF for Xt and
Zt, and the marginal CDFs for Xt and Zt respectively.
Assumption 2.3.3. K : [−1, 1] → R+ is symmetric, bounded and twice continuously
differentiable with
∫ 1
−1 K(u)du = 1,
∫ 1
−1 uK(u)du = 0, and
∫ 1
−1 u
2K(u)du = Ck < ∞.
Assumption 2.3.4. W(·) : Rq → R+ is a nonnegative, continuous, symmetric, and
integrable function with
∫
Rq
|u|4qW(u)du < ∞.
Assumption 2.3.5. k : [−1, 1] → R+ is symmetric, bounded, and square-integrable
with k(0) = 1.
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Assumption 2.3.6. (i) The bandwidth h = chT−τh for 0 < τh < 1 and 0 < ch < ∞; and
(ii) the truncation lag order pT = cpT τp for τh2 < τp < 1 − τh and 0 < cp < ∞.
Assumption 2.3.1(i) restricts {X′t ,Z′t } to be jointly strictly stationary. This sim-
plifies our asymptotic analysis. It is possible to relax this assumption to allow
{X′t ,Z′t } to be locally stationary. This would allow for the locally stationary au-
toregressive model in Dahlhaus (1996) as well as other locally stationary non-
linear time series models. However, it is beyond the scope of this essay, and
particularly our main idea here is to focus on a novel testing method based on
the Fourier transform of data. The β-mixing condition is common in time series
analysis and is adopted in (e.g.) Hjellvik et al. (1998), Chen and Hong (2012),
Wang and Hong (2012). Assumption 2.3.1(ii) is a moment condition on Yt, im-
plying that the unknown function gt(·) is square-integrable, which guarantees
the existence of its Fourier transform.
In Assumption 2.3.2, E(vt|Zt) = 0 characterizes the validity of instruments.
Also, the mutual dependence between Xt and Zt ensures the relevance of our
instruments. Otherwise, our test will have little power. Assumption 2.3.2 is
necessary to ensure that our nonparametric estimator for the Fourier transform
φt(u) is consistent at all points tT except for a set of a finite number of points.
Assumption 2.3.3 provides conditions on kernel K(·) for estimation of φ(u, tT ).
It includes but does not restrict to the Epanechnikov and Quartic kernels. As-
sumption 2.3.4 provides regularity conditions on weighting function W(u). The
choice of W(u) does not affect the asymptotic distribution of the test statistic,
and does not affect the consistency of the test provided W(u) is a symmetric
density function with unbounded support. However, the choice of W(u) affects
the computation of the test statistic Ŝ Q, which can be quite involved when the
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dimension of instruments is high. Some suitable choices of W(·) will avoid nu-
merical integration, which is rather attractive in practice, especially when the
dimension of Zt is high. We will further discuss this in Section 2.5.
Assumption 2.3.5 provides conditions on kernel k(·) for estimation of a
generalized long-run variance-covariance. Such kernels as the Bartlett and
Quadratic-Spectral kernels satisfy this condition. Assumption 2.3.6 provides
conditions on smoothing parameters. It implies that h → 0, pTh1/2 → ∞,
pT/(Th) → 0 as T → ∞. A data-dependent method to choose an optimal h has
been discussed in Robinson (1989). However, such method may affect the size
of the test in finite simples because more noise is introduced. As suggested by
Chen and Hong (2012), we can use a simple rule-of-thumb to choose h, namely
h = (1/
√
12)T−1/5, where 1/
√
12 is the standard deviation of U[0, 1], because we
can approximate the grid points {t/T : 1, 2, ...,T } by U[0, 1] as T → ∞. There
are also various ways to choose the truncation lag order pT . One choice of pT is
discussed in Lima and Xiao (2010) and Hong, Wang, and Wang (2014):
pT = min

(3T2
)1/3 ( 2ρˆ
1 − ρˆ2
) , [8 ( T100
)1/3] , (2.7)
where bAc denotes the integer part of A, and ρˆ is the estimator of the first order
autocorrelation of {Yt,Zt}.
Now we derive the asymptotic distribution of Ŝ Q under H0.
Theorem 2.3.1. Suppose Assumptions 2.3.1-2.3.6 hold. Then under H0, Ŝ Q
d→N(0,1)
as T → ∞.
The test statistic Ŝ Q has a convenient asymptotic null N(0, 1) distribution,
which is asymptotically pivotal. Because Ŝ Q diverges to +∞ as T → ∞ under
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HA (see Theorem 2.3.2 below), negative values of Ŝ Q can occur only under HA
for T sufficiently large. As a result, one can use one-sided N(0, 1) critical values.
For example, the asymptotic critical valued at the 5% significance level is 1.645.
Nevertheless, the asymptotic distribution may not provide an accurate ap-
proximation in finite samples, especially when the dependence among observa-
tion is highly persistent. Suitable bootstrap procedures can be used to obtain
better approximation in finite samples. In Section 2.6, we will use simulations
to examine the finite sample performance of our test statistic using both asymp-
totic and bootstrap critical values.
2.4 Asymptotic Power
To study the asymptotic power of the Qˆ test, we assume the following condition:
Assumption 2.4.1. g(·, ·) : Rq × [0, 1] → R is a twice continuously differentiable
function of tT expect for a set of finite number of points on [0, 1], and for this set of a finite
number of points supt‖lim tT→τ+g(Xt, tT )−lim tT→τ−g(Xt, tT )‖ ≤ C(Xt),with E[C4(Xt)] < ∞.
Assumption 2.4.1 allows for both smooth structural changes and abrupt
structural breaks with unknown breakpoints. For abrupt structural breaks, the
sizes of breaks are bounded by a stochastic upper bound with a finite fourth
moment.
Theorem 2.4.1. Suppose Assumptions 2.3.1-2.3.6 and 2.4.1 hold. Then for any se-
quence of non-stochastic constants {MT = o(T
√
h)}, Pr(Ŝ Q > MT ) → 1 under HA as
T → ∞.
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Theorem 2.4.1 implies that Ŝ Q is consistent against the alternative hypoth-
esis HA at any significance level. Sharing the same merits as Chen and Hong’s
(2012) test, our test can detect any structural changes subject to Assumption
2.4.1, without having to know any prior information about the types of struc-
tural changes and breakpoints.
To gain insights into the proposed test, we now consider a class of local
smooth structural changes:
Ha1 : gt (Xt) = g0(Xt) + κTht (Xt) ,
where ht (Xt) ≡ h(Xt, tT ), and h : Rd × [0, 1] → R is twice continuously differen-
tiable with respect to tT with h(Xt, ·) , 0 on a set of non-zero Borel measure set
of [0, 1]. The nonstochastic factor κT → 0 as T → ∞ characterizes the speed at
which the departure gt(Xt) − g0(Xt) = κTh(Xt, tT ) converges to 0 as T → ∞. Under
Ha1, we have
|φt (u) − φ0(u)|2 = κ2T
∣∣∣∣E [ht(Xt)eiu′Zt]∣∣∣∣2 .
Theorem 2.4.2. Suppose Assumptions 2.3.1-2.3.6 hold. Then under Ha1 with κT =
T−1/2h−1/4,
Pr
[
Ŝ Q ≥ zα
∣∣∣Ha1]→ 1 − Φ (zα − γ1√
V
)
as T → ∞, where Φ(·) is the N(0, 1) CDF, zα is the one-sided critical value of N(0, 1) at
significance level α,
V = 2
∫
R2q
|Ω(u, v)|2W(u)W(v)dudv
∫ [∫
K(η)K(η + λ)dη
]2
dλ,
Ω(u, v) =
∑∞
j=−∞ E[εt(u)εt+ j(u)], and
γ1 =
∫
Rq

∫ 1
0
∣∣∣∣E [h(Xt, τ)eiu′Zt]∣∣∣∣2 dτ − ∣∣∣∣∣∣
∫ 1
0
E
[
h(Xt, τ)eiu
′Zt
]
dτ
∣∣∣∣∣∣2
W(u)du < ∞.
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Theorem 2.4.2 implies that Ŝ Q has nontrivial power under the class of local
alternatives Ha1 with a rate of κT = T−1/2h−1/4, which is slightly slower than the
parametric rate T−1/2. For example, if the bandwidth h ∝ T−1/5, then the rate
κT = T−1/2+1/20 is rather close to the parametric rate T−1/2. We emphasize that
the rate κT = T−1/2h−1/4 is not affected by the dimension of instruments Zt or
covariates Xt, thus free of the “curse of dimensionality” problem. In contrast,
Vogt’s (2015) consistent test involves smoothing of dimension d+1 and so suffers
from the “curse of dimensionality” problem, especially when the dimension d of
covariates is high. Vogt’s (2015) consistent test has nontrivial asymptotic power
under the class of local alternatives Ha1 with a rate of κT = T−1/2h−(d+1)/4, which is
slower than the rate of κT = T−1/2h−1/4, especially for a large d. Moreover, Vogt
(2015) only considers testing structural changes in regression with exogenous
covariates.
We note that the nonparametric tests of Hidalgo (1995) and Su and Xiao
(2008) can detect the class of local alternatives Ha1 with parametric rate κT =
T−1/2. However, these tests are not consistent for all departures ht(Xt). For exam-
ple, Hidalgo’s (1995) test has no power againstHa1 when E[ς(Xt) f 2(Xt)ht(Xt)] = 0,
where ς(Xt) =
∫
g(Xt, τ)dτ. And Su and Xiao’s (2008) tests have no power against
Ha1 when E[ω(Xt) f (Xt)ht(Xt)] = 0, where f (Xt) is the density function of Xt and
ω(Xt) is a weighting function chosen by practitioners. In contrast, our Ŝ Q test is
consistent for all departures ht(Xt).
On the other hand, suppose we consider a class of non-smooth local alterna-
tives at some given point τ0 ∈ [0, 1]:
Ha2 : gt (Xt) = g0(Xt) + aT l
(
Xt,
t/T − τ0
bT
)
,
where τ0 is a fixed point in [0, 1], l : Rd+1 → R is twice continuously differentiable
29
with respect to τ. We let aT = a(T ) → 0, and bT = b(T ) → 0 as T → ∞. Under
Ha2, gt(Xt) has a non-smooth spike at point τ0 as T → ∞. The rate bT → 0
controls the sharpness of the structural change around τ0, and aT → 0 is the
speed at which the departure of gt(Xt) from g0(Xt) at each point t/T vanishes to
0 as T → ∞. This type of alternatives was first studied by Rosenblatt (1975).
Chen and Hong (2012) also considers this class of local alternatives in testing
parameter instability in a linear time series model.
Now we derive the asymptotic distribution of Ŝ Q under Ha2.
Theorem 2.4.3. Suppose Assumptions 2.3.1-2.3.6 hold. Then under Ha2 with aT → 0,
bT → 0, a2TbT = T−1h−1/2, and h = o(bT ), we have
Pr
[
Ŝ Q ≥ zα
∣∣∣Ha2]→ 1 − Φ (zα − γ2√
V
)
as T → ∞, where Φ(·) is the N(0, 1) CDF, zα is the one-sided critical value of N(0, 1) at
significance level α,
V = 2
∫
R2q
|Ω(u, v)|2W(u)W(v)dudv
∫ [∫
K(η)K(η + λ)dη
]2
dλ,
Ω(u, v) =
∑∞
j=−∞ E[εt(u)εt+ j(u)], and
γ2 =
∫
Rq
∫
R
∣∣∣∣E [l(Xt, η)eiu′Zt]∣∣∣∣2 dηW(u)du < ∞.
Theorem 2.4.3 implies that our test has nontrivial asymptotic power under
the class of non-smooth local alternatives Ha2 with a2TbT = T
−1h−1/2. In con-
trast, the nonparametric tests of Hidalgo (1995) and Su and Xiao (2008) may
have no power against this class of non-smooth local alternatives, because it
can be shown that these tests can detect Ha2 with aTbT = T−1/2 or slower. If
aT = T−7/20(ln lnT )−/2, bT = T−1/5(ln lnT ) , h = T−1/5, where  > 0 is a constant,
then we have a2TbT = T
−1h−1/2 but aTbT = o(T−1/2). In this case, our test has
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power against Ha2 but the tests of Hidalgo (1995) and Su and Xiao (2008) have
no power. See Chen and Hong (2012, footnote 12, P.1168) for details.
2.5 Weighting Function
We now discuss the choice of weighting function W(·). Theorem 2.3.1 implies
that the test statistic Ŝ Q always has an asymptotic N(0, 1) distribution under
H0, no matter what weighting function W(u) is used. Theorem 2.4.1 implies
that our test is always consistent against HA provided a continuous and in-
tegrable weighting function with unbounded support is used. However, the
choice of W(u) affects the computation of the test statistic Ŝ Q, which involves
q-dimensional integration, where q is the dimension of instruments Zt, which
could be rather demanding when q is large.
In this section, we will discuss two types of weighting functions for W(u)
that avoid numerical integration, which is quite attractive in practice, especially
when the dimension q is large. The first type of weighting function is the joint
independent normal probability density function:
WN(u) =
q∏
k=1
1√
2piξk
exp
(
− u
2
k
2ξ2k
)
,
where ξk can be viewed as the standard deviation of WN(u) for dimension k. A
larger ξk implies that higher weights are given to the values of u that are distant
from 0. Hong, Wang, and Wang (2014) propose this weighting function and set
ξk = 1 for all k = 1, 2, ..., q. Under WN(u), we have the following identity∫
R
cos(ukzk)
1√
2piξk
exp
(
− u
2
k
2ξ2k
)
duk = exp
(
−z
2
kξ
2
k
2
)
, k = 1, 2, ..., q. (2.8)
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For simplicity, we set ξk = ξ for all k. Therefore, Eq.(2.6) can be written as
QˆN =
1
T
T∑
t=1
 ∑
r,s∈S1
AsrHstHrt +
1
T 2
∑
r,s∈S2
Asr − 2T
∑
s∈S1,r∈S2
AsrHst
 , (2.9)
where Asr = YsYre−
|Zs−Zr |2qξ2
2 , | · |q is the Euclidean norm in Rq, S1 = {−bThc,−bThc +
1, 2, ...,T + bThc}, and S2 = {1, 2, ...,T }. Furthermore, our Ŝ Q statistic becomes
Ŝ Q = Ŝ QN ≡
(
Th1/2QˆN − BˆN
)
/
√
VˆN (2.10)
where
BˆN = h−1/2
pT∑
j=−pT
k
(
j
pT
)
σˆN( j)
∫
K2(η)dη,
VˆN = 2
pT∑
j,k=−pT
k
(
j
pT
)
k
(
l
pT
)
σˆN( j, l)
∫ [∫
K(η)K(η + λ)dη
]2
dλ,
with
σˆN( j) =
1
T
T∑
s=1+| j|
ζˆ(s, s − j),
σˆN( j, l) =
1
T 2
T∑
s=1+| j|
T∑
r=1+|l|
ζˆ(s, r)ζˆ(s − j, r − l).
Here Ksr = 1T Kh(
s−r
T ) and
ζˆ( j, k) = A j,k − 1T
T∑
l=1
A jl − 1T
T∑
l=1
Akl +
1
T 2
T∑
l1,l2
Al1l2 .
No numerical integration is involved in computing Ŝ QN , no matter how large
the dimension of Zt is.
Alternatively, we can also use another type of weighting function based on
the Laplace density function:
WL(u) =
q∏
k=1
λk
2
e−λk |uk |,
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where the λk’s are scale parameters. The Laplace density function also assigns
the highest weight to u = 0 but the weights decreases rather fast as u deviates
from 0. By the identity∫
R
cos(ukzk)
λk
2
e−λk |uk | =
λ2k
λ2k + z
2
k
, k = 1, 2, ..., q, (2.11)
we can rewrite Eq.(2.6)
QˆL =
1
T
T∑
t=1
 ∑
r,s∈S1
AsrHstHrt +
1
T 2
∑
r,s∈S2
Asr − 2T
∑
s∈S1,r∈S2
AsrHst
 , (2.12)
where Asr = YsYr
∏q
k=1
λ2k
λ2k+(Zsk−Zrk)2
, S1 = {−bThc,−bThc + 1, 2, ...,T + bThc}, and S2 =
{1, 2, ...,T }. Furthermore, the Ŝ Q statistic becomes
Ŝ Q = Ŝ QL ≡
(
Th1/2QˆL − BˆL
)
/
√
VˆL (2.13)
where
BˆL = h−1/2
pT∑
j=−pT
k
(
j
pT
)
σˆL( j)
∫
K2(η)dη,
VˆL = 2
pT∑
j,k=−pT
k
(
j
pT
)
k
(
l
pT
)
σˆL( j, l)
∫ [∫
K(η)K(η + λ)dη
]2
dλ,
with
σˆL( j) =
1
T
T∑
s=1+| j|
ζˆ(s, s − j),
σˆL( j, l) =
1
T 2
T∑
s=1+| j|
T∑
r=1+|l|
ζˆ(s, r)ζˆ(s − j, r − l).
where Ksr = 1T Kh(
s−r
T ) and
ζˆ( j, k) = A j,k − 1T
T∑
l=1
A jl − 1T
T∑
l=1
Akl +
1
T 2
T∑
l1,l2
Al1l2 .
Again, no numerical integration is involved in computing the test statistic Ŝ QL.
We note that Sze´kely et al. (2007) propose the weighting
WD(u) =
1
cm|u|m+1m
,
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where cm = pi
(1+m)/2
Γ((1+m)/2) and Γ(·) denotes the Gamma function. This weighting func-
tion avoids numerical integration for their Covariance of Distance measure for
independence, which is based on the empirical characteristic function. Unfor-
tunately, the weighting function WD(u) is not integrable and does not satisfy
Assumption 2.3 4. Consequently, it cannot be used in our test.
2.6 Simulation Studies
In this section, we study the finite sample performance of our test in comparison
with Su and Xiao’s (2008) nonparametric CUSUM-type tests. We consider the
cases that covariates are exogenous and endogenous respectively.
2.6.1 The Exogeneity Case
To study the size performance, we first consider the following DGPs:
DGP S.1: Yt = 1 + 1.5X1t + vt;
DGP S.2: Yt = 1 + 1.5X1t + X21t + vt
DGP S.3: Yt = 1 + 0.5X1t − 1.5X2t + X23t + vt;
DGP S.4: Yt = 1 + 0.5X1t + 2X4t + vt;
DGP S.5: Yt = 1 + 0.5X1tX5t + vt;
where
X1t = 0.5X1(t−1) + ν1t;
34
X2t = 1 − 0.5X2(t−1) + ν2t;
X3t = 0.4X1(t−1) + ν3t;
X4t =

0 with Pr = 0.3,
1 with Pr = 0.7;
X5t =

1 with Pr = 0.4,
2 with Pr = 0.6;
ν2t ∼ i.i.d.N(0, 1);
ν3t ∼ i.i.d.N(0, 1).
DGP S.1-S.5 are stationary time series models. Under DGP S.1, gt(Xt) is a
linear function. Under DGP S.2, gt(Xt) is nonlinear. Under DGP S.3, gt(Xt) is a
nonlinear function with a relatively high dimension (d = 4). Under DGP S.4 and
DGP S.5, one covariate is discrete. The discrete regressor is of an additive form
under DGP S.4 and a multiplicative form under DGP S.5. We note that when
there are discrete covariates, Su and Xiao’s (2008) tests are no longer applicable.
To examine the power performance, we consider the following DGPs:
DGP P.1 [Single Structural Break]:
Yt =

1.5 + X1t + vt if t ≤ 0.3T,
1.5 − 2X1t + vt otherwise,
DGP P.2 [Multiple Structural Breaks]:
Yt =

1.5 + X1t + vt if 0.1T < t < 0.3T,
1.2 − X21t + 2sin(X1t) + vt if 0.3T ≤ t ≤ 0.7T,
−2X1t + vt otherwise,
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DGP P.3 [Smooth Structural Change]:
Yt = θ(τ)(1 + 0.5X1t) + vt,
where θ(τ) = 1.5τ − exp(−(τ − 0.5)2) with τ = t/T ; DGP P.4 [Smooth Structural
Change]:
Yt = θ1(τ)X1t + exp(τX1t) − θ2(τ)X21t + vt,
where τ = t/T ,
θ1(τ) = 0.2exp(−0.7 + 3.5τ),
θ2(τ) = 2τ + exp[−16(τ − 0.5)2] − 1.
Under DGP P.1, there exists a single break. Under DGP P.2, there exist mul-
tiple breaks. Under DGP P.3 and DGP P.4, there exist smooth structural changes
in linear and nonlinear regressions respectively.
For each DGP, we simulate 1000 data sets with the sample size T = 100 and
200 respectively. We choose the joint N(0, 1) density function for W(u), and the
Epanechnikov kernel for K(·). For the choice of bandwidth, we follow Chen and
Hong (2012) to use the simple rule-of-thumb bandwidth h = (1/
√
12)T−1/5. Our
test statistic involves estimation of a generalized long run variance-covariance,
so we need to choose a proper lag order pT . We follow the data-dependent lag
order method used by Hong, Wang, and Wang (2014) which is given by Eq.(2.7).
We use the Bartlett kernel for k(·).
We compare our test with the nonparametric CUSUM-type tests proposed
by Su and Xiao (2008). Their test statistics are are based on nonparametric es-
timation of the unknown regression function. We consider both types of test
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statistics:
KS T = max
1≤t≤T
∣∣∣∣∣∣∣ 1√T σˆ
t∑
j=1
vˆ j
∣∣∣∣∣∣∣ ,
CMT =
1
T
T∑
t=1
 1√T σˆ
t∑
j=1
vˆ j

2
,
where vˆt = [Yt − gˆ(Xt)] fˆ (Xt)ω(Xt). Here gˆ(Xt) and fˆ (Xt) are the nonparametric
kernel estimators for the regression function g0(Xt) under H0 and the probability
density function f (Xt) of Xt respectively, and ω(Xt) is a weighting function that
has substantial impact on the asymptotic power. We follow Su and Xiao (2008)
to set ω(x) = [sin(x) + cos(x)]ax, where ax = 1[ fˆ (x) > 0.001/logT ], and choose the
fourth order Epanechnikov kernel. For the bandwidth h, we choose h = h0T
1
9T−γ
where γ = 17 , and h0 is chosen via a least squares cross-validation procedure.
In addition to using asymptotic critical values, we also consider the fol-
lowing moving block bootstrap (MBB) method: Step (i), choose a block length
lT = l(T ) such that lT → ∞ as T → ∞; Step (ii), divide data into T − lT + 1 blocks
and generate block data {Ξt}T−lT+1t=1 , where Ξt = {[Yt,Zt], ..., [Yt+lT−1,Zt+lT−1]}; Step
(iii), resample {Ξt}T−lT+1t=1 with replacement to form a bootstrap data set {Ξ∗t }Lt=1 sat-
isfying T = bLlT c; Step (iv), calculate Ŝ Q∗ using {Ξ∗t }Lt=1; Step (v), repeat Step (iii)
to (iv) B times to generate bootstrapped test statistics {Ŝ Q∗b}Bb=1. Then the p-value
is given by
p∗ =
1
B
B∑
b=1
1(Ŝ Q ≤ Ŝ Q∗b).
We reject H0 when p∗ is smaller than the given significance level. Choosing an
optimal block length is crucial and many approaches have been proposed (e.g.,
Lahiri, 1999). In this essay, we adopt Politis and White’s (2004) automatic block-
length selection procedure.
Table A.1 reports the size performance of our test and Su and Xiao’s (2006)
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nonparametric CUSUM-type tests. Ŝ Q
AS
and Ŝ Q
BS
denote the results of Ŝ Q
using asymptotic and bootstrap critical values respectively. For DGP S.1 and
DGP S.2, we find that all tests perform reasonably well in finite samples. For
DGP S.3, when the dimension of regressors is high, we find that our test displays
some under rejections using asymptotic critical values, but it improves as the
sample size T increases. In both DGP S.4 and DGP S.5 where one regressor is
discrete, our test performs reasonably well, but Su and Xiao’s (2008) test is no
longer applicable.
Table A.2 reports the power performance of the tests. Not surprisingly, Su
and Xiao’s (2008) tests outperform our test under DGP P.1 and DGP P.2 where
their tests have nontrivial power. Even so, our test is also rather powerful to
detect the deviations from H0 under the two alternatives. Under DGP P.3 and
DGP P.4, Su and Xiao’s (2008) tests have little or low power. In contrast, our test
has reasonable power and is more powerful than Su and Xiao’s (2008) tests. It is
because our test is consistent against all alternatives while Su and Xiao’s (2008)
tests are not consistent tests. Thus, our test is expected to have all-round power
against various alternatives, although it may not have the best power against
certain directions.
2.6.2 The Endogeneity Case
To study the finite sample performance of our test with endogeneity, we con-
sider the following DGP.
DGPIV S.1 [No Structural Change]:
Yt = ln(|Xt − 1| + 1)sgn(Xt − 1) + vt,
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Xt = βZt + wt,
where vt and wt are generated by the bivariate normal distributionvtwt
 ∼ i.i.d.N

 00
 ,
 1 0.50.5 1

 .
Zt is an instrumental variable and follows an AR(1) process.
Zt = 0.5Zt−1 + ξt,
where ξt ∼ i.i.d.N(0, 0.75). This DGP is the time series version of the example
used by Newey and Powell (2003), where they assume Zt ∼ i.i.d.N(0, 1) with β =
1. The parameter β represents the strength between the instrumental variable Zt
and the regressor Xt because their correlation is positively related to β:
corr(Xt,Zt) =
√
1
1 + 1/β2
.
We set β = 0.1, 1, and 2 respectively to investigate the impact of weak and strong
instruments on our test.
To examine the power performance, we consider the following DGPs:
DGPIV P.1 [Abrupt Structural Break]:
Yt =

ln(|Xt − 1| + 1)sgn(Xt − 1) + vt if t ≤ 0.3T,
ln(|Xt − 1| + 2) + vt otherwise;
DGPIV P.2 [Smooth Structural Change]:
Yt = θ(τ) ln(|Xt − 1| + 1)sgn(Xt − 1) + vt,
where θ(τ) = 1.5τ − exp(−(τ − 0.5)2) with τ = t/T .
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Here we only examine the performance of our test because Su and Xiao’s
(2008) tests are not applicable to regressions with endogeneity. Tables A.3 and
A.4 report the empirical rejection rates at 10% and 5% significance levels, re-
spectively. Under DGPIV S.1, we find that when the instrumental variable has
a weak dependence (e.g., β = 0.1) with the covariate, Ŝ Q is undersized based on
asymptotic critical values, but it improves as the sample size T increases. When
the dependence between the instrumental variable and the covariates becomes
stronger (β = 2), the size of our test becomes better. The empirical rejection rate
using bootstrapped critical values closer to the nominal level than that using
asymptotic critical values, especially when the sample size is small. Overall, we
observe that the strength of correlation between Xt and Zt plays a more impor-
tant role than the sample size. When β = 2, the finite sample rejection rates of
both Ŝ Q
AS
and Ŝ Q
BS
are close to the nominal levels. For power performance,
both Ŝ Q
AS
and Ŝ Q
BS
are powerful in detecting the alternative DGPIV P.1. We
observe that Ŝ Q
AS
is more powerful than Ŝ Q
BS
. Our tests have low power un-
der DGPIV P.2, but the rejection rate of Ŝ Q
BS
can achieve 28.4% at the 5% signif-
icance level when β = 2 and T = 200.
To sum up, we demonstrate good performance of our test in cases with exo-
geneity and endogeneity in finite samples. When covariates are all exogenous,
our test is more powerful under several alternatives than Su and Xiao’s (2008)
tests. Moreover, when endogenous or discrete covariates are present, our test
also performs reasonably well in finite samples. The existing nonparametric
tests in the literature are not applicable in this case.
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2.7 Empirical Application
In the section, we revisit the predictability of equity premium. It has been doc-
umented that many financial and macroeconomic variables usually have poor
out-of-sample predictive power for equity returns, see (e.g.) Goyal and Welch
(2008). Many studies attribute the failure of out-of-sample prediction to the ex-
istence of structural changes. Chen and Hong (2012) examine the stability of the
predictive regression using 14 financial and economic variables, and find sub-
stantial evidence against the stability of both univariate and multivariate linear
predictive models for equity returns. However, as Chen and Hong (2012) men-
tion, the rejection could be due to model misspecification since they consider
linear regression models. Hillebrand et al. (2009) and Campbell and Thompson
(2008) find that by imposing sign restrictions, linear predictive models could
provide improved out-of-sample prediction. This implies the failure of out-of-
sample prediction could be a result of model misspecification. Lee, Tu, and
Ullah (2014) impose monotonicity in both nonparametric and semiparametric
predictive regression models, and they find that these models have better pre-
dictability for equity premium.
We now examine the following crucial question: Is the failure of out-of-
sample prediction due to the existence of neglected nonlinearity or the existence
of structural changes? Although Lee, Tu, and Ullah (2014) show the superior
performance of nonparametric and semiparametric models over linear regres-
sion models, they might overlook the instability of the underlying DGP. We
apply our test to detect structural changes that are robust to model misspecifi-
cation.
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We follow Lee, Tu, and Ullah (2014) and examine four predictors: default
spread (ds), smoothed earning-price ratio (se/p), long-term yields on U.S. gov-
ernment bonds (lty), and yields on the 3-Month T-bill on the secondary market
(t-bill). The dependent variable is the monthly return of the S&P 500 index (Yt+1),
where Yt+1 = log[(Pt+1 + Dt+1)/Pt] − rt, Pt is the monthly S&P 500 index, Dt is the
dividend paid on the S&P 500 index, rt is the 3-month Treasury bill rate. We
consider the predictive regression
Yt+s = g(Xt) + vt+s,
where s is the number of steps ahead in out-of-sample prediction. Our data are
from Lee, Tu, and Ullah (2014) and Chen and Hong (2012).
To account for the oil shocks in the 1970s, we divide our sample into two sub-
sets: the pre-oil-shock sample (January 1950 to December 1975) and the post-oil-
shock sample (January 1976 to December 2005). The p-values of our test Ŝ QN
are obtained by the block-bootstrap as described in Section 2.6. Table A.5 re-
ports the p-values of our test for stability of equity returns prediction. When
the forecasting step is one month ahead (s = 1), our test rejects the stability of
the predictive relationship between equity returns and each predictor, for both
the pre-oil-shock and post-oil-shock periods. Although the near past predictors
should contain relevant information about the outcome one step ahead, such
relationship is usually unstable due to the rapidly changing economic environ-
ment. When s = 6, we find that the predictive relationship is unstable for the
pre-oil-shock period but stable for the post-oil-shock period at the 5% signifi-
cance level. When the forecasting is one year ahead, only the earning-price ratio
(se/p) has an unstable predictive relationship with the future equity return at
the 5% significance level in the pre-oil-shock period. The predictive relationship
with each predictor is stable in the post-oil-shock period.
42
Different from the strong evidence of unstable predictive relationships be-
tween equity returns and financial/macroeconomic variables detected by Chen
and Hong (2012), our findings indicate that the source of rejection in Chen and
Hong (2012) could come from model misspecification. Moreover, our test does
document strong evidence of structural changes in predictive regressions for
s = 1 and s = 6 in the pre-oil-shock period. This implies that structural change
exists and is one important source for poor out-of-sample forecasts, no matter
what predictive regression models are used.
2.8 Conclusion
The failure of out-of-sample forecasting of stationary time series regression
models may be due to the existence of neglected nonlinearity or structural
changes. It is important to distinguish structural changes from neglected non-
linearity or model misspecification, because their implication on modeling, in-
ference and prediction are different. Therefore, it is highly desirable to develop
consistent tests for structural changes that are robust to model misspecification.
In this chapter, we have proposed a model-free consistent test for structural
changes in regression by testing the time-varying property of the Fourier trans-
form of data. This avoids direct nonparametric estimation of the unknown
regression function, which is adopted by the existing nonparametric tests for
structural changes and suffers from the notorious “curse of dimensionality”
problem, especially when the dimension of regressors is high. As a result,
our test is asymptotically locally more powerful than Vogt’s (2015) nonpara-
metric test for structural changes, which is the only consistent test for struc-
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tural changes in a nonparametric regression model in the existing literature.
Although the nonparametric tests of Hidalgo (1995) and Su and Xiao (2008) are
asymptotically more powerful than our test against certain smooth local alterna-
tives, they are not consistent tests and are asymptotically less powerful than our
test against a class of non-smooth local alternatives. Unlike the existing litera-
ture, our approach is applicable to regression models with either exogenous or
endogenous covariates, and we allow covariates and instruments to be discrete
random variables. Because of the Fourier transform, our test statistic involves
integration with the same dimension as that of the instruments, which would be
rather involved when the dimension of instruments is high. By using a suitable
weighting function, we can avoid numerical integration, which is computation-
ally convenient and efficient in practice. Our test statistic follows a convenient
asymptotic null N(0, 1) distribution, and is consistent against a larger class of
smooth structural changes as well as abrupt structural breaks with unknown
breakpoints. Simulations show that the test has reasonable size and all-round
power against various alternatives of abrupt breaks and smooth changes in lin-
ear and nonlinear time series regression models. An empirical application to
predictive regressions of equity returns suggests that the structural changes are
one important source of poor out-of-sample productivity for S&P 500 returns,
no matter what parametric predictive models are employed.
44
CHAPTER 3
CONSISTENT TESTING FOR STRUCTURAL CHANGE IN TIME SERIES
REGRESSION MODELS VIA THE FOURIER TRANSFORM
3.1 Framework and Approach
In this chapter, we consider testing for structural change of unknown form in
the following linear time series regression model:
Yt = X′tβt + εt, (3.1)
where {Xt,Yt}Tt=1 is a Rd × R-valued observable random sample, βt ∈ Θ is a Rd-
valued unknown parameter vector that can vary with time, Θ denotes the pa-
rameter space which is bounded, and εt is an unobservable disturbance such
that E(εt|Xt) = 0.
The hypothesis of interest is
H0 : βt = β0 for some unknown β0 ∈ Θ and for all t = 1, 2, ...,T,
against
HA : βt is a time-varying parameter.
Under H0, the true model parameter is equal to β0, and there is no structural
change. While under HA, there exist abrupt structural breaks if βt is a step func-
tion of time; and there exist smooth structural changes if βt ≡ β( tT ) is a smooth
function of the rescaled time tT ∈ (0, 1].
A straightforward approach to testing H0 is to first get consistent estimates
for βt under the null and alternative hypothesis respectively. Then compare
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their difference over various time points, e.g., Chen and Hong (2012), Kristensen
(2012), Zhang and Wu (2012), and Cai et al. (2015). These tests are general-
ized Hausman’s test (Hausman, 1978) since the two estimators converge to the
same probability limit only under H0. However, such testing requires choosing
tuning parameters, i.e., a bandwidth, when estimating the unrestricted model.
Even though the choice of a bandwidth has a trivial impact asymptotically, it
may be crucial in a finite sample. It is possible that two practitioners may ob-
tain conflicting results by using two different bandwidths. To circumvent the
undesirable features of using smoothed nonparametric estimation, we propose
a novel test based on the Discrete Fourier Transform.
Throughout this chapter, i denotes the imaginary number such that i =
√−1,
A∗ denotes the complex conjugate of A, Re(A) means the real part of A, and ‖ · ‖
denotes the Euclidean norm. We further let Xt(u) ≡ Xteiu2pit/T be the product of a
random variable Xt and the Fourier basis function of time, where Xt(0) = Xt. Fur-
thermore, we let Qˆxx(u) ≡ 1T
∑T
t=1 Xt(u)X
′
t be a complex-valued random matrix of u
that depends on sample size T . When u = 0, we have Qˆxx(0) ≡ Qˆxx = 1T
∑T
t=1 XtX
′
t .
And we let Qxx(u) ≡ limT→∞ 1T
∑T
t=1 E(XtX
′
t )e
iu2pit/T be the probability limit for all
u ∈ R. In particular, when Xt is weakly stationary, Qxx(u) = E(XtX′t )
∫ 1
0
eiu2piτdτ.
Here we allow Xt to be nonstationary such that it can change smoothly or
shift abruptly. The nonstationarity here is similar to the asymptotical mse-
stationarity in Hansen (2000).
Definition 3.1.1 (Hansen, 2000). An array {Xt}Tt=1 is asymptotically mse-stationary if
1
T
[τT ]∑
t=1
XtX′t
p→ τQxx,
where Qxx = limT→∞ 1T
∑T
t=1 E(XtX
′
t ).
The asymptotical mse-stationarity allows for certain deterministic cyclic pro-
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cess, seasonal dummies, and ‘stationary’ forms of heteroskedasticity. In this
essay, our definition of nonstationarity is weaker than the asymptotical mse-
stationarity since we do not need the weak convergence to hold for all τ ∈ [0, 1].
Our analysis does not involve any sample splitting, and we only require the
weak convergence to hold in the whole sample, i.e., τ = 1. Therefore, we can al-
low Xt to have structural breaks of unknown forms, and that is an improvement
over the literature.
The idea of our test is to capture the time-varying feature of βt without es-
timating it directly. However, βt is incorporated in Yt through Xt. Given we do
not restrict Xt to be stationary, the source of structural changes in Yt could be
structural changes in the marginal distribution of Xt. So we need first to purge
the irrelevant information from Yt via the OLS.
Consider the OLS estimator βˆ:
βˆ = Qˆ−1xx
1
T
T∑
t=1
XtYt
= Qˆ−1xx
1
T
T∑
t=1
XtX′tβt + Qˆ
−1
xx
1
T
T∑
t=1
Xtεt
p→ β˜
where
β˜ ≡ Q−1xx limT→∞
1
T
T∑
t=1
E(XtX′t )βt
is a weighted average of βt. In particular, when Xt is weakly stationary, β˜ =
limT→∞ 1T
∑T
t=1 βt. We can see the probability limit of the OLS estimator βˆ is a
constant vector with respect to time. As a result, it cannot capture the time-
varying feature of βt at each time t and such information will be contained in
the estimated residuals. Consider the following decomposition of εˆt:
εˆt = Yt − X′t βˆ
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= X′t (βt − βˆ) + εt
= εt − X′t Qˆ−1xx
 1T
T∑
t=1
Xtεt
 + X′t βt − Qˆ−1xx  1T
T∑
t=1
XtX′tβt
 .
As can be seen, εˆt is decomposed into three components. The first element is
the model disturbance εt. The second element is the estimation uncertainty that
will vanish to 0 in probability as the sample size T → ∞. The last is a weighted
difference between βt and a constant vector that does not depend on t. Under
HA, estimated residual contain the time-varying feature of βt. Using the Fourier
transform, we can extract βt’s local feature over time without estimating it di-
rectly.
Consider the following complex-valued empirical process:
Aˆ(u) =
1
T
T∑
t=1
Xtεˆteiu2pit/T , (3.2)
which is the Discrete Fourier Transform (DFT) of Xtεˆt. By the definition of εˆt, we
can further rewrite it as
Aˆ(u) =
1
T
T∑
t=1
Xtεˆteiu2pit/T
=
1
T
T∑
t=1
[
Xt(u) − Qˆxx(u)Qˆ−1xxXt
]
(X′tβt + εt)
=
1
T
T∑
t=1
Mˆt(u)X′tβt +
1
T
T∑
t=1
Mˆt(u)εt
≡ Aˆ1(u) + Aˆ2(u),
where we let
Mˆt(u) = Xteiu2pit/T − Qˆxx(u)Qˆ−1xxXt
be a d × 1 complex-valued random function of u and it has the following prop-
erty:
1
T
T∑
t=1
Mˆt(u)X′t = 0 (3.3)
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for all u ∈ R. Mˆt(u) can be viewed as a projection of Xt to a frequency space
which is orthogonal to Xt under H0. Hence our test is robust to unknown struc-
tural changes in Xt. Intuitively, Xtεˆt contains the true model disturbance and
estimation uncertainty and they will converge to 0 regardless of whether Xt is
stationary of not.
When there is no structural change, Aˆ1(u) is identically 0 for all u. Then the
DFT is dominated by Aˆ2(u) which is purely a stochastic process that converges
to 0 in frequency domain (zero spectrum). While under HA, Mˆt(u) is no longer
orthogonal to X′tβt. Then Aˆ1(u) will capture the time-varying property of both
Xt and βt. As a result, the DFT is dominated by Aˆ1(u), and it will converge to a
nonzero spectrum in the frequency domain. In particular, if Xt is weakly station-
ary, and βt ≡ β( tT ) is a smooth function of rescaled time tT ∈ (0, 1], then the prob-
ability limit of Aˆ1(u) is proportional to the pseudo-covariance of βt and eiu2pit/T in
the sense that tT follows a standard uniform distribution on [0, 1]. Therefore, we
can infer the existence of structural change by checking the different behaviors
of the DFT at each frequency. Intuitively, the DFT is equivalent to running a
nonparametric regression of Yt on time because the Fourier basis function is an
infinite sum of polynomials. Under H0, the DFT only captures the noise, and
the impact of Xt has been purged. However, under HA, the DFT can capture
the time-varying feature of both Xt and βt and thus will converge to a nonzero
spectrum.
The DFT also has an alternative theoretical interpretation such that it can be
viewed as a generalized Hausman’s test in frequency domain. We can show
that the DFT is proportional to the difference between two estimators which
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converge to the same limit only under H0.
Aˆ(u) =
1
T
T∑
t=1
Xtεˆteiu2pit/T
=
1
T
T∑
t=1
Xt
[
Yt − X′t βˆ
]
eiu2pit/T
=
1
T
T∑
t=1
Xt(u)Yt − Qˆxx(u)Qˆ−1xx
1
T
T∑
t=1
XtYt
= Qˆxx(u)
Qˆ−xx(u) 1T
T∑
t=1
Xt(u)Yt − Qˆ−1xx
1
T
T∑
t=1
XtYt

≡ Qˆxx(u)[βˆ(u) − βˆ],
where βˆ(u) ≡ Qˆxx(u)− 1T
∑T
t=1 Xt(u)Yt is a complexed-valued random vector func-
tion of u, and Qˆ−xx(u) denotes the generalized inverse1 of Qˆxx(u) at each u. We can
show that βˆ(u) is the solution to
βˆ(u) = argmin
β∈Rd
WSSR(β, u),
where WSSR(β, u) ≡ ∑Tt=1(Yt − X′tβ)2eiu2pit/T is a weighted sum of squared residu-
als. In matrix notation, let X = [X′1, X′2, ..., X′T ]′, Y = [Y1,Y2, ...,YT ]′, andW(u) be
a diagonal matrix with the diagonal elements being [eiu2pi/T , eiu2pi2/T , ..., eiu2piT/T ],
then βˆ(u) = [X′W(u)X]−XW(u)Y is indeed a WLS (Weighted Least Squares) es-
timator. The weighting matrix assigns weights to each time t and the weights
are determined by the Fourier basis functions of time t. The objective function
WSSR(β, u) can be viewed as a DFT of the squared residuals for each β ∈ Θ
and u ∈ R. Intuitively, when the unknown parameter is constant with respect
to time, the weights eiu2pit/T will have no impact on the minimization problem.
Therefore, the optimal solution to minimizing WSSR(β, u) at each u should be
the same. We show under H0 : βt = β0, βˆ(u) is consistent for β0:
βˆ(u) = Qˆxx(u)−1
1
T
T∑
t=1
Xt(u)Yt
1Here we use the generalized inverse because
∑T
t=1 e
iu2pit/T → 0 when u ∈ Z.
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= Qˆxx(u)−1
1
T
T∑
t=1
Xt(u)(X′tβ0 + εt)
= β0 + Qˆxx(u)−1
1
T
T∑
t=1
Xt(u)εt
p→ β0,
for each u ∈ R \ Z given E(εt|Xt) = 0. As can be seen, although βˆ(u) is a complex-
valued function of the nuisance parameter u, the entire complex-valued term
vanishes to 0 as T → ∞ under H0. Therefore the probability limit of the WLS
estimator at each u ∈ R \ Z will always be identical to each other. However,
if there exists structural change in the unknown parameter, the weights will
capture that information since different u delivers different weights to each time
point t. Thus, under HA : βt , β0, for each fixed u ∈ R \ Z,
βˆ(u) = Qˆ−1xx (u)
1
T
T∑
t=1
Xt(u)Yt
= Qˆ−1xx (u)
1
T
T∑
t=1
Xt(u)X′tβt + Qˆ
−1
xx (u)
1
T
T∑
t=1
Xt(u)εt
p→ Q−1xx (u) limT→∞
T∑
t=1
E(XtX′t )e
iu2pit/Tβt,
where the probability limit of the WLS estimator is a complex-valued functions
of u. It is different from the probability limit of the OLS βˆ, which is a flat spec-
trum in the frequency domain. The DFT is equivalent to comparing the differ-
ence between two estimators that converge to the true parameter under H0 but
different limits under HA. In this regard, our test is a generalized Hausman’s
test in frequency domain. To ensure the consistency of our test, we need to
check the distance between the WLS estimator βˆ(u) and the OLS estimator βˆ at
each u ∈ R. This can be achieved by applying certain functionals of the DFT
Aˆ(u). In contrast to the generalized Hausman’s test as in Chen and Hong (2012)
that compares the difference between two estimators at each time point t, our
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comparison is made at each frequency u.
In fact, there has been a long history of using spectral analysis in time se-
ries, e.g., see Granger and Hatanaka (1964), Hannan (1965, 1967), Engle (1974),
Granger and Watson (1984), Choi and Phillips (1993), and Corbae et al. (2002).
Among many others, Engle (1974) proposes a “Band Spectrum Regression” for
static time series models. The idea is first to transform Xt and Yt from the time
domain to frequency domain using the DFT and then run an OLS using the
corresponding DFTs. The sample is no longer indexed by time but frequency.
Then we can get the same estimator as the conventional OLS in time domain.
By running regressions at different frequencies, we can get insights on whether
the model can capture various aspects of the data. Unlike the literature that
mainly focuses on spectrum analysis in stationary time series, this chapter ap-
plies frequency domain analysis to on nonstationary time series, namely analy-
sis of structural change.
The DFT projects the time-varying feature of βt to the frequency domain
without loss of information. By this device, we can avoid the smoothed non-
parametric estimation of βt and can test H0 consistently by checking each fre-
quency. Our test does not need prior information about the type of structural
change. As long as βt is a non-constant function of time t, the DFT will cap-
ture that information and Aˆ1(u) will converge to a nonzero spectrum because
βˆ(u) and βˆ(0) converge to different probability limits. Most importantly, our test
can detect a class of local alternatives that converges to H0 at a parametric rate
T−1/2. Therefore, our test is asymptotically more powerful than those of Chen
and Hong (2012), Zhang and Wu (2012), and Cai et al. (2015), in which the rate
of local alternatives that can be detected is at T−1/2h−1/4.
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3.2 Asymptotic Theory
To determine whether the DFT is significantly different from a zero spectrum,
we need to provide the asymptotic theory for the test based on the Fourier trans-
form. Let “
p→”, “ d→”, and “⇒”denote convergence in probability, convergence in
distribution, and weak convergence respectively. Let (Ω,F ,P) be a probability
space. For any two sigma-fieldsA and B, define the following absolute regular
mixing coefficient
α(A,B) = 1
2
sup
J∑
j=1
K∑
k=1
∣∣∣P(A j ∩ Bk) − P(A j)P(Bk)∣∣∣ ,
where Ai ∈ A, B j ∈ B , and the supremum is taken over all pairs of finite par-
titions {A j} j∈J and {Bk}k∈K of the sample space that are A and B measurable re-
spectively. The absolute regularity condition is necessary for us to establish the
uniform convergence between the sample moments to the population moments
of the complexed-valued process. However, since we do not restrict {X′t , εt}′ to
be stationary, we need a stronger condition to restrict the temporal dependence
to be uniformly weak. Let −∞ ≤ J1 ≤ J2 ≤ ∞, and F J2J1 ≡ σ(Xt, εt) such that
J1 ≤ t ≤ J2, then for each m ≥ 1, define the following dependence coefficient:
α(m) = sup
t∈Z
α(F t−∞,F ∞t+m).
We define mixing coefficient α(m) as in Bradley (2005) for nonstationary random
sequences. Because the distribution at each t could be different, we have to take
supremum over all t ∈ Z to restrict the largest possible dependence. When
{X′t , εt}′ is strictly stationary, one simply has
α(m) = α(F 0−∞,F ∞m ).
Now we provide the following regularity conditions.
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Assumption 3.2.1. {X′t , εt}′Tt=1 is a (d+ 1)× 1 absolutely regular process uniformly over
t ∈ Z with the mixing coefficient such that ∑∞j=1 α( j) δ−1δ < C < ∞ for some δ > 1.
Assumption 3.2.2. {εt} is a MDS process such that E(εt|It−1) = 0 a.s. for all t, where
It−1 is a sigma-field generated by {Xt−1Xt−2, ..., εt−1, εt−2, ...}.
Assumption 3.2.3. E(εt|Xt) = 0 almost surely for all t.
Assumption 3.2.4. (i) Vxx(u1, u2) ≡ limT→∞ 1T
∑T
t=1 Re
{
E[Xt(u1)Xt(u2)∗ε2t ]
}
is finite
and positive definite for all (u1, u2) ∈ R2; (ii) Qxx = limT→∞ 1T
∑T
t=1 E(XtX
′
t ) is non-
singular and finite.
Assumption 3.2.5. E(X4δjt ) ≤ C < ∞ for all j = 1, ..., d and all t; E(ε4δt ) ≤ C < ∞ for
all t.
Assumption 3.2.6. βt ∈ Θ, where Θ is a bounded parameter space in Rd such that
1
T
∑T
t=1 ‖βt‖2 < C < ∞.
Assumption 3.2.1 allows the structure of Xt to change over time but restricts
its temporal dependence to be weak. With this condition, our test applies to
dynamic time series regression models. The structural change in Xt can be either
smooth or abrupt. That means our test is robust to unknown structural change
in the covariates. The mixing condition restricts the temporal dependence to
be weak uniformly over time t. This is crucial for us to apply the law of large
numbers and the central limit theorem by Bradley and Tone (2015). We note that
Assumption 3.2.1 excludes the case when Xt is unit root or near unit root. Such
cases will be investigated in subsequent studies.
Assumption 3.2.2 restricts the model disturbance εt to be serially uncorre-
lated. This is only for the simplicity of delivering our main result. We can
allow εt to exhibit serial correlation and use the long-run variance-covariance
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(e.g., Newey and West, 1987). Assumption 3.2.3 excludes the existence of en-
dogenous covariates. In Section 3.3, we will consider endogenous covariates.
Assumption 3.2.3 implies the mean of εt is 0 and does not vary with time, al-
though the structural of Xt may vary with time. Assumption 3.2.4(i) allows εt
to exhibit conditional heteroskedasticity which is common for time series data.
Assumption 3.2.4(ii) ensures the existence of the OLS. Assumption 3.2.5 is a reg-
ular moment condition on εt and Xt. Assumption 3.2.5 implies the variance of εt
can be time-varying. If both Xt and εt are weakly stationary, then Assumption
3.2.4(i) can be implied by Assumption 3.2.5. Compared to the existing literature,
e.g., Chen and Hong (2012), Kristensen (2012), Cai et al. (2015), we do not im-
pose any smoothness assumption on the unknown parameter βt. We only need
it to be L-2 bounded. This is imposed in Assumption 3.2.6. Our assumptions
are quite weak.
Let
Vˆxx(u1, u2) ≡ 1T
T∑
t=1
Re[Xt(u1)Xt(u2)∗]ε2t ,
be the sample analog for Vxx(u1, u2).
Lemma 3.2.1. Suppose Assumptions 3.2.1 to 3.2.5 hold, then as T → ∞
supu∈R
∥∥∥Qˆxx(u) − Qxx(u)∥∥∥ p→ 0,
supu1,u2∈R2
∥∥∥Vˆxx(u1, u2) − Vxx(u1, u2)∥∥∥ p→ 0,
for all u ∈ R.
Lemma 3.2.1 provides the uniform convergence that is necessary for our
asymptotic result. The proof is quite straightforward given the complex-valued
function eiu2pit/T is always bounded by 1 for all u ∈ R. Thus, the uniform conver-
gence can be shown accordingly.
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Theorem 3.2.1. Suppose Assumptions 3.2.1-3.2.5 hold, under H0,
√
T Aˆ(u)⇒ G(u),
where G(u) is a zero-mean complex-valued Gaussian process with covariance kernel
K(u1, u2) ≡ cov[G(u1),G(u2)∗]
= Vxx(u1, u2) − Qxx(u1)Q−1xx (0)Vxx(0, u2) − Vxx(u1, 0)Q−1xx (0)Qxx(u2)∗
+Qxx(u1)Q−1xx (0)Vxx(0, 0)Q
−1
xx (0)Qxx(u2)
∗.
Theorem 3.2.1 provides the asymptotic null distribution of the DFT Aˆ(u)
scaled by
√
T . At each frequency u, it converges to a normal distribution with
mean 0 and variance K(u, u) as T → ∞. If both Xt and εt are weakly stationary,
then
Qxx(u) = E(XtX′t )
∫ 1
0
eiu2piτdτ,
and
Vxx(u1, u2) = E(XtXtε2t )
∫ 1
0
ei2pi(u1−u2)τdτ.
We can show that
K(u1, u2) = E(XtXtε2t )c˜ov(eiu12piτ, e−iu22piτ),
where c˜ov(eiu12piτ, e−iu22piτ) =
[∫ 1
0
ei2pi(u1−u2)τdτ − ∫ 1
0
∫ 1
0
ei2pi(u1τ−u2η)dτdη
]
is a pseudo-
covariance in the sense that τ follows the U[0, 1] distribution. Intuitively, the co-
variance kernel contains two components. E(XtXtε2t ) is the asymptotic variance
of 1√
T
∑T
t=1 Xtεt, which is the uncertainty introduced by the OLS estimation. The
other component can be viewed as the noise introduced by the Fourier trans-
form. When Xt and εt are nonstationary, the two components will intertwine
with each other.
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Next, we want to show that the DFT Aˆ(u) will converge to a non-zero spec-
trum under HA in the frequency domain. This is essential to ensure the consis-
tency of our test.
Theorem 3.2.2. Suppose Assumptions 3.2.1 to 3.2.6 hold, under HA, as T → ∞
sup
u∈R
∥∥∥Aˆ(u) − A˜(u)∥∥∥ p→ 0,
where A˜(u) ≡ limT→∞ 1T
∑T
t=1
[
Ideiu2pit/T − Qxx(u)Q−1xx
]
E(XtX′t )βt.
Theorem 3.2.2 gives the probability limit of Aˆ(u) which is a non-flat spectrum
in the frequency domain. If we let Xt be weakly stationary and βt ≡ β( tT ) be a
smooth function of rescaled time t/T ∈ (0, 1], then
A˜(u) = E(XtX′t ) limT→∞
 1T
T∑
t=1
βteiu2pit/T − 1T
T∑
t=1
βt
1
T
T∑
t=1
eiu2pit/T

≡ E(XtX′t )c˜ov[β(τ), eiu2piτ],
where c˜ov[β(τ), eiu2piτ] =
∫ 1
0
β(τ)eiu2piτdτ − ∫ 1
0
β(τ)dτ
∫ 1
0
eiu2piτdτ is a pseudo-
covariance in the sense that τ follows the U[0, 1] distribution. As long as
βt ≡ β( tT ) is a non-constant function of time t, c˜ov[β(τ), eiu2piτ] will be different
from 0 for u , 0. Theorem 3.2.2 shows that the DFT Aˆ(u) is equivalent to the
sample analog of a pseudo-covariance between βt and eiu2pit/T . The result also
explains why we construct Aˆ(u) by considering the DFT of Xtεˆt rather than εˆt.
When Xt is weakly stationary such that E(Xt) = 0, then our test will have no
power if we consider the Fourier transform of εˆt. For this reason, we construct
Aˆ(u) using the Fourier transform of Xtεˆt to ensure that it converges to a nonzero
spectrum under HA.
One way to examine the behavior the DFT in the frequency domain is to
compose a test for each fixed u. However, the power of a test using Aˆ(u) de-
pends on u under HA. Intuitively, Aˆ(u) can be viewed as a series approximation
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of a weighted average of βt using the Fourier basis functions. Frequency u rep-
resents how volatile the sin(·) and cos(·) series are. If the variation of βt over time
is very slow, then we expect the Fourier basis functions with a lower frequency
can approximate βt better than those with a higher frequency. Thus, we should
test H0 by assigning large weights to small frequencies, and vice versa. Unfortu-
nately, the information on βt is usually unknown a prior. To ensure consistency
against all alternatives, we consider the following Kolmogorov-Smirnov (KS )
and Crame´r-von Mises (CM) type test statistics:
Kˆ = T sup
u∈R
‖Aˆ(u)‖2,
and
Cˆ = T
∫
R
‖Aˆ(u)‖2W(u)du,
where W(·) is a weighting function that assigns weights on each frequency, and
it satisfies ∫
R
|u|2W(u)du < ∞. (3.4)
‖Aˆ(u)‖2 is called the ‘periodogram and it reveals the magnitude of the DFT at
each frequency. The periodogram is also proportional to the quadratic differ-
ence between the WLS and the OLS estimators at each frequency.
The computation of Cˆ involves integration over all u. We note that proper
choices of the weighting function W(u) can avoid numerical integration of u, and
Cˆ will have a closed-form expression. One example is the zero-mean normal
density function
W(u) =
1√
2piξ2
exp
(
u2
2ξ2
)
.
By the following identity∫
R
cos(uz)
1√
2piξ2
exp
(
− u
2
2ξ2
)
du = exp
(
−z
2ξ2
2
)
,
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we have
Cˆ = T
∫
R
Aˆ(u)′Aˆ(u)∗W(u)du
=
1
T
T∑
s=1
T∑
t=1
X′sXtεˆsεˆtexp
(
−2pi
2(s − t)2ξ2
T 2
)
,
where ξ is the standard deviation that measures the dispersion of weights as-
signed around 0. In general, the results are insensitive to the choice of ξ. An-
other example is the Laplace density weighting
W(u) =
λ
2
e−λ|u|.
By the identity that ∫
R
cos(uz)
λ
2
e−λ|u| =
λ2
λ2 + z2
,
we can show
Cˆ = T
∫
R
Aˆ(u)′Aˆ(u)∗W(u)du
=
1
T
T∑
s=1
T∑
t=1
X′sXtεˆsεˆt
(
λ2T 2
λ2T 2 + 4pi2(s − t)2
)
.
Here λ is the parameter that measures the dispersion of weights assigned
around 0. As λ increases, more weights are assigned to higher frequencies.
After providing the test statistics Kˆ and Cˆ based on the DFT, we now show
the asymptotic null distributions.
Theorem 3.2.3. Suppose Assumptions 3.2.1-3.2.5 hold, under H0, by the continuous
mapping theorem
Kˆ
d→ sup
u∈R
‖G(u)‖2,
and
Cˆ
d→
∫
R
‖G(u)‖2W(u)du,
as T → ∞.
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Theorem 3.2.3 provides the asymptotic distributions of Kˆ and Cˆ under H0.
Our test is tuning parameter free, and the asymptotic distributions are not piv-
otal because they depend on the unknown data generating process (DGP). Thus,
resampling methods are needed to obtain critical values. We use the following
resampling method proposed by Hansen (1996).
• Step(i). Use the sample {Yt, X′t }Tt=1 to estimate the model via the OLS, and
compute Kˆ and Cˆ;
• Step (ii). Generate i.i.d.N(0, 1) random variables {vbt}Tt=1 and compute com-
pute Kˆb and Cˆb using Aˆb(u) = 1√T
∑T
t=1 Mˆt(u)εˆtvbt, where
Mˆt(u) = Xteiu2pit/T − Qˆxx(u)Qˆ−1xxXt,
and εˆt is the estimated residuals from OLS;
• Step (iii). Repeat Step (ii) for a total of B times to obtain B bootstrap test
statistics {Kˆb, Cˆb}Bb=1;
• Step (iv). Compute the bootstrap p-values for Kˆ and Cˆ respectively, with
pKB,T =
1
B
∑B
b=1 1(Kˆb > Kˆ) and pCB,T =
1
B
∑B
b=1 1(Cˆb > Cˆ), where 1(·) is the
indicator function.
pKB,T and p
C
B,T are the conditional p-values for Kˆ and Cˆ via resampling for B times.
Next, we show they are consistent for the true p-values. Let FK(·) and FC(·) de-
note the distribution of function of supu∈R ‖G(u)‖2 and
∫
R
‖G(u)‖2W(u)du respec-
tively. Define pKT = 1 − FK(Kˆ) and pCT = 1 − FC(Cˆ) be the asymptotic p-values,
such that
lim
T→∞ Pr{p
j
T ≤ α|H0} = α,
for j = K,C. Conditional on the sample {Yt, Xt}Tt=1, let FKT (·) and FCT (·) be the
conditional distribution functions of Kˆ and Cˆ, respectively. Define p˜KT = 1−FKT (Kˆ)
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and p˜CT = 1 − FCT (Cˆ) to be the conditional p-values, where FˆKT (·) and FˆKT (·) are
generated by replacing Aˆ(u) with
Aˆ(u) =
1√
T
T∑
t=1
Mˆt(u)εˆtvt,
where {vt}Tt=1 is i.i.d.N(0, 1). Then we can show the consistency of the resampling
method by the following Corollary.
Corollary 3.2.1. Under the regularity conditions in Theorem 3.1, p jB,T
p→ p˜ jT as B →
∞, and
p˜ jT = p
j
T + op(1),
for j = K,C. Therefore
p˜ jT ⇒ p j,
where p j is the true p-value for j = K,C.
Unlike Andrews (1993), Andrews and Ploberger (1994), and Bai and Perron
(1998), in which nuisance parameter has to be a subset of (0, 1), we do not have
to restrict u to be a subset of R. By using frequency domain based method, our
test can detect structural breaks near the boundary regions.
Next, we show the asymptotic power of our test statistics.
Theorem 3.2.4. Under Assumptions 3.2.1-3.2.6 and HA, for any sequence of non-
stochastic constants {cT = o(T )}, as T → ∞,
P(Kˆ > cT ) → 1,
P(Cˆ > cT ) → 1.
This result shows the power of Kˆ and Cˆ against fixed alternatives approaches
to 1 as T → ∞. Therefore, the tests Kˆ and Cˆ are consistent against both abrupt
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structural breaks and smooth structural changes. Compared to Chen and Hong
(2012), Zhang and Wu (2012), and Cai et al. (2015), Kˆ and Cˆ avoid smoothed
nonparametric estimation.
We now investigate the local power property of our tests and compare with
existing consistent tests in the literature. Consider the following local alterna-
tives under HA1:
βt = β0 + δTφt,
where φt ∈ Rd is a nonrandom function of time t such that 0 <
limT→∞ 1T
∑T
t=1 ‖φt‖2 < ∞. φt can be either a smooth function of tT (smooth struc-
tural changes) or a step function of t (abrupt structural breaks).
Theorem 3.2.5. Suppose Assumptions 3.2.1-3.2.6 and HA1 with δT = T−1/2 hold. Then
as T → ∞,
Kˆ
d→ sup
u∈R
‖ξ(u) +G(u)‖2,
Cˆ
d→
∫
R
‖ξ(u) +G(u)‖2W(u)du,
where
ξ(u) = lim
T→∞
1
T
T∑
t=1
[
Ideiu2pit/T − Qxx(u)Q−1xx
]
E(XtX′t )φt.
Theorem 3.2.5 shows that our tests Kˆ and Cˆ have nontrivial power against a
class of local alternatives with the parametric rate δT = T−1/2. In contrast, Chen
and Hong (2012), Zhang and Wu (2012), and Cai et al. (2015) can only detect
a class of local alternatives at a rate of δT = T−1/2h−1/4, where the bandwidth
h→ 0 as T → ∞. This is the advantage of using the Fourier transform by avoid-
ing smoothed nonparametric estimation. The price we have to pay is that the
62
asymptotic distributions of our tests Kˆ and Cˆ are not pivotal. Moreover, we
are free from boundary problem which is common in smoothed nonparametric
testing. Chen and Hong (2012) use boundary reflection to increase the conver-
gence rate of boundary estimation. Our test does not require such a delicate
treatment. Compared to popular tests that achieve parametric rates such as An-
drews’ (1993) supremum and Bai and Perron’s (1998) double maximum tests,
our test does not require trimming of the data. Their tests do not have uniform
power for all t/T ∈ (0, 1].
3.3 Extension to Endogenous Covariates
In this section, we extend our tests to a time series regression model with en-
dogenous covariates, i.e., E(εt|Xt) , 0. Suppose there exists a set of instruments
Zt ∈ Rl such that E(εt|Zt) = 0 a.s., and E(XtZ′t ) , 0, where l ≥ d.
To test H0, we now consider the following complexed-valued empirical pro-
cess:
AˆIV(u) =
1
T
T∑
t=1
Xˆtεˆteiu2pit/T ,
where εˆt = Yt−X′t βˆ2sls is the estimated residual from the Two-Stage Least Squares
(2SLS) estimation, and Xˆt ∈ Rd is the fitted value from the first stage regression
of Xt on the l × 1 dimensional instrumental variables Zt. AˆIV(u) can be viewed as
the DFT of Xˆtεˆt. The 2SLS estimator cannot capture the time-varying feature of
the unknown parameter. So we will focus on the estimated residual εˆt from the
2SLS and consider the following decomposition:
εˆt = Yt − X′t βˆ2sls
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= X′t (βt − βˆ2sls) + εt
= X′t
[
βt −
(
QˆxzQˆ−1zz Qˆzx
)−1
QˆxzQˆ−1zz Qˆzy
]
+ εt
= εt − X′t
(
QˆxzQˆ−1zz Qˆzx
)−1
QˆxzQˆ−1zz
 1T
T∑
t=1
Ztεt

+X′t
βt − (QˆxzQˆ−1zz Qˆzx)−1 QˆxzQˆ−1zz  1T
T∑
t=1
ZtX′tβt
 .
Like in the case where all covariates are exogenous, the estimated residual from
the 2SLS can also be decomposed into three components: the model disturbance
εt, the estimation uncertainty, and the weighted difference between βt and a con-
stant vector that does not depend on t. Under H0 : βt = β0 for all t, βˆ2sls is con-
sistent for β0. Then the third component will be identically 0 and the DFT will
converge to 0 in probability for all frequencies under the orthogonality condi-
tion between εt and Zt. While under HA, βˆ2sls fails to capture the time-varying
feature of βt, and such information will be contained in the estimated residuals.
Therefore, the DFT will converge to a nonzero spectrum in the frequency do-
main. In particular, if both Xt and Zt are weakly stationary, and βt ≡ β( tT ) is a
smooth function of the rescaled time tT ∈ (0, 1], then the probability limit of the
DFT under HA is proportional to the pseudo-covariance of βt and eiu2pit/T in the
sense that tT follows a standard uniform distribution on [0, 1].
For the first stage reduced form, we simply estimate it by the OLS:
Xˆt = γˆ′Zt,
where γˆ = (
∑T
t=1 ZtZ
′
t )
−1 ∑T
t=1 ZtX
′
t ≡ Qˆ−1zz Qˆzx is the OLS estimator. As T → ∞, Xˆt
will converge in probability to X˜t ≡ γ′Zt. It is possible that the true relationship
between Xt and Zt is unstable such that γ is not constant with respect to time. If
that is the case, then γˆ will not be consistent for γ. However, that has a trivial
impact on our analysis since our goal is not to estimate γ consistently but rather
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to use Zt as a proxy to obtain the 2SLS estimator. So X˜t can be viewed as a pure
linear projection of Xt on Zt. As long as Xt and Zt are not orthogonal to each
other, we can guarantee the consistency of the 2SLS estimators for β0 under H0.
Moreover, we do not restrict either Xt or Zt to be weakly stationary. Thus X˜t
can also be nonstationary such that its distribution may change smoothly or
break abruptly. The fitted value Xˆt from the first stage regression serves as the
regressor in the second stage. It has the same role as Xt in the case where all
covariates are exogenous. Therefore its instability will have no impact on our
testing for structural change in the structural equation. The tests by Hall et al.
(2012) and Perron and Yamamoto (2014) rely on comparing consistent estimates
for βt using the 2SLS for subsamples. Therefore they need first to investigate the
stability of the reduce form. This is a drawback of testing in the time domain.
However, our frequency domain based approach can avoid this issue and is
robust to instability in both covariates and instruments.
Like the DFT in Section 3.1, AˆIV(u) can also be interpreted as a generalized
Hausman’s test in frequency domain. Let Xˆt(u) ≡ Xˆteiu2pit/T = QˆxzQˆ−1zz Zteiu2pit/T , we
can rewrite the DFT as
AˆIV(u) =
1
T
T∑
t=1
Xˆt(u)εˆt
= Qˆxˆx(u)
[
βˆIV(u) − βˆ2sls
]
= QˆxzQˆ−1zz Qˆzx(u)
[
βˆIV(u) − βˆ2sls
]
,
where we define the following linear IV estimator for β0:
βIV(u) ≡
[
QˆxzQˆ−1zz Qˆzx(u)
]−
QˆxzQˆ−1zz
1
T
T∑
t=1
ZtYteiu2pit/T
= [X′PZW(u)X]−X′PZW(u)Y,
where PZ = Z(Z′Z)−1Z′ is a projection matrix. Compared to the WLS defined
in Section 3.1, βˆIV contains an additional projection to the space spanned by Zt.
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In particular, when u = 0, βIV(0) = [X′PZX]−1X′PZY is exactly the 2SLS estimator.
We see the DFT AˆIV(u) is proportional to the difference between two estimators
βˆIV(u) and βˆ2sls. Under H0,
βIV(u) =
[
QˆxzQˆ−1zz Qˆzx(u)
]−1
QˆxzQˆ−1zz Qˆzy(u)
= β0 +
[
QˆxzQˆ−1zz Qˆzx(u)
]−1
QˆxzQˆ−1zz
1
T
T∑
t=1
Ztεteiu2pit/T
p→ β0,
for u ∈ R \ Z. Thus βIV(u) is consistent for β0 under H0. βˆIV(u) can be viewed as
a general class of estimators that contain the 2SLS estimator as a special case.
Following analogous arguments, βˆIV(u) will converge to the same probability
limit for all u ∈ R under H0 : βt = β0. Because the different weights to each
observation have trivial impacts in large samples. However, βˆIV(u) will converge
to a nonzero spectrum under HA.
Now we provide the asymptotic theory for the test based on AˆIV(u).
Assumption 3.3.1. {X′t ,Z′t , εt}′Tt=1 is a (d+ l+1)×1 absolutely regular process uniformly
over t ∈ Z with the mixing coefficient such that ∑∞j=1 α( j) δ−1δ < C < ∞ for some δ > 1.
Assumption 3.3.2. {εt} is a MDS process such that E(εt|It−1) = 0 a.s., where It−1 is a
Sigma-algebra generated by {Zt−1,Zt−2, ..., εt−1, εt−2, ...}
Assumption 3.3.3. E(εt|Xt) , 0 for some t and E(Ztεt) = 0 a.s. for all t.
Assumption 3.3.4. (i) Vzz(u1, u2) ≡ limT→∞ 1T
∑T
t=1 E[Zt(u1)Zt(u2)
∗ε2t ] is finite and pos-
itive definite for all (u1, u2) ∈ R2;
(ii) Qzz = limT→∞ 1T
∑T
t=1 E(ZtZ
′
t ) is nonsingular and finite;
(iii) Qxz = limT→∞ 1T
∑T
t=1 E[XtZ
′
t ] is finite and of full rank.
Assumption 3.3.5. E(Z4δjt ) ≤ C < ∞ and E(X4δkt ) ≤ C < ∞ for some δ > 1, all
j = 1, ...., l, k = 1, ..., d, and all t; E(ε4δt ) ≤ C < ∞ for all t.
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Like Assumption 3.2.1, Assumption 3.3.1 allows both Xt and Zt to have
smooth structural changes or abrupt structural breaks. The temporal depen-
dence has been controlled by uniform mixing coefficient for possibly nonsta-
tionary time series. Such a restriction on the temporal dependence is widely
used in time series analysis. Assumption 3.3.2 restricts the disturbance to be se-
rially uncorrelated for the simplicity of deriving our result.2 Assumption 3.3.3
characterizes the existence of endogeneity and the validity of instrumental vari-
able Zt. Assumptions 3.3.4 and 3.3.5 are regular moment conditions on Xt, Zt,
and εt which are rather mild.
By analogous proof as in Lemma 3.2.1, we can show the following
supu∈R
∥∥∥Qˆzx(u) − Qzx(u)∥∥∥ p→ 0,
supu1,u2∈R2
∥∥∥Vˆzz(u1, u2) − Vzz(u1, u2)∥∥∥ p→ 0,
as T → ∞, where Qˆzx(u) = 1T
∑T
t=1 Zt(u)X
′
t and Vˆzz(u1, u2) =
1
T
∑T
t=1 Re[Zt(u1)Zt(u2)
∗]ε2t .
Theorem 3.3.1. Suppose Assumptions 3.3.1-3.3.5 hold, under H0,
√
T AˆIV(u)⇒ GIV(u)
where G(u) is a zero-mean complex-valued Gaussian process with covariance kernel
K IV(u1, u2) ≡ cov
[
GIV(u1),GIV(u2)∗
]
= γ′Vzz(u1, u2)γ − γ′Vzz(u1, 0)γ[Qxzγ]−1[Qxz(u2)∗γ] − [γ′Qzx(u1)][γ′Qzx]−1γ′Vzz(0, u2)γ
+[γ′Qzx(u1)][γ′Qzx]−1γ′Vzz(0, 0)γ[Qxzγ]−1[Qxz(u2)∗γ],
where γ = Q−1zz Qzx.
2In a dynamic regression model, the error terms will be serially correlated if the endogenous
variables contain lagged terms of Yt. In this chapter, we assume that the endogenous covariates
do not contain lagged values of Yt. We can weaken this restriction by using a long-run variance-
covariance matrix.
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The asymptotic null distribution for the DFT
√
T AˆIV(u) is similar to Theorem
3.2.1 expect that the covariance kernels are different. When endogenous covari-
ates are present, we need to first project Xt on Zt. Such estimation uncertainty is
represented by γ. When both Xt and Zt are weakly stationary, we can show
K IV(u1, u2) = γ′E
(
ZtZ′tε
2
t
)
γc˜ov(eiu12piτ, e−iu22piτ).
The covariance kernel for the DFT
√
T AˆIV(u) is equal to the variance of score
function in the IV regression multiplied by a pseudo-covariance introduced by
the Fourier transform.
Next, we give the limit of the DFT AˆIV(u) under HA.
Theorem 3.3.2. Suppose Assumption 3.3.1 to 3.3.5 and 3.2.6 hold, under HA,
sup
u∈R
∥∥∥AˆIV(u) − A˜IV(u)∥∥∥ p→ 0,
where A˜IV(u) = limT→∞ 1T
∑T
t=1
(
Ideiu2pit/T − γ′Qzx(u)[γ′Qzx]−1
)
γ′E(ZtX′t )e
iu2pit/Tβt for all
u ∈ R, as T → ∞.
Theorem 3.3.2 shows the probability limit of the DFT is a nonzero spectrum
in the frequency domain, and it is a weighted average of the unknown parame-
ter βt. If we let Xt and Zt be weakly stationary, and βt ≡ β( tT ) be a smooth function
of rescaled time t/T ∈ (0, 1], then the limit of AˆIV(u) is
A˜IV(u) = γ′E(ZtX′t ) limT→∞
 1T
T∑
t=1
βteiu2pit/T − 1T
T∑
t=1
βt
1
T
T∑
t=1
eiu2pit/T

≡ γ′E(ZtX′t )c˜ov[β(τ), eiu2piτ],
where c˜ov[β(τ), eiu2piτ] is defined as in Section 3.2. As long as βt is not constant
with respect to time, the pseudo-covariance will be different from 0 for u , 0.
It is crucial to ensure the consistency of our test based on AˆIV(u). Compared
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to the results in Section 3.2, we see the magnitude of the pseudo-covariance
is determined by γ′E(XtZ′t ). And it is easy to show that E(XtX′t ) − γ′E(ZtZ′t )γ is
positive semi-definite. Thus, for a given local alternative, the test based on Aˆ(u)
is more powerful than AˆIV(u). And this is consistent with the literature.
To examine the behavior of the DFT AˆIV(u) at each frequency u, we consider
the following KS and CM type test statistics:
Kˆ IV = T sup
u∈R
∥∥∥AˆIV(u)∥∥∥2 ,
and
CˆIV = T
∫
R
∥∥∥AˆIV(u)∥∥∥2W(u)du,
where W(·) is a weighting function that satisfies Eq.(3.4).
Theorem 3.3.3. Suppose Assumptions 3.3.1 to 3.3.5 hold, underH0, by the continuous
mapping theorem
Kˆ IV
d→ sup
u∈R
∥∥∥GIV(u)∥∥∥2 ,
and
CˆIV
d→
∫
R
∥∥∥GIV(u)∥∥∥2W(u)du.
Theorem 3.3.3 provides the asymptotic distributions of Kˆ IV and CˆIV under
H0. Our test is tuning parameter free, but we need resampling methods to obtain
critical values. Like in the OLS case, we follow Hansen (1996) and propose the
following resampling procedures.
• Step(i). Use the sample {Yt, X′t ,Z′t }Tt=1 to estimate the model via the 2SLS,
and compute Kˆ IV and CˆIV ;
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• Step (ii). Generate i.i.d.N(0, 1) random variables {vbt}Tt=1 and compute Kˆ IVb
and CˆIVb using Aˆb(u) =
1√
T
∑T
t=1 Mˆ
IV
t (u)εˆtvbt, where
MˆIVt (u) = Xˆte
iu2pit/T − Qˆxˆx(u)Qˆ−1xˆxˆ Xˆt,
and εˆt is the estimated residuals from the 2SLS;
• Step (iii). Repeat Step (ii) for a total of B times to obtain B bootstrap test
statistics {Kˆ IVb , CˆIVb }Bb=1;
• Step (iv). Compute the bootstrap p-values for Kˆ IV and CˆIV respectively,
with pK,IVB,T =
1
B
∑B
b=1 1(Kˆ IVb > Kˆ
IV) and pC,IVB,T =
1
B
∑B
b=1 1(CˆIVb > Cˆ
IV), where 1(·)
is the indicator function.
pK,IVB,T and p
C,IV
B,T are the conditional p-values for Kˆ
IV and CˆIV via resampling for B
times. By similar proof as in Corollary 3.2.1, we can show they are consistent
for the true p-values.
Next, we state the asymptotic power of Kˆ IV and CˆIV against fixed alterna-
tives.
Theorem 3.3.4. Suppose Assumptions 3.3.1-3.3.5 and 3.2.6 hold. Then under HA, for
any sequence of non-stochastic constants {cT = o(T )}, as T → ∞,
P(Kˆ IV > cT ) → 1,
P(CˆIV > cT ) → 1.
Theorem 3.3.4 shows that our test statistics Kˆ IV and CˆIV diverge to infinity at
a speed of T when H0 is failed. Unlike Perron and Yamamoto (2015), Kˆ IV and
CˆIV are consistent against both abrupt structural breaks and smooth structural
changes. Compared to Chen’s (2015) nonparametric consistent test, Kˆ IV and CˆIV
avoid smoothed nonparametric estimation.
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To investigate the local power property of Kˆ IV and CˆIV , we consider HA1 de-
fined in Section 3.2.
Theorem 3.3.5. Suppose Assumptions 4.1-4.5 and HA1 with δT = T−1/2 hold. Then as
T → ∞,
Kˆ IV
d→ sup
u∈R
∥∥∥ξIV(u) + G(u)∥∥∥2 ,
CˆIV
d→
∫
R
∥∥∥ξIV(u) + G(u)∥∥∥2W(u)du,
where
ξ(u)IV = lim
T→∞
1
T
T∑
t=1
(
Ideiu2pit/T − γ′Qzx(u)[γ′Qzx]−1
)
γ′E(ZtX′t )e
iu2pit/Tφt.
Theorem 3.3.5 implies that our tests Kˆ IV and CˆIV have nontrivial power
against a class of local alternatives with rate δT = T−1/2. This rate is faster than
the nonparametric rate T−1/2h−1/4 in Chen (2015) where the bandwidth h → 0
as T → ∞. Thus, our test is asymptotically more powerful than Chen’s (2015)
nonparametric test.
3.4 Simulation Studies
In this section, we show the finite sample performance of our tests and compare
with existing consistent tests. We consider two cases for the simulation study:
• Case 1: Time series regression models with purely exogenous covariates
Xt;
• Case 2: Time series regression models with endogenous covariates Xt.
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3.4.1 Exogenous Covariates
To examine the size performance of our test statistics, we adopt the following
linear regression model considered in Chen and Hong (2012)
DGP S.1 : Yt = 1 + 0.5Xt + εt,
with three types of disturbance {εt}:
• IID Errors:
εt ∼ i.i.d.N(0, 1);
• ARCH Errors:
εt =
√
htνt,
ht = 0.2 + 0.5ε2t−1,
νt ∼ i.i.d.N(0, 1);
• Conditional heteroskedasticity Errors:
εt =
√
htνt,
ht = 0.2 + 0.5X2t ,
νt ∼ i.i.d.N(0, 1).
To show that our tests are robust to covariates with smooth structural changes
and abrupt structural breaks, we consider the following three specifications for
Xt:
• No structural change:
Xt = 0.5Xt−1 + νt;
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• Smooth structural change:
Xt = 1 + α(t/T )Xt−1 + νt,
where α(τ) = 1.5 − 1.5exp[−3(τ − 0.5)2];
• Abrupt structural break:
Xt =

1.5 + 0.5Xt−1 + νt, if t ≤ 0.4T,
−0.3Xt−1 + νt, otherwise.
The innovation νt ∼ i.i.d.N(0, 1) is independent of model disturbance εt.
To investigate the finite sample power of Kˆ and Cˆ, we consider the following
DGPs:
• DGP P.1—Single structural break:
Yt =

1.5 + 0.5Xt + εt, if t ≤ 0.3T,
1.2 + Xt + εt, otherwise;
• DGP P.2—Smooth structural change:
Yt = θ
( t
T
)
(1 + 0.5Xt) + εt,
where θ(τ) = 2τ + exp[−16(τ − 0.5)2] − 1;
• DGP P.3—Multiple structural breaks:
Yt =

0.6 + 0.3Xt + εt, if 0.1T ≤ t ≤ 0.2T or 0.7T ≤ t ≤ 0.8T
1.5 + Xt + εt, if 0.4T ≤ t ≤ 0.5T,
1 + 0.5Xt + εt, otherwise.
DGP P.1 to DGP P.3 cover both the abrupt structural breaks and smooth struc-
tural changes. For each DGP, we generate 1000 data sets of the random sample
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{Xt,Yt}Tt=1 for T = 100 and 300. The computation of Kˆ involves searching over all
possible u ∈ R which is computationally infeasible. Thanks to the periodicity
and symmetry of the trigonometric function, we can compute Kˆ using a finite
interval U that covers certain full periods of the sine and cosine waves. In this
simulation study, we simply choose U = [0.01, 0.02, ...., 1]. One can choose dif-
ferent grids based on specific problems, and it will only have a trivial impact on
the result. We compute Kˆ as the following:
Kˆ = max
u∈U
T Aˆ(u)′Aˆ(u)∗
= max
u∈U
1
T
T∑
s=1
T∑
t=1
X′sXtεˆsεˆtcos
[
2piu(s − t)
T
]
.
For Cˆ, we use the standard normal density weighting function W(u) = 1√
2pi
exp( u
2
2 )
and compute it as the following:
Cˆ = T
∫
R
Aˆ(u)′Aˆ(u)∗W(u)du
=
1
T
T∑
s=1
T∑
t=1
X′sXtεˆsεˆtexp
[
−2pi
2(s − t)2
T 2
]
.
The critical values of Kˆ and Cˆ are obtained by the resampling method de-
scribed in Section 3.2, and we set the number of resampling in each replication
to be 499. To show the efficiency gain of our tests, we compare the rejection rate
of our tests with consistent test Hˆ by Chen and Hong (2012). The comparison
is made for the case that Xt is weakly stationary because their test is not robust
to unknown structural change in the covariates. We compute Hˆ using the het-
eroskedasticity robust variance. We choose the bandwidth h to be T−1/5/
√
12 by
the rule of thumb, and use the uniform kernel. The critical values are computed
by the resampling method (wild bootstrap) provided in Chen and Hong (2012).
Table B.1 and B.2 provide the size performance of Kˆ and Cˆ when the sample
size T = 100 and 300. We can see Kˆ and Cˆ are robust to unknown structural
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change in Xt and unknown conditional volatility dynamics of εt. The empirical
rejection rates of both Kˆ and Cˆ are close to the nominal levels in both small
and large samples. Compared to the tests that require smoothed nonparametric
estimation of time-varying coefficients, our tests based on the whole sample
involves less noise.
Table B.3 and B.4 provide the power performance of Kˆ, Cˆ, and Hˆ when the
sample size T = 100 and 300. When there exists a single structural break, Kˆ and
Cˆ are both more powerful than Hˆ. And the rejection rate increases as the sam-
ple size grows from 100 to 300. When there exist smooth structural changes, Cˆ
is less powerful than Kˆ. Because the variation in regression coefficient is very
slow in DGP P.2, and the Fourier basis functions with low frequencies can cap-
ture it well. Given Kˆ searches on a grid from 0 to 1, it contains the frequency
that delivers the strongest magnitude in the periodogram. Compared to Cˆ that
gives extra weights to the high frequencies, Kˆ is more powerful. When multiple
structural breaks are present, Kˆ and Cˆ are still more powerful than Hˆ. We can
also see that for each DGP P.1 to P.3, the finite sample power increases when Xt
has structural changes. Intuitively, the DFT captures not only the time-varying
feature of βt but also the time series property of Xt under HA. As a result, it
can amplify the magnitude of the periodogram at certain frequencies and thus
makes our test more powerful than the case with purely stationary covariates.
3.4.2 Endogenous Covariates
We now study the finite sample performance of Kˆ IV and CˆIV using the 2SLS
when endogenous variables are present. To show that Kˆ IV and CˆIV are robust to
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unknown structural changes in the instruments, we let Zt exhibit smooth struc-
tural changes:
Zt = 0.7cos(2pit/T )Zt−1 + ηt,
where ηt ∼ i.i.d.N(0, 1). Here Zt follows a locally stationary AR(1) process.
To examine the size performance, we use DGP S.1 with three types of er-
rors specified in Section 3.4.1. Note that when the errors have conditional het-
eroskedasticity, we should replace Xt with Zt. To show that our test are robust to
unknown structural changes in covariates, we also consider three specifications
for Xt :
• No structural change:
Xt = 0.5Xt−1 + ηt + εt;
• Smooth structural change:
Xt = 1 + α(t/T )Xt−1 + ηt + εt,
where α(τ) = 1.5 − 1.5exp[−3(τ − 0.5)2];
• Abrupt structural break:
Xt =

1.5 + 0.5Xt−1 + ηt + εt, if t ≤ 0.4T,
−0.3Xt−1 + ηt + εt, otherwise.
To examine the power performance of Kˆ IV and CˆIV , we consider DGP P.1 to
DGP P.3 as listed in the exogenous covariates case which cover both the abrupt
structural breaks and smooth structural changes.
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By using a gridU = [0.01, 0.02, ...., 1] for Kˆ IV and the standard normal density
weighting function W(u) = 1√
2pi
exp(u
2
2 ) for Cˆ
IV , we have
Kˆ IV = max
u∈U
T AˆIV(u)′AˆIV(u)∗
= max
u∈U
1
T
T∑
s=1
T∑
t=1
Xˆ′sXˆtεˆsεˆtcos
[
2piu(s − t)
T
]
,
and
CˆIV = T
∫
R
AˆIV(u)′AˆIV(u)∗W(u)du
=
1
T
T∑
s=1
T∑
t=1
Xˆ′sXˆtεˆsεˆtexp
[
−2pi
2(s − t)2
T 2
]
,
respectively. Compared to the case with exogenous covariates, we just replaced
Xt and εˆt = Yt − Xtβˆ with Xˆt and εˆt = Yt − Xˆ′t βˆ2sls.
We compare the finite sample power of Kˆ IV and CˆIV with the consistent test
ĈH proposed by Chen (2015). For each of DGPs, we generate 1000 data sets
of the random sample {Xt,Zt,Yt}Tt=1 for T = 100 and 300. The critical values of
Kˆ IV and CˆIV are obtained by the resampling method described in Section 3.3,
and we set the number of resampling in each replication to be 499. For the
nonparametric test ĈH, we choose the uniform kernel and set the bandwidth h
at T−1/5/
√
12 by the rule of thumb. The critical values for ĈH are computed by
the resampling method provided in Chen (2015).
Table B.5 and B.6 show the size performance of Kˆ IV and CˆIV for sample size
T = 100 and 300 respectively. They show that our tests are robust to unknown
structural change in both covariates and instruments. The empirical rejection
rates of Kˆ IV and CˆIV are close to the nominal levels in both small and large sam-
ples.
Table B.7 and B.8 show the power performance of Kˆ IV , CˆIV , and ĈH in finite
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samples. We can see Kˆ IV and CˆIV are more powerful than ĈH in all DGPs. Intu-
itively, the nonparametric test by Chen (2015) needs nonparametric estimation
for both the structural equation and the first stage reduced form. While our tests
are based on the 2SLS using the whole sample. Moreover, the unknown struc-
tural change in the covariates and instruments may help to increase the power
of our tests. But it is not the case for Chen’s (2015) test.
3.5 Empirical Application
In this section, we provide an empirical application to show the usefulness of
our tests. In macroeconomics, the New Keynesian Phillips Curve (NKPC) has
drawn much attention because it shows the short-run dynamics between infla-
tion and real economic activity. A typical hybrid NKPC can be expressed as
(Gali and Gertler, 1999):
pit = c + β fEtpit+1 + βbpit−1 + βxxt + εt,
where pit is the rate of inflation, xt denotes the output gap or real marginal cost,
Etpit+1 is the expected inflation for the period t+1 given the information available
up to period t, and εt represents the unobserved shock.
The reason it is called ‘hybrid’ is that it delivers a combination of the tra-
ditional Phillips curve and the NKPC based on the sticky price model (Calvo,
1983). The coefficients β f and βb represent the relative magnitude of forward-
looking and backward-looking in the short-run inflation dynamics. Determin-
ing which factor is the main driving force is an importation issue in macroeco-
nomics because it has different economic and policy implications. If β f > βb,
then the forward-looking component dominates. It implies the the inflation
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should be dominated by the discounted stream of expected future marginal
costs. While if β f < βb, then the backward-looking prevails. And it means infla-
tion stickiness dominates.
In fact, many empirical studies have been done on this issue and conflicting
conclusions have been reached. For instance, Gali and Gertler (1999) Gali et
al. (2005), and Sbordone (2002, 2005) show that the forward-looking prevails.
While Fuhrer and Moore (1995), Fuhrer (1997), Rudebusch (2002), and Estrella
and Fuhrer (2002, 2003) confirm the domination of backward-looking.
One possible reason for the conflicting results obtained in various empiri-
cal studies is the structural instability in the short-run inflation dynamics. And
it has been documented by several studies. Zhang et al. (2008) find breaks in
1981Q1 and 2001Q1 using US quarterly data from 1968Q3 to 2005Q4. Hall et al.
(2012) find breaks in 1975Q2 and 1981Q1 using US quarterly data from 1968Q3
to 2001Q4. Chen (2015) applies a consistent test based on the whole sample and
concludes that the NKPC is not stable from 1968Q3 to 2012Q4. Perron and Ya-
mamoto (2015) find breaks in 1980Q4 and 1991Q4 using US quarterly data from
1960Q1 to 1997Q4. The existence of structural change in the NKPC is confirmed
by several studies. However, the following question is still open: Is 1981 to 2001
indeed a stable period?
Using the US quarterly data from 1968Q3 to 2005Q4, we investigate the sta-
bility of the NKPC by the frequency domain based tests. Following Zhang et
al. (2008) and Hall et al. (2012), we consider the following specification for the
NKPC:
pit = β
c + β fEtpit+1 + βbpit−1 + βxxt +
3∑
j=1
β j∆pit− j + εt, (3.5)
where ∆pit = pit − pit−1 removes the possible serial correlation in the error term.
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We use output gap as a measure for xt as in Hall et al. (2012) and Chen (2015).
One can also use real marginal labor cost for xt as Perron and Yamamoto (2015).
The endogenous variables are expected inflation rate (Etpit+1) and the output
gap (xt). The instruments Zt we use are variables which contain two lags of the
following variables: the expected inflation rate, the output gap, the unemploy-
ment rate, the growth rate of money aggregate M2, the short-term interest rate,
and the exogenous covariates in Eq.(3.5).
The data we use are quarterly US data spanning 1968Q3 to 2005Q4. We
choose the data span slightly longer than that in Hall et al. (2012) for better
investigation of stability in subsamples. It is shorter than Chen (2015) to avoid
the turmoil period in 2008. Below are definitions of each variable and their
source.
• The inflation pit is the annualized quarterly growth rate of the GDP deflator
from the Fed;
• The expected inflation rate Etpit+1 is obtained from Greenbook one-quarter
ahead forecast of inflation from the Fed;
• Output gap xt is from the Congressional Budget Office;
• The short-term interest rate is the 3-month money market rate from OECD
database;
• The unemployment rate is the seasonally adjusted quarterly unemploy-
ment rate from the Fed;
• The M2 growth rate is computed by the quarterly M2 supply from the Fed.
We first test the stability of the NKPC over the whole sample following the
similar steps described in Section 3.4.2. The number of bootstrapping is set at
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999. The p-values based on bootstrapped critical value are 0.001 and 0.014 for
Kˆ IV and CˆIV . This result shows that there exists substantial evidence of structural
instability of the NKPC from 1968 to 2005.
Hall et al. (2012) and Zhang et al. (2008) both identify a break in 1981. So
we now split our sample to two subsamples. The first is from 1968Q3 to 1980Q4
and the second is from 1981Q1 to 2005Q4. By this design, we can investigate
whether there exists any other structural instability besides the abrupt break
identified in studies mentioned above. Following the same procedure as in the
whole sample test, we find the p-values for the first sample is 0.013 and 0.017
using Kˆ IV and CˆIV respectively. And the p-values for the second sample is 0.012
and 0.023 using Kˆ IV and CˆIV respectively. This result shows that there also exists
instability in subsamples even when the breakpoint in 1981 is identified.
Next, we consider the intercept break in 2001 documented by Zhang et al.
(2008) and test the instability using the subsample spanning 1981Q1 to 2001Q4.
Our tests also indicate structural instability in this period. The p-values are
0.048 and 0.052 for Kˆ IV and CˆIV respectively. Although the test by CˆIV is not
significant at 5%, we can still conclude that the stable period treated by Hall et
al. (2012) and Zhang et al. (2008) should have structural instability. Further-
more, given Kˆ IV is more powerful than CˆIV in this case, we may infer that the
structural change should take place in a gradual manner because we compute
Kˆ IV by using a grid with low frequencies. The p-value for CˆIV is larger because
it assigns more weights to higher frequencies. From this result, we conclude
that it is quite possible that there exists smooth structural changes rather than
abrupt structural breaks in the NKPC from 1981 to 2001. Intuitively, the micro
foundations imply that the forward-looking and backward-looking coefficients
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are functions of each firms’ pricing behavior. Even though the change may be
sudden at the individual level, it is likely to behave as a smooth change at the
aggregate level.
We admit that the evidence on structural change within 1981 to 2001 is not
quite strong based on the p-values. Comparing to the existing literature, we
show the benefit of using an asymptotically more efficient test. It reveals new
things that we do not know before, but we do not want to exaggerate the result.
And that does not take anything away from the big contribution of this paper.
3.6 Model Misspecification
Many existing tests for structural change are based on a correctly specified con-
ditional model. If the model is misspecified, then the rejection of a structural
change test may come from model misspecification rather than the instability
of unknown parameters (Chen and Hong, 2012). Unlike the existing literature
that cannot distinguish the source of rejection from structural change and model
misspecification, our frequency-based approach will be free of model misspeci-
fication under certain scenarios.
Suppose the true DGP is
Yt = X′tβ(ξt) + εt,
where we assume β(ξt) : Rp → Rd is some unknown function of random variable
ξt ∈ Rp. When ξt = Xt, then the DGP can be viewed as a nonlinear function of Xt.
We assume E(εt|Xt) = 0 a.s., and ξt is weakly stationary.
82
Consider the the DFT Aˆ(u) defined in Section 3.2:
Aˆ(u) =
1
T
T∑
t=1
Xtεˆteiu2pit/T
=
1
T
T∑
t=1
Xt
[
X′tβ(ξt) − X′t βˆ + εt
]
eiu2pit/T
=
1
T
T∑
t=1
Xt
X′tβ(ξt) − X′t Qˆ−1xx 1T
T∑
t=1
Xt[X′tβ(ξt) + εt] + εt
 eiu2pit/T
=
1
T
T∑
t=1
Xt
X′tβ(ξt) − X′t Qˆ−1xx 1T
T∑
t=1
XtX′tβ(ξt) − X′t Qˆ−1xx
1
T
T∑
t=1
Xtεt + εt
 eiu2pit/T
=
1
T
T∑
t=1
XtX′tβ(ξt)e
iu2pit/T − Qˆxx(u)Qˆ−1xx
1
T
T∑
t=1
XtX′tβ(ξt)
+
1
T
T∑
t=1
Xtεteiu2pit/T − Qˆxx(u)Qˆ−1xx
1
T
T∑
t=1
Xtεt.
The DFT can also be decomposed to two parts. The second component Aˆ2(u)
will converge to a zero spectrum in frequency domain due to the orthogonality
condition between Xt and εt. And it determines the asymptotic distribution of
the DFT. Under the null hypothesis of no structural change, the first component
will converge to 0 in the following two scenarios:
• Scenario 1: Xt is nonstationary but is independent of ξt.
1
T
T∑
t=1
XtX′tβ(ξt)e
iu2pit/T − Qˆxx(u)Qˆ−1xx
1
T
T∑
t=1
XtX′tβ(ξt)
p→ Qxx(u)E[β(ξt)] − Qxx(u)Q−1xxQxxE[β(ξt)]
= 0,
as T → ∞. Intuitively, when ξt is weakly stationary and independent of
Xt, the first component of the DFT will behave like a projection of Xt using
Mˆt(u) defined in Section 3.2. It will converge to a zero spectrum because
83
∑T
t=1 Mt(u)Xt = 0 for all u. Therefore, our test is robust to model misspecifi-
cation when the true DGP is a functional coefficient model (Cai et al., 2000)
with the dependent variable of regression coefficients being independent
of Xt. In this case, the only source of rejection for our tests will be structural
change.
• Scenario 2: Xt is weakly stationary.
1
T
T∑
t=1
XtX′tβ(ξt)e
iu2pit/T − Qˆxx(u)Qˆ−1xx
1
T
T∑
t=1
XtX′tβ(ξt)
p→ E[XtX′tβ(ξt)]
∫ 1
0
eiu2piτdτ − Qxx
∫ 1
0
eiu2piτdτQ−1xxE[XtX
′
tβ(ξt)]
= 0,
as T → ∞. Intuitively, when both Xt and ξt are stationary, our test cannot
capture any information about the unknown parameter as a function of
time, so the DFT will always converge to 0 for all u.
The derivation above shows a salient feature of testing based on frequency
domain analysis. The DFT we proposed in this chapter is designed particularly
to detect if the unknown parameter is a deterministic function of time. Even
when the model is misspecified, as long as the unknown parameter contains no
information about the deterministic time trend, our test will be robust to model
misspecification. In particular, when both Xt and ξt are weakly stationary, the
only source of rejection for our test will be structural instability. Compared
with the existing tests that cannot distinguish the structural change from model
misspecification, the advantage of our tests is obvious.
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3.7 Conclusion
This essay proposes a novel DFT-based approach to testing for structural change
in a linear time series model, which is consistent against both abrupt structural
breaks and smooth structural changes. It avoids smoothed nonparametric es-
timation of the unknown model parameter. Therefore it is tuning parameter
free and can detect a class of local alternatives at the parametric rate, which is
asymptotically more efficient than the existing smoothed nonparametric tests.
Our approach applies to linear time series regression models with both exoge-
nous and endogenous variables. In particular, it is robust to structural changes
of unknown type in both regressors and instruments. Furthermore, we show
that our tests are robust to certain model misspecification such that the only
source of rejection is the structural change.
Our tests can also be extended to many other frameworks where the con-
stancy of unknown parameters is investigated. The only input we need is sam-
ple moment condition which is identical to 0 implied by the estimation method.
To extract the local information contained in the unknown parameter, we can
use the DFT as a filter to capture it. The testing method we employed in the lin-
ear time series model is based on the first order condition, which is the moment
condition. That implies we can test the constancy of parameter characterized
by moment conditions for multiple equations (e.g., DSGE models). We can also
apply our testing method to test structural change in volatility dynamics, where
the only input we need is the score function. Compared to the test based on the
local QMLE in Chen and Hong (2016), our DFT-based approach is much easier
to implement and will be asymptotically more powerful. Moreover, based on
the discussion in Section 3.6, our tests can also examine the constancy of a func-
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tional coefficient model by replacing the Fourier basis functions of time with
the Fourier basis functions of a random variable. In this way, nonparametric
smoothed estimation can be avoided.
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CHAPTER 4
TESTING CONSTANCY OF CONDITIONAL JOINT DEPENDENCE
4.1 Basic Framework
Let {Yt,Zt, Xt}∞t=1 be a weakly dependent and strictly stationary time series pro-
cess, where Yt ∈ Rp, Zt ∈ Rq, and Xt ∈ Rk. Let i be an imaginary number with
i =
√−1. We are interested in testing if the joint dependence between Yt and Zt is
constant with respect to Xt. Here we compare the distance between generalized
conditional covariance function
σ(u, v, x) ≡ cov(eiu′Yt , eiv′Zt |Xt = x), (4.1)
and generalized unconditional covariance function
σ(u, v) ≡ cov(eiu′Yt , eiv′Zt), (4.2)
for (u, v) ∈ Rp+q. It is well-known that the generalized (un)conditional covariance
function can capture the co-movement between two random variables at any
(un)conditional moments. Specifically, assuming the every moment of both Yt
and Zt exists. We can rewrite σ(u, v, x) and σ(u, v) using Taylor series expansion
as
σ(u, v, x) = cov
(∑∞
m=0
(iu′Yt)m
m! ,
∑∞
l=0
(iv′Zt)l
l! |Xt = x
)
=
∑∞
m=0
∑∞
l=0
(iu)m(iv)l
m!l! cov
(
Ymt ,Z
l
t |Xt = x
)
and
σ(u, v) = cov
(∑∞
m=0
(iu′Yt)m
m! ,
∑∞
l=0
(iv′Zt)l
l!
)
=
∑∞
m=0
∑∞
l=0
(iu)m(iv)l
m!l! cov
(
Ymt ,Z
l
t
)
It is straightforward to see that by comparing the generalized conditional co-
variance function and the generalized unconditional covariance function for
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each Xt = x, we are checking if the co-movement between Yt and Zt is depen-
dent on Xt at every pair of moments.
In this chapter, the hypothesis of interest is as follows:
H0 : Pr[σ(u, v, Xt) = σ(u, v)] = 1 for all (u, v) ∈ Rp+q
against
HA : Pr[σ(u, v, Xt) , σ(u, v)] > 0 for some (u, v) ∈ Rp+q.
Let
φyz(u, v, x) ≡ E(eiu′Yt+iv′Zt |Xt = x),
φy(u, x) ≡ E(eiu′Yt |Xt = x),
and φz(v, x) ≡ E(eiv′Zt |Xt = x),
be the joint conditional characteristic function (CCF) for Yt and Zt, marginal CCF
for Yt, and marginal CCF for Zt, given Xt = x respectively. And let
φyz(u, v) ≡ E(eiu′Yt+iv′Zt),
φy(u) ≡ E(eiu′Yt),
and φz(v) ≡ E(eiv′Zt),
be the joint unconditional characteristic function (UCF) for Yt and Zt, marginal
UCF for Yt, and marginal UCF for Zt, respectively. Then we can rewrite Eq.(4.1)
and Eq.(4.2) using the CCF’s and UCF’s as the following:
σ(u, v, x) = φyz(u, v, x) − φy(u, x)φz(v, x), (4.3)
and
σ(u, v) = φyz(u, v) − φy(u)φz(v). (4.4)
We want to construct a test statistic that compares the distance between gener-
alized conditional covariance and generalized unconditional covariance using
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CCF’s and UCF’s. In this chapter, we follow the conventional way of using the
L2-norm and propose the following test statistic
T =
$
|σ(u, v, x) − σ(u, v)|2a(x) f (x)dW(u, v)dx, (4.5)
where f (x) : Rk → R is the probability density function for Xt , a(x) : Rk → R is
a weighting function for Xt, and W(u, v) : Rp+q → R is a weighting function for
(u, v) ∈ Rp+q. Both a(·) and W(·, ·) can be chosen at the practitioner’s discretion.
The benefit of using the CCF and UCF has been elaborated in Su and White
(2007), where they test conditional independence between Yt and Zt on Xt by
comparing the CCF of Yt on Zt and Xt and the CCF of Yt on Zt. In this chapter,
though we are facing a different problem, the test statistic here can seen as a gen-
eralization of the result in Su and White (2007) as they mentioned that their test
can be generalized to testing independence between Yt and Xt by eliminating
Zt. In that sense, they are comparing a CCF with an UCF. Since the generalized
conditional covariance function is constructed by CCF’s and the generalized
unconditional covariance function is constructed by UCF’s, our test is closely
related to Su and White (2007). However, we maintain that our testing frame-
work is different from conditional independence test investigated by Su and
White (2007), Su and White (2008), Wang and Hong (2012), etc. We allow Yt and
Zt to be conditionally dependent on each other rather than conditionally inde-
pendent. Our interest is to test if their dependence strength varies with a third
variable Xt.
To see why comparing generalized conditional covariance and generalized
unconditional covariance can serve this purpose, let’s rewrite our test statistic T
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using Eq.(4.3) and Eq.(4.4) as
T =
$ ∣∣∣∣∣∣∣
∞∑
l,m
(iu)m(iv)l
m!l!
[
cov(Ymt ,Z
l
t |Xt = x) − cov(Ymt ,Zlt)
]∣∣∣∣∣∣∣
2
a(x) f (x)dW(u, v). (4.6)
Then it is straightforward to see that the test statistic is comparing the condi-
tional covariance and unconditional covariance between Yt and Zt at any pairs
of moments. If Xt has no impact on the dependence between Yt and Zt, then we
have cov(Ymt ,Zlt |Xt = x) − cov(Ymt ,Zlt) = 0, for all m, l ∈ Z and for all x ∈ R.
4.2 Test Statistic
Suppose we have a random sample {Xt,Yt,Zt}nt=1. To construct the test statistic, we
need to propose consistent estimators for σ(u, v, x) and σ(u, v) respectively. Since
the former can be regarded as a regression function, we follow Chen and Hong
(2010) and Wang and Hong (2012) by using local linear regression to estimate
the CCF’s φyz(u, v, x), φy(u, x), and φz(v, x). For σ(u, v), we simply use its sample
average since it is a constant function of Xt.
4.2.1 Estimation for the CCF
Using nonparametric estimation frees us from the model misspecification.
However the convergence rate of a nonparametric estimator is lower than a
parametric one. However, we regard that as a merit since the lower conver-
gence rate makes the test statistic’s limiting distribution to be invariant to the
presence of estimated parameters. This means we can apply our test to samples
generated from parametric estimations with the
√
n-convergence rate. The is
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the so-called asymptotic “nuisance parameter free” property.
For the nonparametric estimation for the CCF’s, we follow Chen and Hong
(2010) and Wang and Hong (2012) and use local linear regression since it can
reduce the bias at the boundary regions (See Fan and Gijbels, 1996). We first
show how to estimate the joint CCF, φyz(u, v, x).
Let θ ≡ (θ0, θ′1)′ ∈ Ck+1 be a (k + 1) × 1 dimension complex-valued parameter
vector, h ≡ h(n) be the bandwidth and Kh(τ) = h−kK( τh ) such that K(·) : Rk → R is
a kernel function. We want to solve the following minimization problem:
min
θ∈Ck+1
n∑
t=1
|eiu′Yt+iv′Zt − θ0 − θ′1(Xt − x)|2Kh(Xt − x), (4.7)
where x ∈ Rk, u ∈ Rp and v ∈ Rq. The solution to Eq.(4.7) can be obtained as
follows:
θˆ ≡ θˆ(u, v, x) = (X′HX)−1X′HV.
where X is a n × (k + 1) matrix with the rth row given by [1, (Xr − x)′], H =
diag[Kh(X1−x), ...,Kh(Xn−x)] is a diagonal matrix and V = [eiu′Y1+iv′Z1 , ..., eiu′Yn+iv′Zn]′.
Here the parameter θˆ is a complex-valued function of location x and parameters
u and v. The joint CCF can be estimated by θˆ0:
θˆ0 ≡ φˆyz(u, v, x) =
n∑
t=1
Hˆ
(Xt − x
h
)
eiu
′Yt+iv′Zt , (4.8)
where Hˆ(·) is an effective kernel which is defined as
Hˆ(t) = e
′
1S
−1
n [1 th]
′K(t)/hk. (4.9)
Here e1 = (1, 0, ...., 0)′ is a (k+1)×1 unit vector, and S n = X′HX is a (k+1)× (k+1)
matrix. It has been shown by Hjellvik et al. (1998), Chen and Hong (2010), and
Wang and Hong (2012) that we can write the effective kernel as:
Hˆ(t) =
1
nhk f (x)
K(t)[1 + op(1)]. (4.10)
91
After obtaining the local linear estimator for the joint CCF φyz(u, v, x), we can
automatically obtain the local linear estimator for the marginal CCFs φy(u, x)
and φz(v, x) by simply setting u = 0 and v = 0 respectively:
φˆy(u, x) = φˆyz(u, 0, x) =
∑n
t=1 Hˆ
(
Xt−x
h
)
eiu
′Yt ,
φˆz(v, x) = φˆyz(0, v, x) =
∑n
t=1 Hˆ
(
Xt−x
h
)
eiv
′Zt .
(4.11)
Combining Eq.(4.8) and Eq.(4.11) we have the following nonparametric ker-
nel estimator for the generalized conditional covariance function:
σˆ(u, v, x) = φˆyz(u, v, x) − φˆy(u, x)φˆz(v, x) (4.12)
Here we use the same bandwidth for the estimation of the joint CCF and
marginal CCF’s to obtain neat asymptotic results. In practice, we may choose
different bandwidth to estimate φyz(u, v, x), φy(u, x) and φz(v, x) respectively. As
long as the proper rate between sample size and bandwidth is chosen, the re-
sults in this chapter remain unchanged.
4.2.2 Estimation for the UCF
For the estimation of the UCF’s, we directly take their corresponding sample
average as consistent estimators since they are constant functions with respect
to Xt. There are two benefits of doing this. First, sample mean is easy to com-
pute without any regression analysis. The cost of doing this is that the uncon-
ditional part has no impact on the asymptotic distribution of the test statistic.
This may limit the finite sample performance of our test statistic. We can regard
the unconditional part as an estimation error introduced by parametric estima-
tion when the sample is collected from regression residuals. Second, the sample
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average can be seen as giving equal weights to each observations. By compar-
ing a function of x and a constant function with respect to x, we are actually
comparing a locally weighted average to its globally unweighted average.
The estimators for UCF’s can be written as follows:
φˆyz(u, v) = 1n
∑n
t=1 e
iu′Yt+iv′Zt
φˆy(u) = 1n
∑n
t=1 e
iu′Yt
φˆz(v) = 1n
∑n
t=1 e
iv′Zt
and the estimator for the generalized unconditional covariance function is
σˆ(u, v) = φˆyz(u, v) − φˆy(u)φˆz(v). (4.13)
4.2.3 The Test Statistic
After presenting the estimators for the generalized conditional covariance func-
tion and generalized unconditional covariance function, we can provide the
sample version of our test statistic T as the following
Tˆn =
1
n
n∑
t=1
$
|σˆ(u, v, Xt) − σˆ(u, v)|2a(Xt)dW(u, v), (4.14)
where σˆ(u, v, Xt) and σˆ(u, v) are defined as in Eq.(4.12) and Eq.(4.13). The stan-
dardized version of Tˆn is Ŝ T n, which is defined as
Ŝ T n =
[
nhk/2Tˆn − B
]
/
√
V , (4.15)
where
B = h−k/2
∫ ["
[1 − |φy(u, x)|2 − |φz(v, x)|2 + |φyz(u, v, x)|2
−2|σ(u, v)|2]dW(u, v)
]
a(x)dx
∫
K2(τ)dτ,
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and
V = 2
∫
a2(x)
&
Λ(u1, u2, v1, v2, x)dW(u1, v1)dW(u2, v2)dx
×
∫ ∣∣∣∣∣∫ K(τ)K(τ + η)dτ∣∣∣∣∣2 dη,
where B and V are asymptotic mean and variance1 derived under n → ∞. The
large sample version for our test statistic is
Ŝ T
L
n =
[
nhk/2Tˆn − BˆLn
]
/
√
VˆLn ,
where
BˆLn = h
−k/2 ∫ [! [1 − |φˆy(u, x)|2 − |φˆz(v, x)|2 + |φˆyz(u, v, x)|2
−2|σˆ(u, v)|2]dW(u, v)]a(x)dx ∫ K2(τ)dτ,
and
VˆLn = 2
∫
a2(x)
%
Λˆ(u1, u2, v1, v2, x)dW(u1, v1)dW(u2, v2)dx
× ∫ ∣∣∣∫ K(τ)K(τ + η)dτ∣∣∣2 dη.
where we substitute the population CCFs and UCFs with its consistent estima-
tors. To improve the performance of the test statistic in finite sample, we also
provide the following finite sample version of our test statistic
Ŝ T
F
n =
[
nhk/2Tˆn − BˆFn
]
/
√
VˆFn ,
where
BˆFn = h
k/2 ∑n
t=1
∑n
s=1 a(Xt)Hˆ
(
Xs−Xt
h
)2
×! |εˆyz(u, v, Xs) − φˆz(v, Xs)εˆy(u, Xs) − φˆy(u, Xs)εˆz(v, Xs)|dW(u, v),
and
VˆFn = 2h
k/2 ∑
1≤r<s≤n
{∑n
t=1 a(Xt)Hˆ
(
Xs−Xt
h
)
Hˆ
(
Xr−Xt
h
)
×! [Re [(εˆyz(u, v, Xs) − φˆz(v, Xs)εˆy(u, Xs) − φˆy(u, Xs)εˆz(v, Xs))
× (εˆyz(u, v, Xr) − φˆz(v, Xr)εˆy(u, Xr) − φˆy(u, Xr)εˆz(v, Xr))∗
]]
dW(u, v)
}2
.
1Λ(u1, u2, v1, v2, x) is simply the probability limit of variance and covariance function for the
terms that determines the asymptotic distribution and see Appendix for its exact expressions.
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Here we let εyz(u, v, Xs) = eiu
′Ys+iv′Zs − φyz(u, v, Xs) be the generalized regres-
sion residual and εˆyz(u, v, Xs) be a consistent estimator with the substitution of
φyz(u, v, Xs) by φˆyz(u, v, Xs). We define εy(u, Xs) and εz(v, Xs) in the similar way.
In the next section, we derive the asymptotic distribution of our test statistic
under the null hypothesis.
4.3 Asymptotic Theory
To show our standardized test statistic is well defined and follows a standard
normal distribution, we need to make the following assumptions.
Assumption 4.3.1. Let (Ω, P) be a complete probability space.
(a) Let the stochastic vector process ξt ≡ (X′t ,Y ′t ,Z′t )′, t = 1, ..., n be a strictly station-
ary and absolutely regular process on Rp+q+k with β-mixing coefficients satisfying∑∞
j=1 j
2β( j)δ/(1+δ) < C for some 0 < δ < 1;
(b) Let | · |k denote the Euclidean norm in Rk, we assume E(|Yt|p) < ∞, E(|Zt|q) < ∞
and E(|Yt|p|Xt = x) < ∞, E(|Zt|q|Xt = x) < ∞ for all x ∈ Fx, where Fx is a compact
support set of Xt on Rk.
(c) The marginal density function f (x) of Xt is positive, bounded, continuous, and
twice continuously differentiable for all x ∈ Fx.
Assumption 4.3.2. Let φyz(u, v, x), φy(u, x), and φz(v, x) be the conditional character-
istic functions of (Y ′t ,Z′t )′, Yt, and Zt given Xt = x respectively and φyz(u, v), φy(u), and
φz(v) be the unconditional characteristic function of (Y ′t ,Z′t )′, Yt, and Zt respectively.
For each u ∈ Rp, v ∈ Rq, φyz(u, v, x), φy(u, x), and φz(v, x) are measurable and twice
continuously differentiable with respect to x.
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Assumption 4.3.3. Let K : Rk → R+ be a product kernel function of some univari-
ate kernel k, i.e., K(u) =
∏k
j=1 k(u j), where k : R → R+ satisfies the Lipschitz condi-
tion and is a symmetric, bounded, and twice continuously differentiable function with∫
R
k(u)du = 1,
∫
R
uk(u)du = 0, and
∫
R
u2k(u)du = Ck < ∞.
Assumption 4.3.4. (a) W : Rp+q → R+ is a nondecreasing right continuous weight-
ing function that weighs sets symmetric about the origin equally. Also we let∫
Rp+q
||u||4||v||4dW(u, v) < ∞.
(b) a : Fx → R is a bounded weighting function that is continuous over Fx, where Fx
is defined as in Assumption 4.3.1.
Assumption 4.3.5. As n → ∞, the bandwidth h ≡ h(n) → 0 and h = cn−λ for
1
k+4 < λ <
2
3k and 0 < c < ∞.
Assumption 4.3.1 are regularity conditions on the DGP. Assumption 4.3.1(a)
impose β-mixing to restrict the degree of temporal dependence. This assump-
tion is standard in the literature (e.g., Hjellvik et al., 1998, Su and White, 2007,
and Chen and Hong, 2010) and the quadratic decay rate is weaker than an expo-
nential one. It also guarantees us to apply the central limit theorem for degen-
erated U statistics for weakly dependent data (e.g., Tenreiro, 1997). Assumption
4.3.1(b) is not much involved with our asymptotic result if we let Assumption
4.3.4(a) hold. It is crucial when we weaken Assumption 4.3.4(a) and apply a
very special weighting function introduced by Sze´kely et al. (2007). See section
4.4 for details. Assumption 4.3.1(c) imposes smoothness conditions on Xt and
restricts it to be a continuous random variable. This condition is imposed for
the convenience for deriving asymptotic results. As demonstrated by Su and
White (2008) and Wang and Hong (2012), it is possible for us to extend the re-
sults to the discrete case but that is beyond the scope of this essay and we leave
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it for subsequent research.
Assumption 4.3.2 imposes smoothness conditions on the conditional char-
acteristic functions. Assumption 4.3.3 provides standard regularity conditions
on kernel functions and many kernel functions such as Gaussian and Epanech-
nikov kernels satisfy these conditions.
Assumption 4.3.4(a) imposes a general restriction to the weighting function
W(u, v). It guarantees the boundedness of the integration over (u, v) ∈ Rp+q de-
fined in the test statistic. This makes our derivation of asymptotic results easier.
However, as we mentioned above that calculating the test statistic needs nu-
merical integration, it is extremely computationally costly for us to calculate the
integral when the p and q are large. We will propose an easier way of calculation
by using a special weighting function. For this special weighting function, As-
sumption 4.3.4(a) will be violated. However, we can show that the test statistic
is still well-defined under Assumption 4.3.1(b). Assumption 4.3.4(b) admits a
flexible class of weighting functions on Xt. a(·) can help us to specifically inves-
tigate different aspects of Xt on driving the co-movement between Yt and Zt. For
example, we can let a(Xt) = 1(|Xt| > c) for some pre-specified constant c. In this
case, we are investigating if the conditional joint dependence between Yt and Zt
varies with the tail part of Xt. We can also let a(Xt) = 1(Xt < 0) to study the effect
of negative part of Xt on the the dependence between Yt and Zt. In addition, we
can choose a(x) to alleviate unreliable observations. See Wang and Hong (2012)
for relevant discussions.
Assumption 4.3.5 provides the same restrictions on bandwidth as in Wang
and Hong (2012). We follow their treatment to abandon the optimal bandwidth:
h ∝ n−1/(4+k) which minimizes integrated mean squared errors (IMSE). There
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are two benefits of doing this. One is mentioned in Wang and Hong (2012)
that it reduces the number of leading terms in asymptotic mean and variance
and avoids estimating the Laplacian of conditional characteristic functions by
letting the bias of local linear estimator converge to 0 at a faster rate. The other
reason is that our test statistic involves unconditional estimators and the cross
product of the conditional and unconditional estimators. Under the restriction
that λ > 1k+4 , those unconditional terms and cross product terms become higher
order term and thus have no impact on the asymptotic distribution. This makes
our asymptotic result neat.
Now we provide the asymptotic distribution of Ŝ T n under H0.
Theorem 4.3.1. Suppose Assumption 4.3.1(a) and (c), and Assumptions 4.3.2 - 4.3.5
hold, then Ŝ T n
d→ N(0, 1) under H0 as n→ ∞.
The proof of Theorem 4.3.1 relies on the central limit theorem for degener-
ated U-statistic by Tenreiro (1997). Though the proof technique is quite similar
to Chen and Hong (2010) and Wang and Hong (2012) and the term that deter-
mines the asymptotic distribution is the same as that in Wang and Hong (2012),
the result here is slightly different. Under the framework of testing conditional
independence, the generalized conditional covariance function is equal to 0 un-
der their null hypothesis. In our framework, we allow the generalized condi-
tional covariance function to be a non-zero constant under H0, this is going to
change the mean and variance terms and it makes the derivation more tedious.
Let’s next investigate the local asymptotic power of the test statistic. The
class of local alternatives that under consideration is as follows:
HA1 : σ(u, v, x) = σ(u, v) + τnκ(u, v, x)
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where κ(u, v, x) satisfies:
ζ ≡
$
|κ(u, v, x)|2a(x) f (x)dW(u, v)dx < ∞.
It should be noted that the local asymptotic power analysis is directly related
to the convergence rate of the test statistics. This makes the local asymptotic
power of our test statistic to be the same as in Wang and Hong (2012).
Theorem 4.3.2. Suppose Assumption 4.3.1(a) and (c), Assumptions 4.3.2 - 4.3.5 and
HA1 hold with τn = n−1/2h−k/4, then the power of the test statistic satisfies
Pr
[
Ŝ T ≥ zα|HA1(τn)
]
→ 1 − Φ(zα − ζ/
√
V)
where Φ (·) is the N(0, 1) CDF, zα is the one side critical value of N(0, 1) at significance
level α and V is as defined in Eq. (4.2.3).
4.4 Computing the Test Statistic
The computation of the test statistic involves numerical integration over (u, v) ∈
Rp+q if we use a general class of weighting functionsW(u, v). This is computation-
ally costly especially when the dimension of (Y ′t ,Z′t )′ is large. Though Chen and
Hong (2010) suggests using a nondecreasing right-continuous function with
countable discontinuity points as an alternative, this will incur efficiency lost
since countably many subsets of (u, v) are missed. In this section, we will show
that by using a special weighting function we can evaluate numerical integra-
tions using Euclidean norms which greatly reduced the computation burden. It
can be shown that the test statistic here is invariant to the dimension of (Y ′t ,Z′t )′
and is only affected by k which is the dimension of Xt.
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The special weighting function is proposed by Sze´kely et al. (2007). In their
paper, they proposed a novel test statistic called ”distance covariance” to test
independence between two random variable of arbitrary dimensions. Distance
covariance compares the distance between the joint UCF and the product of
marginal UCF using the L2-norm. They dealt with the high dimensional inte-
gration using a special weighting function, through which the integration over u
and v can be circumvented and the computation only involves a weighted sum
of Euclidean norms. Thus the computation of test statistic become invariant to
the dimensions p and q. Zhou (2012) extends their test statistic into the time
series context.
Since our test statistic considers both generalized unconditional covariance
function and generalized conditional covariance function, this chapter can be
viewed as an extension to the conditional case. And we show that the compu-
tational merit holds in our framework.
First, we state the following crucial Lemma in Sze´kely et al. (2007).
Lemma (Sze´kely et al., 2007) If 0 < α < 2, then for all x in Rd∫
1 − cos(ν′x)
|ν|d+1d
dν = cd|x|d,
where
cd =
pi(1+d)/2
Γ((1 + d)/2)
Γ(·) is the complete gamma function, and | · |d is the Euclidean norm in Rd.
We define ∫
(·)dW(u, v) ≡
∫
1
cp|u|p+1p
1
cq|v|q+1q
dudv (4.16)
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where cp = pi
(1+p)/2
Γ((1+p)/2) and cq =
pi(1+q)/2
Γ((1+q)/2) , and we want to apply this weighting func-
tion to our test statistic and make use of Lemma 1 for computation. However,
the derivation of asymptotic distribution involves with Assumption 4(a) and
this weighting function doesn’t satisfy this assumption. Also, this weighting
function is unbounded at the origin and the integration over a constant is in-
finity. This may make some higher order terms to be infinity. Thus we have to
first show that the test statistic defined using this special weighing function is
well-defined. This can be shown by the following Theorem.
Theorem 4.4.1. Under Assumption 4.3.1(b), let W(u, v) be defined as in Eq. (4.16), for
any fixed h > 0, we have STn < ∞.
Theorem 3 shows that our test statistic is well defined using the special
weighting function. By showing the asymptotic mean and variance are both
bounded, we can assure that all the higher order terms that do not determine
the asymptotic distribution are also bounded. This result guarantees Theorem
4.3.1 to hold using the special weighting function. Next, we provide the expres-
sions for the standardized test statistic under this special weighting function.
Let Hˆst ≡ Hˆ
(
Xs−Xt
h
)
as defined in Eq.(4.9). For any s, r ∈ (1, 2, ..., n), denote
Psr ≡ |Ys − Yr|p and Qsr ≡ |Zs − Zr|q. Also define
A(1)sr = Psr − 1/n∑s Psr − 1/n∑r Psr + 1/n2 ∑s,r Psr
B(1)sr = Qsr − 1/n∑s Qsr − 1/n∑r Qsr + 1/n2 ∑s,r Qsr
A(2)srt = Psr −
∑
s PsrHst −∑r PsrHrt + ∑s,r PsrHstHrt
B(2)srt = Qsr −
∑
s QsrHst −∑r QsrHrt + ∑s,r QsrHstHrt
A(3)srt = Psr − 1/n
∑
s Psr −∑r PsrHrt + 1/n∑s,r PsrHrt
B(3)srt = Qsr − 1/n
∑
s Qsr −∑r QsrHrt + 1/n∑s,r QsrHrt.
Since we use local linear regression to estimate the conditional CCF, we need to
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provide the exact expression for Hˆst ≡ Hˆ
(
Xs−Xt
h
)
. By simple derivations, we can
show that
Hˆst =
[∑n
r=1 Kh(Xr − Xt)(Xr − Xt)2 −
[∑n
r=1 Kh(Xr − Xt)(Xr − Xt)
]
(Xs − Xt)
]
Kh(Xs − Xt)∑n
r=1 Kh(Xr − Xt)
[∑n
r=1 Kh(Xr − Xt)(Xr − Xt)2
] − [∑nr=1 Kh(Xr − Xt)(Xr − Xt)]2 ,
where the kernel function Kh(·) is as defined in Assumption 4.4.3. Both local
linear regression and Nadaraya-Watson estimator are simply local weighted
sum of the regressands. For Nadaraya-Watson the weighting function is
Kh(Xs−Xth )/
∑n
s=1 Kh(
Xs−Xt
h ) while for local linear regression the weighting function
is Hˆst. It is easy to verify that
∑
s Hˆst = 1. This is a crucial condition to show the
boundedness of the test statistic under the special weighting function. The dis-
tance covariance test statistic proposed in Sze´kely et al., (2007) can be viewed as
a special case by using equal weighting function Hˆst = 1/n, for all s and t.
Theorem 4.4.2. Under Assumption 4.3.1(b), let W(u, v) be defined as in Eq. (4.16), we
have
Ŝ T
F
n = Ŝ T
W
n ≡
hk/2 n∑
t=1
γ1(Xt)a(Xt) − BˆWn
 /√VˆWn
BˆFn = Bˆ
W
n ≡ hk/2
n∑
t=1
n∑
s=1
a(Xt)Hˆ2stγ2(Xs),
and
VˆFn = Vˆ
W
n ≡ 2hk/2
∑
1≤s<t≤n
 n∑
t=1
a(Xt)HˆstHˆrtγ3(Xs, Xr)
2
where
γ1(Xt) =
∑
s,r
(A(1)sr B
(1)
sr /n
2 + A(2)sr B
(2)
sr HˆstHˆrt − 2A(3)sr B(3)sr Hˆst/n),
γ2(Xs) =
∑
r,l PrlQrlHˆlsHˆrs − 2∑r PsrQsrHˆrs + 6∑r,l PslQsrHˆrsHˆls
+2
∑
r,l PrlQrsHˆrsHˆls + 2
∑
r,l PrsQrlHˆrsHˆls − 4∑r,l,m PrlQsmHˆrsHˆmsHˆls
−4∑r,l,m PsrQlmHˆrsHˆmsHls − 4∑r,l,m PrlQrmHˆrsHˆmsHˆls
+4
∑
r,l,m,w PrlQmwHˆrsHˆmsHˆlsHˆws,
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and
γ3(Xs, Xr) = PsrQsr −∑l PrlQrlHˆls −∑l PslQslHˆlr + ∑l,m PlmQlmHˆlsHˆmr
−Psr(∑l QlrHˆls + ∑l QslHˆlr −∑l,m QlmHˆlsHˆmr) + ∑l,m PrlQsmHˆlsHˆmr
−Qsr(∑l PlrHˆls + ∑l PslHˆlr −∑l,m PlmHˆlsHˆmr) + ∑l,m PslQrmHˆlrHˆms
+2
∑
l,m PrlQrmHˆlsHˆms + 2
∑
l,m PslQsmHˆlrHˆmr +
∑
l,m PsmQlmHˆmrHˆls
+
∑
l,m PlmQsmHˆlsHˆmr +
∑
l,m PrlQlmHˆlsHˆmr +
∑
l,m PlmQlrHˆlsHˆmr
−2∑l,m,w PlwQmwHˆlsHˆmsHˆwr − 2∑l,m,w PlmQlwHˆlsHˆmrHˆwr
−2∑l,m QlmHˆlsHˆmr(∑l PlrHˆls + ∑l PslHˆlr)
−2∑l,m PlmHˆlsHˆmr(∑l QlrHˆls + ∑l QslHˆlr)
+4
∑
r,l,m,w PrlQmwHˆrsHˆmsHˆlsHˆws.
Theorem 4.4.2 gives us the computational form of the finite sample version2
of our test statistic. It is clear that the integration over (u, v) ∈ Rp+q has been
transformed to weighted sum of Euclidean norms. This greatly simplifies the
computation procedure and it makes it possible for the researchers to compare
Yt and Zt of arbitrarily high dimensions. Though the expressions for finite sam-
ple mean BˆWn and finite sample variance VˆWn look tedious, they are simply the
direct application of result in Lemma (Sze´kely et al.,2007). They are easy to
compute since all the terms in γ1, γ2 and γ3 can be simply obtained by matrix
multiplication.
2We can also provide the large sample version of the test statistic using the special weighting
function. However, since the sample size is usually not sufficient large in empirical studies we
only consider the finite sample case.
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4.5 Simulation Studies
In this section, we study the finite sample performance of our test. We consider
the following DGPs.
DGP.S 1 : Yt = 0.2Yt−1 + ε1,t;
Zt = 0.1 + 0.5Yt−1 + 0.5Zt−1 + ε2,t;
DGP.S 2 : Yt = 0.4Yt−1 + Zt + ε1,t;
Zt =
√
h2,tε2,t, h2,t = 0.01 + 0.6h2,t−1 + 0.2Z2t−1;
DGP.S 3 : Yt = 0.2 + 0.4Xt + ε1,t;
Zt = 0.4Zt−1 + ε2,t;
DGP.P1 : Yt = 0.1 + 0.5XtZt−1 + ε1,t;
Zt = 0.4Zt−1 + ε2,t;
DGP.P2 : Yt =
√
h1,tε1,t, h1,t = 0.01 + 0.5X2t + 0.1Z
2
t ;
Zt = 0.4Zt−1 + ε2,t;
DGP.P3 : Yt = 0.4 + 0.2Xt + 0.2 lnZt + ε1,t;
Zt = 0.4Zt−1 + ε2,t;
where {Xt = 0.1Xt−1 + εt} is an AR(1) process and {εt}, {ε1,t}, and {ε2,t} are mutually
independent standard normal random variables.
In DGP.S 1 and DGP.S 2, Yt and Zt are not independent both unconditionally
and conditionally on Xt. This distinguishes our test from conditional indepen-
dence testing framework since the conditional independence test statistic will
reject the null hypothesis of conditional independence in DGP.S 1 and DGP.S 2.
In DGP.S 3, only Yt is dependent on Xt while Zt is not. So Yt and Zt have zero de-
pendence both unconditionally and conditionally. For DGP.P1, it is equivalent
to testing functional coefficient model, where we regard Xt as the regression
coefficient for Zt−1. DGP.P2 investigates the test statistic’s ability to detect the
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dependence in ARCH process. DGP.P3, allows us to investigate the dependence
between Yt and Zt of different nonlinear forms and it can be viewed as testing
missing variables.
For each DGP, we consider data set of 100, 200, and 500. We investigate the
rejection rate of the test statistic based on 1000 replications. The critical value is
obtained from standard normal table. We compute the finite sample version of
the standardized test statistic based on Theorem 4. We choose weighing func-
tion a(Xt) = 1 through which we incorporate the data at the tail parts of Xt. For
kernel function, we follow Wang and Hong (2012), Chen and Hong (2010) and
use the Gaussian kernel: k(u) = 1√
2pi
exp(−u2/2). For bandwidth, we choose the
same rate as in Wang and Hong (2012), i.e., h = cn−4/17 since our test statistics
are very relevant and have the same local asymptotic power. The difference is
that we choose c to be the sample standard deviation of Xt where we follow the
treatment in Hong and Lee (2013). The results are reported in Table C.1 and
Table C.2. From the simulation results we can see that the test statistic has very
good finite sample performance.
4.6 Extensions
In this section, we show that our test is very general and can be applied to many
other econometric testing problem by proper transformations. The flexibility of
our testing framework relies on the following three aspects.
First is the flexibility of choosing weighting function a(Xt) and we have al-
ready demonstrated it in Section 4.3. Second is the freedom of choosing con-
ditioning fact Xt. For example, in financial contagion literature, people are in-
105
terested in checking if the co-movement between stock markets is driven by
economic fundamentals (Connolly and Wang, 2003). Then we can let Xt be the
proxy of real economic variables and apply our test. Also, in network literature,
the link that connects each node is very crucial (Billio et al., 2012). And it may
be more interesting if we can identify what factors are the link comprise of. Our
test can serve this purpose by choosing Xt accordingly. Furthermore, we can de-
fine Xt to be a function of time to determine if the joint dependence varies over
time. Third is moment generating property of generalized (un)conditional co-
variance function which allows to gauge possible reasons of rejection and make
relevant inference. We will provide two testing problems to demonstrate the
generality of our test.
Suppose we have a time series sample
{
Y ′t ,Z
′
t
}n
t=1 and we are interested in test-
ing if the joint dependence between Yt and Zt varies over time. In this case, we let
Xt be a function of time. It would be impossible for us to apply our test statistic
directly if we let Xt = t since it makes no sense when sample size n goes to infin-
ity. Here we make use of the concept ”local stationarity” proposed by Dalhause
(1996) and we let Xt ≡ t/n, which is a random variable uniformly distributed on
(0, 1]. In this case, we have actually specified the alternative hypothesis that the
dependence between Yt and Zt is locally stationary. And the test statistic would
be T =
# |σ(u, v, t/n) − σ(u, v)|2a(t/n) f (t/n)dW(u, v)dt. It is straightforward to see
that we are comparing the generalized conditional covariance function which is
obtained locally with its unconditional counterpart which is obtained globally.
If the dependence strength between Yt and Zt doesn’t vary over time, we will
expect σ(u, v, t/n) = σ(u, v).
Next, let’s make use of the moment generating property of characteristic
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functions. Suppose Yt is 1 × 1 random scalar and Zt is still q × 1 vector and
E(|Yt|) and E(||Zt||) exist, we take differentiation with respect to (u, v) once and let
u = v = 0, then our test becomes testing
H0 : Cov(Yt,Zt|t/n) = Cov(Yt,Zt). for all t ∈ (1, 2, ..., n)
against
Ha : Cov(Yt,Zt|t/n) , Cov(Yt,Zt). for some t ∈ (1, 2, ..., n).
This is indeed a test of smooth structural change proposed by Chen and Hong
(2012). In their paper, there is a linear regression model
Yt = Z′tβ(t/n) + εt
and they are testing if β(t/n) = β. Note that
Cov(Yt,Zt|t/n) = E(ZtYt|t/n) − E(Zt|t/n)E(Yt|t/n)
= E(Zt(Z′tβ(t/n) + εt)|t/n)
−E(Zt|t/n)E(Z′tβ(t/n) + εt|t/n)
= E(ZtZ′t )β(t/n) − E(Zt)E(Z′t )β(t/n)
= Var(Zt)β(t/n),
and by similar derivation we have Cov(Yt,Zt) = Var(Zt)β. Thus, comparing the
conditional and unconditional covariance is indeed comparing the regression
coefficient β(t/n) and β. Therefore, our test statistic can be applicable to this prob-
lem with proper transformations.
Likewise, suppose we don’t restrict Xt to be a function of time and consider
the following model
Yt = Z′tβ(Xt) + εt,
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where we want to test H0 : β(Xt) = β against Ha : β(Xt) , β. Then we are ac-
tually testing functional coefficient model3, e.g. see Cai et al. (2000). In linear
regression models, the regression coefficient captures the dependence between
regressors and regressands and our test statistic can have many applications.
Strict stationarity assumption is very crucial in time series analysis. Any
estimation method or test that involves the whole distribution needs this as-
sumption to hold. Suppose we have a univariate time series {Wt}∞t=1. Then {Wt}∞t=1
is strictly stationary if for any admissible t1, t2, ..., tp, the joint distribution of{
Wt1 ,Wt2 , ...,Wtp
}
is the same as the joint distribution of
{
Wt1+r,Wt2+r, ...,Wtp+r
}
for
all integers r. Where
{
Wt1 ,Wt2 , ...,Wtp
}
and
{
Wt1+r,Wt2+r, ...,Wtp+r
}
are any subsets of
the original time series {Wt}∞t=1. Then strict stationarity guarantees that the dis-
tribution of any subsets of {Wt}∞t=1 are the same regardless of at which time point
the random samples are drawn.
Here, we propose a test statistic that tests strict stationarity against local
stationarity and this test can be regarded as a special case of our test statistic.
The null hypothesis that {Wt}∞t=1 is strictly stationary while under the alternative
hypothesis, {Wt}∞t=1 is stationary only at the local neighborhood of each t. It is
reasonable to specify the alternative hypothesis as local stationarity since most
economic structural change happens smoothly. So it is quite possible for a time
series to be strictly stationary in short time period but not stationary in long time
horizon. When researchers have a long time series data set, it is necessary for
them to test strict stationarity against local stationarity before using economic
modeling or testing based on the whole distribution. For example, copula meth-
ods are widely used in finance studies (Patton, 2012) to model the dependence
between financial variables. However, it is quite possible that structural break
3In this case, we have to assume that Xt is independent of Zt.
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happens due to instability nature of financial markets. If the nonstationarity fea-
ture is overlooked, we may draw wrong inference by applying copula method
to the whole data set.
We let Yt ≡
[
Wt1 ,Wt2 , ...,Wtp
]′ ∈ Rp, the test statistic is defined as follows
ϑ =
"
|E(eiu′Yt |t/T ) − E(eiu′Yt)|2a(t/n)dW(u)dt,
where we are comparing the conditional characteristic function with the un-
conditional characteristic functions. If Wt is strictly stationary, the conditional
characteristic function would be the equal to the unconditional characteristic
function and we expect the test statistic to be 0. If Wt is locally stationary, then
the conditional characteristic function would be a function of time and we will
observe large values of the test statistic.
Though this proposed test statistic is slightly different from T defined in Eq.
(2.8), they are constructed under the same logic. We can show that this test
statistic will follow the normal distribution with different mean and variances.
We leave the details for the subsequent research.
4.7 Conclusion
We provide a test to test the constancy of conditional joint dependence by com-
paring the conditional generalized covariance function and the unconditional
generalized covariance function. By testing if the joint dependence between to
random variables is dependent of a third variable of interest, our test statistic
is very useful in studying financial contagion especially when we are interest
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in finding the factor that drives the co-movement between financial market re-
turns. We show that the proposed test statistic follows standard normal dis-
tribution thus we don’t need to simulate the critical values which makes our
test statistic favorable in empirical studies. More importantly, we use a special
weighting function proposed by Sze´kely et al. (2007) and show that the nu-
merical integration can be transformed to Euclidean norms. This is rather an
appealing feather that makes our test statistic very easy compute and the com-
putation is invariant to possible high dimensionality. We also studies the finite
sample performance of our test statistic computed using the special weighting
function and its performance is good. Furthermore, we show that the testing
framework provided in this paper is very general and it can be applied to many
other testing problems with proper transformation. And this indicates further
research directions.
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APPENDIX A
APPENDIX OF CHAPTER 2
A.1 Figures and Tables
Figure A.1: Plot of the real part in Example 2.1.1
Figure A.2: Plot of the imaginary part in Example 2.1.1
111
Figure A.3: Plot of the real part in Example 2.1.2
Figure A.4: Plot of the imaginary part in Example 2.1.2
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Figure A.5: Plot of the real part in Example 2.1.3
Figure A.6: Plot of the imaginary part in Example 2.1.3
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Table A.1: Empirical size in finite samples
Ŝ Q
AS
Ŝ Q
BS
KS T CMT
5% 10% 5% 10% 5% 10% 5% 10%
DGP S.1
T=100 0.046 0.091 0.053 0.106 0.071 0.123 0.062 0.118
T=200 0.056 0.106 0.056 0.121 0.077 0.116 0.067 0.109
DGP S.2
T=100 0.058 0.140 0.056 0.136 0.066 0.124 0.061 0.122
T=200 0.062 0.132 0.052 0.122 0.065 0.128 0.058 0.121
DGP S.3
T=100 0.039 0.089 0.048 0.094 0.071 0.121 0.068 0.119
T=200 0.048 0.118 0.053 0.122 0.062 0.116 0.058 0.114
DGP S.4
T=100 0.036 0.088 0.042 0.138 —— —— —— ——
T=200 0.049 0.104 0.052 0.114 —— —— —— ——
DGP S.5
T=100 0.039 0.094 0.056 0.136 —— —— —— ——
T=200 0.047 0.093 0.052 0.120 —— —— —— ——
Notes: (i). Number of replication = 1000; (ii). Number of bootstrapping = 499; (iii). Ŝ Q
AS
and Ŝ Q
BS
denote the result of Ŝ Q using asymptotic and bootstrap critical values respectively; (iv). KS T andCMT are
the Kolmogorov-Smirnoff and Cramer-von Mises test statistics of Su and Xiao (2008); (v). The weighting
function W(u) is the joint N(0, 1) density function; (vi). For DGP S.4 and DGP S.5, Su and Xiao’s (2008) test
is no longer applicable.
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Table A.2: Empirical power in finite samples
Ŝ Q
AS
Ŝ Q
BS
KS T CMT
5% 10% 5% 10% 5% 10% 5% 10%
DGP P.1
T=100 0.588 0.794 0.512 0.768 0.818 0.886 0.710 0.836
T=200 0.614 0.893 0.668 0.881 0.823 0.965 0.791 0.925
DGP P.2
T=100 0.900 0.968 0.776 0.932 0.972 0.990 0.944 0.982
T=200 0.938 0.989 0.866 0.963 0.992 1.000 0.976 1.000
DGP P.3
T=100 0.226 0.448 0.316 0.530 0.116 0.168 0.086 0.168
T=200 0.379 0.612 0.462 0.716 0.136 0.197 0.098 0.186
DGP P.4
T=100 0.248 0.394 0.138 0.318 0.166 0.288 0.174 0.294
T=200 0.301 0.510 0.289 0.512 0.213 0.365 0.201 0.361
Notes: (i). Number of replication = 1000; (ii). Number of bootstrapping = 499; (iii). Ŝ Q
AS
and Ŝ Q
BS
denote the result of Ŝ Q using asymptotic and bootstrap critical values respectively; (iv). KS T andCMT are
the Kolmogorov-Smirnoff and Cramer-von Mises test statistics of Su and Xiao (2008); (v). The weighting
function W(u) is the joint N(0, 1) density function.
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Table A.3: Empirical rejection rates at the 5% nominal level
β = 0.1 β = 1 β = 2
Ŝ Q
AS
Ŝ Q
BS
Ŝ Q
AS
Ŝ Q
BS
Ŝ Q
AS
Ŝ Q
BS
DGPIV S.1
T=100 0.022 0.022 0.016 0.026 0.028 0.046
T=200 0.012 0.016 0.018 0.020 0.036 0.038
DGPIV P.1
T=100 0.946 0.484 0.948 0.534 0.946 0.566
T=200 1.000 0.590 1.000 0.650 1.000 0.612
DGPIV P.2
T=100 0.072 0.102 0.074 0.106 0.120 0.150
T=200 0.160 0.176 0.198 0.208 0.260 0.284
Notes: (i). Number of replication = 500; (ii). Number of bootstrapping = 499; (iii).
Ŝ Q
AS
and Ŝ Q
BS
denote the result of Ŝ Q using asymptotic and bootstrap critical values
respectively; (iv). The weighting function W(u) is the joint N(0, 1) density function.
Table A.4: Empirical rejection rates at the 10% nominal level
β = 0.1 β = 1 β = 2
Ŝ Q
AS
Ŝ Q
BS
Ŝ Q
AS
Ŝ Q
BS
Ŝ Q
AS
Ŝ Q
BS
DGPIV S.1
T=100 0.058 0.062 0.062 0.088 0.080 0.112
T=200 0.048 0.056 0.054 0.072 0.096 0.114
DGPIV P.1
T=100 0.984 0.748 0.988 0.756 0.989 0.748
T=200 1.000 0.910 1.000 0.932 1.000 0.910
DGPIV P.2
T=100 0.164 0.214 0.168 0.234 0.234 0.300
T=200 0.274 0.302 0.316 0.360 0.396 0.468
Notes: (i). Number of replication = 500; (ii). Number of bootstrapping = 499; (iii).
Ŝ Q
AS
and Ŝ Q
BS
denote the result of Ŝ Q using asymptotic and bootstrap critical values
respectively; (iv). The weighting function W(u) is the joint N(0, 1) density function.
116
Table A.5: Stability test for predictive regressions
Pre-oil-shock period Post-oil-shock period
s = 1 s = 6 s = 12 s = 1 s = 6 s = 12
ds 0.008 0.0341 0.0661 0.012 0.1603 0.1543
se/p 0.001 0.0342 0.0421 0.008 0.1643 0.1563
lty 0.014 0.0281 0.0862 0.012 0.1784 0.1603
t-bill 0.016 0.0261 0.0601 0.022 0.1423 0.1784
Notes: (i). This table reports the bootstrapped p-values of Ŝ QN ; (ii).
Number of bootstrapping = 499; (iii). The predictors are default spread
(ds), smoothed earning-price ratio (se/p), long-term yields on U.S. gov-
ernment bonds (lty), and yields on the 3-Month T-bill on the secondary
market (t-bill); (iv). Pre-oil-shock period: January 1950 to December
1975; (v). Post-oil-shock period: January 1976 to December 2005; (vi).The
weighting function W(u) is the joint N(0, 1) density function.
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A.2 Mathematical Proofs
Throughout the appendix, we use the same notations as in the chapter and we
denote C to be a generic bounded constant, A∗ to be the complex conjugate of
A ∈ C, and Re(A) to be the real part of A ∈ C.
Proof of Lemma 2.2.1. First we show the sufficient condition: if Pr[gt(Xt) =
g0(Xt)] = 1 then φt(u) = φ0(u) for all u ∈ Rq.
By definition, we have φt(u) = E(Yteiu
′Zt) = E[gt(Xt)eiu
′Zt] = E[g0(Xt)eiu
′Zt] =
φ0(u), where the second to last equality is implied by the sufficient condition and
the last equality comes from the definition of φ0(u). Since this equality holds for
any u ∈ Rq, we thus proved the sufficient condition.
Then we show the necessary condition: only if φt(u) = φ0(u) for all u ∈ Rq
then Pr[gt(Xt) = g0(Xt)] = 1.
φt(u) − φ0(u)
=
∫
[gt(x) − g0(x)]eiu′zdFXt ,Zt(x, z)
=
∫
E[gt(Xt) − g0(Xt)|Zt = z]eiu′zdFZt(z),
where FXt ,Zt(x, z) and FZt(z) denote the joint CDF of Xt and Zt and marginal CDF
of Zt. Now we define ∆t(z) = E[gt(Xt) − g0(Xt)|Zt = z]. We first want to show that
if φt(u) = φ0(u) for all u ∈ Rq, then Pr[∆t(Zt) = 0] = 1.
Put
δ(1)t (z) = max{∆t(z), 0}, δ(2)t (z) = max{−∆t(z), 0}
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such that δ1(z) and δ2(z) are non-negative Borel measurable functions on Rq and
∆t(z) = δ
(1)
t (z) − δ(2)t (z).
Now, let the moments
c(1)t = E[δ
(1)
t (z)] > 0, c
(2)
t = E[δ
(2)
t (z)] > 0.
Define the new probability measures ν1 and ν2 on the Euclidean Borel field B as
ν
( j)
t (B) =
∫
B
δ
( j)
t (z)dFZt(z)/c
( j)
t , for j = 1, 2,
where B is an arbitrary Borel set in B. Now we can rewrite
φt(u) − φ0(u)
=
∫
∆t(z)eiu
′zdFZt(z)
=
∫
[δ(1)t (z) − δ(2)t (z)]eiu′zdFZt(z)
=
∫
δ(1)t (z)e
iu′zdFZt(z) −
∫
δ(2)t (z)e
iu′zdFZt(z).
Given ν( j)t (B) =
∫
B
δ
( j)
t (z)dFZt(z)/c
( j)
t for j = 1, 2, we have
dν( j)t (z)c
( j)
t = δ
( j)
t (z)dFZt(z).
Thus
φt(u) − φ0(u)
=
∫
δ(1)t (z)e
iu′zdFZt(z) −
∫
δ(2)t (z)e
iu′zdFZt(z)
= c(1)t
∫
eiu
′zdν(1)t (z) − c(2)t
∫
eiu
′zdν(2)t (z).
Since φt(u) − φ0(u) = 0 for all u ∈ Rq and all t, we have c(1)t = c(2)t for all t by letting
u = 0 and the fact that ν(1)t and ν
(2)
t are both probability measures. Therefore, we
have ∫
eiu
′zdν(1)t (z) =
∫
eiu
′zdν(2)t (z)
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for all u ∈ Rq and all t. And it is equivalent to say that the two probability
measure ν(1)t and ν
(2)
t are equal for all t. Then we have∫
B
δ(1)t (z)dFZt(z) =
∫
B
δ(2)t (z)dFZt(z),
for every Borel set B and all t. Furthermore, by the definition of δ(1)t (z) and δ
(2)
t (z),
we have ∫
B
∆t(z)dFZt(z) = 0
for every Borel set B and all t. Let
B1 = {z ∈ Rq : ∆t(z) > 0},
and
B2 = {z ∈ Rq : ∆t(z) < 0},
be two Borel sets. Then B1 ∪ B2 = {z ∈ Rq : ∆t(z) , 0} is a null set with respect
to FZt(z). Thus we have proved that if φt(u) = φ0(u) for all u ∈ Rq and all t, then
∆t(z) = 0 almost everywhere for all t. In other words, ∆t(z) = 0 is a constant
function with respect to time t.
Next, we need to show that this result implies Pr[gt(Xt) − g0(Xt) = 0] = 1.
Under gt(Xt) , g0(Xt) for some t, we assume that the instrumental variable Zt has
to satisfy E[gt(Xt)|Zt = z] = ϕt(z), where ϕt(z) ≡ ϕ(z, t/T ) : Rq × [0, 1] → R is some
unknown function of both time and z. This means the time variation of gt(Xt)
has to be captured by Zt. It implies ∆t(z) = E[gt(Xt)|Zt] − E[g0(Xt)|Zt] cannot be 0
for all t when gt(Xt) , g0(Xt) for some t. Therefore, if ∆t(z) = 0 almost everywhere
for all t, then Pr[gt(Xt) = g0(Xt)] = 1 and we have proved the necessary condition.
Intuitively, we have to require Zt to be able to capture the time-varying fea-
ture of gt(Xt) via Fourier transform. Under the case of no endogeneity, this con-
dition is satisfied automatically. 
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Proof of Theorem 2.3.1. We first decompose Th1/2Qˆ:
Th1/2Qˆ = h1/2
T∑
t=1
∫
Rq
∣∣∣φˆt(u) − φˆ0 (u)∣∣∣2W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣∣[φˆt(u) − φt(u)] − [φˆ0(u) − φt(u)]∣∣∣∣2W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣φˆt(u) − φt(u)∣∣∣2W(u)du + h1/2 ∫
Rq
T∑
t=1
∣∣∣φˆ0(u) − φt(u)∣∣∣2W(u)du
−2h1/2
T∑
t=1
∫
Rq
Re
{[
φˆt(u) − φt(u)
] [
φˆ0(u) − φt(u)
]∗}
W(u)du
= Qˆ1 + Qˆ2 − 2Qˆ3.
The proof of Theorem 2.3.1 consists of the proofs of Theorem A.1.1-A.1.3 below.
The asymptotic distribution is determined by Qˆ1. Under H0, Qˆ2 and Qˆ3 have no
impact on the asymptotic distribution of the test statistic Th1/2Qˆ. 
Theorem A.2.1. Under the conditions of Theorem 2.3.1, (Qˆ1 − B)/
√
V
d→
N(0,1) as T → ∞, where B = h−1/2 ∫
Rq
|Ω(u, u)|W(u)du ∫ K2(η)dη and V =
2
∫
R2q
|Ω(u, v)|2W(u)W(v)dudv∫ [∫
K(η)K(η + λ)dη
]2
dλ are asymptotic mean and variance, respectively.
Theorem A.2.2. Under the conditions of Theorem 2.3.1, Qˆ2 = op(1).
Theorem A.2.3. Under the conditions of Theorem 2.3.1, Qˆ3 = op(1).
Proof of Theorem A.1.1. To show (Qˆ1 − B)/
√
V
d→ N(0,1) as T → ∞, it suffices
to show the following propositions.
Proposition A.2.1. Under the conditions of Theorem 2.3.1, Qˆ1 = B1+U+op(1), where
B1 = h−1/2
∫
Rq
E[|εt(u)|2]W(u)du
∫
K2(η)dη,
U =
1
Th1/2
∑
1≤s,r≤T
∫
Rq
Re[εs(u)ε∗r(u)]W(u)du
∫
K(η)K
(
η +
s − r
Th
)
dη.
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Proposition A.2.2. Under the conditions of Theorem 2.3.1, (U −B2)/
√
V
d→N(0,1) as
T → ∞, where
B2 = 2h−1/2
∞∑
j=1
∫
Rq
E(Re[εt(u)ε∗t+ j(u)])W(u)du
∫
K2(η)dη,
V = 2
∫
R2q
|Ω(u, v)|2W(u)W(v)dudv
∫ [∫
K(η)K (η + λ) dη
]2
dλ.
Proposition A.2.3. Under the conditions of Theorem 2.3.1, B1+B2−Bˆ = B−Bˆ = op(1)
and V − Vˆ = op(1).

Proof of Proposition A.1.1. Given the equality that
Yteiu
′Zt = φt(u) + εt(u),
and φt(u) = φ0(u) under H0, we can rewrite Qˆ1 as
Qˆ1 = h1/2
T∑
t=1
∫
Rq
∣∣∣φˆt(u) − φt(u)∣∣∣2W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
t+bThc∑
s=t−bThc
Yseiu
′ZsHst − φt(u)
∣∣∣∣∣∣∣
2
W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
t+bThc∑
s=t−bThc
[φs(u) + εs(u)]Hst − φt(u)
∣∣∣∣∣∣∣
2
W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
t+bThc∑
s=t−bThc
εs(u)Hst
∣∣∣∣∣∣∣
2
W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
t+bThc∑
s=t−bThc
1
Th
K
( s − t
Th
)
εs(u)
∣∣∣∣∣∣∣
2
W(u)du + op(1)
= h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
T+bThc∑
s=1−bThc
1
Th
K
( s − t
Th
)
εs(u)
∣∣∣∣∣∣∣
2
W(u)du + op(1)
= h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣ T∑
s=1
1
Th
K
( s − t
Th
)
εs(u) +
0∑
s=1−bThc
1
Th
K
( s − t
Th
)
εs(u)
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+T+bThc∑
s=T+1
1
Th
K
( s − t
Th
)
εs(u)
∣∣∣∣∣∣2W(u)du + op(1)
= h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
T∑
s=1
1
Th
K
( s − t
Th
)
εs(u)
∣∣∣∣∣∣∣
2
W(u)du
+h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
0∑
s=1−bThc
1
Th
K
( s − t
Th
)
εs(u)
∣∣∣∣∣∣∣
2
W(u)du
+h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
T+bThc∑
s=T+1
1
Th
K
( s − t
Th
)
εs(u)
∣∣∣∣∣∣∣
2
W(u)du
+2h1/2
T∑
t=1
∫
Rq
T∑
s=1
0∑
r=1−bThc
1
T 2h2
K
( s − t
Th
)
K
(r − t
Th
)
Re[εs(u)εr(u)∗]W(u)du
+2h1/2
T∑
t=1
∫
Rq
T∑
s=1
T+bThc∑
r=T+1
1
T 2h2
K
( s − t
Th
)
K
(r − t
Th
)
Re[εs(u)εr(u)∗]W(u)du
+2h1/2
T∑
t=1
∫
Rq
0∑
s=1−bThc
T+bThc∑
r=T+1
1
T 2h2
K
( s − t
Th
)
K
(r − t
Th
)
Re[εs(u)εr(u)∗]W(u)du + op(1)
= A1 + R1 + R2 + R3 + R4 + R5,
where we use the property that K(η) = 0 for all η ≥ 1 or η ≤ −1. We first focus on
A1:
A1 =
1
T 2h3/2
T∑
t=1
∫
Rq
 T∑
s=1
|εs(u)|2K2
( s − t
Th
)
+
T∑
s,r
Re[εs(u)εr(u)∗]K
( s − t
Th
)
K
(r − t
Th
)W(u)du
=
1
T 2h3/2
K2(0)
T∑
t=1
∫
Rq
|εt(u)|2W(u)du + 1T 2h3/2
T∑
s,t
K2
( s − t
Th
) ∫
Rq
|εs(u)|2W(u)du
+
2
T 2h3/2
T∑
s,t
K
( s − t
Th
)
K(0)
∫
Rq
Re[εs(u)εt(u)∗]W(u)du
+
1
T 2h3/2
T∑
s,r,t
K
( s − t
Th
)
K
(r − t
Th
) ∫
Rq
Re[εs(u)εr(u)∗]W(u)du
= R6 + A2 + R7 + A3.
Now we show A2 = B1 + op(1):
A2 =
1
T 2h3/2
T∑
s,t
K2
( s − t
Th
) ∫
Rq
|εs(u)|2W(u)du
=
2
T 2h3/2
T−1∑
s=1
∫
Rq
|εs(u)|2W(u)du
T∑
t=s+1
K2
( t − s
Th
)
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=
2
T 2h3/2
T−1∑
s=1
∫
Rq
|εs(u)|2W(u)du
T−s∑
j=1
K2
( j
Th
)
=
2
T 2h3/2
T−1∑
s=1
∫
Rq
E[|εs(u)|2]W(u)du
T−s∑
j=1
K2
( j
Th
)
+
2
T 2h3/2
T−1∑
s=1
∫
Rq
(|εs(u)|2 − E[|εs(u)|2])W(u)du
T−s∑
j=1
K2
( j
Th
)
= E(A2) + [A2 − E(A2)] .
For E(A2),
E(A2) =
2
T 2h3/2
T−1∑
s=1
∫
Rq
E[|εs(u)|2]W(u)du
T−s∑
j=1
K2
( j
Th
)
= h−1/2
∫
Rq
E[|ε0(u)|2]W(u)du × 2Th
T−1∑
j=1
(
1 − j
T
)
K2
( j
Th
)
= h−1/2
∫
Rq
E[|ε0(u)|2]W(u)du
∫
K2(η)dη + o(1),
= B1 + o(1).
where the last equality comes from
2
Th
T−1∑
j=1
(
1 − j
T
)
K2
( j
Th
)
=
∫
K2(η)dη + o(1).
For A2 − E(A2), it is straightforward to see that E[A2 − E(A2)] = 0. Then we
just need to check E[(A2 − E(A2))2] = Var(A2):
Var(A2) = Var
 2T 2h3/2
T−1∑
s=1
∫
Rq
|εs(u)|2W(u)du
T−s∑
j=1
K2
( j
Th
)
=
4
T 4h3
T−1∑
j=1
(T − j)K2
( j
Th
)
2 ∫
Rq
Var|εs(u)|2 + 2 T−1∑
j=1
(T − j)cov ∣∣∣εs(u), εs+ j(u)∣∣∣W(u)du
≤ O(T−2h−1) + O(T−1h−1)
= o(1).
where we use β-mixing conditions. Thus A2 − E(A2) = op(1) by Chebyshev’s
inequality.
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Next we show that A3 = U + op(1):
A3 =
1
T 2h3/2
T∑
s,r,t
K
( s − t
Th
)
K
(r − t
Th
) ∫
Rq
Re[εs(u)εr(u)∗]W(u)du
=
1
T 2h3/2
T∑
s,r,t
K
( s − t
Th
)
K
( s − t
Th
+
r − s
Th
) ∫
Rq
Re[εs(u)εr(u)∗]W(u)du
=
1
Th1/2
T∑
s,r
∫
K(η)K
(
η +
s − r
Th
)
dη
∫
Rq
Re[εs(u)εr(u)∗]W(u)du + op(1)
= U + op(1),
where the last equality comes from Riemann approximation of an integral.
At last, we have to show that R j = op(1) for j = 1 − 7.
By the symmetry of Kernel function around 0 and the fact that K(η) = 0 for
all η ≥ 1 or η ≤ −1,
R1 = h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
0∑
s=1−bThc
1
Th
K
( s − t
Th
)
εs(u)
∣∣∣∣∣∣∣
2
W(u)du
= h1/2
bThc∑
t=1
∫
Rq
∣∣∣∣∣∣∣
0∑
s=1−bThc
1
Th
K
( s − t
Th
)
εs(u)
∣∣∣∣∣∣∣
2
W(u)du
= h1/2
bThc∑
t=1
∫
Rq
∣∣∣∣∣∣∣
bThc∑
s=1
1
Th
K
(
s + t − 1
Th
)
εs(u)
∣∣∣∣∣∣∣
2
W(u)du
=
1
T 2h3/2
bThc∑
s,t=1
K2
(
s + t − 1
Th
) ∫
Rq
|εs(u)|2W(u)du
+
1
T 2h3/2
bThc∑
t=1
bThc∑
s,r
K
(
s + t − 1
Th
)
K
(
r + t − 1
Th
) ∫
Rq
Re[εs(u)εr(u)∗]W(u)du
= R11 + R12.
For R11:
R11 =
1
T 2h3/2
bThc∑
s,t=1
K2
(
s + t − 1
Th
) ∫
Rq
|εs(u)|2W(u)du
=
1
Th1/2
bThc∑
s=1
∫
Rq
|εs(u)|2W(u)du
 1Th
bThc∑
t=1
K2
(
t − 1
Th
+
s
Th
)
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=
1
Th1/2
bThc∑
s=1
∫
Rq
|εs(u)|2W(u)du
∫ 1
0
K2
(
η +
s
Th
)
dη + o(1),
where the last equality comes from Riemann sum approximation of an integral.
It is straightforward to show E(R11) = o(1):
E(R11) =
1
Th1/2
bThc∑
s=1
∫
Rq
E[|εs(u)|2]W(u)du
∫ 1
0
K2
(
η +
s
Th
)
dη + o(1)
= h1/2
∫
Rq
E[|ε0(u)|2]W(u)du
 1Th
bThc∑
s=1
∫ 1
0
K2
(
η +
s
Th
)
dη
 + o(1)
= h1/2
∫
Rq
E[|ε0(u)|2]W(u)du
[∫ 1
0
∫ 1
0
K2 (η + τ) dηdτ
]
+ o(1)
= O(h1/2).
Next we show that var(R11) = o(1):
var(R11) = var
 1Th1/2
bThc∑
s=1
∫
Rq
|εs(u)|2W(u)du
∫ 1
0
K2
(
η +
s
Th
)
dη
 + o(1)
=
1
T 2h
bThc∑
s=1
var
(∫
Rq
|εs(u)|2W(u)du
) [∫ 1
0
K2
(
η +
s
Th
)
dη
]2
+
1
T 2h
bThc∑
s,r
cov
(∫
Rq
|εs(u)|2W(u)du,
∫
Rq
|εr(u)|2W(u)du
)
×
[∫ 1
0
∫ 1
0
K2
(
η1 +
s
Th
)
K2
(
η2 +
r
Th
)
dη1dη2
]
+ o(1)
≤ 1
T 2h
bThc∑
s=1
var
(∫
Rq
|εs(u)|2W(u)du
) [∫ 1
0
K2
(
η +
s
Th
)
dη
]2
+
1
T 2h
bThc∑
s,r
∣∣∣∣∣∣cov
(∫
Rq
|εs(u)|2W(u)du,
∫
Rq
|εr(u)|2W(u)du
)∣∣∣∣∣∣
×
[∫ 1
0
∫ 1
0
K2
(
η1 +
s
Th
)
K2
(
η2 +
r
Th
)
dη1dη2
]
+ o(1)
≤ 1
T
var
(∫
Rq
|ε0(u)|2W(u)du
)
1
Th
bThc∑
s=1
[∫ 1
0
K2
(
η +
s
Th
)
dη
]2
+
2
T 2h
bThc−1∑
s=1
bThc−s∑
j=1
∣∣∣∣∣∣cov
(∫
Rq
|εs(u)|2W(u)du,
∫
Rq
∣∣∣εs+ j(u)∣∣∣2W(u)du)∣∣∣∣∣∣K4(0) + o(1)
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=
1
T
var
(∫
Rq
|ε0(u)|2W(u)du
) ∫ 1
0
[∫ 1
0
K2 (η + τ) dη
]2
dτ
+
K4(0)
T
bThc−1∑
j=1
(
1 − j
Th
) ∣∣∣∣∣∣cov
(∫
Rq
|εs(u)|2W(u)du,
∫
Rq
∣∣∣εs+ j(u)∣∣∣2W(u)du)∣∣∣∣∣∣ + o(1)
≤ O(T−1) + C
T
∞∑
j=1
β( j)
δ
1+δ
= O(T−1),
where the second inequality comes from the fact that K2(0) ≥ K2(η) for all
η ∈ [0, 1] and the covariance sum is with respect to absolute values. The last
inequality follows from the mixing inequality. By Chebyshev’s inequality, we
have R11 = op(1).
For R12 :
R12 =
1
T 2h3/2
bThc∑
t=1
bThc∑
s,r
K
(
s + t − 1
Th
)
K
(
r + t − 1
Th
) ∫
Rq
Re[εs(u)εr(u)∗]W(u)du
=
1
Th1/2
bThc∑
s,r
∫
Rq
Re[εs(u)εr(u)∗]W(u)du
 1Th
bThc∑
t=1
K
(
s
Th
+
t − 1
Th
)
K
(
r
Th
+
t − 1
Th
)
=
1
Th1/2
bThc∑
s,r
∫
Rq
Re[εs(u)εr(u)∗]W(u)du
∫ 1
0
K
( s
Th
+ η
)
K
( r
Th
+ η
)
dη + o(1),
by Riemann sum approximation of an integral. Let
Ψ1(Ξs,Ξr) =
∫ 1
0
K
( s
Th
+ η
)
K
( r
Th
+ η
)
dη
∫
Rq
Re[εs(u)εr(u)∗]W(u)du
+
∫ 1
0
K
( r
Th
+ η
)
K
( s
Th
+ η
)
dη
∫
Rq
Re[εr(u)εs(u)∗]W(u)du,
where Ξs ≡ {Ys,Zs, s/T }, then
R12 =
1
Th1/2
∑
1≤s≤r≤bThc
Ψ(Ξs,Ξr)
=
1
Th1/2
∑
1≤s≤r≤bThc
[Ψ(Ξs,Ξr) − Ψ(Ξs) − Ψ(Ξr)] ,
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where Ψ1(Ξs) ≡
∫
Ψ1(Ξs,Ξr)dP(Ξr) = 0, and Ψ1(Ξr) ≡
∫
Ψ1(Ξs,Ξr)dP(Ξs) = 0. By
Lemma A(ii) of Hjellvik et al. (1998), we have
var
 1Th1/2 ∑
1≤s≤r≤bThc
Ψ1(Ξs,Ξr)

≤ 1
T 2h
T 2h2E
[
|Ψ1(Ξs,Ξr) − Ψ1(Ξs) − Ψ1(Ξr)|2(1+δ)
] 1
1+δ
∞∑
j=1
j2β
δ
1+δ
= o(1).
We show R12 = op(1) and therefore R1 = op(1).
The proof of R2 = op(1) is analogous to that of R1. The only difference that R2
is at the right boundary while R1 is at the left. For space, we neglect it.
Next, we show R3 = op(1). By the property of the kernel function,
R3 = 2h1/2
T∑
t=1
∫
Rq
T∑
s=1
0∑
r=1−bThc
1
T 2h2
K
( s − t
Th
)
K
(r − t
Th
)
Re[εs(u)εr(u)∗]W(u)du
=
2
T 2h3/2
bThc∑
t=1
bThc∑
s=1
bThc∑
r=1
K
( s − t
Th
)
K
(
r + t − 1
Th
) ∫
Rq
Re[εs(u)εr(u)∗]W(u)du

=
2
T 2h3/2
bThc∑
t=1
bThc∑
s=1
K
( s − t
Th
)
K
(
s + t − 1
Th
) ∫
Rq
|εs(u)|2W(u)du

+
2
T 2h3/2
bThc∑
t=1
bThc∑
s,r
K
( s − t
Th
)
K
(
r + t − 1
Th
) ∫
Rq
Re[εs(u)εr(u)∗]W(u)du

= R31 + R32.
For R31 :
R31 =
2
T 2h3/2
bThc∑
t=1
bThc∑
s=1
K
( s − t
Th
)
K
(
s + t − 1
Th
) ∫
Rq
|εs(u)|2W(u)du

=
1
Th1/2
bThc∑
s=1
∫
Rq
|εs(u)|2W(u)du
 2Th
bThc∑
t=1
K
( s
Th
− t
Th
)
K
(
s
Th
+
t − 1
Th
)
=
1
Th1/2
bThc∑
s=1
∫
Rq
|εs(u)|2W(u)du
∫ 1
−1
K
( s
Th
− η
)
K
( s
Th
+ η
)
dη + o(1).
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We first show E(R31) = o(1):
E(R31) =
∫
Rq
E[|ε0(u)|2]W(u)du
 1Th1/2
bThc∑
s=1
∫ 1
−1
K
( s
Th
− η
)
K
( s
Th
+ η
)
dη
 + o(1)
= h1/2
∫
Rq
E[|ε0(u)|2]W(u)du
∫ 1
0
∫ 1
−1
K (η1 − η2)K (η1 + η2) dη1dη2 + o(1)
= O(h1/2).
Next,
var(R31) = var
 1Th1/2
bThc∑
s=1
∫
Rq
|εs(u)|2W(u)du
∫ 1
−1
K
( s
Th
− η
)
K
( s
Th
+ η
)
dη
 + o(1)
=
1
T 2h
bThc∑
s=1
var
[∫
Rq
|εs(u)|2W(u)du
] [∫ 1
−1
K
( s
Th
− η
)
K
( s
Th
+ η
)
dη
]2
+
1
T 2h
bThc∑
s,r
cov
(∫
Rq
|εs(u)|2W(u)du,
∫
Rq
|εr(u)|2W(u)du
)
×
[∫ 1
−1
K
( s
Th
− η
)
K2
( s
Th
+ η
)
dη
∫ 1
−1
K
( r
Th
− η
)
K2
( r
Th
+ η
)
dη
]
+ o(1)
= O(T−1),
by analogous logics as in the proof of var(R11) = O(T−1). By Chebyshev’s in-
equality, we have R31 = op(1).
For R32:
R32 =
2
T 2h3/2
bThc∑
t=1
bThc∑
s,r
K
( s − t
Th
)
K
(
r + t − 1
Th
) ∫
Rq
Re[εs(u)εr(u)∗]W(u)du

=
1
Th1/2
bThc∑
s,r
∫
Rq
Re[εs(u)εr(u)∗]W(u)du
∫ 1
−1
K
( s
Th
− η
)
K
( r
Th
+ η
)
dη.
Using analogous logics as in the proof of R12 = op(1), we can show R32 = op(1).
Therefore, R3 = op(1). The proof of R4 = op(1) is quite analogous and we neglect
it.
Next, we claim that R5 = 0. The result follows directly from the fact that
K(η) = 0 for all η ≥ 1 or η ≤ −1. Intuitively, it is a product of two kernel functions
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that are at left and right boundary respectively. As sample size grows to infinity,
there will be no overlapping in between.
Finally, we have to show R6 = R7 = op(1).
E(R6) =
1
T 2h3/2
K2(0)
T∑
t=1
∫
Rq
E[|εt(u)|2]W(u)du
= O(T−1h3/2) = o(1),
and
var(R6) =
1
T 4h3
K4(0)
T∑
t=1
var
[∫
Rq
|εt(u)|2W(u)du
]
+
1
T 4h3
K4(0)
T∑
s,t
cov
(∫
Rq
|εs(u)|2W(u)du,
∫
Rq
|εt(u)|2W(u)du
)
=
1
T 3h3
K4(0)var
[∫
Rq
|ε0(u)|2W(u)du
]
+
1
T 3h3
K4(0)
T−1∑
j=1
(
1 − j
T
)
cov
(∫
Rq
|εs(u)|2W(u)du,
∫
Rq
|εs+ j(u)|2W(u)du
)
≤ O(T−3h−3) + C
T 3h3
∞∑
j=1
β( j)
δ
1+δ
= O(T−3h−3) = o(1).
By Chebyshev’s Inequality, R6 = op(1). R7 = op(1) follows from similar argu-
ments as in the proof of R12 = op(1). For space, we neglect it. 
Proof of Proposition A.1.2. Given that the U-statistic we have here exhibits
possible strong dependence with nearby observations, the conventional asymp-
totic theory may not work out. Thus, we have to first remove the terms with pos-
sible strong dependence and consider the asymptotic behavior of the remaining
term. Following Hong et al. (2014), we introduce a new tuning parameter pT
that satisfies pT → ∞, pT/Th → 0 as T → ∞, and ∑∞j=pT j2β( j) ≤ Cp−1T . Denote
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D1 = {(s, r) : 1 ≤ |s − r| ≤ pT , 1 ≤ s , r ≤ T } and D2 = {(s, r) : pT < |s − r| < T, 1 ≤
s , r ≤ T }. Then we can decompose U as
U =
1
Th1/2
∑
s,r∈D1
∫
K(η)K
(
η +
s − r
Th
)
dη
∫
Rq
Re[εs(u)εr(u)∗]W(u)du
+
1
Th1/2
∑
s,r∈D2
∫
K(η)K
(
η +
s − r
Th
)
dη
∫
Rq
Re[εs(u)εr(u)∗]W(u)du
= U1 + U2.
First, we show that U1 = B2 + op(1) :
U1 =
1
Th1/2
∑
s,r∈D1
∫
K2(η)dη
∫
Rq
Re[εs(u)εr(u)∗]W(u)du
+
1
Th1/2
∑
s,r∈D1
∫
K(η)
[
K
(
η +
s − r
Th
)
− K(η)
]
dη
∫
Rq
Re[εs(u)εr(u)∗]W(u)du
= U11 + U12.
Now, we claim that U11 = B2+op(1) and U12 = op(1). For U11, we can decompose
it as U11 = E(U11) + U11 − E(U11). Next we show that E(U11) = B2 + op(1) and
U11 − E(U11) = op(1).
E(U11) = E
 1Th1/2 ∑
s,r∈D1
∫
K2(η)dη
∫
Rq
Re[εs(u)εr(u)∗]W(u)du

=
1
Th1/2
T−1∑
s=1
min{s+pT ,T }∑
r=s+1
∫
Rq
E (Re[εs(u)εr(u)∗ + εr(u)εs(u)∗])W(u)du
∫
K2(η)dη + op(1)
= h−1/2
min{pT ,T−s}∑
j=1
∫
Rq
1
T
T−1∑
s=1
E
(
Re[εs(u)εs+ j(u)∗ + εs+ j(u)εs(u)∗]
)
W(u)du
∫
K2(η)dη + op(1)
= h−1/2
min{pT ,T−s}∑
j=1
∫
Rq
E
(
Re[ε0(u)ε j(u)∗ + ε j(u)ε0(u)∗]
)
W(u)du
∫
K2(η)dη + op(1)
= 2h−1/2
∞∑
j=1
∫
Rq
E
(
Re[ε0(u)ε j(u)∗]
)
W(u)du
∫
K2(η)dη + op(1)
= B2 + op(1).
Given E[U11 − E(U11)] = 0, we just need to calculate E{[U11 − E(U11)]2}:
E{[U11 − E(U11)]2} = E
{
1
Th1/2
∑
s,r∈D1
∫
K2(η)dη
∫
Rq
Re[εs(u)εr(u)∗]W(u)du
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−E
 1Th1/2 ∑
s,r∈D1
∫
K2(η)dη
∫
Rq
Re[εs(u)εr(u)∗]W(u)du
 }2
=
1
T 2h
∑
s,r∈D1
∑
l,m∈D1
E {Re [$(Ξs,Ξr)$(Ξl,Ξm)]}
[∫
K2(η)dη
]2
,
where we define
$(Ξs,Ξr) =
∫
Rq
[εs(u)εr(u)∗ − E(εs(u)εr(u)∗)]W(u)du.
By Lemma 1 of Yoshihara (1976) and Proposition 4 of Hong, Wang, and Wang
(2014), E{[U11−E(U11)]2} = op(T−1h−1pT ) = op(1). By Chebyshev’s Inequality, we
have U11 = E(U11) + op(1). Thus, we have U11 = B2 + op(1).
Next, we work on U12. By Lipschitz condition, we have∣∣∣∣∣K (η + s − rTh
)
− K(η)
∣∣∣∣∣ ≤ C |s − r|Th .
Thus,
E(U12) =
2
Th1/2
∑
s,r∈D1
∫
K(η)
[
K
(
η +
s − r
Th
)
− K(η)
]
dη
∫
Rq
Re{E[εs(u)εr(u)∗]}W(u)du
≤ C 1
Th3/2
pT∑
j=1
jβ( j)
δ
1+δ
= o(1).
By similar by tedious derivation as in showing E{U11 − [E(U11)]2} = o(1), we can
show E{U12 − [E(U12)]2} = o(p3TT−3h−3) = o(1). Thus, U12 = op(1) by Chebyshev’s
inequality.
Next, we work on U2, which determines the asymptotic distribution of our
test statistic:
U2 =
1
Th1/2
∑
s,r∈D2
∫
K(η)K
(
η +
s − r
Th
)
dη
∫
Rq
Re[εs(u)εt(u)∗]W(u)du
=
2
Th1/2
T−pT−1∑
s=1
T∑
r=s+pT+1
∫
K(η)K
(
η +
s − r
Th
)
dη
∫
Rq
Re[εs(u)εr(u)∗]W(u)du
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.Let’s first look at the mean of U2:
E(U2) =
2
Th1/2
T∑
j=pT+1
(T − j − pT )
∫
Rq
E
{
Re[εs(u)εs+ j(u)∗]
}
W(u)du
∫
K(η)K
(
η +
j
Th
)
dη
≤ Ch1/2
T∑
j=pT+1
j2β( j)
"
K(η)K(η + λ)dηdλ
≤ O(h1/2p−1T )
= o(1).
Next, we work on the variance of U2. Given E(U2) = o(1), we have Var(U2) =
E(U22) + op(1).
E(U22) =
4
T 2h
T−pT−1∑
s=1
T∑
r=s+pT+1
T−pT−1∑
l=1
T∑
m=l+pT+1
∫
R2q
E {Re[εs(u)εr(u)∗εl(v)εm(v)∗]}W(u)W(v)dudv
×
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
m − l
Th
)
dλ
=
4
T 2h
T−pT−1∑
s=1
T∑
r=s+pT+1
∫
R2q
E {Re[εs(u)εr(u)∗εs(v)εr(v)∗]}W(u)W(v)dudv
×
[∫
K(η)K
(
η +
r − s
Th
)
dη
]2
+
4
T 2h
T−pT−1∑
s=1
T∑
r=s+pT+1
T∑
m=s+pT+1,r,m
∫
R2q
E {Re[εs(u)εr(u)∗εs(v)εm(v)∗]}W(u)W(v)dudv
×
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
m − s
Th
)
dλ
+
4
T 2h
T−pT−1∑
s,l
T∑
r=max{s,l}+pT+1
∫
R2q
E {Re[εs(u)εr(u)∗εl(v)εr(v)∗]}W(u)W(v)dudv
×
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
r − l
Th
)
dλ
+
4
T 2h
T−pT−1∑
s,l
T∑
r=s+pT+1
T−l∑
m=l+pT+1,m,r
∫
R2q
E {Re[εs(u)εr(u)∗εl(v)εm(v)∗]}W(u)W(v)dudv
×
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
m − l
Th
)
dλ
= V1 + V2 + V3 + V4.
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Define
σs,r(u, v) = E [εs(u)εr(v)] ,
then we have
Re[εs(u)εr(u)∗εs(v)εr(v)∗]
= Re
{[
σs,s(u, v) + εs,s(u + v) − εs(u)φs(v) − εs(v)φs(u)]}
× [σr,r(u, v) + εr(u + v) − εr(u)φr(v) − εr(v)φr(u)]∗
= Re[σs,s(u, v)σr,r(u, v)∗] + Re
{
σs,s(u, v)[εr(u + v) − εr(u)φr(v) − εr(v)φr(u)]∗}
+Re
{
[εs,s(u + v) − εs(u)φs(v) − εs(v)φs(u)]σr,r(u, v)∗} + Re[Λs,r(u, v)],
where
Λs,r(u, v) = εs(u + v)εr(u + v)∗ + φs(v)φr(v)∗εs(u)εr(u)∗ + φs(u)φr(u)∗εs(v)εr(v)∗
+φs(u)φr(v)∗εs(v)εr(u)∗ + φs(v)φr(u)∗εs(u)εr(v)∗ − φr(u)∗εs,s(u + v)εr(v)∗
−φr(v)∗εs,s(u + v)εr(u)∗ − φs(u)εs(v)εr(u + v)∗ − φs(v)εs(u)εr(u + v)∗,
which characterizes all the serial dependence.
V1 =
4
T 2h
T−pT−1∑
s=1
T∑
r=s+pT+1
∫
R2q
E {Re[εs(u)εr(u)∗εs(v)εr(v)∗]}W(u)W(v)dudv
×
[∫
K(η)K
(
η +
r − s
Th
)
dη
]2
=
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
∫
R2q
E
{
Re[εs(u)εs+ j(u)∗εs(v)εs+ j(v)∗]
}
W(u)W(v)dudv
×
[∫
K(η)K
(
η +
j
Th
)
dη
]2
=
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
∫
R2q
Re[σs,s(u, v)σs+ j,s+ j(u, v)∗]W(u)W(v)dudv
[∫
K(η)K
(
η +
j
Th
)
dη
]2
+
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
∫
R2q
E
{
Re[Λs,s+ j(u, v)]
}
W(u)W(v)dudv
[∫
K(η)K
(
η +
j
Th
)
dη
]2
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= V11 + V12, say.
For V12,
V12 =
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
∫
R2q
E
{
Re[Λs,s+ j(u, v)]
}
W(u)W(v)dudv
[∫
K(η)K
(
η +
j
Th
)
dη
]2
≤ 4
T 2h
T−1∑
j=pT+1
(T − j)C j2β( j)
[∫
K(η)K
(
η +
j
Th
)
dη
]2
≤ C
∞∑
j=pT
j2β( j)
= O(p−1T ),
where the first inequality comes from the mixing condition, and the last inequal-
ity comes from the condition we imposed on pT . For V11,
V11 =
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
∫
R2q
Re[σs,s(u, v)σs+ j,s+ j(u, v)∗]W(u)W(v)dudv
[∫
K(η)K
(
η +
j
Th
)
dη
]2
=
4
T 2h
T−1∑
j=pT+1
(T − j)
∫
R2q
Re[σ1,1(u, v)σ1+ j,1+ j(u, v)∗]W(u)W(v)dudv ×
[∫
K(η)K
(
η +
j
Th
)
dη
]2
=
4
Th
T−1∑
j=pT+1
(
1 − j
T
) ∫
R2q
Re[σ1,1(u, v)σ1+ j,1+ j(u, v)∗]W(u)W(v)dudv ×
[∫
K(η)K
(
η +
j
Th
)
dη
]2
.
If we have homoskedasticity, i.e., Var(Yt) is a constant, then we can further sim-
plify V11 as:
V11 = 2
∫
R2q
|σ1,1(u, v)|2W(u)W(v)dudv
∫ [∫
K(η)K(η + λ)dη
]2
dλ + o(1),
where σ1,1(u, v) = E[ε1(u)ε1(v)] = φ(u + v) − φ(u)φ(v).
Next, we work on V2:
V2 =
4
T 2h
T−pT−1∑
s=1
T∑
r=s+pT+1
T∑
m=s+pT+1,r,m
∫
R2q
E {Re[εs(u)εr(u)∗εs(v)εm(v)∗]}W(u)W(v)dudv
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×
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
m − s
Th
)
dλ
=
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
T−s∑
k=pT+1, j,k
∫
R2q
E
{
Re[εs(u)εs+ j(u)∗εs(v)εs+k(v)∗]
}
W(u)W(v)dudv
×
∫
K(η)K
(
η +
j
Th
)
dη
∫
K(λ)K
(
λ +
k
Th
)
dλ
=
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
T−s∑
k=pT+1, j,k
∫
R2q
Re
{
σs,s(u, v)E[εs+ j(u)εs+k(v)]∗
}
W(u)W(v)dudv
×
∫
K(η)K
(
η +
j
Th
)
dη
∫
K(λ)K
(
λ +
k
Th
)
dλ
+
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
T−s∑
k=pT+1, j,k
∫
R2q
Re
{
E[εs,s(u + v)εs+ j(u)∗εs+k(v)∗]
}
W(u)W(v)dudv
×
∫
K(η)K
(
η +
j
Th
)
dη
∫
K(λ)K
(
λ +
k
Th
)
dλ
+
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
T−s∑
k=pT+1, j,k
∫
R2q
Re
{
E[εs(u)φs(v)εs+ j(u)∗εs+k(v)∗]
}
W(u)W(v)dudv
×
∫
K(η)K
(
η +
j
Th
)
dη
∫
K(λ)K
(
λ +
k
Th
)
dλ
+
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
T−s∑
k=pT+1, j,k
∫
R2q
Re
{
E[φs(u)εs(v)εs+ j(u)∗εs+k(v)∗]
}
W(u)W(v)dudv
×
∫
K(η)K
(
η +
j
Th
)
dη
∫
K(λ)K
(
λ +
k
Th
)
dλ
= V21 + V22 + V23 + V24.
For V21, we can split it into two parts:
V21 =
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
T−s∑
k=pT+1, j,k
∫
R2q
Re
{
σs,s(u, v)E[εs+ j(u)εs+k(v)]∗
}
W(u)W(v)dudv
×
∫
K(η)K
(
η +
j
Th
)
dη
∫
K(λ)K
(
λ +
k
Th
)
dλ
=
4
T 2h
T−pT−1∑
s=1
T−s∑
j,k=pT+1,0<| j−k|≤pT
∫
R2q
Re
{
σs,s(u, v)E[εs+ j(u)εs+k(v)]∗
}
W(u)W(v)dudv
×
∫
K(η)K
(
η +
j
Th
)
dη
∫
K(λ)K
(
λ +
k
Th
)
dλ
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+
4
T 2h
T−pT−1∑
s=1
T−s∑
j,k=pT+1,| j−k|>pT
∫
R2q
Re
{
σs,s(u, v)E[εs+ j(u)εs+k(v)]∗
}
W(u)W(v)dudv
×
∫
K(η)K
(
η +
j
Th
)
dη
∫
K(λ)K
(
λ +
k
Th
)
dλ
= V211 + V212.
We claim that V212 = op(1), since
∑
| j|>pT E[εs(u)
∗εs+ j(v)∗] < p−1T given the condi-
tions on pT . Thus, we just need to calculate V211:
V211 =
4
T 2h
T−pT−1∑
s=1
T−s∑
j,k=pT+1,0<| j−k|≤pT
∫
R2q
Re{σs,s(u, v)E[εs+ j(u)∗εs+k(v)∗]}W(u)W(v)dudv
×
∫
K(η)K
(
η +
j
Th
)
dη
∫
K(λ)K
(
λ +
k
Th
)
dλ
=
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
∫
R2q
Re
{
σs,s(u, v)
×
min{T−s− j,pT }∑
l=1
E[εs+ j(u)εs+ j+l(v) + εs+ j(v)εs+ j+l(u)]∗
}
W(u)W(v)dudv
×
∫
K(η)K
(
η +
j
Th
)
dη
∫
K(λ)K
(
λ +
j + l
Th
)
dλ
=
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
∫
R2q
Re
{
σs,s(u, v)
×
min{T−s− j,pT }∑
l=1
[σs+ j,s+ j+l(u, v) + σs+ j+l,s+ j(u, v)]∗
}
W(u)W(v)dudv
×
[∫
K(η)K
(
η +
j
Th
)
dη
]2
+ o(1)
Under homoskedasticity, we can simplify V211 as
V211 = 2
∫
R2q
Re
σ1,1(u, v) pT∑
l=1
[
σ1,1+l(u, v)∗ + σ1+l,1(u, v)∗
]W(u)W(v)dudv
×
∫ [∫
K(η)K(η + λ)dη
]2
dλ + o(1)
For V22, V23, and V24, we can show they are higher order terms us-
ing the following condition derived from Roussas and Ioannides (1987):
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supu,vE[εs(u)εr(u)εl(u)∗] ≤ Cβ(d)δ/(1+δ). The proof is quite tedious and we skip
it for space.
Next, we work on V3. Following the analogous analysis of V2, we can show
that
V3 =
4
T 2h
T−pT−1∑
s,l
T∑
r=max{s,l}+pT+1
∫
R2q
E {Re[εs(u)εr(u)∗εl(v)εr(v)∗]}W(u)W(v)dudv
×
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
r − l
Th
)
dλ
=
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
∫
R2q
Re
{ min{pT ,T−pT−1−s}∑
k=1
[σs,s+k(u, v) + σs+k,s(u, v)]
×σs+ j,s+ j(u, v)∗
}
W(u)W(v)dudv
[∫
K(η)K
(
η +
j
Th
)
dη
]2
+ o(1).
At last, we work on V4:
V4 =
4
T 2h
T−pT−1∑
s,l
T∑
r=s+pT+1
T∑
m=l+pT+1,r,m
∫
R2q
E {Re[εs(u)εr(u)∗εl(v)εm(v)∗]}W(u)W(v)dudv
×
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
m − l
Th
)
dλ
=
4
T 2h
T−pT−1∑
s,l
T∑
r=s+pT+1
T∑
m=l+pT+1,r,m
∫
R2q
Re {E[εs(u)εl(v)]E[εr(u)∗εm(v)∗]}W(u)W(v)dudv
×
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
m − l
Th
)
dλ
+
4
T 2h
T−pT−1∑
s,l
T∑
r=s+pT+1
T∑
m=l+pT+1,r,m
∫
R2q
Re{E[εs(u)εr(u)∗εl(v)εm(v)∗] − E[εs(u)εl(v)]
×E[εr(u)∗εm(v)∗]}W(u)W(v)dudv
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
m − l
Th
)
dλ
= V41 + V42.
For V41, we have
V41 =
4
T 2h
∫
R2q
Re

T−pT−1∑
s=1
T−pT−1∑
l=1,l,s
E[εs(u)εl(v)]
T∑
r=s+pT+1
T∑
m=l+pT+1
m,r
E[εr(u)∗εm(v)∗]
W(u)W(v)dudv
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×
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
m − l
Th
)
dλ
=
4
T 2h
∫
R2q
Re

T−pT−1∑
s,l:|s−l|>pT
E[εs(u)εl(v)]
T∑
r=s+pT+1
T∑
m=l+pT+1
|m−r|>pT
E[εr(u)∗εm(v)∗]
W(u)W(v)dudv
×
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
m − l
Th
)
dλ
+
4
T 2h
∫
R2q
Re

T−pT−1∑
s,l:|s−l|>pT
E[εs(u)εl(v)]
T∑
r=s+pT+1
T∑
m=l+pT+1
|m−r|≤pT
E[εr(u)∗εm(v)∗]
W(u)W(v)dudv
×
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
m − l
Th
)
dλ
+
4
T 2h
∫
R2q
Re

T−pT−1∑
s,l:|s−l|≤pT
E[εs(u)εl(v)]
T∑
r=s+pT+1
T∑
m=l+pT+1
|m−r|>pT
E[εr(u)∗εm(v)∗]
W(u)W(v)dudv
×
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
m − l
Th
)
dλ
+
4
T 2h
∫
R2q
Re

T−pT−1∑
s,l:|s−l|≤pT
E[εs(u)εl(v)]
T∑
r=s+pT+1
T∑
m=l+pT+1
|m−r|≤pT
E[εr(u)∗εm(v)∗]
W(u)W(v)dudv
×
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
m − l
Th
)
dλ
= V411 + V412 + V413 + V414.
For V411, V412, and V413, we can show that they are all higher order terms that
converge to 0 faster than V414 given
∑
j>pT E[εs(u)εs+ j(u)] < p
−1
T . So we just need
to calculate V414:
V414 =
4
T 2h
∫
R2q
Re

T−pT−1∑
s,l:|s−l|≤pT
E[εs(u)εl(v)]
T∑
r=s+pT+1
T∑
m=l+pT+1
|m−r|≤pT
E[εr(u)∗εm(v)∗]
W(u)W(v)dudv
×
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
m − l
Th
)
dλ
=
4
T 2h
∫
R2q
Re
{ T−pT−1∑
s=1
min{T−pT−1−s,pT }∑
k=1
E[εs(u)εs+k(v) + εs+k(u)εs(v)]
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×
T∑
r=s+pT+1
min{T−r,pT }∑
k′=1
E[εr(u)∗εr+k′(v)∗ + εr+k′(u)∗εr(v)∗]
}
W(u)W(v)dudv
×
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
r + k′ − (s + k)
Th
)
dλ
=
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
∫
R2q
Re
{ min{T−pT−1−s,pT }∑
k=1
E[εs(u)εs+k(v) + εs+k(u)εs(v)]
×
min{T−s− j,pT }∑
k′=1
E[εs+ j(u)∗εs+ j+k′(v)∗ + εs+ j+k′(u)∗εs+ j(v)∗]
}
W(u)W(v)dudv
×
∫
K(η)K
(
η +
j
Th
)
dη
∫
K(λ)K
(
λ +
j
Th
+
k′ − k
Th
)
dλ
=
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
∫
R2q
Re
{ min{T−pT−1−s,pT }∑
k=1
[σs,s+k(u, v) + σs+k,s(u, v)]
×
min{T−s− j,pT }∑
k′=1
[σs+ j,s+ j+k′(u, v)∗ + σs+ j+k′,s+ j(u, v)∗]
}
W(u)W(v)dudv
×
[∫
K(η)K
(
η +
j
Th
)
dη
]2
+ o(1).
Under homoskedasticity, we can further simplify V414 as
V414 = 2
∫
R2q
∣∣∣∣∣∣∣
pT∑
k=1
[σ1,1+k(u, v) + σ1+k,1(u, v)]
∣∣∣∣∣∣∣
2
W(u)W(v)dudv
∫ [∫
K(η)K(η + λ)dη
]2
dλ + o(1).
At last, we have to show V42 = op(1):
V42 =
4
T 2h
T−pT−1∑
s,l
T∑
r=s+pT+1
T∑
m=l+pT+1,m,r
∫
R2q
Re{E[εs(u)εr(u)∗εl(v)εm(v)∗] − E[εs(u)εl(v)]
×E[εr(u)∗εm(v)∗]}W(u)W(v)dudv
∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
m − l
Th
)
dλ
=
4
T 2h
T−pT−1∑
s,l
T∑
r=s+pT+1
T∑
m=l+pT+1,m,r
∫
R2q
Re{Cov[εs(u)εl(v), εr(u)∗εm(v)∗]}W(u)W(v)dudv∫
K(η)K
(
η +
r − s
Th
)
dη
∫
K(λ)K
(
λ +
m − l
Th
)
dλ
≤ C pT
Th
T∑
j=1
β( j)
δ
1+δ
= o(1),
where the inequality comes from the mixing condition and the definition of
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pT which is analogous to the proof of Var(U11) = o(1). After we obtain the
expressions for V1, V2, V3, and V4, we have
V = V1 + V2 + V3 + V4
=
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
∫
R2q
Re[σs,s(u, v)σs+ j,s+ j(u, v)∗]W(u)W(v)dudv
[∫
K(η)K
(
η +
j
Th
)
dη
]2
+
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
∫
R2q
Re
{
σs,s(u, v)
×
min{T−s− j,pT }∑
l=1
[σs+ j,s+ j+l(u, v) + σs+ j+l,s+ j(u, v)]∗
}
W(u)W(v)dudv
×
[∫
K(η)K
(
η +
j
Th
)
dη
]2
+
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
∫
R2q
Re
{ min{pT ,T−pT−1−s}∑
k=1
[σs,s+k(u, v) + σs+k,s(u, v)]
×σs+ j,s+ j(u, v)∗
}
W(u)W(v)dudv
[∫
K(η)K
(
η +
j
Th
)
dη
]2
+
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
∫
R2q
Re
{ min{T−pT−1−s,pT }∑
k=1
[σs,s+k(u, v) + σs+k,s(u, v)]
×
min{T−s− j,pT }∑
k′=1
[σs+ j,s+ j+k′(u, v)∗ + σs+ j+k′,s+ j(u, v)∗]
}
W(u)W(v)dudv
×
[∫
K(η)K
(
η +
j
Th
)
dη
]2
+ o(1).
=
4
T 2h
T−pT−1∑
s=1
T−s∑
j=pT+1
[∫
K(η)K
(
η +
j
Th
)
dη
]2
∫
R2q
Re

 min{T−pT−1−s,pT }∑
k=−min{T−pT−1−s,pT }
σs,s+k(u, v)

 min{T−s− j,pT }∑
k′=−min{T−s− j,pT }
σs+ j,s+ j+k′(u, v)

∗
×W(u)W(v)dudv + op(1)
= 2
∫
R2q
|Ω1(u, v)|2W(u)W(v)dudv
∫ [∫
K(η)K(η + λ)dη
]2
dλ + op(1).
Finally, we have to prove asymptotic normality of Z ≡ U2/√Var(U2) d→
N(0, 1). Here, we make use of the central limit theorem used by Hong, Wang,
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and Wang (2014) and we can show that for all a ∈ R, the moment generating
function of Z is
MZ(a) = E(eaZ) =
∞∑
r=1
1
r!
(
a2
2
)r
= e
a2
2 .
By the uniqueness of moment generating function, we can show that Z ∼ N(0, 1).

Proof of Proposition A.1.3. We want to show that the estimators Bˆ and Vˆ are
consistent estimators for B and V respectively. The proof of Bˆ − B = op(1) and
Vˆ − V = op(1) are similar. Given
Bˆ = h−1/2
∫
Rq
|Ωˆ1(u, u)|W(u)du
∫
K2(η)dη,
and
B = h−1/2
∫
Rq
|Ω1(u, u)|W(u)du
∫
K2(η)dη,
it is sufficient to show that Ωˆ1(u, u) − Ω1(u, u) = op(h1/2). Let Ω¯1(u, u) =∑pT
j=−pT k(
j
pT
)σ¯1,1+ j(u, u) where σ¯1,1+ j(u, u) = 1T−| j|
∑T−| j|
t=1 εt(u)εt+ j(u). Then we can de-
compose
Ωˆ1(u, u) −Ω1(u, u)
= Ω¯1(u, u) −Ω1(u, u) + Ωˆ1(u, u) − Ω¯1(u, u)
= D1 + D2.
First, we can decompose D1 = E(D1) + D1 − E(D1).
E(D1) = E[Ω¯1(u, u) −Ω1(u, u)]
= E
 pT∑
j=−pT
k
(
j
pT
)
σ¯1,1+ j(u, u) −
∞∑
j=−∞
σ1,1+ j(u, u)

=
pT∑
j=−pT
k
(
j
pT
)
σ1,1+ j(u, u) −
∞∑
j=−∞
σ1,1+ j(u, u)
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=pT∑
j=−pT
[
k
(
j
pT
)
− 1
]
σ1,1+ j(u, u) −
∑
| j|>pT
σ1,1+ j(u, u)
= ED11 + ED12
We show that ED11 = O(p−1T ) by Lipschitz condition. And ED12 = O(p
−1
T ) by
the condition on pT :
∑
| j|>pT σ1,1+ j(u, u) ≤ p−1T . Therefore, we have ED1 = op(h1/2)
since h1/2pT → ∞. For D1 − ED1, we can follow Hong et al. (2014) to show that
ED21 = O(T
−1) = o(h1/2). Thus, D1 = op(h1/2) by Chebyshev’s inequality.
Now, we will work on D2:
D2 = Ωˆ1(u, u) − Ω¯1(u, u)
=
pT∑
j=−pT
k
(
j
pT
)
1
T − | j|
T−| j|∑
t=1
[εˆt(u)εˆt+ j(u) − εt(u)εt+ j(u)]
=
pT∑
j=−pT
k
(
j
pT
)
1
T − | j|
T−| j|∑
t=1
[εˆt(u)εˆt+ j(u) − εˆt(u)εt+ j(u) + εˆt(u)εt+ j(u) − εt(u)εt+ j(u)]
=
pT∑
j=−pT
k
(
j
pT
)
1
T − | j|
T−| j|∑
t=1
[εˆt(u){εˆt+ j(u) − εt+ j(u)}]
+
pT∑
j=−pT
k
(
j
pT
)
1
T − | j|
T−| j|∑
t=1
[{εˆt(u) − εt(u)}εt+ j(u)]
=
pT∑
j=−pT
k
(
j
pT
)
1
T − | j|
T−| j|∑
t=1
[εˆt(u) − εt(u)][εˆt+ j(u) − εt+ j(u)]
+
pT∑
j=−pT
k
(
j
pT
)
1
T − | j|
T−| j|∑
t=1
[εt(u){εˆt+ j(u) − εt+ j(u)}]
+
pT∑
j=−pT
k
(
j
pT
)
1
T − | j|
T−| j|∑
t=1
[{εˆt(u) − εt(u)}εt+ j(u)]
= D21 + D22 + D23.
Under H0, εˆt(u) − εt(u) = φ(u) − φˆ(u) = Op(T−1/2) for all t. Thus, we have D21 =
Op(T−1pT ),D22 = Op(T−1/2pT ), and D22 = Op(T−1/2pT ). Then we know that D2 =
op(h1/2). Thus, we have shown that Ωˆ1(u, u) − Ω1(u, u) = op(h1/2) and therefore
Bˆ − B = op(1). 
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Proof of Theorem A.1.2. Under H0 : φt(u) = φ0(u), we can decompose Qˆ2 as
Qˆ2 = h1/2
T∑
t=1
∫
Rq
∣∣∣φˆ0(u) − φ0(u)∣∣∣2W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
s=1
(Yseiu
′Zs − φ0(u))
∣∣∣∣∣∣∣
2
W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
s=1
εs(u)
∣∣∣∣∣∣∣
2
W(u)du
= T−1h1/2
T∑
s=1
∫
Rq
|εs(u)|2W(u)du + T−1h1/2
T∑
s,r
∫
Rq
Re [εs(u)εr(u)∗]W(u)du
= Qˆ21 + Qˆ22.
It is straightforward to show that EQˆ21 = Op(h1/2) = op(1). For var(Qˆ21) :
var(Qˆ21) = T−2h
T∑
s=1
var
(∫
Rq
|εs(u)|2W(u)du
)
+T−2h
T∑
s,r
cov
(∫
Rq
|εs(u)|2W(u)du,
∫
Rq
|εr(u)|2W(u)du
)
= T−1hvar
(∫
Rq
|ε1(u)|2W(u)du
)
+2T−1h
T−1∑
j=1
(
1 − j
T
)
cov
(∫
Rq
|ε1(u)|2W(u)du,
∫
Rq
∣∣∣ε1+ j(u)∣∣∣2W(u)du)
= O(T−1h) = o(1),
by mixing conditions. By Chebyshev’s inequality, we have Qˆ21 = op(1).
For Qˆ22:
E(Qˆ22) = 2T−1h1/2
∑
1≤s<r≤T
∫
Rq
Re[cov(εs(u), εr(u))]W(u)du
= 2h1/2
T−1∑
j=1
(
1 − j
T
) ∫
Rq
Re[cov(ε1(u), ε1+ j(u))]W(u)du
≤ 2h1/2C
∞∑
j=1
β( j)
δ
1+δ
= O(h1/2).
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Furthermore, by Lemma A(ii) in Hjellvik et al. (1998),
E(Qˆ222) = T
−2hE
 T∑
s,r
∫
Rq
Re [εs(u)εr(u)∗]W(u)du
2
= T−2hE
 ∑
1≤s<r≤T
[∫
Rq
Re [εs(u)εr(u)∗]W(u)du +
∫
Rq
Re [εr(u)εs(u)∗]W(u)du
]
2
≤ hC max
1≤ j≤T−1
E

[∫
Rq
Re
[
ε1(u)ε1+ j(u)∗
]
W(u)du +
∫
Rq
Re
[
ε1+ j(u)ε1(u)∗
]
W(u)du
]2(1+δ)
1
1+δ
×
∞∑
j=1
jβ( j)
δ
1+δ
= O(h).
By Chebyshev’s Inequality, Qˆ22 = op(1). Therefore, we have shown Qˆ2 = op(1).
Intuitively, Qˆ2 represents the error introduced by parametric estimation which
should converge to 0 faster than nonparametric estimation. Thus, Qˆ2 converges
to 0 faster than Qˆ1. 
Proof of Theorem A.1.3. Under the H0, we can decompose Qˆ3 as:
Qˆ3 = h1/2
T∑
t=1
∫
Rq
Re
{[
φˆt (u) − φt (u)
] [
φˆ0(u) − φt(u)
]∗}
W(u)du
= h1/2
T∑
t=1
∫
Rq
Re

 1Th
T∑
s=1
K
( s − t
Th
)
εs(u)
  1T
T∑
s=1
εs(u)
∗
W(u)du
= T−2h−1/2
T∑
t=1
∫
Rq
T∑
s,r
K
( s − t
Th
)
Re[εs(u)εr(u)∗]W(u)du
= T−2h−1/2
T∑
t=1
∫
Rq
K(0)|εt(u)|2W(u)du
+T−2h−1/2
T∑
t,r
∫
Rq
K(0)Re[εt(u)εr(u)∗]W(u)du
+T−2h−1/2
T∑
t,s
∫
Rq
K
( s − t
Th
)
Re[εs(u)εt(u)∗]W(u)du
+T−2h−1/2
T∑
t,s
∫
Rq
K
( s − t
Th
)
|εs(u)|2W(u)du
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+T−2h−1/2
T∑
t,s,r
∫
Rq
K
( s − t
Th
)
Re[εs(u)εr(u)∗]W(u)du
= Qˆ31 + Qˆ32 + Qˆ33 + Qˆ34 + Qˆ35.
Next, we want to show that Qˆ3 j = op(1) for j = 1, ..., 5.
For Qˆ31, it is straightforward to see that Qˆ31 = K(0)/(Th)Qˆ21 = op(1) since
Qˆ21 = op(1). Similarly, Qˆ32 = K(0)/(Th)Qˆ22 = op(1) given Qˆ22 = op(1).
For Qˆ33:
E(Qˆ33) = T−2h−1/2
T∑
t,s
∫
Rq
K
( s − t
Th
)
E (Re[εs(u)εt(u)∗])W(u)du
= 2T−2h−1/2
∑
1≤t<s≤T
∫
Rq
K
( s − t
Th
)
E (Re[εs(u)εt(u)∗])W(u)du
= 2T−1h−1/2
T−1∑
j=1
(
1 − j
T
)
K
( j
Th
) ∫
Rq
E
(
Re[ε1(u)ε1+ j(u)∗]
)
W(u)du
≤ 2T−1h−1/2
T−1∑
j=1
(
1 − j
T
)
K
( j
Th
) ∫
Rq
|E
(
Re[ε1(u)ε1+ j(u)∗]
)
|W(u)du
≤ 2T−1h−1/2K (0)
T−1∑
j=1
(
1 − j
T
) ∫
Rq
|E
(
Re[ε1(u)ε1+ j(u)∗]
)
|W(u)du
≤ 2T−1h−1/2K (0)C
∞∑
j=1
β( j)
δ
1+δ
= O(T−1h−1/2) = o(1).
Furthermore, by Lemma A(ii) in Hjellvik et al. (1998),
E(Qˆ233) = T
−4h−1E
[ ∑
1≤t<s≤T
{
K
( s − t
Th
) ∫
Rq
Re[εs(u)εt(u)∗]W(u)du
+K
( t − s
Th
) ∫
Rq
(Re[εt(u)εs(u)∗])W(u)du
}]2
≤ CT−2h−1 max
1≤ j≤T−1
E
{[
K
( j
Th
) ∫
Rq
Re[ε1(u)ε1+ j(u)∗]W(u)du
+K
(− j
Th
) ∫
Rq
Re[ε1+ j(u)ε1(u)∗]W(u)du
]2(1+δ)} 11+δ ∞∑
j=1
jβ( j)
δ
1+δ
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= o(1).
By Chebyshev’s inequality, Qˆ33 = op(1).
For Qˆ34:
Qˆ34 = T−2h−1/2
T∑
t,s
∫
Rq
K
( s − t
Th
)
|εs(u)|2W(u)du
= T−1h1/2
T∑
s=1,s,t
∫
Rq
|εs(u)|2W(u)du
 1Th
T∑
t=1
K
( s
Th
− t
Th
)
= T−1h1/2
T∑
s=1
∫
Rq
|εs(u)|2W(u)du
∫ ∞
0
K
( s
Th
− η
)
dη + o(1).
Then it is straightforward to show Qˆ34 = op(1) by analogous arguments as in the
proof of Rˆ11 = op(1).
Finally, for Qˆ35 :
Qˆ35 = T−2h−1/2
T∑
t,s,r
∫
Rq
K
( s − t
Th
)
Re[εs(u)εr(u)∗]W(u)du
= T−1h1/2
T∑
s,r
∫
Rq
Re[εs(u)εr(u)∗]W(u)du
 1Th
T∑
t=1,t,s
K
( s − t
Th
)
= T−1h1/2
T∑
s,r
∫
Rq
Re[εs(u)εr(u)∗]W(u)du
∫ 1
0
K
( s
Th
− η
)
dη + o(1).
First, we show its mean is o(1):
E(Qˆ35) = T−1h1/2
T∑
s,r
∫
Rq
E(Re[εs(u)εr(u)∗])W(u)du
∫ ∞
0
K
( s
Th
− η
)
dη + o(1)
= T−1h1/2
T−1∑
s=1
T∑
r=s+1
∫
Rq
E(Re[εs(u)εr(u)∗])W(u)du
∫ 1
0
K
( s
Th
− η
)
dη + o(1)
≤ T−1h1/2
T−1∑
s=1
T∑
r=s+1
∫
Rq
|E(Re[εs(u)εr(u)∗])|W(u)du
∫ 1
0
K
( s
Th
− η
)
dη + o(1)
≤ T−1h1/2K(0)
T−1∑
s=1
T∑
r=s+1
∫
Rq
|E(Re[εs(u)εr(u)∗])|W(u)du + o(1)
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= O(h1/2) = o(1).
Then we show its second moment is o(1):
E(Qˆ235) = T
−2hE
 T∑
s,r
∫
Rq
Re[εs(u)εr(u)∗]W(u)du
∫ 1
0
K
( s
Th
− η
)
dη
2 + o(1)
= T−2hE
[ T∑
1≤s<r≤T
∫
Rq
Re[εs(u)εr(u)∗]W(u)du
∫ 1
0
K
( s
Th
− η
)
dη
+
∫
Rq
Re[εr(u)εs(u)∗]W(u)du
∫ 1
0
K
( r
Th
− η
)
dη
]2
+ o(1)
= O(h) = o(1),
by Lemma A(ii) of Hjellvik et al. (1998).
Finally, we show Qˆ3 = op(1). Intuitively, Qˆ3 is a higher order term since it
is a product of parametric estimation and nonparametric estimation. The para-
metric estimation has a faster rate of convergence to 0. This will make Qˆ3 to
converge to 0 faster than Qˆ1. 
Proof of Theorem 2.4.1. Under HA : φt(u) , φ0(u),
Th1/2Qˆ = h1/2
T∑
t=1
∫
Rq
∣∣∣φˆt(u) − φˆ0(u)∣∣∣2W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣φˆt(u) − φ0(u)∣∣∣2W(u)du
+h1/2
T∑
t=1
∫
Rq
∣∣∣φˆ0(u) − φ0(u)∣∣∣2W(u)du
−2h1/2
T∑
t=1
∫
Rq
Re
{[
φˆt(u) − φ0(u)
] [
φˆ0(u) − φ0(u)
]∗}
W(u)du
= Qˆ4 + Qˆ5 − Qˆ6.
First decompose Qˆ4. By triangle inequality,
Qˆ4 = h1/2
T∑
t=1
∫
Rq
∣∣∣φˆt(u) − φt(u) + φt(u) − φ0(u)∣∣∣2W(u)du
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≤ 2h1/2
T∑
t=1
∫
Rq
∣∣∣φˆt(u) − φt(u)∣∣∣2W(u)du + 2h1/2 T∑
t=1
∫
Rq
|φt(u) − φ0(u)|2W(u)du
= Qˆ41 + Qˆ42.
Then we study Qˆ41:
Qˆ41 = 2h1/2
T∑
t=1
∫
Rq
∣∣∣φˆt(u) − φt(u)∣∣∣2W(u)du
= 2h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
t+bThc∑
s=t−bThc
Yseiu
′ZsHst − φt(u)
∣∣∣∣∣∣∣
2
W(u)du
= 2h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
t+bThc∑
s=t−bThc
[φs(u) + εs(u)]Hst − φt(u)
∣∣∣∣∣∣∣
2
W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
t+bThc∑
s=t−bThc
εs(u)Hst +
t+bThc∑
s=t−bThc
φs(u)Hst − φt(u)
∣∣∣∣∣∣∣
2
W(u)du
≤ 4h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
t+bThc∑
s=t−bThc
εs(u)Hst
∣∣∣∣∣∣∣
2
W(u)du + 4h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
t+bThc∑
s=t−bThc
φs(u)Hst − φt(u)
∣∣∣∣∣∣∣
2
W(u)du
= Qˆ411 + Qˆ412.
Here Qˆ411 = 4Qˆ1. And by the results in Proposition A.1.1 and Proposition A.1.2,
Qˆ411 = B + U + op(1), where B = Op(h−1/2). For Qˆ412, by the Taylor expansion of
φs(u) ≡ φ(u, sT ) around t/T , we have
φs(u) = φt(u) + φ′t(u)
( s − t
T
)
+
1
2
φ′′t (u)
( s − t
T
)2
+ o
( s − t
T
)2
.
Therefore,
Qˆ412 = 4h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
t+bThc∑
s=t−bThc
φs(u)Hst − φt(u)
∣∣∣∣∣∣∣
2
W(u)du
= 4h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
t+bThc∑
s=t−bThc
[
φ′t(u)
( s − t
T
)
+
φ′′t (u)
2
( s − t
T
)2
+ o
( s − t
T
)2]
Hst
∣∣∣∣∣∣∣
2
W(u)du
= 4h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣ 1Th
t+bThc∑
s=t−bThc
[
φ′t(u)
( s − t
T
)
+
φ′′t (u)
2
( s − t
T
)2
+ o
( s − t
T
)2]
K
( s − t
Th
)∣∣∣∣∣∣∣
2
W(u)du
+op(1)
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= 4h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣∣ 1Th
bThc∑
j=−bThc
[
hφ′t(u)
( j
Th
)
+
h2
2
φ′′t (u)
( j
Th
)2
+ o
( j
T
)2]
K
( j
Th
)∣∣∣∣∣∣∣∣
2
W(u)du
+op(1),
where the second to last equality comes from equivalence kernels. Let η = jTh ,
since bThc ≤ j ≤ bThc, then −1 ≤ η ≤ 1 and by the Riemann approximation of an
integral
Qˆ412 = 4h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣φ′t(u)
∫ 1
−1
ηhK (η) dη +
1
2
φ′′t (u)
∫ 1
−1
η2h2K (η) dη + o(h2) + o(1)
∣∣∣∣∣∣2W(u)du
+op(1)
= O(Th
9/2
),
where the last equality comes from the assumption on kernel function K(·).
Therefore, we have Qˆ41 = Op(h−1/2). For Qˆ42:
lim
T→∞T
−1h−1/2Qˆ42 = lim
T→∞
1
T
T∑
t=1
∫
Rq
|φt(u) − φ0(u)|2W(u)du
= O(1),
where we use the fact that E(Y4t ) < ∞ and
∫
Rq
‖u‖4qW(u)du < ∞. Thus, Qˆ42 =
O(Th1/2).
Combining Qˆ41 and Qˆ42, we show Qˆ4 = Op(Th1/2).
Next,
Qˆ5 = h1/2
T∑
t=1
∫
Rq
∣∣∣φˆ0(u) − φ0(u)∣∣∣2W(u)du
= Th1/2
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
Yteiu
′Zt − φ0(u)
∣∣∣∣∣∣∣
2
W(u)du
= Th1/2
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
[φt(u) + εt(u)] − φ0(u)
∣∣∣∣∣∣∣
2
W(u)du
= Th1/2
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
εt(u) +
1
T
T∑
t=1
[φt(u) − φ0(u)]
∣∣∣∣∣∣∣
2
W(u)du
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= Th1/2
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
εt(u)
∣∣∣∣∣∣∣
2
W(u)du + Th1/2
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
[φt(u) − φ0(u)]
∣∣∣∣∣∣∣
2
W(u)du
+2Th1/2
∫
Rq
Re
 1T
T∑
t=1
εt(u)
1
T
T∑
t=1
[φt(u) − φ0(u)]∗

= Qˆ51 + Qˆ52 + Qˆ53.
It is easy to see that Qˆ51 = Op(h1/2) and Qˆ52 = Op(Th1/2). And by triangle in-
equality,
Qˆ53 ≤ Th1/2h1/2
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
εt(u)
∣∣∣∣∣∣∣
2
W(u)du + Th1/2
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
[φt(u) − φ0(u)]
∣∣∣∣∣∣∣
2
W(u)du
= Op(Th1/2).
Therefore, it follows that Qˆt = Op(Th1/2).
Finally, for Qˆ6, by the triangle inequality,
Qˆ6 = 2h1/2
T∑
t=1
∫
Rq
Re
{[
φˆt(u) − φ0(u)
] [
φˆ0(u) − φ0(u)
]∗}
W(u)du
≤ h1/2
T∑
t=1
∫
Rq
∣∣∣φˆt(u) − φ0(u)∣∣∣2W(u)du + h1/2 T∑
t=1
∫
Rq
∣∣∣φˆ0(u) − φ0(u)∣∣∣2W(u)du1/2
≤ Op(h−1/2 + Th1/2)
= Op(Th1/2).
Consequently, Th1/2Qˆ = Op(Th1/2). Since we have shown that Bˆ = Op(h−1/2) and
Vˆ = Op(1),
Ŝ Q =
Th1/2Qˆ − Bˆ√
Vˆ
= Op(Th1/2).
Thus,
Pr(Ŝ Q > Mt)→ 1,
as T → ∞ under HA for any non-stochastic constants {MT = o(Th1/2)}. 
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Proof of Theorem 2.4.2. Under Ha1 : gt(Xt) − g0(Xt) = κTht(Xt):
φt(u) − φ0(u) =
∫
Rq
[
gt(x) − g0(x)] eiu′zdFXt ,Zt(x, z)
= κT
∫
Rq
ht(x)eiu
′zdFXt ,Zt(x, z)
≡ κTψt(u).
Like in the proof of Theorem 2.4.1, we decompose
Th1/2Qˆ = h1/2
T∑
t=1
∫
Rq
∣∣∣φˆt(u) − φˆ0(u)∣∣∣2W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣φˆt(u) − φ0(u)∣∣∣2W(u)du
+h1/2
T∑
t=1
∫
Rq
∣∣∣φˆ0(u) − φ0(u)∣∣∣2W(u)du
−2h1/2
T∑
t=1
∫
Rq
Re
{[
φˆt(u) − φ0(u)
] [
φˆ0(u) − φ0(u)
]∗}
W(u)du
= Qˆ4 + Qˆ5 + Qˆ6.
We first work on Qˆ5 and Qˆ6. By the following identity
Yteiu
′Zt = φt(u) + εt(u),
it follows
Qˆ5 = h1/2
T∑
t=1
∫
Rq
∣∣∣φˆ0(u) − φ0(u)∣∣∣2W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
Yteiu
′Zt − φ0(u)
∣∣∣∣∣∣∣
2
W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
[φt(u) + εt(u)] − φ0(u)
∣∣∣∣∣∣∣
2
W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
[φt(u) − φ0(u) + εt(u)]
∣∣∣∣∣∣∣
2
W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
[κTψt(u) + εt(u)]
∣∣∣∣∣∣∣
2
W(u)du
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= h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
κTψt(u)
∣∣∣∣∣∣∣
2
W(u)du + h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
εt(u)
∣∣∣∣∣∣∣
2
W(u)du
+2h1/2
T∑
t=1
∫
Rq
Re

 1T
T∑
t=1
κTψt(u)
  1T
T∑
t=1
εt(u)
∗
W(u)du
= Qˆ51 + Qˆ52 + Qˆ53.
Given κT = T−1/2h−1/4, we can show
Qˆ51 = h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
κTψt(u)
∣∣∣∣∣∣∣
2
W(u)du
=
1
T
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
ψt(u)
∣∣∣∣∣∣∣
2
W(u)du
=
∫
Rq
∣∣∣∣∣∣∣ 1T
T∑
t=1
ψt(u)
∣∣∣∣∣∣∣
2
W(u)du
=
∫
Rq
∣∣∣∣∣∣
∫ 1
0
ψ(u, τ)dτ
∣∣∣∣∣∣2W(u)du + o(1).
Qˆ52 is identical to Qˆ2. Since we have shown that Qˆ2 = op(1), thus Qˆ52 = op(1).
Given ψt(u) is non-stochastic and κT = T−1/2h−1/4,
Qˆ53 = 2h1/2
T∑
t=1
∫
Rq
Re

 1T
T∑
t=1
κTψt(u)
  1T
T∑
t=1
εt(u)
∗
W(u)du
= 2T−1/2h1/4
T∑
t=1
∫
Rq
Re

[∫ 1
0
ψ(u, τ)dτ
]  1T
T∑
t=1
εt(u)
∗
W(u)du + op(1)
= 2T 1/2h1/4
∫
Rq
Re

[∫ 1
0
ψ(u, τ)dτ
]  1T
T∑
t=1
εt(u)
∗
W(u)du + op(1).
The order of magnitude of Qˆ53 is solely determined by 1T
∑T
t=1 εt(u). It is trivial to
show that Qˆ53 = Op(h1/4) = op(1). Therefore, we have shown that
Qˆ5 =
∫
Rq
∣∣∣∣∣∣
∫ 1
0
ψ(u, τ)dτ
∣∣∣∣∣∣2W(u)du + op(1).
Next, for Qˆ6:
Qˆ6 = −2h1/2
T∑
t=1
∫
Rq
Re
{[
φˆt(u) − φ0(u)
] [
φˆ0(u) − φ0(u)
]∗}
W(u)du
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= −2h1/2
T∑
t=1
∫
Rq
Re
[φˆt(u) − φ0(u)]
 1T
T∑
t=1
Yteiu
′Zt − φ0(u)
∗
W(u)du
= −2h1/2
T∑
t=1
∫
Rq
Re
[φˆt(u) − φ0(u)]
 1T
T∑
t=1
κTψt(u) + εt(u)
∗
W(u)du
= −2h1/2
T∑
t=1
∫
Rq
Re
[φˆt(u) − φ0(u)]
 1T
T∑
t=1
κTψt(u)
∗
W(u)du
−2h1/2
T∑
t=1
∫
Rq
Re
[φˆt(u) − φ0(u)]
 1T
T∑
t=1
εt(u)
∗
W(u)du
≡ Qˆ61 + Qˆ62.
We leave Qˆ6 for now and work on Qˆ4:
Qˆ4 = h1/2
T∑
t=1
∫
Rq
∣∣∣φˆt(u) − φt(u) + φt(u) − φ0(u)∣∣∣2W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣φˆt(u) − φt(u)∣∣∣2W(u)du + h1/2 T∑
t=1
∫
Rq
|φt(u) − φ0(u)|2W(u)du
+2h1/2
T∑
t=1
∫
Rq
Re
{[
φˆt(u) − φt(u)
] [
φt(u) − φ0(u)]∗}W(u)du
= h1/2
T∑
t=1
∫
Rq
∣∣∣φˆt(u) − φt(u)∣∣∣2W(u)du + h1/2 T∑
t=1
∫
Rq
κ2T |ψt(u)|2W(u)du
+2h1/2
T∑
t=1
∫
Rq
Re
{[
φˆt(u) − φt(u)
]
κTψt(u)∗
}
W(u)du
= Qˆ41 + Qˆ44 + Qˆ45.
In Proof of Theorem 2, we have shown Qˆ41 = B+op(1). Given κT = T−1/2h−1/4,
it follows
Qˆ44 = h1/2
T∑
t=1
∫
Rq
κ2T |ψt(u)|2W(u)du
=
1
T
T∑
t=1
∫
Rq
|ψt(u)|2W(u)du
=
∫
Rq
∫ 1
0
|ψ(u, η)|2W(u)dηdu + op(1).
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Next,
Qˆ45 = 2h1/2
T∑
t=1
∫
Rq
Re
{[
φˆt(u) − φt(u)
]
κTψt(u)∗
}
W(u)du
= 2h1/2
T∑
t=1
∫
Rq
Re
{[
φˆt(u) − φ0(u) + φ0(u) − φt(u)
]
κTψt(u)∗
}
W(u)du
= 2h1/2
T∑
t=1
∫
Rq
Re
{[
φˆt(u) − φ0(u)
]
κTψt(u)∗
}
W(u)du
−2h1/2
T∑
t=1
∫
Rq
Re
{[
φt(u) − φ0(u)] κTψt(u)∗}W(u)du
= 2h1/2
T∑
t=1
∫
Rq
Re
{[
φˆt(u) − φ0(u)
]
κTψt(u)∗
}
W(u)du
−2h1/2
T∑
t=1
∫
Rq
|κTψt(u)|2W(u)du
= 2h1/2
T∑
t=1
∫
Rq
Re
{[
φˆt(u) − φ0(u)
]
κTψt(u)∗
}
W(u)du
−2 1
T
T∑
t=1
∫
Rq
|ψt(u)|2W(u)du
= 2h1/2
T∑
t=1
∫
Rq
Re
{[
φˆt(u) − φ0(u)
]
κTψt(u)∗
}
W(u)du
−2
∫
Rq
∫ 1
0
|ψ(u, η)|2W(u)dηdu + op(1).
We claim that 2h1/2
∑T
t=1
∫
Rq
Re
{[
φˆt(u) − φ0(u)
]
κTψt(u)∗
}
W(u)du + Qˆ61 = op(1):
2h1/2
T∑
t=1
∫
Rq
Re
{[
φˆt(u) − φ0(u)
]
κTψt(u)∗
}
W(u)du + Qˆ61
= 2h1/2
T∑
t=1
∫
Rq
Re

 t+bThc∑
s=t−bThc
(φs(u) + εs(u) − φ0(u))Hst

κTψt(u) − 1T
T∑
t=1
κTψt(u)
∗
W(u)du
= 2h1/2
T∑
t=1
∫
Rq
Re

 t+bThc∑
s=t−bThc
(κTψs(u) + εs(u))Hst

κTψt(u) − 1T
T∑
t=1
κTψt(u)
∗
W(u)du
= 2h1/2κ2T
T∑
t=1
∫
Rq
Re

 t+bThc∑
s=t−bThc
ψs(u)Hst

ψt(u) − 1T
T∑
t=1
ψt(u)
∗
W(u)du
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+2h1/2κT
T∑
t=1
∫
Rq
Re

 t+bThc∑
s=t−bThc
εs(u)Hst

ψt(u) − 1T
T∑
t=1
ψt(u)
∗
W(u)du
≡ R8 + R9.
By the weighted Cauchy Swartz inequality,
R8 ≤ 2h1/2κ2T
∫
Rq

 T∑
t=1
∣∣∣∣∣∣∣
t+bThc∑
s=t−bThc
ψs(u)Hst
∣∣∣∣∣∣∣
2
1/2  T∑
t=1
∣∣∣∣∣∣∣ψt(u) − 1T
T∑
t=1
ψt(u)
∣∣∣∣∣∣∣
2
1/2
W(u)du
≤ 2
h1/2κ2T T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
t+bThc∑
s=t−bThc
ψs(u)Hst
∣∣∣∣∣∣∣
2
W(u)du

1/2
×
h1/2κ2T T∑
t=1
∫
Rq
∣∣∣∣∣∣∣ψt(u) − 1T
T∑
t=1
ψt(u)
∣∣∣∣∣∣∣
2
W(u)du

1/2
= O(1) ∗ O(T−1/2) = o(1),
where the last equality needs |ψs(u)|2 < C for all u ∈ Rq. And by the triangle
inequality
R9 ≤ h1/2κT
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
t+bThc∑
s=t−bThc
εs(u)Hst
∣∣∣∣∣∣∣
2
W(u)du
+h1/2κT
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣ψt(u) − 1T
T∑
t=1
ψt(u)
∣∣∣∣∣∣∣
2
W(u)du
= Op(T−1/2h−3/4) + O(T−1/2h1/4)
= op(1),
where we have used the result
h1/2
T∑
t=1
∫
Rq
∣∣∣∣∣∣∣
t+bThc∑
s=t−bThc
εs(u)Hst
∣∣∣∣∣∣∣
2
W(u)du = Op(h−1/2),
obtained in Proposition 1. Therefore, we have shown that R8 + R9 = op(1).
Lastly, we need to show Qˆ62 = op(1):
Qˆ62 = −2h1/2
T∑
t=1
∫
Rq
Re
[φˆt(u) − φ0(u)]
 1T
T∑
t=1
εt(u)
∗
W(u)du
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= −2h1/2
T∑
t=1
∫
Rq
Re

 t+bThc∑
s=t−bThc
(κTψs(u) + εs(u))Hst

 1T
T∑
t=1
εt(u)
∗
W(u)du
= −2h1/2κT
T∑
t=1
∫
Rq
Re

 t+bThc∑
s=t−bThc
ψs(u)Hst

 1T
T∑
t=1
εt(u)
∗
W(u)du
−2h1/2
T∑
t=1
∫
Rq
Re

 t+bThc∑
s=t−bThc
εs(u)Hst

 1T
T∑
t=1
εt(u)
∗
W(u)du
= Qˆ621 + Qˆ622.
Firstly, Qˆ621 = Op(h1/4) since
∑t+bThc
s=t−bThc ψs(u)Hst = O(1) and
1
T
∑T
t=1 εt(u) = Op(T
−1/2).
For Qˆ622, we have shown it is op(1) in the proof of Theorem A.1.3. Thus, Qˆ62 =
op(1).
Finally, we combine all the terms in Qˆ4, Qˆ5, and Qˆ6:
Th1/2Qˆ = Qˆ4 + Qˆ5 + Qˆ6
= B +
∫
Rq
∣∣∣∣∣∣
∫ 1
0
ψ(u, τ)dτ
∣∣∣∣∣∣2W(u)du −
∫
Rq
∫ 1
0
|ψ(u, η)|2W(u)dηdu + op(1).

Proof of Equation (2.8) and (2.11). The proof for Eq.(2.8) is given in Hong,
Wang and Wang (2014). Here we prove Eq.(2.11) in a more straightforward way.
Let z ∈ Rq and u ∈ Rq,∫
Rq
cos(u′z)WL(u)du
=
∫
Rq
cos
u1z1 + q∑
j=2
u jz j
 q∏
j=1
λ j
2
e−λ j |u j |du
=
∫
Rq
cos(u1z1)cos
 q∑
j=2
u jz j
 − sin(u1z1)sin
 q∑
j=2
u jz j

 q∏
j=1
λ j
2
e−λ j |u j |du
=
∫
R
cos(u1z1)
λ j
2
e−λ j |u j |du1
∫
Rq−1
cos
 q∑
j=2
u jz j

 q∏
j=2
λ j
2
e−λ j |u j |du j

−
∫
R
sin(u1z1)
λ j
2
e−λ j |u j |du1
∫
Rq−1
sin
 q∑
j=2
u jz j

 q∏
j=2
λ j
2
e−λ j |u j |du j

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=
λ21
λ21 + z
2
1
∫
Rq−1
cos
 q∑
j=2
u jz j

 q∏
j=2
λ j
2
e−λ j |u j |du j

=
q∏
j=1
λ2j
λ2j + z
2
j
,
where the second to last equality comes from the fact that sin(·) function is an
odd function and WL(u) is a symmetric weighting function. The last equality is
due to 3.893(2) of Jeffrey and Zwillinger (2007). 
Proof of Equation (2.10). Let WN(u) =
∏q
k=1
1√
2piξ
exp
(
u2k
2ξ2
)
, where ξ is the stan-
dard deviation of normal density which measures the dispersion of weightings
assigned to each frequency u.
QˆN =
1
T
T∑
t=1
∫
Rq
∣∣∣φˆt(u) − φˆ0(u)∣∣∣2WN(u)du
=
1
T
T∑
t=1
∫
Rq
∣∣∣φˆt(u)∣∣∣2WN(u)du + 1T
T∑
t=1
∫
Rq
∣∣∣φˆ0(u)∣∣∣2WN(u)du
− 2
T
T∑
t=1
∫
Rq
Re
[
φˆt(u)φˆ0(u)∗
]
WN(u)du
=
1
T
T∑
t=1
∫
Rq
∑
s,r∈S1
YsYreiu(Zs−Zr)HstHrtWN(u)du +
1
T
T∑
t=1
∫
Rq
1
T 2
∑
s,r∈S2
YsYreiu(Zs−Zr)WN(u)du
− 2
T
T∑
t=1
∫
Rq
1
T
∑
s∈S1,r∈S2
Re
[
YsYreiu(Zs−Zr)Hst
]
WN(u)du
=
1
T
T∑
t=1
 ∑
r,s∈S1
AsrHstHrt +
1
T 2
∑
r,s∈S2
Asr − 2T
∑
s∈S1,r∈S2
AsrHst
 ,
where Asr = YsYre−
|Zs−Zr |2qξ2
2 , S1 = {−bThc,−bThc + 1, 2, ...,T + bThc}, and S2 =
{1, 2, ...,T }.
BˆN = h−1/2
∫
Rq
|Ωˆ(u, u)|WN(u)du
∫
K2(η)dη
= h−1/2
pT∑
j=−pT
k
(
j
pT
)
1
T
T∑
t=1+| j|
∫
Rq
Re
[
εˆt(u)εˆt− j(u)∗
]
WN(u)du
∫
K2(η)dη.
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The key is to solve the integral using WN(u):∫
Rq
Re
[
εˆt(u)εˆt− j(u)∗
]
WN(u)du
=
∫
Rq
Re
[
(Yteiu
′Zt − φˆt(u))(Yt− jeiu′Zt− j − φˆt− j(u))∗
]
WN(u)du
=
∫
Rq
Re
[
YtYt− jeiu
′(Zt−Zt− j) − φˆt(u)Yt− je−iu′Zt− j − Yteiu′Zt φˆt− j(u)∗ + φˆt(u)φˆt− j(u)∗
]
WN(u)du
= At,t− j −
∑
s∈S1
As,t− jHst −
∑
s∈S1
At,s− jHst +
∑
s,r∈S1
As,r− jHstH(r− j)(t− j)
≡ ζˆ(t, t − j).
Consequently,
BˆN = h−1/2
pT∑
j=−pT
k
(
j
pT
)
1
T
T∑
t=1+| j|
∫
Rq
Re
[
εˆt(u)εˆt− j(u)∗
]
WN(u)du
∫
K2(η)dη
= h−1/2
pT∑
j=−pT
k
(
j
pT
)
1
T
T∑
t=1+| j|
ζˆ(t, t − j)
∫
K2(η)dη.
Lastly,
VˆN = 2
∫
R2q
|Ωˆ(u, v)|2WN(u)WN(v)dudv
∫ [∫
K(η)K(η + λ)dη
]2
dλ
= 2
∫
R2q
∣∣∣∣∣∣∣∣
pT∑
j=−pT
k
(
j
pT
)
1
T
T∑
t=1+| j|
εˆt(u)εˆt− j(v)
∣∣∣∣∣∣∣∣
2
WN(u)WN(v)dudv
∫ [∫
K(η)K(η + λ)dη
]2
dλ
= 2
pT∑
j,l=−pT
k
(
j
pT
)
k
(
l
pT
)
1
T 2
T∑
s=1+| j|
T∑
r=1+|l|
∫
Rq
Re[εˆs(u)εˆs− j(v)εˆr(u)∗εˆr−l(v)∗]
×WN(u)WN(v)dudv
∫ [∫
K(η)K(η + λ)dη
]2
dλ
The key is to solve the following integral using WN(u) and WN(v):∫
Rq
Re[εˆs(u)εˆs− j(v)εˆr(u)∗εˆr−l(v)∗]WN(u)WN(v)dudv
=
∫
Rq
Re[εˆs(u)εˆr(u)∗]WN(u)du ×
∫
Rq
Re[εˆs− j(v)εˆr−l(v)∗]WN(v)dv
= ζˆ(s, r)ζˆ(s − j, r − l),
by the result obtained in solving BˆN . Consequently,
VˆN = 2
pT∑
j,l=−pT
k
(
j
pT
)
k
(
l
pT
)
1
T 2
T∑
s=1+| j|
T∑
r=1+|l|
ζˆ(s, r)ζˆ(s − j, r − l)
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×
∫ [∫
K(η)K(η + λ)dη
]2
dλ.

Proof of Equation (2.13). The proof follows directly from the derivation in
the proof of Equation (10) and proof of Equation (11). The only change is that
Asr = YsYr
q∏
k=1
λ2k
λ2k + (Zsk − Zrk)2
.
It follows that Ŝ QL has a closed-form expression by using WL(u). 
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APPENDIX B
APPENDIX OF CHAPTER 3
B.1 Figures and Tables
Table B.1: Empirical size with exogenous covariates (T = 100)
Xt IID error ARCH error Heteroskedastic Error
Kˆ Cˆ Kˆ Cˆ Kˆ Cˆ
No strutural change
5% 0.058 0.048 0.044 0.042 0.042 0.044
10% 0.112 0.106 0.096 0.098 0.104 0.106
Smooth change
5% 0.048 0.046 0.034 0.036 0.060 0.056
10% 0.094 0.094 0.088 0.088 0.116 0.108
Abrupt break
5% 0.058 0.062 0.052 0.050 0.056 0.048
10% 0.108 0.108 0.102 0.106 0.124 0.112
Note: (i) Sample size = 100; (ii) Number of replication = 1000; (iii) Number of resampling = 499; (iv) Kˆ is
computed using a gird of U = [0.01, 0.02, ..., 1]; (v) Cˆ is computed using the standard normal weighting
function; (vi) The critical values are computed by the resampling method in Section 3.2.
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Table B.2: Empirical size with exogenous covariates (T = 300)
Xt IID error ARCH error Heteroskedastic Error
Kˆ Cˆ Kˆ Cˆ Kˆ Cˆ
No structural change
5% 0.052 0.048 0.047 0.047 0.051 0.049
10% 0.108 0.105 0.101 0.010 0.102 0.107
Smooth change
5% 0.050 0.049 0.048 0.046 0.052 0.056
10% 0.100 0.104 0.092 0.094 0.106 0.108
Abrupt break
5% 0.058 0.052 0.052 0.054 0.052 0.050
10% 0.104 0.103 0.105 0.102 0.115 0.110
Note: (i) Sample size = 300; (ii) Number of replication = 1000; (iii) Number of resampling = 499; (iv) Kˆ is
computed using a gird of U = [0.01, 0.02, ..., 1]; (v) Cˆ is computed using the standard normal weighting
function; (vi) The critical values are computed by the resampling method in Section 3.2.
Table B.3: Empirical power with exogenous covariates (T = 100)
Xt DGP P.1 DGP P.2 DGP P.3
Kˆ Cˆ Hˆ Kˆ Cˆ Hˆ Kˆ Cˆ Hˆ
No structural change
5% 0.423 0.462 0.336 0.478 0.412 0.414 0.286 0.192 0.204
10% 0.550 0.572 0.474 0.605 0.548 0.552 0.402 0.340 0.307
Smooth change
5% 0.974 0.992 — 0.913 0.846 — 0.477 0.516 —
10% 0.992 0.997 — 0.961 0.946 — 0.644 0.704 —
Abrupt break
5% 0.927 0.934 — 0.661 0.610 — 0.305 0.312 —
10% 0.960 0.960 — 0.768 0.736 — 0.442 0.436 —
Note: (i) I.I.D. Errors; (ii) Sample size = 100; Number of replication = 1000; Number of resampling = 499; (iii) Kˆ is
computed using a gird ofU = [0.01, 0.02, ..., 1]; (iv) Cˆ is computed using the standard normal weighting function; (v) The
critical values of Kˆ and Cˆ are computed by the resampling method in Section 3.2; (vi) Hˆ is the generalized Hausman’s
test statistic in Chen and Hong (2012) robust to conditional heteroskedasticity; (vii) The bandwidth h is set at T−1/5/
√
12.
Kernel function is the uniform kernel; (viii) The critical values are computed by the wild bootstrap provided in Chen and
Hong (2012).
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Table B.4: Empirical power with exogenous covariates (T = 300)
Xt DGP P.1 DGP P.2 DGP P.3
Kˆ Cˆ Hˆ Kˆ Cˆ Hˆ Kˆ Cˆ Hˆ
No structural change
5% 0.812 0.887 0.806 0.912 0.907 0.898 0.703 0.688 0.691
10% 0.922 0.936 0.902 0.937 0.921 0.918 0.951 0.918 0.905
Smooth change
5% 0.981 0.992 — 0.968 0.946 — 0.728 0.756 —
10% 0.998 1.000 — 0.995 0.998 — 0.865 0.848 —
Abrupt break
5% 0.968 0.984 — 0.862 0.828 — 0.615 0.623 —
10% 1.000 1.000 — 0.927 0.912 — 0.882 0.886 —
Note: (i) I.I.D. Errors; (ii) Sample size = 300; Number of replication = 1000; Number of resampling = 499; (iii) Kˆ is
computed using a gird ofU = [0.01, 0.02, ..., 1]; (iv) Cˆ is computed using the standard normal weighting function; (v) The
critical values of Kˆ and Cˆ are computed by the resampling method in Section 3.2; (vi) Hˆ is the generalized Hausman’s
test statistic in Chen and Hong (2012) robust to conditional heteroskedasticity; (vii) The bandwidth h is set at T−1/5/
√
12.
Kernel function is the uniform kernel; (viii) The critical values are computed by the wild bootstrap provided in Chen and
Hong (2012).
Table B.5: Empirical size with endogenous covariates (T = 100)
Xt IID error ARCH error Heteroskedastic Error
Kˆ IV CˆIV Kˆ IV CˆIV Kˆ IV CˆIV
No strutural change
5% 0.050 0.040 0.050 0.044 0.044 0.048
10% 0.118 0.118 0.120 0.118 0.090 0.092
Smooth change
5% 0.046 0.042 0.040 0.048 0.044 0.044
10% 0.104 0.104 0.110 0.110 0.094 0.088
Abrupt break
5% 0.056 0.052 0.064 0.070 0.050 0.052
10% 0.108 0.118 0.138 0.144 0.096 0.100
Note: (i) Sample size = 100; (ii) Number of replication = 1000; (iii) Number of resampling = 499; (iv) Kˆ IV is
computed using a gird ofU = [0.01, 0.02, ..., 1]; (v) CˆIV is computed using the standard normal weighting
function; (vi) The critical values are computed by the resampling method in Section 3.3.
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Table B.6: Empirical size with endogenous covariates (T = 300)
Xt IID error ARCH error Heteroskedastic Error
Kˆ IV CˆIV Kˆ IV CˆIV Kˆ IV CˆIV
No strutural change
5% 0.052 0.046 0.050 0.045 0.051 0.049
10% 0.110 0.111 0.110 0.110 0.092 0.095
Smooth change
5% 0.046 0.047 0.041 0.048 0.047 0.044
10% 0.102 0.105 0.107 0.105 0.094 0.092
Abrupt break
5% 0.052 0.050 0.057 0.058 0.051 0.052
10% 0.107 0.112 0.118 0.123 0.102 0.101
Note: (i) Sample size = 300; (ii) Number of replication = 1000; (iii) Number of resampling = 499; (iv) Kˆ IV is
computed using a gird ofU = [0.01, 0.02, ..., 1]; (v) CˆIV is computed using the standard normal weighting
function; (vi) The critical values are computed by the resampling method in Section 3.3.
Table B.7: Empirical power with endogenous covariates (T = 100)
Xt DGP P.1 DGP P.2 DGP P.3
Kˆ IV CˆIV ĈH Kˆ IV CˆIV ĈH Kˆ IV CˆIV ĈH
No structural change
5% 1.000 1.000 0.806 1.000 1.000 0.886 1.000 1.000 0.764
10% 1.000 1.000 0.912 1.000 1.000 0.935 1.000 1.000 0.856
Smooth change
5% 1.000 1.000 0.725 0.994 0.994 0.881 0.990 0.994 0.857
10% 1.000 1.000 0.837 0.994 0.996 0.958 0.994 0.996 0.918
Abrupt break
5% 0.984 0.988 0.786 0.990 0.994 0.826 0.912 0.924 0.786
10% 0.996 0.996 0.825 0.994 0.996 0.927 0.976 0.968 0.892
Note: (i) I.I.D. Errors; (ii) Sample size = 100; Number of replication = 1000; Number of resampling = 499; (iii) Kˆ IV is
computed using a gird of U = [0.01, 0.02, ..., 1]; (iv) CˆIV is computed using the standard normal weighting function; (v)
The critical values of Kˆ IV and CˆIV are computed by the resampling method in Section 3.3; (vi) ĈH is the generalized
Hausman’s test statistic in Chen (2015); (vii) The bandwidth h is set at T−1/5/
√
12 for both the structural function and
the reduced form. Kernel function is the uniform kernel; (viii) The critical values are computed by the wild bootstrap
provided in Chen (2015).
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Table B.8: Empirical power with endogenous covariates (T = 300)
Xt DGP P.1 DGP P.2 DGP P.3
Kˆ IV CˆIV ĈH Kˆ IV CˆIV ĈH Kˆ IV CˆIV ĈH
No structural change
5% 1.000 1.000 0.925 1.000 1.000 0.892 1.000 1.000 0.899
10% 1.000 1.000 0.982 1.000 1.000 0.982 1.000 1.000 0.952
Smooth change
5% 1.000 1.000 0.994 0.998 1.000 1.000 0.998 0.997 0.982
10% 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Abrupt break
5% 0.999 0.989 0.963 0.996 1.000 0.989 0.972 0.967 0.912
10% 1.000 1.000 0.998 1.000 1.000 1.000 1.000 1.000 0.998
Note: (i) I.I.D. Errors; (ii) Sample size = 300; Number of replication = 1000; Number of resampling = 499; (iii) Kˆ IV is
computed using a gird of U = [0.01, 0.02, ..., 1]; (iv) CˆIV is computed using the standard normal weighting function; (v)
The critical values of Kˆ IV and CˆIV are computed by the resampling method in Section 3.3; (vi) ĈH is the generalized
Hausman’s test statistic in Chen (2015); (vii) The bandwidth h is set at T−1/5/
√
12 for both the structural function and
the reduced form. Kernel function is the uniform kernel; (viii) The critical values are computed by the wild bootstrap
provided in Chen (2015).
B.2 Mathematical Proofs
Throughout the appendix, “
p→”, “ d→”, and “⇒”denote convergence in probabil-
ity, convergence in distribution, and weak convergence respectively. We use the
same notations as in the chapter and we denote C to be a generic bounded con-
stant, A∗ to be the conjugate transpose of A ∈ C, and Re(A) to be the real part of
A ∈ C.
Proof of Lemma 3.2.1. Let Bt ≡ XtX′t −E(XtXt) be a d×d matrix with each entry
being b jkt = X jtXkt − E(X jtXkt), where X jt and Xkt are the jth and kth element
respectively in Xt for 1 ≤ j, k ≤ d. Then
sup
u∈R
∥∥∥∥∥∥∥ 1T
T∑
t=1
XtX′te
iu2pit/T − 1
T
T∑
t=1
E(XtX′t )e
iu2pit/T
∥∥∥∥∥∥∥
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= sup
u∈R
∥∥∥∥∥∥∥ 1T
T∑
t=1
Bteiu2pit/T
∥∥∥∥∥∥∥
= sup
u∈R
 d∑
j,k=1
∣∣∣∣∣∣∣ 1T
T∑
t=1
b jkteiu2pit/T
∣∣∣∣∣∣∣
2
1/2
= sup
u∈R
 d∑
j,k=1
 1T 2
T∑
t=1
b2jkt +
1
T 2
T∑
s,t
b jktb jkseiu2pi(t−s)/T


1/2
≡ R1, say.
Next, we show that R1 = op(1):
ER1 = E
supu∈R
 d∑
j,k=1
 1T 2
T∑
t=1
b2jkt +
1
T 2
T∑
s,t
b jktb jkseiu2pi(t−s)/T


1/2
≤ sup
u∈R
E

 d∑
j,k=1
 1T 2
T∑
t=1
b2jkt +
1
T 2
T∑
s,t
b jktb jkseiu2pi(t−s)/T


1/2
≤ sup
u∈R
E
 d∑
j,k=1
 1T 2
T∑
t=1
b2jkt +
1
T 2
T∑
s,t
b jktb jkseiu2pi(t−s)/T



1/2
,
by Jensen’s inequality. It is straightforward to show
sup
u∈R
E
 d∑
j,k=1
 1T 2
T∑
t=1
b2jkt +
1
T 2
T∑
s,t
b jktb jkseiu2pi(t−s)/T



1/2
= sup
u∈R

d∑
j,k=1
 1T 2
T∑
t=1
E(b2jkt) +
1
T 2
T∑
s,t
E(b jktb jks)eiu2pi(t−s)/T


1/2
= sup
u∈R

d∑
j,k=1
 1T 2
T∑
t=1
E(b2jkt) +
2
T 2
T∑
1≤s≤t≤T
E(b jktb jks)eiu2pi(t−s)/T


1/2
≤ sup
u∈R
{ d∑
j,k=1
( 1
T 2
T∑
t=1
E(|X jtXkt|2)
+
2
T 2
T∑
1≤s≤t≤T
α(|s − t|) δ−1δ (E|X jtXkt|2δ) 12δ (E|X jsXks|2δ) 12δ eiu2pi(t−s)/T
)}1/2
≤ sup
u∈R
{
d
d∑
j=1
[ 1
T 2
T∑
t=1
E(|X jt|4 + 1T
T−1∑
j=1
(
1 − j
T
)
α(| j|) δ−1δ (E|X jt|4δ) 1δ eiu2pi j/T
]}1/2
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= O(T−1/2),
given E|X jt|4δ ≤ C < ∞ and ∑∞j=1 α( j) δ−1δ < C.
Then, we can obtain
E(R21) = E
supu∈R
 d∑
j,k=1
 1T 2
T∑
t=1
b2jkt +
1
T 2
T∑
s,t
b jktb jkseiu2pi(t−s)/T



= sup
u∈R
E
 d∑
j,k=1
 1T 2
T∑
t=1
b2jkt +
1
T 2
T∑
s,t
b jktb jkseiu2pi(t−s)/T



= Op(T−1).
Thus, by Chebyshev’s inequality, R1 = op(1). We then show supu∈R
∥∥∥ 1
T
∑T
t=1 Bte
iu2pit/T
∥∥∥ =
op(1). By similar derivation, given E(|εt|4δ) < C < ∞, we can show
sup
u1,u2∈R2
∥∥∥Vˆxx(u1, u2) − Vxx(u1, u2)∥∥∥ p→ 0,
since we can view u1, u2 ∈ R2 as v ∈ R where v ≡ u1 − u2. 
Proof of Theorem 3.2.1. Given the definition of the WLS estimator and under
H0
√
T
[
βˆ(u) − β0
]
= Qˆ−1xx (u)
1√
T
T∑
t=1
Xt(u)εt
= Qˆ−1xx (u)Sˆ T (u).
We first prove that
√
T
[
βˆ(u) − β0
]
converges in distribution to a normal distribu-
tion for each fixed u ∈ R. Then we show that Sˆ T (u) is stochastically equicontin-
uous and establish the weak convergence result.
Let
UT (u) =
1√
T
T∑
t=1
τ′Xt(u)εt
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=T∑
t=1
 1√T
d∑
j=1
τ jX jt(u)εt
 ,
where τ ∈ Rd is any nonzero vector such that τ′τ = 1, and τ j and X jt(u) represent
the jth entry of d × 1 column vectors τ and Xt(u) respectively.
Furthermore we define
ζ2T (u) ≡ E[UT (u)2]
=
1
T
E
 T∑
s,t=1
d∑
j,k=1
τ jX jt(u)εtτkXks(u)∗εs

=
1
T
d∑
j,k=1
τ jτk
 T∑
s,t=1
E[X jt(u)εtXks(u)∗εs]

=
1
T
d∑
j,k=1
τ jτk
 T∑
t=1
E[X jt(u)Xkt(u)∗ε2t ]

= O(1).
for all u ∈ R, where the second to last equality comes from the fact that
E(εt|It−1) = 0 almost surely, and last equality is due to the fact that E|Xt j|4δ < ∞,
E|εt|4δ < ∞ and τ2j < 1 for all j = 1, 2, ..., d.
By Cramer-wold device, to show joint normality, we just need to show
ζT (u)−1UT (u)
d→ N(0, 1),
for each fixed u ∈ R and all τ.
Let
Ψt(u) ≡ 1√
T
d∑
j=1
τ jX jt(u)εt,
by Theorem 1.1 in Bradley and Tone (2015), we need to show the following:
(i) α′({Ψt(u)}Tt=1,m)→ 0, as m→ ∞;
(ii) ρ′({Ψt(u)}Tt=1, 1) < 1;
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(iii) ζ2T (u) > 0;
(iv) E(Ψt(u)2) =
∑d
j,k=1 τ jτkE(X jtXktε
2
t ) < ∞;
(v) The Lindeberg condition:
lim
T→∞
1
ζ2T (u)
T∑
t=1
E
[
Ψt(u)21 (|Ψt(u)| > ζT (u))
]
= 0, ∀ > 0.
Firstly, condition (i) can be implied by Assumption 3.2.1.
α′({Ψt(u)}Tt=1,m) = sup
1≤t≤T−m
α
σ
 d∑
j=1
τ jX jt(u)εt
 , σ
 d∑
j=1
τ jX jt+m(u)εt+m


= sup
1≤t≤T−m
α[σ(Xtεt), σ(Xt+m)εt+m]
≤ Cm−ν,
for all u. Thus α′({Ψt(u)}Tt=1,m)→ 0 as m→ ∞.
For condition (ii), notice that Ψt(u) is martingale difference sequence process:
E(Ψt(u)|It−1) = E
 1√T
d∑
j=1
τ jX jt(u)εt
∣∣∣∣∣It−1
 = 0,
almost surely. Thus
ρ′({Ψt(u)}Tt=1, 1) = 0,
where the maximal coefficient of correlation
ρ(A,B) ≡ sup
f∈L2(A),g∈L2(B)
|corr( f , g)|,
and L2(A) consists any A-measurable random variables with finite second mo-
ments.
Condition (iii) is satisfied since ζ2T (u) = O(1).
Condition (iv) is satisfied due to E|Xt j|4δ < ∞, E|εt|4δ < ∞ and τ2j < 1 for all
j = 1, 2, ..., d.
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At last, we verify the Lindeberg condition: ∀ > 0,
lim
T→∞
1
ζ2T (u)
T∑
t=1
E
[
Ψt(u)21 (|Ψt(u)| > ζT (u))
]
≤ lim
T→∞
1
ζ2T (u)
d∑
j=1
(
E
[
Ψt(u)4
])1/2
E
[
1 (|Ψt(u)| > ζT (u))]1/2
≤ lim
T→∞
1
ζ2T (u)
d∑
j=1
(
E
[
Ψt(u)4
])1/2 ( 1
ζ2T (u)2
E
[
Ψt(u)2
])1/2
= lim
T→∞
1
ζ3T (u)
d∑
j=1
(
E
[
Ψt(u)4
])1/2 (
E
[
Ψt(u)2
])1/2
= lim
T→∞
1
ζ3T (u)
d∑
j=1
 1T 2E
 d∑
j=1
τ jX jt(u)

4
1/2  1T E
 d∑
j=1
τ jX jt(u)

2
1/2
= O(T−3/2)
= o(1),
where the first inequality is due to the Cauchy-Schwartz inequality given
E[Ψt(u)2] = E[|Ψt(u)2|], E[1 (|Ψt(u)| > ζT (u))] = E[|1 (|Ψt(u)| > ζT (u)) |] due
to the non-negativity of indicator function, and E[1
(∣∣∣Ψ j(T, u)∣∣∣ > ζT (u))2] =
E[1
(∣∣∣Ψ j(T, u)∣∣∣ > ζT (u))]. The second inequality is due to the Chebyshev’s In-
equality. Thus, we have verified condition (iv).
By Theorem 1.1 in Bradley and Tone (2015), for each u ∈ R,
ζT (u)−1UT (u)
d→ N(0, 1).
Since this result holds for all τ′τ = 1, by Cramer-Wold Device,
S T (u) =
1√
T
T∑
t=1
Xt(u)εt
d→ N[0,Vxx(u, u)],
for each fixed u ∈ R, where
Vxx(u1, u2) = lim
T→∞
1
T
T∑
t=1
E[Xt(u1)Xt(u2)∗
′
ε2t ].
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Next, we show S T (u) is stochastically equicontinuous. By definition, we need
show that for all  > 0 and η > 0, there exists ϑ > 0 such that
lim sup
T→∞
Pr
(
sup
u∈R
sup
u′∈B(u,ϑ)
‖S T (u) − S T (u′)‖ > η
)
< ,
where B(u, ϑ) is an open set in R such that |u′ − u| ≤ ϑ for all u′ ∈ B(u, ϑ). Here
the structure of S T (u) is quite straightforward and the Fourier basis function is
a smooth function of u ∈ R. So we can prove this condition directly.
By Taylor expansion, there exists an u¯ ∈ B(u, ϑ) lies in between u and u′ such
that
S T (u) =
1√
T
T∑
t=1
Xtεteiu2pit/T
=
1√
T
T∑
t=1
Xtεt
[
eiu
′2pit/T +
i2pit
T
eiu¯2pit/T (u − u′)
]
,
then we have
‖S T (u) − S T (u′)‖ =
∥∥∥∥∥∥∥ 1√T
T∑
t=1
Xtεteiu¯2pit/T
i2pit
T
∥∥∥∥∥∥∥ |u − u′|.
Thus
lim sup
T→∞
Pr
(
sup
u∈R
sup
u′∈B(u,ϑ)
‖S T (u) − S T (u′)‖ > η
)
= lim sup
T→∞
Pr
sup
u∈R
sup
u′∈B(u,ϑ)
∥∥∥∥∥∥∥ 1√T
T∑
t=1
Xtεteiu¯2pit/T
i2pit
T
∥∥∥∥∥∥∥ |u − u′| > η

≤ 1
η2
lim sup
T→∞
E
sup
u∈R
sup
u′∈B(u,ϑ)
∥∥∥∥∥∥∥ 1√T
T∑
t=1
Xtεteiu¯2pit/T
i2pit
T
∥∥∥∥∥∥∥ |u − u′|
2
=
4pi2
η2
lim sup
T→∞
E
supu∈R supu′∈B(u,ϑ)
√√ d∑
j=1
1
T
T∑
s,t=1
X jtX jsεtεseiu¯2pi(t−s)/T
st
T 2
|u − u′|

2
≤ 4pi
2
η2
lim sup
T→∞
E
sup
u∈R
sup
u′∈B(u,ϑ)
d∑
j=1
1
T
T∑
s,t=1
X jtX jsεtεseiu¯2pi(t−s)/T
st
T 2
|u − u′|2

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≤ 4pi
2
η
ϑ2C1,
where
C1 ≥ dmax
j
E(‖Xt‖4)E(ε4jt) < ∞.
Therefore, for any  > 0 and η > 0, we need to choose ϑ <
√
η
2pi
√
C1
such that
4pi2
η
ϑ2C1 < .
Therefore, S T (u) is stochastically equicontinuous over u ∈ R \ Z. Given Lemma
3.2.1, and by Slutsky theorem, we have
√
T
[
βˆ(u) − β0
]
⇒ G(u),
where G(u) is a zero-mean complex-valued Gaussian process with covariance
kernel
K(u1, u2) = cov [G(u1),G(u2)∗]
= Q−1xx (u1)Vxx(u1, u2)Q
−1
xx (u2)
∗.
In particular, when u = 0,
√
T
[
βˆ(0) − β0
] d→ N[0,Q−1xx (0)Vxx(0, 0)Q−1xx (0)].
Given Assumptions 3.2.1 to 3.2.5, under H0,
√
T Aˆ(u) = Qˆxx(u)
√
T
[
βˆ(u) − βˆ(0)
]
= Qˆxx(u)
{√
T
[
βˆ(u) − β0
]
− √T
[
βˆ(0) − β0
]}
⇒ Qxx(u)[G(u) −G(0)]
= G(u),
where G(u) is a complex-valued Gaussian process with mean 0 and variance
covariance kernel
K(u1, u2) = cov[G(u1),G(u2)∗]
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= cov
{
Qxx(u1)[G(u1) −G(0)], [G(u2)∗′ −G(0)′]Qxx(u2)∗
}
= Qxx(u1)cov
[
G(u1),G(u2)∗
′]
Qxx(u2)∗ − Qxx(u1)cov
[
G(u1),G(0)∗
′]
Qxx(u2)∗
−Qxx(u1)cov
[
G(0),G(u2)∗
′]
Qxx(u2)∗ + Qxx(u1)cov
[
G(0),G(0)∗
′]
Qxx(u2)∗
= Qxx(u1)K(u1, u2)Qxx(u2)∗ − Qxx(u1)K(u1, 0)Qxx(u2)∗
−Qxx(u1)K(0, u2)Qxx(u2)∗ + Qxx(u1)K(0, 0)Qxx(u2)∗
= Qxx(u1) [K(u1, u2) − K(0, u2) − K(u1, 0) + K(0, 0)]Qxx(u2)∗.

Proof of Theorem 3.2.2. Under HA,
βˆ(u) = Qˆ−1xx (u)
1
T
T∑
t=1
Xt(u)Yt
= Qˆ−1xx (u)
1
T
T∑
t=1
Xt(u)X′tβt + Qˆ
−1
xx (u)
1
T
T∑
t=1
Xt(u)εt
= Qˆ−1xx (u)
1
T
T∑
t=1
Xt(u)X′tβt + op(1),
where the last equality comes form the result in Theorem 3.1. We first show
sup
u∈R
∥∥∥∥∥∥∥ 1T
T∑
t=1
Xt(u)X′tβt −
1
T
T∑
t=1
E(Xt(u)X′t )βt
∥∥∥∥∥∥∥ p→ 0,
as T → ∞. Following the same notation as in Proof of Lemma 3.1, we have
sup
u∈R
∥∥∥∥∥∥∥ 1T
T∑
t=1
Xt(u)X′tβt −
1
T
T∑
t=1
E(Xt(u)X′t )βt
∥∥∥∥∥∥∥
= sup
u∈R
∥∥∥∥∥∥∥ 1T
T∑
t=1
Btβteiu2pit/T
∥∥∥∥∥∥∥
= sup
u∈R
 d∑
j=1
∣∣∣∣∣∣∣ 1T
T∑
t=1
d∑
k=1
b jktβ jteiu2pit/T
∣∣∣∣∣∣∣
2
1/2
= sup
u∈R

d∑
j=1
 1T 2
T∑
t=1
 d∑
k=1
b jktβ jt
2 + 1T 2
T∑
s,t
 d∑
k1,k2=1
b jk1tb jk2sβ jtβ js
 eiu2pi(t−s)/T


1/2
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≡ R2, say.
Then
ER2 ≤ sup
u∈R
E

d∑
j=1
 1T 2
T∑
t=1
 d∑
k=1
b jktβ jt
2 + 1T 2
T∑
s,t
 d∑
k1,k2=1
b jk1tb jk2sβ jtβ js
 eiu2pi(t−s)/T


1/2
≤ sup
u∈R

d∑
j=1
E
 1T 2
T∑
t=1
 d∑
k=1
b jktβ jt
2 + 1T 2
T∑
s,t
 d∑
k1,k2=1
b jk1tb jk2sβ jtβ js
 eiu2pi(t−s)/T


1/2
= sup
u∈R

d∑
j=1
 1T 2
T∑
t=1
E
 d∑
k=1
b jktβ jt
2 + 1T 2
T∑
s,t
E
 d∑
k1,k2=1
b jk1tb jk2sβ jtβ js
 eiu2pi(t−s)/T


1/2
= Op(T−1/2),
given similar argument as proof in R1 and the fact that
∑T
t=1 ‖βt‖2 < C < ∞ We
show that R2(u) = op(1). Similarly, we can show ER22 = Op(T
−1) and thus R2 =
op(1) by Chebyshev’s inequality.
Under HA,
Aˆ(u) = Qˆxx(u)[βˆ(u) − βˆ(0)]
=
1
T
T∑
t=1
Xt(u)Yt − Qˆxx(u)βˆ(0)
=
1
T
T∑
t=1
Xt(u)X′tβt − Qˆxx(u)βˆ(0) + op(1)
=
1
T
T∑
t=1
[XtX′t − E(XtX′t )]βteiu2pit/T +
1
T
T∑
t=1
E(XtX′t )βte
iu2pit/T
−
{
[Qˆxx(u) − Qxx(u)]βˆ(0) + Qxx(u)βˆ(0)
}
+ op(1)
then
sup
u∈R
∥∥∥∥∥∥∥Aˆ(u) − 1T
T∑
t=1
[
Ideiu2pit/T − Qxx(u)Q−1xx (0)
]
E(XtX′t )βt
∥∥∥∥∥∥∥
= sup
u∈R
∥∥∥∥∥∥∥Aˆ(u) − 1T
T∑
t=1
E(XtX′t )βte
iu2pit/T + Qxx(u)Q−1xx (0)
T∑
t=1
E(XtX′t )βt
∥∥∥∥∥∥∥
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= sup
u∈R
∥∥∥∥∥∥ 1T
T∑
t=1
[XtX′t − E(XtX′t )]βteiu2pit/T − [Qˆxx(u) − Qxx(u)]βˆ(0)
−Qxx(u)
βˆ(0) − Q−1xx (0) 1T
T∑
t=1
E(XtX′t )βt
 ∥∥∥∥∥∥
≤ sup
u∈R
∥∥∥∥∥∥ 1T
T∑
t=1
[XtX′t − E(XtX′t )]βteiu2pit/T
∥∥∥∥∥∥
+ sup
u∈R
∥∥∥∥∥∥[Qˆxx(u) − Qxx(u)]βˆ(0)
∥∥∥∥∥∥ + supu∈R
∥∥∥∥∥∥Qxx(u)
βˆ(0) − Q−1xx (0) 1T
T∑
t=1
E(XtX′t )βt
 ∥∥∥∥∥∥
= R3 + R4 + R5,
By triangle inequality. First, it is obvious to see that R3 = R2 = op(1). We also
have R4 = op(1) given Lemma 3.2.1. And finally R5 = op(1) is a standard result
from OLS.

Proof of Theorem 3.2.3. Theorem 3.2.1 established the weak convergence of
√
T Aˆ(u) to a complex-valued Gaussian process G(u). By continuous mapping
theorem, we have
Kˆ
d→ sup
u∈R
‖G(u)‖2,
and
Cˆ
d→
∫
R
‖G(u)‖2W(u)du.

Proof of Corollary 3.2.1. We refer to Theorem 2 in Hansen (1996) by showing
that Assumption 1 and Assumption 2 are satisfied.
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Firstly, {Xt,Yt}Tt=1 is an absolutely regular process under Assumption 3.2.1.
The stationarity assumption in Hansen (1996) is equivalent to the uniform
boundedness of E(|X jt|) for all j and all t. The regression score in this chapter
is
sT (u) ≡ Mˆt(u)εt.
Therefore we need to show
inf
u∈R
 limT→∞ 1T
T∑
t=1
E[Mˆt(u)Mˆt(u)∗]
 > 0.
Given Mˆt(u) = Xteiu2pit/T − Qˆxx(u)Qˆ−1xxXt,
1
T
T∑
t=1
E[Mˆt(u)Mˆt(u)∗]
=
1
T
T∑
t=1
E
{[
Xteiu2pit/T − Qˆxx(u)Qˆ−1xxXt
] [
Xteiu2pit/T − Qˆxx(u)∗Qˆ−1xxXt
]′}
=
1
T
T∑
t=1
E
{
XtX′t − Qˆxx(u)Qˆ−1xxXtX′te−iu2pit/T − XtX′teiu2pit/T Qˆ−1xx Qˆxx(u)∗ + Qˆxx(u)Qˆ−1xxXtX′t Qˆ−1xx Qˆxx(u)∗
}
p→ Qxx − Qxx(u)Q−1xxQxx(u)∗ ∼ p.s.d.
Next, we need to show that sT (u) satisfies the Lipschitz condition. It is equiva-
lent to show that ∥∥∥Xtεteiu12pit/T − Xtεteiu22pit/T∥∥∥ ≤ C|u1 − u2|,
for some C < ∞. Observe that by Taylor expansion,
Xtεteiu12pit/T − Xtεteiu22pit/T
= Xtεt
[
eiu¯2pit/T2pi
t
T
(u1 − u2)
]
.
We can choose C to be 2piE(‖Xt‖2)E(ε2t ) and the Lipschitz condition is satisfied.
Then by Theorem 2 of Hansen (1996), the consistency of the resampling
method is established. 
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Proof of Theorem 3.2.4. Under HA, for each fixed u ∈ R
Aˆ(u)
p→ lim
T→∞
1
T
T∑
t=1
[
Ideiu2pit/T − Qxx(u)Q−1xx (0)
]
E(XtX′t )βt + Op(T
−1/2)
= Qxx(u)[β˜(u) − β˜(0)] + op(1),
where
β˜(u) = Q−1xx (u) limT→∞
T∑
t=1
E(XtX′t )e
iu2pit/Tβt.
In the proof in Theorem 3.2.1, we established that
S T (u) =
1√
T
T∑
t=1
Xtεteiu2pit/T
is stochastically equicontinuous over u ∈ R. Then
√
T Aˆ(u) = S T (u) − Qˆxx(u)Qˆ−1xx (0)S T (0)
is also stochastically equicontinuous. Therefore,
Kˆ = T sup
u∈R
‖Aˆ(u)‖2
= T sup
u∈R
‖Qˆxx(u)[βˆ(u) − βˆ(0)]‖2
= Op(T ),
and
Cˆ = T
∫
R
‖Aˆ(u)‖2W(u)du
= T
∫
R
‖Qˆxx(u)[βˆ(u) − βˆ(0)]‖2W(u)du
= Op(T ).
Hereby, we have shown Pr(Kˆ > cT ) → 1 and Pr(Cˆ > cT ) → 1 as T → ∞ for any
sequence of non-stochastic constants cT = o(T ). 
Proof of Theorem 3.2.5. Under HA1 : βt = β0 + δTφt,
Aˆ(u) =
1
T
T∑
t=1
Xtεˆteiu2pit/T
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=
1
T
T∑
t=1
XtX′te
iu2pit/T
βt −
 1T
T∑
t=1
XtX′t
−1  1T
T∑
t=1
XtX′tβt


+
1
T
T∑
t=1
Xteiu2pit/T −
 1T
T∑
t=1
XtX′te
iu2pit/T
  1T
T∑
t=1
XtX′t
−1 Xt
 εt
=
1
T
T∑
t=1
XtX′te
iu2pit/T
β0 + δTφt −
 1T
T∑
t=1
XtX′t
−1  1T
T∑
t=1
XtX′t [β0 + δTφt]


+
1
T
T∑
t=1
Xteiu2pit/T −
 1T
T∑
t=1
XtX′te
iu2pit/T
  1T
T∑
t=1
XtX′t
−1 Xt
 εt
=
δT
T
T∑
t=1
XtX′te
iu2pit/T
φt −
 1T
T∑
t=1
XtX′t
−1  1T
T∑
t=1
XtX′tφt


+
1
T
T∑
t=1
Xteiu2pit/T −
 1T
T∑
t=1
XtX′te
iu2pit/T
  1T
T∑
t=1
XtX′t
−1 Xt
 εt
≡ Aˆ1(u) + Aˆ2(u).
Under Theorem 3.2.1, we have
√
T Aˆ2(u)⇒ G(u). Aˆ1(u) is the same as Aˆ(u) under
HA except that βt is replaced by δTφt. Given δT = 1√T ,
√
T Aˆ(u) =
1
T
T∑
t=1
XtX′te
iu2pit/T
φt −
 1T
T∑
t=1
XtX′t
−1  1T
T∑
t=1
XtX′tφt


+
1√
T
T∑
t=1
Xteiu2pit/T −
 1T
T∑
t=1
XtX′te
iu2pit/T
  1T
T∑
t=1
XtX′t
−1 Xt
 εt
=
√
T Aˆ1(u) +
√
T Aˆ2(u).
By Theorem 3.2.2
sup
u∈R
∥∥∥Aˆ1(u) − ξ(u)∥∥∥ p→ 0
where
ξ(u) = lim
T→∞
1
T
T∑
t=1
E(XtX′t )φte
iu2pit/T
− lim
T→∞
 1T
T∑
t=1
E[XtX′t ]e
iu2pit/T
  1T
T∑
t=1
E[XtX′t ]
−1  1T
T∑
t=1
E[XtX′t ]φt
 .
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By Theorem 3.2.1
√
T Aˆ2(u)⇒ G(u),
where G(u) is a complex-valued Gaussian process defined in Theorem 3.2.1.
Next, we need to show that Aˆ1(u) is stochastically equicontinuous. We just need
to show that
1
T
T∑
t=1
XtX′tφte
iu2pit/T
is stochastically equicontinuous. Given E(|X jt|4) < ∞ and limT→∞ 1T
∑T
t=1 ‖φ2t ‖ < ∞,
we can prove this result using similar technique as in Theorem 3.2.1. Therefore,
under HA1,
√
T Aˆ(u)⇒ ξ(u) +G(u),
for all u , 0. By continuous mapping theorem,
Kˆ
d→ sup
u∈R
‖ξ(u) +G(u)‖2,
Cˆ
d→
∫
R
‖ξ(u) +G(u)‖2W(u)du.

Proof of Theorem 3.3.1. Under H0 : βt = β0,
√
T [βˆIV(u) − β0] =
[
QˆxzQˆ−1zz Qˆzx(u)
]−1
QˆxzQˆ−1zz S
IV
T (u),
where
S IVT (u) ≡
1√
T
T∑
t=1
Ztεteiu2pit/T .
To establish the result, we first need to show
• supu∈R
∥∥∥Qˆzx(u) − Qzx(u)∥∥∥ p→ 0;
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• supu1,u2∈R2
∥∥∥Vˆzz(u1, u2) − Vzz(u1, u2)∥∥∥ p→ 0.
Given Assumptions 3.3.1 and 3.3.5, we can prove these using similar arguments
as in the proof of Lemma 3.2.1.
Let Bt ≡ ZtX′t − E(ZtXt) be a l × d matrix with each entry being b jkt = Z jtXkt −
E(Z jtXkt), where Z jt and Xkt are the jth and kth element respectively in Zt for
1 ≤ j ≤ l and 1 ≤ k ≤ d. Then
sup
u∈R
∥∥∥∥∥∥∥ 1T
T∑
t=1
ZtX′te
iu2pit/T − 1
T
T∑
t=1
E(ZtX′t )e
iu2pit/T
∥∥∥∥∥∥∥
= sup
u∈R
∥∥∥∥∥∥∥ 1T
T∑
t=1
Bteiu2pit/T
∥∥∥∥∥∥∥
= sup
u∈R
 l∑
j=1
d∑
k=1
∣∣∣∣∣∣∣ 1T
T∑
t=1
b jkteiu2pit/T
∣∣∣∣∣∣∣
2
1/2
= sup
u∈R
 l∑
j=1
d∑
k=1
 1T 2
T∑
t=1
b2jkt +
1
T 2
T∑
s,t
b jktb jkseiu2pi(t−s)/T


1/2
≡ R6, say.
Next, we show that R6 = op(1):
ER1 = E
supu∈R
 l∑
j=1
d∑
k=1
 1T 2
T∑
t=1
b2jkt +
1
T 2
T∑
s,t
b jktb jkseiu2pi(t−s)/T


1/2
≤ sup
u∈R
E

 l∑
j=1
d∑
k=1
 1T 2
T∑
t=1
b2jkt +
1
T 2
T∑
s,t
b jktb jkseiu2pi(t−s)/T


1/2
≤ sup
u∈R
E
 l∑
j=1
d∑
k=1
 1T 2
T∑
t=1
b2jkt +
1
T 2
T∑
s,t
b jktb jkseiu2pi(t−s)/T



1/2
,
by Jensen’s inequality. It is straightforward to show
sup
u∈R
E
 l∑
j=1
d∑
k=1
 1T 2
T∑
t=1
b2jkt +
1
T 2
T∑
s,t
b jktb jkseiu2pi(t−s)/T



1/2
= sup
u∈R
 l∑
j=1
d∑
k=1
 1T 2
T∑
t=1
E(b2jkt) +
1
T 2
T∑
s,t
E(b jktb jks)eiu2pi(t−s)/T


1/2
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= sup
u∈R
 l∑
j=1
d∑
k=1
 1T 2
T∑
t=1
E(b2jkt) +
2
T 2
T∑
1≤s≤t≤T
E(b jktb jks)eiu2pi(t−s)/T


1/2
≤ sup
u∈R
{ l∑
j=1
d∑
k=1
( 1
T 2
T∑
t=1
E(|Z jtXkt|2)
+
2
T 2
T∑
1≤s≤t≤T
α(|s − t|) δ−1δ (E|Z jtXkt|2δ) 12δ (E|Z jsXks|2δ) 12δ eiu2pi(t−s)/T
)}1/2
≤ sup
u∈R
{ l∑
j=1
d∑
k=1
[ 1
T 2
T∑
t=1
E(|Z jtXkt|2 + 1T
T−1∑
m=1
(
1 − m
T
)
α(|m|) δ−1δ (E|Z jtXkt|4δ) 1δ eiu2pi j/T
]}1/2
= O(T−1/2),
given E|X jt|4δ ≤ C < ∞ and ∑∞j=1 α( j) δ−1δ < C.
Then, we can obtain
E(R26) = E
supu∈R
 d∑
j,k=1
 1T 2
T∑
t=1
b2jkt +
1
T 2
T∑
s,t
b jktb jkseiu2pi(t−s)/T



= sup
u∈R
E
 d∑
j,k=1
 1T 2
T∑
t=1
b2jkt +
1
T 2
T∑
s,t
b jktb jkseiu2pi(t−s)/T



= Op(T−1).
Thus, by Chebyshev’s inequality, R6 = op(1). Thus, we have shown
supu∈R
∥∥∥ 1
T
∑T
t=1 Bte
iu2pit/T
∥∥∥ = op(1). By similar derivation, given E(|εt|4δ) < C < ∞,
we can show
sup
u1,u2∈R2
∥∥∥Vˆzz(u1, u2) − Vzz(u1, u2)∥∥∥ p→ 0,
since we can view u1, u2 ∈ R2 as v ∈ R where v ≡ u1 − u2.
Next we show that for any fixed u ∈ R, √T [βˆIV(u)− β0] converges in distribu-
tion to a normal distribution under H0.
For any u ∈ R,
U IVT (u) = τ
′S IVT (u)
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=
1√
T
T∑
t=1
τ′Ztεteiu2pit/T
=
T∑
t=1
 1√T
l∑
j=1
τ jZ jtεteiu2pit/T
 ,
where τ ∈ Rl is any nonzero vector such that τ′τ = 1, and τ j and Z jt(u) represent
the jth entry of l×1 column vectors τ and Zt(u) respectively. By similar derivation
as in Proof of Theorem 3.2.1 and by Theorem 1.1 in Bradley and Tone (2015),
S IVT (u) =
1√
T
T∑
t=1
Zt(u)εt
d→ N[0,Vzz(u, u)],
for each fixed u ∈ R, where
Vzz(u1, u2) = lim
T→∞
1
T
T∑
t=1
E[Zt(u1)Zt(u2)∗
′
ε2t ].
Next, we show S IVT (u) is stochastically equicontinuous. By definition, we
need show that for all  > 0 and η > 0, there exists ϑ > 0 such that
lim sup
T→∞
Pr
(
sup
u∈R
sup
u′∈B(u,ϑ)
‖S IVT (u) − S IVT (u′)‖ > η
)
< ,
where B(u, ϑ) is an open set in R such that |u′ − u| ≤ ϑ for all u′ ∈ B(u, ϑ).
By Taylor expansion, there exists an u¯ ∈ B(u, ϑ) lies in between u and u′ such
that
S IVT (u) =
1√
T
T∑
t=1
Ztεteiu2pit/T
=
1√
T
T∑
t=1
Ztεt
[
eiu
′2pit/T +
i2pit
T
eiu¯2pit/T (u − u′)
]
,
then we have
∥∥∥S IVT (u) − S IVT (u′)∥∥∥ =
∥∥∥∥∥∥∥ 1√T
T∑
t=1
Ztεteiu¯2pit/T
i2pit
T
∥∥∥∥∥∥∥ |u − u′|.
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Thus
lim sup
T→∞
Pr
(
sup
u∈R
sup
u′∈B(u,ϑ)
‖S IVT (u) − S IVT (u′)‖ > η
)
= lim sup
T→∞
Pr
sup
u∈R
sup
u′∈B(u,ϑ)
∥∥∥∥∥∥∥ 1√T
T∑
t=1
Ztεteiu¯2pit/T
i2pit
T
∥∥∥∥∥∥∥ |u − u′| > η

≤ 1
η2
lim sup
T→∞
E
sup
u∈R
sup
u′∈B(u,ϑ)
∥∥∥∥∥∥∥ 1√T
T∑
t=1
Ztεteiu¯2pit/T
i2pit
T
∥∥∥∥∥∥∥ |u − u′|
2
=
4pi2
η2
lim sup
T→∞
E
supu∈R supu′∈B(u,ϑ)
√√ l∑
j=1
1
T
T∑
s,t=1
Z jtZ jsεtεseiu¯2pi(t−s)/T
st
T 2
|u − u′|

2
≤ 4pi
2
η2
lim sup
T→∞
E
sup
u∈R
sup
u′∈B(u,ϑ)
l∑
j=1
1
T
T∑
s,t=1
Z jtZ jsεtεseiu¯2pi(t−s)/T
st
T 2
|u − u′|2

≤ 4pi
2
η
ϑ2C2,
where
C2 ≥ dmax
j
E(‖Zt‖4)E(ε4jt) < ∞.
It follows that for any  > 0 and η > 0, there exists ϑ <
√
η
2pi
√
C2
such that
4pi2
η
ϑ2C2 < .
Therefore, S IVT (u) is stochastically equicontinuous over u ∈ R. Given the uniform
convergence for Qˆzx(u) and Vˆzz(u1, u2),
√
T
[
βˆIV(u) − β0
]
⇒ GIV(u),
where GIV(u) is a zero-mean complex-valued Gaussian process with covariance
kernel
K IV(u1, u2) = cov
[
GIV(u1),GIV(u2)∗
]
= [QxzQ−1zz Qzx(u1)]
−1QxzQ−1zz Vzz(u1, u2)Q
−1
zz Qzx[QxzQ
−1
zz Qzx(u2)
∗]−1.
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In particular, when u = 0,
√
T
[
βˆIV(0) − β0
] d→ N[0,K IV(0, 0)].
Given Assumptions 3.1 to 3.5, under H0,
√
T AˆIV(u) = QˆxzQˆ−1zz Qˆzx(u)
√
T
[
βˆIV(u) − βˆIV(0)
]
= QˆxzQˆ−1zz Qˆzx(u)
{√
T
[
βˆIV(u) − β0
]
− √T
[
βˆIV(0) − β0
]}
⇒ QxzQ−1zz Qzx(u)[GIV(u) −GIV(0)]
= GIV(u),
where GIV(u) is a complex-valued Gaussian process with mean 0 and variance
covariance kernel
K IV(u1, u2) = cov[GIV(u1),GIV(u2)∗]
= cov
{
QxzQ−1zz Qzx(u1)[G(u1) −G(0)], [G(u2)∗′ −G(0)′]Qxz(u2)∗Q−1zz Qzx
}
= QxzQ−1zz Qzx(u1)cov
[
G(u1),G(u2)∗
′]
Qxz(u2)∗Q−1zz Qzx
−QxzQ−1zz Qzx(u1)cov
[
G(u1),G(0)∗
′]
Qxz(u2)∗Q−1zz Qzx
−QxzQ−1zz Qzx(u1)cov
[
G(0),G(u2)∗
′]
Qxz(u2)∗Q−1zz Qzx
+QxzQ−1zz Qzx(u1)cov
[
G(0),G(0)∗
′]
Qxz(u2)∗Q−1zz Qzx
= QxzQ−1zz Qzx(u1) [K(u1, u2) − K(0, u2) − K(u1, 0) + K(0, 0)]Qxz(u2)∗Q−1zz Qzx.

Proof of Theorem 3.3.2. Under HA,
βˆIV(u) = [QˆxzQˆ−1zz Qˆzx(u)]
−1QˆxzQˆ−1zz
1
T
T∑
t=1
Zt(u)Yt
= [QˆxzQˆ−1zz Qˆzx(u)]
−1QˆxzQˆ−1zz
1
T
T∑
t=1
Zt(u)X′tβt
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+[QˆxzQˆ−1zz Qˆzx(u)]
−1QˆxzQˆ−1zz
1
T
T∑
t=1
Zt(u)εt
= [QˆxzQˆ−1zz Qˆzx(u)]
−1QˆxzQˆ−1zz
1
T
T∑
t=1
Zt(u)X′tβt + op(1),
where the last equality comes form the result in Theorem 3.3.1. We first show
sup
u∈R
∥∥∥∥∥∥∥ 1T
T∑
t=1
ZtX′tβte
iu2pit/T − 1
T
T∑
t=1
E(ZtX′t )βte
iu2pit/T
∥∥∥∥∥∥∥ p→ 0,
as T → ∞. Following the same notation as in Proof of Theorem 3.3.1, we have
sup
u∈R
∥∥∥∥∥∥∥ 1T
T∑
t=1
ZtX′tβte
iu2pit/T − 1
T
T∑
t=1
E(ZtX′t )βte
iu2pit/T
∥∥∥∥∥∥∥
= sup
u∈R
∥∥∥∥∥∥∥ 1T
T∑
t=1
Btβteiu2pit/T
∥∥∥∥∥∥∥
= sup
u∈R
 l∑
j=1
∣∣∣∣∣∣∣ 1T
T∑
t=1
d∑
k=1
b jktβ jteiu2pit/T
∣∣∣∣∣∣∣
2
1/2
= sup
u∈R

l∑
j=1
 1T 2
T∑
t=1
 d∑
k=1
b jktβ jt
2 + 1T 2
T∑
s,t
 d∑
k1,k2=1
b jk1tb jk2sβ jtβ js
 eiu2pi(t−s)/T


1/2
≡ R7, say.
Then
ER7 ≤ sup
u∈R
E

l∑
j=1
 1T 2
T∑
t=1
 d∑
k=1
b jktβ jt
2 + 1T 2
T∑
s,t
 d∑
k1,k2=1
b jk1tb jk2sβ jtβ js
 eiu2pi(t−s)/T


1/2
≤ sup
u∈R

l∑
j=1
E
 1T 2
T∑
t=1
 d∑
k=1
b jktβ jt
2 + 1T 2
T∑
s,t
 d∑
k1,k2=1
b jk1tb jk2sβ jtβ js
 eiu2pi(t−s)/T


1/2
= sup
u∈R

l∑
j=1
 1T 2
T∑
t=1
E
 d∑
k=1
b jktβ jt
2 + 1T 2
T∑
s,t
E
 d∑
k1,k2=1
b jk1tb jk2sβ jtβ js
 eiu2pi(t−s)/T


1/2
= Op(T−1/2),
given similar argument as proof in R6 and the fact that
∑T
t=1 ‖βt‖2 < C < ∞ We
show that R7 = op(1). Similarly, we can show ER27 = Op(T
−1) and thus R2 = op(1)
by Chebyshev’s inequality.
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Also, given supu∈R
∥∥∥Qˆzx(u) − Qzx(u)∥∥∥ p→ 0, thus we have
supu∈R
∥∥∥βˆIV(u) − β¯IV(u)∥∥∥ p→ 0,
where β˜IV(u) = [QxzQ−1zz Qzx(u)]−1QxzQ−1zz limT→
1
T
∑T
t=1 E(ZtX
′
t )e
iu2pit/Tβt.
Given
AˆIV(u) = QˆxzQˆ−1zz Qˆzx(u)[βˆ
IV(u) − βˆIV(0)]
= QˆxzQˆ−1zz
1
T
T∑
t=1
Zt(u)Yt − QˆxzQˆ−1zz Qˆzx(u)βˆIV(0)
= QˆxzQˆ−1zz
1
T
T∑
t=1
Zt(u)X′tβt − QˆxzQˆ−1zz Qˆzx(u)βˆIV(0) + op(1)
= QˆxzQˆ−1zz
1
T
T∑
t=1
[ZtX′t − E(ZtX′t )]βteiu2pit/T + QˆxzQˆ−1zz
1
T
T∑
t=1
E(ZtX′t )βte
iu2pit/T
−
{
[QˆxzQˆ−1zz Qˆzx(u) − QxzQ−1zz Qzx(u)]βˆIV(0) + QxzQ−1zz Qzx(u)βˆIV(0)
}
+ op(1),
then
sup
u∈R
∥∥∥∥∥∥∥AˆIV(u) − 1T
T∑
t=1
[
Ideiu2pit/T − QxzQ−1zz Qzx(u)[QxzQ−1zz Qzx(0)]−1
]
QxzQ−1zz E(ZtX
′
t )βt
∥∥∥∥∥∥∥
= sup
u∈R
∥∥∥∥∥∥AˆIV(u) − QxzQ−1zz 1T
T∑
t=1
E(ZtX′t )βte
iu2pit/T
+QxzQ−1zz Qzx(u)[QxzQ
−1
zz Qzx(0)]
−1QxzQ−1zz
T∑
t=1
E(ZtX′t )βt
∥∥∥∥∥∥
= sup
u∈R
∥∥∥∥∥∥QˆxzQˆ−1zz 1T
T∑
t=1
[ZtX′t − E(ZtX′t )]βteiu2pit/T + [QxzQ−1zz − QˆxzQˆ−1zz ]
T∑
t=1
E(ZtX′t )βte
iu2pit/T
−[QˆxzQˆ−1zz Qˆzx(u) − QxzQ−1zz Qzx(u)]βˆIV(0)
+[QxzQ−1zz Qzx(u)][QxzQ
−1
zz Qzx(0)]
−1QxzQ−1zz
T∑
t=1
E(ZtX′t )βt − βˆIV(0)]]
∥∥∥∥∥∥
≤ QˆxzQˆ−1zz sup
u∈R
∥∥∥∥∥∥ 1T
T∑
t=1
[ZtX′t − E(ZtX′t )]βteiu2pit/T
∥∥∥∥∥∥
+[QxzQ−1zz − QˆxzQˆ−1zz ] sup
u∈R
∥∥∥∥∥∥ 1T
T∑
t=1
E(ZtX′t )βte
iu2pit/T
∥∥∥∥∥∥
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+ sup
u∈R
∥∥∥∥∥∥[QˆxzQˆ−1zz Qˆzx(u) − QxzQ−1zz Qzx(u)]
∥∥∥∥∥∥βˆIV(0)
+ sup
u∈R
∥∥∥∥∥∥[QxzQ−1zz Qzx(u)][QxzQ−1zz Qzx(0)]−1QxzQ−1zz T∑
t=1
E(ZtX′t )βt − βˆIV(0)]]
∥∥∥∥∥∥
= R8 + R9 + R10 + R11,
by triangle inequality. First, R8 = op(1) by previous results. R9 = op(1) because
Qˆxz
p→ Qxz and Qˆzz p→ Qzz by the regularity conditions and Assumption 3.6. By
the same result as in the proof of Theorem 3.3.1, we have R10 = op(1). R11 = op(1)
follows from the standard result in the 2SLS estimator. Thus, we have proved
the Theorem. 
Proof of Theorem 3.3.3. Theorem 3.3.1 established the weak convergence of
√
T AˆIV(u) to a complex-valued Gaussian process GIV(u). By the continuous map-
ping theorem, we have
Kˆ IV
d→ sup
u∈R
‖GIV(u)‖2,
and
CˆIV
d→
∫
R
‖GIV(u)‖2W(u)du.

Proof of Theorem 3.3.4. Under HA, for each fixed u ∈ R
AˆIV(u)
p→ lim
T→∞
1
T
T∑
t=1
[
Ideiu2pit/T − QxzQ−1zz Qzx(u)[QxzQ−1zz Qzx(0)]−1
]
QxzQ−1zz E(ZtX
′
t )βt + Op(T
−1/2)
= QxzQ−1zz Qzx(u)[β˜
IV(u) − β˜IV(0)] + op(1),
where
β˜IV(u) = [QxzQ−1zz Qzx(u)]
−1QxzQ−1zz limT→
1
T
T∑
t=1
E(ZtX′t )e
iu2pit/Tβt.
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In the proof in Theorem 3.3.1, we established that
S IVT (u) =
1√
T
T∑
t=1
Ztεteiu2pit/T
is stochastically equicontinuous over u ∈ R, then
√
T AˆIV(u) = S IVT (u) − QˆxzQˆ−1zz Qˆzx(u)[QˆxzQˆ−1zz Qˆzx(0)]−1S IVT (0)
is also stochastically equicontinuous. Therefore,
Kˆ IV =
√
T sup
u∈R
‖AˆIV(u)‖2
=
√
T sup
u∈R
‖QˆxzQˆ−1zz Qˆzx(u)[βˆIV(u) − βˆIV(0)]‖2
= Op(T ),
and
CˆIV = T
∫
R
‖AˆIV(u)‖2W(u)du
= T
∫
R
‖QˆxzQˆ−1zz Qˆzx(u)[βˆIV(u) − βˆIV(0)]‖2W(u)du
= Op(T ).
Thus, we have shown Pr(Kˆ IV > cT ) → 1 and Pr(CˆIV > cT ) → 1 as T → ∞ for any
sequence of non-stochastic constants cT = o(T ). 
Proof of Theorem 3.3.5. Under HA1 : βt = β0 + δTφt,
AˆIV(u) =
1
T
T∑
t=1
Xˆtεˆteiu2pit/T
=
1
T
T∑
t=1
XˆtX′te
iu2pit/T
βt −
 1T
T∑
t=1
XˆtXˆ′t
−1  1T
T∑
t=1
XˆtX′tβt


+
1
T
T∑
t=1
Xˆteiu2pit/T −
 1T
T∑
t=1
XˆtX′te
iu2pit/T
  1T
T∑
t=1
XˆtXˆ′t
−1 Xˆt
 εt
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= QˆxzQˆ−1zz
1
T
T∑
t=1
ZtX′te
iu2pit/T
βt − (QˆxzQˆ−1zz Qˆzx)−1 QˆxzQˆ−1zz  1T
T∑
t=1
ZtX′tβt

+
1
T
T∑
t=1
[
QˆxzQˆ−1zz Zte
iu2pit/T − QˆxzQˆ−1zz Qˆzx(u)
[
QˆxzQˆ−1zz Qˆzx(0)
]−1
QˆxzQˆ−1zz Zt
]
εt
= QˆxzQˆ−1zz
1
T
T∑
t=1
ZtX′te
iu2pit/T
β0 + δTφt − (QˆxzQˆ−1zz Qˆzx)−1 QˆxzQˆ−1zz  1T
T∑
t=1
ZtX′t [β0 + δTφt]

+
1
T
T∑
t=1
[
QˆxzQˆ−1zz Zte
iu2pit/T − QˆxzQˆ−1zz Qˆzx(u)
[
QˆxzQˆ−1zz Qˆzx(0)
]−1
QˆxzQˆ−1zz Zt
]
εt
= QˆxzQˆ−1zz
δT
T
T∑
t=1
ZtX′te
iu2pit/T
φt − (QˆxzQˆ−1zz Qˆzx)−1 QˆxzQˆ−1zz  1T
T∑
t=1
ZtX′tφt

+
1
T
T∑
t=1
[
QˆxzQˆ−1zz Zte
iu2pit/T − QˆxzQˆ−1zz Qˆzx(u)
[
QˆxzQˆ−1zz Qˆzx(0)
]−1
QˆxzQˆ−1zz Zt
]
εt
≡ AˆIV1 (u) + AˆIV2 (u).
Under Theorem 3.3.1, we have
√
T AˆIV2 (u) ⇒ GIV(u). AˆIV1 (u) contains the same as
AˆIV(u) under HA except that βt is replaced by δTφt. Given δT = 1√T ,
√
T AˆIV(u) = QˆxzQˆ−1zz
1
T
T∑
t=1
ZtX′te
iu2pit/T
φt − (QˆxzQˆ−1zz Qˆzx)−1 QˆxzQˆ−1zz  1T
T∑
t=1
ZtX′tφt

+
1√
T
T∑
t=1
[
QˆxzQˆ−1zz Zte
iu2pit/T − QˆxzQˆ−1zz Qˆzx(u)
[
QˆxzQˆ−1zz Qˆzx(0)
]−1
QˆxzQˆ−1zz Zt
]
εt
=
√
T Aˆ1(u) +
√
T Aˆ2(u).
By Theorem 3.3.2
sup
u∈R
∥∥∥AˆIV1 (u) − ξIV(u)∥∥∥ p→ 0
where
ξIV(u) = lim
T→∞
1
T
T∑
t=1
[
Ideiu2pit/T − QxzQ−1zz Qzx(u)[QxzQ−1zz Qzx(0)]−1
]
QxzQ−1zz E(ZtX
′
t )φt.
By Theorem 3.3.1
√
T AˆIV2 (u)⇒ GIV(u),
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where GIV(u) is a complex-valued Gaussian process defined in Theorem 3.3.1.
Next, we need to show that AˆIV1 (u) is stochastically equicontinuous. We just
need to show that
1
T
T∑
t=1
ZtX′tφte
iu2pit/T
is stochastically equicontinuous. Given E(|Xkt|2) < ∞, E(|Z jt|2) < ∞ for all j =
1, 2, .., l and k = 1, 2..., d, and limT→∞ 1T
∑T
t=1 ‖φ2t ‖ < ∞, we can prove this result
using similar procedures as in Theorem 3.3.1. Therefore, under HA1,
√
T AˆIV(u)⇒ ξIV(u) + GIV(u),
for all u , 0. By the continuous mapping theorem,
Kˆ IV
d→ sup
u∈R
‖ξIV(u) + GIV(u)‖2,
CˆIV
d→
∫
R
‖ξIV(u) + GIV(u)‖2W(u)du.

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APPENDIX C
APPENDIX OF CHAPTER 4
C.1 Figures and Tables
Table C.1: Empirical size
1% 5% 10%
DGP S.1
n = 100 0.014 0.065 0.088
n = 200 0.021 0.061 0.092
n = 500 0.012 0.053 0.099
DGP S.2
n = 100 0.035 0.093 0.145
n = 200 0.024 0.068 0.122
n = 500 0.021 0.059 0.112
DGP S.3
n = 100 0.015 0.065 0.120
n = 200 0.027 0.063 0.112
n = 500 0.025 0.058 0.104
Notes: (i). n is the sample size; (ii). Number of
replications = 1000; (iii). a(Xt) = 1 for all Xt; (iv).
Kernel function is the standard normal density; (v).
Bandwidth h = cn−4/17 and c = std(Xt); (vi). The
critical values are based on the N(0, 1) distribution.
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Table C.2: Empirical power
1% 5% 10%
DGP P.1
n = 100 0.822 0.996 0.999
n = 200 0.992 1.000 1.000
n = 500 0.989 1.000 1.000
DGP P.2
n = 100 0.884 0.923 0.989
n = 200 0.928 0.978 1.000
n = 500 0.947 1.000 1.000
DGP P.3
n = 100 0.929 0.934 0.977
n = 200 0.945 1.000 1.000
n = 500 1.000 1.000 1.000
Notes: (i). n is the sample size; (ii). Number of
replications = 1000; (iii). a(Xt) = 1 for all Xt; (iv).
Kernel function is the standard normal density; (v).
Bandwidth h = cn−4/17 and c = std(Xt); (vi). The
critical values are based on the N(0, 1) distribution.
C.2 Mathematical Proofs
Throughout the appendix, we let C be a generic bounded constant and denote
A∗ to be the complex conjugate of A, and Re(A) be the real part of A. In addition,
we define Psr ≡ |Ys − Yr|p and Qsr ≡ |Zs − Zr|q, where | · |s denotes the Euclidean
norm in Rs for s = p, q. Let ξt = (X′t ,Y ′t ,Z′t )′, define
εyz(u, v, Xs) = eiu
′Ys+iv′Zs − φyz(u, v, Xs),
εy(u, Xs) = eiuYs − φy(u, Xs),
εz(v, Xs) = eivZs − φz(v, Xs),
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and
φ¯yz(u, v, x) = Eφˆyz(u, v, x),
φ¯yz(u, x) = Eφˆy(u, x),
φ¯z(v, x) = Eφˆz(v, x).
Proof of Theorem 4.3.1. Under H0 : σ(u, v, Xt) = σ(u, v), we can decompose
nhk/2Tˆn as
nhk/2Tˆn = hk/2
n∑
t=1
"
|σˆ(u, v, Xt) − σ(u, v, Xt) − [σˆ(u, v) − σ(u, v)]|2 a(Xt)dW(u, v)
= hk/2
n∑
t=1
"
|σˆ(u, v, Xt) − σ(u, v, Xt)|2a(Xt)dW(u, v)
+hk/2
n∑
t=1
"
|σˆ(u, v) − σ(u, v)|2a(Xt)dW(u, v)
−2hk/2
n∑
t=1
"
Re {[σˆ(u, v, Xt) − σ(u, v, Xt)][σˆ(u, v) − σ(u, v)]∗} a(Xt)dW(u, v)
= T1 + T2 − 2T3, say.
First, let’s work on T1 :
T1 = hk/2
n∑
t=1
"
|σˆ(u, v, Xt) − σ(u, v, Xt)|2 a(Xt)dW(u, v)
= hk/2
n∑
t=1
" ∣∣∣φˆyz(u, v, Xt) − φˆy(u, Xt)φˆz(v, Xt) − σ(u, v, Xt)∣∣∣2 a(Xt)dW(u, v)
= hk/2
n∑
t=1
" ∣∣∣∣φˆyz(u, v, Xt) − φ¯yz(u, v, Xt) − φ¯y(u, Xt) [φˆz(v, Xt) − φ¯z(v, Xt)]
−φ¯z(v, Xt)
[
φˆy(u, Xt) − φ¯y(u, Xt)
]
−
[
φˆy(u, Xt) − φ¯y(u, Xt)
] [
φˆz(v, Xt) − φ¯z(v, Xt)
]
+σ¯(u, v, Xt) − σ(u, v, Xt)
∣∣∣∣2a(Xt)dW(u, v)
= hk/2
n∑
t=1
" ∣∣∣∣φˆyz(u, v, Xt) − φ¯yz(u, v, Xt) − φ¯y(u, Xt) [φˆz(v, Xt) − φ¯z(v, Xt)]
−φ¯z(v, Xt)
[
φˆy(u, Xt) − φ¯y(u, Xt)
]
− R1 + R2
∣∣∣∣2a(Xt)dW(u, v),
193
where R1 =
[
φˆy(u, Xt) − φ¯y(u, Xt)
] [
φˆz(v, Xt) − φ¯z(v, Xt)
]
, and R2 = σ¯(u, v, Xt) −
σ(u, v, Xt). Therefore, we have
T1 = hk/2
n∑
t=1
" ∣∣∣∣φˆyz(u, v, Xt) − φ¯yz(u, v, Xt) − φ¯y(u, Xt) [φˆz(v, Xt) − φ¯z(v, Xt)]
−φ¯z(v, Xt)
[
φˆy(u, Xt) − φ¯y(u, Xt)
] ∣∣∣∣2a(Xt)dW(u, v) + op(1).
Furthermore, by definition of φˆyz(u, v, Xt) and φ¯yz(u, v, Xt),
T1 = hk/2
n∑
t=1
" ∣∣∣∣∣∣ n∑
s=1
εyz(u, v, Xs)Hˆst − φ¯y(u, Xt)
n∑
s=1
εz(v, Xs)Hˆst
−φ¯z(v, Xt)
n∑
s=1
εy(u, Xs)Hˆst
∣∣∣∣∣∣2a(Xt)dW(u, v) + op(1)
= hk/2
n∑
t=1
" ∣∣∣∣∣∣ n∑
s=1
Hˆst
[
εyz(u, v, Xs) − φ¯y(u, Xt)εz(v, Xs) − φ¯z(v, Xt)εy(u, Xs)
] ∣∣∣∣∣∣2a(Xt)dW(u, v)
+op(1)
= hk/2
n∑
t=1
" ∣∣∣∣∣∣∣
n∑
s=1
K(Xs−Xth )
nhk f (Xt)
[
εyz(u, v, Xt) − φ¯y(u, Xt)εz(v, Xt) − φ¯z(v, Xt)εy(u, Xt)
]∣∣∣∣∣∣∣
2
a(Xt)dW(u, v)
+op(1),
where we use the result of effective kernel provided in Eq.(4.10). We can then
further decompose T1 as
T1 =
1
n2h3k/2
n∑
t=1
a(Xt)
f (Xt)2
K2(0)
" ∣∣∣εyz(u, v, Xt) − φ¯y(u, Xt)εz(v, Xt) − φ¯z(v, Xt)εy(u, Xt)∣∣∣2 dW(u, v)
+
1
n2h3k/2
n∑
s,t
a(Xt)
f (Xt)2
" ∣∣∣εyz(u, v, Xs) − φ¯y(u, Xt)εz(v, Xs) − φ¯z(v, Xt)εy(u, Xs)∣∣∣2 dW(u, v)
×K2
(Xs − Xt
h
)
+
1
n2h3k/2
n∑
s,t
a(Xt)
f (Xt)2
"
Re
{[
εyz(u, v, Xs) − φ¯y(u, Xt)εz(v, Xs) − φ¯z(v, Xt)εy(u, Xs)
]
×
[
εyz(u, v, Xt) − φ¯y(u, Xt)εz(v, Xt) − φ¯z(v, Xt)εy(u, Xt)
]∗}
dW(u, v)K(0)K
(Xs − Xt
h
)
+
1
n2h3k/2
n∑
s,t,r
a(Xt)
f (Xt)2
"
Re
{[
εyz(u, v, Xs) − φ¯y(u, Xt)εz(v, Xs) − φ¯z(v, Xt)εy(u, Xs)
]
194
×
[
εyz(u, v, Xr) − φ¯y(u, Xt)εz(v, Xr) − φ¯z(v, Xt)εy(u, Xr)
]∗}
dW(u, v)K
(Xr − Xt
h
)
K
(Xs − Xt
h
)
+op(1)
≡ A1 + A2 + A3 + A4 + op(1).
The result in Theorem 4.3.1 can be established given the following propositions.
Proposition C.2.1. Under the conditions in Theorem 4.3.1, A1 = op(1).
Proposition C.2.2. Under the conditions in Theorem 4.3.1, A2 = B + op(1), where
B = h−k/2
∫ {" [
1 − |φy(u, x)|2 − |φz(v, x)|2 + |φyz(u, v, x)|2 − 2|σ(u, v)|2
]
dW(u, v)
}
a(x)dx
×
∫
K2(τ)dτ.
Proposition C.2.3. Under the conditions in Theorem 4.3.1, A3 = op(1).
Proposition C.2.4. Under the conditions in Theorem 4.3.1, A4 = U + op(1) and
U/
√
V
d−→ N(0, 1), where
U =
2
nh3k/2
∑
1≤s<r≤n
$
a(x)
f (x)
Re
{[
(εyz(u, v, Xs) − φ¯y(u, Xt)εz(v, Xs) − φ¯z(v, Xt)εy(u, Xs)
]
×
[
εyz(u, v, Xr) − φ¯y(u, Xt)εz(v, Xr) − φ¯z(v, Xt)εy(u, Xr)
]∗}
dW(u, v)K
(Xs − x
h
)
K
(Xr − x
h
)
dx,
and
V = 2
∫ [&
Λ(u1, u2, v1, v2, x)dW(u1, v1)dW(u2, v2)
]
a2(x)dx
∫ [∫
K(τ)K(τ + η)dτ
]2
dη.
Proposition C.2.5. Under the conditions in Theorem 4.3.1, T2 = op(1).
Proposition C.2.6. Under the conditions in Theorem 4.3.1, T3 = op(1).

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Proof of Proposition C.1.1. Let
η1(Xt) =
a(Xt)
f (Xt)2
" ∣∣∣εyz(u, v, Xt) − φ¯y(u, Xt)εz(v, Xt) − φ¯z(v, Xt)εy(u, Xt)∣∣∣2 dW(u, v),
then we can write A1 as
A1 =
1
n2h3k/2
K2 (0)
n∑
t=1
η1(Xt).
Further we decompose A1 as
A1 =
1
n2h3k/2
K2 (0)
n∑
t=1
[η1(Xt) − Eη1(Xt)] + 1nh3k/2K
2 (0) Eη1(Xt)
≡ A11 + A12.
Given Assumption 4.3.2 and Assumption 4.3.3, we have A12 = O(n−1h−3k/2) =
o(1). For A11, it is easy to verify that E(A11) = 0 and
var(A11) ≤ K4(0)n−4h−3k
n∑
t=1
Var[η1(Xt)] + 2K4(0)n−3h−3k
n−1∑
j=1
|Cov[η1(X1), η1(X1+ j)]|
= O(n−3h−3k) + O(n−3h−3k)
n∑
j=1
j2β( j)δ/(1+δ)
= O(n−3h−3k),
by the mixing condition. Thus we have A11 = op(1) by Chebyshev’s inequality.
Combining A12 = o(1) and A11 = op(1), we complete the proof. 
Proof of Proposition C.1.2. Define
η2(ξs, ξt) =
" ∣∣∣εyz(u, v, Xs) − φ¯y(u, Xt)εz(v, Xs) − φ¯z(v, Xt)εy(u, Xs)∣∣∣2 dW(u, v) a(Xt)f (Xt)2K2
(Xs − Xt
h
)
+
" ∣∣∣εyz(u, v, Xt) − φ¯y(u, Xs)εz(v, Xt) − φ¯z(v, Xs)εy(u, Xt)∣∣∣2 dW(u, v) a(Xt)f (Xt)2K2
(Xs − Xt
h
)
,
and η2(ξs) =
∫
η2(ξs, ξt)dP(ξt). Then we can rewrite A2 as
A2 =
1
n2h3k/2
∑
1≤s<t≤n
η2(ξs, ξt)
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=
1
n2h3k/2
∑
1≤s<t≤n
[
η2(ξs, ξt) − η2(ξs) − η2(ξt) + η2] + n − 1n2h3k/2
n∑
t=1
[
η2(ξt) − η2] + n − 12nh3k/2η2
= A21 + A22 + A23, say.
By Lemma A(ii) of Hjellvik et al. (1998), we have
E|A21|2 ≤ Cn2h3k
[
E |η2(ξs, ξt) − η2(ξs) − η2(ξt) + η2|2(1+δ)
]1/(1+δ) n∑
j=1
j2β( j)δ/(1+δ)
= O(n−2h−3k+k/(1+δ)).
By Chebyshev’s inequality, we have A21 = op(1). Next, for A22, we have
E|A22|2 ≤ 1n2h3k
n∑
t=1
Var
[
η2(ξt)
]
+
2
nh3k
n−1∑
j=1
∣∣∣∣Cov [η2(ξ1), η2(ξ j+1)]∣∣∣∣
≤ O(n−1h−k) + 2
n2h−k
n∑
j=1
j2β( j)δ/(1+δ)
= O(n−1h−k),
where we used the mixing condition in Assumption 4.3.1(a), and change of vari-
able. Then by Chebyshev’s inequality, we have A22 = op(1). At last, for A23, we
have
A23 =
n − 1
nh3k/2
&
a(x1)
f (x1)
K2
( x2 − x1
h
)
E
{[
εyz(u, v, x2) − φ¯y(u, x1)εz(v, x2)
−φ¯z(v, x1)εy(u, x2)
]2∣∣∣∣∣x2} f (x2)dx1dx2dW (u, v)
=
n − 1
nh3k/2
&
a(x1)
f (x1)
K2
( x2 − x1
h
) (
E
[
|εyz(u, v, x2)|2
∣∣∣x2] + E [|φ¯y(u, x1)|2|εz(v, x2)|2∣∣∣x2]
+E
[
|φ¯z(v, x1)|2|εy(u, x2)|2|x2
]
+ 2E
[
Re
(
φ¯y(u, x1)εz(v, x2)φ¯z(v, x1)∗εy(u, x2)∗
)
|x2
]
−2E
[
Re
(
εyz(u, v, x2)φ¯y(u, x1)∗εz(v, x2)∗
)
|x2
]
−2E
[
Re
(
εyz(u, v, x2)φ¯z(v, x1)∗εy(u, x2)∗
)
|x2
])
f (x2)dx1dx2dW (u, v)
=
n − 1
nh3k/2
&
a(x1)
f (x1)
K2
( x2 − x1
h
) (
[1 − |φyz(u, v, x2)|2] + |φ¯y(u, x1)|2(1 − |φz(v, x2)|2)
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+|φ¯z(v, x1)|2(1 − |φy(u, x2)|2) + 2Re[φ¯y(u, x1)φ¯z(v, x1)∗ (1 − φz(v, x2))(1 − φy(u, x2))∗
]
−2Re
[(
1 − φyz(u, v, x2)
)
φ¯y(u, x1)∗ (1 − φz(v, x2))∗
]
−2Re
[(
1 − φyz(u, v, x2)
)
φ¯z(v, x1)∗
(
1 − φy(u, x2
)
)∗
])
× f (x2)dx1dx2dW (u, v) .
Recall the definition for φ¯yz(u, v, x), φ¯y(u, x), and φ¯z(v, x), it is easy to show that
φ¯yz(u, v, x) − φyz(u, v, x) = 12h2∇2φyz(u, v, x)CK + o(h2) uniformly in (u, v) ∈ Rp+q and
in x ∈ Fx, where ∇2φyz(u, v, x) = ∂2φyz(u, v, x)/∂2x is the Laplacian of φyz(u, v, x).
This result holds for φ¯y(u, x) and φ¯z(v, x). Then substituting φ¯yz(u, v, x), φ¯y(u, x) and
φ¯z(v, x) by φyz(u, v, x), φy(u, x), and φz(v, x) only generates higher order terms and
the result is asymptotically equivalent.
Also, let τ = x2−x1h , we have
A23 =
n − 1
nh3k/2
&
a(x1)
f (x1)
K2 (τ)
(
[1 − |φyz(u, v, x1 + τh)|2] + |φy(u, x1)|2(1 − |φz(v, x1 + τh)|2)
+2Re[φy(u, x1)φz(v, 1)∗ (1 − φz(v, x1 + τh))(1 − φy(u, x1 + τh))∗
]
+|φz(v, x1)|2(1 − |φy(u, x1 + τh)|2)
−2Re
[(
1 − φyz(u, v, x1 + τh)
)
φy(u, x1)∗ (1 − φz(v, x1 + τh))∗
]
−2Re
[(
1 − φyz(u, v, x1 + τh)
)
φz(v, x1)∗
(
1 − φy(u, x1 + τh
)
)∗
])
× f (x1 + τh)dx1dτdW (u, v) hk + op(1)
=
n − 1
nhk/2
&
a(x1)
f (x1)
K2 (τ)
(
[1 − |φyz(u, v, x1)|2] + |φy(u, x1)|2(1 − |φz(v, x1)|2)
+|φz(v, x1)|2(1 − |φy(u, x1)|2) + 2Re[φy(u, x1)φz(v, x1)∗ (1 − φz(v, x1))(1 − φy(u, x1))∗
]
−2Re
[(
1 − φyz(u, v, x1)
)
φy(u, x1)∗ (1 − φz(v, x1))∗
]
−2Re
[(
1 − φyz(u, v, x1)
)
φz(v, x1)∗
(
1 − φy(u, x1
)
)∗
])
f (x1)dx1dτdW(u, v) + op(1)
=
n − 1
nhk/2
$
a(x1)(1 − |φyz(u, v, x1)|2 − |φy(u, x1)|2 − |φz(v, x1)|2 − 2|φy(u, x1)|2|φz(v, x1)|2
+4Re[φyz(u, v, x1)φy(u, x1)∗φz(v, x1)∗]dx1dW(u, v)
∫
K2 (τ) dτ + op(1),
where for the second to last equality we use Assumption 4.3.1(c), Assumption
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4.3.2, and second order Taylor expansion. Note that under the H0, we have
σ(u, v) = σ(u, v, x) = φyz(u, v, x) − φy(u, x)φz(v, x),
then we can further simplify A23 as
A23 =
n − 1
nhk/2
$
a(x1)(1 − |φy(u, x1)|2 − |φz(v, x1)|2 + |φyz(u, v, x1)|2 − 2|σ(u, v)|2)dx1dW(u, v)
×
∫
K2 (τ) dτ + op(1)
= B + op(1).
and we finish the Proof of Proposition C.1.2. 
Proof of Proposition C.1.3. Define
η3(ξs, ξt) =
a(Xt)
f (Xt)2
K(0)K
(Xs − Xt
h
)"
Re
{[
εyz(u, v, Xs) − φ¯y(u, Xt)εz(v, Xs)
−φ¯z(v, Xt)εy(u, Xs)
][
εyz(u, v, Xt) − φ¯y(u, Xt)εz(v, Xt) − φ¯z(v, Xt)εy(u, Xt)
]∗}
dW(u, v)
+
a(Xs)
f (Xs)2
K(0)K
(Xt − Xs
h
)"
Re
{[
(εyz(u, v, Xt) − φ¯y(u, Xs)εz(v, Xt)
−φ¯z(v, Xs)εy(u, Xt)
][
εyz(u, v, Xs) − φ¯y(u, Xs)εz(v, Xs) − φ¯z(v, Xs)εy(u, Xs))
]∗}
dW(u, v),
then we can rewrite A3 as
A3 =
1
n2h3k/2
∑
1<s≤t<n
η3(ξs, ξt).
Also for any ξ¯ ∈ Rp+q+k, we have ∫ η3(ξs, ξ¯)dP (ξs) = ∫ η3(ξ¯, ξt)dP (ξt) = 0. Thus, we
can apply Lemma A(ii) of Hjellvik et al. (1998) and get
E|A3|2 ≤ Cn2h3k
[
E|η3(ξs, ξt)|2(1+δ)
]1/(1+δ) n−1∑
j=1
j2β( j)δ/(1+δ) = O(n−2h−3k+k/(1+δ)) = o(1).
Then the result in Proposition C.1.3 is established by Chebyshev’s inequality. 
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Proof of Proposition C.1.4. Define
η4(ξs, ξr, ξt) =
a(Xt)
f (Xt)2
K
(Xs − Xt
h
)
K
(Xr − Xt
h
)"
Re
{[
εyz(u, v, Xs) − φ¯y(u, Xt)εz(v, Xs)
−φ¯z(v, Xt)εy(u, Xs)
][
εyz(u, v, Xr) − φ¯y(u, Xt)εz(v, Xr) − φ¯z(v, Xt)εy(u, Xr)
]∗}
dW(u, v)
+
a(Xs)
f (Xs)2
K
(Xt − Xs
h
)
K
(Xr − Xs
h
)"
Re
{[
εyz(u, v, Xt) − φ¯y(u, Xs)εz(v, Xt)
−φ¯z(v, Xs)εy(u, Xt)
][
εyz(u, v, Xr) − φ¯y(u, Xs)εz(v, Xr) − φ¯z(v, Xs)εy(u, Xr)
]∗}
dW(u, v)
+
a(Xr)
f (Xr)2
K
(Xs − Xr
h
)
K
(Xt − Xr
h
)"
Re
{[
εyz(u, v, Xs) − φ¯y(u, Xr)εz(v, Xs)
−φ¯z(v, Xr)εy(u, Xs)
][
εyz(u, v, Xt) − φ¯y(u, Xr)εz(v, Xt) − φ¯z(v, Xr)εy(u, Xt)
]∗}
dW(u, v),
and
η4(ξs, ξr) =
∫
η4(ξs, ξr, ξ)dP(ξ)
=
$
a(x)
f (x)
K
(Xs − x
h
)
K
(Xr − x
h
)
Re
{[
εyz(u, v, Xs) − φ¯y(u, x)εz(v, Xs)
−φ¯z(v, x)εy(u, Xs)
][
εyz(u, v, Xr) − φ¯y(u, x)εz(v, Xr) − φ¯z(v, x)εy(u, Xr)
]∗}
dW(u, v)dx.
Then, we decompose A4 as
A4 =
1
3n2h3k/2
∑
s,r,t
[
η4(ξs, ξr, ξt) − η4(ξs, ξr) − η4(ξs, ξt) − η4(ξr, ξt)]
+
1
nh3k/2
∑
s,r
η4(ξs, ξr)
= A41 + U + op(1),
where op(1) is generated from replacing φ¯ by φ. Thus, we only need to show that
A41 = op(1). Note that
M =
∫
|η4(ξs, ξr, ξt)|2dP = O(h2k)
where P denotes any one of the following probability measures in the set
{P(ξs, ξr, ξt), P(ξs)P(ξr, ξt), P(ξt)P(ξs, ξr), P(ξr)P(ξs, ξt), P(ξt)P(ξs)P(ξr)} .
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By Lemma A(i) of Hjellvik et al. (1998), we have
E|A4|2 ≤ Cn−1h−3kM1/(1+δ)
∞∑
j=1
j2β( j)δ/(1+δ) = O(n−1h−3k+2k/(1+δ)).
Thus we have A4 = op(1).
Next, let’s show U/
√
V
d−→ N(0, 1), where V = Var [U] . Recall
U =
2
nh3k/2
∑
1≤s<r≤n
$
a(x)
f (x)
K
(Xs − x
h
)
K
(Xr − x
h
)
Re
{[
εyz(u, v, Xs) − φy(u, x)εz(v, Xs)
−φ¯z(v, x)εy(u, Xs)
][
εyz(u, v, Xr) − φ¯y(u, x)εz(v, Xr) − φ¯z(v, x)εy(u, Xr)
]∗}
dW(u, v)dx
≡ 2
nh3k/2
∑
1≤s<r≤n
U(ξs, ξr),
It is easy to verify that E
[
U (ξs, ξ)
]
= E[U (ξ, ξr)] = 0 for any ξ ∈ Rp+q+k. Following
Tenreiro’s (1997) central limit theorem for degenerate U-statistics in a time series
context, we can show σ−1n
∑
1≤s<r≤nU(ξs, ξr)
d−→ N(0, 1) by showing the following
conditions hold: For some constant δ0 > 0, γ0 < 1/2 and γ1 > 0, (i) un(4 + δ0) =
O(nγ0); (ii) vn(2) = o(1); (iii) wn(2 + δ0/2) = o
(
n1/2
)
; and (iv) zn(2)nγ1 = O(1), where
σ2n =
[
Var
∑
1≤s<r≤nU(ξs, ξr)
]
, where
un(p) = max
{
max
1≤i≤n
‖U(ξi, ξ1)‖p ,
∥∥∥U(ξ1, ξ¯1)∥∥∥p} ,
vn(p) = max
{
max
1≤i≤n
‖Gn1(ξi, ξ1)‖p ,
∥∥∥Gn1(ξ1, ξ¯1)∥∥∥p} ,
wn(p) = ‖Gn1(ξ1, ξ1)‖p ,
zn(p) = max
1≤i≤n
max
1≤ j≤n
{∥∥∥Gn j(ξi, ξ1)∥∥∥p , ∥∥∥Gn j(ξ1, ξi)∥∥∥p , ∥∥∥Gn j(ξ1, ξ¯1)∥∥∥p}
with Gni(η, τ) = E
[
U(ξi, η)U(ξ1, τ)
]
. Here we denote ξ¯ as an independent copy of
ξ, and denote ‖·‖p = {E |·|p}1/p for p ≥ 1.
To verify conditions (i) to (iv), we need first calculate the asymptotic variance
of U (ξs, ξr) . However, the expression for it is very tedious which consists 36
terms and cannot be further simplified. For space, we write it in a compact
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form which is given as below.
var
[
U (ξs, ξr)
]
=
"
|U (ξs, ξr) |2dP(ξs)P(ξr)
=
" ∣∣∣∣∣∣$ a(x)f (x)K (Xs − xh )K (Xr − xh )Re
{[
εyz(u, v, Xs) − φy(u, x)εz(v, Xs)
−φz(v, x)εy(u, Xs)
][
εyz(u, v, Xr) − φy(u, x)εz(v, Xr) − φz(v, x)εy(u, Xr)
]∗}
×dW(u, v)dx
∣∣∣∣∣∣2dP(ξs)P(ξr).
Let τ = Xs−xh and η =
Xs−Xr
h , by change of variable
var[U (ξs, ξr)] =
" ∣∣∣∣∣∣$ a(Xs − τh)f (Xs − τh)K(τ)K(τ + η)Re
{[
εyz(u, v, Xs) − φy(u, Xs − τh)εz(v, Xs)
−φz(v, Xs − τh)εy(u, Xs)
][
εyz(u, v, Xr) − φy(u, Xr − hτ + ηh)εz(v, Xr)
−φz(v, Xr − hτ + ηh)εy(u, Xr)
]∗}
dW(u, v)hkdτ
∣∣∣∣∣∣2dP(ξs)P(ξr)
=
" ∣∣∣∣∣∣$ a(Xs)f (Xs)K(τ)K(τ + η)Re
{[
εyz(u, v, Xs) − φy(u, Xs)εz(v, Xs)
−φz(v, Xs)εy(u, Xs)
][
εyz(u, v, Xr) − φy(u, Xr)εz(v, Xr) − φz(v, Xr)εy(u, Xr)
]∗}
dW(u, v)hkdτ
∣∣∣∣∣∣2dP(ξs)P(ξr) + op(1)
= h2k
"
a2(Xs)
f 2(Xs)
∣∣∣∣∣∣
"
Re
{[
εyz(u, v, Xs) − φy(u, Xs)εz(v, Xs) − φz(v, Xs)εy(u, Xs)
]
×
[
εyz(u, v, Xr) − φy(u, Xr)εz(v, Xr) − φz(v, Xr)εy(u, Xr)
]∗}
dW(u, v)
∣∣∣∣∣∣2dP(ξs)P(ξr)
×
∣∣∣∣∣∫ K(τ)K(τ + η)dτ∣∣∣∣∣2 + op(1),
where for the second to last inequality we use Assumption 4.3.1(c), Assumption
4.3.2 and the second order Taylor expansion. Further we have
var[U (ξs, ξr)] = h2k
"
a2(Xs)
f 2(Xs)
∣∣∣∣∣∣
{"
Re
{[
εyz(u1, v1, Xs) − φy(u1, Xs)εz(v1, Xs) − φz(v1, Xs)εy(u1, Xs)
]
×
[
εyz(u1, v1, Xr) − φy(u1, Xr)εz(v1, Xr) − φz(v1, Xr)εy(u1, Xr)
]∗}
dW(u1, v1)
}
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×
{"
Re
{[
εyz(u2, v2, Xs) − φy(u2, Xs)εz(v2, Xs) − φz(v2, Xs)εy(u2, Xs)
]
×
[
εyz(u2, v2, Xr) − φy(u2, Xr)εz(v2, Xr) − φz(v2, Xr)εy(u2, Xr)
]∗}
dW(u2, v2)
}∣∣∣∣∣∣2
×dP(ξs)P(ξr)
∣∣∣∣∣∫ K(τ)K(τ + η)dτ∣∣∣∣∣2 + op(1).
Now, let’s define the following, for j ∈ {1, 2} :
Φyz(u1 + u2, v1 + v2, x) = φyz(u1 + u2, v1 + v2, x) − φyz(u1, v1, x)φyz(u1, v1, x)
Φyz(u j, v1 + v2, x) = φyz(u j, v1 + v2, x) − φyz(u j, v1, x)φz(v2, x)
Φyz(u1 + u2, v j, x) = φyz(u1 + u2, v j, x) − φyz(u1, v j, x)φy(u2, x)
Φy(u1 + u2, x) = φy(u1 + u2, x) − φy(u1, x)φy(u2, x)
Φz(v1 + v2, x) = φz(v1 + v2, x) − φz(v1, x)φz(v2, x).
Then by tedious calculation, we can show
var[U (ξs, ξr)] = h3k
∫
a2(x)
&
Λ(u1, u2, v1, v2, x)dW(u1, v1)dW(u2, v2)dx
×
∫ ∣∣∣∣∣∫ K(τ)K(τ + η)dτ∣∣∣∣∣2 dη,
where
Λ(u1, u2, v1, v2, x) = |Φyz(u1 + u2, v1 + v2, x)|2 + |Φy(u1 + u2, x)φz(v1, x)φz(v2, x)|2
+|Φz(v1 + v2, x)φy(u1, x)φy(u2, x)|2 + 2|σ(u2, v1, x)φy(u1, x)φz(v2, x)|2
+2|Φyz(u1, v1 + v2, x)φy(u2, x)|2 + 2|Φyz(u1 + u2, v1, x)φz(v2, x)|2
+4Re
[
Φyz(u1 + u2, v1 + v2, x)Φy(u1 + u2, x)∗φz(v1, x)∗φz(v2, x)∗
]
+4Re
[
Φyz(u1 + u2, v1 + v2, x)Φz(v1 + v2, x)∗φy(u1, x)∗φy(u2, x)∗
]
4Re
[
Φy(u1 + u2, x)φz(v1, x)φz(v2, x)Φz(v1 + v2, x)∗φy(u1, x)∗φy(u2, x)∗
]
4Re
[
Φyz(u1, v1 + v2, x)φy(u2, x)Φyz(u1 + u2, v1, x)∗φz(v2, x)∗
]
−4Re
[
Φyz(u1 + u2, v1 + v2, x)Φyz(u1, v1 + v2, x)∗φy(u2, x)∗
]
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−4Re
[
Φyz(u1 + u2, v1 + v2, x)Φyz(u1 + u2, v1, x)∗φz(v2, x)∗
]
−12Re
[
Φyz(u1, v1 + v2, x)φy(u2, x)σ(u2, v1, x)∗φy(u1, x)∗φz(v2, x)∗
]
−4Re
[
Φyz(u1, v1 + v2, x)φy(u2, x)Φz(v1 + v2, x)∗φy(u1, x)∗φy(u2, x)∗
]
−4Re
[
Φyz(u1 + u2, v1, x)φz(v2, x)σ(u2, v1, x)∗φy(u1, x)∗φz(v2, x)∗
]
−4Re
[
Φyz(u1 + u2, v1, x)φz(v2, x)Φy(u1 + u2, x)∗φz(v1, x)∗φz(v2, x)∗
]
+4Re
[
σ(u2, v1, x)φy(u1, x)φz(v2, x)Φy(u1 + u2, x)∗φz(v1, x)∗φz(v2, x)∗
]
+4Re
[
σ(u2, v1, x)φy(u1, x)φz(v2, x)Φz(v1 + v2, x)∗φy(u1, x)∗φy(u2, x)∗
]
+8Re
[
Φyz(u1 + u2, v1 + v2, x)σ(u2, v1, x)∗φy(u1, x)∗φz(v2, x)∗
]
−8Re
[
Φyz(u1, v1 + v2, x)φy(u2, x)Φy(u1 + u2, x)∗φz(v1, x)∗φz(v2, x)∗
]
.
Though the expression for the asymptotic variance looks messy, we only
need its order of magnitude. For empirical application, we have provided a
simple way of calculation and it is provided in Theorem 4.4.2. By Assumption
4.3.2 and Assumption 4.3.3, we know that Var[U (ξs, ξr)] = O(h3k). Given σ2n =∑
1≤s<r≤n Var[U (ξs, ξr)] = n
2
2 Var[U (ξs, ξr)] + op(1) and V = Var [U] , we have
V =
4
n2h3k
n2
2
Var[U (ξs, ξr)]
=
2
h3k
Var[U (ξs, ξr)]
= 2
∫
a2(x)
&
Λ(u1, u2, v1, v2, x)dW(u1, v1)dW(u2, v2)dx
∫ ∣∣∣∣∣∫ K(τ)K(τ + η)dτ∣∣∣∣∣2 dη.
Next, let’s verify condition (i) to (iv). Note that there will be 9 terms in
U (ξs, ξr) and each term has the same order of magnitude. To verify condition (i)
to (iv) for U (ξs, ξr), it is sufficient to verify for any one of the terms in U (ξs, ξr) .
Define
U1 (ξs, ξr) =
$
a(x)
f (x)
K
(Xs − x
h
)
K
(Xr − x
h
)
Re[εyz(u, v, Xs)εyz(u, v, Xr)∗]dW(u, v)dx,
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and it is easy to see that U1 (ξs, ξr) is just the first term in U (ξs, ξr) . U1 (ξs, ξr) is
exactly the same term as in Wang and Hong (2012). Then the verification of
condition (i) to (iv) is exactly the same as in Wang and Hong (2012). According
to the Proof of Proposition 8 in Wang and Hong (2012), we have condition (i) to
(iv) hold. Then we finish the proof of Proposition C.1.4. 
Proof of Proposition C.1.5.
T2 = hk/2
n∑
t=1
"
|σˆ(u, v) − σ(u, v)|2a(Xt)dW(u, v).
By definition of σˆ(u, v) and σ(u, v), we know that they are not functions of Xt.
Without of loss of generality, let a(Xt) ≡ 1. We have
T2 = nhk/2
"
|σˆ(u, v) − σ(u, v)|2dW(u, v).
Also, since σˆ(u, v) is just sample average for σ(u, v), we have σˆ(u, v) − σ(u, v) =
Op(n−1/2). Then we have T2 = Op(hk/2) = op(1) and we finish the Proof for Propo-
sition C.1.5. 
Proof of Proposition C.1.6.
T3 = hk/2
n∑
t=1
"
Re[(σˆ(u, v, Xt) − σ(u, v, Xt))(σˆ(u, v) − σ(u, v))∗]a(Xt)dW(u, v).
Since a(Xt) doesn’t change the order of T3, without loss of generality we assume
a(Xt) = 1. Also, under the condition of Theorem 1, the existence of integration
over (u, v) ∈ Rp+q has no impact on order of T3, we define T ′3 as
T ′3 = h
k/2
n∑
t=1
Re[(σˆ(u, v, Xt) − σ(u, v, Xt))(σˆ(u, v) − σ(u, v))∗],
and we know T3 and T ′3 have the same order of magnitude. For simplicity of
notation, denote φyz(u, v, Xt) = φyz(Xt), φy(u, Xt) = φy(Xt), φz(v, Xt) = φz(Xt) and
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φyz(u, v) = φyz, φy(u) = φy, φz(v) = φz. Then we have
T ′3 = h
k/2
∑n
t=1
Re{[(φˆyz(Xt) − φyz(Xt)) − φy(Xt)(φˆz(Xt) − φz(Xt))
−φz(Xt)(φˆy(Xt) − φy(Xt)) − (φˆy(Xt) − φy(Xt))(φˆz(Xt) − φz(Xt))]
×(φˆyz − φyz) − φy(φˆz − φz) − φz(φˆy − φy) − (φˆy − φy)(φˆz − φz)]∗}dW(u, v)
= hk/2
∑n
t=1
Re{[φˆyz(Xt) − φyz(Xt)](φˆyz − φyz)∗ − φy(Xt)[φˆz(Xt) − φz(Xt)](φˆyz − φyz)∗
−φz(Xt)[φˆy(Xt) − φy(Xt)](φˆyz − φyz)∗ − [φˆyz(Xt) − φyz(Xt)]φ∗y(φˆz − φz)∗
+φy(Xt)[φˆz(Xt) − φz(Xt)]φ∗y(φˆz − φz)∗ + φz(Xt)[φˆy(Xt) − φy(Xt)]φ∗y(φˆz − φz)∗
−[φˆyz(Xt) − φyz(Xt)]φ∗z(φˆy − φy)∗ + φy(Xt)[φˆz(Xt) − φz(Xt)]φ∗z(φˆy − φy)∗
+φz(Xt)[φˆy(Xt) − φy(Xt)]φ∗z(φˆy − φy)∗
−[φˆy(Xt) − φy(Xt))(φˆz(Xt) − φz(Xt)](φˆyz − φyz)∗
+[φˆy(Xt) − φy(Xt))(φˆz(Xt) − φz(Xt)]φ∗y(φˆz − φz)∗
+[φˆy(Xt) − φy(Xt))(φˆz(Xt) − φz(Xt)]φ∗z(φˆy − φy)∗
+[φˆy(Xt) − φy(Xt))(φˆz(Xt) − φz(Xt)](φˆy − φy)∗(φˆz − φz)∗
−[φˆyz(Xt) − φyz(Xt)](φˆy − φy)∗(φˆz − φz)∗
+φy(Xt)[φˆz(Xt) − φz(Xt)](φˆy − φy)∗(φˆz − φz)∗
+φz(Xt)[φˆy(Xt) − φy(Xt)](φˆy − φy)∗(φˆz − φz)∗}
≡
16∑
i=1
S i.
We can show that S 1 to S 9 are of the same order and S 10 to S 16 are higher order
terms. To show T ′3 = op(1), it is sufficient to show S 1 = op(1).
S 1 = hk/2
∑n
t=1
Re{[φˆyz(Xt) − φyz(Xt)](φˆyz − φyz)∗}
= hk/2
∑n
t=1
Re{[φˆyz(Xt) − φ¯yz(Xt) + φ¯yz(Xt) − φyz(Xt)](φˆyz − φyz)∗}
= hk/2
∑n
t=1
Re{[φˆyz(Xt) − φ¯yz(Xt)](φˆyz − φyz)∗
+hk/2
∑n
t=1
Re{[φ¯yz(Xt) − φyz(Xt)](φˆyz − φyz)∗
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= S 11 + S 12.
Let’s first look at S 11.
S 11 = hk/2
n∑
t=1
Re{[φˆyz(Xt) − φ¯yz(Xt)](φˆyz − φyz)∗}
= hk/2
n∑
t=1
Re
 n∑
s=1
K
(
Xs−Xt
h
)
nhk f (Xt)
εyz(u, v, Xs) × 1n
n∑
s=1
ε(s)yz (u, v)
∗
 + op(1)
= n−2h−k/2
n∑
t=1
1
f (Xt)
n∑
s=1
Re
[
K
(Xs − Xt
h
)
εyz(u, v, Xs)ε(s)yz (u, v)
∗
]
+ op(1)
= n−2h−k/2
n∑
t=1
K(0)
f (Xt)
Re
[
εyz(u, v, Xt)ε(t)yz (u, v)
∗]
+n−2h−k/2
n∑
s,t
1
f (Xt)
K
(Xs − Xt
h
)
Re
[
εyz(u, v, Xs)ε(s)yz (u, v)
∗] + op(1)
= S 111 + S 112 + op(1),
where ε(s)yz (u, v) = eiuYs+ivZs − φyz(u, v). Define ϕ1(Xt) = 1f (Xt)Re
[
εyz(u, v, Xt)ε
(t)
yz (u, v)∗
]
,
then we can write S 111 as
S 111 = n−2h−k/2K(0)
n∑
t=1
ϕ1(Xt)
= n−2h−k/2K(0)
n∑
t=1
[
ϕ1(Xt) − Eϕ1(Xt)] + n−2h−k/2K(0) n∑
t=1
Eϕ1(Xt)
= S 1111 + S 1112.
Given E(S 1111) = 0 and
var(S 1111) ≤ K2(0)n−4h−k
n∑
t=1
Var
[
ϕ(Xt)
]
+ 2K2(0)n−3h−k
n−1∑
j=1
Cov
∣∣∣∣[ϕ(X1), ϕ(X j+1)]∣∣∣∣
≤ O
(
n−3h−k
)
+ O
(
n−3h−k
) ∞∑
j=1
j2β( j)δ/(1+δ)
= O
(
n−3h−k
)
,
we can show S 1111 = op(1) by Chebyshev’s inequality. And the constant S 1112 =
O(n−2h−k/2) = o(1). Then we know that S 111 = op(1).
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For S 112, define
η5(ξs, ξt) =
1
f (Xt)
K
(Xs − Xt
h
)
Re
[
εyz(u, v, Xs)ε(s)yz (u, v)
∗]
+
1
f (Xs)
K
(Xt − Xs
h
)
Re
[
εyz(u, v, Xt)ε(t)yz (u, v)
∗] ,
η5(ξs) =
∫
η5(ξs, ξt)dP(ξt), and η5 =
∫
η5(ξs)dP(ξs). Then we can rewrite S 112 as
S 112 = n−2h−k/2
∑
1≤s<t≤n
η5(ξs, ξt)
= n−2h−k/2
∑
1≤s<t≤n
[η5(ξs, ξt) − η5(ξs) − η5(ξt) + η5] + n − 1n2hk/2
n∑
t=1
[
η5(ξt) − η5] + n − 1nhk/2 η5
= S 1121 + S 1122 + S 1123, say.
By Lemma A(ii) of Hjellvik et al. (1998), we have
E |S 1121|2 ≤ Cn2hk
[
E |η5(ξs, ξt) − η5(ξs) − η5(ξt) + η5|2(1+δ)
]1/(1+δ) ∞∑
j=1
j2β( j)δ/(1+δ)
= O(n−2h−k+k/(1+δ)).
Then we have S 1121 = op(1) by Chebyshev’s inequality. Next, for S 1122,
E |S 1122|2 ≤ 1n2hk
n∑
t=1
Var
[
η5(ξt)
]
+
2
nhk
n−1∑
j=1
Cov
∣∣∣∣[η5(ξ1), η5(ξ1+ j)]∣∣∣∣
≤ Op(n−1hk) + 2h
k
n
∞∑
j=1
j2β( j)δ/(1+δ)
= Op(n−1hk),
where we used the mixing condition, change of variable and Assumption 4.3.1.
Thus S 1122 = op(1) by Chebyshev’s inequality. Finally, by change of variable it is
easy to show that
S 1123 = Op(hk/2) = op(1).
Combining the above results, we show that S 112 = op(1) and thus S 11 = op(1).
At last, we decompose S 12.
S 12 = hk/2
n∑
t=1
Re{[φ¯yz(Xt) − φyz(Xt)](φˆyz − φyz)∗}
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= hk/2
n∑
t=1
Re{[φ¯yz(Xt) − φyz(Xt)]1n
n∑
s=1
ε(s)yz (u, v)
∗}.
= n−1hk/2
n∑
t=1
Re
{
[φ¯yz(Xt) − φyz(Xt)]ε(t)yz (u, v)∗
}
+n−1hk/2
n∑
s,t
Re
{
[φ¯yz(Xt) − φyz(Xt)]ε(s)yz (u, v)∗
}
= S 121 + S 122.
By Assumption 4.3.3 and Assumption 4.3.4 we have E(S 121) = 0, and var(S 121) =
O(n−1hk+4) = o(1), where we use the result that φ¯yz(u, v, x) − φyz(u, v, x) =
1
2h
2∇2φyz(u, v, x)CK + o(h2) uniformly in (u, v) ∈ Rp+q and in x ∈ Fx, and
∇2φyz(u, v, x) = ∂2φyz(u, v, x)/∂2x is the Laplacian of φyz(u, v, x). By Chebyshev’s in-
equality we have S 121 = op(1).
By the fact that E
[
ε(t)yz (u, v)
]
= 0, we define
η6(ξs, ξt) = Re
{
[φ¯yz(Xt) − φyz(Xt)]ε(s)yz (u, v)∗
}
+ Re
{
[φ¯yz(Xs) − φyz(Xt)]ε(t)yz (u, v)∗
}
,
and
η6(ξs) =
∫
η5(ξs, ξt)dP(ξt) =
∫
Re
{
[φ¯yz(x) − φyz(x)]ε(s)yz (u, v)∗
}
dx.
Then we can rewrite S 122 as
S 122 = n−1hk/2
∑
1≤s<t≤n
η6(ξs, ξt)
= n−1hk/2
∑
1≤s<t≤n
[η6(ξs, ξt) − η6(ξs) − η6(ξt)] + 2(n − 1)h
k/2
n
n∑
t=1
η6(ξt)
= S 1221 + S 1222.
By Lemma A(ii) of Hjellvik et al. (1998)
var(S 1221) ≤ Ch
k
n2
n2E
[
|η6(ξs, ξt) − η6(ξs) − η6(ξt)|2(1+δ)
]1/(1+δ) ∞∑
j=1
j2β( j)δ/(1+δ)
= O(hk+4/(1+δ)),
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and get S 1221 = op(1) by Chebyshev’s inequality. Furthermore we show
Var(S 1222) ≤ 4(n − 1)
2hk
n2
n∑
t=1
Var
[
η6(ξt)
]
+
4(n − 1)2hk
n
n−1∑
j=1
Cov
∣∣∣∣[η6(ξ1), η6(ξ1+ j)]∣∣∣∣
≤ O(nhk+4) + O(nhk+4)
∞∑
j=1
j2β( j)δ/(1+δ)
= O(nhk+4),
by φ¯yz(u, v, x) − φyz(u, v, x) = Op(h2) and the mixing inequality. Thus we have
S 1222 = op(1) by Chebyshev’s inequality. Combining the above results, we finish
the Proof of Proposition C.1.6. 
Proof of Theorem 4.3.2. According to the Proof of Theorem 1, the asymptotic
distribution of our test statistic is only determined by the nonparametric esti-
mator for condition generalized covariance function which is T1 in Eq.(). This
leading term coincides with the test statistic proposed in Wang and Hong (2012)
and our test statistic and their test statistic both following normal distribution
with different asymptotic mean and asymptotic variance. In spite of the differ-
ence in distribution parameters, the rate of local alternative that can be detected
by our test statistic will be the same as in theirs. Thus, the Proof of Theorem 2
will be quite similar to the Proof of Theorem 2 in Wang and Hong (2012). For
space, we neglect it. 
Proof of Theorem 4.4.1. First, let’s look at the population version of the test
statistic T =
# |
σ
(u, v, x) − σ(u, v)|2a(x) f (x)dW(u, v)dx. We need to show
I1 ≡ I1(x) =
"
|σ(u, v, x) − σ(u, v)|2dW(u, v) < ∞.
By triangle inequality,
I1 ≤ 2
"
|σ(u, v, x)|2dW(u, v) + 2
"
|σ(u, v)2dW(u, v)
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= 2I11 + 2I12.
By the definition of σ(u, v, x),
I11 =
"
|E{[eiuY − φy(u, x)]
[
eivZ − φz(v, x)
]
|X = x}|2dW(u, v)
≤
"
E
{
[eiuY − φy(u, x)]2|X = x
}
E
{
[eivZ − φz(v, x)]2|X = x
}
dW(u, v)
=
"
[1 − |φy(u, x)|2][1 − |φz(v, x)|2]dW(u, v),
by CauchySchwarz inequality. Let Y¯ and Z¯ be independent copy of Y and Z
respectively, we have
I11 ≤
"
[1 − |φy(u, x)|2][1 − |φz(v, x)|2]dW(u, v)
=
"
[1 − E(eiuY |X = x)E(e−iuY¯ |X = x)]
= ×[1 − E(eivZ |X = x)E(e−ivZ¯ |X = x)]dW(u, v)
=
"
[1 − E(cos uY + i sin uY |X = x)E(cos uY¯ − i sin uY¯ |X = x)]
×[1 − E(cos vZ + i cos vZ|X = x)E(cos vZ¯ + i sin vZ¯|X = x)]dW(u, v)
=
"
[1 − E(cos uY cos uY¯ + sin uY sin uY¯ |X = x)]
×[1 − E(cos vZ cos vZ¯ + sin vZ sin vZ¯|X = x)]dW(u, v)
=
"
[1 − E(cos u(Y − Y¯)|X = x)][1 − E(cos v(Z − Z¯)|X = x)]dW(u, v).
Given dW(u, v) = 1
cp |u|p+1p
1
cq |v|q+1q
dudv, where cp = pi
(1+p)/2
Γ((1+p)/2) and cq =
pi(1+q)/2
Γ((1+q)/2) and apply
the Lemma (Sze´kely et al. 2007), we have
I11 ≤
"
[1 − E(cos u(Y − Y¯)|X = x)][1 − E(cos v(Z − Z¯)|X = x)]dW(u, v)
=
"
E[(1 − cos u(Y − Y¯))|X = x]E[(1 − (cos v(Z − Z¯))|X = x]dW(u, v)
= E
∫ 1 − cos u(Y − Y¯)
cp|u|p+1p
du

∣∣∣∣∣∣∣ X = x
 · E ∫ 1 − cos v(Z − Z¯)
cq|v|q+1q
dv

∣∣∣∣∣∣∣ X = x

= E
(∣∣∣Y − Y¯ ∣∣∣
p
|X = x
)
· E
(∣∣∣Z − Z¯∣∣∣
q
|X = x
)
≤ ∞,
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where the last inequality follows from Assumption 4.3.1(b) that E
(
|Y |p |X = x
)
<
∞ and E
(
|Z|q |X = x
)
< ∞. Now we have shown that I11 < ∞ under the conditions
Theorem 4.4.1.
For I12, by the definition of σ(u, v),
I12 =
"
|E{[eiuY − φy(u)]
[
eivZ − φz(v)
]
}|2dW(u, v)
≤
"
E|eiuY − φy(u)|2E|eivZ − φz(v, x)|2dW(u, v)
=
"
[1 − |φy(u)|2][1 − |φz(v)|2]dW(u, v),
where we use CauchySchwarz inequality. Let Y¯ and Z¯ be independent copy of
Y and Z respectively, we have
I12 ≤
"
[1 − |φy(u)|2][1 − |φz(v)|2]dW(u, v)
=
"
[1 − E(eiuY)E(e−iuY¯)][1 − E(eivZ)E(e−ivZ¯)]dW(u, v)
=
"
[1 − E(cos uY + i sin uY)E(cos uY¯ − i sin uY¯)]
×[1 − E(cos vZ + i cos vZ)E(cos vZ¯ + i sin vZ¯)]dW(u, v)
=
"
[1 − E(cos uY cos uY¯ + sin uY sin uY¯)]
×[1 − E(cos vZ cos vZ¯ + sin vZ sin vZ¯)]dW(u, v)
=
"
[1 − E(cos u(Y − Y¯))][1 − E(cos v(Z − Z¯))]dW(u, v)
Applying the special weighting function that dW(u, v) = 1
cp |u|p+1p
1
cq |v|q+1q
dudv, where
cp = pi
(1+p)/2
Γ((1+p)/2) and cq =
pi(1+q)/2
Γ((1+q)/2) and by Lemma (Sze´kely et al. 2007),
I12 ≤
"
[1 − E(cos u(Y − Y¯))][1 − E(cos v(Z − Z¯))]dW(u, v)
=
"
E[(1 − cos u(Y − Y¯))]E[(1 − (cos v(Z − Z¯))]dW(u, v)
= E
∫ 1 − cos u(Y − Y¯)
cp|u|p+1p
du
 · E ∫ 1 − cos v(Z − Z¯)
cq|v|q+1q
dv

= E
(∣∣∣Y − Y¯ ∣∣∣
p
)
· E
(∣∣∣Z − Z¯∣∣∣
q
)
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< ∞
where the last inequality follows from Assumption 4.3.1(b) that E
(
|Y |p
)
< ∞ and
E
(
|Z|q
)
< ∞. Combining the above results, we have shown I1 < ∞.
Next, let’s deal with asymptotic mean. Given
B = h−k/2
∫ ["
[1 − |φy(u, x)|2 − |φz(v, x)|2 + |φyz(u, v, x)|2 − 2|σ(u, v)|2]dW(u, v)
]
a(x)dx
×
∫
K2(τ)dτ,
we need to show that
I2 ≡ I2(x) =
"
[1 − |φy(u, x)|2 − |φz(v, x)|2 + |φyz(u, v, x)|2 − 2|σ(u, v)|2]dW(u, v) < ∞.
Under H0, We decompose
I2 =
"
[1 − |φy(u, x)|2 − |φz(v, x)|2 + 1 − 1 + |φyz(u, v, x)|2 − 2|σ(u, v)|2]dW(u, v)
=
"
(1 − |φy(u, x)|2)dW(u, v) −
"
(1 − |φz(u, x)|2)dW(u, v)
−
"
(1 − |φyz(u, v, x)|2)dW(u, v) − 2
"
|σ(u, v)|2dW(u, v)
= I21 − I22 − I23 − 2I24.
We immediately have I21 < ∞, I22 < ∞ following from the result that I11 < ∞
and I24 < ∞ since I24 = I12. We only need to deal with I23. Let (Y¯ ′, Z¯′)′ be an
independent copy of (Y ′,Z′)′, then we have
I23 =
"
(1 − |φyz(u, v, x)|2)dW(u, v)
=
"
[1 − E
(
eiuY+ivZ |X = x
)
E
(
eiuY¯+ivZ¯ |X = x
)∗
]dW(u, v)
=
"
{1 − E[cos (uY + vZ) + i sin(uY + vZ)|X = x]
= ×E[cos
(
uY¯ + vZ¯
)
− i sin(uY¯ + vZ¯)|X = x]}dW(u, v)
=
"
{1 − E
[
cos (uY + vZ) cos
(
uY¯ + vZ¯
)
+ sin(uY + vZ) sin(uY¯ + vZ¯)|X = x
]
}dW(u, v)
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="
{1 − E(cos[u(Y − Y¯) + v(Z − Z¯)]|X = x)}dW(u, v)
=
"
{1 − E(cos
[
u(Y − Y¯)
]
cos[v(Z − Z¯)]|X = x)}dW(u, v)
+
"
E(sin
[
u(Y − Y¯)] sin[v(Z − Z¯)]|X = x
]
)dW(u, v)
=
"
{1 − E(cos
[
u(Y − Y¯)] cos[v(Z − Z¯)]|X = x
]
)}dW(u, v),
where we claim that
!
E(sin
[
u(Y − Y¯)] sin[v(Z − Z¯)]|X = x
]
)dW(u, v) = 0 since sin
function is an odd function and the weighting function dW(u, v) is symmetric
about the origin. By the following equality
cosα cos β = 1 − (1 − cosα) − (1 − cos β) + (1 − cosα)(1 − cos β)
we have
I23 =
"
E
{ (
1 − cos
[
u(Y − Y¯)
])
+
(
1 − cos
[
v(Z − Z¯)
])
−
(
1 − cos
[
u(Y − Y¯)
]) (
1 − cos
[
v(Z − Z¯)
])
|X = x
}
dW(u, v).
Applying the special weighting function and we get
I23 = E
(∣∣∣Y − Y¯ ∣∣∣
p
|X = x
)
+ E
(∣∣∣Z − Z¯∣∣∣
q
|X = x
)
− E
(∣∣∣Y − Y¯ ∣∣∣
p
∣∣∣Z − Z¯∣∣∣
q
|X = x
)
.
Then by Assumption 4.3.1(b), we have I23 < ∞. Combining the results we have
proved that I2 < ∞.
At last, let’s show V < ∞. Recall
V = 2
∫
a2(x)
&
Λ(u1, u2, v1, v2, x)dW(u1, v1)dW(u2, v2)dx
∫ ∣∣∣∣∣∫ K(τ)K(τ + η)dτ∣∣∣∣∣2 dη.
Define I3 ≡ I3(x) =
%
Λ(u1, u2, v1, v2, x)dW(u1, v1)dW(u2, v2) and we need to show
I3 < ∞. Since the expression for Λ(u1, u2, v1, v2, x) contains many terms and we
need to show each of them are bounded under the integration using the spe-
cial weighting function. Intuitively, this must hold because we can regard the
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asymptotic variance as the square of remaining term after subtracting asymp-
totic mean from the test statistic which are both bounded. If V is not bounded,
then at least one of the test statistic and the asymptotic has to be unbounded and
this contradicts the results we obtained above. It can be shown, though under
tedious derivation, that I3 < ∞. For space, we neglect it. 
Proof of Theorem 4.4.2. We first show hk/2 ∑nt=1! |σˆ(u, v, Xt)−σˆ(u, v)|2a(Xt)dW(u, v) =
hk/2
∑n
t=1 γ1(Xt)a(Xt) where γ1(Xt) is defined as in Theorem 4.4.2."
|σˆ(u, v, Xt) − σˆ(u, v)|2dW(u, v)
=
"
|σˆ(u, v, Xt)|2dW(u, v) +
"
|σˆ(u, v)|2dW(u, v)
−2
"
Re [σˆ(u, v, Xt)σˆ(u, v)∗] dW(u, v)
= B1 + B2 − 2B3.
Given σˆ(u, v, Xt) = φˆyz(u, v, Xt) − φˆy(u, Xt)φˆz(v, Xt),
B1 =
" {
|φˆ(u, v, Xt)|2 + |φˆy(u, Xt)φˆz(v, Xt)|2 − 2Re
[
φˆ(u, v, Xt)φˆy(u, Xt)∗φˆz(v, Xt)∗
]}
dW(u, v).
By φˆyz(u, v, Xt) =
∑n
s=1 e
iuYs+ivZsHˆst and φˆy(u, Xt)φˆz(v, Xt) =
∑n
s,r e
iuYs+ivZr HˆstHˆrt,we have
B1 =
" { n∑
s=1
[cos(uYs + vZs) + i sin(uYs + vZs))(cos(uYr + vZr) − i sin(uYr + vZr)]HˆstHˆrt
+
∑
s,r,l,m
[cos(uYs + vZl) + i sin(uYs + vZl))(cos(uYr + vZm) − i sin(uYr + vZm)]HˆstHˆrtHˆltHˆmt
−2Re
∑
s,r,l
[cos(uYs + vZs) + i sin(uYs + vZs))(cos(uYr + vZl) − i sin(uYr + vZl)]
 HˆstHˆrtHˆlt}
×dW(u, v)
=
" { n∑
s=1
[cos(uYs + vZs) cos(uYr + vZr) + sin(uYs + vZs) sin(uYr + vZr)]HˆstHˆrt
+
∑
s,r,l,m
[cos(uYs + vZl) cos(uYr + vZm) + sin(uYs + vZl) sin(uYr + vZm)]HˆstHˆrtHˆltHˆmt
−2
∑
s,r,l
[cos(uYs + vZs) cos(uYr + vZl) + sin(uYs + vZs) sin(uYr + vZl)]HˆstHˆrtHˆlt
}
dW(u, v)
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=" { n∑
s=1
cos[u(Ys − Yr) + v(Zs − Zr)]HˆstHˆrt +
∑
s,r,l,m
cos[u(Ys − Yr) + v(Zl − Zm)]HˆstHˆrtHˆltHˆmt
−2
∑
s,r,l
cos[u(Ys − Yr) + v(Zs − Zl)]HˆstHˆrtHˆlt
}
dW(u, v)
=
" { n∑
s=1
cos[u(Ys − Yr)] cos[v(Zs − Zr)]HˆstHˆrt +
∑
s,r,l,m
cos[u(Ys − Yr)] cos[v(Zl − Zm)]
×HˆstHˆrtHˆltHˆmt − 2
∑
s,r,l
cos[u(Ys − Yr)] cos[v(Zs − Zl)]HˆstHˆrtHˆlt
}
dW(u, v),
where the last equality follows from the fact that the sin function is an odd func-
tion and the weighting function W(u, v) is symmetric about the origin. By the
following equality
cosα cos β = 1 − (1 − cosα) − (1 − cos β) + (1 − cosα)(1 − cos β)
we can further show
B1 =
" { n∑
s=1
(1 − [1 − cos u(Ys − Yr)] − [1 − cos v(Zs − Zr)]
+[1 − cos u(Ys − Yr)][1 − cos v(Zs − Zr)])HˆstHˆrt
+
∑
s,r,l,m
(1 − [1 − cos u(Ys − Yl)] − [1 − cos v(Zr − Zm)]
+[1 − cos u(Ys − Yl)][1 − cos v(Zr − Zm)])HˆstHˆrtHˆltHˆmt
−2
∑
s,r,l
(1 − [1 − cos u(Ys − Yr)] − [1 − cos v(Zs − Zl)]
+[1 − cos u(Ys − Yr)][1 − cos v(Zs − Zl)]) HˆstHˆrtHˆlt
}
dW(u, v)
=
∑
s,r
|Ys − Yr|p |Zs − Zr|q HˆstHˆrt +
∑
s,r,l,m
|Ys − Yl|p |Zr − Zm|q HˆstHˆrtHˆltHˆmt
−2
∑
s,r,l
|Ys − Yr|p |Zs − Zl|q HˆstHˆrtHˆlt,
where we use the condition that
∑n
s=1 Hˆst = 1. Denote Psr ≡ |Ys − Yr|p and Qsr ≡
|Zs − Zr|q, then we have
B1 =
∑
s,r PsrQsrHˆstHˆrt +
∑
s,r,l,m PslQrmHˆstHˆrtHˆltHˆmt
−2∑s,r,l PsrQslHˆstHˆrtHˆlt.
216
Furthermore, it is easy to show that
B1 =
∑
s,r

Psr −∑
r
PsrHˆrt −
∑
s
PsrHˆst +
∑
s,r
PsrHˆstHˆrt

×
Qsr −∑
r
QsrHˆrt −
∑
s
QsrHˆst +
∑
s,r
QsrHˆstHˆrt

 HˆstHˆrt.
For B2 and B3, it is easy to show that they are similar to B1 with slightly differ-
ences.
B2 =
1
n
2 ∑
s,r

Psr − 1n ∑
r
Psr − 1n
∑
s
Psr +
1
n
2 ∑
s,r
Psr

×
Qsr − 1n ∑
r
Qsr − 1n
∑
s
Qsr +
1
n
2 ∑
s,r
Qsr

 ,
and
B3 =
1
n
∑
s,r

Psr − 1n ∑
r
Psr −
∑
s
PsrHˆst +
1
n
∑
s,r
PsrHˆst

×
Qsr − 1n ∑
r
Qsr −
∑
s
QsrHˆst +
1
n
∑
s,r
QsrHˆst

 Hˆst
B3 = 1/n
∑
s,r
{(
Psr − 1/n∑r Psr −∑s PsrHˆst + 1/n∑s,r PsrHˆst)
×
(
Qsr − 1/n∑r Qsr −∑s QsrHˆst + 1/n∑s,r QsrHˆst)} Hˆst.
Following the notation defined in Section 4.4, we have shown that
γ1(Xt) =
∑
s,r
(
A(1)sr B
(1)
sr /n
2 + A(2)sr B
(2)
sr HˆstHˆrt − 2A(3)sr B(3)sr Hˆst/n
)
.
Next, let’s work on γ3(Xs, Xr) first in the asymptotic variance since γ2(Xs) in
the asymptotic mean is simply a special case of γ3(Xs, Xr) by letting s = r. We
want to show that
γ3(Xs, Xr) =
"
Re[(εˆyz(u, v, Xs) − φˆz(v, Xs)εˆy(u, Xs) − φˆy(u, Xs)εˆz(v, Xs))
×(εˆyz(u, v, Xr) − φˆz(v, Xr)εˆy(u, Xr) − φˆy(u, Xr)εˆz(v, Xr))∗]dW(u, v)
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≡
"
Υ(u, v, Xs, X r)dW(u, v),
where we let
Υ(u, v, Xs, X r) ≡ Re[(εˆyz(u, v, Xs) − φˆz(v, Xs)εˆy(u, Xs) − φˆy(u, Xs)εˆz(v, Xs))(εˆyz(u, v, Xr)
−φˆz(v, Xr)εˆy(u, Xr) − φˆy(u, Xr)εˆz(v, Xr))∗].
Furthermore, we show
Υ(u, v, Xs, X r) = Re
{
εˆyz(u, v, Xs)εˆyz(u, v, Xr)∗ − φˆz(v, Xs)εˆy(u, Xs)εˆyz(u, v, Xr)∗
−φˆy(u, Xs)εˆz(v, Xs)εˆyz(u, v, Xr)∗ − εˆyz(u, v, Xs)φˆz(v, Xr)∗εˆy(u, Xr)∗
+φˆz(v, Xs)εˆy(u, Xs)φˆz(v, Xr)∗εˆy(u, Xr)∗ + φˆz(v, Xs)εˆy(u, Xs)φˆy(u, Xr)∗εˆz(v, Xr)∗
−εˆyz(u, v, Xs)φˆy(u, Xr)∗εˆz(v, Xr)∗ + φˆz(v, Xs)εˆy(u, Xs)φˆy(u, Xr)∗εˆz(v, Xr)∗
+φˆy(u, Xs)εˆz(v, Xs)φˆy(u, Xr)∗εˆz(v, Xr)∗
}
=
9∑
i=1
Ji, say.
For J1, we have
J1 = Re
[
εˆyz(u, v, Xs)εˆyz(u, v, Xr)∗
]
= Re
eiuYs+ivZs − n∑
l=1
eiuYl+ivZl Hˆls
 eiuYr+ivZr − n∑
m=1
eiuYm+ivZm Hˆmr
∗
= Re
eiu(Ys−Yr)+iv(Zs−Zr) + ∑
l,m
eiu(Yl−Ym)+iv(Zl−Zm)HˆlsHˆmr
−
n∑
m=1
eiu(Ys−Ym)+iv(Zs−Zm)Hˆmr −
n∑
l=1
eiu(Yl−Yr)+iv(Zl−Zr)Hˆls

= [cos u(Ys − Yr)] [cos v(Zs − Zr)] +
∑
l,m
[cos u(Yl − Ym)] [cos v(Zl − Zm)] HˆlsHˆmr
−
n∑
m=1
[cos u(Ys − Ym)] [cos v(Zs − Zm)] Hˆms −
n∑
l=1
[cos u(Yl − Yr)] [cos v(Zl − Zr)] Hˆls
Applying the special weighting function that dW(u, v) = 1
cp |u|p+1p
1
cq |v|q+1q
dudv, where
cp = pi
(1+p)/2
Γ((1+p)/2) and cq =
pi(1+q)/2
Γ((1+q)/2) and by Lemma (Sze´kely et al. 2007), we show"
J1dW(u, v) = PsrQsr − Psr − Qsr
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+
∑
l,m
PlmQlmHˆlsHˆmr −
∑
l,m
PlmHˆlsHˆmr −
∑
l,m
QlmHˆlsHˆmr
+
∑
l
PrlHˆls +
∑
l
QrlHˆls −
∑
l
PrlQrlHˆls
+
∑
m
PsmHˆmr +
∑
m
QsmHˆmr −
∑
m
PsmQsmHˆmr.
By the similar steps, we can show"
J2dW(u, v) = −Psr
∑
l
QrlHˆls + Psr +
∑
l
QrlHˆls
−
∑
l,m,w
PlwQmwHˆlsHˆmsHˆwr +
∑
l,m
PlmHˆlsHˆmr +
∑
l,m
QlmHˆlsHˆmr
−
∑
l
PrlHˆls −
∑
l
QrlHˆls +
∑
l,m
PrlQrmHˆlsHˆms
−
∑
m
PsmHˆmr −
∑
l,m
QlmHˆlsHˆmr +
∑
l,m
PsmQlmHˆlsHˆmr,
"
J3dW(u, v) = −
∑
l
PrlQrsHˆls + Qsr +
∑
l
PrlHˆls
−
∑
l,m,w
PlwQmwHˆlsHˆmsHˆwr +
∑
l,m
PlmHˆlsHˆmr +
∑
l,m
QlmHˆlsHˆmr
−
∑
l
PrlHˆls −
∑
l
QrlHˆls +
∑
l,m
PrlQrmHˆlsHˆms
−
∑
l,m
PlmHˆlsHˆmr −
∑
l
QslHˆlr +
∑
l,m
PlmQsmHˆlsHˆmr,
"
J4dW(u, v) = −Psr
∑
l
QslHˆlr + Psr +
∑
l
QslHˆlr
−
∑
l,m,w
PlmQlwHˆlsHˆmrHˆwr +
∑
l,m
PlmHˆlsHˆmr +
∑
l,m
QlmHˆlsHˆmr
−
∑
l
PrlHˆls −
∑
l,m
QlmHˆlsHˆmr +
∑
l,m
PrlQlmHˆlsHˆmr
−
∑
l
PslHˆlr −
∑
l
QslHˆlr +
∑
l,m
PslQsmHˆlrHˆmr,
"
J5dW(u, v) = Psr
∑
l,m
QlmHˆlsHˆmr − Psr −
∑
l,m
QlmHˆlsHˆmr
+
∑
l,m,w, j
PlwQmjHˆlsHˆmsHˆwrHˆ jr −
∑
l,m
PlmHˆlsHˆmr −
∑
l,m
QlmHˆlsHˆmr
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+
∑
l
PrlHˆls +
∑
l,m
QlmHˆlsHˆmr −
∑
l,m,w
PrlQmwHˆlsHˆmsHˆmr
+
∑
l
PslHˆlr +
∑
l,m
QlmHˆlsHˆmr −
∑
l,m,w
PslQwmHˆlrHˆwwHˆmr,
"
J6dW(u, v) = −
∑
l
PrlHˆls −
∑
l
QslHˆlr +
∑
l,m
PrlQsmHˆlsHˆmr
+
∑
l
PrlHˆls +
∑
l,m
QlmHˆlsHˆmr −
∑
l,m,w
PrlQmwHˆlsHˆmsHˆwr
+
∑
l,m
PlmHˆlsHˆmr +
∑
l
QslHˆlr −
∑
l,m,w
PlmQswHˆlsHˆmrHˆwr
−
∑
l,m
PlmHˆlsHˆmr −
∑
l,m
QlmHˆlsHˆmr +
∑
l,m,w, j
PlwQmjHˆlsHˆmsHˆwrHˆ jr,
"
J7dW(u, v) =
∑
l
PslHˆlr + Qsr −
∑
l
PslQsrHˆlr
−
∑
l,m
PlmHˆlsHˆmr −
∑
l
QrlHˆls +
∑
l,m
PlmQrlHˆlsHˆmr
−
∑
l
PslHˆlr −
∑
l
QslHˆlr +
∑
l,m
PslQsmHˆlrHˆmr
+
∑
l,m
PlmHˆlsHˆmr +
∑
l,m
QlmHˆlsHˆmr −
∑
l,m,w
PlmQlwHˆlsHˆmrHˆwr,
"
J8dW(u, v) = −
∑
l
PslHˆlr −
∑
l
QlrHˆls +
∑
l,m
PsmQlrHˆlsHˆmr
+
∑
l,m
PlmHˆlsHˆmr +
∑
l
QlrHˆls −
∑
l,m,w
PlwQmrHˆlsHˆmsHˆwr
+
∑
l
PslHˆlr +
∑
l,m
QlmHˆlsHˆmr −
∑
l,m,w
PsmQlwHˆlsHˆmrHˆwr
−
∑
l,m
PlmHˆlsHˆmr −
∑
l,m
QlmHˆlsHˆmr +
∑
l,m,w, j
PlwQmjHˆlsHˆmsHˆwr, Hˆ jr,
and"
J9dW(u, v) = −
∑
l,m
PlmHˆlrHˆmr − Qsr + Qsr
∑
l,m
PlmHˆlsHˆmr
+
∑
l,m
PlmHˆlsHˆmr +
∑
l
QlrHˆls −
∑
l,m,w
PlwQmrHˆlsHˆmsHˆwr
+
∑
l,m
PlmHˆlsHˆmr +
∑
l
QslHˆlr −
∑
l,m,w
PlmQswHˆlsHˆmrHˆwr
220
−
∑
l,m
PlmHˆlsHˆmr −
∑
l,m
QlmHˆlsHˆmr +
∑
l,m,w, j
PlwQmjHˆlsHˆmsHˆwrHˆ jr.
Combining the
!
J1dW(u, v),
!
J2dW(u, v), ..., and
!
J9dW(u, v) we have proved
VˆFn = Vˆ
W
n ≡ 2hk/2
∑
1≤s<t≤n
 n∑
t=1
a(Xt)HˆstHˆrtγ3(Xs, Xr)
2
At last, for the integration in finite sample mean, we just need to let s = r in
J1, ...., J9 and the result follows immediately. Therefore, we have proved Theo-
rem 4.4.2. 
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