Aspects of quantum fields and strings on AdS black holes by Hemming, Samuli
HELSINKI INSTITUTE OF PHYSICS INTERNAL REPORT SERIES
HIP-2004-02
Aspects of Quantum Fields and Strings
on AdS Black Holes
Samuli Hemming
Helsinki Institute of Physics
University of Helsinki
Helsinki, Finland
ACADEMIC DISSERTATION
To be presented, with the permission of the Faculty of Science
of the University of Helsinki, for public criticism
in the Small Auditorium (E204) at Physicum, Gustaf Ha¨llstro¨min katu 2,
on May 10th, 2004, at 12 o’clock.
Helsinki 2004
ISSN 1455-0563
ISBN 952-10-1681-7 (print)
ISBN 952-10-1682-5 (PDF)
http://ethesis.helsinki.fi
Helsinki 2004
Yliopistopaino
S. Hemming: Aspects of Quantum Fields and Strings on AdS Black Holes, University of Helsinki, 2004,
68 pages + appendices, Helsinki Institute of Physics internal report, HIP-2004-02, ISSN 1455-0563, ISBN
952-10-1681-7 (printed version), ISBN 952-10-1682-5 (PDF version)
Classification (INSPEC): A0470, A1117, A0365F, A1140
Keywords: black holes, string theory, conformal field theory
Abstract
The AdS/CFT correspondence is currently one of the most actively studied topics in the-
oretical high energy physics. The correspondence is a conjecture about the equivalence of
string theory on an asymptotically anti-de Sitter (AdS) spacetime and a lower-dimensional
conformal field theory (CFT) on the boundary of AdS. This kind of equivalence could help
us to deepen our understanding of many aspects of the two strikingly different theories.
In particular, the correspondence could shed light on the quantum physics of black holes.
This thesis focuses on two themes concerning the AdS black holes. In the first part,
we address semiclassical features of black holes in the AdS spacetimes. We consider
different approaches to Hawking radiation, and aspects of black hole thermodynamics.
In the latter part of the thesis we study the spectrum of bosonic string theory on the
(2 + 1)-dimensional AdS black hole (the BTZ black hole). Strings on the BTZ black
hole are described by a Wess–Zumino–Witten model on a quotient of the SL(2,R) group
manifold. The corresponding SL(2,R) Lie algebra is given in the so-called hyperbolic
basis. The SL(2,R) WZW model has a symmetry known as the spectral flow which
relates string states with different winding numbers. Maldacena and Ooguri have shown
recently how the spectral flow solves the problem with the unphysical states that appear
in the spectrum of the SL(2,R) WZW model. We show how to implement the spectral
flow in the hyperbolic basis. Finally, we discuss the spectral flow in the context of a free
field realization of the SL(2,R) current algebra.
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Chapter 1
Introduction
1.1 Background
1.1.1 Strings and branes
In string theory, the fundamental object is a one-dimensional string. Unlike a point
particle whose degrees of freedom are given by its momentum and location, the string has
also degrees of freedom associated with its vibration. The elementary particles correspond
to different excitation modes of the string. The reason we do not detect the string itself is
that the size of the string is several orders of magnitude smaller than the distance scale we
can observe presently. Therefore, the string appears as a pointlike object at the scale we
can observe. The higher the excitation of the string is, the more massive the associated
particle appears to be.
It was realized in the 1990s that string theory contains other types of dynamical objects
beside the strings. An important class of them goes by the name of Dirichlet branes, or
D-branes [1]. A D-brane may be visualized as a surface where the endpoints of an open
string lie. D-branes have an interesting link with field theory: they can contain gauge
fields living on their surfaces.
The physical consistency of string theory requires that the dimension of the spacetime
is equal to ten.1 Since the experimental data favors a universe that contains only three
spatial and one temporal dimensions, one of the phenomenological tasks in string theory
is to explain what happens to the extra dimensions we do not observe. One of the
possible explanations is that the extra dimensions are compact and too small to be directly
observed. Another proposition (known as the brane-world scenario) was made in the mid
1990s: the observable universe is a four-dimensional surface (a stack of branes) in ten-
1It is argued that all the known superstring theories are different limits of an underlying theory
currently known as M-theory [2]. This theory has an 11-dimensional supergravity limit.
1
dimensional spacetime. The matter and gauge fields are confined to the branes, and only
the gravitational field propagates in full ten dimensions.
1.1.2 Black holes
Black holes are regions of space from which nothing can escape. They are characterized
by a horizon that divides the spacetime into the interior and the exterior of the black
hole. The interior of a horizon is inaccessible to all outside observers.
At the classical level, some aspects of black hole physics can be formulated in a way
that mimics the four laws of thermodynamics [3]. The thermodynamical analogy suggests
that the entropy of a black hole is proportional to its area. The origin of the black hole
entropy is somewhat mysterious, but it could be possible to give a statistical-mechanical
explanation of the black hole entropy if one was able to identify the underlying microstates.
Since string theory is supposed to give a consistent description of gravity at the quan-
tum level, it is worth considering what string theory has to say about black holes. It is
speculated that the high-mass states in the string spectrum are populated by black holes
[4]. Roughly speaking, the idea is the following: when the excitation level of the string
corresponds to a mass that is so large that it generates a Schwarzschild radius that ex-
ceeds the string length, a black hole forms. In string theory black holes arise also as bound
states of D-branes. In such cases it has been possible to give a microscopic description of
black hole entropy for certain classes of supersymmetric extremal black holes [5].
1.1.3 The AdS/CFT correspondence
If we examine the spacetime geometry outside a stack of N D-branes, it turns out that it
possesses a horizon similar to that of an extremal charged black hole. For certain D-brane
systems (e.g., D3-branes or D1–D5-branes in type IIB string theory), near the horizon
and in the large N limit, the background geometry can be approximated by the geometry
of an anti-de Sitter (AdS) spacetime. AdS is a spacetime of constant negative curvature.
On the other hand, we have a U(N) gauge theory with superconformal symmetry living
on the stack of D-branes. The famous conjecture by Maldacena [6] claims that these
theories are identical: superstring theory on AdS5 × S5 corresponds to the large N limit
of supersymmetric U(N) gauge theory. A more precise version of the conjecture was made
in [7].
The AdS/CFT correspondence is a statement about the equivalence (or duality) of
string theory on AdS spacetime and conformal field theory (CFT) living on the boundary
of AdS. This is a rather unexpected relation between string theory and field theory. The
correspondence does not say that field theory is a low-energy limit of string theory; they
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are more like the two sides of the same coin. According to the correspondence, it is possible
to gain information about the non-perturbative regime of field theory from perturbative
string theory, or even supergravity, on AdS.
The AdS/CFT correspondence is closely tied to the holographic principle [8]. The
holographic principle is a proposition in quantum gravity. The idea is that all of the
information contained in a region of space is encoded in a theory that lives on the boundary
of that region. Since the AdS/CFT correspondence states that all the physics of the bulk
spacetime is completely described by the boundary CFT, it provides a concrete realization
of the holographic principle. An interesting point is that the holographic description could
shed light on the physics of black holes. The strongest version of the correspondence
asserts that the Hilbert spaces of string theory on a spacetime that is asymptotically
AdSd+1 × M9−d, where M9−d is a compact manifold in 9 − d dimensions, and the d-
dimensional CFT on the boundary of AdSd+1 are isomorphic. Since the spectrum of the
string theory contains also states that correspond to black holes in the bulk, it should be
possible to obtain information about them from the boundary theory.
The tests of the AdS/CFT correspondence have been very successful at the supergrav-
ity level. For a deeper understanding of the correspondence, one needs to go beyond the
supergravity approximation and incorporate stringy effects in the picture. But what is
the Hilbert space of strings on AdS? This is a question yet devoid of a complete answer.
The present knowledge of string theory is not sufficient to provide a quantization
scheme in arbitrary curved backgrounds. In a restricted set of backgrounds, however, it
is possible to quantize string theory using specific models. One of these is the Wess–
Zumino–Witten model that describes strings on group manifolds. It happens that the
three-dimensional AdS spacetime is the group manifold of SL(2,R), the group of real
2 × 2-matrices that have determinant equal to unity. Albeit some technical difficulties,
string theory on AdS3 was shown to be a consistent quantum theory [9].
There is a black hole solution known as the Ban˜ados–Teitelboim–Zanelli (BTZ) black
hole [10] that is closely related to the AdS3 spacetime. It can be obtained by quotienting
the SL(2,R) group manifold. The BTZ manifold turns out to be the near horizon geom-
etry of a large class of black holes. It is natural to ask if we can extend the results of [9]
to the BTZ geometry and produce the string spectrum on the BTZ black hole. This is
the main topic we are pursuing in this thesis.
1.2 Organization of the thesis
This thesis is divided into two parts. Chapter 2 of the thesis is devoted to topics which
are addressed in papers I and III. We start by reviewing black holes in AdS spacetime
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and especially the BTZ black hole. Then we proceed to study Hawking radiation, black
hole thermodynamics and other semiclassical aspects of AdS black holes.
In chapter 3 we enter the regime of string theory and provide background for papers
II, III and IV. The aim is to develop a quantization scheme for strings on the BTZ black
hole geometry. This is accomplished by examining the SL(2,R) WZW model and the
associated affine Lie algebra. We consider also the application of the free field realizations
of the SL(2,R) affine Lie algebra. The discussion in chapter 3 is based on the bosonic
sector of string theory since the essential features in the quantization process show up in
it.
In writing this thesis, the aim has been to make the text accessible to all readers with
a basic knowledge of general relativity, quantum field theory and string theory. In chapter
3, we review some of the more technical issues encountered in the context of conformal
field theories with affine symmetries.
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Chapter 2
Quantum Fields on AdS Black Holes
2.1 Aspects of AdS
We start by reviewing the basic properties of anti-de Sitter spacetimes. For an exhaustive
treatment of AdS spacetimes, the reader is referred to [11, 12].
AdSd+1 can be embedded as a hyperboloid in the (d+ 2)-dimensional flat space R2,d:
X20 −
d∑
i=1
X2i +X
2
d+1 = L
2 (2.1)
By construction, the isometry group of AdSd+1 is SO(2, d). The topology of the AdSd+1
manifold is S1 × Rd, where the compact dimension corresponds to a timelike circle.
We can parametrize the solution to equation (2.1) by
X0 = L cosh ρ cos τ
Xi = L sinh ρΩi ,
d∑
i=1
Ω2i = 1 (2.2)
Xd+1 = L cosh ρ sin τ
The coordinates Ωi are the angular coordinates on the sphere S
d−1. The metric on R2,d is
ds2 = −dX20 +
d∑
i=1
dX2i − dX2d+1 (2.3)
Hence, the parametrization (2.2) produces the following induced metric on AdSd+1:
ds2 = L2
(− cosh2 ρ dτ 2 + dρ2 + sinh2 ρ dΩ2d−1) (2.4)
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τρρ
Figure 2.1: The AdS manifold as a hyperboloid in flat spacetime. The universal covering space
is obtained by unwrapping the compact timelike direction.
These are known as the global coordinates of AdS. The line element (2.4) is a solution to
Einstein’s equations in empty space,
Rµν − 1
2
Rgµν + Λgµν = 0 (2.5)
with negative cosmological constant Λ = −d(d− 1)/2L2. It is customary to set the AdS
radius L equal to one. This can be done formally by scaling the metric as ds2 → L2 ds2.
The ranges of the coordinates are ρ ≥ 0 and 0 ≤ τ < 2pi. However, due to the
compact timelike dimension there can exist closed timelike curves in the AdS spacetime.
To preserve causality, we unwrap the time coordinate τ and let it take values on the
whole real line, −∞ < τ < ∞. Since the time coordinate is no longer periodic, the
closed timelike curves are removed from the spacetime. The manifold we obtain after the
unwrapping is known as the universal covering space of AdS. From now on, when we refer
to AdS, we actually mean its universal covering space.
Alternatively, the global coordinates (2.4) can be expressed in a form that is reminis-
cent of the Schwarzschild coordinates. This is done by making the coordinate transfor-
mations r = L sinh ρ and t = Lτ :
ds2 = −
(
1 +
r2
L2
)
dt2 +
L2 dr2
L2 + r2
+ r2 dΩ2d−1 (2.6)
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The form (2.6) is useful when writing down the metric of a black hole in AdS. When the
AdS radius L is very large, L À r, the metric reduces to the Minkowski metric in the
spherical polar coordinates:
ds2 = −dt2 + dr2 + r2 dΩ2d−1 (2.7)
On the other hand, when L is small compared to r, we obtain the line element
ds2 = − r
2
L2
dt2 +
L2
r2
dr2 + r2 dΩ2d−1 (2.8)
This suggests that the asymptotical region of the AdS spacetime differs from that of the
Minkowski spacetime.
To study the causal structure of AdS, we introduce yet another coordinate system by
compactifying the radial coordinate, r = L tanσ. Then the metric (2.6) can be brought
to the following form:
ds2 =
L2
cos2 σ
(−dτ 2 + dσ2 + sin2 σ dΩ2d−1) (2.9)
We can perform a conformal transformation of the metric and scale the factor L2(cos2 σ)−1
away without altering the causal properties of the spacetime. The metric we are left with is
similar to that of the Einstein static universe. However, the range of the radial coordinate
of AdS is 0 ≤ σ ≤ pi/2 instead of 0 ≤ σ ≤ pi, which is the correct range for the Einstein
static universe.1 Thus the conformal map of AdS covers one half of the Einstein static
universe.
The Penrose diagram of a spacetime can be found by mapping the spacetime on
the Einstein static universe [13]. With the radial coordinate analytically continued to
−pi ≤ σ ≤ pi, the Einstein static universe can be represented as a cylinder in R1,d+1
(figure 2.2). With this prescription, we find that AdS has timelike boundary at σ = pi/2.
This is in contrast to Minkowski spacetime which has a null boundary at infinity. The
appearance of the timelike boundary is connected with the asymptotical non-flatness
of the AdS spacetime. Another example of an asymptotically non-flat spacetime is de
Sitter spacetime (a vacuum solution to Einstein’s equations with a positive cosmological
constant) which has a spacelike boundary at infinity.
From the line element (2.9), we find that the topology of the boundary of AdSd+1 is
R1×Sd−1, which is also the topology of the conformally compactified Minkowski spacetime
in d dimensions. This fact is of focal importance in the correspondence between AdSd+1
and CFTd.
1For AdS2, the range is −pi/2 ≤ σ ≤ pi/2, since σ is not a radial coordinate of a spherical coordinate
system.
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tσ = pi/2σ = pi/2 σ = 0
σ = 0
Figure 2.2: On the left, the Einstein static universe is represented as an infinite cylinder. The
shadowed region corresponds to the region covered by the AdS coordinate patch (2.9). The
Penrose diagram of AdS is illustrated on the right. The dashed (continuous) lines depict the
timelike (lightlike) geodesics. The boundary at σ = pi/2 is timelike.
2.2 Black holes in AdS
What happens when a singularity is placed in the center of the AdS spacetime? This setup
is of specific interest in the context of the AdS/CFT correspondence, since the boundary
CFT should describe the physics of the black hole in the bulk spacetime. We focus first
on black holes in AdSd+1 when d > 2, and discuss the special case d = 2 in section 2.2.2.
The line element of a static spherically symmetric black hole in AdSd+1 has a form
that resembles the Schwarzschild metric,
ds2 = −F (r) dt2 + dr
2
F (r)
+ r2 dΩ2d−1 (2.10)
where the radial function F (r) is
F (r) = 1− µ
rd−2
+ r2 (2.11)
This is often called the AdS–Schwarzschild metric. We have scaled the coordinates so
that the AdS radius L is equal to 1. The parameter µ is related to the mass of the black
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hole M as follows:
M =
(d− 1)Ωd−1
16piGd+1
µ (2.12)
Here Gd+1 is Newton’s constant in d + 1 dimensions and Ωd−1 = 2pid/2/Γ(d/2) is the
surface area of a unit (d− 1)-sphere. We will justify this relation in section 2.3.4.
The horizon radius rH of the black hole is given by the solution of the equation
F (rH) = 0. Since F (rH) = 0 is a polynomial equation of degree d, we cannot find a
solution for generic d. However, the equation F (r) = 0 has exactly one solution on the
positive real axis, when d > 2. This can be deduced as follows: since F (r) is continuous
and monotonously increasing when r > 0, and limr→0 F (r) = −∞ and limr→∞ F (r) =∞,
there exists exactly one point on the positive real axis where F (r) = 0. This is the horizon
radius rH .
2.2.1 Kruskal coordinates
Although the line element (2.10) exhibits singular behaviour at the horizon radius, the
geometry of the spacetime has no curvature singularity at r = rH which can be seen
from the curvature tensor. After all, the true singularity should only exist at r = 0. The
singular behaviour of the metric at r = rH is just an artefact of the coordinate system
(2.10). There is an appropriate coordinate system known as the Kruskal coordinates,
where the components of the metric tensor are finite at the horizon radius.
We remark that the construction of the Kruskal coordinates given in this section
is valid for all spherically symmetric black holes that carry neither charge nor angular
momentum. Mathematically, this translates into the following condition: on the positive
real axis, the function F (r) has only one zero point, which is located at r = rH . We also
expect that the first derivative of F (r) at r = rH is non-vanishing.
In the construction of the Kruskal coordinate system, we utilize the so-called tortoise
coordinate r∗, which is defined by
r∗ =
∫
dr
F (r)
. (2.13)
It is also convenient to introduce the null coordinates
u = t− r∗ , v = t+ r∗ (2.14)
where r∗ is the tortoise coordinate. Using these coordinates, the line element (2.10) can
be expressed as
ds2 = −F (r) du dv + r2dΩ2d−1 (2.15)
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The metric still contains the factor F (r) which vanishes at r = rH . We would like to
perform a coordinate transformation that would render the final metric non-singular at
the horizon. To proceed, let us examine the expansion of r∗ near the troublesome point
r = rH , when r > rH :
r∗ =
∫
dr
F ′(rH)(r − rH)(1 +O(r − rH))
=
1
F ′(rH)
(ln(r − rH) +O(r − rH)) (2.16)
We see that the term ln(r − rH) is responsible for the singular behaviour of r∗ at the
horizon radius. We can exploit this fact to cancel the singularity of the factor F (r). This
is done by making the coordinate transformation
U = − exp (−F ′(rH)u/2) , V = exp (F ′(rH) v/2) . (2.17)
The metric acquires the following form:
ds2 = −4F (r)e
−F ′(rH)r∗
(F ′(rH))2
dUdV + r2dΩ2d−1 (2.18)
This is the Kruskal form of the metric of a spherically symmetric black hole. It should
be noted that r and r∗ are not independent coordinates but functions of U and V . We
can explicitly spell out the cancellation of the singularity by expanding the prefactor of
dUdV near the horizon radius r = rH ,
F (r) exp(−F ′(rH)r∗) = F ′(rH) (1 +O(r − rH)) , (2.19)
which is finite and nonzero when r → rH .
The singularity corresponds to the line r = 0. The solution in the Kruskal coordinates
is obtained from the relation UV = −eF ′(rH)r∗ . We see that the equation r(U, V ) = 0
has two solutions because of the symmetry (U, V ) → (−U,−V ). Hence the Kruskal line
element (2.18) describes a manifold that has two regions containing a singularity and
two exterior regions. We can transform the metric back into “light-cone” form (2.15) by
introducing a suitable coordinate patch. The coordinate patch (2.17) applies only to the
region outside the horizon (region I in figure 2.3). The other regions are obtained by
applying the following coordinate patches:
Region II : U = exp (−F ′(rH) u/2) , V = − exp (F ′(rH) v/2)
Region III : U = exp (−F ′(rH) u/2) , V = exp (F ′(rH) v/2)
Region IV : U = − exp (−F ′(rH) u/2) , V = − exp (F ′(rH) v/2)
(2.20)
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U>0, V>0
U<0, V<0
U<0,
V>0
U>0,
V<0
U=
0 V=0
III
III
IV
Figure 2.3: The Penrose diagram of the AdS black hole. Dashed lines represent the trajectories
generated by the Killing vector ∂t. Note that the direction of the trajectories is opposite in
regions I and II. The jagged lines depict the singularities r = 0 in regions III and IV.
So we find that the spacetime described by the line element (2.18) consists of four
regions.2 First we see that there are two exterior regions I and II that are causally
disconnected. The region III depicts the patch of the spacetime inside the event horizon.
In region III, all timelike or lightlike particles are doomed to fall into the singularity
at r = 0. In region IV, however, every timelike or lightlike particle escapes from the
singularity into the other regions. This singularity is called the white hole. It is an
artefact of the chosen geometry; the Penrose diagram 2.3 corresponds to a black hole that
is eternal in the sense that it has no beginning or an end. In a more realistic scenario, the
black hole would form from a cloud of collapsing matter, for example (see section 2.3.7).
The Kruskal extension is maximal in the sense that the geodesic lines in figure 2.3 cannot
be continued to other regions.
2Finding the correct Penrose diagram for the AdSd+1 black hole turns out to be a non-trivial task for
d > 2. Strictly speaking, the Penrose diagram may be conformally transformed arbitrarily close to the
square diagram of figure 2.3, but the line of the singularity is slightly curved [14].
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2.2.2 The BTZ black hole
The (2+1)-dimensional black hole in the AdS spacetime (often called the BTZ black hole,
named after its discoverers Ban˜ados, Teitelboim and Zanelli [10]) is of specific interest.
Being a non-trivial example of an exact string background3, it provides a testing ground
for the AdS/CFT conjecture. We will discuss the BTZ spacetime from the stringy point
of view in chapter 3.
We introduce twelve coordinate patches on AdS3 in order to obtain the BTZ black
hole. These patches divide the AdS3 manifold into three regions that describe the regions
outside the outer horizon, between the outer and the inner horizon, and inside the inner
horizon.
Region I : X0 = ±rˆ cosh θˆ X1 = ±
√
rˆ2 − 1 cosh tˆ
(rˆ2 > 1) X2 = rˆ sinh θˆ X3 =
√
rˆ2 − 1 sinh tˆ
Region II : X0 = ±rˆ cosh θˆ X1 =
√
1− rˆ2 sinh tˆ
(1 > rˆ2 > 0) X2 = rˆ sinh θˆ X3 = ±
√
1− rˆ2 cosh tˆ
Region III : X0 =
√−rˆ2 sinh θˆ X1 =
√
1− rˆ2 sinh tˆ
(0 > rˆ2) X2 = ±
√−rˆ2 cosh θˆ X3 = ±
√
1− rˆ2 cosh tˆ
(2.21)
In all of these parametrizations, the line element is the same:
ds2 = −(rˆ2 − 1) dtˆ2 + drˆ
2
rˆ2 − 1 + rˆ
2 dθˆ2 (2.22)
We can write the BTZ metric in another coordinate system, where the parameters of
the black hole are easily recognized. We perform the change of variables (r+ > r−)
rˆ2 =
r2 − r2−
r2+ − r2−
, tˆ = r+t− r−θ , θˆ = r+θ − r−t (2.23)
and obtain the following line element:
ds2 = − (r
2 − r2+)(r2 − r2−)
r2
dt2 +
r2 dr2
(r2 − r2+)(r2 − r2−)
+ r2
(
dθ − r+r−
r2
dt
)2
(2.24)
The BTZ black hole results after the periodic identification of the angular coordinate:
θ ∼ θ+2pi. The positive constants r± denote the radii of the outer and the inner horizon
of the black hole.
3Exact in the sense that the string beta functionals vanish to all orders in α′ on AdS3 × S3 ×M20 for
bosonic strings and on AdS3 × S3 ×M4 for superstrings, where Md is a d-dimensional flat manifold.
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Figure 2.4: Assembling the Penrose diagram of the rotating BTZ black hole from the coordinate
patches (2.21). The Penrose diagram on the right is a continuous strip comprising of infinitely
many copies of the regions I, II and III. The outer horizon radius r+ separates regions I and II
and the inner horizon radius r− separates regions II and III, respectively. The jagged line in
region III depicts the ”singularity” at r2 = 0.
The Hamiltonian analysis [10] of the metric (2.24) reveals that the parameters r± are
related to the massMBH and the angular momentum JBH of the 3-dimensional black hole
as follows:
MBH = r
2
+ + r
2
− , JBH = 2r+r− (2.25)
The inner horizon vanishes for a non-rotating black hole: r− = 0. Note also that the
empty AdS3 spacetime corresponds to the values MBH = −1, JBH = 0.
The allowed range of the time coordinate is −∞ < t < +∞. Unlike higher dimen-
sional black holes, the BTZ spacetime does not contain a singularity at the origin. The
coefficient of dt2 is (MBH − r2) which clearly does not vanish when r2 = 0. This makes
it possible to extend the spacetime to region r2 < 0. However, in this region the periodic
identification θ ∼ θ + 2pi becomes timelike implying that there are closed timelike curves
in the spacetime. Because of this, it is common to omit the region r2 < 0. If we assume
that there exists a mechanism that solves the difficulties with the closed timelike curves,
we can consider the extended BTZ geometry. This approach is taken in Paper III [15].
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2.3 Semiclassical considerations
Now we take a step towards the formulation of quantum theory in a curved spacetime. We
carry out the analysis at the semiclassical level — that is, we investigate quantum fields
on a curved background leaving the gravitation field unquantized. In general relativity,
the principle of general covariance dictates that physics does not depend on coordinate
systems. This gives rise to surprising phenomena in the context of quantum field theory.
There is an ambiguity in the definition a vacuum state: a vacuum state corresponding to
one set of modes may contain particles corresponding to another set of modes. One of the
most important consequences of this ambiguity was discovered by Hawking [16]: black
holes are in general accompanied with thermal radiation. In this section, we give a brief
review of the common methods used in the semiclassical treatment of quantum fields on
curved manifolds and discuss some of their applications.
2.3.1 Bogoliubov transformations
Let us start by examining a scalar field on a curved manifold.4 In d+ 1 dimensions, the
action for a scalar field with mass m can be written as:
S = −1
2
∫
dd+1x
√
−G(x) (Gµν∂µφ(x)∂νφ(x) + (m2 + ξR(x))(φ(x))2) (2.26)
The term ξR(x)(φ(x))2 represents the coupling of the scalar field to the background
curvature. The Ricci scalar is denoted by R(x) and ξ is a constant. The equation of
motion for the scalar field is
1√−G∂µ(
√−GGµν∂νφ)− (m2 + ξR)φ = 0 (2.27)
We define the scalar product on a curved manifold as follows:
〈φ1, φ2〉 = i
∫
Σ
dΣnµ
√
GΣ(x) (φ
∗
1(x)∂µφ2(x)− (∂µφ∗1(x))φ2(x)) (2.28)
Here Σ is some spacelike hypersurface and nµ is a future-directed unit vector orthogonal
to Σ. The value of the product is independent of the chosen Σ [13]. It is easily seen that
the scalar product (2.28) has the properties
〈A,B〉∗ = 〈B,A〉 , 〈A∗, B∗〉 = −〈B,A〉 = −〈A,B〉∗ , 〈A,A∗〉 = 0 (2.29)
4We follow the treatment of [17], but with different conventions. The signature of the metric is
(−,+, . . . ,+) and the scalar product is antilinear in the first and linear in the second argument.
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There exists a complete set of modes ui(x) that satisfy the equation of motion (2.27)
and are orthonormal in the scalar product (2.28):
〈ui, uj〉 = δij 〈u∗i , u∗j〉 = −δij 〈ui, u∗j〉 = 0 (2.30)
Thus, we can expand a generic scalar field φ(x) in terms of the modes ui(x) as follows:
φ(x) =
∑
i
(
aiui(x) + a
†
iu
∗
i (x)
)
(2.31)
The creation and annihilation operators a†i , aj obey the same commutation algebra as in
the flat spacetime: [
ai, a
†
j
]
= δij , [ai, aj] = 0 (2.32)
However, we encounter certain complications when we try to carry on the standard
quantization procedure in a curved spacetime. This is due to the fact that a generic curved
manifold lacks the symmetries of the Minkowski spacetime. The Poincare´ symmetry
of the Minkowski space allows one to find a natural set of positive frequency modes,
uω,k ∼ exp(−iωt + ik · x). Then the spacelike hypersurfaces Σ in the scalar product
(2.28) are identified with hypersurfaces of constant time, and the vector nµ is associated
with the Killing vector ∂t. Also, the Poincare´ transformations leave the vacuum invariant.
In most cases, there does not exist a privileged coordinate system on a curved manifold.
We can locally assign an inertial frame for an observer at some point in space, but the
physical quantities measured by the observer differ in general from the measurements of
another observer at some other point in space. This complicates the quantum theory as
well, since there does not exist a global definition of a vacuum state. The vacuum is
defined by the decomposition of the quantum field into positive and negative frequency
modes based on the separation of the wave equation (2.27). In the absence of a privileged
coordinate system, there is no natural decomposition of the field. Hence, in most cases
the construction of a vacuum state is ambiguous in the curved spacetime.
To investigate the issues that curved spacetimes present, we start by looking at the
transformation properties of the creation and annihilation operators. In general, we expect
that coordinate transformations can mix the creation and annihilation operators. Hence
we are led to consider the following transformation (the Bogoliubov transformation) of the
operators ai, a
†
j into a new set of operators aˆi, aˆ
†
j:
aˆj =
∑
i
(
αjiai + βjia
†
i
)
, aˆ†j =
∑
i
(
α∗jia
†
i + β
∗
jiai
)
(2.33)
We demand that the new operators aˆi satisfy the same algebra (2.32) as the old ones.
This imposes the following conditions on the matrices αij, βij:∑
k
(αik βjk − βik αjk) = 0 (2.34)
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∑
k
(
αik α
∗
jk − βik β∗jk
)
= δij (2.35)
In a transformed coordinate system, there exists a new set of modes uˆj(x) that is
complete and orthonormal in the scalar product (2.28). A generic scalar field can be
expanded in terms of these modes as
φ(x) =
∑
j
(
aˆjuˆj(x) + aˆ
†
juˆ
∗
j(x)
)
(2.36)
We also find a new vacuum state that is annihilated by the aˆi’s,
aˆj|0ˆ〉 = 0 , ∀j (2.37)
The Fock space of the transformed coordinate system is constructed by acting on the
vacuum state |0ˆ〉 with the creation operators aˆ†i .
We can solve the transformation matrices αij, βij by comparing the mode expansions
of the scalar field φ(x) in two different coordinate systems. By substituting the trans-
formation rule (2.33) of the operators aˆi, aˆ
†
j into the mode expansion in the transformed
coordinates (2.36) and comparing the result with the original mode expansion (2.31), we
find
ui =
∑
j
(
αjiuˆj + β
∗
jiuˆ
∗
j
)
, u∗i =
∑
j
(
α∗jiuˆ
∗
j + βjiuˆj
)
(2.38)
Thus, the matrices αij, βij are related to the inner products of the modes ui, uˆj:
αij = 〈uˆi, uj〉 , βij = 〈uˆi, u∗j〉 (2.39)
As an application of these formulae, we can examine the particle number of the vacuum
|0〉 when the quantum field is in a vacuum with respect to the uˆk modes. The particle
number operator of the mode uˆk is Nˆk = aˆ
†
kaˆk (no summation over k:s). The expectation
value of Nˆk with respect to the vacuum |0〉 is
〈0|Nˆ |0〉 = 〈0|
∑
ij
(
α∗kia
†
i + β
∗
kiai
)(
αkjaj + βkja
†
j
)
|0〉 =
∑
i
|βki|2 (2.40)
Obviously, this does not vanish if βki 6= 0. The result tells us that there are
∑
i |βki|2
particles of the uˆk mode in the vacuum of the ui modes.
2.3.2 Hawking radiation via the Unruh method
Now we are in a position to derive Hawking’s result: black holes emit thermal radiation.
We apply an elegant method developed by Unruh [18] (see also [19, 20]). We make
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two simplifying assumptions: we work in the geometric optics approximation (that is,
we neglect the angular part of the wave equation) and assume that the spacetime is
asymptotically flat. With the latter condition, we avoid some technical issues concerning
the boundary conditions of the quantum fields (see the comment at the end of this section).
Unruh’s derivation is based on the following observation: any positive frequency mode
e−iωt with respect to time t is analytic in the lower half complex t-plane, and vice versa,
an analytic function in the lower half plane contains only positive frequency components.
The strategy is to find first the positive frequency modes corresponding to the vacuum
of fiducial observers in regions I and II (the so-called Boulware vacuum) (see figure 2.3).
The Boulware modes satisfy the positive frequency condition with respect to time t.
Then, using linear combinations of the Boulware modes we construct the Hartle–Hawking
modes, that satisfy the positive frequency condition with respect to the U coordinate.
This fixes the unknown coefficients up to a normalization factor. From the Bogoliubov
transformations, we find the particle number distribution detected by a fiducial observer.
Let us consider the positive frequency modes corresponding to a fiducial observer in
regions I or II. The modes are exp(−iωu) for region I and exp(iωu) for region II (since
the direction of time is reversed). In terms of the Kruskal coordinates (2.17), these can
be expressed as
φ+, ω = exp(−iωu) = θ(−U)(−U)
2iω
F ′(rH ) Region I : U < 0
φ−, ω = exp(iωu) = θ(U)U
− 2iω
F ′(rH ) Region II : U > 0
(2.41)
To construct the Kruskal modes we have to find a set of modes that extend over the
whole V = 0 line. These can be constructed by taking linear combinations of the modes
φ±,ω:
φ1, ω = φ+, ω + C1,ω φ
∗
−, ω
= θ(−U)(−U) 2iωF ′(rH ) + C1,ω θ(U)U
2iω
F ′(rH ) (2.42)
φ2, ω = φ−, ω + C2,ω φ∗+, ω
= θ(U)U
− 2iω
F ′(rH ) + C2,ω θ(−U)(−U)−
2iω
F ′(rH ) (2.43)
The important thing is that now we demand that these modes are positive frequency
modes with respect to Hartle–Hawking vacuum. That is, for ω > 0 the function φ1,ω must
be analytic in the lower half complex U -plane. For that, the condition
lim
U→0+
φ1, ω = lim
U→0−
φ1, ω (2.44)
must hold. This is satisfied if the coefficient C1,ω is
C1,ω = exp
(
− 2piω
F ′(rH)
)
(2.45)
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A similar condition for φ2,ω fixes the coefficient C2,ω:
C2,ω = exp
(
− 2piω
F ′(rH)
)
(2.46)
Hence C1,ω = C2,ω ≡ Cω.
Now we can determine the unnormalized Bogoliubov coefficients using the techniques
of the previous subsection:
αω = 〈φ1, ω, φ+, ω〉 = 〈φ2, ω, φ−, ω〉 ∝ 1
βω = 〈φ1, ω, φ∗−, ω〉 = 〈φ2, ω, φ∗+, ω〉 ∝ Cω (2.47)
The ratio of the two coefficients is thus∣∣∣∣βωαω
∣∣∣∣2 = |Cω|2 = exp(− 4piωF ′(rH)
)
(2.48)
With the aid of the relation (2.35), we can solve |βω|2 and obtain the expectation value
of the particle number operator (2.40):
〈0|Nˆω|0〉 = |βω|2 = 1
exp( 4piω
F ′(rH)
)− 1 (2.49)
The result tells us that a fiducial observer far away from the black hole sees a thermal
distribution of particles. This is the celebrated Hawking effect: it means that at semi-
classical level, black holes are not completely “black” objects. The radiation they emit
corresponds to black body radiation with temperature TH =
1
4pi
F ′(rH).
Let us make a brief comment about the AdS black hole. The AdS spacetime has
an extra complication: the null waves are reflected at the boundary at infinity. This
was analyzed in Paper I; the resulting thermal spectrum consists of both infalling and
outgoing modes with temperature TH =
1
4pi
F ′(rH).
2.3.3 Black hole thermodynamics
The fact that black holes emit thermal radiation signals that one can consider black holes
as thermodynamical objects. The consistent thermodynamical treatment of black holes
requires that we have a well-defined description of the conjugate variable of temperature,
namely the entropy of the black hole. According to the second law of thermodynamics, the
entropy of a system is non-decreasing. The physics of black holes poses a challenge for the
validity of the second law, which can be illustrated with a simple gedanken experiment.
A thermal object carrying a certain amount of entropy is injected into a black hole. To
an outside observer, it seems that the entropy accessible to her observation has decreased.
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It would appear natural to assign the entropy of the object to the inner region of the
black hole, but this approach has some caveats. Indeed, after the absorption process, the
black hole soon becomes stationary, and all the information about the structure and the
entropy of the objects absorbed by the black hole are forever lost to outside observers.
A resolution to this problem can be found without violating the second law of thermo-
dynamics: we associate an entropy with the black hole itself. In the absorption process,
the entropy of the black hole increases at least by the amount of the entropy of the ab-
sorbed object. The absorbed object affects also the geometrical properties of the black
hole due to the increase in the mass of the black hole. This suggests that the entropy of
the black hole could be interpreted as a geometric quantity.
It turns out that the correct geometric quantity is the surface area of the black hole.
Using this knowledge, one can formulate the laws of black hole physics in such a way
that they mimic the four laws of thermodynamics. We define the entropy SBH and the
temperature TH of the black hole in terms of the surface area A and the surface gravity
κ:
SBH =
1
4
A , TH =
κ
2pi
(2.50)
The internal energy E is equal to the mass of the black hole M . The formulation of the
four laws of the black hole physics was originally given by Bardeen, Carter and Hawking
[3]. One can consider them as precise mathematical theorems; a modern review of their
derivation can be found in [21], for example.
Zeroth law: The surface gravity κ of a stationary black hole is constant on
the surface of the event horizon.
The surface gravity plays a similar role to temperature in thermodynamics, since a system
in thermal equilibrium has a constant temperature.
First law: In a physical process, the change of the mass of a black hole
is related to the change of the area dA, the angular momentum dJ and the
electric charge dQ by
dM =
κ
8pi
dA+ ΩH dJ + ΦH dQ (2.51)
where ΩH and ΦH are the angular velocity and the co-rotating electric poten-
tial on the horizon.
This definition of the first law of black hole physics follows very closely the first law of
thermodynamics, where the change in the internal energy of the system is given by the
changes of the extensive parameters.
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Second law: In any classical process, the surface area of a black hole does
not decrease,
∆A ≥ 0 . (2.52)
In order to the describe processes involving quantum effects, we need a generalized version
of the second law.5 We define the generalized entropy to be the sum of the area of the
black hole and the entropy of the matter and radiation outside the horizon: S = A/4+Sm.
Then the generalized second law is the analogue of the second law of thermodynamics:
∆S ≥ 0.
The generalized second law incorporates two apparently different quantities: the en-
tropy Sm, which measures the degree of disorder in matter, and the area of the black hole
A, which is of geometric origin. The similarity of these two quantities is not that unlike in
general relativity, however. The same kind of of interplay between matter and geometry
is encoded in Einstein’s equations. The second law also signals that there are irreversible
processes, which in turn implies that the direction of time can be fixed.
Third law: It is impossible to reduce the temperature of a black hole to zero
by a finite sequence of processes.
The validity of the third law is still under debate. The strong form of the third law of
thermodynamics states that the entropy of a system tends to zero when the temperature
approaches zero. However, there are extremal black hole solutions with finite area and
zero temperature, which is in contradiction with the analogous formulation of the third
law of black hole physics. Therefore, one usually refers to the weak version of the third
law of thermodynamics, which states that the temperature of a system can never reach
the absolute zero by a finite sequence of processes. The analogue for charged or rotating
black holes is that a regular black hole cannot be transformed into an extremal black hole.
2.3.4 Energy and entropy of AdS black holes
Following the thermodynamical analogue, we discuss now the energy and entropy of the
AdS–Schwarzschild black hole by constructing the canonical ensemble of the spacetime
through an effective action. This approach was presented in [23] for (3 + 1)-dimensional
AdS black holes, and later extended to d+ 1 dimensions [24].
The Einstein–Hilbert action in the Euclidean signature is
I = − 1
16piGd+1
∫
dd+1x
√−G (R− 2Λ) (2.53)
5The generalized version of the second law was first proposed by Bekenstein [22] before the black hole
radiation was found by Hawking [16].
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When we insert the solution of the equations of motion, R = −d(d+1)/L2, back in (2.53),
we obtain an effective action
I =
d
8piGd+1L2
∫
dd+1x
√−G = d
8piGd+1L2
VBH (2.54)
where VBH is the volume of the AdS black hole spacetime in (d+1)-dimensions. Obviously,
the volume is infinite. We can regularize this divergence by subtracting a suitably chosen
spacetime from (2.54). An ideal choice seems to be the empty AdS spacetime, since the
asymptotical behaviour the black hole spacetime corresponds to that of the empty AdS.
We regularize the volumes by introducing an upper cutoff r0 in the radial integrals. The
regularized volume of AdS is then
VAdS =
∫ β′
0
dt
∫ r0
0
dr rd−1Ωd−1 (2.55)
For the black hole spacetime, the regularized volume is similar, except that the radial
integral starts at the horizon radius:
VBH =
∫ β0
0
dt
∫ r0
rH
dr rd−1Ωd−1 (2.56)
Here β is the inverse temperature, β0 = T
−1
H , and Ωd−1 is the area of the unit (d − 1)-
sphere. In order to make the manifolds asymptotically identical, we need to adjust the
parameter β′ so that the geometries coincide on the hypersurfaces r = r0. In particular,
this means that the circumference of the Euclidean time direction is the same for both
manifolds:
β0
√
1− µ
rd−20
+
r20
L2
= β′
√
1 +
r20
L2
(2.57)
We define the regularized effective action as the difference of the volumes in the large
r0 limit:
∆I =
d
8piGd+1L2
lim
r0→∞
(VBH − VAdS) = β0Ωd−1
8piGd+1
(
µ
2
− r
d
H
L2
)
(2.58)
Recalling that the horizon radius obeys the equation 1 − µr2−dH + L−2r2H = 0 and the
inverse temperature is obtained from
β0 =
4pi
F ′(rH)
= 4pi
(
L2rd−1H
2rdH + (d− 2)µL2
)
(2.59)
we find that the difference of the actions in the large r0 limit can be expressed in terms
of the parameters rH and L:
∆I =
Ωd−1
4Gd+1
L2rd−1H − rd+1H
r2Hd+ (d− 2)L2
(2.60)
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The partition function is obtained from the effective action through the relation
Z = e−∆I . From this, we can find the energy and entropy associated with the AdS–
Schwarzschild spacetime. After a long but straightforward calculation, the energy turns
out to be
E = −∂ lnZ
∂β0
=
(d− 1)Ωd−1
16piGd+1
(
rdH
L2
+ rd−2H
)
=
(d− 1)Ωd−1
16piGd+1
µ ≡M (2.61)
which demonstrates the relation (2.12) between the parameter µ and the black hole mass
M . A similar calculation yields the entropy,
S = β0E + lnZ =
Ωd−1 rd−1H
4Gd+1
=
A
4Gd+1
(2.62)
where A is the horizon area of the black hole.
2.3.5 Thermodynamical stability of AdS black holes
The thermodynamical analogue of black hole physics can be used to gain further insight
on AdS black holes. An interesting question is the thermodynamical stability of the AdS
black holes; it turns out that black holes are stable if their horizon radius is above a
certain limit. The following analysis is based on an argumentation by Horowitz [25], who
adapted the earlier analysis of Schwarzschild black holes [26, 27] to AdS black holes.
We recall that the horizon radius of a non-rotating, non-charged black hole in AdSd+1
can be solved from the equation
F (rH) = 1− M`
d−1
P
rd−2H
+
r2H
L2
= 0 (2.63)
For a quantitative picture, we have included two length units in the equation, namely the
radius of the AdS spacetime L and the Planck length `P . From the above equation, we
obtain a formula for the mass of the black hole:
M =
rdH
L2 `d−1P
+
rd−2H
`d−1P
(2.64)
When considering the thermodynamical quantities of an AdS black hole, the size
matters. Let us check how the black hole characteristics are affected by the size of the
black hole. For large black holes (rH À L) the mass, temperature and specific heat
CV = dM/dTH are of the order
M ∼ r
d
H
L2 `d−1P
, TH ∼ rH
L2
, CV ∼ r
d−1
H
`d−1P
> 0 (2.65)
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The same quantities for small black holes (rH ¿ L) are
M ∼ r
d−2
H
`d−1P
, TH ∼ 1
rH
, CV ∼ −r
d−1
H
`d−1P
< 0 (2.66)
The most apparent difference between large and small black holes is that the specific heat
becomes negative for a small black hole. A small black hole becomes hotter when it loses
its mass, which makes it evaporate more rapidly. So it seems that the fate of small black
holes in AdSd+1 is to radiate all their mass away like the Schwarzschild black holes.
The real situation is not that simple, however, since the intrinsic curvature of the AdS
spacetime confines the radiation emitted by the black hole. We can think of the AdS black
hole as a black hole in a box whose volume is of the order Ld. The thermodynamical system
consists of the black hole and a cloud of thermal radiation. We can find the equilibrium
state of the system by maximizing the total entropy of the system for a given amount of
energy. The total energy of the system is Etot = EBH + Erad. With the `p dependence
restored, the relation between the entropy and the area of a black hole is expressed as
SBH ∼ (rH/`P )d−1. For small AdS black holes, this becomes SBH ∼ (`PM)
d−1
d−2 . The
energy and entropy of black body radiation are given by Erad ∼ LdT d+1rad and Srad ∼
(LTrad)
d. Since the black hole is small, we assume that the entropy of the radiation is
not affected by the presence of the black hole. Thus we can write the total entropy of the
system as a sum of the entropies of the black hole and the radiation:
Stot ∼ (`PM)
d−1
d−2 + (LTrad)
d (2.67)
When the total energy is fixed, the mass of the black hole and the temperature of the
radiation are related by dM/dTrad ∼ −LdT drad. Using this relation when extremizing the
total entropy with respect to Trad yields
Trad ∼
(
1
`d−1P M
) 1
d−2
∼ 1
rH
∼ TH (2.68)
i.e., the temperatures of the black hole and the radiation coincide, as expected. Calculat-
ing the second derivative, we find that the entropy has a maximum when M > Erad. We
can express this stability condition in terms of rH and L by introducing a scale factor a,
L = a`P (typically a is very large). Then the stability condition reads
rH
L
> a
1−d
2d−1 . (2.69)
When the horizon radius rH exceeds this limit, the small AdS black hole evaporates only
slightly before reaching an equilibrium with the radiation.
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As a simple check on the above argumentation, we must make sure that the lifetime
of the black hole is long enough so that the black hole has time to see the background
curvature before its evaporation. This is achieved if the lifetime ∆t is greater than L. For
small AdS black holes, the Stefan–Boltzmann radiation law implies
dM
dt
∼ AT d+1H ∼ rd−1H T d+1H ∼
1
r2H
(2.70)
The mass of a small black hole is of the order rd−2H /`
d−1
P , which leads to the lifetime
estimate ∆t ∼ rdH/`d−1P . For ∆t > L, the ratio of the horizon radius and the AdS radius
must satisfy
rH
L
> a
1−d
d (2.71)
Since a
1−d
d < a
1−d
2d−1 for aÀ 1, all black holes obeying (2.69) satisfy also this limit.
2.3.6 Hawking radiation as tunneling
So far, we have been discussing the emission of particles from black holes in a fixed back-
ground geometry. However, the mass of the black hole is supposed to decrease in such
a process. The decrease of mass alters the metric coefficients, thus affecting the char-
acteristics of the spacetime. The neglection of this back-reaction can lead to unphysical
phenomena. Actually, the problem is readily present in the Bose-Einstein distribution
(2.49) that describes the spectrum of the emitted particles. In (2.49), the energy of the
emitted quanta does not have an upper limit. It is thus possible that ω is greater than
the mass of the black hole! In a more realistic approach, we need to take into account the
change in the spacetime geometry in response to the emission of quanta.
In this section, we consider the black hole radiation as tunneling of particles across
the horizon. This approach has the advantage that the background geometry is allowed
to change. The calculation is based on a method developed by Kraus and Wilczek [28]
which utilizes a metric discovered independently by Painleve´ [29] and Gullstrand [30] over
80 years ago. (See also [31].) The radial geodesics of this metric remain finite when the
particles travel across the horizon, thus enabling us to evaluate the probability of the
tunneling process. We follow an elaborated version of the calculation presented by Parikh
and Wilczek [32]. The emergence of Hawking radiation is seen as a local phenomenon
in the sense that the only contribution to the relevant integral stems from the horizon
radius. This analysis is applicable to every spherically symmetric black hole with one
horizon radius.
We start from the line element of a spherically symmetric black hole
ds2 = −F (r) dt2 + F (r)−1 dr2 + r2dΩ2 (2.72)
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and look for a solution where the constant time slices of the metric describe the constant
time slices of the corresponding spacetime with no black hole. With this prescription we
avoid the coordinate singularities appearing in the radial lightlike geodesics. The resulting
metric is known as the Painleve´ (or Painleve´–Gullstrand) metric.
With the above condition, a constant time slice of the metric reduces to
ds2 = F0(r)
−1 dr2 + r2dΩ2 (2.73)
where the coefficient F0 does not contain any contribution from the black hole, F0(r) ≡
F (r,M = 0).
Next, we perform a coordinate transformation t = tˆ − f(r) where f is some function
of the radial coordinate r. The metric is now
ds2 = −F (r) dtˆ2 + 2F (r)f ′(r) dtˆdr + (F (r)−1 − F (r)(f ′(r))2) dr2 + r2dΩ2 (2.74)
For dtˆ = 0, this line element should be equal to (2.73). This leads to the following
condition for f ′(r):
f ′(r) =
1
F (r)
√
1− F (r)
F0(r)
(2.75)
Note that we do not have to solve the function f(r), because the metric depends only on
the derivative f ′(r). The solution for the Painleve´ metric is then
ds2 = −F (r) dtˆ2 + 2
√
1− F (r)
F0(r)
dtˆdr +
dr2
F0(r)
+ r2dΩ2 (2.76)
In the tunneling process, we need to know the particle trajectories. We consider only
radial motion, since the s-wave modes dominate the emission process. Solving the geodesic
equation for massless particles (ds2 = 0) leads to
r˙ = ±F0(r)− F0(r)
√
1− F (r)
F0(r)
(2.77)
The outgoing modes correspond to (+)-sign and the ingoing modes to (−)-sign, respec-
tively.
Now we resort to the WKB approximation, where the tunneling probability is given
by
Γ = e−2 ImS (2.78)
where S is the classical action. The classical action is [28]
S =
∫
pr dr −
∫
dtH (2.79)
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The Hamiltonian is nothing but the mass of the black hole, dH = dM . For a radial
geodesic, we can express the momentum conjugate to the radial coordinate using the
Hamilton’s equation r˙ = ∂H/∂pr:
pr(r,H) =
∫
dM
r˙
(2.80)
We are looking for the imaginary contribution to the classical action (2.79) result-
ing from the emission of a massless particle of energy ω. In the emission process, the
Hamiltonian part of the action is real, and we are left with
Im S = Im
∫ rH+²
rH−²
dr
∫
dM ′
r˙
= Im
∫ M−ω
M
dM ′
∫ rH+²
rH−²
dr
1 +
√
1− F (r)
F0(r)
F (r)
(2.81)
The only imaginary contribution comes from the pole at r = rH . With the aid of residue
calculus, we find
Im S = −Im
∫ M−ω
M
dM ′
2pii
F ′(rH)
=
1
2
∫ M
M−ω
dM ′
TH
=
1
2
(SBH(M)− SBH(M − ω)) (2.82)
where we have used the thermodynamical relation dM = TH dSBH in the last step.
The tunneling probability is thus related to the difference in the entropy of the black
hole before and after the emission, ∆SBH = SBH(M)− SBH(M − ω):
Γ = exp(−∆SBH) (2.83)
For small ω, the tunneling probability is approximately given by
Γ ∼ exp(− ω
TH
) (2.84)
In the emission process, the decrease in the mass of the black hole alters the spacetime
geometry. This back-reaction of the metric contributes to the terms of the order ( ω
TH
)2.
When ω ∼M , the tunneling probability is of the order
Γ ∼ exp(−SBH(M)) (2.85)
The probability for a black hole to emit all its energy decreases exponentially when the
size of the black hole becomes larger.
2.3.7 Collapse geometry
The black holes we have encountered in the preceding sections have been of the AdS-
Schwarzschild type having no beginning or an end. In a more realistic setup, the formation
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of a black hole would result from a collapse of a cloud of matter. Hence we consider a
scenario where a spherical shell of dust collapses into a black hole in the AdS spacetime.
The calculation closely mimics particle production between two mirrors in 1+1 dimensions
[34].
We employ the geometric optics approximation by truncating the AdS black hole
metric (2.10) to two dimensions:
ds2 = −F±(r) dt2± + F−1± (r) dr2 (2.86)
The spacetime is divided into two patches, the region outside the shell and the region
inside the shell. The metric in the inner region describes the empty AdS spacetime:
F−(r) = 1 + r2. For the outer region, the factor F+ obtains the form (2.11) of the AdS
black hole metric (2.10).
We define null coordinates analogous to those in the Kruskal construction (2.14),
u± = t± − r∗,± , v± = t± + r∗,± (2.87)
where the tortoise coordinate is the same as in (2.13): r∗,± =
∫
drF−1± (r). The origin of
the spatial part of AdS is located at r = 0. In the (u−, v−)-coordinates, this corresponds
to the line u− − v− = 0.
We examine what happens when a fiducial observer at the boundary of AdS emits
a null ray which gets reflected at the origin. A comparison of the global modes and
the modes of the reflected wave reveals that the vacuum state of the observer contains
a thermal flux of outgoing particles. We assume that in the distant past the dust is so
distended that the metric can be approximated by the global AdS metric. Then the initial
vacuum corresponds to the global AdS coordinates. The mode solutions in the AdSd+1
spacetime can be found in [33]. For simplicity, we examine the s-waves only. In the high
frequency limit, the s-wave modes in the asymptotic region are of the following form:
φ+,n ∼ r−(d−1)/2
(
e−iωnv+−ipid/2 − e−iωnu+) (2.88)
Because the modes have two boundary conditions (they are reflected at the origin and
at the boundary), the frequency spectrum becomes discrete. For s-waves, ωn = d + 2n,
where n is a non-negative integer.
We need to solve the relation between the inner and outer null coordinates. We
introduce the functions α, β as follows:
u− = α(u+) , v+ = β(v−) (2.89)
The origin u− = v− in the exterior coordinates corresponds to v+ = β(α(u+)). The waves
are reflected at the origin, which requires φˆ+,n|r=0 = 0. In the asymptotic region, the
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mode solutions obeying the reflection condition are of the form
φˆ+, n ∼ r−(d−1)/2
(
e−iωnv+ − e−iωnβ(α(u+))) (2.90)
Now the task is to find α, β by matching the interior and the exterior metrics at
the collapsing shell. It is convenient to consider first the derivatives α′ = du−/du+,
β′ = dv+/dv−. The radius R of the shell in the global coordinates is given as a function
of the shell time τ : r = R(τ). In the rest frame of the shell, the shell time τ is related to
the metric (2.86) as
ds2 =
(−F± dt2± + F−1± dr2)∣∣r=R(τ) = −dτ 2 (2.91)
From (2.91), we can solve t˙± at r = R(τ) :
t˙± =
1
F±(R)
√
F±(R) + R˙2 (2.92)
Here R˙ refers to the derivative with respect to the shell time, R˙ ≡ dR/dτ .
Since the dominant contribution of the radiation is emitted when the shell is about to
collapse inside the Schwarzschild radius, we employ a near horizon approximation:
F+(R) ≈ 2κ(R− rH) , F−(R) ≈ 1 + r2H ≡ A (2.93)
Here κ is the surface gravity, κ = 2piTH , and A is a constant. Thus we find that near the
horizon
u˙+ =
1
F+(R)
(√
F+(R) + R˙2 − R˙
)
≈ − R˙
κ(R− rH) +O((R− rH)
2) (2.94)
We have used
√
R˙2 = −R˙ since the radius is shrinking for a collapsing shell, R˙ < 0.
The expansion of u−(R) near the horizon can be converted into the following form by
applying the chain rule,
u−(R) ≈ u−(rH) + (R− rH) du−
dR
∣∣∣∣
r=R(τ)
≈ u−(rH) + α′ R− rH
R˙
u˙+ (2.95)
By substituting (2.94) into (2.95), we find that the derivative of α is
α′ =
du−
du+
≈ −κ(u−(R)− u−(rH)) (2.96)
After integration, this yields
α(u+) ≈ e−κu+ + const. (2.97)
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since u−(rH) is a constant. For β, the calculation is similar and we find
β′ =
dv+
dv−
≈ − A
R˙(
√
A+ R˙2 + R˙)
∣∣∣∣∣
r=rH
≡ c (2.98)
where c is a positive constant. The function β(v−) is recovered by integration,
β(v−) ≈ cv− + const. (2.99)
Now we have established the phase structure of modes in the asymptotic region. We
find that the outgoing modes of the reflected null rays experience a redshift:
φˆ+, n ∼ r−(d−1)/2
(
e−iωnv+ − e−iωnc(e−κu++v0)
)
(2.100)
Here v0 is a constant. In the evaluation of the Bogoliubov coefficients, we calculate the
overlap between the global modes (2.88) and the modes that correspond to outgoing
radiation of the form e−iωnu+ . Tracing these modes backwards in time, we find that they
are obtained by functionally inverting the phase factors in the modes (2.100):
φˆ+, n ∼
{
r−(d−1)/2
(
eiωnκ
−1 ln((v0−v+)/c)
)
, v+ < v0
0 , v+ > v0
(2.101)
We ignore the right-moving modes in (2.101), since they do not affect the Bogoliubov
coefficients. The limit v+ → v0 corresponds to the limit where the horizon forms (u+ →
∞). When v+ > v0, the reflected waves are trapped inside the black hole and cannot be
detected by the observer at the boundary (see figure 2.5).
The global time coordinate t can be adjusted so that the Bogoliubov coefficients are
evaluated on the hypersurface t = 0. On this hypersurface, v+ = r∗,+. The factors of r in
the modes (2.88) and (2.101) cancel with the determinant of the metric. The Bogoliubov
coefficients βmn are obtained from (2.39):
βmn ∼
∫ v0
−∞
dr∗
(
∂t φ
∗
+,m
)
φˆ∗+, n ∼
∫ v0
−∞
dv+e
iωmv+
(
v0 − v+
c
)−iωn/κ
(2.102)
Since we are interested in the squared amplitude of βmn, we have neglected irrelevant
phase factors in the calculation. The integral (2.102) yields a Γ-function, and we find
|βmn|2 ∼ e−piωn/κ
∣∣∣∣Γ(1− iωnκ
)∣∣∣∣2 (2.103)
Application of the identity
Γ(1− z)Γ(1 + z) = piz
sin piz
(2.104)
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Figure 2.5: Penrose diagram of a collapsing shell in AdS. The shaded area represents the interior
of the shell. The lower half of the diagram resembles the Penrose diagram of empty AdS (figure
2.2). The upper half containing the singularity corresponds to the Penrose diagram of AdS black
hole (figure 2.3), but this time there is only one asymptotic region. An event horizon forms at
the line u+ →∞. All left-moving null rays with v+ > v0 end up in the singularity after reflection
from the origin.
simplifies the coefficient |βmn|2 to the following form:
|βmn|2 ∼ 1
e2piωn/κ − 1 (2.105)
The result tells that the outgoing modes are thermally excited with temperature TH =
κ/2pi, which agrees with the discussion of the previous chapters.
30
Chapter 3
Strings on BTZ
3.1 The WZW model
In this chapter we examine strings on a group manifold. This exposes us naturally to
algebraic structures where the conformal symmetry of string theory is accompanied with
an affine Lie algebra. A remarkable fact is that there exists a simple action that accom-
modates all of these structures. This action is known as the Wess–Zumino–Witten action
[35, 36, 37], also known as the Wess–Zumino–Novikov–Witten action in the literature.
The rest of this section is devoted to the review of the basic features of the WZW models.
We write the WZW action for a group G with a group element g(x) as
S =
k
8pi
∫
Σ
d2x Tr
(
g−1∂agg−1∂ag
)
+
k
12pi
∫
M
Tr
(
g−1dg ∧ g−1dg ∧ g−1dg) (3.1)
Note that g(x) has to be unitary for the action to be real and positive definite. We use
the notation x± for the lightcone coordinates on the world-sheet, x± = τ ±σ. Integration
in the second term is taken over a three-dimensional volume M that is bounded by Σ
(that is, ∂M = Σ).
In string theory, the first term in the WZW action (3.1) describes the embedding of
the string world-sheet in the target group manifold. The second term is an integral over
a closed 3-form H = g−1dg ∧ g−1dg ∧ g−1dg. If H is exact, i.e., there exists a globally
well-defined1 2-form B such that dB = H, the second term is converted to
∫
Σ
B by
Stokes’ theorem. The second term then describes the coupling between the string and an
1When H is closed, we can always find locally a 2-form b such that H = db according to Poincare´’s
lemma. If the topology of the manifold M does not permit a global definition of b (the third homology
class H3(M) is non-trivial), the term
∫
Σ
b will be ambiguous. However, the path integral is well defined
if this ambiguity only affects the phase, exp(k
∫
M
H) = 1. For manifolds with non-trivial H3(M), this
yields a quantization condition for the level number k (see, e.g., [38]).
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antisymmetric background gauge field B. This situation will occur in the context of the
SL(2,R) WZW model, which we discuss as a specific example in section 3.2.
Variation of the WZW action with respect to g(x) leads to the equations of motion
∂−J = 0 , ∂+J¯ = 0 (3.2)
where we have introduced the currents J(x+) and J¯(x−):
J(x+) = −k
2
∂+gg
−1 , J¯(x−) =
k
2
g−1∂−g (3.3)
The equations of motion (3.2) tell that the chiral currents J(x+), J¯(x−) are conserved
separately. This simple looking property is in fact the key element behind the advanta-
geousness of the WZW model. The conservation of the chiral currents implies that the
conformal invariance of the WZW model is not violated at the quantum level. A direct
check of this fact will be made in section 3.1.3 where we construct the energy-momentum
tensor of the corresponding CFT from the currents.
By Noether’s theorem, there must be a symmetry that corresponds to the conserved
quantities. We can find this symmetry by noting that the equations of motion imply that
the group element g(x) can be factorized to a product of two functions f(x+), f¯(x−):
g(x+, x−) = f(x+)f¯(x−) (3.4)
This factorization suggests that the action is invariant under the local symmetry
g(x+, x−)→ Ω(x+)g(x+, x−)Ω¯−1(x−) (3.5)
Since we have two conserved currents, we have actually two copies of the local symmetry.
The symmetry group is thus GR(x
+) × GL(x−), where the subscript R (L) refers to the
right-moving (left-moving) part of the system.
3.1.1 Current algebra
The WZW model possesses a rich algebraic structure originating from the Lie algebra and
the conformal symmetry, which we discuss now in more detail. For the moment, we switch
to planar coordinates z = eix
+
, z¯ = eix
−
which are better suited to the CFT description.
The Lie algebra is defined by the commutation rules of the generators ta,[
ta, tb
]
= ifabc t
c (3.6)
where fabc are the structure constants of the Lie algebra. We can express the currents
J, J¯ in terms of the components using the generators ta of the Lie algebra:
J(z) = Ja(z) ta , Ja(z) = Tr′ (taJ(z)) (3.7)
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The normalization of the trace Tr′ depends on the representation of the Lie algebra (for
details, see [39]).
Let us consider an infinitesimal form of the transformation (3.5):
Ω(z) = 1 + ω(z) , Ω¯(z¯) = 1− ω¯(z¯)) (3.8)
Under (3.8), the group element transforms as
δωg = ωg , δω¯g = −gω¯ (3.9)
The variation of the action with respect to the group element is
δS =
k
2pi
∫
d2z Tr′
(
g−1δg ∂(g−1∂¯g)
)
(3.10)
Using (3.9) and ∂g−1 = −g−1∂gg−1, the variation of the action under (3.8) can be written
in the following way:
δω,ω¯S = − 1
2pi
∫
d2z Tr′
(
ω ∂¯J + ω¯ ∂J¯
)
(3.11)
The infinitesimal parameter ω = ωata is a Lie algebra valued quantity. After summing
over the generators ta, only the components of the currents remain in the integral. By
noting that the first term depends only on z and the second only on z¯, we can integrate
out the redundant coordinate. We are left with a single integration, which is interpreted
as a contour integral:
δω,ω¯S = −
∮
dz
2pii
ωaJ
a +
∮
dz¯
2pii
ω¯aJ¯
a (3.12)
In general, the expectation value of a physical quantity is given by 〈X〉 = ∫ Dg e−S[g]X,
where X denotes a collection of fields. The symmetry transformation (3.9) should leave
the expectation value invariant:
δ〈X〉 =
∫
D(g + δg) e−(S[g]+δS)(X + δX)−
∫
Dg e−S[g]X = 0 (3.13)
We assume that the functional measure is invariant in the transformation: D(g+δg) = Dg.
Expanding the integrand of the first term to the first order in δ results in
〈δX〉 = 〈(δS)X〉 (3.14)
We obtain the Ward identity for the WZW currents by inserting the transformation rule
(3.12) in (3.14):
〈δω,ω¯X〉 = −
∮
dz
2pii
ωa〈JaX〉+
∮
dz¯
2pii
ω¯a〈J¯aX〉 (3.15)
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An important consequence of the Ward identity (3.15) is that it imposes certain con-
ditions on the products of the current components. We can find these conditions by ex-
amining the transformation properties of the currents under the symmetry (3.8). There
is no substantial difference between the left- and right-moving currents, so we limit the
discussion to the right-moving sector only. The variation of the right-moving current
under (3.8) is
δωJ = [ω, J ]− k
2
∂ω (3.16)
which can be written in terms of components:
δωJ
a = ifabc ω
bJ c − k
2
∂ωa (3.17)
Now we set X = J b and insert (3.17) on the right hand side of the Ward identity (3.15).
Comparing both sides, we conclude that the singular terms appearing in the expansion
of Ja(z)J b(w) must be of the following form:
R(Ja(z)J b(w)) ∼ kδ
ab/2
(z − w)2 +
ifabc J
c(w)
z − w (3.18)
This is called the current algebra. The antiholomorphic currents J¯a(z¯) obey similar con-
dition. The relation (3.18) is an example of an operator product expansion (OPE), which
are discussed in detail in section 3.1.2. The radial ordering operation in (3.18) is the
analogue of time ordering in four-dimensional quantum field theories. It is defined as
follows:
R(A(z)B(w)) =
{
A(z)B(w) , |z| > |w|
(−1)FB(w)A(z) , |z| < |w| (3.19)
The constant F denotes the statistical properties of the operators: F = 1 when both
operators are fermionic, otherwise F = 0. It is a common practice to omit the symbol R
in the radially ordered products.
Sometimes it is more convenient to use the modes of the currents in the actual calcu-
lations. Using the Laurent series representation for the currents Ja and J¯a,
Ja(z) =
∑
n∈Z
Jan z
−n−1 , J¯a(z¯) =
∑
n∈Z
J¯an z¯
−n−1 (3.20)
one can obtain the modes Jan and J¯
a
n from the inverse relations:
Jan =
∮
0
dz
2pii
Ja(z) zn , J¯an =
∮
0
dz¯
2pii
J¯a(z¯) z¯n (3.21)
The subscript 0 in the integrals denotes that the integration contour is taken around the
origin.
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Figure 3.1: The contour integral around w in equation (3.23) is split in two contours around
the origin.
There is an algebra given in terms of the modes Jan that is equivalent to the current
algebra (3.18): [
Jam, J
b
n
]
=
k
2
mδabδm+n,0 + if
ab
c J
c
m+n (3.22)
This is called the affine Lie algebra. It is effectively a stringy extension of the ordinary
Lie algebra. We can show the equivalence between (3.18) and (3.22) by a trick that is
widely used in conformal field theories. That is, we convert a double integral over the
radially ordered product R(Ja(z)J b(w)) into the commutator [Jam, J bn]:∮
0
dw
2pii
∮
w
dz
2pii
R(Ja(z)J b(w)) znwm (3.23)
=
∮
0
dw
2pii
(∮
|z|>|w|
dz
2pii
Ja(z)J b(w)−
∮
|z|<|w|
dz
2pii
J b(w)Ja(z)
)
znwm
= JanJ
b
m − J bmJan =
[
Jan, J
b
m
]
In the middle step we have split the integration contour as in figure 3.1. The equivalence
follows directly from the substitution of the current algebra (3.18) into (3.23). It is also
worth noting that the subalgebra of the zero modes Ja0 corresponds to the ordinary Lie
algebra of the group G: [
Ja0 , J
b
0
]
= ifabc J
c
0 (3.24)
The current algebra examined in this section is not just a property of the WZW
model. As in the case of ordinary CFTs, there is no need for a Lagrangian either. An
equivalent approach is to start by postulating the current algebra itself. We have based
our discussion on the WZW model because it has certain classical features that provide
more insight on the string propagation on the BTZ black hole background (section 3.2).
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3.1.2 OPE primer
In order to tackle the technicalities in the forthcoming sections, we review briefly the
basics of operator product expansions and normal ordered products in the CFT context.
The WZW model leads us to consider fields that contain complicated self-interactions.
The operator product expansion of a free field with itself contains only one singular term,
and that singular term has a constant coefficient. With non-free fields, the OPEs may
contain several singular terms with operators as coefficients. We see immediately from the
the current algebra (3.18) that the WZW currents are not free fields (unless the structure
constants fabc vanish for the group G). In this section, we present a generalization of the
operator product expansion and the normal ordered product for interacting fields.
From now on, we will omit the radial ordering symbol R from the OPEs. The operator
product expansion of two operators A,B is defined as an infinite sum,
A(z)B(w) =
N∑
n=−∞
[AB]n (w)
(z − w)n (3.25)
where N is a positive integer and [AB]n (w) are operators evaluated at point w. Using
this prescription for the OPEs, we proceed to formulate the normal ordered product for
non-free fields.
It is illuminating to consider first normal ordered products of free fields. For them, the
normal ordered product can be obtained via the point splitting method: we subtract the
expectation value that contains the singular part of the OPE A(z)B(w) from the OPE
A(z)B(w) itself, and let the point z approach point w,
: A(w)B(w) : = lim
z→w
(
A(z)B(w)− 〈A(z)B(w)〉
)
(3.26)
Subtracting the mere expectation value is not sufficient, when the fields A(z) and B(w)
are not free. Instead, we should subtract all the singular terms from the OPE A(z)B(w).
The generalized normal ordered product is then written in the following way:
(AB)(w) = lim
z→w
(
A(z)B(w)− A(z)B(w)
)
(3.27)
The contracted product A(z)B(w) denotes all the singular terms in the OPE A(z)B(w):
A(z)B(w) =
N∑
n=1
[AB]n (w)
(z − w)n (3.28)
We note that the normal ordered product (AB)(w) is also the zeroth order coefficient in
the OPE A(z)B(w). It is easily obtained using the Cauchy integration formula:
(AB)(w) = [AB]0 (w) =
∮
w
dz
2pii
A(z)B(w)
z − w (3.29)
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In general, (AB)(z) 6= (BA)(z). This is different from normal ordered products of free
fields. Bearing in mind the radial ordering implicit in the OPEs, we can derive a formula
for the normal ordered commutator of interacting fields by noticing that the OPE of two
(bosonic) operators A,B can be written in two ways:
B(z)A(w) =
∑
n
[BA]n (w)
(z − w)n =
∑
n
[AB]n (z)
(w − z)n = A(w)B(z) (3.30)
Expanding [AB]n (z) at w and picking up the zeroth order term in the operator product
expansion (A(z)B(w)−B(z)A(w)) results in
([A,B])(z) =
∞∑
n=1
(−1)n+1
n!
∂n[AB]n(z) (3.31)
Note that only the derivatives of the coefficients of the singular terms in the OPE
A(z)B(w) contribute to the normal ordered commutator. For OPEs of two free fields, the
singular terms have constant coefficients and the normal ordered commutator vanishes.
However, the normal ordered product of two or more free fields is in general not a free
field.
We adopt the following definition of the contraction of an operator with a normal
ordered product:
A(z)(BC)(w) =
∮
w
dx
2pii
1
x− w
(
A(z)B(x)C(w) +B(x)A(z)C(w)
)
(3.32)
Notice the ordering of operators in the last term.
We sometimes have to rearrange the contents of multiple normal ordered products.
Let us therefore examine
(A(BC))(y) =
∮
y
dz
2pii
A(z)
z − y
∮
y
dw
2pii
B(w)C(y)
w − y (3.33)
We expand A(z), B(w) near point y (note that in general, the coefficients An, Bm depend
on the point y):
A(z) =
∑
n
(z − y)−n−hAAn(y) , B(w) =
∑
m
(w − y)−m−hBBm(y) (3.34)
Here hA (hB) is the conformal weight of the operator A (B). Inserting these expansions
into (3.33) leads to
(A(BC))(y) = A−hA(y)B−hB(y)C(y) (3.35)
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A similar result holds for (B(AC)). The difference between the normal ordered products
(A(BC)) and (B(AC)) is then
(A(BC))(y)− (B(AC))(y) = [A−hA(y), B−hB(y)]C(y) (3.36)
On the other hand, using the expansions (3.34) to evaluate the commutator ([A,B]) leads
to
([A,B])(z) = A−hA(z)B(z)−B−hB(z)A(z) (3.37)
Normal ordering the commutator ([A,B]) with the operator C yields then
(([A,B])C)(y) =
(
A−hA(y)B−hB(y)−B−hB(y)A−hA(y)
)
C(y)
= (A(BC))(y)− (B(AC))(y) (3.38)
Thus we have found a useful relation for the difference of two normal ordered products:
(A(BC))(z)− (B(AC))(z) = (([A,B])C)(z) (3.39)
As an application of (3.39), we obtain a formula for the violation of associativity in the
difference ((AB)C)− (A(BC)):
((AB)C) = (C(AB)) + ([(AB), C])
= (A(CB)) + (([C,A])B) + ([(AB), C]) (3.40)
= (A(BC)) + (A([C,B])) + (([C,A])B) + ([(AB), C])
Armed with this formula and the result (3.31), we can evaluate the cumbersome normal
ordered products in section 3.3.1. The relation between the normal ordered products
of four operators ((AB)(DE)) and (A(B(DE))) is found by substituting C = (DE) in
(3.40).
3.1.3 The Sugawara construction
The central object in a CFT is the energy-momentum tensor. For WZW models, we
are tempted to look for an energy-momentum tensor constructed from the currents of the
affine Lie algebra. Since the conformal weight of the currents is 1 and the conformal weight
of an energy-momentum tensor is 2, we expect that the energy-momentum tensor is a
bilinear of the currents. The simplest energy-momentum tensor of this form is proportional
to the normal ordered product of the currents,
T (z) = γ(JaJ
a)(z) (3.41)
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This is known as the Sugawara construction (also the Sugawara–Sommerfield construction,
since it was discovered independently by Sugawara [40] and Sommerfield [41]).
We fix the constant γ by demanding that the OPEs of the energy-momentum tensor
with itself and the current Ja satisfy the canonical forms
T (z)Ja(w) ∼ J
a(w)
(z − w)2 +
∂Ja(w)
z − w (3.42)
T (z)T (w) ∼ c/2
(z − w)4 +
2T (w)
(z − w)2 +
∂T (w)
z − w (3.43)
Here the constant c is the central charge of the system.
Straightforward application of (3.32) gives
Ja(z)(JbJ
b)(w) ∼
∮
w
dx
2pii
(
kδab/2
(z − x)2 +
ifabcJ
c(x)
z − x
)
J b(w)
x− w
+
∮
w
dx
2pii
Jb(x)
x− w
(
kδab/2
(z − w)2 +
ifabcJ
c(w)
z − w
)
(3.44)
The last term of (3.44) is nothing but the normal ordered product (JbJ
c) divided by
(z − w). When we expand the other OPE J c(x)J b(w) we have to include all terms up to
the zeroth order due to the presence of the additional factor (x − w)−1 in the integral.
We arrive then at
Ja(z)(JbJ
b)(w) ∼ k J
a(w)
(z − w)2 +
ifabc (J
bJ c)(w)
z − w
+
∮
w
dx
2pii
ifabc
(z − x)(x− w)
(
if cbdJ
d(w)
x− w + (J
cJ b)(w)
)
(3.45)
We have used the antisymmetry of the structure constants to eliminate the term propor-
tional to δcb in the OPE of J c(x)J b(w). Furthermore, the symmetric combination of the
normal ordered products (J cJ b)+(J bJ c) is cancelled by the antisymmetry of the structure
constants. Thus, we obtain the result
Ja(z)(JbJ
b)(w) ∼ (k + cA) J
a(w)
(z − w)2 (3.46)
The constant cA is called the second Casimir of the adjoint representation of the Lie
algebra and it is related to the structure constants as follows: fabcf
bc
d = cAδad.
From (3.46) we find the OPE of the energy-momentum tensor and the current Ja:
T (z)Ja(w) = Ja(w)T (z) ∼ γ(k + cA) J
a(z)
(w − z)2
∼ γ(k + cA)
(
Ja(w)
(z − w)2 +
∂Ja(w)
z − w
)
(3.47)
39
The last form is obtained by performing a Laurent expansion of Ja(z) near the point w.
Comparing this result with (3.42) fixes γ:
γ =
1
k + cA
(3.48)
Finally, we can check that (3.43) is satisfied and solve the central charge of the system.
The OPE of the energy-momentum tensor with itself is
T (z)T (w) = γT (z)(JaJ
a)(w)
∼ γ
∮
w
dx
2pii
(
Ja(x)
(z − x)2 +
∂Ja(x)
z − x
)
Ja(w)
x− w (3.49)
+ γ
∮
w
dx
2pii
Ja(x)
x− w
(
Ja(w)
(z − w)2 +
∂Ja(w)
z − w
)
The details of the calculation follow those of (3.44). We find
T (z)T (w) ∼ γk dimG/2
(z − w)4 +
2T (w)
(z − w)2 +
∂T (w)
z − w (3.50)
where the dimension of the group is given by the trace of the Kronecker delta, dimG = δaa.
Hence, the central charge of the system equals
c = γk dimG =
k dimG
k + cA
(3.51)
The mode expansions provide another way to express the relationship between the
currents and the energy-momentum tensor. Let us therefore investigate the Laurent
expansion of the energy-momentum tensor:
T (z) =
∑
n∈Z
Lnz
−n−2 (3.52)
The coefficients Ln are the Virasoro generators of the underlying CFT. The Sugawara
construction tells us that the Virasoro generators can be expressed in terms of the modes
of the currents:
Ln =
∮
0
dz
2pii
T (z) zn+1 =
1
k + cA
∑
m∈Z
: JamJ
a
n−m : (3.53)
The commutation relations between the Virasoro generators and the modes of the currents
are easily found using the methods discussed in (3.23). The full set of commutation
relations reads:
[Lm, Ln] = (m− n)Lm+n + c
12
(m3 −m) δn+m,0 (3.54)
[Lm, J
a
n] = −nJam+n (3.55)[
Jam, J
b
n
]
= ifabc J
c
m+n +
k
2
mδab δm+n,0 (3.56)
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In mathematical language, the Virasoro algebra belongs to the enveloping algebra of
the affine Lie algebra. This result holds even beyond the WZW models: whenever we can
obtain the energy-momentum tensor from a current algebra by the Sugawara construction,
we have a prescription to obtain the Virasoro algebra as well.
3.1.4 The Hilbert space of the WZW model
Constructing the spectrum of states in the WZW model is analogous to constructing the
spectrum in ordinary CFT. First, let us recall what are the states in the spectrum of the
CFT, when no affine Lie algebra is present. There is no substantial difference between the
holomorphic and the antiholomorphic sector, so we limit the discussion to the holomorphic
sector only. We have two kinds of states, the primary states and the descendant states.
A Virasoro primary state of conformal weight h obeys the following conditions:
Ln|h〉 = 0 for n > 0 (3.57)
L0|h〉 = h |h〉 (3.58)
The descendant states are formed by acting on the primary states with the Virasoro
generators L−n (n positive):
|χ〉 = L−n1L−n2 . . . L−nN |h〉 , (1 ≤ n1 ≤ n2 ≤ . . . ≤ nN) (3.59)
The ordering convention is to arrange the Virasoro generator with highest nk on the right.
The commutation relation [L0, L−n] = nL−n obtained from the Virasoro algebra (3.54)
can be applied to find the conformal weight of a descendant:
L0|χ〉 = (h+N) |χ〉 , N =
N∑
k=1
nk (3.60)
The primary state |h〉 and its descendants form a representation (also called a Verma
module) of the Virasoro algebra.
Now we focus on the states of the WZW model. The Ward identity (3.15) tells that
the OPEs between the current components and the group element are of the form
Ja(z)g(w, w¯) ∼ −t
a g(w, w¯)
z − w , J¯
a(z¯)g(w, w¯) ∼ −g(w, w¯) t
a
z¯ − w¯ (3.61)
Note the difference between holomorphic and antiholomorphic sector. The group element
g transforms in a minimal representation to which the generator ta refers. It is natural
to demand that in a given representation, the primary fields of the system obey similar
OPEs. The effect of the current components acting on the primary fields is then
Ja(z)φr(w, w¯) ∼ −t
a
r φr(w, w¯)
z − w , J¯
a(z¯)φr(w, w¯) ∼ −φr(w, w¯) t
a
r
z¯ − w¯ (3.62)
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The subscript r refers to the representation of the primary field. In general, the holomor-
phic and the antiholomorphic sector can transform in different representations, but we
restrict to the case where they belong to the same representation.
When we expand Ja(z) at w,
Ja(z)φr(w, w¯) =
∑
n∈Z
(z − w)−n−1(Janφr)(w, w¯) (3.63)
and compare the resulting series with (3.62), we obtain the following conditions:
(Janφr)(w, w¯) = 0 for n > 0 (3.64)
(Ja0φr)(w, w¯) = −tarφr(w, w¯) (3.65)
We associate a state with each primary field using the following prescription:
|φr〉 ≡ φr(0) |0〉 (3.66)
The conditions (3.64) and (3.65) translate into the following conditions for the WZW
primary states:
Jan|φr〉 = 0 for n > 0 (3.67)
Ja0 |φr〉 = −tar |φr〉 (3.68)
As in the case of ordinary CFT, the full spectrum of the system consists of the primary
states and the descendant states. Now the descendant states are obtained by acting on
the primary states with the creation operators of the affine Lie algebra:
N∏
k=1
Jak−nk |φr〉 , (1 ≤ n1 ≤ n2 ≤ . . . ≤ nN) (3.69)
The fact that the Virasoro algebra belongs to the enveloping algebra of the affine Lie
algebra suggests that primary states of the affine Lie algebra are also Virasoro primary
states. This can be checked by applying the Virasoro generator (3.53) on a WZW primary
state. We find that the conditions (3.57) and (3.58) are satisfied,
Ln|φr〉 = 0 for n > 0 (3.70)
L0|φr〉 = δabJ
a
0J
b
0
k + cA
|φr〉 = h|φr〉 (3.71)
where the conformal weight h is proportional to the second Casimir c2 of the Lie algebra,
h =
c2
k + cA
=
δabt
a
rt
b
r
k + cA
(3.72)
The converse is not true, however. Virasoro primaries are not necessarily WZW pri-
maries, which can be seen by considering the state Ja−1|0〉. It is clearly a Virasoro primary
with conformal weight 1, but the conditions (3.67) and (3.68) for a WZW primary state
are not satisfied.
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3.2 Strings on BTZ and the SL(2,R) WZW model
At last, we are ready to tackle a physically interesting setup. To make a connection
between the WZW model and the black holes discussed in chapter 2, we consider string
theory on the BTZ black hole background. We start by showing how the BTZ spacetime
can be considered as a quotient of the SL(2,R) group manifold. We recover the BTZ
geometry from the WZW action with an appropriate parametrization of the SL(2,R)
group element. The following parametrization [42, 43] reproduces the region of the BTZ
spacetime outside the black hole2:
g = exp(uσ3) exp(ρσ1) exp(−vσ3) (3.73)
Here σa are the Pauli matrices. Introducing parameters ∆± = r+ ± r−, the connection
between coordinates (u, v, ρ) and coordinates (2.24) is expressed through the equations3
u =
∆−
2
(t+ θ) , v =
∆+
2
(t− θ) , cosh2 ρ = r
2 − r2−
r2+ − r2−
(3.76)
Since g is real but not unitary, the kinetic term in the WZW action has an indefinite
signature. When the kinetic term is not positive definite, the spectrum of the system may
contain negative energy states as well as states with negative norms. These subtleties
will affect the string spectrum that is generated by the affine Lie algebra of SL(2,R). In
the next sections, we outline how to deal with the complications in the SL(2,R) WZW
model.
With the group element (3.73), the WZW action boils down to the Polyakov action
for a string propagating in the BTZ background,
S =
k
4pi
∫
d2x
√
h
(
hαβGµν + ²
αβBµν
)
∂αX
µ∂βX
ν (3.77)
where Xµ denotes the BTZ coordinates (t, r, θ) of the target space with the BTZ metric
ds2 = Gµν dX
µdXν of section 2.2.2,
ds2 = − (r
2 − r2+)(r2 − r2−)
r2
dt2 +
r2 dr2
(r2 − r2+)(r2 − r2−)
+ r2
(
dθ − r+r−
r2
dt
)2
(3.78)
2For other regions, see [43].
3The pure AdS3 spacetime is obtained from the group element
g = exp(iuσ2) exp(ρσ3) exp(ivσ2) (3.74)
with coordinates (u, v, ρ) given by
u =
1
2
(t+ θ) , v =
1
2
(t− θ) , sinh2 ρ = r2 . (3.75)
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We recall that the BTZ black hole is obtained after the periodic identification of the
angular coordinate: θ ∼ θ + 2pi.
With the parametrization (3.73) of the group element, the topological term in the
WZW action (3.1) is converted into an antisymmetric tensor B:
B = r2dθ ∧ dt (3.79)
The antisymmetric tensor is not unique, since one may add an exact two-form to (3.79).
The presence of B makes the conformal symmetry of the SL(2,R) WZW model exact at
the quantum level.
3.2.1 BTZ and the SL(2,R) Lie algebra
Elements g of SL(2,R) are classified into three types of conjugacy classes according to
their trace,
|Tr g| < 2 elliptic
|Tr g| = 2 parabolic
|Tr g| > 2 hyperbolic
(3.80)
There is a relation between the conjugacy classes and the one-parameter subgroups of
SL(2,R). Namely, the group SL(2,R) has three one-parametric subgroups such that any
other one-parametric subgroup is conjugate to one of them [44]. These subgroups consist
of:
1. Rotations on a plane:
gSO(2) = exp(iασ
2) =
(
cosα sinα
− sinα cosα
)
(3.81)
2. Hyperbolic transformations (dilatations) on a plane:
gSH(2) = exp(ασ
3) =
(
eα 0
0 e−α
)
(3.82)
3. Triangular matrices of the form exp(ασ−) = exp(α
2
(σ1 − iσ2)):
g∆ =
(
1 0
α 1
)
(3.83)
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By considering the conjugation of the above matrices,
g = M
(
cosα sinα
− sinα cosα
)
M−1 ⇒ |Tr g| = 2| cosα |
g = M
(
eα 0
0 e−α
)
M−1 ⇒ |Tr g| = 2 coshα
g = M
(
1 0
α 1
)
M−1 ⇒ |Tr g| = 2
(3.84)
it is readily seen that the SO(2) matrices belong to a conjugacy class of the elliptic type,
the SH(2) matrices to a conjugacy class of the hyperbolic type and the triangular matrices
to a conjugacy class of the parabolic type, respectively.
Consider then the Lie algebra of SL(2,R) given by[
ta, tb
]
= i²abc t
c (3.85)
The metric used in raising and lowering the indices is ηab = diag(−1, 1, 1). We need to
choose a basis for the generators of the SL(2,R) Lie algebra. Using the Pauli matrices, a
convenient choice of the generators is
t0 = −1
2
σ2 , t1 =
i
2
σ1 , t2 =
i
2
σ3 (3.86)
The trace of these generators obeys Tr (tatb) = −1
2
ηab .
In an ordinary Lie algebra, the generators can be split into two categories: the Cartan
generators (the generators that mutually commute among themselves) and the set of all
other generators. As in the SU(2) Lie algebra, the Cartan subalgebra of SL(2,R) is
one-dimensional and can be constructed by choosing any one of the generators as the
Cartan generator. There is a difference between SU(2) and SL(2,R), however: from
the SL(2,R) Casimir operator, C = ηab tatb = −t20 + t21 + t22 , we find that one of the
generators is timelike. Now the question is: which generator should we choose as the
Cartan generator?
Let us consider two group elements from which we obtain the AdS3 and the BTZ
coordinates from the WZW action:
gAdS3 = exp(i(t˜+ θ˜)t
0) exp(−2iρ˜t2) exp(−i(t˜− θ˜)t0) (3.87)
gBTZ = exp(−i∆−(t+ θ)t2) exp(−2iρt1) exp(i∆+(t− θ)t2) (3.88)
In order to discuss the isometries of the spacetimes, we have included the explicit time
and angular coordinate dependence in the group elements. For clarity, we distinguish the
45
AdS3 coordinates from the BTZ coordinates by a tilde. Both the AdS3 and the BTZ
metric are invariant under translations in the time coordinate and rotations in the angu-
lar coordinate. Our choice is to associate the the Cartan generator with the generator
of translations in the angular direction. From (3.88), we find that in the BTZ geometry
the translations in θ are implemented by gBTZ → e−i∆−αt2 gBTZ e−i∆+αt2 , i.e., the corre-
sponding generator is t2. Similarly, in the AdS3 geometry (3.87) the translations in θ˜ are
implemented by gAdS3 → eiαt0 gAdS3 e−iαt0 and the corresponding generator is t0. These
correspond to the basic one-parametric subgroups of SL(2,R): the subgroup generated by
t2 is the same as (3.82) and the subgroup generated by t0 the same as (3.81), respectively.
Since the subgroup generated by t2 belongs to a conjugacy class of the hyperbolic type and
the subgroup generated by t0 to a conjugacy class of the elliptic type, the corresponding
realizations of the SL(2,R) Lie algebra are commonly referred as the “hyperbolic” and
the “elliptic” basis.
In the BTZ coordinates, the Cartan subalgebra is generated by t2 and the generators
t± = t0 ± t1 act similar to ladder operators. The Cartan generator t2 is spacelike in
the sense of the inner product Tr (tatb). A peculiar feature of this realization is the
commutation relations [t2, t±] = ±it±. We discuss this in detail in section 3.2.4. For pure
AdS3, the Cartan generator t
0 is timelike. The ladder operators t˜± = t1 ± it2 satisfy the
standard commutation relations [t0, t˜±] = ±t˜±.
3.2.2 Spectral flow
As we have seen, the current algebra plays an important role in the construction of the
Hilbert space of the WZW model. In the case of SL(2,R), a straightforward application
of the rules in section 3.1.4 results in a spectrum with negative norm states. These states
can be avoided by utilizing a symmetry known as the spectral flow [9]. To understand
better the idea behind this symmetry, we discuss first the classical aspects of spectral flow
in the SL(2,R) WZW model.
The conserved current J(z) of the SL(2,R) WZW model can be written in terms of
Lie algebra valued components (3.7):
J(z) = ηab J
a(z)tb , Ja(z) = Tr′ (J(z) ta) (3.89)
In order for the components of the currents to be real, the trace Tr′ is defined for the
holomorphic and the antiholomorphic currents as
Ja(z) = −iTr (J(z) ta) , J¯a(z) = iTr (J¯(z) ta) (3.90)
From the group element (3.73), we obtain the following components of the conserved
46
currents:
J2 = k (∂+u− cosh 2ρ ∂+v) , J¯2 = k (−∂−v + cosh 2ρ ∂−u)
J± = k (±∂+ρ− sinh 2ρ ∂+v) e∓2u , J¯± = k (±∂−ρ− sinh 2ρ ∂−u) e∓2v
(3.91)
The chiral symmetry of the WZW action makes it possible to obtain new solutions for
the equations of motion by a simple transformation of the group element. This transfor-
mation is called the spectral flow. Given a solution of the equations of motion (3.2), we
generate a new solution by
g(x+, x−)→ exp(−iw+x+t2)g(x+, x−) exp(iw−x−t2) (3.92)
The chiral symmetry (3.5) of the WZW action guarantees that (3.92) is indeed a solution
of the WZW equations of motion.
We notice that the transformation (3.92) mixes the target space coordinates and the
world-sheet coordinates,
u→ u+ 1
2
w+x
+ , v → v + 1
2
w−x− (3.93)
The closure of the string world-sheet under σ → σ + 2pi imposes certain conditions on
the spectral flow parameters. The coordinates u and v inherit their periodicity properties
from the BTZ angular coordinate θ: the periodic identification (t, θ) ∼ (t, θ + 2pi) in the
(t, θ)-plane is mapped into (u, v) ∼ (u + pi∆−, v − pi∆+) in the (u, v)-plane. Since u and
v are functions of the world-sheet coordinate σ, their periodicity allows us to write
u(σ + 2pi) = u(σ) + npi∆− , v(σ + 2pi) = v(σ)− npi∆+ (3.94)
Here n is an integer and the τ -dependence of the coordinates u, v has been omitted.
We demand that under spectral flow, the transformed u and v satisfy the same period-
icity properties. This implies that only a discrete set of values is allowed for the spectral
flow parameters w±:
w± = n∆∓ (3.95)
With these restrictions on the parameters w±, we find that the spectral flow affects the
BTZ coordinates t, θ as follows:
t→ t+ nτ , θ → θ + nσ (3.96)
The solutions of the equations of motion of the SL(2,R) WZW model describe a
string moving in the BTZ background. For a given solution, the spectral flow stretches
the coordinate t by the amount nτ and rotates the angular coordinate θ by the amount
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String world−sheetPoint particle geodesic
Spectral
flow
Figure 3.2: Sketch of spectral flow in AdS3.
nσ. It is helpful to visualize this by considering a string that has collapsed to a point
particle. The geodesic line of the point particle is of the form (ρ(τ), t(τ), θ(τ)). When
we apply the spectral flow on this particular solution, the geodesic line is promoted to
a string world-sheet of the form (ρ(τ), t(τ) + nτ, θ(τ) + nσ). This process is sketched in
figure 3.2.
The importance of the spectral flow in the SL(2,R) WZW model arises in quantum
theory. It was first discussed in [45] how the modular invariance of the SL(2,R) WZW
model requires the spectral flow symmetry. In the next section we show how the spectral
flow generates new sectors in the spectrum and addresses the problem of states with
negative norms. First, we have to consider the transformation properties of the currents.
For the group element (3.73), the affine Lie algebra is given in the hyperbolic basis [43][
J2n, J
±
m
]
= ±iJ±n+m[
J+n , J
−
m
]
= −2iJ2n+m − knδn+m,0 (3.97)[
J2n, J
2
m
]
=
k
2
nδn+m,0
The commutation relations are similar for the antiholomorphic sector. Under spectral
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flow, the components of the currents (3.91) transform as
J2 → J˜2 ≡ J2 + k
2
w+ , J¯
2 → ˜¯J2 ≡ J¯2 − k
2
w−
J± → J˜± ≡ J±e∓w+x+ , J¯± → ˜¯J± ≡ J¯±e∓w−x−
(3.98)
from which we obtain the following transformation rules for the modes of the currents:
J±n → J±n±iw+ , J¯±n → J¯±n±iw−
J2n → J2n + k2w+ δn,0 , J¯2n → J¯2n − k2w− δn,0
(3.99)
Since spectral flow is a symmetry of the classical action, we derive the transforma-
tion rule of the Virasoro generators from the classical energy-momentum tensor. It is
constructed from the currents as follows:
T =
1
k
ηab J
aJ b =
1
2k
(
J+J− + J−J+ − 2J2) (3.100)
The transformation rule of the currents (3.98) then implies that the energy-momentum
tensor transforms under spectral flow as
T → T + w+J2 + k
4
w2+ , T¯ → T¯ − w−J¯2 +
k
4
w2− (3.101)
Hence the transformation rule for the Virasoro generators reads
Ln → Ln + w+J2n +
k
4
w2+δn,0 , L¯n → L¯n − w−J¯2n +
k
4
w2−δn,0 (3.102)
It is easy to check that spectral flow is an automorphism of the algebra: the affine Lie alge-
bra and the Virasoro algebra remain invariant under transformations (3.99) and (3.102).
It is an outer automorphism because it is not generated by the SL(2,R) transformations.
3.2.3 Representations of SL(2,R)
To discuss the spectrum of the SL(2,R) WZW model, we need to know the irreducible
unitary representations of the SL(2,R) Lie algebra. The ordinary Lie algebra is an algebra
of the zero modes of the affine Lie algebra, so the representations of the WZW model are
built from the representations of the ordinary Lie algebra.
The representations of the SL(2,R) Lie algebra are described typically in the elliptic
basis (the Cartan generator generates the elliptic subgroup (3.81)) instead of the hyper-
bolic basis, which is the appropriate choice for the BTZ black hole. For clarity, we consider
first the representations in the elliptic basis and then proceed to the more complicated
hyperbolic basis.
49
The commutation relations in the elliptic basis and hyperbolic basis are related by an
analytic continuation [48]
J±n → −iI±n , J2n → iI0n (3.103)
where Jan stands for the generators in the hyperbolic basis and I
a
n for the generators in
the elliptic basis, respectively. The affine Lie algebra in the elliptic basis is given by[
I0n, I
±
m
]
= ±I±n+m[
I+n , I
−
m
]
= −2I0n+m + knδn+m,0 (3.104)[
I0n, I
0
m
]
= −k
2
nδn+m,0
The eigenvalue of the Cartan generator I00 is denoted by m:
I00 |j,m〉 = m|j,m〉 (3.105)
The representations are characterized by the quantum number j which is related to
the second Casimir of SL(2,R), c2 = −j(j+1). The five types of unitary representations
of the zero modes are: 4
1. The highest weight discrete representations:
Dˆ+j = { | j;m〉 : m = j − `, ` ∈ Z≥0 ; j < 0} (3.106)
In the highest weight representations, the state |j, j〉 is annihilated by I+0 .
2. The lowest weight discrete representations:
Dˆ−j = { | j;m〉 : m = −j + `, ` ∈ Z≥0 ; j < 0} (3.107)
The state |j,−j〉 is annihilated by I−0 in the lowest weight representations.
3. The principal continuous representations:
Cˆj;`0 =
{
| j;m〉 : m = `0 + `, 0 ≤ `0 < 1, ` ∈ Z; j = −1
2
+ is, s ∈ R
}
(3.108)
4. The complementary (supplementary) representations:
Eˆj;`0 =
{
| j;m〉 : m = `0 + `, 0 ≤ `0 < 1, ` ∈ Z; `min < j ≤ −1
2
}
(3.109)
where `min is the minimum of {−`0, `0 − 1}.
4There exist diverse conventions in the literature. For example, one may find that the sign of j is
changed (j → −j) and the role of the highest and lowest weight representations are reversed.
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5. Lastly, there is the identity representation that consists of the state |0, 0〉.
As a consequence of the fact that we are considering the universal covering space of
SL(2,R) (uncompactified time in AdS3), j is not quantized. In the compact case, 2j is
restricted to integer values in the discrete representations.
The physical spectrum is constructed from the representations that admit square inte-
grability in the point particle limit. A complete basis of square integrable wave functions
on AdS3 consists of the discrete representations Dˆ±j with j < −1/2 and the continuous
representations Cˆj with j = −1/2 + is and s real. These representations provide the
ground states of the affine Lie algebra. The full spectrum of the affine Lie algebra is
constructed by applying the creation operators Ja−n (n positive) on the ground states.
However, close examination of the spectrum reveals a feature that at first sight seems
disastrous to the physical sensibility of the SL(2,R) WZW model at the quantum level.
Namely, we find that there are ghost states (states with negative norm) in the spectrum of
the discrete representations. For example, consider the norm of the state |χ〉 = I+−1|j, j〉:
〈χ|χ〉 = 〈j, j|I−1 I+−1|j, j〉 = 〈j, j|(2I00 + k)|j, j〉 = 2j + k (3.110)
We see that the norm of |χ〉 is negative if j < −k/2. Actually, this turns out to be a
generic limit for the allowed j in the discrete representations: the no-ghost theorem for
AdS3 [46] states that the discrete representations are free of ghosts when 0 > j > −k/2.
To avoid the ghost states, we could in principle restrict the value of j by introducing a
cut-off in the spectrum by hand. This would create an upper bound on the mass of string
states, which seems unnatural. Another solution is provided by spectral flow, which we
discuss below.
In the elliptic basis (3.104), the generators of the affine Lie algebra transform under
spectral flow as follows [9]:
I±n → I±n±w , I0n → I0n −
k
2
w δn,0 (3.111)
The transformation rule of the Virasoro generators reads:
Ln → Ln + wI0n −
k
4
w2δn,0 (3.112)
Although the transformations (3.111) and (3.112) leave the Lie algebra and the Virasoro
algebra invariant, the conformal weight of a primary state is altered under spectral flow:
L0|j˜, m˜, w〉 =
(
− j˜(j˜ + 1)
k − 2 − wm˜−
k
4
w2
)
|j˜, m˜, w〉 (3.113)
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This raises a question: is it possible to identify the state obtained after the spectral flow
with a state in another representation?
The answer turns out to be “yes”. Comparing the conformal weights, we find that the
spectral flow maps the highest weight state |j, j, w〉 to the lowest weight state |j˜,−j˜, w˜〉
with j˜ = −k/2 − j and w˜ = w − 1. This suggests that the discrete lowest weight and
highest weight representations are related by
Dˆ±,wj = Dˆ∓,w˜=w∓1j˜=−k/2−j (3.114)
Here the integer w labels the amount of spectral flow. This relation offers an explanation
for the appearance of the ghost states: since the representations Dˆ+,wj and Dˆ−,w+1−k/2−j are
equivalent, we are overcounting the number of the degrees of freedom if we include both
of them in the spectrum. The square-integrability bound for j˜ is the same as for j,
which is j˜ < −1/2 for the discrete representations. This in turn means that we obtain
a lower limit j = −k/2 − j˜ > −k/2 + 1/2 for j, and the allowed range of j becomes
−1/2 > j > −k/2 + 1/2. Within this range, the ghost states do not appear in the
spectrum of the discrete representations.
As proposed by Maldacena and Ooguri [9], the physical spectrum of the SL(2,R)
WZW model consists of the principal continuous representations and the discrete repre-
sentations and the representations obtained from them using the spectral flow:
H =
{(
Cˆw− 1
2
+is;`0
⊗ Cˆw− 1
2
+is;`0
)
⊕
(
Dˆ±,wj ⊗ Dˆ±,wj
) ∣∣∣ − 1
2
> j > −k − 1
2
, w ∈ Z
}
(3.115)
It is worth emphasizing that one does not obtain new representations when applying
the spectral flow on the representations of the group SU(2). Instead, the spectral flow in
the SU(2) WZW model maps one positive energy representations into another positive
energy representation.
3.2.4 The hyperbolic basis
Now we turn to discuss the SL(2,R) Lie algebra in the hyperbolic basis, which is the
relevant basis for the BTZ black hole. The commutation relations of the zero modes are[
J+0 , J
−
0
]
= −2iJ20 ,
[
J20 , J
±
0
]
= ±iJ±0 (3.116)
The latter equation seems to indicate that the ladder operators J±0 shift the eigenvalue
of J20 by ±i, unlike in the elliptic basis where I±0 raise and lower the eigenvalue of I00 by
±1. This appears inconsistent, since the eigenvalue of the hermitian operator J20 should
be real.
52
The conflict is solved by observing that in the hyperbolic basis, J20 generates transla-
tions in the non-compact direction. Thus the eigenvalues of J20 lie in a continuous range
(the whole real line). In the elliptic basis, I00 generates translations in the compact direc-
tion and obtains a discrete set of values. For a continuous range of eigenvalues, we need
a continuous set of basis vectors |λ〉 that satisfy
J20 |λ〉 = λ|λ〉 , 〈λ|λ′〉 = δ(λ− λ′) (3.117)
The problem with the complexity of the J20 eigenvalue of the state J
+
0 |λ〉 reflects the
fact that the basis vectors |λ〉 do not represent normalizable vectors in the Hilbert space.
The situation is somewhat analogous to the elementary quantum mechanics problem: the
Heisenberg algebra [p, q] = −i of the hermitian momentum and coordinate operators p, q
is realized on non-normalizable eigenvectors.
To obtain the normalizable vectors for the SL(2,R) Lie algebra in the hyperbolic basis,
we utilize the prescription given in [48]. A normalizable vector is a linear combination
|φ〉 =
∫ ∞
−∞
dλ φ(λ)|λ〉 (3.118)
where we demand that the wavefunction φ(λ) is square-integrable:
‖φ‖2 ≡
∫ ∞
−∞
dλ |φ(λ)|2 < ∞ (3.119)
The Hilbert space consists of all vectors |φ〉 that are associated with square-integrable
wavefunctions φ(λ). Each of the generators J20 , J
±
0 has a corresponding domain of vectors
|φ〉 on which it is defined. For example, the domain corresponding to J20 consists of
vectors |φ〉 such that both φ(λ) and λφ(λ) are square-integrable. In the case of J+0 ,
the wavefunction φ(λ) determines via analytic continuation a unique new wavefunction
f(λ)φ(λ− i),
J+0 |φ〉 = J+0
∫ ∞
−∞
dλ φ(λ)|λ〉 =
∫ ∞
−∞
dλ f(λ)φ(λ− i)|λ〉 (3.120)
such that one obtains a normalizable state:∫ ∞
−∞
dλ |f(λ)φ(λ− i)|2 <∞ (3.121)
One could formally introduce states labeled as |λ + i〉 to rewrite the relation (3.120).
However, these states should be understood to be expanded in the original basis {|λ〉}
where the eigenvalues of J20 are real. The operator J
−
0 acts in a similar way on the vectors
|φ〉:
J−0 |φ〉 = J−0
∫ ∞
−∞
dλ φ(λ)|λ〉 =
∫ ∞
−∞
dλ g(λ+ i)φ(λ+ i)|λ〉 (3.122)
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The functions f(λ), g(λ) can be interpreted as the matrix elements of J+0 , J
−
0 . The com-
mutation relations (3.116) imposes a constraint on f(λ), g(λ):
f(λ)g(λ)− g(λ+ i)f(λ− i) = −2iλ (3.123)
We do not find any further constraints on the functions f(λ) and g(λ). Therefore we can
choose freely either one of them and fix the other one using relation (3.123). Different
choices turn out to correspond to different representations of SL(2,R). To identify the
representation in question, one has to consider the eigenvalues of the compact generator
J00 = (J
+
0 + J
−
0 )/2. A detailed analysis shows [48] that the discrete representations are
obtained by the following choices:
Highest weight : f(λ) = λ(λ− i) + j(j + 1) , g(λ) = −1
Lowest weight : f(λ) = −λ(λ− i)− j(j + 1) , g(λ) = 1 (3.124)
To obtain the principal continuous representations, we set
f(λ) = λ+ ij , g(λ) = −λ+ i(j + 1) (3.125)
In the continuous representations, every eigenvalue of J20 occurs twice when each eigen-
value of J00 has exactly one eigenvector. Therefore we add an index r to the eigenstates
of J20 to distinguish the states of the same λ. There is no such multiciplity in the discrete
representations.
Now that we have a prescription for the ground states, we can build the full spectrum
using the creation operators of the affine Lie algebra as in the elliptic basis. There is a
price one has to pay for using the hyperbolic basis, however. To ensure the reality of
the eigenvalues of J20 , only a specific combinations of operators J
a
−n are allowed [43]. We
define a new set of creation operators as follows:
K2−n ≡ J2−n , K±−n ≡ J±−nJ∓0 (3.126)
The Hilbert space consists then of the states
N∏
i=1
Kai−ni |j,m,w〉 , (1 ≤ n1 ≤ n2 ≤ . . . ≤ nN) (3.127)
The descendants of the primary state |j,m,w〉 share the same value of m. We can see
this from the commutation relations[
J20 , K
a
−n
]
= 0 ,
[
L0, K
a
−n
]
= nKa−n (3.128)
which tell us that operating with Ka−n on a state leaves the eigenvalue of J
2
0 unchanged,
while the conformal weight increases as if the operator was Ja−n.
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3.2.5 The physical spectrum
Classical symmetries place further constraints on the string spectrum. In string theory,
the physical states must obey the Virasoro constraints resulting from the vanishing of the
classical energy-momentum tensor. Also, we expect that the central charge of the system
obtains the critical value c = 26 for bosonic strings.
In the SL(2,R) WZW model, the central charge is cSL(2,R) = 3k/(k − 2). One could
make the theory critical by selecting a specific value for the level number: k = 52/23.
Since j must satisfy −1/2 > j > −k/2 + 1/2, setting k to this value places a severe limit
on the spectrum. Because of this, we take an alternative approach to obtain a critical
theory: we enlarge the spectrum by including an internal CFT in the theory so that the
total central charge equals
ctot = cSL(2,R) + cint = 26 (3.129)
For example, an internal CFT consisting of bosonic strings on S3 ×M20 where M20 is a
flat 20-dimensional manifold would make the full theory critical.
The states in the critical theory depend on the SL(2,R) quantum numbers j and m,
the conformal weight h of the internal CFT, and the total level number N . The Virasoro
constraints in the holomorphic sector are(
Ln − Lintn − δn,0
) |j,m, h,N〉 = 0 (3.130)
where Lintn represents the contribution of the internal CFT. The Virasoro constraints are
similar for the antiholomorphic sector.
It is clear from the discussion in section 3.2.3 that the spectrum has also sectors
generated by the spectral flow.5 The spectral flow maps the states in the unflowed sectors
to the states |j˜, m˜, h, N˜ , w+〉. We solve the physical state condition for the flowed states
with respect to the unflowed Virasoro generators Ln:(
Ln − Lintn − δn,0
) |j˜, m˜, h, N˜ , w+〉 = 0 (3.131)
The interesting part comes from the constraint of the Virasoro operator L0. Evaluat-
ing this constraint results in the following condition for the quantum numbers in the
holomorphic sector:
− j˜(j˜ + 1)
k − 2 + h+ N˜ − w+m˜+
k
4
w2+ − 1 = 0 (3.132)
Similarly, for the antiholomorphic sector we obtain
− j˜(j˜ + 1)
k − 2 + h¯+
˜¯N + w− ˜¯m+
k
4
w2− − 1 = 0 (3.133)
5In the context of supersymmetric models, it has been pointed out [49, 50] that the spectral flow
affects also the internal CFT.
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From equations (3.132) and (3.133) we can solve the allowed quantum numbers m˜, ˜¯m:
m˜ =
k
4
w+ +
1
w+
(
− j˜(j˜ + 1)
k − 2 + h¯+
˜¯N − 1
)
(3.134)
˜¯m = −k
4
w− − 1
w−
(
− j˜(j˜ + 1)
k − 2 + h¯+
˜¯N − 1
)
(3.135)
The values of the Virasoro generators L0 and L¯0 are constrained by the level matching
condition, L0 − L¯0 ∈ Z, resulting from the modular invariance of the string world-sheet.
Due to the intrinsic angular momentum of the rotating BTZ black hole, the level matching
condition yields a non-trivial restriction on the quantum numbers m˜ and ˜¯m. When we
apply the level matching condition on a twisted state, we obtain the following relation:
h+ N˜ − h¯− ˜¯N − w+m˜− w− ˜¯m+ k
4
(w2+ − w2−) ∈ Z (3.136)
By considering the untwisted sector, we find that h+ N˜− h¯− ˜¯N ∈ Z. We can simplify the
result (3.136) by substituting the allowed values (3.95) for the spectral flow parameters.
This leads to the condition
∆−m˜+∆+ ˜¯m+
nk
2
JBH ∈ Z (3.137)
where n is an integer and JBH = 2r+r− is the angular momentum of the black hole. This
result can also be obtained from orbifold techniques [43].
3.3 Free field realizations
As we saw in the beginning of this chapter, the commutation relations between the modes
of the currents of an affine Lie algebra can be converted into operator product expansions
between the currents. Using this feature one can devise a method to gain further insight
into affine Lie algebras. The idea is to realize the currents of an affine Lie algebra in
terms of free fields. Since the OPEs between free fields are fairly simple to handle,
this procedure yields an efficient calculational tool. Focusing on the BTZ geometry, we
construct a free field realization of the SL(2,R) current algebra in the hyperbolic basis.
A similar discussion for the elliptic basis has been given in [51].
We start by writing the group element of SL(2,R) using the Gauss decomposition
g =
(
1 ψ
0 1
)(
e−φ 0
0 eφ
)(
1 0
χ 1
)
(3.138)
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where ψ, χ, φ are real valued fields. The parametrization (3.138) leads to the sigma model
form of the kinetic part of the WZW action:
S =
k
pi
∫
d2z (∂φ∂¯φ+ e2φ∂χ∂¯ψ) (3.139)
From this action, we find that the momentum conjugate to ψ is pψ = −ke2φ∂χ and the
momentum conjugate to χ is pχ = −ke2φ∂¯ψ, respectively. We relabel the fields:
β = pψ = −ke2φ∂χ , γ = ψ
β¯ = pχ = −ke2φ∂¯ψ , γ¯ = χ (3.140)
The equations of motion for the momentum conjugates vanish, ∂¯β = 0 = ∂β¯. Thus
we can exploit a common trick: we insert the momentum conjugates into the action as
Lagrangian multipliers. The action acquires then the following form:
S =
1
pi
∫
d2z
(
k∂φ∂¯φ− β∂¯γ − β¯∂γ¯ − 1
k
ββ¯e−2φ
)
(3.141)
The original action (3.139) is recovered by integrating over the Lagrangian multipliers
β, β¯.
At quantum level, the story is not so straightforward. Due to the change of variables
(3.140), an anomalous factor appears in the functional measure. A careful analysis [51, 52]
shows that this induces a coupling between the field φ and the world-sheet curvature and
a shift in the coefficient of the term ∂φ∂¯φ:
S =
1
pi
∫
d2z
(
(k − 2)∂φ∂¯φ− φ
4
√
hR(2) − β∂¯γ − β¯∂γ¯ − 1
k
ββ¯e−2φ
)
(3.142)
Here R(2) denotes the scalar curvature in two dimensions. The last term corresponds
to a screening charge. In the limit φ → ∞, it can be treated perturbatively and we can
consider the effective action (3.142) as a system of free fields. We introduce the shorthand
notation k′ ≡ k − 2 for the renormalized level number. After the rescaling φ → φ/√2k′,
the effective action (3.142) produces the standard OPEs between the fields:
φ(z, z¯)φ(w, w¯) ∼ − ln |z − w|2 , β(z)γ(w) ∼ 1
z − w , β¯(z¯)γ¯(w¯) ∼
1
z¯ − w¯ (3.143)
These OPEs tell us that the free field system consists of a scalar field φ and two bosonic
ghost fields β, γ.
The current matrix corresponding to the group element (3.138) is
J = −k
2
∂gg−1 =
1
2
(
k∂φ+ βγ −k∂γ − βγ2 − 2kγ∂φ
β −k∂φ− βγ
)
→ 1
2
( √
k′/2 ∂φ+ βγ −k∂γ − βγ2 −√2k′ γ∂φ
β −√k′/2 ∂φ− βγ
)
(3.144)
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where the last form is obtained after the quantum corrections have been taken into ac-
count. Writing the current matrix J = J2t2− (J+t−+J−t+)/2 in terms of the generators
ta in the hyperbolic basis, we have
J =
i
2
(
J2 −J−
J+ −J2
)
(3.145)
From (3.145), we can read off the components Ja. Thus we have realized the currents in
terms of the free fields (φ, β, γ):
iJ+(z) = β(z)
iJ−(z) = (β(γγ))(z) +
√
2k′(γ∂φ)(z) + k∂γ(z) (3.146)
iJ2(z) = (βγ)(z) +
√
k′/2 ∂φ(z)
This is the Wakimoto representation [53] of the SL(2,R) currents in the hyperbolic basis.
The OPEs (3.143) between the fields (φ, β, γ) lead to the following current algebra:
J2(z) J±(w) ∼ ±iJ
±(w)
z − w
J+(z) J−(w) ∼ −k
(z − w)2 −
2iJ2(w)
z − w (3.147)
J2(z) J2(w) ∼ k/2
(z − w)2
This algebra is easily seen to be equal to the commutation relations (3.97). The energy-
momentum tensor is obtained from the Sugawara construction:
T =
1
k′
ηab (J
aJ b) =
1
k′
(
(J2J2)− 1
2
(
(J+J−) + (J−J+)
))
= −1
2
(∂φ)2 − 1√
2k′
∂2φ+ β∂γ (3.148)
For the antiholomorphic sector, we obtain the current matrix
J¯ =
k
2
g−1∂¯g =
1
2
( −√k′/2 ∂¯φ− β¯γ¯ −β¯
k∂¯γ¯ + β¯γ¯2 +
√
2k′ γ¯∂¯φ
√
k′/2 ∂¯φ+ β¯γ¯
)
(3.149)
In terms of the components, the antiholomorphic current matrix can be written as
J¯ = ηabJ¯
atb† =
i
2
( −J¯2 −J¯+
J¯− J¯2
)
(3.150)
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so the resulting components of the currents are
iJ¯+(z¯) = β¯(z¯)
iJ¯−(z¯) = (β¯(γ¯γ¯))(z¯) +
√
2k′(γ¯∂¯φ)(z¯) + k∂¯γ¯(z¯) (3.151)
iJ¯2(z¯) = (β¯γ¯)(z¯) +
√
k′/2 ∂¯φ(z¯)
Since these components are similar to the holomorphic ones (3.146), we find that the
current algebra in the antiholomorphic sector is of the form (3.147) as well.
3.3.1 Bosonic free field realization
There is another realization of the SL(2,R) current algebra that resembles more the
standard description of strings moving in a flat background. In this realization the current
algebra is given in terms of three scalar fields. The spacetime curvature manifests itself
in the energy-momentum tensor as a constant background charge that is coupled to one
of the scalar fields.
To begin with, we “re-bosonize” the ghosts β, γ:
β = ∂ϕ0 e
−ϕ0−ϕ1 , γ = eϕ0+ϕ1 (3.152)
The OPEs between the fields ϕ0, ϕ1 are
ϕ0(z)ϕ0(w) ∼ ln(z − w) , ϕ1(z)ϕ1(w) ∼ −ln(z − w) (3.153)
and ϕ0(z)ϕ1(w) producing only regular terms. The OPEs (3.153) indicate that ϕ0 is a
timelike field and ϕ1 is a spacelike field, respectively.
Let us define the “light-cone” fields ϕ± = ϕ0 ± ϕ1. From the OPEs (3.153) it follows
that the light-cone fields are not correlated with themselves,
〈ϕ+(z)ϕ+(w)〉 = 0 , 〈ϕ−(z)ϕ−(w)〉 = 0 (3.154)
Now the task is to find the current components in terms of the fields ϕi. This can
be done by utilizing the results of section 3.1.2 (in particular the formula (3.40)). To
illustrate the technical aspects of normal ordering in the CFT context, we present the
details of the calculation for the (βγ)-term:
(βγ) = ((∂ϕ0 e
−ϕ+)eϕ+)
= (∂ϕ0 (e
ϕ+e−ϕ+)) + (([eϕ+ , ∂ϕ0]) e−ϕ+) + (
[
(∂ϕ0 e
−ϕ+), eϕ+
]
) (3.155)
The first one of the three terms in (3.155) is the easiest to compute, since the property
(3.154) implies that the exponentials are uncorrelated, and (eϕ+e−ϕ+) = 1.
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In the second term, we need to solve the normal ordered commutator. We find
eϕ+(z) ∂ϕ0(w) ∼ eϕ+(z) ∂w〈ϕ+(z)ϕ0(w)〉 ∼ −e
ϕ+(w)
z − w (3.156)
In the last form, we have expanded ϕ+(z) in the exponential at w. The difference ϕ+(z)−
ϕ+(w) contains only regular terms that do not contribute to the final form of the OPE.
The singular coefficient in the OPE is
[eϕ+ ∂ϕ0]1 = −eϕ+ (3.157)
The formula (3.31) then tells that
([eϕ+ , ∂ϕ0]) = −∂eϕ+ = −∂ϕ+ eϕ+ (3.158)
The last term looks laborious, but it is actually quite simple to calculate. To obtain
the normal ordered commutator, we have to evaluate the OPE
(∂ϕ0 e
−ϕ+)(z) eϕ+(w) ∼ e
ϕ+(w)−ϕ+(z)
z − w ∼
e−(z−w)∂ϕ+(w)+O(z−w)
2
z − w ∼
1
z − w (3.159)
Since the coefficient of the only singular term is a constant, the normal ordered commu-
tator is equal to zero and the last term vanishes.
Summing up the results, we have
(βγ) = ∂ϕ0 − ∂ϕ+ + 0 = −∂ϕ1 (3.160)
which is quite different from ∂ϕ0, the result given by classical field theory. With similar
calculations, all the terms in the currents of the (β, γ)-system (3.146) can be transformed
to the bosonic free field realization. The currents become
iJ+ = ∂ϕ0 e
−ϕ+
iJ− = ∂
(
(k − 1)ϕ0 + k′ ϕ1 +
√
2k′ φ
)
eϕ+ (3.161)
iJ2 =
√
k′/2 ∂φ− ∂ϕ1
Also, we find the following expression for the energy-momentum tensor:
T = −1
2
(∂φ)2 − 1
2
(∂ϕ1)
2 +
1
2
(∂ϕ0)
2 − 1√
2k′
∂2
(
φ+
√
k′
2
(ϕ0 + ϕ1)
)
(3.162)
It is often more convenient to work in a basis where the Cartan current J2 is diago-
nalized. This can be achieved by introducing three bosonic fields Xa with the following
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linear transformation [54, 55]:
X0 =
√
k′/k φ+
√
k/2 ϕ0 + k
′/
√
2k ϕ1
X1 =
√
k′/k φ−
√
2/k ϕ1 (3.163)
X2 = φ+
√
k′/2 (ϕ0 + ϕ1)
The fields Xa obey the standard OPEs of scalar fields:
Xa(z)Xb(w) ∼ −ηab ln(z − w) (3.164)
In terms of the fields Xa, the currents and the energy-momentum tensor read
iJ± = ∂
(√
k/2X0 ∓
√
k′/2X2
)
e∓
√
2/kX−
iJ2 =
√
k/2 ∂X1 (3.165)
T =
1
2
∂X+∂X− − 1
2
(∂X2)
2 − 1√
2k′
∂2X2
where we have denoted X± = X0 ± X1. As presumed, the current J2 is diagonal in the
field X1. We point out that only the field X2 is coupled to the background charge. This
realization can also be thought as the parafermionic SL(2,R)/U(1) ⊗ U(1) model [56].
The current J2 corresponds to the U(1) direction, and the currents
J± = −i
√
k/2Ψ± exp(±
√
2/k X1) (3.166)
are composed of the U(1) vertex operators exp(±√2/k X1) and the bosonic realizations
of the SL(2,R)/U(1) parafermions Ψ±:
Ψ± = ∂
(
X0 ∓
√
k′/k X2
)
e∓
√
2/kX0 (3.167)
The conformal weight of the parafermions is fractional (cΨ = 1 + 1/k) and they obey
neither commutation nor anticommutation rules.
3.3.2 Spectral flow in the free field realization
The bosonic realization (3.165) of the SL(2,R) current algebra provides an interesting
tool to examine strings on the BTZ black hole. Since we have seen that the spectral flow
is an integral feature in the construction of the string spectrum on the SL(2,R) group
manifold, there is a need to clarify the role of spectral flow in the free field realization.
We approach this problem by considering the global properties of the BTZ geometry and
solving the periodic identifications for the fields Xa [57]. In this way, we obtain the same
values for the spectral flow parameters as in section 3.2.2.
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First, we observe that the sigma model form of the WZW action (3.139) can be
converted to the BTZ metric (2.24) using the following transformation:
ψ =
√
r2 − r2+
r2 − r2−
e(r+−r−)(θ−itE)
χ =
√
r2 − r2+
r2 − r2−
e(r++r−)(θ+itE) (3.168)
φ =
1
2
ln
(
r2 − r2−
r2+ − r2−
)
− (r+θ + ir−tE)
The periodic identification of the angular BTZ coordinate θ ∼ θ + 2pi translates into the
following identifications of (φ, γ, γ¯):
(γ(z), γ¯(z¯), φ(z, z¯)) ∼ (γ(z)e2pi∆− , γ¯(z¯)e2pi∆+ , φ(z, z¯)− 2pir+) (3.169)
Notice that in the free field limit, γ = ψ(z) is a function of z only, and γ¯ = χ(z¯) is a
function of z¯ only, respectively.
In order to find out the periodicities of the fields Xa, we perform the following trans-
formations:
β(z) = e−
√
2/kX−(z) ∂
(√
k/2 X0(z)−
√
k′/2 X2(z)
)
γ(z) = e
√
2/kX−(z)
φ(z, z¯) = X2(z, z¯)−
√
k′/k X−(z, z¯)
(3.170)
With these transformations, we arrive at the currents (3.165). Bearing in mind that we
have rescaled the field φ→ φ/√2k′ to obtain the current algebra (3.147), the identification
of φ also gets rescaled:
(γ(z), γ¯(z¯), φ(z, z¯)) ∼
(
γ(z)e2pi∆− , γ¯(z¯)e2pi∆+ , φ(z, z¯)− 2pir+
√
2k′
)
(3.171)
We find that the periodicity condition (3.171) is satisfied if6(
X1(z), X˜1(z¯)
)
∼
(
X1(z)− pi
√
2k ∆− , X˜1(z¯)− pi
√
2k ∆+
)
(3.172)
Notice that the factors including r− cancel in the identification of φ(z, z¯) since we have to
include both the holomorphic and the antiholomorphic part of X1(z, z¯) in the calculation.
6It might appear that the periodicity condition could be imposed on the lightcone coordinate X−:
(X−(z), X˜−(z¯)) ∼ (X−(z) + pi
√
2k ∆− , X˜−(z¯) + pi
√
2k ∆+). However, this would include an unwanted
term proportional to −ir+
√
2k ln z in the mode expansion of X0, that conflicts with the periodicity of
the field β (3.170).
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The result (3.172) tells us that the field X1 corresponds to a compact coordinate. A
natural interpretation is that the U(1) current J2 generated by ∂X1 describes rotations
in the compact θ-direction of the BTZ black hole geometry. We need to incorporate the
effect of compactness in the mode expansion of X1. This is done by including a shift in
the zero modes of the field X1:
X1(z, z¯) = qˆ
1 − i
2
(
pˆ1 − w+
√
2k
)
lnz − i
2
(
ˆ¯p
1
+ w−
√
2k
)
lnz¯ + oscillations (3.173)
We have suggestively labeled w± = m∆∓ (m ∈ Z). The apparent difference between the
radii of the holomorphic and the antiholomorphic part is an effect of the intrinsic angular
momentum of the target space. For a non-rotating black hole, r− = 0, and the radii
become equal.
What is the meaning of the transformation
(
pˆ1, ˆ¯p
1
)
→
(
pˆ1 − w+
√
2k , ˆ¯p
1
+ w−
√
2k
)
?
Let us see how this affects the currents (3.165). We find the following transformation rules
for the modes of the currents:
J±n → J±n±iw+ , J¯±n → J¯±n±iw−
J2n → J2n + k2w+ δn,0 , J¯2n → J¯2n − k2w− δn,0
(3.174)
These look familiar. In fact, we have just reproduced the transformation law (3.99) of
spectral flow for the modes of the currents. Hence, the spectral flow is generated by
twisting of the field X1 in the free field realization (3.165).
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