This article deals with invariant manifolds for infinite dimensional random dynamical systems with different time scales. Such a random system is generated by a coupled system of fast-slow stochastic evolutionary equations. Under suitable conditions, it is proved that an exponentially tracking random invariant manifold exists, eliminating the fast motion for this coupled system. It is further shown that if the scaling parameter tends to zero, the invariant manifold tends to a slow manifold which captures long time * This work was supported by the NSFC grants (10901065, 10971225, 11028102) 1 dynamics. As examples the results are applied to a few systems of coupled parabolic-hyperbolic partial differential equations, coupled parabolic partial differential-ordinary differential equations, and coupled hyperbolichyperbolic partial differential equations.
Introduction
The theory of invariant manifolds serves as a tool for analyzing dynamical behaviors of deterministic systems. It was first introduced by Hadamard [20] , then by Lyapunov [24] and Perron [29] for deterministic systems. It has been further developed by many authors for infinite dimensional deterministic systems; see, e.g., [30, 2, 9, 12, 21] . More recently, invariant manifolds have been investigated for infinite dimensional stochastic systems; see [17, 18, 23, 25, 3, 6, 15, 14] among others.
Some systems evolve on fast and slow time scales, and may thus be modeled by coupled singularly perturbed stochastic ordinary or partial differential equations (SDEs or SPDEs). For SDEs with two time scales, Schmalfuß and Schneider [32] have recently investigated random inertial manifolds that eliminate the fast variables, by a fixed point technique based on a random graph transformation. They show that the inertial manifold tends to another so-called slow manifold as the scaling parameter goes to zero. Qualitative analysis for the behavior of the slow manifold for slow-fast SDEs on the long time scales can be found in Wang and Roberts [34] .
In the present paper, we consider invariant manifolds for stochastic fast-slow systems in infinite dimension. Namely we investigate the following system of fastslow stochastic evolutionary equations, which could be coupled SPDEs, or coupled SPDEs-SDEs,ẋ are given elements in H 1 . The small parameter ǫ > 0 representing the ratio of the two time scales. The precise conditions on these quantities will be given in Section 3, which allow our framework to deal with multiscale coupled parabolic-hyperbolic systems and coupled hyperbolic-hyperbolic systems.
It is worthy mentioning that in the situation we consider here, the noise perturbation of the fast motion equation is additive type. The reason is that the problem for existence of random dynamical systems generated by stochastic partial differential equations with general multiplicative noise is still unsolved (for details see [17] ). The main goal in this paper is to establish, for ǫ > 0 small enough, the existence of a random invariant manifold M ǫ with an exponential tracking property for the above stochastic system. Thus as a consequence, this system can be reduced to an evolutionary equation with a modified nonlinear term, which is useful for describing the long time behavior of the original coupled stochastic system. There are usually two approaches to construction of invariant manifolds: Hadamard graph transform method (see [31, 17] ) and Lyapunov-Perron method (see [11, 18, 6] ). We achieve our results by the latter which is different from the method of random graph transformation in [32] . In this approach one key assumption is that the Lipschitz constant of the nonlinear term in fast component is small enough comparing with the decay rate of the linear operator A. In particular, under suitable conditions it is further shown that this manifold M ǫ can be asymptotically approximated for ǫ sufficiently small by a slow manifold M 0 for a reduced stochastic system. We note that, in the case of Lyapunov-Perron method applied to a coupled stochastic systems, the existence of an random invariant manifold for the coupled stochastic parabolic-hyperbolic equations, that do not contain two widely separated characteristic timescales, is obtained by Caraballo Chueshov and Langa in [6] . We remark that, whereas the existence of slow manifold is not studied, in their paper the just mentioned authors also verify that this random manifold converges to its deterministic counterpart when the intensity of noise tends to zero. This paper is organized as follows. In Section 2, some basic concepts in random dynamical systems and random invariant manifolds are recalled. Our framework is presented in Section 3. In Section 4, we establish the existence of a random invariant manifold M ǫ possessing an exponential tracking property, and then in Section 5 we show M ǫ converges to a slow manifold M 0 with rate of order 1. Section 6 is devoted to a few illustrative examples. Remarks on local manifolds for systems with local Lipschitz nonlinearities are given in Section 7.
Preliminaries on random dynamical systems
We now recall basic concepts in random dynamical systems (RDS) and random invariant manifolds (RIM). For more details, see [1, 17, 18] . Definition 2.1. Let (Ω, F , P) be a probability space and θ = {θ t } t∈R be a flow on Ω which is defined as a mapping θ : R × Ω → Ω and satisfies
• the mapping (t, ω) → θ t ω is (B(R) × F , F )−measurable and θ t P = P for all t ∈ R. Then the quadruple (Ω, F , P, θ) is called a driving dynamical system.
We will work on the driving dynamical system represented by Wiener process.
To be more precise, let Ω = C 0 (R, R m ) be the continuous paths ω(t) on R with values R m such that ω(0) = 0. This set is equipped with the compact-open topology. Let F be the associated Borel σ−field and P be the Wiener measure. Then we identify ω with
The operators θ t forming the flow are given by the Wiener shift:
Note that the measure P is invariant with respect to the above flow and then the quadruple (Ω, F , P, θ) is a driving dynamical system. Definition 2.2. Let (H, d H ) be a metric space with Borel σ−field B(H). A cocycle is a mapping:
for t, s ∈ R + , ω ∈ Ω, and x ∈ H. Then φ together with the driving system θ forms a random dynamical system (RDS).
A RDS is called continuous (differentiable) if x → φ(t, ω, x) is continuous (differentiable) for t ≥ 0 and ω ∈ Ω. A family of nonempty closed sets M = {M(ω)} contained in a metric space (H, · H ) is called a random set if for every y ∈ H the mapping ω → inf
is a random variable. Now we introduce the random invariant manifold concept.
If M can be represented as a graph of a Lipschitz mapping
where c 1 is a positive random variable depending on x and x ′ , while c 2 is a positive constant, then M(ω) is said to have an exponential tracking property.
Framework
Consider the following system of stochastic evolutionary equations with two time scalesẋ
where A is a generator of a C 0 -semigroups on separable Hilbert space H 1 , and B is a generator of a C 0 -groups on separable Hilbert H 2 . Nonlinearities f and g are continuous functions, are twosided Wiener processes taking values in R and h j (1 ≤ j ≤ m) are given elements in H 1 . Moreover, σ is a nonzero constant (noise intensity), and ǫ is a small positive parameter representing the ratio of time scales in this fast-slow system. In this setting, x ǫ is referred as the "fast" component while y ǫ is the "slow" component. for all y ∈ H 2 , with a constant γ 2 ≥ 0. We also make the following two more assumptions. (A2) Lipschitz condition: There exists a positive constant K such that for all
and
(A3) Assume that the Lipschitz constant K of the nonlinear terms in system (3.1)-(3.2) is smaller than the decay rate γ 1 of A, that is,
Remark 3.1. We note that the system (3.1)-(3.2) is an abstract model for various complex systems under random influences, which can be a finite-dimensional, stochastic slow-fast system analysed in [32, 34] . Now as in [17] , we verify that the stochastic evolutionary system (3.1)-(3.2) can be transformed into a random evolutionary system which generates a RDS. For this purpose, let η 1 ǫ be a stationary solution of the linear stochastic evolutionary equation
This means that the random variable η 1 ǫ with values in H 1 is defined on a {θ t } t∈R −invariant set of full measure such that t → η 1 ǫ (θ t ω) is a solution version for (3.3). Let ξ be the stationary solution of the linear stochastic evolutionary equation
Then by the scale property of Wiener process, η 1 ǫ (θ t ω) has the same distribution of ξ(θ t ǫ ω), see the Lemma 3.2 in [32] . For the existence of stationary solutions to stochastic evolutionary equations see [5] .
Then the original evolutionary system (3.1)-(3.2) is converted to the following random evolutionary system
where
defines a random dynamical system [17] . Furthermore
is the random dynamical system generated by the original system (3.1)-(3.2). We introduce some notations. Let µ be a positive number satisfying
For any α ∈ R, define Banach spaces
Similarly, we define Banach
Slow manifolds
In this section, we prove the existence of a Lipschitz continuous invariant manifolds M ǫ (ω), with an exponential tracking property, for the random evolutionary system (3.4)-(3.5).
Define
This is the set of all initial data through which solutions are bounded by e − µ ǫ t . We shall use Lyapunov-Perron method to prove that M ǫ (ω) is an invariant manifold described by the graph of a Lipschitz function. For this we will need the following properties of the random function Z ǫ (·, ω, Z 0 ) (see [18] ).
is the solutions of (3.4)-(3.5) with initial data
Theorem 4.1. (Slow manifolds)
Assume that (A1)-(A3) hold and that ǫ > 0 is sufficiently small. Then the random dynamical system defined by (3.4)-(3.5) has a Lipschitz random slow manifold M ǫ (ω) represented as a graph
is the graph mapping with Lipschitz constant satisfying
Proof. We adapt the method of Lyapunov-Perron to fast-slow random dynamical systems. To construct an invariant manifold for system (3.4)-(3.5) we first consider integral equations
for t ≤ 0 and define the mapping J ǫ by
It can be verified that
, we have that
Hence, by definition of J ǫ we obtain
Thus, we conclude that
Next we show that the mapping J ǫ is contractive. To this end, taking z = (x, y),z = (x,ȳ) ∈ C − − µ ǫ , we have that
Hence, by (4.4) and (4.5)
Taking into account of (3.6) there is a sufficiently small constant ǫ 0 > 0 such that
Therefore, the mapping J ǫ is strictly contractive in C − − µ ǫ , and, consequently, the in-
. Furthermore one has the estimate
we then get from (4.6)
It then follows from Lemma 4.1 that
In order to see that M ǫ (ω) is a random set we need to show that for any z = (x, y)
is measurable, see Castaing and Valadier [7] , Theorem III.9. Let H c be a countable dense set of the separable space H. Then the right hand side of (4.8) is equal to
which follows immediately by the continuity of H ǫ (ω, ·). The measurability of any expression under the infimum of (4.8) follows since ω → H ǫ (ω, Pz ′ ) is measurable for any z ′ ∈ H. It remains to show that M ǫ (ω) is invariant, i.e., for each
We first note that for each fixed s ≥ 0,
. This completes the proof.
Remark 4.1. We remark that the key point in the proof of Theorem 4.1 is that
In the particular case where ǫ = 1, one has κ =
< 1, which is the usual spectral gap condition. We note also that the proof is valid for sufficiently small ǫ > 0 only in the case In what follows we prove the exponential tracking property which means the manifold M ǫ (ω) attracts exponentially all the orbits of Φ ǫ on condition that the scaling parameter is sufficiently small. 
where · denotes the norm in space H = H 1 × H 2 defined by
This can be verified by using the variation of constants formula. Next we are going to prove that (4.12) has solutions (
It follows that
if and only if
where U(0) is given by (4.13). Define the operator
, we obtain from (4.13) the estimate
and so
For the operator I ǫ 2 we have
Recalling that
and taking (4.14) and (4.15) into account, we obtain
as ǫ → 0. By (3.6) there is a sufficiently small constant ǫ ′ 0 > 0 such that ρ(K, γ 1 , γ 2 , µ, ǫ) < 1 for all 0 < ǫ < ǫ ′ 0 . Therefore, the operator I ǫ is strictly contractive and has a unique fixed point Z ∈ C + − µ ǫ which is the unique solution for (4.12) and satisfies (X 0 ,Ȳ 0 ) = (U(0),
Therefore, the exponential tracking property of M ǫ (ω) is obtained.
Remark 4.2. By the relationship between solutions of system (3.1)-(3.2) and (3.4)-(3.5), the original fast-slow stochastic system also has a Lipschitz random invariant manifold under the conditions of Theorem 4.1, which is represented as
Hence, if system (3.4)-(3.5) has an exponential tracking manifold so has system (3.1)-(3.2).
Remark 4.3. Theorem 4.2 implies that any orbit of the fast-slow system tends exponentially to an orbit on the manifold M ǫ (ω) which is governed by an evolutionary equation with usual time scale. To be more specific, i.e., for any solution ω) ) on the manifold M ǫ which satisfies the evolutionary equatioṅ
Applying the ideas from the Remark 4.2 we have a reduction system which describes the long-time behavior for system (3.1)-(3.2). 
such that for any t ≥ 0 and almost sure ω ∈ Ω,
with −µ ǫ < 0 and C K,γ 1 ,µ being a constant depending on K, γ 1 and µ.
Critical manifolds
Now we consider an asymptotic approximation for the slow manifold M ǫ (ω), as ǫ → 0.
The scaling t → ǫt in system (3.4)-(3.5) yields
We now replace η 1 ǫ (θ ǫt ω) by ξ(θ t ω) that has the same distribution, then we have a random evolutionary system, whose solution's distribution coincides with that of the system (5.1)-(5.2), in the form of
By proceeding as in the proof of Theorem 4.1, it can be shown that the system (5.3)-(5.4) has a random slow manifold represented as
is the unique solution in C − −µ for the above integral equations. With a change of variables s/ǫ → t in (4.7), we have
where ⋍ denotes equivalence (coincidence) in distribution. Therefore, the invariant manifoldM ǫ (ω) is a version in distribution for M ǫ (ω). Next, we show that there exists a random invariant manifold M 0 (ω), which is called a random critical manifold for system (5.3)-(5.4), will be the asymptotic limit of the manifoldM ǫ (ω) as ǫ → 0. To this end, we consider the following system
By the same discussion in Theorem 4.1, system (5.5)-(5.6) has a random invariant manifold with representation
The main result of this section is the following theorem.
Theorem 5.1. (Critical manifolds)
Let the assumptions (A1)-(A3) hold and also assume that there exists a positive number C g such that sup
2) can be approximated by a critical manifoldM 0 (ω) defined in (5.7), in the sense that their respective graph mappingsH ǫ andH 0 satisfy
for all Y 0 ∈ D(B), a.s. ω ∈ Ω and as ǫ → 0.
Proof. In this proof, the letter C with or without subscripts denotes positive constants whose value may change in different occasions. We will write the dependence of constant on parameters explicitly if it is essential. As is known [28] , if
Then we have, for all t ≤ 0,
Then, by using again (5.8), we have
we have, for sufficiently small ǫ > 0, that
Now, according to (5.10) and (5.11), we have
By (3.6),
Hence, thanks to (5.9) and (5.12), we deduce
This completes the proof.
Remark 5.1. Consider the case that H 2 is a finite dimensional space, the operator B is a constant matrix and (5.3)-(5.4) is a coupled system of an evolutionary equation and ordinary differential equations. This system arises from biology, such as Hodgkin-Huxley systems (see Example 6.2). Then the above theorem implies that for any bounded set E ⊂ H 2 ,
Illustrative examples
Let us look at several examples to illustrate the results in the previous two sections.
Example 6.1. Let D ⊂ R 3 be a bounded domain with smooth boundary ∂D. Consider a coupled system of stochastic parabolic-hyperbolic partial differential equations (see, e.g., [6] and [16] )
where ∆ denotes the Laplace operator and the parameters α, β are positive. The interaction functions f : R 3 → R and g : R 3 → R are assumed to be Lipschitz continuous with a Lipschitz constant K > 0. Thus the assumption (A2) holds. Such a system may describe a thermoelastic wave propagation in a random medium [10] . The wave profile v in an interacting random thermoelastic medium is described by a hyperbolic partial differential equation. If the wave is temperature dependent and the heat conductivity has faster evolution, then the hyperbolic equation is coupled to a stochastic parabolic (heat) equation with different characteristic timescales. We introduce the usual Hilbert space L 2 (D) as well as the Sobolev spaces H 2 (D) and
. By the semigroup theory the operator A generates a contraction semigroup e At :
and −γ 2 t for t ∈ R with γ 2 = 0. Then the system (6.1)-(6.4) can be rewritten as
which is in the standard form of (3.1)-(3.2). Thus under the condition
and the scaling parameter ǫ small enough the random dynamical system generated by (6.1)-(6.4) has an invariant manifold 
Note that a similar result for this example has also been obtained in [6] .
Example 6.2. Let D ⊂ R n be a bounded domain with smooth boundary ∂D. Consider a system of coupled parabolic partial differential equations and ordinary differential equations
where f : R 1+m → R, g : R 1+m → R m are Lipschitz maps with a Lipschitz constant K > 0:
for all (x, y) ∈ R × R m . Thus the assumption (A2) holds. This system may model certain biological processes. For instance, the famous FitzHugh-Nagumo system [19, 27] , as a simplified version of the Hodgkin-Huxley model [13] , which describes mechanisms of a neural excitability and excitation for macro-receptors, belongs to this class.
As in Example 6.1 the differential operator A = ∆ with domain
It is clear that e Bt = I id for all t ∈ R and e Bt H 2 ≤ e −γ 2 t with γ 2 = 0. Therefore, the system (6.5)-(6.7) has a random invariant manifold
} with an exponential tracking property if K < γ 1 and ǫ > 0 is small enough. We also have the reduction system
for the long time behavior of the original system (6.5)-(6.7).
Example 6.3. Consider the following system of two coupled wave equations (i.e., hyperbolic partial differential equations) on a bounded spatial interval I = [0, π] : where ∆ denotes the Laplace operator and the parameters β, ν are positive. The interaction functions f : R 3 → R and g : R 3 → R are Lipschitz continuous with a Lipschitz constant K > 0. Thus the assumption (A2) holds. This system models, for example, vibrating strings connected in parallel with zero boundary conditions [26] and multi-component wave fields such as electromagnetic waves in plasmas, elastic waves in solids, light waves in anisotropic and inhomogeneous media [22] . Rewrite the equations (6.8)-(6.9) as
,Ẇ (t) = 0 w(t)
,
The linear operator A ǫ has the eigenvalues 
Remarks on the case of local Lipschitz nonlinearity
We have limited ourselves to the case where the nonlinearities are globally Lipschitz continuous. We remark that when the nonlinearities in those three examples in Section 6 are only locally Lipschitz (say, near the origin (0, 0)), the above discussions remain valid locally. To this end we state the definition of a local random invariant manifold [4, 8] .
Definition 7.1. We say that the random dynamical system φ(t, ω) has a local random invariant manifold (LRIM) with radius R, if there is a random set M R (ω), which is defined by the graph of a random continuous function ψ(ω, ·) : B R (0) H 2 → H 1 , such that for all bounded sets B in B R (0) ⊂ H For any positive parameter R, we define χ R (v 1 , v 2 ) = χ(
