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Introduction
This paper is dedicated to counting functions and the corresponding zeta func-
tions in F1-theory. The first F1-zeta function has been defined by Christophe
Soule´ in [Sou04] for schemes of finite type whose congruence counting function is
a polynomial (Soule´’s condition), which makes it possible to replace the prime p
by p = 1 yielding the F1-zeta function as limit. In the paper [Dei06] it is shown
that if a finite type scheme X is defined over F1, then it satisfies Soule´’s con-
dition up to torsion in the structure sheaf. In the paper [CC11], Alain Connes
and Caterina Consani propose a generalization of Soule´’s zeta function which
incorporates torsion. The result is a transcendental function which is hard to
compute explicitly. The construction of Connes and Consani applies to count-
ing functions of the form N(q) =
∑n
j=1 cj(q)q
j , where each cj(q) is a periodic
function. The arguments q are prime powers. The central technical step in
[CC11] is a construction of an extension of cj(q) from integers q to a periodic
function on the reals. There then occur natural constraints which lead to the
transcendental construction. In the first section of this paper we propose a dif-
ferent path. As it turns out, the functions n 7→ cj(p
n) are also periodic for any
prime p. As the period is independent of p, one can extend these functions in a
unified way, paving the path for taking the limit p→ 1. In this way one gets a
calculus of F1-zeta functions incorporating torsion, yielding rational functions,
which satisfy natural functional equations.
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In the second section we consider Soule´ zeta functions for reductive groups
and compute their functional equations, see [Lor10]. In the third section we
investigate the correlation between functional equations of the zeta function
and its counting function, the latter considered as a function of real arguments.
As the zeta function doesn’t determine a real argument counting function, one
needs restrictions, which in this case are given by the consideration of finite
sums of real powers. The decisive technical tool we put forward here is a new
type of regularization of the zeta integral through a two variable zeta integral.
This regularization is an adaptation of the known method of zeta regularization
for determinants of elliptic differential operators as in [RS71,DP86,Sar87].
1 Refined Soule´ zeta functions
Let X be a scheme of finite type over Z. For a prime p one sets after Weil,
ZX(p, T ) = exp
(
∞∑
n=1
T n
n
#X(Fpn)
)
,
where Fpn stands for the field of p
n elements. This is the local zeta function of
X . The global is
ζX/Z(s) =
∏
p
ZX(p, p
−s),
where the product runs over all primes p. The scheme X is said to satisfy
Soule´’s condition, (see [Sou04]), if there exists a polynomial N(x) with integer
coefficients such that #X(Fpn) = N(p
n) holds for every prime p and every
n ∈ N. Then ZX(p, p
−s) is a rational function in p and p−s. The pole order at
p = 1 is N(1). One may then define the Soule´ zeta function as
ζX/F1(s) = limp→1
ZX(p, p
−s)(p− 1)N(1).
One computes that if N(x) = a0 + · · ·+ anx
n, then
ζX/F1(s) = s
−a0(s− 1)−a1 · · · (s− n)−an .
In the paper [Dei06] it is shown that if a finite type scheme X is defined over
F1, then it satisfies the Soule´ condition up to torsion in the structure sheaf. In
the paper [CC11], Alain Connes and Caterina Consani propose a generalization
of Soule´’s zeta function which incorporates torsion. The result is a transcenden-
tal function which cannot be computed directly. The central technical step in
[CC11] is a construction for an extension to R of a periodic function on Z. This
is applied to a counting function which occurs after taking the limit p→ 1.
In this section we reverse the order of steps in that we first extend and then
take the limit p → 1. This leaves us free from technical constraints and allows
us to choose the simplest and most natural way of extension: via the Fourier
series. With this choice one gets a calculus of zeta functions which
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• extends the torsion-free case,
• is expressible by Betti numbers exactly as in the torsion-free case, and
• satisfies the same functional equation as in the torsion-free case.
In order to set the stage and introduce notation, we briefly repeat the basic
notions of F1-schemes of [Dei05], except that, for better distinction from other
concepts, we now call them monoid schemes.
An ideal in a commutative monoid A is a subset a ⊂ A with Aa ⊂ a. A prime
ideal is an ideal p such that Sp = A r p is a submonoid. The spectrum is the
set spec(A) of all prime ideals with the topology generated by all sets of the
form D(f) = {p : f /∈ p}. It carries a canonical sheaf OA of monoids with stalks
OA,p = Ap = S
−1
p A. The pair (specA,OA) is then called an affine monoid
scheme. A monoid scheme is a topological space X with a sheaf OX of monoids
which is locally affine.
An affine scheme is given by a monoid. Its Z-lift is given by the corresponding
monoidal ring. This procedure is compatible with gluing and thus extends to
schemes to give the the base change X 7→ XZ that assigns a scheme over Z
to any monoidal scheme X . A Z-scheme isomorphic to the lift of a monoidal
scheme is said to be defined over F1. In [Dei08] it is shown that a variety is
defined over F1 if and only if it is a toric variety.
A monoidal scheme X is said to be of finite type, if there exists a finite affine
covering X =
⋃n
j=1 Uj such that each monoid OX(Uj) is finitely generated. In
this case, X is a finite set. We assume X to be of finite type from now on. For
a given natural number m let Fm denote the monoid µm ∪{0}, where µm is the
cyclic group of order m and a ·0 = 0 for every a. By Theorem 1.1 in [Dei05] one
has XZ(Fq) ∼= X(Fq−1) for every prime power q and by Lemma 1 of [DKK08],
X(Fm) ∼=
∐
x∈X
Hom(O×X,x, µm)
for every m ∈ N. Now O×X,x is a finitely generated abelian group, hence it is
a product of cyclic groups O×X,x
∼= CR(x) × µtx,1 × · · · × µtx,k , where C is the
infinite cyclic group, R(x) is the rank of the group O×X,x, and the numbers tx,j
can be assumed to be prime powers. For simplicity of notation, we use a single
k here, so some of the groups µt may be trivial. Writing m = q− 1 it turns out
#XZ(Fq) =
∑
x∈X
k∏
j=1
#Hom(µtx,j , µm)︸ ︷︷ ︸
=gcd(tx,j ,m)
mR(x)
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We conclude
ZXZ(p, p
−s) = exp
(
∞∑
n=1
p−ns
n
#XZ(Fpn)
)
= exp

 ∞∑
n=1
p−ns
n
∑
x∈X
(pn − 1)R(x)
k∏
j=1
gcd(tx,j , p
n − 1)

 .
We now argue that the function n 7→ gcd(tx,j , p
n − 1) is periodic. For this note
that gcd(t, pn−1) only depends on the residue class of pn−1 modulo t. Assume
that t = qk is a prime power. If q 6= p, then pn is a unit modulo t = qk and the
map n 7→ pn− 1 mod (t) is periodic of period φ(t) = #(Z/tZ)×. If p = q, then
the function n 7→ gcd(t, pn − 1) is constantly equal to 1.
We have that in any case the map n 7→ gcd(tx,j , p
n − 1) is periodic of period
φ(tx,j). Let n0 be the least common multiple of all the periods φ(tx,j) as x and
j vary, and set ξ = e2pii/n0 . Note that n0 does not depend on p. For ν = 1, . . . n0
let
cx,j,ν(p) =
1
n0
n0∑
n=1
gcd(tx,j , p
n − 1)ξ−nν
be the Fourier coefficient, then
gcd(tx,j , p
n − 1) =
n0∑
ν=1
cx,j,ν(p)ξ
nν
is the Fourier series in the variable n. So ZXZ(p, p
−s) equals
exp

 ∞∑
n=1
p−ns
n
∑
x∈X
(pn − 1)R(x)
k∏
j=1
(
n0∑
ν=1
cx,j,ν(p)ξ
nν
) .
We can now pull out the sum over x ∈ X , so that it becomes a product, replace
(pn−1)R(x) with the sum
∑R(x)
r=0
(
R(x)
r
)
pnr(−1)R(x)−r and pull out the sum
again and turn the integer factors into exponents. After that, we can multiply
out the product over j and repeat the procedure. We end up with a product
of exponential factors that come with exponents which involve products of the
coefficients cx,j,ν(p). We ultimately want to let p tend to 1 and we know how
to do that with all terms except for cx,j,ν(p). In the definition of this coefficient
there occurs the factor gcd(t, pn − 1). The map m 7→ gcd(t,m) is periodic of
period t, hence it has a Fourier expansion
gcd(t, pn − 1) =
t∑
α=1
dαe
2piiα(pn−1)/t,
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which tends, as p→ 1, to
t∑
α=1
dα =
t∑
α=1
1
t
t∑
j=1
gcd(t, j)e−2piijα/t
=
1
t
t∑
j=1
gcd(t, j)
t∑
α=1
e−2piijα/t =
1
t
t∑
j=1
gcd(t, j)×
{
t j = t,
0 j 6= t.
}
= t.
Hence cx,j,ν(p) tends, as p→ 1, to
1
n0
n0∑
n=1
tx,jξ
−nν =
{
tx,j ν = n0,
0 ν 6= n0.
This means that, as we intend to let p tend to 1, we can replace the coefficient
cx,j,ν(p) with this result and consider
Z˜XZ(p, p
−s) = exp

 ∞∑
n=1
p−ns
n
∑
x∈X
(pn − 1)R(x)
k∏
j=1
tx,j

 .
The number T (x) =
∏k
j=1 tx,j equals the cardinality of the torsion group of
O×X,x. We arrive at
Z˜XZ(p, p
−s) =
∏
x∈X
R(x)∏
r=0
(1− pr−s)T (x)(
R(x)
r )(−1)
R(x)−r−1
.
The pole order at p = 1 is N =
∑
x∈X
∑R(x)
r=0 T (x)
(
R(x)
r
)
(−1)r−R(x) and
ζX/F1(s) = limp→1
ZXZ(p, p
−s)(p− 1)N
= lim
p→1
Z˜XZ(p, p
−s)(p− 1)N
=
∏
x∈X
R(x)∏
r=0
(s− r)T (x)(
R(x)
r )(−1)
R(x)−r−1
.
Let R be the maximal value of R(x), then we can rewrite this as
ζX/F1(s) =
R∏
r=0
(s− r)
∑
x∈X
T (x)(R(x)r )(−1)
R(x)−r−1
.
We have shown the first part of the following theorem.
Theorem 1.1. Let X be a monoid scheme of finite type. For each x ∈ X let
R(x) denote the rank of the finitely generated abelian group O×X,x, let T (x) be
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the order of its torsion group and write R for the maximum of all R(x) for
x ∈ X. With the normalization that a periodic function on Z is extended to R
via its Fourier series, one gets
ζX/F1(s) =
R∏
r=0
(s− r)
∑
x∈X
T (x)(R(x)r )(−1)
R(x)−r−1
.
If XZ is a smooth projective variety of dimension d, the zeta function satisfies
the functional equation
ζX/F1(d− s) = (−1)
χζX/F1(s),
where χ is the Euler characteristic of XZ.
The functional equation is the same as in the torsion-free case [Lor10].
Proof. It remains to show the functional equation. By Deligne’s proof of the
Weil conjectures [Del74] we have for every prime p that ZXZ(p, T ) equals the
product
∏2d
ν=0 Pν(T )
(−1)ν+1 with Pν(T ) =
∏bν
j=1(1−αν,jT ), where |αν,j | = p
ν/2
and b2d−ν = bν. For any choice (ν) of 1 ≤ ν1, . . . , νk ≤ n0 we set c
(ν)
x (p) =∏k
j=1 cx,j,νj (p). With this notation,
k∏
j=1
(
k∑
ν=1
cx,j,ν(p)ξ
nν
)
=
∑
(ν)
c(ν)x (p)ξ
n
∑
(ν),
where
∑
(ν) =
∑k
j=1 νj . So we get that ZXZ(p, T ) equals
∏
x∈X
R(x)∏
r=0
∏
(ν)
(
1− prξ
∑
(ν)T
)(−1)R(x)−r−1(R(x)r )c(ν)x (p)
.
The factor prξ
∑
(ν) has absolute value pr. Comparing this with Deligne’s results
we see that b2r+1 = 0 and
b2r =
∑
x∈X
∑
(ν)
(−1)R(x)−r
(
R(x)
r
)
c(ν)x (p),
so the right hand side does not depend on p. Recall that
cx,j,ν(p) =
1
n0
n0∑
n=1
gcd(tx,j, p
n − 1)ξ−nν .
By Dirichlet’s prime number theorem there exists a prime p such that p ≡ 1
mod (tx,j) for all x, j. For such p one gets
cx,j,ν(p) =
{
tx,j ν = n0,
0 ν 6= n0.
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and so
c(ν)x (p) =
{
T (x) ν1 = · · · = νk = n0,
0 otherwise.
Which means that
b2l =
∑
x∈X
(−1)l+R(x)
(
R(x)
l
)
T (x),
so that we have
ζX/F1(s) =
d∏
l=0
(s− l)−b2l .
As b2l = b2d−2l, the claimed functional equation follows from this.
Corollary 1.2. If XZ is a smooth projective variety, then for every prime p
one has the functional equation
Z(p,
1
pdT
) = (−1)χpdχ/2T χZ(p, T ).
This corollary can of course also be proved directly, i.e., without use of F1-theory.
Proof. Deligne has proved that Z(p, 1pdT ) = ±p
dχ/2T χZ(p, T ), where the sign
is + if d is odd and (−1)m+bd if d is even, where m is the multiplicity of the
eigenvalue −pd/2. From the proof of Theorem 1.1 we deduce that m does not
depend on p and therefore the sign in the functional equation is the same for
all p, i.e., replacing T with p−s we see that there exists ε ∈ {1,−1} such that
Z(p, ps−d) = εpdχ/2p−sχZ(p, p−s), and from this ζX/F1(d − s) = εζX/F1(s), so
by the theorem it follows ε = (−1)χ, whence the corollary.
2 Reductive groups over F1
An example of varieties which satisfy Soule´’s condition, but are not defined over
F1, are split reductive groups like GLn, SLn, Sp2n or the split quadratic groups.
In this section, we fix a misprint in the paper [Lor10]. For the convenience of
the reader, we repeat the notation and principal assertions of the latter.
Proposition 2.1. Let G denote a split reductive group over Z. Then G sat-
isfies Soule´’s condition. The conting polynomial NG(q) satisfies the functional
equation
NG
(
1
q
)
= (−1)rq−d−NNG(q),
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or, equivalently, the F1-zeta function ζG(s) satisfies the functional equation
ζG/F1(d+ p− s) = (−1)
χζG/F1(s)
(−1)r ,
where d is the dimension, r the rank of G and p = (d − r)/2 is the number of
positive roots of G.
Proof. The fact that Soule´’s condition is satisfied is well known. Let B ⊂ G
be a Borel subgroup and T ⊂ B a maximal torus. Then B is, as a scheme,
isomorphic to GLr1×A
p. By Section 1 one sees that the quotient variety G/B
is smooth projective with counting function NG/B(q) =
∑p
l=0 b2lq
l, where b2l is
the Betti number satisfying b2l = b2(N−l). Putting things together, one has
NG(q) = NB(q)NG/B(q)
= (q − 1)rqp
(
p∑
l=0
b2lq
l
)
=
d∑
k=p
qk

 ∑
j+p+l=k
(
r
j
)
(−1)r−jb2l


︸ ︷︷ ︸
=ak
Using b2l = b2(p−l) on the one hand and
(
r
j
)
=
(
r
r−j
)
on the other, we get
ak =
∑
j+p+l=k
(
r
j
)
(−1)r−jb2l
=
∑
j+p+l=k
(
r
r − j
)
(−1)r−jb2(p−l)
= (−1)r
∑
r−j+p+(p−l)=k
(
r
j
)
(−1)r−jb2l
= (−1)rad+p−k,
which is equivalent to the claimed functional equation. In the last line we have
used that the condition r − j + p + (p − l) = k is equivalent to j + p + l =
r + 3p− k = d+ p− k.
3 Dual counting functions
Consider a varietyX satisfying Soule´’s condition. So the counting functionN(x)
is a polynomial, say N(x) = a0+a1x+ · · ·+anx
n. Then Soule´’s zeta function is
ζN (s) =
∏n
j=0(s− j)
−aj . In this case, a functional equation of ζN is equivalent
to a corresponding functional equation of N , as becomes clear for instance from
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Proposition 2.1. Since we are interested in extending the zeta calculus to cases
when the counting function N is no longer a polynomial, we need to reconsider
the mechanism giving ζN out of N . We consider the logarithmic derivative,
ζ′N (s)
ζN (s)
= −
n∑
j=0
aj
s− j
= −
∫ ∞
1
N(u)u−s
du
u
.
Formally integrating gives
log(ζN (s)) =
∫ ∞
1
N(u)
log u
u−s
du
u
,
or
ζN (s) = exp
(∫ ∞
1
N(u)
log u
u−s
du
u
)
.
There is, however, a problem with this integral, as it only converges if N(1) = 0.
If N(1) 6= 0, the integral needs to be regularized. A crucial observation is that
in the case under consideration, the double variable zeta function
ZN (w, s) =
1
Γ(w)
∫ ∞
1
N(u)
us+1
(log u)w−1du
is regular at w = 0 and that the identity ζN (s) = exp
(
∂
∂wZN(w, s)
∣∣
w=0
)
holds.
Definition 3.1. A measurable function
N : (1,∞) −→ C
is called admissible, if the zeta integral
ZN (w, s) =
1
Γ(w)
∫ ∞
1
N(u)
us+1
(log u)w−1du
converges for Re(s) > C for some C > 0 and w in some open domain such that
ZN possesses a unique holomorphic extension to w = 0. In that case we define
the zeta function as
ζN (s) = exp
(
∂
∂w
ZN (w, s)
∣∣∣∣
w=0
)
.
Now suppose that N is even defined on the interval (0,∞). Then we define the
dual counting function by
N∗(u) = N
(
1
u
)
.
Definition 3.2. Suppose that ζN (s) and ζN∗(s) have memormorphic continu-
ation to C. Define the ε factor by
εN (s) =
ζN∗(−s)
ζN (s)
.
Counting and zeta functions 10
We shall next investigate, how these ε-factors relate to functional equations of
ζN .
Example 3.3. Let N(u) = uα for α ∈ R. Then ZN (w, s) = (s − α)
−w and
ζN (s) =
1
s−α . Similarly ζN∗(s) =
1
s+α and so
εN (s) = −1.
Lemma 3.4. If N1, N2 are admissible counting functions, then so is N1 +N2
and one has
ζN1+N2 = ζN1ζN2 and εN1+N2 = εN1εN2 .
Proof. Straightforward by the definitions.
Proposition 3.5. If N is continuously differentiable and N(1) = 0, then we
have
ζN∗(−s) = exp
(
−
∫ 1
0
N(u)
us+1 log u
du
)
Re(s) < 1
and
ζN (s)
−1 = exp
(
−
∫ ∞
1
N(u)
us+1 log u
du
)
. Re(s) > degN
Proof. We have that
∂
∂w
ZN(w, s) =
(
1
Γ(w)
)′ ∫ ∞
1
N(u)
us+1
(log u)w−1 du
+
1
Γ(w)
∫ ∞
1
N(u)
us+1
log(log u)(log u)w−1 du.
The second summand tends to zero asw → 0 and the first tends to
∫∞
1
N(u)
us+1 log u du
giving the second claim. Replacing N by N∗ and s by −s yields
ζN∗(s) = exp
(∫ ∞
1
N(1/u)
u−s log u
du
u
)
= exp
(
−
∫ 1
0
N(u)
us log u
du
u
)
and thus the first claim.
Proposition 3.6. Suppose that N(u) =
∑
α∈Cmαu
α is a finite sum of powers
with integral coefficients mα ∈ Z. Then
ζN (s) =
∏
α∈C
(
1
s− α
)mα
and ζN∗(s) =
∏
α∈C
(
1
s+ α
)mα
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so that εN(s) = (−1)
N(1). If N 6= 0 satisfies a functional equation N(1/u) =
cu−ωN(u) for some c, ω ∈ C, then c = ±1 and the zeta function satisfies the
functional equation
ζN (ω − s) = (−1)
N(1)ζN (s)
c.
Proof. The first assertion follows from Example 3.3 and Lemma 3.4. Suppose
now that N(1/u) = cu−ωN(u). Replacing u with 1/u and iterating the func-
tional equation gives N(u) = c2N(u) so that N 6= 0 yields c = ±1. Next note
that N(1/u) = cu−ωN(u) is equivalent to mω−α = cmα, so that
ζN (ω − s) =
∏
α∈C
(
1
ω − s− α
)mα
= (−1)N(1)
∏
α∈C
(
1
s− (ω − α)
)mα
= (−1)N(1)
∏
α∈C
(
1
s− α
)mω−α
= (−1)N(1)
∏
α∈C
(
1
s− α
)cmα
= (−1)N(1)ζN (s)
c.
Example 3.7. Let
N(u) = (1 − u−ω1) · · · (1 − u−ωr).
Then εN(s) = 1 and
ζN (−(ω1 + · · ·+ ωr)− s) = ζN (s)
(−1)r .
Proposition 3.8. Let N(u) = (1− u−1)r for an integer r ≥ 1. Then
(a) ζN (s) = ζGrm/F1(s+ r).
(b) ζN∗(s) = ζGrm/F1(s)
(−1)r .
(c) ζGrm/F1(r − s) = ζGrm/F1(s)
(−1)r .
Proof. (a) From NGrm(u) = (u − 1)
r = urN(u) with N(u) = (1 − u−1)r, we
obtain
ζGrm/F1(s) = ζNGrm (s) = ζN (s− r).
(b) Direct calculations give: N∗(u) = (1−u)r = (−1)r(u−1)r = (−1)rNGrm(u).
Hence
ζN∗(s) = ζNGrm (s)
(−1)r = ζGrm/F1(s)
(−1)r .
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(c) Proposition 3.6 gives ζN∗(−s) = ζN (s), as in this case εN (s) = 1. Hence,
from (a) and (b) we get
ζGrm/F1(−s)
(−1)r = ζGrm/F1(s+ r),
which leads to ζGrm/F1(r − s) = ζGrm/F1(s)
(−1)r .
Proposition 3.9. Let
N(u) = (1 − u−1)(1 − u−2) · · · (1− u−r).
Then
(a) ζN (s) = ζGL(r)/F1(s+ r
2).
(b) ζN∗(s) = ζGL(r)/F1
(
s+ r(r−1)2
)(−1)r
.
(c) ζGL(r)/F1
(
r(3r−1)
2 − s
)
= ζGL(r)/F1(s)
(−1)r .
Proof. (a) From NGL(r)(u) = u
r2N(u) with N(u) = (1 − u−1) · · · (1 − u−r), we
get
ζGL(r)/F1(s) = ζNGL(r)(s)
= ζN (s− r
2).
(c) The identities
N∗(u) = (1− u)(1 − u2) · · · (1− ur)
= (−1)ru
r(r+1)
2 (1− u−1) · · · (1 − u−r)
= (−1)ru−
r(r−1)
2 NGL(r)(u)
give
ζN∗(s) = ζNGL(r)
(
s+
r(r − 1)
2
)(−1)r
= ζGL(r)/F1
(
s+
r(r − 1)
2
)(−1)r
.
(b) From Theorem 3.6 it holds that εN(s) = 1 and that ζN∗(−s) = ζN (s).
Hence
ζGL(r)/F1
(
r(r − 1)
2
− s
)(−1)r
= ζGL(r)/F1
(
s+ r2
)
.
Thus
ζGL(r)/F1
(
r(3r − 1)
2
− s
)
= ζGL(r)/F1 (s)
(−1)r
.
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Proposition 3.10. Let
N(u) =
∑
λ,m
c(λ,m)uλ(log u)m
be a finite sum with λ ∈ C, m ∈ Z≥0, and c(λ,m) ∈ Z. Then the following
holds:
(a) ζN (s) has an analytic continuation with isolated singularities to all s ∈ C.
(b) ζN∗(−s) = ζN (s)(−1)
N(1) and εN (s) = (−1)
N(1).
Proof. (a) We calculate
ZN(w, s) =
∑
λ,m
c(λ,m)
1
Γ(w)
∫ ∞
1
u−(s−λ)(log u)w+m−1
du
u
=
∑
λ,m
c(λ,m)
Γ(w +m)
Γ(w)
(s− λ)−w−m.
Hence
ζN (s) =
∏
λ,m
ϕm(s− λ)
c(λ,m)
with
ϕm(s) = exp
(
∂
∂w
Γ(w +m)
Γ(w)
s−w−m
∣∣∣∣
w=0
)
=
{
1
s (m = 0)
exp((m− 1)!s−m) (m ≥ 1).
This gives the analytic continuation of ζN (s) to all s ∈ C.
(b) Since
N∗(u) =
∑
λ,m
c(λ,m)(−1)mu−λ(log u)m,
it holds that
ζN∗(s) =
∏
λ,m
ϕm(s+ λ)
(−1)mc(λ,m).
Hence
εN (s) =
∏
λ,m
(
ϕm(−s+ λ)
(−1)m
ϕm(s− λ)
)c(λ,m)
,
where
ϕm(−s)
(−1)m
ϕm(s)
=
{
−1 (m = 0),
1 (m ≥ 0).
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Thus
εN(s) =
∏
λ
(−1)c(λ,0) = (−1)
∑
λ
c(λ,0) = (−1)N(1).
Example 3.11. Let N(u) = log u. Then N(1) = 0 (admissible) and
ζN (s) = exp
(
1
s
)
,
ζN∗(s) = exp
(
−
1
s
)
,
and
εN(s) = 1.
4 Determinants of Laplacians
Another example of admissible counting functions is given by Laplace operators
of compact manifolds as follows. LetM denote a compact Riemannian manifold
with Laplacian ∆. Let 0 = λ0 < λ1 ≤ λ2 . . . be the eigenvalues of ∆ repeated
according to their multiplicity.
Proposition 4.1. With the notation above, the function
N(u) =
∞∑
j=1
u−λj
is admissible and for Re(s) > 0 we have
ζN (−s)
−1 = det′(∆ + s),
where det′ denotes the regularized determinant in the sense of [DP86].
Proof. We compute
ZN (w, s) =
1
Γ(w)
∫ ∞
1
N(u)
us+1
(log u)w−1du
=
1
Γ(w)
∫ ∞
0
N(et)e−sttw
dt
t
=
∞∑
j=1
1
Γ(w)
∫ ∞
0
e−t(λj+s)tw
dt
t
=
∞∑
j=1
(λj + s)
−w = ζ∆+s(w).
The latter is the zeta function of the operator and the claim follows.
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