Introduction
Accurate analyses of sea level and thermal structure will provide a better understanding of the oceanographic variability associated to E1 Nifio/Southem Oscillation (ENSO) events. They are also required for initializing forecast experiments of shortterm climatic variability [Ji et al., 1994; Rosati et al., 1996] . The current availability of comparatively accurate sea level data from satellite altimetry (TOPEX/POSEIDON since November 1992) provides an additional stimulus for providing long time series of sea level fields against which the newer data can be referenced [Busalacchi et al., 1994] . The work presented in this note is aimed at testing the impact of temperature profries in constraining these analyses. We will focus on analyses of sea level, because it is possible to compare the fields with tide gauge data and with their analyses [Miller and Cane, 1989] . It complements the study of Cane eta/. [1996] where the methodology is presented and the impact of tide gauge data is investigated, and that of Miller Monthly dynamic height data are assimilated for the period 1975-1992, the same period chosen for the tide gauge assimilation using the same methodology presented by Cane et al. [1996] . The scheme incorporates a Kalman filter applied each month in the reduced space of a subset of EOFs. Cane et al. [1996] give an extensive presentation of the method, including various consistency checks of the error estimates. Discussions on the reliability and the interpretation of the error estimate are presented by Cane et al. [1996] and a discussion of the influence of the error model is provided by Miller et al. [1995] .
Instead of assimilating dynamic height, the respective contributions of the two vertical modes could have been extracted from the temperature profiles.While it is in principle possible to assimilate data for the two vertical modes separately, the temperature profiles do not extend to a sufficient depth to define a second vertical mode unambiguously [Hayes et al., 1985 ].
Therefore we opt to carry the assimilation on sea level estimates. 
Estimation of Sea Level Deviations

From Temperature Profiles
To estimate sea level from temperature profiles, we estimate dynamic height using temperature profiles and a modeled salinity from an average S(T) relationship. The dynamic height is computed relative to 300 m, and to estimate sea level height, a muliplicative factor is derived from comparisons with tide gauge sea level. It is well known that deep isopycnal vertical displacements contaibute significantly to surface sea level variability, in particular poleward of 10 ø off the equa.tor [Taft and Kessler, 1991] For each temperature proffie, we derive a salinity from the local S(T) relation unless T is within 1ø C of the surface. In this surface layer, we interpolate S linearly with depth between the S(T) at the base of the layer and the surface S climatology. Then, a dynamic height is computed for the 01300 m layer. To estimate the error associated with the assumption on salinity, we compare estimated dynamic height to dynamic height using measured salinity for the Nansen and CTD casts, as well as for the 0øN/165øE mooring for which temperature and salinity are measured by Seabird SEACATs (model SBE-16) [Sprintall and McPhaden, 1994] . According to these limited comparisons, the assumption made on salinity results in an rms error varying from and 1986 (a similar objective mapping is used as for S(T)). Large errors on the average seasonal cycle, especially near the equator, result from the insufficient sampling of the interannual variability. We found that a more robust seasonal cycle could be estimated by first substracting from the data the interannual sea level assimilation of tide gauge data [Cane et al., 1996 ]. This seasonal cycle is then removed from the individual data to estimate interannual deviations. Errors on the estimated seasonal cycle result mainly from the data sampling but also from the neglect of any seasonal salinity variations. Individual data with large deviations which deviate strongly from other nearby data and the assimilation of tide gauge sea levels are removed (2.2%) and binned monthly deviations are estimated.
Error bars on the monthly binned deviations are presented in the Appendix with the comparisons between the binned sea level estimates and the tide gauge sea levels. These errors are estimated assuming that they originate from the sampling of high-frequency variability and the imposed salinity. These two errors are uncorrelated, and we optimistically assume that errors are uncorrelated between different bins. We assume that high- Comparisons are required to find whether the analyses and their error estimates are realistic. These analyses can be compared to the original data, to independent sea level estimates from temperature moorings, or to tide gauge data (a more direct estimate of sea level). They can also be compared to analyses of tide gauge data (GASL) using the same model and data assimilation methodology [Cane et al., 1996] suggest that this is not a major problem, except in the vicinity of the continents. Improvement will cease when the information in the data is properly represented by the EOFs. Adding additional EOFs may make matters worse by including more noise in the analysis imposing spurious structure (i.e., the comparison with data not included in the analysis will be worse). The comparison is done for specific areas both when all data are assimilated and when data from that area are withheld. The last column reports the estimated average rms error of the binned data in the area.
EOFs. The 1-month forecasts show even less difference as the number of EOFs is varied.
For purposes of both validation and choosing the number of EOFs, a more revealing test is to withdraw observations from the analysis which may then provide an independent test of its accuracy (similarly to what has been done for the assimilation of tide gauge data of Cane et al. [1996] ). For example, we withheld all observations in specified areas (examples provided in columns marked as "Without" of Table 1, Figure 5 ) to test whether the spatial correlation in the analyzed field imposed from the limited set of spatial structures is real and whether the error estimates axe realistic. The conclusions are expected to be somewhat dependent on the size of the area from which data are withheld and on the actual distribution of data in surrounding areas. Usually, we find that removing data front an area primarily affects nearby areas and has the largest effect where data were removed. Even so, the error in the withheld area is not as large as it was for the unfiltered run. Comparisons of the 1-month forecasts confirm the effectiveness of the assimilation: for the simulated field 1 month after the assimilation step, it is often difficult to identify the difference between the run with data withheld and the mn with all data used, suggesting that information from nearby areas propagates within 1 month.
Comparison of the analysis to observations in withheld areas (Table 1) Though expressed in terms of sea level, the comparisons presented up to now have only addressed the ability of the fields to reproduce dynamic height estimated from temperature profiles. The remaining question is whether TASL also provides an accurate representation of sea level. This issue was also tackled for the NMC reanalyses by Enfield and Harris [1995] . We will therefore compare TASL to the tide gauge sea level records and also to GASL, the analysis of the tide gauge sea level records with the same model and assimilation procedure. This last comparison provides a different perspective than the direct comparison to the tide gauges, because the two sets of assimilated fields are filtered on the same sets of spatial functions and the Kalman filter of GASL has propagated spatially the information of the tide gauge records.
Since rms differences between dynamic height and tide gauge records of sea level are smaller than between the unfiltered model and these records (Figure 3) , it is not surprising to find that the rms differences with the model fields decrease after applying the Kalman filter. Except for six instances, the rms differences between TASL and tide gauge records (Figure 8 ) are also lower than when considering the comparisons between the dynamic height data and the tide gauge sea level. This fortunate feature indicates that the analysis reduces the noise in the local data by propagating information spatially. We will illustrate the comparison of the analysis with sea level data for a few individual stations. In this case, we adopt a longer TASL experiment ending in August 1995, and we correct the tide gauge records for atmospheric pressure variations, using an inverse barometer correction of sea level (this is not done for the other figures nor for GASL). This is expected to remove a large part of the barotropic ocean response to the atmospheric pressure variations (though this does not hold at higher frequencies [Luther, 1982] Results are barely improved over the unfiltered run at the nearequatorial sites of the western and central Pacific, in particular at Nauru (0ø32'S/166ø54'E) and Tarawa (1 ø22'N/172ø56'E) (Figures  9c and 9b) . In this area, TASL is dose to the dynamic height data, either from the assimilated profiles or from the unassimilated moorings, and the comparisons presented in the Appendix suggest that the difference with the tide gauge sea levels originates largely from salinity. In that respect, note that further east at Christmas (lø59'N/157ø29'W) (Figure 9e We found that the fields of both the tide gauge sea level analysis and the analysis presented here systematically underestimate variability between 5øS and 15øS in the western Pacific, despite the presence of numerous data. We verified that these spatial structures could have been reproduced by the set of EOFs used in the analysis. This discrepancy suggests to us that the model contains systematic errors in this part of the basin which are not well represented in the error model. The systematic errors could arise because of the specification of the models boundaries, the simplification of the dynamics, or the wind forcing applied. We believe this last hypothesis is likely to be relevant in view of the sparsity of wind observations in this region (this is discussed further by Miller et al. [1995] Rosati, 1993] . It presented large differences to the observations, some of which were attributed to the wind forcing. Later reanalyses RA3 and RA4 use a wind forcing close to the one we use and present a closer agreement to observations [Enfield and Harris, 1995]. We accessed RA4 in May 1995. In RA4, observations are analyzed with a radius of influence which is isotropic in latitude and longitude, and the analyzed fields present more synoptic scale structure than TASL (Figure 4) . The observations assimilated in RA4 include the profiles we used but also the temperature mooring data. We most commonly find (23 out of 35) that the sea level in this reanalysis is not as close to the sea level from tide gauges as in our analysis (Figure 12 ). However, RA4 is closer to the sea level records in the southwest Pacific, primarily because the amplitude of the low sea level episodes during E1 Nifios is more correctly represented. This difference is strong enough to influence the EOF decomposition of the sea level fields. The second EOF in the NMC reanalysis (seasonal cycle removed) has a large maximum near 8øS, which is not present in the second EOF of TASL (not shown). This suggests that the defect of our temperature analysis in the southwest Pacific can be corrected, possibly by changing the error model formulation. Part of the improvement of RA4 relative to TASL can also be related to the extra data assimilated, in particular near (0ø/165øE) (this was tested in a new assimilation in which the mooring data are also assimilated).
As given by Cane et al. [1996] we have found that retaining a relatively small number of degrees of freedom in the Kalman ffiter provided a decent data assimilation with errors less than 3 cm rms near the equator. It is notable that this study involves a great deal more data. In fact, it is difficult to envision a largescale oceanographic data assimilation problem with appreciably better space-time data coverage. Since it would be computationally feasible to increase the size of the covariance matrix 1 or 2 orders of magnitude beyond the 32 used here, the implication is that the reduced state space version of the Kalman We have presented in section 2 how dynamic height was estimated from temperature profiles extending at least to 250 m and how binned monthly sea level estimates (TSL) were computed with their error estimates. Figure A1 shows the rms differences and correlation between these noisy estimates and tide gauge records of sea level. TSL is remarkably close to SL near the Galapagos Islands and at many sites 5 ø to 10 ø off the equator in the central and western Pacific. Even for Honolulu (23 ø N), it is very close to the tide gauge sea level (though it is less so at Hilo on Hawaii Island, due to a poorer sampling as well as local circulation). Part of the structure is related to differences in sampling frequency at the different sites; at many sites the rms differences strongly decrease when some time smoothing is applied. However, the high rms difference near the Philippines probably results from the profiles not being close enough to the tide gauge site; aliasing the large steric slope across the intense western boundary currents. In the western Pacific, the lower correlation between 170øW and 150øE near the equator is caused by the presence of a large salinity variability which contributes significantly to sea level fluctuations.
To a large extent, the differences between TSL and the tide gauge records are coherent with the estimated errors on TSL, and we will present comparisons at a few sites to illustrate this point. On Figure A2 dynamic height referred to a deeper reference like 1000 decibars was a much more noisy estimate than our sea level estimated from the shallower reference, so that one could not conclude from the limited comparisons whether systematic differences in variability with the tide gauge could arise from the choice of reference level. Overall, our estimated errors might be overestimated in some areas but seem to be of roughly the right magnitude.
