The main objective of this work is to study mathematical properties of computational paths. Originally proposed by de Queiroz & Gabbay (1994) as 'sequences of rewrites', computational paths can be seen as the grounds on which the propositional equality between two computational objects stand. Using computational paths and categorical semantics, we take any type A of type theory and construct a groupoid for this type. We call this groupoid the fundamental groupoid of a type A, since it is similar to the one obtained using the homotopical interpretation of the identity type. The main difference is that instead of being just a semantical interpretation, computational paths are entities of the syntax of type theory. We also expand our results, us-of path as an formal entity of the equality theory. This formal entity, known as computational paths, establishes the equality between two terms of the same type. In fact, we argued that the identity type is just the type of this new entity. That way, we added the concept of path to the syntax of type theory, instead of considering it only as a semantic interpretation.
Our main objective in this work is to construct a fundamental groupoid for a type A using the concept of computational path, yet having the same semantics as in the homotopical interpretation. We will also go a little further, showing that it is possible to construct higher groupoid structures, like the weak 2-groupoid of a type A usually written as Π 2 (A).
As previously mentioned, computational paths will be the main focus here. For that reason, a good understanding of the meaning of this entity is essential. The concept of computational path is inspired on the equality theory of λ-calculus, known as λβη − equality [7] . This theory estabilishes when two λ-terms are equal. It establishes a set of axioms and rules of inference that one can use. The idea is that a term A is λβη − equal to a term B when one can reach B from A after the application of a set of axioms and rules of inference. The application of these axioms and rules of inference generates a path. As a very simple example, since (λx.x)z β z, then we say that (λx.x)z = βη z because of the path β((λx.x)z, z). A more complex and interesting example will be showed after we formally define a computational path. Since λβη-equality establishes equalities between terms of the λ-calculus, we need to find an equivalent theory for Type Theory, which establishes equality between terms of the same type. To do that, we just need to translate to Type Theory the axioms and rules of inference of the λβη-equality. For example, for the product type Π, we obtain the following axioms (one can check the original axioms of λβη − equality in [7] ):
Aside from these axioms, we can also apply a change of bounded variables. To simplify the notation, if not previously mentioned, consider that each computational path that appears in this work is considered modulo change of bounded variables.
Definition 2.1. Let a and b be elements of a type A. Then, a computational path s from a to b is a composition of applications of the inference rules of the equality theory of type theory. We denote that by a = s b.
The composition is given by applications of the transitive rule. We can better understand this fact by analyzing an example. consider the construction of the path between (λy.yx)(λw.zw) and zx. Starting from (λy.yx)(λw.zw), we have that (λy.yx)(λw.zw) η (λy.yx)z. Then, we have the path η((λy.yx)(λw.zw), (λy.yx)z). From (λy.yx)z, we have that (λy.yx)z β zx. Therefore, we have a path β((λy.yx)z, zx). We now need to compose these paths. To do this, we can apply the transitivity to obtain the desired path between (λy.yx)(λw.zw) and zx. Hence, the equality is established by the path τ(η((λy.yx)(λw.zw), (λy.yx)z), β((λy.yx)z, zx)). So, in the end, a computational path is a term built out of the composition of (definitional) equality identifiers. A notion of canonical (path) identifier will be defined, and a set of reduction rules for (path) terms will be given explicitly.
In our recent works, we argue that computational paths are in fact the formal inhabitants of the identity type, since they can be seen as a 'derivation-term' of a proof of propositional equality. Since a path a = s b : A establishes the equality between a and b, then we can think of s(a, b) as being an object of Id A (a, b). One can check [4, 5, 6 ] for more details.
In the previous section, we showed that computational paths establishes the equality between two terms of the same type. In this section, our objective is to investigate if two seemingly different computational paths could be considered equals, i.e., if there is the possibility of establishing a path between paths. Consider the simple case of a reflexive path ρ that establishes that a = ρ a. If we apply the axiom of symmetry σ, we obtain the path a = σ(ρ) a. Since we applied the axiom σ to the trivial case of reflexivity, we obtained a path that is just a redundant form of the reflexivity. In that case, the paths ρ and σ(ρ) should be considered equals, i.e., it should be possible to reduce σ(ρ) to just ρ. The same thing happens if, given any path a = s b, we apply the symmetry two times in succession, obtaining the path a = σ(σ(s)) b. Inverting a path two times is equivalent as just using the original path, i.e., σ(σ(s)) should be reduced to s.
As one could notice, the aforementioned redundancies have been originated from combination of applications of the axioms of the equality theory for type theory (as instance, the redundancy of our first example has been originated by the combination of applications of reflexivity and symmetry). In the previous section, using the example of the product type Π, we showed that we have a total of 8 equality axioms. Since we can combine these axioms in different situations, one should expect that the number of possible redundancies might be high. Fortunately, all these redundancies and reductions have already been mapped by [8] and further developed (and given identifiers) by [4] . That way, [8] created a system that maps all these reductions, called LND EQ − T RS, with a total of 39 reduction rules. To construct the fundamental groupoid, 7 rules will be essential. They are as follows:
• Reductions involving σ and ρ: σ(ρ) sr ρ σ(σ(r)) ss r
• Reductions involving τ τ(r, σ(r)) tr ρ τ(σ(r), r) tsr ρ τ(r, ρ) trr r τ(ρ, r) tlr r
• Reductions involving τ and τ τ(τ(t, r), s) tt τ(t, τ(r, s))
As one can see, an identifier is given to each reduction rule. For example, our initial examples are resolved by applications of the rule sr and the rule ss respectively.
It is important to note that the system LND EQ − T RS, is terminating and confluent, as proved in [8, 9, 10, 11] .
We call each reduction rule as a rewrite rule and usually abbreviated to rw-rule. Associated to an rw-rule, we have the following definitions: Definition 3.1. Let s and t be computational paths. We say that s 1rw t (read as: a rw-contracts to b) iff we can obtain t from s by an application of only one rw-rule. If s can be reduced to t by finite number of rw-contractions, then we say that s rw t (read as s rw-reduces to t). Definition 3.2. Let s and t be computational paths. We say that s = rw t (read as: s is rw-equal to t) iff t can be obtained from s by a finite (perhaps empty) series of rw-contractions and reversed rw-contractions. In other words, s = rw t iff there exists a sequence R 0 , ...., R n , with n 0, such that
By definition, the rw-equality is a class of equivalence, since it was defined as the symmetric, reflexive and transitive closure of rw-reduction. Since an rw-equality is given by a sequence of rw-reductions, we call this sequence an rw-sequence.
.
Reduction between rw-equalities
We showed that it is possible to think of reductions between paths and that these reductions were originated from redundancies caused by the combination of the equality axioms. Since rw-equalities are transitive, symmetric and reflexive, it is possible to think of reductions between two rw-sequences. For example, if θ is an rw-sequence, we can think of σ(σ(θ)), which should be equivalent to θ. In fact, knowing that the ss rule resolves this kind of redundancy for computational paths, we can think of a ss 2 rule that resolves this redundancy for rwsequences. In fact, since our rules that we showed previously only involve transitivity, reflexivity and symmetry, and that rwequality has these properties, then we get an rw-equality version of each rule, only adding the label 2 to make clear that we
are working with rw-sequences and rw-equality. In fact, analogously to rw-equality, we can think of a rw 2 -equality, which has the same definition, with the difference that we are working with reductions between rw-sequences. For that reason, rw 2 -equality is also an equivalence class. Since rw 2 -equality forms a new system of rules, it is possible to think of rules that are specific to rw 2 -equality. In fact, there is a specific rule that will play an essential role in the construction of our higher fundamental groupoid Π 2 (A). Consider the example of the path τ(s, t), such that s 1rw s and t 1rw t . There are two possible rw-sequences: τ(s, t) 1rw τ(s , t) 1rw τ(s , t ) and τ(s, t) 1rw τ(s, t ) 1rw τ(s , t ). As one can see, the only difference between these two rw-sequences are the choice of which term to develop first. Since s and t followed the same reductions (i.e., t reduced to t in both cases and s to s ), then these two rw-sequences are two ways of expressing the same result.
For that reason, there should be a rule that establishes the rw 2 -equality of these rw-sequences. We call this rule the independence of choice inside the transitivity, and it is expressed by cd 2 . Then, we have that (τ(s, t) 1rw τ(s , t) 1rw τ(s , t )) = rw 2cd (τ(s, t) 1rw τ(s, t ) 1rw τ(s , t )). As one could see, this rule only makes sense in the context of rw-sequences and, for this reason, it is specific to rw 2 -equality and rw 2 -reduction.
: Π(A)
In this section, our objective is to show that the computational paths are capable of constructing the fundamental groupoid of a type A. The first thing that we should be aware is the idea of equality holding in a weak sense. In the homotopical interpretation, the idea of weak is related to a structure which the equalities only hold up to homotopy. In this work, we will use the term weak to characterize a structure which equalities only hold up to rw-equality or rw 2 -equality. If the equalities hold 'on the nose', instead of being weak, we say that the structure is strict.
First, let's recall some basic concepts of category theory [12] : :
A groupoid is a category in which every arrow is an isomorphism.
We can now think of a structure Π(A) in which the objects are the objects a : A and the morphisms are the computational paths between these objects: Proposition 4.1. Π(A) is a weak groupoid.
Proof. First, we need to prove that Π(A) is a weak category. To do that, we need to define composition of morphisms and the identity arrow. We already know that composition of paths s • t is given by application of the transitivity, i.e., s • t = τ(t, s). The identity morphism of an object a is given by the reflexive path a = ρ a a. We need now to check the associative and identity laws. The associativity equation holds weakly, we just need to use the tt rule: τ(τ(s, r), t) = rw tt τ(s, τ(r, t)).
Using rules tlr and trr, we show that the identity laws also hold weakly:
With these conditions satisfied, we conclude that Π(A) is indeed a weak category. To conclude our proof, we need to show that it also is a weak groupoid. To do that, we need to show that every computational path s has a inverse computational path s . Finding s is easy, just put s = σ(s). To show that the equalities of the isomorphism hold weakly, we use rules tr and tsr:
With that, we conclude that Π(A) is a weak groupoid.
Since the groupoid Π(A) is constructed from a type A and its objects and equalities between these objects (given by computational paths), we define Π(A) as the fundamental groupoid of type A.
As proved by [13] , the groupoid model of a type proves that the uniqueness of identity proofs is not derivable in the syntax of type theory. The construction of the fundamental groupoid : Π(A) 9 of a type based on computational paths makes clear that the addition of computational paths to the syntax of type theory will still refute the uniqueness of identity proofs. In this sense, one can interpret this result as the fact that there may be two computational paths s and t between objects a : A and b : A such that s and t are not rw-equal.
The fundamental 2-groupoid Π 2 (A) of a type
Using the homotopical interpretation, one can construct a weak 2-groupoid of a space A. This 2-groupoid, called the fundamental 2-groupoid of the space A, can be constructed by taking Π(A) and adding a groupoid structure to each pair of objects of Π(A). In this sense, for each pair of objects a, b ∈ Π(A), we have a groupoid Π(a, b), in which the objects are homotopical paths between a and b and morphisms are classes of homotopies between these paths. It is a well established fact that Π(A) together with the structures Π(a, b) forms a weak 2 − groupoid, known as Π 2 (A) [14] . The objective of this subsection is to show that it is possible to construct, using computational paths, the fundamental 2-groupoid Π 2 (A) of a type A. To construct Π 2 (A), we can think of the structure Π(A) with the addition of substructures Π(A)(a, b) between each pair of objects of Π(A). In Π(A)(a, b), objects are computational paths between a : A and b : A and morphisms are rw-equalities modulo rw 2 -equality. Π(a, b) is a strict groupoid. The proof of this fact is analogous to proposition 4.1. The difference is that instead of using rw-rules, this proof uses the equivalent rw 2 -rule. Another difference is that the equations hold strictly, since the morphisms are modulo rw 2 -equality. Now we can prove the following proposition: Proposition 4.2. Given any type A, Π 2 (A) is a weak 2-groupoid.
Proof. First of all, we can represent Π 2 (A) graphically as follows:
: Π(A) 10 We already know that Π(A) is a weak groupoid and that Π (A)(a, b) is a strict groupoid. To finish the proof that Π 2 (A) is a weak 2-groupoid, we need to show that Π 2 (A) is a bicategory.
As one can check in [14] , the proof that a structure is a bicategory follows a considerable number of steps. To achieve this proof, one of the first steps is to define how a 2-morphism (as we already know, in Π 2 (A) 2-morphisms are rw-equalities modulo rw 2 -equality) can be composed horizontally. Given an rwsequence [α] rw 2 : [s = α 1 , α 2 , ..., α n = t] rw 2 and an rw-sequence
With the horizontal composition well defined, we need to check if it is associative and respect the identity laws. For the associativity, we need to show that there is a natural isomor-
To prove that, we will use the well established fact that a natural transformation is a natural isomorphism iff every component is an isomorphism [12] . That way, we only need to prove that there is an isomorphism between every component of ((
In fact, since we are working in a groupoid structure, we just need to check that there is a morphism between each component (since every morphism is an isomorphism in a groupoid). To do this, we can get a generic compo-
) (x, y, z being suitable naturals that respect the order of the horizontal composition) and show that it has a morphism to the equivalent
). This morphism is established by σ(tt) as follows:
To prove the identity law, we use a similar idea. We need to check the natural isomorphism r *
To do that, we prove find a morphism between components τ(ρ ρ a , α y )) and α y : τ(ρ ρ a , α y ) = rw tlr α y .
We now need to check the second identity law, i.e., the natu-
Taking components τ(α y , ρ ρ a ) and α y :
: Π(A) 11 τ(α y , ρ ρ a ) = rw trr α y .
Also associated to the horizontal composition, we need now to check the interchange law, i.e., we need to check:
we have:
As one can see, the sole difference between the two results is the order that the internal rw-sequences have been developed in each transitivity. This is a perfect case to use the independence of choice inside the transitivity, i.e., the rw 2 -rule known as cd 2 . By one application of cd 2 , we conclude that
To end our proof, since we are working with a weak structure, we need to check the coherence laws for a bicategory. The coherence laws are given by Mac Lane's pentagon and triangle [14] :
We need to show that the diagrams above commute. The equations are straightforward. Starting with the pentagon, we can start from ((u • p) • r) • s = τ(s, τ(r, τ(p, u))) and go to the right of the diagram:
Starting from the same ((u • p) • r) • s = τ(s, τ(r, τ(p, u))) and going bottom left:
We conclude that the pentagon commutes. For the triangle, we can start with ((r • ρ b ) • s) = τ(s, τ(ρ b , r)) and go to the right:
Now starting with the same ((r • ρ b ) • s) = τ(s, τ(ρ b , r)) and going to to bottom right:
The triangle also commutes. The coherence laws hold. With that, we finish the proof that Π 2 (A) is a weak 2-groupoid.
With this proof, we conclude that, using computational paths, it is possible to construct the fundamental 2-groupoid of a type A. In fact, using the same reasoning that led us to come up with rw 2 -equality, one could think of rw 3 -equality, rw 4 -equality, etc. That way, it would be possible to think of the possibility of even higher fundamental groupoids. If we continue this process to the infinite, we would think of a possible weak infinite groupoid Π ∞ (A), also called weak ω-groupoid. As a matter of fact, it has already been proved that it is possible to obtain such structure, as shown in [15, 16] . Our objective, in a future work, is to obtain similar results using the concept of computational paths. The same way that we used to construct the fundamental 2-groupoid Π 2 (A), we could use computational paths and infinite levels of rw-equalities to construct Π ∞ (A). The problem is that Π ∞ (A) is a complex structure and to prove that it is a weak ω-groupoid is not an easy task. For that reason, obtaining this construct will be the main focus of some of our future works.
The main objective of this work was to construct a groupoid model for a type using the concept of computational paths. Based on the idea that it is possible to introduce an entity known as computational paths to the syntax of type theory, we used this newly added entity to construct a groupoid model for a type A. We have showed that this approach is fundamentally different from the groupoid constructed using homotopical paths, since computational paths are de facto elements of the syntax of type theory, instead of being only semantical interpretations.
To achieve our results, we have showed that it is possible to think of reductions between two different computational paths. Based on these reductions, we have constructed a structure in which objects are elements of a type A and morphisms are computational paths. We have showed that this structure is, in fact, a weak groupoid, and called it the fundamental groupoid of a type A. We have gone further, defining a higher structure and proving that this structure is also a groupoid. That way, using computational paths, we have obtained the fundamental 2-groupoid of the type A. A rather natural way forward is to show that it is indeed possible to obtain even higher structures, with the main goal of using computational paths to obtaining a possible fundamental ∞-groupoid.
