Abstract: Our aim in this paper is to study the asymptotic behavior, in terms of finite-dimensional attractors, of a sixth-order Cahn-Hilliard system. This system is based on a modification of the Ginzburg-Landau free energy proposed in [Torabi S., Lowengrub J., Voigt A., Wise S., A new phase-field model for strongly anisotropic systems, Proc. R.
Introduction
In [25] (see also [6] ), the authors proposed the following modification of the Ginzburg-Landau free energy: plays a fundamental role in phase separation and transition, see, e.g., [4, 5] . Here, ρ is the order parameter, Ω is the domain occupied by the material (we assume that it is a bounded and regular domain of R , = 1 2 or 3), Actually, in [6, 25] , a more general free energy, which takes into account strong anisotropy effects arising during the growth and coarsening of thin films, is considered, namely,
where γ(ν) is a function describing the anisotropy effects and ν = ∇ρ/|∇ρ| (in what follows, ν also denotes the unit outer normal to the boundary Γ of Ω). Taking γ(ν) ≡ 1, i.e., assuming isotropy, we obtain (1) (for β = 1).
To the best of our knowledge, there is no mathematical result concerning the Cahn-Hilliard model associated with the free energy (2) (we also mention that, in [6] , the authors construct energy stable schemes for the numerical study of the model, but actually consider a slightly different problem). The isotropic case, considered in this paper, is thus a very first step towards the mathematical analysis of such sixth-order Cahn-Hilliard models (note that the case γ(ν) ≡ −1 is also relevant and is called functionalized Cahn-Hilliard energy in [20] ; it is not difficult to modify the estimates below to prove the existence and uniqueness of solutions in that case, but the resulting system is not dissipative, i.e., we are not able to derive uniform (in time) estimates).
Writing mass conservation, i.e., ∂ρ/∂ = − div , where is the mass flux which is related to the chemical potential µ by the constitutive relation = −∇µ, and that the chemical potential is a variational derivative of Ψ MGL with respect to ρ, we end up with the following sixth-order Cahn-Hilliard system:
together with the Neumann boundary conditions
and the initial condition
The system of equations (3)- (6) can be rewritten, equivalently, as
There is currently a strong interest in the study of sixth-order Cahn-Hilliard equations; such equations also arise in other situations such as atomistic models of crystal growth (see [2, 3, 10] ), the description of growing crystalline surfaces with small slopes which undergo faceting (see [21] ), oil-water-surfactant mixtures (see [12, 13] ) and mixtures of polymer molecules (see [11] ). We refer the reader to [14-16, 18, 19, 22, 23, 26-28] for the mathematical and numerical analysis of such models.
Our aim in this paper is to study the asymptotic behavior, in terms of finite-dimensional attractors, of the dynamical system associated with (3)- (7) . In particular, we prove the existence of (finite-dimensional) global attractors and of exponential attractors.
We recall that the global attractor A is the smallest (for the inclusion) compact set of the phase space which is invariant by the flow (i.e., S( )A = A for all ≥ 0, where S( ) denotes the solution operator mapping the initial datum onto the solution at time ) and attracts all bounded sets of initial data as time goes to infinity; it thus appears as a suitable object in view of the study of the asymptotic behavior of the system. Furthermore, the finite-dimensionality means, roughly speaking, that, even though the initial phase space is infinite-dimensional, the reduced dynamics is, in some proper sense, finite-dimensional and can be described by a finite number of parameters. We refer the reader to [1, 17, 24] for more details and discussions on this. Now, an exponential attractor M is only positively invariant (i.e., S( )M ⊂ M for all ≥ 0), contains the global attractor, has by definition finite fractal dimension and attracts (uniformly) the bounded sets of initial data. Compared to the global attractor, an exponential attractor is expected to be more robust under perturbations. Indeed, the rate of attraction of trajectories to the global attractor may be slow and it is very difficult, if not impossible, to estimate this rate of attraction with respect to the physical parameters of the problem in general. As a consequence, global attractors may change drastically under small perturbations. We refer the reader to [7, 17] for discussions on this subject.
Assumptions and notation
As far as the nonlinear term is concerned, we assume, more generally, that is of class C 2 and that
where,
We can note that (8)- (11) are satisfied by polynomials of the form ( ) = 2 +1 =1 , 2 +1 > 0. Assumption (12) is, on the contrary, much more restrictive and is needed to obtain dissipative estimates (see below). It is however reasonable, since it is satisfied by the cubic function ( ) = 3 − which is usually considered in the Cahn-Hilliard theory (we can further note that this cubic function is actually an approximation of the logarithmic function
(see [5] ), which also satisfies (12)).
We denote by ( · · ) the usual L 2 -scalar product, with associated norm · , and we set
is the minus Laplace operator associated with Neumann boundary conditions and acting on functions with null average. Furthermore, · X denotes the norm in the Banach space X .
We set, whenever it makes sense, · = (1/ Vol Ω)
(Ω) / Vol Ω, and we note that → − (Ω) which is equivalent to the usual one.
Throughout the paper, the same letter (and, sometimes, ) denotes constants which may vary from line to line. Similarly, the same letter Q denotes monotone increasing (with respect to each argument) functions which may vary from line to line.
A priori estimates
We first note that, integrating (3) over Ω, we obtain the conservation of mass, namely,
Multiplying (3) by (−∆) −1 ∂ρ/∂ , we have, integrating over Ω and by parts,
We then multiply (4) by ∂ρ/∂ to obtain
From (5) there follows
Finally we deduce from (14)- (16) that
In particular, (17) yields that the free energy decreases along the trajectories, as expected.
We now multiply (3) by (−∆) −1 ρ, where ρ = ρ − ρ , and find, owing to (13), 1 2
where, owing to (4),
Multiplying then (4) by ρ, we have, owing to (5),
Noting that
we obtain
and we finally find, owing to (9), (10), (12) and (18),
We now assume that
Therefore, owing to (11) and (19),
where is the constant appearing in (20) , and we deduce from (20) and (22) that
Combining (17) and (23), we have an inequality of the form
where
In particular, we deduce from (24) and Gronwall's lemma that
Noting that, owing to (8),
we finally deduce from (25)-(27) that
Rewriting (3) in the equivalent form
Noting that, proceeding as in (22),
(Ω) + (ρ) 2 + 1 , we finally find
Having this, (4), (5), (11) and (29) yield
We now multiply (3) by ρ and have 1 2
Multiplying then (4) by −∆ρ, we obtain, in view of (5),
We note that
where Q is continuous (here, we have used the fact that H 2 (Ω) is continuously embedded into C(Ω)), and, proceeding similarly,
It thus follows from (8) and (31)- (34) that
where Q is continuous.
The dissipative semigroup
We have Theorem 3.1.
We assume that (21) holds and that ρ 0 ∈ H 2 (Ω), with ∂ρ
Proof. Existence:
The proof of existence is based, e.g., on a classical Galerkin scheme and on the a priori estimates derived in the previous section.
We can note that a weak (variational) formulation for (4)- (7) reads
(Ω)) and orthogonal (in H 1 (Ω)) family associated with the eigenvalues 0 = λ 0 < λ 1 ≤ of the operator −∆ associated with Neumann boundary conditions (note that 0 is a constant). We set V = Span ( 0 ) and consider the approximated problem:
where ρ 0 = P ρ 0 , P being the orthogonal projector from L 2 (Ω) onto V .
The existence of a local (in time) solution to (36) is standard. Indeed, we have to solve a Lipschitz finite-dimensional system of ODEs to find ρ , which yields ω and then µ .
The a priori estimates derived in the previous section, which are now justified within the Galerkin approximation, yield that the solution is global and that, up to a subsequence which we do not relabel and owing to classical Aubin-Lions compactness results,
(Ω) for all > 0, and a.e.
as → +∞, for all T > 0.
As far as the passage to the limit is concerned, the most delicate part is to prove that
, for regular enough. We have, say, for
The passage to the limit in the first integral in the right-hand side of (37) is straightforward, while the passage to the limit in the second one follows from the above convergences which yield, in particular, the inequality
Uniqueness: Let (ρ 1 µ 1 ω 1 ) and (ρ 2 µ 2 ω 2 ) be two solutions to (3)-(6) with initial data ρ 10 and ρ 20 , respectively, such
We multiply (38) by (−∆) −1 ρ and obtain, integrating over Ω and by parts, 1 2
where, owing to (39),
We then multiply (39) by ρ and find, in view of (40),
We have, owing to (8),
and
Similarly,
We finally deduce from (41)-(46) and the interpolation inequality
Gronwall's lemma then yields, owing to (24), (28) and (30) (written for (
hence the uniqueness, as well as the continuous dependence with respect to the initial data in the H −1 -norm.
Remark 3.2.
Rewriting (5) as an elliptic equation, ρ − ∆ρ = ρ + ω − (ρ) in Ω, ∂ρ/∂ν = 0 on Γ, we see that we have a slightly better regularity, namely, ρ ∈ L 2 0 T ; H 4 (Ω) for all T > 0.
Remark 3.3.
We can also prove the continuous dependence with respect to the L 2 -norm (see the proof of Proposition 4.1).
It follows from the above results that we can define the semigroup S( ) : Proof. Dissipativity in Φ M immediately follows from (28) .
We now (formally) differentiate (3)- (5) with respect to time and have, setting ( ) = (∂ρ/∂ ∂µ/∂ ∂ω/∂ ),
We multiply (50) by (−∆)
and obtain 1 2
We then multiply (51) by and find, owing to (52),
We thus deduce from (53)-(54) that
We have
It finally follows from (55)-(56) and the interpolation inequality (47) that
In the second step, we multiply (3) by = ∂ρ/∂ and have
Multiplying then (4) by −∆ = −∆∂ρ/∂ , we obtain, owing to (5),
We thus deduce from (58)-(60) that
Let now B 0 be a bounded absorbing set in Φ M . Let also B ⊂ Φ M be bounded and 0 = 0 (B) be such that ≥ 0 implies S( )B ⊂ B 0 .
It follows from (24) and (28) that
We then deduce from (30) that
and from (35) that
Applying the uniform Gronwall lemma (see, e.g, [24] ) to (57), we have
Applying the uniform Gronwall lemma again, now to (61) (note that ω 2 ≤ Q( ρ H 2 (Ω) )), we finally deduce that
which finishes the proof of the theorem.
Remark 3.5.
Replacing 
Existence of exponential attractors
We first have Proposition 4.1. Concluding as in the proof of uniqueness, we obtain (62), owing to Gronwall's lemma and (48)-(49).
We then have
Proposition 4.2.
There holds, for any solution to (3)- (7) with initial datum belonging to B 1 and for any T > 0,
