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ABSTRACT 
The South African banking sector has been faced with many different challenges in recent years, 
driven by the slow growth of the economy. This among other factors has forced the South African 
banking sector to explore growth opportunities in other countries on the African continent. The 
drive for growth on the African continent has brought different changes for banks looking to provide 
loans in these countries. One particular challenge during the credit scoring process has been the 
banks' ability to distinguish between good and bad customers who require a loan. Considering that a 
key income for retail banking results mainly in their ability to provide loans, this dissertation 
explores an alternative to credit scoring for banks that are looking to move into an environment with 
data limitations. 
The objective of this dissertation is to ascertain if the Bayesian approach can improve banks’ ability 
to properly distinguish between bad and good customers applying for credit when working with data 
limitations. This approach is compared to the logistic regression approach currently used by the bank 
under study. Data was obtained from a South African Bank with exposure to Botswana overdraft 
accounts for retail lending from 2014 to 2017, with only 964 accounts. The MCMC procedure in SAS 
was used to build the Bayesian model and was compared to the bank's logistic regression model. 
The RMSE and graphical representation of the actuals vs predicted defaults were used as 
performance measures to compare the two models. The logistic regression model was found to be 
better at predicting default than the Bayesian model, when based on RMSE. If we consider the 
graphical representation, we can identify that the Bayesian model is more stable than the logistic 
regression model. However, the Bayesian logistic regression model did not outperform the bank's 
logistic regression model. 
 
Key words: Credit Scoring, Bayesian Model, Logistic Regression Model, Markov Chain Monte Carlo, 
South Africa 
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Chapter 1 RESEARCH BACKGROUND 
 
1.1 Introduction 
 
The key income for banks derives mainly from their lending ability. (PWC, 2016). 
Credit scoring is a popular process for the assessment of credit risk, which mainly 
focuses on distinguishing between good customers (non-default) and ones that 
default. The bank then decides to accept or reject the application. This is a big 
component in the banks’ ability to lend, and is part of the application scoring process 
which helps lenders determine the best customers to lend to by allocating a 
probability of default (PD) to each application. Credit risk results from the uncertainty 
surrounding the ability for customers to repay a loan within an agreed period. Growth 
in the economy means that companies or individuals requesting loans increases, 
which means banks need to constantly find innovative ways to accurately distinguish 
between 'good' and 'bad' customers. This is why credit risk is considered one of the 
most challenging and critical risks to manage (Vojtek & Koèenda, 2006). 
 
Worldwide, the banking sector is one of the most important sectors in any economy. 
It is in every country’s interest to ensure that they have a safe and sound financial 
banking system. The importance of such a banking system in the global economy 
can be observed within the 2008 global financial crisis, which began with the 
subprime mortgage market in the USA. Banks that gave home loans which were 
subsequently sold on, did not have to bear the consequences if the loan went bad. 
This led to deteriorating standards (Jones, 2009). The incorrect measure of this risk 
led to the collapse of Lehman Brothers investment bank, which magnified the impact 
of the crisis. The result of an unreliable banking system saw companies and 
individuals removing their deposits from some banks, which resulted in liquidity 
issues that prevented the banks from having enough capital to continue lending. The 
dependence of most economies on the banking sector has created the need for 
increased regulation. South African (SA) banks are regulated by the South African 
Reserve Bank (SARB) and the Bank for International Settlements. The SARB 
achieves and maintains price stability in the interest of sustainable and balanced 
growth in the South African economy. The Bank for International Settlements on the 
other hand, is an international financial organisation that helps reserve banks in the 
interests of monetary and financial stability by maintaining international best practice.  
 
The Bank for International Settlements created the Basel committee on banking 
supervision to strengthen the regulation, supervision and risk management of the 
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banking sector. The committee created the Basel I, II and the latest III rules. The 
SARB complies with these rules and has implemented Basel III. This implies that all 
analysis and credit scoring applied in this dissertation will be in line with the 
requirements of Basel III as well as those of the SARB. The Basel rules are focused 
and aimed at helping banks to be able to properly absorb shocks in the economy in 
stressed environments, improve governance and risk management, and make banks 
more transparent in order to prevent other global financial crises. One of the key 
inputs of Basel III that is relevant and applied to our analysis, is the ability for banking 
sectors to survive financial shocks similar to the 2008 financial crisis by building the 
potential to absorb shocks in difficult times. This was achieved by applying the 
following improvements from Basel II to Basel III: 
 
o Better expected loss calculations through improved provisions. 
o More conservative by introducing buffers to cater for stress environment. 
o Recalibrate loss given default and PD for stress environment. 
o The determination of PD based on an average of complete cycles 
between calm, turbulent and stress scenarios to balance it out. 
 
Credit risk scoring can be summarised as the process taken to manage the 
uncertainty of credit borrowers. The risk can be measured for companies or 
individuals from whom the PD from those scores can be obtained (last bullet point of 
Basel III improvements). Credit scoring works by allocating a specific score to 
companies or individuals based on the debt and risk associated with that individual or 
company. To date, several models and methods have been used in credit scoring. 
One of the earliest models developed was the Linear Discriminant Analysis (LDA), a 
method that finds a linear combination of features which separate classes of events 
or objects. The application data is split into two subsets with each one belonging to a 
specific class, and the credit scores are obtained from a scoring function that uses 
the means of the two subsets. The limitation of the model is due to the fact that in 
credit analysis the data used is of a categorical nature, and that bad and good 
classes of credit are not likely to be equal (West, 2000). In recent years, the models 
applied in credit scoring have been advanced to overcome the shortfalls of LDA. The 
model used extensively in the South African banking sector is the logistic regression 
model, explored by Henley (1994), and applied in the process discussed by Siddiqi 
(2012). The logistic regression model uses a binary dependent variable (good or bad 
customer) to determine the regression relationship to other independent variables. 
Further research (Altman, Marco & Varetto, 1994; Tam & Kiang, 1992) look at 
applying neural network and nonparametric statistical models in application scoring. 
The neural network is a model that learns from the input data to establish the 
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relationships that provide a more accurate estimation for the output (similar to the 
functioning of the brain). Nonparametric models are models that do not require a 
normal distribution and are used to model nominal and ordinal data with minimal 
data. The most recent and relevant work in comparing models for credit scoring is by 
Garcia, Marques and Sanchez (2012), where they compared a number of statistical 
models which showed an interesting finding: that there is no 1 model that 
outperforms all models. The finding by Garcia, Marques and Sanchez (2012) shows 
that model performance is, in addition, influenced by the data used, problem 
definition, data structure, classification of objectives, etc. 
 
In this dissertation, we are mainly concerned with credit scoring modelling that will 
address the key issue of accurately determining the PD of an individual applying for 
bank credit, in an environment where there is minimum data. The slowdown in 
growth in the SA economy has seen banking sector growth being impacted, with the 
SARB reporting an overall sluggish growth in advances, and noticeable slowing of 
growth in unsecured lending. The slowdown in growth has seen most SA banks 
looking for growth in other countries on the African continent. This has come with a 
number of challenges, and among them is the accurate measurement of PD for 
individuals in countries where the banks have minimal or no exposure. Even with 
data limitations banks still need to accurately measure PD, as stipulated by the 
SARB, in order to avoid collapsing and ultimately impacting the countries in which 
they operate. 
 
The main purpose of this dissertation is to investigate the possible use of the 
Bayesian model for credit scoring and compare that to the traditional approach used 
in South African banks. The Bayesian model and logistic regression model will be 
used to predict the PD for individual loan applicants in countries that have data 
limitations. The unique approach taken in this dissertation is to look at 1 of the well-
established South African banks with minimal exposure in another African country 
and model the PD for that country. Garcia, Marques and Sanchez (2012) found that 
model performance is influenced by the data applied, and as a result we were 
concerned with the performance of the models in the bank under study, based on the 
data obtained. Other work done in comparing the Bayesian model performance in 
credit risk has mostly been with corporates/firms. Baussola, Bartoloni and Corbellini 
(2014) used firms' performance information such as bankruptcy to compare the 
performance of the logistic regression model to the robust Bayesian approach. Work 
done by Luo, Xiong and Zhou (2011) for China, listed companies that compared the 
predictive power of the logistic regression model to the Bayesian, by using the 
Bayesian estimate to improve the predictive power of credit risk default models. Luo, 
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Xiong and Zhou (2011) found that if there was not enough default data available for 
analysis, then the Bayesian estimator could be used and is more reliable in those 
circumstances. In this case they used the ROC curve, AUC and Brier Score to 
compare model performance. Additional work done in Bayesian modelling was by 
Paolo (2001), who used the Bayesian method with Markov chain Monte Carlo 
(MCMC) for analysis of highly dimensional complex datasets. The interesting 
component in Paolo's (2011) article is the use of the Bayesian with MCMC, which 
revealed new insightful information when applied to existing datasets. 
 
The analysis done in this dissertation is similar to work done by Kao, Lin and Yu, 
(2013) and Leong (2016). Kao, Lin and Yu, (2013) proposed a Bayesian behaviour 
scoring model based on consumer credit card behaviour to predict default, with the 
model performance focusing on improving explanatory ability rather than 
discrimination ability. Leong (2016) compares the Bayesian model to the logistic 
regression and neural network models to address imbalances, censoring and real-
time implementation issues in credit scoring for consumer personal loans. This 
model, unlike that of Kao, Lin and Yu (2013), is focused on improving discrimination 
ability. In contrast to their work, we looked at data from a SA retail bank for an 
overdraft credit product to see the impact of the Bayesian approach on a credit 
facility with low exposure. Another important work considered in this dissertation is 
that of Florez-Lopez (2010), which looks at the impact of missing data on credit 
scoring at a variable level, compared to this dissertation which looked at unavailable 
variables. The analysis done by Florez-Lopez (2010) to fill the missing values in the 
variables for credit scoring, guided the thinking applied in the variable selection 
analysis done in this dissertation.   
 
 
1.2 Problem Statement 
 
The challenge for South African banks which are looking to enter new markets within 
the African continent arises from their lack of exposure to and experience in the new 
markets, which makes it difficult for them to provide lending product. In this 
dissertation we focused on one South African bank that has encountered such a 
problem, and looked at the possibility of an alternative solution for credit scoring to 
assist in providing overdrafts. The bank under study has found multiple solutions to 
work around this limitation, however, these have mainly been conservative and as a 
result, opportunities have not been maximised. Furthermore, we found that over the 
years, risk was not minimised as initially predicted. 
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This study mainly focuses on credit scoring risk for new customers with no 
relationship or minimum relationship with the bank under study. The approach taken 
by the bank when offering credit products in these markets has had some underlying 
Bayesian thinking to it, which will be illustrated in detail in this dissertation. Due to the 
data limitation, the approach is to use the logistic regression model to build credit 
scoring models and apply expert opinion to include variables or data points that 
would generally be excluded by the modelling process defined by Siddiqi (2012). The 
idea is to avoid strict modelling rules by applying expert knowledge to the datasets or 
to explain customer behaviour. This approach has two main disadvantages: 
o The expert opinion and logistic regression are not effectively used; the expert 
knowledge is sourced for specific data points and to make sense of some 
variables. 
o The application of the logistic regression model could result in model 
overfitting, which explains the shift in performance once the model is applied 
at a different time frame. 
 
Even with the issues highlighted above, an automated credit lending solution is still a 
better option than manual credit assessment. We therefore looked into an alternative 
modelling approach for this research: the application of Bayesian logistic regression 
in credit scoring for datasets with limited exposure. All the modelling done was based 
on the bank's data mining and analysis tool, SAS software. 
 
 
1.3 Bayesian Analysis disadvantages 
 
Although the dissertation intended to investigate the Bayesian approach as an 
alternative to the logistic regression approach for data limitation, similar to the logistic 
approach, the Bayesian approach has some notable disadvantages:  
 
o The prior selection and expert elicitation processes are not standardised and 
rely completely on the modeller to find a way of converting expert knowledge 
to mathematical equations that can be used to develop the model. 
o The model can be influenced by prior information obtained from expert 
knowledge and excludes the limited data available on the dataset. The 
inverse is also true: that the dataset can influence the final model and exclude 
the expert knowledge. 
o Computation costs (SAS, 2009) are high, especially when considering models 
that have multiple variables. 
 
 
1.4 Study Outline 
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The remainder of the dissertation is structured in the following way:  
 
Chapter 2 presents the literature review, which looks at other studies similar to this 
study and discusses their research approaches, findings and conclusions.  
 
Chapter 3 outlines the methodology, the technical details of how this research 
reached its final outcome. Chapter 4 breaks down the dataset used and details the 
process of selecting variables to justify the remaining variables used in the final 
models.  
 
Chapter 5 discusses the logistic model results, and Chapter 6 looks at the different 
Bayesian Model results in detail.  
 
The performance of the models is discussed in Chapter 7, which focuses on the 
research findings. Chapter 8 gives the research conclusion and discusses 
possibilities for further research.  
 
The Appendices present all outstanding graphs and tables used in the research, 
which were excluded from the dissertation. 
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Chapter 2 LITERATURE REVIEW 
 
Credit scoring essentially requires that individuals or customers are grouped based 
on their expected performance. The earliest work found on credit scoring was done 
by Lewis (1992), who found that Earl Isaac and Bill Fair built the earliest method of 
credit scoring in 1950, which led to the birth of the Fair Isaac Corporation (FICO 
score. FICO scores do not have information on how the scores are determined, and 
as a result, were not fully understood by users. In addition, they are considered 
generic credit scores, which means that they do not look at specific customer 
information such as income, product information or payment capacity (Mays, 1998). 
Mays (1998) gives a general overview of credit risk modelling and approaches to 
credit risk modelling. He discusses and compares generic credit scores to the 
application of specific scores and looks into application scoring. His paper further 
investigates the application of credit scoring into credit risk such as risk-based 
pricing, loss forecasting and reservations, securitisation, servicing and collections. 
However, credit risk modelling has since grown substantially, and application scoring 
has become a norm in the banking industry. Siddiqi (2012) provides an overview of 
application scoring, in line with the SARB and Basel requirements. Siddiqi (2012) 
provides an end-to-end process on the development of the scorecards used in 
application scoring. He explains that the scorecard development process can be 
summarised as follows: 
o Preliminaries and planning; 
o Data review and project parameters – data cleaning, specification and 
segmentation; 
o Creation of the development database; 
o The actual development based on the linear regression model; 
o Scorecard management reports; and 
o Scorecard implementation and post implementation. 
The process by Siddiqi (2012) was applied to our analysis and compared to the 
Bayesian statistics approach. This approach uses logistic regression to develop the 
application scores based on specific product application. Reject interference is one 
component of  the Siddiqi (2012) approach that was not covered in this dissertation, 
as the data for declined applications was not available and thus could not be factored 
into our analysis. 
 
A number of methods have been developed in an attempt to accurately score 
customers based on their expected performance and credit risk buckets. Hand and 
Henley (1997) compared discriminant analysis, ordinary linear regression, logistic 
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regression, mathematical programming methods, recursive partitioning, expert 
systems, time varying models, neural networks and smoothing nonparametric 
methods for credit scoring. He used expert knowledge for the data such as stepwise 
statistical procedures as a measure of difference between bad and good customers 
in characteristics selection. Performance of the models was based on the Gini 
coefficient and the area under the ROC curve. Henley (1997) found that no specific 
single model was the best, and that model performance is based on a number of 
factors such as data structure, characteristics used, segmentation, etc. One of his 
key findings was that neural networks are best used when there is no understanding 
of the data structures. Even though the Henley (1997) conclusions are valid and 
applicable to credit scoring in general, in comparison, the Siddiqi (2012) approach 
includes a data review section which caters for a detailed look at the data to be 
applied to the model in order to reduce model performance inconsistencies.  
 
The volumes available in the databases used by Henley (1997) are not the same as 
the volumes observed in African countries, nor are the characteristics available. In 
addition, the use of Gini and the area under the ROC curve for model performance 
may not accurately view the model's ability to differentiate between good customers 
performing well and bad customers defaulting, when compared to the work done by 
Garcia, Marques and Sanchez (2012). 
 
Garcia, Marques and Sanchez (2012) looked at several methods used in credit 
scoring. They examined the logistic regression model, the k-nearest neighbours 
classifier, the rule induction algorithm, random forest, the support vector machine 
(with a linear kernel), naïve Bayes classifier, multilayer perceptron and radial basis 
function neural networks, using five financial data sets. The datasets were obtained 
from five different countries with different distributions of good and bad customers, to 
ensure robust results. They compared the models using average accuracy and Type-
I and II errors instead of the Gini coefficient or the area under the ROC curve. This 
was to focus on the models' ability to accurately classify customers as good and bad. 
The key conclusion to their analysis was that they did not find any single best 
performing model for credit scoring, but rather that model performance is based on 
the dataset. These findings were similar to those of Hand and Henley (1997), who  
found that model performance in credit scoring was influenced by factors such as 
data structure, problem details (preliminaries and planning), the features of the 
application, etc. The work done by Garcia, Marques and Sanchez (2012) does not 
include any kind of stability analysis to ensure that the model continues to perform in 
a similar manner at a different time-period that was not used for development. This 
could have further influenced the results obtained from the algorithms to show 
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different performance outcomes for different data and performance measures 
(Bolton, 2009). 
 
Kao, Lin and Yu (2013) looked at the Bayesian behaviour scoring model for customer 
performance, based on the debt ratio. In this approach, loans are granted based on 
the likelihood that the borrower will be able to pay back the loan in the future, which 
makes it easier to quantify the likelihood ratio. The data used is based on a single 
bank in Taiwan for credit card holders. This eliminates performance measures that 
might show different results due to the data or data structure. The methodology in 
this paper was to use Gibbs's sampler to estimate the predictive model based on the 
priors. Unlike the credit scoring model proposed by Siddiqi (2012), which focuses on 
discrimination ability, the approach taken by Kao, Lin and Yu (2013) looks at 
identifying key variables or attributes that can determine customers who would 
default, leading to higher default risk. The limitation with this approach is based on 
the use of the Gibbs sampler, which cannot be utilised directly due to the conditional 
distribution, which is not easily sampled. 
 
The Gibbs method is essentially an alternative to determining the full function 
solution for complex and computationally demanding functions. The method provides 
an alternative to determining the full function solution by generating samples by 
simulating a large enough sample with variance, mean, and other characteristics of 
the function, to try and replicate the function to a high degree of accuracy. Further 
details on the Gibbs sampler are discussed in detail by Casella and George (1992), 
Smith and Roberts (1993).  
 
Leong (2016) compared the Bayesian model to two other models for credit scoring 
and found that the Bayesian model outperforms other models based on accuracy, 
precision, sensitivity and the receiver characteristic curve. Unlike Kao, Lin & Yu 
(2013), this paper used the Bayesian network model with Markov blanket correction. 
Other interesting research done is by Šušteršič, Mramor and Zupan (2009), and Lund 
and Sorensen (2012).  Šušteršič, Mramor and Zupan (2009) looked at credit scoring 
with limited data using neural network models and logit models measured by Type-I 
and Type-II errors for performance. The work done in their paper is exactly what our 
analysis is trying to achieve, but by using the Bayesian model rather than improving 
the logistic regression model and neural network approach. Lund and Sorensen 
(2012) looked at the performance of the Bayesian logistic model for default 
prediction. In their paper, they estimated the Bayesian logistic regression model 
using the Markov chain Monte Carlo simulations using SAS. 
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Credit risk scoring using Bayesian statistics was of particular interest to our analysis 
as we aimed to solve the problem of building credit risk scorecards with limited data 
by applying the Bayesian approach to credit scoring. As discussed previously, the 
Bayesian approach seemed the ideal approach to credit risk scoring using limited 
data, however, we still needed to look at the impact of data limitation on model 
performance. The paper by Cornée (2017) looked at the relevance of soft information 
for predicting credit defaults in banks. The paper concluded that using soft 
information with hard information tends to improve the accuracy of the predictive 
power for credit defaults. In addition, it showed that soft information seems to add 
more value than hard information, and that the soft ratings are heterogeneous when 
it comes to their predictive ability. Of interest in the Cornée (2017) analysis is the 
cost-benefit analysis in incorporating soft-information, which is always important 
when considering new methods in credit scoring. Bertomeu and Marinovic (2015) 
provided a more in-depth study of soft and hard information. The Bayesian approach 
in our analysis effectively used soft information to build expert knowledge to be used 
for default prediction. 
 
Florez-Lopez (2010) provided another view on dealing with data limitation that 
impacts model performance. He looked at individual variables rather than overall 
shortage of information to model with, and found that limited information of default 
can lead to models that are unreliable in their prediction of default. Florez-Lopez 
(2010) suggested a few statistical methods to deal with missing values to ensure 
consistency. These findings were of particular importance to our analysis, since 
African banking data may not always be complete. Additionally, we needed to keep 
our default definition in line with SARB and Basel III standards, which meant that 
more analysis needed to be done to ensure we had a good default measure that met 
the regulatory standards. 
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Chapter 3 METHODOLOGY 
 
The main purpose of credit risk scoring is to distinguish between good and bad 
customers by applying a model on a list of input variables such as those shown in 
Table 3.1 below, and to give a PD value associated with each application. The 
granting of credit is based on this PD. The two models applied to our input variables 
to determine PD are discussed below. 
 
3.1 Logistic Regression Model 
 
This is currently one of the models used within the bank under study to predict 
customer default. The approach taken to determine the PD using this model was 
discussed in greater detail by Siddiqi (2012). 
 
 Logistic Regression 
 
This regression arises when the response (Zi) is binary (default and non-default.) 
with probability π of not defaulting and 1 −  π of defaulting. Considering multiple trials, 
define  
 
  Yi =  ∑ Zi 
ni
j=1 ,                                                                       (1) 
 
where Yi is defined as the number of successes obtained in ni trials and 
Yi ~Bin(πi, ni) and πi is the probability of not defaulting (success). Considering N 
different Yi’s the likelihood function is as follows: 
 
L(π, y) = ∑ C(ni, yi)
N
i=1 πi
yi(1 − πi )
(ni−yi).                                       (2) 
 
The log-likelihood is as follows:  
 
l(π, y) =  ∑ yi log(πi)
N
i=1 + ni − yilog(1 − πi ) + B,                             (3) 
 
where B = log(C(ni, yi)). Equation (3) reduces to:  
 
l(π, y) =  ∑ yi log (
πi
1−πi
)Ni=1 + nilog(1 − πi ) + B.                                (4) 
 
The link function which is just the logistic regression is as follows: 
 
g(μi) = logit(πi) = log (
πi
1−πi
) = xtβ,                                             (5) 
 
a natural log and x = (1, x1, … . . , xn)
t a vector of explanatory variables and β =
(β0, β1, … , βn)
t a vector of coefficients. From equation (5), it can be easily shown that: 
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πi =  
e𝐱
𝐭𝛃
1+ e𝐱
𝐭𝛃
 ,                                                                     (6) 
 
substituting equation (5) and equation (6) in equation (4), equation (4) reduces to: 
 
l(π, y) =  ∑ yi
N
i=1 x
tβ − nilog(1 +  e
𝐱𝐭𝛃 ) + B,                                      (7) 
 
equation (7) is then maximised to obtain the parameters for equation (1). The 
estimation of these parameters unfortunately does not determine the significance of 
explanatory variables. In order to determine the statistical significance of the 
parameters the following techniques are used: the backward elimination, forward 
selection and stepwise techniques. This will help to determine the best final logistic 
model to use. 
 
 Backward Elimination 
 
This technique starts as a full generalised linear model (i.e. all explanatory variables 
are considered). The following test is performed:  
 
H0:  βi = 0   for i = 1,2, … . n 
                                                    Vs.                                                                    (8) 
Ha: βi ≠ 0   for some i = 1,2, … . n 
 
An elimination process is based on the insignificance of the explanatory variable. An 
explanatory variable is considered insignificant (significant) if the p-value of the 
coefficient is greater (smaller) than the level of significance; in this dissertation, p-
value ( βk) > (<) level-of-significance = 0.05. The process is stopped when there is no 
more insignificant parameter, and the model is built based on the significant 
explanatory variables. 
 
 Forward Selection 
 
This technique starts as a linear regression (Single explanatory variable). A new 
explanatory variable is added to the model and equation (3) is performed. The 
significance of the explanatory variable is measured each time this is done; if the 
parameter is insignificant it is the excluded in the model when the next parameter is 
added. A final model is built using all significant explanatory variables. 
 
 Stepwise 
 
This technique is the combination of both Forward selection and backward 
elimination. The best combination of the explanatory variables is used as the final 
model. The stepwise approach taken by the bank under study is the best approach 
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for logistic regression, however, we used other techniques in cases where we had 
justification for including variables that were excluded by stepwise. 
 
3.2 Bayesian Network 
 
The Bayesian network essentially combines quantitative and qualitative information 
to determine the PD associated with a particular customer. The quantitative 
information is the same as the information used in the previous logistic regression 
model, with qualitative information being the prior belief obtained from expert opinion. 
The approach taken for the Bayesian model is similar to the approach discussed by 
Ergashev, Mittnik and Sekeris (2013), and practical application is discussed by Chen 
(2009). This method is discussed in detail below. 
 
 Bayesian Theory 
 
The main approach with the Bayesian is to obtain prior belief and update those prior 
beliefs 𝜋(𝜃) with collected data using an algorithm to get the posterior 𝑝(𝜃|𝑦): 
 
p(𝜃|𝑦) =  
𝜋(𝜃)𝑝(𝑦|𝜃)
p(𝑦)
 ,                                                     (9) 
 
where 𝜃 is the unknown parameter of interest and 𝑦 is the data. 
 𝑝(𝑦) =  ∑ 𝜋(𝜃)𝑝(𝑦|𝜃) for discrete variables and 𝑝(𝑦) =  ∫ 𝜋(𝜃)𝑝(𝑦|𝜃)𝑑𝜃 for 
continuous variables. Equation (9) is then presented as  
 
p(𝜃|𝑦) ∝  𝜋(𝜃)𝑝(𝑦|𝜃),                                               (10) 
 
where 𝑝(𝑦|𝜃) is the likelihood and describes what should be seen for each value of 
𝜃. In summary, the posterior distribution is equivalent to the prior belief multiplied by 
the likelihood. 
 
The posterior distribution is difficult to estimate; one is required to look at the whole 
parameter space of the posterior distribution, which can only be done by utilising 
sophisticated computational methods as well as simulation methods to accurately 
predict posterior distribution. The simulation method applied in this analysis is the 
Markov Chain Monte Carlo (MCMC). 
 
 Markov Chain Monte Carlo 
 
The MCMC method (Geyer, 2011) is a simulation method for sampling from posterior 
distribution and computing posterior quantities of interest. Once we define the priors, 
we can calculate posterior distribution for any given 𝜃. 
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∫ 𝑔(𝜃)𝑝(𝜃)
 
𝑠
𝑑𝜃 ≅  
1
𝑛
∑ 𝑔(𝜃𝑡)𝑛𝑡=1 ,                                               (11) 
 
where 𝑔(𝜃) is a function of interest and 𝜃𝑡 are samples from 𝑝(𝜃) on support 𝑆 
Consider the Markov chain applied to sampling as a method that traverses randomly 
through a target distribution without having any memory of its previous position. Its 
next move is entirely dependent on its current position. In our analysis we apply the 
special case of the MCMC method which is the Metropolis Algorithm, which works by 
starting from an initial value 𝜃 and then makes a random movement to determine the 
posterior probability. If the posterior probability (𝑝𝑡𝑟𝑖𝑎𝑙) is higher than the initial 
probability (𝑝𝑖) then we accept the movement and the process continues. We 
summarise this with the below equation: 
 
if 𝑝𝑡𝑟𝑖𝑎𝑙 >  𝑝𝑖, →  𝜃𝑖+1 = 𝜃𝑡𝑟𝑖𝑎𝑙                                                _ 
if 𝑝𝑡𝑟𝑖𝑎𝑙 <  𝑝𝑖, →
𝑝𝑡𝑟𝑎𝑖𝑙
𝑝𝑖
.                                                     (12) 
 
The process continues until the chain converges to a stationary distribution.  The 
main challenges with this approach are determining when the simulations have 
reached stationarity (the desired posterior distribution) and deciding on the number of 
simulations to keep once you have reached the stationary distribution (Chen, 2009). 
The following convergence diagnostics were performed on our analysis, described in-
depth by (SAS, 2009): 
 
o Visual Analysis of trace plots 
o Statistical Diagnostic test: These include the Gelman-Rubin, Geweke, 
Autocorrelation, effective sample size, Heidelberger-Welch and Raftery-
Lewis. 
 
 The Prior distribution 
 
Prior distribution is one's belief about the distribution of the data before the data is 
examined. This makes determining 𝜋(𝜃) from equation 9 difficult and is one of the 
biggest challenges that the Bayesian modelling approach in credit scoring presents. 
The process taken to extract expert opinion is discussed in detail in section 3.2.4. 
After the elicitation, the distribution of each variable with expected mean and 
variance then needs to be applied to equation 9 to get the posterior distribution. 
 
Priors can be informative and non-informative. Informative priors are considered 
subjective (SAS, 2009) since they will be obtained from the elicitation processes 
based on expert knowledge or opinion. Non-informative priors are flat priors in 
relation to 𝑝(𝑦|𝜃). This means that non-informative priors are not expected to 
influence the posterior distribution. 
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 Elicitation of Prior Distributions 
 
Our aim in using the Bayesian approach is to use informative priors to aid in 
accuracy of determining the PD for applications where we do not have an informative 
sample size. The challenging component of the Bayesian approach in credit scoring 
is determining the prior distribution. This is done through elicitation, where the expert 
belief is converted into a probability value of default. This is done for each input 
variable in Table 4.5. However, due to the volumes of expected applications for retail 
banking lending applications, we cannot perform the elicitation at an application level 
but must rather work with grouping the input variables. Each application is then 
allocated a probability based on expert opinion for each group of values for input 
variables. This is illustrated in Table 3.1. 
 
Table 3.1: Example of elicitation for prior distribution (PD and Weighting) 
Variable Grouping Expert opinion PD Weighting 
Customer Age [20 – 28) 15% 4% 
 [28 – 35) 10% 4% 
 [35 – 45) 5% 4% 
 [45 – 65) 0% 4% 
 
This means that an applicant between the ages of 20 – 28 will get 0.15*0.04 = 0.6% 
PD. The variable PD serves as a score that the application achieved for each 
variable. 
 
The second part of the expert elicitation looks at the expected distribution of the 
individual variables. Table 3.2 shows an example of the elicitation distribution. This 
helps us to get an idea of the distribution in the market before incorporating any data. 
The combination of data, similar to Table 3.2 below, then gives the final distribution. 
 
Table 3.2: Example of elicitation for prior distribution (Volume and Value) 
Variable Grouping Expected Volumes Expected Value 
Customer Age [0 – 18) None None 
 [18 – 20) 4 per month 3000 average 
 [20 – 22) 8 per month 3500 average 
 [22 – 24) 18 per month 5000 average 
 
 
3.3 Performance Measure 
 
Once we have developed the models and produced a probability of default for each 
retail application, we need to determine which model outperforms the other. We 
discuss in detail the performance measures used to compare the different models. 
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 Root Mean Square Error (RMSE) 
 
Also known as the Root Mean Square Deviation (RMSD), it can be simplified to be 
the measure of the error between the predicted value and the actual value. The 
equation for RMSE is 
 
RMSE =  √(𝑝 − 𝑎)2  ,                                             (13) 
 
where 𝑝 is the predicted default in the final model and 𝑎 is the actual default. The 
RMSE is the standard deviation of the prediction error. Explained in more details by 
(Willmott & Matsuura, 2005), the RMSE helps us identify the level of error in the 
model, which speaks to the predictive power or strength of the model. 
 
The model with a lower RMSE is the best model. 
 
 Akaike Information Criteria 
 
Another method used in this dissertation to decide between model fits is the AIC 
(deLeeuw, 1992). The AIC measures and assesses the quality of different models by 
comparing how well a model fits a set of observations. AIC considers model 
overfitting. The equation for AIC used in this dissertation is  
 
AIC =  2v − 2(𝑙𝑜𝑔 − 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑),                                              (14) 
 
where 𝑣 is the number of variables in the final model and 𝑙𝑜𝑔 − 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 is the 
goodness of fit. AIC increases as 𝑣 increases, which means that complex models 
with multiple variables will be panelised by this performance method. On the other 
hand, −2 (𝑙𝑜𝑔 − 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑) reduces AIC as the model is considered better at 
explaining the dataset, which means that AIC rewards models that fit the dataset 
well. 
 
An adjustment is made for small sample sizes defined as 
n
v
< 40 to the equation 
 
𝐴𝐼𝐶2 =  2v +  {
2𝑣(𝑣+1)
𝑛−𝑣−1
} − 2(𝑙𝑜𝑔 − 𝑙𝑖𝑘𝑒ℎ𝑜𝑜𝑑),                                     (15) 
 
when comparing two models the model with a lower AIC is considered the best 
model, compared to one with a higher AIC. This performance measure cannot be 
used in isolation since it does not measure the quality of the model. AIC does not tell 
us if any of the models are actually good at predicting default. 
 
AIC is comparable when looking at models built using the same dataset. 
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 Schwarz Bayesian Criteria 
 
Introduced by (Schwarz, 1978), the BIC is more popularly known as the Bayesian 
information criteria. BIC is similar to AIC. This performance measure can compare 
the performance of two models without considering the predictive power or strength 
of the actual models. The equation for BIC used in this dissertation is 
 
BIC =  v ln 𝑛 − 2(𝑙𝑜𝑔 − 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑),                                                (16) 
 
where 𝑣 is the number of variables in the final model, 𝑛 is the number of observations 
in the dataset and 𝑙𝑜𝑔 − 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 is the goodness of fit. BIC penalises for a number 
of variables in a model. BIC penalises more than AIC for the introduction of more 
variables into a model and resolves model overfitting. 
 
When comparing two models, the model with a lower BIC is considered the best 
model compared to the one with a higher BIC. 
 
Similar to AIC, models can only be compared using BIC models that are built using 
the same dataset. 
 
 Gini Coefficient 
 
In credit scoring, the Gini coefficient is used to measure how good a scorecard is 
(Řezáč & Řezáč, 2011), and can be used in variable selection. The Gini coefficient 
separates good accounts from the bad ones, and measures the inequality. The value 
of the Gini coefficient is between 0 and 1. If the Gini is 0 it means that the good 
accounts are perfectly equal to the bad ones, and that the good accounts are 
distinguished perfectly from the bad ones. The model with a higher Gini is the better 
performing model. The Gini equation depends on how the accounts are ranked. In 
this dissertation the accounts are ranked from bad to good and the equation is as 
follows: 
 
𝐺𝑖𝑛𝑖 = ∑ ((𝑋𝑖 − 𝑋𝑖−1)(𝑌𝑖 + 𝑌𝑖−1)) − 1
𝑛
𝑖=1 ,               (17) 
 
where 𝑋𝑖 is the cumulative percentage of the ranked population variable, and  𝑌𝑖 is 
the cumulative percentage of the ranked income variable. The Gini is a measure of 
predictive power and does not consider how effective the model is in predicting 
default. This means that complex models could still be ranked higher than simple 
models that fit the dataset well. 
 
 Geweke Diagnostic 
18 
 
The Geweke diagnostic is a convergence diagnostic test for the MCMC run. When 
considering a sequence (𝑗) then Geweke works by comparing values at the start of 
the sequence to values at the end of the sequence by looking at their means. 
The calculation is described by Geweke (1992) as  
 
?̅?𝑝
𝑎 = 𝑝𝑎
−1 ∑ 𝐺(𝑗)
𝑝𝑎
𝑗=1
,     ?̅?𝑝
𝑏 = 𝑝𝑏
−1 ∑ 𝐺(𝑗)
𝑝
𝑗=𝑝∗
  (𝑝∗ = 𝑝 − 𝑝𝑏 + 1) 
 
Let  ?̂?𝐺
𝑎(0) denote consistent spectral density estimate for {𝐺(𝑗), 𝑗 = 1, … , 𝑝𝑎} and 
?̂?𝐺
𝑏(0) denote consistent spectral density estimate for {𝐺(𝑗), 𝑗 = 𝑝∗, … , 𝑝}. 
 
If 
𝑝𝑎
𝑝
 and 
𝑝𝑏
𝑝
 are fixed ratio with 
𝑝𝑎+𝑝𝑏
𝑝
< 1 , then as 𝑝 → ∞, 
 
(?̅?𝑝
𝑎 − ?̅?𝑝
𝑏)
[𝑝𝑎
−1?̂?𝐺
𝑎(0) + 𝑝𝑏
−1?̂?𝐺
𝑏(0)] 
⁄ .                  (18) 
 
 Autocorrelation 
 
The correlation between two variables is the relationship between those variables 
which looks at how each individual variable influences the behaviour of another 
variable, and to what extent. Autocorrelation refers to the correlation of a single 
variable with itself when the values of that variable are compared through different 
time points in a time series, such as the correlation of the variable value at one point 
in time compared to the variable value at another point in time. Section 1.4 of 
Brockwell and Davis (2016) introduces the autocorrelation function. Autocorrelation 
measures the correlation in a time series values separated by a time-lag (Fulcher, 
2017). 
𝐶(𝜔) = 〈𝑥𝑡𝑥𝑡+𝜔〉 =  
1
𝑠𝑥
2(𝑁−𝜔)
∑ (𝑥𝑡 − ?̅?)
𝑁−𝜔
𝑡=1 (𝑥𝑡+𝜔 − ?̅?),              (19) 
 
where 𝜔 is the time lag, 𝑥 is the time series, 𝑠𝑥
2 the variance and ?̅? the mean. Similar 
to the correlation of two variables, the lower the autocorrelation between different 
time lags the better the outcome of the MCMC procedure. High autocorrelation 
results in biased MCMC errors. 
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Chapter 4 VARIABLE SELECTION AND ANALYSIS 
 
In this chapter, we look at the data provided by the bank under study and determine 
which variables we are able to include in the models. The dataset used in our 
analysis was obtained from a South African Bank with exposure to Botswana for 
retail lending. Due to the sensitivity of the original dataset, the information in this 
chapter is discussed in a manner that protects the bank as well as the retail 
customers analysed. 
 
4.1 Initial Data 
 
Table 4.1 shows all the variables that the bank has available on which to model 
default. Due to the lack of exposure that the bank has in the country, few variables 
with reliable data were available. 
 
Table 4.1: Modelling dataset 
Variable Description 
MENDBALNCE_CREDITURN 
Ratio of sum of month-end balances in revolving products 
relative to the average credit turnover for primary cheque 
accounts. 
Property_Age 
New variable created that combines property status and 
customer's age. 
Customers Age Customer's age at the time of loan application. 
Banking Relationship Age 
Duration of the oldest banking relationship the bank has with 
the applicant.  
Loan Product Age 
Duration of the oldest unsecured banking relationship the bank 
has with the applicant. 
Transactional Relationship Age 
Duration of the oldest transactional banking relationship the 
bank has with the applicant. 
Marital Status and Contract 
New variable that combines marital status and marital 
agreement type. 
Vehicle Finance Age 
Duration of the oldest vehicle finance banking relationship the 
bank has with the applicant. 
Highest Educational Level 
Highest educational (NQF) level achieved by the applicant at 
point of application. 
REPAY_ CREDITURN 
Sum of monthly repayments as a percentage of the applicant's 
monthly credit turnover. 
INSTALMENTS 
Sum of all instalment amounts as a percentage of applicant's 
available income. 
PROPERTY_OWNER 
Category variable that specifies if applicant owns property, is a 
tenant or is renting. 
Arrear Status The arrear status on other lending products. 
Marital Status and Contract2 
New variable that combines Marital status and marital 
agreement type version 2. 
Return Items on Cheque Number of returned items on the applicant's cheque account. 
Unsecured_Instalments 
Sum of all unsecured instalment amounts as a percentage of 
applicant's available income. 
RTI Repayments to income ratio 
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Home Loans Balance Home loans balance amount 
Banking Relationship Age A second variable that has the banking relationship age. 
HL_Instalments 
Sum of all home loans instalment amounts as a percentage of 
applicant’s available income. 
CC_Instalments 
Sum of all credit card instalment amounts as a percentage of 
applicant's available income. 
 
4.2 Data Analysis 
 
The period observed is 2014 to 2017, with a 70% in-sample period (development 
dataset) and 30% as the out-of-sample period (validation dataset) to avoid over-fitting 
of the model. The out-of-sample period is 2016 to 2017. The sample period has a 
total of 964 loans with 664 as the development dataset and 300 as the validation 
dataset. Figure 4.1 summarises the exclusions from the original dataset obtained 
from the bank, to the final dataset used to build the logistic regression model. 
 
 
Figure 4.1: Data Analysis Breakdown 
 
Special customers (staff, fraud, deceased) and customers who have already 
defaulted are excluded; these are generally considered to be bias population. 
Explanatory data analysis indicates that some variables have outliers, zero and 
missing values. In this dissertation, variables with more than 20% missing values are 
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excluded as well. We used groupings to deal with the remaining variables with less 
than 20% missing values. 
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4.3 Logistic Regression Model Data 
 
The approach taken for logistic regression model variable selection is similar to the 
approach taken by banks in variable selection (Bolton, 2009). To avoid model 
overfitting, we wanted to reduce the number of variables based on key 
characteristics. 
 
The following characteristics were considered in this dissertation when selecting the 
variables to be applied in the final logistic model. 
o Predictive 
o Logical 
o Correlation 
o Cluster Analysis 
o Stability 
20% missing values. 
 
 Predictive Power of each variable 
 
Table 4.2 shows the predictive power of each variable. The approach taken is similar 
to that of Williams, Hansen, Baraban and Santoni (2015), by using a combination of 
the variable GINI and IV to select key variables for the model. Variables with low IV 
do not get selected for modelling default. Siddiqi's (2012) rule of thumb was applied 
in selecting variables: 
o If IV < 0.02 then the variable does not predict 
o If 0.02 < IV < 0.1 then the variable is weak in predicting 
o If 0.1 < IV < 0.3 then the variable is medium in predicting 
o If IV > 0.3 then the variable is strong in predicting. 
 
Table 4.2: The predictive power of each variable 
Variable GINI IV Selected 
MENDBALNCE_CREDITURN 17.014 0.295 Yes 
Property_Age 16.911 0.186 Yes 
Customers Age 13.8 0.164 Yes 
Banking Relationship Age 11.985 0.111 Yes 
Transactional Relationship Age 11.985 0.113 Yes 
Marital Status and Contract 10.805 0.262 Yes 
Vehicle Finance Age 9.535 0.066 Yes 
Highest Educational Level 9.388 0.065 Yes 
REPAY_ CREDITURN 8.79 0.041 Yes 
INSTALMENTS 6.024 0.028 Yes 
PROPERTY_OWNER 5.514 0.014 No 
Arrear Status 4.67 0.019 No 
Marital Status and Contract2 4.619 0.011 No 
Return Items on Cheque 3.931 0.014 No 
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Unsecured_Instalments 3.895 0.007 No 
RTI 3.5 0.017 No 
Home Loans Balance 1.553 0 No 
Banking Relationship Age 0 0 No 
HL_Instalments 0 0 No 
CC_Instalments 0 0 No 
 
Table 4.2 shows that all the variables have a low predictive power. This is generally 
the case when modelling with limited data or if there is limited exposure in a country. 
 
 Does the variable make logical sense? 
 
Using the predictive power of each variable, we determined if the prediction followed 
logical sense. The variable MENDBALNCE_CREDITURN had the highest predictive 
power; however, the default probability increased as the variable ratio increased. 
This means that as the customers repays the outstanding debt or increases their 
average deposit, the model will increase the application probability of default. This is 
the opposite of what we expected, and as a result the variable 
MENDBALNCE_CREDITURN was excluded. Similarly, Property_Age did not follow a 
logical trend as older customers who own property are not the lowest risk. 
 
 Correlation Analysis 
 
In this dissertation we used the Pearson Correlation Matrix to determine the linear 
relationship between the variables. Highly correlated variables in a model can result 
in significant performance reduction when the model is used with a different sample 
period. The correlation between variables is defined as  
 
𝑟 =  
𝑐𝑜𝑣(𝑥, 𝑦)
√𝑠𝑥
2 ∗ 𝑠𝑦
2
, 
 
where 𝑠𝑥
2 is the variance of 𝑥 and 𝑠𝑦
2 is the variance of 𝑦. 
 
Table 4.3: Correlation test results 
 
Customer's 
Age 
Banking 
Relationship 
Age 
Transactional 
Relationship 
Age 
Marital 
Status 
and 
Contract 
Vehicle 
Finance 
Age 
Highest 
Educational 
Level 
REPAY_ 
CREDITURN 
INSTALMENTS 
Customer's Age 
1 0.20 0.14 -0.23 0.009 0.068 0.079 0.10492 
Banking 
Relationship 
Age 
0.206 1 0.863 -0.025 -0.39 0.05282 0.63621 0.18856 
Transactional 
Relationship 
Age 
0.15 0.863 1 -0.02 -0.473 0.05356 0.70556 0.20953 
Marital Status 
and Contract 
-0.234 -0.025 -0.02 1 -0.015 -0.02099 0.0055 -0.00762 
24 
 
Vehicle Finance 
Age 
0.0087 -0.3904 -0.473 -0.0149 1 -0.01564 -0.33509 -0.10652 
Highest 
Educational 
Level 
0.0676 0.05282 0.0536 -0.021 -
0.01564 
1 0.05946 -0.00452 
REPAY_ 
CREDITURN 
0.07926 0.63621 0.7056 0.0055 -0.335 0.05946 1 0.21008 
INSTALMENTS 
0.10492 0.18856 0.20953 -0.0076 -0.107 -0.00452 0.21008 1 
 
Variables that had high correlation with each other were excluded from the variables 
selected for modelling default. Variables that had high correlation with the default 
variable were selected. 
 
 Cluster Analysis 
 
In addition to the Pearson Correlation Test, we ran a SAS procedure proc varclus to 
determine the relationship between variables. Cluster analysis determines variables 
that are correlated among themselves and puts them into one cluster while 
separating another group of correlated variables into a separate cluster.  
Table 4.4: Cluster analysis results 
Cluster Variable Own Cluster Next Cluster 𝟏 − 𝒓𝟐 Ratio 
Cluster 1 Banking Relationship Age 0.8507 0.129 0.1714 
  Transactional Relationship Age 0.898 0.1898 0.1259 
 REPAY_ CREDITURN 0.7253 0.0752 0.297 
Cluster 2 Customers Age 1 0.0548 0 
Cluster 3 Vehicle Finance Age 0.7928 0.1953 0.2575 
 INSTALMENTS 0.7928 0.0685 0.2224 
Cluster 4 Highest Educational Level 1 0.0046 0 
Cluster 5 Marital Status and Contract 1 0.0548 0 
 
We selected variables with high correlation with their own cluster and low correlation 
with another cluster. We used the 1 − 𝑟2 ratio in combination with the variable 
predictive power to determine the best variable to use in the cluster. Generally, the 
variable with the lowest value of 1 − 𝑟2 ratio is selected for modelling default. In this 
dissertation we further looked at the stability analysis to select the final variables. 
 
 Stability Analysis 
 
Stability analysis checks the consistency of variables throughout the observed 
period. It is important to have a model that is robust and can be used long after 
implementation. The stability test ensured that we used consistent variables to result 
in a model that would be consistent in its prediction of default. Figure 4.2 shows the 
stability analysis of the remaining variables after we tested for logical sense. At this 
point we included variables that were correlated. 
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Figure 4.2: Stability Analysis 
 
Visual inspection shows that the variables REPAY_ CREDITURN, INSTALLMENTS 
and Banking Relationship Age were not consistent during the development sample. 
We further observed that the variables Transactional Relationship Age, Vehicle 
Finance Age and Customers Age had big shifts in the data. However, due to the 
minimum remaining variables for the model, we decided to include them in the model 
and take note of the validation dataset performance. The remaining model variables 
were selected based on the correlation tests, predictive power and stability analysis. 
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4.4 Bayesian Model Data 
 
The Bayesian approach relied on the initial data provided by the bank. This data was 
combined with the elicitation data obtained from experts in the bank who are 
experienced in the Botswana credit space.  
 
 Initial data 
 
Table 4.5 shows all the variables used in the expert elicitation. 
 
Table 4.5: List of elicitation variables 
Variable Description 
Property Age Variable that combines property status and customers age. 
Customer's Age Customer's Age at the time of loan application. 
Banking Relationship Age 
Duration of the oldest banking relationship the bank has with 
the applicant.  
Loan Product Age 
Duration of the oldest unsecured banking relationship the bank 
has with the applicant. 
Transactional Relationship Age 
Duration of the oldest transactional banking relationship the 
bank has with the applicant. 
Marital Status and Contract 
New variable that combines Marital status and marital 
agreement type. 
Vehicle Finance Age 
Duration of the oldest vehicle finance banking relationship the 
bank has with the applicant. 
PROPERTY_OWNER The amount or value of the property owned by the applicant. 
Return Items on Cheque Number of returned items on the applicant's cheque account. 
Arrear Status The value of the amount in arrears on other lending products. 
Income The customer’s annual income. 
DEBTTINC Debt to Income ratio. 
 
Each variable must be available in the dataset of the country. We identified each 
variable in Table 4.5 with the in-country dataset from Table 4.2. Thus, all variables 
were valid for building a Bayesian Model. 
 
 Exclusions 
 
The variables Income and DEBTTINC were excluded from the model. The variables 
were sourced through a third party, subsequently identified as being unreliable at the 
time of this analysis, resulting in a decision to exclude both variables. This 
unfortunately forced us to build a model based mainly on demographic data. Since 
we were focused on comparing models rather than improving the predictive strength 
of the model, we were still able to meet the research objective. Considering that we 
were working with banks new to the banking population, we did not expect these 
variables to significantly impact the outcome of the analysis.  
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Chapter 5 REGRESSION RESULTS 
 
The results from the logistic regression model are presented in this chapter. 
 
The final variables that were run through the stepwise logistic regression model are 
as follows: 
 Transactional Relationship Age 
 Customers Age 
 Vehicle Finance Age 
 Highest Educational Level 
 Marital Status and Contract  
 
The final model used by the bank under study includes only the four variables 
identified to be significant in Table 5.1. The variables selected are in line with the 
banks expectations. 
 
Table 5.1: Logistic regressions results 
Variable Name Variable Type Pr > ChiSq Significant 
Transactional Relationship Age Continues 0.0586 Significant 
Customers Age Continues 0.0021 Significant 
Vehicle Finance Age Continues 0.4661 insignificant 
Highest Educational Level Categorical 0.0975 Significant 
Marital Status and Contract Categorical 0.0140 Significant 
 
In order to compare the logistic regression model to the Bayesian model, we ran a 
clean stepwise regression model with a significance level of 0.1. The significance 
level usually applied by the bank under study is 0.05, however, due to the limited 
number of variables available for our model we decided to increase the significance 
level to allow for more variables to be included for a good mix of variables in the final 
model. The increase of the significance level meant that there was a 10% possibility 
that we would obtain the results by chance, as compared to the 5% level selected in 
general. 
 
In Chapter 4 it can be seen in the bank's method for variable selection that some 
Bayesian thinking was applied. As indicated in this chapter, variable selection is not 
based only on statistical measures. This is to avoid a scenario of ending up with a 
model based on random selected variables when we had variables that were 
believed to add value. We however noted that the use of these variables in Stepwise 
Regression does present an even higher possibility of making the model unstable. It 
is important to note the work done by Williams, Hansen, Baraban and Santoni 
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(2015), which shows that automated variable selection methods such as the stepwise 
regression model at 0.05 significance level, can result in unstable models. 
 
Figure 5.1 shows the model PD vs the actual defaults. Although the final model is 
built with just four variables from the total variables provided, it does seem to track 
the actual defaults well. 
 
 
Figure 5.1: logistic model PD vs actual defaults 
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Chapter 6 BAYESIAN MODEL RESULTS 
 
The results from the Bayesian models are presented, in this chapter. Two Bayesian 
models were tested, one with informative priors and another with non-informative 
priors. 
 
6.1 Informative Priors 
 
The elicitation was carried out in such a manner that we could determine the 
relationship of each variable to the expected default. This meant that we still needed 
to run a simple logistic regression to determine the relationship of the individual 
variables in order to determine the overall PD (application PD). The approach taken 
was similar to that of Lund and Sorensen (2012), as shown in their section 6.4.1.1, in 
determining the prior means as the simple logistic regression of the expert elicitation. 
 
In order to use informative priors with the SAS Proc MCMC procedure to run the 
simulations, we needed to solve for three components for each of the variables in 
Table 4.5. 
o Mean 
o Variance 
o Distribution 
 
 Transforming the expert elicitation to priors for the Bayesian Model 
 
Following the elicitation process discussed in section 3.2, we ran a logistic regression 
model on all the remaining variables from Table 4.5 for each application. This was a 
simple logistic regression model (not stepwise, backward or forward logistic model) to 
enforce the outcome of each variable. Table 6.1 shows the results from the model. 
 
Table 6.1: Simple logistic regression on the elicitation data 
Variable Name Pr > ChiSq Significant 
Transactional Relationship Age 0.0053 Significant 
Customers Age <.0001 Significant 
Banking Relationship Age 0.0252 Significant 
Loan Product Age 0.3000 Insignificant 
Property Age 0.5778 Insignificant 
Marital Status and Contract 0.3038 Insignificant 
Vehicle Finance Age 0.1570 Insignificant 
PROPERTY_OWNER 0.0016 Significant 
Return Items on Cheque <.0001 Significant 
Arrear Status <.0001 Significant 
 
Only the significant variables were applied to the final logistic regression model to get 
the coefficients that were used as means on the Bayesian model. Table 6.2 shows 
the results of the regression model for the remaining variables. 
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Table 6.2: Results from the logistic regression on the elicitation data 
Variable Name 
DF Estimate Standard 
Error 
Intercept 1 1.6939 0.2349 
Banking Relationship Age 1 0.0843 0.0417 
Transactional Relationship Age 1 0.1297 0.0369 
Customers Age 1 0.1265 0.0264 
PROPERTY_OWNER 1 0.1748 0.0479 
Return Items on Cheque 1 0.2946 0.0307 
Arrear Status 1 -0.1588 0.0491 
 
This gave us the prior means that we used in the SAS Proc MCMC procedure to get 
the Bayesian model. The expert elicitation gave us the expected distribution of each 
variable, as illustrated in section 3.2.4. 
 
 Running the Proc MCMC procedure 
 
The first attempts ran the proc MCMC procedure with only 10 000 simulations and no 
burn-in period. The burn-in period allowed for discarding the initial run of the MCMC 
procedure to avoid the impact that this would have on the final posterior distribution 
(SAS, 2009). Figure 6.1 shows the first four variables resulting from the initial run of 
the Proc MCMC simulation. The remaining variables can be seen in Appendix 1. 
 
 
 
Figure 6.1: Proc MCMC results from 10 000 simulations 
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Once the Proc MCMC procedure had been run, we looked for two components to 
confirm the final model. 
o Determined if the MCMC simulations had converged to their stationary 
algorithm. 
o Determined autocorrelation of the Markov chain samples. 
 
Figure 6.1 shows marginal mixing (SAS, 2009), which indicated that the chain did not 
traverse the distribution quickly enough, and that it takes small steps. The samples 
were highly correlated in this case. The initial run did not satisfy the convergence and 
autocorrelation requirement. A simple fix was to run the sample for much longer. 
 
We then ran different simulations until we found the number of simulations that 
resolved the marginal mixing problem. The Proc MCMC procedure with 40 000 
simulations and no burn-in period gave the results shown in Figure 6.2. 
 
 
 
Figure 6.2: Proc MCMC results from 40 000 simulations 
 
The problem with marginal mixing was resolved. Figure 6.2 for the simulations done 
shows that at the simulation 0 the chain started at a further place than from the most 
possible model. As the chain continued with multiple simulations, it was observed 
that it remained around the most possible model. This is illustrated in Figure 6.2 in 
34 
 
the alpha variable: at simulation 0 the chain is closer to 4, however, as the chain 
proceeds it remains around 2, which made it the most possible model. 
 
Visual analysis showed that the chains were mixing well. We then investigated the 
Geweke diagnostic to check if the mean estimates of each variable had converged. 
Table 6.3 shows the results from the Geweke diagnostic test. Large absolute values 
for z indicate rejection, absolute values > 2. It was shown in Table 6.3 that the 
variable PROPERTY_OWNER was rejected. This meant that we had to increase the 
simulations. 
 
Table 6.3: Geweke Diagnostics Test 
Variable Name DF z Pr > |z| 
Intercept 1 0.662 0.5079 
Banking Relationship Age 1 0.0281 0.9775 
Transactional Relationship Age 1 -0.4642 0.6425 
Customers Age 1 -0.2373 0.8124 
PROPERTY_OWNER 1 2.6679 0.0953 
Return Items on Cheque 1 0.2993 0.7647 
Arrear Status 1 -0.9078 0.364 
 
Even though these simulations solved the problem of marginal mixing, each variable 
in Figure 6.2 shows high autocorrelation between the samples. High sample 
autocorrelations can result in biased Monte Carlo standard errors (SAS, 2009). In 
order to reduce the autocorrelation between the samples, we thinned the simulations 
of the MCMC procedure. 
 
We then ran different simulations with burn-in and thin values until we found the 
number of simulations that resolved the autocorrelation and convergence problems 
The final MCMC procedure selected had simulations = 10 000, burn-in = 100 and thin 
= 25. Figure 6.3 shows the result of the final Proc MCMC procedure for four 
variables, with full results shown in Appendix 1. 
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Figure 6.3: Proc MCMC results from 100 000 simulations 
 
We now had a chain that was mixing well, was converged and not auto-correlated. 
The autocorrelation graph shows high autocorrelation at the beginning of the time 
lag. However, the further the time lag the lower the autocorrelation, until the 
autocorrelation is insignificant. Figure 6.4 shows the final model PD vs the actual 
defaults. The model PD tracked the actual defaults well. 
 
 
Figure 6.4: Bayesian model PD vs actual defaults 
 
6.2 Non-informative Priors 
 
Non-informative priors are flat priors that do not require elicitation to run the MCMC 
procedure. The MCMC was run with uniform distribution and random selected mean 
and variance. Similar to section 6.1, we firstly ran with 10 000 simulations. Figure 6.5 
shows the results of the same variables shown in section 6.1. The rest of the 
variables can be seen in Appendix 2. 
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Figure 6.5: Non informative proc MCMC results from 10 000 simulations 
 
Similar to Figure 6.1, Figure 6.5 had a marginal mixing problem, and the samples 
were highly correlated. Some variables showed chains with serious problems, 
offering no evidence of convergence (SAS, 2009). The chains mixed very slowly. 
Attempting to increase the simulations, thin and burn-in would not resolve the 
problem. We then attempted different uniform distributions for the non-informative 
priors.  
 
We ran a different Proc MCMC procedure with 100 000 simulations using different 
mean and variances for a uniform distribution until we got convergence and solved 
for autocorrelation with the simulations. Figure 6.6 shows 100 000 simulations with 
500 burn-in and 25 thinning. Full results are shown in Appendix 2. 
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Figure 6.6: Non informative proc MCMC results from 100000 simulations 
 
Table 6.4: Geweke diagnostics test for non-informative priors 
Variable Name DF z Pr > |z| 
Intercept 1 -0.0219 0.9825 
Banking Relationship Age 1 0.7276 0.4668 
Transactional Relationship Age 1 -0.5372 0.5911 
Customers Age 1 -0.7436 0.4571 
PROPERTY_OWNER 1 0.0102 0.9919 
Return Items on Cheque 1 0.6397 0.5224 
Arrear Status 1 0.1425 0.8867 
 
 
Visual analysis showed that we had a chain that was mixing well, was converged, 
and with no autocorrelation. The Geweke diagnostic in Table 6.4 shows the results 
from the Geweke diagnostic test. All results are well within -2 and 2, and as a result 
the mean estimates of each variable had converged. The model's performance is 
illustrated in Figure 6.7. The model PD tracked the actual defaults well. 
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Figure 6.7: Non-informative prior Bayesian model PD vs actual defaults 
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Chapter 7 : PERFORMANCE SUMMARY 
 
The aim of this dissertation was to compare the performance of the current logistic 
regression model to the Bayesian model and to determine which is superior. In 
addition, we had the opportunity to present the different approaches that can be 
taken when developing the Bayesian Model, and compare the performance of those 
approaches. This chapter breaks down the performance analysis of all the models 
and discusses in detail the strengths and weakness of the different models and 
modelling approaches. It is important to note that this section offers further 
information into resolving the problem of developing models for new-to-bank 
customers. 
 
Summary of all the models to be discussed in this chapter.  
o Logistic Regression Model. 
o Bayesian Logistic Model with non-informative prior. 
o Bayesian Logistic Model with informative prior based on a logistic regression 
model of the elicitation data. 
o Bayesian Logistic Model with informative priors. 
 
7.1 Logistic Regression Model Performance Summary 
 
The logistic Regression Model is the model currently used in the bank under study. 
This model was built on four variables and tracked the actual defaults well (Figure 
5.1). Figure 7.1 shows the performance of the model when we ran the 30% validation 
dataset. 
 
 
Figure 7.1: Logistic model PD vs actual defaults for validation dataset 
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We immediately observed a problem with the model when running on a different 
dataset. The model did not track the actual defaults closely when compared to the 
modelling dataset. However, the model did still follow the same trend as the actuals, 
which made it valid for the validation dataset. Since the validation dataset was based 
on a more recent data sample, this required the model PD to be rescaled down to be 
more aligned to the actual defaults. 
 
We further examined the performance measure for each model, summarised in Table 
7.1 below. The significance of the model PD to actuals is illustrated by the RMSE in 
Table 7.1, where the predictive power of the model for the development dataset and 
validation dataset are shown.  
 
Table 7.1: Performance measure for development dataset vs validation dataset (logistic) 
Dataset used RMSE 
Development dataset performance 0.3941773644 
Validation dataset performance 0.3210526313 
 
The performance measures showed that the model predicted the validation dataset 
better than for the development dataset. Although this can be interpreted as a good 
indicator for the model, Figure 7.1 and the significance difference in the RMSE 
showed instability in the model. 
 
The RMSE was high for both development and validation dataset, which is generally 
the case with a new-to-bank model. This showed us that the logistic regression 
approach still has challenges in predicting default when it comes to datasets that do 
not have enough observations. This is certainly one of the biggest weaknesses of the 
logistic regression model. 
 
7.2 Bayesian Model Performance Summary for informative priors 
 
The performance of the Bayesian Model for informative priors obtained from the 
expert elicitation in Figure 6.4, showed that the model tracks the actual well. Figure 
7.2 shows the performance of the model when we ran the 30% validation dataset. 
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Figure 7.2: Bayesian model PD vs actual defaults for validation dataset 
 
The model did not track the actual defaults closely compared to the modelling 
dataset but it still followed the same trend as the actuals for observations 121 – 300, 
which made it valid for the validation dataset. However, the reversal trend in the 
actuals with the first five observation bands created some concern. Unlike the logistic 
regression, rescaling was not necessary for this model as we had a few accounts in 
the 0 – 30 band that had a higher default than the prediction, as can be seen in 
Figure 7.2. Table 7.2 shows that the predictive power improved when the model was 
used on the validation dataset. Similar to the logistic regression model, the RMSEs 
for both the development and validation dataset were high. This means that the 
Bayesian model does not solve the problem of improving the predictive power of a 
model when using datasets with limited observations.  
 
Table 7.2: Performance measure for development dataset vs validation dataset (Bayesian) 
Dataset used RMSE 
Development dataset performance 0.397611 
Validation dataset performance 0.331327 
 
7.3 Bayesian Model Performance Summary for non-informative priors 
 
The performance of the Bayesian Model for randomly selected non-informative priors 
is shown in Figure 7.3, which gives the performance of the model when we ran the 
30% validation dataset. 
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Figure 7.3: Non-informative prior Bayesian model PD vs actual defaults for validation dataset 
 
The model did not track the actual defaults closely when compared to the modelling 
dataset. However, the model still followed the same trend as the actuals, which made 
it valid for the validation dataset. Table 7.3 shows that the predictive power improved 
when the model was used on the validation dataset. Again, we saw that the RMSE 
was high for both development and validation datasets, which confirmed that our 
Bayesian model did not offer an improved predictive ability for datasets with small 
observations when compared to the logistic regression model. The weakness of the 
logistic regression model of decreasing predictive ability when modelling small 
datasets, seemed to be evident in our Bayesian approach. 
 
Table 7.3: Development dataset vs validation dataset (Non-informative Bayesian) 
Dataset used RMSE 
Development dataset performance 0.397654271 
Validation dataset performance 0.335155203 
 
7.4 All Models 
 
Table 7.4 shows a summary of the performance measures used in this dissertation 
for all models for the development datasets and validation datasets. 
 
Table 7.4: All Models development dataset vs validation dataset 
Model Dataset RMSE AIC BIC 
Logistic Regression Development 0.394177 -1231.32 -1208.83 
Bayesian Model for informative priors Development 0.397699 -1217.53 -1186.04 
Bayesian Model for non-informative priors Development 0.397654 -1217.68 -1186.19 
Logistic Regression Validation 0.321052 -676.73 -658.21 
Bayesian Model for informative priors Validation 0.335327 -648.67 -622.74 
Bayesian Model for non-informative priors Validation 0.335155 -648.98 -623.05 
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In order to compare the current logistic regression model to the Bayesian model, we 
looked at the RMSE for both Bayesian models compared to the logistic regression 
model. We started by comparing the Bayesian models using RMSE, AIC and BIC.  
 
Looking at the development dataset, the Bayesian Model with non-informative priors 
had the lower BIC and AIC values compared to the informative prior. The RMSE for 
the non-informative priors was smaller than the RMSE for the informative prior. This 
meant that based on the development dataset, the non-informative Bayesian model 
was better than the informative model. When we looked at the validation dataset, we 
observed a view similar to that of the development dataset. This confirmed that the 
non-informative prior Bayesian Model was superior to the informative Bayesian 
Model. 
 
The comparison of the performance of the non-informative prior Bayesian model to 
the informative prior is important, since it highlights the significance of the expert 
knowledge that was converted to prior information. The small difference in 
performance suggests that the priors did not add value when used in the model. The 
simple selection of flat prior information that resulted in a model that can predict 
default better than having to perform expert elicitation, simplified the Bayesian 
approach. However, we must consider that the validation dataset had only 300 
observations, and that the expert opinions might start to show improvement in the 
predictive ability of the model once more observations are seen. 
 
In comparing the Bayesian model to the logistic regression model, we considered 
that the logistic regression model was built using different variables than the 
Bayesian model, and as a result we did not use the AIC and BIC when comparing the 
performance of the Bayesian model to the logistic regression model. The RMSE for 
the non-informative prior Bayesian model for the development dataset and validation 
dataset was higher than the logistic regression RMSE, which made the logistic 
regression model better at predicting default than the Bayesian model when based 
on RMSE. If we consider the graphical representation of the development dataset 
and validation dataset for both models, then the Bayesian model seems to 
outperform the logistic regression model. This is due to the stability that the Bayesian 
model has over the logistic regression model. Thus, the Bayesian models are more 
stable than the logistic regression model.  
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Chapter 8 RESEARCH CONCLUSION 
 
This chapter summarises the research presented in the dissertation with a conclusion 
section, and discusses further research opportunities for credit scoring with data 
limitations. 
 
8.1 Summary 
 
The main aim of this dissertation was to investigate an alternative approach to credit 
scoring when working with data limitations. The alternative approach was compared 
to the approach taken by the bank under study, when attempting to predict default. 
The Bayesian logistic regression model was used as an alternative model to the 
bank's logistic regression model to allow for the use of the bank's expert knowledge 
when trying to determine the probability of default for new applicants. 
 
The initial approach of this dissertation was to introduce the topic and give context to 
the problem statement. The research was done to look into a generic approach to 
solving data limitations for banks in South Africa that are looking to grow into the 
African continent where they do not have presence and are bound to encounter data 
limitation changes. 
 
The second step was to examine existing research by reviewing the existing 
literature, which in summary showed that no 1 model is superior to another in all 
cases. Some research showed that the Bayesian logistic model outperforms the 
logistic regression model, while others showed the opposite. This is further 
summarised by Garcia, Marques and Sanchez (2012), where they illustrate that 
different datasets influence the model's performance. We found that even the 
different approaches taken when using the Bayesian logistic regression model 
influenced the model's predictive ability. 
 
The final step refers mainly to the Bayesian logistic regression approach. Since we 
knew from the literature review that the dataset and approach taken has an influence 
on the model's performance, we needed to standardise the approach. The approach 
was aimed at using expert knowledge, where individuals with expertise on a country 
in which the bank under study did not have enough exposure, would guide them in 
determining which applicants would default. We further compared the expert 
knowledge approach to the Bayesian logistic regression that does not use expert 
knowledge to determine the difference in performance. The approach taken was a 
combination of the academic and the practical. 
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8.2 Conclusion 
 
The Bayesian logistic regression model did not outperform the bank's logistic 
regression model. However, we must consider that the bank's logistic regression 
model approach was altered due to the data limitation, and its incorporation of some 
significant proportion of Bayesian thinking. The Bayesian thinking came in when we 
considered variable selection based on stability analysis (section 4.3.5). If the expert 
knowledge had not been applied in the variable selection when choosing input 
variables based on stability analysis, then we would not have been able to build the 
logistic regression model. This was further illustrated by running the validation 
dataset on the bank's logistic regression model, which showed a higher drop in 
RMSE between development data and validation data. This showed that similar to 
the logistic regression model's input variables, the bank's logistic regression model is 
less stable than the Bayesian model. 
 
8.3 Limitations 
 
The modelling approach was based on the available tools at the bank under study, 
such as SAS Enterprise, and as a result the approach taken was limited to the 
solutions available in SAS Enterprise. Only one simulation approach was used in 
SAS, the MCMC procedure, while other algorithms such as the Metropolis and 
Metropolis-Hastings Algorithm and Gibbs sampler algorithms (SAS, 2009) were not 
considered in this research. 
 
A comparison of a standardised Bayesian approach between different banks' data 
would have added more insight into the performance differences between the logistic 
regression model and the Bayesian logistic regression model, however, due to the 
nature of credit scoring financial institutions cannot share customer’s data. 
 
8.4 Further Research 
 
One component for further research could be to consider the limitations of this 
dissertation, especially the use of other algorithms and with different datasets from 
different banks, to compare the performance of the Bayesian model with the logistic 
regression model. This could be achieved by using archived data from different 
banks that is either outdated or no longer in use. 
 
Another component for further research could be to look into applying a different 
approach to the Bayesian logistic regression model. This dissertation shows that the 
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logistic regression model outperforms the Bayesian model approach, however, the 
final variables used in both approaches are different since the approaches taken in 
variable selection are different. One way around this could be to standardise the 
variable selection approach, as all the variables selected in the logistic regression 
should be applicable to the Bayesian model. Furthermore, the Bayesian model would 
be able to include more variables than the logistic regression model. The challenge 
with this approach would be the expert knowledge, which might not be available for 
all variables selected by the logistic regression approach. However, another 
component observed in this dissertation is that the flat priors had an influence on the 
predictive ability of the Bayesian model. This means that the logistic regression 
variables that do not have expert knowledge can be used with flat priors. 
 
A key disadvantage of the Bayesian approach is that prior selection and the expert 
elicitation process are not standardised (section 1.3). This means that careful 
consideration must be factored into the expert elicitation process, which requires 
skills, banking experience and modelling experience, to ensure that your expert 
elicitation can be converted to usable prior information. One interesting research area 
would be to investigate the different approaches used in expert elicitation and 
determine prior distribution, with the objective of creating a standardised approach 
similar to the work done by Siddiqi (2012) for the logistic regression model. 
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Appendix 1 MCMC Results 
 
1.1 Informative Prior Results for 10 000 simulations 
 
The results from the first Proc MCMC run with 10 000 simulations with no burn-in period. 
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1.2 Informative Prior Results for 40 000 simulations 
 
The results from the Proc MCMC run with 40 000 simulations with no burn-in period. 
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1.3 Informative Prior Final Results 
 
The results from the final Proc MCMC run. 
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Appendix 2  MCMC Results 
 
2.1 Non-informative Prior Results for 10 000 simulations 
 
The results from the first Proc MCMC run with 10 000 simulations with no burn-in period 
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2.2 Non-informative Prior Results for 100 000 simulations 
 
The results from the Proc MCMC run with 100 000 simulations with no burn-in period using mean = -
3 and variance = 3 for uniform distribution. 
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Appendix 3 Model Performance Results 
 
3.1 Logistic Regression Results 
 
The results for model performance of the development sample and validation sample. 
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3.2 Bayesian Model Results for informative prior 
 
The results for model performance of the development sample and validation sample. 
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3.3 Bayesian Model Results for non-informative prior 
 
The results for model performance of the development sample and validation sample. 
 
 
 
 
