We prove the following three theorems on the enumeration degrees of Σ 0 2 sets. Theorem A: There exists a nonzero noncuppable Σ 0 2 enumeration degree. Theorem B: Every nonzero ∆ 0 2 enumeration degree is cuppable to 0 ′ e by an incomplete total enumeration degree. Theorem C: There exists a nonzero low ∆ 0 2 enumeration degree with the anticupping property.
Introduction
Intuitively, a set A is enumeration reducible to a set B if there is some effective procedure for enumerating A, given any enumeration of B. This is usually formalized (following Friedberg & Rogers (1959) , and Rogers (1967) ) via the notion of an enumeration operator: an enumeration operator (or, simply an e-operator), is a mapping Φ : 2 ω −→ 2 ω for which there exists a recursively enumerable set W such that, for each set B,
where D u denotes the finite set with canonical index u.
Definition 1.1 Given sets A, B, we say that A is enumeration reducible (or, simply, e-reducible) to B (notation: A ≤ e B), if there exists some e-operator Φ such that A = Φ B .
It is easily seen that ≤ e is a preordering relation. Let ≡ e denote the equivalence relation generated by ≤ e . The ≡ e -equivalence class of a set A (denoted by [A] e ) is called the enumeration degree (or, simply, the e-degree) of A. We get in the usual way a degree structure D e , ≤ , where D e is the collection of all e-degrees and ≤ is defined by: [A] e ≤ [B] e if and only if A ≤ e B. In fact D e is an upper semilattice with least element 0 e and binary operation ∪: the least element 0 e is the e-degree of the r.e. sets and [A] e ∪[B] e = [A⊕B] e , with A⊕B = {2x : x ∈ A} {2x+1 : x ∈ B}. We recall that the Turing degrees can be embedded in the e-degrees, via the mapping ι([A] T ) = [c A ] e , where, for every set A, [A] T denotes the Turing degree of A, and c A denotes the characteristic function of A (as usual functions and partial functions are identified in this context with their graphs): the mapping ι is in fact an embedding of upper semilattices preserving the least element. The e-degrees in the range of ι are said to be total. The reader may consult Cooper (1990) for an extensive survey and bibliography on the e-degrees.
Cooper (see Cooper (1984) ) and McEvoy (see McEvoy (1985) ) define a notion of jump on the e-degrees: given the e-degree a let us denote with a ′ the jump of a. For this notion of jump, we have that 0
K is the complement of the halting set. Let S = D e (≤ 0 ′ e ). Cooper and McEvoy show that S coincides with the collection of the Σ 0 2 e-degrees, i.e. the e-degrees of Σ 0 2 sets. In this paper we investigate some natural questions concerning the algebraic structure of S, which is an upper semilattice with least element and greatest element. More precisely: is it true that for every a, b ∈ S such that b < a, there exists some c such that a = b ∪ c? Is this true when a = 0 Clearly the existence of nonzero noncuppable e-degrees below 0 ′ e is equivalent to 0 ′ e having the anticupping property. The dual situation (giving rise to the notion of a noncappable e-degree) has been studied in Cooper & Sorbi (1994) who show the existence of noncappable e-degrees. In the recursively enumerable Turing degrees, Yates and Cooper (see Cooper (1974) ) showed that 0 ′ has the anticupping property. Harrington showed that every r.e. high degree has the anticupping property, as proved by Miller (see Miller (1981) ). On the other hand (see Posner (1981) and Posner & Robinson (1981) ) the ∆ 0 2 Turing degrees are complemented. We show in this paper that 0 ′ e has the anticupping property. Let I = {a ∈ S : a is noncuppable}. Clearly, I is an ideal of S. We therefore show that I is a proper ideal.
We also show that for every nonzero ∆ 0 2 e-degree a (i.e. an e-degree containing some ∆ Cooper & Copestake (1988) . Since there are minimal pairs consisting of ∆ 0 2 e-degrees (see e.g. Ahmad (1991) , who shows that there exist intermediate ∆ 0 2 e-degrees a, b such that a ∪ b = 0 ′ e and a ∩ b = 0 e ; or see Cooper & McEvoy (1985) who show that every minimal pair of r.e. Turing degrees, in which one of the elements is low, corresponds, under the above mentioned embedding ι, to a pair of Π 0 1 e-degrees which constitute a minimal pair in the e-degrees), it follows that I is not a prime ideal.
The existence of e-degrees strictly below 0 ′ e with the anticupping property is a consequence of a result of Ahmad (announced in (Ahmad, 1989) ), stating the existence of nonzero low e-degrees that can not be split: any such edegree has clearly the anticupping property. Since no proof is available in the literature of Ahmad's result, in Section 4, we give a direct construction of a nonzero low e-degree with the anticupping property.
Our references for recursion theory are Rogers (1967) , Soare (1987) and Odifreddi (1989) . Throughout the paper we will refer to some fixed acceptable numbering {W e : e ∈ ω} of the recursively enumerable (r.e. ) sets; we therefore obtain a corresponding listing {Φ e : e ∈ ω} of the e-operators. For every e, we will consider some finite recursive approximation {W e,s : s ∈ ω} to W e (in fact, the relation x ∈ W e,s is recursive in x, e, s, and each W e,s is finite, and the sequence {W e,s : s ∈ ω} is nondecreasing); we get corresponding finite recursive approximations {Φ e,s : s ∈ ω} to the e-operator Φ e , for each e. We will indicate by {K s : s ∈ ω} the Π 0 1 approximation to K defined by K s = {x : x ∈ K s & x ≤ s}, where {K s : s ∈ ω} is a finite recursive approximation to K as before. We sometimes identify a given finite set with its canonical index, thus writing for instance x, D to denote the number x, u , where u is the canonical index of D.
Let {B i : i ∈ ω} be a standard listing of the Σ 0 2 sets. We will refer to Σ Jockusch (1968) for a proof that these approximations exist). Unless otherwise specified, given an e-operator Φ e and a Σ e described in Cooper & McEvoy (1985, Proposition 5 ).
An e-degree a ∈ S is said to be low, if a ′ = 0 ′ e . In Section 4 we will refer to the following characterization of low e−degrees shown in Cooper & McEvoy (1985) : a is low if and only if there exist a set A ∈ a and a Σ Proof: The construction aims to satisfying the requirements described as follows.
The requirements
We want to construct a Σ 0 2 set A, and a Σ 0 2 set C satisfying, for all i, k ∈ ω, the following requirements:
where {(Ψ i , B i ) : i ∈ ω} is a recursive enumeration of all pairs of e-operators and Σ 0 2 sets, respectively, and Γ i is an e-operator to be constructed. Requirements of the form P i , for some i, are called P -requirements; requirements of the form N k , for some k, are called N -requirements.
We observe that satisfaction of all P -requirements ensures that for no incomplete Σ 0 2 set B can we have that K ≤ e A ⊕ B, otherwise, for some Ψ we would get C = Ψ A⊕B , being C ≤ e K, thus getting K ≤ e B. (We will in fact satisfy C = Ψ
i , where = * denotes equality modulo a finite set.)
The priority ordering of the requirements is given by P 0 < N 0 < P 1 < N 1 < . . . .
The strategy for P i
(For simplicity, in the following drop the subscript i.)
We take action on a number z when all numbers z ′ < z have been chosen and currently reside at 5. or 8. of the atomic module below.
2. Choose a number c z and define c z ∈ C;
5. While z ∈ K, keep c z ∈ C, and if z ր Γ B , then go to 3.;
6. If z ր K then enumerate and restrain D A ⊆ A for each existing axiom c z , D A ⊕ D B ∈ Ψ used to define axioms z, D B ∈ Γ, and extract c z from C;
8. Remove A-restraints imposed at 6., and wait for z ∈ Γ B , following which return to 6.
Analysis of outcomes. The outcome associated with 3. is finitary and guarantees that C = Ψ A⊕B , via c z ∈ C − Ψ A⊕B . The outcome at 7. is finitary, and guarantees that C = Ψ A⊕B , via c z ∈ Ψ A⊕B − C. An infinite loop through 5. guarantees that C = Ψ A⊕B , via c z ∈ C − Ψ A⊕B . All the other outcomes guarantee that the equation K(z) = Γ(z) is preserved: notice that an infinite loop through 8. yields z / ∈ Γ B .
The strategy for N k
We say that a witness x for N k is realized at a stage s, if x ∈ W k,s . The atomic strategy for N k can be sketched as follows. (For simplicity, drop the subscript k.)
1. Choose a new unrealized witness x;
Analysis of outcomes. Satisfaction of the requirement N ensures that x ∈ A ⇔ x / ∈ W . The outcome at 2. gives x ∈ A − W ; the outcome at 3. gives x ∈ W − A.
The requirement P deals with the N -requirements of higher priority via the tree of outcomes.
The tree of outcomes
The tree of outcomes is the set T = 2 <ω of all binary strings. Given any σ ∈ T , let |σ| denote the length of σ.
The requirement assignment function R : T −→ R is given by: R σ = P i if |σ| = 2i and R σ = N k if |σ| = 2k + 1.
Given σ ∈ T , we say that σ is a P -node if R σ is a P -requirement; we say that σ is an N -node if R σ is an N -requirement.
Finally, let {ξ σ : σ ∈ T } be a recursive partition of ω into infinite recursive sets, and for every σ ∈ T , let {c(σ, z) : z ∈ ω}, be a recursive bijection of ω with ξ σ .
The intended meanings of the tree outcomes are the following. We first analyze the case of a P −node σ. Assume R σ = P i , and drop the subscript i.
• The outcome 1 is finitary and corresponds to the case of some number z / ∈ K for which we have c z ∈ Ψ A⊕B − C: see 7. of the basic module for P i ;
• The outcome 0 is usually infinitary; it corresponds to the case of an infinitary successful rectification of Γ (in case C = Ψ A⊕B ), or to the case of some number z ∈ K, for which we have c z ∈ C − Ψ A⊕B z . In the latter case, the outcome is finitary, when corresponding to 3. of the basic module; it is infinitary when due to an infinite loop through 5. of the basic module.
If σ is an N -node, then the tree outcome 1 corresponds to the case of an unrealized witness, otherwise the tree outcome corresponds to the case of a realized witness.
Notation and terminology for strings
We use standard terminology and notations for strings. In particular, given σ, τ ∈ T , let σ τ if and only if either σ ⊆ τ or y(σ, τ ) ↓ and σ(y(σ, τ )) ≤ τ (y(σ, τ )), where y(σ, τ ) = µy. [y < |σ|, |τ |. σ(y) = τ (y)]. We say that σ is to the left of τ (notation: σ ≺ L τ ), if σ τ , but σ ⊆ τ . Given a string σ and a number y, the symbol σ y denotes the initial segment of σ having length y. If |σ| > 0, then let σ − = σ |σ| − 1.
The construction
The construction is by steps. At step s we define a string δ s ∈ T , together with the values of several parameters. We also define a finite set A s and a cofinite set C s , so that the sequences {A s : s ∈ ω} and {C s : s ∈ ω} are Σ 0 2 approximations to sets A and C, respectively, satisfying the requirements. In fact, we will ensure that {C s : s ∈ ω} is a Π 0 1 -approximation to C, starting with C 0 = ω. At any given stage of the construction we say that a number is new if it is bigger than all numbers so far considered in the construction.
For every string σ, the parameter F (σ, s) will denote a finite set that we want to "fix" permanently in A (either in response to the outcome associated with 6. of the basic module for P i , if R σ − = P i and σ = σ − * 1; or on behalf of our attempt to fix in A some potential witness for N k that never gets realized, i.e. never gets enumerated into W k , if R σ − = N k , and σ = σ − * 1); the parameter E(σ, s) will consist of a realized witness for N k , if R σ − = N k , which we want to keep out of A.
If σ is a P -node, R σ = P i say, then at step s we define a line L(σ, s) of numbers, linearly ordered by the line ordering ≺ σ s : we let ℓ(σ, s) be the first element of the line with respect to this line ordering, with the aim of getting z stuck at 7. of the basic module (where z = ℓ(σ, s)), or otherwise with ℓ(σ, s) measuring the length of agreement between K and Γ B i σ , and hinting which number z one should choose for implementing the basic module for P i . An element z gets enumerated at s in the line if a certain finite set Λ(σ, z, s) gets "filled": this is the case if there is evidence that z is the length of agreement between K and Γ B i σ ; subsequently, z may be extracted from the line. We order L(σ, s) by the entry stages of its elements: for each z ∈ L(σ, s), let the entry stage of z at s be defined by
Let R σ = P i . When at s, while acting at σ, we choose an axiom of the form c z , D A ⊕ D B ∈ Ψ i as in 3. of the basic module, we use the parameters α(σ, z, s), β(σ, z, s) to record the finite sets D A , D B , respectively, which have been chosen.
For every string σ ∈ T (with |σ| even), we will also define a finite approximation Γ σ,s to an e-operator Γ σ .
At any given stage, if not otherwise specified, the parameters retain their values from the preceding stage.
For every P -node σ ∈ T and stage s, let
Throughout this proof, if {U s : s ∈ ω} is some Σ 0 2 approximation to a set U , then we will write
Clearly, if t(σ, s) changes infinitely often, then {U [σ, s] : s ∈ ω} is still a Σ 0 2 approximation to U .
Step 0) Let
Step s + 1) We define δ s+1 by induction on its length. Let δ s+1 0 = ∅. Suppose we have already defined δ s+1 n. For simplicity, let σ = δ s+1 n. We want to define a string σ + ⊇ σ such that |σ + | = n + 1: eventually, we will let δ s+1 n + 1 = σ
We distinguish two cases, according as σ is a P -node or an N -node.
(σ is a P -node) Suppose that R σ = P i . For simplicity, in the following drop the subscript i.
Let
. Intuitively, the parameter ζ(σ, s + 1) is a lower bound to numbers z, for which higher priority requirements do not prevent us from carrying on the restraining activity demanded by 6. of the basic module for
then choose α(σ, z, s+1) = α and β(σ, z, s+1) = β: for any such a pair α, β, let t β be the least stage such that (∀u)[t β ≤ u ≤ s ⇒ β ⊆ B u ] and choose α, β such that t β is minimal among all possible choices of such pairs (we say that α and β are chosen consistently); enumerate the axiom z, β(σ, z, s + 1) ∈ Γ σ,s+1 . Let Λ(σ, ℓ(σ, s + 1), s + 1) = ∅, and define ℓ(σ, s + 1) / ∈ L(σ, s + 1).
(we use for this the notation: c(σ, z) ր C s+1 ) and let Finally, whatever the case, if σ is a P −node, then let E(σ + , s + 1) = ∅. Notice also, that, for every s, if σ is a P -node, then F (σ * 0, s) = ∅.
For simplicity, let x = x(σ, s + 1). Then,
Updating C, A, and Γ s . At the end of Step s + 1, define
For every σ ∈ T , (with |σ| even), let
Proof that the construction works
Since T is finitely branching, we can give the following definition:
Let f be such that, for every n,
where the lim inf is taken with respect to .
Lemma 2.4 For every σ ⊂ f , we have that lim s F (σ, s), lim s E(σ, s) exist and these limits are finite. Moreover lim s ζ(σ, s) exists.
Proof: We observe that if lim s E(τ, s) exists (say lim s E(τ, s) = E(τ )) and is finite, for all τ σ, where σ ⊂ f , then also lim s ζ(σ, s) exists: indeed, if σ is a P -node, then let
, and let t be such that, for all s ≥ t, for all τ σ, E(τ, s) = E(τ, t). It follows by construction that, at no s ≥ t, can we appoint a set α(σ, z, s) with α(σ, z, s)
(ζ(σ) = 0 if the set is empty).
It is then enough to show that, for every σ ⊂ f , lim s E(σ, s) and lim s F (σ, s) exist and are finite. The proof is by induction on the number n = |σ|.
The case n = 0 is trivial. We observe that in this case σ = ∅, and, for every s, F (∅, s) = E(∅, s) = ∅.
Suppose, now that the claim is true of σ = f n, and let σ + = f n + 1. By Definition 2.3 and by induction, let t σ be a stage such that, for every s ≥ t σ , for every τ σ,
There are two cases to be considered.
Case 1. Suppose that σ is a P -node; say R σ = P i . Notice that for every s we get E(σ + , s) = ∅, thus getting that lim s E(σ + , s) = ∅. Moreover, if σ + = σ * 0, then, for every s, F (σ + , s) = ∅, hence lim s F (σ + , s) = ∅. It remains to consider the case σ + = σ * 1. In this case, the construction ensures that lim s ℓ(σ, s) exists: let z = lim s ℓ(σ, s). Clearly, being σ + = σ * 1, we have that z ∈ Γ B i σ − K. Since z ≥ ζ(σ) and there are only finitely many axioms z, β ∈ Γ (being z / ∈ K) we therefore conclude that lim s F (σ + , s) = F (σ + ), where
Case 2. Suppose that σ is an N -node, and let, say, R σ = N k . Then lim s x(σ, s) exists, and is equal to x(σ, s 0 ), where s 0 is the least stage in H(σ) such that s 0 ≥ t σ . Let x(σ) = lim s x(σ, s). We observe that
We also observe that
Lemma 2.5 Every requirement is satisfied.
Proof: We first show that, for every i, the requirement P i is satisfied. Let i be given, and let σ ⊂ f be such that
Assume that this is not the case, and let z ≥ ζ(σ) be the least number such that
The proof of Lemma 2.4 actually shows that one cannot have σ * 1 ⊂ f , since otherwise the construction would ensure that c(σ, z
− C, where z ′ = lim s ℓ(σ, s) (via fixing of a suitable finite set F (σ * 1) ⊆ A), contrary to the assumption.
Then σ * 0 ⊂ f , and, thus, there are infinitely many stages s at which ℓ(σ, s) = z, since at infinitely many stages s, the set Λ(σ, z, s) becomes filled. Again we may suppose that z ∈ K − Γ B i σ , otherwise at stages s ≥ t σ at which ℓ(σ, s) = z, we would implement part 3. of the construction, eventually
σ , then this means that we are never able to find axioms z, α ⊕ β ∈ Ψ i such that α ∩ E σ = ∅ and β ⊆ B i : then c(σ, z) ∈ C − Ψ A⊕B i i , contradicting the assumption.
We have shown that C = Ψ
We now show that every N -requirement is satisfied. Let k be given and let σ ⊂ f be such that R σ = N k . For simplicity, let x = x(σ).
• If x / ∈ W k , then x ∈ A, since x is eventually chosen such that x / ∈ E σ , and we fix x ∈ A, since we have σ * 1 ⊂ f , and F (σ * 1) = {x}.
• If x ∈ W k , then σ * 0 ⊂ f and E(σ * 0) = {x}: thus, at almost all
Remark 2.6 Suppose that σ ⊂ f is a P -node, and assume that both H(σ * 0) and H(σ * 1) are infinite. For a given z, if s ∈ H(σ * 1) then we may have z ∈ F (σ * 1, s), and, thus, z ∈ A s . On the other hand, if s ∈ H(σ * 0), then we may have that z / ∈ A s , being E(τ * 0, s) = {z}, for some τ ⊇ σ * 0, such that τ ⊆ δ s and R τ is an N -requirement. We cannot therefore rule out the possibility that, for some z, lim s A s (z) does not exist. We will show in the next section that the set A is in fact necessarily of properly Σ 0 2 e-degree. A close inspection of the proof also shows that C ∈ Π 0 1 , since, for every σ ∈ T and every z, we extract c(σ, z) from C at most once (when z / ∈ K).
3 Every nonzero ∆ 0 2 e-degree is cuppable
In this section we prove the following analog of the Posner-Robinson cupping theorem (see Posner & Robinson (1981) ):
Proof: Let B be a ∆ 0 2 set that is not r.e. and let {B s : s ∈ ω} be a ∆ 0 2 approximation to B. We want to construct a ∆ 0 2 set A such that the edegree of A is total and K ≤ e B ⊕ A, and K ≤ e A. Thus, the set A must satisfy the overall requirement
for some e-operator Γ. We need also to ensure that K ≤ e A: this is done by constructing a Σ 0 2 (in fact ∆ 0 2 ) set C such that, for every e, the requirement
is satisfied. We work by induction. At step s + 1 we enumerate axioms of the form y, B s n ⊕ {n} ∈ Γ, where
, thus defining at step s + 1 a finite approximation Γ s+1 to Γ.
At s + 1, if y ∈ K s , then the biggest number n (if any) for which there is an axiom y, B t n ⊕ n ∈ Γ s is called the current A-use of y. We rectify Γ in response to y ր K, by extracting n from A.
The strategies
The atomic module for N e is as follows:
1. choose a new witness x;
3. if x ց Φ A e , then extract x from C, and restrain some finite F ⊆ A such that x ∈ Φ F e .
We immediately see that there are conflicts between the overall requirement P and the requirements N e . The problem arises when we want, say, to fix F ⊆ A on behalf of, say, N e , but there exists some n ∈ F such that, for some y, at the current stage we have that y ∈ Γ B⊕{n} and at some later stage y ր K, so that the overall requirement P prevents us from fixing n: then we need to rectify Γ, i.e. achieve y ր Γ B⊕A , through B-permission, i.e. we need to have B s n ⊆ B, for all s such that y, B s n ⊕ {n} ∈ Γ.
The module for N e modified for P . For simplicity, let us drop the subscript e. The requirement N must act with Γ and A in such a way that failure to satisfy N entails B r.e. This means that Γ, A can not simply respond to K-changes. An infinitary withholding of the B-permissions needed for N 's A-restraints will only give B r.e. if N initiates some defensive activity in relation to P with the potential to filter the B-approximations through a kind of weak Modulus Lemma.
The background activity of P is as previously described (enumerating axioms y, B s n ⊕ {n} ∈ Γ as needed), where Γ is always rectified in response to y ր K by the extraction of n from A. The role of the Bpermissions is in allowing us to revise the choice of n. While describing the module below, we let n(y) to be the current A-use for y (if y ∈ K and such a number n(y) exists), with n(y) ∈ A, where new axioms for Γ only use n(y).
1. Choose a witness x and define x ∈ C. Choose a threshold z and a number y ∈ K (at each later stage), with y > z;
2. Wait for x ∈ Φ A , via, say, some finite F A ⊆ A;
3. Does there exist a designated triple x,n, F , such that y / ∈ Γ B⊕{n} ?
(a) If yes, then define F ⊆ A, extract x from C, and return to 3. at the next stage;
(b) Otherwise, designate the triple x, n(y), F A , extract n(y ′ ) from A for each y ′ ≥ y, choose a new n ′ greater than any member of F A to become the new current A-use of y ′ , for each such y ′ ∈ K, and return to 2.
Analysis of outcomes
(For simplicity we omit the subscript e.) There is a finitary outcome associated with 2., in which we get x ∈ C − Φ A in the limit, and N is trivially satisfied.
Otherwise, in the absence of any infinitary loop through 2., we satisfy N via x ∈ Φ A − C. On the other hand we can argue that no infinitary loop through 2. is possible: if this were the case, then, since B ∈ ∆ 0 2 , there would be infinitely many designated triples whose first component is x, and for each such designated triple x,n, F , there would be a stageŝ after which we always have y ∈ Γ B⊕{n} ; sincen / ∈ A, we must have B t n ⊆ B, some t between the stage at whichn is selected and the stage at which x,n, F is designated. Arguing as in the Modulus Lemma, we can now conclude that each u ∈ B t n, for each such t, must lie in B, and since the stageŝ s and the corresponding numbersn are unbounded, and {B s : s ∈ ω} is a Σ 2 approximation to B, every u ∈ B can eventually be enumerated via this argument. So B would be r.e. contrary to assumption.
Finally, it can be shown that neither of the two permitted outcomes for N can injury the strategy for Γ. See the formal verification below for a more detailed analysis.
The construction
In addition to A s , C s , Γ s , at step s we will define the values of several parameters, which we briefly describe as follows. The parameter F (e, s) denotes some finite set which we would like to fix in A acting as in 3(a) of the module for N e modified for P , so as to have x ∈ Φ A e , being x ∈ Φ F (e,s) e (we will want to ensure in this case that x / ∈ C). The parameter n(y, s) denotes, if defined, the current A-use of y at s, as described above.
Let {x(e) : e ∈ ω} be a recursive permutation of ω: the number x(e) will be used as witness for the requirement N e . Let also {y(e) : e ∈ ω} be a strictly increasing recursive sequence of elements of K; y(e) will be used to designate triples for N e as in the modified module for N e . If, at s, we choose the designated triple x(e),n, F because of 3(a) of the basic module, then we letn(e, s) =n. The set U (y, s) consists of all possible A-uses of y, appointed prior to and including stage s. The parameter E(e, s) will denote a finite set which we want to extract from A in response to 3(b) of the basic module for N e , or on behalf of the overall rectification of Γ.
At stage s, the parameters which are not being redefined or reset, retain their values from the preceding stage. At stage s, a number is said to be new, if it is bigger than all numbers so far mentioned in the construction.
Step 0: Let A 0 = C 0 = Γ 0 = ∅. Let E(e, 0) = F (e, 0) = ∅, for every e, and, for each y, let and n(y, 0) =↑. No triple is designated at step 0.
Step s + 1: Suppose that we have dealt with each N i , i < e, and we are not requested to pass on to step s + 2). We now deal with N e (if y(e) ≤ s: otherwise go to step s + 2)) as follows.
If there are numbers y such that y ≤ y(e) and y ∈ K s − K s+1 , then cancel all designations for all N j , with j ≥ e; reset all n(y ′ , s + 1), for all y ′ ≥ y such that y ′ ∈ K s+1 , by letting n(y ′ , s + 1) to be a new number; we choose these new numbers so as to have
For each y ′ ≥ y such that y ′ ∈ K s+1 , let n(y ′ , s + 1) ∈ U (y ′ , s + 1). Define U (y ′ , s) ⊆ E(e, s + 1), by enumerating in E(e, s + 1) all members of U (y ′ , s), for each such y ′ ≥ y. Finally, go to step s + 2. Otherwise (then K s y(e) + 1 = K s+1 y(e) + 1), proceed as follows. For simplicity, let n(e) = n(y(e), s+1): we observe that, since y(e) ∈ K s , the construction ensures that n(e) is defined (n(e) = n(y(e), s + 1) = n(y(e), s)).
The following cases must now be considered.
1. If there is no finite set F such that x(e) ∈ Φ F e,s and
then define x(e) ∈ C s+1 (notation: x(e) ց C s+1 ), and F (e, s + 1) = ∅.
2. Otherwise, suppose there is such a finite set, and let F be the least such a set:
(a) If there is a designated triple x(e),n, F such that y(e) / ∈ Γ B s ⊕{n} s , then (for the least such a triple) let F (e, s + 1) = F ; moreover, letn(e, s + 1) =n; finally, define x(e) / ∈ C s+1 (notation: x(e) ր C s+1 .) Then go to requirement N e+1 , if e + 1 ≤ s, otherwise, go to step s + 2.
(b) If no designated triple exists, then designate x(e), n(e), F A , where
(the reason why we do not just define F (e, s + 1) = F will be clear in the proof of Lemma 3.7), and reset all n(y ′ , s + 1), for all y ′ ≥ y(e) such that y ′ ∈ K s+1 , by letting n(y ′ , s + 1) to be a new number; as before, we choose these numbers so as to have
For each y ′ ≥ y(e) such that y ′ ∈ K s , let n(y ′ , s + 1) ∈ U (y ′ , s + 1). Define n(y ′ , s) ∈ E(e, s + 1), for all y ′ ≥ y(e). Finally, let F (e, s + 1) = ∅. If 2(b) holds, then go to step s + 2.
Updating of Γ. At the end of step s + 1, if y ∈ K s+1 − K s (hence n(y, s + 1) ↑), then choose a new n, and let n(y, s + 1) = n. Also, for each y ∈ K s+1 ∩ K s (letting for simplicity n(y) = n(y, s + 1)), if y / ∈ Γ B s ⊕{n(y)} s , then add the axiom y, B s+1 n(y) ⊕ {n(y)} ∈ Γ s+1 . At the end of the construction, let Γ = s∈ω Γ s .
Definition of A
s+1 and C s+1 . Define
F (e, s + 1) ∪ {n(y, s + 1) : y ∈ K s }.
Proof that the construction works.
Let A = {x : (∃t)(∀s ≥ t)[x ∈ A s ]}. In the following, to take care of the case in which some parameters are undefined, let us agree that the parameters take values in ω ∪ {↑}, where we let y ≤↑, for all y ∈ ω. We begin with the following trivial observation. Lemma 3.2 For every y, the sequence {n(y, s) : s ∈ ω} is non decreasing.
Proof: Immediate from the construction, since when we reset n(y, s + 1) we always choose a new number, which is hence bigger than n(y, s).
Lemma 3.3
For every e, the following hold 1. lim n(y(e), s) and lim sn (e, s) exist; 2. lim s F (e, s) and lim s E(e, s) exist, and these limits are finite.
Proof: By induction on e.
Assume that the result is true for all i < e, and let n(i) = lim s n(y(i), s), n(i) = lim sn (i, s); let also F (i) = lim s F (i, s) and E(i) = lim s E(i, s).
Let s(e) be a stage such that, for all s ≥ s(e) and i < e, we have that n(y(i), s) = n(i),n(i, s) =n(i), F (i, s) = F (i), E(i, s) = E(i), and, finally, K s(e) y(e) + 1 = K y(e) + 1. Hence, at no stage s ≥ s(e), we cancel designations for N e , and we always deal with N e at any stage s ≥ s(e).
We first show that lim s n(y(e), s) exists. To this end, by Lemma 3.2, it is enough to show that the set M (e) = {n(y(e), s) : s ≥ s(e)} is finite. Suppose for a contradiction that M (e) is infinite.
We first observe that, under this assumption, there can not existn ∈ M (e) such thatn = lim inf sn (e, s). Otherwise, there would exist some triple x(e),n, F (designated at almost all stages) such that, at infinitely many stages s, y(e) / ∈ Γ 
This in turn implies that, for each n, there is an axiom y(e), B t n⊕{n} ∈ Γ such that B t n ⊆ B. Notice that there are recursive sequences {u n : n ∈ ω} and {v n : n ∈ ω}, such that, for every n ∈ M (e), u n is the least stage u such that n = n(y(e), u) and v n is the least stage v > u n at which we define n(y(e), v) > n. Clearly, the set
is r.e.
Claim: W = B.
Proof of Claim We first show that W ⊆ B. To this end, let z ∈ {B t n : u n ≤ t < v n }, for some n ∈ M (e). By definition of u n , v n , the set { y(e), B t n ⊕ {n} : u n ≤ t < v n } clearly contains all the axioms of the form y(e), B t n ⊕ {n} ∈ Γ: since, for some such t, we have that B t n ⊆ B, it follows that z ∈ B. On the other hand, let z ∈ B, let s 0 be such that, for all s ≥ s 0 , z ∈ B s ; let n ∈ M (e) be such that n > z and u n ≥ s 0 . Then
End of proof of Claim.
Since M (e) is finite, by Lemma 3.2 we conclude that lim s n(y(e), s) exists. This trivially implies that lim s E(e, s) exists, since we put numbers in E(e, s), at some stage s, only in response to changes in K s y(e) + 1, or following resetting as described by 2(b) of the construction, but an infinitary resetting takes place only if M (e) is infinite.
It is left to show that lim s F (e, s) exists. To this end we observe that either there exists a stage s ′ ≥ s(e) such that we never find, at any s ≥ s ′ , any finite set F such that x(e) ∈ Φ F e,s and
(hence x(e) ∈ C − Φ A e ) getting lim s F (e, s) = ∅; or infinitely many times we implement part 2. of the construction while acting on N e ; but there are only finitely many triples (since M (e) is finite) x(e), n, F whose designations are never cancelled: by an argument similar to the one used to show that lim inf sn (e, s) does not exist if M (e) is infinite, we conclude thatn(e) = lim sn (e, s) exists. If x(e),n(e), F is the corresponding designated triple, then we have x(e) ∈ Φ F e and F = lim s F (e, s), and F ⊆ A. It follows in this case that x ∈ Φ A e − C.
Lemma 3.4
For every e, the requirement N e is satisfied.
Proof: Trivial by the discussion at the end of the proof of the previous lemma.
Lemma 3.5 For every y, lim s n(y, s) exists.
Proof: Immediate from the fact that, for all y there is a least e such that y ≤ y(e), and from Lemma 3.2 and Lemma 3.3.
Proof: We first show that K ⊆ Γ B⊕A . To this end, suppose that y ∈ K, and, by Lemma 3.5, let n(y) = lim s n(y, s). By updating of Γ, and since B is ∆ 0 2 , it follows that we are eventually to enumerate an axiom y, B t n(y) ⊕ {n(y)} ∈ Γ such that B t n(y) ⊆ B. On the other hand, it is easily checked that n(y) ∈ A, thus y ∈ Γ B⊕A . Let now y / ∈ K and assume for a contradiction that y ∈ Γ B⊕A . Then U (y) = s∈ω U (y, s) is finite and eventually U (y) ⊆ E(i), for the least i such that y < y(i). If y ∈ Γ B⊕A , then there must exist an axiom y, B s 1 n ⊕ {n} ∈ Γ enumerated at some step s 1 , such that B s 1 n ⊆ B and n ∈ A. Then there exists a (least) e such that n ∈ F (e), and y(e) < y. Let s 2 be the least stage s ≥ s(e) (s(e) is as in the proof of the previous lemma) such that we (permanently) designate the triple x(e),n(e), F (e) : for simplicity, letn =n(e). It is clear that if t y , t y(e) are stages at which we define n = n(y, t y ) andn = n(y(e), t y(e) ), respectively, then t y ≥ t y(e) (otherwise, when we designate x(e),n, F (e) at s 2 , we would have that n ∈ E(e, s 2 ) − i<e F (i), thus n / ∈ F (e), contradiction). Moreover s 1 ≥ t y and n = n(y, s 1 ) and thusn = n(y(e), s 1 ); by updating of Γ, it follows that if y(e) / ∈ Γ B s 1 ⊕{n} s 1
, then we enumerate at s 1 the axiom y(e), B s 1 n⊕{n} ∈ Γ; in both cases, beingn ≤ n, we have that y(e) ∈ Γ B⊕{n} , contradicting the fact thatn = lim sn (e, s).
Lemma 3.7
The set A has total e-degree.
Proof: It is known (see Case (1971) ) that an e-degree is total if and only if it contains an infinite retraceable set, where we say that a set R is retraceable if there is some partial recursive function ϕ whose domain contains R and such that ϕ(r n+1 ) = r n and ϕ(r 0 ) = r 0 , where {r 0 , r 1 , . . .} is the enumeration of R in order of magnitude. To show that the set A, constructed above, is retraceable, consider the following partial recursive function ψ: given a, search for y, s such that, during stage s, we define a = n(y, s). If no such pair is found, then ψ(a) is not defined; otherwise, we let ψ(a) to be the greatest value < n(y, s), if any, taken by the parameters n(y ′ , s ′ ) during stages s ′ ≤ s and with y ′ ≤ y and n(y ′ , s ′ ) ∈ A s ; if no such a value exists, then let ψ(a) = a. To show that ψ works, one uses the way F (e, s+1) is defined in step s+1 of the construction (with the additional feature in the definition therein remarked on). Indeed, if ψ(n(y, s) = n(y ′ s ′ ) and n(y, s) ∈ A and n(y ′ , s ′ ) / ∈ A, then there is some least e such that n(y, s) ∈ F (e), but then y(e) < y ′ ≤ y and then n(y ′ , s ′ ) ∈ F (e) as well.
Finally using standard properties of the embedding ι of the Turing degrees into D e , we have:
Corollary 3.8 (Posner & Robinson (1981) ) Every nonzero Turing degree ≤ 0 ′ is nontrivially cuppable to 0 ′ .
A low e-degree with the anticupping property
We have seen that 0 ′ e has the anticupping property. On the other hand, an e-degree with the anticupping property need not be high, as is shown by the theorem proved in this section. As remarked in the introduction, this theorem is also a consequence of the result announced without proof in (Ahmad, 1989) . Theorem 4.1 There exists a low e-degree c with the anticupping property.
Proof: We want to construct a ∆ 0 2 set C, such that c(= [C] e ) is low, and an e-operator Θ such that, letting u = [Θ C ] e , we have that u > 0 e and
We will construct Θ satisfying:
In the rest of this proof, { Φ e , Ψ e : e ∈ ω} is an effective listing of all pairs of e-operators.
Requirements
We will construct a ∆ 0 2 approximation {C s : s ∈ ω} to C. The requirements to be met in the construction are listed as follows, (with e, k, i ∈ ω):
where Γ e is an e-operator to be constructed. The requirements P e will be called P -requirements; the requirements N k will be called N −requirements; the requirements L i will be called L-requirements.
The priority ordering of the requirements is given by
Throughout this proof, let {Ω, Ξ} be a partition of ω into two infinite recursive sets. Also, we recall the following definition from Cooper (1987) :
The strategies
We briefly describe the strategies used to meet the requirements.
Basic strategy for P e
In the rest of this subsection, we will drop the subscript e. The strategy aims to building an e-operator Γ such that C = Γ Φ C under the assumption that C = Ψ Θ C ⊕Φ C . Let z be given, and suppose that no z ′ < z resides at 1(c) or 2(b) below:
, and extract c z from C.
As to 2(b) above, we note that the action demanded by the strategy is possible since the construction ensures that Θ C ∩ Ω = ∅, thus c z / ∈ Θ C .
Basic strategy for N k
Drop the subscript k:
1. Choose a new x ∈ Ξ, such that x is not realized (i.e. x / ∈ W at the current stage), and enumerate x, {x} ∈ Θ; 2. While x / ∈ W , keep x ∈ C;
3. If x ց W , then extract x from C.
Basic strategy for
L i If i ∈ Φ D i , then fix D ⊆ C.
Interactions between requirements
The extracting activity of P (at 2. of the basic module for P ) does not interfere with N , since Ξ ∩ Ω = ∅.
On the other hand, any N -requirement N k below a P -requirement P e may be responsible for yielding x ր C, where x is a witness for N k . Then we either rectify Γ e as in 2(a) of the basic strategy for P e , or, by 2(b), we get C = Ψ Θ C ⊕Φ C . Rectification of Γ as in 2(a) may actually start a chain of extractions (x ր C, c x ր C, c cx ր C, etc.), of the same priority as N . For a successful rectification of Γ, it is important of course that these extractions be only finitely many in relation to any given N -requirement on the leftmost path of the tree of outcomes defined in next subsection.
All the other interactions between requirements are dealt with via the tree of outcomes.
The tree of outcomes
The tree of outcomes is the set T = 2 <ω of all binary strings. Notation and terminology for strings are as in Section 2.3. If σ ∈ T , then
• If |σ| = 3e, then σ is called a P -node;
• If |σ| = 3k + 1, then σ is called an N -node;
This defines also the requirement assignment function R : T −→ R in the usual way: R σ = P e , if σ is a P -node and |σ| = 3e, and so on.
Finally, let {ξ σ : σ ∈ T } be a recursive partition of Ξ into infinite recursive sets.
Analysis of tree outcomes
We briefly describe the intended meaning of the tree outcomes. For P -nodes and N -nodes, drop subscripts for simplicity.
• If σ is a P -node, then the outcome 1 is finitary, and corresponds to 1(c) (giving c ∈ C − Ψ Θ C ⊕Ψ C , some c) or 2(b) (giving c ∈ Ψ Θ C ⊕Ψ C − C, some c) of the basic strategy for P ; in both cases, we get C = Ψ Θ C ⊕Ψ C .
Otherwise, the outcome 0 corresponds to the infinitary outcome of a successful rectification of Γ; we observe that the infinitary outcome involving a disagreement c ∈ C − Ψ Θ C ⊕Φ C due to an infinitary loop through 1(d) does not in fact occur since C will turn out to be low;
• If σ is an N -node, then the outcome 1 corresponds to the case in which we eventually get a witness x that never becomes realized, thus obtaining x ∈ Θ C −W . The outcome 0 corresponds to the case in which we get a witness x that eventually becomes realized, giving x ∈ W −Θ C . Both outcomes are finitary.
• If σ is an L-node, then both outcomes are finitary. If R σ = L i , then the outcome 1 corresponds to the case (∃t)(∀s 
The construction
We build Θ and C by induction. At step s we define Θ s and C s . Eventually we will let Θ = s∈ω Θ s and C = {z : (∃t)(∀s ≥ t)[z ∈ C s ]}. At step s we will also define a string δ s such that |δ s | = s and the values of several parameters.
If σ is a P -node, (R σ = P e , say), and s is a stage, then the basic strategy for R σ assigns to every z which is enumerated in C s a number c, which will be denoted by c(σ, z, s); in fact when we assign c(σ, z, s) to z at s, then for every u ≥ s we have c(σ, z, u) = c(σ, z, s). The parameter F (σ * 1, s) denotes a finite set that we want to keep in C so as to get c(σ, z, s) ∈ Ψ Θ C ⊕Φ C e e − C, where z is the least element such that C(z) = Γ
we note in this case that to this end we extract c(σ, z, s) from C s , by letting E(σ * 1, s) = {c(σ, z, s)}. We also define a finite approximation Γ σ,s to an e-operator Γ σ . The finite set Z(σ, s) will keep track of the numbers on which R σ is injured by higher priority requirements. The construction ensures that lim s Z(σ, s) exists and is finite. We will also make use of parameters L(σ, s), Λ(σ, z, s), ℓ(σ, s) similar to those used in the proof of Theorem 2.1 to measure the length of agreement between C and Γ Φe . If σ is an N -node, then x(σ, s) denotes the current witness of R σ at step s (with s > 0), chosen as to satisfy x(σ, s) ∈ W k,s−1 ⇔ x(σ, s) / ∈ Θ C s s (if, say, R σ = N k ). We also let F (σ * 1, s) = {x(σ, s)} if and only x(σ, s) is not realized at s (F (σ * 1, s) = ∅, otherwise), and we let E(σ * 1, s) to be a finite set to be extracted from C on behalf of rectification of all Γ τ , with R τ of higher priority than R σ through 2(a) if {x(σ, s)} is realized at s (E(σ * 1,
If σ is an L-node, R σ = L i , say, then F (σ * 0, s) denotes some finite set which we want to keep in C, so as to get i ∈ Φ C i . For every σ and s, let t(σ, s) have the same meaning as in the proof of Theorem 2.1, and let H(σ, s) = {t < s :
have the same meaning as in the proof of Theorem 2.1.
Remark 4.3
It is understood that, in the construction below, each parameter retains at step s + 1 the same value, if any, as at step s, unless otherwise specified. At any stage s, by a new number we mean any number bigger than all numbers so far mentioned in the construction.
Step 0) Let δ 0 = Θ 0 = C 0 = ∅; for every σ, let F (σ, 0) = E(σ, 0) = ∅; for every σ and z, let c(σ, z, 0) =↑; finally, for every σ, let x(σ, 0) =↑ and Γ σ,0 = ∅.
Step s + 1) We define δ s+1 by induction on its length. Let δ s+1 0 = ∅. Assume that δ s+1 n has been already defined, and, for simplicity, let σ = δ s+1 n. We want to define a string σ + ⊇ σ such that |σ + | = |σ| + 1: we will eventually define δ s+1 n + 1 = σ + . Unless otherwise specified, after defining σ + , pass on to define δ s+1 n + 2 if n + 2 ≤ s + 1. If at step s + 1 we are redefining the set F (σ + , s + 1) or the set E(σ
, then we discard all c(τ, z ′ , s), all z ′ and all τ such that σ + τ and c(τ, z ′ , s) ↓, by letting c(τ, z ′ , s) ∈ Z(τ, s + 1) and we go to step s + 2. Finally let E s+1 σ = τ σ E(τ, s + 1) and F s+1 σ = τ σ F (τ, s + 1).
As usual we distinguish three cases, according as σ is a P -node, an Nnode or an L-node.
(σ is a P -node.) Suppose that R σ = P e .
Let ζ(σ, s + 1) = max Z(σ, s + 1) + 1 (if Z(σ, s + 1) = ∅, then simply let ζ(σ, s + 1) = 0).
If L(σ, s) = ∅ then let σ + = σ * 0. Otherwise, for simplicity, let z = ℓ(σ, s + 1) and proceed as follows.
2. If H(σ, s + 1) = ∅, or z > max{ℓ(σ, t) : t ∈ H(σ, s + 1)}, then let σ + = σ * 0, and let F (σ * 0, s + 1) = ∅. Otherwise,
; let c(σ, z, s + 1) = c (we say that we assign c to z at s + 1)); finally, let σ + = σ * 1.
4. Otherwise (for simplicity, let c = c(σ, z, s)): 
and, for all
and c ∈ Ψ
, then let σ + = σ * 1 and F (σ, s+1) = {c, z}; • Otherwise, choose consistently such a pair D Θ , D Φe (i.e. as in the proof of Theorem 2.1 in such a way that s D Φe is minimal among such pairs); then let σ + = σ * 0; enumerate the axiom z, D Φ ∈ Γ σ,s+1 . Finally, let Λ(σ, z, s + 1) = ∅, and define z / ∈ L(σ, s + 1).
let σ + = σ * 1; extract c and z from C s+1 , by letting E(σ * 1, s+ 1) = {c, z}; for each y ∈ D Θ choose the least finite set H y such that H y ∩ E s+1 σ = ∅ and y, H y ∈ Θ s , and similarly, for each y ∈ D Φe choose the least finite set K y such that K y ∩E s+1 σ = ∅ and y, K y ∈ Φ e,s ; let
(σ is an N -node.) Say R σ = N k . Given any x, let E to be the least finite set such that
we call the least set E satisfying (a) and (b) above at s + 1, the c-closed set at s + 1 with apex x. Let x(σ, s + 1) be the least x such that
where E is the c-closed set at s + 1 with apex x. For simplicity, let x = x(σ, s + 1). Then,
2. If x ∈ W k,s , then let σ + = σ * 0, F (σ * 0, s+1) = ∅, and let E(σ * 0, s+1) to be the c-closed set at s + 1 with apex x.
Finally, let x, {x} ∈ Θ s+1 . Moreover, for every x(τ, t), t ≤ s, such that the c-closed set E ′ at s + 1 with apex x(σ, t) is such that 
Updating the set C, and the operators
At the end of Step s + 1, let
At the end of the construction, let Γ σ = s∈ω Γ σ,s , for every σ ∈ T , and Θ = s∈ω Θ s .
Proof that the construction works.
Since T is a finitely branching tree, there exists an infinite branch f through T such that, for every n,
where the lim inf is taken with respect to . Lemma 4.4 For every σ ⊂ f , there exists a stage t σ such that, for every s ≥ t σ and for every τ σ, (σ is a P -node.) Suppose that R σ = P e . We first observe that if σ + = σ * 0 then, for every s, F (σ + , s) = E(σ + , s) = ∅. If σ + = σ * 1, then we claim that lim s ℓ(σ, s) exists. We observe that, since σ * 1 ⊂ f , we can not have lim s ℓ(σ, s) = ∞. Thus let z = lim inf s ℓ(σ, s). If, at some t 0 ≥ t σ at which σ ⊆ δ t 0 , we have that z = ℓ(σ, t 0 ) and z / ∈ C[σ, t 0 ], then, since σ * 1 ⊆ δ t 0 and z ≥ ζ(σ), we are able to fix permanently at t 0 suitable finite sets D Θ ⊆ Θ C and D Φ ⊆ Φ where H y , K y are suitably chosen finite sets such that, for every y ∈ D Θ , we have that y, H y ∈ Θ t 0 , and for every y ∈ D Φ , we have that y, K y ∈ Θ t 0 . In this case, lim s E(σ + , s) = {c(σ, z), z}. We also observe that, for all s ≥ t 0 , z / ∈ C s , then z = lim s ℓ(σ, s). Moreover, c(σ, z) ∈ Ψ Θ C ⊕Φ C e e − C. The other possibility to consider is that at any s ≥ t σ , at which σ ⊆ δ s and z = ℓ(σ, s), we have z ∈ C s . Since this happens infinitely often, we are never able to find axioms z, D Θ ⊕ D Φ ∈ Ψ e which yield c(σ, z) ∈ Ψ Θ C ⊕Φ C e e . Thus we ensure that c(σ, z), z ∈ C, in particular obtaining z = lim s ℓ(σ, s).
(σ is an N -node.) It easily follows that there exists t ≥ t σ such that, for every s ≥ t, we have that x(σ, s) = x(σ, t) (= x(σ), say).
If σ + = σ * 1 then lim s F (σ + , s) = {x(σ)} and lim s E(σ + , s) = ∅. If σ + = σ * 0 then let t ′ ≥ t be such that x(σ) becomes realized at t ′ : then lim s F (σ + , s) = ∅ and lim s E(σ + , s) = E(σ + ), where E(σ + ) is the c-closed set at t ′ with apex x(σ).
(σ is an L-node.) Suppose that R σ = L i . If there is a finite set D such that i ∈ Φ D e,s ′ , for some s ′ ≥ t σ , and D ∩ E σ = ∅, then we have that σ + = σ * 0 and lim s F (σ + , s) = D, for some such least D. Otherwise, for all s ≥ t σ , we have that there is no D with D ∩ E σ = ∅ and i ∈ Φ D e,s . Hence lim s F (σ + , s) = ∅.
Finally we are able to show that all the requirements are satisfied.
Lemma 4.5 Each requirement is satisfied.
Proof: Given σ ⊂ f , let t σ be the stage defined in the proof of the previous lemma.
(The P -requirements.) To show that for every e, the requirement P e is satisfied, let σ ⊂ f be such that R σ = P e . We will in fact satisfy:
If σ * 1 ⊂ f , then, by the previous lemma, let z = lim s ℓ(σ, s): by the proof of the previous lemma, it follows that C(c(σ, z)) = Ψ σ . Since z / ∈ C, there is some N -requirement which demands the extraction of z on behalf of its own satisfaction (that is, extraction of some witness x) and subsequent Γ-rectification of higher priority P -requirements. Notice that it follows that c(σ, z) / ∈ C as well, by action of the same requirement. Under the assumptions, and since σ * 0 ⊂ f , we come to the conclusion that c(σ, z) / ∈↑ ǫ Γσ•Φe (z), but then, by choice of t σ and since Ω ∩ Ξ = ∅ (hence c(σ, z) / ∈ Θ C ), we would be able to define c(σ, z) ∈ Ψ (The N -requirements.) Let σ ⊂ f be such that R σ = N k . The claim is immediate by Lemma 4.4: indeed, we get
since the construction ensures that we are eventually able to appoint some witness x(σ) such that the c-closed set E(σ * 0) with apex x(σ) satisfies E(σ * 0) ∩ F σ = ∅.
(The L-requirements.) Let σ ⊂ f be such that R σ = L i and assume that there is an infinite sequence of stages s such that i ∈ Φ C s i,s , but i / ∈ Φ C e , i.e. suppose that there is no stage s ≥ t σ such that σ ⊆ δ s and F ∩ (E σ − F σ ) = ∅ for some finite set F . Then there exist infinitely many stages s ′ ≥ T σ and finite sets F such that i ∈ Φ F i,s ′ and F ⊆ C s ′ . Since, for any such F , we have that F ∩ E σ = ∅, the construction shows that this can be the case only if there is some node τ ⊂ σ such that τ * 0 ⊂ σ but τ * 1 ⊆ δ s ′ , and F (τ * 1, s ′ ) ∩ E σ = ∅: but this can happen only in response to having, for some z, z ∈ Γ
(where R τ = P e ) in which case we would be able to permanently fix the finite set F (τ * 1, s ′ ) in C, permanently extract z, c(τ, z) from C, and consequently achieve τ * 1 ⊂ f , a contradiction.
