1. For any lattice point a=(ai, • • • , ak) in the ^-dimensional euclidean space Rk, let ||a|| =max"i,...,i |a«|. If A is an infinite set of such lattice points, we define for x>0 the counting function A(x) to be the number of elements aCA satisfying ||a|| iix. Then various densities for such sets A can be introduced as generalizations of the well-known densities of sets of non-negative integers. In particular, we shall denote the lower limit, the upper limit, and, in the case of its existence, the limit, of the sequence A(x)/(2x)k, as x tends to infinity, by d*(A), d*(A), and d(A), respectively.
Furthermore, if A is restricted to have elements with non-negative coordinates only, we shall consider the corresponding expressions of the sequence A(x)/xk and denote them by D*(A), D*(A), and D(A). According to the terminology in the case k = l, we shall call these limits the lower and upper asymptotic densities and the natural density1 of A, respectively.
The sum set A +B of two sets A and B in Rk is, as usual, defined to be the set of all points u + b, aCA, b£P, obtained by vector addi- Then A7/ has a natural density D(Ni)=pk(I).
2. In the case J=l an analogue of Mann's Theorem has been proved for lower asymptotic densities by M. Kneser [3] . In the absence of a similar theorem for k > 1 the present paper aims at establishing the inequality of the (a+)3)-theorem for a certain class of sets . By a theorem due to Hermann Weyl [7] each of the k sequences X«o (a = 0, 1, 2, • • • ) is uni-formly distributed and therefore the sequences {\Ka} are everywhere dense in the interval C1. Thus there exists a lattice point Gi = (an, ■ ■ ■ , au) such that (7) mu -e < {\<au} <mu + e (k = 1, • • • k) and consequently, <XiCAmv Letting ct2 = a -ai one obtains {p(a)| -{p(o,)} -{p(a2)} (modi) and hence, if u2 = (a2i, ■ • • , a2k), (7) and (6) imply {K"2)} C (mn -e, m2l + t) X • • • X (m2k -e, m2k + t), therefore a2CAut and aCAu^AM,-In view of (5), this establishes the lemma. 3. In the case k = l, Theorem 1 can be proved directly from Kneser's Theorem mentioned above, and consequently, the special case for linear, open sets of Macbeath's Theorem follows then as a corollary.
To establish this, we use the concept of a rational set of non-negative integers,2 i.e. a set whose characteristic function with respect to the set of all non-negative integers is ultimately periodic. In this sense the set AMi+Am2 is not rational whenever its lower asymptotic density is different from 1, for otherwise there would be some residue class P such that the intersection P+C\(Am1+Am^ is empty or finite. If then Pi and P2 are any two residue classes such that Pt +P2 -P+, it follows that at least one of the intersections AmJ^Pi and A mJ~^P2 , say, the first one, is empty or finite; otherwise Amx+Au^ would contain infinitely many elements of P+. But the sequence {Xi a} with aEPf is itself uniformly distributed3 and must therefore, because of !Cf.
[l]and [6] . 8 Cf. [7] .
pi(Mi)>0, have infinitely many elements in Mi. This contradicts the assumption that AUl+AMi is rational. Kneser's Theorem implies that for any two sets A and B of nonnegative integers whose sum set A+B is not rational, D* (A + B) £ min (1, D*(A) + D*(B) ).
This proves (1) from which (2) can easily be obtained by decomposing the sets Amx and Am, into the subsets of their non-negative and of their negative elements. 'In the case of lower asymptotic densities of sets of integers a similar existence theorem was proved, by a different method, by L. P. Cheo [2] who used an idea of This proves the contention by virtue of Lemma 1. Theorem 2 is also true for natural densities D(A) of sets of lattice points with non-negative coordinates; in the proof reference has to be made to Lemma 6 instead of to Lemma 2.
