INTRODUCTION
A fundamental problem in machine tool dynamics is the elimination of chatter vibrations. Chatter reduces the tool life, causes poor surface finish, and leads to alignment problems and damaged bearings. Extensive research has been done on understanding the mechanisms behind chatter and on the elimination of unwanted vibrations. The fundamentals of chatter are outlined in Arnold (1946) , Tobias (1965) , and Welboum and Smith (1970) . Three basic mechanisms are known to be effective in causing chatter: (1) mode coupling, (2) velocity dependent effect, and (3) regenerative effect. Among these three, the regenerative effect is the most influential. When a cutter removes chips from the workpiece, a wavy surface is left behind. In the next turn, another wavy surface, out of phase with the previous one, causes variations in the depth of cut, which then alters the cutting forces. These alterations in the cutting forces due to tool and workpiece interactions lead to self-excited vibrations. When the amplitudes of these vibrations become large, chatter occurs.
One of the effective ways of reducing chatter is to vary the spindle speed continuously. This method was first proposed by Stoferle and Grab (1972) . Inamura and Sata (1974) then used function space theory to understand the effectiveness of this method. Due to some oversimplifying assumptions, their method predicted gains in stability much higher than those numerically and experimentally observed. Sexton, Milne, and Stone (1977) repeated their analysis, corrected the unjustified assumptions, and found moderate improvements. However, the results they found are qualitatively different from their analog computer simulations (Sexton and Stone, 1978) . Although theoretically they determined stability lobes, they could not find definite lobes in the case of analog computer simulations. Takemura, Kitamura, and Hoshi (1974) , Inamura and Sata (1975) , and Hoshi, et al. (1977) experimentally investigated the suppression of chatter by spindle speed variation. Sexton and Stone (1980) Nayfeh, Chin, and Pratt (1996) used another nonlinear model first proposed by Hanna and Tobias (1974) . The model includes the quadratic and cubic stiffness terms of the machine tool as well as linear, quadratic, and cubic regenerative terms. Using the method of multiple scales, the harmonic balance method, and direct numerical integration, they predicted limit-cycle, quasi-periodic, and chaotic behavior of this model. Nayfeh, Chin, and Pratt (1996) and Lin and Weng (1990) For an increasing n, the resonances will be weaker, with the primary resonance corresponding to n = 1. We showed that n = 1 in fact does yield instability, but a further investigation of stability is needed for n > 1.
NUMERICAL RESULTS
Numerical results for constant spindle speed and the effect of speed variation on the stability of the system will be presented in this section.
Constant Spindle Speed
To determine the stability lobes analytically for constant speeds, we take yo = 0 in equations (12) and (13) Figure 1 , the stability lobes for = 0.005 (solid) and the stability lobes for ~ = 0.05 (dashed) are presented. There is a net stability gain when damping is larger, as can be seen also from equation (23) . Figure 1 (solid lines) is similar to that given in Tsao, McCarthy, and Kapoor (1993, Figure 4) , with improvements in our results at lower spindle speeds. Note also that the spindle speed range considered is greater in our figure.
The stable (decaying) solutions under the stability lobes and the unstable (growing) solutions above the stability lobes can be detected analytically by solving equations (12) and (13) for a given (Do and K value. Although the equation modeling the motion is a second-order differential-difference equation, due to the delay term, the modes of vibrations are infinite in agreement with Nayfeh, Chin, and Pratt (1996) . We therefore have an infinite number of (yo, 11 ) pairs. Below the stability lobes, all yo are negative, and hence the solutions are decaying. Exactly on the stability lobes, one yo is zero while all others are negative (decaying in time). Above the stability lobes, one or more yo are positive, and the solutions grow in time. Numerical values of some of the (yo, 11) pairs are presented in Table 1 and in Table 2 for sample growing solutions. Note that only the largest several roots are presented.
We also integrate numerically the original differential-difference equation using a Runge-Kutta method. In the first revolution (0 < 0 < 2vc), the delay term is taken as zero, and in the following revolutions, the delay term is taken into account as in Nayfeh, Chin, and Pratt (1996) . Sample plots are given for stable (Figure 2 ), bounded (Figure 3) , and unstable (Figure 4) original yo term that determines the stability. Therefore, for each root yo, the correction term should be calculated and added to yo, thus altering the stability. These modified values (yam) are also given in Table 1 and Table 2 for E = 0.02 and Q = 0.4. Note that for K = 0.045 (Table 1) , the unstable constant speed solutions can be stabilized, whereas for K = 0.057 (Table 2) , solutions cannot be stabilized.
To determine the new stability lobes corresponding to variable spindle speed, we first choose a fixed wo value. We start from a low K value and calculate the corresponding (yo, 11) pairs from equations (12) destabilizes the system. This mechanism may explain the reason of the worse solutions for E = 0.1 compared to the constant speed solutions reported in Tsao McCarthy, and Kapoor (1993, Figure 6 ). However, we could not interpret our results for E > 0.02 because for some wo values, a single stability border could not be achieved. This may be due to the truncation of the perturbation series after three terms.
The stability borders for E = 0.02 are verified using numerical simulations. From Figure 5 Figure 5 or Table 1 . This is verified numerically, as shown in Figure 7 . K = 0.053 represents the stability border theoretically for coo = 0.112 for the variable spindle speed case. Taking a slightly higher value of K = 0.057, the solutions should be unstable (see Table 2 or Figure 5 ). This result is verified through numerical simulations, as shown in Figure 8 . (17) 
