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ABSTRACT
The Hitomi results on the Perseus cluster lead to improvements in our knowledge of atomic physics which are crucial
for the precise diagnostic of hot astrophysical plasma observed with high-resolution X-ray spectrometers. However,
modeling uncertainties remain, both within but especially beyond Hitomi’s spectral window. A major challenge in
spectral modeling is the Fe-L spectrum, which is basically a complex assembly of n ≥ 3 to n = 2 transitions of Fe ions
in different ionization states, affected by a range of atomic processes such as collisional excitation, resonant excitation,
radiative recombination, dielectronic recombination, and innershell ionization. In this paper we perform a large-scale
theoretical calculation on each of the processes with the flexible atomic code (FAC), focusing on ions of Fexvii to
Fexxiv that form the main body of the Fe-L complex. The calculation includes a large set of energy levels with a
broad range of quantum number n and l, taking into account the full-order configuration interaction and all possible
resonant channels between two neighbour ions. The new data are found to be consistent within 20% with the recent
individual R-matrix calculations for the main Fe-L lines, although the discrepancies become significantly larger for the
weaker transitions, in particular for Fexviii, Fexix, and Fexx. By further testing the new FAC calculations with the
high-quality RGS data from 15 elliptical galaxies and galaxy clusters, we note that the new model gives systematically
better fits than the current SPEX v3.04 code, and the mean Fe abundance decreases by 12%, while the O/Fe ratio
increases by 16% compared with the results from the current code. Comparing the FAC fit results to those with the
R-matrix calculations, we find a temperature-dependent discrepancy of up to ∼ 10% on the Fe abundance between the
two theoretical models. Further dedicated tests with both observed spectra and targeted laboratory measurements are
needed to resolve the discrepancies, and ultimately, to get the atomic data ready for the next high-resolution X-ray
spectroscopy mission.
Key words. Atomic data – Atomic processes – Techniques: spectroscopic – Galaxies: clusters: intracluster medium
1. Introduction
Great and persistent efforts have been spent on modeling
the collisionally-ionized hot plasma for astrophysical diag-
nostics (Cox & Tucker 1969; Landini & Monsignori Fossi
1972; Mewe 1972a; Raymond & Smith 1977; Smith et al.
2001). Several computer codes have been developed in or-
der to explain the observed X-ray emission and to under-
stand the underlying physics of objects. Major improve-
ments in the plasma modeling codes were driven by the
ever-increasing sensitivity and spectral resolution of X-ray
instruments. The early plasma models, including only the
strongest emission lines from each ion, were sufficient to fit
most of the spectra obtained with the proportional counters
on the Einstein, EXOSAT, and ROSAT missions (spectral
resolution R < 10, e.g., Jones & Forman 1984). The X-ray
CCDs on ASCA, Chandra, and XMM-Newton can better
resolve the spectrum with R of 10− 60, motivating the up-
dates on the plasma codes to include better calculations
of the detailed ionization balance and satellite line emis-
sion (e.g., Kaastra 1992). These calculations were found
still inadequate for explaining the fully-resolved spectra
(R = 50 − 1300) obtained with the grating instruments
onboard Chandra and XMM-Newton, and most recently,
the micro-calorimeter experiment on the Hitomi satellite.
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Over time, previous calculations of collisional plasma have
evolved into the three main codes: AtomDB/APEC (Smith
et al. 2001; Foster et al. 2012), SPEX (Kaastra et al. 1996),
and Chianti (Dere et al. 1997; Del Zanna et al. 2015).
Plasma models are built on a substantial database of
atomic structure and reaction rates, which can only be
completed using theoretical calculations. Only a few key
parameters have been verified against laboratory measure-
ments. The unavoidable uncertainties in the theoretical re-
sults have propagated into a significant budget of errors in
the astrophysical measurements, giving challenges to the
scientific interpretation. As reported in Hitomi Collabora-
tion et al. (2018), the Hitomi observation of the Perseus
cluster provides a textbook example showing the challenges:
the difference between the APEC and SPEX measurements
of the Fe abundance is 16%, which is 17 times higher than
the statistical uncertainty, and 8 times higher than the in-
strumental calibration error. The discrepancies between the
two codes are mostly on detailed collisional excitation and
dielectronic recombination rates of Fexxiii to Fexxvi ions.
It becomes clear that high-resolution X-ray spectroscopy is
now heavily relying on the plasma modeling and the under-
lying atomic data.
It should be noted that the Hitomi data can only test
K-shell atomic data in the 2−10 keV band due to the closed
gate valve. The model uncertainties of the X-ray band be-
yond Hitomi’s spectral window, in particular for the Fe-
L complex, remain mostly unknown. Substantial work is
clearly needed to verify these bands before the launch of
the next Hitomi-level mission.
The Fe-L emission from Fexvii to Fexxiv is ob-
served from astrophysical bodies as diverse as the solar
flare/corona, interstellar medium, supernova remnants, and
galaxy clusters. The Fe-L lines are often very bright, fre-
quently used as diagnostics of electron temperature (e.g.,
Smith et al. 1985), electron density (e.g., Phillips et al.
1996), and chemical abundances (Werner et al. 2006; de
Plaa et al. 2017). The large oscillator strength of some Fe-
L resonance lines, for instance, the Fexvii 2p−3d transition
at 15 Å and the Fexviii 2p−3d transition at 14.2 Å, provide
a unique opportunity for observing resonance scattering in
stellar coronae and galaxy clusters (Gilfanov et al. 1987;
Xu et al. 2002). The resonance scattering is one of the few
available tools to determine the isotropic gas motion in the
hot plasma (Churazov et al. 2010; Gu et al. 2018b).
The rich science of Fe-L motivated a number of the-
oretical efforts on the spectral modeling, in particular for
Fexvii. Based on the early distorted-wave scattering calcu-
lations, Smith et al. (1985); Goldstein et al. (1989); Chen &
Reed (1989) reported that the indirect excitation, e.g., the
resonant excitation, has a significant contribution to the
some of the Fe-L lines. Feldman (1995) pointed out that
the innershell ionization of Fexvi might be another chan-
nel to excite Fexvii. However, even though various effects
were taken into account in these models, they still showed
significant discrepancies with observations. The spectrum
of the solar corona, obtained with the Solar Maximum Mis-
sion flat crystal spectrometer, showed that the early models
significantly overestimated the Fexvii 2p− 3d line at 15 Å
(Phillips et al. 1996), and the intensity ratio of this line
to its neighbour intercombination line at 15.26 Å, often la-
beled I3C/I3D, was consistently lower than the calculations.
Ground experiments using the electron beam ion trap and
other devices indicated a similar bias (Brown et al. 1998;
Bernitt et al. 2012; Shah et al. 2019). As a related issue, the
Chandra and XMM-Newton grating observations of stellar
coronae produced a range of Fexvii 2p− 3s/2p− 3d ratios
(Brinkman et al. 2000; Audard et al. 2001), which were not
fully consistent with the values from early theoretical mod-
els. The same discrepancies were seen in elliptical galax-
ies (Xu et al. 2002) and supernova remnants (Behar et al.
2001).
The tension between the early theory and observation
on the Fe-L has been partially lifted by the advent of follow-
up calculations. Based on an improved distorted wave cal-
culation, Gu (2003) (hereafter G03) revisited the direct
and indirect line formation processes of Fe-L. G03 also im-
proved the collisional-radiative modeling, allowing a more
accurate calculation of the cascading contribution to the
main spectral line intensities. Fits using the G03 model to
the XMM-Newton and Chandra grating spectra of Capella
showed a reasonable agreement (Gu et al. 2006). Recently,
R-matrix scattering calculations have been performed for
Fexvii by Aggarwal et al. (2003), Chen & Pradhan (2002),
Loch et al. (2006), and Liang & Badnell (2010), as well as
for other Fe-L species (Witthoeft et al. 2006 for Fexviii,
Butler & Badnell 2008 for Fexix, Witthoeft et al. 2007 for
Fexx, Badnell & Griffin 2001 for Fexxi, Liang et al. 2012
for Fexxii, Fernández-Menchero et al. 2014 for Fexxiii,
and Liang & Badnell 2011 for Fexxiv). Benchmarks with
observational/laboratory data using the R-matrix results
showed significant improvements over the early distorted-
wave models for individual ions (Del Zanna et al. 2005; Del
Zanna 2006a,b, 2011). Both the G03 and R-matrix models
are now commonly used in astrophysics, although it is found
that some discrepancies might still exist between the two
calculations (Butler & Badnell 2008; Brown 2008; Liang &
Badnell 2011; Del Zanna 2011; Aggarwal & Keenan 2013).
In this paper, we present a new systematic calcula-
tion of the Fe-L spectrum for optically-thin collisionally-
ionized plasma. The calculation is based on the atomic
structure and distorted wave scattering calculation by the
FAC atomic code, and the line formation calculation by
the SPEX plasma code. We aim to perform a consistent
large-scale calculation of the fundamental data for all the
Fe-L species (Fexvii to Fexxiv), focusing mainly on the
dominant indirect excitation processes: the resonant exci-
tation and dielectronic recombination. Compared to G03,
our work adopts the updated FAC code, expands the in-
termediate states of the indirect processes, and calculates
up to higher excited levels (see § 3.5 for details). The new
results are compared systematically to the previous theo-
retical calculations, and are tested using the observational
data obtained with the XMM-Newton grating spectrome-
ter.
A systematic (re-)calculation of the Fe-L complex is
useful in the following two aspects. First, the comparison
of models from the latest distorted wave code with those
from the available R-matrix works will potentially allow
us to identify problem areas where discrepancies still occur
among the theories. Such information will be useful for ex-
perimentalists to set priority on the laboratory astrophysi-
cal measurements needed to benchmark the theoretical cal-
culation. Second, fitting the astrophysical spectra with the
new and the available calculations would show the varia-
tions of source parameters caused by the underlying atomic
database. Potentially, one might take such variations into
account as one of the systematic uncertainties on the mea-
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surements, which might affect the scientific interpretation
of the observed data.
Structure of the paper is present as follows. Section 2
describes the theoretical approach. Section 3 presents the
results and the comparison with other theoretical data. Sec-
tion 4 discusses the impact of the new calculation on the
existing high-resolution astrophysical measurements.
2. Theoretical method
Astrophysical plasmas in diffuse objects is often found in
collisional ionization equilibrium (CIE), usually character-
ized by low density (e.g., 10−4− 10−1 cm−3 in galaxy clus-
ters). Albeit of low collisional frequency, the electron impact
excitation, followed by radiative cascade, is often the key
process to produce X-ray line emissions from ions. The di-
rect electron-ion collision cross sections for highly charged
ions can be calculated by common theoretical tools based on
Coulomb-Born and distorted-wave approximations (Mewe
1972b). However, these tools cannot tackle at once the in-
direct contributions, such as autoionizing resonances, di-
electronic recombination and innershell ionization. We fo-
cus below a manual calculation of the indirect excitations,
mainly for the ionic species producing the Fe-L lines. The
rates coefficients of the direct excitation are also calculated
for the relevant levels.
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Fig. 1. Total resonant excitation (RE) rate coefficients of
Fexvii and Fexxi through their neighbor ions as a function
of energy. The ground states are not included. The solid lines
show the present work, and the data points are taken from Gu
(2003).
2.1. Resonant excitation
Resonant excitation can be understood as a two-step pro-
cess. First a free electron is captured by the target ion,
with the accompanying excitation of a bound electron, giv-
ing a doubly excited level in the lower ionization state. The
doubly excited level will then decay by radiation or Auger
process. The Auger decay to an excited level of the initial
ionization state will effectively contribute to the excitation
of the target ion.
We calculate the resonant excitation from an initial
state i to the final state f , via a doubly excited state d.
Both states i and f have ionic charge q, and the state d
has a charge q− 1. Assuming a thermal plasma, the dielec-
tronic recombination rates are calculated from the inverse
process, autoionization, by the detailed balance,
RDRid = nenq
gd
2gi
Aadi
(
h2
2pimkT
)3/2
e−Ex/kT , (1)
where ne and nq are the densities of electrons and the target
ions, gd and gi are the statistical weights of the intermediate
and initial states, h is the Planck constant, m is the mass
of the charge, T is the equilibrium temperature, and Aadi
and Ex are the rate and energy of the Auger transition,
respectively. The chance of excitation to the final state f is
given by the branching ratio
BREdf =
Aadf
Σ(Ard +A
a
d)
, (2)
where Aadf is the Auger rate from the intermediate state to
the final state, and Ard and A
a
d are the radiative and Auger
transitions pertaining to the state d, respectively. Hence,
the resonant excitation rate can be calculated as
RREif = ΣdR
DR
id B
RE
df . (3)
The atomic structure of the initial, intermediate, and
final states, as well as the related transitions, are all com-
puted with FAC version 1.1.4 (Gu 2008) in a fully relativis-
tic way. The distorted-wave approximation is used for inter-
action with the continuum states. The relativistic electron-
electron interactions (Coulomb + Breit form) in the atomic
central potential are considered, while the higher-order elec-
tronic interactions, which are hard to be described by an
analytic model, are approximated by the configuration mix-
ing of the bound states.
For high density plasma, the excitation only from the
ground state might not be sufficient. As shown in Appendix
A, the low-lying metastable levels become significantly pop-
ulated at density > 1012 cm−3, and the excitation and re-
combination from these levels are required to produce the
model spectrum. For each ion, we include three lowest ex-
cited levels, as well as the ground, as the initial states i. The
three levels are sufficient for modeling the coronal plasma
(< 1014 cm−3), while for a higher density, more metastable
levels at higher energies are then required (Badnell 2006).
It is crucial to include a large set of configuration for the
autoionizing intermediate state d, as leaving some states
out would cause insufficient resonant excitation and in-
complete configuration interaction (Badnell et al. 1994).
We maximize the configurations for each n group, for in-
stance, for Fexvii excitation, the relevant Fexvi states
2s22p53lnl′, 2s2p63lnl′ (3 ≤ n ≤ 15), 2s22p54lnl′, and
2s2p64lnl′ (4 ≤ n ≤ 15) are all included in the calcula-
tion. The singly excited levels, 2s22p6nl′ (3 ≤ n ≤ 15) are
also taken into account for determining the radiative tran-
sitions and branching ratios. A complete set of quantum
numbers l′ is included. The Fexvi atomic structure then
contains ∼ 30000 states. For each doubly excited state, the
radiative cascade rates to the lower bound states and the
autoionization rates back to Fexvii states are computed to
derive the detailed branching ratios. Radiative transitions
of electric dipole (E1), electric quadrupole (E2), magnetic
dipole (M1), and magnetic quadrupole (M2) types are con-
sidered for the cascades. The numbers of radiative transi-
tions are ∼ 200000− 300000 for a typical group of d states
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with the same principle quantum number for Fexvi. The
number increases to more than 500000 for Fexviii − Fexx.
The calculation considers the radiative cascades of
the d states followed by autoionization. For instance, the
2s2p63lnl′ might turn into 2s22p53lnl′ through a 2p − 2s
transition, and then autoionize to Fexvii. This consists of
a multi-step resonance. In principle, the radiative cascade
should be traced down to the ground, while practically the
strength of the resonance decays quickly by the branching
ratio at each step, and the contribution can be ignored after
two steps of cascades.
We include a sufficient amount of final states for the
autoionization. For Fexvii, the final configurations are
2s22p6, 2s22p53l, 2s2p63l, and 2s22p54l. The Auger rates
from all the d states to the f states are calculated. The
numbers of Auger transitions vary from ∼ 1000− 40000 for
different groups of n−resolved intermediate states. In some
cases when the bound electron is highly excited after au-
toionization (e.g., for some of the 2s2p64lnl′ channels), we
calculate the radiative cascades down to the selected final
configurations.
The contributions from high Rydberg states are taken
into account by extrapolation. In the Fexvii case, the reso-
nances via 2s22p53lnl′ and 2s22p54lnl′ (16 ≤ n ≤ 100) are
calculated by a n−3 scaling on the Auger rates based on
the results from the lower states. As shown in §3.1, the ac-
tual n-dependence appears to scatter around the assumed
scaling, which would bring an uncertainties of ≤ 3% to the
total resonance strength.
2.2. Dielectronic recombination
Dielectronic recombination is one of the most dominant
channels of indirect excitation. The DR itself is very similar
to electron-impacting excitation, except that the final state
of the impact electron is in a bound state rather than in the
continuum. Many of the excitation channels via DR are al-
ready incorporated in the current SPEX database, version
3.04. However, a few of them are still missing. To update
the atomic database, we carry out a new calculation for a
complete set of DR capture channels using the FAC code.
We consider DR from an initial state i to a final state
f , via a doubly excited state d. While for the resonances
states i and f have the same charge, here f has a charge q
and i has q + 1. The DR rates can be obtained as
RDRif =
nq+1
nq
RDRid B
DR
df , (4)
where nq+1/nq is obtained from the ionization balance be-
tween ions q + 1 and q, and
BDRdf =
Ardf
Σ(Ard +A
a
d)
. (5)
We adopt the new ionization concentration presented in
Urdampilleta et al. (2017), which updated the rate equa-
tions for the direct collisional ionization and excitation-
autoionization.
The DR rates are calculated in a similar way as the
resonant excitation process. We set the initial state to the
ground, and include a large sets of intermediate states. For
Fexvii, the configurations 2s22p43lnl′, 2s2p53lnl′ (3 ≤ n ≤
7, l′ ≤ 5), 2s22p44lnl′, and 2s2p54lnl′ (4 ≤ n ≤ 7, l′ ≤ 5)
are included in the model. These levels contain a n = 2 to
n = 3 and n = 4 excitation of the core electron, associated
with an electron captured to higher n. Although the DR
rates for configurations with a n = 1 to n = 2, or n = 2
to n = 2 core excitation, such as 2s2p6nl′ and 1s2s22p6nl′
(3 ≤ n ≤ 10), are already incorporated in the current SPEX
database, it is still necessary to include these levels in our
model to build up a complete cascading network. The same
holds for the singly excited levels 2s2p5nl′ (3 ≤ n ≤ 10).
Therefore the total levels add up to ∼ 25000 for Fexvii,
and more than 30000 for Fexix and Fexx.
Both the resonant excitation and DR calculations
mainly focus on channels through 3lnl′ and 4lnl′ states.
The 3lnl′ states are the dominant states producing both
resonances and DR, depending on the branching ratios of
radiative decay and autoionization. The 4lnl′ contributes
significantly to the resonant excitation, but much less to
the DR.
The stabilization of the doubly excited states by both
autoionization and radiative transitions are calculated. The
radiative cascade is apparently important for the DR cal-
culation, as initially it populates doubly-excited states with
large excitation energies. Practically, we include a small
amount of final states of low excitation energies, and cal-
culate the cascading contributions to these final states cor-
rected for the autoionization loss. For Fexvii, the selected
final states are 2s22p6, 2s22p53l, 2s2p63l, and 2s22p54l. A
full cascading calculation is then done with about 1500000
radiative transitions, and about 60000 non-radiative transi-
tions. The numbers of transitions increase by a factor of ∼ 5
for Fexviii − Fexx. The further transitions among the fi-
nal states, and the resulting line power, are calculated with
the standard SPEX code. In this way we obtain the DR
contribution to the main Fe-L lines, while the accompany-
ing satellite lines from the cascade, which often have much
longer wavelengths and do not affect the Fe-L spectrum,
are ignored in this work.
Similar to the resonance calculation, we include the con-
tributions from high Rydberg states (up to n = 100) by a
n−3 scaling of the Auger rates. The extrapolation is done
with the cascaded rates for all the selected final states. The
scaling is restricted to the dominant DR channels, such as
the 3lnl′ group in the Fexvii case.
2.3. Innershell ionization
The innershell collisional ionization of a core electron can
enhance the population of excited states (Feldman 1995).
It depends on two factors: the ionization rate coefficient
through electron collisions, and the fractional abundance of
the neighbour ion with a lower charge state. For Fexvii, the
effect of the innershell ionization is expected to be small, as
the ionization rate is rather small at low temperatures, and
the Fexvi to Fexvii ratio drops off at high temperatures.
As reported in Doron & Behar (2002) and Gu (2003), the
2p innershell ionization could affect the Fexvii lines 2p−3s
transition by ∼ 2− 3%.
To taken this minor process into account, we apply the
innershell ionization rate coefficient data from Gu (2003),
which were calculated using the same FAC atomic tool. It
includes the ionization of both n = 1 and n = 2 electrons
from the ground. The fractional abundance is calculated
based on the new ionization balance of Urdampilleta et al.
(2017).
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The autoionization into the lowest four excited states of Fexvii are highlighted with four different colors.
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0.4 keV, as a function of principle quantum number n up to 30.
The dashed lines show the scaling functions for estimating the
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3. Results
3.1. Resonant excitation
The resonant electron-impact excitation rate coefficients
are calculated for Fe ions from Fexvii to Fexxv. Fig. 1
shows the total resonant excitation rates of Fexvii and
Fexxi as a function of energy. They are found to agree
with the results from Gu (2003) within 10%. As the the-
oretical approach of Gu (2003) is essentially the same as
this work, the small discrepancy on the total resonance of
Fexviimight be caused by the difference in the input Fexvi
levels and the branching ratios.
The current approach enables a level-resolved calcula-
tion. In Fig. 2, we plot the n−dependent partial resonances
for the different flavour of d and f states of Fexvii excita-
tion. The four lowest excited states, giving theM2 magnetic
quadrupole forbidden line (2s22p53s 3P2), the 3G electronic
dipole allowed line (2s22p53s 1P1), theM1 magnetic dipole
forbidden line (2s22p53s 3P0), and the 3F spin-forbidden
intercombination line (2s22p53s 3P1), are highlighted in the
plot. The autoionization from 2s22p53lnl′ is the dominant
channel to populate the excited states directly, while the
contribution from 2s2p64lnl′ is nearly negligible. The low
Rydberg states (n ≤ 5) of the doubly excited 2s22p53lnl′
states can autoionize mostly to the ground of Fexvii, the
resonances to excited states thus show a sharp rise at n = 7,
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and a mild decrease towards higher Rydberg states. For the
other d states, the resonances decrease monotonically as a
function of n except for a few minor peaks at high-n.
As described in Sect. 2, the resonance decrease towards
high-n is treated by a n−3 scaling on the Auger rates fit-
ted to the low-n data. Previous laboratory measurements
of the high-n satellite lines indicated that the actual n-
dependence sometimes deviates from the theoretical scaling
(Smith et al. 1996), as the radiative branching ratios would
also evolve with the quantum numbers. To assess the uncer-
tainty caused by the n−3 assumption, we extend the calcu-
lation of n−resolved excitation rates from n = 15 to n = 30
for the resonances of Fexvii. As shown in Fig. 3, the actual
calculations of the resonance strengths into the four lowly-
excited states are compared with the n−3 scaling, which is
obtained by fitting the excitation rates of n ≤ 15. Combin-
ing the resonances from n = 16 to n = 30, the discrepancies
between the data and the scaling are ∼ 1− 9× 10−14 cm3
s−1 for the four states. This error appears to be negligi-
ble (< 3%) as the total resonant excitation rates are often
several 10−12 cm3 s−1 for these states.
In Appendix B, we present a systematic comparison
of the new calculation with previous results on the ex-
citation rate coefficients of Fe-L. The tests, in particular
with those from recent R-matrix calculations, show agree-
ment within typical errors of ∼20% on the main transi-
tions, though the discrepancies on the weaker transitions
are much larger. This result agrees with the previous re-
ports (e.g., Fernández-Menchero et al. 2017). Similar con-
clusions can also be obtained by comparing directly the
spectra using the two sets of collisional calculations (§ 3.4).
3.2. Dielectronic recombination
As described in Section 2.2, the state-selective dielectronic
recombination rates are calculated for each isolated channel
characterized by the intermediate doubly-excited level d.
We focus on the d states in which the core electron is excited
from n = 2 to n = 3 and 4, and the free electron is captured
up to n = 7. The 3lnl′ channels are much more important
than the 4lnl′ ones for the DR. Before applying the data
in the line formation calculation, we compare the current
results with the state-of-the-art data published by Badnell
et al. (2003), which was calculated using the Breit-Pauli
intermediate coupling approach.
As shown in Fig. 4, the two calculations broadly agree
upon the total DR rates through 3lnl′ to better than 20%.
The differences do not appear to be systematic in the energy
range for comparison. The main discrepancies are seen in
Fexxii at ∼ 0.5 keV and Fexxiv at > 1 keV, where our
DR rates are higher than the Badnell results by ∼ 15%.
3.3. Level population
Here we evaluate the relative contribution of the various
atomic processes to the line formation for a low-density
plasma. The level population is calculated using a built-
in collisional-radiative program in SPEX, which solves the
occupation for each level directly with a large coefficient
matrix. To separate different atomic processes, we run the
program several times, in each run we turn on only one
of the five processes: direct collisional excitation, resonant
excitation, dielectronic recombination, radiative recombina-
tion, and innershell ionization. The resonant excitation can
be further divided into two components by the autoionizing
doubly excited states. The rate coefficients of each process
to populate the upper levels of the target lines are recorded
independently. All the data used in the line formation are
calculated in this work, except for the radiative recombi-
nation rates which are based on the calculation in Mao &
Kaastra (2016).
It is well-known that many relevant levels, in partic-
ular those form the forbidden and intercombination lines,
are significantly populated by radiatve cascades from higher
states (Hitomi Collaboration et al. 2018). In Fig. 5, we show
the source compositions of the two Fexvii lines at ∼17 Å.
The cascade is clearly the most important component, while
the direct contribution is ∼ 20% of the total rates. Most of
the cascades go through the 3s− 3p, 3s− 3s (1P1 − 3P0),
and 2s−2p transitions. It is therefore important to include
the cascade component for each of the atomic processes.
As shown in Fig. 6, the cascade-included rate coefficients
of each process, for the four 2p53s levels of Fexvii, are cal-
culated as a function of equilibrium temperature. It can be
seen that the direct collisional excitation from the ground
state is the dominant process in 0.2−1.0 keV, while the in-
direct excitation contributes ∼ 30% of the 3P2 population,
and ∼ 10% of the other three states at 0.8 keV. The direct
excitation populates these states mainly through cascades
from levels at higher energies. The fractional contribution
of indirect excitation increases to ∼ 40−50% at 0.2 keV, as
the resonant channels become relatively more efficient at a
lower energy.
The results of the line formation calculation are
recorded in Tables 1 and 2. The levels involved in the
new calculation are listed in Table 1. The notation is
given in LS-coupling theme. Table 2 lists the temperature-
dependent level-resolved rate coefficients for direct colli-
sional excitation, resonant excitation, radiative recombi-
nation, and dielectronic recombination. For the excitation,
we include the rate coefficients from the ground state, and
those from three low-lying excited states. The printed ver-
sion is truncated; tables with full data can be found as a
machine-readable file in the electronic version.
3.4. Spectra of the Fe-L complex
The model spectrum for each Fe ion obtained from the cur-
rent calculations is shown in Fig. 7. They are compared with
the models based on recent R-matrix collision calculations:
Fexvii from Liang & Badnell (2010), Fexviii from Wit-
thoeft et al. (2006), Fexix from Butler & Badnell (2008),
Fexx from Witthoeft et al. (2007), Fexxi from Badnell
& Griffin (2001), Fexxii from Liang et al. (2012), Fexxiii
from Fernández-Menchero et al. (2014), and Fexxiv from
Liang & Badnell (2011). The spectra are smoothed to the
resolution of the micro-calorimeter onboard Athena (Nan-
dra et al. 2013). The two sets of spectra are calculated using
the same rate equation for solving the level population, and
the input atomic data are the same except for the collisional
excitation. Therefore, the differences can be interpreted as
the representative atomic uncertainties due to the theoret-
ical modeling of the collision processes.
As shown in Fig. 7, the discrepancies between two codes,
at temperatures of peak ion concentration in equilibrium,
are mostly within 20% on the main Fe-L transitions. The
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Fig. 5. Relative contributions to the for-
mation of Fexvii 17.09Å (left) and 17.05Å
(right) lines, from both excitation and ra-
diative cascades. The source levels of cas-
cades are plotted in different colors.
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R-matrix results give slightly higher emissivities for the
Fexvii line at 17 Å and the Fexx line at 12.8 Å, while
the FAC calculation produces a higher Fexviii transition
at 14.2 Å and a higher Fexix line at 13.5 Å. The differences
become significantly larger for the weaker transitions of
Fexviii, Fexix, and Fexx. Similar results can be found in
Fernández-Menchero et al. (2017). As for Fexxi to Fexxiv,
the two calculations agree within a few percent for all the
main lines, as well as for most of the weaker ones. This com-
parison would help us to identify and prioritize the areas
where laboratory measurements are needed to distinguish
the theoretical models.
Figure 8 illustrates the contributions from different line-
formation processes to the model spectrum obtained with
the FAC calculation. This is achieved by a partial line
formation calculation, including only a subset of atomic
data for particular processes. The direct collisional exci-
tation with cascade is found dominant, at the temperature
of peak ion concentration, for most lines in the Fe-L band.
This confirms the results shown in Fig. 6. The cascade from
highly excited levels (n ≥ 4) has a moderate contribution.
It is especially relevant for several lines, e.g., the Fexvii
lines at 16.80 Å, 17.05 Å and 17.09 Å, the Fexviii lines at
15.63 Å, 15.83 Å, and 16.07 Å, the Fexix lines at 14.67 Å
and 15.08 Å, the Fexx line at 13.77 Å, the Fexxi line at
13.25 Å, the Fexxii line at 12.50 Å, the Fexxiii lines at
11.02 Å and 11.74 Å, and the Fexxiv lines at 10.62 Å,
11.03 Å, 11.17 Å, and 11.43 Å.
3.5. Comparing with G03
The distorted wave calculation of G03 with the FAC code
provided the rate coefficients of direct excitation, resonant
excitation, dielectronic recombination, radiative recombi-
nation, and innershell processes that populate the n = 2
and n = 3 states, for all the related L-shell species. Fits us-
ing the G03 data to the XMM-Newton and Chandra grating
spectra of Capella yielded a reasonable agreement (Gu et al.
2006). To justify the updates of our work from G03, here
we present a systematic comparison of the two papers.
1 G03 calculated the collisional excitation only from the
ground state. As shown in Appendix A and Table 2,
we consider both the ground state and the low-lying
excited states, as the latter is necessary for modeling
intermediate-/high-density plasma.
2 Our calculation is done using the latest version of the
FAC code, while G03 was based on an early version.
In Fig. 9 (a), Fexvii resonant excitation rates for two
low-lying levels using the latest code (version 1.1.4) are
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Fig. 7. Model spectra of Fexvii to Fexxiv in the Fe-L band, obtained from the new FAC (black) and R-matrix (red) calculations.
The spectra are smoothed by a Gaussian with σ ≈ 2 eV, similar to the resolution of Athena. Temperature of each spectrum is set
to the value of peak ion concentration in equilibrium.
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Fig. 8. Model spectra of Fexvii to Fexxiv in the Fe-L band with the FAC calculation, highlighting the contribution from direct
collisional excitation including the cascades (red), and the contribution from the highly excited levels with n > 3 (blue).
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Index Za Ionb nc Ld 2S+1e 2Jf Configuration Energy (keV)g
0 26 17 2 0 1 0 2s2.2p6 0
1 26 17 3 1 3 4 2s2.2p5.3s 7.2524E-01
2 26 17 3 1 1 2 2s2.2p5.3s 7.2714E-01
3 26 17 3 1 3 0 2s2.2p5.3s 7.3786E-01
4 26 17 3 1 3 2 2s2.2p5.3s 7.3905E-01
5 26 17 3 0 3 2 2s2.2p5.3p 7.5549E-01
6 26 17 3 2 3 4 2s2.2p5.3p 7.5899E-01
7 26 17 3 2 3 6 2s2.2p5.3p 7.6061E-01
8 26 17 3 1 1 2 2s2.2p5.3p 7.6174E-01
9 26 17 3 1 3 4 2s2.2p5.3p 7.6355E-01
10 26 17 3 1 3 0 2s2.2p5.3p 7.6898E-01
11 26 17 3 2 3 2 2s2.2p5.3p 7.7106E-01
12 26 17 3 1 3 2 2s2.2p5.3p 7.7431E-01
13 26 17 3 2 1 4 2s2.2p5.3p 7.7469E-01
14 26 17 3 0 1 0 2s2.2p5.3p 7.8772E-01
Note: full-data table can be found via the link to the machine-readable version.
(a) Atomic number.
(b) Isoelectronic sequence number.
(c) Principle quantum number.
(d) Angular momentum quantum number.
(e) Spin quantum number.
(f) Twice the total angular momentum quantum number.
(g) Energies of excited states relative to ground.
Table 1. Levels of the Fe-L ions
compared with those calculated with the code version
1.0. The latest version gives lower resonant rates, by
∼ 5% for the 3s 3P2 level and ∼ 30% for the 3s 1P1
level, than the early version.
3 As already noted in §1, G03 published the rate coeffi-
cients for a complete set of levels with n = 2 and 3 in the
paper. This contains the key transitions in the Fe-L com-
plex, however, as shown in Brickhouse et al. (2000), the
quantum number n is still too low to sufficiently model
the high-resolution spectra from bright X-ray coronal
sources. The high-n contributions are crucial for such
sources. To allow the test with real observational data
(§4), in this work we calculate all the processes popu-
lating the states up to n = 5.
4 The configurations of the doubly excited states (states
d in § 2) are slightly different in two calculations. G03
limited their configurations up to l′ ≤ 7 for 3lnl′, and
l′ ≤ 4 for 4lnl′, while we include all possible configura-
tions for each n. Naively, the resonant excitation rate
coefficients will increase by the additional doubly ex-
cited levels. For the two Fexvii test levels shown in
Fig. 9 (b), the resonant rates using the l−limited cal-
culations are indeed lower, by ∼ 10 − 15%, than those
obtained in the complete calculation. As the l−limited
rate coefficients shown in Fig. 9 (b) are obtained with
FAC version 1.0, they could be compared directly with
the G03 results. It appears that the two sets of rates
still differ by 5 − 20%, suggesting that there are other
sources of discrepancy in the calculation.
5 According to Eq.4, the different ionization balance used
in the two calculations might introduce discrepancies
to the dielectronic recombination rates. To quantify the
effect, we apply the ionization balance from G03 and
calculate the rates again for the Fexvii test levels. As
shown in Fig. 9 (c), the rates with G03 ionization bal-
ance are lower by ∼ 8% than the rates with the bal-
ance from Urdampilleta et al. (2017). This is because
the Fexviii to Fexvii ratios in the new ionization bal-
ance standard are slightly higher than those in G03.
6 G03 calculated the level populations in a hierarchical
way. First, a large number of levels were grouped into
super levels. The overall population of each super level
was calculated. It was then partitioned into each level
within the group. In our work, the populations of all
levels are solved at once using a large coefficient ma-
trix. As reported in Lucy (2001), the super level method
applying to a system with ∼ 1000 levels can reach an
accuracy of 0.1 with 6 iterations, and 0.01 with 20 it-
erations. Meanwhile, Poirier & de Gaufridy de Dortan
(2007) showed that the super level method, as adopted
in G03, might become less accurate when the rms devi-
ation of transition rates inside one super level increases.
To summarize, we prove that the new theoretical calcu-
lation has become both more accurate and more complete
than the pioneering G03 calculation.
4. Application to high-resolution X-ray grating data
Here we test the new Fe-L calculations on high spectral
resolution X-ray data of celestial objects. The targets are
selected to be the intracluster medium (ICM) of bright
nearby elliptical galaxies/galaxy clusters. They can be re-
garded as an ideal plasma in collisional ionization equilib-
rium thermalized to a balance temperature of ∼ 0.5 − 1.5
keV, and enriched to near-Solar abundances (Mernier et al.
2017; Hitomi Collaboration et al. 2017). Although the X-
ray fluxes of the ICM sources are substantially lower than
those of the coronae of nearby stars (e.g., Capella), they are
in general astrophysically simpler, as the temperature com-
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Ion leva kTb CEc REd REce RRcf DRcg CE+REh1 CE+REi2 CE+RE
j
3
17 1 0.1 8.960E-15 1.227E-13 2.548E-13 5.777E-17 1.927E-17 0.00E+00 0.00E+00 0.00E+00
17 1 0.2 2.176E-13 1.829E-12 4.733E-12 1.947E-14 5.028E-15 0.00E+00 0.00E+00 0.00E+00
17 1 0.4 8.176E-13 4.243E-12 1.296E-11 2.856E-13 3.140E-12 0.00E+00 0.00E+00 0.00E+00
17 1 0.8 1.151E-12 3.855E-12 1.321E-11 1.260E-12 2.227E-11 0.00E+00 0.00E+00 0.00E+00
17 1 1.6 9.435E-13 2.185E-12 8.039E-12 3.238E-12 5.340E-11 0.00E+00 0.00E+00 0.00E+00
17 2 0.1 1.172E-14 1.155E-13 2.423E-13 2.695E-17 1.126E-17 0.00E+00 0.00E+00 0.00E+00
17 2 0.2 3.532E-13 1.803E-12 4.542E-12 9.153E-15 2.943E-15 0.00E+00 0.00E+00 0.00E+00
17 2 0.4 1.937E-12 4.298E-12 1.243E-11 1.355E-13 6.473E-13 0.00E+00 0.00E+00 0.00E+00
17 2 0.8 4.742E-12 3.897E-12 1.234E-11 6.044E-13 9.377E-12 0.00E+00 0.00E+00 0.00E+00
17 2 1.6 7.735E-12 2.100E-12 7.103E-12 1.571E-12 1.991E-11 0.00E+00 0.00E+00 0.00E+00
17 3 0.1 1.598E-15 1.673E-14 4.488E-14 1.175E-18 2.620E-18 0.00E+00 0.00E+00 0.00E+00
17 3 0.2 4.130E-14 2.716E-13 9.077E-13 3.294E-16 6.841E-16 0.00E+00 0.00E+00 0.00E+00
17 3 0.4 1.600E-13 6.552E-13 2.614E-12 3.908E-15 3.143E-14 0.00E+00 0.00E+00 0.00E+00
17 3 0.8 2.288E-13 6.062E-13 2.771E-12 1.380E-14 1.321E-12 0.00E+00 0.00E+00 0.00E+00
17 3 1.6 1.888E-13 3.467E-13 1.755E-12 2.866E-14 2.700E-12 0.00E+00 0.00E+00 0.00E+00
17 4 0.1 9.519E-15 9.987E-14 1.652E-13 3.821E-18 7.047E-18 0.00E+00 0.00E+00 0.00E+00
17 4 0.2 3.010E-13 1.664E-12 3.200E-12 1.083E-15 1.847E-15 0.00E+00 0.00E+00 0.00E+00
17 4 0.4 1.674E-12 4.103E-12 8.932E-12 1.312E-14 7.561E-14 0.00E+00 0.00E+00 0.00E+00
17 4 0.8 4.101E-12 3.790E-12 8.889E-12 4.789E-14 4.173E-12 0.00E+00 0.00E+00 0.00E+00
17 4 1.6 6.688E-12 2.063E-12 4.957E-12 1.036E-13 9.098E-12 0.00E+00 0.00E+00 0.00E+00
17 5 0.1 1.847E-14 3.127E-14 3.764E-14 8.155E-18 3.337E-18 1.929E-09 1.814E-10 1.993E-10
17 5 0.2 5.173E-13 5.612E-13 7.604E-13 2.714E-15 8.774E-16 1.697E-09 1.460E-10 1.592E-10
17 5 0.4 2.080E-12 1.452E-12 2.218E-12 3.910E-14 1.955E-13 1.422E-09 1.146E-10 1.265E-10
17 5 0.8 3.026E-12 1.402E-12 2.387E-12 1.684E-13 1.998E-12 1.166E-09 9.029E-11 1.007E-10
17 5 1.6 2.522E-12 8.171E-13 1.525E-12 4.204E-13 4.891E-12 9.437E-10 7.147E-11 8.012E-11
Note: full-data table can be found via the link to the machine-readable version.
(a) Level index as given in Table 1.
(b) Energy in unit of keV.
(c) Rate coefficient of direct collisional excitation from the ground without cascade.
(d) Rate coefficient of resonant excitation from the ground without cascade.
(e) Rate coefficient of resonant excitation from the ground including cascade.
(f) Rate coefficient of radiative recombination including cascade.
(g) Rate coefficient of dielectronic recombination including cascade.
(h) Rate coefficient of direct+resonant excitation from level 1 without cascade.
(i) Rate coefficient of direct+resonant excitation from level 2 without cascade.
(j) Rate coefficient of direct+resonant excitation from level 3 without cascade.
Table 2. Rate coefficients of the Fe-L in collisional ionization equilibrium
ponents mixed into the ICM emission model are apparently
fewer than those of the stellar coronae.
The main purpose of the testing is to reveal the possi-
ble biases and systematic uncertainties on the key source
parameters due to the change of the underlying atomic
database. Three databases with different Fe-L calculations
are established: the default data in SPEX version 3.04 are
used as the first model (hereafter model 0), which include
distorted wave calculations of the direct collisional excita-
tion, and a limited set of dielectronic recombination rates
for the Fe-L species (§2.2). The second model, hereafter
model 1, includes a complete set of the new calculations
done in this work. We also construct the third model (here-
after model 2) by implementing the recent R-matrix cal-
culations for the collisional excitation (see the list in §3.4).
The atomic structure, radiative recombination, dielectronic
recombination, and the innershell data of model 1 and
model 2 are the same.
In principle, model 0 should be the least accurate among
the three due to the incomplete resonance channels, though
it is currently widely used in X-ray astronomy (Hitomi Col-
laboration et al. 2017, 2018; Ogorzalek et al. 2017; Mernier
et al. 2016a,b, 2017; Mao et al. 2018). Model 1 and model
2 should have similar quality, though they are still different
in many places (Fig. 7). Comparing the astronomical mea-
surements using model 0 with the other two will indicate
the possible biases in the previous results reported in lit-
erature. The difference between the model 1 and model 2
results can be used as a rough estimate of the representative
systematic uncertainties from atomic databases.
Note that we do not intend to verify the new calcula-
tion with the observed data. In fact, none of the current
observational data allows a full validation of the atomic
database. The astrophysical effects, such as the differen-
tial emission measure distribution and the resonant scat-
tering, along with the common assumptions made in anal-
ysis (e.g., uniform abundances for all temperature compo-
nents), might hamper an accurate benchmark of the atomic
database. The data from controlled laboratory experiments
(Brown et al. 2006) are clearly more suited for such a pur-
pose.
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Fig. 9. (a) Fexvii resonant excitation rate coefficients for two low-lying levels, calculated with FAC version 1.1.4 (solid) and
version 1.0 (dashed). The G03 results are shown in data points. (b) Fexvii resonant excitation rates of the two levels, obtained
with a full calculation with FAC version 1.1.4 (solid) and with a l-limited calculation with FAC version 1.0 (dashed). The latter
can be compared directly with the G03 data points. (c) Fexvii dielectronic recombination rates for four low-lying levels obtained
with the ionization concentration data of Urdampilleta et al. (2017) (solid) and those from G03 (dashed).
4.1. XMM-Newton grating data
Among the current X-ray observatories, the Reflection
Grating Spectrometer (RGS, den Herder et al. 2001) on-
board XMM-Newton has the unique power to resolve the
Fe-L emission from the ICM into individual lines. The RGS
spectra have been used for measuring the chemical abun-
dances of the ellipticals and galaxy clusters (de Plaa et al.
2017), determining the turbulence velocity (de Plaa et al.
2012; Pinto et al. 2015; Ogorzalek et al. 2017), and even
probing weak non-thermal charge exchange emission lines
(Gu et al. 2018a,b). These measurements are all sensitive to
the underlying atomic modeling. Here we apply our new cal-
culation to a sample of RGS data of nearby elliptial galaxies
and clusters.
All the testing objects are selected from the CHEmical
Evolution RGS Sample (CHEERS), which is made up of
44 representative nearby X-ray bright galaxies and clusters
(de Plaa et al. 2017). In this work, we focus on objects
showing strong Fexvii lines in the spectra. The RGS study
of Pinto et al. (2016) had the same research focus, leading
them to select a subsample of 24 objects. For the 24 objects,
we further remove those with data of poor spectral quality.
Objects with very diffuse morphology, such as M87, are
not included in the final sample, as their spectra suffer too
much from the instrumental broadening. The final sample
consists of 15 objects. The properties of the selected targets
are listed in Table 3.
We process the XMM-Newton RGS and MOS data, fol-
lowing the method described in Gu et al. (2018a). The MOS
data are used for screening soft proton flares and for deriv-
ing the spatial extent of the source along the dispersion
direction of the RGS detector.
The Science Analysis System (SAS) v16.1.0 and the lat-
est calibration files (March 2018) are used for data reduc-
tion. The time interval contaminated by soft protons are
identified using the lightcurves of the RGS CCD9 and the
MOS data. The flaring periods are filtered out by a 2σ clip-
ping. For each object, two source spectra are extracted from
a ∼ 3.4-arcmin-wide belt and a ∼ 0.8-arcmin-wide belt cen-
tered on the emission peak. The modeled background spec-
tra are used in the spectral analysis.
Since RGS is a spectrometer without a slit, the source
spatial extent causes the spectral features to be broadened.
To model the broadening, we extract the MOS1 image in
detector coordinate in 7 − 30 Å, and calculate the sur-
face brightness profile in the RGS dispersion direction. The
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model spectra. The model 0 to model 1 ratios are plotted in blue, and the model 2 to model 1 ratios are plotted in red. It could
be seen that the line emissivities of model 1 are higher than those of model 0, but slightly lower than those of model 2, in the
15− 17 Å band.
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cluster Observation ID Total clean time (ks) kT (a) (keV) z(a) N (b)H (10
24 m−2)
Abell 3526 0046340101 0406200101 139.1 3.7 0.0103 8.43
Fornax 0012830101 0400620101 121.9 1.2 0.0046 2.56
HCG 62 0112270701 0504780501 0504780601 118.3 1.1 0.0140 4.81
M49 0200130101 58.5 1.0 0.0044 2.63
M86 0108260201 41.9 0.7 -0.0009 3.98
NGC 1316 0302780101 0502070201 121.5 0.6 0.0059 1.90
NGC 1404 0304940101 27.7 0.6 0.0065 1.57
NGC 3411 0146510301 15.6 0.8 0.0152 4.25
NGC 4325 0108860101 14.2 1.0 0.0259 3.54
NGC 4374 0673310101 69.3 0.6 0.0034 3.38
NGC 4636 0111190101/0201/0501/0701 80.8 0.8 0.0037 1.40
NGC 4649 0021540201 0502160101 86.4 0.8 0.0037 2.23
NGC 5044 0037950101 0554680101 110.5 1.1 0.0090 7.24
NGC 5813 0302460101 0554680201/0301/0401 129.7 0.5 0.0064 3.87
NGC 5846 0021540101/0501 0723800101/0201 131.0 0.8 0.0061 4.26
(a) Temperatures and redshifts are taken from de Plaa et al. (2017).
(b) Hydrogen column density are taken from Mernier et al. (2016a).
Table 3. XMM-Newton RGS data
brightness profiles are convolved with the model spectrum
using the SPEX model lpro.
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Fig. 13. Ratios of the best-fit (a) Fe abundances and (b) O/Fe with model 1 and model 0, obtained in the two-temperature fits.
Panels (c) and (d) are the ratios of Fe abundances and O/Fe with model 1 and model 2 in the two-temperature fits. The color
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4.2. Spectral modeling
We analyze the first order RGS1 and RGS2 spectra in
the 7 − 30 Å band. The metal abundances are scaled to
the proto-Solar standard of Lodders et al. (2009), and
the Galactic absorption column densities are taken from
Mernier et al. (2016a). The new ionization balance calcu-
lation presented in Urdampilleta et al. (2017) is applied.
The best-fit parameters are obtained by minimizing the C-
statistics.
The dominant thermal component of the targets is first
modeled with a cie component in SPEX. This is sometimes
inadequate, as many of the targets show both hot and cool
gas phases (Frank et al. 2013). Therefore, we also fit the
data with two ciemodels of different temperatures. Free pa-
rameters of the thermal components are the emission mea-
sure, the temperature, the abundances of N, O, Ne, Mg,
Fe, and Ni, and the velocity of the micro turbulence. In the
case of two-cie, the abundances and the turbulent velocities
of the two gas phases are bound to each other. As shown
in Fig. 11, the two temperature fits are in general better
than the single temperature one. For a few objects, such as
NGC 1404 and NGC 3411, the C-statistics differences be-
tween the two temperature fits and the single temperature
fits are small, as the second thermal component appears to
be weak.
4.3. Biases and systematic uncertainties in the abundance
measurement
We implement model 0, model 1, and model 2 to the SPEX
software and create three different versions of cie. For each
object, the RGS spectrum is fit independently using the
three different cie versions. Fig. 10 plots two representa-
tive spectra of Abell 3526 and NGC 5813 fit with the three
models. The two spectra reveal different ionization states,
as the mean temperatures are 0.64 keV and 1.6 keV for
NGC 5813 and Abell 3526, respectively. The two temper-
ature structure is taken into account in the fits. It shows
that model 1 and model 2 improve significantly relative to
model 0 in the fits for NGC 5813. The Fexvii lines at 17Å
contribute significantly to the fit improvement, as they are
clearly affected by the new resonant excitation and dielec-
tronic recombination data (Fig. 6). The improvements on
the fits of Abell 3526 are less apparent. The ratio plots
show that the maximum discrepancies of the three models
are about 10% on Fexxiv, Fexxiii, and Fexvii lines for
Abell 3526, and about 20% on Fexvii lines for NGC 5813.
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Fig. 11 demonstrates that model 1 always gives better
fits than model 0. On average, the C-statistic value of the
3.4-arcmin region is improved by 86 (single-temperature)
and 64 (two-temperature) for mean degrees of freedom of
713. For the core 0.8-arcmin region, the mean statistics are
improved by about 71 (single-temperature) and 44 (two-
temperature) for the same degrees of freedom. The resulting
∆C shows a weak dependency on the best-fit temperatures:
the fits of the objects with kT ∼ 0.9 − 1.0 keV are less af-
fected by the atomic data update than those with lower or
higher temperatures. Model 2 provides a similar improve-
ment on the fit statistics: the average C-statistic values re-
duce by 84 (single-temperature) and 61 (two-temperature)
from the model 0 fits for the 3.4-arcmin region. It is not
possible to distinguish between model 1 and model 2 with
the current fits.
Figs. 12 and 13 show a mild bias in temperature and
abundance measurement due to the atomic data update.
For the single-temperature modeling, the sample-average
temperature increases by 2%, and the Fe abundance de-
creases by 9% by switching from model 0 to model 1. The
ratio of O to Fe abundances would increase by a larger
mean value of 13%, as the changes in temperature and Fe
abundance would affect indirectly the O abundance (even
though the atomic data for oxygen ions remain the same).
The O/Fe ratio is a key parameter for quantifying the rela-
tive enrichment contribution from different types of super-
novae to the interstellar and intracluster medium (de Plaa
et al. 2017). The biases on the abundances are larger at
≤ 0.8 keV and potentially also significant at ≥ 1.3 keV,
while the best-fit values around ∼ 1 keV obtained with the
SPEX v3.04 code might require just a minor revision.
As for the two-temperature astrophysical modeling, the
average Fe abundance decreases by 12% with model 1, and
the mean O/Fe ratio increases by 16%, relative to that ob-
tained with model 0. These differences are slightly larger
than the single-temperature cases. As shown in Fig. 13, the
changes on the Fe abundances show very weak dependence
on the temperature. The O/Fe ratios still vary with tem-
perature: a higher bias of ∼ 20% is found at ≤ 0.8 keV,
while the bias at ≥ 1 keV becomes slightly lower. Consid-
ering that the two-temperature is naturally a better recipe
for the cool-core objects than the single-temperature one
(Gu et al. 2012), the biases found in the two-temperature
fits should be a better approximation to the reality.
As shown in Fig. 13, the Fe abundances measured with
model 2 appear to deviate from the model 1 results. The
observed discrepancies seem to change as a function of tem-
perature: the mean Fe abundance with model 1 is higher by
∼ 10% at 0.7 keV, but it becomes lower by 10% at 1.5 keV,
than the mean model 2 abundance. Current RGS data can-
not decisively distinguish between model 1 and model 2
by the fit statistics, therefore, the 10% abundance differ-
ences can be treated as systematic uncertainties. Further-
more, taking into account the model 1 versus model 0 ratios
(Fig. 13), the Fe abundances with model 2 are lower than
the model 0 values by ∼ 20% at ∼ 0.7 keV, while the dif-
ference becomes smaller as the temperature increases (or
decreases), and largely diminishes at 1.5 keV. The mean
O/Fe ratio measured with model 2 is 23% higher than the
model 0 value below 1 keV, and the two values converge at
1.5 keV.
The bias in measuring O/Fe ratio could affect the frac-
tion of type Ia supernovae contributing to the ICM enrich-
ment (see the reviews of Böhringer & Werner 2010 and
Mernier et al. 2018). As shown in Simionescu et al. (2009),
the increase of 23% in the O/Fe ratio might lead to a lower
type Ia fraction by ∼ 5 − 15%, depending on the super-
nova explosion mechanism. The improved abundance ra-
tio measurement can, in principle, also better distinguish
among the type II supernovae models with different level of
pre-enrichment of the progenitors and with different initial-
mass functions (Mernier et al. 2016b).
This experiment provides a general idea of the spectro-
scopic sensitivity on the new Fe-L atomic calculations, for
RGS spectra of a limited sample of elliptical galaxies and
cool clusters with temperatures of 0.6 − 1.5 keV. To sum-
marize, for the cool objects (< 1 keV), the Fe abundances
measured with the new calculations (model 1 and model 2)
are consistently lower, by 10% − 20%, than those derived
from the standard plasma code (model 0). The systematic
uncertainties on the Fe abundances, determined by com-
paring the model 1 and model 2 fits, are up to 10% for the
current observations.
The test is far from complete, as the new calculations
still need to be tested on further cooler (< 0.6 keV) or hot-
ter (> 1.5 keV) objects in CIE, non-equilibrium ionization
objects, as well as the objects affected by a strong photon
field. On the other hand, the current RGS spectra resolve
mostly the main transitions, while the satellite lines, which
are strongly affected by the new atomic database, cannot
be fully tested. We expect that the new high-resolution X-
ray spectrometers on board the X-ray imaging and spec-
troscopy mission (XRISM, Tashiro et al. 2018) and Athena
will be able to provide a sufficient test to these weak lines.
5. Ending remarks
By carrying out a large-scale theoretical calculation of the
electron impact on ions of Fexvii to Fexxiv, we present a
set of new atomic data for modeling the Fe-L complex. The
calculation includes a large set of atomic levels for each ion,
allowing full configuration interaction and all kinds of reso-
nant processes. The resonant excitation and the dielectronic
recombination are found to affect strongly a significant por-
tion of the major transitions. We present a set of detailed
comparisons of the new calculation with available R-matrix
results, on both the collisional rates and the model spectra
based on the line formation calculations. It shows that the
two calculations agree within 20% on most of the main tran-
sitions. The comparison will be fed into the prioritization
of the future laboratory benchmarks on the Fe-L modeling.
The current SPEX code includes mostly non-resonant
atomic calculations. The fact that many previous RGS re-
sults on elliptical galaxies and galaxy clusters are based
on a non-resonant database is worrying. To assess the pos-
sible bias, we apply the new FAC calculation with com-
plete resonances to a RGS sample of 15 cool-core ellipti-
cals and clusters. We find that the Fe abundances mea-
sured with the current SPEX v3.04 code are on average
biased high by 12%. The O/Fe abundance ratio, which is
widely used for assessing the population of the enriching
supernovae, is underestimated by a mean value of 16%. Fur-
thermore, the Fe abundances measured with the R-matrix
model show discrepancies of ≤ 10% from the values with
the FAC model. Current data cannot decisively distinguish
between the FAC and the R-matrix models, therefore the
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10% abundance difference has to be treated as systematic
uncertainties.
To update the atomic database in a plasma code (such
as SPEX), it is ideal to take the best from the R-matrix and
the FAC calculations. In theory, the accuracy of R-matrix
data might be considered superior to that of the FAC cal-
culation. The R-matrix data should be implemented on the
low-lying levels, which form the main X-ray transitions. For
the high levels, as the R-matrix data gradually becomes
sparse, the new FAC calculation with isolated resonances
can be implemented as a valid approximation. This would
form a recommended database used in most of the anal-
ysis. On the other hand, it might be desirable to keep a
second database with the new FAC calculations for both
the low and high levels. Since the R-matrix and FAC cal-
culations might represent two ends of the theoretical space,
comparing the fits with the recommended and the second
databases might directly reflect the systematic atomic un-
certainties on the source parameters.
The next step of the Fe-L work will be twofold. First,
the test with astrophysical objects with existing observato-
ries will be continued. As shown in the test with the RGS
data, benchmarks using astrophysical objects require not
only a compatible atomic database, but also a proper anal-
ysis technique for modeling out the astrophysical effects.
Second, we will put forward a dedicated benchmark with
ground-based laboratory experiments using electron beam
ion trap devices, where plasma in a Maxwellian distribution
can be simulated. By checking the consistency between the
models and the astrophysical/experimental spectra for each
visible Fe-L transition, we will identify the potential areas
where the theoretical calculations can be further improved.
Some iterations of such work will be needed to ensure that
the atomic codes are ready for the future high resolution
X-ray spectra obtained with XRISM and Athena.
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Appendix A: Density effects
For a low-density plasma, excited levels are quickly depleted
by spontaneous cascade, so that only the ground state is
significantly populated. At a high electron density, the cas-
cade might be interrupted by collision with electrons. Some
of the low-lying levels become thus populated. As a result,
the population of the ground state decreases, and the re-
lated spectral features, e.g., lines from ground excitation,
become weaker. On the other side, the transitions from the
excited states become substantially more important (Mao
et al. 2017).
Figure A.1 illustrates the density-dependent population
of several low-lying excited levels for the C-like, B-like, and
Be-like Fe. The calculation is done with SPEX, which in-
corporates the new atomic data obtained in this work. For
an electron density lower than 1010 cm−3, the occupations
of these levels are negligible, except for the metastable 2s2p
3P0 level, which is populated even at low density due to the
narrow de-excitation channel. For the selected low-lying lev-
els shown in the figure, the population rises as the density
increases from 1012 cm−3 to 1014 cm−3. At a higher density,
the relative level population evolves towards the standard
Boltzman distribution, as the excited states would even-
tually be in a collisional local thermodynamic equilibrium
(LTE).
The same exercise has been done for the other Fe-
L species. For the astrophysical coronal/nebular (< 1014
cm−3) plasma, the density effect is most significant at the
three low-lying excited levels for the Fe-L. For the three
levels, we calculate the transition rates of direct excitation,
resonant excitation, and dielectronic recombination, in a
same way as those from the ground states (§ 2).
It should be noted that there could be more metastable
levels above the three low-lying levels included in the cur-
rent calculation. Badnell (2006) included 6 low-lying ex-
cited levels for O-like Fe and Be-like Fe, 8 for N-like and
B-like, and 12 for C-like, as the metastable parent levels
used in the radiative recombination calculation. The extra
metastable levels would become sensitive for the condition
of higher density (> 1014 cm−3). We plan to include all the
metastable levels in a follow-up calculation.
Figure A.1 shows the model spectra based on the above
data, for the C-like, B-like, and Be-like Fe at a low density
and an intermediate density of 1014 cm−3. The temperature
is set to the value of peak ion concentration in equilibrium.
It can be seen that the dominant lines of these ions become
weaker at high density, probably because these lines origi-
nate from the excitation of the ground states, which have
a decreasing population at high density. Some of the satel-
lite lines become stronger, as the low-lying levels contribute
significantly to the formation of these lines.
Appendix B: Resonant excitation: consistency
check with previous results
Following § 3.1, we compare the electron-impact collision
data obtained from the current FAC calculation with those
from previous distorted wave and R-matrix works.
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Fig. A.1. (a) The normalized population of the three low-lying excited levels of C-like, B-like, and Be-like Fe, as a function of
electron density. The population of the ground states is not plotted. The density effect on the model spectra for the C-like, B-like,
and Be-like Fe is shown in (b), (c), and (d), respectively. The spectra of low-density (1 cm−3) and intermediate density (1014 cm−3)
are plotted in black and red. The temperatures are the same as in Fig. 7.
Appendix B.1: Comparing with classic Fexvii resonance
calculations
In Table B.1, the resonance rates of the Fexvii ion from
the present work are compared with the results in literature.
The values from Smith et al. (1985), Goldstein et al. (1989),
Chen & Reed (1989), and Chen & Pradhan (2002) are based
on the semi-relativistic Hartree-Fock method, a relativis-
tic parametric potential method, the multi-configuration
Dirac-Fock approach, and a Breit-Pauli R-matrix method
with a 89-level expansion, respectively. The rate coefficients
reported in Smith et al. (1985) are apparently higher than
the others. Chen & Reed (1989) suggested that this is par-
tially explained by the incomplete autoionization channels
included in Smith et al. (1985). The present calculation
gives higher rates than the those of Goldstein et al. (1989)
and Chen & Reed (1989) using a similar technique, but
lower than the Breit-Pauli R-matrix results. The discrep-
ancies between the Chen & Pradhan (2002) values and our
results at 0.2 keV are 42% on the partial rate to 2s22p53s
3P1, and 28% on the total rate.
Appendix B.2: Comparing with recent R-matrix results: main
transitions
More recently, new R-matrix calculations of Ne-like species
were performed by Loch et al. (2006) and Liang & Badnell
(2010). The new calculations include more close-coupling
expansions than the earlier Breit-Pauli work by Chen &
Pradhan (2002). For Fexvii, the total atomic levels are
139 levels in Loch et al. (2006) and 209 levels in Liang &
Badnell (2010). Here we further compare our calculation
with the two new results for the four 3s levels of Fexvii.
The effective collision strengths are taken from the OPEN-
ADAS database1.
As shown in Fig. B.1, the differences among the three
datasets are reasonably small. Our calculation agrees with
the R-matrix results within ∼ 5% for the 3P2 level in
0.1 − 1.0 keV, and within 5 − 20% for the 3P0 level. For
the 1P1 and 3P1 levels, our results are slightly lower, by
3−10% than those of Liang & Badnell (2010) and 15−20%
than those of Loch et al. (2006). In general, the differences
observed between the FAC and the recent R-matrix cal-
culations are well within the uncertainties among different
R-matrix results. The agreement on the Ne-like lines is even
better than those on the H-like and He-like species as re-
ported in Hitomi Collaboration et al. (2018).
The resonance and direct excitation of n = 3 and 4 for
Fexviii was calculated by Witthoeft et al. (2006), using R-
matrix with 195 levels. As shown in Fig. B.2, we compare
the calculations of two 3s levels which produce the strong
16 Å line. The FAC and R-matrix results again agree within
1 http://open.adas.ac.uk, ADF04
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Final state calculation rate at 0.2 keVa rate at 0.4 keVb rate at 1.0 keV
10−13 cm3 s−1
2s22p53s 3P2 Smith et al. (1985) 50.0 − −
Goldstein et al. (1989) 13.0 29.9 −
Chen & Reed (1989) 12.2 30.2 22.8
this work 19.0 44.0 34.5
2s22p53s 1P1 Smith et al. (1985) 48.0 − −
Goldstein et al. (1989) 16.1 37.6 −
Chen & Reed (1989) 14.4 36.9 27.9
this work 17.2 40.6 32.2
2s22p53s 3P0 Smith et al. (1985) 11.0 − −
Goldstein et al. (1989) 2.5 6.0 −
Chen & Reed (1989) 1.9 5.0 3.8
this work 2.9 6.9 5.6
2s22p53s 3P1 Smith et al. (1985) 38.0 − −
Goldstein et al. (1989) 15.1 36.7 −
Chen & Reed (1989) 14.2 37.1 28.5
Chen & Pradhan (2002) 22.7 − −
this work 16.0 38.9 31.4
All 2s22p53s states Smith et al. (1985) 147.0 − −
Goldstein et al. (1989) 46.7 110.1 −
Chen & Reed (1989) 42.7 109.2 83.0
Chen & Pradhan (2002) 70.4 − −
this work 55.1 130.4 103.7
(a) Values from Smith et al. (1985) are calculated at 217 eV.
(b) Values from Chen & Reed (1989) are calculated at 0.5 keV.
Table B.1. Partial resonance rates for the 2p53s levels of Fexvii
10%, which might potentially be ascribed to the uncertain-
ties of the atomic structure for this nine-electron system.
A similar R-matrix tool was used to calculate the elec-
tron collisional data for transitions among 342 levels of
Fexix (Butler & Badnell 2008). As shown in Fig. B.3, we
compare the calculations of four key excited levels with
n = 3. For the 3s level, the FAC value is higher than the
R-matrix one by 20% at 0.2 keV, and by 13% at 1 keV. As
for the 3p and 3d levels, the two theoretical models seem to
agree within 10% in the temperature range of astrophysical
interest.
The electron collision strengths for a total of 302
close-coupling levels of Fexx were reported in Witthoeft
et al. (2007), based on the R-matrix theory using an
intermediate-coupling frame transformation method. Their
results are compared with the FAC calculation, for four
low-lying levels shown in Fig. B.4. The comparison on the
3s 4P5/2 level reveals a maximum discrepancy of ∼ 20% at
0.4 keV. For the other three levels, the difference between
the two datasets are reasonably small.
A R-matrix calculation for C-like Fe excitation was re-
ported by Badnell & Griffin (2001). It was carried out with
the intermediate coupling frame transformation method for
200 close-coupling levels. In Fig. B.5, we show collision
strengths for four representative levels, which are among the
upper levels that produce the brightest emission lines. Our
calculation suggests that these levels are significantly con-
tributing to the resonant excitation. The FAC andR-matrix
results are in accord well within < 10% for Te = 0.1 − 10
keV.
We further test the electron-impact excitation of Fexxii
with the 204-level R-matrix results reported in Liang et al.
(2012). As plotted in Fig. B.6, detailed comparisons for the
effective collision strengths are made for four representa-
tive levels, which are selected again based on the related
line emissivities and the resonance contribution. For 2s22p
2P3/2 and 2s23s 2S1/2, the two calculations in general agree
for high temperatures, while the FAC values are lower than
the R-matrix values by ∼ 20% at ≤ 1 keV. The two ap-
proaches converge well for the other two levels 2s2p2 2P1/2
and 2s23d 2D3/2.
The R-matrix calculation of electron-impact excitation
of Fexxiii was made by Fernández-Menchero et al. (2014),
based on 238 fine-structure levels in both the configuration
interaction target and close-coupling collision expansions.
We compare the collision strengths for four strong Fexxiii
lines with their calculations, on which the resonance has a
large effect. As shown in Fig. B.7, the two data agree very
well within a difference of ≤ 5% for Te = 0.1− 10 keV.
In Fig. B.8 we compare our calculations of the total exci-
tation of four main Fexxiv lines with the R-matrix results
reported in Liang & Badnell (2011). TheR-matrix work was
done with the intermediate coupling frame transformation
method for 195 levels, and the Auger- as well as radiation-
damping effects were both taken into account. For 3s 2S1/2,
3d 2D3/2, and 3d 2D5/2, the R-matrix and our data agree
well with ∼ 5%, while for 3p 2P3/2, the difference between
the two approaches become slightly larger, ∼ 10%, for the
collision strengths at energy of ≤ 1 keV.
The illustrative comparison indicates that the difference
between the modern large-scale isolated resonance calcu-
lation and the recent interacting R-matrix becomes now
smaller than previously reported in Badnell et al. (1994).
The two methods are well in line within 20% for the direct
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Fig. B.1. Maxwellian-averaged collision strengths for four main Fexvii transitions. Red and green curves are the R-matrix data
taken from Liang & Badnell (2010) and Loch et al. (2006).
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Fig. B.2. Same as Fig. B.1 but for two Fexviii lines. The R-matrix data from Witthoeft et al. (2006) are shown in red.
transitions from the ground states to a few selected excited
levels at n = 3. As shown in Fig. 6, some excited levels
are heavily populated through cascade, indicating that the
line intensities could actually be significantly affected by
the excitation rate coefficients to higher states. In the fol-
lowing section, we will give an extensive comparison for all
the relevant rates.
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Appendix B.3: Comparing with recent R-matrix results:
scatter plots
The scatter plot in Fig. B.9 shows the comparison of the
effective collision strengths from the current and R-matrix
calculations, for all the excitations from the ground states.
The R-matrix results are a collection of the works men-
tioned in § B.2. The plot confirms that the two methods
agree on the strongest transitions within uncertainties of
∼ 20%. However, the discrepancies between the two meth-
ods on the weaker transitions are substantially larger, up
to a factor of two for Fexvii and Fexxiv, and one order of
magnitude for the rest ions, at the lowest effective collision
strengths. Note that orders of magnitude difference for weak
transitions are also found among different R-matrix calcula-
tions (ICFT, DARC, BSR, Fernández-Menchero et al. 2017
and references therein). These weak transitions would af-
fect the satellite lines directly, and might also influence the
main spectral lines collectively through cascade. As shown
in Fig. 7, the differences on the main transitions and on
the weak transitions are clearly reflected in the model spec-
tra, indicating that both contribute systematic uncertain-
ties that would significantly affect the astrophysical spectral
measurements.
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Fig. B.5. Same as Fig. B.1 but for four Fexxi lines. The R-matrix data from Badnell & Griffin (2001) are plot in red.
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Fig. B.9. Ratios of the effective collision strengths from the current calculations to those from the recent R-matrix calculations,
for all excitations from the ground states of the Fe-L species. The comparison is made at the temperature with peak ionization
concentration of each ion (see Fig. 7). The horizontal lines indicate 20% differences.
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