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Density functional embedding for molecular systems
Abstract
We introduce a density functional based embedding method for the study of molecular systems in
condensed phase. Molecular subunits are treated using a standard Kohn-Sham method together with an
embedding potential derived from orbital-free density functional theory, by using kinetic energy
functionals. The method leads to a linear scaling electronic structure approach that maps naturally onto
massively parallel computers. The application of the method for a molecular dynamics simulation of
water at ambient conditions results in a liquid with unstructured second solvation shell.  
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1 Introduction
Molecular dynamics simulations combined with electronic structure calcu-
lations [1] have emerged as standard tools in computational chemistry and
physics. One of the advantages of using electronic structure calculations in-
stead of pre-defined potentials is that many-body effects are explicitly in-
cluded. Despite recent progress in linear scaling techniques for electronic struc-
ture calculations these simulations are often restricted to rather small systems
and short simulation times due to the high computational costs. Especially
the study of molecular liquids is hampered by these restrictions. As widely
discussed in literature [2–6], for such systems the many body effects play a
crucial role and the need for new approaches with comparable accuracy but
reduced computational costs is evident.
Within the density functional approach the complexity of the problem can be
largely reduced by applying the original, orbital-free Hohenberg-Kohn (HK)
formalism [7] in place of the popular Kohn-Sham (KS) scheme. [8] However,the
available approximations to the exact kinetic energy functional are rather poor
and the description of chemical bonding is highly inaccurate.
A partly orbital-free density functional method was proposed by Cortona [9]
for solids and further extended by Wesolowski and coworkers [10–13] for molec-
ular interactions. By this method the whole system is partitioned in molecular
subunits and the interactions between the subunits is treated in terms of an
embedding potential derived from orbital-free density functional theory. Espe-
cially for systems with weak interactions this method offers the possibility to
reduce the computational complexity while still retaining an accurate descrip-
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tion of local properties. This has been demonstrated [14] for the calculation
of solvatochromatic shifts. Recently, the method has also been used in combi-
nation with other electronic structure methods. [11] We further develop this
approach to make it suitable to molecular condensed phase systems and apply
it to simulate liquid water at ambient conditions.
2 Methodology
The energy expression for the density functional embedding can be derived
as a generalization of the subtractive energy scheme used in QM/MM ap-
proaches. [15,16] The original idea is to divide the system in two parts and
treat them at two different levels of theory. By the first method the energy of
the entire system (A + B) is calculated. A second, more accurate, and com-
putationally more demanding method is then applied only to one of the two
parts (say A), taken as isolated from the rest of the system. The corrected
energy is
EA+B
1/2 = E
A+B
1 + E
A
2 − E
A
1 . (1)
We propose a generalization of this scheme where the system is partitioned
in N subsystems (Ai, i = 1, . . . N). The energy of each single unit is calcu-
lated at the higher level of theory, whereas method 1 is used to calculate the
interactions between the different parts. We use the HK and the KS energy
expressions as method 1 and method 2, respectively. The final embedding
formula for the total energy reads
E∪AiHK/KS = E
∪Ai
HK +
N∑
i
(
EAiKS − E
Ai
HK
)
. (2)
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The HK and KS energy expressions are defined by
EHK [ρ] = Es[ρ] + Eext[ρ] + Ecoul[ρ] + Exc[ρ] , (3)
EKS[ρ[{Φ}]] = Ts[{Φ}] + Eext[ρ] + Ecoul[ρ] + Exc[ρ] , (4)
ρ[{Φ}] =
∑
k
fk|Φk|
2 (5)
where fk are occupation numbers, {Φ} a set of orthogonal KS orbitals, Es[ρ]
denotes the non-interacting kinetic energy functional, Ts[{Φ}] the correspond-
ing orbital functional, and Eext, Ecoul, Exc are external, Coulomb, and exchange
and correlation energy. The correction term in the embedding formula
∆iEHK/KS = Ts[{Φ
i}] − Es[ρi] (6)
reduces to the difference between the contributions coming from the two dif-
ferent formulations of the kinetic energy functional, as computed on the sub-
systems. The total energy is therefore
E∪AiHK/KS = Es[ρ] +
∑
i
(
Ts[{φ
i}] − Es[ρi]
)
+ Eext[ρ] + Ecoul[ρ] + Exc[ρ] , (7)
where ρ =
∑
i ρi has been used. In contrast to the works of Wesolowski [10–13]
and Carter [11], who use only two subsystems and optimize the density of one
of them in the fixed embedding potential of the second, we optimize all the N
subunits simultaneously.
In our approach the energy functional in Eq. 7 is calculated using the Gaus-
sian and plane-waves method (GPW) [17,19] for the density dependent terms.
With this scheme periodic boundary conditions are included in a natural way
through the expansion of the density in plane waves. Moreover, as reported in
Ref. [19], using the GPW representation, the construction of the KS matrix
scales almost linearly with the size of the system. To get the final working
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equations we have to specify the constraints conditions on the KS orbitals of
the subsystems. In accordance with the original method by Cortona [9] we
choose only a minimal set of constraints
〈ΦAik | Φ
Ai
l 〉 = δkl, for all subsystems Ai , (8)
not enforcing orthogonality between orbitals in different subsystems. For ex-
act functionals and complete basis sets this constraint would be automatically
satisfied. However, in practical applications enforcing this orthogonality con-
straint could lead to improved results. In addition only Gaussian basis func-
tions localized on the atoms of the subunit Ai are used to expand the orbitals
belonging to the same subunit. The GPW method implies the application of
pseudopotentials in order to get an accurate and efficient description of the
total energy density in plane-waves. However, modern pseudopotentials in-
volve non-local components and therefore we have to specify how the external
energy Eext[ρ] has to be calculated. We choose again the most simple form [18]
Eext =
∫
Vlocal(r)ρ(r)dr +
∑
i
∑
k
fk〈Φ
Ai
k | V
A
nl (r, r
′) | ΦAik 〉 , (9)
restricting the short-ranged interactions to the subsystems. Because of these
restrictions the resulting KS matrix is strictly block diagonal, where each block
refers to one subunit.
From the variational principle we can now derive a set of coupled KS type
equations for the orbitals
(
−
1
2
∇2 + VKS[ρ] + Vem[ρ, ρ
Ai]
)
ΦAik = 
Ai
k
∑
l
SklΦ
Ai
l for all Ai (10)
that have to be solved self-consistently, where the embedding potential is de-
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fined as
Vem[ρ, ρ
A] =
δEs[ρ]
δρ
∣∣∣∣∣
ρ
−
δEs[ρ]
δρ
∣∣∣∣∣
ρA
. (11)
In virtue of the special form of the orbitals, also the diagonalization procedure
to solve the eigenvalues problem can be performed block-wise. In conclusion
the entire self consistent iteration turns out to be almost perfectly linear scal-
ing in the number of subsystems.
3 Computational details
All DFT embedding calculations and KS calculations in combination with
the Gaussian and plane-wave (GPW) method have been carried out with the
program package CP2K. [19] We employed dual-space pseudopotentials [20,21]
and adapted basis sets, which are available from the authors upon request (see
also [19,22]). The kinetic energy cutoff for the plane-wave expansion was set
to 400 Rydberg and the dimer calculations were performed using a supercell
approach with a cubic cell of length 20 A˚.
In order to verify our implementation we undertook several tests with dif-
ferent kinetic energy functionals (Thomas–Fermi (TF), see for example [23],
Lee–Lee–Parr (LLP) [24] Perdew–Wang (PW86) [25], Perdew–Wang 1991
(PW91), [12], Perdew–Burke–Ernzerhof (PBE) [26], and Lembarki–Chermette
(LC) [27]), different exchange correlation functionals (Becke-Perdew (BP) [28,25],
Becke–Lee–Yang–Parr (BLYP) [28,29], and PBE) and different basis sets. The
adiabatic dissociation energy is calculated as the difference between the ener-
gies of the optimized structures of the dimer and the monomer. The reported
interaction energies obtained by using the standard KS formalism are always
counterpoise corrected [30]. This correction becomes negligible in the embed-
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ded scheme described here, due to the partitioning in subunits.
Molecular dynamics calculations of liquid water were performed in the NVT
ensemble at 300 K using Nose´–Hoover thermostats and the experimental den-
sity. The timestep for integration was 0.5 fs and wavefunctions converged
to 5 · 10−8 in the density matrix. The total energy was conserved within
60 µhartree/molecule/ps.
4 Results
4.1 Dimers
In order to test the implementation, the water and hydrogen fluoride dimers
were investigated by means of static electronic structure calculations. The
resulting binding energies ∆D and geometrical parameters are given in ta-
ble 1, 2, and 3 and compared to full KS calculations. First the performance
of different kinetic energy functionals is compared for the water dimer and
the results are listed in table 1. Gradient corrected functionals improve signif-
icantly on the poor performance of the simple Thomas–Fermi functional. The
LLP functional is found to give results closer to the Kohn–Sham reference val-
ues with respect to PW86 and PW91. However, also the LLP approximation
gives an increased oxygen-oxygen distance (+3.8 pm) and a reduced dissoci-
ation energy (-5.3 kJ/mol). At least in these static calculations, much better
agreement is obtained by the LC functional, where the bond length and the
binding energy are almost perfectly reproduced. These results confirm similar
findings from ref. [12].
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Table 1
Water dimer geometrical parameters in pm and dissociation energies (∆D) in
kJ/mol with different kinetic energy functionals. All calculations with the BP [28,25]
exchange correlation functional and the DZVP basis set.
Kinetic energy functional ROO RHO ∆D
Kohn–Sham 289.0 99.2 23.4
TF 325.4 98.3 10.2
LLP 292.8 98.5 18.1
PW86 295.7 98.5 15.0
PW91 296.6 98.5 15.1
LC 288.7 98.6 21.0
In order to test the basis set dependences we have optimized the dimer struc-
tures and energies using basis sets of different quality. All calculations are
undertaken with the BLYP functional in combination with the LLP kinetic
energy functional. For the Kohn–Sham results a clear convergence with the
basis set size can be seen, both for the HF and the H2O dimer. Whereas
for the DZVP basis there is still a considerable basis set superposition error,
we find for larger basis sets errors below 1 kJ/mol. For the DFT embedding
method no clear convergence pattern can be found. Except for the DZVP ba-
sis, results for structure and bonding do not vary much. This is different for
the hydrogen bond angle where variations by 3 to 6 degrees are observed. The
comparison of the DFT embedding method to the full KS calculations does
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not show any evident improving trend in the bond length and in the angle by
increasing the size of the basis set. We observe again a systematic increase of
the hydrogen bond length and a reduction of the bond energy that in the worst
cases can be as large as 5.5 kJ/mol. The hydrogen bond in the HF dimer is
on average 6% too long and is also slightly more bent. The hydrogen bond
angle is well reproduced for the water dimer but the oxygen-oxygen distance
is again too long by ∼ 2.5% for the LLP functional. However, at least for the
water dimer, the binding energy gets closer to the KS value going from DZVP
to aug-QZV2P.
4.2 Liquid water
The DFT embedding method is optimally suited for the simulation of molec-
ular liquids. The weak interactions between the molecules allow for an easy
identification of the subsystems and guarantee a high localization of charge.
Furthermore, Wesolowski [12] has shown that the approximation for the ki-
netic part of the interaction energy provides good results. However, it has to
be seen if this findings for dimer structures are also valid for the liquid state.
Another open question is the performance of the restricted orthogonality con-
straint enforced in the current implementation.
To test our DFT embedding scheme we have performed molecular dynamics
simulations of liquid water in the NVT ensemble at 320 K and experimental
density. The simulation cell consists of 64 molecules. In a first simulation we
use a TZV2P basis set, the BLYP exchange and correlation functional and the
LLP kinetic energy functional. The calculation was started from the final con-
figuration of a previous simulation using classical force fields. From the total
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Table 2
HF dimer geometries in pm and ◦, dissociation (∆D) and counterpoise energies
(BSSE) in kJ/mol with different methods. In brackets are reported the differences
between the DFT embedding results and the corresponding values calculated with
the standard KS formalism. All calculations with the BLYP exchange correlation
functional and LLP kinetic energy functional.
Kohn–Sham DFT embedding
Basis set RFF ∠FFH ∆D BSSE RFF ∠FFH ∆D
aug-QZV3P 277.1 6.2 17.8 0.1 294.4 9.0 12.6
(17.3) (2.8) (-5.2)
QZV3P 277.0 6.5 17.9 0.3 294.3 12.0 12.7
(17.3) (5.5) (-5.2)
aug-TZV2P 274.3 5.9 17.9 0.4 295.2 9.9 12.4
(20.9) (4.0) (-5.5)
TZV2P 275.9 7.0 18.5 0.9 290.0 12.5 13.5
(14.1) (5.5) (-5.0)
aug-DZVP 278.6 5.5 17.1 1.1 291.7 8.8 13.6
(13.1) (3.3) (-3.5)
DZVP 275.1 11.4 19.5 4.1 278.5 6.6 15.4
(3.4) (-4.8) (-4.1)
10 ps trajectory the last 5 ps served to calculate radial distribution functions.
In figure 1 radial pair distribution functions for oxygen-oxygen (gOO), oxygen-
hydrogen, and hydrogen-hydrogen from this simulation are shown together
with experimental values [31] and results from Kohn–Sham calculations [32]
using the same system size, temperature and exchange-correlation functional.
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Table 3
Water dimer geometries in pm and ◦, dissociation (∆D) and counterpoise energies
(BSSE) in kJ/mol with different methods. In brackets are reported the differences
between the DFT embedding results and the corresponding values calculated with
the standard KS formalism. All calculations with the BLYP exchange correlation
functional and LLP kinetic energy functional.
Kohn–Sham DFT embedding
Basis set ROO ∠OOH ∆D BSSE ROO ∠OOH ∆D
aug-QZV2P 293.7 5.4 18.4 0.4 301.3 5.5 14.8
(7.6) (0.1) (-3.6)
QZV2P 293.2 4.4 19.5 1.2 303.6 3.2 15.5
(10.4) (-1.2) (-4.0)
aug-TZV2P 293.4 5.3 18.6 0.5 302.9 5.8 14.7
(9.4) (0.5) (-3.9)
TZV2P 292.9 5.1 20.2 1.5 301.6 4.4 16.1
(8.7) (-0.7) (-4.1)
aug-DZVP 293.6 5.1 20.1 2.3 301.5 4.5 15.8
(7.9) (-0.6) (-4.3)
DZVP 292.7 5.6 23.8 3.4 297.3 1.1 18.3
(4.6) (-4.5) (-5.5)
The agreement between DFT embedding and experiment is rather poor com-
pared to the performance of the Kohn–Sham calculation. However, this should
not come as a surprise since the structure of the liquid is closely related to
the intermolecular potential. The first neighbor peak position is at a too large
distance in the same manner as the hydrogen bond in the dimers was over-
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Fig. 1. Partial radial pair distribution functions of water. Full line: experimental
values [31], dotted line: Kohn–Sham BLYP values [32], dashed line: DFT embedding
(this work).
estimated. The peak heights that are related to the dissociation energies are
underestimated and any signature of a second solvation shell is missing in the
DFT embedding simulation.
Three further simulations were carried out in order to better understand the
water structure as described with the DFT embedding method. A calculation
with a larger basis set (aug-QZV3P) did not result in any significant change
in the radial distribution functions. In the second simulation we applied again
the TZV2P basis set but this time in combination with the PBE functional.
The kinetic energy functional was approximated using a gradient corrected
functional with an enhancement factor taken from the PBE exchange func-
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Fig. 2. Oxygen-oxygen partial radial pair distribution functions of water for different
combinations of kinetic energy/exchange-correlation functionals.
tional. This combination of functionals and basis set results in a dimer geom-
etry with an oxygen-oxygen distance of 296.5 pm and a dissociation energy
of 17.0 kJ/mol. Finally, in the third simulation we used the LC kinetic en-
ergy functional in combination with the PBE exchange-correlation functional.
The corresponding dimer values are ROO = 294.8 pm and 18.7 kJ/mol bind-
ing energy. From these dimer geometries one could expect a first peak in the
O−O radial distribution function closer to experiment. The gOO for the three
different combinations of functionals together with the reference Kohn–Sham
calculation using the BLYP functional are shown in figure 2. Although the on-
set of the curves is shifted according to the dimer distances, with the LC/PBE
curve very close to the Kohn–Sham result, all DFT embedding results show
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a very similar structure. All peak heights are too small and no signature of a
the second shell structure can be found.
We can compare our results to the findings of a recent study by Barker and
Sprik [33] that used non flexible, empirical charge densities for the individ-
ual water molecules. They find similar radial distribution functions for model
densities that are not sufficiently polarised. Using empirical model densities
with increased dipole moment they were able to reproduce experimental radial
distribution functions.
5 Summary and conclusions
We have implemented a DFT embedding scheme that combines fully self-
consistent Kohn–Sham energy calculations for molecular subunits with an
orbital-free kinetic energy functional calculation for the interaction potential.
This method is an extention of the recent implementations [12,11] of Cortona’s
original method. [9] Using the Gaussian and plane-waves approach [17,19]
combined with a restricted local expansion of the Kohn–Sham orbitals we
arrive at an easily parallelizable almost linear scaling method.
Test calculation on water and HF dimers using different types of kinetic en-
ergy functionals and series of basis sets, give results in agreement with com-
parable methods from literature. We find consistently longer and weaker hy-
drogen bonds than with the corresponding Kohn–Sham method. In agreement
with the dimer results, the calculations on liquid water at ambient conditions
revealed a maximum of the first oxygen-oxygen peak in the radial distribution
function between 2.82 and 2.88 A˚ , depending on the combination of kinetic
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and exchange-correlation energy functionals, but no signature of a second sol-
vation shell.
We can guess that as a result of the non-orthogonality of the Kohn–Sham
orbitals on different subsystems an underestimation of Pauli repulsion oc-
curs that is not compensated by the kinetic energy functionals. This leads to
molecular electron densities that are too extended and induce too large inter-
molecular distances. Another result of this deficiency is that the molecules are
not fully polarised which leads to a smaller long range order and might be the
cause for the lack of a second solvation shell.
Despite the problems encountered with the description of the structure of
liquid water we believe that the DFT embedding method presented here will be
useful in future studies of molecular condensed phase systems. The method has
several appealing features, starting form its computational performance, the
lack of basis set superposition error, to its accurate description of subunits with
well established Kohn–Sham functionals. Improvements regarding this scheme
can be expected from an inclusion of inter-subunit orthogonality constraints
and possible new developments of kinetic energy functionals.
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