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ON THE NUMBER OF INEQUIVALENT BINARY
SELF-ORTHOGONAL CODES
XIANG-DONG HOU
Abstract. Let Ψk,n denote the number of inequivalent binary self-orthogonal
[n, k] codes. We present a method which allows us to compute Ψk,n explicitly
for a moderate k and an arbitrary n. Included in this paper are explicit
formulas for Ψk,n with k ≤ 5.
1. Introduction
Let F2 be the binary field. Throughout the paper, a code is a subspace of F
n
2
for some integer n > 0; an [n, k] code is a k-dimensional subspace of Fn2 . Let 〈·, ·〉
denote the usual inner product of Fn2 . A code C ⊂ F
n
2 is called self-orthogonal if
C ⊂ C⊥ where C⊥ = {x ∈ Fn2 : 〈x, y〉 = 0 for all y ∈ C}. The number of [n, k] self-
orthogonal codes is known. Let Φn,k be the set of all [n, k] self-orthogonal codes.
Then
|Φn,k| =

∏k
j=1(2
n+1−2j − 1)∏k
j=1(2
j − 1)
if n is odd,
(2n−k − 1)
∏k−1
j=1 (2
n−2j − 1)∏k
j=1(2
j − 1)
if n ≥ 2 is even,
see MacWilliams and Sloane [9, Ch. 19, §6].
Let Sn be the symmetric group on {1, . . . , n}. Sn acts on Fn2 by permuting
the coordinates of Fn2 . Two codes C1, C2 ⊂ F
n
2 are called equivalent if there is a
σ ∈ Sn such that C2 = Cσ1 . Self-orthogonality of codes is preserved under the
equivalence. Let Ψk,n be the number of inequivalent [n, k] self-orthogonal codes.
Unlike |Φn,k|, the number Ψk,n is much more difficult to compute. In [1], Conway
and Pless determined Ψk,2k for k ≤ 15 after classifying doubly even [32, 16] codes.
(Also see [2] for an update on Ψ15,30.) In a recent paper [8], the author considered
the asymptotic behavior of Ψk,2k and proved that
Ψk,2k ∼ τ · (2k)!2
1
2k(k−1) as k →∞,
where τ =
∏∞
j=1(1 + 2
−j). However, not much else is known about the number
Ψk,n.
The situation described above brings up a basic question: can Ψk,n be computed
explicitly? In this paper, we will see that the answer is “yes” for a moderate k and
an arbitrary n.
Our interest in the number Ψk,n is motivated by the important role it can play in
the classification of [n, k] self-orthogonal codes. Without knowing the number Ψk,n
Key words and phrases. binary self-orthogonal code, equivalence, general linear group, qua-
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beforehand, the known method to classify [n, k] self-orthogonal codes relies on the
mass formula. The algorithm of this method is sketched as follows. Assume that a
list of pairwise inequivalent [n, k] self-orthogonal codes C1, . . . , Ct has been found
and the cardinality of the automorphism group of each Ci has been determined.
Then
(1.1) n!
t∑
i=1
1
|Aut(Ci)|
is the number of [n, k] self-orthogonal codes equivalent to one of C1, . . . , Ct. If
the sum in (1.1) is < |Φn,k|, search for an [n, k] self-orthogonal code Ct+1 which
is inequivalent to all of C1, . . . , Ct, and compute |Aut(Ct+1)|. Add Ct+1 to the
list C1, . . . , Ct and update the sum in (1.1). The list C1, . . . , Ct is complete when
the sum in (1.1) equals |Φn,k|. In fact, Conway, Pless and Sloane’s classifications
of self-orthogonal codes of length up to 30 and doubly even [32, 16] codes were
obtained using this method [1, 10, 11]. On the other hand, if the number Ψk,n is
known beforehand, the algorithm to classify [n, k] self-orthogonal codes is greatly
simplified. One only has to find Ψk,n pairwise inequivalent [n, k] self-orthogonal
codes.
A key step in the computation of Ψk,n is to determine the numbers of zeros of
certain quadratic forms defined on Fn2 . This requires us to be able to tell the canon-
ical forms of those quadratic forms. For this purpose, a brief review of canonical
forms of binary quadratic forms is given in Section 2. In Section 3, we outline the
method for computing Ψk,n. We also prove a few preliminary results to be used
later. We derive the formula for Ψ3,n in Section 4 and the formula for Ψ4,n in
Section 5. Most of the details of the computations in Sections 4 and 5 are included.
In Section 6, we give the formula for Ψ5,n but omit the details of the computations.
It should be clear from the paper that the method works for k beyond the range
considered here. In Section 7, we give the numerical values of Ψk,n for k ≤ 5 and
n ≤ 40.
In our notation, N = {0, 1, 2, . . .}. Mk×n is the set of all k×n matrices over F2.
The n × n identity matrix is denoted by In or simply I when n is clear from the
context. 1(n) is the 1× n all one vector. For two matrices A,B,
A⊕B :=
[
A
B
]
.
For each function f : Fn2 → F2, Z(f) := {x ∈ F
n
2 : f(x) = 0}. For n ∈ Z, ν(n) is
the 2-adic order of n. We also define
δ(n) =
{
0 if n ≤ 0,
1 if n > 0.
A congruence a ≡ b (mod n) is abbreviated as a ≡ b (n).
2. Binary Quadratic Forms
A quadratic form in n variables over F2 is a function f : F
n
2 → F2 of the form
(2.1) f(x1, . . . , xn) =
∑
i≤j
aijxixj ,
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where aij ∈ F2. Of course, the quadratic form in (2.1) can also be written as
f(x1, . . . , xn) =
∑
i<j
aijxixj +
∑
i
aiixi.
Let
Λn = {A ∈Mn×n : A
T = A and all diagonal entries of A are 0}.
Then there is a bijection between Mn×n/Λn and the set of all quadratic forms in n
variables over F2:
A+ Λn ←→ (x1, . . . , xn)A(x1, . . . , xn)
T .
We say that A is a matrix of the quadratic form (x1, . . . , xn)A(x1, . . . , xn)
T .
Let f(x1, . . . , xn) and g(x1, . . . , xn) be two quadratic forms over F2 with matrices
A and B respectively. If f(x1, . . . , xn) = g
(
(x1, . . . , xn)Q
)
for some Q ∈ GL(n,F2),
we say that f and g are linearly equivalent and we write f ∼= g. Clearly, f ∼= g if
and only if
(2.2) A ≡ QBQT (mod Λn)
for some Q ∈ GL(n,F2). If two matrices A,B ∈ Mn×n satisfy (2.2), we write
A ∼= B. Therefore, finding the canonical form of a quadratic form under linear
equivalence is the same as finding the canonical form of its matrix under the equiv-
alence ∼=. In practice, it is more convenient to work with the matrices than the
quadratic forms themselves.
In the following theorem, we collect some well known results on the canonical
forms and numbers of zeros of binary quadratic forms.
Theorem 2.1.
(i) Every A ∈ Mn×n is ∼= equivalent to exactly one of the following canonical
forms: 
2r

0 1
0 0
. . .
0 1
0 0
0
. . .
0

, 0 ≤ r ≤
n
2
,

2r

0 1
0 0
. . .
0 1
0 0
1 1
0 1
0
. . .
0

, 1 ≤ r ≤
n
2
,
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2r

0 1
0 0
. . .
0 1
0 0
1
0
. . .
0

, 0 ≤ r ≤
n− 1
2
.
We say that the matrix A and its corresponding quadratic form f =
(x1, . . . , xn)A(x1, . . . , xn)
T are of type (n, r, 0, 0) or (n, r, 1, 0) or (n, r, 0, 1)
according to the above three types of canonical forms of A. In a type
(n, r, u, v), n, r, v ∈ N but u ∈ F2. The type of A or f is denoted by type(A)
or type(f).
(ii) We have
[
1
1
]
∼=
[
1 0
0 0
]
,
1 10 1
1
 ∼=
0 10 0
1
 ,

1 1
0 1
1 1
0 1
 ∼=

0 1
0 0
0 1
0 0
 .
(iii) If type(Ai) = (ni, ri, ui, vi), i = 1, 2, then
(2.3) type(A1 ⊕A2) =
(
n1 + n2, r1 + r2, u1 + u2, δ(v1 + v2)
)
.
(iv) If type(A) = (n, r, u, v) and m ≥ 0, then
(2.4) type(A⊗ Im) = type(A⊕ · · · ⊕A︸ ︷︷ ︸
m
) =
(
mn, mr, mu, δ(m)v
)
.
(v) Let f(x1, . . . , xn) be a quadratic form over F2 of type (n, r, u, v). Then
(2.5) |Z(f)| = 2n−1 + (1 − v)(−1)u2n−1−r.
In Theorem 2.1, (i) is Dickson’s theorem [3, Theorem 199] specialized for F2; (ii)
– (v) can be verified easily; (v) is the main reason that binary quadratic forms are
used in many areas, see, for example, Dillon and Dobbertin [4, Appendix A]. It is
important to observe that if type(f) = (n, r, 0, 1), |Z(f)| = 2n−1 is independent of
r.
Theorem 2.2. Let N(n, r, u, v) be the number of quadratic forms of type (n, r, u, v)
in x1, . . . , xn over F2. Then
N(n, r, 0, 1) = 2r(r+1)
∏2r
i=0(2
n−2r+i − 1)∏r
i=1(2
2i − 1)
,
N(n, r, 0, 0) = 2r
2−1(2r + 1)
∏2r
i=1(2
n−2r+i − 1)∏r
i=1(2
2i − 1)
,
N(n, r, 1, 0) = 2r
2−1(2r − 1)
∏2r
i=1(2
n−2r+i − 1)∏r
i=1(2
2i − 1)
.
Proof. Let R0(s, n) be the set of all polynomial functions f(x1, . . . , xn) from F
n
2
to F2 such that deg f ≤ s and f(0) = 0. Let N(n, r) be the number of elements
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in R0(2, n)/R0(1, n) which are linearly equivalent to x1x2 + x3x4 + · · ·+ x2r−1x2r.
Then
(2.6) N(n, r) = 2r(r−1)
∏2r
i=1(2
n−2r+i − 1)∏r
i=1(2
2i − 1)
.
(Cf. [9, Ch. 15, Theorem 2] or [5, Lemma 2.2].) With a fixed r (0 ≤ r ≤ ⌊n2 ⌋), let
N(n,r)(u, v) be the number of g ∈ R0(1, n) such that
type(x1x2 + x3x4 + · · ·+ x2r−1x2r + g) = (n, r, u, v).
Write g = b1x1 + · · ·+ bnxn. Then
type(x1x2 + x3x4 + · · ·+ x2r−1x2r + g)
=

(n, r, 0, 1) if (b2r+1, . . . , bn) 6= 0,
(n, r, 0, 0) if (b2r+1, . . . , bn) = 0 and b1b2 + b3b4 + · · ·+ b2r−1b2r = 0,
(n, r, 1, 0) if (b2r+1, . . . , bn) = 0 and b1b2 + b3b4 + · · ·+ b2r−1b2r = 1.
Therefore,
(2.7)

N(n,r)(0, 1) = 2
2r(2n−2r − 1),
N(n,r)(0, 0) = 2
2r−1 + 2r−1,
N(n,r)(1, 0) = 2
2r−1 − 2r−1.
Since N(n, r, u, v) = N(n, r) · N(n,r)(u, v), the conclusion of the theorem follows
immediately form (2.6) and (2.7). 
We can define addition and scalar multiplication for types. Let A1 and A2 be
square matrices over F2 and let m ∈ N. We define
type(A1)⊞ type(A2) = type(A1 ⊕A2)
and
m∗type(A1) = type(A1 ⊕ · · · ⊕A1︸ ︷︷ ︸
m
) = type(A1⊗Im) = type(A1)⊞ · · ·⊞ type(A1)︸ ︷︷ ︸
m
.
Then (2.3) and (2.4) become
(2.8) (n1, r1, u1, v1)⊞ (n2, r2, u2, v2) =
(
n1 + n2, r1 + r2, u1 + u2, δ(v1 + v2)
)
and
(2.9) m ∗ (n, r, u, v) =
(
mn, mr, mu, δ(m)v
)
.
In the subsequent sections, we will need to determine the number of common
zeros of several quadratic forms. The following lemma is useful for this purpose.
Lemma 2.3. Let f1, . . . , fr be functions from F
n
2 to F2. Then
|Z(f1) ∩ · · · ∩ Z(fr)| = −2
n +
1
2r−1
∑
(a1,...,ar)∈Fr2
|Z(a1f1 + · · ·+ arfr)|.
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Proof. We have ∑
(a1,...,ar)∈Fr2
|Z(a1f1 + · · ·+ arfr)|
=
∑
x∈Fn2
∑
(a1,...,ar)∈F
r
2
a1f1(x)+···+arfr(x)=0
1
= |Z(f1) ∩ · · · ∩ Z(fr)| · 2
r +
(
2n − |Z(f1) ∩ · · · ∩ Z(fr)|
)
2r−1
= |Z(f1) ∩ · · · ∩ Z(fr)| · 2
r−1 + 2n+r−1.
It follows that
|Z(f1) ∩ · · · ∩ Z(fr)| = −2
n +
1
2r−1
∑
(a1,...,ar)∈Fr2
|Z(a1f1 + · · ·+ arfr)|.

3. Outline of the Method and Preliminary Results
Let
Sk×n = {X ∈Mk×n : XX
T = 0}.
We will treat the elements in the symmetric groupSn as n×n permutation matrices.
The group GL(k,F2) × Sn acts on Sk×n as follows: For A ∈ GL(k,F2), P ∈ Sn
and X ∈ Sk×n,
X(A,P ) = A−1XP.
EachX ∈ Sk×n generates a code (the row space of X) in Fn2 which is self-orthogonal
and of dimension ≤ k. Two matrices X1, X2 ∈ Sk×n generate equivalent codes if
and only if X1 and X2 are in the same GL(k,F2) × Sn-orbit. Let Ψ≤k,n be the
number of GL(k,F2)×Sn-orbits in Sk×n. Then Ψ≤k,n is the number of inequivalent
self-orthogonal codes in Fn2 of dimension ≤ k. Clearly,
Ψk,n = Ψ≤k,n −Ψ≤k−1,n.
Therefore, to compute Ψk,n, it suffices to compute Ψ≤k,n. We will concentrate on
Ψ≤k,n in the paper.
We will need two notions of equivalence between matrices. For X1, X2 ∈Mk×n,
we write X1 ≈ X2 if there exits P ∈ Sn such that X1 = X2P ; we write X1 ∼ X2
if there exist A ∈ GL(k,F2) and P ∈ Sn such that X1 = A−1X2P .
We first take a moment to determine Ψ≤0,n, Ψ≤1,n and Ψ≤2,n. Obviously,
Ψ≤0,n = 1,
Ψ≤1,n =
⌊n
2
⌋
+ 1.
Proposition 3.1. We have
Ψ≤2,n =
1
3
(⌊n
6
⌋
+ 1
)
+
1
2
(⌊n
2
⌋
−
⌊n
4
⌋
+ 1
)(⌊n
4
⌋
+ 1
)
+
1
36
(⌊n
2
⌋
+ 3
)(⌊n
2
⌋
+ 2
)(⌊n
2
⌋
+ 1
)
.
(3.1)
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Proof. Every matrix in S2×n is ∼ equivalent to a matrix of the form
Xa,b,c :=
[ a︷ ︸︸ ︷
1 · · · 1
1 · · · 1
b︷ ︸︸ ︷
1 · · · 1
0 · · · 0
c︷ ︸︸ ︷
0 · · · 0
1 · · · 1
0 · · · 0
0 · · · 0
]
,
where a, b, c are all even. Moreover, Xa,b,c ∼ Xa′,b′,c′ if and only if a′, b′, c′ is a
permutation of a, b, c. Therefore,
Ψ≤2,n =
∣∣{(a1, a2, a3) ∈ N3 : 0 ≤ a1 ≤ a2 ≤ a3, a1 + a2 + a3 ≤ n
2
}∣∣.
Let
A =
{
(a1, a2, a3) ∈ N
3 : a1 + a2 + a3 ≤
n
2
}
,
A123 =
{
(a, a, a) ∈ A
}
and for i, j ∈ {1, 2, 3}, let
Aij = {(a1, a2, a3) ∈ A : ai = aj}.
Then
Ψ≤2,n = |A123|+
1
3
|(A12 ∪ A13 ∪ A23) \ A123|+
1
6
|A \ (A12 ∪ A13 ∪ A23)|
=
2
3
|A123|+
1
6
|A12 ∪A13 ∪ A23|+
1
6
|A|.
By the inclusion-exclusion formula,
|A12 ∪ A13 ∪ A23| = 3|A12| − 2|A123|.
Hence
(3.2) Ψ≤2,n =
1
3
|A123|+
1
2
|A12|+
1
6
|A|.
Clearly,
(3.3) |A123| =
⌊n
6
⌋
+ 1,
(3.4) |A| =
∣∣{(a1, a2, a3, a4) ∈ N4 : a1 + a2 + a3 + a4 = ⌊n
2
⌋}∣∣ = (⌊n2 ⌋+ 3
3
)
and
|A12| =
∑
a1,a3∈N
2a1+a3≤
n
2
1
=
∑
0≤a1≤⌊
n
4 ⌋
∑
0≤a3≤⌊
n
2 ⌋−2a1
1
=
∑
0≤a1≤⌊
n
4 ⌋
(⌊n
2
⌋
− 2a1 + 1
)
=
(⌊n
2
⌋
+ 1
)(⌊n
4
⌋
+ 1
)
−
⌊n
4
⌋ (⌊n
4
⌋
+ 1
)
=
(⌊n
2
⌋
−
⌊n
4
⌋
+ 1
)(⌊n
4
⌋
+ 1
)
.
(3.5)
Equation (3.1) follows from (3.2) – (3.5). 
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Unfortunately, the combinatorial method in Proposition 3.1 does not seem to
have a generalization for Ψ≤k,n with k ≥ 3. To compute Ψ≤k,n with k ≥ 3, we
start afresh with a more algebraic approach.
By the Burnside lemma,
(3.6) Ψ≤k,n =
1
|GL(k,F2)×Sn|
∑
A∈GL(k,F2)
P∈Sn
|Fix(A,P )|,
where
Fix(A,P ) = {X ∈ Sk×n : X
(A,P ) = X}
= {X ∈Mk×n : AX = XP, XX
T = 0}.
If G is a group, C(G) denotes a set of representatives of the conjugacy classes of
G. For g ∈ G, centG(g) denotes the centralizer of g in G. A partition of an integer
n > 0 is a sequence of nonnegative integers λ = (λ1, λ2, . . . ) such that
∑
i≥1 iλi = n.
We write λ ⊢ n to mean that λ is a partition of n. For λ = (λ1, λ2, . . . ) ⊢ n and
0 ≤ a < b, we define
λa,b =
∑
i≡a (b)
λi.
This expression will appear repreatedly in formulas later on. For each λ ⊢ n,
let Pλ ∈ Sn be the “canonical” permutation of cycle type λ. For example, if
λ = (0, 2, 1) ⊢ 7, then Pλ = (1, 2)(3, 4)(5, 6, 7) as a permutation and
Pλ =
[
0 1
1 0
]
⊕
[
0 1
1 0
]
⊕
0 1 00 0 1
1 0 0

as a permutation matrix. We can choose C(Sn) = {Pλ : λ ⊢ n}. If λ =
(λ1, λ2, . . . ) ⊢ n, it is well known that
|centSn(Pλ)| = λ1!λ2! · · · 1
λ12λ2 · · · .
Therefore, we can write (3.6) as
Ψ≤k,n =
∑
A∈C(GL(k,F2))
P∈C(Sn)
1
|centGL(k,F2)(A)| |centSn(P )|
|Fix(A,P )|
=
∑
A∈C(GL(k,F2))
1
|centGL(k,F2)(A)|
∑
λ=(λ1,λ2,... )⊢n
|Fix(A,Pλ)|
λ1!λ2! · · · 1λ12λ2 · · ·
.
(3.7)
In (3.7), the elements in C(GL(k,F2)) are the canonical forms of k × k invertible
matrices and they can be enumerated in terms of their elementary divisors. As
for |centGL(k,F2)(A)|, it suffices to assume that all the elementary divisors of A
are powers of a single irreducible polynomial in F2[x] since if A = A1 ⊕ A2, Ai ∈
GL(ki,F2), where every elementary divisor of A1 is prime to every elementary
divisor of A2, then
|centGL(k,F2)(A)| = |centGL(k1,F2)(A1)| |centGL(k2,F2)(A2)|.
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Theorem 3.2. ([6, Theorem 3.6]) Assume that A is a k×k matrix over Fq with el-
ementary divisors f1, . . . , f1︸ ︷︷ ︸
µ1
, f2, . . . , f2︸ ︷︷ ︸
µ2
, . . . , where f ∈ Fq[x] is irreducible of degree
d. Then
|centGL(k,Fq)(A)| =
∏
i≥1
qdµi(1µ1+2µ2+···+iµi+iµi+1+··· )
µi∏
j=1
(1− q−dj).
Now, the only component in (3.7) that needs to be determined is |Fix(A,Pλ)|.
Theorem 3.3. Let λ = (λ1, λ2, . . . ) ⊢ n and let A ∈ GL(k,F2) with multiplicative
order o(A) = t. For each d | t, let sd = k− rank(Ad− I), let Bd ∈Mk×sd such that
its columns form a basis of
{x ∈ Fk2 : (A
d − I)x = 0},
and let
(3.8) αd =
∑
i≥1, ν(i)≤ν(t)
gcd(i,t)=d
λi.
Then
(3.9) |Fix(A,Pλ)| = 2
P
ν(i)>ν(t) sgcd(i,t)λi · n(A),
where n(A) is the number of sequences of matrices (Yd)d|t with Yd ∈Msd×αd and
(3.10)
∑
d|t
d−1∑
j=0
AjBdYdY
T
d B
T
d (A
j)T = 0.
Proof. First note that |Fix(A,Pλ)| = |Fix(A,P
−1
λ )| since Pλ and P
−1
λ are conju-
gates. We will compute |Fix(A,P−1λ )| since the notation is more convenient for
|Fix(A,P−1λ )|.
Let X ∈Mk×n. Then AX = XP
−1
λ if and only if
(3.11) X =
[
. . . ; x
(i)
1 , Ax
(i)
1 , . . . , A
i−1x
(i)
1︸ ︷︷ ︸
i
; . . . ;x
(i)
λi
, Ax
(i)
λi
, . . . , Ai−1x
(i)
λi︸ ︷︷ ︸
i
; . . .
]
,
︸ ︷︷ ︸
λi
where i ≥ 1 and x
(i)
j ∈ F
k
2 with (A
i − I)x
(i)
j = 0, 1 ≤ j ≤ λi. Put di = gcd(i, t).
Note that x
(i)
1 , . . . , x
(i)
λi
are in the column space of Bdi , hence [x
(i)
1 , . . . , x
(i)
λi
] = BdiXi
for some Xi ∈Msdi×λi . Therefore we can write (3.11) as
(3.12) X ≈
[
. . . ; BdiXi, ABdiXi, . . . , A
i−1BdiXi; . . .
]
,
where Xi ∈ Msdi×λi is arbitrary but the equivalence ≈ is given by a fixed column
permutation. Since (Adi − I)Bdi = 0, i.e., A
diBdi = Bdi , we have
(3.13)[
BdiXi, ABdiXi, . . . , A
i−1BdiXi
]
≈
[
BdiXi, ABdiXi, . . . , A
di−1BdiXi
]
⊗ 1(
i
di
).
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From (3.12) and (3.13), we have
XXT =
∑
i≥1
i/di odd
di−1∑
j=0
AjBdiXiX
T
i B
T
di(A
j)T
=
∑
d|t
d−1∑
j=0
AjBdYdY
T
d B
T
d (A
j)T ,
where Yd is the concatenation of all Xi with ν(i) ≤ ν(t) and gcd(i, t) = d. Thus
XXT = 0 if and only if (3.10) holds. The equationXXT = 0 imposes no restriction
on Xi with ν(i) > ν(t) and the number of Xi with ν(i) > ν(t) is
2
P
ν(i)>ν(t) sdiλi .
Therefore, we have
|Fix(A,P−1λ )| = 2
P
ν(i)>ν(t) sdiλi ·
(
the number of (Yd)d|t satisfying (3.10)
)
= 2
P
ν(i)>ν(t) sdiλi · n(A).

In Theorem 3.3 (equation (3.9)), the remaining question is how to compute the
number n(A). We now set to answer this question.
Put YdY
T
d = [z
(d)
ij ]sd×sd where z
(d)
ij = z
(d)
ji . Then each entry of the left side of
(3.10) is a linear function of z
(d)
ij , 0 ≤ i ≤ j ≤ sd, d | t. Thus (3.10) can be written
as a system of L equations
(3.14)
∑
d|t
∑
0≤i≤j≤sd
c
(d)
l;ijz
(d)
ij = 0, 1 ≤ l ≤ L,
where c
(d)
l;ij ∈ F2 are constants. We define c
(d)
l;ij = 0 for i > j and let C
(d)
l =
[c
(d)
l;ij ]sd×sd . Although the left side of (3.10) is a symmetric matrix of size k× k, the
number L of equations in (3.14) is usually much smaller than 12k(k+1), as we will
see in actual computations.
Write Yd = [y
(d)
ij ]sd×αd and let Y˜d be the concatenation of all the rows of Yd, i.e.,
Y˜d =
[
y
(d)
11 , . . . , y
(d)
1,αd
, . . . , y
(d)
sd,1
, . . . , y(d)sd,αd
]
1×(sdαd)
.
Since [
y
(d)
i1 , . . . , y
(d)
i,αd
][
y
(d)
j1 , . . . , y
(d)
j,αd
]T
= z
(d)
ij ,
we have ∑
0≤i≤j≤sd
c
(d)
l;ijz
(d)
ij = Y˜d(C
(d)
l ⊗ Iαd)Y˜
T
d .
Let Y1×θ be the concatenation of all Y˜d, d | t, where
(3.15) θ =
∑
d|t
sdαd.
Then (3.14) becomes
(3.16) Y
[⊕
d|t
(
C
(d)
l ⊗ Iαd
)]
Y T = 0, 1 ≤ l ≤ L.
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The left side of (3.16) is a quadratic form in Y , which is denoted by fl(Y ). There-
fore,
n(A) = |Z(f1) ∩ · · · ∩ Z(fL)|
= −2θ + 2−L+1
∑
(a1,...,aL)∈FL2
|Z(a1f1 + · · ·+ aLfL)| (by Lemma 2.3).
(3.17)
In (3.17), we have
a1f1 + · · ·+ aLfL = Y
[⊕
d|t
[( L∑
l=1
alC
(d)
l
)
⊗ Iαd
]]
Y T .
Put
C(a1,...,aL) =
⊕
d|t
[( L∑
l=1
alC
(d)
l
)
⊗ Iαd
]
, (a1, . . . , aL) ∈ F
L
2 .
By Theorem 2.1, |Z(a1f1 + · · ·+ aLfL)| = |Z(Y C(a1,...,aL)Y
T )| is determined by
type(C(a1,...,aL)) =⊞
d|t
[
αd ∗ type
( L∑
l=1
alC
(d)
l
)]
.
To sum up, we have the following algorithm for computing n(A).
Algorithm 3.4 (An algorithm for computing n(A)).
Step 1. Let YdY
T
d = [z
(d)
ij ] and write (3.10) entry wise, in the form of∑
d|t
∑
0≤i≤j≤sd
c
(d)
l;ijz
(d)
ij = 0, 1 ≤ l ≤ L.
Record the matrices C
(d)
l = [c
(d)
l;ij ], 1 ≤ l ≤ L, d | t.
Step 2. For each (a1, . . . , aL) ∈ FL2 and d | t, determine type
(∑L
l=1 alC
(d)
l
)
.
Step 3. For each (a1, . . . , aL) ∈ FL2 , put C(a1,...,aL) =
⊕
d|t
[(∑L
l=1 alC
(d)
l
)
⊗ Iαd
]
and compute
type(C(a1,...,aL)) =⊞
d|t
[
αd ∗ type
( L∑
l=1
alC
(d)
l
)]
.
Find |Z(Y C(a1,...,aL)Y
T )| by (2.5).
Step 4. By (3.17)
(3.18) n(A) = −2θ + 2−L+1
∑
(a1,...,aL)∈FL2
|Z(Y C(a1,...,aL)Y
T )|.
When k is small, the above algorithm is effective, as we will see in the following
examples and in the computations of the subsequent sections.
Example 3.5. Let A =
[
0 1
1 0
]
∈ GL(2,F2). We determine n(A) by Algorithm 3.4.
We have o(A) = 2. Since
A− I =
[
1 1
1 1
]
and A2 − I = 0,
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we have s1 = 1, s2 = 2. We can choose
B1 =
[
1
1
]
, B2 = I2.
By (3.8) and (3.15),
(3.19) α1 =
∑
ν(i)=0
λi = λ1,2, α2 =
∑
ν(i)=1
λi = λ2,4, θ = α1 + 2α2.
Now we are in Step 1 of Algorithm 3.4. Put YdY
T
d = [z
(d)
ij ]. Then (3.10) becomes[
z
(1)
11 z
(1)
11
z
(1)
11 z
(1)
11
]
+
[
z
(2)
11 + z
(2)
22 0
0 z
(2)
11 + z
(2)
22
]
= 0,
i.e., {
z
(1)
11 = 0,
z
(2)
11 + z
(2)
22 = 0.
Thus, L = 2 and
C
(1)
1 = [1], C
(2)
1 = 0,
C
(1)
2 = [0], C
(2)
2 = I2.
In Step 2 of Algorithm 3.4, we find that
type(a1C
(1)
1 + a2C
(1)
2 ) =
{
(1, 0, 0, 0) if a1 = 0,
(1, 0, 0, 1) if a1 = 1,
type(a1C
(2)
1 + a2C
(2)
2 ) =
{
(2, 0, 0, 0) if a2 = 0,
(2, 0, 0, 1) if a2 = 1.
In Step 3, we have
type(C(a1,a2)) = α1 ∗ type(a1C
(1)
1 + a2C
(1)
2 )⊞ α2 ∗ type(a1C
(2)
1 + a2C
(2)
2 )
=

(θ, 0, 0, 0) if (a1, a2) = (0, 0),
(θ, 0, 0, δ(α1)) if (a1, a2) = (1, 0),
(θ, 0, 0, δ(α2)) if (a1, a2) = (0, 1),
(θ, 0, 0, δ(α1 + α2)) if (a1, a2) = (1, 1)
and
|Z(Y C(a1,a2)Y
T )| =

2θ if (a1, a2) = (0, 0),
(2− δ(α1))2θ−1 if (a1, a2) = (1, 0),
(2− δ(α2))2θ−1 if (a1, a2) = (0, 1),
(2− δ(α1 + α2))2θ−1 if (a1, a2) = (1, 1).
Finally, in Step 4, we arrive at
n(A) = −2θ + 2−1 · 2θ−1
[
8− δ(α1)− δ(α2)− δ(α1 + α2)
]
= 2α1+2α2−2
[
4− δ(α1)− δ(α2)− δ(α1 + α2)
]
.
By (3.9) and (3.19),
Fix
([
0 1
1 0
]
, Pλ
)
= 22
P
ν(i)>1 λi n(A)
= 2λ1,2+2λ0,2−2
[
4− δ(λ1,2)− δ(λ2,4)− δ(λ1,2 + λ2,4)
]
.
(3.20)
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Example 3.6. Let A =
[
0 1
1 1
]
∈ GL(2,F2). In this cases, o(A) = 3 and
Ad − I
{
is invertible if d = 1,
= 0 if d = 3.
So, s1 = 0, s3 = 2, and we can choose
B1 = ∅, B3 = I2.
(Note: B1 is a 2× 0 matrix. We denote an n× 0 matrix by ∅.) By (3.8),
(3.21) α3 =
∑
i≡3 (6)
λi = λ3,6.
With YdY
T
d = [z
(d)
ij ], (3.10) becomes[
0 z
(3)
11 + z
(3)
12 + z
(3)
22
z
(3)
11 + z
(3)
12 + z
(3)
22 0
]
= 0,
i.e.,
z
(3)
11 + z
(3)
12 + z
(3)
22 = 0.
Thus, L = 1 and
C
(3)
1 =
[
1 1
0 1
]
.
We have
type(a1C
(3)
1 ) =
{
(2, 0, 0, 0) if a1 = 0,
(2, 1, 1, 0) if a1 = 1,
type(Ca1) = α3 ∗ type(a1C
(3)
1 ) =
{
(2α3, 0, 0, 0) if a1 = 0,
(2α3, α3, α3, 0) if a1 = 1
and
|Z(Y Ca1Y
T )| =
{
22α3 if a1 = 0,
22α3−1 + (−1)α32α3−1 if a1 = 1.
Therefore,
n(A) = −22α3 + 22α3 + 22α3−1 + (−1)α32α3−1 = 22α3−1 + (−1)α32α3−1.
By (3.9) and (3.21),
Fix
([
0 1
1 1
]
, Pλ
)
= 22
P
i≡0 (6) λi n(A)
= 22λ0,6−1
[
22λ3,6 + (−1)λ3,62λ3,6
]
.
(3.22)
For the rest of this section, we collect a few lemmas which will simplify the
computation of |Fix(A,Pλ)| in many cases.
Lemma 3.7. We have
(3.23) |Fix(Ik, Pλ)| = 2
kλ0,2
∣∣∣Sk×λ1,2 ∣∣∣.
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Proof. Clearly, o(Ik) = 1, s1 = k and we can choose B1 = Ik. By (3.8), α1 =∑
ν(i)=0 λi = λ1,2. Equation (3.10) becomes
Y1Y
T
1 = 0,
where Y1 ∈Mk×α1 . The number of such Y1, i.e. n(Ik), is |Sk×α1 |. Hence by (3.9),
|Fix(Ik, Pλ)| = 2
k
P
ν(i)>0 λi
∣∣Sk×α1 ∣∣.

In (3.23),
∣∣Sk×λ1,2 ∣∣ is given by the next lemma.
Lemma 3.8. We have
(3.24) |Sk×n| =
∑
0≤l≤min{k, n2 }
|Φn,l| 2
1
2 l(l−1)
k∏
j=k−l+1
(2j − 1).
Proof. For each 0 ≤ l ≤ min{k, n2 }, let
S
(l)
k×n = {X ∈ Sk×n : rankX = l}.
Put
X = {(X,C) : X ∈ S
(l)
k×n, C ∈ Φn,l, C is the row space of X}.
Counting the number of elements (X,C) ∈ X in the order of X,C and in the order
of C,X , we have
|S
(l)
k×n| = |Φn,l| |{A ∈Mk×l : rankA = l}|.
In fact, for each X ∈ S
(l)
k×n, there is a unique C ∈ Φn,l such that (X,C) ∈ X . On
the other hand, for each C ∈ Φn,l with a basis c1, . . . , cl, (X,C) ∈ X if and only if
X = A
c1...
cl

for some A ∈Mk×l with rankA = l. Thus
|S
(l)
k×n| = |Φn,l|(2
k − 20)(2k − 21) · · · (2k − 2l−1)
= |Φn,l| 2
1
2 l(l−1)
k∏
j=k−l+1
(2j − 1).
It follows that
|Sk×n| =
∑
0≤l≤min{k, n2 }
|S
(l)
k×n|
=
∑
0≤l≤min{k, n2 }
|Φn,l| 2
1
2 l(l−1)
k∏
j=k−l+1
(2j − 1).

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We take another look of Lemmas 3.7 and 3.8. Let α1 = λ1,2. Then |Sk×α1 | =
n(Ik) and Lemma 3.8 gives a formula for this number in terms of |Φn,l|. However,
n(Ik) can also be computed directly using Algorithm 3.4, resulting in a formula
for n(Ik) not involving |Φn,l|. We follow the notation of Algorithm 3.4. With
Y1Y
T
1 = [z
(1)
ij ]k×k, (3.10) becomes
z
(1)
ij = 0, 1 ≤ i ≤ j ≤ k.
So, L = 12k(k + 1) and
C
(1)
1 =

1 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 , C(1)2 =

0 1 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 , . . . , C(1)k+1 =

0 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 0
 ,
. . . , C
(1)
1
2k(k+1)
=

0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 1
 .
As (a1, . . . , a 1
2k(k+1)
) runs through F
1
2 k(k+1)
2 ,
type(a1C
(1)
1 + · · ·+ a 12k(k+1)C
(1)
1
2k(k+1)
) = (k, r, u, v) N(k, r, u, v) times,
where N(k, r, u, v) is given by Theorem 2.2. Thus,
type
(
C(a1,...,a 1
2
k(k+1)
)
)
=
(
kα1, rα1, uα1, δ(α1)v
)
N(k, r, u, v) times.
Therefore,
|Sk×α1 |
=n(Ik)
=− 2kα1 + 2−
1
2k(k+1)+1
[ ∑
0≤r≤k2
N(k, r, 0, 0)(2kα1−1 + 2kα1−1−rα1)
+
∑
1≤r≤ k2
N(k, r, 1, 0)
(
2kα1−1 + (−1)α12kα1−1−rα1
)
+
∑
0≤r≤ k−12
N(k, r, 0, 1)
(
2kα1−1 + (1− δ(α1))2
kα1−1
)]
=− 2kα1 + 2−
1
2 (k+2)(k−1)
∑
0≤r≤ k2
∏2r
i=1(2
k−2r+i − 1)∏r
i=1(2
2i − 1)
2r
2−1
·
[
2kα1+r + 2kα1−1−rα1
(
2r + 1+ (−1)α1(2r − 1)
)
+ 2r+1(2k−2r − 1)
(
2kα1 − δ(α1)2
kα1−1
)]
.
(3.25)
Lemma 3.9. Let P ∈ Sn, A ∈ GL(k,F2) and B ∈ GL(l,F2). Assume that the
characteristic polynomials of A and B−1 are relatively prime. Then
(3.26) Fix(A⊕B,P ) =
{[X
Y
]
: X ∈ Fix(A,P ), Y ∈ Fix(B,P )
}
.
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In particular,
(3.27) |Fix(A⊕B,P )| = |Fix(A,P )| |Fix(B,P )|.
Proof. It suffices to prove that in (3.26), the right hand side is contained in the left
hand side. Let X ∈ Fix(A,P ) and Y ∈ Fix(B,P ). We have XXT = 0, Y Y T = 0,
and
(3.28)
[
A
B
] [
X
Y
]
=
[
X
Y
]
P.
It follows that
XY T = (XP )(Y P )T = (AX)(BY )T = AXY TBT ,
i.e.,
A(XY T ) = (XY T )(B−1)T .
Since the characteristic polynomials of A and (B−1)T are relatively prime, we
have XY T = 0. Thus
[
X
Y
]
∈ S(k+l)×n, which, combined with (3.28), implies that[
X
Y
]
∈ Fix(A⊕B,P ). 
Corollary 3.10. Let f1, . . . , ft ∈ F2[x] \ {x} be irreducible such that {f1, f∗1 }, . . . ,
{ft, f
∗
t } are pairwise disjoint, where f
∗
i is the reciprocal polynomial of fi. Let A =
A1 ⊕ · · · ⊕ At ∈ GL(k,F2), where Ai ∈ GL(ki,F2) whose elementary divisors are
powers of fi or f
∗
i . Then for each P ∈ Sn,
|Fix(A,P )| =
t∏
i=1
|Fix(Ai, P )|.
Lemma 3.11. Let f ∈ F2[x] \ {x} be an irreducible polynomial which is not
self-reciprocal. Let t be the smallest positive integer such that f | xt − 1. Let
A ∈ GL(k,F2) have elementary divisors f
1, . . . , f1︸ ︷︷ ︸
µ1
, . . . , f s, . . . , f s︸ ︷︷ ︸
µs
and let λ =
(λ1, λ2, . . . ) ⊢ n. Then
(3.29)
|Fix(A,Pλ)| = |{X ∈Mk×n : AX = XPλ}| = 2
deg f
P
j≥1 λjt
P
l≥1 µl min{l,2
ν(j)}.
Proof. Since the characteristic polynomials of A and A−1 are relatively prime, by
the proof of Lemma 3.9, AX = XPλ implies XX
T = 0. Hence
Fix(A,Pλ) = {X ∈Mk×n : AX = XPλ}.
To see the second equality in (3.29), note from (3.11) that
dim{X ∈Mk×n : AX = XPλ} =
∑
i≥1
[
k − rank (Ai − I)
]
λi.
By [7, Lemma 5.2 and its proof], we have
k − rank (Ai − I) =

deg f
∑
l≥1
µlmin{l, 2
ν(i)} if t | i,
0 if t ∤ i.
Therefore,
dim{X ∈Mk×n : AX = XPλ} = deg f
∑
j≥1
λjt
∑
l≥1
µlmin{l, 2
ν(j)}.
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Table 1. Information about C(GL(3,F2))
representative elementary divisors |centGL(3,F2)( )|
A1 = I3 x+ 1, x+ 1, x+ 1 2
3 · 3 · 7
A2 = [1]⊕
[
0 1
1 0
]
x+ 1, (x+ 1)2 23
A3 =
0 1 00 0 1
1 1 1
 (x+ 1)3 22
A4 = [1]⊕
[
0 1
1 1
]
x+ 1, x2 + x+ 1 3
A5 =
0 1 00 0 1
1 1 0
 x3 + x+ 1 7
A6 =
0 1 00 0 1
1 0 1
 x3 + x2 + 1 7

4. Computation of Ψ≤3,n
Recall that C(GL(k,F2)) is a set of representatives of the conjugacy classes of
GL(k,F2). We let C(GL(3,F2)) = {A1, . . . , A6} where A1, . . . , A6 are given in
Table 1. By (3.7), to determine Ψ≤3,n, it suffices to determine |Fix(Ai, Pλ)| for
i = 1, . . . , 6 and for all λ = (λ1, λ2, . . . ) ⊢ n. In the following computations, we will
use the notation of Theorem 3.3 and Algorithm 3.4.
4.1. Computation of |Fix(A1, Pλ)|.
By Lemma 3.7 and (3.25),
|Fix(A1, Pλ)| = 2
3λ0,2
∣∣S3×λ1,2 ∣∣
= 23λ0,2
[
23λ1,2−6
(
36− 35δ(λ1,2)
)
+ 22λ1,2−6 7
(
3 + (−1)λ1,2
)]
.
4.2. Computation of |Fix(A2, Pλ)|.
We have o(A2) = 2. Since
A2 − I = [0]⊕
[
1 1
1 1
]
, and A22 − I = 0,
we have s1 = 2, s2 = 3, and we can choose
B1 = [1]⊕
[
1
1
]
, B2 = I3.
By (3.8) and (3.15),
(4.1) α1 =
∑
ν(i)=0
λi = λ1,2, α2 =
∑
ν(i)=1
λi = λ2,4, θ = 2α1 + 3α2.
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With YdY
T
d = [z
(d)
ij ], equation (3.10) becomesz
(1)
11 z
(1)
12 z
(1)
12
z
(1)
12 z
(1)
22 z
(1)
22
z
(1)
12 z
(1)
22 z
(1)
22
+
 0 z
(2)
12 + z
(2)
13 z
(2)
12 + z
(2)
13
z
(2)
12 + z
(2)
13 z
(2)
22 + z
(2)
33 0
z
(2)
12 + z
(2)
13 0 z
(2)
22 + z
(2)
33
 = 0,
i.e., 
z
(1)
11 = z
(1)
22 = 0,
z
(1)
12 + z
(2)
12 + z
(2)
13 = 0,
z
(2)
22 + z
(2)
33 = 0.
Thus, L = 4 and
C
(1)
1 =
[
1 0
0 0
]
, C
(2)
1 = 0,
C
(1)
2 =
[
0 0
0 1
]
, C
(2)
2 = 0,
C
(1)
3 =
[
0 1
0 0
]
, C
(2)
3 =
0 1 10 0 0
0 0 0
 ,
C
(1)
4 = 0, C
(2)
4 =
0 0 00 1 0
0 0 1
 .
We have
type(a1C
(1)
1 + · · ·+ a4C
(1)
4 ) =

(2, 0, 0, 0) if (a1, a2, a3) = (0, 0, 0),
(2, 0, 0, 1) if a3 = 0, (a1, a2) 6= (0, 0),
(2, 1, 0, 0) if a3 = 1, (a1, a2) 6= (1, 1),
(2, 1, 1, 0) if (a1, a2, a3) = (1, 1, 1),
type(a1C
(2)
1 + · · ·+ a4C
(2)
4 ) =

(3, 0, 0, 0) if (a3, a4) = (0, 0),
(3, 0, 0, 1) if (a3, a4) = (0, 1),
(3, 1, 0, 0) if a3 = 1.
As (a1, . . . , a4) runs over F
4
2,
type(C(a1,...,a4))
=α1 ∗ type(a1C
(1)
1 + · · ·+ a4C
(1)
4 )⊞ α2 ∗ type(a1C
(2)
1 + · · ·+ a4C
(2)
4 )
=

(θ, 0, 0, 0) 1 time,
(θ, 0, 0, δ(α2)) 1 time,
(θ, 0, 0, δ(α1)) 3 times,
(θ, 0, 0, δ(α1 + α2)) 3 times,
(θ, α1 + α2, 0, 0) 6 times,
(θ, α1 + α2, α1, 0) 2 times.
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Therefore,
n(A2) = − 2
θ + 2−3
[
2θ + 2θ−1 + (1− δ(α2))2
θ−1 + 3
[
2θ−1 + (1− δ(α1))2
θ−1
]
+ 3
[
2θ−1 + (1 − δ(α1 + α2))2
θ−1
]
+ 6
(
2θ−1 + 2θ−1−(α1+α2)
)
+ 2
[
2θ−1 + (−1)α12θ−1−(α1+α2)
]]
=2θ−4
[
8− 3δ(α1)− δ(α2)− 3δ(α1 + α2)
]
+ 2α1+2α2−3(3 + (−1)α1).
By (3.9) and (4.1),
|Fix(A2, Pλ)|
=23
P
ν(i)>1 λi n(A2)
= 23λ0,4
[
22λ1,2+3λ2,4−4
[
8− 3δ(λ1,2)− δ(λ2,4)− 3δ(λ1,2 + λ2,4)
]
+ 2λ1,2+2λ2,4−3(3 + (−1)λ1,2)
]
.
4.3. Computation of |Fix(A3, Pλ)|.
We have o(A3) = 4. Since
A3 − I =
1 1 00 1 1
1 1 0
 , A23 − I =
1 0 11 0 1
1 0 1
 , A43 − I = 0,
we have s1 = 1, s2 = 2, s4 = 3 and we can choose
B1 =
11
1
 , B2 =
1 00 1
1 0
 , B4 = I3.
By (3.8) and (3.15)
(4.2) α1 = λ1,2, α2 = λ2,4, α4 = λ4,8, θ = α1 + 2α2 + 3α4.
With YdY
T
d = [z
(d)
ij ], equation (3.10) becomesz
(1)
11 z
(1)
11 z
(1)
11
z
(1)
11 z
(1)
11 z
(1)
11
z
(1)
11 z
(1)
11 z
(1)
11
+
z
(2)
11 + z
(2)
22 0 z
(2)
11 + z
(2)
22
0 z
(2)
11 + z
(2)
22 0
z
(2)
11 + z
(2)
22 0 z
(2)
11 + z
(2)
22

+
 0 z
(4)
11 + z
(4)
33 0
z
(4)
11 + z
(4)
33 0 z
(4)
11 + z
(4)
33
0 z
(4)
11 + z
(4)
33 0
 = 0,
i.e., {
z
(1)
11 + z
(2)
11 + z
(2)
22 = 0,
z
(1)
11 + z
(4)
11 + z
(4)
33 = 0.
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Thus, L = 2 and
C
(1)
1 = [1], C
(2)
1 =
[
1 0
0 1
]
, C
(4)
1 = 0,
C
(1)
2 = [1], C
(2)
2 = 0, C
(4)
2 =
1 0 00 0 0
0 0 1
 .
We have
type(a1C
(1)
1 + a2C
(1)
2 ) =
{
(1, 0, 0, 0) if a1 = a2,
(1, 0, 0, 1) if a1 6= a2,
type(a1C
(2)
1 + a2C
(2)
2 ) =
{
(2, 0, 0, 0) if a1 = 0,
(2, 0, 0, 1) if a1 = 1,
type(a1C
(4)
1 + a2C
(4)
2 ) =
{
(3, 0, 0, 0) if a2 = 0,
(3, 0, 0, 1) if a2 = 1,
type(C(a1,a2)) =

(θ, 0, 0, 0) if (a1, a2) = (0, 0),
(θ, 0, 0, δ(α2 + α4)) if (a1, a2) = (1, 1),
(θ, 0, 0, δ(α1 + α2)) if (a1, a2) = (1, 0),
(θ, 0, 0, δ(α1 + α4)) if (a1, a2) = (0, 1).
Thus,
n(A3) = − 2
θ + 2−1
[
2θ + 2θ−1 +
(
1− δ(α2 + α4)
)
2θ−1
+ 2θ−1 +
(
1− δ(α1 + α2)
)
2θ−1 + 2θ−1 +
(
1− δ(α1 + α4)
)
2θ−1
]
=2θ−2
[
4− δ(α1 + α2)− δ(α1 + α4)− δ(α2 + α4)
]
.
By (3.9) and (4.2),
|Fix(A3, Pλ)|
=23
P
ν(i)>2 λi n(A3)
= 2λ1,2+2λ2,4+3λ0,4−2
[
4− δ(λ1,2 + λ2,4)− δ(λ1,2 + λ4,8)− δ(λ2,4 + λ4,8)
]
.
4.4. Computation of |Fix(A4, Pλ)|.
By Corollary 3.10,
|Fix(A4, Pλ)| = |Fix([1], Pλ)|
∣∣Fix([0 11 1], Pλ)∣∣,
where
∣∣Fix([0 11 1], Pλ)∣∣ is given by (3.22). By Lemma 3.7,
(4.3) |Fix([1], Pλ)| = 2
λ0,2
∣∣S1×λ1,2 ∣∣ = 2λ0,1−1(2− δ(λ1,2)).
Therefore,
|Fix(A4, Pλ)| = 2
λ0,1+2λ0,6−2
(
2− δ(λ1,2)
)[
22λ3,6 + (−1)λ3,62λ3,6
]
.
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4.5. Computation of |Fix(A5, Pλ)| and |Fix(A6, Pλ)|.
The smallest positive integer t such that x3+x+1 | xt−1 is 7. By Lemma 3.11,
(4.4) |Fix(A5, Pλ)| = 2
3λ0,7 .
In the same way,
|Fix(A6, Pλ)| = 2
3λ0,7 .
5. Computation of Ψ≤4,n
We let C
(
GL(4,F2)
)
= {A1, . . . , A14} where A1, . . . , A14 are given in Table 2. It
suffices to determine |Fix(Ai, Pλ)| for i = 1, . . . , 14 and for all λ = (λ1, λ2, . . . ) ⊢ n.
Again, in the following computations, we will use the notation of Theorem 3.3 and
Algorithm 3.4.
5.1. Computation of |Fix(A1, Pλ)|.
By Lemma 3.7 and (3.25),
|Fix(A1, Pλ)| =2
4λ0,2
∣∣S4×λ1,2 ∣∣
=24λ0,2
[
24λ1,2−10
(
436− 435δ(λ1,2)
)
+ 23λ1,2−10 35
(
3 + (−1)λ1,2
)
+ 22λ1,2−7 7
(
5 + 3(−1)λ1,2
)]
.
(5.1)
5.2. Computation of |Fix(A2, Pλ)|.
We have o(A2) = 2 and
A2 − I =
[
0 0
0 0
]
⊕
[
1 1
1 1
]
, A22 − I = 0.
Hence s1 = 3, s2 = 4. We can choose
B1 = I2 ⊕
[
1
1
]
, B2 = I4.
By (3.8) and (3.15),
(5.2) α1 = λ1,2, α2 = λ2,4, θ = 3α1 + 4α2.
With YdY
T
d = [z
(d)
ij ], equation (3.10) becomes
z
(1)
11 z
(1)
12 z
(1)
13 z
(1)
13
z
(1)
12 z
(1)
22 z
(1)
23 z
(1)
23
z
(1)
13 z
(1)
23 z
(1)
33 z
(1)
33
z
(1)
13 z
(1)
23 z
(1)
33 z
(1)
33
+

0 0 z
(2)
13 + z
(2)
14 z
(2)
13 + z
(2)
14
0 0 z
(2)
23 + z
(2)
24 z
(2)
23 + z
(2)
24
z
(2)
13 + z
(2)
14 z
(2)
23 + z
(2)
24 z
(2)
33 + z
(2)
44 0
z
(2)
13 + z
(2)
14 z
(2)
23 + z
(2)
24 0 z
(2)
33 + z
(2)
44
 = 0,
i.e., 
z
(1)
11 = z
(1)
22 = z
(1)
33 = z
(1)
12 = 0,
z
(1)
13 + z
(2)
13 + z
(2)
14 = 0,
z
(1)
23 + z
(2)
23 + z
(2)
24 = 0,
z
(2)
33 + z
(2)
44 = 0.
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Table 2. Information about C(GL(4,F2))
representative elementary divisors |centGL(4,F2)( )|
A1 = I4 x+ 1, x+ 1, x+ 1, x+ 1 2
6 · 32 · 5 · 7
A2 = I2 ⊕
[
0 1
1 0
]
x+ 1, x+ 1, (x+ 1)2 26 · 3
A3 = [1]⊕
0 1 00 0 1
1 1 1
 x+ 1, (x+ 1)3 24
A4 = I2 ⊕
[
0 1
1 1
]
x+ 1, x+ 1, x2 + x+ 1 2 · 32
A5 = [1]⊕
0 1 00 0 1
1 1 0
 x+ 1, x3 + x+ 1 7
A6 = [1]⊕
0 1 00 0 1
1 0 1
 x+ 1, x3 + x2 + 1 7
A7 =
[
0 1
1 0
]
⊕
[
0 1
1 0
]
(x+ 1)2, (x+ 1)2 25 · 3
A8 =
[
0 1
1 0
]
⊕
[
0 1
1 1
]
(x+ 1)2, x2 + x+ 1 2 · 3
A9 =
[
0 1
1 1
]
⊕
[
0 1
1 1
]
x2 + x+ 1, x2 + x+ 1 22 · 32 · 5
A10 =

0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
 (x+ 1)4 23
A11 =

0 1 0 0
0 0 1 0
0 0 0 1
1 0 1 0
 (x2 + x+ 1)2 22 · 3
A12 =

0 1 0 0
0 0 1 0
0 0 0 1
1 1 1 1
 x4 + x3 + x2 + x+ 1 3 · 5
A13 =

0 1 0 0
0 0 1 0
0 0 0 1
1 1 0 0
 x4 + x+ 1 3 · 5
A14 =

0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 1
 x4 + x3 + 1 3 · 5
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Thus, L = 7 and
C
(1)
1 =
1 0 00 0 0
0 0 0
 , C(2)1 = 0,
C
(1)
2 =
0 0 00 1 0
0 0 0
 , C(2)2 = 0,
C
(1)
3 =
0 0 00 0 0
0 0 1
 , C(2)3 = 0,
C
(1)
4 =
0 1 00 0 0
0 0 0
 , C(2)4 = 0,
C
(1)
5 =
0 0 10 0 0
0 0 0
 , C(2)5 =

0 0 1 1
0 0 0 0
0 0 0 0
0 0 0 0
 ,
C
(1)
6 =
0 0 00 0 1
0 0 0
 , C(2)6 =

0 0 0 0
0 0 1 1
0 0 0 0
0 0 0 0
 ,
C
(1)
7 = 0, C
(2)
7 =

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1
 .
Fix (a4, a5, a6, a7) ∈ F42 and let (a1, a2, a3) run over F
3
2. If (a4, a5, a6) = (0, 0, 0),
type(a1C
(1)
1 + · · ·+ a7C
(1)
7 ) =
{
(3, 0, 0, 0) 1 time,
(3, 0, 0, 1) 7 times.
If (a4, a5, a6) 6= (0, 0, 0),
type(a1C
(1)
1 + · · ·+ a7C
(1)
7 ) =

(3, 1, 0, 0) 3 times,
(3, 1, 1, 0) 1 time,
(3,, 0, 1) 4 times.
In the above, the symbol  represents a component of a type which is not needed
in the subsequent computations. We also have
type(a1C
(2)
1 + · · ·+ a7C
(2)
7 ) =

(4, 0, 0, 0) if (a5, a6, a7) = (0, 0, 0),
(4, 0, 0, 1) if (a5, a6, a7) = (0, 0, 1),
(4, 1, 0, 0) if (a5, a6) 6= (0, 0).
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Therefore, as (a1, . . . , a7) runs over F
7
2,
type(C(a1,...,a7))
=α1 ∗ type(a1C
(1)
1 + · · ·+ a7C
(1)
7 )⊞ α2 ∗ type(a1C
(2)
1 + · · ·+ a7C
(2)
7 )
=

(θ, 0, 0, 0) 1 time,
(θ, 0, 0, δ(α2)) 1 time,
(θ, α1, 0, δ(α1)) 11 times,
(θ, α1, 0, δ(α1 + α2)) 11 times,
(θ, α1, 0, 0) 3 times,
(θ, α1, 0, δ(α2)) 3 times,
(θ, α1 + α2, 0, 0) 2
2 · 32 times,
(θ, α1, α1, 0) 1 time,
(θ, α1, α1, δ(α2)) 1 time,
(θ, α1 + α2, α1, 0) 2
2 · 3 times,
(θ, α1+ α2, 0, δ(α1)) 2
4 · 3 times.
By (3.18),
n(A2) = 2
3α1+4α2−7
[
24− δ(α2)− 11δ(α1)− 11δ(α1 + α2)
]
+ 22α1+4α2−7
(
3 + (−1)α1
)(
2− δ(α2)
)
+ 22α1+3α2−5
[
7 + (−1)α1 − 4δ(α1)
]
.
By (3.9) and (5.2),
|Fix(A2, Pλ)|
=24
P
ν(i)>1 λi n(A2)
= 24λ0,4
[
23λ1,2+4λ2,4−7
[
24− δ(λ2,4)− 11δ(λ1,2)− 11δ(λ1,2 + λ2,4)
]
+ 22λ1,2+4λ2,4−7
(
3 + (−1)λ1,2
)(
2− δ(λ2,4)
)
+ 22λ1,2+3λ2,4−5 3
[
7 + (−1)λ1,2 − 4δ(λ1,2)
]]
.
5.3. Computation of |Fix(A3, Pλ)|.
The data for the matrix A3 are as follows: o(A3) = 4, s1 = 2, s2 = 3, s4 = 4,
B1 = [1]⊕
11
1
 , B2 = [1]⊕
1 00 1
1 0
 , B4 = I4,
(5.3) α1 = λ1,2, α2 = λ2,4, α4 = λ4,8, θ = 2α1 + 3α2 + 4α4.
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With YdY
T
d = [z
(d)
ij ], equation (3.10) becomes
z
(1)
11 z
(1)
12 z
(1)
12 z
(1)
12
z
(1)
12 z
(1)
22 z
(1)
22 z
(1)
22
z
(1)
12 z
(1)
22 z
(1)
22 z
(1)
22
z
(1)
12 z
(1)
22 z
(1)
22 z
(1)
22
+

0 z
(2)
12 + z
(2)
13 z
(2)
12 + z
(2)
13 z
(2)
12 + z
(2)
13
z
(2)
12 + z
(2)
13 z
(2)
22 + z
(2)
33 0 z
(2)
22 + z
(2)
33
z
(2)
12 + z
(2)
13 0 z
(2)
22 + z
(2)
33 0
z
(2)
12 + z
(2)
13 z
(2)
22 + z
(2)
33 0 z
(2)
22 + z
(2)
33

+

0 0 0 0
0 0 z
(4)
22 + z
(4)
44 0
0 z
(4)
22 + z
(4)
44 0 z
(4)
22 + z
(4)
44
0 0 z
(4)
22 + z
(4)
44 0
 = 0,
i.e., 
z
(1)
11 = 0,
z
(1)
12 + z
(2)
12 + z
(2)
13 = 0,
z
(1)
22 + z
(2)
22 + z
(2)
33 = 0,
z
(1)
22 + z
(4)
22 + z
(4)
44 = 0.
Thus, L = 4 and
C
(1)
1 =
[
1 0
0 0
]
, C
(2)
1 = 0, C
(4)
1 = 0,
C
(1)
2 =
[
0 1
0 0
]
, C
(2)
2 =
0 1 10 0 0
0 0 0
 , C(4)2 = 0,
C
(1)
3 =
[
0 0
0 1
]
, C
(2)
3 =
0 0 00 1 0
0 0 1
 , C(4)3 = 0,
C
(1)
4 =
[
0 0
0 1
]
, C
(2)
4 = 0, C
(4)
3 =

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1
 .
We have
type(a1C
(1)
1 + · · ·+ a4C
(1)
4 )
=

(2, 0, 0, 0) if a2 = 0, (a1, a3, a4) = (0, 0, 0), (0, 1, 1),
(2, 0, 0, 1) if a2 = 0, (a1, a3, a4) 6= (0, 0, 0), (0, 1, 1),
(2, 1, 1, 0) if a2 = 1, (a1, a3, a4) = (1, 0, 1), (1, 1, 0),
(2, 1, 0, 0) if a2 = 0, (a1, a3, a4) 6= (1, 0, 1), (1, 1, 0),
type(a1C
(2)
1 + · · ·+ a4C
(2)
4 ) =

(3, 0, 0, 0) if (a2, a3) = (0, 0),
(3, 0, 0, 1) if (a2, a3) = (0, 1),
(3, 1, 0, 0) if a2 = 1,
type(a1C
(4)
1 + · · ·+ a4C
(4)
4 ) =
{
(4, 0, 0, 0) if a4 = 0,
(4, 0, 0, 1) if a4 = 1.
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As (a1, . . . , a4) runs over F
4
2,
type(C(a1,...,a4)) =

(θ, 0, 0, 0) 1 time,
(θ, 0, 0, δ(α2 + α4)) 1 time,
(θ, 0, 0, δ(α1)) 1 time,
(θ, 0, 0, δ(α1 + α4)) 2 times,
(θ, 0, 0, δ(α1 + α2)) 2 times,
(θ, 0, 0, δ(α1 + α2 + α4)) 1 time,
(θ, α1 + α2, α1, 0) 1 time,
(θ, α1 + α2, α1, δ(α4)) 1 time,
(θ, α1 + α2, 0, 0) 3 times,
(θ, α1 + α2, 0, δ(α4)) 3 times.
By (3.18),
n(A3) = 2
2α1+3α2+4α4−4
[
8− δ(α2 + α4)− δ(α1)− 2δ(α1 + α4)− 2δ(α1 + α2)
− δ(α1 + α2 + α4)
]
+ 2α1+2α2+4α4−4
(
3 + (−1)α1
)(
2− δ(α4)
)
.
By (3.9) and (5.3),
|Fix(A3, Pλ)|
=24
P
ν(i)>2 λi n(A3)
= 24λ0,8
[
22λ1,2+3λ2,4+4λ4,8−4
[
8− δ(λ2,4 + λ4,8)− δ(λ1,2)
− 2δ(λ1,2 + λ4,8)− 2δ(λ1,2 + λ2,4)− δ(λ1,2 + λ2,4 + λ4,8)
]
+ 2λ1,2+2λ2,4+4λ4,8−4
(
3 + (−1)λ1,2
)(
2− δ(λ4,8)
)]
.
5.4. Computation of |Fix(A4, Pλ)|.
By Corollary 3.10, (3.22), (3.23) and (3.25), we have
|Fix(A4, Pλ)| = |Fix(I2, Pλ)| |Fix(
[
0 1
1 1
]
, Pλ)|
=22λ0,2+2λ0,6−1
(
22λ3,6 + (−1)λ3,62λ3,6
)
·
[
22λ1,2−3
(
4− 3δ(λ1,2)
)
+ 2λ1,2−3
(
3 + (−1)λ1,2
)]
.
5.5. Computation of |Fix(A5, Pλ)| and |Fix(A6, Pλ)|.
Write A5 = [1]⊕ C where
C =
0 1 00 0 1
1 1 0
 .
By Corollary 3.10,
|Fix(A5, Pλ)| = |Fix([1], Pλ)| |Fix(C,Pλ)|,
where |Fix([1], Pλ)| is given by (4.3) and |Fix(C,Pλ)| is given by (4.4). Hence we
have
|Fix(A5, Pλ)| = 2
λ0,1+3λ0,7−1
(
2− δ(λ1,2)
)
.
In the same way,
|Fix(A6, Pλ)| = 2
λ0,1+3λ0,7−1
(
2− δ(λ1,2)
)
.
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5.6. Computation of |Fix(A7, Pλ)|.
The data for A7 are as follows: o(A7) = 2, s1 = 2, s2 = 4,
B1 =
[
1
1
]
⊕
[
1
1
]
, B2 = I4,
(5.4) α1 = λ1,2, α2 = λ2,4, θ = 2α1 + 4α2.
With YdY
T
d = [z
(d)
ij ], equation (3.10) becomes
z
(1)
11 z
(1)
11 z
(1)
12 z
(1)
12
z
(1)
11 z
(1)
11 z
(1)
12 z
(1)
12
z
(1)
12 z
(1)
12 z
(1)
22 z
(1)
22
z
(1)
12 z
(1)
12 z
(1)
22 z
(1)
22
+

z
(2)
11 + z
(2)
22 0 z
(2)
13 + z
(2)
24 z
(2)
14 + z
(2)
23
0 z
(2)
11 + z
(2)
22 z
(2)
14 + z
(2)
23 z
(2)
13 + z
(2)
24
z
(2)
13 + z
(2)
24 z
(2)
14 + z
(2)
23 z
(2)
33 + z
(2)
44 0
z
(2)
14 + z
(2)
23 z
(2)
13 + z
(2)
24 0 z
(2)
33 + z
(2)
44
 = 0,
i.e., 
z
(1)
11 = z
(1)
22 = 0,
z
(2)
11 + z
(2)
22 = 0,
z
(2)
33 + z
(2)
44 = 0,
z
(1)
12 + z
(2)
14 + z
(2)
23 = 0,
z
(1)
12 + z
(2)
13 + z
(2)
24 = 0.
Thus, L = 6 and
C
(1)
1 =
[
1 0
0 0
]
, C
(2)
1 = 0,
C
(1)
2 =
[
0 0
0 1
]
, C
(2)
2 = 0,
C
(1)
3 = 0, C
(2)
3 =

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 ,
C
(1)
4 = 0, C
(2)
4 =

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1
 ,
C
(1)
5 =
[
0 1
0 0
]
, C
(2)
5 =

0 0 0 1
0 0 1 0
0 0 0 0
0 0 0 0
 ,
C
(1)
6 =
[
0 1
0 0
]
, C
(2)
6 =

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
 .
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We have
type(a1C
(1)
1 + · · ·+ a6C
(1)
6 ) =

(2, 0, 0, 0) if a5 = a6, (a1, a2) = (0, 0),
(2, 0, 0, 1) if a5 = a6, (a1, a2) 6= (0, 0),
(2, 1, 0, 0) if a5 6= a6, (a1, a2) 6= (1, 1),
(2, 1, 1, 0) if a5 6= a6, (a1, a2) = (1, 1),
type(a1C
(2)
1 + · · ·+ a6C
(2)
6 ) =

(4, 0, 0, 0) if (a5, a6) = (0, 0), (a3, a4) = (0, 0),
(4, 0, 0, 1) if (a5, a6) = (0, 0), (a3, a4) 6= (0, 0),
(4, 2, 0, 0) if a5 6= a6,
(4, 1, 0, 0) if (a5, a6) = (1, 1), (a3, a4) 6= (1, 1),
(4, 1, 1, 0) if (a5, a6) = (1, 1), (a3, a4) = (1, 1).
As (a1, . . . , a6) runs over F
6
2,
type(C(a1,...,a6)) =

(θ, 0, 0, 0) 1 time,
(θ, 0, 0, δ(α2)) 3 times,
(θ, α2, 0, 0) 3 times,
(θ, α2, α2, 0) 1 time,
(θ, 0, 0, δ(α1)) 3 times,
(θ, 0, 0, δ(α1 + α2)) 3
2 times,
(θ, α2, 0, δ(α1)) 3
2 times,
(θ, α2, α2, δ(α1)) 3 times,
(θ, α1 + 2α2, 0, 0) 2
3 · 3 times,
(θ, α1 + 2α2, α1, 0) 2
3 times.
By (3.18),
n(A7) = 2
2α1+4α2−6
[
16− 3δ(α2)− 3δ(α1)− 9δ(α1 + α2)
]
+ 22α1+3α2−6
(
3 + (−1)α2
)(
4− 3δ(α1)
)
+ 2α1+2α2−3
(
3 + (−1)α1
)
.
By (3.9) and (5.4),
|Fix(A7, Pλ)|
=24
P
ν(i)>1 λi n(A7)
= 24λ0,4
[
22λ1,2+4λ2,4−6
[
16− 3δ(λ2,4)− 3δ(λ1,2)− 9δ(λ1,2 + λ2,4)
]
+ 22λ1,2+3λ2,4−6
(
3 + (−1)λ2,4
)(
4− 3δ(λ1,2)
)
+ 2λ1,2+2λ2,4−3
(
3 + (−1)λ1,2
)]
.
5.7. Computation of |Fix(A8, Pλ)|.
The result follows immediately from Corollary 3.10 and equations (3.20) and
(3.22). We have
|Fix(A8, Pλ)| = |Fix(
[
0 1
1 0
]
, Pλ)| |Fix(
[
0 1
1 1
]
, Pλ)|
=2λ1,2+2λ0,2+2λ0,6−3
·
[
4− δ(λ1,2)− δ(λ2,4)− δ(λ1,2 + λ2,4)
][
22λ3,6 + (−1)λ3,62λ3,6
]
.
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5.8. Computation of |Fix(A9, Pλ)|.
We have o(A9) = 3, s1 = 0, s3 = 4, B1 = ∅, B3 = I4 and
(5.5) α3 = λ3,6.
With YdY
T
d = [z
(d)
ij ], equation (3.10) becomes
0 z
(3)
11 + z
(3)
12 + z
(3)
22 z
(3)
14 + z
(3)
23 z
(3)
13 + z
(3)
14 + z
(3)
24
z
(3)
11 + z
(3)
12 + z
(3)
22 0 z
(3)
13 + z
(3)
23 + z
(3)
24 z
(3)
14 + z
(3)
23
z
(3)
14 + z
(3)
23 z
(3)
13 + z
(3)
23 + z
(3)
24 0 z
(3)
33 + z
(3)
34 + z
(3)
44
z
(3)
13 + z
(3)
14 + z
(3)
24 z
(3)
14 + z
(3)
23 z
(3)
33 + z
(3)
34 + z
(3)
44 0
 = 0,
i.e., 
z
(3)
11 + z
(3)
12 + z
(3)
22 = 0,
z
(3)
33 + z
(3)
34 + z
(3)
44 = 0,
z
(3)
14 + z
(3)
23 = 0,
z
(3)
13 + z
(3)
14 + z
(3)
24 = 0.
Thus, L = 4 and
C
(3)
1 =

1 1 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 , C(3)2 =

0 0 0 0
0 0 0 0
0 0 1 1
0 0 0 1
 ,
C
(3)
3 =

0 0 0 1
0 0 1 0
0 0 0 0
0 0 0 0
 , C(3)4 =

0 0 1 1
0 0 0 1
0 0 0 0
0 0 0 0
 .
As (a1, . . . , a4) runs over F
4
2,
type(a1C
(3)
1 + · · ·+ a4C
(3)
4 ) =

(4, 0, 0, 0) 1 time,
(4, 1, 1, 0) 5 times,
(4, 2, 0, 0) 10 times,
type(C(a1,...,a4)) =

(4α3, 0, 0, 0) 1 time,
(4α3, α3, α3, 0) 5 times,
(4α3, 2α3, 0, 0) 10 times.
By (3.18),
n(A9) = 2
4α3−4 + 23α3−4 5(−1)α3 + 22α3−3 5.
By (3.9) and (5.5),
|Fix(A9, Pλ)| = 2
4
P
i≡0 (6) λi n(A9)
= 24λ0,6−3
[
24λ3,6−1 + 23λ3,6−1 5(−1)λ3,6 + 22λ3,6 5
]
.
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5.9. Computation of |Fix(A10, Pλ)|.
We have o(A10) = 4, s1 = 1, s2 = 2, s4 = 4,
B1 =

1
1
1
1
 , B2 =

1 0
0 1
1 0
0 1
 , B4 = I4,
(5.6) α1 = λ1,2, α2 = λ2,4, α4 = λ4,8, θ = α1 + 2α2 + 4α4.
With YdT
T
d = [z
(d)
ij ], equation (3.10) becomes
z
(1)
11 z
(1)
11 z
(1)
11 z
(1)
11
z
(1)
11 z
(1)
11 z
(1)
11 z
(1)
11
z
(1)
11 z
(1)
11 z
(1)
11 z
(1)
11
z
(1)
11 z
(1)
11 z
(1)
11 z
(1)
11
+

z
(2)
11 + z
(2)
22 0 z
(2)
11 + z
(2)
22 0
0 z
(2)
11 + z
(2)
22 0 z
(2)
11 + z
(2)
22
z
(2)
11 + z
(2)
22 0 z
(2)
11 + z
(2)
22 0
0 z
(2)
11 + z
(2)
22 0 z
(2)
11 + z
(2)
22

+

z
(4)
11 + z
(4)
22 + z
(4)
33 + z
(4)
44 z
(4)
12 + z
(4)
23 + z
(4)
34 + z
(4)
14
z
(4)
12 + z
(4)
23 + z
(4)
34 + z
(4)
14 z
(4)
11 + z
(4)
22 + z
(4)
33 + z
(4)
44
0 z
(4)
12 + z
(4)
23 + z
(4)
34 + z
(4)
14
z
(4)
12 + z
(4)
23 + z
(4)
34 + z
(4)
14 0
0 z
(4)
12 + z
(4)
23 + z
(4)
34 + z
(4)
14
z
(4)
12 + z
(4)
23 + z
(4)
34 + z
(4)
14 0
z
(4)
11 + z
(4)
22 + z
(4)
33 + z
(4)
44 z
(4)
12 + z
(4)
23 + z
(4)
34 + z
(4)
14
z
(4)
12 + z
(4)
23 + z
(4)
34 + z
(4)
14 z
(4)
11 + z
(4)
22 + z
(4)
33 + z
(4)
44
 = 0,
i.e., 
z
(1)
11 + z
(2)
11 + z
(2)
22 = 0,
z
(4)
11 + z
(4)
22 + z
(4)
33 + z
(4)
44 = 0,
z
(1)
11 + z
(4)
12 + z
(4)
23 + z
(4)
34 + z
(4)
14 = 0.
Thus, L = 3 and
C
(1)
1 = [1], C
(2)
1 =
[
1 0
0 1
]
, C
(4)
1 = 0,
C
(1)
2 = 0, C
(2)
2 = 0, C
(4)
2 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 ,
C
(1)
3 = [1], C
(2)
3 = 0, C
(4)
2 =

0 1 0 1
0 0 1 0
0 0 0 1
0 0 0 0
 .
We have
type(a1C
(1)
1 + a2C
(1)
2 + a3C
(1)
3 ) =
{
(1, 0, 0, 0) if a1 = a3,
(1, 0, 0, 1) if a1 6= a3,
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type(a1C
(2)
1 + a2C
(2)
2 + a3C
(2)
3 ) =
{
(2, 0, 0, 0) if a1 = 0,
(2, 0, 0, 1) if a1 = 1,
type(a1C
(4)
1 + a2C
(4)
2 + a3C
(4)
3 ) =

(4, 0, 0, 0) if (a2, a3) = (0, 0),
(4, 1, 0, 0) if (a2, a3) = (0, 1),
(4, 0, 0, 1) if (a2, a3) = (1, 0),
(4, 1, 1, 0) if (a2, a3) = (1, 1).
As (a1, a2, a3) runs over F
3
2,
type(C(a1,a2,a3)) =

(θ, 0, 0, 0) 1 time,
(θ, 0, 0, δ(α4)) 1 time,
(θ, α4, 0, δ(α2)) 1 time,
(θ, α4, α4, δ(α2)) 1 time,
(θ, α4, 0, δ(α1)) 1 time,
(θ, α4, α4, δ(α1)) 1 time,
(θ, 0, 0, δ(α1 + α2)) 1 time,
(θ, 0, 0, δ(α1 + α2 + α4)) 1 time.
By (3.18),
n(A10) = 2
α1+2α2+4α4−3
[
4− δ(α4)− δ(α1 + α2)− δ(α1 + α2 + α4)
]
+ 2α1+2α2+3α4−3
(
1 + (−1)α4
)(
2− δ(α1)− δ(α2)
)
.
By (3.9) and (5.6),
|Fix(A10, Pλ)|
=24
P
ν(i)>2 λi n(A10)
= 24λ0,8
[
2λ1,2+2λ2,4+4λ4,8−3
[
4− δ(λ4,8)− δ(λ1,2 + λ2,4)− δ(λ1,2 + λ2,4 + λ4,8)
]
+ 2λ1,2+2λ2,4+3λ4,8−3
(
1 + (−1)λ4,8
)(
2− δ(λ1,2)− δ(λ2,4)
)]
.
5.10. Computation of |Fix(A11, Pλ)|.
We have o(A11) = 6, s1 = s2 = 0, s3 = 2, s6 = 4,
B1 = B2 = ∅, B3 =

1 0
1 1
0 1
1 0
 , B6 = I4
and
(5.7) α3 = λ3,6, α6 = λ6,12 θ = 2α3 + 4α6.
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With YdY
T
d = [z
(d)
ij ], equation (3.10) becomes
0 z
(3)
11 + z
(3)
12 + z
(3)
22 z
(3)
11 + z
(3)
12 + z
(3)
22 0
z
(3)
11 + z
(3)
12 + z
(3)
22 0 z
(3)
11 + z
(3)
12 + z
(3)
22 z
(3)
11 + z
(3)
12 + z
(3)
22
z
(3)
11 + z
(3)
12 + z
(3)
22 z
(3)
11 + z
(3)
12 + z
(3)
22 0 z
(3)
11 + z
(3)
12 + z
(3)
22
0 z
(3)
11 + z
(3)
12 + z
(3)
22 z
(3)
11 + z
(3)
12 + z
(3)
22 0
+

0 z
(6)
12 + z
(6)
14 + z
(6)
34
z
(6)
12 + z
(6)
14 + z
(6)
34 0
z
(6)
11 + z
(6)
13 + z
(6)
22 + z
(6)
24 + z
(6)
33 + z
(6)
44 z
(6)
12 + z
(6)
14 + z
(6)
34
0 z
(6)
11 + z
(6)
13 + z
(6)
22 + z
(6)
24 + z
(6)
33 + z
(6)
44
z
(6)
11 + z
(6)
13 + z
(6)
22 + z
(6)
24 + z
(6)
33 + z
(6)
44 0
z
(6)
12 + z
(6)
14 + z
(6)
34 z
(6)
11 + z
(6)
13 + z
(6)
22 + z
(6)
24 + z
(6)
33 + z
(6)
44
0 z
(6)
12 + z
(6)
14 + z
(6)
34
z
(6)
12 + z
(6)
14 + z
(6)
34 0
 = 0,
i.e., {
z
(3)
11 + z
(3)
12 + z
(3)
22 + z
(6)
12 + z
(6)
14 + z
(6)
34 = 0,
z
(3)
11 + z
(3)
12 + z
(3)
22 + z
(6)
11 + z
(6)
13 + z
(6)
22 + z
(6)
24 + z
(6)
33 + z
(6)
44 = 0.
So, L = 2 and
C
(3)
1 =
[
1 1
0 1
]
, C
(6)
1 =

0 1 0 1
0 0 0 0
0 0 0 1
0 0 0 0
 ,
C
(3)
2 =
[
1 1
0 1
]
, C
(6)
2 =

1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1
 .
We have
type(a1C
(3)
1 + a2C
(3)
2 ) =
{
(1, 0, 0, 0) if a1 = a2,
(1, 1, 1, 0) if a1 6= a2,
type(a1C
(6)
1 + a2C
(6)
2 ) =

(4, 0, 0, 0) if (a1, a2) = (0, 0),
(4, 2, 0, 0) if a1 6= a2,
(4, 1, 1, 0) if (a1, a2) = (1, 1),
type(C(a1,a2)) =

(θ, 0, 0, 0) if (a1, a2) = (0, 0),
(θ, α3 + 2α6, α3, 0) if a1 6= a2,
(θ, α6, α6, 0) if (a1, a2) = (1, 1).
By (3.18),
n(A11) = 2
2α3+4α6−2 + 22α3+3α6−2(−1)α6 + 2α3+2α6−1(−1)α3 .
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By (3.9) and (5.7),
Fix(A11, Pλ) = 2
4
P
i≡0 (12) λi n(A11)
= 24λ0,12−1
[
22λ3,6+4λ6,12−1
+ 22λ3,6+3λ6,12−1(−1)λ6,12 + 2λ3,6+2λ6,12 (−1)λ3,6
]
.
5.11. Computation of |Fix(A12, Pλ)|.
We have o(A12) = 5, s1 = 0, s5 = 4, B1 = ∅, B5 = I4 and
(5.8) α5 = λ5,10.
With YdY
T
d = [z
(d)
ij ], equation (3.10) becomes
0 z
(5)
11 + z
(5)
13 + z
(5)
23 + z
(5)
24 + z
(5)
44
z
(5)
11 + z
(5)
13 + z
(5)
23 + z
(5)
24 + z
(5)
44 0
z
(5)
12 + z
(5)
14 + z
(5)
22 + z
(5)
33 + z
(5)
34 z
(5)
11 + z
(5)
13 + z
(5)
23 + z
(5)
24 + z
(5)
44
z
(5)
12 + z
(5)
14 + z
(5)
22 + z
(5)
33 + z
(5)
34 z
(5)
12 + z
(5)
14 + z
(5)
22 + z
(5)
33 + z
(5)
34
z
(5)
12 + z
(5)
14 + z
(5)
22 + z
(5)
33 + z
(5)
34 z
(5)
12 + z
(5)
14 + z
(5)
22 + z
(5)
33 + z
(5)
34
z
(5)
11 + z
(5)
13 + z
(5)
23 + z
(5)
24 + z
(5)
44 z
(5)
12 + z
(5)
14 + z
(5)
22 + z
(5)
33 + z
(5)
34
0 z
(5)
11 + z
(5)
13 + z
(5)
23 + z
(5)
24 + z
(5)
44
z
(5)
11 + z
(5)
13 + z
(5)
23 + z
(5)
24 + z
(5)
44 0
 = 0,
i.e., {
z
(5)
11 + z
(5)
13 + z
(5)
23 + z
(5)
24 + z
(5)
44 = 0,
z
(5)
12 + z
(5)
14 + z
(5)
22 + z
(5)
33 + z
(5)
34 = 0.
Thus, L = 2 and
C
(5)
1 =

1 0 1 0
0 0 1 1
0 0 0 0
0 0 0 1
 , C(5)2 =

0 1 0 1
0 1 0 0
0 0 1 1
0 0 0 0
 .
We have
type(a1C
(5)
1 + a2C
(5)
2 ) =
{
(4, 0, 0, 0) if (a1, a2) = (0, 0),
(4, 2, 1, 0) if (a1, a2) 6= (0, 0),
type(C(a1,a2)) =
{
(4α5, 0, 0, 0) if (a1, a2) = (0, 0),
(4α5, 2α5, α5, 0) if (a1, a2) 6= (0, 0).
By (3.18), (3.9) and (5.8),
n(A12) = 2
4α5−2 + 22α5−2 3(−1)α5 ,
|Fix(A12, Pλ)| = 2
4
P
i≡0 (10) λi n(A12)
= 24λ0,10−2
[
24λ5,10 + 22λ5,10 3(−1)λ5,10
]
.
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5.12. Computation of |Fix(A13, Pλ)| and |Fix(A14, Pλ)|.
The smallest positive integer t such that x4 + x + 1 | xt − 1 is 15. It follows
immediately from Lemma 3.11 that
(5.9) |Fix(A13, Pλ)| = 2
4λ0,15 .
In the same way,
(5.10) |Fix(A14, Pλ)| = 2
4λ0,15 .
6. Computation of Ψ≤5,n
The group GL(5,F2) has 27 conjugacy classes. A set of representatives, A1, . . . ,
A27, of the conjugacy classes is given in Table 3. In this section, we give explicit
formulas for |Fix(Ai, Pλ)|, 1 ≤ i ≤ 27. These formulas are computed by the same
method in Sections 4 and 5. In many cases, Lemma 3.9 and the results of Sections
4 and 5 are used. The details of the computations are omitted.
|Fix(A1, Pλ)| =2
5λ0,2
[
25λ1,2−15
(
18260− 18259 δ(λ1,2)
)
+ 24λ1,2−15 155
(
3 + (−1)λ1,2
)
+ 23λ1,2−12 217
(
5 + 3(−1)λ1,2
)]
.
|Fix(A2, Pλ)| =2
5λ0,4
[
24λ1,2+5λ2,4−11
[
200− 99δ(λ1,2)− 99δ(λ1,2 + λ2,4)− δ(λ2,4)
]
+ 23λ1,2+5λ2,4−11 7
(
3 + (−1)λ1,2
)(
2− δ(λ2,4)
)
+ 24λ1,2+4λ2,4−6 21
(
1− δ(λ1,2)
)
+ 23λ1,2+4λ2,4−8 7
(
3 + (−1)λ1,2
)
+ 22λ1,2+4λ2,4−7 7
(
5 + 3(−1)λ1,2
)]
.
|Fix(A3, Pλ)| =2
5λ0,8
[
23λ1,2+4λ2,4+5λ4,8−7
[
24− 3δ(λ1,2)− 8δ(λ1,2 + λ2,4)
− 3δ(λ1,2 + λ2,4 + λ4,8)− 8δ(λ1,2 + λ4,8)− δ(λ2,4 + λ4,8)
]
+ 23λ1,2+3λ2,4+5λ4,8−4 3
[
2− δ(λ1,2)− δ(λ1,2 + λ4,8)
]
+ 22λ1,2+4λ2,4+5λ4,8−7
(
3 + (−1)λ1,2
)(
2− δ(λ2,4 + λ4,8)
)
+ 22λ1,2+3λ2,4+5λ4,8−6 3
(
3 + (−1)λ1,2
)(
2− δ(λ4,8)
)]
.
|Fix(A4, Pλ)| =2
3λ0,2+2λ0,6−1
(
22λ3,6 + (−1)λ3,62λ3,6
)
·
[
23λ1,2−6
(
36− 35 δ(λ1,2)
)
+ 22λ1,2−6 7
(
3 + (−1)λ1,2
)]
.
For j = 5, 6,
|Fix(Aj , Pλ)| = 2
2λ0,2+3λ0,7
[
22λ1,2−3
(
4− 3 δ(λ1,2)
)
+ 2λ1,2−3
(
3 + (−1)λ1,2
)]
.
ON THE NUMBER OF INEQUIVALENT BINARY SELF-ORTHOGONAL CODES 35
Table 3. Information about C(GL(5,F2))
representative elementary divisors |centGL(5,F2)( )|
A1 = I5 x+ 1, x+ 1, x+ 1, x+ 1, x+ 1 2
10 · 32 · 5 · 7 · 31
A2 = I3 ⊕
[
0 1
1 0
]
x+ 1, x+ 1, x+ 1, (x+ 1)2 210 · 3 · 7
A3 = I2 ⊕
0 1 00 0 1
1 1 1
 x+ 1, x+ 1, (x+ 1)3 27 · 3
A4 = I3 ⊕
[
0 1
1 1
]
x+ 1, x+ 1, x+ 1, x2 + x+ 1 23 · 32 · 7
A5 = I2 ⊕
0 1 00 0 1
1 1 0
 x+ 1, x+ 1, x3 + x+ 1 2 · 3 · 7
A6 = I2 ⊕
0 1 00 0 1
1 0 1
 x+ 1, x+ 1, x3 + x2 + 1 2 · 3 · 7
A7 = [1]⊕
[
0 1
1 0
]
⊕
[
0 1
1 0
]
x+ 1, (x+ 1)2, (x+ 1)2 29 · 3
A8 = [1]⊕
[
0 1
1 0
]
⊕
[
0 1
1 1
]
x+ 1, (x+ 1)2, x2 + x+ 1 23 · 3
A9 = [1]⊕
[
0 1
1 1
]
⊕
[
0 1
1 1
]
x+ 1, x2 + x+ 1, x2 + x+ 1 22 · 32 · 5
A10 = [1]⊕

0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
 x+ 1, (x+ 1)4 25
A11 = [1]⊕

0 1 0 0
0 0 1 0
0 0 0 1
1 0 1 0
 x+ 1, (x2 + x+ 1)2 22 · 3
A12 = [1]⊕

0 1 0 0
0 0 1 0
0 0 0 1
1 1 1 1
 x+ 1, x4 + x3 + x2 + x+ 1 3 · 5
A13 = [1]⊕

0 1 0 0
0 0 1 0
0 0 0 1
1 1 0 0
 x+ 1, x4 + x+ 1 3 · 5
A14 = [1]⊕

0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 1
 x+ 1, x4 + x3 + 1 3 · 5
A15 =
[
0 1
1 0
]
⊕
0 1 00 0 1
1 1 1
 (x+ 1)2, (x+ 1)3 27
A16 =
[
0 1
1 0
]
⊕
0 1 00 0 1
1 1 0
 (x+ 1)2, x3 + x+ 1 2 · 7
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Table 3. Continued
A17 =
[
0 1
1 0
]
⊕
0 1 00 0 1
1 0 1
 (x+ 1)2, x3 + x2 + 1 2 · 7
A18 =
[
0 1
1 1
]
⊕
0 1 00 0 1
1 1 1
 x2 + x+ 1, (x + 1)3 22 · 3
A19 =
[
0 1
1 1
]
⊕
0 1 00 0 1
1 1 0
 x2 + x+ 1, x3 + x+ 1 3 · 7
A20 =
[
0 1
1 1
]
⊕
0 1 00 0 1
1 0 1
 x2 + x+ 1, x3 + x2 + 1 3 · 7
A21 =

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 1 0 0 1
 (x+ 1)5 24
A22 =

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 1 0 0
 x5 + x2 + 1 31
A23 =

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 1 0
 x5 + x3 + 1 31
A24 =

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 1 1 1 0
 x5 + x3 + x2 + x+ 1 31
A25 =

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 1 1 0 1
 x5 + x4 + x2 + x+ 1 31
A26 =

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 1 0 1 1
 x5 + x4 + x3 + x+ 1 31
A27 =

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 1 1 1
 x5 + x4 + x3 + x2 + 1 31
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|Fix(A7, Pλ)| =2
5λ0,4
[
23λ1,2+5λ2,4−9
[
80− 7δ(λ1,2)− 69δ(λ1,2 + λ2,4)− 3δ(λ2,4)
]
+ 23λ1,2+4λ2,4−9
[
72 + 8(−1)λ2,4 − 7(−1)λ2,4δ(λ1,2)− 69δ(λ1,2)
]
+ 22λ1,2+5λ2,4−7 3
(
3 + (−1)λ1,2
)(
1− δ(λ2,4)
)
+ 22λ1,2+4λ2,4−7 3
(
3 + (−1)λ1,2
)
+ 23λ1,2+3λ2,4−2
(
1− δ(λ1,2)
)
+ 22λ1,2+3λ2,4−4
(
3 + (−1)λ1,2
)]
.
|Fix(A8, Pλ)| =2
3λ0,4+2λ0,6−1
(
22λ3,6 + (−1)λ3,62λ3,6
)
·
[
22λ1,2+3λ2,4−4
[
8− 3δ(λ1,2)− δ(λ2,4)− 3δ(λ1,2 + λ2,4)
]
+ 2λ1,2+2λ2,4−3
(
3 + (−1)λ1,2
)]
.
|Fix(A9, Pλ)| =2
λ0,1+4λ0,6−4
(
2− δ(λ1,2)
)
·
[
24λ3,6−1 + 23λ3,6−1 5(−1)λ3,6 + 22λ3,6 5
]
.
|Fix(A10, Pλ)| =2
5λ0,8
[
22λ1,2+3λ2,4+5λ4,8−5
[
8− δ(λ1,2)− 2δ(λ1,2 + λ2,4)
− 2δ(λ1,2 + λ2,4 + λ4,8)− δ(λ1,2 + λ4,8)− δ(λ4,8)
]
+ 22λ1,2+3λ2,4+4λ4,8−5
(
1 + (−1)λ4,8
)
·
[
4− 2δ(λ1,2)− δ(λ1,2 + λ2,4)− δ(λ2,4)
]
+ 2λ1,2+2λ2,4+5λ4,8−4
(
3 + (−1)λ1,2
)(
1− δ(λ4,8)
)
+ 2λ1,2+2λ2,4+4λ4,8−4
(
3 + (−1)λ1,2
)]
.
|Fix(A11, Pλ)| =2
λ0,1+4λ0,12−2
(
2− δ(λ1,2)
)[
22λ3,6+4λ6,12−1
+ 22λ3,6+3λ6,12−1(−1)λ6,12 + 2λ3,6+2λ6,12 (−1)λ3,6
]
.
|Fix(A12, Pλ)| = 2
λ0,1+4λ0,10−3
(
2− δ(λ1,2)
)[
24λ5,10 + 22λ5,10 3(−1)λ5,10
]
.
For j = 13, 14,
|Fix(Aj , Pλ)| = 2
λ0,1+4λ0,15−1
(
2− δ(λ1,2)
)
.
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|Fix(A15, Pλ)| =2
5λ0,8
[
22λ1,2+4λ2,4+5λ4,8−6
[
16− δ(λ1,2)− 5δ(λ1,2 + λ2,4)
− 4δ(λ1,2 + λ2,4 + λ4,8)− 2δ(λ1,2 + λ4,8)
− δ(λ2,4)− 2δ(λ2,4 + λ4,8)
]
+ 22λ1,2+3λ2,4+5λ4,8−6
[
12 + 4(−1)λ2,4 − 2(−1)λ2,4δ(λ1,2)
− 4δ(λ1,2)− 5δ(λ1,2 + λ4,8)− (−1)
λ2,4δ(λ1,2 + λ4,8)
− δ(λ4,8)− (−1)
λ2,4δ(λ4,8)
]
+ 2λ1,2+2λ2,4+4λ4,8−3
(
3 + (−1)λ1,2
)]
.
For j = 16, 17,
|Fix(Aj , Pλ)| = 2
λ1,2+2λ0,2+3λ0,7−2
[
4− δ(λ1,2)− δ(λ2,4)− δ(λ1,2 + λ2,4)
]
.
|Fix(A18, Pλ)| =2
2λ0,6+λ1,2+2λ2,4+3λ0,4−3
[
22λ3,6 + (−1)λ3,62λ3,6
]
·
[
4− δ(λ1,2 + λ2,4)− δ(λ1,2 + λ4,8)− δ(λ2,4 + λ4,8)
]
.
For j = 19, 20,
|Fix(Aj , Pλ)| = 2
2λ0,6+3λ0,7−1
[
22λ3,6 + (−1)λ3,62λ3,6
]
.
|Fix(A21, Pλ)| =2
5λ0,16
[
2λ1,2+2λ2,4+4λ4,8+5λ8,16−3
[
4− δ(λ1,2 + λ2,4)
− δ(λ1,2 + λ2,4 + λ4,8)− δ(λ4,8)
]
+ 2λ1,2+2λ2,4+3λ4,8+5λ8,16−3
(
1 + (−1)λ4,8
)
·
[
2− δ(λ1,2 + λ8,16)− δ(λ2,4 + λ8,16)
]]
.
For 22 ≤ j ≤ 27,
|Fix(Aj , Pλ)| = 2
5λ0,31 .
7. Numerical Results
Two tables are included in this section. Table 4 contains the values of Ψ≤k,n
with k ≤ 5 and n ≤ 40. Table 5 contains the values of Ψk,n with k and n in the
same ranges
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