A popular view presents explanations in the cognitive sciences as causal or mechanistic and argues that an important feature of such explanations is that they allow us to manipulate and control the explanandum phenomena. Nonetheless, whether there can be explanations in the cognitive sciences that are neither causal nor mechanistic is still under debate. Another prominent view suggests that both causal and non-causal relations of counterfactual dependence can be explanatory, but this view is open to the criticism that it is not clear how to distinguish explanatory from non-explanatory relations. In this paper, I draw from both views and suggest that, in the cognitive sciences, relations of counterfactual dependence that allow manipulation and control can be explanatory even when they are neither causal nor mechanistic. Furthermore, the ability to allow manipulation can determine whether non-causal counterfactual dependence relations are explanatory. I present a preliminary framework for manipulation relations that includes some non-causal relations and use two examples from the cognitive sciences to show how this framework distinguishes between explanatory and non-explanatory, non-causal relations. The proposed framework suggests that, in the cognitive sciences, causal and non-causal relations have the same criterion for explanatory value, namely, whether or not they allow manipulation and control.
Introduction
Philosophers have characterized various types of explanations in the cognitive sciences. Functional analyses (Cummins 1983 (Cummins , 2000 , mechanistic models (Craver 2007a ), computational models (Chirimuuta 2014; Egan 2017; Rusanen and Lappi 2016; Shagrir 2006; Shagrir and Bechtel 2017) as well as network, topological, and mathematical models (Chirimuuta 2017; Huneman 2010; Silberstein and Chemero 2013) have all been said to have explanatory value. This poses a challenge to philosophers-how does one present a framework for explanation in the cognitive sciences, when said explanation is so deeply diverse in range? 1 One prominent-albeit highly contended-view is the mechanistic view of explanations in the cognitive sciences. According to proponents of this view (henceforth: "mechanists") (Craver 2007a , b, 2016 , Kaplan 2011 Kaplan and Craver 2011; Milkowski 2013; Piccinini 2015; Piccinini and Craver 2011) , generally, models in the cognitive sciences are explanatory to the extent that they describe relevant causal structures. These relevant causal structures are those "that produce, underlie, or maintain the explanandum phenomenon" (Kaplan and Craver 2011, p. 602) . On this view, explanations in the cognitive sciences are often mechanistic-the phenomenon is explained by appeal to its underlying causal structure, a mechanism. The appeal of this view is strong: it implies that many explanations in the cognitive sciences have a unifying feature, namely, the description of relevant causal structures. Nonetheless, in recent years, mechanists have had to defend their view against claims that some models in the cognitive sciences explain phenomena in ways that are outside the scope of the mechanistic framework (Bechtel and Shagrir 2015; Chirimuuta 2014; Egan 2017; Huneman 2010; Rusanen and Lappi 2016; Shagrir and Bechtel 2017; Shapiro 2017; Silberstein and Chemero 2013) . The mechanists reply that these models are either explanatory because they describe relevant causal structures or they are not explanatory at all (Craver 2016; Kaplan 2011 Kaplan , 2017 Kaplan and Craver 2011; Piccinini and Craver 2011 ). This debate is still ongoing. Furthermore, the mechanistic view has been criticized on the grounds that it diminishes the explanatory value of non-mechanistic models such as functional analyses (Shapiro 2017 ) and computational models (Shagrir and Bechtel 2017) .
Another approach, which is geared towards scientific explanation in general, is the counterfactual-dependence view of explanation. Woodward and Hitchcock (Hitchcock and Woodward 2003; Woodward 2003; Woodward and Hitchcock 2003) suggest that explanations provide the resources for answering a variety of what-if-things-hadbeen-different questions. The counterfactuals implied in these questions are described by appeal to intervention, a procedure formally and extensively set forth in Woodward (2003) as part of an account of causal relations. Many mechanists also adopt Woodward's framework for causal relations. Diverging from the mechanists who focus on the explanatory value of causal relations, several philosophers have extended this framework and asserted that explanations reveal relations of counterfactual dependence more generally, so that some explanatory counterfactuals cannot be described as the result of interventions. In this way, non-causal counterfactual dependences, too, can be taken as explanatory (Baron et al. 2017; Bokulich 2011; Chirimuuta 2017; Jansson 2015; Jansson and Saatsi 2017; Pexton 2016; Reutlinger 2016; Saatsi and Pexton 2013; Woodward 2018; Ylikoski and Kuorikoski 2010) .
This approach has promise, but it faces a challenge confronted by many frameworks that describe non-causal relations as explanatory: some counterfactual dependence relations are symmetrical (e.g., mathematical relations), yet in many of those cases, only one direction of dependence is taken to be explanatory (Craver 2016; Craver and Povich 2017) . 2 In this paper, I take a different route and combine an important feature of the mechanistic framework with the notion that non-causal dependences can also be explanatory. Mechanists often trace the initial interest in mechanistic explanations in the cognitive sciences to a desire to manipulate and control 3 neural and cognitive phenomena [in this, they follow Woodward, who makes a similar argument for causal explanation in general (2003)]. Here, I suggest that some relations can allow manipulation of cognitive and neural phenomena even when these relations are not part of causal structures that produce or underlie these phenomena (henceforth, "non-causal relations"). Therefore, the motivation to manipulate cognitive and neural phenomena can be extended to account for the explanatory value of some dependence relations that do not comply with mechanistic requirements. Moreover, I argue that a framework that links explanation with the motivation to manipulate phenomena can account for some of our intuitions about the type of non-causal counterfactual dependences that are explanatory in the cognitive sciences. 4 This suggestion can contribute to both frameworks. Regarding the counterfactual dependence view, associating explanation with manipulation provides a way to distinguish explanatory from non-explanatory counterfactual dependences that is applicable to both causal and non-causal dependences in the cognitive sciences. In the future, this suggestion can be extended to other fields. Regarding the mechanistic framework, the point that non-causal dependences can also allow manipulation of the explanandum may be a good reason to extend this framework to include some explanatory dependences that are not causal or mechanistic.
In this paper, I analyze two examples of mathematical relations in the cognitive sciences, aiming to show that they allow manipulation in the direction of explanation.
In the first example, the fact that an estimator that combines inputs from two modalities is optimal is explained by the statistics of the inputs (Ernst and Banks 2002) . In the second example, the magnitude of fluctuations in the input to a neuron is explained by the ratio between its excitatory and inhibitory incoming inputs (Softky and Koch 1993; van Vreeswijk and Sompolinsky 1996) .
A variety of models in the cognitive sciences have already been presented as explanatory despite the fact that they do not satisfy the mechanistic requirement of describing relevant causal structures (Chirimuuta 2014; Egan 2017; Huneman 2010; Rusanen and Lappi 2016; Silberstein and Chemero 2013) . Unlike these studies, I do not aim to argue that some explanations in the cognitive sciences are non-causal. According to some manipulability frameworks for causation, relations of manipulability simply are relations of causal dependence (Woodward 2003) . Proponents of such views may interpret the argument of this paper as showing that some dependence relations that were previously taken to be non-causal allow manipulation and therefore are, in fact, causal. Those who adopt such a view of causation for the examples presented here will have to concede that cause and effect can be mathematically related and occur simultaneously. Furthermore, if they accept that constitutive relations in mechanisms allow manipulation, then they must take constitutive relations to be causal. Such consequences are usually understood as undesirable (Baumgartner and Gebharter 2016; Craver and Bechtel 2007; Romero 2015) . Nonetheless, an interpretation of this paper that takes mathematical relations to be causal is possible, and I will not argue against it here.
The paper is organized as follows: Sect. 2 will describe the role of manipulation and control in Woodward's framework and in the mechanistic framework. Section 3 will present a preliminary formulation of a manipulation relation that can accommodate causal and non-causal relations. Section 4 will provide two examples of non-causal explanations in the cognitive sciences that describe relations that allow manipulation. Finally, Sect. 5 will discuss a few possible objections and counter-objections to the proposed framework.
Manipulation and control in Woodward's and the mechanists' writings
Woodward develops an 'interventionist' or 'manipulationist' framework for causal relations and explanation, which is based on the notion that causal relations can potentially be used to manipulate the environment. Craver, developing a framework for mechanistic explanation, writes: "Explanations in neuroscience are motivated fundamentally by the desire to bring the CNS [central nervous system] under our control." (Craver 2007a, p. 160) . Building on Woodward's framework, he states that a component is relevant to the behavior of a mechanism when "the two are related as part to whole and they are mutually manipulable" (2007a, p. 153 italics in the original). Woodward (2003) and Craver (2007a) describe causal and mechanistic explanations, respectively, in terms of manipulability. I draw on this work and take causal relations and constitutive relations in mechanisms to allow manipulation. There is also a second, weaker, sense in which Woodward and Craver tie together explanation and manipulation-namely, both present explanation as motivated by the desire to be able to manipulate and control phenomena. This relation between manipulation and explanation has been echoed in other philosophical (Dretske 1994) and scientific (Lazebnik 2002) writings.
Inspired by this suggestion, I continue by arguing that, in the cognitive sciences, there are explanatory counterfactual dependence relations that allow manipulation of the explanandum and are neither causal nor mechanistic. Therefore, it may be possible to treat all these manipulation-allowing relations similarly, forming a more unified framework for explanation in the cognitive sciences. I begin by presenting a framework for manipulation.
Relations of manipulation and control (manipulation*) as explanatory relations
Ideally, I would use Woodward's (2003) interventionist framework to describe manipulation relations. However, such a framework might not be able to accommodate non-causal dependence relations. In the case of constitutive relations, it is argued that ideal interventions on the part with respect to the whole, and vice versa, are not possible. In an ideal intervention, according to Woodward (2003) , the intervention variable that changes X must not be a cause of Y through a path that does not include X. Arguably, however, any manipulation of the part can also be considered a direct manipulation of the whole, and vice versa, thus ruling out the possibility of an ideal intervention (Romero 2015) . Similar claims can be made regarding supervenience, mathematical and other dependence relations in which the variables cannot be considered distinct. Therefore, I suggest a slightly different account that is intended to also fit cases where the variables are not distinct. To differentiate this extended manipulation from that of Woodward, I term it manipulation*.
Take two non-identical variables, X and Y. Then Y can be manipulated* through X iff:
(1) There is at least one manipulation* variable M that can be used to manipulate* X. 5 So that in the counterfactual scenario in which M is used to change the value of X, while all variables are held constant except for {M, X, Y , the variables on the path from M to X, and the variables that are manipulated through X}, the value of Y changes as well. (2) The influence of M on the value of Y is completely mediated through X: if M is used to manipulate X as in (1), while any other manipulation* variable M is used to keep X constant and all variables are held constant except for {M, M, Y , the variables on the path from M to X, the variables on the path from M to X, and the variables that are manipulated through X}, Y will remain constant. 6
The first requirement cannot tell us whether the change in Y occurred because of the change in X or because of the change in M directly. To meet the second requirement, the change in Y must occur only because of the change in X. When both requirements are met, the implication is that there is some dependence of Y on X that can be used to change the value of Y by changing X.
I take it that, in the cognitive sciences, if Y can be manipulated* through X, then, to some extent, X and the dependence relation explain Y . This is a counterfactual framework because the change in M describes a counterfactual scenario. However, the counterfactuals discussed here differ slightly from those found in Woodward (2003) and describe different possible manipulations* of X, which are not ideal interventions. I will assume here that in the counterfactual scenarios of the manipulations*, the mathematical relations of the factual world still hold. 7 Several points are worth noting here. First, I am certainly not suggesting that "if I can manipulate it I can explain it". Instead, the relation between manipulation and explanation is such that manipulation* relations and manipulating* variables can be used to explain the dependent explanandum. Second, like Woodward's manipulability for causal relations, the manipulation* relation does not have to be practically possible but only conceptually so. Finally, I focus on the cognitive sciences. It may be possible to extend this framework to other sciences, but I suspect that there are some fields, such as fundamental physics, that may not be as concerned about manipulation of their investigated phenomena. Therefore, I refrain from making a more general claim. 5 This requirement makes the manipulation* framework non-reductive; a manipulation* relation cannot be described without appeal to other manipulation* relations. In this respect, it is similar to Woodward's framework (Woodward 2003) . 6 The requirement that any manipulation* variable can be used to keep X constant may seem too strong. However, note that for causal relations, the effect of the intervention variable on Y must be mediated through X by definition. Hence, however we keep X constant, while keeping all other variables that can manipulate* Y constant, Y will not change. This is also the case for mathematical relations, where the value of Y is determined by the value of X and by the other variables that mathematically define Y . 7 See Baron et al. (2017) for a discussion of counterfactuals regarding mathematical relations.
Manipulation and control in mathematical explanations in the cognitive sciences
In this section, I use the manipulation* framework to analyze two examples of explanations in the cognitive sciences that appeal to mathematical relations. As a warm-up, I will take the well-known-albeit not from the cognitive sciences-example of a mathematical explanation: Königsberg's bridges (Craver and Povich 2017; Lange 2013; Reutlinger 2016 ).
Euler's theorem states that it is possible to walk through a graph traversing each edge exactly once (an Euler walk) iff exactly zero or two nodes in the graph are connected to an odd number of edges. Therefore, the fact that it is impossible for someone to take an Euler walk in Königsberg is explained by the fact that Königsberg has four parts that are connected to an odd number of bridges. In this example, although in some conditions the organization of Königsberg's bridges (in terms of whether it meets Euler's criterion) and the possibility of an Euler walk there can each be derived from the other, we take the organization of Königsberg's bridges to explain the impossibility of an Euler walk there and not vice versa (Craver and Povich 2017) . Intuitively, the direction of manipulation in this example coincides with the direction of explanation; we can manipulate the possibility of someone taking an Euler walk by changing the organization of Königsberg's bridges, but we cannot manipulate the organization of Königsberg's bridges by changing the possibility of someone taking an Euler walk. This intuition can be explicated in the manipulation* framework.
Let us consider a manipulation* variable M that can change the organization of Königsberg's bridges. For example, we can tear down a bridge in Königsberg with the purpose of having only two parts with an odd number of bridges. Such a change is expected to manipulate* both the organization of Königsberg's bridges and whether someone can take an Euler walk there. The change in possibility of taking an Euler walk is mediated via the change to the organization of Königsberg's bridges; any manipulation* to keep the organization of Königsberg's bridges constant (e.g., quickly build a new bridge) will make this walk impossible again. Thus, both requirements for a manipulation* relation are met: the possibility of an Euler walk can be manipulated* via the organization of Königsberg's bridges. When considering whether this manipulation* relation can also work in the other direction, we must seek a manipulation* that can change both variables such that when the possibility of an Euler walk is held constant, the organization of Königsberg's bridges would remain constant as well. However, we can hold the possibility of an Euler walk constant by barricading the city so that it is impossible for someone to take an Euler walk there. It is difficult to fathom a manipulation* that would change the organization of Königsberg's bridges when the city is not barricaded but would not affect this organization when the city is barricaded. Considering the destruction of bridges, it would change both variables, but the change in the organization of Königsberg's bridges would remain regardless of whether the city is barricaded. Therefore, until someone comes up with an example that fits this requirement, this framework does not imply that we can manipulate* the organization of Königsberg's bridges via the possibility of an Euler walk. In this example, the direction of manipulation* fits the direction of explanation.
Optimal integration of information from two modalities
Consider a task where you are asked to estimate the length of a wooden bar. You have both visual and haptic inputs that reflect the length of this bar, but because both these inputs are noisy, the visual and haptic inputs differ slightly. What will your answer be? Ideally, you would like your answer to be optimal in the sense that, given the information you have, it will minimize the difference between your estimate and the true bar length. Measurements of this difference are called 'cost functions'.
It can be shown mathematically that when the inputs from the two modalities are independent and normally distributed around the true bar length (see Fig. 1a ), the following estimate minimizes three common cost functions (number of errors, mean absolute error (L1) and mean squared error (L2)). 8 This estimate is a weighted mean of the inputs, so that the weight of each modality is inversely related to the variance of the input noise (see Fig. 1b) :
where μ is the real length of the bar, S V and S H are the inputs that we get from the visual and the haptic modalities, respectively, and σ 2 V and σ 2 H are the variance of the noise of visual and haptic inputs (i.e.,
. Therefore, if one posits that the inputs of the different modalities are distributed as described and the cost of errors in the task is one of the three common cost functions, an optimal strategy would be to answer in accordance with (1). Indeed, Ernst and Banks (2002) discovered that, in such a task, people gave answers that were similar to the answers Eq. (1) would yield. Now, one can ask 'why is it the case that Eq. (1) is optimal?'. We can answer this question by referring to a mathematical relation. It can be shown that when it is assumed that the distributions of the inputs are independent and normal with an expected value that is the real bar length μ (as in Fig. 1a) , then Eq. (1) can be mathematically derived as minimizing the common cost functions. But (1) may not be optimal if these assumptions about the inputs are not correct. For example, if the expected value of the visual and haptic inputs, S V and S H , is not the actual bar length μ (i.e., they are biased estimates) then Eq. (1) will not yield an optimal answer (see Fig. 1c, d ). The optimal estimate will be one that takes this bias into account. Therefore, the optimality of (1) depends on the probability distributions of the inputs. The probability distributions of the inputs and the mathematical derivation that yields (1) as the optimal estimate together explain the optimality of (1).
The probability distributions of the inputs explain (1)'s optimality even though (1)'s dependence on the probability distributions of the inputs would generally not be considered causal: the probability distributions of the inputs and the optimality of (1) (1) is an optimal estimate of the bar length when inputs are normally distributed around the actual bar length and is sub-optimal when inputs are biased [based on analyses from Ernst and Banks (2002) ]. The probability distributions of the inputs given the actual bar length are denoted in black. The probability distributions of the bar length, given each input, are denoted in grey. a, b Estimation is optimal when inputs are unbiased. a Probability distribution of inputs given the actual bar length. (σ 2 V ) and (σ 2 H ) are the variances of the visual and haptic inputs. b Example of estimation of bar length using (1) from visual and haptic inputs. S V and S H are the visual and haptic inputs. Dotted and dashed gray distributions are the probability distributions of bar length from visual input alone, and haptic input alone, respectively. The line denoted by (1) is the estimated bar length according to Eq. (1). On the left, the variances of the inputs are equal. On the right, the variance of the haptic input is much larger. Although the estimate from (1) is not exactly the actual bar length, it is optimal because on average it yields the minimal error. c, d same as in a, b for biased inputs. c Probability distributions are biased so that the expected values of these distributions are not equal to the actual bar length. d Example of estimates of bar length using (1) from visual and haptic inputs. True bar length is denoted in black. Legend otherwise is the same as in b. Because inputs are biased, the estimate given by (1) is not optimal
(a) (b) (c) (d)
occur simultaneously, and the dependence is between variables that are mathematically connected rather than between two distinct variables (Craver and Bechtel 2007). 9 Given that this relation is not causal, it seems that the mechanistic framework cannot account for it. How can the manipulation* framework elucidate this case? Intuitively, the optimality of (1) can be manipulated via the probability distributions of the inputs. I will show that this is indeed a manipulation* relation.
Let us consider a variable that can be used to manipulate* the probability distributions of the inputs. It is possible to change the probability distributions of the inputs by changing the experimental conditions. Ernst and Banks (2002) used specialized lab equipment to simulate visual and haptic inputs that differed in their variance. Thus, it is possible to change experimental conditions so that the probability distributions of the inputs become biased (their expected value is no longer the true bar length) and by this to render (1) no longer optimal. We can show that the optimality of (1) can be manipulated* via the probability distributions of the inputs by finding a manipulation* variable that cannot change Y when X is held constant. Consider the aforementioned manipulation* variable, where the experimental conditions are changed with the purpose of biasing the visual and haptic inputs. It is possible to counter the change to the probability distributions of the inputs, for example by giving subjects special glasses that will remedy the bias. In such a case, the probability distributions of the inputs as well as the optimality of (1) will both remain constant. In fact, because of the mathematical dependence relation, we know that if we change the experimental conditions, however we choose to keep the probability distributions of the inputs constant, while keeping other relevant variables such as the cost function constant, the optimality of (1) will remain constant as well. Therefore, the two conditions for manipulation* are met. We can conclude that we can manipulate* the optimality of (1) via the probability distributions of the inputs, and therefore the latter, together with the mathematical dependence relation, explain the former.
What about the asymmetry of the direction of explanation, despite the symmetrical mathematical dependence (Craver 2016; Craver and Povich 2017) ? The optimality of (1) is mathematically related to the probability distributions of the inputs. So, one might argue that the manipulation* relation should be symmetrical. Yet, it would seem very odd to say that the probability distributions of the inputs are explained by (1)'s optimality. Luckily, this direction of explanation is not a consequence of the manipulation* framework.
To see if the probability distributions of the inputs can be manipulated* via the optimality of (1), we search for a manipulation* variable M that can change the value of both variables, but if some variable is used to hold the optimality of (1) constant, the probability distributions of the inputs do not change. One way to hold the optimality of (1) constant is by changing the cost function. However, it is difficult to imagine how some manipulation* can change the probability distributions of the inputs for one cost function but not for another. For this reason, until someone comes up with such a variable, in this example, the manipulation* framework implies that manipulation* and explanation go only in one direction: the probability distributions of the inputs can be used to manipulate* and explain the optimality of (1), but not vice versa. The manipulation* framework yields the desired results: a symmetrical mathematical relation allows manipulation* only in one direction, which is the direction we would also take to be the direction of explanation.
Cortical neurons spike irregularly despite having a large number of incoming synaptic connections
Generally speaking, neurons in the cortex fire irregularly (Softky and Koch 1993) : their inter-spike intervals (the time between two consecutive spikes) vary greatly. A common regularity measure is the coefficient of variation (CV ):
where t is the inter-spike interval, t is the mean of t and σ t is the standard deviation of t (for a period where many inter-spike intervals are measured). The CV of many cortical neurons tends to be between 0.4 and 1.2, while for regular firing we would expect C V 1 (i.e., the CV should be an order of a magnitude smaller than 1; see simulated examples in Fig. 2a ) (Softky and Koch 1993) . Given that the number of input synapses on cortical neurons is on the order of thousands, this finding is bewildering. Usually, the firing of a neuron is viewed as reflecting an approximate summation of synaptic inputs. According to the Central Limit Theorem, when the number (n) of independently and identically distributed (iid) random variables is very large, the sum of these random variables has an asymptotically normal distribution with an expected value proportional to n and a standard deviation proportional to √ n. Formally:
where n is the number of inputs, x i is a random variable i, E(x) is the expected value of x and σ 2 x is the variance of x. According to this formula, when the number of summed random variables is very large, the standard deviation of their sum (also called fluctuations in the signal) is equal to √ n · σ x , which is negligible relative to the signal (i.e., the sum itself). 10 To illustrate, if E(x) σ x , for a thousand inputs and total signal size of 1, the fluctuations will be around 0.03. This means that when the number of iid inputs is very large, we can mathematically derive that the total input will be approximately constant (Fig. 2b, left) . Studies have shown that it is not likely that the irregular firing is an intrinsic property of the neurons (Mainen and Sejnowski 1995) , and therefore the irregular firing is likely produced by large fluctuations in the inputs (Fig. 2b, right) . So, the puzzling question is this: why do neurons with many input synapses receive highly fluctuating inputs, despite what we know from the Central Limit Theorem? 10 This occurs because the sum is proportional to n and the fluctuations are proportional to √ n, so the sum and its fluctuations differ by a magnitude of √ n.
(a) (b) Fig. 2 Simulated examples. a Spike trains of regularly and irregularly spiking neurons. Both neurons have an average firing rate of 10 spikes/s. b Simulated total synaptic input current. Left, synaptic input is barely fluctuating. This is the type of input we expect from many independent synapses. Right, synaptic input is highly fluctuating. This is the type of input we expect in the case that inhibitory and excitatory synaptic inputs are balanced
One possible explanation for the surprising irregularity of the neurons' firing is that the inputs are not independent. Instead, neurons are a part of a network in which excitatory and inhibitory synaptic inputs to each neuron are balanced such that most of the excitatory and inhibitory inputs cancel out and the total input is reduced to the order of magnitude of the fluctuations. Indeed, van Vreeswijk and Sompolinsky (1996) have shown that such a balance can be achieved in a network that has some general connectivity properties (e.g., one requirement is sparse connectivity). In this way, the number of inputs to each neuron is still very large but the total input fluctuates strongly. The theory of excitatory-inhibitory balance has received experimental support (Wehr and Zador 2003; Xue et al. 2014 ). According to this theory, the magnitude of fluctuations in the neurons' total input depends on the balance between excitatory and inhibitory synaptic inputs and therefore this inhibitory-excitatory (henceforth IE) balance explains the fluctuations.
As in the previous example, the relation between the IE balance and the fluctuations in the total input does not comply with our usual description of a causal relation; the variable 'fluctuations in total input to the neuron' is simultaneous with the variable 'IE balance', and the relation between the IE balance and the fluctuations in total input is a mathematical relation: without IE balance, the Central Limit Theorem yields a barely fluctuating input, and when there is IE balance in accordance with the model from van Vreeswijk and Sompolinsky (1996) , the mathematical model yields a highly fluctuating input.
According to the manipulation* framework, this relation is explanatory. There is a manipulation* variable that changes the IE balance and the fluctuations in the neuron's input. For example, we can block many of the inhibitory inputs, disturbing the IE balance in the network, and this will yield a barely fluctuating input. Furthermore, however we choose to restore the IE balance (e.g., by blocking many excitatory inputs or by increasing the firing rate of the remaining inhibitory inputs), we will also restore the fluctuations in the input. Therefore, this example meets the two requirements for manipulation* and, according to the manipulation* framework, the fluctuations in total input are explained by the IE balance.
What about the challenge from symmetry of non-causal relations (Craver 2016; Craver and Povich 2017)? We can see that the manipulation* account does not imply that the IE balance can be manipulated* via the fluctuations in total input. One way to keep the fluctuations in total input to the neuron constant is by using an electrode to add external current to the neuron. However, it is again difficult to fathom a variable that will change the balance between excitatory and inhibitory synaptic inputs for one value of electrode current but not for another value. Hence, there is no implication regarding manipulation* and explanation in the opposite direction, in accordance with our intuition about manipulation and explanation in this example.
I have brought three examples in which the manipulation* account can come to our aid in distinguishing explanatory from non-explanatory relations of mathematical dependence. I believe these examples show convincingly that, for some non-causal explanations, explanatory value is closely related to manipulation. In the following section, I discuss several possible objections to the proposed framework.
Possible criticisms of the manipulation* framework (a) The manipulation* view ignores important differences between causal and noncausal relations that make non-causal relations unfit for manipulation
The manipulation* view bundles together causal and non-causal relations and treats them similarly. This, it may be argued, misses crucial differences between these relations. Importantly, when manipulation is discussed regarding causal relations one distinct variable is manipulated via another. However, for paradigm non-causal relations, the two variables are closely linked-they are logically or mathematically related or at least occupy the same space-time slice. What sense does it make to talk about manipulation when the two variables' values are determined simultaneously? It may make more sense to say that we are manipulating both variables together, through an external variable. However, even though in the two examples from the cognitive sciences presented here the explanans occur simultaneously and are mathematically related to the explananda, in both cases discovering the manipulation* relation between the variables can help us manipulate the explananda in ways we could not have done before. Considering the first example, the dependence of the optimality of an estimate on the probability distributions of the inputs allows us to organize experimental settings so that some estimate is optimal. This mathematical dependence is especially crucial since there is no way to observe the optimality of an estimate. Unlike the common case with causal relations where the values of the cause and the effect can be observed, the optimality of an estimate is a latent variable that can only be derived mathematically. Hence, this mathematical dependence is essential to the manipulation of the optimality of an estimate and cannot be replaced by causal dependences. Despite the fact that such optimal estimates are latent variables, currently, they play an important part in explaining the behavior of humans and animals (Berniker et al. 2010; Ernst and Banks 2002; Fernandes et al. 2014; Vul et al. 2014; Weiss et al. 2002) and therefore are central in the cognitive sciences. 11 Let us now consider the second example. Without the dependence of the fluctuations in total input to the neuron on the IE balance, we could still contemplate a causal manipulation of the fluctuations in total input through the activity of specific neurons, but this relation would lack systematicity and would be very difficult to generalize. In light of the mathematical dependence of the fluctuations in total input on the IE balance, we can know how the fluctuations will change when we change the activity of different pre-synaptic neurons because we can consider the change in IE balance. Therefore, while it is true that manipulations that employ a non-causal dependence of Y on X often (perhaps always) need an external variable that can causally affect X, I think it is undeniable that some non-causal dependences extend the ways in which we can manipulate phenomena. (b) Manipulation of variables in models is not equivalent to the manipulation of physical objects One could argue that the manipulation* framework abuses the point that Woodward and Craver were trying to make; when Craver discusses manipulation of the central nervous system (CNS), he means that we want to manipulate and control actual physical objects: we want to cure Alzheimer's disease, treat anxiety disorders, or enable paraplegics to walk. My examples, this argument will continue, are of manipulation of abstract mathematical variables that appear only in models, and it is not clear how these variables relate to real, physical brains. In this sense, manipulation* does not truly allow us to manipulate the CNS. It is true that, in the examples given here, the mathematical dependence relations are between abstract variables: estimates, probability distributions, random vari-ables, etc. But these abstract relations are applied to real phenomena, 12 allowing us to manipulate them. It is easy to see this point regarding the Königsberg's bridges example. Euler's mathematical theorem describes abstract phenomena, namely, graphs and paths. Nonetheless, this theorem has real, physical, implications: it would be impossible for me to take an Euler's walk in Königsberg.
In the example offered in 4.1, the mathematical dependence tells us what computation some machine or organism should perform under certain conditions to minimize estimation error. This estimation error may be related to an organism's fitness and affect its survival. In the example provided in 4.2, we can eliminate the fluctuations in the total input to the neuron by disrupting the IE balance, and observe the results of this change. Therefore, we see that mathematical relations between abstract entities can allow the manipulation of physical phenomena. (c) Manipulation* relations are explanatory relations only because both manipulation and explanation are related to more basic ontic relations, which are the interesting relations I imagine this argument goes something like this: it may be true that explanatory relations and manipulation* relations tend to describe the same relations, but this is only because both rely on similar ontic relations such as cause-effect, partwhole, structure-function, etc. It is these ontic relations that should be examined and taken as relevant to explanations. I cannot deny that manipulation* relations rely on some specific ontic relations-wholes can be manipulated through parts, effects through their causes, etc. The types of ontic relations that allow extended manipulation are definitely worth investigating. It is especially interesting that, in the given examples, the manipulation* is possible in exactly one direction because the manipulated* variable, Y , also depends on another variable that is independent of X and can be used to hold Y constant. Nonetheless, this does not diminish the importance of the fact that explanatory and manipulation* relations tend to be the same relations, and that explanation is tightly linked to manipulation, even for non-causal relations. Moreover, while it may be possible to characterize explanatory relations as a collection of various ontic relations, such a description will not yield a reason for the explanatory value of these specific ontic relations but not others. In contrast, the notion that some relations explain a phenomenon because they allow its manipulation at least suggests a reason for the explanatory value of some relations and lack thereof of others.
(d) The manipulation* framework is inferior to the mechanistic framework, which already has a clear formulation of causal relations as explanatory relations
The mechanists provide a clear and elegant framework where causal relations are explanatory. This framework accounts for causal and mechanistic explanations. Thus far, the mechanists have answered (Craver 2016; Kaplan 2011 Kaplan , 2017 Kaplan and Craver 2011; Piccinini and Craver 2011) most of the many challenges that have been presented to them (Bechtel and Shagrir 2015; Chirimuuta 2014; Egan 2017; Huneman 2010; Rusanen and Lappi 2016; Shagrir and Bechtel 2017; Shapiro 2017; Silberstein and Chemero 2013) . It can be argued that, compared to the mechanistic framework, the manipulation* framework is overly broad and adds unnecessary complications in an attempt to answer questions already dealt with by the mechanistic framework. My response to this criticism is twofold. First, like many other non-causal explanations found in the literature, this paper presents two non-causal explanations that the mechanistic framework does not easily accommodate. The mechanists would probably have to argue that the examples I offered are not explanations, that they appeal to some causal relation or that they are exceptions to their general framework. Alternatively, they could argue that mathematical and constitutive relations are causal. None of these options seems very natural to me, while the manipulation* framework accommodates these examples easily. Second, according to the mechanistic framework, explanations describe relevant causal relations. However, many explanatory dependence relations in this framework are the relations between the explanandum phenomenon and the components in the mechanistic decomposition of this phenomenon. These dependence relations are not causal, but constitutive. In his seminal work, Craver (2007a) describes the relations between a phenomenon and its mechanistic components also as manipulability relations, based on Woodward's (2003) framework for causal relations. However, many have made the point that the mechanistic framework has problems with describing manipulation and intervention in a way that fits relations between the phenomenon and its mechanistic components (Baumgartner and Casini 2017; Baumgartner and Gebharter 2016; Harbecke 2010; Harinen 2014; Leuridan 2012; Romero 2015) . The arguments in these works are usually similar in spirit to the one by Romero (2015) presented in Sect. 3: phenomena and their mechanistic components are related in part-whole relations, and occupy the same space-time slice, so it is problematic to talk about an ideal intervention in Woodward's sense (2003) on one with respect to the other. Even if such interventions are possible, this could imply that constitutive relations are causal, a result that many believe should be avoided (Baumgartner and Gebharter 2016; Craver and Bechtel 2007; Romero 2015) . Thus, it seems that if one wished to argue that relevant mechanistic components allow manipulation of the explanandum, one might have to forgo the claim that only causal relations in Woodward's sense allow manipulation. 13 In many ways, then, constitutive relations in mechanistic explanations face similar issues to the mathematical relations I described here, and so, these too can benefit from a framework that accommodates non-causal relations.
13 Another baffling issue in Craver's mutual manipulability criterion is that Craver takes the direction of manipulation to go both from phenomenon to its components and from the components to the phenomenon, while the direction of explanation goes only from the components to the phenomenon. Franklin-Hall's (2016) interpretation of mutual manipulability suggests a solution to this issue: top-down manipulation amounts to manipulation of the input conditions of the phenomenon. So, we can consider this top-down manipulation a causal manipulation of components by the inputs.
Conclusions
There are two promising frameworks for explanations in the cognitive sciences. One of these takes the view that counterfactual dependences, causal and non-causal alike, are the basis for explanations. The second, mechanistic framework, emphasizes the relation between manipulation and explanation and takes only causal dependences to be the basis for explanations. In this paper, I suggested a view of explanation that relates to both these frameworks. I argued that some non-causal counterfactual dependence relations also allow manipulation of the explanandum. This may be a good enough reason for the mechanists to also accept some non-causal relations as explanatory. Moreover, whether counterfactual-dependence relations allow manipulation may enable us to differentiate explanatory from non-explanatory ones. A major advantage of this framework is that it suggests a general criterion for explanatory value in the cognitive sciences without relinquishing non-causal explanations. In this paper, I focused on relations of mathematical dependence in which the counterfactual dependence can be determined analytically. Future work should discuss other counterfactual dependence relations and how they can be identified. This can be a step towards a more unified view of explanations in the cognitive sciences.
