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1. INTRODUCCIÓN 
El SAR (Synthetic Aperture Radar o Radar de 
Apertura Sintética) es un sistema de obtención del mapa 
de reflectividades e lectromagnéticas de una determinada 
zona (de 100 km x 100 km) a muy alta resolución (en tre 
3 y 4 metros) mediante el barrido a base de pulsos de 
Radar emitidos según un determinado periodo. Cada uno 
de los pulsos reflejados es recibido, digitalizado (en fase 
y cuadratura) y almacenado, formando lo que se denomi-
na el raw data file. Para poder interpretar la imagen, es 
necesario realizar un procesado del raw data (el procesa-
do SAR), el cual tiene un coste computacional apreciable. 
En una workstation de una única CPU (el clásico 
PC) e l procesador SAR puede tardar en ejecutarse horas 
e incluso días. Esto es debido, por un lado, a que e l 
vol umen de datos a tratar es muy elevado (1 Gbyte en 
Figura / . Ejemplo de imagen SAR de alta resolución. 
La imagen represellla un vertido contaminante (tra~o 
claro) sobre el mar. Ésta es una aplicación en la que 
se justifica el tiempo real para poder idenTificar en el 
menor tiempo posible la fuente del vertido. 
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float s); por otro lado, el procesado SAR suele utilizar 
FFfs y productos entre complejos, que son operaciones 
que tienen un coste computacional elevado. Un tiempo de 
procesado tan elevado es una gran desventaja, sobretodo 
para ciertas aplicaciones que han de ejecutarse en tiempo 
real. 
Para solucionar estos problemas se debe trabajar el 
desarrollo del procesador en dos direcciones. La pri mera 
es dividir el raw data file en bloques , de manera que se 
logra adaptar el procesado a cualquier clase de hardware . 
La segunda dirección de desarroll o es adaptar el 
procesador a una máqui na de proce ado en paralelo, para 
que el procesador SAR sea ejecutado en el menor tiempo 
posible entre varias CPUs. 
2. PROYECTO PARSAR 
La resolución de la problemática forma parte de un 
proyecto realizado por e l departamento de Teoría de la 
Señal y Comunicaciones (TSC) de la ETS de Telecomu-
nicaciones de Barcelona (UPC) en el que se pretende 
paralelizar un procesador SAR (proyecto PARSAR) ba-
sado en el CSA (Chirp Scaling Algorithm) . Uno de los 
objetivos de este proyecto es el poder conseguir unos 
tiempos de procesado que se acerquen a los requerimien-
tos de tiempo real (sobre los 5 mjnutos). 
Dentro del marco de este proyecto, la UPC desarro-
lló para lORA la versión paralelizada de un procesador 
CSA, suministrado por esta compañía, utilizando el mé-
todo de paso de mensajes mediante librerías PVM (más 
adelante se exp lica en que consiste) y ap licado sobre un 
c luster de workstations. Como continuación del proyec-
to, el departamento de TSC decidió desarrollar la 
paralelización mediante la utilización de otro método 
(memoria compartida) con el fin de realizar una compa-
ración de ambas técnicas. La paralelización mediante 
este segundo método es lo que se relata en este artículo . 
Para el desarrollo de esta segunda etapa del proyec-
to, se dispone de un procesador CSA desarrollado por el 
departamento de TSC que es en el que se va a implementar 
e l paraleli smo. Como hardware se utiliza una Origin 2000 
de Silicon Graphics (con 64 CPUs y 8 Gbytes de RAM ) 
y que está mantenida por el CEPBA (Centro Europeo de 
Para leli smo de BArcelona) , que forma parte de la UPC. 
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3. EL SAR 
Ya se ha comentado que el sistema SAR ha de 
rec ibir unos ecos reflej ados en el terreno a explorar. La 
recepción de estos pulsos es equi valente a tener una 
agrupación de antenas con tantos elementos como pulsos 
se hayan enviado durante la durac ión de la apertura 
sintética (véase la Figura 2). AsÍ. los pulsos que forman 
la apertura se han de sumar en fase para poder obtener el 
efecto equi valente a un aumento de la directividad de la 
agrupación de antenas y, por tanto. una mayo r reso lución 
en el eje de desplazamiento de la antena (ll amado eje 
azi muth ). Este efecto suma de fases , se puede lograr de 
una manera eficiente mediante el uso de un procesador 
SAR adecuado. 
Longlrud Apertura Sintetlca L:::A 
Figura 2. Concepto de Apertura Sil1lética. 
Estos procesadores toman e l raw data como si 
fuese la respuesta impulsional del sistema radar para cada 
uno de los puntos del terreno observado, de manera que 
la función del procesador es equivalente a realizar la 
comprensión de cada una de las respuestas impulsionales. 
Debe tenerse en cuenta que esta respuesta impulsional es 
bidimensional y vari an te en el eje range, por lo que el 
funcionamiento de estos procesadores es más complejo 
de lo que puede parecer en un principio. 
Debe advertirse que la imagen de sa lida ti ene un 
tamaño algo menor que e l raw data de entrada, ya que los 
márgenes de los datos procesados han de considerarse 
como los residuos de las convoluciones de cada una de las 
respuestas impulsionales. Por tanto, estos márgenes se 
eliminan de la imagen final. 
Uno de estos procesadores es el CSA (Chirp Scaling 
Algori thm), que reduce el procesado SAR a una serie de 
FFIs y productos por funciones de referencia, tal como 
puede verse en la Fi gura 3, y que se caracteriza por 
reali zar una ecuali zac ión de la varianza en e l eje range. lo 
que facilita el trabajo en las etapas posteriores. En la 
figura se puede observar las transformaciones que sufre 
el raw data a medida que pasa por cada una de las etapas. 
4. PROCESADO POR BLOQUES. 
Consiste en dividir el fichero raw data en bloques 
de manera que cada uno de los bloques se procesa como 
si fuese una imagen independiente de las demás . Debe 
tenerse en cuenta el efecto de los datos marginales; por 
56 
CE 
1 ST Reference IHHI Function 
2",D Reference Ed Function 
3RD Reference D Function 
Figura 3. Estructllra básica del CSA . 
esta razón , cada uno de los bloques ha de tomar datos que 
con'esponden a los bloques vecinos. Esta técnica se llama 
solapado de bloques y ha de tenerse en cuenta si no se 
desea que la imagen final aparezca con discontinuidades 
(véase la Figura 4). Por tanto , al bloque procesado se le 
deben e liminar los datos marginales antes de ser ubicado 
en la posición que le corresponde. 
Al realizar el procesado por bloques , se logra 
adaptar el algoritmo al tamaño de la memoria de cual-
quier clase de hardware. Además , se consigue una ade-
cuación a la cac hé de los grandes orde nado res, 
obteniéndose unos rendimientos mu y elevados en la 
ejecución del programa. 
Hay que hacer una observación acerca del tamaño 
de l bloque. Este se define por las dimensiones que e l 
bloque ha de tener en el eje azimuth (que como referencia 
corresponde al eje vertical) y en el eje range (que corres-
ponde al eje horizontal y representa el eje perpendicular 
a la direcc ión de desplazamiento del radar, que en este 
caso corresponde con la dirección de propagación de la 
señal ). 
RAW DATA FILE 
SOLAPADO 
DE BLOQ UES 
RAWDATA 
BLOCK 
Il'vIAGEN PROCESADA 
BLOQUE 
PROCESADO 
Figura 4. Procesado por bloques solapados. 
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5. PARALELIZACIÓN DE PROGRAMAS 
La razón por la que se paralelizan los programas es 
la de lograr una reducción del tiempo de ejecución 
mediante la división del trabajo entre varias CPUs. Ideal-
mente, un algoritmo que se ejecuta en 40 minutos con una 
única CPU, debería tardar 5 minutos si se utilizasen 8 
CPU s. Sin embargo, esto es algo que ocurre en muy pocas 
ocasiones. 
La razón principal es que casi todos programas 
tienen unas operaciones críticas que han de ejecutarse 
concurrentemente, es decir, sólo una CPU a la vez, como 
por ejemplo las operaciones de E/S con ficheros. Ade-
más, al comenzar la ejecución del programa, siempre se 
inicia con una CPU, que será la encargada de abrir y 
cerrar el paralelismo. La apertura y cierre del paralelis-
mo, también son unos procesos que consumen un tiempo 
determinado (llamado parallel overhead) y que limitan 
las posibilidades de conseguir una paralelización ideal. 
Por tanto, a medida que aumenta el número de 
procesadores, y debido a la presencia de esas partes de 
código que se ejecutan en una CPU, se llega a ver que la 
evolución del tiempo tiene un comportamiento asintótico, 
indicando que no se puede reducir más el tiempo de 
procesado (como ejemplo, véase la Figura 5). 
Un parámetro muy útil que permite realizar la 
evaluación del paralelismo es el Speed-Up (S(p», el cual 
se define según la siguiente ecuación: 
s( )=T(l) 
p T(p) (1) 
Donde: T(l) es el tiempo de ejecución de un pro-
grama con una única CPU y T(p) es el tiempo de ejecu-
ción para p CPUs. El Speed-Up da una idea de cual es el 
número equivalente de CPU s que se está utilizando si se 
supone que la paralelización es ideal. Cuanto más peque-
ño sea este número en comparación con el número real de 
CPUs utilizados, peor es la paralelización. Así en el caso 
de paralelización ideal, el Speed-Up coincide con el 
número real de procesadores. También presenta un com-
portamiento asintótico, debido a las partes ejecutadas con 
s eg s. TIEMPO PROCESO 
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Figura 5. Evolución del tiempo de proceso. 
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una CPU, cuando aumenta el número de procesadores 
utilizados (véase Figura 6). 
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Figura 6. Evolución del Speed-Up. 
A partir del Speed-Up, es posible estimar que 
porción de código en tiempo de ejecución ha sido 
paralelizada. Este dato se puede conocer gracias a la Ley 
de Amdahl, la cual se observa en la Figura 7 y en la 
siguiente ecuación: 
F=~. S(p)-I.IOO[%] 
p-l S(p) (2) 
Donde S(p) es el Speed-Up para p procesadores. 
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Figura 7. Ley de Amdahl. 
Debe recalcarse que lo que se obtiene es el código 
paralelizado en tiempo de ejecución, no a la proporción 
del espacio que ocupa esa porción de código en todo el 
programa. Por ejemplo, la región paralelizada puede 
tratarse de un simple bucle que ocupa una pequeña 
porción en el programa, pero en el que corresponda al 
90% del tiempo de ejecución de todo el programa cuando 
se ejecuta con una sola CPU. 
Otro parámetro bastante útil para evaluar la 
paralelización es la eficiencia, cuya expresión se puede 
ver en la siguiente ecuación: 
E(p) = S(p) 
p 
(3) 
Donde S(p) es el Speed-Up para p procesadores. La 
eficiencia es una medida del rendimiento conseguido con 
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la paralelización. Debido a su relación directa con el 
Speed-Up. también presenta el comportamiento asintótico 
a medida que aumenta el número de CP s utilizados . 
Cuando la paralelización e ideal. la eficiencia ha de ser 
l. tal como se ve en la Figura 8. 
EFICIENC IA 
1 ,2 
0,8 
0,6 
O, .t 
0,2 
O 
C PUs 2 3 .t 5 6 7 8 
Figura 8. Evolución de la eficiencia. 
En algunas ocasiones puede llegar a ocurrir que la 
eficiencia sea mayor que uno. Cuando esto ocurre. se dice 
quese tiene un casode superescalabilidad. Ocurre en muy 
extrañas ocasiones con programas que están muy bien 
paralelizados, debido a que ha aumentado la cantidad 
tota l de la caché utili zada. 
5.1. Arquitecturas Paralelas 
Básicamente existen dos tipos básicos de arqu itec-
turas, que se diferencian entre sí en cómo se estructura el 
sistema de memoria. 
Figura 9. Arquitectura de memoria distribuida. 
El primer tipo de arquitectura es el de memoria 
distribuida. Éste se caracteriza por di stribuir la memoria 
total del sistema entre todas las CP s que lo forman. Así 
el conjunto formado por memoria RAM , caché y C P 
definen el concepto de nodo, que es el elemento básico de 
este tipo de estructura. 
El sistema de interconex ión entre los di stintos 
nodos puede ser una simple red Ethernet, o un sistema 
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dedicado como un conmutador crossbar. El ca o má 
clásico de i tema de memoria di stribuida e un conjunto 
de workstarions conectados mediante una red local. Pro-
gramar en un sistema de e te ti po ex ige realizar el control 
de un gran número de operaciones de coordinación entre 
las distintas CP s, por lo que su programación no resulta 
simple. Otra característica es que las memorias trabajan 
independientemente entre sí, por tanto, un dato contenido 
en la memoria de un nodo. no necesita ser conocido en 
otro nodo una vez que el paraleli mo se ha establecido. 
El segundo tipo de arquitectura es el de memoria 
compartida. En este caso, hay un único sistema de 
memoria que es compartido por todas las CPUs. Desapa-
rece el concepto de nodo y lo único que se distribuye entre 
las CPUs es el sistema de memoria caché que le corres-
ponde a cada procesador. 
MEMORIA COMPARTIDA 
Figura l a. Sistema de memoria compartida. 
El sistema de interconexión puede ser también un 
único bus o un sistema de conmutación. La ventaja de este 
sistema es que su programación sue le ser más sencilla que 
en el caso anteri or, ya que no han de tenerse en cuenta 
tantos detalles. El sistema debe aseg urar también la 
coherencia de la caché, es decir, que si se comparte una 
variab le en tre varias CPUs, se debe aseg urar que su valor 
será el mismo para todos los procesadores y en la memo-
ria compartida . La principal desventaja de este sistema es 
que si el número de CPU es elevado, puede haber un 
cue llo de botella en e l límite del ancho de banda de la 
interconexión, lo que va en detrimento de laescalabi lidad. 
Existe un tercer tipo de arquitectura que es una 
mezcla de las dos anteriores. Esta es la arqu itectura de 
memoria compartida-distribuida. En esta estructura, 
la memoria está realmente distribuida, sin embargo, gra-
cias al hardware utilizado, el sistema funcio na como una 
arquitectura de memori a compartida. La base del sistema 
es un HUB O conmutador que se utiliza en cada uno de los 
nodos (véase la Figura 11 , donde la configuración de 64 
CPUs mostrada se ll ama topología en hjpercubo). En este 
caso e l nodo corresponde a un conjunto de memoria local, 
2 CPUs (con sendos sistemas de memoria caché) y el 
HUB. Por otro lado los nodos se interconectan entre sí 
mediante Routers, siendo esto routers los que reali zan la 
interconex ión mediante un múltiple sistema de buses. 
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Figura 11 . Arquilec fura de memoria compartida-
dislribu ida. 
Este sistema tiene todas las ven tajas del sistema de 
memoria compartida, además, resuelve el problema del 
límite del ancho de banda del bus de interconexión, ya 
que la interconexión se utiliza entre varios buses, no uno 
solo. Por esta razón también se le ll ama arquitectura de 
memoria compartida-escalable. Este último tipo de 
arquitectura es el utilizado por la Origi n 2000. 
5.2. Modelos de programación en paralelo 
Los modelos de programación son los métodos 
utilizados para reali zar la paralelización de los progra-
mas. La utili zación de uno u otro dependerá del hardware 
disponib le, de la complejidad del algoritmo, del nive l de 
paralelización deseado, la estructura de los datos a proce-
sar, etcétera. Además, cada modelo está asociado a uno 
de los tipos de arquitecturas comentados anteriormente. 
5.2.1. Paso de mensajes 
Existen do modelos básicos de paraleli zación. El 
primero es el modelo de paso de mensajes e l cual se 
asocia a la arquitectura de memoria distribuida. Básica-
mente consiste en asignar una erie de datos a cada una de 
las CP s y procesarlos de manera independiente entre sí. 
Desde el punto de vi ta del procesado CSA, es como si se 
asignase un bloque a cada una de las CPUs (véase Figura 
12). 
Cada uno de los trazos di scontinuos representa una 
CPU asignada. Así se observa que con e te modelo de 
programación ha de ex istir un proceso padre que coordi-
ne el trabajo de cada uno de los hijos, que son los que 
realizan el procesado. Por tanto, su implementación será 
compleja, ya que se deben teneren cuenta un gran número 
de factores. o obstante, la paraleli zac ión que se puede 
lograr es muy buena si se utili zan pocas CPUs, ya que se 
puede apli ca r e l paral e li smo a todo e l a lgo ritm o 
(paralelizac ión de grano grueso) . Si e utili zan muchas 
CPU s, puede llegar a darse el caso de que los parámetros 
de eva luación (speed-up y eficiencia) empeoren debido a 
que ciertos recursos se utili zan concurrentemente y los 
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procesadores han de esperar a que estos recursos estén 
libres para poder utilizarlos. E te tiempo de e pera será 
mayor cuanto mayor sea el número de CP s. 
La programación en el modelo de paso de mensajes 
está estandari zada gracias al u o de librerías e pecificas 
creada a tal efecto. La má utilizadas on las Message 
Pas ing Interface (MPI) o las Parallel Virtual Machine 
(PVM, que fue utili zado en el de arrollo para INDRA) 
que permi ten crear un código que se puede utili zar en 
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Figura 12. Procesador eSA según el modelo de paso 
de mensajes. 
cua lquier clase de hardware, ya sea un cluste r de 
workstations, o una arquitectura paralela como la 02000. 
5.2.2. Memoria Compartida 
El otro método de paraleli zac ión que se sue le 
utilizar es el de memoria compartida (correspondiente 
con la arquitectura del mismo nombre y queesel utilizado 
en la segunda parte de l proyecto PARSAR ), el cual 
consiste en compartir los datos entre todas las CPUs que 
intervienen en el paralelismo. Desde e l punto de vista del 
procesador CSA, es como si se compartiese el mismo 
bloque entre todas las CPUs (véase la Figura 13). 
Este modelo es más sencillo de implementar, ya 
que se sue le aplicar a nivel de bucle (las partes que más 
tiempo consumen) y no a todo al algori tmo. Por esta razón 
se le llama también paraleli zación de grano fino. El 
problema con este tipo de paralelización es que el para-
lelismo se puede acabar abri endo y cerrando muchas 
veces (una por cada bloque) lo que puede llegar a provo-
car pequeños retrasos (pared/el overhead). o obstante 
cuando se utili za un número e levado de CPUs, y si e l 
paralelismo está bien implementado los resultados obte-
njdos son muy buenos. 
La implementac ión práctica de este modelo se 
realiza mediante directivas de compilación (pragmas) 
que indican que bucles se de ean paralelizar. Al ejecutar 
el programa, se crean tantas copias del código del bucle 
como CPUs se hayan especificado y se distribuyen las 
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Figura 13. Algoritmo eSA según el modelo de 
memoria compartida. 
iteraciones entre las CPU s segú n una política defi nida por 
el usuario. Estas directivas de compilac ión, son específi-
cas de cada tipo de hardware, por lo que el código fuente 
no será compatible con otra máq uina distinta. Sin embar-
go , se están hac iendo esfuerzos para conseguir un sistema 
estándar que permita la paraleli zac ión mediante memoria 
compartida. 
6. ASPECTOS TÉCNICOS 
El desarrollo del parale li smo segú n el modelo de 
memori a compartida, se ha concentrado básicamente en 
tres aspectos: adaptación a la memori a caché, optimización 
del acceso a los bucles y mejoras en e l acceso a di sco. 
6.1. Uso de la caché 
La memoria caché es un sistema de memori a 
intermedia que actúa como intermediario entre los regi s-
tros de la CPU y la memoria RAM. Su presencia se 
justifica en que es un tipo de memoria muy rápida aunque 
su tamaño suele ser mu y limitado debido a su alto coste. 
Debe añadi rse también que sue le estar estructurada en 
dos ni veles (L 1 Y L2). Al copiar los datos que necesita la 
C PU de la RAM a la caché, el acceso a estos datos es más 
rápido. o obstante, para lograr un rendimiento elevado, 
hay que ev itar una renovación demasiado continuada de 
los datos contenidos en la caché, ya que esto requiere un 
tiempo determinado que se refleja en una pérdida de 
rendimiento del procesado. 
Normalmente es el compi lador quien se encarga de 
hacer la optimización del uso de la caché mediante la 
reutili zación de los datos contenidos en ell a. Sin embar-
go, habrá más posibilidades de que e l compilador genere 
un código óptimo si el programador aplica una serie de 
técnicas en el acceso a los datos (Loop Fission, Loop 
Fussion, Loop lnterchange, etcétera) , Así mismo deter-
minadas di stribuciones de datos pueden hacer que el 
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ti empo de procesado aumente más de lo esperado debido 
a un problema con la adaptac ión de los datos a la caché. 
6.2. Optimización en acceso a bucles 
La optimización en el acceso a los bucles se logra 
med iante una di spos ición adecuada de los di stintos ni ve-
les de un bucle que accede a los datos de un arra y 
bidimensional (véase la Fi gura 14). El ni vel interno 
co rresponde con e l eje del array en el que las posiciones 
de cada uno de los elementos . están colocados uno detrás 
de otro en la memori a. De esta manera, se fac ilita la 
generac ión de un código que se adapta a las característi -
cas de la caché. La optimizac ión en e l acceso, se relac iona 
con el modo en el que e l lenguaje C almacena los arrays 
bidimensionales . Así las pos iciones en el eje hori zontal, 
se co locan una detrás de otra en la memoria. 
Con la optim izac ión en el acceso, también se fac i-
lita la paralelización del bucle. Lo más usual es paralelizar 
el bucle en e l nivel más externo. De esta manera, se abre 
y se cierra el paralelismo un menor número de veces, lo 
que reduce el overh ead. Pero también se logra una 
distrib ución ópt ima del array entre las memorias de las 
CPUs. Debe recordarse que la 02000 ti ene sus memori as 
di stribuidas entre nodos. Por lo que si se logra una 
d istribución correcta de l array entre cada uno de los 
nodos, el volumen de datos a transferir entre nodos será 
pequeño, lo que reducirá la latenc ia por acceso a datos. 
N 
M 
• 
f or(j = O; j <N-l ; j++) 
f or(i=O ; i <M-l ; i ++) 
A[j*M+i]= ... ; 
Figura /4. Acceso óptimo a bucles. 
Como ejemplo de cómo e di stribuyen los datos de 
manera óptima, hay que observar la Figura 14. Al distri-
buir las iteraciones del bucle ex terno, las primeras N/4 
iteraciones se asignan a la primera CPU, las sigui entes NI 
4 a otra CPU y as í suces ivamente . Para que los datos 
correspondan con las iteraciones, Las primeras N/4líneas 
han de almacenarse en la memoria de la primera CPU, Las 
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segundas /4 líneas a la memoria de la misma CPU a la 
que se asignó el segundo grupo de /4 líneas y así 
ucesi vamente. 
El usuario no debe preocuparse de realizar la distri-
bución de las memorias , ya que de eso se encarga el 
sistema operativo. Sin embargo, tiene la posibilidad de 
realizar la di stribución de las matrices del modo que crea 
más conveniente para poder optimizar al máximo el 
rendimiento del paralelismo. 
En el caso del procesador eSA de memoria com-
partida, el bloque raw data se distribuye de la misma 
manera entre las epus que intervienen en el paralelismo. 
Así el procesador eSA se puede ver como una serie de 
bucles encadenados uno detrás de otro y que representan 
cada una de las etapas del algoritmo. De esta manera se 
pueden paralelizar todos estos bucles dentro de la mi sma 
zona paralela, de manera que se abre y se cierra el 
paraleli smo una vez por cada bloque. 
6.3. Acceso a ficheros 
El último aspecto a observares el de la optimización 
de acceso a fi cheros, es decir, cómo mejorar el modo en 
el que se hace la lectura de los bloques del fichero ra w 
data. El raw data file se forma acumulando cada uno de 
los ecos recibidos en el fichero; por tanto, si se desea 
hacer una lectura de un bloque, los datos de éste no están 
colocados en posiciones continuas en el fi chero . Esto 
significa que el cabezal de lectura ha de realizar un 
número elevado de movimientos , lo que provoca un 
retraso en la lectura/escritura y, por tanto, una pérdida de 
rendimiento . 
Este problema se resuelve mediante el uso de 
buffers de entrada/salida (véase la Figura 13). Cuando se 
hace la lectura del fichero de raw data, se leen líneas 
completas, tantas como tamaño en el eje vertical (eje 
azimuth) vaya a tener e l bloque. Estas líneas se almace-
nan en el buffer, del cual se tomarán los bloques que se 
deseen procesar. Una vez que el bloque ha sido procesa-
do, estos se almacenan en e l buffer de sa lida, que se 
escribirá en el fichero de sa lida una vez que se ha 
terminado de procesar todos los bloques del buffer de 
entrada. Si se desean procesar más bloques, hay que 
llenar de nuevo el buffer de entrada y tomar los bloques 
de este buffer. 
De esta manera se logra reduc ir el número de 
operaciones de E/S del disco, que sue le estar compartido 
entre múltiples usualios, y hacer una lectura más conti-
nua, por lo que e l tiempo total invertido en lectura/ 
escritura se reduce. Además , al tener los buffer el mismo 
tamaño en el eje vertical que el bloque, puede ll egar a 
tener la misma di stribución entre epus. 
7. RESULTADOS 
En este apartado se muestran los resultados obteni -
dos con las dos versiones del procesador eSA paralelizado 
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(con paso de mensajes en PVM y memoria compartida). 
En los dos casos la ejecución se ha realizado en la 
Origin2000 y han obtenido como salida una imagen con 
forma to SLe (resol ución de entre 3 y 4 metro , formato 
I+Q, y distorsión geográfica debida al plano de proyec-
ción). Todos los tiempos de proceso están en egundos. 
Inicialmente se muestran los re ultados obtenidos 
por el programa en paso de mensajes en la Tabla 1. 
~ CPUs Bl4ONx4Ol8 
3 1476,9 
4 731 ,2 
5 634,3 
6 395,9 
7 362,9 
8 305,0 
9 309,3 
10 302,0 
Tabla / . Resultados de la versión PVM con un 
bloque de tamaño 4096(azimulh)X4096(range). 
Segs VERSIÓNPVM I. BL 4096 X40961 
2000 ,-----~~~~~========~ 
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Figura / 5. Evolución del liempo de proceso en la 
versión PVM. 
La razón por la que no se da el resultado para I y 2 
epus es debido a que en la versión PVM cuando se di ce 
que realice el procesado con l procesador, quiere decir 
que es un hijo e l que reali za el procesado eSA. En la 
versión PVM son necesarios un proceso padre que coor-
dina las tareas de los hijos, un esclavo que ha de realizar 
la gestión de los bloques, y los hijos que realizan el 
procesado eSA. Por esta razón aunq ue sea una CPU la 
que lleva a cabo el procesado SAR, realmente se están 
utilizando 3. De los resultados se observa el comporta-
miento as intótico descrito anteri ormente: a partir de 8 
epus e l tiempo de proceso se mantiene. Así mismo se 
puede ver que para 10 epus (aunque el número efect ivo 
de procesadores es 8) el ti empo de proceso e de unos 5 
minutos en esta prueba, aunque se debe decir que se han 
llegado a obtener ti empos de proce o de 3 minutos y 
medio con esta misma versión. 
En el caso de la versión en memoria compartida 
(llamada versión 6.2) se han obtenido los siguientes 
resultados que se pueden ver en la Tabla 2. 
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• cpu. nEIIPC 
1 1007,4 1,00 1,00 
2 531 ,8 1 2,06 1,03 
3 391 5 2,80 093 
4 295 7 371 1 093 
5 250,3 4,38 1 088 
6 209,4 5,24 087 
7 186 8 587 084 
8 1648 666 083 
9 1480 7,42 1 0,82 
10 144,2 7,61 0,76 
16 999 1098 1 069 
32 701 1565 1 049 
Tabla 2. Resultados para la versión de memoria 
compartida (versión 6.2) con un bloque de tamaño 
4000( azimuth )X 4096( range). 
: 
Se observa que el tamaño de bloque es mu y similar, 
pero no es el mismo. Esto se debe a que si en la versión 
de memoria compartida se escoge una dimensión en 
azimuth exclusivamente en base 2, se produce un proble-
ma de adaptación de los datos a la caché que aumenta el 
ti empo de ejecución de una manera dramática. El modo 
de resolverlo es escogiendo en este eje un tamaño que no 
sea exclusivamente de base 2 pero que sea múltiplo de 2, 
3 y 5. Esta condición es debida a que las rutinas FFrs 
utilizadas en la versión de memoria compartida (no en la 
versión PVM) se basan en el algoritmo de Singleton , las 
cuales permiten este margen de libertad en los tamaños. 
Hablando exclusivamente de los resultados, se puede ver 
el mismo comportamiento asintótico, aunque los ti empos 
obtenidos son sensiblemente menores que en la versión 
PVM (tanto si se compara el número real de CPUs o e l 
número efectivo). Así para 8 CPUs se obtienen unos 
tiempos de 2'44", 2'24" para 10 CPU s y l ' 10" para 32 
CPUs (con otros tamaños de bloque ha sido justo de 1'). 
En cuanto a la eficiencia obtenida, para 8 CPUs es del 
83%, algo que se puede considerar un éxito. Así mismo, 
estima que el grado de paraleli zac ión en tiempo de 
ejecución es de un 80%-90% según la Ley de Amdahl. 
VERSiÓN 6.2 1~=~0CtS4 
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1 000 
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~ 
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Figura 16. Evolución de Tiempo de proceso y 
Speed-Up para versión 6.2 
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La notable mejoría del modelo de memoria com-
partida con respecto del método basado en PVM es que 
ha hecho un gran esfuerzo en adaptar el algoritmo a la 
arq uitectura de la Origi n2000 en el sentido de optimizar 
el uso de la caché, También ha influido mucho el hecho 
de utilizar los buffers de entrada/salida que minimizan e l 
uso del disco y que, además, se leen/escriben fuera de la 
zona paralela (véase la Figura 13) por lo que no se da el 
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problema de concurrencia. Por otro lado hay que decir 
que la versión de paso de mensajes se desarro lló en un 
cluster de workstations utili zando PVM y después se 
adaptó directamente a la Origin2000. 
8. CONCLUSIONES 
En ambos casos , se ha logrado cumplir el compro-
miso de tener un procesado completo de imágenes en 
menos de 5 minutos, lo que las habilita para las ap licacio-
nes donde el ti empo real es un requi sito , 
Asímismo se observa que la versión de memoria 
compartida es sensiblemente más rápida que la versión de 
paso de mensajes , sin que por ello se deba excluir este 
segundo método. De hecho una futura línea de desarrollo 
puede ser reali zar una versión del algoritmo utilizando el 
modelo de programac ión híbrido (combinación de los 
dos métodos del que se espera que e l rendimiento sea algo 
mejor). 
Otra futura líneas de desarrollo pueden ser que la de 
aplicar la parale lización de memoria compartida de este 
proyecto a nuevas variantes del CSA como el CSA 
extended que actualmente está en desarrollo en el depar-
tamento de TSC de la UPC. 
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