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Abstract
We analyse the existence and the stability of the ground states of the one-
dimensional nonlinear Schrödinger equation with a focusing power nonlinearity
and a defect located at the origin. In this paper a ground state is defined as a
global minimizer of the action functional on the Nehari manifold and the defect
considered is a Fülöp-Tsutsui δ type, namely a δ condition that allows discon-
tinuities. The existence of ground states is proved by variational techniques,
while the stability results from the Grillakis-Shatah-Strauss theory.
1 Introduction
In the last decades the study of dynamics on metric graphs has developed enor-
mously. One of the main reasons of this interest can be found in the adaptabil-
ity of the models in approximating the evolution of systems located on ramified
structures, where the transverse dimensions are negligible if compared to the
longitudinal ones.
Schrödinger dynamics on ramified structures, or networks, was first investigated
by Ruedenberg and Scherr [32] in 1953, studying the energy spectrum of valence
electrons on the array of the naphthalene molecules. In particular, exploiting
the geometry of the molecular structure of naphthalene, they defined a suitable
Schrödinger operator on the edges of a hexagonal grid in order to represent the
quantum energy of the system and then computed its spectrum. This seminal
paper has not only been considered as a milestone in physical chemistry, but
it also introduced some important mathematical tools, such as the Kirchhoff’s
conditions at the vertices of a ramified structure. In some sense, this type of
conditions describes a situation of homogeneity in the medium in which the
dynamics occurs and they have been deeply investigated, at first for linear dy-
namics (see for example the milestone paper by Kostrykin and Schrader [30]
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or the introductory book by Berkolaiko and Kuchment [16]) and then for the
nonlinear ones. In particular, the forerunner of this last line of research is the
treatise [14], but only in the last few years this topic has been deeply investi-
gated [11, 12, 13], focusing on particular types of metric graphs such as compact
graphs [17, 21, 27, 19, 31], periodic graphs [7, 6, 22] and the infinite metric trees
[23]. Finally, the problem of a nonlinearity concentrated on a subgraph has been
variously explored, for instance in [36, 33, 34, 24].
Next to these conditions, there exists the family of non-Kirchhoff’s conditions
that, on the other hand, represents an inhomogeneity or defect in the medium.
Examples of these conditions are the δ conditions, explored both on the real
line and on star graphs [25, 26, 3, 4, 5, 10], the δ′ conditions [10, 9] and the
dipole conditions [10]. More recently, a new type of non-Kirchhoff’s conditions
have been studied, the so-called nonlinear delta, for which two nonlinearities
coexist: the standard one and a pointwise one [1, 15]. For a more complete
investigation on the non-Kirchhoff’s conditions we refer to [2].
The purpose of this paper is to present some results on the study of the Non-
linear Schrödinger equation when a specific generalization of δ conditions are
imposed at the origin of the real line. Following [20] we shall call them Fülöp-
Tsutsui δ conditions and roughly speaking they can be seen as δ-type conditions
that generate discontinuities where the defect is located.
To be more specific, we investigate the existence and the stability of ground
states on the real line R for the Nonlinear Schrödinger equation
i∂tu = Hτ,vu− |u|2µu, (1)
whereHτ,v is the self-adjoint extension of the one-dimensional laplacian, defined
on the domain
D(Hτ,v) := {u ∈ H2(R\{0}) : u(0+) = τu(0−), u′(0−)− τu′(0+) = vu(0−)}
(2)
and its action reads (Hτ,vu)(x) = −u′′(x) out of the origin.
In (2), τ ∈ R\{0,±1} and v > 0, namely, we consider the case of an attractive
δ interaction only.
In [8], it has been established that the energy space associated to equation (1)
is
H1τ := {u ∈ H1(R−)⊕H1(R+) : u(0+) = τu(0−)},
and the energy functional
E(u) =
1
2
(
||u′||2L2(R−) + ||u′||2L2(R+)
)
− 1
2µ+ 2
||u||2µ+2L2µ+2(R) −
v
2
|u(0−)|2
is conserved by the flow defined by (1).
In the following we use the slight abuse of notation:
||u′||2L2(R) = ||u′||2L2(R−) + ||u′||2L2(R+)
and, if it is not confusing, we shorten ||u′||2L2(R) with ||u′||22 and ||u||pLp(R) with
||u||pp for any exponent p ≥ 2.
We define a ground state as a global minimizer of the action functional
Sω(u) = E(u) +
ω
2
||u||22,
2
among all functions in H1τ satisfying the Nehari’s constraint Iω(u) = 0, where
Iω(u) = ||u′||22 − ||u||2µ+22µ+2 − v|u(0−)|2 + ω||u||22
is called Nehari’s functional and µ > 0.
Notice that the notion of ground state we shall use does not refer to the mass
constraint, so that its orbital stability is not guaranteed a priori. On the other
hand, the use of Nehari manifold in the study of ground states is classical [35]
and has been already introduced for the study of Schrödinger equation with
point interactions in [25], [26] and [9].
Following the line of these works, we find stationary states and compare them
to establish which, among them, are the ground states. This makes our model
richer than the one described in [25] and [26], encompassing a pure δ interac-
tion. For this feature, the present model can be considered as a bridge between
δ and δ′ models.
The paper is organized as follows: in Section 2 we collect some preliminary
results relevant for the remaining part of the paper; the main theorem about
the existence of the ground states will be presented in Section 3, whereas in
Section 4 we study the stationary states of the constrained functional and iden-
tify the ground state among them; Section 5 is finally devoted to the study of
the orbital stability of the ground states.
2 Basic facts
In this section we will collect some basic remarks and preliminary results that
will be relevant in the following, but for simplicity and clarity we prefer to
present them here.
As outlined in the Introduction, since one of the subjects of our study will be
the existence of non-vanishing global minimizers for the action functional under
the Nehari’s constraint, let us recall that the stationary states of the functional
Sω belong to the Nehari manifold, namely the zero-level set of the Nehari’s
functional and that is the reason why people refer to the Nehari’s constraint as
the "natural constraint" for the action functional.
To our aim, let us define a further functional, called reduced action, that does
not depend on ω
S˜(u) :=
µ
2(µ+ 1)
||u||2µ+22µ+2
and note that Sω(u) = S˜(u) holds for every u on the Nehari manifold.
The importance of this functional is clarified by the following Lemma 2.1.
Remark 2.1. Let us note that the energy of the linear bound states in H1τ is
ω = v
2
(τ2+1)2 . Indeed, if we consider the eigenvalue problem{ −u′′ + ωu = 0, x 6= 0, u ∈ H2(R\{0})
u(0+) = τu(0−),
u′(0−)− τu′(0+) = vu(0−),
(3)
we know that u(x) = χ−e
√
ωx+χ+e
−√ωx, where χ± are the characteristic func-
tions of R±, solves the first equation in (3). Imposing the boundary conditions
at the origin on such u, it follows
e−
√
ω(0+) = τe
√
ω(0−)
3
and √
ωe
√
ω(0−) + τ
√
ωe−
√
ω(0+) = ve
√
ω(0−).
Hence, ω = v
2
(τ2+1)2 .
Lemma 2.1. Let ω > v
2
(τ2+1)2 . Then
d(ω) : = inf{Sω(u) : u ∈ H1τ \{0}, Iω(u) = 0} (4)
= inf{S˜(u) : u ∈ H1τ \{0}, Iω(u) ≤ 0}. (5)
In particular, if u is a minimizer for one problem, it is a minimizer also for the
other.
Proof. We can split the proof in two steps. In the first one we will show the
equivalence between (4) and (5), whereas in the second one the equivalence
between the two minimizers will be proved.
Step 1: let u ∈ H1τ \{0} such that Iω(u) = 0. Then Sω(u) = S˜(u) and
inf{Sω(u) : Iω(u) = 0} ≥ inf{S˜(u) : Iω(u) ≤ 0}.
On the other hand, if we choose u ∈ H1τ \{0} such that Iω(u) < 0, we can define
α(u) :=
(
||u′||22 − v|u(0−)|2 + ω||u||22
||u||2µ+22µ+2
) 1
2µ
. (6)
Because of the hypothesis Iω(u) < 0, it follows that α(u) < 1. Moreover
Iω(α(u)u) = 0, hence Sω(α(u)u) = S˜(α(u)u) = α(u)2µ+2S˜(u) < S˜(u) and
inf{Sω(u) : Iω(u) = 0} ≤ inf{S˜(u) : Iω(u) ≤ 0}.
Hence, (4) and (5) are equivalent.
Step 2: if u is a minimizer for the functional Sω and Iω(u) = 0, then it means
that there exists a function that reaches the infimum also for the problem with
the functional S˜. On the other hand, if u were a minimizer for S˜ with Iω(u) < 0,
we could define α(u) as before and again it would result that S˜(α(u)u) < S˜(u).
But this would contradict the fact that u is a minimizer, hence Iω(u) = 0 and
u turns out to be a minimizer also for Sω.
Remark 2.2. In the following we use that Iω(u) < 0 cannot hold if u is a
minimizer.
We now present a Sobolev type inequality adapted to the space H1τ , endowed
with the norm
||u||2H1τ := ||u||
2
L2(R) + ||u′||2L2(R−) + ||u′||2L2(R+) (7)
Proposition 2.2 (Sobolev inequality). For any u ∈ H1τ ,
||u||2µ+2 ≤ C||u||H1τ (8)
where C is a positive constant which depends only on µ.
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Proof. Let us consider u ∈ H1τ such that u = χ−u−+χ+u+ where u± are even
functions in H1(R) and χ± are the characteristic functions of R±.
||u||22µ+2 =
(
||u||2µ+22µ+2
) 2
2µ+2
=
(
1
2
(
||u+||2µ+22µ+2 + ||u−||2µ+22µ+2
)) 22µ+2
≤ 1
2
2
2µ+2
(||u+||22µ+2 + ||u−||22µ+2)
≤ C (||u+||2H1 + ||u−||2H1)
= C
(||u+||22 + ||u′+||22 + ||u−||22 + ||u′−||22)
= C
(||u||22 + ||u′||22) = C||u||2H1τ .
where the inequalities follow noting that 22µ+2 < 1 and by the Sobolev embed-
ding on the line.
3 Existence
In this section we present the main result concerning the existence of ground
states, i.e. minimizers for the action functional under the Nehari’s constraint.
More precisely we prove the following theorem.
Theorem 3.1. Let ω > v
2
(τ2+1)2 . Then there exists u ∈ H1τ \{0} that minimizes
Sω among all functions belonging to the Nehari manifold Iω(u) = 0.
The proof follows the line of [9] and exploits Banach-Alaoglu’s theorem and
Brezis-Lieb’s lemma to obtain convergence of minimizing sequences. However,
before proving Theorem 3.1 we present some preliminary lemmas that show
that the functional Sω is bounded from below and this motivates our search for
the ground states.
Lemma 3.2. For any ω > v
2
(τ2+1)2 , it holds
||u′||22 − v|u(0−)|2 + ω||u||22 ≥ C||u||2H1τ , (9)
for some constant C > 0.
Proof. First of all let us consider u ∈ H1τ such that u = χ−u− + χ+u+ where
u± are even functions in H1(R) and χ± are the characteristic functions of R±.
Note that, thanks to the standard Gagliardo-Nirenberg inequality in H1(R) and
by symmetry, it follows that
|u(0±)|2 ≤ ||u±||2∞ ≤ ||u±||2||u′±||2
=
(∫ +∞
−∞
|u±|2
) 1
2
(∫ +∞
−∞
|u′±|2
) 1
2
=
(
2
∫ +∞
−∞
|χ±u±|2
) 1
2
(
2
∫ +∞
−∞
|χ±u′±|2
) 1
2
= 2||χ±u±||2||χ±u′±||2.
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Let us observe that, in order to get (9), it is sufficient to estimate the negative
term in the inequality. In particular, thanks to the fact that u(0+) = τu(0−),
for any α ≥ 0
v|u(0−)|2 = vα|u(0−)|2 + v(1− α)
τ2
|u(0+)|2. (10)
Hence, using the previous estimate on the r.h.s. of (10), we obtain
v|u(0−)|2 ≤ 2vα||χ−u−||2||χ−u′−||2 + 2
v(1− α)
τ2
||χ+u+||2||χ+u′+||2.
Choosing α = 1τ2+1 we get
v|u(0−)|2 ≤ 2v
τ2 + 1
(||χ−u−||2||χ−u′−||2 + ||χ+u+||2||χ+u′+||2)
and, for all a > 0
v|u(0−)|2 ≤ 2v
τ2 + 1
(
a
2
||χ−u−||22 +
1
2a
||χ−u′−||22 +
a
2
||χ+u+||22 +
1
2a
||χ+u′+||22
)
=
v
τ2 + 1
(
a||u||22 +
1
a
||u′||22
)
.
Finally, we obtain
||u′||22 − v|u(0−)|2 + ω||u||22 ≥
(
1− v
a(τ2 + 1)
)
||u′||22 +
(
ω − va
τ2 + 1
)
||u||22
≥ C||u||2H1τ ,
where the constant C is positive since we can always choose a parameter a such
that
v
τ2 + 1
< a <
ω(τ2 + 1)
v
, (11)
thanks to the hypothesis ω > v
2
(τ2+1)2 .
In particular, it follows:
Lemma 3.3. For any ω > v
2
(τ2+1)2 , it holds d(ω) > 0.
Proof. This result is a consequence of Lemma 3.2, since
Iω(u) ≥ C||u||2H1τ − ||u||
2µ+2
2µ+2 ≥ C||u||22µ+2 − ||u||2µ+22µ+2,
for every u ∈ H1τ from Sobolev inequality (8), and C is a positive constant.
Thanks to Lemma 2.1, u can be chosen in the region Iω(u) ≤ 0, hence it results
that either u = 0 or ||u||2µ+2 ≥ C 12µ > 0. But since we are looking for non-zero
minimizers, it follows that ||u||2µ+2>0 and therefore d(ω) > 0.
Finally, let us consider the following action functional with no point interactions
S0ω(u) =
1
2
||u′||22 −
1
2µ+ 2
||u||2µ+22µ+2 +
ω
2
||u||22 (12)
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and its corresponding Nehari’s functional
I0ω(u) = ||u′||22 − ||u||2µ+22µ+2 + ω||u||22, (13)
defined on the space H1τ . From Section 8.4 of [10], we know that for any τ > 0
and ω > 0 the minimizer of the functional S0ω among the functions in H1τ \{0}
such that I0ω = 0 is given by the solution of the dipole interaction problem
ηdip(x) = (ω(µ+ 1))
1
2µ cosh−
1
µ
(
µ
√
ω(x− ζ±)
)
, (14)
where ζ± are defined by
tanh
(
µ
√
ωζ−
)
=
√
1− τ2µ
1− τ2µ+4
and
tanh
(
µ
√
ωζ+
)
= τ2
√
1− τ2µ
1− τ2µ+4 .
Note that through the same argument used in Lemma 2.1, the search for a non-
zero minimizer for the functional S0ω on the manifold {u ∈ H1τ : I0ω(u) = 0}
turns out to be equivalent to look for a minimizer for the functional S˜ on the
manifold {u ∈ H1τ : I0ω(u) ≤ 0}, in particular for any u ∈ H1τ such that
I0ω(u) ≤ 0, it holds
S˜(ηdip) ≤ S˜(u). (15)
Let us introduce a lemma that will be used in the following and links the original
problem to the one with no point interactions.
Lemma 3.4. Let ω > v
2
(τ2+1)2 . Then, d(ω) < S˜(η
dip).
Proof. The proof of this lemma follows immediately from Remark 2.2, noting
that
Iω(η
dip) = I0ω(η
dip)− v|ηdip(0−)|2 < 0,
because of (14), therefore ηdip is not a minimizer for S˜ on Iω ≤ 0.
Now we are able to demonstrate Theorem 3.1.
Proof. Let us consider a minimizing sequence un for the functional S˜ such that
Iω(un) ≤ 0 and prove that it is bounded in the H1τ norm.
By definition, S˜(un) → d(ω) for n → ∞, hence the sequence ||un||2µ+22µ+2 is
bounded by a positive constant C.
Since Iω(un) ≤ 0, it follows that
||u′n||22 − v|un(0−)|2 + ω||un||22 − ||un||2µ+22µ+2 ≤ 0
and thanks to the boundedness of the L2µ+2-norm we get
||u′n||22 − v|un(0−)|2 + ω||un||22 ≤ ||un||2µ+22µ+2 ≤ C.
On the other hand, by the proof of Lemma 3.2 we know that there exists a > 0
such that
||u′n||22 − v|un(0−)|2 + ω||un||22 ≥
(
ω − va
τ2 + 1
)
||un||22 ≥ 0.
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Hence, owing to (11) we conclude that:
||un||22 ≤
(
ω − va
τ2 + 1
)−1
C
and the boundedness of the L2-norm of the minimizing sequence is proved. To
show the boundedness of the L2-norm of the sequence of the derivatives, we can
proceed in a similar way. In particular:
||u′n||22 ≤ v|un(0−)|2 − ω||un||22 + ||un||2µ+22µ+2
≤ v|un(0−)|2 + ||un||2µ+22µ+2
≤ v
τ2 + 1
(
a||un||22 +
1
a
||u′n||22
)
+ C,
where for the last inequality we used Lemma 3.2 and the boundedness of the
L2µ+2-norm. Hence, by (11)(
1− v
a(τ2 + 1)
)
||u′n||22 ≤
av
τ2 + 1
||un||22 + C.
This proves that the L2-norm of the sequence u′n is bounded and by (7) we
conclude that the sequence un is bounded in the H1τ -norm.
By Banach-Alaoglu’s theorem there exists a subsequence (that we will still call
un) that is weakly convergent in H1τ . We name u its weak limit and prove that
u 6= 0 and Iω(u) ≤ 0. Before showing that u is non-vanishing, it is useful to
prove that
lim
n→∞ Iω(un) = 0. (16)
This is proved by contradiction. Indeed, if we suppose that lim inf Iω(un) < 0,
then there would exist a subsequence denoted by un again and we could define
a sequence vn := βnun, with
βn :=
(
||u′n||22 − v|un(0−)|2 + ω||un||22
||un||2µ+22µ+2
) 1
2µ
and lim inf βn < 1. Hence, we would get that
lim inf S˜(vn) = lim inf βn
2µ+2S˜(un) < lim inf S˜(un),
contradicting the hypothesis that un is a minimizing sequence. Therefore
lim inf Iω(un) ≥ 0, but since lim sup Iω(un) ≤ 0, it must be lim Iω(un) = 0.
Finally, to prove that u 6= 0, we proceed again by contradiction, assuming
that u = 0 and in particular u(0+) = u(0−) = 0. We can define a sequence
hn := ρnun where
ρn :=
(
||u′n||22 + ω||un||22
||un||2µ+22µ+2
) 1
2µ
. (17)
Because of the estimate |un(0±)−u(0±)| ≤ ||un−u||H1τ , it follows that limun(0±) =
u(0±) = 0 and thanks to (16), we obtain
lim ρn = lim
n→∞
(
1 +
Iω(un) + v|un(0−)|2
||un||2µ+22µ+2
) 1
2µ
= 1. (18)
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Therefore, it follows that lim S˜(hn) = lim ρn2µ+2S˜(un) = d(ω).
On the other hand we observe that
I0ω(hn) = I
0
ω(ρnun) = ρ
2
n(||u′n||22 + ω||un||22 − ρ2µn ||un||2µ+22µ+2) = 0.
By (15) we can conclude that d(ω) ≥ S˜(ηdip), but by Lemma 3.4 we know that
d(ω) < S˜(ηdip). Thus, the assumption u = 0 cannot hold.
It remains to prove that u belongs to the right manifold and in particular
that Iω(u) ≤ 0. For this purpose we exploit Brezis-Lieb’s lemma [18], that
establishes that: if un → u pointwise and ||un||p is uniformly bounded, then
||un||pp − ||un − u||pp − ||u||pp → 0, ∀1 < p <∞. (19)
Then, owing to that result
S˜(un)− S˜(un − u)− S˜(u)→ 0, (20)
whereas by the weak convergence of un in H1τ , it follows that
Iω(un)− Iω(un − u)− Iω(u)→ 0. (21)
To show that Iω(u) ≤ 0 we proceed by contradiction assuming that Iω(u) > 0.
Hence, from (21) it follows that
lim Iω(un − u) = lim Iω(un)− Iω(u) = −Iω(u) < 0
thanks to (16). This means that there exists a n¯ such that for any n > n¯,
Iω(un − u) < 0 holds and therefore
d(ω) < S˜(un − u), ∀n > n¯, (22)
thanks to Remark 2.2.
On the other hand, by (20) we get
lim
n→∞ S˜(un − u) = limn→∞ S˜(un)− S˜(u) = d(ω)− S˜(u) < d(ω) (23)
due to the fact that S˜(u) > 0, since u 6= 0.
Finally we note that (22) and (23) are in contradiction, hence the hypothesis
Iω(u) > 0 cannot hold.
By definition, one has that d(ω) ≤ S˜(u), but on the other hand it holds
S˜(u) =
µ
2(µ+ 1)
||u||2µ+22µ+2 ≤ limn→∞
µ
2(µ+ 1)
||un||2µ+22µ+2 = d(ω),
because un → u weakly in L2µ+2. Hence, u is the suitable minimizer and
S˜(u) = d(ω). (24)
We end this section presenting a stronger result about the convergence of a
minimizing sequence in H1τ . In particular:
Corollary 3.5. Every minimizing sequence converges strongly in H1τ .
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Proof. Let us denote by un a minimizing sequence. From (23) and (24) it
follows that un → u strongly in L2µ+2. Moreover, thanks to (16) and Remark
2.2, one has
||u′n||22 + ω||un||22 = Iω(un) + ||un||2µ+22µ+2 + v|un(0−)|2
→ ||u||2µ+22µ+2 + v|u(0−)|2
= ||u′||22 + ω||u||22.
Thanks to (9), this implies strong convengence in H1τ and complete the proof.
4 Ground States
In order to identify the ground state of Sω, this section is devoted to study
the stationary states of the constrained action functional and in particular to
introduce the Fülöp-Tsutsui conditions presented in the Introduction. Then, we
will detect the ground state among all the stationary states of the constrained
functional.
4.1 Stationary States
In the first part of this section we present some results about the stationary
states of the functional Sω; in particular we prove that they solve the stationary
nonlinear Schrödinger equation on each of the two halflines and own a disconti-
nuity at the origin under some specific conditions, the so-called Fülöp-Tsutsui
conditions.
Proposition 4.1. A stationary state for the action functional Sω constrained
on the Nehari manifold solves{ −u′′ − |u|2µu+ ωu = 0, x 6= 0, u ∈ H2(R\{0})
u(0+) = τu(0−)
u′(0−)− τu′(0+) = vu(0−)
(25)
Proof. Let u be a stationary state for the functional Sω constrained on the
Nehari manifold, then there exists a Lagrange’s multiplier ν ∈ R such that
S′ω(u) = νI
′
ω(u) and 〈S′ω(u), u〉 = ν〈I ′ω(u), u〉.
On the other hand, by direct computation and stationarity, one obtains
〈S′ω(u), u〉 = Iω(u) = 0,
〈I ′ω(u), u〉 = −2µ||u||2µ+22µ+2.
Hence, ν = 0 and the Euler-Lagrange equation becomes S′ω(u) = 0.
For any η ∈ H1τ it follows that
〈S′ω(u), η〉 =
∫ 0
−∞
u′η′ dx+
∫ +∞
0
u′η′ dx+
−
∫ +∞
−∞
(|u|2µ+1 − ωu)η dx− vu(0−)η(0−) = 0.
If we pick one of the two halflines and consider η ∈ C∞c (R+) or η ∈ C∞c (R−),
the term vu(0−)η(0−) vanishes and the equation u′′ + |u|2µu = ωu holds on
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the halfline.
In order to verify the conditions at the origin, we proceed integrating by parts
the l.h.s of the equation; it follows that, for any η ∈ H1τ , it holds:
u′η
∣∣∣∣0
−∞
+ u′η
∣∣∣∣+∞
0
−
∫ 0
−∞
(u′′ + |u|2µ+1 − ωu)η dx+
−
∫ +∞
0
(u′′ + |u|2µ+1 − ωu)η dx− vu(0−)η(0−) = 0.
Hence,
u′(0−)η(0−)− u′(0+)η(0+) = vu(0−)η(0−)
and finally
u′(0−)− τu′(0+) = vu(0−),
concluding the proof.
In the following result, we show that there exists a threshold such that there
are no solutions if ω is below that value. On the other hand, when ω is above
the threshold, there exist one or two solutions whose profile is given by pieces
of the soliton
φω(x) = (ω(µ+ 1))
1
2µ cosh−
1
µ
(
µ
√
ωx
)
, (26)
one on each halfline and they match at the origin through the Fülöp-Tsutsui
conditions (25).
Theorem 4.2. For ω ≤ v2(τ2+1)2 the system (25) has no solutions. For every
ω ∈
(
v2
(τ2+1)2 ,
v2
(τ2−1)2
]
there exists a unique solution. Finally, for ω > v
2
(τ2−1)2
a new branch of solutions arises separately from the previous one and there are
two solutions (see Figure 1).
All solutions have the form
uω(x) =
{
φω(x+ x−), x ∈ R−
φω(x+ x+), x ∈ R+ (27)
where φω was defined in (26) and x−, x+ ∈ R are given by the solutions of the
system {
T+ =
1
τ2
(
T− + v√ω
)
T−2
1− 1
τ2µ
− T+2τ2µ−1 = 1
(28)
in the unknowns T± = T±(ω) = tanh(µ
√
ωx±).
Proof. By standard results [10], it is known that the only solution of the equa-
tion −u′′ + |u|2µu− ωu = 0 on each halfline is given by φω(x+ x¯), where x¯ is a
suitable real number and φω was defined in (26). Hence, on the real line R, the
solution is given by (27). Therefore, in order to study the existence of the solu-
tions of the system (28), we need to check for which x± ∈ R the Fülöp-Tsutsui
conditions are satisfied.
From the discontinuity condition u(0+) = τu(0−) and thanks to (27) and (26),
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it follows that
φω(x+) = τφω(x−)
cosh−
1
µ
(
µ
√
ωx+
)
= τ cosh−
1
µ
(
µ
√
ωx−
)
(1− T 2+)
1
2µ = τ(1− T 2−)
1
2µ
(1− T 2+) = τ2µ(1− T 2−)
where we used the fact that cosh−2(x) = 1−tanh2(x) and T± := tanh (µ
√
ωx±).
On the other hand, from u′(0−)− τu′(0+) = vu(0−) and proceeding similarly,
we get T+ = 1τ2
(
T− + v√ω
)
.
In this way the two conditions at the origin can be rewritten in the following
system {
T+ =
1
τ2
(
T− + v√ω
)
T−2
1− 1
τ2µ
− T+2τ2µ−1 = 1
So the proof is complete.
Remark 4.1. Note that it is not restrictive to suppose that τ > 0.
Figure 1: Qualitative graph of bifurcation for the stationary states depending on ω.
Note that the dotted-dashed line refers to the soliton φω /∈ Hτ,v.
Solutions to the system (28)
System (28) has an easy geometric representation, as shown in Figure 2. Indeed,
one can observe that the first equation of (28) describes a line that approaches
the origin for increasing ω, but never reaches it because v 6= 0. On the other
hand, the second equation represents a hyperbola that does not depend on ω
and crosses the vertices of the unitary square. The intersections between the
line and the hyperbola give us the solutions to the system.
Moreover, for τ = τ¯ and τ = 1τ¯ , there is a symmetry respect to the line y = −x
between the two hyperbola, whereas this symmetry is reached by the line only
in the limit ω →∞.
12
Figure 2: Geometric representation of the system (28) for τ > 1, where the dots
represent the solutions to the system for ω →∞.
By direct computation we obtain two couples of solutions, (T˜−, T˜+) and (T̂−, T̂+),
where:
T˜− = T˜−(ω) = tanh(µ
√
ωx˜−) =
=
1
τ2µ+4 − 1
(
v√
ω
− τ2
√
v2
ω
τ2µ + (τ2µ+4 − 1)(τ2µ − 1)
)
,
T˜+ = T˜+(ω) = tanh(µ
√
ωx˜+) =
1
τ2µ+4 − 1
(
τ2µ+2
v√
ω
−
√
v2
ω
τ2µ + (τ2µ+4 − 1)(τ2µ − 1)
)
and
T̂− = T̂−(ω) = tanh(µ
√
ωx−) =
1
τ2µ+4 − 1
(
v√
ω
+ τ2
√
v2
ω
τ2µ + (τ2µ+4 − 1)(τ2µ − 1)
)
,
T̂+ = T̂+(ω) = tanh(µ
√
ωx+) =
1
τ2µ+4 − 1
(
τ2µ+2
v√
ω
+
√
v2
ω
τ2µ + (τ2µ+4 − 1)(τ2µ − 1)
)
.
Let us note that, since T̂± and T˜± are defined as hyperbolic tangents, the so-
lutions of (28) must belong to the open unitary square. This is the reason why
there are no admissible solutions for ω ≤ v2(τ2+1)2 , there is a unique solution for
any ω ∈
(
v2
(τ2+1)2 ,
v2
(τ2−1)2
]
and there are two for ω > v
2
(τ2−1)2 .
In order to identify which one between the two couples is the unique solu-
tion for any ω ∈
(
v2
(τ2+1)2 ,
v2
(τ2−1)2
]
, observe that neither T̂−, nor T̂+ does not
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change sign depending on ω: it is always positive if τ > 1 or always negative
for τ < 1.
Since the first solution appears in the second quadrant, where T− is negative
and T+ is positive, we conclude that for ω ∈
(
v2
(τ2+1)2 ,
v2
(τ2−1)2
]
the unique so-
lution must be given by (T˜−, T˜+).
Finally, by the equivalence arctanh(x) = 12 ln
(
1+x
1−x
)
we get the following iden-
tities:
x˜− =
1
2µ
√
ω
ln
1− τ2µ+4 − v√ω + τ2
√
v2
ω τ
2µ + (τ2µ+4 − 1)(τ2µ − 1)
1− τ2µ+4 + v√
ω
− τ2
√
v2
ω τ
2µ + (τ2µ+4 − 1)(τ2µ − 1)
 ,
x˜+ =
1
2µ
√
ω
ln
1− τ2µ+4 − τ2µ+2 v√ω +
√
v2
ω τ
2µ + (τ2µ+4 − 1)(τ2µ − 1)
1− τ2µ+4 + τ2µ+2 v√
ω
−
√
v2
ω τ
2µ + (τ2µ+4 − 1)(τ2µ − 1)

and
x̂− =
1
2µ
√
ω
ln
1− τ2µ+4 − v√ω − τ2
√
v2
ω τ
2µ + (τ2µ+4 − 1)(τ2µ − 1)
1− τ2µ+4 + v√
ω
+ τ2
√
v2
ω τ
2µ + (τ2µ+4 − 1)(τ2µ − 1)
 ,
x̂+ =
1
2µ
√
ω
ln
1− τ2µ+4 − τ2µ+2 v√ω −
√
v2
ω τ
2µ + (τ2µ+4 − 1)(τ2µ − 1)
1− τ2µ+4 + τ2µ+2 v√
ω
+
√
v2
ω τ
2µ + (τ2µ+4 − 1)(τ2µ − 1)
 .
In the following we will refer to the stationary states of Sω as uT˜ and uT̂ .
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Figure 3: A sketch of the stationary state uT˜ (x) = χ−φω(x+ x˜−) + χ+φω(x+ x˜+)
corresponding to the solution (T˜−, T˜+) to the system (28) and
T˜± = tanh(µ
√
ωx˜±). It has always the profile of a tail of a soliton on the
negative halfline, whereas on the positive halfline, depending on ω, it can be a
tail, a half soliton or presents a bump.
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Figure 4: A sketch of the stationary state uT̂ (x) = χ−φω(x+ x̂−) + χ+φω(x+ x̂+)
corresponding to the solution (T̂−, T̂+) to the system (28) and
T̂± = tanh(µ
√
ωx̂±). This stationary state, regardless of ω, has always the
profile of a tail of a soliton on the positive halfline and has a bump on the
negative one.
4.2 Identification of the Ground State
The main aim of this subsection is to identify the ground state among the stationary states
of the action functional under the Nehari’s constraint. But before going on with the search,
we present some useful identities that hold for the stationary states presented previously.
Proposition 4.3. Let uT̂ and uT˜ be the stationary states that solve the equation u
′′ +
|u|2µu = ωu on each halfline and satisfy the Fülöp-Tsutsui conditions at the origin. Then
the following identities hold:
‖u′
T̂
‖22 =
(µ+ 1)
1
µ
2
ω
1
µ+
1
2
(∫ 1
−1
(1− t2) 1µ dt−
∫ T̂+(ω)
T̂−(ω)
(1− t2) 1µ dt+
+ T̂+(ω)(1− T̂ 2+(ω))
1
µ − T̂−(ω)(1− T̂ 2−(ω))
1
µ
)
,
||uT̂ ||22 =
(µ+ 1)
1
µ
µ
ω
1
µ− 12
(∫ 1
−1
(1− t2) 1µ−1 dt−
∫ T̂+(ω)
T̂−(ω)
(1− t2) 1µ−1 dt
)
,
‖uT̂ ‖2µ+22µ+2 =
(µ+ 1)
1
µ+1
µ
ω
1
µ+
1
2
(∫ 1
−1
(1− t2) 1µ dt−
∫ T̂+(ω)
T̂−(ω)
(1− t2) 1µ dt
)
,
|uT̂ (0−)|2 = (µ+ 1)
1
µω
1
µ (1− T̂ 2−(ω))
1
µ .
Similarly, we get the same identities for uT˜ .
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Proof. By direct computation,
‖u′
T̂
‖22 =
∫ 0
−∞
|u′
T̂
|2 dx+
∫ +∞
0
|u′
T̂
|2 dx
=
∫ 0
−∞
|φ′ω(x+ x̂−)|2 dx+
∫ +∞
0
|φ′ω(x+ x̂+)|2 dx
=
∫ x̂−
−∞
|φ′ω(s)|2 ds+
∫ +∞
x̂+
|φ′ω(s)|2 ds
= (µ+ 1)
1
µω
1
µ+1
(∫ x̂−
−∞
cosh−
2
µ
(
µ
√
ωs
)
tanh2
(
µ
√
ωs
)
ds+
+
∫ +∞
x̂+
cosh−
2
µ
(
µ
√
ωs
)
tanh2
(
µ
√
ωs
)
ds
)
=
(µ+ 1)
1
µ
µ
ω
1
µ+
1
2
(∫ µ√ωx̂−
−∞
cosh−
2
µ (x) tanh2(x) dx+
+
∫ +∞
µ
√
ωx̂+
cosh−
2
µ (x) tanh2(x) dx
)
=
(µ+ 1)
1
µ
µ
ω
1
µ+
1
2
(∫ 1
−1
(1− t2) 1µ−1t2 dt−
∫ T̂+
T̂−
(1− t2) 1µ−1t2 dt
)
,
where for the last equality we used the identity cosh−2(x) = 1 + tanh2(x) and the change of
variable t = tanh(x).
Integrating by parts one obtains the first identity of Proposition 4.3 and similarly the others.
Finally, recalling that by ground state we mean any global minimizer of the constrained
action functional, we present the main theorem of the section.
Theorem 4.4. Let ω > v
2
(τ2+1)2 , then the ground state of the action functional Sω under
the Nehari’s constraint is uT˜ .
Proof. If ω ∈
(
v2
(τ2+1)2 ,
v2
(τ2−1)2
]
, then u˜ is the only stationary state existing for Sω so, thanks
to Theorem 3.1 that guarantees the existence of a minimizer, it must be a ground state.
For ω > v
2
(τ2−1)2 , instead, there are two different stationary states, uT˜ and uT̂ , hence we
need to compare Sω(uT˜ ) and Sω(uT̂ ).
However, recalling that Sω(u) = S˜(u) holds for any u in the Nehari manifold, we reduce to
compare S˜(uT̂ ) and S˜(uT˜ ).
By the explicit expressions of T˜± and T̂±, we can note that for τ > 1 the following inequalities
hold
|T̂−| > |T̂+|,
|T˜−| > |T˜+|,
T˜− < T˜+ < T̂+ < T̂−,
as one can immediately verify by Figure 3 and Figure 4. Hence,∫ T˜+
T˜−
(1− t2) 1µ dt > 0
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and ∫ T̂+
T̂−
(1− t2) 1µ dt < 0.
On the other hand, for τ < 1 it follows that:
|T̂−| < |T̂+|,
|T˜−| < |T˜+|,
T̂+ < T̂− < T˜− < T˜+,
but ∫ T˜+
T˜−
(1− t2) 1µ dt > 0
and ∫ T̂+
T̂−
(1− t2) 1µ dt < 0
still hold.
Hence, thanks to Proposition 4.3, in both cases
S˜(uT˜ ) < S˜(uT̂ )
holds and we conclude the proof.
Remark 4.2. The previous result can be easily visualized thanks to the profiles of the sta-
tionary states in Figure 3 and Figure 4. Indeed, note that by the Fülöp-Tsutsui conditions
imposed at the origin, for every admissible ω, the stationary state uT˜ is always smaller than
a soliton, whereas uT̂ is always larger.
5 Stability of the ground state
In this section we present some results on the orbital stability of the ground state and to
this aim we will rely on the well known Grillakis-Shatah-Strauss theory [28, 29]. However,
before proceeding with the investigation, we remind what we mean by orbital stability.
Definition 5.1. A stationary state U is called orbitally stable if for any  > 0 there exists
δ > 0 such that
inf
θ∈[0,2pi)
||ψ0 − eiθU ||H1τ ≤ δ ⇒ sup
t≥0
inf
θ∈[0,2pi)
||ψ(t)− eiθU ||H1τ ≤ ,
where ψ(t) is the solution to the problem{
i∂tψ(t) = Hτ,vψ(t)− |ψ(t)|2µψ(t),
ψ(0) = ψ0.
The well-posedness of such problem was studied in [8], hence here we focus on the issue of
stability.
Let us consider w ∈ H1τ and write w(x) = a(x) + ib(x), with a and b real functions and
introduce the second variation of the action around a real function ψ:
S′′ω(ψ + sw)s=0 =||a′||22 + ω||a||22 − v|a(0−)|2 − (2µ+ 1)
∫ +∞
−∞
a(x)2|ψ(x)|2µ dx+
+ ||b′||22 + ω||b||22 − v|b(0−)|2 −
∫ +∞
−∞
b(x)2|ψ(x)|2µ dx.
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Defining the operators L1 and L2 with domains D(L1) = D(L2) = {H2(R\{0}), u(0+) =
τu(0−), u′(0−)− τu′(0+) = vu(0−)}, acting as follows:
L1a = −a′′ + ωa− (2µ+ 1)|ψ|2µa,
L2b = −b′′ + ωb− |ψ|2µb,
we can rewrite the second variation as
S′′ω(ψ + sw)s=0 = (L1a, a) + (L2b, b).
From now on, we consider the second variation of the action around the ground state uT˜
and prove the following propositions concerning the operators L1 and L2. They provide the
spectral information required by the Grillakis-Shatah-Strauss theory.
Proposition 5.1. The operator L2 is such that Ker(L2) = Span{uT˜ } and L2 ≥ 0.
Proof. The first statement follows by (25). To prove the second part of the proposition we
note that at any x 6= 0, for any φ ∈ D(L2) it holds
−φ′′ + ωφ− |uT˜ |2µφ = −
1
uT˜
d
dx
(
u2
T˜
d
dx
(
φ
uT˜.
))
,
since uT˜ is a stationary state and never vanishes.
Recalling that φ is a complex function, while uT˜ is real, it follows that
(L2φ, φ) =
∫ 0
−∞
u2
T˜
∣∣∣∣ ddx
(
φ
uT˜
)∣∣∣∣2 dx+ ∫ +∞
0
u2
T˜
∣∣∣∣ ddx
(
φ
uT˜
)∣∣∣∣2 dx+
+ φ′(0+)φ(0+)−
u′
T˜
(0+)
uT˜ (0+)
|φ(0+)|2 − φ′(0−)φ(0−) +
u′
T˜
(0−)
uT˜ (0−)
|φ(0−)|2,
where the first two integral terms are positive. On the other hand, we note that:
φ′(0+)φ(0+)− φ′(0−)φ(0−) = φ′(0+)τφ(0−)− φ′(0−)φ(0−)
= −|φ(0−)|2v.
Hence
φ′(0+)φ(0+)−
u′
T˜
(0+)
uT˜ (0+)
|φ(0+)|2 − φ′(0−)φ(0−) +
u′
T˜
(0−)
uT˜ (0−)
|φ(0−)|2 =
= −v|φ(0−)|2 +
uT˜ (0+)u
′
T˜
(0−)|φ(0−)|2 − uT˜ (0−)u′T˜ (0+)|φ(0+)|2
uT˜ (0−)uT˜ (0+)
=
−vuT˜ (0−)uT˜ (0+)|φ(0−)|2 + uT˜ (0+)u′T˜ (0−)|φ(0−)|2 − uT˜ (0−)u′T˜ (0+)|φ(0+)|2
uT˜ (0−)uT˜ (0+)
because −vuT˜ (0−) = −u′T˜ (0−) + τu′T˜ (0+), it follows:
=
τu′
T˜
(0+)uT˜ (0+)|φ(0−)|2 − uT˜ (0−)u′T˜ (0+)|φ(0+)|2
uT˜ (0−)uT˜ (0+)
=
u′
T˜
(0+)
(
τ2|φ(0−)|2 − |φ(0+)|2)
uT˜ (0+)
= 0
and this concludes the proof.
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Proposition 5.2. Let ω > v
2
(τ2+1)2 , then the operator L1 has a trivial kernel and a single
negative eigenvalue.
Proof. From Proposition 5.1, we know that L2uT˜ = 0. As a consequence, it follows that
d
dx
(
−u′′
T˜
+ ωu′
T˜
− |uT˜ |2µu′T˜
)
= 0, x 6= 0
−u′′′
T˜
+ ωu′′
T˜
− (2µ+ 1)|uT˜ |2µu′′T˜ = 0, x 6= 0.
However, u′
T˜
does not satisfy the Fülöp-Tsutsui conditions at the origin, so it is not in the
kernel of L1.
As a matter of fact, if we consider the equation:
− ζ ′′ + ωζ − ω(µ+ 1)(2µ+ 1)
cosh2(µ
√
ωx)
ζ = 0, x 6= 0 (29)
its solution is given by the derivative of the soliton (26) that, up to a factor, corresponds to:
ζ(x) =
sinh(µ
√
ωx)
cosh1+
1
µ (µ
√
ωx)
.
Moreover, let us note that there could not exist a non square-integrable solution η /∈ Span(ζ)
to (29) such that
∫ +∞
0
|η(x)|2dx < ∞. Indeed, in that case, by invariance under reflection
the function η(−x) would be an other solution to (29) such that ∫ 0−∞ |η(x)|2dx < ∞ and
there would be three linearly independent solutions to (29), whereas they have to be two.
As a consequence, the equation
−ζ ′′ + ωζ − ω(µ+ 1)(2µ+ 1)
cosh2(µ
√
ω(x+ χ−(x)x˜− + χ+(x)x˜+)
ζ = 0, x 6= 0
is solved by ζβ(x) = χ−ζ(x + x˜−) + βχ+ζ(x + x˜+), with β ∈ C to be found. Imposing the
Fülöp-Tsutsui conditions at the origin to ζβ , namely{
βζ(x˜+) = τζ(x˜−),
ζ ′(x˜−)− τβζ ′(x˜+) = vζ(x˜−).
From the first equation we obtain
β = τ
sinh(µ
√
ωx˜−) cosh1+
1
µ (µ
√
ωx˜+)
sinh(µ
√
ωx˜+) cosh
1+ 1µ (µ
√
ωx˜−)
.
Hence, from the second equation it follows that
µ− sinh2(µ√ωx˜−)
sinh(µ
√
ωx˜−) cosh(µ
√
ωx˜−)
− τ2 µ− sinh
2(µ
√
ωx˜+)
sinh(µ
√
ωx˜+) cosh(µ
√
ωx˜+)
=
v√
ω
.
Recalling that cosh2(x)− sinh2(x) = 1, we obtain
µ− (µ+ 1) tanh2(µ√ωx˜−)
tanh(µ
√
ωx˜−)
− τ2µ− (µ+ 1) tanh
2(µ
√
ωx˜+)
tanh(µ
√
ωx˜+)
=
v√
ω
.
Recalling that T˜± = tanh(µ
√
ωx˜±) and that the couple (T˜−, T˜+) solves (28), thanks to the
first equation in the system, it follows that
1− T˜ 2−
T˜−
− τ2 1− T˜
2
+
T˜+
= 0.
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Finally, using the second equation in (28), one obtains that
T˜ 2− =
τ2µ − 1
τ2µ(1− τ2µ+4) ,
but this is impossible because the r.h.s. is negative. Hence, we conclude that the kernel of
L1 is trivial.
To prove the existence of a single negative eigenvalue for L1, we first note that the number
of negative eigenvalues is finite thanks to the the fast decay in x and the boundedness of the
last term in the l.h.s of (29). By Lemma 3.3, Proposition 5.1 and by the fact that the Nehari
manifold has codimension one, we conclude that L1 has at most one negative eigenvalue.
On the other hand it holds
(L1uT˜ , uT˜ ) = (L2uT˜ , uT˜ )− 2µ||uT˜ ||2µ+22µ+2
= −2µ||uT˜ ||2µ+22µ+2 < 0.
As a consequence L1 has one negative eigenvalue.
In the remaining part of the section, we focus on the requirements regarding the L2-norm
of the ground state uT˜ , in order to get orbital stability.
Lemma 5.3.
ϕ(ω) =
∫ T˜+(ω)
T˜−(ω)
(1− t2) 1µ−1dt
is a decreasing function of ω.
Proof. From the explicit form of T˜−(ω) and T˜+(ω) we obtain
T˜ ′−(ω) = − v
2(τ2µ+4 − 1)
(
1
ω
3
2
− vτ
2µ+2
ω2
√
A(ω)
)
,
T˜ ′+(ω) = − v
2(τ2µ+4 − 1)
(
τ2µ+2
ω
3
2
− vτ
2µ
ω2
√
A(ω)
)
,
where A(ω) = v
2
ω τ
2µ + (τ2µ+4 − 1)(τ2µ − 1).
By (28) it follows that 1− T˜ 2−(ω) = 1−T˜
2
+(ω)
τ2µ , hence
ϕ′(ω) =
(
1− T˜+
2
(ω)
) 1
µ−1
T˜ ′+(ω)−
(
1− T˜−
2
(ω)
) 1
µ−1
T˜ ′−(ω)
=
(
1− T˜+
2
(ω)
) 1
µ−1
(
T˜ ′+ − T˜
′−
τ2−2µ
)
.
Recalling that T˜±(ω) ∈ (−1, 1), the first term in the r.h.s is positive. On the other hand, by
direct computation one obtains
T˜ ′+ − T˜
′−
τ2−2µ
= − v
2(τ2µ+4 − 1)
(
τ2µ+2
ω
3
2
(τ4 − 1) + vτ
2µ
ω2
√
A(ω)
(τ2µ − 1)
)
< 0.
As a consequence, it follows that:
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Proposition 5.4. Let ω > v
2
(τ2+1)2 and µ ∈ (0, 2]. Then M(ω) = ||uT˜ ||22 is an increasing
function of ω.
Proof. Thanks to Proposition 4.3 and Lemma 5.3, we can observe that
M(ω) =
(µ+ 1)
1
µ
µ
ω
1
µ− 12
(∫ 1
−1
(1− t2) 1µ−1dt− ϕ(ω)
)
.
It follows that
M ′(ω) = ξ′(ω)
(∫ 1
−1
(1− t2) 1µ−1dt− ϕ(ω)
)
− ξ(ω)ϕ′(ω),
where
ξ(ω) =
(µ+ 1)
1
µ
µ
ω
1
µ− 12 ,
ξ′(ω) =
(µ+ 1)
1
µ
µ
2− µ
2µ
ω
1
µ− 32 .
Since
∫ 1
−1(1 − t2)
1
µ−1dt − ϕ(ω) > 0, by Lemma 5.3 we just need to study the sign of ξ(ω)
and ξ′(ω).
For µ ∈ (0, 2) we have that ξ(ω) > 0 and in particular ξ(ω) is a positive constant for µ = 2.
On the other hand, for µ ∈ (0, 2], it follows that ξ′(ω) ≥ 0.
We conclude with the main theorem of the section that collects all the previous results.
Theorem 5.5. Let ω > v
2
(τ2+1)2 , then for µ ∈ (0, 2] the ground state uT˜ is orbitally stable.
Proof. The proof follows from Proposition 5.1, 5.2 and 5.4.
Remark 5.1. Relying on numerical results (see Figure 5), we conjecture that for µ > 2, the
ground state uT˜ is stable up to a critical value of ω and then, it becomes unstable.
Figure 5: Graph of the mass of uT˜ depending on ω, for µ = 3 and v = 1, τ = 2.
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