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In this paper, we study a quantum harmonic oscillator in a Mach-Zehnder-type interferometer
which interacts with an environment, including electromagnetic oscillators. By solving the Lindblad
master equation, we calculate the resulted interference pattern of the system. Interestingly, we show
that even if one considers the decoherence effect, the system will keep some of its quantum properties.
Indeed, the thermalization process does not completely leave the system in a classical state and the
system keeps some of its coherency. Such an effect can be detected, when the frequency of the central
system is high and the temperature is low, even with zero phase angle. This observation makes the
quantum-to-classical transition remain as a vague notion in decoherence theory. By introducing an
entropy measure, we express the influence of the bath as a maximization of system’s entropy instead
of classicalization of the state.
I. INTRODUCTION
Thermodynamics is a fundamental science of energy
dissipation. Whenever a problem rises up in the border-
lines of the physics, thermodynamics lies in the deepest
layers of the problem. Thermodynamics is now applica-
ble to describe a large variety of macroscopic systems,
even in the order of cosmic scales [1, 2]. Yet, its descrip-
tion of systems in the quantum regime is blurred. In this
regard, the question of how the thermodynamic rules ap-
ply in the microscopic scales is at the center of interests
in recent works [3–5]. Furthermore, to assess if the prop-
erties of small numbers of microparticles could be de-
scribed by the same macroscopic quantities, like entropy,
broadly attracted the researchers into the field. For ex-
ample, the equilibration experiments in atomic scales [6],
the introduction of new numerical methods for calculat-
ing of the thermodynamic properties [7], and the study of
the fundamental role of quantum information theory in
the non-equilibrium statistical physics [8–12], are among
the recent works reported in this context.
The laws of equilibrium thermodynamics can be ap-
plied to classical closed systems and to open subsys-
tems. There is a belief that these laws are also appli-
cable to open quantum subsystems [13]. Decoherence
theory makes it possible to study the thermodynamics
of the open quantum systems. Moreover one of the in-
teresting aspects of thermodynamics is its description of
changes of a state through the decoherence. Many works
with various perspectives have been done to study and
define thermodynamic quantities for the open quantum
systems by defining work, heat and thermodynamic laws
in the quantum regime. This includes thermodynamics
of discrete quantum processes [14], the fluctuation theo-
∗ soltanmanesh@ch.sharif.edu
† Corresponding Author: shafiee@sharif.edu
rems [15–17], defining the passivity condition of the equi-
librium state for the general quantum systems [18] and
mathematical characterizations of these notions [19–26].
Although many works have been done to define ther-
modynamic quantities of interest in the quantum realm,
especially the entropy, an appropriate setup is needed to
study how these definitions work within the nature of
the quantum processes. In this regard, there are inter-
esting works which try to shed light on the subject, such
as the violation of the Clausius inequality for a quantum
harmonic oscillator linearly coupled to a bath of oscilla-
tory fields [27, 28], studying the distinction between the
Gibbs-preserving maps and thermal operations [29] and
the comparison of thermodynamic entropy of a quantum
Brownian oscillator obtained by the partition function of
the system with von Neumann entropy of the system [30].
Nowadays it seems that the identity of the information
is inseparable from its physical character. This makes an
important role for quantum information in our under-
standing of quantum thermodynamics. Many thoughts
emerge here to understand the fundamental relations be-
tween information and the statistical mechanics and ther-
modynamics . Accordingly, searching for thermodynamic
rules in quantume regime is vastly quantum information
oriented [31]. This includes entropy measures for quan-
tifing the uncertainties about events [32], emerging re-
source theories [33], equilibration and maximum entropy
principle [34, 35], thermalization [36] and entanglement
theory in thermodynamics [37].
Here, we study the quantum second law of thermody-
namics and the changes of entropy for a harmonic oscilla-
tor passing through a Mach-Zehnder-type interferometer,
which coupled to a thermal bath. The idea is to study
how the thermal bath affects the entropy and to see how
it can change the interference pattern of the system. To
do this, we use two convenient approaches. The first ap-
proach introduced by Binder and coworkers formulates
an operational thermodynamics suitable for applying to
an open quantum system undergoing a general quantum
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2process, which can be described as a completely posi-
tive and trace-preserving (CPTP) map [38]. The other
approach is based on the Clausius inequality with the
definitions of work and heat as in Refs. [13, 27].
The paper is organized as follows. In section II, we
review the derivation of the master equation for a har-
monic oscillator in a thermal bath consisting of electro-
magnetic oscillators, considering the conditions in which
the Lindblad master equation holds. In section III, we
briefly explain two common approaches on quantum ther-
modynamics used in this paper. In section IV, we solve
the Lindblad master equation for a harmonic oscillator
which enters a Mach-Zehnder-type interferometer, inter-
acting with the thermal bath. Changes in the interference
pattern are illustrated and the entropy variation is calcu-
lated. Finally, in section V, we discuss that how the sys-
tem which is going through a thermalization process does
not necessarily end up in a classical state. Also, by de-
scribing the role of the entropy in the process, quantum-
to-classical transition concept of decoherence theory is
revisited.
II. LINDBLAD MODEL OF QUANTUM
BROWNIAN MOTION
The dynamics of the system here is discussed based
on the Lindblad model of the quantum Brownian mo-
tion with the approach introduced by Maniscalco and
coworkers [39]. The Master equation first was introduced
by Gorini, Kossakowski, and Sudarshan in which the
Born-Markov approximation leads to a master equation
in a Lindblad form known as GKSL (Gorini-Kossakowski-
Sudarshan-Lindblad) equation [40]. In this system-
reservoir model, the total Hamiltonian is defined by three
parts
H = Hs +Hε +Hint, (1)
where Hs,Hε and Hint are respectively the system, the
reservoir (environment) and the system-reservoir interac-
tion Hamiltonians. The central system is a quantum har-
monic oscillator and the environment is a thermal bath
including electromagnetic oscillators. Therefore, the to-
tal Hamiltonian can be written as
H = (P 2 + Ω2X2)/2 +
∑
i
(p2i + ω2i q2i )/2 +Hint, (2)
where Ω (ωi) is the system (the environment) frequency
and P and X (pi and qi) are momentum and position
operators of the system (the environment), respectively.
For simplicity, we write off the mass and consider ~ = 1.
The form of the interaction between the system and the
environment is such that the position coordinate X of the
central particle couples linearly to the positions qi of the
thermal bath oscillators with coupling strength ci. Thus
the interaction Hamiltonian Hint reads
Hint = X ⊗ E = X ⊗
∑
i
ciqi. (3)
Denoting ρ as the total system-environment density
matrix, the following assumptions are in order. First,
the system and the environment are supposed to be un-
correlated at t=0 which means ρ(0) = ρs(0)⊗ ρε(0) with
ρs and ρε are the system and the environment density
matrices, respectively. Second, we assume that the en-
vironment is stationary, that is [Hε, ρε(0)] = 0 and also
the expectation value of E is zero, TrE [EρE(0)] = 0. Fi-
nally, the system-environment coupling is weak and un-
der the weak coupling, the factor of the oscillator fre-
quency renormalization is negligible. Then, by averaging
over the rapidly oscillating terms, one gets the following
secular approximated master equation [39, 41]
dρs
dt
=− ∆(t) + γ(t)2 [a
†aρs − 2aρsa† + ρsa†a]
− ∆(t)− γ(t)2 [aa
†ρs − 2a†ρsa+ ρsaa†], (4)
where a = (X + iP )/
√
2 and a† = (X − iP )/√2 are the
bosonic annihilation and creation operators, respectively.
Also, the time dependent coefficient γ(t) is responsible
for classical damping and ∆(t) is a diffusive term. These
coefficients are defined as
∆(t) =
∫ t
0
κ(τ) cos(Ωτ)dτ, (5)
γ(t) =
∫ t
0
µ(τ) sin(Ωτ)dτ, (6)
where
κ(τ) =
∑
i
c2i 〈{qi(τ), qi}〉, (7)
and
µ(τ) = i
∑
i
c2i 〈[qi(τ), qi]〉, (8)
are noise and dissipation kernels, respectively.
The master equation (4) is similar to the Lindblad form
but the coefficients are time-dependent. With the posi-
tive coefficients ∆(t)± γ(t) at all times, equation (4) is a
Lindblad-type master equation [42]. Let us consider the
case of an Ohmic spectral density for the reservoir with
Lorentz-Drude cutoff [43]
J(ω) = 2γ0ω
pi
Λ2
Λ2 + ω2 , (9)
where Λ is the cut-off frequency and the dimensionless
factor γ0 describes the effective coupling strength be-
tween the system and the environment. Then, the co-
efficients ∆(t) and γ(t) at the asymptotic long-time limit
approach their stationary values, which their expression
up to the second order in the coupling constant read as
[39]
∆ = γ20Ω
r2
1 + r2 coth(
Ω
2kT ) (10)
γ = γ20Ω
r2
1 + r2 , (11)
3where k is Boltzmann constant, T denotes temperature
and r = Λ/Ω. The master equation (4) becomes the well-
known Markovian master equation of damped harmonic
oscillator
dρs
dt
=− Γ(n¯+ 1)[a†aρs − 2aρsa† + ρsa†a]
− Γn¯[aa†ρs − 2a†ρsa+ ρsaa†], (12)
where Γ = γ20Ωr2/(1 + r2) and n¯ = (eΩ/kT − 1)−1. In
this situation which the coefficients ∆±γ are positive, the
aforementioned relation (4) is a Lindblad-type equation.
III. QUANTUM THERMODYNAMIC
PROGRAM
The master equation (12) generates trace-preserving
completely positive dynamics. Interestingly, the second
law for CPTP map is known [38, 44, 45]. In quan-
tum regime we consider von Neumann entropy S(ρ) =
−tr[ρ log(ρ)] in the place of thermodynamic entropy
which they are equal for thermal states. Therefore, the
second law under the CPTP evolution becomes a conse-
quence of the relative entropy, known as
S[ρ ‖ σ] = tr[ρ log(ρ)− ρ log(σ)], (13)
in which, the relative entropy is finite when the intersec-
tion of ker(σ) and supp(ρ) is zero, obeying contractivity
under CPTP maps [46, 47]
S[ρ ‖ σ] ≥ S[M(ρ) ‖M(σ)], (14)
where M(ρ) represents the density matrix ρ, undergoing
a CPTP map M . When we study the changes of entropy
∆S = S[M(ρ)] − S(ρ), a reference state σ is needed to
be defined. The obvious and appropriate choice for the
reference state is the map M fixed point, i.e., M(ξ) =
ξ. Then, the contractivity inequality (14) leads to the
quantum version of Hatano-Sasa inequality [44, 45]
∆S ≥ −tr[{M(ρ)− ρ} log(ξ)]. (15)
Individually, the quantum Hatano-Sasa inequality is
valid for CPTP evolution, in which neither heat nor tem-
perature is a well-defined quantity. However Binder et al.
show that the second law of thermodynamics could be
well-defined for the thermal maps [38].
A map is thermal (also called Gibbs-preserving map),
if it has a thermal state for its fixed point ξ = τβ =
exp(−β{H − F}) at temperature β−1, where F is its
(Helmholtz) free energy [29]. Gibbs state τβ is a station-
ary solution for the Lindblad-type master equation in the
absence of external time-dependent fields [41]. Binder
et al. show that for dephasing channels such as qubit
dynamics governed by the master equation in Lindblad
form, the Hatano-Sasa inequality (15) is written as [38]
∆S ≥ 0. (16)
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FIG. 1. A particle in the state |1〉 enters the interferometer
through the 50:50 beamsplitter BS1. After passing the Mir-
rors M1 or M2, it interacts with the thermal bath, affected by
the decoherence process. Then by passing through the 50:50
beamsplitter BS2 it reaches the detectors D1 or D2.
In the second approach, on the other hand, the focus
is on the Clausius inequality[13, 27]. Here, the internal
energy U is defined as stationary expectation value of the
energy of the system
U = 〈Hs〉 = 〈P
2〉
2 +
Ω2〈X2〉
2 . (17)
A quasistatic variation of U can be written as
dU =
∫ ∫
dXdPW (X ,P)dHs(X ,P)
+
∫ ∫
dXdPHs(X ,P)dW (X ,P), (18)
where W (X ,P) is Wigner distribution function for the
system in the position-momentum space. The first term
in the right-hand side is known as work δW done on
the system and the second term is known as heat δQ
exchanged with the bath. Since the Hamiltonian (2) is
time-independent, the term identified as work is zero.
Then, according to (17) the change in heat is
δQ = (Ω
2
2
∂〈X2〉
∂t
+ 12
∂〈P 2〉
∂t
)dt. (19)
In this approach, the entropy in the Clausius inequality
is the same as the von Neumann entropy.
IV. AN INTERFEROMETER COUPLED TO A
THERMAL BATH
Now we study a two-state (|0〉 and/or |1〉) harmonic
oscillator as a system entering an interferometer, which
completely coupled to a thermal bath, as is shown in FIG.
1. A particle in the state |1〉 passes through the 50:50
4beamsplitter BS1 and then is reflected by the mirrors
M1 or M2. Having the system in the superposition state
1√
2 (e
iφ|0〉+ i|1〉), in this situation, it will interact with a
thermal bath including electromagnetic oscillators. The
dynamics of the decoherence effect is determined by the
master equation (12), which is considered as the thermal
map of the process, discussed in the previous section.
Here, the density matrix of the system before the inter-
action is (
1/2 −ieiφ/2
ie−iφ/2 1/2
)
. (20)
The master equation (12) can be solved by applying
rotating-wave approximation, where we assume that the
contribution of terms a2 and a†2 is negligible. So the an-
nihilation operator is defined as a ≈ |0〉〈1|. One can show
that the state of the system after the interaction with the
thermal bath is described by the following density matrix( 2(n¯+1)−η2
2(2n¯+1)
−i
2 ηe
iφ
i
2ηe
−iφ 2n¯+η2
2(2n¯+1)
)
, (21)
where η = e−Γt(2n¯+1). Accordingly, the thermal bath
shows its dissipative effects on the system. After passing
the system through the beamsplitter BS2, the final state
of the system is
ρs(t) =
( 1−η cosφ
2 i(
1−η2
2(2n¯+1) ) +
η sinφ
2
−i( 1−η22(2n¯+1) ) + η sinφ2 1+η cosφ2
)
.
(22)
Here, the system has the stationary position and momen-
tum quadratures 〈X2〉 and 〈P 2〉, respectively. The latter
can be calculated using the equation (22) in the ohmic
regime as
〈X2〉 = 12Ω 〈P
2〉 = Ω2 . (23)
Since, both position and momentum quadratures are
time-independent, the heat δQ exchanged through the
process is zero according to the equation (19). There-
fore, the two common approaches discussed before, reach
the same expression for the second law of thermodynam-
ics (equation (16)) in this case. In this regard, the en-
tropy change is thermodynamically meaningful and well-
defined.
The von Neumann entropy S of the system is given by
S(t) = −
∑
i=0,1
[(12 + (−1)
i 1
2
√
1− η2(2− η2 − (2n¯+ 1)2)
(2n¯+ 1)2 )
× log(12 + (−1)
i 1
2
√
1− η2(2− η2 − (2n¯+ 1)2)
(2n¯+ 1)2 )],
(24)
where S(0) = 0, so we have ∆S(t) = S(t). As we expect
from (16), FIG. 2 shows that as time goes on, entropy
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FIG. 2. The changes of the entropy of the system versus time.
rapidly increases till the decoherence begins to work (η →
0). Then, it reaches a constant value (nearly equla to 1
but not excactly), where we expect to see the quantum
effects are disappeared.
The probability distribution of diagonal and off-
diagonal elements of ρs(t) in (22) can be obtained as
Pr(X) = 〈X|ρs(t)|X〉 and Pr(P ) = 〈P |ρs(t)|P 〉, respec-
tively. We expect the well-separated two peaks along X
axis, representing the pointer positions at the detectors
D1 and D2 (See FIG. 3). Therefore, the ratio of the peak
heights shows the ratio of times which the detectors click.
For the system described by the density matrix (22), the
interference fringes along P axis can be depicted by the
following relation
Pr(P ) =
√
1
Ωpi e
−P2Ω [1 + η
2 − 1
2n¯+ 1 sin(Pd)
+ η sinφ cos(Pd)], (25)
where d represents the differences of the optical path
lengths between the detectors.
Two important terms appear in the momentum prob-
ability (25). First the term including ”η sinφ cos(Pd)”
which has the main role in the appearance of the inter-
ference pattern. By passing time, η tends to zero and
as we expect, the interference pattern vanishes after a
certain time known as decoherence time, as is shown in
FIG. 3. Moreover, choosing the phase factor φ = 0, the
mentioned term is zero again and no interference ap-
pears. However, as we see in FIG. 3, at the beginning
time (t = 0) with φ = 0, only one detector clicks an no
interference pattern is observed before the decoherence
works.
The second term ” η
2−1
2n¯+1 sin(Pd)” is at t = 0 (with
η ≈ 1) negligible compared to the term mentioned above
because n¯ is in the denominator. This term has also a
definite contribution in the appearance of the interfer-
ence pattern, though it is partial. Yet, when time passes
and the decoherence begins to work and/or one chooses
the phase factor φ to be zero, its contribution could be
significant, especially in situations where n¯ is small.
5FIG. 3. The position (left side) and the momentum (right
side) distribution functions of the system at t = 0s, 1.5×10−8s
and 1×10−7s with Ω/T = 1010s−1K−1. The solid line shows
the evolution for the phase factor φ = pi/2, and the dashed
line is for φ = 0.
V. RESULTS AND DISCUSSION
Let us discuss and conclude fundamentally important
effects of the thermal bath on the system. If one con-
siders the interference pattern equation (25) for φ = 0
or after the decoherence process when η = 0, in both
of these situations the term ” η
2−1
2n¯+1 sin(Pd)” will have a
significant role in the appearance of the interference pat-
tern, especially for small values of n¯. The condition φ = 0
helps us to compare the problem with the case in which
we have a closed system with no interference. Also, η = 0
makes us sure that we have the most influence of the ther-
mal bath on the system. With φ = 0, we just have the
term ” η
2−1
2n¯+1 sin(Pd)”, which is zero at t = 0, but when
time goes on, especially after the decoherence process, it
reaches the maximum value of ” −12n¯+1 sin(Pd)”.
Let us now consider the entropy function in such a
situation. After the decoherence process, entropy tends
to the following constant value
S(t→∞) = − n¯+ 12n¯+ 1 log2
n¯+ 1
2n¯+ 1 −
n¯
2n¯+ 1 log2
n¯
2n¯+ 1 .
(26)
For large values of n¯ (at high temperatures, or more pre-
cisely, low Ω/T ), the entropy value approaches 1. When
a system is in a completely mixed state with equal prob-
abilities of its eigenvectors, the entropy has a maximum
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FIG. 4. The distillable coherence Cd(ρ) versus time with dif-
ferent values of Ω/T . As time goes on, the larger Ω/T causes
the distillable coherence decreases with a lower slope.
value, which for the two-dimensional Hilbert state is 1.
FIG. 3 shows us that the decoherence makes this possible
that the system has a chance to be found in another state
(i.e., |0〉) too since both detectors have the same chance
to click when the decoherence process is completed. Yet,
when Ω/T is large enough, S(t → ∞) is far from 1 and
the state of the system is not completely mixed, as is de-
scribed by the interference pattern equation (25). Even
after the decoherence process is completed, high values
of Ω/T cause the interference pattern appear, due to the
term ” −12n¯+1 sin(Pd)”. This is interesting because we have
the classical perception of a thermalized state. During
decoherence the state goes into a thermalization process
and ended in a mixed thermalized state which called clas-
sical because it loses its quantum properties and has no
coherency itself. Thus, we have no expectation to see any
coherency in the system. However, it seems that the state
of the system measuring in different basis may cause it
shows some coherency that is in contrast with the classi-
cal interpretation of the thermalized state [48, 49]. This
indeed changes our attitude about the meaning of de-
coherence as the quantum-to-classical transition. Some-
how, this shows that the system affected by the environ-
ment keeps some of its quantum properties. So, it seems
that actually, the maximization of the entropy happens
during the decoherence process.
For investigating the system coherency in this setup,
one can use the distillable coherence Cd(%) as a quantifier
[50]. The distillable coherence is the optimum number of
maximally coherent states which can be obtained from a
state % using incoherent operations. It has been shown
that the distillable coherence can simply write as [50, 51]
Cd(%) = S(Ξ[%])− S(%), (27)
where Ξ[%] =
∑d−1
i=0 |i〉〈i|%|i〉〈i| is the dephasing operator.
In the case of the density matrix, ρ mentioned in equation
6FIG. 5. Remained entropy (Srem) changes versus log( ΩT .s.K).
The interference patterns are illustrated among the remained
entropy with log( Ω
T
.s.K) = 21.5, 22, 23 and 24. The phase
factor φ is taken zero here.
(22), for the entropy of the dephased density matrix we
have
S(Ξ[ρ]) = −
∑
i=0,1
[ 1 + (−1)
iη cosφ
2
× log(1 + (−1)
iη cosφ
2 )]. (28)
Therefore, because of (24), the distillable coherency
Cd(ρ) can be calculated for the system with different
Ω/T . As we expected, the value of the Cd(ρ) decreases
as time goes on. However, as FIG. 4 shows the large val-
ues of Ω/T cause the system remains coherent for a long
time. If one considers Ω/T to be large enough, the distil-
lable coherence almost remains invariant and the system
stays coherent. So, we can observe the interference pat-
terns after the decoherence process, as is represented in
FIG. 5. This is interesting that although the decoherence
effect disrupts the coherency, this setup makes it possible
to bring back the coherency keeping the quantum prop-
erties alive. Observing coherency for the system after the
decoherence process makes our interpretation of the ther-
malized state as a classical mixture ambiguous. Here, we
showed that by measuring the system on a different basis
one can still see coherency in the system. Therefore, the
system in a thermalization process does not necessarily
end up in a classical state.
To examine the classicality of the resulted state we cal-
culate the degree of mixedness (M = 1 − Tr[ρ2]) of the
system exactly after its interaction with thermal bath
with the density matrix (21) in the limit of t → ∞ or
η → 0. Fortunately, the degree of the mixedness of the
system is near zero at low temperatures which shows that
the system is completely coherent, although its density
matrix is diagonal. FIG. 6(a) shows the changes of M
versus temperature in which with the increasing of the
temperature the system ends up in the mixed state as the
degree of mixedness approaches to M = 0.5. Further-
more, the visibility v of the interference fringes (FIG. 5)
is defined as [52] v = (Imax− Imin)/(Imax + Imin) where
T(K) ×10-12
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FIG. 6. (a) The changes of the degree of mixedness (M) versus
temperature. The system remains coherent at low tempera-
tures (b) The interference fringes versus the time interval (τ)
as the decoherence process evolves with time. We considered
Ω = 1× 1012.
Imax(min) is the maximum (minimum) intensities on the
detectors. We sketched v(τ) along with time in FIG. 6(b).
τ represents the time interval between the detectors. As
we expect, the visibility is 1 before the decoherence pro-
cess starts. Interestingly, as FIG. 6(b) shows, by setting
an appropriate time interval we could reach the visibility
near 1 even when the decoherence process completed. It
is obvious that the interference fringes with high visibil-
ity are incompatible with classical physics and evidence
of quantum coherence [48].
Here, we introduce a measure to see how much the sys-
tem keeps its quantum properties. This helps us to have
a better understanding of the emergence of the classical
traits. This is based on the distance of system’s maxi-
mum entropy with the entropy of the system in a com-
pletely mixed state which we call it the remained entropy,
Srem:
Srem := Scm − S(t→∞), (29)
where Scm is the entropy of a completely mixed state
and its value is 1 in our case. The greater the amount
7of the remained entropy is the more quantum proper-
ties the system shows. In this regard, FIG. 5 shows that
with growing the remained entropy, the interference pat-
tern due to the effects of the environment (caused by the
term ” −12n¯+1 sin(Pd)” ) appears more distinctly. Not gen-
erally, but in this case which the completely mixes state is
a Gaussian distribution, the remained entropy is the ne-
gentropy of the system at t→∞. The remained entropy
shows the distance of the thermalized state from the clas-
sical mixture which it does not show any coherency in any
basis. However, by getting away from a classical mixture,
we hope to see the coherence. As we expect, with higher
remained entropy, the distillable coherency decays slower.
The remained entropy shows us that a quantum system
after the effect of the environment does not completely
lose its quantum properties and always there remains a
distance to the complete mixed state, though small. Yet,
this does not necessarily mean that a classical situation is
attained. What really happens is that the system-bath
interaction leads the system to the maximum possible
entropy.
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