Sharp Concentration Inequalities for Deviations from the Mean for Sums of Independent Rademacher Random Variables by Hendriks, H.W.M. & Zuijlen, M.C.A. van
PDF hosted at the Radboud Repository of the Radboud University
Nijmegen
 
 
 
 
The following full text is a publisher's version.
 
 
For additional information about this publication click this link.
http://hdl.handle.net/2066/181118
 
 
 
Please be advised that this information was generated on 2018-04-11 and may be subject to
change.
Ann. Comb. 21 (2017) 281–291 
DOI 10.1007/s00026-017-0351-3
Published online May 11, 2017
© 2017 The Author(s)
This article is an open access publication
Annals of Combinatoricsals f Combinatorics 21 (2017) 1-• • •
0218-0 06/17/010001-10
DOI ***********
c© Springer Basel AG 2017
Annals of Combinatorics
Sharp Concentration Inequalities for Deviations
from the Mean for Sums of Independent
Rademacher Random Variables
Harrie Hendriks and Martien C.A. van Zuijlen
Institute for Mathematics, Astrophysics and Particle Physics, Radboud University Nijmegen,
Heyendaalseweg 135, 6525 AJ Nijmegen, The Netherlands
{H.Hendriks, M.vanZuijlen}@science.ru.nl
Received January 08, 2015
Mathematics Subject Classification: 60E15, 60G50; 62E15, 62N02
Abstract. For a fixed unit vector a = (a1, a2, . . . , an) ∈ Sn−1, that is, ∑ni=1 a2i = 1, we consider
the 2n signed vectors ε = (ε1, ε2, . . . , εn) ∈ {−1, 1}n and the corresponding scalar products
a · ε = ∑ni=1 aiεi. In [3] the following old conjecture has been reformulated. It states that
among the 2n sums of the form ∑±ai there are not more with
∣∣∑ni=1±ai∣∣ > 1 than there are
with
∣∣∑ni=1±ai∣∣≤ 1. The result is of interest in itself, but has also an appealing reformulation
in probability theory and in geometry. In this paper we will solve an extension of this problem
in the uniform case where a1 = a2 = · · ·= an = n−1/2. More precisely, for Sn being a sum of n
independent Rademacher random variables, we will give, for several values of ξ , precise lower
bounds for the probabilities
Pn := P
{−ξ√n ≤ Sn ≤ ξ√n}
or equivalently for
Qn := P{−ξ ≤ Tn ≤ ξ} ,
where Tn is a standardized binomial random variable with parameters n and p = 1/2. These
lower bounds are sharp and much better than for instance the bound that can be obtained from
application of the Chebyshev inequality. In case ξ = 1 Van Zuijlen solved this problem in [5].
We remark that our bound will have nice applications in probability theory and especially in
random walk theory (cf. [1, 2]).
Keywords: sums of independent Rademacher random variables, tail probabilities, lower bounds,
concentration inequalities, random walk, finite samples
1. Introduction and Result
Recall a Rademacher random variable is a random variable that takes the values
+1 and −1 both with probability 1/2. Let ε1, ε2, . . . be a sequence of independent
1
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Theorem 1.1. Let ε1, ε2, . . . , εn be independent Rademacher random variables. Let
ξ ∈ (0, 1] and Sn and Pn be defined as in (1.1) and (1.2). For k≥ 1, let
nk := 2


k2
ξ 2 − k
2

+ k−1, Ck := {n : nk ≤ n< nk+1}, and Q−k := Pnk+1−1.
Then the sequence {nk} is strictly increasing and with Φ indicating the standard
normal distribution function, we have
a. Pn = P{|Sn| ≤ ξ
√
n}= P{|Sn| ≤ k}, for n ∈Ck,
b. Q−k =minn∈Ck Pn,
c. the sequence (Q−k ) is strictly monotone increasing in k,
d. limn→∞Pn = limk→∞Q−k = 2Φ(ξ )−1,
e. Q−1 = Pn2−1 ≤ Pn, for all n≥ n1.
Notice that a Lyapunov type bound, the Berry-Esseen bound, with explicit constants
for the remainder term in the Central Limit Theorem gives (see, for instance, [1, p.
38])
sup
ξ>0
|P{|Sn|< ξ
√
n}− (2Φ(ξ )−1)| ≤ 1.12√
n
, n= 1, 2, . . . .
A consequence of Theorem 1.1 is the following result.
Corollary 1.2. Let 0< ξ ≤ 1. Then n2 ≥ 3,
2√
n2+1
≤ ξ < 2√
n2−1
, n1 = 2
⌈
n2−3
8
⌉
and for n≥ n1 we have
Pn ≥ Pn2−1 =
(
n2−1
(n2−1)/2
)
2−(n2−1).
For instance, for n≥ 2 we have the sharp lower bounds
Pn ≥


1/2, for ξ = 1;
3/8, for ξ ∈ [√2/3, 1);
5/16, for ξ ∈ [√1/2,√2/3).
It is worthwhile to clarifying in a plot the structure of the probabilities Pn() =
P{|Sn| ≤ }, where n and  are nonnegative integers such that n+  is even. See
Figure 1. In the next section we will study the behavior of Pn() depending on n in
detail culminating in Theorem 2.3 which states the key property of binomial coeffi-
cients that is needed in our result. Corollaries 2.2 and 2.4 are intended to characterize
the features of Figure 1.
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identically distributed Rademacher random variables and for positive integers n let
an = (a1n, a2n, . . . , ann) be a unit-vector in Rn, so that ∑ni=1 a2in = 1. The following
problem has been presented in [4] and is attributed to B. Tomaszewski. In [3], Con-
jecture 1.1, this problem has been reformulated as follows:
P{|a1nε1+a2nε2+ · · ·+annεn| ≤ 1} ≥ 12 , for n= 1, 2, . . . .
This conjecture is at least 25 years old and seems still to be unsolved. In the uniform
case where,
a1n = a2n = · · ·= ann = n−1/2,
the maximum possible value of Sn√n is
√
n, where
Sn := ε1+ ε2+ · · ·+ εn (1.1)
and the conjecture, stating that for integers n≥ 1,
P{|Sn| ≤
√
n} ≥ 1/2,
has been solved recently by Van Zuijlen [5]. It means that at least 50% of the prob-
ability mass is between minus one and plus one standard deviation from the mean,
which is quite remarkable. In [3], Theorem 1.2, the following sharp inequality has
been shown for all a= (a1, . . . , an) with ∑ni=1 a2i = 1 and ∀i |ai|< 1:
P{|a1ε1+a2ε2+ · · ·+anεn|< 1} ≥ 38 , for n= 2, 3, . . . .
In this paper we shall generalize Van Zuijlen’s result and derive sharp lower bounds
for probabilities concerning ξ standard deviations:
Pn := P{|Sn| ≤ ξ
√
n}, (1.2)
where ξ ∈ (0, 1]. We notice that Sn can be easily expressed in terms of sums of inde-
pendent Bernoulli(1/2) random variables since (εi+ 1)/2 are independent Bernoulli
random variables and hence Sn is distributed as 2Bn−n, where Bn is a binomial ran-
dom variable with parameters n and 1/2. In particular,
1−Pn
2
= ∑
k< 12 n− 12 ξ
√
n
(
n
k
)
2−n.
Easy calculations show that the sequence (Pn)n is not monotone in n. Note that triv-
ially
P1 =
{
1, for ξ = 1;
0, for ξ < 1.
Throughout the paper n and k will denote integers, with n ≥ 1 and k ≥ 0. Our result
is as follows.
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Remark 2.1. Let k, n be integers with k ≥ 0, n≥ 1, k ≤ n and n+ k even. Then
Pn(k) = Pn−1(k−1)+P{Sn−1 = k+1}
= Pn−1(k+1)−P{Sn−1 = k+1}, (2.1)
so that
Pn−1(k−1)≤ Pn(k) = Pn−1(k−1)+Pn−1(k+1)2 ≤ Pn−1(k+1).
Moreover,
P{Sn−1 = k−1}=
(
n−1
n+k
2 −1
)
2−(n−1) =
n+k
n
(
n
n+k
2
)
2−n =
n+k
n
P{Sn = k},
P{Sn−1 = k+1}= P{Sn−1 =−k−1}= n− kn P{Sn =−k}=
n−k
n
P{Sn = k},
so that for n≥ k ≥ 1,
Pn−1(k−1)−Pn+1(k−1)
= Pn(k−2)+P{Sn−1 = k−1}−Pn(k−2)−P{Sn = k}
= P{Sn−1 = k−1}−P{Sn = k}
=
k
n
P{Sn = k}
> 0, (2.2)
and
P{Sn = k}
P{Sn+2 = k} =
P{Sn = k}
P{Sn+1 = k+1} ×
P{Sn+1 = k+1}
P{Sn+2 = k}
=
n+1+ k+1
n+1
× n+2− k
n+2
=
(n+2)2− k2
(n+2)2− (n+2) .
Therefore,
[P{Sn = k}> P{Sn+2 = k}]⇔
[
n+2> k2
]
and
[P{Sn = k}< P{Sn+2 = k}]⇔
[
k≤ n+2< k2] .
More explicitly, for k ≥ 3,
P{Sk = k}< P{Sk+2 = k}< · · ·< P
{
Sk2−2 = k
}
and, for k ≥ 2,
P
{
Sk2−2 = k
}
= P{Sk2 = k}> P
{
Sk2+2 = k
}
> P
{
Sk2+4 = k
}
> · · · . (2.3)
(The inequalities (2.3) also appear in [1, pp. 23–24].)
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Figure 1: Graph of probabilities Pn(), n+  even. (Dotted lines connect points with
constant  = 0, 1, 2, . . ., upwards in graph. The square symbols indicate the points
(n, Pn) for ξ = 1. The vertical lines separate the regionsCk, k= 1, 2, . . . .)
2. Preliminaries
Given independent Rademacher random variables εi, i= 1, 2, . . ., as defined in Theo-
rem 1.1 and let Sn =∑ni=1 εi with S0 = 0. Clearly, Sn = Sn−1+ εn. Define for integers
n, k with k ≥ 0, n≥ 0 and k ≤ n,
Pn(k) = P{|Sn| ≤ k},
so that P0(k) = 1. In the sequel we adopt the conventionPn(−1)= 0. A basic property
is the symmetry of the distribution of Sn:
P{Sn = k}= P{Sn =−k}.
Using this symmetry and the independence of Sn−1 and εn we obtain for n ≥ 1 and
k ≥ 0,
Pn(k) = P{|Sn| ≤ k}= P{Sn−1 ∈ [1− k, 1+ k]}= P{Sn−1 ∈ [−1− k,−1+ k]},
so that in case n+ k is even (hence P{Sn−1 = k}= 0) we have
P{|Sn| ≤ k}= P{|Sn−1| ≤ k−1}+P{Sn−1= k+1}
and
P{|Sn| ≤ k}= P{|Sn−1| ≤ k+1}−P{Sn−1= k+1}.
This leads to the following properties for Pn(k).
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3. The Original Context and Proofs
In this section we prove that the sequence nk defined in Theorem 1.1 satisfies the
conditions of Theorem 2.3 and we prove Theorem 1.1.a). For positive integers k, in
Section 1 we defined
nk := 2


k2
ξ 2 − k
2

+ k−1. (3.1)
It satisfies
ξ 2(nk−1)< k2 ≤ ξ 2(nk+1).
Notice that the nk’s satisfy one of the conditions in Corollary 2.4, namely,
nk+1 <
(k+1)2
ξ 2
− (k+1)+ (k+1)−1+2= (k+1)
2
k2
k2
ξ 2
+1
≤ (k+1)
2
k2

2


k2
ξ 2 − k
2

+ k−1+1

+1= (k+1)
2
k2
(nk+1)+1.
A sufficient condition for nk to be increasing in k is that k2/ξ 2− k is non-decreasing
in k for integer k ≥ 1. This is the case if for all k ≥ 1 we have ξ 2 ≤ 2k+1, that is, if
ξ ≤√3.
Proof of Theorem 1.1. Consider the blockCk = [nk, nk+1) given in the theorem. Let n
be such that nk < n< nk+1, then ξ
√
n= k since
k2 ≤ ξ 2(nk+1)≤ ξ 2n≤ ξ 2(nk+1−1)< (k+1)2.
We need still consider ξ√nk. In the situation that nk−1 < nk < nk+1 we see that
(k−1)2 ≤ ξ 2 (nk−1+1)≤ ξ 2nk ≤ ξ 2 (nk+1−1)< (k+1)2.
Then k−1≤ ξ√nk < k+1 so that
{|Snk | ≤ ξ√nk}= {|Snk | ≤ k−1}= {|Snk | ≤ k}.
Since already for ξ ≤ √3 the sequence nk is increasing we have proven Theorem
1.1.a).
From Corollary 2.2 it follows for all k≤ m< nk+1−1 that
Q−k = Pnk+1−1 = Pnk+1−1(k) = Pnk+1−1(k−1)< Pm(k),
so that in particular Q−k = min{Pn | n ∈Ck}. Notice that Pm(k) = 1 for m < k. This
proves Theorem 1.1.b).
If moreover ξ ≤ 1 then nk+ 1 ≥ k2 and Corollary 2.4 applies, proving Theorem
1.1.c).
The first interesting block isC1 with minimal valuePn2−1=Pn2−1(1)=Pn2−1(0)=
P{Sn2−1 = 0}. This proves Theorem 1.1.e).
Finally, Theorem 1.1.d) follows from the Central Limit Theorem: limn→∞Pn =
limn→∞P{|Sn| ≤ ξ
√
n}= 2Φ(ξ )−1.
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Corollary 2.2. Let k, n, and m be integers with n+ k even and n> m≥ k≥ 0. Then,
Pn(k) = Pn(k+1)< Pm(k+1). (2.4)
Proof. In case n−m is even we have Pm(k+1) = Pm(k) and according to (2.2)
Pn(k+1) = Pn(k) < Pn−2(k)< · · ·< Pk+2(k) < Pk(k) = 1.
In case n−m is odd, using (2.1) and (2.2) we have
Pn(k)< Pn−1(k+1)< Pn−3(k+1)< · · ·< Pk+1(k+1) = 1.
Theorem 2.3. Let k, n be positive integers with n+ k even and n+2≥ k2. If ≥ 0 is
an integer such that n+1+2< (k+1)
2
k2 (n+2), then
Pn(k−2)< Pn+1+2(k−1).
Proof. For k = 1 the statement is obvious, so we suppose that k > 1. Notice that for
k ≥ 2, n+2 ≥ k2 implies n ≥ k. Let si := P{Sn+2i = k}. For fixed k ≥ 2 and n with
n+2≥ k2 we have from (2.3)
s0 ≥ s1 ≥ ·· · ≥ s > 0.
We have to show that Pn(k− 2)< Pn+1+2(k− 1) or equivalently that Pn+1(k− 1)−
Pn+1+2(k− 1)< Pn+1(k− 1)−Pn(k− 2). The left-hand side of this inequality (use
(2.2)) equals ∑i=1
k
n+2isi and the right-hand side equals s0, so that we have to show
that

∑
i=1
k
n+2i
si < s0.
Since

∑
i=1
k
n+2i
si ≤

∑
i=1
k
n+2i
s1,
it is sufficient to show that

∑
i=1
k
n+2i
<
s0
s1
=
P{Sn = k}
P{Sn+2 = k} =
(n+2)2− k2
(n+2)2− (n+2) .
Since s0 ≥ s1 > 0, Theorem 2.3 now follows from Lemma 5.1.
Corollary 2.4. Let nk, k= 1, 2, . . . be an increasing sequence of integers with n1 ≥ 0,
nk+ k odd, nk+1≥ k2 and nk+1−1< (k+1)
2
k2 (nk+1). Then,
P{Sn2−1 = 0}= Pn2−1(0)< · · ·< Pnk−1(k−2)< Pnk+1−1(k−1) · · · .
Proof. Apply Theorem 2.3 with n= nk−1 and = nk+1−nk−12 .
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4.1. EXAMPLE 1, the Case ξ =
√
1/2
In case ξ =
√
1/2, we obtain for k ∈ {1, 2, . . .}
nk =
{
2k2−1, for k = even,
2k2, for k = odd.
In this case n1 = 2, n2 = 7, n3 = 18, n4 = 31, so that C1 = [2, 6], C2 = [7, 17], C3 =
[18, 30] and the minimal value inC1 is
Q−1 = Pn2−1 = P6 = P6(1) = P6(0) =
5
16
.
Also,
Q−2 = Pn3−1 = P17(2) = P17(1) =
12155
32768
≥ 10240
32768
=
5
16
.
We notice that these probabilities (as in the other Examples) can easily be com-
puted by using the binomial representations of probabilities which involve Raderma-
cher sums.
4.2. EXAMPLE 2, the Case ξ =
√
2/3
In case ξ =
√
2/3, we obtain for k ∈ {1, 2, . . .}
nk =
{
3
2k
2−1, for k = even,
3
2k
2+ 12 , for k = odd.
Hence, n1 = 2, n2 = 5, n3 = 14, n4 = 23, n5 = 38, n6 = 53 with blocks C1 = [2, 4],
C2 = [5, 13], C3 = [14, 22], C4 = [23, 37], C5 = [38, 52]. The minimal value in C1 is
obtained for
Pn2−1 = P4 =
3
8
.
Also,
Pn3−1 = P13 =
429
1024
≥ 384
1024
=
3
8
.
4.3. EXAMPLE 3, the Case ξ = 1
In case ξ = 1 we obtain for k ∈ {1, 2, . . .}
nk = k2−1.
We obtain for integers k ≥ 2, Ck =
{
k2− 1, k2, . . . , (k+ 1)2− 2}, with length mk =
2k+ 1. Now n1 = 0, n2 = 3, n3 = 8, n4 = 15, so that C1 = [0, 2], C2 = [3, 7], C3 =
[8, 14]. The minimal value in C1 is obtained for
Pn2−1 = P2 =
1
2
.
The minimal value inC2 is obtained for n= n3−1= 7 and equals
Pn3−1 = P7 =
35
64
≥ 32
64
=
1
2
.
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Proof of Corollary 1.2. Let 0< ξ ≤ 1.We have from definition (3.1) that n2 ≥ 3 and
moreover
4
ξ 2
−1≤ n2 = 2
⌈ 4
ξ 2 −2
2
⌉
+2−1= 2
⌈
2
ξ 2
⌉
−1< 2
(
2
ξ 2
+1
)
−1= 4
ξ 2
+1.
Hence,
2√
n2+1
≤ ξ < 2√
n2−1
and
n2−5
8
<
1
ξ 2 −1
2
≤ n2−3
8
.
Since n2 is odd, the open interval
( n2−5
8 ,
n2−3
8
)
does not contain an integer. Hence,
n1 = 2
⌈ 1
ξ 2 −1
2
⌉
+1−1= 2
⌈
n2−3
8
⌉
and for all n≥ n1, we have from Theorem 1.1
Pn ≥ Pn2−1 = P{Sn2−1 = 0}=
(
n2−1
(n2−1)/2
)
2−(n2−1).
It is straightforward to see that
n2 =


3, for ξ = 1,
5, for ξ ∈ [√2/3, 1),
7, for ξ ∈ [√1/2,√2/3),
so that
P{−1≤ Sn2−1 ≤ 1}= P{Sn2−1 = 0}=


1/2, for ξ = 1,
3/8, for ξ ∈ [√2/3, 1),
5/16, for ξ ∈ [√1/2,√2/3).
4. Examples
It is the condition ξ ≤ 1 that implies nk+1≥ k2, needed in Corollary 2.4. For ξ > 1 it
is no longer true that Pnk+1−1(k−1)> Pnk−1(k−2), for all k, as can be seen from the
following Example 4, giving the case ξ =
√
2. In general, the situation for ξ > 1 is
very irregular and quite complicated. However, in case ξ =
√
2 we are able to prove
that for k≥ 6 the sequence Pnk−1(k−2) is monotonically increasing in k. We believe,
also based on numerical computations, that this is the only value for ξ > 1 where the
sequence Pnk−1(k−2) is asympotically monotonically increasing in k.
SumsofIndependentRademacherRandomVariables 289
Sums of Independent Rademacher Random Variables 9
4.1. EXAMPLE 1, the Case ξ =
√
1/2
In case ξ =
√
1/2, we obtain for k ∈ {1, 2, . . .}
nk =
{
2k2−1, for k = even,
2k2, for k = odd.
In this case n1 = 2, n2 = 7, n3 = 18, n4 = 31, so that C1 = [2, 6], C2 = [7, 17], C3 =
[18, 30] and the minimal value inC1 is
Q−1 = Pn2−1 = P6 = P6(1) = P6(0) =
5
16
.
Also,
Q−2 = Pn3−1 = P17(2) = P17(1) =
12155
32768
≥ 10240
32768
=
5
16
.
We notice that these probabilities (as in the other Examples) can easily be com-
puted by using the binomial representations of probabilities which involve Raderma-
cher sums.
4.2. EXAMPLE 2, the Case ξ =
√
2/3
In case ξ =
√
2/3, we obtain for k ∈ {1, 2, . . .}
nk =
{
3
2k
2−1, for k = even,
3
2k
2+ 12 , for k = odd.
Hence, n1 = 2, n2 = 5, n3 = 14, n4 = 23, n5 = 38, n6 = 53 with blocks C1 = [2, 4],
C2 = [5, 13], C3 = [14, 22], C4 = [23, 37], C5 = [38, 52]. The minimal value in C1 is
obtained for
Pn2−1 = P4 =
3
8
.
Also,
Pn3−1 = P13 =
429
1024
≥ 384
1024
=
3
8
.
4.3. EXAMPLE 3, the Case ξ = 1
In case ξ = 1 we obtain for k ∈ {1, 2, . . .}
nk = k2−1.
We obtain for integers k ≥ 2, Ck =
{
k2− 1, k2, . . . , (k+ 1)2− 2}, with length mk =
2k+ 1. Now n1 = 0, n2 = 3, n3 = 8, n4 = 15, so that C1 = [0, 2], C2 = [3, 7], C3 =
[8, 14]. The minimal value in C1 is obtained for
Pn2−1 = P2 =
1
2
.
The minimal value inC2 is obtained for n= n3−1= 7 and equals
Pn3−1 = P7 =
35
64
≥ 32
64
=
1
2
.
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Next, assuming that ≥ k+1, we remark that[
n+1+2<
(k+1)2
k2
(n+2)
]
⇔
[
n+2>
2−1
2k+1
k2 = k2+(− k−1)
(
k− 1
2
)
+
− k−1
2(2k+1)
≥ k2+(− k−1)
(
k− 1
2
)]
.
Hence, the condition n+1+2< (k+1)
2
k2 (n+2) leads to
n+2> k2+(− k−1)
(
k− 1
2
)
. (5.2)
We conclude from Inequality (5.2) that n+2 ≥ k2+(− k−1)(k− 12)+ 12 . Substi-
tuting = k+2+ j with j ≥ 0 and n= k2+(− k−1)(k− 12)− 32 we obtain
2
k
− 
n+2
− 
n+2
=
1
2
2 j(k2−2)+ j2(2k−3)
k(n+2)(n+2)
.
Since the right-hand side is nonnegative for j≥ 0 and k≥ 2 we established Inequality
(5.1) for k ≥ 2 and ≥ k+2.
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4.4. EXAMPLE 4, the Case ξ =
√
2
We give this example to show that the condition ξ ≤ 1 in Theorem 1.1 is necessary.
The case ξ =
√
2 is the only example we know, where the monotonicity of Pnk−1 is
violated only finitely often. Recall that in case ξ =
√
2, for k ∈ {1, 2, . . .} we obtain
nk =
{
k2/2−1, for k = even,
k2/2−1/2, for k = odd.
We obtain n1 = 0, n2 = 1, n3 = 4, n4 = 7, n5 = 12, n6 = 17,
Q−2 = Pn3−1(1) = P3(1) =
3
4
< 1= P0(0) = Pn2−1(0) = Q
−
1
and we have the second interruption of monotony in blockC4, since
Q−4 = Pn5−1(3) = P11(3) =
99
128
<
100
128
= P6(2) = Pn4−1(2) = Q
−
3
and
Q−3 = Pn4−1(2)> Q
−
2 = Pn3−1(1) = P3(1) =
3
4
.
One can prove that these are the only interruptions.
5. Appendix
In this section we state and prove the lemma needed in the proof of Theorem 2.3.
Lemma 5.1. Let k, n,  be positive integers with k≥ 2, n+k even and n+2≥ k2. If 
is such that n+1+2< (k+1)
2
k2 (n+2), or equivalently, n+2>
2l−1
2k+1k
2, then we have
∑i=1
k
n+2i < 1.
Proof. For  ∈ {1, 2, . . . , k} with k ≥ 2 we trivially have

∑
i=1
k
n+2i
≤
k
∑
i=1
k
n+2i
< k · k
k2−2+2 = 1.
It is easy to see that kn+2i +
k
n+2+2−2i is strictly decreasing in i for i≤ (+1)/2.
For ≥ k+1≥ 3, it is therefore sufficient to prove kn+2 + kn+2 ≤ 2 , or equivalently,

n+2
+

n+2
≤ 2
k
. (5.1)
For  = k+ 1 to be allowed we have n+ 2> k2, hence n+ 1≥ k2 and since n+ k is
even, we even have n≥ k2. Substituting = k+1 and n= k2 we get Inequality (5.1)
for = k+1:
2
k
− 
n+2
− 
n+2
≥ 2(k
2+2k+4)
k(k2+2)(k2+2)
≥ 0.
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Next, assuming that ≥ k+1, we remark that[
n+1+2<
(k+1)2
k2
(n+2)
]
⇔
[
n+2>
2−1
2k+1
k2 = k2+(− k−1)
(
k− 1
2
)
+
− k−1
2(2k+1)
≥ k2+(− k−1)
(
k− 1
2
)]
.
Hence, the condition n+1+2< (k+1)
2
k2 (n+2) leads to
n+2> k2+(− k−1)
(
k− 1
2
)
. (5.2)
We conclude from Inequality (5.2) that n+2 ≥ k2+(− k−1)(k− 12)+ 12 . Substi-
tuting = k+2+ j with j ≥ 0 and n= k2+(− k−1)(k− 12)− 32 we obtain
2
k
− 
n+2
− 
n+2
=
1
2
2 j(k2−2)+ j2(2k−3)
k(n+2)(n+2)
.
Since the right-hand side is nonnegative for j≥ 0 and k≥ 2 we established Inequality
(5.1) for k ≥ 2 and ≥ k+2.
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