Abstract. We study Brownian motion and stochastic parallel transport on Perelman's almost Ricci flat manifold M = M × S N × I, whose dimension depends on a parameter N unbounded from above. We construct sequences of projected Brownian motions and stochastic parallel transports which for N → ∞ converge to the corresponding objects for the Ricci flow. In order to make precise this process of passing to the limit, we study the martingale problems for the Laplace operator on M and for the horizontal Laplacian on the orthonormal frame bundle OM .
Introduction
Typically, elliptic theories are regarded as the static case of the corresponding parabolic problem; in that sense, many times the better-understood elliptic theory has been a source of intuition to generalize the corresponding results in the parabolic case. Examples of this feedback are minimal surfaces/mean curvature flow and harmonic maps/solutions of the heat equation.
In the present paper, we will focus on an alternative approach: view the parabolic theory as a limiting case of the related elliptic problem as the dimension goes to infinity. This interpretation appears in the previous literature (see [22, §6] , [18, Section 8] and [28, Section 2.10.2] ), but usually is only treated from a heuristic point of view.
The approximation of a parabolic problem by taking suitable limits of an elliptic counterpart has been fruitfully used before, for instance, this idea is behind elliptic regularization techniques. In particular, a possible way to construct weak
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solutions of the mean curvature flow is based on the level set flow method [7, 9] , which can be geometrically interpreted as solving an associated elliptic problem in an ambient space that is one dimension higher [16] .
To find a similar connection between almost Einstein manifolds and Ricci flow, it is not that clear how to implement analogous ideas, because of the tensor nature of the equations involved and the lack of an ambient space. The present paper succeeds to provide such a correspondence by performing analysis on the path space of Perelman's almost Ricci flat manifold M (see [22, §6] ), whose dimension depends on a parameter N unbounded from above. After a suitable averaging and limiting process as N → ∞ we get the corresponding analytic properties for the path space associated to a manifold evolving under the Ricci flow.
Let us briefly describe Perelman's manifold: Let (M, g(t)) t∈[0,T 1 ) be a solution of the Ricci flow, which once seen with respect to a reverse time parameter τ = T − t (for some T ∈ (0, T 1 )) is defined for τ lying in some interval I ⊂ R + . Perelman considered the manifold
where g τ = g(T − τ ), R denotes the scalar curvature of g τ , and h is the metric on S N with constant curvature 1 2N . One can find a constant C < ∞ so that
As these bounds converge to 0 as N → ∞, we regard M as an almost Ricci-flat manifold for very large N . This was used by Perelman in [22] to heuristically deduce the monotonicity of the reduced volume as a limiting estimate obtained after formally applying the Bishop-Gromov comparison theorem to (M, G).
Broadly speaking, our first main result consists in studying the Brownian motion on Perelman's manifold M and showing that, after averaging over the sphere factor to remove the S N -dependence and projecting on the space-time part, we obtain a sequence that converges as N → ∞ to the parabolic Brownian motion associated to the family of manifolds evolving under the Ricci flow (Theorem 1).
Let us illustrate why this result is rather surprising: Even after averaging out the influence of the sphere factor, curves of Brownian motion are allowed to move randomly in any direction of the whole space-time. However, the parabolic Brownian motion associated to a Ricci flow only consists of space-time curves moving backwards in time with unit speed, see [13] . Interestingly enough, our computations reveal that Perelman's metric enforces exactly this type of motion for N → ∞. Namely, on the one hand the influence of the big sphere in (1.1) causes a large drift term in backwards time direction, and on the other hand the coefficient of Brownian motion in time direction converges to zero for N → ∞. Combining these two effects, for N → ∞ the motion concentrates exactly on those space-time curves that move backwards in time with unit speed.
In addition to Brownian motion, the second main ingredient for doing analysis on path space is stochastic parallel transport. Roughly speaking, the Brownian motion (Wiener measure) allows one to do integration on path space, and the stochastic parallel transport enables one to define suitable derivatives on path space. Our second main result shows the parabolic stochastic parallel transport on a Ricci flow space-time can be obtained as a limit for N → ∞ of a sequence of stochastic parallel transport maps on Perelman's manifold M after carrying out an averaging and (somewhat more involved) projection procedure (Theorem 2).
The machinery from Theorem 1 and Theorem 2 provides a rigorous link between the elliptic and parabolic theories associated to manifolds with bounded Ricci curvature and the Ricci flow, respectively. As an application to illustrate this effective link, we consider the following two recent developments: the characterizations of two-sided bounds on the Ricci curvature established by A. Naber in [21] (see also [5, 14, 29] ) and the charachterizations of solutions of the Ricci flow obtained by Naber and the second author [13] . By applying the characterizations from [21] to Perelman's manifold M and letting N → ∞, we obtain the estimates from [13] , which characterize solutions of the Ricci flow (see Corollary 3).
1.1. Background on characterizations of bounded Ricci curvature. On a smooth Riemannian manifold M , it is well known that by exploiting the Bochner formula one can obtain estimates that characterize lower bounds on the Ricci curvature. For instance, if H t denotes the heat flow, one can easily prove the following characterization via a sharp gradient estimate:
for all test functions f : M → R. Such characterizations are very useful to make sense of Ricci curvature bounded from below by −κ in non-smooth metric measure spaces (cf. [1, 2, 10, 19, 27] ). Apart from the above gradient estimate, one can characterize lower Ricci bounds via optimal transport, by means of sharp logarithmic Sobolev and Poincaré inequalities, etc (see [3, 4, 6, 23] ).
Until the recent appearance of [21] nothing was known about analogous characterizations of two-sided bounds on the Ricci curvature. The main new insight by Naber in [21] which allows to characterize also upper bounds on the Ricci curvature consists in understanding the analytic properties of the infinite dimensional path space P (M ) instead of working on M itself. Recall that P (M ) is the space of continuous curves X : [0, ∞) → M . It is naturally endowed with a family of probability measures {P x } x∈M , where each P x is the Wiener measure of Brownian motion starting at x ∈ M . One can introduce a notion of stochastic parallel transport (see [8, 17, 20] ), which facilitates the definition of a family of gradients {∇ || s } s≥0 which, loosely speaking, take derivatives of functions F : P (M ) → R along vector fields that are parallel after time s. In [21] Naber discovered an infinite-dimensional generalization of (1.2), which actually characterizes two-sided bounds of the Ricci curvature by means of a sharp gradient estimate:
for all test functions F : P (M ) → R. To understand the estimate in (1.3), note that in the special case F (X) = f (X t ), where f : M → R and t are fixed, we recover the finite dimensional estimate (1.2). Of course there are many more test functions F on path space, and this is one of the reasons why the estimate (1.3) is actually strong enough to characterize two-sided Ricci bounds and not just lower bounds. Naber also proved infinite dimensional log-Sobolev and Poincaré inequalities on path space which also characterize −κ ≤ Ric ≤ κ. 
To prove an infinite dimensional version of (1.4), Naber and the second author introduced in [13] suitable parabolic versions of the notions of path space, Wiener measure, stochastic parallel transport, and parallel gradient. The first main difference with the elliptic case is that on the path space associated to an evolving family of manifolds the curves are not allowed to move freely in all directions of the whole space-time M = M × [0, T 1 ]. Instead, only those curves moving backwards in time with unit speed are taken into account to define the parabolic path space
This can be endowed with a parabolic Wiener measure P par (x,T ) , given by Brownian motion on (M, g(t)) based at (x, T ) ∈ M. The space-time M comes equipped with a natural metric connection defined by
Using this space-time connection a notion of stochastic parallel transport on M, and the parabolic parallel gradients { par ∇ || s } s≥0 have been introduced in [13] , and an infinite dimensional generalization of (1.4) has been established:
for all test functions F : P par T (M) → R. In [13] one can also find corresponding characterizations in terms of log-Sobolev and Poincaré inequalities. Given p = (x, y, T ) ∈ M, let P N p be the Wiener measure on P (M) based at p ∈ M and consider the following probability measures defined by averaging out the sphere factor
After pushing forward the above measure by means ofπ, we obtain a sequence
of probability measures on P (M × I). Our first main result concerns the limiting and concentration behavior of this sequence of probability measures. Before stating it, let us point out that we have the natural inclusion
( 1.8) and that in the definition of Perelman's manifold in (1.1) one can essentially choose T = T and thus I = [0, T ]. Having obtained the limiting behavior of Brownian motion for N → ∞, the other main goal will be to show that the stochastic parallel transport on M converges in a suitable sense to the corresponding parabolic one on space-time. To this end, we need to recall the construction of the horizontal Brownian motion U s on the orthonormal frame bundle P : OM → M. Given U ∈ OM, following Eells-Elworthy-Malliavin one solves the the stochastic differential equation
Here D = n + N + 1, H A are the canonical horizontal fields, W s is Brownian motion in R D , and • indicates that the equation has to be integrated in the Stratonovich sense. Now let P 0 the Wiener measure based at the origin on P (R D ). The solution of (1.9) gives a map U : P 0 (R D ) → P U (OM) that defines a probability measure
the Wiener measure of horizontal Brownian motion on OM. Note that the Wiener measure of Brownian motion on M can be recovered as
whereP denotes the map between path spaces induced by the projection P.
Let us also recall the parabolic counterpart of the above, which has been constructed in [13] : Let p : O → M the orthonormal frame bundle whose fibers are the linear isometries u : R n → (T x M, g t ). On the bundle O one solves
where (H 1 , . . . , H n , D s ) are the n + 1 canonical horizontal vector fields for the space-time connection (1.5). The solution
, see [13, Proposition 3.7] , and gives a map U :
, which yields a family of probability measures on P (O) defined by
the parabolic Wiener measure of horizontal Brownian motion on space-time. We can recover the parabolic Wiener measure on P par
(1.14)
With the goal of expressing P par (x,T ) as a suitable limit of P N U , we define the following bundles and projection maps: Let F → M × I be the GL n -bundle with fibres given by invertible linear maps u : R n → T x M . Let π 1 : M → M be the projection from Perelman's manifold onto the first factor, and let ι : R n → R D be the inclusion. We define the map Θ : OM → F, U → π 1 * • U • ι, and denote byΘ : P (OM) → P (F) the induced map between the path spaces. Now, for u ∈ O (x,T ) ⊂ F (x,T ) we define averaged probability measures by
Pushing forward, we obtain a sequence of probability measures
We are now in the position to state our second main result: Theorem 2. (Convergence of stochastic parallel transport) The sequence {Q N u } N ∈N on P (F) constructed above converges for N → ∞ to P par u , the parabolic Wiener measure of horizontal Brownian motion. In particular, the limiting measure concentrates on the orthonormal frame bundle over space-time.
As mentioned at the beginning, Theorem 1 and Theorem 2 provide an effective link between the theory of spaces with bounded Ricci curvature and the analysis of Ricci flow. To illustrate this, let us show how the infinite dimensional gradient estimate for the Ricci flow can be obtained by this limiting process:
Corollary 3. If we apply the gradient estimate (1.3) with κ = C/N to Perelman's manifold M and choose suitable test functions independent of the S N -factor, then after passing to the limit as N → ∞, we obtain the gradient estimate for the Ricci flow:
Similarly, we can also obtain the the quadratic variation estimate, the log-Sobolev inequality, and the spectral gap estimate for the Ricci flow by an analogous limiting procedure based on Theorem 1 and Theorem 2 (see Section 4). Further applications of Theorem 1 and Theorem 2 will be discussed elsewhere.
1.4. Strategy of the proofs. We hereafter describe the strategy and main steps of the proofs of Theorem 1, Theorem 2, and Corollary 3.
Instead of working directly with the stochastic differential equations describing the problem under consideration, such as (1.9) and (1.12), we use the martingale approach which was initiated by Stroock and Varadhan [24, 25, 26] . This formulation in terms of the martingale problem has the advantage of being particularly well suited for compactness and convergence arguments, and is equivalent to solving the related stochastic differential equations in a weak sense.
The starting point to prove Theorem 1 is to regard the Wiener measure P N p as the solution of the martingale problem for the Laplacian ∆ M based at p (see Section 2.3 for precise definitions). Let us denote by Q (x,T ) any subsequential limit of the sequence described in (1.7). We first prove that any such limit (if it exists) is a solution of the martingale problem for the Ricci flow associated to the heat operator ∂ τ + ∆ gτ based at (x, T ), see Theorem 2.1. We then use this result and some estimates from its proof to show that the limit indeed exists (Theorem 2.2), is unique, and concentrates on the parabolic path space, cf. (1.8).
To prove Theorem 2 we view the diffusion measure P N U in (1.10) as the solution of the martingale problem associated to the horizontal Laplacian ∆ OM based at U (for preliminaries about computations on the frame bundle see Section 3.1). The basic scheme of proof is the same as for Theorem 1, but there is a key new difficulty: While the probability measure P par u from (1.13) lives on the parabolic path space of the O n -bundle O → M, the sequence of P N U lives on a much larger bundle, i.e. depends on many more variables. To facilitate the limiting process, we introduce an intermediate GL n+1 -bundle G ⊃ O (see Section 3.2). We can pass to a limit on the bundle G, and the limit satisfies a martingale problem given by some rather complicated differential operator D + N (Theorem 3.1). We then, roughly speaking, reduce the number of variables by solving some of the equations. More precisely, plugging some suitable test functions into the martingale problem formula, using that the initial condition is in O, and employing a Gronwall-type argument, we prove that the limiting measure, suitably interpreted, actually concentrates on the O n -bundle O. On this smaller bundle, the complicated operator D + N simplifies dramatically. Namely, the operator N vanishes identically when restricted to O, and the operator D becomes exactly the horizontal heat operator for the Ricci flow, i.e. D| O = D τ + ∆ H . Using this, it is easy to conclude the proof of Theorem 2.
Finally, in Section 4, we prove Corollary 3 by applying Nabher's gradient estimate (1.3) with κ = C/N to Perelman's manifold M and passing to the limit N → ∞ via Theorem 1 and Theorem 2.
Martingale Problem on Perelman's almost Ricci flat manifold
The goal of this section is to prove Theorem 1. We start with some preliminaries about path space, Perelman's almost Ricci-flat manifold, and the martingale problem (Section 2.1-2.3), and then carry out the proof in Section 2.4-2.6.
2.1.
Convergence on path space. Given a Riemannian manifold M, its path space P (M) is the space of all continuous curves X : [0, ∞) → M equipped with the natural topology induced by uniform convergence on bounded intervals. With this topology, P (M) is a Polish space (i.e. a separable, completely metrisable, topological space), see [24, §1.3] . We denote by Σ = B P (M) the σ-algebra generated by the Borel sets.
Recall the notion of convergence of probability measures that we will use repeatedly hereafter: A sequence {P k } k∈N of probability measures on (P (M), Σ) converges to a probability measure P if lim k→∞ ϕ dP k = ϕ dP for all bounded continous ϕ :
There are several characterizations of this convergence (sometimes referred to as Portmanteau Theorem); in particular, (2.1) is equivalent to lim sup To avoid technicalities, we assume throughout the paper that either M is closed or that (M, g(t)) is complete for every t and has uniformly bounded curvatures. By standard interior estimates, this also yields bounds for all the derivatives of the curvatures.
Fix T < T 1 . Let δ > 0 small enough so that T = T + δ < T 1 , and let I = [δ, T ]. Note that t ∈ I if and only if τ = T − t ∈ I. Recall that Perelman's almost Ricci-flat manifold is defined as
equipped with the metric
where g τ = g(T − τ ), R denotes the scalar curvature of g τ , and h is the metric on S N with constant sectional curvature 1/2N . Throughout the paper, we tacitly assume that N is large enough to ensure that G is positive definite.
We use i, j, k, . . . to denote coordinates indices on the M factor, α, β, γ, . . . for those on the S N factor, and we denote with index 0 the coordinate τ on I. Moreover, we use I, J, K, . . . to denote indices ranging over all parts 0, 1 ≤ i ≤ n and 1 ≤ α ≤ N , and we use doublestroke symbols , , , . . . to denote indices ranging within {0, 1, . . . , n}. Usually we denote with capital or calligraphic letters quantities on M and with the corresponding lower case or non-calligraphic letters the same quantities on M .
With these conventions, the non-vanishing Christoffel symbols Γ K IJ of the metric G are:
Moreover, there exists a constant C < ∞ such that the Ricci curvature of (M, G) satisfies the bound
Detailed computations of the Christoffel symbols and the Ricci curvatures of the metric G can be found for instance in [30] .
2.3. The martingale problem on M. Consider Perelman's almost Ricci-flat manifold (M, G). As before, let P (M) be the path space of all continuous curves X : [0, ∞) → M equipped with the Borel σ-algebra Σ = B P (M) . The Borel σ-algebra of path space coincides with the σ-algebra generated by all the evaluation maps, i.e. Σ = σ{E s | 0 ≤ s < ∞}, where for every s ∈ [0, ∞) fixed, E s denotes the evaluation map defined by
Furthermore, there is a natural filtration
which captures the events observable at time s. The corresponding filtration and evaluation maps on M are denoted by {σ s } s≥0 and ε s , respectively. Note that the projection map π : M → M × I induces a projection mapπ
Given a point p ∈ M, the Wiener measure P N p on (P (M), Σ) is characterized as the unique solution of the martingale problem for the Laplacian ∆ M based at p. More precisely, this means that P N p satisfies the following two conditions:
and
for all smooth functions with compact support F ∈ C ∞ c (M) and all b > a ≥ 0.
2
To be precise, we should also say that we put absorbing boundary conditions to take care of the possibility that the motion reaches the boundary ∂M. Since in the limit the motion will reach ∂M exactly at time T , for the ease of presentation in the following we don't explicitly indicate the stopping time T ∂M .
2.4.
The limiting martingale problem. Recall from the introduction that we consider the sequence of probability measures
In order to prove that Q N (x,T ) converges to P par (x,T ) we first identify the martingale problem that any subsequential limit satisfies. Theorem 2.1. Any subsequential limit Q (x,T ) of the sequence defined by (2.7) solves the martingale problem for the Ricci flow, that is, the martingale problem based at (x, T ) associated to the heat operator ∂ τ + ∆ gτ . More precisely, Q (x,T ) satisfies the following two properties:
Proof. If D is a differential operator on a manifold M, and ϕ ∈ C ∞ c (M), we set
Notice that assertion (b) can be rephrased by saying that
Hereafter we fix an arbitrary function f ∈ C ∞ c (M × I), and b > a ≥ 0. We divide the proof of (2.8) into several steps:
By the definition of conditional expectation this means that
To proceed, recall that
Now for any s ≤ a and U ⊂ M × I open, using the composition rule (2.4) for evaluation maps we see that
Since Σ a is a σ-algebra, we infer thatπ −1 (L) ∈ Σ a whenever L ∈ σ a . We can thus take L =π −1 (L) with L ∈ σ a in (2.9). Finally, as we are taking expectations of random variables that are constant on the S N -factor, we can replace P N p by P N (x,T ) , and this finishes the proof of Step 1.
Step 2.
Using expression (2.3) for the Christoffel symbols, one can compute that ∆ M has the following form when acting on functions F constant on the S N factor:
Recalling that
where
Furthermore, recall that the curvatures and their derivatives are bounded. Since f is smooth with compact support, its derivatives are also bounded. We thus conclude that |E N | ≤ C/N for some C < ∞, as desired.
Step
The composition rule (2.4) for evaluation maps, the identity from Step 2, and the definition of push-forward measure yield
which is what we wanted to prove.
Step 4. Assertion (2.8) holds true.
, then by the definition of convergence of probability measures we have
where we used that
Step 2. Now using equation (2.10) we deduce that
where the last equality follows by reversing the above chain of equalities (including those from (2.10)) but using the corresponding steps for s = b instead of s = a. As (2.11) holds for any L ∈ σ a and arbitrary f ∈ C ∞ c (M × I), by definition of conditional expectation we reach (2.8).
Finally, it remains to prove (a). As the set {X 0 = (x, T )} is σ 0 -measurable and closed, applying (2.2) and the definition of push-forward measure we get
where we used (2.5) in the last step. This finishes the proof of the theorem. ⊔ ⊓ 2.5. Existence of a subsequential limit. We now need to ensure that a subsequential limit indeed exists. Essentially the proof consists in adapting to our non-Euclidean setting the arguments in Stroock 
where we use the metricĝ = g τ + dτ 2 on M × I.
By combining Step 1 and
Step 3 from the proof of Theorem 2.1, we deduce that
for all b > a ≥ 0. Now by Step 2 from the proof of Theorem 2.1 we see that
where A f < ∞ depends only on the curvature bounds for our Ricci flow and the C 2 -norm of f . Accordingly, for any non-negative function f we get .7), converge along a subsequence to a probability measure Q (x,T ) which solves the martingale problem based at (x, T ) associated to the heat operator ∂ τ + ∆ gτ .
Let π I : M × I → I be the natural projection π I (x, t) = t. We apply the conclusion of Theorem 2.1 to the particular function f = h • π I with h ∈ C ∞ c (I) and the curve X s = (x s , α s ) with α ∈ P (I) satisfying α 0 = T . Noticing that (∂ τ + ∆ gτ )f = −h ′ we get that
for all b > a ≥ 0 and all h ∈ C ∞ c (I). In particular, choosing h(t) = t, b = s and a = 0 equation (2.13) yields
Next we apply (2.13) for the function h(t) = t 2 , b = s, and a = 0 to obtain
where we used equation (2.14) . Putting things together, we infer that
and thus α s = T − s holds Q (x,T ) -almost surely.
Summing up, Q (x,T ) is a probability measure on P (M × [δ, T ]) supported on space-time curves of the form {X s = (x s , T − s)} s∈[0,T −δ] which solves the martingale problem (that we now express using t instead of τ ) given by
Letting δ ց 0, this is exactly the martingale problem for the Ricci flow, which is obtained after projecting to M the stochastic differential equation (1.12) . By uniqueness of the solutions of the martingale problem, any subsequential limit Q (x,T ) coincides with the parabolic Wiener measure P par (x,T ) and therefore we obtain full convergence (without passing to a subsequence) in Theorem 2.2.
⊔ ⊓

Stochastic parallel transport on Perelman's manifold
The goal of this section is to prove Theorem 2. the canonical basis of R D . For a frame U ∈ FM we write
A ) ∈ R D+D 2 are local coordinates for FM. Note that we are using A, B, . . . for frame bundle indices, and I, J, . . . for manifold indices.
The Levi-Civita connection gives a splitting of the tangent bundle
into horizontal and vertical subspaces. The horizontal lift of X ∈ T P(U) M to T U (FM) is the unique vector X * ∈ H U so that P * (X * ) = X.
The orthonormal frame bundle
is a subbundle of FM with structure group O D . In addition to the canonical horizontal vector fields
there are D(D − 1)/2 vertical vector fields defined by
where M AB ∈ o(n) is the matrix with −1 at the (A, B) position, 1 at the (B, A) entry, and 0 elsewhere. We can endow OM with a Riemannian metric uniquely determined by the formulas
Explicit expressions in coordinates for the horizontal and vertical vector fields are given by
respectively, see e.g. [15, Proposition 2.1.3]. The horizontal Laplacian on OM is defined by
Finally, note that by the definition of OM and equation (3.1) we have
Equivalently, taking inverses this gives the useful formula
3.2. Martingale Problem on the frame bundle of Perelman's manifold.
Consider the path space P OM with the filtration {Σ t } t≥0 generated by the evaluation maps E t : P OM → OM. A probability measure P N U on P OM is a solution of the martingale problem for the horizontal Laplacian (3.4) on OM based at U ∈ OM if the following two conditions hold:
for all smooth functions with compact support Ψ ∈ C ∞ c (OM) and all s 2 > s 1 ≥ 0. Consider the GL n+1 -bundle G over M × I whose fibers are given by
Using the inclusion ι : R n+1 → R D and the projection ̟ :
we define the map
and we denote byΦ : P OM −→ P G the induced map between path spaces.
For every u ∈ O ⊂ G, where the inclusion is given by u
We now follow the same scheme as in the previous section, and first identify the martingale problem for subsequential limits of the sequence {Q N u } N ∈N . Theorem 3.1. Any subsequential limit Q u of the sequence defined by (3.9) solves the martingale problem associated to a certain differential operator D + N based at u ∈ O; more precisely, Q u satisfies the following two properties: Here, B k and B k j denote some bounded functions on M × I, whose precise form is not needed.
Proof. Regarding the scheme of proof, we can mimic the steps in the proof of Theorem 2.1, but now working with the martingale problem on the frame bundle given by (3.6) and (3.7). The main difference in carrying this out is that we need to find an explicit expression in this case for the operator D N in Step 2. Therefore the goal is to compute ∆ OM (Φ * ψ) for any ψ ∈ C ∞ c (G). Set Ψ = Φ * ψ. This function only depends on the coordinates x i , τ , E of OM. Taking this into account we get by means of (3.2) that
We can thus write the horizontal Laplacian of Ψ as
To proceed, using again (3.2) and the fact that 12) where the last equality follows from (3.5). In particular, if we denote by E N any general function satisfying lim N →∞ E N = 0, and use the formula (2.3) for the Christoffel symbols, we get
Putting things together, the formula for the horizontal Laplacian of Ψ becomes
Next we use again (2.3) and group together in a new differential operator N all the terms which contain an index 0 somewhere. This yields
It remains to write DΨ and NΨ in terms of the coordinates (x i , τ, e i a , e 0 a , e i 0 , e 0 0 ) of G. Note that to get the formulas (3.10) and (3.11) in the statement of the theorem, it is enough to show that
If {e } is the canonical basis of R n+1 , from equation (3.1) we get
, which implies (3.13). To proceed, observe that equation (3.13) implies that
Using this, we compute
which proves the first part of (3.14). Arguing similarly, the identity x • Φ = x yields the second part of (3.14).
Summing up, we reach the conclusion that
where the operators D and N are defined in (3.10) and (3.11), and lim N →∞ E N = 0. Using this specific D N in Step 2, the rest of the proof of Theorem 3.1 follows now exactly as in the proof of Theorem 2.1.
⊔ ⊓
3.3. Conclusion of the proof. The goal of this section is to finish the proof of Theorem 2.
Recall that for the Ricci flow we work on the O n -bundle
The canonical horizontal vector fields on this bundle are defined via the spacetime connection (1.5). Namely, there are the n spatial horizontal vector fields H i (u) = (ue i ) * where * denotes the horizontal lift of ue i ∈ (T x M, g τ ) using the metric g τ , and the time-like horizontal vector field D τ which is the horizontal lift of the vector field ∂ τ . In local coordinates (as always we view O n -bundle O sitting inside the corresponding GL n -bundle F) these vector fields are given by
cf. [12, 13] . The horizontal Laplacian on O is given by
Proof of Theorem 2. Let O → M × I be the O n -bundle as above, and let G → M × I be the GL n+1 -bundle defined in (3.8) . Recall from the paragraph before the statement of Theorem 3.1 that we have the inclusion map
If Q u is any subsequential limit as in the statement of Theorem 3.1 (existence of such a subsequential limit follows similarly as in Section 2.5), then it solves the martingale problem for the differential operator D+N, where D and N are defined in (3.10) and (3.11), respectively. The key is now to observe that N restricted to i(O) vanishes identically, i.e. 17) and that D restricted to i(O) is exactly the horizontal heat operator for the Ricci flow, i.e. 18) where the operator on the right hand side is given by (3.15)-(3.16).
Consider the projection map
Claim. Π(U s ) ∈ O for all s ∈ I almost surely.
To prove the claim, we use the test function
After multiplication with a suitable cut-off function, we may consider ψ ∈ C ∞ c (G). 
Now take the first exit time from V ∩ K as a stopping time, i.e. set
Using Theorem 3.1 and equation (3.19) , a Gronwall-type argument implies that ψ(U s ) = 0 for all s ≤ σ almost surely.
This in turn means that Π(U s ) ∈ O for all s ≤ σ almost surely. Taking an exhaustion by compact sets K, we conclude that Π(U s ) ∈ O for all s ∈ I almost surely, as claimed.
Summing up, given u ∈ O, we have shown that any subsequential limit of the sequenceΠ * Φ * P N u , where P N u is defined in (3.9), concentrates on curves in P (O) and solves the martingale problem associated to the operator D τ + ∆ H based at u. This coincides with the martingale problem corresponding to the stochastic differential equation (1.12), and thus, by uniqueness, we get that the limiting measure must be equal to P par u and that the subsequential convergence actually entails full convergence.
Finally, since Θ = Π • Φ this implies the assertion of Theorem 2 as stated in the introduction.
Application: from Ricci bounds to Ricci flow estimates
In this final section, we explain how one can recover the estimates from [13] .
Proof of Corollary 3. We work with test functions F : P (M) → R of the form
where f : M k → R is smooth with compact support, s = {0 < s 1 < · · · < s k < T } are given evaluation times, and X s i denotes the M -component of X s i . where E s and ε s are the evaluation maps at the k times given by s, this means that
Applying the gradient estimate (1.3) with κ = C/N we get
where we used that F is Σ T -measurable to control the error term. Note also that, since our test function doesn't depend on the S N -factor, in (4.2) we can replace P where the left hand side is understood as local Lipschitz slope.
To compute the right hand side of (4.4), it is best to lift things to the frame bundle using the mapP : P (OM) → P (M). By definition of the parallel gradient [21, Section 6] we compute that
where π * k f : (OM) k → R denotes the invariant lift of π * k f , and E s : P (OM) → (OM) k is the evaluation map on the frame bundle. Using this and the relation (1.11) we infer that
Repeating the same argument for the Ricci flow, and using (1.14), we obtain Putting everything together, we conclude that for any cylinder function ε * s f we have the estimate can also be recovered by applying the estimates from [21] with κ = C/N on Perelman's manifold M and taking the limit N → ∞ via Theorem 1 and 2. The computations are almost the same as in the proof of Corollary 3. Essentially, the only new step is to observe that forπ * F : P (M) → P 
