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CHAPTER 0
Introduction
The Birman-Murakami-Wenzl (BMW) algebras, conceived independently by Birman and
Wenzl [4] and Murakami [31], are defined by generators and relations originally inspired by
the Kauffman link invariant of [21]. The BMW algebras are closely connected with Artin braid
groups, Iwahori-Hecke algebras of the symmetric group, and Brauer algebras. In fact, they may
be construed as deformations of the Brauer algebras obtained by replacing the symmetric group
algebras with the corresponding Iwahori-Hecke algebras.
Definition 0.1. Fix a natural number n. Let R be a unital commutative ring containing units
A0, q, λ such that λ − λ−1 = δ(1 − A0) holds, where δ := q − q−1. The BMW algebra Cn :=
Cn(q, λ, A0) is defined to be the unital associative R-algebra generated by X±11 , . . . , X±1n−1 and
e1, . . . , en−1 subject to the following relations, which hold for all possible values of i unless
otherwise stated.
Xi −X
−1
i = δ(1− ei)
XiXj = XjXi for |i− j| ≥ 2
XiXi+1Xi = Xi+1XiXi+1
Xiej = ejXi for |i− j| ≥ 2
eiej = ejei for |i− j| ≥ 2
Xiei = eiXi = λei
XiXjei = ejei = ejXiXj for |i− j| = 1
eiei±1ei = ei
e2i = A0ei.
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The relations above are an algebraic version of geometric relations satisfied by certain tan-
gle diagrams in the Kauffman tangle algebra KTn, an algebra of (regular isotopy equivalence
classes of) tangles on n strands in the disc cross the interval (that is, a solid cylinder) modulo
the Kauffman skein relation; see Kauffman [21] and Morton and Traczyk [29]. In particular, the
relations Xi−X−1i = δ(1−ei) reflects the Kauffman skein relation which is typically presented
as:
− = δ
[
−
]
Naturally, one expects the BMW algebras to be isomorphic to the Kauffman tangle algebras
and, indeed, Morton and Wasserman establish this isomorphism (illustrated below) in [30] and,
as a result, show the algebra is free of rank (2n− 1)!! = (2n− 1) · (2n− 3) · · · 3 · 1.
Xi 7−→ . . . . . .
1 i−1 i i+1 i+2 n
ei 7−→ . . . . . .
1 i−1 i i+1 i+2 n
The representation theory of the BMW algebras has been studied by various authors. Bir-
man and Wenzl [4] construct a nondegenerate Markov trace on the algebra using the Kauffman
link invariant. The existence of this nondegenerate trace together with tools from the Jones
Basic Construction theory (see Jones [20] and Wenzl [42]) allow them to derive the structure
of the algebra in the generic semisimple setting. They prove that the algebra Cn is generically
semisimple with irreducible representations indexed by Young diagrams of size n− 2f , where
0 ≤ f ≤
⌊
n
2
⌋
. Wenzl [43] provides sufficient conditions for the BMW algebras to be semisim-
ple. Moreover, Rui and Si [36] recently produced a criterion for semisimplicity of the BMW
algebras over an arbitrary field.
The Iwahori-Hecke algebra of the symmetric group is a quotient of the BMW algebra. Using
this connection, several authors have determined analogues of results about the representations
and characters of the Iwahori-Hecke algebras for the BMW algebras. For example, Enyang [9]
and Xi [47] both exploit the fact the Iwahori-Hecke algebra of the symmetric group is cellular,
in the sense of Graham and Lehrer [16], to investigate the cellularity of the BMW algebra.
Xi shows that certain analogues of the Kazhdan-Lusztig basis for BMW algebras, studied by
Fishel and Grojnowski [11], Morton and Trazcyk [29] and Morton and Wasserman [30], are
3in fact cellular. Xi’s basis is constructed using certain diagrams called dangles and a basis of
the Iwahori-Hecke algebra. On the other hand, Enyang produces a basis indexed by certain
bitableaux and gives an explicit combinatorial description of his cellular basis. Further results
can also be found in Halverson and Ram [18] and Leduc and Ram [27].
It is not surprising that several authors have since generalised the BMW algebras for arbi-
trary simply laced Artin groups (see Cohen et al. [7]), and defined affine (see Goodman and
Hauschild [13]) and cyclotomic (see Häring-Oldenburg [19]) versions. Also, degenerate ver-
sions of these algebras exist in the literature; recently, Ariki, Mathas and Rui [3] defined and
studied the representation theory of “cyclotomic Nazarov-Wenzl algebras”, which are quotients
of Nazarov’s degenerate affine BMW algebras [32]. Other quotients and specialisations of the
affine and cyclotomic BMW algebras have also appeared in the literature, such as the cyclo-
tomic Brauer (see Rui and Yu [39]) and cyclotomic Temperley-Lieb algebras (see Rui and Xi
[37]). The BMW algebras and the algebras we have mentioned above also play a role in the
study of quantum groups, quantum field theory, subfactors and statistical mechanics.
Motivated by type B knot theory and the Ariki-Koike algebras, Häring-Oldenburg intro-
duced the “cyclotomic BMW algebras” in [19]. They are so named because the Ariki-Koike
algebras [2, 6], which are also known as cyclotomic Hecke algebras of type G(k, 1, n), arise as
quotients of cyclotomic BMW algebras in the same way as the Iwahori-Hecke algebras arise as
quotients of BMW algebras. They are obtained from the original BMW algebras by adding an
extra generator Y satisfying a polynomial relation of finite order k and imposing several further
relations modelled on type B knot theory. For example, Y satisfies the Artin braid relations
of type B with the generators X1, . . . , Xn−1 of the ordinary BMW algebra. The cyclotomic
BMW algebras and its representations in the generic case were studied by Häring-Oldenburg
[19], Orellana and Ram [33], Goodman and Hauschild Mosley [14, 15].
When this kth order relation on the generator Y is omitted, one obtains the infinite dimen-
sional affine BMW algebras, studied by Goodman and Hauschild in [13]. This extra affine
generator may be visualised as the cylindrical braid of type B illustrated below.
Given what has already been established for BMW algebras, it is then conceivable that the
cyclotomic and affine BMW algebras be isomorphic to appropriate analogues of the Kauffman
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tangle algebras. Indeed, by utilising the results and techniques of Morton and Wasserman [30]
for the ordinary BMW algebras, this was shown to be the case for the affine version, over an
arbitrary ring, by Goodman and Hauschild in [13]. The topological realisation of the affine
BMW algebra is as an algebra of (regular isotopy equivalence classes of) “affine” tangles on
n strands in the annulus cross the interval (that is, the solid torus) modulo the Kauffman skein
relations. A precise definition is given in Chapter 4. In proving this isomorphism, they also
obtain a basis analogous to a well-known basis of the affine Hecke algebras.
This thesis is concerned with the study of Häring-Oldenburg’s cyclotomic BMW algebras.
In Chapter 1, we introduce these algebras and derive some straightforward identities and for-
mulas pertinent to the next chapter. A natural problem to address first is whether these algebras
are always free. We expect that the cyclotomic BMW algebras Bkn should be free of rank
kn(2n− 1)!!. Chapter 2 is concerned with obtaining a spanning set of Bkn of this cardinality.
Many difficulties, in particular regarding linear independency, arise in the case of the cyclo-
tomic BMW algebras. Due to the kth order polynomial relation imposed on the extra generator
Y , one can easily obtain torsion on elements associated with certain tangles on two strands.
In order to fix this problem, this suggests additional “admissibility” assumptions should be
imposed on the parameters of our ground ring. In Chapter 3, we devote our study to the repre-
sentation theory of Bkn at the n = 2 level to determine precisely the form of these assumptions.
We give these admissibility conditions explicitly and provide a “generic” (or universal) ground
ring R0, in the sense that for any ring R with admissible parameters (see Definition 3.3) there
is a unique map R0 → R which respects the parameters. Chapter 3 contains results specific to
the n = 2 algebra Bk2 proven in [45] by Wilcox and the author, under a slightly stronger notion
of admissibility. A particular result in [45] shows that admissibility ensures the freeness of the
algebra Bk2 over R. These results are stated but incompletely proved in Häring-Oldenburg [19].
Goodman and Hauschild Mosley [14] attempt to follow the same type of arguments they
used in [13] to establish freeness of Bkn and show that the cyclotomic BMW algebra is isomor-
phic to a cyclotomic version of the Kauffman tangle algebra. Using diagrammatical arguments,
they obtain a second basis of the affine BMW algebra which then restricts naturally onto a
spanning set of Bkn, different to ours, also of cardinality kn(2n− 1)!!. However, they withdrew
their preprint due to issues with their generic ground ring crucial to their linear independence
arguments. It turns out that the generic ground ring R0 constructed in Chapter 3 fulfills the
properties required for their arguments. We also discuss in Chapter 3 the relationship between
our notion of admissibility and that used by Goodman and Hauschild Mosley [14].
5In Chapter 4, we then follow a similar path to that in [14] to prove freeness of Bkn over our
alternative ground ring R0 and a basis theorem for Bkn over a general ring R with admissible
parameters, hence showing Bkn is R-free of rank kn(2n−1)!!. In proving this, we also establish
an isomorphism between the cyclotomic BMW algebras and the cyclotomic Kauffman tangle
algebras defined in Chapter 4.
In Chapter 5, we investigate the cellularity of Bkn. The Brauer, Iwahori-Hecke, Ariki-Koike
and BMW algebras are all cellular algebras, in the sense of Graham and Lehrer [16]. The
theory of cellular algebras provides a unified axiomatic framework for understanding several
important algebras, including the (non-semisimple specialisations of) Iwahori-Hecke algebras.
In [16], Graham and Lehrer show that cellular algebras have naturally defined cell representa-
tions whose structure depends on certain symmetric bilinear forms. Given a cellular algebra,
they obtain a general description of its irreducible representations and block theory as well as
a criterion for semisimplicity. Using a known cellular basis of the Ariki-Koike algebras hn,k,
we first obtain an appropriate “lifting” of a slight modification of this basis into Bkn which is
compatible with a certain anti-involution of Bkn. Then using this new basis we prove Bkn is a
cellular algebra.
CHAPTER 1
The Cyclotomic BMW Algebras
In this chapter we introduce the cyclotomic Birman-Murakami-Wenzl algebras Bkn, as de-
fined by Häring-Oldenburg in [19]. As seen in Definition 1.1 below, the defining relations of
the algebra Bkn consist of the defining relations of the BMW algebra Cn (see Definition 0.1) and
further relations involving an extra generator Y which satisfies a polynomial relation of order
k. Through straightforward calculations and induction arguments, we establish several useful
formulas and identities between special elements of the algebra. These results will then be
used extensively in the next chapter, which will involve many lengthy manipulations of certain
products in the algebra. Throughout let us fix natural numbers n and k.
Definition 1.1. Let R be a unital commutative ring containing units A0, q0, q, λ and further ele-
ments q1, . . . , qk−1 and A1, . . . , Ak−1 such that λ−λ−1 = δ(1−A0) holds, where δ := q− q−1.
The cyclotomic BMW algebra Bkn := Bkn(q, λ, Ai, qi) is the unital associative R-algebra gen-
erated by Y ±1, X±11 , . . . , X±1n−1 and e1, . . . , en−1 subject to the following relations, which hold
for all possible values of i unless otherwise stated.
Xi −X
−1
i = δ(1− ei) (1)
XiXj = XjXi for |i− j| ≥ 2 (2)
XiXi+1Xi = Xi+1XiXi+1 (3)
Xiej = ejXi for |i− j| ≥ 2 (4)
eiej = ejei for |i− j| ≥ 2 (5)
7Xiei = eiXi = λei (6)
XiXjei = ejei = ejXiXj for |i− j| = 1 (7)
eiei±1ei = ei (8)
e2i = A0ei (9)
Y k =
k−1∑
i=0
qiY
i (10)
X1Y X1Y = Y X1Y X1 (11)
Y Xi = XiY for i > 1 (12)
Y ei = eiY for i > 1 (13)
Y X1Y e1 = λ
−1e1 = e1Y X1Y (14)
e1Y
me1 = Ame1 for 0 ≤ m ≤ k − 1. (15)
Remark: Observe that, by relations (1) and (10), it is unnecessary to include the inverses
of Y and X as generators of Bkn in Definition 1.1.
The definition of Bkn given here is a slight modification of the original definition given by
Häring-Oldenburg [19], in which the kth order polynomial relation (10) on the generator Y is∏k−1
i=0 (Y − pi) = 0, where the pi are units in the ground ring R. Under this stronger relation,
the qi in relation (10) would then be the signed elementary symmetric polynomials in the pi,
where q0 = (−1)k−1
∏
i pi is invertible. However, we need not impose this stronger polynomial
relation on Y (that is, it is not necessary for us to assume that ∑kj=0 qjyj splits in R), until
Chapter 5.
Define qk := −1. Then
∑k
j=0 qjY
j = 0 and the inverse of Y may then be expressed as a
linear combination of non-negative powers of Y as follows:
Y −1 = −q−10
k−1∑
i=0
qi+1Y
i.
Using the defining kth order relation on Y and (15), there exists elements Am of R, for all
m ∈ Z, such that
e1Y
me1 = Ame1. (16)
We will see later that, in order for our algebras to be “well-behaved”, the Am cannot be chosen
independently of the other parameters of the algebra.
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Observe that there is an unique anti-involution ∗ : Bkn → Bkn such that
Y ∗ = Y, X∗i = Xi and e∗i = ei, (∗)
for every i = 1, . . . , n− 1. Here an anti-involution always means an involutary R-algebra anti-
automorphism.
Also the following defines an R-algebra isomorphism
B
k
n(q, λ, Ai, qi)→ B
k
n(q
−1, λ−1, A−i,−qk−iq
−1
0 ) :
Y 7→ Y −1, Xi 7→ X
−1
i , ei 7→ ei.
For all i = 1, . . . , n, define the following elements of Bkn:
Y ′i := Xi−1 . . . X2X1Y X1X2 . . . Xi−1.
Observe that these elements are fixed under the (∗) anti-involution.
We now establish several identities in the algebra which will be used frequently in future
proofs. Let us fix n and k. The following calculations are valid over a general ring R with any
choice of the above parameters A0, . . . , Ak−1, q0, . . . , qk−1, q, λ.
Proposition 1.2. The following relations hold in Bkn:
(a) For all i,
X2i = 1 + δXi − δλei (17)
and
eiXi±1ei = λ
−1ei. (18)
(b) For all j and i 6= j or j − 1,
XiY
′
j = Y
′
jXi and eiY ′j = Y ′j ei. (19)
(c) For all i and j,
Y ′i Y
′
j = Y
′
jY
′
i . (20)
(d) For all i,
Y ′iXiY
′
i ei = λ
−1ei = eiY
′
iXiY
′
i . (21)
(e) For all i and p,
eiY
′ p
i+1 = eiY
′ −p
i and Y
′ p
i+1ei = Y
′ −p
i ei. (22)
9Proof. The quadratic relation in part (a) follows by multiplying relation (1) by Xi and applying
relation (6) to simplify. Equation (18) is proved below.
eiXi±1ei
(6)
= λ−1eiXi+1Xiei
(7)
= λ−1eiei+1ei
(8)
= λ−1ei.
The first equation in part (b) follows from the braid relations (2), (3) and (12) and the second
follows from relations (4), (7) and (13).
Part (c) follows from part (b) and the braid relation (11).
We prove (d) by induction on i ≥ 1. The case where i = 1 is simply relation (14). Now assume
(d) holds for a fixed i. Then
Y ′i+1Xi+1Y
′
i+1ei+1 = XiY
′
iXiXi+1XiY
′
iXiei+1
(3)
= XiY
′
iXi+1XiXi+1Y
′
iXiei+1
(19)
= XiXi+1Y
′
iXiY
′
iXi+1Xiei+1
(7)
= XiXi+1Y
′
iXiY
′
i eiei+1
ind. hypo.
= λ−1XiXi+1eiei+1
(7),(8)
= λ−1ei+1.
The second equality of part (d) now follows immediately by applying the anti-involution (∗) to
the first. Moreover, part (e) follows from parts (c) and (d), remembering that Y ′j+1 = XjY ′jXj .

The most important and useful property of the Y ′i is their pairwise commutativity. Here are
some useful identities involving the Y ′i , Xi and ei which shall be used extensively throughout
later proofs.
Proposition 1.3. The following equations hold for all i:
eiei+1ei+2γi = γi+2eiei+1ei+2, where γi = Xi, ei or Y ′i ; (23)
XiXi+1γi = γi+1XiXi+1, where γi = Xi or ei. (24)
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Proof. We prove (23) in the three stated cases.
eiei+1ei+2Xi
(4)
= eiei+1Xiei+2
(7),(8)
= eiX
−1
i+1ei+2
(7),(8)
= eiXi+2ei+1ei+2
(4)
= Xi+2eiei+1ei+2.
eiei+1ei+2ei
(5)
= eiei+1eiei+2
(8)
= eiei+2
(8)
= eiei+2ei+1ei+2
(5)
= ei+2eiei+1ei+2.
eiei+1ei+2Y
′
i
(19)
= eiY
′
i ei+1ei+2
(22)
= eiY
′ −1
i+1 ei+1ei+2
(22)
= eiY
′
i+2ei+1ei+2
(19)
= Y ′i+2eiei+1ei+2.
Equation (24) follows clearly from relations (3) and (7). 
Lemma 1.4. The following hold for any i and non-negative integer p:
XiY
′ p
i = Y
′ p
i+1Xi − δ
p∑
s=1
Y ′ si+1Y
′ p−s
i + δ
p∑
s=1
Y ′ si+1eiY
′ p−s
i (25)
XiY
′ −p
i = Y
′ −p
i+1 Xi + δ
p∑
s=1
Y ′ s−pi+1 Y
′ −s
i − δ
p∑
s=1
Y ′ s−pi+1 eiY
′ −s
i (26)
X−1i Y
′ p
i = Y
′ p
i+1X
−1
i − δ
p∑
s=1
Y ′ p−si+1 Y
′ s
i + δ
p∑
s=1
Y ′ p−si+1 eiY
′ s
i (27)
X−1i Y
′ −p
i = Y
′ −p
i+1 X
−1
i + δ
p∑
s=1
Y ′ −si+1 Y
′ −(p−s)
i − δ
p∑
s=1
Y ′ −si+1 eiY
′ −(p−s)
i (28)
XiY
′ p
i+1 = Y
′ p
i Xi + δ
p∑
s=1
Y ′ p−si Y
′ s
i+1 − δ
p∑
s=1
Y ′ p−si eiY
′ s
i+1 (29)
XiY
′ −p
i+1 = Y
′ −p
i Xi − δ
p∑
s=1
Y ′ −si Y
′ s−p
i+1 + δ
p∑
s=1
Y ′ −si eiY
′ s−p
i+1 (30)
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X−1i Y
′ p
i+1 = Y
′ p
i X
−1
i + δ
p∑
s=1
Y ′ si Y
′ p−s
i+1 − δ
p∑
s=1
Y ′ si eiY
′ p−s
i+1 (31)
X−1i Y
′ −p
i+1 = Y
′ −p
i X
−1
i − δ
p∑
s=1
Y
′ −(p−s)
i Y
′ −s
i+1 + δ
p∑
s=1
Y
′ −(p−s)
i eiY
′ −s
i+1 (32)
XiY
′ p
i Xi = Y
′ p
i+1 − δ
p−1∑
s=1
Y ′ si+1Y
′ p−s
i Xi + δ
p−1∑
s=1
Y ′ si+1eiY
′ p−s
i Xi (33)
XiY
′ p
i Xi = Y
′ p
i+1 − δ
p−1∑
s=1
XiY
′ s
i Y
′ p−s
i+1 + δ
p−1∑
s=1
XiY
′ s
i eiY
′ p−s
i+1 (34)
XiY
′ −p
i Xi = Y
′ −p
i+1 + δ
p∑
s=0
Y ′ s−pi+1 Y
′ −s
i Xi − δ
p∑
s=0
Y ′ s−pi+1 eiY
′ −s
i Xi (35)
XiY
′ −p
i Xi = Y
′ −p
i+1 + δ
p∑
s=0
XiY
′ −s
i Y
′ s−p
i+1 − δ
p∑
s=0
XiY
′ −s
i eiY
′ s−p
i+1 . (36)
Proof. We obtain the first equation through the following straightforward calculation. For all
p ≥ 0,
XiY
′ p
i = Y
′
i+1X
−1
i Y
′ p−1
i
(1)
= Y ′i+1XiY
′ p−1
i − δY
′
i+1Y
′ p−1
i + δY
′
i+1eiY
′ p−1
i
= Y ′ 2i+1XiY
′ p−2
i − δY
′ 2
i+1Y
′ p−2
i + δY
′ 2
i+1eiY
′ p−2
i
− δY ′i+1Y
′ p−1
i + δY
′
i+1eiY
′ p−1
i
= . . . =
= Y ′ p−1i+1 XiY
′
i − δ
p−1∑
s=1
Y ′ si+1Y
′ p−s
i + δ
p−1∑
s=1
Y ′ si+1eiY
′ p−s
i
= Y ′ pi+1Xi − δ
p∑
s=1
Y ′ si+1Y
′ p−s
i + δ
p∑
s=1
Y ′ si+1eiY
′ p−s
i ,
proving equation (25). Multiplying equation (25) on the left by Y ′ −pi+1 and the right by Y ′ −pi and
rearranging gives equation (26). Applying (∗) to equations (25) and (26) and rearranging then
produces equations (29) and (30), respectively. By using (1) and a simple change of the sum-
mation index s 7→ p − s, one easily obtains equations (27), (28), (31) and (32) from equations
(25), (26), (29) and (30), respectively.
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Using equations (25) and (17), we obtain
XiY
′ p
i Xi = Y
′ p
i+1X
2
i − δ
p∑
s=1
Y ′ si+1Y
′ p−s
i Xi + δ
p∑
s=1
Y ′ si+1eiY
′ p−s
i Xi
= Y ′ pi+1 − δ
p−1∑
s=1
Y ′ si+1Y
′ p−s
i Xi + δ
p−1∑
s=1
Y ′ si+1eiY
′ p−s
i Xi,
proving equation (33). Applying (∗) to (33) and a straightforward change of summation now
gives equation (34). Similarly, using equation (26) and (∗), one obtains equations (35) and
(36). 
Lemma 1.5. For all integers p, the following hold:
(I) eiY ′ pi ei ∈
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 ei
〉
;
(II) XiY ′ pi ei ∈
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 Y
′ si
i ei
∣∣ |si| ≤ |p| 〉;
(III) eiY ′ pi Xi ∈
〈
eiY
s1Y ′ s22 . . . Y
′ si−1
i−1 Y
′ si
i
∣∣ |si| ≤ |p| 〉, where 〈J〉 denotes the R-span of J .
Proof. The relation (15) and the kth order relation on Y tells us that, for any integer p, e1Y pe1
is always a scalar multiple of e1, hence showing part (I) of the lemma for the case i = 1.
Now, for all p ≥ 0, equation (25) implies that
X1Y
pe1 = Y
′ p
2 X1e1 − δ
p∑
s=1
Y ′ s2 Y
p−se1 + δ
p∑
s=1
Y ′ s2 e1Y
p−se1
(6)
= λY ′ p2 e1 − δ
p∑
s=1
Y ′ s2 Y
p−se1 + δ
p∑
s=1
Y ′ s2 e1Y
p−se1
(22),(15)
= λY −pe1 − δ
p∑
s=1
Y p−2se1 + δ
p∑
s=1
Ap−sY
−se1.
Similarly, by equations (26), (6) and (16),
X1Y
−pe1 = λY
pe1 + δ
p∑
s=1
Y p−2se1 − δ
p∑
s=1
A−sY
p−se1, for all p ≥ 0.
Observe that |−p | = |p| and when 1 ≤ s ≤ p, we have |s|,|p − s|, |p − 2s| ≤ |p|. Hence
X1Y
pe1 ∈
〈
Y me1
∣∣ |m| ≤ |p| 〉, for all p ∈ Z, proving part (II) of the lemma for the case i = 1.
We are now able to prove (I) and (II), for all integers p ≥ 0, together by induction on i,
which will in turn involve inducting on p ≥ 0. Both hold trivially for p = 0, since e2i = A0ei
and Xiei = λei, for all i.
Now let us assume that: Xi−1Y ′ ri−1ei−1 ∈
〈
Y s1Y ′ s22 . . . Y
′ si−2
i−2 Y
′ si−1
i−1 ei−1
∣∣ |si−1| ≤ |r| 〉 and
ei−1Y
′ r
i−1ei−1 ∈
〈
Y s1Y ′ s22 . . . Y
′ si−2
i−2 ei−1
〉
, for all r ≥ 0, and eiY ′ ri ei ∈
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 ei
〉
and XiY ′ ri ei ∈
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 Y
′ si
i ei
∣∣ |si| ≤ |r| 〉, for all r < p.
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For all p > 0,
eiY
′ p
i ei = eiXi−1Y
′
i−1Xi−1Y
′ p−1
i ei
(29)
= eiXi−1Y
′ p
i−1Xi−1ei + δ
p−1∑
s=1
eiXi−1Y
′ p−s
i−1 Y
′ s
i ei − δ
p−1∑
s=1
eiXi−1Y
′ p−s
i−1 ei−1Y
′ s
i ei
(1)
= eiXi−1Y
′ p
i−1X
−1
i−1ei + δ
p−1∑
s=0
eiXi−1Y
′ p−s
i−1 Y
′ s
i ei − δ
p−1∑
s=0
eiXi−1Y
′ p−s
i−1 ei−1Y
′ s
i ei
(7)
= eiei−1X
−1
i Y
′ p
i−1X
−1
i−1ei + δ
p−1∑
s=0
eiXi−1Y
′ p−s
i−1 Y
′ s
i ei − δ
p−1∑
s=0
eiXi−1Y
′ p−s
i−1 ei−1Y
′ s
i ei
(19)
= eiei−1Y
′ p
i−1X
−1
i X
−1
i−1ei + δ
p−1∑
s=0
eiXi−1Y
′ p−s
i−1 Y
′ s
i ei − δ
p−1∑
s=0
eiXi−1Y
′ p−s
i−1 ei−1Y
′ s
i ei
= eiei−1Y
′ p
i−1ei−1ei + δ
p−1∑
s=0
eiXi−1Y
′ s
i eiY
′ p−s
i−1 − δ
p−1∑
s=0
eiXi−1Y
′ p−s
i−1 ei−1Y
′ s
i ei, (37)
by relation (7) and Proposition 1.2.
Let us consider the first term in the latter equation above. By induction on i,
ei−1Y
′ p
i−1ei−1 ∈
〈
Y s1Y ′ s22 . . . Y
′ si−2
i−2 ei−1
〉
.
Therefore, by relation (8),
eiei−1Y
′ p
i−1ei−1ei ∈
〈
Y s1Y ′ s22 . . . Y
′ si−2
i−2 ei
〉
.
Now let us consider the second term in the RHS of (37). Fix 0 ≤ s ≤ p− 1.
eiXi−1Y
′ s
i eiY
′ p−s
i−1
(7)
= eiei−1X
−1
i Y
′ s
i eiY
′ p−s
i−1
(1)
= eiei−1XiY
′ s
i eiY
′ p−s
i−1 − δeiei−1Y
′ s
i eiY
′ p−s
i−1 + δeiei−1eiY
′ s
i eiY
′ p−s
i−1 .
By induction on p and equation (19),
eiei−1XiY
′ s
i eiY
′ p−s
i−1
∈
〈
eiei−1Y
m1Y ′m22 . . . Y
′mi−1
i−1 Y
′mi
i eiY
′ p−s
i−1
∣∣ |mi| ≤ |s| 〉
=
〈
eiY
m1Y ′m22 . . . Y
′mi−2
i−2 ei−1Y
′mi−1
i−1 Y
′mi
i eiY
′ p−s
i−1
∣∣ |mi| ≤ |s| 〉
(22)
=
〈
eiY
m1Y ′m22 . . . Y
′mi−2
i−2 ei−1Y
′mi−1−mi
i−1 eiY
′ p−s
i−1
∣∣ |mi| ≤ |s|〉
=
〈
Y m1Y ′m22 . . . Y
′mi−2
i−2 eiei−1eiY
′ p−s+mi−1−mi
i−1
∣∣ |mi| ≤ |s|〉 .
14 Chapter 1. The Cyclotomic BMW Algebras
Therefore
eiei−1XiY
′ s
i eiY
′ p−s
i−1 ∈
〈
Y m1Y ′m22 . . . Y
′mi−2
i−2 Y
′ p−s+mi−1−mi
i−1 ei
〉
.
Also, by (22), (19) and (8),
eiei−1Y
′ s
i eiY
′ p−s
i−1 = eiY
′ p−2s
i−1 .
Moreover, by induction on p,
eiei−1eiY
′ s
i eiY
′ p−s
i−1
(8)
= eiY
′ s
i eiY
′ p−s
i−1
∈
〈
Y m1Y ′m22 . . . Y
′mi−1+p−s
i−1 ei
〉
.
Thus, for all 0 ≤ s ≤ p− 1,
eiXi−1Y
′ s
i eiY
′ p−s
i−1 ∈
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 ei
〉
.
Hence the second term in the RHS of equation (37) is in 〈Y s1Y ′ s22 . . . Y ′ si−1i−1 ei〉.
Finally, by induction on i and using (22), (19) and (8),
eiXi−1Y
′ p−s
i−1 ei−1Y
′ s
i ei ∈
〈
eiY
m1Y ′m22 . . . Y
′mi−1
i−1 ei−1Y
′ s
i ei
∣∣ |mi−1| ≤ |p− s| 〉
∈
〈
Y m1Y ′m22 . . . Y
′mi−1−s
i−1 ei
∣∣ |mi−1| ≤ |p− s|〉 .
Thus the third term in the RHS of equation (37) is in 〈Y s1Y ′ s22 . . . Y ′ si−1i−1 ei〉.
Also, for all p ≥ 0, equation (25) implies that
XiY
′ p
i ei = Y
′ p
i+1Xiei − δ
p∑
s=1
Y ′ si+1Y
′ p−s
i ei + δ
p∑
s=1
Y ′ si+1eiY
′ p−s
i ei
(6),(22)
= λY ′ −pi ei − δ
p∑
s=1
Y ′ p−2si ei + δ
p∑
s=1
Y ′ −si eiY
′ p−s
i ei.
The first term above is clearly in
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 Y
′ si
i ei
∣∣ |si| ≤ |p| 〉, since |−p | = |p |.
Regarding the second term above, since 1 ≤ s ≤ p, |p − 2s| ≤ |p|, so it is also an element
of
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 Y
′ si
i ei
∣∣ |si| ≤ |p| 〉. Moreover, we have 0 ≤ p − s ≤ p − 1 < p, so by
induction on p,
Y ′ −si eiY
′ p−s
i ei ∈
〈
Y ′ −si Y
m1Y ′m22 . . . Y
′mi−1
i−1 ei
〉
⊆
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 Y
′ si
i ei
∣∣ |si| ≤ |p| 〉 .
Therefore, for all p ≥ 0,
XiY
′ p
i ei ∈
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 Y
′ si
i ei
∣∣ |si| ≤ |p| 〉
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and
eiY
′ p
i ei ∈
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 ei
〉
.
Let us denote † : Bkn(q−1, λ−1, A−i,−qk−iq−10 ) → Bkn(q, λ, Ai, qi) to be the isomorphism
of R-algebras defined by
Y 7→ Y −1, Xi 7→ X
−1
i , ei 7→ ei.
Note that † maps Y ′i to its inverse.
We have shown above that, for all p ≥ 0, eiY ′ pi ei ∈
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 ei
〉
, as an element of
Bkn(q
−1, λ−1, A−i,−qk−iq
−1
0 ). Therefore, using †,
eiY
′ −p
i ei ∈
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 ei
〉
, (38)
as an element of Bkn(q, λ, Ai, qi), for all p ≥ 0.
Furthermore, our previous work also shows that, as an element of Bkn(q−1, λ−1, A−i,−qk−iq−10 ),
XiY
′ p
i ei ∈
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 Y
′ si
i ei
∣∣ |si| ≤ |p| 〉 .
Thus, applying †,
X−1i Y
′ −p
i ei ∈
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 Y
′ si
i ei
∣∣ |si| ≤ |p| 〉 ,
as an element of Bkn(q, λ, Ai, qi).
However, by relation (1), X−1i Y ′ −pi ei = XiY ′ −pi ei − δY ′ −pi ei + δeiY ′ −pi ei. By (38), the
last two terms are clearly in
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 Y
′ si
i ei
∣∣ |si| ≤ |p| 〉. Hence, as an element of
Bkn(q, λ, Ai, qi),
XiY
′ −p
i ei ∈
〈
Y s1Y ′ s22 . . . Y
′ si−1
i−1 Y
′ si
i ei
∣∣ |si| ≤ |p| 〉 .
This concludes the proof of (I) and (II) for all integers p. Applying (∗) to part (II) immediately
gives part (III) of the Lemma. 
Notational conventions
We now take the opportunity to fix some “standard” notation to be used throughout.
If R is a ring as in Definition 1.1, we may use Bkn(R) or Bkn for short to denote the algebra
Bkn(q, λ, Ai, qi). If J is a subset of an R-module, 〈J〉 is used to denote the R-span of J . Finally,
for a subset S ⊆ R, we denote 〈S〉R to be the ideal generated by S in R and only omit the
subscript R if it does not create any ambiguity in the current context.
CHAPTER 2
Spanning sets of Bkn
In this chapter, we produce a spanning set of Bkn(R) for any ring R, as in Definition 1.1, of
cardinality kn(2n− 1)!! = kn(2n− 1) · (2n− 3) · · · 3 · 1. Hence this shows the rank of Bkn is
at most kn(2n − 1)!!. The spanning set we obtain involves picking a basis of the Ariki-Koike
algebras, which we define below. We note here that our spanning sets differs from that obtained
by Goodman and Hauschild Mosley in [14].
Definition 2.1. For any unital commutative ring R and q′, q0, . . . , qk−1 ∈ R, let hn,k(R) denote
the unital associative R-algebra with generators T±10 , T±11 , . . . , T±1n−1 and relations
T0T1T0T1 = T1T0T1T0
TiTi±1Ti = Ti±1TiTi±1 for i = 1, . . . , n− 2
TiTj = TjTi for |i− j| ≥ 2
T k0 =
k−1∑
i=0
qiT
i
0
T 2i = (q
′ − 1)Ti + q
′ for i = 1, . . . , n− 2.
Here hn,k denotes the Ariki-Koike algebras, as introduced independently by Ariki and Koike
in [2] and Broué and Malle in [6]. They are sometimes referred to as the ‘cyclotomic Hecke
algebras of typeG(k, 1, n)’ and may be thought of as the Iwahori-Hecke algebras corresponding
to the complex reflection group (Z/kZ) ≀ Sn, the wreath product of the cyclic group Z/kZ of
order k with the symmetric group Sn of degree n. Indeed, by considering the case when q′ = 1,
q0 = 1 and qi = 0, one recovers the group algebra of (Z/kZ) ≀ Sn. Also, it is isomorphic
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to the Iwahori-Hecke algebra of type An−1 or Bn, when k = 1 or 2, respectively. These
algebras feature extensively in the literature. For example, Ariki and Koike [2] prove that it
is R-free of rank knn!, the cardinality of (Z/kZ) ≀Sn. In addition, they classify its irreducible
representations, and give explicit matrix representations in the generic semisimple setting. Also,
Graham and Lehrer [16] and Dipper, James and Mathas [8] prove that the algebra is cellular.
Now suppose R is a ring as in the definition of Bkn and let q′ := q2. Then, from the given
presentations of the algebras, it is straightforward to show that hn,k(R) is a quotient of Bkn(R)
under the following projection
πn : B
k
n → hn,k
Y 7→ T0,
Xi 7→ q
−1Ti, for 1 ≤ i ≤ n− 1
ei 7→ 0.
Indeed, Bkn/I ∼= hn,k as R-algebras, where I is the two-sided ideal generated by the ei’s in
Bkn(R). (Remark: due to relation (8), it is straightforward to see that the ideal I is actually
equal to the two-sided ideal generated by just a single fixed ej). Our main aim in this chapter
is to obtain a spanning set of Bkn, for any choice of basis Wn,k for hn,k. For any basis Wn,k of
hn,k, let Wn,k be any subset of Bkn mapping onto Wn,k of the same cardinality. Also, for any
l ≤ n, there is a natural map Bkl → Bkn. Let B˜kl denote the image of Bkl under this map; it
is the subalgebra of Bkn generated by Y,X1, . . . , Xl−1, e1, . . . , el−1. Observe that a priori it is
not clear that this map is injective; i.e., that B˜kl is isomorphic to Bkl . In fact, over a specific
class of ground rings, this will follow as a consequence of freeness of Bkn which is established
in Chapter 4. Finally, let W˜l,k be the image of Wl,k in Bkn.
Theorem 2.2. The set of elements of the following form spans Bkn.
Y ′ s1i1 Y
′ s2
i2
. . . Y
′ sf
if
(Xi1 . . . Xj1−1ej1 . . . en−2en−1)
. . . (Xif . . . Xjf−1ejf . . . en−2fen−2f+1) χ
(n−2f)
(en−2f+1en−2f . . . ehfXhf−1 . . . Xgf ) . . .
(en−1en−2 . . . eh1Xh1−1 . . . Xg1) Y
′ tf
gf Y
′ t2
g2
. . . Y ′ t1g1 ,
where f = 1, 2, . . . , ⌊n
2
⌋, i1 > i2 > . . . > if , g1 > g2 > . . . > gf and, for each m = 1, 2, . . . f ,
we require 1 ≤ im < jm ≤ n− 2m+1, s1, . . . , sf , t1, . . . , tf ∈
{⌊
k
2
⌋
− (k − 1), . . . ,
⌊
k
2
⌋}
and
χ(n−2f) is an element of W˜n−2f, k.
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In a later chapter, we will show that, under additional assumptions on the ground ring, picking
an appropriate ‘lifting’ of a certain basis of hn,k leads to a cellular basis of Bkn.
Suppose l ≥ 1. Let i and j be such that i ≤ j ≤ l and p be any integer. Define
αpijl := Y
′ p
i Xi . . . Xj−1ej . . . el.
Then Theorem 2.2 says that the algebra Bkn is spanned by the set of elements
αs1i1j1,n−1 . . . α
sf
if jf ,n−2f+1
χ(n−2f)(α
tf
gfhf ,n−2f+1
)∗ . . . (αt1g1h1,n−1)
∗,
with conditions specified as above. Diagrammatically (in the Kauffman tangle algebra on n
strands), the product α0ijl may be visualised as a ‘tangle diagram’ with n points on the top and
bottom row such that the ith and (j + 1)th are joined by a horizontal strand in the top row. The
rest of the diagram consists of vertical strands, which cross over this horizontal strand but not
each other, and a horizontal strand joining the lth and (l + 1)th points in the bottom row. We
illustrate this roughly in Figure 1 below.
1 i j + 1
l l + 1
n
FIGURE 1. A diagrammatic intepretation of α0ijl = Xi . . . Xj−1ej . . . el as a tan-
gle on n strands.
Using this picture visualisation, one may then use a straightforward calculation to show that the
spanning set of Theorem 2.2 has cardinality kn(2n− 1)!!.
The following lemma essentially states that left multiplication of an αpmjl chain by a genera-
tor of B˜kl+1 yields another α chain multiplied by ‘residue’ terms in the smaller B˜kl−1 subalgebra.
Specifically, it helps us to prove that the R-submodule spanned by {αpijlB˜kl−1} is a left ideal of
B˜kl+1, in particular when p is restricted to be within a certain range of k consecutive integers.
Lemma 2.3. For γ ∈ {X, e}, m ≤ l and p ∈ Z,
γmα
p
ijl ∈
〈
αp
′
i′j′lB˜
k
l−1
∣∣∣ i′ ≥ min(i,m), |p′| ≤ |p| and p′p ≥ 0 unless i′ = m〉 .
In fact, the only case in which p′p < 0 occurs is the case Xiαpijl, where i ≤ j ≤ l and p ∈ Z.
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Proof. Let p be any integer and fix m, i, j and l.
Henceforth, let T :=
〈
αp
′
i′j′lB˜
k
l−1
∣∣ i′ ≥ min(i,m), |p′| ≤ |p| and p′p ≥ 0 unless i′ = m〉. In all
the following calculations, it is straightforward in each case to check that the resulting elements
satisfy the minimality condition required to be a member of T .
The action of em.
The action of em on αpijl falls into the following four cases:
(1) em · Y ′ pm Xm . . . ej . . . el, where m < j ≤ l,
(2) em · Y ′ pm em . . . el, where m = j ≤ l,
(3) em · αpm+1,j,l, where m+ 1 ≤ j ≤ l,
(4a) em · αpijl, where m < i− 1 and i ≤ j ≤ l,
(4b) em · αpijl, where m > i and i ≤ j ≤ l.
(1). By Lemma 1.5 (III),
emY
′ p
m Xm . . . ej . . . el ∈
〈
emY
s1 . . . Y
′ sm−1
m−1 Y
′ sm
m Xm+1 . . . ej . . . el
∣∣ |sm| ≤ |p| 〉
∈
〈
emXm+1 . . . ej . . . el
(
Y s1 . . . Y
′ sm−1
m−1 Y
′ sm
m
) ∣∣ |sm| ≤ |p| 〉
(7)
∈
〈
em . . . el
(
X−1j−2 . . . X
−1
m+1X
−1
m Y
′ sm
m Y
′ sm−1
m−1 . . . Y
s1
) ∣∣ |sm| ≤ |p| 〉 .
Herem ≤ j−1 ≤ l−1, so the term in the brackets aboveX−1j−2 . . . X−1m+1X−1m Y ′ smm Y
′ sm−1
m−1 . . . Y
s1
is in B˜kl−1. Hence, emY ′ pm Xm . . . ej . . . el ∈
〈
α0mmlB˜
k
l−1
〉
⊆ T .
(2). By Lemma 1.5 (I),
emY
′ p
m em . . . ej . . . el ∈
〈
Y s1Y ′ s22 . . . Y
′ sm−1
m−1 em . . . el
〉
∈
〈
α0mmlB˜
k
l−1
〉
⊆ T,
since Y s1Y ′ s22 . . . Y
′ sm−1
m−1 ∈ B˜
k
l−1, as m ≤ l in this case.
(3). By equations (22), (19) and (7),
emα
p
m+1,j,l = emY
′ −p
m Xm+1 . . . ej . . . el
= emXm+1 . . . ej . . . elY
′ −p
m
= em . . . el
(
X−1j−2 . . . X
−1
m+1X
−1
m Y
′ −p
m
)
∈ T.
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(4). We want to prove that emαpijl ∈ T , when i 6= m, m + 1 and i ≤ j ≤ l. This is separated
into the following two cases.
(a) If m ≤ i− 2 ≤ l− 2, then em ∈ B˜kl−1 commutes past αpijl. Hence emαpijl = αpijlem ∈ T .
(b) On the other hand, if m ≥ i+ 1 then:
When m < j,
emα
p
ijl = Y
′ p
i Xi . . . Xm−2emXm−1Xm (Xm+1 . . . ej . . . el)
(7)
= Y ′ pi Xi . . . Xm−2emem−1 (Xm+1 . . . ej . . . el)
= emXm+1 . . . ej . . . el
(
Y ′ pi Xi . . . Xm−2em−1
)
(7)
= em . . . el
(
X−1j−2 . . . X
−1
m+1X
−1
m
) (
Y ′ pi Xi . . . Xm−2em−1
)
,
which is an element of T , since m ≤ l − 1 and j − 2 ≤ l − 2.
When m = j,
emα
p
ijl = Y
′ p
i Xi . . . Xm−2emXm−1em . . . el
(18)
= λ−1Y ′ pi Xi . . . Xm−2em . . . el
= em . . . el(λ
−1Y ′ pi Xi . . . Xm−2),
which is an element of T , since m− 2 = j − 2 ≤ l − 2.
When m > j,
emα
p
ijl = Y
′ p
i Xi . . . γm−2emem−1emem+1 . . . el, where γ could be X or e,
(8)
= Y ′ pi Xi . . . γm−2emem+1 . . . el
= em . . . el
(
Y ′ pi Xi . . . γm−2
)
∈ T.
We have now proved that emαpijl ∈ T , for all m ≤ l, i ≤ j ≤ l, and p ∈ Z.
The action of Xm.
The action of Xm on αpijl falls into the following four cases:
(A) Xm · αpm+1,j,l, where m+ 1 ≤ j ≤ l,
(B) Xm · Y ′ pm em . . . el, where m = j ≤ l,
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(C) Xm · Y ′ pm Xm . . . ej . . . el, where m < j ≤ l − 1,
(D1) Xm · αpijl, where m < i− 1 and i ≤ j ≤ l,
(D2) Xm · αpijl, where m > i and i ≤ j ≤ l.
(A). When p is a non-negative integer, using equations (29), (22) and (19) gives
Xmα
p
m+1,j,l
= Y ′ pm Xmγm+1 . . . ej . . . el + δ
p∑
s=1
Y ′ p−sm Y
′ s
m+1γm+1 . . . ej . . . el
− δ
p∑
s=1
Y ′ p−sm emY
′ s
m+1γm+1 . . . ej . . . el
= Y ′ pm Xm . . . ej . . . el + δ
p∑
s=1
Y ′ sm+1γm+1 . . . ej . . . el
(
Y ′ p−sm
)
− δ
p∑
s=1
Y ′ p−sm em . . . el
(
X−1j−2 . . . X
−1
m+1X
−1
m Y
′ −s
m
)
,
where γm+1 could be either Xm+1 or em+1. Observe that if 1 ≤ s ≤ p then 0 ≤ p− s ≤ p− 1,
hence |s|, |p − s| ≤ |p|. Also, in this case, m ≤ l − 1 and j − 2 ≤ l − 2 so the expressions
in the brackets above are indeed elements of B˜kl−1. Hence, for all m + 1 ≤ j ≤ l, we have
Xm · α
p
m+1,j,l ∈ T .
Also, by equations (30), (22) and (19),
Xmα
−p
m+1,j,l
= Y ′ −pm Xmγm+1 . . . ej . . . el − δ
p∑
s=1
Y ′ −sm Y
′ s−p
m+1 γm+1 . . . ej . . . el
+ δ
p∑
s=1
Y ′ −sm emY
′ s−p
m+1 γm+1 . . . ej . . . el
= Y ′ −pm Xm . . . ej . . . el − δ
p∑
s=1
Y ′ s−pm+1 γm+1 . . . ej . . . el
(
Y ′ −sm
)
+ δ
p∑
s=1
Y ′ −sm em . . . el
(
X−1j−2 . . . X
−1
m+1X
−1
m Y
′ p−s
m
)
.
Observe that when 1 ≤ s ≤ p, we have that 1 − p ≤ s − p ≤ 0 so certainly |−s | = |s| and
|s− p| ≤ |p|. Again, since m ≤ l − 1 and j − 2 ≤ l − 2, the expressions in the brackets above
are indeed elements of B˜kl−1. Hence, for all m+ 1 ≤ j ≤ l, Xm · α
−p
m+1,j,l ∈ T .
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(B). By Lemma 1.5(II) and equation (19),
XmY
′ p
m em . . . el ∈
〈
Y s1 . . . Y
′ sm−1
m−1 Y
′ sm
m em . . . el
∣∣ |si| ≤ |p| 〉
∈
〈
αsmmml
(
Y s1 . . . Y
′ sm−1
m−1
) ∣∣ |sm| ≤ |p| 〉 ⊆ T, since m ≤ l.
(C). When p is a non-negative integer, using equations (34), (22) and (19),
XmY
′ p
m Xm . . . ej . . . el
= Y ′ pm+1Xm+1 . . . ej . . . el − δ
p−1∑
s=1
XmY
′ s
m Y
′ p−s
m+1 Xm+1 . . . ej . . . el
+ δ
p−1∑
s=1
XmY
′ s
m emY
′ p−s
m+1 Xm+1 . . . ej . . . el
= Y ′ pm+1Xm+1 . . . ej . . . el − δ
p−1∑
s=1
XmY
′ p−s
m+1 Xm+1 . . . ej . . . el (Y
′ s
m )
+ δ
p−1∑
s=1
XmY
′ s
m emXm+1 . . . ej . . . el
(
Y ′ s−pm
)
(7)
= Y ′ pm+1Xm+1 . . . ej . . . el − δ
p−1∑
s=1
XmY
′ p−s
m+1 Xm+1 . . . ej . . . el (Y
′ s
m )
+ δ
p−1∑
s=1
XmY
′ s
m em . . . el
(
X−1j−2 . . . X
−1
m+1X
−1
m Y
′ s−p
m
)
.
The first term in the above equation is αpm+1,j,l ∈ T . In the second summation term, we have
elements of the form XmY ′um+1Xm+1 . . . ej . . . elB˜kl−1, where 1 ≤ u ≤ p − 1. By case (A)
above and since |u| ≤ |p|, we know therefore the second term is in T . Moreover, by case (B),
XmY
′ s
m em . . . el ∈ T for all 1 ≤ s ≤ p− 1, so the third term is also in T .
Hence, for all m ≤ l − 1, we have XmY ′ pm Xm . . . ej . . . el ∈ T .
Similarly, using equations (36),(22) and (19),
XmY
′ −p
m Xm . . . ej . . . el
= Y ′ −pm+1Xm+1 . . . ej . . . el + δ
p∑
s=0
XmY
′ s−p
m Xm+1 . . . ej . . . el
(
Y ′ −sm
)
+ δ
p∑
s=0
XmY
′ −s
m em . . . el
(
X−1j−2 . . . X
−1
m+1X
−1
m Y
′ p−s
m
)
.
The first term in the above equation is α−pm+1,j,l ∈ T . The second summation term involves
elements of the form XmY ′um+1Xm+1 . . . ej . . . elB˜kl−1, where −p ≤ u ≤ 0. By case (A)
above and since |u| ≤ |p|, we know therefore the 2nd term is in T . Moreover, by case (B),
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XmY
′ −s
m em . . . el ∈ T for all 0 ≤ s ≤ p, so the third term is also in T .
Hence, for all m ≤ l − 1, XmY ′ −pm Xm . . . ej . . . el ∈ T . We have now proved that, whether p is
positive or negative, Xmαpmjl ∈ T .
(D). We want to prove that Xmαpijl ∈ T , when i 6= m, m + 1, i ≤ j ≤ l and p is any integer.
This is separated into the following two cases.
(D1). If m ≤ i − 2 ≤ l − 2, then Xm ∈ B˜kl−1 commutes past αpijl. Hence Xmαpijl =
αpijlXm ∈ T .
(D2). On the other hand, if m ≥ i + 1 then again we have the following three cases to
consider:
When m < j ≤ l,
Xmα
p
ijl = Y
′ p
i Xi . . . Xm−2XmXm−1Xm (Xm+1 . . . ej . . . el)
(3)
= Y ′ pi Xi . . . Xm−2Xm−1XmXm−1 (Xm+1 . . . ej . . . el)
(2)
= Y ′ pi Xi . . . Xm−2Xm−1Xm . . . ej . . . el(Xm−1).
This is an element of T as m < j ≤ l in this case so Xm−1 ∈ B˜kl−1.
When m = j ≤ l,
Xmα
p
ijl = Y
′ p
i Xi . . . Xm−2XmXm−1em . . . el
(7)
= Y ′ pi Xi . . . Xm−2em−1em . . . el = α
p
i,j−1,l ∈ T.
When m > j,
Xmα
p
ijl = Y
′ p
i Xi . . . γm−2Xmem−1emem+1 . . . el, where γ could be X or e,
(7)
= Y ′ pi Xi . . . γm−2X
−1
m−1emem+1 . . . el
(1)
= Y ′ pi Xi . . . γm−2Xm−1emem+1 . . . el − δY
′ p
i Xi . . . γm−2emem+1 . . . el
+ δY ′ pi Xi . . . γm−2em−1emem+1 . . . el
(2)
= Y ′ pi Xi . . . γm−2Xm−1emem+1 . . . el − δemem+1 . . . el
(
Y ′ pi Xi . . . γm−2
)
+ δY ′ pi Xi . . . γm−2em−1emem+1 . . . el.
Observe that Y ′ pi Xi . . . γm−2 ∈ B˜kl−1, as m ≤ l in this case.
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Furthermore, if m− 2 ≥ j, then γm−2 = em−2 and
Xmα
p
ijl = Y
′ p
i Xi . . . em−2em−1em . . . el
(
X−1m−2
)
− δemem+1 . . . el
(
Y ′ pi Xi . . . em−2
)
+ δY ′ pi Xi . . . em−2em−1em . . . el.
Otherwise, if m− 1 = j, then γm−2 = Xm−2 and
Xmα
p
ijl = Y
′ p
i Xi . . . Xm−2em−1em . . . el
− δemem+1 . . . el
(
Y ′ pi Xi . . . Xm−2
)
+ δY ′ pi Xi . . . Xm−2em−1em . . . el.
We have now proved that for all m ≤ l and i ≤ j ≤ l and p ∈ Z, Xmαpijl ∈ T . 
The following lemma says, for a fixed l, the R-span of all αpijlB˜kl−1 is a left ideal of B˜kl+1,
when p lies in a range of k consecutive integers.
Lemma 2.4. Fix some l. Suppose 0 ≤ K < k and let
P = {−K,−K + 1, . . . , k −K − 1}.
The R-submodule
L :=
〈
αpijlB˜
k
l−1
∣∣ p ∈ P〉
is a left ideal of B˜kl+1.
Proof. We want to prove that L is invariant under left multiplication by the generators of B˜kl+1,
namely Y,X1, . . . , Xl, e1, . . . , el.
If i > 1, Y commutes with αpijl. Otherwise, when i = 1, Y α
p
ijl = α
p+1
ijl , so clearly, by the kth
order relation on Y , L is invariant under left multiplication by Y ±1. We will show by induction
on m ≤ l that L is invariant under Xm and em.
Suppose L is invariant under Xm′ and em′ for m′ < m. Note that when m = 1, this
assumption is vacuous. Then in particular, L is invariant under X−1m′ = Xm′ − δ + δem′ for all
m′ < m. Moreover, this implies L is invariant under Y ′ ±1m = (Xm−1 . . . X1Y X1 . . . Xm−1)±1.
Thus for all p′ ∈ Z,
αp
′
m,j′,l = Y
′ p′
m α
0
m,j′,l ∈ L. (39)
For γm ∈ {Xm, em} and p ∈ P , Lemma 2.3 implies that
γmα
p
ijl ∈
〈
αp
′
i′j′lB˜
k
l−1
∣∣ i′ ≥ min(m, i), |p′| ≤ |p| and p′p ≥ 0 unless i′ = m〉
⊆
〈
αp
′
i′j′lB˜
k
l−1
∣∣ |p′| ≤ |p| and p′p ≥ 0〉+ 〈αpmj′lB˜kl−1〉 .
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The first set lies in L, as if |p′| ≤ |p| and p′p ≥ 0, then p ∈ P implies p′ ∈ P . By (39) above,〈
αpmj′lB˜
k
l−1
〉
⊆ L. Thus γmαpijl ∈ L, whence γmL ⊆ L and L is a left ideal of B˜kl+1. 
Now we fix K :=
⌊
k−1
2
⌋
. When k is odd, K = k−1
2
and when k is even, K = k−2
2
. The
range P in Lemma 2.4 becomes
P =
{
−
⌊
k − 1
2
⌋
, . . . , k −
⌊
k − 1
2
⌋
− 1
}
=
{⌊
k
2
⌋
− (k − 1), . . . ,
⌊
k
2
⌋}
.
For k odd,
P = {−K, . . . ,K}
and for k even,
P = {−K, . . . ,K + 1}.
We are now almost ready to prove Theorem 2.2. A standard way to show that a set which
contains the identity element spans the entire algebra is to show it spans a left ideal of the algebra
or, equivalently, show that its span is invariant under left multiplication by the generators of the
algebra. With the previous lemma in mind, we observe that ‘pushing’ a generator through each
α chain may distort the ‘ordering’ of the α chains (the i1 > i2 > . . . > if requirement in the
statement of Theorem 2.2). Motivated by this, we first prove the following Lemma.
Lemma 2.5. If i ≤ g and p, r ∈ P ,
αpi,j,lα
r
g,h,l−2 ∈
〈
αp
′
i′,j′,lα
r′
g′,h′,l−2B˜
k
l−3 | i
′ > i and p′, r′ ∈ P
〉
.
Proof. Observe that, by Lemma 2.4, L =
〈
αr
′
g′h′l−2B˜
k
l−3|r
′ ∈ P
〉
is a left ideal of B˜kl−1 there-
fore it suffices to prove that, for all i ≤ g and p, r ∈ P ,
αpijlα
r
g,h,l−2 =
(
Y ′ pi Xi . . . ej . . . el
) (
Y ′ rg Xg . . . eh . . . el
)
∈
〈
αp
′
i′,j′,lB˜
k
l−1α
r′
g′,h′,l−2B˜
k
l−3 | i
′ > i and p′, r′ ∈ P
〉
.
Let us denote
〈
αp
′
i′,j′,lB˜
k
l−1α
r′
g′,h′,l−2B˜
k
l−3
∣∣ i′ > i and p′, r′ ∈ P〉 by S.
If g ≥ j, then
ej . . . el
(
Y ′ rg Xg . . . eh . . . el−2
) (23)
= Y ′ rg+2Xg+2 . . . eh+2 . . . elej . . . el−1el
(8)
= Y ′ rg+2Xg+2 . . . eh+2 . . . elej . . . el−2.
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Thus, using the commuting relations (2), (4) and equation (19),
αpijlα
r
g,h,l−2 = Y
′ r
g+2Xg+2 . . . eh+2 . . . elY
′ p
i Xi . . . Xj−1ej . . . el−2
= αrg+2,h+2,lα
p
i,j,l−2.
Note that g + 2 > j ≥ i in this case. Hence, when g ≥ j, we have αpijlαrg,h,l−2 ∈ S.
Now suppose on the contrary g < j. When r is non-negative, we have the following:
αpijlα
r
g,h,l−2 =
(
Y ′ pi Xi . . . Xg . . . Xj−1ej . . . el
) (
Y ′ rg Xg . . . eh . . . el
)
(19)
= Y ′ pi Xi . . . XgY
′ r
g α
0
g+1,j,lα
0
g,h,l−2
(25)
= Y ′ pi Xi . . . Xg−1
(
Y ′ rg+1Xg
)
α0g+1,j,lα
0
g,h,l−2
− δ
r∑
s=1
Y ′ pi Xi . . . Xg−1
(
Y ′ sg+1Y
′ r−s
g
)
α0g+1,j,lα
0
g,h,l−2
+ δ
r∑
s=1
Y ′ pi Xi . . . Xg−1
(
Y ′ sg+1egY
′ r−s
g
)
α0g+1,j,lα
0
g,h,l−2
(19)
= Y ′ rg+1α
p
ijlα
0
g,h,l−2
− δ
r∑
s=1
αsg+1,j,lY
′ p
i Xi . . . Xg−1α
r−s
g,h,l−2
+ δ
r∑
s=1
Y ′ pi Xi . . . Xg−1Y
′ s
g+1egα
0
g+1,j,lα
r−s
g,h,l−2.
Observe that if r ∈ P is non-negative, then because 1 ≤ s ≤ r, it is clear that s ∈ P and
r − s ≤ r − 1 ≤ K, hence r − s ∈ P and |r − s| ≤ K.
On the other hand,
αpijlα
−r
g,h,l−2
(26)
= Y ′ pi Xi . . . Xg−1
(
Y ′ −rg+1Xg
)
α0g+1,j,lα
0
g,h,l−2
+ δ
r∑
s=1
Y ′ pi Xi . . . Xg−1
(
Y ′ s−rg+1 Y
′ −s
g
)
α0g+1,j,lα
0
g,h,l−2
− δ
r∑
s=1
Y ′ pi Xi . . . Xg−1
(
Y ′ s−rg+1 egY
′ −s
g
)
α0g+1,j,lα
0
g,h,l−2
(19)
= Y ′ −rg+1 α
p
ijlα
0
g,h,l−2
+ δ
r∑
s=1
αs−rg+1,j,lY
′ p
i Xi . . . Xg−1α
−s
g,h,l−2
− δ
r∑
s=1
Y ′ pi Xi . . . Xg−1Y
′ s−r
g+1 egα
0
g+1,j,lα
−s
g,h,l−2.
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If −r ∈ P , this means −r ∈ {−K, . . . ,−1}. So 1 ≤ s ≤ r implies −s ∈ P . Moreover,
|−s | ≤ K and s− r ∈ P . To summarise, whether r is positive or negative,
αpijlα
r
g,h,l−2 ∈ Y
′ r
g+1α
p
ijlα
0
g,h,l−2 +
〈
αsg+1,j,lY
′ p
i Xi . . . Xg−1α
r−s
g,h,l−2
∣∣ s ∈ P, |r − s| ≤ K〉
+
〈
Y ′ pi Xi . . . Xg−1Y
′ s
g+1egα
0
g+1,j,lα
r−s
g,h,l−2
∣∣ s ∈ P, |r − s| ≤ K〉 .
(40)
We now deal with each term of (40) separately.
The first term is Y ′ rg+1α
p
ijlα
0
g,h,l−2 = Y
′ r
g+1Y
′ p
i α
0
ijlα
0
g,h,l−2.
If h ≤ j − 2 (so i ≤ g ≤ h ≤ j − 2), then
α0ijlα
0
g,h,l−2 = (Xi . . . Xg . . . XhXh+1 . . . Xj−1ej . . . el) (Xg . . . Xh−1eh . . . el−2)
(24)
= (Xg+1 . . . Xheh+1 . . . ej−2) (Xi . . . Xj−2Xj−1ej . . . el) (ej−2 . . . el−2)
(7)
= (Xg+1 . . . Xheh+1 . . . ej−2) (Xi . . . Xj−3ej−1ej−2ej . . . el) (ej−1 . . . el−2)
= (Xg+1 . . . Xheh+1 . . . ej−2ej−1 . . . el) (Xi . . . Xj−3ej−2 . . . el)
= α0g+1,h+1,lα
0
i,j−2,l−2.
As i < g + 1, Y ′ pi commutes with α0g+1,h+1,l, by equation (19). Thus we have shown that
Y ′ rg+1α
p
ijlα
0
g,h,l−2 = α
r
g+1,h+1,lα
p
i,j−2,l−2 is an element of S, when h ≤ j − 2.
Now suppose h ≥ j − 1. Then, using equation (24) for h ≥ j, we have the following:
α0ijlα
0
g,h,l−2 = (Xg+1 . . . Xj−1) (Xi . . . Xg . . . Xj−1ej . . . eh . . . el) (Xj−1 . . . eh . . . el−2)
(1)
= (Xg+1 . . . Xj−1)
(
Xi . . . Xg . . . X
−1
j−1ej . . . eh . . . el
)
(Xj−1 . . . eh . . . el−2)
+ δ (Xg+1 . . . Xj−1) (Xi . . . Xg . . . Xj−2ej . . . eh . . . el) (Xj−1 . . . eh . . . el−2)
− δ (Xg+1 . . . Xj−1) (Xi . . . Xg . . . Xj−2ej−1ej . . . eh . . . el) (Xj−1 . . . eh . . . el−2)
(7),(23)
= (Xg+1 . . . Xj) (Xi . . . Xg . . . Xj−2ej−1ej . . . eh . . . el) (Xj−1 . . . eh . . . el−2)
+ δ (Xg+1 . . . Xj−1ej . . . el) (Xi . . . Xj−2Xj−1 . . . eh . . . el−2)
− δ (Xg+1 . . . Xj−1) (Xj+1 . . . eh+2 . . . el) (Xi . . . Xj−2ej−1 . . . eh . . . el)
(23),(8)
= (Xg+1 . . . XjXj+1 . . . el) (Xi . . . Xj−2ej−1 . . . eh . . . el)
+ δ (Xg+1 . . . Xj−1ej . . . el) (Xi . . . Xj−2Xj−1 . . . eh . . . el−2)
− δXj+1 . . . eh+2 . . . el (Xg+1 . . . Xj−1) (Xi . . . Xj−2ej−1 . . . eh . . . el−2)
(7)
= α0g+1,h+2,lα
0
i,j−1,l−2 + δα
0
g+1,j,lα
0
i,h,l−2 − δα
0
j+1,h+2,lα
0
i,g,l−2.
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Therefore, when h ≥ j − 1,
Y ′ rg+1α
p
ijlα
0
g,h,l−2
= αrg+1,h+2,lα
p
i,j−1,l−2 + δ α
r
g+1,j,lα
p
i,h,l−2 − δ Y
′ r
g+1α
0
j+1,h+2,lα
p
i,g,l−2.
However, since g < j, Y ′ rg+1 commutes with α0j+1,h+2,l. Moreover, as g ≤ l − 2, Y ′ rg+1 ∈ B˜kl−1.
Thus Y ′ rg+1α
p
ijlα
0
g,h,l−2 ∈ S. So far we have proved that the first term of (40) is a member of S,
for all possibilities i, j, g, h where i ≤ g < j.
We now need to show
〈
αsg+1,j,lY
′ p
i Xi . . . Xg−1α
r−s
g,h,l−2
∣∣ s ∈ P, |r − s| ≤ K〉 ⊆ S. But this
follows immediately from the definition of S, as r − s ∈ P and Y ′ pi Xi . . . Xg−1 ∈ B˜kl−1, since
i ≤ g − 1 ≤ l − 3.
Finally, we now prove
〈
Y ′ pi Xi . . . Xg−1Y
′ s
g+1egα
0
g+1,j,lα
r−s
g,h,l−2
∣∣ s ∈ P, |r − s| ≤ K〉 ⊆ S.
Let σ := Y ′ pi Xi . . . Xg−1Y ′ sg+1egα0g+1,j,lα
r−s
g,h,l−2, where s ∈ P and |r − s| ≤ K.
By equation (7), egα0g+1,j,l = eg . . . el
(
X−1j−2 . . . X
−1
g+1X
−1
g
)
. Then
σ = Y ′ pi XiXi+1 . . . Xg−1Y
′ s
g+1α
0
ggl
(
X−1j−2 . . . X
−1
g+1X
−1
g
)
αr−sg,h,l−2.
Lemma 2.3 implies that
X−1g α
r′
g,h,l−2 ∈
〈
αp
′
g′h′l−2B˜
k
l−3 | g
′ ≥ g, |p′| ≤ |r′| and p′r′ ≥ 0 unless g′ = g
〉
,
where r′ = r − s. Observe that p′ and r′ could be of different signs, but as |r − s| ≤ K, we
know that |p′| ≤ K. This allows us to apply Lemma 2.3 repeatedly to get
X−1j−2 . . . X
−1
g+1X
−1
g α
r−s
g,h,l−2 ∈
〈
αp
′
g′h′l−2B˜
k
l−3 | g
′ ≥ g, |p′| ≤ K
〉
.
Therefore
σ ∈
〈
Y ′ pi XiXi+1 . . . Xg−1Y
′ s
g+1α
0
gglα
p′
g′h′l−2B˜
k
l−3 | g
′ ≥ g, |p′| ≤ K
〉
(23)
=
〈
Y ′ pi XiXi+1 . . . Xg−1Y
′ s
g+1α
p′
g′+2,h′+2,lα
0
gglB˜
k
l−3 | g
′ ≥ g, |p′| ≤ K
〉
(8)
=
〈
Y ′ pi XiXi+1 . . . Xg−1Y
′ s
g+1α
p′
g′+2,h′+2,lα
0
g,g,l−2B˜
k
l−3 | g
′ ≥ g, |p′| ≤ K
〉
∈
〈
αp
′
g′+2,h′+2,lY
′ p
i XiXi+1 . . . Xg−1Y
′ s
g+1α
0
g,g,l−2B˜
k
l−3 | g
′ ≥ g, |p′| ≤ K
〉
.
Now i ≤ g ≤ l − 2, so Y ′ pi XiXi+1 . . . Xg−1Y ′ sg+1 ∈ B˜kl−1. Note that g′ + 2 ≥ g + 2 > i and
p′ ∈ P . Thus σ ∈ S.
Therefore we have now proven that each term arising in (40) is in S, for all i, j, g, h where
i ≤ g < j. This concludes the proof of Lemma 2.5. 
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Henceforth, we implicitly require p ∈ P whenever we write αpijl. For all m ≥ 0 and l ≥ 2m,
let us define the following subsets of Bkn. Note that these are not R-submodules.
V gl,m :=
{
αs1i1,j1,l−1α
s2
i2,j2,l−3
. . . αsmim,jm,l−2m+1
}
and
Vl,m :=
{
αs1i1,j1,l−1α
s2
i2,j2,l−3
. . . αsmim,jm,l−2m+1
∣∣ i1 > i2 > . . . > im} .
If m > l/2, we let V gl,m = Vl,m be the empty set.
If U1 and U2 are subsets of Bkn, let U1U2 := 〈u1u2|u1 ∈ U1, u2 ∈ U2〉; i.e., the R-span of the set
{u1u2|u1 ∈ U1, u2 ∈ U2}.
Lemma 2.6. For all l and m, V gl,mB˜kl−2m is a left ideal of B˜kl .
Proof. We prove the statement by induction on m. When m = 0, we have V gl,m = {1} so
V gl,mB˜
k
l−2m = B˜
k
l and the statement then follows trivially.
Suppose that m ≥ 1 and assume the statement is true for m− 1. Note that l ≥ 2m ≥ 2. By
the definition of V gl,m, we have
B˜
k
l V
g
l,mB˜
k
l−2m = 〈B˜
k
l α
p
ij,l−1V
g
l−2,m−1B˜
k
l−2m〉
⊆ 〈αpi,j,l−1B˜
k
l−2V
g
l−2,m−1B˜
k
l−2m〉, by Lemma 2.4,
⊆ 〈αpij,l−1V
g
l−2,m−1B˜
k
l−2m〉, by induction,
= V gl,mB˜
k
l−2m,
as required. 
Lemma 2.7. For all l and m, we have V gl,mB˜kl−2m = Vl,mB˜kl−2m.
Proof. By definition, Vl,m ⊆ V gl,m hence V
g
l,mB˜
k
l−2m ⊇ Vl,mB˜
k
l−2m. It now remains to prove
the reverse inclusion. We again proceed by induction on m. In the case m = 0, the statement
merely says B˜kl = B˜kl . And when m = 1, the statement is clearly satisfied as V
g
l,1 = Vl,1.
Suppose m ≥ 2 and that the statement is true for m′ < m. By definition of V gl,m, we have
V gl,mB˜
k
l−2m = 〈α
p
ij,l−1V
g
l−2,m−1B˜
k
l−2m〉.
It therefore suffices to show
αpi,j,l−1V
g
l−2,m−1B˜
k
l−2m ⊆ Vl,mB˜
k
l−2m, (41)
for 1 ≤ i < l. We will prove (41) by descending induction on i. Suppose (41) holds for all i′
such that i < i′ < l. Observe that when i = l − 1, the inductive hypothesis is vacuous. By
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induction on m, V gl−2,m−1B˜kl−2m = Vl−2,m−1B˜kl−2m, thus the LHS of (41) is spanned by the set
of elements of the form
αpi,j,l−1α
s2
i2j2l−3
. . . αsmimjml−2m+1B˜
k
l−2m,
where i2 > i3 > . . . > im. If i > i2, then we already have i > i2 > . . . > im, so this is a subset
of Vl,mB˜kl−2m by definition. On the other hand, if i ≤ i2 then
αpi,j,l−1α
s2
i2j2l−3
. . . αsmimjml−2m+1B˜
k
l−2m
⊆ αpi,j,l−1α
s2
i2j2l−3
V gl−4,m−2B˜
k
l−2m
⊆ 〈αp
′
i′j′l−1α
r′
g′h′l−3B˜
k
l−4V
g
l−4,m−2B˜
k
l−2m | i
′ > i〉, by Lemma 2.5,
⊆ 〈αp
′
i′j′l−1α
r′
g′h′l−3V
g
l−4,m−2B˜
k
l−2m | i
′ > i〉, by Lemma 2.6,
⊆ 〈αp
′
i′j′l−1V
g
l−2,m−1B˜
k
l−2m | i
′ > i〉
⊆ Vl,mB˜
k
l−2m, by induction on i.
Thus (1) holds. Hence V gl,mB˜kl−2m = Vl,mB˜kl−2m. 
Recall
B
k
l /B
k
l el−1B
k
l
∼= hl,k
and πl : Bkl ։ hl,k is the corresponding projection. Recall Wl,k was an arbitrary subset
of Bkl mapping onto a basis Wl,k of hl,k and |Wl,k| = |Wl,k|. We can define an R-module
homomorphism φl : hl,k → Bkl by sending each element of Wl,k to the corresponding element
of Wl,k. Thus πlφl = idhl,k . Note that when l = 0 or 1, we have an isomorphism πl : Bkl → hl,k,
with inverse φl. And, for l ≥ 2,
B
k
l = φl(hl,k) + B
k
l el−1B
k
l .
Thus
B˜
k
l = h˜l,k + B˜
k
l el−1B˜
k
l , for l ≥ 2, (42)
where h˜l,k is the image of φl(hl,k) in Bkn. Also,
h˜0,k = B˜
k
0 and h˜1,k = B˜k1 . (43)
Lemma 2.8. Let Il,m = Vl,mB˜kl−2mV ∗l,m.
(a) Il,m is a two-sided ideal of B˜kl .
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(b) For l ≥ 2m+ 2, we have
Vl,mB˜
k
l−2mel−2m−1B˜
k
l−2mV
∗
l,m ⊆ Il,m+1.
(c) For any fixed M , Il,M =
∑
m≥M Vl,mh˜l−2m,kV
∗
l,m and is spanned by elements of the form
αs1i1j1l−1 . . . α
sm
imjml−2m+1
χ(αtmgmhml−2m+1)
∗ . . . (αt1g1h1l−1)
∗,
for m ≥ M , i1 > i2 > . . . > im, gm < gm−1 < . . . < g1, and χ is an element of
W˜l−2m,k.
Proof. (a) By Lemma 2.7, we have Il,m = V gl,mB˜kl−2mV ∗l,m. Therefore Il,m is a left ideal of
B˜kl by Lemma 2.6. Because ∗ preserves the subalgebra B˜kl−2m, thus I∗l,m = Il,m so Il,m
is also a right ideal.
(b) Suppose l ≥ 2m+ 2. We have
el−1el−3 . . . el−2m−1 = α
0
l−1,l−1,l−1α
0
l−3,l−3,l−3 . . . α
0
l−2m−1,l−2m−1,l−2m−1 ∈ Vl,m+1.
Thus
el−1el−3 . . . el−2m−1
(15)
= A−m−10 (el−1el−3 . . . el−2m−1)(el−1el−3 . . . el−2m−1)
∗
∈ Vl,m+1V
∗
l,m+1 ⊆ Il,m+1.
Since αpijl = A
−1
0 α
p
ijlel, by relation (15), and ej commutes with B˜kj−1, by equations (4),
(5) and (19), Vl,mB˜kl−2m = Vl,mB˜kl−2mel−1el−3 . . . el−2m+1. This implies
Vl,mB˜
k
l−2mel−2m−1B˜
k
l−2mV
∗
l,m = Vl,mB˜
k
l−2mel−1el−3 . . . el−2m+1el−2m−1B˜
k
l−2mV
∗
l,m
⊆ Vl,mB˜
k
l−2mIl,m+1B˜
k
l−2mV
∗
l,m
⊆ Il,m+1,
using that Il,m+1 is a two sided ideal in B˜kl as shown in part (a) above.
(c) If m ≥ M , then l − 2m ≤ l − 2M so the given elements are clearly contained in Il,M .
For a fixed m, they span the set
Vl,mh˜l−2m,kV
∗
l,m.
It therefore suffices to prove that
Il,M ⊆
∑
m≥M
Vl,mh˜l−2m,kV
∗
l,m. (44)
32 Chapter 2. Spanning sets of Bkn
We prove this statement by induction on l − 2M . If l − 2M < 2 then
Il,M = Vl,MB˜
k
l−2MV
∗
l,M = Vl,M h˜l−2M,kV
∗
l,M , by (43).
Now suppose l − 2M ≥ 2 and assume Il,M+1 ⊆
∑
m≥M+1 Vl,mh˜l−2m,kV
∗
l,m. Then using
(42) and part (b) of this Lemma we have that
Il,M = Vl,MB˜
k
l−2MV
∗
l,M
(42)
= Vl,M h˜l−2M,kV
∗
l,M + Vl,MB˜
k
l−2Mel−2M−1B˜
k
l−2MV
∗
l,M
⊆ Vl,M h˜l−2M,kV
∗
l,M + Il,M+1
ind. hypo.
⊆ Vl,M h˜l−2M,kV
∗
l,M +
∑
m≥M+1
Vl,mh˜l−2m,kV
∗
l,m
=
∑
m≥M
Vl,mh˜l−2m,kV
∗
l,m,
proving part (c).

In particular, In,0 = Bkn by definition, so when l = n and m = 0, statement (c) of the pre-
vious Lemma implies that Bkn is spanned by {uχ(n−2m)v∗|u, v ∈ Vn,m, χ(n−2m) ∈ W˜n−2m,k},
hence proving Theorem 2.2.
CHAPTER 3
The Admissibility Conditions
In the previous chapter, we obtained a spanning set of Bkn over an arbitrary ring R and
hence we can conclude that the rank of Bkn is at most kn(2n − 1)!!. Before we can prove
the linear independence of our spanning set, we must first focus our attention on the represen-
tation theory of the algebra Bk2(R). It is here that the notion of admissibility, as first intro-
duced by Häring-Oldenburg [19], arises. Essentially, it is a set of conditions on the parameters
A0, . . . , Ak−1, q0, . . . , qk−1, q, λ in our ground ring R which ensure the algebra Bk2 (R) is R-free
of the expected rank, namely 3k2. It turns out that, if R is a ring with admissible parame-
ters A0, . . . , Ak−1, q0, . . . , qk−1, q, λ (see Definition 3.3) then our spanning set for general n is
actually a basis.
In Section 3.1, we establish these “admissibility” conditions (see Definition 3.3) and con-
struct a Bk2 -module V of rank k (see Lemma 3.7). These results are contained in [45], in which
Wilcox and the author are able to use V to then construct the regular representation of Bk2
and provide an explicit basis of the algebra under a slightly stronger notion of admissibility.
These results are stated but incompletely proved in Häring-Oldenburg [19]; specifically, addi-
tional arguments are needed to prove Lemma 25 of [19]. We take a slightly different approach
and the arguments we offer in [45] correct this problem. Goodman and Hauschild Mosley also
study the representations of the n = 2 algebra in detail in [15]. However, they construct the
module V assuming R is a field in which δ 6= 0 and the roots of the kth order relation and
their inverses are all distinct. It is worth noting here as an aside that, strongly influenced by the
methods and proofs for the cyclotomic Nazarov-Wenzl algebra in Ariki et al.[3], they find that
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the existence of this (irreducible) k-dimensional Bk2 -module leads them to formulate a second
(different) type of admissibility condition. For more details, we refer the reader to Goodman
and Hauschild Mosley [15] and Ariki et al.[3].
It is non-trivial to show that there are any non-trivial admissible rings; in other words, that
the conditions we impose are consistent with each other. In Section 3.1, we also construct a
generic (“universal”) ground ring R0 with admissible parameters which we will show satisfies
the requirements of an admissible ring as defined in Goodman and Hauschild Mosley [14, 15]
and allows us to follow a path similar to their trace arguments to establish linear independence
of our spanning set in Chapter 4. It is important to clarify the different notions of admissibility
used in the literature. We discuss in Section 3.2 the relationship between our admissibility
conditions and those used by Häring-Oldenburg and Goodman and Hauschild Mosley.
For this chapter, we simplify our notation by omitting the index 1 of X1 and e1. Specifically,
Bk2 (R) is the unital associative R-algebra generated by Y ±1, X±1 and e subject to the following
relations:
Y k =
k−1∑
i=0
qiY
i (45)
X −X−1 = δ(1− e) (46)
XYXY = Y XY X (47)
Xe = λe = eX (48)
Y XY e = λ−1e = eY XY (49)
eY me = Ame, for 0 ≤ m ≤ k − 1. (50)
Recall, in Lemma 1.5, we showed
XY pe = λY −pe− δ
p∑
s=1
Y p−2se+ δ
p∑
s=1
Ap−sY
−se, for all p ≥ 0.
Using this and the kth order relation on Y , it is straightforward to show the left ideal of Bk2
generated by e is the span of {Y ie | 0 ≤ i ≤ k − 1}. As a consequence of the results in
Goodman and Hauschild [13], the set {Y ie | i ∈ Z} is linearly independent in the affine BMW
algebra and so it seems natural to expect that the set {Y ie | 0 ≤ i ≤ k − 1} be linearly
independent in the cyclotomic BMW algebra. For this purpose, we need to impose additional
restrictions on our parameters A0, . . . , Ak−1, q0, . . . , qk−1, q, λ.
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3.1. Construction of a Generic Ground Ring with Admissible Parameters
Our aim now is to construct a Bk2 -module V of rank k which is isomorphic, as Bk2 -modules,
to precisely the R-span of {Y ie | 0 ≤ i ≤ k− 1}, hence proving the {Y ie | 0 ≤ i ≤ k− 1} are
indeed linearly independent.
Let V be the free R-module of rank k with basis v0, v1, . . . , vk−1.
Define a linear map Y : V → V by
Y vi = vi+1, for 0 ≤ i ≤ k − 2, (51)
Y vk−1 =
k−1∑
i=0
qivi. (52)
Since q0 is invertible, this guarantees that Y is invertible, with inverse
Y
−1
vi = vi−1, for 1 ≤ i ≤ k − 1, (53)
Y
−1
v0 = −q
−1
0
k−1∑
i=0
qi+1vi. (54)
Also Y iv0 = vi for i = 0, . . . , k−1. Define vs = Y
s
v0 for all integers s. Note that in particular,
this means
Y
−1
vs = vs−1, for all s ∈ Z. (55)
The definition of Y vk−1 gives
k∑
l=0
qlY
l
v0 = 0.
For any integer i, applying Y i to this gives
k∑
l=0
qlY
l
vi = 0. (56)
Also Y l is invertible for any integer l and, as {v0, v1, . . . , vk−1} is a basis for V , the set
{Y
l
v0, Y
l
v1, . . . , Y
l
vk−1} = {vl, vl+1, . . . , vl+k−1} (57)
is also a basis for V .
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Now let us define linear maps X,E : V → V by
Xv0 = λv0, (58)
Xv1 = λ
−1Y
−1
v0, (59)
Xvi = Y
−1
Xvi−1 − δvi−2 + δAi−1Y
−1
v0, for 2 ≤ i ≤ k − 1, (60)
Evi = Aiv0, for 0 ≤ i ≤ k − 1. (61)
Since λ−1 = λ− δ + δA0 in R, substituting i = 1 into (60) reproduces (59). Also, note that the
image of the map E is Im(E) = 〈v0〉, where remember here 〈M〉 denotes the R-submodule (of
V ) spanned by the set M . Furthermore, let us denote by W the map X − δ + δE. Thus (59)
and (60) become
Xvi = Y
−1
Wvi−1, for 1 ≤ i ≤ k − 1. (62)
Our aim is to show that V is actually a Bk2 -module, where the action of the generators Y ,
X and e are given by the maps Y , X and E, respectively. In order to prove this, we require
Y
−1
WY
−1
= X . By equations (53) and (62), this relation automatically holds on v1, . . . , vk−1,
so we need only ensure that
(Y
−1
WY
−1
−X)v0 = 0.
For convenience, we write the left hand side relative to the basis {v0, v−1, . . . , v1−k}. Let
(Y
−1
WY
−1
−X)v0 = −q
−1
0 βv0 −
k−1∑
l=1
q−10 hlv−l,
where β and hl are elements of R. We now calculate β and hl, for 1 ≤ l ≤ k − 1, explicitly.
By definition, since λ−1 = λ− δ + δA0, we have Wv0 = λ−1v0 and
Wvi = (X − δ + δE)vi
(62)
= Y
−1
Wvi−1 − δvi + δAiv0,
for 1 ≤ i ≤ k − 1. It is then easy to verify the following by induction on l.
Claim: For 0 ≤ l ≤ k − 1,
Wvl = λ
−1v−l + δ
l∑
i=1
(Al+1−iv1−i − vl−2i+2). (63)
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Indeed, when l = 0, the RHS of equation (63) is simply λ−1v0. Moreover, for 1 ≤ l ≤ k− 1, if
the formula holds for l − 1 then
Wvl = Y
−1
Wvl−1 − δvl + δAlv0
ind. hypo.
= Y
−1
(
λ−1v−l+1 + δ
l−1∑
i=1
(Al−iv1−i − vl−2i+1)
)
− δvl + δAlv0
(55)
= λ−1v−l + δ
l−1∑
i=1
(Al−iv−i − vl−2i)− δvl + δAlv0
= λ−1v−l + δ
l∑
i=2
(Al+1−iv1−i − vl−2i+2) + δ(Alv0 − vl)
= λ−1v−l + δ
l∑
i=1
(Al+1−iv1−i − vl−2i+2),
as required. Thus
−q0Y
−1
WY
−1
v0
(54)
= Y
−1
W
k∑
l=1
qlvl−1
(63)
= Y
−1
k∑
l=1
ql
[
λ−1v−l+1 + δ
l−1∑
i=1
(Al−iv1−i − vl−2i+1)
]
(55)
=
k∑
l=1
ql
[
λ−1v−l + δ
l−1∑
i=1
(Al−iv−i − vl−2i)
]
(56)
= λ−1
k−1∑
l=1
qlv−l − λ
−1v−k + δ
k∑
l=1
l−1∑
i=1
ql(Al−iv−i − vl−2i)
= λ−1
k−1∑
l=1
qlv−l + λ
−1q−10
k∑
l=1
qlvl−k + δ
k−1∑
i=1
k∑
l=i+1
ql(Al−iv−i − vl−2i)
= λ−1
k−1∑
l=1
qlv−l + λ
−1q−10
k−1∑
l=0
qk−lv−l + δ
k−1∑
i=1
(
k∑
l=i+1
qlAl−i
)
v−i
− δ
k−1∑
i=1
k∑
l=i+1
qlvl−2i
= λ−1
k−1∑
l=1
qlv−l + λ
−1q−10
k−1∑
l=0
qk−lv−l + δ
k−1∑
l=1
(
k−l∑
r=1
qr+lAr
)
v−l
− δ
k−1∑
i=1
k∑
l=i+1
qlvl−2i.
For now we focus on the last term. Let k = 2z − ǫ, where ǫ = 0 if k is even and 1 if k is odd.
That is, let z :=
⌈
k
2
⌉
.
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Then
−δ
k−1∑
i=1
k∑
l=i+1
qlvl−2i = −δ
k−1∑
i=z
k∑
l=i+1
qlvl−2i − δ
z−1∑
i=1
k∑
l=i+1
qlvl−2i
(56)
= −δ
k−1∑
i=z
k∑
l=i+1
qlvl−2i + δ
z−1∑
i=1
i∑
l=0
qlvl−2i
= −δ
k−1∑
i=z
i−1∑
l=2i−k
q2i−lv−l + δ
z−1∑
i=1
2i∑
l=i
q2i−lv−l
= −δ
k−2∑
l=ǫ
⌊ l+k
2
⌋∑
i=max(l+1,z)
q2i−lv−l + δ
k+ǫ−2∑
l=1
min(l,z−1)∑
i=⌈ l
2
⌉
q2i−lv−l.
Substituting this into the above expression for −q0Y
−1
WY
−1
v0, we obtain the following:
−q0(Y
−1
WY
−1
−X)v0
(58)
= q0λv0 + λ
−1
k−1∑
l=1
(ql + q
−1
0 qk−l)v−l − λ
−1q−10 v0 + δ
k−1∑
l=1
(
k−l∑
r=1
qr+lAr
)
v−l
− δ
k−2∑
l=ǫ
 ⌊ l+k2 ⌋∑
i=max(l+1,z)
q2i−l
 v−l + δ k+ǫ−2∑
l=1
min(l,z−1)∑
i=⌈ l
2
⌉
q2i−l
 v−l
= βv0 +
k−1∑
l=1
hlv−l.
Observe that the second last inner sum above is zero when l = k − 1, as is the last, provided
ǫ = 0. We can therefore change the upper index of the outer sum to k−1 in both. Now, equating
coefficients in the above equation implies that
β = q0λ− q
−1
0 λ
−1 + (1− ǫ)δ (64)
and for l = 1, . . . , k − 1,
hl = λ
−1(ql + q
−1
0 qk−l) + δ
 k−l∑
r=1
qr+lAr −
⌊ l+k
2
⌋∑
i=max(l+1,z)
q2i−l +
min(l,z−1)∑
i=⌈ l
2
⌉
q2i−l
 . (65)
We now continue to study these equations in further detail. Our aim here is to provide a
“generic” ground ring R0 for which V is a Bk2 (R0)-module. As discussed above, we require all
hl = 0 in R in order to show V is a Bk2 (R)-module. However, in the following calculations,
we demonstrate that a particular linear combination of these hl’s is δ multiplied by an element
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h′l of R. Therefore, it would make sense to impose stronger conditions on the parameters of R
by replacing some of the equations hl = 0 with h′l = 0. For convenience, we define
h0 := λ− λ
−1 + δ(A0 − 1). (66)
Now suppose 1 ≤ l ≤ z − ǫ. Then k − l = 2z − ǫ− l ≥ z, so
hk−l = λ
−1(qk−l + q
−1
0 ql) + δ
 l∑
r=1
qr+k−lAr −
⌊k− l
2
⌋∑
i=max(k−l+1,z)
q2i−k+l +
min(k−l,z−1)∑
i=⌈ k−l
2
⌉
q2i−k+l

= λ−1(qk−l + q
−1
0 ql) + δ
 l∑
r=1
qr+k−lAr −
k−⌈ l
2
⌉∑
i=k−l+1
q2i−k+l +
z−1∑
i=k−⌊ l+k
2
⌋
q2i−k+l

= λ−1(qk−l + q
−1
0 ql) + δ
 l∑
r=1
qr+k−lAr −
l−1∑
i=⌈ l
2
⌉
qk−2i+l +
⌊ l+k
2
⌋∑
i=k−z+1
qk−2i+l
 ,
using the change of summation i 7→ k − i. Since k = 2z − ǫ, k − z + 1 = z + (1− ǫ), which
allows us to rewrite the last sum above as
⌊ l+k
2
⌋∑
i=k−z+1
qk−2i+l =
⌊ l+k
2
⌋∑
i=z
qk−2i+l − (1− ǫ)qk−2z+l =
⌊ l+k
2
⌋∑
i=z
qk−2i+l − (1− ǫ)ql.
Hence
hk−l = λ
−1(qk−l + q
−1
0 ql)
+ δ
 l∑
r=1
qr+k−lAr −
l−1∑
i=⌈ l
2
⌉
qk−2i+l +
⌊ l+k
2
⌋∑
i=z
qk−2i+l − (1− ǫ)ql
 . (67)
In addition, (64) - (66) implies that
hl − βq
−1
0 ql + h0ql
= λ−1ql + λ
−1q−10 qk−l + δ
 k−l∑
r=1
qr+lAr −
⌊ l+k
2
⌋∑
i=max(l+1,z)
q2i−l +
min(l,z−1)∑
i=⌈ l
2
⌉
q2i−l

− λql + q
−2
0 λ
−1ql − (1− ǫ)δq
−1
0 ql + λql − λ
−1ql + δ(A0 − 1)ql
= δ
[
k−l∑
r=1
qr+lAr + qlA0 −
⌊ l+k
2
⌋∑
i=max(l+1,z)
q2i−l +
min(l,z−1)∑
i=⌈ l
2
⌉
q2i−l
− ql − (1− ǫ)q
−1
0 ql
]
+ q−10 λ
−1(qk−l + q
−1
0 ql).
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Now l ≤ z − ǫ ≤ z. If l = z, then k is even and
−
⌊ l+k
2
⌋∑
i=max(l+1,z)
q2i−l +
min(l,z−1)∑
i=⌈ l
2
⌉
q2i−l = −
⌊ l+k
2
⌋∑
i=z+1
q2i−l +
z−1∑
i=⌈ l
2
⌉
q2i−l = −
⌊ l+k
2
⌋∑
i=z
q2i−l +
z∑
i=⌈ l
2
⌉
q2i−l.
On the other hand, if l < z, we have
−
⌊ l+k
2
⌋∑
i=max(l+1,z)
q2i−l +
min(l,z−1)∑
i=⌈ l
2
⌉
q2i−l = −
⌊ l+k
2
⌋∑
i=z
q2i−l +
l∑
i=⌈ l
2
⌉
q2i−l.
Thus, in either case, the above becomes
hl − βq
−1
0 ql + h0ql
= δ
 k−l∑
r=1
qr+lAr + qlA0 −
⌊ l+k
2
⌋∑
i=z
q2i−l +
l∑
i=⌈ l
2
⌉
q2i−l − ql − (1− ǫ)q
−1
0 ql

+ q−10 λ
−1(qk−l + q
−1
0 ql)
= δ
 k−l∑
r=0
qr+lAr −
⌊ l+k
2
⌋∑
i=z
q2i−l +
l−1∑
i=⌈ l
2
⌉
q2i−l − (1− ǫ)q
−1
0 ql

+ q−10 λ
−1(qk−l + q
−1
0 ql).
Therefore, using equation (67), we obtain
q−10 hk−l − hl + βq
−1
0 ql − h0ql
= q−10 λ
−1(qk−l + q
−1
0 ql) + δq
−1
0
 l∑
r=1
qr+k−lAr −
l−1∑
i=⌈ l
2
⌉
qk−2i+l +
⌊ l+k
2
⌋∑
i=z
qk−2i+l − (1− ǫ)ql

− δ
 k−l∑
r=0
qr+lAr −
⌊ l+k
2
⌋∑
i=z
q2i−l +
l−1∑
i=⌈ l
2
⌉
q2i−l − (1− ǫ)q
−1
0 ql
− q−10 λ−1(qk−l + q−10 ql).
Hence we have shown that, for 1 ≤ l ≤ z − ǫ,
q−10 hk−l − hl + βq
−1
0 ql − h0ql = δh
′
l, (68)
where
h′l :=
l∑
r=1
q−10 qr+k−lAr −
k−l∑
r=0
qr+lAr
−
l−1∑
i=⌈ l
2
⌉
(q−10 qk−2i+l + q2i−l) +
⌊ l+k
2
⌋∑
i=z
(q−10 qk−2i+l + q2i−l). (69)
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Before proceeding we first prove a simple lemma which will be used in a later proof to show
δ is not a zero divisor in certain rings.
Proposition 3.1. Suppose a commutative ring S contains elements a and b, such that a is not a
zero divisor in S and b+ aS is not a zero divisor in S/aS. Then a+ bS is not a zero divisor in
S/bS.
Proof. Suppose (a + bS)(x + bS) = 0 for some x + bS ∈ S/bS. Then ax ∈ bS, so ax = by
for some y ∈ S. Thus, as an element of S/aS, (b+ aS)(y+ aS) = 0. This implies y+ aS = 0
since b + aS is not a zero divisor in S/aS, by assumption. Hence, y = az for some z ∈ S.
Furthermore, ax = by = azb, so x = zb since a is not a zero divisor in S. Therefore x+bS = 0
and a+ bS is not a zero divisor in S/bS. 
It is easy to see that β always factorises as β+β−, where if k is odd,
β+ = q0λ− 1 and β− = q−10 λ−1 + 1
and when k is even,
β+ = q0λ− q
−1 and β− = qq−10 λ−1 + 1.
For convenience, we denote β0 := β. At this point, we wish to remind the reader that for a
subset J ⊆ R, we write 〈J〉R to mean the ideal generated by J in R. Sometimes the subscript
may be omitted only if it is clear in the current context.
Lemma 3.2. Let Ω := Z[q±1, λ±1, q±10 , q1, . . . , qk−1, A±10 , A1, . . . , Ak−1].
For σ ∈ {0,+,−}, let
Iσ := 〈βσ, h0, h1, . . . , hz−ǫ, h
′
1, h
′
2, . . . , h
′
z−ǫ〉Ω ⊆ Ω
and
Rσ := Ω/Iσ.
Then
(a) the image of δ is not a zero divisor in Rσ, for σ ∈ {0,+,−};
(b) for σ = ±,
Rσ[δ
−1] ∼= Z[q±1, λ±1, q1, . . . , qk−1][δ
−1][(δ−1λ−1 − δ−1λ+ 1)−1];
(c) for σ = ±, the ring Rσ is an integral domain;
(d) I0 = I+ ∩ I−.
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Proof. (a) Since δ = q − q−1 = q−1(q − 1)(q + 1), to prove (a) it suffices to show that q + τ is
not a zero divisor, for τ = ±1. For 1 ≤ l ≤ k − 1, let
Bl :=
k−l∑
r=1
qr+lAr −
⌊ l+k
2
⌋∑
i=max(l+1,z)
q2i−l +
min(l,z−1)∑
i=⌈ l
2
⌉
q2i−l ∈ Ω. (70)
Then (65) says that
hl = λ
−1(ql + q
−1
0 qk−l) + δBl, for 1 ≤ l ≤ k − 1. (71)
Over Z[q±1, λ±1, q±10 , q1, . . . , qk−1], the Bl are related to the Al by an affine linear transforma-
tion; specifically, the column vector (Bl), where l = 1, . . . , k − 1, is equal to a matrix (slr)k−1l,r=1
multiplied by the column vector (Al) plus a column vector of qi’s. Moreover, slr = 0, unless
l + r ≤ k and slr = qk = −1, when l + r = k. Thus (slr) is triangular, with diagonal entries
qk = −1, so it is invertible. Therefore we may identify Ω with the polynomial ring
Ω = Z[q±1, λ±1, q±10 , q1, . . . , qk−1, A
±1
0 , B1, B2, . . . , Bk−1]. (72)
Now, when 1 ≤ l ≤ z − 1, (69) and (70) implies that
h′l = q
−1
0 Bk−l + q
−1
0
⌊ 2k−l
2
⌋∑
i=max(k−l+1,z)
q2i−k+l − q
−1
0
min(k−l,z−1)∑
i=⌈ k−l
2
⌉
q2i−k+l
−
k−l∑
r=0
qr+lAr −
l−1∑
i=⌈ l
2
⌉
(q−10 qk−2i+l + q2i−l) +
⌊ l+k
2
⌋∑
i=z
(q−10 qk−2i+l + q2i−l)
(70)
= q−10 Bk−l + q
−1
0
⌊ 2k−l
2
⌋∑
i=max(k−l+1,z)
q2i−k+l − q
−1
0
min(k−l,z−1)∑
i=⌈ k−l
2
⌉
q2i−k+l
−Bl − qlA0 −
⌊ l+k
2
⌋∑
i=max(l+1,z)
q2i−l +
min(l,z−1)∑
i=⌈ l
2
⌉
q2i−l
−
l−1∑
i=⌈ l
2
⌉
(q−10 qk−2i+l + q2i−l) +
⌊ l+k
2
⌋∑
i=z
(q−10 qk−2i+l + q2i−l)
Hence
h′l ∈ q
−1
0 Bk−l + Z[q
±1, λ±1, q±10 , q1, . . . , qk−1, A
±1
0 , B1, B2, . . . , Bz−1],
for 1 ≤ l ≤ z − 1. Thus
Ω1 := Ω/〈h
′
1, h
′
2, . . . , h
′
z−1〉Ω
∼= Z[q±1, λ±1, q±10 , q1, . . . , qk−1, A
±1
0 , B1, B2, . . . , Bz−ǫ].
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Indeed, if 1 ≤ l ≤ z − 1, then if k is even (hence ǫ = 0 and z + 1 ≤ k − l ≤ k − 1),
quotienting by the h′l expresses the elements Bk−1, . . . , Bz+1, respectively, as elements of the
ring Z[q±1, λ±1, q±10 , q1, . . . , qk−1, A±10 , B1, B2, . . . , Bz−1]; similarly, if k is odd (hence ǫ = 1
and z ≤ k − l ≤ k − 1), then Bz, . . . , Bk−1 may be expressed in the quotient as elements of
Z[q±1, λ±1, q±10 , q1, . . . , qk−1, A
±1
0 , B1, B2, . . . , Bz−1] .
In particular, q + τ is not a zero divisor in Ω1. By using Proposition 3.1 recursively, we aim
to show that q + τ does not become a zero divisor, as we quotient by further generators of Iσ.
If we set q + τ = 0 then δ = 0, hence by (65), hi = λ−1(qi + q−10 qk−i), for any i. So for any
1 ≤ l ≤ z − 1, we have that
Ω/〈h′1, . . . , h
′
z−1, h1, . . . , hl−1, q + τ〉Ω
∼= Ω1/〈(q1 + q
−1
0 qk−1), (q2 + q
−1
0 qk−2) . . . , (ql−1 + q
−1
0 qk−l+1), q + τ〉Ω1
∼= Z[λ±1, q±10 , q1, . . . , qk−l, A
±1
0 , B1, B2, . . . , Bz−ǫ].
Certainly hl ≡ λ−1(ql + q−10 qk−l) is not a zero divisor in this ring, so repeated application of
Proposition 3.1 proves that q + τ is not a zero divisor in
Ω2 := Ω1/ 〈h1, . . . , hz−1〉
Ω1
= Ω/〈h′1, h
′
2, . . . , h
′
z−1, h1, h2, . . . , hz−1〉Ω .
Moreover, the above argument (with l = z) says that
Ω2/〈q + τ〉Ω2
∼= Z[λ±1, q±10 , q1, . . . , qz−ǫ, A
±1
0 , B1, B2, . . . , Bz−ǫ].
Observe that 〈h0, βσ〉Ω = 〈h′0, βσ〉Ω , where
h′0 := h0 − q
−1
0 β = λ
−1(q−20 − 1) + δ(A0 − 1− (1− ǫ)q
−1
0 ).
Suppose first that k is odd, then Rσ = Ω2/ 〈h0, βσ〉 = Ω2/ 〈h′0, βσ〉. Certainly, we know that
h′0 ≡ λ
−1(q−20 − 1) is not a zero divisor in the polynomial ring Ω2/〈q + τ〉Ω2 . Moreover,
Ω2/〈h
′
0, q + τ〉Ω2
∼= Z[λ±1, q±10 , q1, . . . , qz−ǫ, A
±1
0 , B1, B2, . . . , Bz−ǫ]/〈q
−2
0 − 1〉
= (Z[q±10 , q1, . . . , qz−ǫ, A
±1
0 , B1, B2, . . . , Bz−ǫ]/〈q
−2
0 − 1〉)[λ
±1]
is a Laurent polynomial ring in λ. Now, in this ring, βσ is one of q0λ − q−10 λ−1, q0λ − 1 or
q−10 λ
−1 − 1. In every case, it has an invertible leading coefficient as a polynomial in λ, so it is
not a zero divisor in Ω2/〈h′0, q + τ〉Ω2 . Now, because q + τ is not a zero divisor in Ω2 and h
′
0 is
not a zero divisor in the polynomial ring Ω2/〈q+ τ〉Ω2 , Proposition 3.1 implies that q+ τ is not
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a zero divisor in Ω2/ 〈h′0〉Ω2 . Then applying Proposition 3.1 again shows that q+ τ is not a zero
divisor in Ω2/ 〈h′0, βσ〉Ω2 = Rσ, so we have proven (a) when k is odd.
Now suppose k is even, then Rσ = Ω2/ 〈βσ, h0, hz, h′z〉Ω2 . Equation (68) then gives
δh′z = (q
−1
0 − 1)hz + βq
−1
0 qz − h0qz
(71)
= δ
[
(q−10 − 1)Bz − (A0 − 1− q
−1
0 )qz
]
in Ω.
Since δ is not a zero divisor in Ω, this implies
h′z = (q
−1
0 − 1)Bz − (A0 − 1− q
−1
0 )qz. (73)
We first aim to show that q + τ is not a zero divisor in Ω2/〈hz, h′z, h′0〉Ω2 . Suppose
(q + τ)x = ahz + bh
′
z + ch
′
0,
for some a, b, c ∈ Ω2. For d ∈ Ω2, let d¯ denote the image of d in Ω2/〈q + τ〉Ω2 . Then
h¯z = λ
−1(qz + q
−1
0 qz), h¯
′
z = (q
−1
0 − 1)Bz − (A0 − 1− q
−1
0 )qz, and h′0 = λ−1(q−20 − 1). So we
have
a¯λ−1(q−10 + 1)qz + b¯
[
(q−10 − 1)Bz − (A0 − 1− q
−1
0 )qz
]
+ c¯λ−1(q−20 − 1) = 0.
In particular, q−10 + 1 divides b¯
[
(q−10 − 1)Bz − (A0 − 1− q
−1
0 )qz
]
. Because Ω2/〈q + τ〉Ω2 is
just the polynomial ring Z[λ±1, q±10 , q1, . . . , qz, A±10 , B1, B2, . . . , Bz] (shown above), q−10 + 1
divides b¯. Thus b¯ = b¯1λ−1(q−10 + 1), for some b1 ∈ Ω2, and so
a¯qz + b¯1
[
(q−10 − 1)Bz − (A0 − 1− q
−1
0 )qz
]
+ c¯(q−10 − 1) = 0.
Rearranging then gives
(q−10 − 1)
[
b¯1Bz + c¯
]
= qz
[
b¯1(A0 − 1− q
−1
0 )− a¯
]
.
Now q−10 − 1 and qz are coprime as elements of Ω2/ 〈q + τ〉Ω2 , so there exists a c1 ∈ Ω2 such
that
b¯1Bz + c¯ = c¯1qz and
b¯1(A0 − 1− q
−1
0 )− a¯ = c¯1(q
−1
0 − 1).
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We may now write
a = b1(A0 − 1− q
−1
0 )− c1(q
−1
0 − 1) + (q + τ)a2,
b = λ−1(q−10 + 1)b1 + (q + τ)b2 and
c = c1qz − b1Bz + (q + τ)c2,
for some a2, b2, c2 ∈ Ω2. Thus
(q + τ)x = ahz + bh
′
z + ch
′
0
= b1
[
(A0 − 1− q
−1
0 )hz + λ
−1(q−10 + 1)h
′
z −Bzh
′
0
]
+ c1
[
qzh
′
0 − (q
−1
0 − 1)hz
]
+ (q + τ)(a2hz + b2h
′
z + c2h
′
0).
Using the definition of h′0 and equations (71) and (73), it is straightforward to verify that[
(A0 − 1− q
−1
0 )hz + λ
−1(q−10 + 1)h
′
z −Bzh
′
0
]
= 0. Also, by definition of h′z and h′0, we know
that δh′z = (q−10 − 1)hz − qzh′0. Hence the above reduces to
(q + τ)x = −δc1h
′
z + (q + τ)(a2hz + b2h
′
z + c2h
′
0)
= (q + τ)
[
−q−1(q − τ)c1h
′
z + a2hz + b2h
′
z + c2h
′
0
]
.
as δ = q−1(q + τ)(q − τ). Earlier we showed that q + τ is not a zero divisor in Ω2, so
x = a2hz + b2h
′
z + c2h
′
0 − q
−1(q − τ)c1h
′
z ∈ 〈hz, h
′
z, h
′
0〉Ω2 .
That is, q+ τ is not a zero divisor in Ω2/〈hz, h′z, h′0〉Ω2 . Finally, by a similar reasoning as in the
odd case, βσ is not a zero divisor in Ω2/〈hz, h′z, h′0, q + τ〉Ω2 . A final application of Proposition
3.1 therefore shows that q+ τ is not a zero divisor in Ω2/ 〈βσ, h0, hz, h′z〉Ω2 , thereby completing
the proof of (a).
(b) For the moment, σ ∈ {0,+,−}. We now give a concrete realisation of the ring Rσ[δ−1].
Let Iσ[δ−1] denote the ideal of Ω[δ−1] generated by Iσ. A standard argument shows that
Rσ[δ
−1] = (Ω/Iσ)[δ
−1] ∼= Ω[δ−1]/Iσ[δ
−1].
By equation (68), hk−l = δq0h′l + q0hl − βql − q0h0ql ∈ Iσ[δ−1], for 1 ≤ l ≤ z − ǫ. Thus
the ideal in Ω[δ−1] generated by βσ and all h0, h1, . . . , hk−1 must also be contained in Iσ[δ−1].
Conversely, since δ is invertible in Ω[δ−1], equation (68) also shows that
h′l ∈ 〈βσ, h0, h1, . . . , hk−1〉Ω[δ−1] , for 1 ≤ l ≤ z − ǫ.
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Thus
Iσ[δ
−1] = 〈βσ, h0, h1, . . . , hk−1〉Ω[δ−1] .
In Ω[δ−1], the equations hl = 0 are equivalent to
A0 = δ
−1λ−1 − δ−1λ+ 1,
and Bl = −δ−1λ−1(ql + q−10 qk−l), for 1 ≤ l ≤ k − 1.
Let Ω3 := Ω[δ−1]/〈h0, h1, . . . , hk−1〉Ω[δ−1] . Then we have expressed A0 and B1, . . . , Bk−1 in Ω3
as polynomials in q±1, λ±1, q±10 , q1, . . . , qk−1 and δ−1. Therefore, by (72),
Ω3 ∼= Z[q
±1, λ±1, q±10 , q1, . . . , qk−1][δ
−1][(δ−1λ−1 − δ−1λ+ 1)−1].
Moreover,
Rσ[δ
−1] ∼= Ω[δ−1]/Iσ[δ
−1] = Ω[δ−1]/ 〈βσ, h0, h1, . . . , hk−1〉
Ω[δ−1]
∼= Ω3/〈βσ〉Ω3 .
Now suppose σ = ±. Then βσ can be “solved” for q±10 , so
Rσ[δ
−1] ∼= Z[q±1, λ±1, q1, . . . , qk−1][δ
−1][(δ−1λ−1 − δ−1λ+ 1)−1],
completing the proof of (b).
(c) Observe that the ring Z[q±1, λ±1, q1, . . . , qk−1][δ−1][(δ−1λ−1 − δ−1λ + 1)−1] above is
obtained from an integral domain via localisation, hence Rσ[δ−1] is also an integral domain.
Now, we have already proven in part (a) that δ is not a zero divisor in Rσ, therefore the map
Rσ → Rσ[δ
−1] is injective. Since Rσ embeds into Rσ[δ−1], statement (c) now follows immedi-
ately.
(d) Because β0 = β+β−, it is clear that β0 ∈ I+ ∩ I−, thus all generators of the ideal I0 are
in I+ ∩ I−. Hence I0 ⊆ I+ ∩ I−.
Finally, note that Ω3 ∼= Z[q±1, λ±1, q±10 , q1, . . . , qk−1][δ−1][(δ−1λ−1 − δ−1λ + 1)−1] is ob-
tained from a UFD (unique factorisation domain) by localisation, and is therefore also a UFD.
Suppose that x ∈ I+ ∩ I− ⊆ Ω. Then x vanishes in R± and hence in R±[δ−1] ∼= Ω3/ 〈β±〉
Ω3
.
So the image x¯ of x in Ω3 satisfies
x¯ ∈ 〈β+〉Ω3 ∩ 〈β−〉Ω3 = 〈β+β−〉Ω3 = 〈β〉Ω3 ,
since β+ and β− are coprime in Ω3. Thus x maps to 0 in R0[δ−1] ∼= Ω3/ 〈β〉
Ω3
. Since R0
embeds into R0[δ−1], the image of x in R0 must also be 0. That is, x ∈ I0, hence I+ ∩ I− ⊆ I0,
completing the proof of (d). 
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Definition 3.3. Let R be as in the definition of Bkn (see Definition 1.1). The family of parame-
ters (A0, . . . , Ak−1, q0, . . . , qk−1, q, λ) is called admissible if
β = h0 = h1 = . . . = hz−ǫ = h
′
1 = h
′
2 = . . . = h
′
z−ǫ = 0.
For all σ ∈ {0,+,−}, Rσ is a ring with admissible parameters, by definition of Iσ in Lemma
3.2. Furthermore, R0 is a “universal” ring with admissible parameters as demonstrated in the
following proposition. This result allows us to deduce future results by initially proving them
for R0 and then specialising to another ground ring with admissible parameters.
Proposition 3.4. LetR be as in Definition 1.1 with admissible parametersA0, . . . , Ak−1, q0, . . .,
qk−1, q and λ. Then there exists a unique map R0 → R which respects the parameters.
Proof. There is a unique ring map ρ : Ω→ R which respects the parameters. Furthermore, the
admissibility of the parameters in R is equivalent to
ρ(〈β, h0, h1, . . . , hz−ǫ, h
′
1, . . . , h
′
z−ǫ〉Ω) = 0.
That is, the map ρ kills I0 ⊆ Ω and hence factors through R0. 
We now proceed to prove that the free R0-module V is in fact a Bk2(R0)-module. For now
let us assume that we are working over R0 and denote Bk2 (R0) simply by Bk2 .
Recall the maps Y , X and E : V → V defined at the beginning of this section. Now, by
equation (68), we have hk−l = 0 in R0 for 1 ≤ l ≤ z − ǫ. Thus hl = 0 for all 0 ≤ l ≤ k − 1.
Then, by our argument earlier, Y −1WY −1 = X holds on all of V and hence rearranging gives
Y XY = W = X − δ + δE.
Thus Y XY X−XYXY = [Y XY ,X] = [δE,X], where [ , ] denotes the standard commutator
of two maps.
Since Im(E) = 〈v0〉 and Xv0 = λv0 by definition,
Im([δE,X]) ⊆ 〈v0〉 . (74)
Let N := Y XY X − 1. Then
[N, Y ] = NY − Y N
= Y XY XY − Y − Y Y XY X + Y
= Y (XYXY − Y XY X)
= −Y [δE,X]
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and
[N, Y
−1
] = −Y
−1
[N, Y ]Y
−1
= [δE,X]Y
−1
.
Therefore, by (74),
Im([N, Y ]) ⊆ 〈v1〉 and Im([N, Y
−1
]) ⊆ 〈v0〉 . (75)
Observe that
Y XY Xv0 = λY XY v0 = λY Xv1 = λY (λ
−1Y
−1
v0) = v0
and
Y XY Xv1 = Y XY (λ
−1Y
−1
v0) = λ
−1Y Xv0 = λ
−1Y (λv0) = v1,
hence Nv0 = Nv1 = 0.
Lemma 3.5.
Nvl ∈ 〈v1, v2, . . . , vl−1〉 , for all l ≥ 1, (76)
and
Nv−m ∈
〈
v0, v−1, . . . , v−(m−1)
〉
, for all m ≥ 0. (77)
Proof. We have already established Nv0 = Nv1 = 0 above. To prove the first assertion, we
argue by induction on l. Assume that l ≥ 2 and Nvl−1 ∈ 〈v1, v2, . . . , vl−2〉. Then
Nvl = [N, Y ]vl−1 + Y Nvl−1 ∈ 〈v1〉+ 〈v2, . . . , vl−1〉 ,
by (75) and the inductive hypothesis. Thus Nvl ∈ 〈v1, . . . , vl−1〉 for all l ≥ 1.
The second assertion is similar. Assume m ≥ 1 and Nv−(m−1) ∈
〈
v0, v−1, . . . , v−(m−2)
〉
.
Then
Nv−m = [N, Y
−1
]v−(m−1) + Y
−1
Nv−(m−1)
∈ 〈v0〉+
〈
v−1, v−2, . . . v−(m−1)
〉
,
by (75) and the inductive hypothesis. So Nv−m ∈
〈
v0, v−1, . . . , v−(m−1)
〉
for all m ≥ 0.

Lemma 3.6. Y XY X is the identity map on V .
Proof. We are required to show that Nvi = 0 for i = 0, 1, . . . , k − 1. We proceed by induction
on i. The cases i = 0 and i = 1 have been established above. Suppose that 2 ≤ i ≤ k − 1 and
Nv0 = Nv1 = . . . = Nvi−1 = 0. (78)
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Since {vi−1, vi−2, . . . , vi−k} is a basis for V , by (57), we have that
vi ∈ 〈vi−1, vi−2, . . . , v0, v−1, . . . , vi−k〉 .
Together with our inductive hypothesis (78), this implies
Nvi ∈ N 〈v0, v−1, . . . , vi−k〉
⊆ 〈v0, v−1, . . . , vi−k+1〉 , by (77).
However (76) states thatNvi ∈ 〈v1, v2, . . . , vi−1〉. Again using that {vi−1, vi−2, . . . , vi−k+1, vi−k}
forms a basis for V ,
〈v1, v2, . . . , vi−1〉 ∩ 〈v0, v−1, . . . , vi−k+1〉 = 0.
Therefore Nvi = 0. So by induction on i, we have proved that Nvi = 0 for all 0 ≤ i ≤ k − 1,
as required. 
Lemma 3.7. (cf. Lemma 25 of Häring-Oldenburg [19])
The following relations hold on V :
k∑
l=0
qlY
l
= 0 (79)
XW = WX = 1 (80)
XE = λE = EX (81)
Y XY X = XYXY (82)
EY
m
E = AmE, for all 0 ≤ m ≤ k − 1, (83)
EYXY = Y XY E = λ−1E (84)
Furthermore, V is a Bk2 (R0)-module with the actions of Y , X , X−1 and e on V given by the
maps Y , X , W and E, respectively.
Proof. The kth order relation (79) is immediate from (56). As a consequence of Lemma 3.6,
WX = Y XY X = 1.
Clearly, this implies
XW = XYXY = Y −1(Y XY X)Y = Y −1(1)Y = 1.
Hence we have proved (80) and (82). Moreover,
[δE,X] = [W,X] = 0.
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Since δ is not a zero divisor in R0, by part (a) of Lemma 3.2, and since EndR0(V ) is a free
R0-module, it follows that X commutes with E. Thus, using (61) and (58),
EX = XE = λE,
proving (81). Equation (83) follows easily from (51) and (61). Furthermore, since Y XY = W ,
(80) and (81) imply (84). The last assertion of Lemma 3.7 now follows immediately. 
Theorem 3.8. The map ϕ : V → spanR0{Y ie | 0 ≤ i ≤ k − 1} which maps vi to Y ie defines
a Bk2 (R0)-module isomorphism.
Proof. Let U := spanR0{Y
ie | 0 ≤ i ≤ k − 1}. It is clear that ϕ : V → U is a surjective
R0-module homomorphism. Recall that U is a left ideal in Bk2 . We can therefore define a
Bk2 -module homomorphism ψ : U → V by
ψ(a) = a(A−10 v0), for all a ∈ U.
Then
ψ(ϕ(vi)) = Y
ie(A−10 v0) = Y
iv0 = vi,
for 0 ≤ i ≤ k − 1, so that ψϕ is the identity. Since ϕ is surjective, it follows that ψ and ϕ are
inverses. Therefore they are both Bk2 -module isomorphisms. 
Hence, as a direct consequence of Theorem 3.8, the set {Y ie | 0 ≤ i ≤ k − 1} is linearly
independent. A more direct proof of this is given as follows. Suppose
∑k−1
i=0 βiY
ie = 0, where
βi ∈ R0. Considering the action of both sides on v0 gives
A0
k−1∑
i=0
βivi = 0.
But A0 is invertible and v0, . . . , vk−1 are linearly independent over R0, so each βi must be 0.
We have established that V ∼= Rk0 is a free Bk2(R0)-module. Now, for a general ring R with
admissible parameters A0, . . . , Ak−1, q0, . . . , qk−1, q, λ, the map given in Proposition 3.4 allows
us to specialise from R0 to R. Thus V ⊗R0 R ∼= Rk is a Bk2(R0) ⊗R0 R-module. It therefore
becomes a R-free Bk2 (R)-module via the map Bk2(R) → Bk2 (R0) ⊗R0 R. In other words, we
have now established the following result.
Corollary 3.9. The R-module V ⊗R0 R, which shall also be denoted by V , is a R-free Bk2 (R)-
module.
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Henceforth we assumeR to be as in Definition 1.1 with admissible parametersA0, . . . , Ak−1,
q0, . . . , qk−1, q and λ.
3.2. Comparison of Admissibility Conditions
It is important to remark here that our definition of admissibility differs from the various
notions of admissibility arising in Häring-Oldenburg [19] and Goodman and Hauschild Mosley
[14, 15]. However, if δ is not a zero divisor, the above equations are equivalent to those obtained
by Häring-Oldenburg. In contrast, Goodman and Hauschild Mosley impose infinitely many
relations which are polynomials in the Ai’s. We now shed some light on their relations and
demonstrate how our admissibility conditions relate to theirs. Specifically, we prove that all
of their relations hold in R0. This then allows us to replace their invalid generic ground ring
with our R0 and proceed with a similar argument from [14] to prove linear independence of our
spanning set for general n.
The algebras Bkn are defined slightly differently by Goodman and Hauschild Mosley in [14].
Specifically, suppose R′ is a commutative unital ring containing units θ0, p0, . . . , pk−1, q, λ and
further elements θj , for j ≥ 1, such that λ − λ−1 = δ(1 − θ0) holds, where δ = q − q−1.
They initially consider the affine BMW algebra over R′, in which e1Y je1 = θje1, for all j ≥ 1,
and define the cyclotomic BMW algebra to be the quotient of this by the ideal generated by
the kth order relation
∏k−1
i=0 (Y − pi) = 0. (In this situation, as noted in Chapter 1, the qi
in relation (10) would become the signed elementary symmetric polynomials in the pi, where
q0 = (−1)
k−1
∏
i pi is invertible). They then proceed to define θ−j ∈ R′ for j ≥ 1 so that
e1Y
−je1 = θ−je1.
More precisely, from our proof of Lemma 1.5, we know that
X1Y
−pe1 = λY
pe1 + δ
p∑
s=1
Y p−2se1 − δ
p∑
s=1
Y p−se1Y
−se1,
for all p ≥ 1. Then multiplying on the left hand side by e1 gives
λe1Y
−pe1 = λe1Y
pe1 + δ
p∑
s=1
e1Y
p−2se1 − δ
p∑
s=1
θp−se1Y
−se1.
Now, applying a change of summation s 7→ p− s, we obtain
λe1Y
−pe1 = λθpe1 + δ
p−1∑
s=0
e1Y
2s−pe1 − δ
p−1∑
s=0
θse1Y
s−pe1.
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Moreover, since λ−1 = λ− δ + δθ0 in R′, this implies
e1Y
−pe1 = λ
2θpe1 + δλ
p−1∑
s=1
e1Y
2s−pe1 − δλ
p−1∑
s=1
θse1Y
s−pe1. (85)
Thus defining θ−p for p ≥ 1 inductively by
θ−p := λ
2θp + δλ
p−1∑
s=1
θ2s−p − δλ
p−1∑
s=1
θsθs−p,
we see that e1Y −je1 = θ−je1, for all j ≥ 1.
On the other hand, recall that Y satisfies the following equation
k∑
r=0
qrY
r = 0. (86)
Therefore for all integers s,
k∑
r=0
qre1Y
r+se1 = 0. (87)
If we assume e1 6= 0 in Bk2 (R′) and that Bk2 (R′) is torsion free then the above results would
imply certain relations hold amongst the infinite number of parameters θj , where j ∈ Z. This
motivates the following definition, which is precisely the definition of admissibility given by
Goodman and Hauschild-Mosley in [14]. In order to distinguish the two different notions of
admissibility, we shall rename theirs to “weak admissibility”.
Definition 3.10. Let R′ be a commutative unital ring containing units θ0, q0, q, λ and further
elements q1, . . . , qk−1 and θj , for j ≥ 1. The parameters of R′ are weak admissible if the
following relations hold:
(i) λ− λ−1 = δ(1− θ0), where δ = q − q−1;
(ii) ∑kr=0 qrθr+s = 0, for all s ∈ Z, where for p ≥ 1, the element θ−p is defined by
θ−p := λ
2θp + δλ
p−1∑
s=1
θ2s−p − δλ
p−1∑
s=1
θsθs−p. (88)
Now we are able to show that by extending the parameters Aj to all integers j appropriately,
the Aj satisfy the equations on θj given by (88).
Recall the relation (15) of the algebra which states that
e1Y
me1 = Ame1, for all m = 0, . . . , k − 1.
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and that Y satisfies the relation
k∑
r=0
qrY
r = 0.
Therefore for all integers s,
k∑
r=0
qre1Y
r+se1 = 0.
This motivate us to make the following definition:
Definition 3.11. Define Aj inductively for j < 0 and j ≥ k so that
k∑
j=0
qjAj+s = 0, for all s ∈ Z. (89)
Proposition 3.12. Let R be as in Definition 1.1 with a set of admissible parameters A0, . . . ,
Ak−1, q0, . . . , qk−1, q and λ (see Definition 3.3). Furthermore, for j < 0 and j ≥ k, let Aj ∈ R
be given by Definition 3.11. Then the parameters of R are weak admissible, in the sense of
Definition 3.10, (by identifying θj with Aj , for all j ∈ Z).
Proof. We are now required to prove the following recursive relations hold for all p ≥ 1:
A−p = λ
2Ap + δλ
p−1∑
s=1
A2s−p − δλ
p−1∑
s=1
AsAs−p. (90)
Recall our k-dimensional Bk2 (R)-module V, with basis {v0, . . . , vk−1}, where the action of
the generators Y , X1 and e1 were described by the maps Y , X and E, respectively.
Claim: For all s ∈ Z, Evs = EY
s
v0 = Asv0.
By equation (86),∑kr=0 qrY r+sv0 = 0, for all s ∈ Z. Since vi = Y iv0 by definition, this implies
that
∑k
r=0 qrvr+s = 0, hence
∑k
r=0 qrEvr+s = 0, for all s ∈ Z. Together with equation (89),
this shows that
k∑
r=0
qr
(
Evr+s − Ar+sv0
)
= 0, for all s ∈ Z.
But we know, by definition of E, Evs −Asv0 = 0, for all s = 0, . . . , k − 1. Thus, by induction
on s, it must be zero for all integers s, verifying our claim. Note that, in particular, this implies
Ev−p = A−pv0, for all p ≥ 1.
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Now, since we have proved V is a Bk2 (R)-module, in particular XEvp = EXvp, for all
p ≥ 1. Using equation (25) and Lemma 3.6, a straightforward calculation shows
Xvp = λ
−1v−p + δ
p−1∑
i=1
Ap−iv−i − δ
p−1∑
i=1
vp−2i
= λ−1v−p + δ
p−1∑
s=1
Asvs−p − δ
p−1∑
s=1
v2s−p.
Therefore, by our claim above,
EXvp = λ
−1A−pv0 + δ
p−1∑
s=1
AsAs−pv0 − δ
p−1∑
s=1
A2s−pv0.
On the other hand,
XEvp = ApXv0
(58)
= λApv0.
Thus, as v0 is a basis element, XEvp = EXvp implies that
λAp = λ
−1A−p + δ
p−1∑
s=1
AsAs−p − δ
p−1∑
s=1
A2s−p
⇔ A−p = λ
2Ap + δλ
p−1∑
s=1
A2s−p − δλ
p−1∑
s=1
AsAs−p,
which is precisely equation (90). Hence, by setting θj = Aj for j ≥ 0, we have proven
the parameters q, λ, q0, . . . , qk−1 and θj are weak admissible, completing the proof of the
Proposition. 
CHAPTER 4
The Freeness of Bkn
Recall in the introduction we mentioned that the BMW algebras Cn are isomorphic to the
Kauffman tangle algebras KTn and are of rank (2n − 1)!! = (2n − 1) · (2n − 3) · . . . · 1, the
same as that of the Brauer algebras. The Brauer algebras were introduced by Brauer [5] as a
device for studying the representation theory of the symplectic and orthogonal groups, and are
typically defined to have a basis consisting of Brauer diagrams, which basically look like tangles
except over and under-crossings are not distinguished. The BMW algebras are a deformation
of the Brauer algebras comparable to the way the Iwahori-Hecke algebras of type An−1 are a
deformation of the group algebras of the symmetric group Sn. Alternatively, the Brauer algebra
is the “classical limit" of the BMW algebra or Kauffman tangle algebra in the sense one just
“forgets" the notion of over and under crossings in tangles diagrams and so tangle diagrams
consisting only of vertical strands degenerate into permutations. In fact, by starting with the
set of Brauer n-diagrams (see Section 4.2), together with a fixed ordering of the vertices and
a rule for which strands cross over which, one may easily write down a diagrammatic basis of
the BMW algebra Cn; for more details on this construction, we refer the reader to Morton and
Wasserman [30] and Halverson and Ram [18].
The affine and cyclotomic Brauer algebras were first introduced by Häring-Oldenburg [19],
as classical limits of their BMW analogues in the above sense. The cyclotomic case is studied
by Rui and Yu in [39] and Rui and Xu in [38]. (There is also the notion of a G-Brauer algebra
for an arbitrary abelian group G, introduced by Parvathi and Savithri in [34]). The cyclotomic
Brauer algebra is, by definition, free of rank kn(2n − 1)!!. Therefore we would expect the
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cyclotomic BMW algebras to be of this rank too. The main aim of this chapter is to establish the
linear independence of our spanning set, obtained in Chapter 2, initially over R0, the “universal”
ground ring with admissible parameters constructed in Lemma 3.2. To achieve this goal, we use
a modification of the arguments made in Section 6 of Goodman and Hauschild Mosley [14],
which were adapted from Morton and Traczyk [29] and Morton and Wasserman [30]. We
require the existence of a trace on Bkn(R0) which, using its specialisation into the cyclotomic
Brauer algebra, is shown to be non-degenerate. This will prove the linear independency of our
spanning set.
This chapter is set out as follows. We begin with a brief introduction on tangles and affine
tangles and define the cyclotomic Kauffman tangle algebras through the affine Kauffman tangle
algebras. From here, we introduce the cyclotomic Brauer algebras and associate with it a trace
map. Using the nondegeneracy of this trace, given by a result of Parvathi and Savithri [34], we
are then able to establish the nondegeneracy of a trace on the cyclotomic BMW algebras over
a specific quotient ring of Rσ, for σ ∈ {0,+,−}. From this, we then deduce that the same
result holds for these three rings. In particular, this implies that we have a basis of Bkn(R0),
thereby proving Bkn(R) is R-free for all rings R with admissible parameters. Moreover, as a
consequence of these results, we also prove the cyclotomic BMW algebras are isomorphic to
the cyclotomic Kauffman tangle algebras. These results verify the claims made in Goodman
and Hauschild Mosley [14] for rings with weak admissible parameters.
Definition 4.1. An n-tangle is a piece of a link diagram, consisting of a union of arcs and a
finite number of closed cycles, in a rectangle in the plane such that the end points of the arcs
consist of n points located at the top and n points at the bottom in some fixed position.
An n-tangle may be diagrammatically presented as two rows of n vertices and n strands con-
necting the vertices so that every vertex is incident to precisely one strand, and over and under-
crossings and self-intersections are indicated. In addition, this diagram may contain finitely
many closed cycles.
Definition 4.2. Two tangles are said to be ambient isotopic if they are related by a sequence
of Reidemeister moves of types I, II and III (see Figure 1), together with an isotopy of the
rectangle which fixes the boundary. They are regularly isotopic if the Reidemeister move of
type I is omitted from the previous definition.
One obtains a monoid structure on the regular isotopy equivalence classes of n-tangles
where composition is defined by concatenation of diagrams. As mentioned in the introduction
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I ↔ ↔
II ↔
III ↔
FIGURE 1. Reidemeister moves of types I, II and III.
chapter, the algebra of these tangles together with a skein relation coming from the Kauffman
link invariant is a diagrammatic formulation of the original BMW algebra.
The tangles which appear in the topological intepretation of the affine and cyclotomic BMW
algebras feature in type B braid/knot theory. Affine braids or braids of type B (see Lam-
bropoulou [25], tom Dieck [40] and Allcock [1]) are commonly depicted as braids in a (slightly
thickened) cylinder, or a (slightly thickened) annulus, or as braids with a flagpole. Essentially,
braids on n strands of type B are just ordinary braids (of type A) on n + 1 strands in which
the first strand is pointwise fixed; this single fixed line is usually presented as a “flagpole”, a
thickened vertical segment, on the left and the other strands may loop around this flagpole.
Definition 4.3. An affine n-tangle is an n+1-tangle with a monotonic path joining the first top
and bottom vertex, which is diagramatically presented by the flagpole mentioned above.
The diagram shown in Figure 2 is an example of an affine 2-tangle.
FIGURE 2. Affine 2-tangle diagram.
Two affine n-tangles are ambient (regularly, respectively) isotopic if they are ambient (reg-
ularly, respectively) isotopic as n+1-tangles. Note that, as the flagpole is required to be a fixed
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monotonic path, the Reidemiester move of type I is never applied to the flagpole in an ambi-
ent isotopy. As with ordinary tangles, the equivalence classes of affine n-tangles under regular
isotopy carry a monoid structure under concatenation of tangle diagrams. Let T̂n denote the
monoid of the regular isotopy equivalence classes of affine n-tangles.
For j ≥ 0, let us denote by Θj (the regular isotopy equivalence class of) the non-self-
intersecting closed curve which winds around the flagpole in the ‘positive sense’ j times. These
are special affine 0-tangles which will feature in definitions later. Observe that Θ0 is represented
by a closed curve that does not interact with the flagpole. The following figure illustrates Θ3:
Θ3 :
FIGURE 3. Θ3.
Using this monoid algebra of affine n-tangles, we may now define the affine and cyclotomic
BMW algebras. We remark here that the definitions differ slightly to those given in Goodman
and Hauschild [14]; the difference is that their initial ground ring involves an infinite family
of Aj’s, for every j ≥ 0. Instead, here we define the algebras over a ring R under the same
assumptions as in the definition of Bkn and take Aj , where j ≥ k, to be elements of R defined
by equation (89).
The figures in relations given in the following two definitions indicate affine tangle diagrams
which differ locally only in the region shown and are identical otherwise.
Definition 4.4. Let R be as in Definition 1.1; that is, a commutative unital ring containing units
A0, q0, . . . , qk−1, q, λ and further elements A1, . . . , Ak−1 such that λ− λ−1 = δ(1− A0) holds,
where δ = q − q−1. Moreover, let Aj ∈ R, for all j ≥ k, be defined by equation (89).
The affine Kauffman tangle algebra K̂Tn(R) is the monoid R-algebra RT̂n modulo the
following relations:
(1) (Kauffman skein relation)
− = δ
[
−
]
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(2) (Untwisting relation)
= λ and = λ−1
(3) (Free loop relations)
For j ≥ 0,
T ∐Θj = AjT,
where T ∐ Θj is the diagram consisting of the affine n-tangle T and a copy of the loop
Θj defined above, such that there are no crossings between T and Θj .
Remark: An important case to consider is the affine 0-tangle algebra K̂T0(R). If rela-
tion (3) is removed from the above definition, a result of Turaev [41] shows that the affine
0-tangle algebra is freely generated by the Θj , where j ≥ 0, and embeds in the center of the
affine n-tangle algebra. This motivates relation (3) in the above definition. This then shows
K̂T0(R) ∼= R.
Recall the affine BMW algebra B̂n(R) over R is simply the cyclotomic BMW algebra
Bkn(R) with the cyclotomic kth order relation on the generator Y omitted. Goodman and
Hauschild [13] prove the maps given in Figure 4 determine an R-algebra isomorphism ψ̂ be-
tween the affine BMW and affine Kauffman tangle algebras.
Y 7→ . . .
1 2 n
Xi 7−→ . . . . . .
1 i−1 i i+1 i+2 n
ei 7−→ . . . . . .
1 i−1 i i+1 i+2 n
FIGURE 4. The isomomorphism between the affine BMW and affine Kauffman
tangle algebras.
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We write Y , Xi and Ei for the images of the generators Y , Xi and ei under ψ̂, respectively.
In particular, the image of Y ′i is exemplified in Figure 5.
FIGURE 5. The affine 4-tangle associated with the element Y ′4 .
Definition 4.5. Let R be as in Definition 4.4. The cyclotomic Kauffman tangle algebra
KT
k
n(R) is the affine Kauffman tangle algebra K̂Tn(R) modulo the cyclotomic skein relation:
k∑
r=0
qr Y
r
= 0.
The interior of the disc shown in the above relation represents part of an affine tangle dia-
gram isotopic to Yr (see Figure 4 for Y). The sum in this relation is over affine tangle diagrams
which differ only in the interior of the disc shown and are otherwise identical.
By definition, there is a natural projection πt : K̂Tn(R)։ KTkn(R) and a natural projection
πb : B̂n(R) ։ B
k
n(R). Moreover, ψˆ : B̂n(R) → K̂Tn(R) induces an R-algebra homomo-
prhism ψ : Bkn(R) → KTkn(R) such that the following diagram of R-algebra homomorphisms
commutes.
B̂n(R)
ψˆ
−−−→ K̂Tn(R)
πb
y yπt
Bkn(R)
ψ
−−−→ KTkn(R)
Moreover, because ψ̂ is an isomorphism, this implies ψ : Bkn(R) → KTkn(R) is surjective.
Furthermore, the homomorphism ψ commutes with specialisation of rings. More precisely,
given a parameter preserving ring homomorphism R1 → R2, we can consider Bkn(R2) as an
R1-algebra and construct the R1-algebra homomorphism ηb : Bkn(R1)→ Bkn(R2), which sends
generator to generator. The ring homomorphism also extends to a R1-algebra homomorphism
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ηt : KT
k
n(R1)→ KT
k
n(R2). Then it is easy to verify that ψ ◦ηb = ηt ◦ψ holds on the generators
of Bkn(R1), hence we have the following commutative diagram of R1-algebra homomorphisms:
Bkn(R1)
ηb−−−→ Bkn(R2)
ψ
y yψ
KT
k
n(R1)
ηt
−−−→ KTkn(R2)
(91)
Remark: The tangle analogue of the (∗) anti-involution described at the beginning of
Chapter 1 is then just the anti-automorphism of KTkn(R) which flips diagrams top to bottom.
In particular, it fixes Y , Xi and Ei. Furthermore, the map of affine tangles that reverses all
crossings, including crossings of strands with the flagpole, determines an isomorphism from
KT
k
n(q, λ, Ai, qi)→ KT
k
n(q
−1, λ−1, A−i,−qk−iq
−1
0 ).
4.1. Construction of a Trace on Bkn
We now work our way towards a Markov trace on the cyclotomic BMW algebras, via maps
on the affine BMW algebras, as described in Goodman and Hauschild [13]. Observe that,
there is a natural inclusion map ι from the set of affine n − 1-tangles to the set of affine n-
tangles defined by simply adding an additional strand on the right without imposing any further
crossings, as illustrated below.
ι :
· · ·
· · ·
7−→
· · ·
· · ·
1 2 n−2 n−1 1 2 n−2 n−1 n
Furthermore, the map ι respects regular isotopy, composition of affine tangle diagrams and
the relations of K̂Tn, so induces an R-algebra homomorphism ι : K̂Tn−1(R) → K̂Tn(R).
Moreover, it respects the cyclotomic skein relation, hence induces an R-algebra homomorphism
ι : KTkn−1(R)→ KT
k
n(R).
There is also a “closure” map cln for the affine Kauffman tangle algebras, from the set of
affine n-tangles to the set of affine n − 1-tangles, given by closure of the rightmost strand, as
illustrated below.
We define εn : K̂Tn(R)→ K̂Tn−1(R) to be the R-linear map given by
εn(T ) := A
−1
0 cln(T ).
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Moreover, taking these closure maps recursively produces a trace map on K̂Tn. We define
ε
T
: K̂Tn(R)→ K̂T0(R) ∼= R by
ε
T
:= ε1 ◦ · · · ◦ εn.
cln :
· · ·
· · ·
7−→
· · ·
· · ·
1 2 n−1 n 1 2 n−1
εT :
· · ·
· · ·
7−→ A−n0
· · ·
· · ·
· · ·
In particular, these closure and trace maps respect the cyclotomic skein relation, therefore in-
duce analogous maps εn : KTkn(R) → KTkn−1(R) and εT : KTkn(R) → KTk0(R). Now, using
Turaev’s result and the conditions for weak admissibility (see Definition 3.10), one can show
that KTk0(S) ∼= S, for any ring S with weak admissible parameters. Hence we have a trace map
ε
T
: KTkn(S)→ S.
In particular, by Proposition 3.12, this also holds for any ring with admissible parameters.
Remark: Observe that εn ◦ ι is the identity on KTkn−1, hence the map ι : KTkn−1 → KTkn is
injective and we may naturally regard KTkn−1 as a subalgebra of KTkn. However, it is not clear,
a priori, that the analogous map ι : Bkn−1 → Bkn defined by Y 7→ Y , Xi 7→ Xi and ei 7→ ei is
injective.
Remark: The map εn is sometimes called a “conditional expectation”; see Goodman and
Hauschild [13] for more detail. Also, for a ring S with admissible or weak admissible pa-
rameters, the trace map ε
T
: KTkn(S) → S satisfies certain properties and is usually called a
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Markov trace. This terminology originated in Jones [20]. For more details, we refer the reader
to Goodman and Hauschild [13, 14].
Taking the closure of the usual braids of type A (or tangles) produces links in S3. In the
type B case, closure of affine braids and affine tangles yields links in a solid torus. This leads
to the study of Markov traces on the Artin braid group of type B and, moreover, invariants of
links in the solid torus. Various invariants of links in the solid torus, analogous to the Jones
and HOMFLY-PT invariants (for links in S3), have been discovered using Markov traces on
the cyclotomic Hecke algebras; see, for example, Lambropoulou [26] and references therein.
Kauffman-type invariants for links in the solid torus can be recovered from the Markov trace on
the affine BMW algebra. This is discussed by Goodman and Hauschild in [13].
The trace map on KTkn commutes with specialisation of ground rings, in the following sense.
Suppose we have two rings S1 and S2 with weak admissible parameters and there is a parameter
preserving ring homomorphism ν : S1 → S2. Then the following diagram of S1-linear maps
commutes.
KT
k
n(S1)
ε
T−−−→ S1
ηt
y yν
KT
k
n(S2)
ε
T−−−→ S2
(92)
Indeed, because KTkn(S1) is spanned over S1 by affine n-tangle diagrams, it suffices to check
ν ◦ ε
T
= ε
T
◦ ηt on affine n-tangle diagrams, by the S1-linearity of εT and definition of ηt. This
then follows because cln and the isomorphism KTk0(S) ∼= S commutes with specialisation. The
former is easy to verify, as it suffices to check on diagrams, and the latter is clear since the
isomorphism KTk0(S)→ S is inverse to the natural inclusion map S → KTk0.
Using this trace on the cyclotomic Kauffman tangle algebras, we are now able to define a
trace on the cyclotomic BMW algebras, over any ring S with weak admissible parameters, by
taking its composition with the diagram homomorphism ψ : Bkn(S) → KTkn(S) described on
page 60.
Definition 4.6. For any ring S with weak admissible parameters, define the S-linear map
ε
B
:= ε
T
◦ ψ : Bkn(S)→ S.
Note that, in particular, we now have a trace map on Bkn over any ring with admissible
parameters, by Proposition 3.12.
Now, by the commutative diagrams (91) and (92), it is easy to see that ε
B
commutes with
specialisation of rings as well. In other words, if S1 and S2 are two rings with weak admissible
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parameters and ν : S1 → S2 is a parameter preserving ring homomorphism, then the following
diagram of S1-linear maps commutes.
Bkn(S1)
ε
B−−−→ S1
ηb
y yν
Bkn(S2)
ε
B−−−→ S2
(93)
In the next section, we will show that for a particular ring with admissible (and hence weak
admissible) parameters, this trace map ε
B
is in fact non-degenerate. For this, we consider its
relationship with a known non-degenerate trace on the cyclotomic Brauer algebras.
4.2. Cyclotomic Brauer Algebras
For a fixed n, consider the set of all partitions of the set {1, 2, . . . , n, 1′, 2′, . . . , n′} into
subsets of size two. Any such partition can be represented by a Brauer n-diagram; that is, a
graph on 2n vertices with the n top vertices marked by {1, 2, . . . , n} and the bottom vertices
{1′, 2′, . . . , n′} and a strand connecting vertices i and j if they are in the same subset. Given
an arbitrary unital commutative ring U and an element A0 ∈ U , the Brauer algebra Bn is
defined to be the U -algebra with U -basis the set of Brauer n-diagrams. The multiplication of
two Brauer n-diagrams in the algebra is defined as follows. Given two Brauer n-diagrams D1
and D2, let D3 denote the Brauer n-diagram obtained by removing all closed loops formed in
the concatenation of D1 and D2. Then the product of D1 and D2 is defined to be Ar0D3, where
r denotes the number of loops removed.
The Brauer algebras have been studied extensively in the literature. For example, the generic
structure of the algebra and a criterion for semisimplicity of Bn have been determined; see
Wenzl [42], Rui [35] and Enyang [10] and references therein.
The Brauer algebra is the “classical limit” of the BMW algebra in the sense that Bn is a
specialisation of the BMW algebra Cn obtained by sending the parameter δ to 0. Under this
specialisation, the element Xi is then identified with its inverse; this is equivalent to removing
the notion of over and under-crossings in n-tangles. In a similar fashion, the cyclotomic Brauer
algebras (also termed the “Zk-Brauer algebras” in Goodman and Hauschild Mosley [14]) may
be thought of as the “classical limit” of the cyclotomic Kauffman tangle algebras KTkn. The
following definition is taken from [14].
Definition 4.7. A k-cyclotomic Brauer n-diagram (or Zk-Brauer n-diagram) is a Brauer n-
diagram, in which each strand is endowed with an orientation and labelled by an an element
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of the cyclic group Zk = Z/kZ. Two diagrams are considered the same if the orientation of a
strand is reversed and the Zk-label on the strand is replaced with its inverse (in the group Zk).
An example of a Z6-Brauer 5-diagram is given in Figure 6.
2
5
13
0
1 2 3 4 5
1
′
2
′
3
′
4
′
5
′
FIGURE 6. Example of a Z6-Brauer 5-diagram.
Now let Rc denote the polynomial ring Z[A±10 , A1, . . . , A⌊k/2⌋]. The following rules de-
fine a multiplication for these diagrams. Firstly, given two Zk-Brauer n-diagrams D1 and D2,
concatenate them as one would for ordinary Brauer n-diagrams. In the resulting diagram, hor-
izontal strands, vertical strands and closed loops are formed. For each composite strand s, we
arbitrarily assign an orientation to s and make the orientations of the components of s from the
two diagrams agree with the orientation of s by changing the Zk-labels for each component of
s accordingly. The label of s is then the sum of its consisting component labels. Finally, for
d = 0, 1, . . . ,
⌊
k
2
⌋
, let rd be the number of closed loops with label ±d, mod k. Let D1 ◦ D2
denote the Zk-Brauer n-diagram obtained by removing all closed loops and define
D1 ·D2 :=
(∏
d
Ardd
)
D1 ◦D2.
Definition 4.8. The cyclotomic Brauer algebra (or Zk-Brauer algebra) CBkn(Rc) is the unital
associative Rc-algebra with Rc-basis the set of Zk-Brauer diagrams, with multiplication defined
by · above.
We now proceed to show that ε
B
: Bkn(Rc) → Rc is a nondegenerate trace, using an analo-
gously defined trace on CBkn(Rc). Rather then considering this trace directly in [14], Goodman
and Hauschild Mosley instead consider the trace ε
T
using a so-called ‘connector’ map from the
cyclotomic Kauffman tangle algebras to the cyclotomic Brauer algebras.
Just as in the context of tangle algebras, one has a closure map cln from Zk-Brauer n-
diagrams to Zk-Brauer (n− 1)-diagrams given by joining up the vertices n and n′. In addition,
any concatenated strands formed in the resulting diagram are labelled according to the same
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rule as for multiplication in the algebra. Also, if n and n′ are joined in the original diagram,
then closure will result in a closed loop with some label d¯ ∈ Zk, where d = 0, 1, . . . ,
⌊
k
2
⌋
which
is then removed and replaced by the coefficient Ad. We define εn : CBkn(Rc)→ CBkn−1(Rc) by
εn(D) := A
−1
0 cln(D), for a Zk-Brauer n-diagram D. Then εc := ε1 ◦ · · · ◦ εn is a trace map
εc : CB
k
n(Rc)→ CB
k
0(Rc) = Rc.
The following lemma is due to the work of Parvathi and Savithri [34] on G-Brauer algebra
traces, for finite abelian groups G. A sketch of its proof is given in Goodman and Hauschild
Mosley [14].
Lemma 4.9. The trace εc : CBkn(Rc) → Rc is nondegenerate. In other words, for every
d1 ∈ CB
k
n(Rc), there exists a d2 ∈ CBkn(Rc) such that εc(d1d2) 6= 0. Equivalently, it says
that the determinant of the matrix (εc(D·D′))D,D′ , where D,D′ vary over all Zk-Brauer n-
diagrams, is nonzero in Rc.
4.3. Nondegeneracy of the Trace on Bkn over R0
Let us fix σ to be + or −. In the ring Rc, put q := 1, λ := ±1, depending on the sign of σ,
q0 := 1 and qi := 0, for all i = 1, . . . , k − 1. Also, let Aj , where j /∈ {0, . . . ,
⌊
k
2
⌋
}, be such
that Am = Am+k and A−m = Am hold for all m ∈ Z. Then it is straightforward to verify that,
by identifying θj with Aj , the conditions of weak admissibility in Definition 3.10 are satisfied.
Hence Rc is a ring with weak admissible parameters λ, q, qi and Aj , as defined above.
Furthermore, recalling the definition of Rσ from Lemma 3.2, we have natural surjective ring
homomorphisms Rσ ։ Rc, for σ = ±, given by:
ς : Rσ → Rc
λ 7→ ±1
q 7→ 1 (⇒ δ 7→ 0)
q0 7→ 1
qi 7→ 0
Aj 7→ Aj.
Certainly, ς defines a map Ω → Rc. It is easy to verify that the image of βσ and hl under
ς are zero, for all l = 0, 1, . . . , z − ǫ. Also, by (69), the h′l are mapped to Ak−l − Al in Rc,
but these are simply all zero, as Al = A−l = A−l+k in Rc. Thus the generators of Iσ indeed
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vanish under the map ς , hence the above defines a ring homomorphism ς : Rσ ։ Rc. As an
immediate consequence of this, we also have a surjective map R0 ։ Rc, which factors through
Rσ. Observe that, by Definition 3.3, the existence of this map is equivalent to the admissibility
of the parameters in Rc chosen at the beginning of this section. Hence, by Proposition 3.12, this
gives an alternative proof that Rc is a ring with weak admissible parameters.
We have an Rc-algebra homomorphism ξ : Bkn(Rc) → CBkn(Rc), given by Figure 7, in
which only non-zero labels on strands have been indicated.
Y 7−→ 1 . . .
1 2 n
Xi 7−→ λ . . . . . .




1 i−1 i i+1 i+2 n
ei 7−→ . . . . . .
1 i−1 i i+1 i+2 n
FIGURE 7. The isomorphism ξ : Bkn(Rc)→ CB
k
n(Rc).
It is known that the cyclotomic Brauer algebra CBkn := CBkn(Rc) is generated by the diagrams
given in Figure 7. (We refer the reader to Rui and Xu [38] for a full presentation). Hence ξ is
surjective. Moreover, we already have a spanning set of size kn(2n− 1)!! of Bkn(Rc), given by
Theorem 2.2. Since ξ is surjective, this maps onto a spanning set of CBkn. But CBkn is of rank
kn(2n− 1)!!, by definition, hence the image of our spanning set of Bkn(Rc) is in fact a Rc-basis
of CBkn. Thus, as Rc-algebras, Bkn(Rc) ∼= CBkn, under ξ.
We now compile the above information into the following diagram.
Bkn(Rc)
ξ
−−−→
∼=
CB
k
n(Rc)
ψ
y yεc
KT
k
n(Rc)
ε
T−−−→ Rc
(94)
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Let us now prove that the diagram above commutes. Take a diagram D ∈ CBkn. Then the map
ε
T
◦ ψ ◦ ξ−1(D) is essentially the trace of the diagram obtained by ‘seperating’ all the non-
zero labels from the rest of the diagram and replacing them with appropriate analogous Y-type
diagrams. In KTk0(Rc), over and under-crossings do not matter, so εT ◦ ψ ◦ ξ−1(D) is reduced
to disjoint closed loops (around the flagpole), which are then all identified (as KTk0(Rc) ∼= Rc)
with a product of Ai’s, where i depends on the original labels in D. This produces precisely the
same result as taking the trace εc of D, as required.
Our aim now is to utilise the above information to show that our spanning set of Bkn(Rc) is
linearly independent, by proving ε
B
: Bkn(Rc) → Rc is nondegenerate. From this, we are then
finally able to prove that Bkn(R0) is R0-free of rank kn(2n− 1)!!.
Lemma 4.10. Suppose {TD} is a spanning set of Bkn(Rc) consisting of kn(2n − 1)!! elements
TD such that ξ(TD) = D, where D is a Zk-Brauer diagram. Then det (εB(TD1TD2))D1,D2 6= 0,
hence the trace ε
B
: Bkn(Rc)→ Rc is nondegenerate.
Proof. Consider the matrix (ε
B
(TD1TD2))D1,D2 , where D1, D2 vary over all Zk-Brauer dia-
grams. Recall ε
B
= ε
T
◦ ψ, by definition. Since ε
T
◦ ψ = εc ◦ ξ (see (94)), therefore
det (ε
B
(TD1TD2))D1,D2 = det(εT ◦ψ(TD1TD2)) = det(εc ◦ ξ(TD1TD2)) = det(εc(D1D2)) 6= 0,
by Lemma 4.9. 
Since Rc is an integral domain, the matrix (εB(TD1TD2))D1,D2 is invertible over the field of
fractions of Rc. Thus the set {TD | D is a Zk-Brauer diagram} is linearly independent over Rc.
In particular, this implies the spanning set of Bkn(Rc) given in Theorem 2.2 is a basis over Rc.
Theorem 4.11. (1) The spanning set BR0 of Bkn(R0) given in Theorem 2.2 is a basis over
R0. Thus Bkn(R0) is R0-free of rank kn(2n− 1)!!.
(2) ψ : Bkn(R0)→ KTkn(R0) is an R0-algebra isomorphism.
Proof. As discussed above, we have specialisation maps R0 ։ Rσ ։ Rc. Also, we have a
surjection Bkn(R0) → Bkn(Rc) ∼= CBkn. Thus, for every Zk-Brauer n-diagram D, let us choose
elements TD ∈ Bkn(R0) which are mapped to D under this surjection. Then, by (93) above
and Lemma 4.10, the determinant of the trace matrix ω := det (ε
B
(TD1TD2))D1,D2 ∈ R0 has a
nonzero image in Rc, and hence in Rσ.
Now suppose ωx = 0, for some x ∈ R0. Because Rσ is an integral domain, by part (c) of
Lemma 3.2, the image of x in Rσ must be zero, for both σ = + and −. Hence x ∈ I+ ∩ I−.
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However, part (d) of Lemma 3.2 states that I0 = I+ ∩ I−, so it follows that x ∈ I0, hence x = 0
in R0. That is, ω is not a zero divisor in R0.
In addition, by definition of ε
B
,
det(ε
T
(ψ(TD1)ψ(TD2))) = det (εB(TD1TD2))D1,D2
is not a zero divisor in R0. This implies that the set of all ψ(TD) is linearly independent over R0.
Hence KTkn(R0) contains kn(2n− 1)!! linearly independent elements. However, by surjectivity
of ψ, the image of BR0 in KTkn(R0), under the map ψ, is also a spanning set of KTkn(R0). Hence
it must also be linearly independent and of size kn(2n − 1)!!. Thus BR0 is a basis of Bkn(R0),
proving (1) and (2). 
Recall Proposition 3.4 which states that any ringRwith admissible parametersA0, . . . , Ak−1,
q0, . . . , qk−1, q and λ, admits a unique map R0 → R. Therefore it makes sense to consider
the specialisation algebras Bkn(R0) ⊗R0 R and KTkn(R0) ⊗R0 R. The following result shows
that these are in fact isomorphic to the algebras Bkn(R) and KTkn(R), respectively, and hence
Bkn(R)
∼= KTkn(R).
Corollary 4.12. Let R be a ring with admissible parameters A0, . . . , Ak−1, q0, . . . , qk−1, q and
λ. Let BR denote the set of all
αs1i1j1,n−1 . . . α
sm
imjm,n−2m+1
χ¯(n−2m)(αrmsmtm,n−2m+1)
∗ . . . (αr1s1t1,n−1)
∗,
where m ≥ 0, i1 > i2 > . . . > im, sm < sm−1 < . . . < s1, and χ¯(n−2m) is an element of
W˜n−2m,k. Then BR is an R-basis of Bkn(R) and its image under ψ : Bkn(R) → KTkn(R) is an
R-basis of KTkn(R).
Furthermore, Bkn(R) ∼= Bkn(R0) ⊗R0 R and KTkn(R) ∼= KTkn(R0) ⊗R0 R, as R-algebras,
and ψ : Bkn(R)→ KTkn(R) is an R-algebra isomorphism.
Proof. Consider the canonical R-algebra homomorphism Bkn(R)→ Bkn(R0)⊗R0R. Certainly,
it is clear that this is a surjective homomorphism. Thus the image of the spanning set BR
of Bkn(R) spans Bkn(R0) ⊗R0 R. However, by Theorem 4.11 above, we have already that
Bkn(R0)⊗R0 R is R-free of rank kn(2n− 1)!!. Therefore BR is a basis of Bkn(R) and Bkn(R) ∼=
Bkn(R0)⊗R0 R.
It is clear that KTkn(R) and KTkn(R0)⊗R0 R are isomorphic, as R-algebras. Similar reason-
ing also shows the image of BR under ψ is a basis of KTkn(R).
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Finally, we have also proven that
B
k
n(R)
∼= Bkn(R0)⊗R0 R
∼= KTkn(R0)⊗R0 R
∼= KTkn(R).

Recall we noted earlier that it is not clear a priori that Bkn−1(R) is a subalgebra of Bkn(R).
This now follows as a direct consequence of the isomorphism Bkn(R) ∼= KTkn(R). Furthermore,
we may henceforth identify B˜kl with Bkl .
Finally, to help the reader visualise our basis of the cyclotomic BMW algebras, the iso-
morphism ψ maps α04,6,6α01,3,4, considered as an element of Bk7 to the tangle shown in Figure
8.
FIGURE 8. The affine 7-tangle associated with the element α04,6,6α01,3,4 ∈ Bk7 .
CHAPTER 5
The Cellularity of Bkn
The theory of cellular algebras was developed in a well-known paper of Graham and Lehrer
[16]. Cellular algebras are a special class of associative algebras defined by a cell datum which
includes a distinguished basis with certain multiplicative properties that reflect the ideal struc-
ture of the algebra and an anti-involution of the algebra. The principal motivation for their work
comes from Kazhdan and Lusztig’s study of Iwahori-Hecke algebras in types A and B [22].
In particular, the multiplicative and combinatorial properties seen in the Kazhdan-Lusztig basis
for Iwahori-Hecke algebras and the “Robinson-Schensted correspondence” in the type A case
is encapsulated in an axiom for a cell datum.
A cellular basis of an algebra A gives rise to a filtration of A , with composition factors
isomorphic to the ‘cell modules’ (or ‘standard modules’) of A . Moreover, all of the irreducible
A-modules arise as quotients of these cell modules by the radical of a symmetric bilinear form
defined by the structure constants of the cellular basis. Thus one obtains a complete parametri-
sation of (the isomorphism classes of) the irreducible A -modules. In addition, important ques-
tions, for example, regarding the semisimplicity and quasi-heredity of the algebra, are reduced
to linear algebra problems involving this bilinear form.
The general theory of cellular algebras allows one to deduce information about their rep-
resentation theory, even in the non-semisimple case in most cases. One of the key features of
cellular algebras is that the cellular structure is preserved under specialisation. Thus, in this
way, the representation theory of an algebra under its generic semisimple setting may be used
in many cases to understand non-semisimple specialisations of the algebra.
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In [16], Graham and Lehrer prove the cellularity of the Brauer algebras, the Ariki-Koike
algebras, the (generalised) Temperley-Lieb algebras and Jones’ “annular” algebras. Since then,
cellular structures have been discovered for many other important algebras. Examples include
the BMW algebras, cyclotomic q-Schur algebras, cyclotomic Nazarov-Wenzl algebras and di-
agram algebras such as the cyclotomic Brauer and Temperley-Lieb algebras and the partition
algebras. (For example, see [3, 8, 9, 28, 37, 39, 46, 47]). Also, there is an alternative (equivalent)
ring-theoretic and basis-free definition of cellularity, as given by König and Xi in [23].
This chapter is concerned with the cellularity of the cyclotomic BMW algebras. As previ-
ously mentioned, Enyang [9] and Xi [47] utilise the already well-known cellular structure of
the Iwahori-Hecke algebras of type A to prove the BMW algebras are cellular. Given that the
BMW algebras and Ariki-Koike algebras are cellular, one is naturally lead to ask whether the
cyclotomic BMW algebras are also cellular.
Two different cellular bases of the Ariki-Koike algebra were produced in Graham and Lehrer
[16] and Dipper et al.[8]. By using a particular “lifting” of a slightly modified version of these
bases for the {χ(l)} of Theorem 2.2, we show that our basis of Bkn is a cellular basis. A nice
feature of our proof is that we need not be explicitly concerned with a particular cellular basis
of hn,k; we need only use the fact that it is cellular with the natural anti-involution and the
existence of this lifting map.
In order to use the cellularity of the Ariki-Koike algebras, we must work over a ring R in
which the kth order relation
∑k
j=0 qjy
j splits; that is, we require the relation
∏k−1
i=0 (Y − pi) = 0
to hold, for invertible parameters pi ∈ R. (Thus the qi appearing in relation (10) now become
the signed elementary symmetric polynomials in the pi; in particular, q0 = (−1)k−1
∏
i pi is
invertible). For the purposes of cellularity, we will therefore restrict our class of ground rings
further to “split admissible” rings (see Definition 5.5).
Definition 5.1. Let R be a unital commutative ring. An associative R-algebra A is cellular
with cell datum (Λ,M, C,∗) if it satisfies the following conditions:
(C1) Λ is a finite partially ordered set (poset), and associated with each λ ∈ Λ is a finite set
M(λ) such that the set
C =
{
Cλs,t |λ ∈ Λ and s, t ∈M(λ)
}
is an R-basis of A .
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(C2) The map ∗ is an anti-involution, i.e. an R-linear involutory anti-automorphism, of A
such that (
Cλs,t
)∗
= Cλt,s.
(C3) If λ ∈ Λ and s, t ∈M(λ) then, for all a ∈ A ,
aCλs,t ≡
∑
s′∈M(λ)
ra(s
′, s)Cλs′,t mod A (< λ)
where the coefficients ra(s′, s) ∈ R do not depend on t and where A (< λ) is the
R-submodule of A generated by {Cµu,v | µ < λ and u, v ∈M(µ)}.
Remark: As an aside note, we remark here that it is possible to work with an extended
definition of cellular algebras; Wilcox [44] removes the assumption that A contains an identity
element and that the indexing sets M(λ) are finite. Wilcox also introduces the notion of “conju-
gate cellular algebras” (see [44]). Observe also that, by definition, cellular algebras are required
to be finite dimensional. In Green [17], the concept of cellular algebras is generalised to infinite
dimensional cellular algebras. Also, recently König and Xi [24] have introduced the notion of
affine cellular algebras.
Let us now recall the definition of the Ariki-Koike algebras hn,k from Chapter 2, with the
additional assumption that the kth-order relation on the generator T0 splits over the ground ring.
Suppose R is a unital commutative ring with invertible parameters q, p0, p1 . . . , pk−1. Then
hn,k := hn,k(R) is the unital associative R-algebra generated by T±10 , T±11 , . . . , T±1n−1 subject to
the following relations:
T0T1T0T1 = T1T0T1T0
TiTi±1Ti = Ti±1TiTi±1 for i = 1, . . . , n− 2
TiTj = TjTi for |i− j| ≥ 2∏k−1
i=0 (T0 − pi) = 0
T 2i = (q
2 − 1)Ti + q
2 for i = 1, . . . , n− 2.
The following result is proved in Graham and Lehrer [16] and Dipper et al.[8]. In both papers
however, the invertibility of the parameters p0, p1, . . . , pk−1 is not required. We require this
condition as we assume the generator Y of Bkn is invertible, which is given by the invertibility
of q0 = (−1)k−1
∏
i pi.
Theorem 5.2. The Ariki-Koike algebra hn,k(R) is cellular for any unital commutative ring R
with invertible parameters q, p0, p1 . . . , pk−1.
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Now suppose R is as in Definition 1.1, such that the kth order relation
∑k
j=0 qjy
j splits in
R. Then recall hn,k(R) is a quotient of Bkn(R) under the following projection
πn : B
k
n → hn,k
Y 7→ T0,
Xi 7→ q
−1Ti, for 1 ≤ i ≤ n− 1
ei 7→ 0.
Following Ariki and Koike [2], define elements s1, s2, . . . , sn ∈ hn,k inductively by s1 := T0
and si := q−2Ti−1si−1Ti−1 if i > 1. Hence si = πn(Y ′i ), for all i. Consequently, this shows that
the si are pairwise commutative. For t = 1, 2, . . . , k, let
ft(x) :=
t−1∏
j=1
(x− pj).
If τ : {1, . . . , n} → {1, . . . , k} is any function, define
pτ :=
n∏
i=1
fτ(i)(si) ∈ hn,k.
The symmetric group Sn acts on the set of functions τ : {1, . . . , n} → {1, . . . , k} by composi-
tion;
τw := τ ◦ w.
Consider the set M of non-increasing maps τ : {1, . . . , n} → {1, . . . , k}. Then M is a set of
orbit representatives for this action. For each τ ∈ M, the stabiliser
S(τ) := {w ∈ Sn | τw = τ}
is a standard parabolic subgroup of Sn. Observe that S(τ) ∼= S|τ−1(1)|×S|τ−1(2)|×. . .×S|τ−1(k)|
and is generated by the simple transpositions {σi = (i i + 1) | τ(i) = τ(i + 1)}. Consider the
set D(τ) of distinguished (shortest) left coset representatives for S(τ) in Sn. Then
D(τ) = {w ∈ Sn | w(i) < w(j) for all i, j such that i < j and τ(i) = τ(j)}.
Lastly, given a reduced expression σi1 . . . σil for w ∈ Sn, let Tw := Ti1 . . . Til ; it is well-known
from standard Coxeter group theory that the relations of the algebra ensure Tw is independent
of the choice of reduced expression for w. Furthermore, as for the cyclotomic BMW algebras,
there is a natural anti-involution ∗ of hn,k (the same that appears in a cell datum of hn,k) deter-
mined by T ∗i := Ti, for all i = 0, 1, . . . , n − 1. Then T ∗w = Tw−1 and s∗i = si. And, since
the si are pairwise commutative, the pτ are also fixed by ∗. (By abuse of notation, we do not
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distinguish between the ∗ anti-involution on hn,k with the ∗ anti-involution of Bkn defined by (∗)
in Chapter 1).
By the arguments given in Graham and Lehrer [16] and Ariki and Koike [2],
B = {T ∗d1p
τTwTd2 | τ ∈ M, d1, d2 ∈ D(τ) and w ∈ S(τ)}.
is an R-basis of hn,k. By Lemma (3.3) of [2], the element pτ commutes with Tw if w ∈ S(τ).
Thus (
T ∗d1p
τTwTd2
)∗
= T ∗d2Tw−1p
τTd1 = T
∗
d2
pτTw−1Td1 , (95)
so B is setwise invariant under ∗.
Recall, on page 30, we chose an arbitrary R-module homomorphism φn : hn,k → Bkn such
that πnφn = idhn,k . However, in general, the invariance of B under ∗ may not be preserved under
such a map φn. Indeed, one may be tempted to consider the map which essentially ‘replaces’
all si and Ti with Y ′i and Xi, respectively, and pτ and Tw with their appropriate analogues Y τ
and Xw, respectively, in Bkn. Unfortunately, Y τ and Xw do not necessarily commute, hence the
invariance of B under ∗ would be lost when mapped to Bkn.
Our aim now is to “lift” B from hn,k to a set in Bkn which is still compatible with the ∗
anti-involution on Bkn defined by (∗) on page 8. In other words, we desire an R-module map
φ : hn,k → B
k
n such that πnφ = idhn,k and
φ(b∗) = φ(b)∗ (96)
for all b ∈ hn,k. Due to the R-linearity of φ, it suffices to define φ on B such that (96) holds for
all b ∈ B.
Now, in B, equation (95) implies that the element T ∗d1pτTwTd2 is invariant under ∗ if and
only if d1 = d2 and w is an involution in S(τ). Thus we may express B as a disjoint union
B1 ∐ B2 ∐ B3, where B∗2 = B3 and
B1 := {T
∗
d p
τTwTd | τ ∈ M, d ∈ D(τ) and w = w−1 ∈ S(τ)}.
For b ∈ B2, let φ(b) be an arbitrary element of π−1(b). If c ∈ B3, then c∗ ∈ B2, so we may
define φ(c) = φ(c∗)∗. Then, for all b ∈ B2 we have
φ(b∗) = φ
(
(b∗)∗
)∗
= φ(b)∗,
as (b∗)∗ = b. On the other hand, if c ∈ B3 then, by definition,(
φ(c)
)∗
=
(
φ(c∗)∗
)∗
= φ(c∗).
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Thus (96) holds on B2∐B3. It now remains to define φ on B1. For this, we draw on the follow-
ing standard result from Coxeter group theory, proved in [12, Proposition 3.2.10]:
if w is an involution in a Coxeter group W then there exists an element u ∈ W such that
ℓ(uwu−1) = ℓ(w)− 2ℓ(u) and uwu−1 is central in some standard parabolic subgroup. Specifi-
cally, in the case of the symmetric group this can be restated as follows.
Proposition 5.3. Let σi denote the simple transposition (i, i+1) ∈ Sn. Suppose w ∈ Sn is an
involution. Then w has an expression of the form
w = u−1σi1σi2 . . . σilu,
where im+1 ≥ im + 2, for all m = 1, 2, . . . , l − 1, and u is an element of Sn such that
ℓ(uwu−1) = ℓ(w)− 2ℓ(u), where ℓ(v) = |{ (i, j) | i < j and vi > vj }|.
Let us fix τ ∈ M and consider b := T ∗d pτTwTd ∈ B1, where w ∈ S(τ) is an involution. By
Proposition 5.3, w has a reduced expression of the form
w = u−1σi1σi2 . . . σilu,
where im+1 ≥ im + 2 for all m = 1, 2, . . . , l − 1. Thus
b = T ∗d p
τTu−1Tσi1Tσi2 . . . TσilTuTd.
By definition of ∗, Tu−1 = T ∗u . Since u−1 ∈ S(τ), we know that pτTu−1 = Tu−1pτ and so, as
d ∈ D(τ) is a coset representative, the above expression for b becomes
b = T ∗udp
τTσi1Tσi2 . . . TσilTud. (97)
Moreover, since S(τ) is a parabolic subgroup of Sn, any reduced expression for w ∈ S(τ)
involves only generators of S(τ). Hence we must have σim ∈ S(τ) and τ(im) = τ(im + 1),
for all m = 1, 2, . . . , l. Thus fτ(im)(sim)fτ(im+1)(sim+1) is a symmetric polynomial in sim and
sim+1. We can therefore rewrite pτ as
pτ =
[ ∏
i6=im,im+1
for all m
fτ(i)(si)
][
l∏
m=1
gm(sim + sim+1, simsim+1)
]
for some polynomials gm(x, y). Thus, substituting into (97) above gives
b = T ∗ud
[ ∏
i6=im,im+1
for all m
fτ(i)(si)
][
l∏
m=1
gm(sim + sim+1, simsim+1)Tim
]
Tud.
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As Xim does not necessarily commute with Y τ in Bkn, we now instead use the following
result to help us define φ(b) in order to satisfy (96).
Lemma 5.4. For all i, we have [Xi, Y ′i Y ′i+1] = 0 and [Xi, Y ′i + Y ′i+1] = δ[Y ′i+1, ei], where [ , ]
denotes the standard commutator of two elements in Bkn.
Proof. We have
XiY
′
i Y
′
i+1 = Y
′
i+1X
−1
i Y
′
i+1 = Y
′
i+1Y
′
iXi = Y
′
i Y
′
i+1Xi,
by equation (20) of Proposition 1.2. Also,
Xi(Y
′
i + Y
′
i+1) = Y
′
i+1X
−1
i +X
2
i Y
′
iXi
(1),(17)
= Y ′i+1Xi − δY
′
i+1 + δY
′
i+1ei + Y
′
iXi + δXiY
′
iXi − δλeiY
′
iXi
(6)
= (Y ′i+1 + Y
′
i )Xi + δ[Y
′
i+1, ei].

Therefore, applying Lemma 5.4 recursively, we obtain
[Xi, (Y
′
i + Y
′
i+1)
r(Y ′i Y
′
i+1)
s] =
r∑
c=1
(Y ′i + Y
′
i+1)
c−1δ[Y ′i+1, ei](Y
′
i + Y
′
i+1)
r−c(Y ′i Y
′
i+1)
s
=
[
Y ′i+1, δ
r∑
c=1
(Y ′i + Y
′
i+1)
c−1ei(Y
′
i + Y
′
i+1)
r−c
]
,
by equations (20) and (22) of Proposition 1.2. Rearranging, this gives
Xi(Y
′
i + Y
′
i+1)
r(Y ′i Y
′
i+1)
s + δ
[
r∑
c=1
(Y ′i + Y
′
i+1)
c−1ei(Y
′
i + Y
′
i+1)
r−c
]
Y ′i+1
= (Y ′i Y
′
i+1)
s(Y ′i + Y
′
i+1)
rXi + δY
′
i+1
[
r∑
c=1
(Y ′i + Y
′
i+1)
r−cei(Y
′
i + Y
′
i+1)
c−1
]
.
Thus the right hand side of the above equation is an element of π−1n ((si + si+1)r(sisi+1)sTi)
which is invariant under ∗. In addition, it is in the subalgebra generated by Xi, ei, Y ′i and Y ′i+1.
Therefore, for each m, there exists bm ∈ 〈Xim , eim , Yim , Yim+1〉 which is invariant under ∗, such
that
πn(bm) = gm(sim + sim+1, simsim+1)Tim .
Now let us define
φ(b) := X∗ud
[ ∏
i6=im,im+1
for all m
fτ(i)(Y
′
i )
][
l∏
m=1
bm
]
Xud,
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where Xv := Xg1Xg2 . . . Xgj ∈ Bkn for a reduced expression σg1σg2 . . . σgj of v ∈ Sn.
As im+1 ≥ im + 2, all the bm commute with one another and
∏
i6=im,im+1
fτ(i)(Y
′
i ) commutes
with
∏l
m=1 bm, by equations (19) and (20). Thus φ(b) is invariant under ∗ and maps to b under
π. Hence φ(b)∗ = φ(b) = φ(b∗), as required. Now that we have defined φ(b), for all b ∈ B, we
extend φ to all of hn,k by R-linearity. To summarise, we now have a map φ : hn,k → Bkn such
that the following diagram commutes.
hn,k(R) −−−→
φ
Bkn(R)
∗
y y∗
hn,k(R) −−−→
φ
Bkn(R)
Since n was arbitrary, we have maps φl : hl,k → Bkl satisfying πlφl = idhl,k which commute
with ∗. Now that we have the existence of such maps φl which are compatible with the ∗ anti-
involutions, we are able to proceed with proving the cellularity of Bkn.
Definition 5.5. Let R be as in the definition of Bkn (see Definition 1.1). Then the family of
parameters (A0, . . . , Ak−1, q0, . . . , qk−1, q, λ) is said to be split admissible if they are admissible
(see Definition 3.3) and there exists units pi ∈ R such that yk −
∑k−1
j=0 qjy
j =
∏k−1
i=0 (y − pi).
Henceforth, we restrict our attention to rings R with split admissible parameters A0, . . . , Ak−1,
q0, . . . , qk−1, q and λ.
Let (Λl,Ml, C,∗) be a cell datum for hl,k and
{Cλs,t | λ ∈ Λl, s, t ∈Ml(λ)}
be a cellular basis of hl,k. Let C¯λs,t denote the image of φl(Cλs,t) in Bkn. Observe that, by our
construction of φl above,(
C¯λs,t
)∗
=
(
φl
(
Cλs,t
))∗
= φl
(
(Cλs,t)
∗
)
= φl(C
λ
t,s) = C¯
λ
t,s. (98)
Define
Λ :=
⌊n/2⌋∐
m≥0
Λn−2m.
We extend the partial orders on Λl to a partial order on Λ by declaring that Λn−2m < Λn−2m′ for
m > m′. For each λ ∈ Λn−2m ⊆ Λ, define M(λ) := Vn,m ×Mn−2m(λ) and, for each pair of
(a, s), (b, t) ∈M(λ), let
Cλ(a,s)(b,t) := aC¯
λ
s,tb
∗.
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Theorem 5.6. Let R be as in Definition 5.5. The algebra Bkn(R) is cellular with cell datum
(Λ,M, C, ∗) defined as above and cellular basis
{Cλ(a,s)(b,t) | λ ∈ Λ, (a, s), (b, t) ∈M(λ)}
Proof. By Theorem 2.2,
{Cλ(a,s)(b,t) | λ ∈ Λ, (a, s), (b, t) ∈M(λ)}.
is a basis of Bkn. Hence (C1) is satisfied. We already know that ∗, as defined by (∗), is an
anti-involution of Bkn. Moreover, by (98), we see that
(
Cλ(a,s)(b,t)
)∗
=
(
aC¯λs,tb
∗
)∗
= bC¯λt,sa
∗ = Cλ(b,t)(a,s),
so that (C2) holds. It now remains to prove the multiplication axiom (C3) holds. Suppose
x ∈ Bkn. Let l = n − 2m, and fix a λ ∈ Λl ⊆ Λ and (a, s) ∈ M(λ) = Vn,m ×Ml(λ). By
Lemma 2.6, Vn,mBkl is a left ideal of Bkn, therefore
xa =
∑
i
aixi,
for some ai ∈ Vn,m and xi ∈ Bkl . Because hl,k is cellular, there exists rπl(xi)(u, s) ∈ R such
that
πl(xi)C
λ
s,t ∈
∑
u∈Ml(λ)
rπl(xi)(u, s)C
λ
u,t + 〈C
µ
s′t′ | µ ∈ Λl and µ < λ〉,
for any t ∈Ml(λ). Recall that Bkl el−1Bkl is the kernel of πl : Bkl → hl,k. Therefore
xiφl(C
λ
s,t) ∈
∑
u∈Ml(λ)
rπl(xi)(u, s)φl(C
λ
u,t)
+ 〈φl(C
µ
s′t′) | µ ∈ Λl and µ < λ〉+ B
k
l el−1B
k
l .
Hence
xiC¯
λ
s,t ∈
∑
u∈Ml(λ)
rπl(x′i)(u, s)C¯
λ
u,t + 〈C¯
µ
s′t′ | µ ∈ Λl and µ < λ〉+ B
k
l el−1B
k
l .
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Thus, for all (b, t) ∈M(λ), we have
xCλ(a,s)(b,t) = xaC¯
λ
s,tb
∗
=
∑
i
aixiC¯
λ
s,tb
∗
∈
∑
i
∑
u∈Ml(λ)
rπl(x′i)(u, s)aiC¯
λ
u,tb
∗
+ 〈aiC¯
µ
s′t′b
∗ | µ ∈ Λl and µ < λ〉+ aiBkl el−1Bkl b∗.
⊆
∑
i
∑
u∈Ml(λ)
rπl(x′i)(u, s)C
λ
(ai,u)(b,t)
+ 〈Cµ(ai,s′)(b,t′) | µ ∈ Λl and µ < λ〉+ Vn,mB
k
l el−1B
k
l V
∗
n,m. (99)
By parts (b) and (c) of Lemma 2.8,
Vn,mB
k
l el−1B
k
l V
∗
n,m ⊆ In,m+1
= 〈Cµ(a′,s′)(b′,t′) |µ ∈ Λn−2m′ where m
′ ≥ m+ 1〉
⊆ 〈Cµ(a′,s′)(b′,t′) | µ < λ〉,
by definition of the partial ordering on Λ. Combining this with (99) above, we therefore have
xCλ(a,s)(b,t) ∈
∑
i
∑
u∈Ml(λ)
rπl(xi)(u, s)C
λ
(ai,u)(b,t)
+ 〈Cµ(a′,s′)(b′,t′) | µ < λ〉,
proving (C3) and completing the proof of the Theorem. 
At this point, it would be natural to use the general theory of cellular algebras given in Gra-
ham and Lehrer [16] to further study the representation theory and structure of Bkn, including
completely describing its irreducible representations over a field and determining a criterion for
semisimplicity. This detailed study will hopefully feature in future work.
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