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Abstract
Amalgamation patterns are specified by a finite collection of finite tem-
plate structures together with a collection of partial isomorphisms be-
tween pairs of these. The template structures specify the local isomor-
phism types that occur in the desired amalgams; the partial isomorphisms
specify local amalgamation requirements between pairs of templates. A
realisation is a globally consistent solution to the locally consistent speci-
fication of this amalgamation problem. This is a single structure equipped
with an atlas of distinguished substructures associated with the template
structures in such a manner that their overlaps realise precisely the iden-
tifications induced by the local amalgamation requirements. We present a
generic construction of finite realisations of amalgamation patterns. Our
construction is based on natural reduced products with suitable groupoids.
The resulting realisations are generic in the sense that they can be made
to preserve all symmetries inherent in the specification, and can be made
to be universal w.r.t. to local homomorphisms up to any specified size.
As key applications of the main construction we discuss finite hypergraph
coverings of specified levels of acyclicity and a new route to the lifting of
local symmetries to global automorphisms in finite structures in the style
of Herwig–Lascar extension properties for partial automorphisms.
mathematical subject classification: primary 20L05, 05C65, 05E18;
secondary 20B25, 20F05, 57M12
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1 Introduction
At the centre of this investigation are generic algebraic-combinatorial construc-
tions of finite amalgams of finite structures. These amalgams are based on gluing
instructions specified as free amalgamations between pairs of given templates.
The input data for this problem, which we call amalgamation patterns, consist
of a finite family of finite structures as templates, equipped with a set of partial
isomorphism between pairs of these. An amalgamation pattern serves as a local
specification of the overlap pattern between designated parts of a desired global
solution or realisation. Such a realisation consists of a single finite structure
made up of a union of designated substructures, each of which is isomorphically
related to a member of the given family of templates, and with overlaps between
these substructures in accordance with the given family of partial isomorphisms
— locally realised as pairwise disjoint amalgams. The most fundamental in-
stance of such a problem, where the input data consists of a family of just
disjoint sets together with designated partial bijections between pairs of these
sets, illustrates the combinatorial core of the matter. In this scenario, a reali-
sation is just a hypergraph: its hyperedges represent the coordinate domains in
an atlas of charts into the given family of sets, so that changes of coordinates in
their overlaps are induced by the given partial bijections. We provide generic
constructions of such finite realisations that allow us to respect all intrinsic
symmetries of the specification and to achieve any degree of local acyclicity for
the global intersection pattern between the constituent substructures. The main
constructions are based on reduced products with suitable finite groupoids. The
existence of such finite groupoids, which need to have strong acyclicity proper-
ties w.r.t. cosets in their Cayley graphs in order to support global consistency, is
established in [21, 20]. The relevant results from [21, 20], which generalise cor-
responding constructions for groups from [19], are summarised in Theorem 3.21.
Our main theorem here, Theorem 4.2, states that any finite amalgamation pat-
tern possesses highly symmetric realisations, obtained as reduced products with
suitable groupoids, with additional local acyclicity and universality properties.
As one key application we obtain finite branched hypergraph coverings of any
desired local degree of hypergraph acyclicity. As a further application we obtain
a novel approach to extension properties for partial isomorphisms, which pro-
vide liftings of local symmetries to global symmetries (i.e., from partial to full
automorphisms) in finite extensions. Our generic realisations of amalgamation
patterns induced by such extension tasks (EPPA tasks in the sense of Herwig
and Lascar [13]) yield not just a new route to such extensions in the style of
the powerful Herwig–Lascar theorem, but apparently more generic solutions.
Indeed, our formulations in Theorem 5.9 and Corollary 5.11 are more specific
w.r.t. the symmetries involved, w.r.t. to the local-to-global relationship between
the parts and the whole, and w.r.t. their universality properties.
At the algebraic and combinatorial level, our constructions illustrate new
uses of finite groupoids and of associated Cayley graphs. These uses are in-
timately tied in with very specific acyclicity properties. In controlling cyclic
configurations of bounded lengths, which are formed by cosets w.r.t. generated
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subgroups, they far exceed the scope of classical Cayley graph constructions as
discussed e.g. in [2]. More specifically, acyclicity conditions on cycles formed
by cosets — second-order objects whose size cannot a priori be bounded —
rather than on simple generator cycles, are tailored to combinatorial contexts
where local acyclicity for decompositions of hypergraph-like rather than graph-
like structures matters. The construction of reduced products with the Cayley
graphs of finite groupoids that satisfy the appropriate acyclicity properties is
here shown to be a natural tool to obtain suitable realisations. Our first appli-
cation then shows how this notion also lends itself directly to the construction of
finite coverings of controlled acyclicity for hypergraphs. These coverings provide
interesting classes of highly homogeneous and highly acyclic finite hypergraphs,
and thus synthetic examples of interest in relation to structural decomposition
techniques in combinatorics and finite and algorithmic model theory. Method-
ologically, acyclicity of hypergraphs has long been recognised as an important
criterion in combinatorial, algorithmic and logical contexts [6, 5]. In the well
understood setting of graphs and graph-like structures, local acyclicity can be
achieved in finite bisimilar unfoldings or coverings based on Cayley groups of
large girth [18]. We here see that Cayley groupoids and the notion of coset
acyclicity, rather than just large girth, together support the adequate gener-
alisations in the hypergraph setting. Applications of closely related structural
transformations to questions in logic, and especially in finite model theory, have
already been explored, e.g., in [14, 19, 21, 10] w.r.t. expressive completeness
results as well as w.r.t. algorithmic issues [3, 4]. The genericity of our local-
to-global constructions as exemplified in their applications to EPPA extension
issues may have further applications in the study of automorphisms of countable
structures built from finite substructures and of amalgamation classes that arise
in the model-theoretic and algebraic analysis of homogeneous structures [17].
At the more conceptual level, the groupoidal constructions presented here
suggest interesting discrete and even finite analoga of classical concepts like
branched coverings [9], notions of path independence and contractability, and
the study of local symmetries [16], which invite further exploration. The algebraic-
combinatorial approach to phenomena of local versus global consistency in finite
relational structures may also point towards potential applications in relational
models for quantum information theory as proposed in [1]. An amalgamation
pattern serves as a local specification of pairwise local amalgamation steps. Cor-
respondingly, the pattern itself is indexed by an underlying graph-like structure
of sites and links, the incidence patterns of Definition 2.5. This stands to the
amalgamation task embodied in the amalgamation pattern as the intersection
graph of a hypergraph stands to the actual hypergraph. And just as branched
hypergraph coverings can be associated with bisimilar coverings at the level of
the underlying intersection graphs [19], our realisations of amalgamation pat-
terns involve bisimilar local unfoldings at the level of the underlying incidence
patterns. Notions of bisimilarity and local unfoldings thus also play a crucial
roˆle in the context of local versus global symmetries and of local versus global
consistency in general relational structures.
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2 Amalgamation patterns and their realisations
Basic conventions. Dealing with relational structures we always appeal to
a fixed finite relational signature σ and typically write A = (A, (RA)R∈σ) for a
σ-structure over universe A with interpretations RA ⊆ Ar for a relation symbol
R ∈ σ of arity r = ar(R). By substructures A0 ⊆ A we always mean induced
substructures A0 = A↾A0 unless otherwise indicated, in which case we speak of
weak substructures. We shall often have occasion to consider more complex sce-
narios that involve e.g. some σ-structure together with a family of substructures,
or families of partial isomorphisms within some A or between the members of
a family of σ-structures, et cetera. In such situations we shall often adopt a
multi-sorted formalisation, with distinct sorts for different kinds of objects and
an explicit encoding of relationships between objects, e.g. by means of families
of functions between different sorts. As we shall see, even the labelling of such
families should sometimes not be regarded as static but as a structural feature
that may for instance be subject to permutations if we want to account for all
relevant symmetries. The idea is illustrated in the following section for the key
notion of amalgamation patterns, where we start from an ad-hoc preliminary
formalisation in order to develop the more symmetry-aware formalisation.
The underlying structures that we think of as given data for amalgamation
tasks will crucially be finite, but in order to discuss the intended solutions, which
are also finite, we occasionally refer to related infinite structures. For many basic
notions finiteness is not essential and we choose formulations that could equally
be applied in infinite settings. Specific conventions will be discussed in context,
but overall we just assume the standard terminology of basic model theory and
very basic universal algebra.
2.1 Amalgamation patterns
Amalgamation patterns specify intended overlaps between substructures that
modelled on templates. This specification is locally tight, and guaranteed to
be locally consistent in terms of local one-to-one overlaps, but leaves under-
specified the global overlap structure implicitly required for its realisations, and
may not in itself be globally consistent in any straightforward sense. We give
a preliminary definition to discuss first examples at a more naive level before
turning to the proper definitions. Those more formal definitions of amalgama-
tion patterns and their realisations will be slightly more involved in order to
support the intended sensitivity to symmetries in the specification that we shall
want to preserve in sufficiently generic constructions of realisations.
Definition 2.1. [preliminary]
An amalgamation pattern over some relational signature σ is a structure of
type H =
(
H, (As)s∈S , (ρe)e∈E
)
consisting of a σ-structure H, whose domain
H =
⋃˙
s∈SAs is partitioned into sites As of sorts s ∈ S, such that H is the
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disjoint union of the induced substructures As = H↾As,
H =
⋃˙
s∈S
As,
related by a collection of pairwise links ρe ∈ part(As,As′ ), which are partial
isomorphisms between As and As′ . The index set E of links is partitioned
according to E =
⋃˙
s,s′∈SE[s, s
′] such that e ∈ E[s, s′] is the label of a link
directed from As to As′
Example 2.2. The exploded view of a relational structure A w.r.t. a suitable
family of distinguished substructures (As)s∈S that coverA is a special case of an
amalgamation pattern. TheAs = A↾s, for a collection of subsets s ∈ S ⊆ P(A),
provide an atlas (in a sense to be defined below) if A =
⋃
s∈S As. In this case,
we let H be the disjoint union of s-tagged copies (A↾s) × {s} of the As:
H :=
⋃˙
s∈S(A↾s× {s}).
Then the natural underlying indexing by a graph structure (S,E), where E =
{(s, s′) : s 6= s′, s ∩ s′ 6= ∅}, together with partial isomorphisms
ρe : As × {s}
part
−→ As′ × {s
′}
(a, s) 7−→ (a, s′) for a ∈ s ∩ s′,
record the actual identifications between elements of As and As′ in A, for all
non-trivial combinations s, s′. This very simple example holds some of the essen-
tial intuition of how an amalgamation pattern arises as an overlap specification,
and also points us to what it should mean to realise an amalgamation pattern:
clearly A realises its exploded view specification. Due to its great simplicity,
this class of examples trivially displays many of the special features that we
shall want to guarantee through specific pre-processing in the general case.
Example 2.3. An even more special case ensues if we completely abstract away
from relational content, i.e. for σ = ∅. Then we are dealing we the exploded view
of a hypergraph (A,S), which represents the hyperedges as disjoint sets together
with an explicit specification of overlaps between pairs of hyperedges.
Definition 2.4. An atlas A for a σ-structure A augments A according to
A = (A, U, (Us)s∈S , (piu,s)u∈Us)
by a collection of charts, i.e., isomorphisms
piu,s : A↾u ≃ As
between induced substructures A ↾ u and members As of some collection of
external co-ordinate structures (As)s∈S . The co-ordinate domains u ⊆ A of the
charts form a superimposed hypergraph structure (A,U) on A, with hyperedge
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set U ⊆ P(A) consisting of the domains u of the charts, which are required to
cover A in the sense that
A =
⋃
u∈U A↾u,
i.e., not just every element of A, but every tuple in the interpretation of any
relation over A must be fully contained in one of the hyperedges u.
We note that there may be multiple charts (into distinct, but necessarily
isomorphic) co-ordinate structures As on the same co-ordinate domain u ⊆
A. The collection U of co-ordinate domains thus becomes the union, but not
necessarily a disjoint union, of subsets Us of those co-ordinate domains that are
associated with the co-ordinate structure As by some piu,s, for s ∈ S.
One could also associate a collection of changes of co-ordinates with a given
atlas, which would be a collection of partial isomorphisms between co-ordinate
structures As as induced by pairs of charts piu,s : A↾u ≃ As and piu′,s′ : A↾u′ ≃
As′ with non-trivial intersection u ∩ u′ of co-ordinate domains.
Extensive multi-sorted formalisations. In the following we shall want to
avoid fixed labellings in the formalisation of complex structures like amalga-
mation patterns or atlases. This is essential in order to remain sensitive to
all relevant symmetries, including symmetries that permute the index structure
used for labelling purposes. For instance, in the harmless example of an atlas A
for A: an automorphism of the relational structure A could map each u ∈ Us to
some u′ ∈ Us′ which may be matched by a permutation on the index set S and
an isomorphism between the co-ordinate structures As and As′ that may also
be compatible with the chosen co-ordinate maps piu,s and piu′,s′ and possibly
with changes of co-ordinates (best depicted in a commuting diagram). Such a
symmetry would not be apparent if the labelling of objects (such as co-ordinate
domains, co-ordinate structures and co-ordinate maps and changes) were taken
as static. It therefore makes sense for our concerns to adopt a multi-sorted
formalisation, which allows for various functional and relational links between
and within individual sorts and takes into account the sorting and typing of
various composite objects so as to trace their behaviour under the most gen-
eral kinds of overall symmetries. The compressed presentation of a composite
structure like an atlas as a labelled tuple of objects will still be convenient, but
we shall only regard it as a shorthand for its extended multi-sorted formali-
sation, which in the case of an atlas would naturally involve disjoint sorts for
elements of A, for elements of the As, of U ⊆ P(A), of a set of co-ordinate
maps P = {piu,s : u ∈ Us, s ∈ S}, possibly also of corresponding changes of
co-ordinates, and a sort for the elements of the index set S itself.
Following this idea, we firstly make explicit the underlying sites-and-links
structure of an amalgamation pattern (and other related structures) by formal-
ising it as a multigraph I = (S,E) according to the following definition. We
shall then regard the amalgamation pattern H — in the official definition to be
given in Definition 2.6 below — as an amalgamation pattern H over I.
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Definition 2.5. An incidence pattern I is a finite two-sorted structure
I =
(
S,E, ι : E → S2, ·−1 : E → E
)
with sorts S (vertices, to be viewed as types of sites for amalgamation) and
E (edges, to be viewed as types of links) connected by a pair of functions
ι = (ι1, ι2) : E → S
2 for the allocation of source vertex ι1(e) ∈ S and target
vertex ι2(e) ∈ S to every edge e ∈ E, and with an involutive operation of
edge reversal on E, e 7→ e−1 subject to the requirements that (e−1)−1 = e and
ι1(e
−1) = ι2(e).
The incidence pattern I underlying the amalgamation pattern H according
to Definition 2.1 is I = (S,E, ι, ·−1) where S and E are the index sets for
sites and links in H, with ιi(e) = si determined by the requirement that ρe ∈
part(As1 ,As2) and e
−1 determined by the condition that ρe−1 = ρ
−1
e . While
we identify ρe−1 with the inverse ρ
−1
e in the context of a given amalgamation
pattern H over I, we keep in mind that at the level of the overlap pattern I
itself, the operation ·−1 is just edge reversal in a directed multigraph.
The following definition of an amalgamation pattern over an incidence pat-
tern in an explicitly multi-sorted format is guided by the above considerations
concerning an adequate account of symmetries.
Definition 2.6. An amalgamation pattern H over an incidence pattern I, de-
noted H/I to make the reference to I explicit, is a multi-sorted structure
(
I;H, δ : H → S;P, η : P → E
)
where
– I = (S,E, ι, ·−1) is an incidence pattern (with sorts S and E as above);
– H is a σ-structure whose universe H is S-partitioned by δ such that
H =
⋃˙
s∈S
As
is a disjoint union of non-empty σ-structures As = H↾δ−1(s);
– P is a collection of partial σ-isomorphisms between pairs of these As,
E-partitioned into singleton sets (i.e. E-labelled) by η such that
P = {ρe : e ∈ E},
where ρe is the unique element of η
−1(e) and such that ρe ∈ part(As,As′)
if ι(e) = (s, s′), and ρe−1 = ρ
−1
e .
Formally we also want to think of an atlas as a multi-sorted structure with
sorts A,
⋃˙
s∈SAs, U =
⋃
s∈S Us, P = {piu,s : u ∈ U, s ∈ S} and the index sort
S, with the natural encoding of the labellings involved. We shall only do so for
the roˆle of an atlas in the context of a realisation of an amalgamation pattern,
in Definition 2.14 below.
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Symmetries. The explicitly multi-sorted formalisation of incidence and amal-
gamation patterns is meant to support a sufficiently broad notion of symmetries,
as actual automorphisms. In particular, we do want to consider symmetries of
H/I that permute the labels s ∈ S of sites and e ∈ E of links in as much as
such permutations respect the structure I, i.e. induce a symmetry of the un-
derlying incidence pattern. This is naturally reflected in automorphisms of the
multi-sorted formalisation.
Definition 2.7. A symmetry of the incidence pattern I = (S,E, ι, ·−1) is an
automorphism of this 2-sorted structure consisting of a pair of permutations
pi = (piS , piE) of the two sorts S and E that are compatible with ι and ·−1.
A symmetry of an amalgamation pattern H/I =
(
I,H, δ, P, η
)
over the in-
cidence pattern I is an automorphism pi of this multi-sorted structure. It is
specified in terms of permutations pi = (piS , piE , piH) of the three sorts S, E
and H such that piH is an automorphism of the relational structure H, the pair
(piS , piE) forms an automorphism of I and the triple (piS , piE , piH) is compatible
with δ and η. A symmetry of H/I is I-rigid if its operation on I is trivial, i.e. if
it leaves the labelling of sorts and links fixed.
In the context of H/I, our notational convention for compositions of partial
bijections adheres to the format of multiplication/operation from the right. For
links e1, e2 ∈ E that match in the sense that ι2(e1) = ι1(e2) we write ρe1 · ρe2
or just ρe1ρe2 for the natural (partial) composition ρe2 ◦ ρe1, which is a partial
isomorphism from As to As′ for s := ι1(e1) and s′ := ι2(e2). This convention
naturally extends to walks w = e1 · · · en in I, where the property of a walk
implies that ι2(ei) = ι1(ei+1) for all i < n, so that ρw := Π
n
i=1ρei stands for the
composition
ρw = Π
n
i=1ρei = ρen ◦ · · · ◦ ρei ,
which is a partial isomorphism from As to As′ where s = ι1(e1) and s′ = ι2(en).
In the same vein, we associate ids := idAs , the identity function on the domain
As of As, with the unique walk λs of length 0 at s.
In Section 3.2 we shall appeal to the inverse semigroup structure generated
by the (ρe)e∈E , which may be regarded as an inverse sub-semigroup of the
symmetric inverse semigroup I(X) over the set X = H =
⋃˙
s∈SAs. Notions
of coherence, which are to be discussed in relation to global consistency for
an amalgamation pattern H in the following section, can be cast in terms of
this inverse semigroup I(X) for X = H in relation to its generators (ρe)e∈E .
Its elements are the compositions of the ρe with (partial) composition as the
semigroup operation (cf. Definition 3.3). Note that all non-trivial compositions
arise as compositions along walks in I: products (partial compositions) can only
have non-empty results if at least sites match at the interface. This is going to
be converted to a groupoidal formalisation in Section 3.2. Unlike the situation
in the groupoidal setting, compositions of the ρe in the inverse semigroup setting
over H are typically partial in restriction to their sites so that, for instance for
e ∈ E with ι(e) = (s, s′), we need to distinguish between ρee−1 = ρe−1 ◦ ρe =
ρ−1e ◦ ρe = iddom(ρe) and ρλs = ids = idAs .
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2.2 Measures of global consistency
Definition 2.8. An amalgamation pattern H/I is called
(i) coherent if for any two walks w1, w2 from s to s
′, the compositions ρw1
and ρw2 agree as maps from As to As′ in their common domain.
(ii) simple if for each individual link e ∈ E, ι(e) = (s, s′), the partial isomor-
phism ρe ∈ part(As,As′) extends every composition ρw along walks w
from s to s′ in I.
(iii) strongly coherent if for any two walks w1, w2 from s to s
′ there is a walk w,
also from s to s′, such that ρw is a common extension of ρwi for i = 1, 2.
We note that coherence as defined in (i) is equivalent to the condition that
any composition ρw along a walk w that loops at site s is a restriction of the
identity ρλs = idAs on As. It is also equivalent to the condition that the union
of the bijections induced along any two walks between the same sites is again
a bijection (but, unlike the case of strong coherence, not necessarily a partial
isomorphisms).
Strong coherence may be viewed as a confluence property for compositions
along different walks linking the same sites; it in particular implies coherence.
Simplicity will be of technical interest later. It is clear that these notions impose
non-trivial structural constraints on an amalgamation pattern.
Example 2.9. We may regard I itself as an amalgamation pattern I/I (the
minimal one over I) in the natural manner, with S partitioned into singleton sets
{s} and singleton maps ρe : ι1(e) 7→ ι2(e) for e ∈ E. For any walk w = e1 · · · en
from s = ι1(e1) to s
′ = ι2(en) in I, the composition ρw precisely maps s to s
′.
This amalgamation pattern satisfies coherence, simplicity and strong coherence.
It is also instructive to check that all instances of the other most basic
class of examples of amalgamation patterns, viz. exploded views according to
Example 2.2 and 2.3, trivially satisfy all three conditions.
With an amalgamation pattern H/I we associate the equivalence relation ≈
on H that is induced by the ρe if we regard them as identifications (in the sense
of a prescribed overlap). I.e., we let ≈ be the symmetric and reflexive transitive
closure of the union of the graphs of the ρe for e ∈ E. Then for a ∈ As and
a′ ∈ As′ ,
a ≈ a′ iff a′ = ρw(a) for some walk w from s to s′.
In the following we write [a] for the equivalence class of a ∈ H w.r.t. ≈:
[a] := {ρw(a) : w a walk in I, a ∈ dom(ρw)}.
Lemma 2.10. Coherence of H/I guarantees that ≈ is trivial (coincides with
equality) in restriction to each As. Simplicity guarantees that ≈ identifies just
the pairs linked by ρe between any two sites As and As′ that are directly linked
by some e ∈ E with ι(e) = (s, s′). Strong coherence moreover implies that ≈ is
a congruence w.r.t. the interpretation of relations in H.
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Proof. The first claim is an immediate consequence of the definition of coher-
ence, Definition 2.8, and the characterisation of ≈ in terms of the action of the
ρw on H as given above. Similarly, the claim regarding simplicity is obvious
from the definition. For the third claim we observe that, as a composition of par-
tial isomorphisms ρe, every ρw is a partial isomorphism. While unions of two or
more partial isomorphisms may not be partial isomorphisms (cf. Example 2.13),
strong coherence in Definition 2.8 is designed to guarantee that every union of
partial isomorphisms ρwi along different walks that link the same pair As and
As′ admits a common extension ρw. It follows that the union ρ of all those par-
tial isomorphisms linking As and As′ is itself a partial isomorphism of this kind,
say ρ = ρw. Any tuple a in As that is (component-wise) ≈-equivalent with a′ in
As′ thus is in the domain of this maximal ρ, and compatibility of a ≈ a′ with the
interpretations of relations R in A and As′ follows since ρ ∈ part(As,As′ ).
The proof indicates that coherence deals with global consistency at the level
of elements, while strong coherence enforces global consistency at the level of
tuples, and therefore at the relational level. The straightforward definition of
global consistency, as an outright property of a given amalgamation pattern H
is the following. It intuitively says that H is an exploded view of a σ-structure
(cf. Example 2.2).
Definition 2.11. The amalgamation pattern H/I is globally consistent if
A :=
(⋃˙
s∈S
As
)
/≈
is a well-defined σ-structure A that admits an atlas with co-ordinate structures
As and co-ordinate domains As/≈ with the natural charts pis : As/≈ ≃ As that
associate the ≈-equivalence class [a] of a ∈ As with a.
The following is clear from Lemma 2.10.
Remark 2.12. Global consistency implies coherence, and strong coherence im-
plies global consistency.
Example 2.13. Consider the following amalgamation pattern: A1 and A2 are
isomorphic copies of a two-element structure consisting of a single directed edge
(σ = {R}, R binary)
A1 a1,1
R
 ))
a2,1
R
uu
A2
a1,2 a2,2
Two links identify the endpoints of these single edges in a cross-wise fashion:
ρ1 matches the source of the R-edge of A1 with the target of the R-edge of A2,
ρ2 likewise matches the source of the R-edge of A2 with the target of the R-edge
of A1 (dotted arrows in the diagram): ρ1 : a1,1 7→ a2,2 and ρ2 : a2,1 7→ a1,2.
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Clearly, this amalgamation pattern is coherent, in fact trivially so, since the
ρi have no non-trivial compositions; it is neither strongly coherent, nor is it
globally consistent: ρ1 ∪ ρ
−1
2 is not a partial isomorphism. The twist in this
overlap pattern is reminiscent of the Mo¨bius strip: it turns out that it, too,
requires an at least two-fold covering to overcome the global inconsistency in
the overlap specification.
With links that are straight instead of twisted, ρ′1 : a1,1 7→ a2,1 and ρ
′
2 : a2,2 7→
a1,2, the resulting amalgamation pattern would be globally consistent (with
A = (A1∪˙A2)/≈ ≃ Ai), though still not strongly coherent, since the com-
bination of the ρ′i, albeit an isomorphism, is not realised as a composition of
specified links.
2.3 Realisations of amalgamation patterns
The idea of a realisation of an amalgamation pattern strives for the converse
of the passage from a structure (or hypergraph) to its exploded view. This
becomes interesting in the case where the pieces in the amalgamation pattern
do not already in themselves combine to form a single structure — i.e. when
the local consistency built into the amalgamation pattern fails to trivially add
up to the global consistency of an atlas as a global master plan according to
Definition 2.11. E.g. in the example reminiscent of a Mo¨bius strip, a two-fold
covering resolves the global inconsistency.
Definition 2.14. A realisation of an amalgamation pattern H over I is a σ-
structure A together with an atlas
A/H = (H/I,A, U, (Us)s∈S , (piu,s)u∈Us),
such that Us 6= ∅ for all s ∈ S and, for u ∈ Us, piu,s is a chart from A ↾u onto
As, and the link structure of H/I is reflected in the following tight manner:
(i) all links of H/I are realised as overlaps locally:
for every u ∈ Us and e ∈ E with ι(e) = (s, s′) there is some u′ ∈ Us′ such
that dom(ρe) = piu,s(u ∩ u′) and ρe = piu′,s′ ◦ pi−1u,s.
(ii) there are no incidental overlaps, globally:
for any u ∈ Us, u′ ∈ Us′ with u ∩ u′ 6= ∅, there is some walk w in I such
that dom(ρw) = piu,s(u ∩ u′) and ρw = piu′,s′ ◦ pi−1u,s.
Formally we think of A/H as a multi-sorted structure with sorts for the elements
of A, the sort U =
⋃
s∈S Us ⊆ P(A) for the co-ordinate domains of its atlas,
a sort P = {piu,s : u ∈ U, s ∈ S} for the charts, augmenting the multi-sorted
structure H/I with the underlying incidence pattern I, whose first sort S serves
as an index sort for the atlas in the above presentation as a labelled family.
Definition 2.15. A symmetry of a realisation A/H is an automorphism of the
multi-sorted structure that links the relational structure A on sort A to the
amalgamation pattern H/I through its atlas based on the sorts U ⊆ P(A) and
P =
{
piu,s : u ∈ Us, s ∈ S}. Its H-rigid symmetries are those automorphisms
that fix H (and thus all of H/I and in particular I) pointwise. A realisation A/H
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of the amalgamation pattern H/I is fully symmetric over H/I if every symmetry
of H/I extends to a symmetry of A/H, and if the automorphism group of its
H-rigid symmetries acts transitively on Us, for every s ∈ S.
In terms of overlaps between isomorphic copies of the distinguished template
structures As of H, condition (i) in Definition 2.14 is a richness condition. It
guarantees an extension property: all specified overlaps occur wherever appli-
cable. Condition (ii) on the other hand guarantees a minimality property: just
the specified overlaps, and trivially induced ones, do occur.
Condition (i), as an extension property, says that (for suitable choices of
u′ ∈ Us′ for given u ∈ Us and e ∈ E) the following diagram of partial maps
commutes (including the information about these maps as partial isomorphisms
that are bijective w.r.t. the indicated domains and ranges, which implies that
the relationship between A ↾ u ≃ As and A ↾ u
′ ≃ As′ is that of a disjoint
amalgam):
A↾(u ∩ u′)
piu,s
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦
piu′,s′
((P
PP
PP
PP
PP
PP
P
As ↾dom(ρe)
ρe
// As′ ↾ image(ρe)
Similarly, condition (ii) says that (for suitable choices of w = e1 · · · en for
given u ∈ Us and u′ ∈ Us′) the following diagram of partial maps commutes
(including the information about these maps as partial isomorphisms that are
bijective w.r.t. the indicated domains and ranges):
A↾(u ∩ u′)
piu,s
vv♥♥
♥♥
♥♥
♥♥
♥♥
♥♥ piu′,s′
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
As ↾piu,s(u ∩ u′)
ρw
// As′ ↾piu′,s′(u ∩ u′)
Given the overlaps that have to be realised according to condition (i), also
any chain of compositions of ρei along a walk w = e1 · · · en from s to s
′ in I must
be realised as an actual sequence of overlaps that induces some intersection of
the form u∩u′ provided the composition ρw is non-empty inH. Condition (ii), as
a minimality requirement, requires that, conversely, any non-trivial intersection
u ∩ u′ arises in precisely this manner.
Condition (ii) goes beyond the requirement of global consistency, similar
to the manner in which strong coherence goes beyond global consistency (cf.
Definition 2.11 and discussion in Example 2.13). Strong consistency together
with simplicity, however, is always sufficient to guarantee that the quotient A :=
(
⋃˙
s∈SAs)/≈ induces a realisation, cf. Observation 2.16 below. Also compare
Remark 3.2 below for a discussion of a canonical infinite realisation for any
amalgamation pattern, which can intuitively be obtained by unfolding H/I and
indeed I itself in a tree-like fashion and gluing disjoint copies of the As in e-
related locations with overlaps as prescribed by ρe.
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Observation 2.16. If
(
H, (As)s∈S , (ρe)e∈E
)
is strongly consistent and simple,
then its natural quotient w.r.t. ≈, with equivalence classes [a] ∈ H/≈, induces a
realisation H/≈ based on the relational structure A = (
⋃˙
s∈SAs)/≈ and the atlas
of charts with co-ordinate domains us = {[a] : a ∈ As} onto the As = H↾As.
2.4 Homomorphisms and coverings
A homomorphism
pi : H(2)−→ H(1)
between amalgamation patterns H(i) =
(
I(i),H(i), (A(i)s )s∈S(i) , (ρ
(i)
e )e∈E(i)
)
over
incidence patterns I(i) = (S(i), E(i)), for i = 2, 1, consists of compatible projec-
tion maps pi between the various sorts of the H(i)/I(i), whose incarnation over
the domain H (2) restricts to isomorphisms between the templates A(2)s of H
(2)
and their images A(1)
pi(s) in H
(1), with commuting diagrams
H(2)/I(2)
pi

H (2)
pi

A(2)s
ρ(2)e
//
≃

A(2)s′
≃

I(2)
pi

E(2)

ι
(2)
i
// S(2)

H(1)/I(1) H (1) A
(1)
pi(s)
ρ
(1)
pi(e)
// A(1)
pi(s′) I
(1) E(1)
ι
(1)
i
// S(1)
Note that this notion of a homomorphism is rather strict at the local level, in
that it requires local bijectivity. As the restrictions of pi to the A(2)s are bijective,
and as ρ(1)
pi(e) = (pi ↾A
(2)
s )
−1 ◦ ρ(2)e ◦ pi ↾A
(2)
s′ , the compositions ρ
(2)
e along walks of
I(2) translate directly into compositions of the ρ(1)e along the image walks in I
(1),
and equalities like ρ(2)w1 = ρ
(2)
w2
, ρ(2)w = ∅, or inclusions like ρ
(2)
w ⊆ ids at the level
of H(2)/I(2) imply the analogous ρ(1)
pi(w1)
= ρ(1)
pi(w2)
, ρ(1)
pi(w) = ∅, or ρ
(1)
pi(w) ⊆ idpi(s)
at the level of H(1)/I(1), but not vice versa. One essential way in which H(2)
can deviate from its homomorphic image in H(1) is in terms of a potentially
thinner link structure, which could involve walks in I(1) that are not pi-images
of walks of I(2), as well as in terms of a potentially richer branching in the link
structure so that walks in I(1) could arise as pi-images of walks of I(2) in multiple
ways. The first of these deviations is ruled out by the following definition of
a covering, which requires the homomorphism to provide lifts of walks. The
second kind of variance is unaffected since lifts need not be unique. In fact, a
unique lifting condition would lead to a notion of unbranched covering, while
our notion crucially is one of branched covering (cf. Section 5.1 for a discussion
of how unbranched coverings are too restrictive for our purposes).1
1E.g., the exploded view of the 3-uniform hypergraph corresponding to an apex over an
n-cycle (a triangulation of an n-gon from its centre) only admits trivial unbranched coverings
by disjoint copies of itself.
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Definition 2.17. A covering of an amalgamation pattern H(1)over I(1) by an-
other amalgamation pattern H(2) over I(2) is a surjective homomorphism
pi : H(2)−→ H(1),
surjective at the level of every one of the sorts involved, with the natural lifting
property w.r.t. links: for every s ∈ S(2) and every e ∈ E(1) s.t. pi(s) = ι(1)(e)
there exists some e′ ∈ E(2) s.t. pi(e′) = e.
Note that the lifting property in this definition is expressed entirely in terms
of the action of pi on the incidence pattern, pi : I(2) → I(1) where it stipulates
that pi induces a bisimulation (rather than just a surjective homomorphism).
Definition 2.18. A symmetry of a covering pi : H(2) −→ H(1) is an automor-
phism of the multi-sorted structure consisting of the H(i)/I(i) and the maps in-
duced by pi between corresponding sorts; it is H-rigid w.r.t. H = H(1) if it fixes
the amalgamation pattern H(1)/I(1) pointwise. The covering pi : H(2) −→ H(1)
is fully symmetric (over its base) if every symmetry of H(1)/I(1) extends to a
symmetry of the covering and if the group of its H(1)-rigid symmetries acts
transitively on each of the sets pi−1({s}) ⊆ S(2), for s ∈ S(1).
Note that the transitivity condition for H(1)-rigid symmetries implies that
these also act transitively on each of the fibres pi−1(a) above individual elements
a ∈ A(1)s ⊆ H
(1). The notion of a realisation in Definition 2.14 specifies required
and admitted overlaps between charts in an atlas for the desired global structure
just up to bisimulation. This fact is borne out in precise terms in the following.
Remark 2.19. If pi : H(2)−→ H(1) is a covering, then any realisation A(2)/H(2)
induces a realisation A(1)/H(1), which is obtained by the natural composition of
charts of A(2) with the local bijections induced by pi.
Proof. Let A(2) = (H(2)/I(2),A, U, (U (2)s )s∈S(2) , (pi
(2)
u,s)u∈U(2)s
) be a realisation of
H(2) and put A(1) = (H(2)/I(1),A, U, (U (1)s )s∈S(1) , (pi
(1)
u,s)u∈U(1)s
) where
pi(1)u,s := pi ◦ pi
(2)
u,sˆ for u ∈ U
(1)
s :=
⋃
{U (2)sˆ : pi(sˆ) = s}.
Clearly the new charts pi(1)u,s locally mapA↾u isomorphically ontoAs for u ∈ U
(1)
s .
One checks that conditions (i) and (ii) for realisations carry over as required.
2.5 Realisations from coverings
Remark 2.19 shows that the notion of a covering fits well with the intuition that
an amalgamation patterns specifies the combinatorial structure of an atlas of
the desired realisations just up to bisimulation. In fact, it also offers a useful
route to special realisations, which will guide our further investigation.
Lemma 2.20. For an amalgamation pattern H =
(
I,H, (As)s∈S , (ρe)e∈E
)
, any
covering pi : Hˆ → H by an amalgamation pattern Hˆ =
(
Iˆ, Hˆ, (Asˆ)sˆ∈Sˆ , (ρeˆ)eˆ∈Eˆ
)
that is simple and strongly coherent, induces a realisation of H. This realisation
A/H is based on the quotient of Hˆ w.r.t. ≈, A =
(⋃˙
sˆ∈SˆAsˆ
)
/≈.
15
Proof. Let pi : Hˆ→ H be a covering, Hˆ =
(
Hˆ, (Asˆ)sˆ∈Sˆ , (ρeˆ)eˆ∈Eˆ
)
strongly coher-
ent. By Remark 2.12, Hˆ is in particular globally consistent so that A =
⋃˙
Asˆ/≈
is well-defined as a σ-structure on the universe A = (
⋃˙
Asˆ)/≈ = {[a] : a ∈
⋃
Asˆ}.
Let U ⊆ P(A) consist of the subsets usˆ = {[a] : a ∈ Asˆ} for sˆ ∈ Sˆ. We put
Us := {usˆ : pi(sˆ) = s} (noting that we may have usˆ1 = usˆ2 for sˆ1 6= sˆ2, due to ≈-
identifications). By construction A admits an atlas of charts pisˆ : Asˆ/≈ ≃ Asˆ,
whose co-ordinate domains are these subsets usˆ ∈ U . By composition of these
pisˆ with the covering projection pi, we obtain charts
piusˆ,pi(sˆ) = pi ◦ pisˆ : Asˆ/≈ ≃ Api(sˆ)
from co-ordinate domains usˆ ∈ U onto the co-ordinate structures As, s = pi(sˆ),
of H. We check the conditions from Definition 2.14 on realisations: condition (i)
uses the lifting property for the covering pi, for a traversal of a single link e ∈ E,
which yields a link eˆ ∈ Eˆ that is implemented as an actual, full overlap between
corresponding sites Asˆ/≈ and Asˆ′/≈ due to simplicity of Hˆ. Condition (ii) for
A/H directly corresponds to the strong coherence requirement on Hˆ.
It is instructive to see how a realisation A/H = (H,A, U, (Us)s∈S , (piu,s)u∈Us)
of H conversely also gives rise to a covering pi : Hˆ → H. A natural induced
covering is based on the disjoint union of u-tagged copies of A ↾ u ≃ As for
u ∈ Us with some choice of Iˆ = (Sˆ, Eˆ) with Sˆ = {(u, s) : u ∈ Us}. The covering
link set Eˆ can be based on a choice of of pairs eˆ = ((u, s), (u′, s′)) over Sˆ, for
each e ∈ E with ι(e) = (s, s′), such that (u, s) for u ∈ Us is paired with (u′, s′)
for one choice of a u′ ∈ Us′ such that the identity on u∩u
′ precisely corresponds
to piu′,s′ ◦ρe◦piu,s, witnessing condition (i) for the realisation A/H. This covering
will, however, typically fail to be strongly coherent (rather than just simple and
globally consistent). This is because the project-and-lift relationship between
walks in Iˆ and their projections to I preserves equalities between source and
target sites only in the projection, not in the lifting: if wˆ1 and wˆ2 both link
sˆ = (u, s) to sˆ′ = (u′, s′) in Iˆ, then pi(wˆi) = wi both link s to s
′; but some
ρw for which ρw ⊇ ρwi , which exists according to condition (ii) for realisations,
may lift to ρwˆ for some wˆ from sˆ whose target site could be some other site
(u′′, s′) ∈ pi−1(s′) rather than the desired sˆ′ = (u′, s′). This is in contrast with
the situation of Remark 2.19, where condition (ii) for realisations is available
at the level of the covering H(2) (here Hˆ, above) rather than at the level of the
base structure H(1) (here H, below).
3 Towards generic realisations
By genericity we mean to emphasise that the desired solutions to the realisa-
tion problem are fully compatible with isomorphisms between given instances.
In particular our constructions do not involve any ad-hoc choices that could
break internal symmetries of the given instance. Apart from greater mathemat-
ical elegance, this consideration will be of crucial importance for some of the
applications to be discussed later, especially in Section 5.2.
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3.1 An algebraic-combinatorial approach
Traditionally, the term monoid is used to relax the requirements on groups
w.r.t. existence of inverses while the term groupoid, in its intended meaning
here, relaxes the requirement that the fundamental binary operation be total
or that the underlying carrier set be single-sorted. Being faced with the need
to allow both relaxations, one could be tempted to use the term monoidoid
for what is in fact also known as a category. To emphasise the salient points
for our considerations, we choose to call the resulting multi-partite algebraic
structures, which may not necessarily provide inverses for their partial or sort-
dependent composition operation, groupoidal monoids. The groupoidal monoids
to be considered here reflect, as algebraic structures, features of the underlying
link structure I of an amalgamation pattern. Towards realisations we shall later
want to lift their structural features to proper groupoid structure, with inverses,
where we may think of groupoids as a multi-partite analogue of groups, as well as
regarding them as categories with invertible morphisms or as close counterparts
of inverse semigroups, cf. [16].
3.2 Groupoidal monoids and groupoids
Recall the format I = (S,E) in multigraph notation, which stands as shorthand
for the more adequate multi-sorted formalisation I = (S,E, ι, ·−1), where ι =
(ι1, ι2) stands for the pair of functions that associate source and target vertices
in S with every edge e ∈ E in a manner that is compatible with edge reversal
e 7→ e−1. A walk in I is a finite sequence or word w = e1 · · · en for some n ∈ N
(the length of the walk w) such that ι2(ei) = ι1(ei+1) for i < n. We write E
∗
for the set of all walks in I. Special walks are those of length n = 0: there
is precisely one such at each s ∈ S, corresponding to the empty word (at s)
denoted λs in the following. The functions ι = (ι1, ι2) : E → S naturally extend
to all of E∗, with ι1(e1 · · · en) = ι1(e1) and ι2(e1 · · · en) = ι2(en). In particular
ι(λs) = (s, s).
It is also convenient to partition E∗ into the subsets of walks from s to s′ in
I, for all pairs s, s′ ∈ S,
E∗[s, s′] = {w ∈ E∗ : ι(w) = (s, s′)},
and to define the partial concatenation operation on E∗ according to
· : E∗[s, t]× E∗[t, u] −→ E∗[s, u]
(w,w′) 7−→ w · w′ := ww′,
which is precisely defined on all pairs (w,w′) such that ι2(w) = ι1(w
′).
For the following recall the format of incidence patterns I from Definition 2.5.
Definition 3.1. From I = (S,E, ι, ·−1) we derive the free groupoidal monoid I∗
as a many-sorted structure
I∗ = (E∗, S, ι, ·, {λs : s ∈ S}),
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where E∗ is the set of all walks in I, with the natural extensions of ι from E
to E∗ as given above, with the (partial) concatenation operation · for walks as
above and with the (empty) walks λs of length 0 at s as a set of distinguished
elements, which are the units w.r.t. ·.
Note that I∗ is groupoidal in that it has a sort-restricted concatenation
operation, which is total in restriction to matching sorts, and that it is monoidal
in not having inverses (for elements other than the units).
For notational convenience we also use the shorthand
I∗ =
(
E∗, (E∗[s, s′])s,s′∈S , ·, (λs)s∈S
)
in close analogy with the shorthand I = (S,E) for I = (S,E, ι, ·−1). W.r.t. these
shorthands we keep in mind that they do not reflect symmetries or automor-
phisms appropriately in as far as they might wrongly suggest a rigid labelling
of/by elements of the sets S and E, which would be at odds with our later
analysis of symmetries.
The following idea of a reduced product between an amalgamation pattern
H/I and I∗ yields a particularly natural, tree-like realisation of H/I. Albeit
infinite, it illustrates and motivates key features of our construction of finite re-
alisations: the desired finite realisations can be pictured as suitable quotients of
this canonical infinite realisation. Much of the remainder of this section focuses
on suitable quotients based on the combinatorics of finite algebraic derivatives
of I and I∗ in relation to H/I, viz. reduced products with certain groupoids over
I in Section 4.
The reduced product H⊗ I∗ between H/I and I∗ is based on the quotient of
the relational structure consisting of the disjoint union
⋃˙
w∈E∗
Aι2(w) × {w},
w.r.t. to the congruence relation ≈ induced as the reflexive and symmetric tran-
sitive closure of all identifications according to
(a, w) ≈ (ρe(a), we)
for ι2(w) = ι1(e). It follows that (a1, w1) ≈ (a2, w2) if, and only if, there are
some w0, w
′
1, w
′
2 ∈ E
∗ such that wi = w0w
′
i for i = 1, 2 and a2 = ρw′2(ρ
−1
w′1
(a1)).
Writing [(a, w)] for the ≈-equivalence class of (a, w), the natural atlas is based
on the co-ordinate domains
u[w] := {[(a, w)] : a ∈ As}
for s = ι2(w). In Us := {u[w] : ι2(w) = s} we then have natural charts onto
As. Choosing w0 to be the maximal common prefix of w1 and w2 in the above
representation wi = w0w
′
i for i = 1, 2, we find the exact overlap between u[w1]
and u[w2] accounted for by ρw′2 ◦ ρ
−1
w′1
= ρw for w = w
′
1
−1w′2. The reduced
product H⊗I∗/≈ can be pictured as a forest of ω-branching trees of overlapping
copies of the As. The following claim is then straightforward.
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Remark 3.2. The reduced product H⊗ I∗/≈ induces a realisation of H/I.
We note that H⊗ I∗/≈ is infinite if H has at least one non-trivial link ρe, for
which image(ρe)  Aι2(e): for a ∈ Aι2(e) \ image(ρe) and wi = (e
−1e)i (i-fold
concatenation in I∗), the elements (a, wi) will be pairwise inequivalent w.r.t. ≈.
Inverse semigroup structure. Looking at the natural action of I∗ on the
amalgamation pattern H/I, as discussed less formally above, we may regard the
inverse semigroup generated by the ρe as an inverse sub-semigroup of the full
inverse semigroup of all partial bijections on the universe H of H. The latter
is known as the symmetric inverse semigroup on that set, in analogy with the
symmetric group of all global bijections [16].
Definition 3.3. The symmetric inverse semigroup associated with a set X is
the inverse semigroup I(X) =
(
part(X,X), ·
)
consisting of all partial bijections
of X with the binary operation of (partial) composition: for ρi ∈ part(X,X),
the product ρ1 · ρ2 (typically also denoted ρ2 ◦ ρ1) is the composition whose
domain is dom(ρ1 · ρ2) = dom(ρ1)∩ρ
−1
1 (dom(ρ2)) = ρ
−1
1 (image(ρ1)∩dom(ρ2)).
Idempotents 1u = idu (local identities) for u ⊆ X serve as local left or right
neutral elements w.r.t. composition with elements ρ ∈ I(X) whose domain or
range is contained in u: 1u · ρ = ρ if dom(ρ) ⊆ u and ρ · 1u = ρ if image(ρ) ⊆ u.
And conversely, the 1u precisely arise as compositions ρ · ρ−1 and ρ−1 · ρ for
those ρ ∈ I(X) whose domain or range is precisely u, respectively.
In the case of I(H) where H is the universe of some amalgamation pattern
H = (H, (As)s∈S , (ρe)e∈E), we shall also write ids instead of 1As = idAs for
the local identities related to the partition of H into the universes As of the
As for s ∈ S. In this context, we may consider the partial isomorphisms ρe
as elements of I(H), the full symmetric semigroup on the set H . The inverse
semigroup composition of elements ρe1 and ρe2 is defined for any such pair,
regardless of the sort-typing that is implied by the incidence pattern I, or the
monoidal structure of I∗. For w ∈ E∗, i.e. for a walk w = e1 · · · en in I, the
associated inverse semigroup product is
ρw =
n∏
i=1
ρei = ρe1 · · · ρen = ρen ◦ · · · ◦ ρe1
in the sense of partial composition of maps, in agreement with the monoidal
product of I∗. In this case the ι-values encode source and target sites that
accordingly determine inclusions of the form dom(ρw) ⊆ As for s = ι1(w) and
image(ρw) ⊆ As′ for s′ = ι2(w). But the inverse semigroup structure of I(H)
allows arbitrary products
∏n
i=1 ρei regardless of ι-values. On one hand it partly
reflects the above inclusion constraints in equations like ρw = ids · ρw and
ρw = ρw · ids′ ; on the other hand, this reflection is just partial because all such
equations trivialise for ρw = ∅ (which may happen for products along walks in
I that are good in the sense of I∗, and always happens for products that are not
aligned along walks in I and hence not represented in I∗ at all). In particular∏n
i=1 ρei = ∅ for e1 · · · en 6∈ E
∗.
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Definition 3.4. The inverse semigroup I(H) ⊆ I(H) is generated as a sub-
semigroup of I(H) by the (ρe)e∈E of H = (H, (As)s∈S , (ρe)e∈E) together with
the local identities ids := idAs .
2
Since we regard the local identities ids as induced by walks λs of length 0
at s ∈ S, at least all the non-empty elements are partial isomorphisms of the
form ρw =
∏n
i=1 ρei for walks w in I, i.e. for w ∈ E
∗. If we restrict to just those
elements of I(H) that are induced by compositions ρw of ρe along walks w in
I, we move away from the globally defined composition operation of an inverse
semigroup.
Groupoid structure. We now want to look at groupoids whose partial and
sort-sensitive operation of full rather than partial composition reflects the inci-
dence pattern I as the underlying combinatorial schema of sorts. Groupoids can
also be described as categories all of whose morphisms are bijections, i.e. iso-
morphisms. Fixing an underlying incidence pattern I with sorts S and E means
that we fix the object sort of the category to be the set S (of sites or sorts) and
a set of generators e ∈ E for the morphism sort that link the objects of sort s
and s′ as prescribed by ι(e) = (s, s′). In these terms, the following definition
puts the focus on the algebraic composition structure for the morphisms.
Definition 3.5. A groupoid G over the incidence pattern I, denoted by the
shorthand G/I, is a multi-sorted structure of the form
G/I =
(
I, G, ι : G→ S2, ·
)
whose set G of groupoid elements is partitioned by ι into the sets G[s, s′] :=
ι−1(s, s′) = {g ∈ G : ι(g) = (s, s′)} of groupoid elements of source/target sorts
s/s′, with a partial composition operation defined on pairs of matching interface
sort according to
· : G[s, s′]×G[s′, s′′] −→ G[s, s′′]
(g1, g2) 7−→ g1 · g2 =: g1g2
that is associative and has, for all s, s′ ∈ S,
(i) unique left and right neutral elements 1s ∈ G[s, s], s.t.
1sg = g for all g ∈ G[s, s′] and g1s = g for all g ∈ G[s′, s];
(ii) unique inverses g−1 ∈ G[s′, s] for g ∈ G[s, s′], s.t.
gg−1 = 1s and g
−1g = 1s′ .
In addition to these basic algebraic conditions we require G to be generated
by E (the link sort of I), via a map e 7→ eG that associates a groupoid element
eG ∈ G[ι1(e), ι2(e)] with every e ∈ E, such that (e−1)G = (eG)−1, and such
that
2Note that local identities ids will not necessarily arise as non-trivial products of ρe with
their inverses, since all ρe with ι1(e) = s may have dom(ρe)  As.
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(iii) every g ∈ G can be written as a product g =
∏n
i=1 e
G
i =: w
G for some
walk w = e1 · · · en ∈ E∗ in I. (3)
It is convenient to use the enumeration of relevant ingredients as shorthand:
G =
(
G, (G[s, s′])s,s′∈S , ·, (1s)s∈S , (e
G)e∈E
)
.
We also use the suggestive abbreviations
G[∗, s] :=
⋃
s′∈S
G[s′, s] and G[s, ∗] :=
⋃
s′∈S
G[s, s′],
so that, for instance, · is defined precisely on
⋃
s∈S(G[∗, s]×G[s, ∗]).
Definition 3.6. G/I is called simple if the generators (eG)e∈E are pairwise
distinct and eG 6= 1s for all e ∈ E, s ∈ S.4
For a simple groupoid G/I we identify e with eG and regard the link sort E
of I as a subset of G.
Example 3.7. Looking at I/I as an amalgamation pattern as in Example 2.9,
and at the action of I∗ on this particular amalgamation pattern, we can isolate
a natural groupoid G(I)/I within the semigroup I(I) ⊆ I(S): it consists of
those ρw ∈ I(I) that are induced by walks w ∈ I∗, with ι(ρw) = ι(w) and with
the natural composition. Since these ρw uniformly are just the singleton maps
ρw : ι1(w) 7→ ι2(w), their composition in matching interface sorts is exact rather
than partial, and induces a groupoid operation with units 1s = id{s} = ρλs .
This groupoid G(I)/I is simple if, and only if I = (S,E) is a simple graph
(rather than a multi-graph, possibly with loops).
Example 3.8. Call an amalgamation pattern H/I complete if all the ρe are
bijections between the sites involved: ρe : Aι1(e) → Aι2(e) is a bijection for
all e ∈ E. In this case, too, the groupoidal action of I∗ induces a natural
groupoid G(H)/I within the semigroup I(H) ⊆ I(H). Again, G(H) consists of
the ρw ∈ I(H) induced by walks w ∈ I∗, with the natural composition so that,
due to completeness, every ρw is a bijection between dom(ρw) = Aι1(w) and
image(ρw) = Aι2(w).
Remark 3.9. The free groupoidal monoid I∗ induces a simple groupoid obtained
as the quotient of I∗ w.r.t. cancellation of all factors ee−1, so that ww−1 is
identified with λι1(w), and w
−1 inverse to w. We regard this groupoid, which
is a simple groupoid over I and infinite for non-trivial I, as the free groupoid
over I. The same groupoid up to isomorphism is obtained in the manner of
Example 3.7 from the natural tree unfolding of the multi-graph I.
3The length 0 walk λs at s is taken to generate the (empty) product 1s of sort ι(1s) = (s, s).
Note that wG ∈ G[s, s′] if w is a walk from s to s′ in I, i.e. ι(wG) = ι(w).
4eG 6= 1s is meaningful as a constraint just for reflexive links e ∈ E[s, s] (loops at s).
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Towards the construction of realisations we shall be interested in groupoids
over I that respect those algebraic identities that are induced by the inverse
semigroup action of I∗ on a given amalgamation pattern over I, as expressed in
I(H) (cf. Definition 3.4). The corresponding notion of compatibility is defined
as follows.
Definition 3.10. A groupoid G/I is compatible with the amalgamation pattern
H/I, both over the same incidence pattern I, if, for all w ∈ I∗,
wG = 1s (in G) ⇒ ρw ⊆ ids = idAs (in I(H)).
Lemma 3.11. For any amalgamation pattern H/I, the following conditions are
equivalent
(i) H/I is coherent;
(ii) every groupoid G/I over the same I is compatible with H/I;
(iii) the groupoid G(I)/I from Example 3.7 is compatible with H/I.
Proof. By Definition 2.8, H/I is coherent if any ρw induced by a walk in I that
loops at site s satisfies ρw ⊆ ids in H. If w
G = 1s in any G/I, then ι(w) = (s, s)
implies that w is a walk that loops at s, whence coherence implies that ρw ⊆ ids
as required for compatibility. Conversely, compatibility of the groupoid G(I)/I
with H/I implies that H/I is coherent: in this groupoid, wG(I) = 1s precisely for
those walks w in I with ι(w) = (s, s); so compatibility implies that ρw ⊆ ids in
H for all those, as required for coherence.
3.3 Cayley graphs of groupoids
With a groupoidG/I we associate a Cayley graph. First and foremost, this is the
natural generalisation to the setting of groupoids of the notion of a Cayley graph
for Cayley groups w.r.t. to a given set of generators. Moreover, it provides us
with a crucial link between amalgamation patterns H/I and groupoids G/I: the
Cayley graph ofG is an amalgamation pattern, and indeed a very special, regular
and homogeneous amalgamation pattern over the same underlying incidence
pattern I.
A group G with generator set E ⊆ G that is closed under inverses, can be
seen as a special case of a groupoid, based on an incidence pattern I = (S,E)
with a singleton set S = {0} of sites, and reflexive links e ∈ E with trivial
ι(e) = (0, 0). This format of I implies that · is total and indeed (G, ·) a group;
conversely, any group with generator set E = E−1 can be cast in this format. In
this sense, the following definition subsumes the familiar notion of the Cayley
graph of a group, or of a Cayley group and its associated Cayley graph, as a
special case.
Definition 3.12. With a groupoid G/I over the incidence pattern I associate
its Cayley graph, which is the many-sorted (multi-)graph
G/I =
(
I, G, δ : G→ S,R, η : R→ E
)
,
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with vertex set G =
⋃˙
s∈SG[∗, s], vertex-labelled by S w.r.t. this partition, which
is formalised by the partition function δ, and with the E-labelled edge set
R =
⋃
e∈E Re with Re = {(g, ge
G) : g ∈ G[∗, ι1(e)]},
whose labelling is formalised by the partition map η.
Observation 3.13. The Cayley graph of G/I has the format of an amalga-
mation pattern, where ρe is the partial bijection induced by right multiplication
with the generator eG, whose graph is Re. Note that ρe bijectively relates the
associated sites G[∗, s] and G[∗, s′] if ι(e) = (s, s′). This amalgamation pattern
is complete in the sense of Example 3.8, and the groupoid G can be retrieved
as the groupoid induced by this amalgamation pattern in the manner discussed
in that example.
The simplified, labelled representation of the underlying amalgamation pat-
tern is (
G, (G[∗, s])s∈S , (ρe)e∈E
)
.
Note that inversion corresponds to edge reversal, Re−1 = R
−1
e , and that
walks in I represent groupoid multiplication by groupoid elements as represented
as products of generators.
In the following the notation G/I can refer to G/I in these interchangeable
contexts: the groupoid, its Cayley graph or the associated amalgamation pat-
tern. Differences arise especially w.r.t. symmetries, as will be discussed below.
Symmetries. Similar to Definition 2.7 for amalgamation patterns, we also
use the term symmetry in connection with Cayley groups and Cayley graphs
to refer to the adequate notion of automorphisms of the multi-sorted structures
that allows for the parallel permutation of all the sorts involved, rather than
fixing, say, the labelling of sites, links, or generators. We recall that it is largely
to this end that we have, e.g. officially made the underlying incidence pattern I
an internal component of the structure of a groupoid over I.
Definition 3.14. A symmetry of a groupoidG/I =
(
I, G, ι, ·
)
over the incidence
pattern I = (S,E, ι, ·−1) is an automorphism pi of this multi-sorted structure.
It is specified in terms of permutations pi = (piS , piE , piG) of the three sorts
S, E and G that bijectively map each sort within itself such that the pair
(piS , piE) is an automorphism of I and the triple (piS , piE , piG) is compatible with
ιG = (ι1, ι2) : G→ S2 and with the groupoid operation · on G.
The groupoid G/I is fully symmetric over I if every symmetry of I extends
to a symmetry of G/I.
Symmetries of the Cayley graph of G/I are defined in agreement with the no-
tion of symmetries of amalgamation patterns in Definition 2.7. Correspondingly,
a symmetry of the Cayley graph of G/I is called I-rigid if it fixes I pointwise.
We may think of a symmetry of the groupoid G/I either as an extension
of an automorphism of the two-sorted structure I, or as an automorphism of
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the algebraic groupoid structure G that also permutes generators in a manner
compatible with the structure of I, i.e. inducing an automorphism of I.
Despite the close relationship, there are crucial differences between the grou-
poid on one hand and its Cayley graph or amalgamation pattern on the other.
These differences are particularly apparent in relation to their symmetries. In
particular, we see that the groupoid operation · cannot be definable within the
Cayley graph, although G is isomorphic to the groupoid generated from the
groupoidal action of I∗ on this Cayley graph according to Example 3.8 — which
means that the abstract algebraic structure of the groupoid is fully determined
by the Cayley graph. Definability of the groupoid operation within the Cayley
graph or amalgamation pattern is ruled out by their richer symmetries: any pair
g, g′ from the same partition set G[∗, s] are related by an automorphism that is
induced by left multiplication with g′g−1 on G[ι1(g), ∗], and trivial elsewhere:
G −→ G
h 7−→
{
g′g−1h for h ∈ G[ι1(g), ∗]
h else.
This bijectively maps G[ι1(g), s
′] onto G[ι1(g
′), s′], for every s′, and in par-
ticular maps g to g′. Since it preserves both the vertex partition and the edge
relations Re, it is an automorphism of the Cayley graph, in fact an I-rigid one.
It follows that the I-rigid automorphism group of the Cayley graph acts transi-
tively on each partition set G[∗, s].
Remark 3.15. The group of I-rigid symmetries of the Cayley graph of G/I acts
transitively on the subsets G[∗, s] for every s ∈ S.
The I-rigid automorphism group of the groupoid, on the other hand, is
trivial, since it preserves each G[s′, s] as a set and in particular fixes 1s ∈ G[s, s]
and all generator elements eG for e ∈ E. All automorphisms of the Cayley
groupoid, not just the I-rigid ones, must preserve the set {1s : s ∈ S} of units.
Measures of acyclicity. As an amalgamation pattern, the Cayley graph of a
groupoid G/I need in general neither be simple nor coherent, let alone strongly
coherent. Due to completeness, coherence and simplicity fall into one; and both
conditions precisely mean that the groupoid is degenerate in the sense that
G[s, s] = {1s} for all s. Corresponding criteria for groupoids and products of
amalgamation patterns with groupoids will be studied below. These considera-
tions are closely related to the following notion of qualified coset acyclicity for
groupoids, which generalises corresponding notions for Cayley groups from [18].
Coset acyclicity puts much more severe restrictions than the familiar notion
of large girth: while girth concerns the length of cycles formed by generators
(i.e. of graph-theoretic cycles in the Cayley graph), coset acyclicity concerns the
length of cycles formed by overlapping cosets w.r.t. subgroup(oid)s generated
by subsets of the set of generators (i.e. of hypergraph-theoretic cycles in a dual
hypergraph associated with the Cayley graph).
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Definition 3.16. In a groupoid G/I, a subset α ⊆ E that is closed under
inversion (α = α−1) induces a sub-groupoid G[α] ⊆ G generated by α. G[α]/I
consists of groupoid elements in G[α] := {wG : w ∈ I∗ ↾α} ⊆ G, with groupoid
operation induced byG. We writeG[α, s, s′] for the set of elements g ∈ G[α] with
ι(g) = (s, s′), which is the set of those g ∈ G[s, s′] that admit a representation
as a product of generators in α, including empty products of the form λGs = 1s
for all s ∈ S.5 The (left) α-coset at g ∈ G[∗, s] is
gG[α] = {gh : h ∈ G[α], ι1(h) = s} = {gh : h ∈ G[α, s, ∗]}.
Definition 3.17. For n > 2, a coset cycle of length n in the groupoid G/I,
is a cyclically indexed tuple of pointed cosets
(
gi, giG[αi]
)
i∈Zn
such that, for
all i:
(i) gi+1 ∈ giG[αi];
(ii) giG[αi ∩ αi−1] ∩ gi+1G[αi ∩ αi+1] = ∅.
The first condition in this definition of a coset cycle says that consecutive
cosets are linked in the sense that they overlap in the named representatives; the
second condition says that there is no direct shortcut within any one of these
cosets, from its immediate predecessor to its immediate successor.
Definition 3.18. For N > 2, a Cayley groupoid G/I is called N -acyclic if it
does not have any coset cycles of lengths 2 6 n 6 N .
The weakest meaningful coset acyclicity condition, 2-acyclicity, deserves spe-
cial attention. If we think of α-cosets as α-connected components, then the
following observation suggest to picture 2-acyclicity as a condition of simple
connectivity: the intersection of two connected pieces is itself connected.
Observation 3.19. For any groupoid G/I: G is 2-acyclic if, and only if, for
all α1, α2 ⊆ E such that αi = α
−1
i ,
G[α0] ∩G[α1] = G[α0 ∩ α1].
Proof. Generally, G[α0 ∩ α1] ⊆ G[α0] ∩G[α1].
A coset cycle of length 2 consists of two pointed cosets, g0G[α0] at g0 and
g1G[α1] at g1, such that g0, g1 ∈ g0G[α0]∩g1G[α1] while g0G[α0∩α1] is disjoint
from g1G[α0 ∩ α1]. Therefore
g0g
−1
1 ∈ (G[α0] ∩G[α1]) \G[α0 ∩ α1]
shows that G[α0] ∩ G[α1] 6= G[α0 ∩ α1]. Conversely, any h ∈ (G[α0] ∩ G[α1]) \
G[α0 ∩α1] gives rise to a coset cycle consisting of G[α0] at 1s for s = ι1(h), and
hG[α1] at h.
Remark 3.20. The free groupoid over I of Remark 3.9, which is infinite in
non-trivial cases, is acyclic in the sense that it has no coset cycles.
5Due to the trivial nature of the extra components, G[α] could also be cast as a groupoid
over the restricted incidence pattern I↾α over S ↾α = ι1(α) = ι2(α).
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The following is shown in [21, 20], in a construction that considerably extends
the corresponding, much simpler result for Cayley groups from [19].
Theorem 3.21. For every finite incidence pattern I and N > 2, there are
finite groupoids G/I that are N -acyclic. Moreover, such G/I can be chosen to
be simple and compatible with any given amalgamation pattern H/I, as well as
compatible with any symmetries of the underlying amalgamation pattern H/I in
the sense that every symmetry of H/I extends to a symmetry of G/I.
Compare Definition 3.10 in connection with the compatibility assertion, and
Definitions 3.14 and 2.7 in connection with symmetries of G/I and H/I, respec-
tively. We isolate the symmetry preservation properties in the following notion
of being fully symmetric. The above then says that finite N -acyclic groupoids
can be obtained that are fully symmetric over the given data.
Recall from Definition 3.14 that a groupoid G/I is fully symmetric over I
if every symmetry of the incidence pattern I extends to a symmetry of the
groupoid G.
Definition 3.22. A groupoid G/I is called fully symmetric over H/I if every
symmetry of I that is induced by a symmetry of the amalgamation pattern H/I
extends to a symmetry of the groupoid G.
Note that the definition only refers to symmetries of the groupoid G/I; re-
garding the rich additional structure of I-rigid automorphisms of the Cayley
graph of G/I over and above these, see Remark 3.15.
3.4 Direct products with Cayley groupoids
Direct products of amalgamation patternsH/Iwith suitable groupoids will allow
us to obtain strongly coherent and simple coverings Hˆ/Iˆ, and, through these by
Lemma 2.20, realisations. The ensuing realisations themselves thus materialise
as reduced products, viz. quotients of the coverings Hˆ/Iˆ, which are obtained as
direct products, w.r.t. the congruence relation ≈ induced by the identifications
according to the ρeˆ of Hˆ.
The qualitative difference between coherence and strong coherence may be
interpreted as a fundamental difference between element-wise versus tuple-wise
consistency.6 At the technical level this difference manifests itself as a dif-
ference between graph-like and hypergraph-like phenomena. While graph-like
structures admit (even unbranched) finite N -acyclic coverings through direct
products with Cayley graphs of groups [18, 8], finite N -acyclic hypergraph cov-
erings (in general necessarily branched coverings) naturally arise as reduced
products with Cayely graphs of groupoids.
6There seems to be a vague analogy between these discrete combinatorial notions and
classical geometric notions of path independence and contractibility in homotopy.
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3.5 Measures of global consistency in direct products
We show that direct products of amalgamation patterns with Cayley graphs
of compatible finite groupoids G/I produce finite coverings that are coherent,
while further direct products with Cayley graphs of compatible and 2-acyclic
groupoids guarantee simplicity and strong coherence. The coverings involved
really arise at the level of the underlying incidence pattern I, where they can be
pictured as bisimilar coverings in the usual graph setting and where an edge-
and vertex-coloured graph encodes a Kripke structure. In this sense a groupoid
G/I induces a covering Iˆ of I by the Cayley graph of G. The covering of I by Iˆ
can be lifted to a covering of H/I by Hˆ/Iˆ, which is based on a natural product
of H with G. The resulting amalgamation pattern Hˆ/Iˆ is coherent if G/I is
chosen to be compatible with H/I; it is simple and strongly coherent if G/I is
also chosen to be at least 2-acyclic and H/I was coherent to start with. In the
following we present the details.
The Cayley graph of a groupoid G/I induces an unbranched bisimilar cov-
ering of I, whose projection map
pi : g 7−→ ι2(g)
induces a homomorphism with the unique lifting property for e ∈ E to (g, geG)
at every g ∈ G with ι2(g) = ι1(e). Putting
Eˆ := {e[g] = (g, geG) : e ∈ E, g ∈ G, ι2(g) = ι1(e)},
we obtain an incidence pattern Iˆ, which is based on G as its sort of sites and Eˆ
as its sort of links:
Iˆ =
(
G, Eˆ, ι, ·−1
)
.
This covering pi : Iˆ → I is a rendering of the Cayley graph of the groupoid
G/I — refined to become an incidence pattern with individually labelled edges
in Eˆ =
⋃
e∈E Re. With the following definition we lift this natural covering
relationship between G/I and I to a covering pi : Hˆ→ H between amalgamation
patterns Hˆ/Iˆ and H/I.
Definition 3.23. The direct product of an amalgamation pattern
H/I = (I,H, δ : H → S, P, η : P → E)
over the incidence pattern I = (S,E, ι, ·−1) with a groupoid G/I is the amalga-
mation pattern
H ⊗G :=
(
Iˆ,H⊗G, δˆ : H ⊗G→ G,P ⊗G, ηˆ : P ⊗G→ Eˆ
)
over the incidence pattern Iˆ = (G, Eˆ, ι, ·−1) induced by G/I. The universeH⊗G
of H⊗G is the set
H ⊗G =
{
(a, g) ∈ H ×G : δ(a) = ι2(g)
}
=
{
(a, g) ∈ H ×G : a ∈ As, g ∈ G[∗, s] for some s ∈ S
}
,
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partitioned by δˆ which is the projection to the second component. H⊗G as a
σ-structure is the disjoint union of the Ag := As × {g} for g ∈ G[∗, s], s ∈ S;
P ⊗G correspondingly consists of all pairs (p, g) ∈ P ×G where ι1(η(p)) = ι2(g)
regarded as a partial isomorphism between Ag and AgeG in the natural manner.
Compare Definitions 2.17 and 3.22 for the following.
Lemma 3.24. The natural projection from the direct product H⊗ I to the first
factor H, pi1 : (a, g) 7→ a, is a covering of the amalgamation pattern H/I by
H⊗ G as an amalgamation pattern over the incidence pattern Iˆ induced by the
Cayley graph of G. If G/I is fully symmetric over H/I, then this covering is
fully symmetric over H/I.
Proof. That pi1 satisfies the conditions for a covering is straightforward. For the
lifting property in particular, any ρe at the level of H lifts to ρe × g : (a, g) 7→
(ρe(a), ge
G) at every g ∈ G[∗, ι2(g)] for ι2(g) = ι1(e); this is the partial isomor-
phism between Ag and AgeG associated in H⊗G with the link e[g] = (g, ge
G) =
(g, geG) ∈ Eˆ. We note that this further implies that the following diagram, in
which the vertical isomorphisms are induced by pi1, commutes for any pair of
walks wˆ in Iˆ and w in I that are in such a projection/lifting relationship, and
where therefore g′ = gwG:
Ag
ρwˆ
//
≃
Ag′
≃
Aι2(g)
ρw
// Aι2(g′)
For the symmetry claim, we first observe that any pair of symmetries of the
Cayley graph of G/I and of H/I that agree w.r.t. their action on I extends to a
symmetry of H⊗G and indeed of the covering relationship between H⊗G and
H. The salient point here is that H⊗G is defined in terms of the Cayley graph
of G/I (as an amalgamation pattern) rather than in terms of G as a groupoid.
It is therefore clear that, if G/I is fully symmetric over H/I, every symmetry
of H/I extends to a symmetry of the covering. For the claim of full symmetry
of H ⊗ G over H, in this situation, it remains to argue that the group of H-
rigid symmetries acts transitively on each of the sets pi−1({s}) = G[∗, s] ⊆ G
(regarded as sets of sites of Iˆ), which is immediate from Remark 3.15: the I-rigid
automorphisms of the Cayley graph of G act transitively on the sets G[∗, s].
Lemma 3.25. For the covering of H/I by H ⊗ G/Iˆ: if G/I is compatible with
H/I, then H ⊗ G/Iˆ is coherent; if H/I is itself coherent and if G/I (which is
compatible with H/I by Lemma 3.11) is simple and 2-acyclic, then H ⊗ G/Iˆ is
simple and strongly coherent.
Proof. Compatibility ofG/I withH/Imeans that, for everyw ∈ I∗ with wG = 1s
in G, we must have ρw ⊆ idAs = ids in H, where ρw is the composition of the
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ρe along the walk from s to s described by w in I. Coherence of H ⊗ G on the
other hand requires that for every walk wˆ in Iˆ that loops back from some g to
the same g, ρwˆ ⊆ idAg , where ρwˆ is the composition of the ρeˆ along the walk
wˆ. But that wˆ loops at g in Iˆ, means that wG = 1s for the natural projection w
of wˆ induced by pi : e[g] = (g, geG) 7→ e and for s = ι1(w). This projection also
associates the action of Iˆ∗ on H⊗G with the action of I∗ on H, as indicated in
the commuting diagram above, so that
ρwˆ(a, g) = (ρw(a), gw
G).
So, if wG = 1s and therefore ρw ⊆ idAs by compatibility of G, it follows that
ρwˆ ⊆ idAg as required for coherence of Hˆ.
Consider now a direct product Hˆ = H⊗G with G/I that is both compatible
with H/I and 2-acyclic and assume that H/I is coherent. Coherence of H/I
means that the equivalence relation ≈, which is induced by identification of
linked elements a ≈ ρe(a) (for a, e with a ∈ dom(ρe)) never identifies any two
elements in the sameAs (cf. Lemma 2.10). In other words, ≈-equivalence classes
[a] of elements a ∈ H intersect any one partition set As ⊆ H in at most one
element. So there is, for every a ∈ H , a partial function fa : S → H such that
[a]∩As = {fa(s)} if fa(s) is defined, and empty otherwise.7 In particular, every
a ∈ H defines a subset αa ⊆ E of generators according to
αa :=
{
e ∈ E : fa(s) ∈ dom(ρe) for s = ι1(e)
}
,
which can be seen as the set of links that carry a. The set αa is closed under
the converse operation of I, or closed under inverses as a generator set in G,
since fa(s) ∈ dom(ρe) (and fa(s) defined) for s = ι1(e) if, and only if, fa(s′) ∈
dom(ρe−1) for s
′ = ι1(e
−1) = ι2(s) (and fa(s
′) defined).
Towards strong coherence of Hˆ/Iˆ, consider walks wˆi in Iˆ that link the same
sites g and g′ = gh = gwGi , where the wi are the projections of wˆi to I, for
i = 1, 2. The partial isomorphisms ρwˆi between Ag and Ag′ are lifts of their
projections ρwi between As and As′ , for s = ι2(g) = ι1(wi) and s
′ = ι2(g
′) =
ι2(wi). Let di = dom(ρwi) ⊆ As, and put
αi :=
⋂
a∈di
αa,
which is the set of those links of H that preserve the ≈-equivalent copies of
all elements of di. By 2-acyclicity of G, the pointed cosets (g, gG[α1]) and
(g′, g′G[α2]) cannot form a coset cycle. Since ρw1 maps d1 onto its image at g
′,
w1 is composed of generators in α1, whence g
′ ∈ gG[α1]; similarly, g ∈ g′G[α2]
since ρw2 maps d2 onto its image at g
′ (or its inverse maps this image onto
d2). So the second condition of Definition 3.17 must be violated, which for this
potential 2-cycle means that g, g′ are in the same coset w.r.t. α := α1 ∩ α2, or
that
wG1 = w
G
2 = w
G for some w ∈ G[α].
7Think of fa as describing a partial section that traces the element a through the desired
realisation.
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It follows that d1 ∪ d2 ⊆ dom(ρw), and for the unique lift of this walk w in
I to a walk wˆ from g to g′ therefore
ρwˆ ⊇ ρwˆi
provides a common extension. This shows strong coherence of Hˆ/Iˆ.
Moreover, simplicity and 2-acyclicity of G and strong coherence of Hˆ/Iˆ to-
gether imply simplicity of Hˆ/Iˆ, as shown by a simple indirect argument. (We
write eG = e in this setting of a simple G.) By strong coherence there is a max-
imal element among all the ρwˆ that link Ag and Age (note that ge 6= g since
G is simple, which implies that Iˆ is simple in that Eˆ has no loops (or multiple
edges)). If this ρwˆ were not the same as ρ(g,ge) as required for simplicity, then
the domain of ρwˆ would be strictly larger than dom(ρ(g,ge)). In projection to
H, dom(ρe)  dom(ρw) implies that w cannot use the generator e, i.e. w ∈ G[α]
for some α ⊆ E \ {e, e−1}. But then (g, gG[α]) and (ge, geG[e, e−1]) would form
a coset cycle of length 2 in G.
For the following compare Definition 2.18 w.r.t. symmetries of coverings.
Corollary 3.26. Any finite amalgamation pattern H/I possesses a covering by
a finite, simple and strongly coherent amalgamation pattern H˜/I˜. Moreover, the
covering pi : H˜/I˜→ H/I can be chosen to be fully symmetric over H/I.
Proof. For H˜ we take a two-fold direct product (H ⊗ G) ⊗ Gˆ as obtained in
Lemma 3.25, which is a covering of (a covering of) H/I by Lemma 3.24, and
simple and strongly coherent for suitable choices of G and Gˆ, by the previous
lemma. We may choose G compatible with H/I, fully symmetric over H/I, and
Gˆ simple and fully symmetric over (H ⊗ G)/Iˆ, so that H˜/I˜ is fully symmetric
over H/I: any symmetry of H/I first lifts to (H⊗G)/Iˆ and then further to H˜/I˜.
The required H-rigid symmetries that relate sites of the covering over the same
As of H/I are induced by lifts of I-rigid symmetries of the Cayley graph of G to
symmetries of (H ⊗ G) ⊗ Gˆ (recall that the group of I-rigid symmetries of the
Cayley graph of G is transitive on the sets G[∗, s] by Remark 3.15). Any such
symmetry extends to an H-rigid symmetry of H⊗G: I-rigid symmetries of the
Cayley graph of G induce H-rigid symmetries of H⊗G by Lemma 3.24. Since Gˆ
is fully symmetric over (H⊗G)/Iˆ, it extends this symmetry of H⊗G further to
a symmetry of (H⊗G)⊗ Gˆ, which remains H-rigid, again by Lemma 3.24.
The following analysis shows that a covering as in Corollary 3.26 can even
be obtained as a direct product H⊗ G˜ for a suitable finite groupoid G˜/I in one
step. In other words, we want to replace the twofold direct product construction,
which first guarantees coherence, then strong coherence at the level of a partially
unfolded incidence pattern (ˆI as an unbranched covering of I), by a single direct
product.
Let us consider an iterated direct product H˜ := (H ⊗ G) ⊗ Gˆ as from the
above construction, i.e. based on the following:
– H/I and G/I are over I = (S,E), G is simple;
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– G is compatible with H (so that H⊗G is coherent by Lemma 3.25);
– (H⊗G)/Iˆ = Hˆ/Iˆ and Gˆ are over Iˆ = (G, Eˆ), the incidence pattern induced
by the Cayley graph of G, as an unbranched bisimilar covering pi : Iˆ→ I,
where pi : g 7→ ι2(g);
– Gˆ/Iˆ is simple and 2-acyclic (and by Lemma 3.11 compatible with Hˆ/Iˆ, so
that (H⊗ G)⊗ Gˆ is simple and strongly coherent by Lemma 3.25);
– Gˆ/Iˆ is fully symmetric over Iˆ (cf. Definition 3.14): all symmetries of Iˆ (i.e.
of the Cayley graph of G) extend to symmetries of the groupoid Gˆ;
– H˜/I˜ = ((H ⊗G)⊗ Gˆ)/I˜ over I˜ = (Gˆ, E˜).
Proposition 3.27. In this situation, the Cayley graph of Gˆ also carries the
structure of an amalgamation pattern over the coarser incidence pattern I, which
is complete and induces a groupoid G˜/I (by groupoidal action on Gˆ over I, in
the sense of Example 3.8) such that
(a) G˜/I is simple and compatible with H/I;
(b) G˜/I is fully symmetric over H/I if G is fully symmetric over H/I;
(c) G˜/I is N -acyclic if Gˆ/Iˆ is;
(d) the direct product H ⊗ G˜ of H/I with this G˜/I is a covering of H/I by a
simple and strongly coherent amalgamation pattern;
(e) the covering by H⊗ G˜ is fully symmetric over H/I if G is fully symmetric
over H/I.
In the roˆle of a simple and strongly coherent covering of H/I, the direct
product H⊗ G˜ of H/I with this G˜/I can thus replace the nested direct product
(H ⊗ G) ⊗ Gˆ considered above. By a combination of Lemmas 3.25 and 2.20, a
(fully symmetric) realisation of H can therefore also be obtained as a reduced
product of H with a suitable finite groupoid in a single step.
Proof. We start with the construction of the desired groupoid G˜/I, which is
obtained by re-interpreting the Cayley graph of Gˆ as an amalgamation pattern
over the coarser incidence pattern I rather than the built-in Iˆ. Recall that Iˆ is
based on the Cayley graph of G, and related to I by an unbranched covering
pi : Iˆ→ I that maps g to ι2(g).
As G is simple we may identify eG with e and think of E as a subset E ⊆ G.
To cast the Cayley graph of Gˆ as an induced amalgamation pattern over I, we
merge pieces of the finer partition according to Iˆ to fit the coarser pattern I.
This coarsening is induced by pi, which maps g ∈ G (as a sort label of Iˆ) to
ι2(g) ∈ S, e[g] = (g, ge) (as a link label of Iˆ) to e ∈ E, and correspondingly
associates gˆ ∈ Gˆ[∗, g] with sort s = ι2(g) ∈ S. The resulting amalgamation
pattern (presented both in proper multi-sorted format and as a labelled tuple)
is
Gˆ/I :=
(
I, Gˆ, δ : Gˆ→ S, P, η : P → E
)
=
(
Gˆ, (Gˆs)s∈S , (ρˆe)e∈E
)
where δ partitions Gˆ into the sets
Gˆs =
⋃{
Gˆ[∗, g] : ι2(g) = s
}
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and each ρˆe ∈ P is the disjoint union of the local bijections induced by right
multiplications with generators eˆ = e[g] = (g, ge) ∈ Eˆ, for which pi(eˆ) = e. Since
pi : Iˆ → I is an unbranched covering, there always is a unique such eˆ applicable
at every gˆ ∈ Gˆs, dependent on just the partition set Gˆg = Gˆ[∗, g] to which gˆ
belongs in Gˆ/Iˆ. More specifically, the lift of e ∈ E with ι(e) = (s, s′) in I to
some gˆ ∈ gˆ ∈ Gˆ[∗, g] ⊆ Gˆs with ι2(g) = s is e[g] = (g, ge). In terms of its
operation by right multiplication on the Cayley graph of Gˆ,
ρˆe :=
⋃
pi(eˆ)=e
ρGˆeˆ =
⋃
g∈G[∗,ι1(e)]
(
ρGˆe[g] : Gˆι1(e) −→ Gˆι2(e)
)
,
each ρˆe is a bijection between the partition sets (Gˆ/I is complete). Extending
this analysis to walks w = e1 · · · en from ι1(w) to ι2(w) in I, we write w[g] for
the unique lifting of the generator sequence e1 · · · en that starts with e1[g] (at
any gˆ ∈ Gˆ[∗, g] for g ∈ G[∗, ι1(e)] and, writing wi := e1 · · · ei for the prefixes,
produces the walk
w[g] = e1[g] · e2[gw
G
1 ] · · · en[gw
G
n−1] ∈ Iˆ
∗.
We obtain ρˆw as the composition of the ρˆei along this walk,
ρˆw =
⋃
g∈G[∗,ι1(w)]
(
ρGˆw[g] : Gˆι1(w) −→ Gˆι2(w)
)
,
which is again a bijection between the partition sets involved, and maps every
gˆ ∈ Gˆ[∗, g] ⊆ Gˆs (for g ∈ G[∗, s], s = ι1(e1)) according to
ρˆw : gˆ 7−→ gˆ · e1[g] · e2[gw
G
1 ] · · · en[gw
G
n−1].
We let G˜/I be the groupoid generated by this action of the ρGˆe for e ∈ E,
in the inverse semigroup I(Gˆ). Note how this groupoid structure is induced in
terms of the derived groupoidal action of I∗ on the Cayley graph of Gˆ, which
combines in parallel the effect of all the ρe[g] for g ∈ G[∗, ι1(e)] according to
the native groupoidal action of Iˆ∗ on Gˆ. So the elements of G˜ are the partial
bijections ρˆw of Gˆ induced by walks w in I.
For a walk w from s to s in I, ρˆw represents 1s in the groupoid G˜ induced
by this action, if, and only if, ρˆw is the identity of Gˆs, i.e. if, and only if,
ρGˆ
w[g] = idGˆ[∗,g] for all g ∈ G[∗, s], if, and only if, right multiplication with (w[g])
Gˆ
is a local identity on Gˆ[∗, g] for all g ∈ G[∗, s]. But any two g, g′ ∈ G[∗, s] are
related by a unique I-rigid automorphism σ of Iˆ (i.e. the Cayley graph of G, not
the groupoid) that maps g to g′. Due to the assumption of full symmetry of
Gˆ over Iˆ, this automorphism extends to a symmetry σˆ of the groupoid Gˆ, and
this extension automorphically relates the actions of ρGˆ
w[g] at Gˆ[∗, g] and ρ
Gˆ
w[g′]
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at Gˆ[∗, g′], as indicated in the following commuting diagram:
G[∗, s]
σ

g
σ

e
σ

e[g]
σˆ

w[g]
σˆ

Gˆ[∗, g]
σˆ

ρˆw
ρGˆw[g]
// Gˆ[∗, gwG]
σˆ

G[∗, s] g′ e e[g′] w[g′] Gˆ[∗, g′]
ρˆw
ρGˆ
w[g′]
// Gˆ[∗, g′wG]
So the following are equivalent:
(i) the walk w = e1 · · · en in I from s to s generates the unit 1s in the groupoid
G˜/I: wG˜ = 1s.
(ii) the lift w[g] of this walk to a walk at any gˆ ∈ Gˆ[∗, g] ⊆ Gˆs in the Cayley
graph of Gˆ loops back to gˆ, i.e. (w[g])Gˆ acts as the identity of Gˆ[∗, g], for
all g ∈ G[∗, s].
(iii) the lift w[g] of this walk to a walk at gˆ loops back to gˆ for some gˆ ∈
Gˆ[∗, g] ⊆ Gˆs and some g ∈ G[∗, s].
For claim (a) of the proposition it is immediate that G˜/I is simple, by sim-
plicity of G; compatibility with H/I follows from compatibility of G with H/I:
any ρˆw that represents a unit 1s in G˜ must, by construction of G˜, act as the
identity of Gˆs in the amalgamation pattern Gˆ/I, so that in particular w
G = 1s
in G.
For (b), full symmetry of G˜/I over H/I is immediate if G itself is fully
symmetric overH/I: any automorphism ofH/I lifts to a groupoid automorphism
of G, which in particular induces an automorphism of its Cayley graph, and
hence of the incidence pattern Iˆ, which in turn lifts to an automorphism of Gˆ
and thus of the groupoid G˜/I (whose definition in terms of Gˆ refers just to the
Cayley graph of Gˆ and partitions relative to I).
For (c), we argue that any coset cycle in G˜/I induces a coset cycle of the
same length in Gˆ/Iˆ. The relevant cosets of G˜ are generated by sub-groupoids of
the form G˜[α] for generator sets α = α−1 ⊆ E; with this sub-groupoid of G˜ we
can associate the sub-groupoid Gˆ[αˆ] of Gˆ, generated by αˆ := pi−1(α) = {e[g] =
(g, ge) ∈ Eˆ : e ∈ α, g ∈ G[∗, ι1(e)]}. It remains to check that a cyclic tuple
of pointed cosets
(
g˜i, g˜iG˜[αi]
)
i∈Zn
that forms a coset cycle in G˜, for suitable
choices of the gˆi in Gˆ translates into a cyclic tuple
(
gˆi, gˆiGˆ[αˆi]
)
i∈Zn
, that forms
a coset cycle in Gˆ/Iˆ (cf. conditions (i) and (ii) from Definition 3.17):
(i) From g˜i+1 ∈ giG˜[αi] we find wi ∈ α∗i such that g˜i+1 = g˜iw
G˜
i and put
gˆi+1 := gˆi · (wi[gi])Gˆ. Here wi[gi] is the unique lift of the walk wi in I to a walk
in Iˆ at gi if gˆi ∈ Gˆ[∗, gi], and consists of links in αˆi. The choice of a starting
element, say gˆ0, is arbitrary, but it is important that tracing the sequence of
the wi[gi] in Gˆ takes us back to that starting point — which it does because
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the product/concatenation of the wi represents a unit in G˜, which implies the
same for their lifts in Gˆ.
(ii) From g˜iG˜[αi ∩ αi−1] ∩ g˜i+1G˜[αi ∩ αi+1] = ∅, we directly infer the cor-
responding condition for the translation to Gˆ as follows. If gˆ were in the cor-
responding intersection in Gˆ, it could be represented as gˆ = gˆiuˆ
G˜ = gˆi+1wˆ
G˜
for walks uˆ ∈ (αˆi ∩ αˆi−1)∗ and wˆ ∈ (αˆi ∩ αˆi+1)∗ in Iˆ. These walks project to
walks u = pi(uˆ) and w = pi(uˆ) in I, which would show that also g˜iG˜[αi ∩αi−1]∩
g˜i+1G˜[αi ∩ αi+1] 6= ∅.
For (d), the direct product H˜′ := H⊗ G˜ is a covering of H/I by definition; it
remains to show that H˜′/I˜′ is simple and strongly coherent as an amalgamation
pattern over the incidence pattern I˜′ induced by the Cayley graph of G˜. Recall
from Definition 2.8 that simplicity requires the partial isomorphisms ρe˜ in H˜
′
to be maximal among all ρw in H˜
′ along walks w˜ from ι1(e˜) to ι2(e˜) in I˜
′. The
links e˜ of I˜′ correspond to right multiplication in G˜ by generators eG˜ at g˜ ∈ G˜,
which in H˜′ = H⊗ G˜ act as
ρe˜ : (h, g˜) 7−→ (ρe(h), g˜e
G˜)
on h ∈ As for s = ι1(e). Any walk w˜ from g˜ = ι1(e˜) to g˜′ = ι2(e˜) in I˜′ is such
that w˜G˜ = eG˜ in G˜. Since G˜ is a groupoid over I, this implies in particular
that, for the projection w of w˜ to I, wG = e in G, whence ρw(h) = ρe(h) (where
defined) is guaranteed by compatibility of G with H.
Strong coherence, by Definition 2.8, requires that, for any two walks w˜1, w˜2
from g˜ to g˜′ in I˜′, there is a walk w˜ such that ρw˜ in H˜
′ is a common extension
of the ρw˜i for i = 1, 2. The reason essentially is that w˜
G˜
1 = w˜
G˜
2 implies that
the actions of the w˜i on ((H ⊗ G)⊗ Gˆ) agree, where strong coherence yields a
common extension. More specifically, consider the effect of the actions of e˜ (links
in I˜′) along the walks w˜i in I˜
′ in the groupoid component G˜ of H˜′ = H⊗ G˜. The
exploration of G˜ given above shows that w˜G˜1 = w˜
G˜
2 implies that the projections
of the walks w˜i to walks wi in I induce the same action on Gˆ. In terms of
matching walks wi[g] in the Cayley graph of Gˆ, which are the lifts of the wi at
appropriate elements gˆ ∈ Gˆ[∗, g], this implies that (w1[g])Gˆ = (w2[g])Gˆ. Strong
coherence of ((H⊗G)⊗ Gˆ) therefore implies the existence of a walk w[g] in the
Cayley graph of Gˆ whose action on ((H ⊗ G) ⊗ Gˆ) extends those of the wi[g].
Now (w[g])Gˆ = (wi[g])
Gˆ for all appropriate g implies that also wG˜ = w˜G˜, since
these groupoid elements are defined in term of the action on Gˆ. Since their
action in the H-component of H˜′ = H⊗ G˜ is fully determined by the projections
w and wi to I in both ((H ⊗ G) ⊗ Gˆ) and H ⊗ G˜, ρwi ⊆ ρw in H implies the
same also over H⊗ G˜.
Claim (e) follows from (b) together with Lemma 3.24.
Corollary 3.28. For any N > 2, any finite amalgamation pattern H/I pos-
sesses a covering by a finite, simple and strongly coherent amalgamation pattern
H˜/I˜ that is fully symmetric over H/I, and which is obtained as a direct product
of H/I with a suitable N -acyclic finite groupoid G˜/I.
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4 Generic realisations in reduced products
Recall the equivalence relation ≈ defined in connection with Lemma 2.10: it is
the equivalence relation induced on the universe H =
⋃˙
s∈SAs of an amalgama-
tion pattern H = (H, (As)s∈S , (ρe)e∈E) over I = (S,E) by regarding as equiv-
alent any elements a ∈ As and ρe(a) ∈ As′ for links e ∈ E with ι(e) = (s, s′).
Also recall the notion of an atlas from Definition 2.4. The ≈-equivalence class
of a ∈ H is denoted as [a].
Definition 4.1. Let G/I be compatible with H/I. The reduced product H⊗G/≈
of an amalgamation pattern H/I with a groupoid G/I is based on the quotient
structure of the relational structure Hˆ of the direct product Hˆ = H ⊗ G w.r.t.
the equivalence relation ≈ whenever this quotient is well-defined.8 We endow
this relational structure Hˆ/≈ with an atlas induced by the families of subsets
Us :=
{
u[g] : g ∈ G[∗, s]
}
where u[g] = [Aι2(g) × {g}] =
{
[(a, g)] : a ∈ Aι2(g)
}
for s ∈ S, with the natural isomorphisms piu,s between the induced substructures
on u ∈ Us with As via the projection [(a, g)] 7→ a (well-defined due to coherence
of the product). As a relational structure with this atlas, and U =
⋃
s∈S Us, we
get
H⊗G/≈ =
(
Hˆ/≈, U, (Us)s∈S , (piu,s)u∈Us
)
.
It is clear from the format of these reduced products in relation to H/I that
they are natural candidates for realisations of H/I according to Definition 2.14.
And indeed, whenever the direct product H⊗G is simple and strongly coherent,
Lemma 2.20 shows that H ⊗ G/≈ is a realisation of H ⊗ G which induces a
realisation of H/I by Remark 2.19. So Corollary 3.28 guarantees the existence
of finite realisations of H/I based on reduced products of H/I with suitable finite
groupoids G/I.
Theorem 4.2. Every finite amalgamation pattern H/I admits finite realisations
by natural reduced products H⊗G/≈ based on a direct product H⊗G of H with a
suitable finite groupoid G/I, such that H⊗G itself is a simple, strongly coherent
covering of H. Such realisations can be chosen to be fully symmetric over the
given amalgamation pattern H/I, and G/I can be chosen to be N -acyclic for
any given N > 2.
Remark 4.3. The canonical infinite realisation of H/I of Remark 3.2 can also
be cast as a reduced product of H with the free groupoid over I of Remark 3.9.
4.1 Degrees of acyclicity in realisations
As seen above, Corollary 3.28 together with Lemma 2.20 offer a route to finite
realisations with additional acyclicity properties, obtained as reduced products
8I.e. whenever the direct product Hˆ is globally consistent, which is in particular the case
if the direct product is strongly coherent, by Lemma 2.10.
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with groupoids that are N -acyclic for any chosen N > 2. We recall that 2-
acyclicity is essential towards strong coherence, and would like to analyse the
effect that higher levels of groupoid coset acyclicity may have on the resulting
realisation. To this end we first review an established notion of hypergraph
acyclicity ([6], also known as α-acyclicity in the literature, e.g. [5]). Graded, i.e.
quantitatively localised or size bounded versions of this natural notion can be
applied to the hypergraph structure of the atlas of a finite realisation. Realisa-
tions obtained as reduced products with suitable N -acyclic groupoids can then
be shown to have an atlas that is N -acyclic in the sense of hypergraph acyclicity.
This means that the family of distinguished substructures induced by the co-
ordinate domains, or the isomorphic copies of the template structures As that
make up the realisation locally overlap in a tree-like (viz. tree-decomposable)
fashion. This will further imply quantitative local, or size bounded, variants of
universality up to homomorphisms.
4.2 Hypergraph acyclicity
Definition 4.4. A hypergraph (A,U) is a structure consisting of a vertex set A
and a set of hyperedges U ⊆ Pfin(A) such that A =
⋃
U .9
With a hypergraph (A,U), with set of hyperedges U ⊆ Pfin(A) over vertex
set A, we associate its Gaifman graph, which is a simple undirected graph over
the same vertex set, with an edge relation R linking two distinct vertices a and
a′ if they occur in a common hyperedge:
R = {(a, a′) ∈ A2 : a 6= a′, a, a′ ∈ u for some u ∈ U}.
In other words, the Gaifman graph consists of the union of cliques over the
u ∈ U .
Recall that a chord in a cycle (ai)i∈Zn is an edge linking two vertices that
are not next neighbours in the cycle (which can only occur in cycles of length
greater than 3).
Definition 4.5. A hypergraph (A,U) is acyclic if it is both chordal and con-
formal, i.e. if
(i) its Gaifman graph has no chordless cycles of length greater than 3 (chordal-
ity);
(ii) every clique in its Gaifman graph is fully contained in some hyperedge
(conformality).
Useful equivalent characterisations (cf. [5]) in the case of finite hypergraphs
involve the notion of tree-decomposability and a notion of retractability.
9Hyperedges are always required to be finite subsets of the set of vertices even where this
set is infinite; forbidding vertices that are outside all hyperedges is essentially w.l.o.g. (noting
that singleton hyperedges are allowed) but helps to avoid trivial special provisions in some
constructions and arguments.
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Definition 4.6. A tree decomposition (T,E, λ : T → U) of a finite hypergraph
(A,U) consists of a labelling of the hyperedges u ∈ U by the vertices of a finite
(graph-theoretic) tree (T,E) via a surjective function λ : T → U such that, for
every a ∈ A, the subset {t ∈ T : a ∈ λ(t)} ⊆ T is connected in (T,E).
A finite hypergraph (A,U) is retractable (in the sense of Graham’s algorithm)
if it can be reduced to the empty structure be recursive application of the
following retraction steps:
– deletion from A and every u ∈ U of a single vertex a ∈ A that is an
element of just one hyperedge;
– deletion from U of a single hyperedge that is a subset of some other hy-
peredge.
It is obvious that a hypergraph is acyclic if, and only if, all its finite induced
sub-hypergraphs are acyclic. For finite hypergraphs it is also well known, e.g.
from [5], that acyclicity coincides with the existence of a tree decomposition as
well as with retractability. Rather than outright acyclicity, we shall focus on a
notion of N -acyclicity as a suitable quantitative approximation to acyclicity, so
that acyclicity becomes the limit across all levels of N -acyclicity.
Definition 4.7. For N > 3, a hypergraph (A,U) is N -acyclic if every induced
sub-hypergraph with up to N many vertices is acyclic.
It is easy to check that N -acyclicity is equivalent to the combination of
(i) N -chordality: its Gaifman graph has no chordless cycles of lengths greater
than 3 and up to N ;
(ii) N -conformality: every clique of size up to N in its Gaifman graph is
contained in some hyperedge.
In the following we also refer toN -acyclic atlases or toN -acyclic realisations,
meaning that the hypergraph associated with the co-ordinate domains of the
atlas is N -acyclic.
Observation 4.8. If (A,U) is the hypergraph of co-ordinate domains of an atlas
of a finite relational structure A on A according to Definition 2.4, then a tree
decomposition (T,E, λ : T → U) of (A,U) is such that every tuple in a relation
of A must be fully contained in one of the λ(t) and such that all elements in the
overlap λ(t1) ∩ λ(t2) of two charts must be represented in every λ(t) along the
shortest connecting path between t1 and t2 in the tree T . Model-theoretically,
such a tree decomposition provides a representation of the underlying structure
as a free amalgam of its distinguished substructures A ↾ u for u ∈ U . The free
amalgam can be put together in a stepwise fashion by following in reverse order
a retraction as in Definition 4.6.
4.3 Acyclicity in reduced products
Compare Definition 4.1 for reduced products and recall that compatibility of
the groupoid G/I with the amalgamation pattern H/I is equivalent with the
coherence of the direct product H ⊗ G. The strictly stronger assumption of
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strong coherence of the direct product H⊗G implies that the reduced product
H⊗G/≈ is well-defined. The next lemma refers to the hypergraph induced by
the natural atlas of this reduced product H ⊗ G/≈, whose hyperedges are the
co-ordinate domains of its charts onto the As of H/I,
u[g] := [As × {g}] = {[(a, g)] : a ∈ As},
for all g ∈ G[∗, s], s ∈ S (note that g ∈ G fully determines u[g] since s = ι2(g)).
Note that an element [(a, g)] of the reduced product, which is represented by
a pair (a, g) of the direct product with a ∈ As and g ∈ G[∗, s] for some s ∈ S
(which thus is an element of u[g]), is also an element of u[h] for some h ∈ G[∗, s′]
if, and only if, it is represented by some pair (a′, h) ≈ (a, g) for some a′ ∈ As′ .
This is the case if, and only if, there is a walk w from s to s′ in I such that h =
gwG in G and ρw(a) = a
′ in H. We observe that any such w must be comprised
of generators e ∈ E for which ρw′(a) ∈ dom(ρe) for some w
′ from s to ι1(e)
for which a ∈ dom(ρw′), so that (a, g) ≈ (ρw′(a), gw′G) ≈ (ρw′e(a), g(w′e)G). It
will therefore be convenient to define these generator sets as
αa = {e ∈ E : ρw(a) ∈ dom(ρe) for some walk w from s to ι1(e) in I }.
Note that α−1a = αa is closed under edge reversal (inversion of generators)
since ρw(a) ∈ dom(ρe) if, and only if, ρwe(a) ∈ dom(ρ−1e ) = dom(ρe−1 ). We can
isolate the important connection between cosets w.r.t. these generator sets and
the hypergraph structure of the atlas of H⊗ G/≈ as follows: gG[αa] is the set
of groupoid elements at which [(a, g)] is represented.
Observation 4.9. In any reduced product H⊗G/≈ (which by definition is based
on a coherent direct product), for s ∈ S, any a ∈ As ⊆ H and g ∈ G[∗, s]:
{h ∈ G : [(a, g)] ∈ u[h]} = gG[αa].
For N -acyclicity of G/I see Definition 3.18 in connection with the following.
Lemma 4.10. For any amalgamation pattern H/I and finite groupoid G/I such
that the direct product H⊗G is strongly coherent: if G/I is N -acyclic for some
N > 3, then the hypergraph induced by the co-ordinate domains u[g] of the
natural atlas the reduced product H⊗G/≈ is N -acyclic.
Proof. Denote as (A,U) the hypergraph formed by the universe A of the rela-
tional structure A of the reduced product H ⊗ G/≈ together with the set of
co-ordinate domains of its atlas. Its vertex set A consists of the ≈-equivalence
classes [(a, g)] of elements (a, g) of the direct product and its hyperedges are the
sets
u[g] := [Aι2(g) × {g}] = {[(a, g)] : a ∈ Aι2(g)}.
Assume that G/I is N -acyclic.
N -chordality. For N -chordality, we need to show that any chordless cycle in the
Gaifman graph of (A,U) must have length greater than N . It suffices to argue
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that any chordless cycle in (A,U) induces a coset cycle of the same length in
G. Let (ci)i∈Zn be a chordless cycle in the Gaifman graph of (A,U): for each
i ∈ Zn there is some hyperedge ui ∈ U such that ci−1, ci ∈ ui, while there is no
such u ∈ U for the pair ci, cj if j 6= i±1 in Zn. Fix a sequence of such ui = u[gi]
so that ci ∈ ui, ui+1. Since ci ∈ ui we may choose representatives such that
ci = [(ai, gi)]. We associate with each [(ai, gi)] the generator set αi = αai ⊆ E
discussed in Observation 4.9:
αi = {e ∈ E : ρw(ai) ∈ dom(ρe) for some walk w from si to ι1(e) in I }.
With i ∈ Zn we associate the sub-groupoid G[αi] and the pointed coset
(gi, giG[αi]), and show that
(
gi, giG[αi]
)
i∈Zi
forms a coset cycle in G/I by checking the two defining conditions of Defini-
tion 3.17:
(i) gi+1 ∈ giG[αi];
(ii) giG[αi ∩ αi−1] ∩ gi+1G[αi ∩ αi+1] = ∅.
For (i), observe that ci = [(ai, gi)] ∈ ui+1 = u[gi+1] implies that there is
some walk w from si to si+1 in I such that gi+1 = giw
G in G and such that
ai ∈ Asi is mapped to some element of Asi+1 by ρw in H/I (cf. Observation 4.9).
It follows that this path is made up of links e ∈ αi so that w
G ∈ G[αi] whence
gi+1 ∈ giG[αi].
The argument for (ii) relies on the fact that the cycle formed by the ci
in (A,U) is chordless: suppose that, to the contrary of (ii), there were some
groupoid element g ∈ giG[αi ∩ αi−1] ∩ gi+1G[αi ∩ αi+1]. By Observation 4.9,
cj = [(aj , gj)] ∈ u[g] if g ∈ gjG[αj ]. So obviously ci, ci+1 ∈ u[g]. But also
ci−1 ∈ ui = u[gi] by our initial choice of the ui, whence, by Observation 4.9,
gi ∈ gi−1G[αi−1]. Since g ∈ giG[αi−1], this implies that g ∈ gi−1G[αi−1] too,
whence, again by Observation 4.9, ci−1 ∈ u[g] as well. So u[g] would be a chord.
N -conformality. Towards an indirect proof of N -conformality consider a mini-
mal clique C ⊆ A in the Gaifman graph of (A,U) that is not contained in one of
the hyperedges u ∈ U ; minimality here means that every proper subset of C is
contained in some hyperedge. It suffices to show that any such clique induces a
coset cycle of length |C| in G. Enumerate C as C = {ci : i ∈ Zn} for n = |C| > 3
(as |C| > 3 follows from the assumptions). For i ∈ Zn let ui be a hyperedge
ui = u[ki] that contains C \ {ci}, so that ci ∈ uj if, and only if, j 6= i. Also fix
a choice of representatives for the vertices ci ∈ C in the direct product H ⊗G,
according to ci = [(ai, gi)] with ai ∈ Asi and gi ∈ G[∗, si], and let as above
αi = {e ∈ E : ρw(ai) ∈ dom(ρe) for some walk w from si to ι1(e) in I }.
Further let, for i ∈ Zn, βi :=
⋂
j 6=i,i+1 αi and hi := k
−1
i ki+1. We claim that
(
hi, hiG[βi]
)
i∈Zn
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forms a coset cycle in G, and need to establish conditions (i) and (ii) as above.
Towards (i) we note that cj ∈ ui = u[ki] for i 6= j, by Observation 4.9
implies that ki ∈ gjG[αj ] for all i 6= j so that in particular k
−1
i ki+1 ∈ G[αj ] for
all j 6= i, i + 1. Since G is 2-acyclic, Observation 3.19 implies that k−1i ki+1 ∈⋂
j 6=i,i+1G[αj ] = G[βi], or that ki+1 ∈ kiG[βi] as desired.
For (ii), assume to the contrary that there were some k ∈ kiG[βi ∩ βi−1] ∩
ki+1G[βi∩βi+1]. Note that βi∩βi−1 =
⋂
j 6=i αj and βi∩βi+1 =
⋂
j 6=i+1 αj . We
claim that u[k] would contain all of C, contradicting assumptions.
Indeed, for j 6= i, cj = [(aj , gj)] ∈ ui = u[ki] so that, by Observation 4.9,
ki ∈ gjG[αj]. Since also k ∈ kiG[βi ∩ βi−1] ⊆ G[αj ] for all j 6= i, k ∈ gjG[αj ]
and cj ∈ u[k] for j 6= i follows, again by Observation 4.9. A strictly analogous
argument, based on k ∈ ki+1G[βi ∩ βi+1] and cj ∈ ui+1 = u[ki+1] for j 6= i+ 1,
shows that cj ∈ u[k] for all j 6= i + 1. Overall, therefore cj ∈ u[k] for all i, the
desired contradiction.
4.4 Acyclicity in realisations
Together with Theorem 4.2 we therefore find that not just fully symmetric real-
isations but fully symmetric realisations of any degree of hypergraph acyclicity
can be obtained as reduced products with suitable finite groupoids. Section 4.5
below will show why N -acyclic realisations are particularly desirable.
Corollary 4.11. For any N > 2, every finite amalgamation pattern H/I admits
finite realisations by natural reduced products H⊗G/≈ based on a direct product
H⊗G of H with a suitable finite N -acyclic groupoid G/I, such that H⊗G itself
is a simple, strongly coherent covering of H. Such realisations can be chosen
to be fully symmetric over the given amalgamation pattern H/I and N -acyclic
(in the sense that the hypergraph of co-ordinate domains, or of the distinguished
substructures isomorphic to the As of H is N -acyclic).
Remark 4.12. The canonical infinite realisation of H/I as discussed in Re-
marks 3.2 and 4.3 above is N -acyclic for all N , i.e. its hypergraph of co-ordinate
domains is acyclic. This can be seen directly or via its nature as a reduced prod-
uct with the acyclic free groupoid over I of Remarks 3.9 and 3.20.
4.5 A universality property for N-acyclic realisations
Definition 4.13. A realisation A/H of an amalgamation pattern H/I is N -
universal if every induced substructure of size up to N of A can be homomor-
phically mapped into any other (finite or infinite) realisation of H/I.
Proposition 4.14. N -acyclic realisations are N -universal.
Note that the canonical infinite realisation of H/I (cf. Remarks 3.2 and 4.3),
being N -acyclic for all N by Remark 4.12, must be N -universal for all N . In
fact, it does admit full homomorphisms into any other realisation, by a countable
chain argument analogous to the following finite chain argument.
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Proof. For given H/I, let A/H = (H/I,A, U, (Us)s∈S , (piu,s)u∈Us) be an N -
acyclic realisation, B/H = (H/I,B, V, (Vs)s∈S , (piv,s)v∈Vs) any other realisation.
By the characterisation of hypergraph acyclicity in terms of tree decompositions
from [5], we know that any induced substructure C = A↾C ⊆ A of size |C| 6 N
admits a tree decomposition (T,E, λ : T → U) according to Definition 4.6 such
that C ⊆
⋃
t∈T λ(t) and for every c ∈ C the set {t ∈ T : c ∈ λ(t)} is connected in
T . We orient the tree from a chosen root vertex t0 and enumerate the vertices
of T as T = {ti : i 6 n} in such a manner that each set Ti = {tj : j 6 i} is
connected. Let uj = λ(tj) ∈ Usj so that A ↾ uj ≃ Asj via a chart of A, let
Ai =
⋃
j6i ui, Ai = A ↾ Ai. Let Ci = C ↾ Ai, so that Cn = C. The desired
homomorphism h : C → B is constructed from an increasing chain of homomor-
phisms hi : Ci → B for i = 1, . . . , n such that for each individual j 6 i every
hi ↾(C∩uj) extends to an isomorphism h
∗
ij between A↾uj ≃ Asj and some B ↾vj
for vj ∈ Vsj that is induced by corresponding charts of A and B. Such hi can
be found inductively as follows. For i = 0, let u0 = λ(t0) ∈ Us0 . We may then
choose any v0 ∈ Vs0 in B, and find an isomorphism between A0 = A↾u0 ≃ As0
and B ↾ v0 ≃ As0 as induced by corresponding charts of A and B; the restric-
tion of this isomorphism to C ∩ u0 can serve as h0. For the extension step
from hi : Ai → B to hi+1 : Ai+1 → B, let t = ti+1, s = si+1 and u = ui+1
be the building blocks associated with the new vertex ti+1 in Ti+1. Consider
the immediate predecessor vertex tj of t in the chosen orientation of T and let
h∗ij(A↾uj) = B ↾vj ≃ Asj be the local extension of hi to an isomorphism. Since
B also is a realisation of H/I, there is some v ∈ Vs such that B ↾v ≃ As intersects
with B ↾ vj in h∗ij(uj ∩ u) in a manner that is compatible with the charts at u
and v in A and B, respectively. To see this, we can use the fact that uj ∩ u in
A is induced by some ρw for some walk w from sj to s in I; and the succession
of the same sequence of links from vj in B leads to a target v whose overlap
with vj must contain all of h
∗
ij(uj ∩ u). It follows that the extension of hi by
the isomorphism between B ↾v ≃ As and A↾u ≃ As, induced by corresponding
charts, is well-defined in restriction to C, and meets the requirements for hi+1.
For well-definedness, as a homomorphism between relational structures, it is
essential that the ui form a tree decomposition of an atlas for C: by Observa-
tion 4.8 there can be no identities between elements of Ci and C ↾u other than
those in uj ∩ u, and no relational links between any elements from C ∩ (u \ uj)
and from Ci.
5 Two applications
5.1 Hypergraph coverings
As we saw in one of the first motivating examples, Example 2.3, any (finite)
hypergraph (B,S), with S ⊆ Pfin(B) as its set of hyperedges over the vertex
set B, gives rise to an amalgamation pattern that describes an exploded view
of (B,S), so that (B,S) is a natural albeit trivial realisation. Recall from
Definition 4.4 that we always assume B =
⋃
S. The associated incidence pattern
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is I(B,S) with S as its set of sites and E = {(s, s′) ∈ S2 : s 6= s′, s ∩ s′ 6= ∅} as
the set of links. More formally, I(B,S) = (S,E, ι, ·−1) is the 2-sorted encoding
of the intersection graph of the set S of hyperedges, with directed edges and
edge reversal. The amalgamation pattern that represents the exploded view of
(B,S) over this incidence pattern I = I(B,S) is
H(B,S)/I =
(
I;H, δ : H → S;P, η : P → E
)
where
– H =
⋃
s∈S s×{s} is the disjoint union of the hyperedges s ∈ S, partitioned
by δ according to δ(a, s) = s so that δ−1(s) = s× {s} ⊆ H represents the
hyperedge s ∈ S;
– P is the set of partial bijections pe = p(s,s′) : (s∩s
′)×{s} → (s∩s′)×{s′}
representing the overlap between s and s′ in (B,S) by mapping (b, s) to
(b, s′) for pairs (s, s′) = e ∈ E of hyperedges with a non-trivial intersection.
Clearly H(B,S) is strongly coherent and simple; in fact the action of I∗
through compositions ρw along walks in I = I(B,S) is very simple: if ι(w) =
(s, s′), then ρw is the natural bijection between (s ∩ s′) × {s} and (s ∩ s′) ×
{s′}. Also the symmetries of H(B,S) in the sense of Definition 2.7 are in
bijective correspondence with the symmetries of (B,S) as a hypergraph, viz.
with permutations of B that fix S as a set of subsets of B and thus also preserve
overlaps. Obviously (B,S) itself can be cast as a realisation of H(B,S)/I, by
associating each hyperedge s ∈ S with the natural chart into δ−1(s) = s× {s}
in H, so that S becomes the hypergraph of the co-ordinate domains of the
atlas that connects (B,S) with its exploded view. In fact (A,S) corresponds
to the quotient H(B,S)/≈ of the strongly coherent and simple H(B,S)/I as
in Observation 2.16. Proposition 5.3 below shows that, quite naturally, every
realisation of H(B,S)/I is a hypergraph covering of (B,S) in the sense of the
following definition.
Definition 5.1. A hypergraph homomorphism between hypergraphs (A,U)
and (B,S) is given by a map pi : A → B whose restriction to each hyperedge
u ∈ U bijectively maps that u onto an image hyperedge pi(u) ∈ S. We naturally
extend pi to the second sort (of hyperedges) and denote homomorphisms as in
pi : (A,U)→ (B,S).
A homomorphism pi : (A,U)→ (B,S) is a covering of the hypergraph (B,S)
by the hypergraph (A,U) if it maps U surjectively onto S (and hence also A onto
B), and satisfies the following lifting property for overlaps between hyperedges:
for every pair of hyperedges (s, s′) of (B,S) with nontrivial overlap, and every
u ∈ U with pi(u) = s there is some u′ ∈ U s.t. pi(u′) = s′ and s ∩ s′ = pi(u ∩ u′)
(equivalently: s.t. pi restricts to a bijection of u ∪ u′ onto s ∪ s′).
A covering pi : (A,U) → (B,S) is fully symmetric over (B,S) if every sym-
metry of (B,S) (or of H(B,S)) extends to a symmetry of pi : (A,U) → (B,S)
and if the subgroup of B-rigid symmetries (symmetries that fix B, and therefore
H(B,S), pointwise) acts transitively on pi−1(s) ⊆ U for every s ∈ S.
Note that our notion of a covering is what in other contexts is called a
branched covering, since the multiplicities of overlaps between hyperedges in
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pi−1(s) ⊆ U and pi−1(s′) ∈ U may be greater than one. Simple examples
show that coverings of a given (finite) hypergraph by (finite or infinite) hyper-
graphs that are acyclic, or even just N -acyclic for specific N , may be necessarily
branched. (The situation for graphs is quite different: finite unbranched cov-
erings by N -acyclic graphs are always available, and can be obtained as direct
products with finite groups of large girth [18].)
Example 5.2. Consider the hypergraph with 4 vertices and 3 hyperedges of size
3 that corresponds to a triangulation of a triangle with one extra central vertex.
This hypergraph is not 3-acyclic, and every non-trivial covering hypergraph
must have higher multiplicities at the central vertex (infinite for a properly
acyclic covering).
Proposition 5.3. Every realisation A of H(B,S)/I for I = I(B,S) induces a
covering of the hypergraph (B,S) by the hypergraph (A,U) associated with the
atlas of the realisation A. This covering is fully symmetric over (B,S) if the
realisation A is fully symmetric over H(B,S), and the covering hypergraph is
N -acyclic if the realisation A is N -acyclic.
Proof. Let A be a realisation of H(B,S)/I with atlas (A,U, (Us), (piu,s)) so that
every piu,s for u ∈ Us bijectively maps us ⊆ A to s × {s} ⊆ H . Let (piu,s)1
be the composition of piu,s with projection to the first component of the image,
which is a bijection from u ∈ Us onto s. If a ∈ u ∩ u′ for u ∈ Us and u′ ∈ Us′ ,
then the properties of A as a realisation imply that, for some walk w from s
to s′ in I, piu′,s′(a) = ρw(piu,s(a)) in H(B,S), which implies that (piu′,s′)1(a) =
(piu,s)1(a) by the special nature of the ρw in H(B,S). It follows that the global
union of all the (piu,s)1 is a well-defined surjection pi : A → B of A onto B =⋃
S. It remains to show that pi : (A,U)→ (B,S) is a hypergraph covering; the
claims regarding symmetry and N -acyclicity are then obvious. Clearly pi is a
hypergraph homomorphism that is surjective also at the level of hyperedges.
The lifting property for non-trivial overlaps between hyperedges s, s′ ∈ S at
some u ∈ Us is obvious from the corresponding condition on realisations: since
s∩ s′ 6= ∅ and s 6= s′, e = (s, s′) is a link in I = I(B,S), which has to be realised
in A by the overlap with some u′ ∈ Us′ , and compatibility with ρe (in the sense
of condition (i) of Definition 2.14) means that u∩u′ precisely matches s∩s′.
Corollary 5.4. For every N , every finite hypergraph admits fully symmetric
finite coverings by N -acyclic hypergraphs.
5.2 Lifting local to global symmetries
Partial or local symmetries, i.e. partial isomorphisms or indeed partial automor-
phisms (or members of the inverse semigroup of partial bijections that respect
the interpretations of given relations) of a given relational structure can always
be extended to global automorphisms (members of the automorphism group)
in extensions of the given relational structure. A rather straightforward con-
struction of such solutions to the extension problem for partial automorphisms,
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could proceed along the lines of Remark 4.3 for the construction of infinite re-
alisations as reduced products. The problem becomes more subtle if, starting
from a finite structure and a collection of its partial automorphisms, one asks
for finite solutions or for solutions within a restricted class of structures, or for
finite solutions within a restricted class provided that infinite solutions exist
within that class. The last variant conditionally asks for finite solutions in the
style of a finite model property for the extension task, and classes of relational
structure that satisfy this version are said to have the extension property for
partial automorphisms (for short: EPPA) in terminology introduced in [13].
Classical results for the unconditional extension task in restriction to finite
structures were first obtained for the class of all finite graphs by Hrushovski
in [15], then for the class of all finite structures in any fixed finite relational
signature by Herwig in [11]. The strongest and most general result, in the
direction of the conditional (EPPA) for restricted classes of structures, is the
result of Herwig and Lascar in [13] that any class of relational structures defined
in terms of finitely many finite forbidden homomorphisms satisfies (EPPA):
Theorem 5.7 below. This result subsumes the earlier, unconditional results for
classes of finite structures, since infinite solutions are always available in those
cases. For the result for finite graphs, a very elegant, elementary and direct
proof has been presented in [13], which avoids both the substantial intricacies
of the much stronger general (EPPA) result in [13] and the non-trivial algebraic
arguments of the original proof in [15].
As it turns out, fully symmetric finite realisations of naturally induced amal-
gamation patterns offer an alternative direct route to particularly generic finite
solutions for the extension problem for finite automorphisms. This connection
is especially striking in the general case of the conditional Herwig–Lascar result,
where the insights from Section 4.5 into the connection between local acyclicity
and local genericity up to homomorphisms play out in a particularly nice way.
Definition 5.5. Let σ be a finite relational signature, C a class of σ-structures.
An instance of the extension problem for partial automorphisms over C is a
pair (A0, P ) consisting of a finite σ-structure A0 ∈ C and a set P of partial
isomorphisms in A0 (partial automorphisms, local symmetries of A0); a solution
for this instance is any A in C into which A0 embeds isomorphically such that
the image of each p ∈ P extends to a full automorphism of A.
The class C has the extension property for partial automorphisms (EPPA) if
every instance (A0, P ) of the extension problem over C that admits any solution
also admits a finite solution in C.
In the following we shall always assume that the set P of partial automor-
phisms of an instance is closed under inverses: for each p ∈ P , also p−1 ∈ P .
This is w.l.o.g. in the sense that p−1 can be adjoined to P without changing the
set of solutions.
For classes C like the class of all graphs or of all σ-structures, the condition
that an instance has a solution in C is universally fulfilled, so that (EPPA) for
such classes boils down to the requirement that every instance over Cfin admits
a solution in Cfin, where Cfin stands for the subclass of finite structures in C.
44
Definition 5.6. A class C of σ-structures is defined in terms of forbidden ho-
momorphisms if there is some finite set X of finite σ-structures such that C is
the class of those σ-structures A that admit no homomorphism h : X → A from
any X ∈ X .
Theorem 5.7 (Herwig–Lascar). Any class C of σ-structures that is defined
in terms of forbidden homomorphisms has the extension property for partial
automorphisms (EPPA).
Positive examples include the classes of all (finite) graphs [15], of (finite) Kn-
free graphs [13], of all (finite) σ-structures [11]. Known examples of classes C
with (EPPA) that are not defined in terms of forbidden homomorphisms include
the class of (finite) conformal σ-structures, i.e. structures for which all cliques in
the Gaifman graph are generated by single relational atoms [14]. It appears to
be still open whether the class of all tournaments or the class of all 4-cycle-free
graphs have (EPPA).
Definition 5.8. We call a solution A to the instance (A0, P ) of the extension
problem a fully symmetric solution if it possesses an atlas (A, U, (piu)u∈U ) of
co-ordinate maps piu : A ↾u ≃ A0 onto the single co-ordinate structure A0 such
that
(i) the automorphism group of A acts transitively on the set U of the co-
ordinate domains in a manner compatible with the charts (i.e. by symme-
tries of the atlas that are rigid w.r.t. the single co-ordinate structure);
(ii) any two co-ordinate domains u, u′ ∈ U with non-trivial intersection are
related by the action of a composition of partial isomorphisms from P in
the sense that pu′ ◦ p−1u = pn ◦ · · · ◦ p1 for a sequence w = p1 · · · pn ∈ P
∗.10
Theorem 5.9. For the class C of all σ-structures and any N ∈ N: every
instance (A0, P ) for A0 ∈ C admits finite solutions A ∈ Cfin which are fully
symmetric with an atlas that is N -acyclic.
Proof. The desired finite solution is obtained from a finite, fully symmetric and
N -acyclic realisation of an amalgamation pattern H(A0, P ) derived from the
extension task (A0, P ) as follows. We use the incidence pattern I = I(A0, P ) =
IP with the singleton set S = {0} for its sort of sites, and edges ep ∈ E for
each p ∈ P , with constant ι(p) = (0, 0) and with edge reversal according to
e−1p = ep−1 . We may identify the set P with the sort E of links of IP . Formally,
the amalgamation pattern H(A0, P ) then is
H(A0, P )/IP =
(
I;A0, 0: A0 → {0};P, id: P → P
)
with the constant function 0 (as δ) for the trivial S-partition of H = A0, and
the identity function on P (for η) that labels the partial isomorphism p ∈
part(A0,A0) by its name, which is the link p = ep ∈ E = P .
10The equality of partial compositions includes the equality of the domains. Recall that we
assume P to be closed under inverses; P ∗ can be understood as either the set of finite words
over the alphabet P , or, equivalently as the set of walks in an incidence pattern IP = ({0}, P )
with a site 0 and loops for p ∈ P .
45
We claim that every realisation A/H = (H,A, U, (piu)u∈U ) of H = H(A0, P )
that is fully symmetric over H(A0, P ) is a solution to the extension problem for
(A0, P ). More specifically, the σ-structure A of A embeds an isomorphic copy
of A0 as a substructure in such a way that the image of every p ∈ part(A0,A0)
extends to some automorphism of A.
Any embedding of A0 according to one of the charts piu : A↾u ≃ A0 can be
used. We fix some u0 ∈ U and regard A↾u0 as the distinguished copy of A0 in
A. Let its chart be pi0 := piu0 : A↾u0 ≃ A0. The incarnation of p ∈ part(A0,A0)
in this distinguished copy of A0 is pi
−1
0 ◦ p ◦ pi0 ∈ part(A↾u0,A↾u0).
For p ∈ P choose u ∈ U for ep as in condition (i) of Definition 2.14 for
realisations, such that
piu ◦ pi
−1
0 = p ∈ part(A0,A0), (1)
where the composition on the left is a partial composition of the restrictions
that fit together precisely in pi−10 (dom(p)) = pi
−1
u (image(p)).
As A is fully symmetric over H, it possesses an H-rigid symmetry pi that
maps u to u0 in a manner that is compatible with piu and pi0:
pi0 ◦ pi = piu, (2)
where the composition on the left is defined on all of u.
Let a ∈ u0 be in the domain of pi
−1
0 ◦p◦pi0 (i.e. p in the distinguished copy of
A0 in A). Then p(pi0(a)) = piu(a) by (1), so that pi
−1
0 (p(pi0(a))) = pi
−1
0 (piu(a)) =
pi(a) by (2). So the symmetry pi of A extends pi−10 ◦ p ◦ pi0 ∈ part(A↾u0,A↾u0)
to an automorphism of A.
The extra symmetry and acyclicity properties of the solution A with its
natural atlas are immediate from corresponding properties of A.
Observation 5.10. Considering the manner in which suitable finite realisa-
tions of H/I were obtained as reduced products with suitable groupoids G/I in
Section 4, it is worth noting that the incidence pattern IP for H(A0, P )/IP is
such that any groupoid G/IP is in fact a Cayley group.
The following strengthening of the Herwig–Lascar result of Theorem 5.7 is
a consequence of Theorem 5.9 and our considerations about N -acyclicity and
N -universality in Section 4.5. In analogy with Definition 4.13 we say that a
σ-structure A is N -universal within a class C0 of σ-structures (in our case, a
class of solutions to an instance of an extension problem) if every substructure
of A of size up to N admits homomorphisms to every structure in C0.
Corollary 5.11. Consider the instance (A0, P ) of the extension problem in the
class of all σ-structures and let A be any finite, N -acyclic and fully symmetric
solution as in Theorem 5.9.
(a) Then A is N -universal within the class C0 = C0(A0, P ) of all solutions to
the instance (A0, P ).
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(b) Let the class C be defined in terms of forbidden homomorphisms and N
sufficiently large, viz. an upper bound for the sizes of the forbidden homo-
morphisms that define C. Then A ∈ Cfin if the instance (A0, P ) has any
finite or infinite solution in C.
Proof. Claim (b) — which in particular implies (EPPA) for the class C — is an
immediate consequence of (a). We deal with the more specific claim (a).
Let A be a finite N -acyclic, fully symmetric solution as in the proof of
Theorem 5.9 with the atlas (A, U, (Us), (piu)u∈U ) of charts piu : A ↾u ≃ A0. Let
B be any other solution for the instance (A0, P ) of the extension problem over
the class of all σ-structures, with A0 ≃ B0 ⊆ B for the embedded copy of A0.
For p ∈ P , let pip ∈ Aut(B) be an extension of the image of p ∈ part(A0,A0)
in B0 ⊆ B. We need to construct, for a given D ⊆ A of size up to N , a
homomorphism h : D → B.
As in the proof of Proposition 4.14, we can use a tree decomposition ofD that
is induced by the N -acyclic atlas of A. This tree decomposition will govern an
inductive choice of a sequence of homomorphisms hi for substructures Di ⊆ D.
By N -acyclicity of the atlas, D = A ↾ D ⊆ A for |D| 6 N , D admits a tree
decomposition (T,E, λ : T → U) such that D ⊆
⋃
t∈T λ(t) and such that the
sets {t ∈ T : d ∈ λ(t)} ⊆ T are connected for all d ∈ D. Let t0 be the root
of T w.r.t. a chosen orientation and enumerate T as T = {ti : i 6 n} such all
initial subsets Ti = {tj : j 6 i} ⊆ T are connected. Let λ(tj) = uj ∈ U so that
pij := piuj : A↾uj ≃ A0. Let Ai =
⋃
j6i ui, Ai = A↾Ai, and Di = D ↾Ai.
The homomorphism h : D → B is the final member of an increasing sequence
of homomorphisms hi : Di → B for i = 1, . . . , n with this additional property:
for each j 6 i, hi ↾ (D ∩ uj) extends to an isomorphism h∗ij : A ↾ uj ≃ Bj ⊆ B
where Bj ≃ A0 is an image of A0 ≃ B0 ⊆ B under some composition piwj of the
designated extensions pip of the p ∈ P to automorphisms of B, corresponding to
some word wj = p1 · · · pn ∈ P ∗, according to
Bj = piwj (A0) = (pipn ◦ · · · ◦ pip1)(A0) ⊆ B.
Such hi can be chosen inductively as follows. For i = 0, let u0 = λ(t0) ∈
U . We may combine the isomorphic embedding of A0 ≃ B0 ⊆ B and the
isomorphism between piu0 : A ↾u0 ≃ A0 to obtain the desired isomorphism h
∗
00,
and use its restriction to D ∩ u0 as h0.
For the extension step from hi : Ai → B to hi+1 : Ai+1 → B, let u = λ(ti+1)
and consider the immediate predecessor tj of ti+1 in T . Let h
∗
ij(A↾uj) = Bj ≃
A0 be the local extension of hi to an isomorphism, where Bj = piwj (A0) ⊆ B.
Since A is a fully symmetric solution, uj ∩u in A is induced by some ρw′ for
a word w′ ∈ P ∗. The corresponding operation of the composition piw′ acts as an
automorphism on B and thus produces an overlap between Bj = piwj (A0) and
Bi+1 := piwjw′(A0) = piw′(Bj) that contains the h
∗
ij -image of A ↾ (uj ∩ u). We
can use this Bi+1, the natural isomorphism induced by the chart of A↾u in the
atlas of A and the automorphism pi−1wjw′ that maps Bi+1 onto B0 ⊆ B as h
∗
i+1,i+1
and join its restriction to u ∩ D to hi in order to obtain hi+1. The argument
for well-definedness as a homomorphism between relational structures is strictly
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analogous to that in the proof of Proposition 4.14, based on the properties of a
tree decomposition.
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