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Abstract We consider the numerical solution of struc-
tural optimization problems in CFD where the state vari-
ables are supposed to satisfy a linear or nonlinear Stokes
system and the design variables are subject to bilateral
pointwise constraints. Within a primal-dual setting, we
suggest an all-at-once approach based on interior-point
methods. The discretization is taken care of by Taylor-
Hood elements with respect to a simplicial triangulation
of the computational domain. The efficient numerical so-
lution of the discretized problem relies on path-following
techniques, namely a continuation method with an adap-
tive choice of the continuation step size and a long-step
path-following algorithm. The performance of the sug-
gested methods is documented by several illustrative nu-
merical examples.
Keywords shape optimization, Stokes flow problems,
path-following interior-point methods
1 Introduction
Optimal design problems associated with fluid flow prob-
lems play a decisive role in a wide variety of engineer-
ing applications (cf., e.g., Mohammadi and Pironneau
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(2001) and the references therein). A typical example
is to design the geometry of the container of the fluid,
e.g., a channel, a reservoir, or a network of channels and
reservoirs, in such a way that a desired flow velocity
and/or pressure profile is achieved. The solution of the
problem amounts to the minimization of an objective
functional that depends on the so-called state variables
(velocity, pressure) and on the design variables which
determine the geometry of the fluid filled domain. The
state variables are supposed to satisfy the underlying
fluid mechanical equations, and there are typically fur-
ther technologically motivated constraints, e.g., bilateral
constraints on the design variables which restrict the
shape of the fluid filled domain to that what is tech-
nologically feasible.
Shape optimization problems have been extensively stu-
died and are well documented in the literature (cf., e.g.,
the monographs Allaire (2002); Bendsoe (1995); Bendsoe
and Sigmund (2003); Cherkaev (2000); Delfour and Zole-
sio (2001); Haslinger and Neittaanma¨ki (1988); Haslinger
and Ma¨kinen (2004); Mohammadi and Pironneau (2001);
Pironneau (1984); Rozvany (1989); Sokolowski and Zole-
sio (1992) ). The traditional approach relies on a separate
treatment of the design objective and the state equation
by an iterative cycle that starts from a given design,
computes an approximate solution of the state equation
for that design, invokes some sensitivity analysis for an
update of the design, and continues this way until conver-
gence is achieved. In contrast to this successive approxi-
mation, recently so-called ’all-at-once methods’ or ’one-
shot methods’ have attracted considerable attention in
PDE constrained optimization whose characteristic fea-
ture is that the numerical solution of the state equation
is an integral part of the optimization routine. In par-
ticular, it has been shown that this novel approach may
lead to significant savings of computational time (see e.g.
Biros and Ghattas (2005a,b); Bo¨hm et al (2003); Hoppe
et al (2006); Hoppe and Petrova (2004); Hoppe et al
(2002); Shenoy et al (1998)).
In this paper, we consider the optimal design of sta-
tionary fluid flow problems as described by the Stokes
2system. The objective is to design the geometry of a
channel or a particular geometric feature of a channel
such that a desired profile of the velocity and/or the pres-
sure is realized as closely as possible. The design variables
are chosen as the Be´zier control points of a globally con-
tinuous Be´zier curve representation of the walls of the
channel. The control points are subject to bilateral con-
straints. For instance, for the shape optimization of a
backward facing step (cf. Fig. 1), we have used a moder-
ate number m1 of control points for the upper wall and
m2 ≫ m1 control points for the lower wall including the
backward facing step.
The approach that we are pursuing here is an ’all-at-once
method’ based on a primal-dual formulation where the
Stokes system is coupled by Lagrange multipliers and the
constraints on the design variables are taken care of by
parameterized logarithmic barrier functions.
Fig. 1 Channel with a backward facing step
This leads to a family of minimization subproblems para-
meterized by the barrier parameter. The optimality con-
ditions result in a parameter dependent nonlinear system
whose solution gives rise to the so-called central path (cf.,
e.g., Forsgren et al (2002); Wright (1992)). A significant
challenge is to follow the central path as closely as pos-
sible as the barrier parameter goes to zero. Here, we use
two path-following strategies. The first one is an adaptive
continuation method with tangent continuation as a pre-
dictor and Newton’s method as a corrector following the
ideas from Deuflhard (2004), whereas the second one is a
variant of the long-step target following algorithm known
from linear programming (cf., e.g., Wright (1997)). We
note that path-following algorithms for shape optimiza-
tion problems in structural mechanics have been used in
Herskovits et al. (2000).
2 The shape optimization problem
We consider Stokes flow in a bounded domain Ω(α) ⊂
R
2 with boundary Γ (α) = Γin(α) ∪ Γlat(α) ∪ Γout(α),
depending on the design variables α = (α1, · · · , αm)T ∈
R
m which are chosen as the Be´zier control points of a
Be´zier curve representation of the lateral boundaries of
the domain. Denoting the viscosity of the fluid by ν, the
velocity by u and the pressure by p, we refer to
J(u, p, α) :=
κ1
2
∫
Ω(α)
|u− ud|2 dx+ κ2
2
∫
Ω(α)
|p− pD|2 dx
as the objective functional, where ud, pd are desired ve-
locity and pressure profiles, and κν , 1 ≤ ν ≤ 2, are appro-
priately chosen weighting factors. The shape optimiza-
tion problem reads
minimize J(u, p, α) (1)
subject to the Stokes system (state equations)
−∇ · σ(u) = 0 in Ω(α), (2a)
∇ · u = 0 in Ω(α),
σ(u) = −pI+ g(u,D(u))D(u), (2b)
with given boundary conditions on Γ (α) and subject to
the bilateral constraints
αmini ≤ αi ≤ αmaxi , 1 ≤ i ≤ m. (3)
on the design variables.
We note that in the constitutive equation (2b) the tensor
D(u) stands for the rate of deformation tensor D(u) :=
(∇u + (∇u)T )/2 and g(u,D(u)) denotes the viscosity
function which is given by g(u,D(u)) = ν for linear
Stokes flow and depends nonlinearly on u,D(u) in the
nonlinear regime.
For the finite element approximation of (1)-(3) we
choose αˆ ∈ K as a reference design and refer to Ωˆ :=
Ω(αˆ) as the associated reference domain. Then, the ac-
tual domain Ω(α) can be obtained from the reference
domain Ωˆ by means of a mapping Ω(α) = Φ(Ωˆ;α). The
advantage of using the reference domain Ωˆ is that finite
element approximations can be performed with respect
to that fixed domain without being forced to remesh for
every new set of the design variables.
For the discretization of the velocity u and the pressure
p, we use Taylor-Hood P2/P1 elements (see e.g. Brezzi
and Fortin (1991)) with respect to a shape regular fam-
ily of simplicial triangulations of Ωˆ (Fig. 2 displays the
finite element mesh for the final design of the channel
with a backward facing step).
Fig. 2 Finite element mesh for the optimal design of a chan-
nel with a backward facing step
3We denote by uh ∈ Rn1 and ph ∈ Rn2 the vectors stand-
ing for the velocity components and the pressure in the
nodal points associated with the Taylor-Hood finite ele-
ment approximation of the Stokes system, and we refer
to Jh(uh, ph, α) as the discretized objective functional.
Then, the discrete optimal design problem can be stated
as follows:
minimize Jh(uh, ph, α) (4)
subject to the algebraic system (discretized Stokes equa-
tions)
Sh(α)yh :=
(
Ah(uh, α) B
T
h (α)
Bh(α) 0
)(
uh
ph
)
= gh, (5)
where yh := (uh, ph)
T and Ah(uh, α) : R
n1 × Rm →
R
n1 , Bh(α) ∈ Rn2×n1 , and further subject to the inequal-
ity constraints
αmini ≤ αi ≤ αmaxi , 1 ≤ i ≤ m. (6)
Due to the highly nonlinear dependence on the design
variables, (4)-(6) represents an inequality constrained
nonlinear programming problem. It will be numerically
solved by path-following primal-dual interior-point meth-
ods as described in the next section. For ease of notation,
in the sequel we will drop the subindex h.
3 Path-following interior-point methods
We couple the inequality constraints (3) by logarithmic
barrier functions with a barrier parameter β = 1/µ > 0,
µ → ∞, and the the PDE constraint (2) by a Lagrange
multiplier λ = (λu, λp)
T . This leads to the saddle point
problem
inf
y,α
sup
λ
L(µ)(y,λ, α) , (7)
where L(µ) stands for the Lagrangian
L(µ)(y,λ, α) = B(µ)(y, α) + 〈S(y, α)− g,λ〉 , (8)
and B(µ)(y, α) is the so-called barrier function as given
by
B(µ)(y, α) := (9)
J(y, α) − 1
µ
m∑
i=1
[ln(αi − αmini ) + ln(αmaxi − αi)] .
It is well-known (cf., e.g., Wright (1992)) that for suffi-
ciently large µ the minimization subproblems
inf
y,α
B(µ)(y, α) (10)
admit unique local minima which converge to a strict
local minimum of (4)-(6) as µ→∞.
The central path µ 7−→ x(µ) := (y(µ),λ(µ), α(µ))T is
given as the solution of the nonlinear system
F (x(µ), µ) =


L
(µ)
y (y,λ, α)
L
(µ)
λ
(y,λ, α)
L
(µ)
α (y,λ, α)

 = 0 , (11)
where the subindices refer to the derivatives of the La-
grangian with respect to the primal, the dual, and the
design variables.
We consider the solution of (11) by an adaptive continua-
tion method and a variant of the long-step path-following
method.
3.1 Adaptive continuation method
The adaptive continuation method is a predictor-corrector
method with an adaptively determined continuation step
size in the predictor and Newton’s method as a corrector
(cf., e.g., Deuflhard (2004)).
Predictor Step: The predictor step relies on tangent
continuation along the trajectory of the Davidenko equa-
tion
Fx(x(µ), µ) x
′(µ) = −Fµ(x(µ), µ) . (12)
Given some approximation x˜(µk) at µk > 0, compute
x˜(0)(µk+1), where µk+1 = µk +∆µ
(0)
k , according to
Fx(x˜(µk), µk) δx(µk) = − Fµ(x˜(µk), µk) , (13a)
x˜(0)(µk+1) = x˜(µk) + ∆µ
(0)
k δx(µk) . (13b)
We use∆µ
(0)
0 = ∆µ0 for some given initial step size∆µ0,
whereas for k ≥ 1 the predicted step size ∆µ(0)k is chosen
by
∆µ
(0)
k := (14)( ‖∆x(0)(µk)‖
‖x˜(µk)− x˜(0)(µk)‖
√
2− 1
2Θ(µk)
)1/2
∆µk−1 ,
where ∆µk−1 is the computed continuation step size,
∆x(0)(µk) is the first Newton correction (see below), and
Θ(µk) < 1 is the contraction factor associated with a
successful previous continuation step.
Corrector step:As a corrector, we use Newton’s method
applied to F (x(µk+1), µk+1) = 0 with x˜
(0)(µk+1) from
(13) as a start vector. In particular, for ℓ ≥ 0 and jℓ ≥ 0
we compute ∆x(jℓ)(µk+1) according to
F ′(x˜(jℓ)(µk+1), µk+1) ∆x
(jℓ)(µk+1) = (15)
− F (x˜(jℓ)(µk+1), µk+1)
and ∆x
(jℓ)
(µk+1) as the associated simplified Newton
correction
F ′(x˜(jℓ)(µk+1), µk+1) ∆x
(jℓ)
(µk+1) = (16)
− F (x˜(jℓ)(µk+1) +∆x(jℓ)(µk+1), µk+1) .
4We monitor convergence of Newton’s method by means
of
Θ(jℓ)(µk+1) := ‖∆x(jℓ)(µk+1)‖/‖∆x(jℓ)(µk+1)‖ .
In case of successful convergence, we accept the current
step size and proceed with the next continuation step.
However, if the monotonicity test
Θ(jℓ)(µk+1) < 1 (17)
fails for some jℓ ≥ 0, the continuation step has to be
repeated with the reduced step size
∆µ
(ℓ+1)
k :=
( √2− 1
g(Θ(jℓ))
)1/2
∆µ
(ℓ)
k , (18)
g(Θ) :=
√
Θ + 1− 1
until we either achieve convergence or for some prespe-
cified lower bound ∆µmin observe
∆µ
(ℓ+1)
k < ∆µmin .
In the latter case, we stop the algorithm and report con-
vergence failure.
The Newton steps are realized by an inexact Newton
method featuring right-transforming iterations (cf., e.g.,
Hoppe et al (2006); Hoppe and Petrova (2004)). The
derivatives occurring in the KKT conditions and the Hes-
sians are computed by automatic differentiation (cf., e.g.,
Griewank (2000)).
3.2 Long-step path-following method
The long-step path-following method is based on the
slack variable formulation of the KKT system with re-
spect to the slack variables z = (z1, z2)
T with
z1,i :=
σ
µ (αi − αmini )
, (19)
z2,1 :=
σ
µ (αmaxi − αi)
, 1 ≤ i ≤ m ,
where σ > 0 stands for the centering parameter.
A Newton step in the increments
∆x := (∆y,∆λ,∆α,∆z)T
reads as follows (for notational convenience, in the fol-
lowing the upper index (µ) in the Lagrangian will be
dropped):


Iκ(α) ∇S(α) Ly,α 0
∇S(α) 0 Lλ,α 0
Lα,y Lα,λ Lα,α Iˆ
0 0 Zˆ D




∆y
∆λ
∆α
∆z

 = −g˜ . (20)
Here, Ly,α etc. stand for the second derivatives of the
Lagrangian and
Iκ(α) := diag(κ1I1(α), κ2I2(α)) , Iˆ := (−I, I) ,
Zˆ := (Z1,−Z2)T , D := diag(D1,D2) ,
g˜ := (g,D1Z1e− σµ−1e,D2Z2e− σµ−1e)T ,
where Z1 := diag(z1,i), Z2 := diag(z2,i),D1 := diag(αi −
αmini ),D2 := diag(α
max
i − αi), and e := (1, 1, · · · , 1)T .
We define N−∞(γ), 0 < γ ≪ 1, as the following neigh-
borhood of the central path
N−∞(γ) := {(y,λ, α, z) | sTαz ≥ µ−1γ} , (21)
where s(α) := (s1(α), s2(α))
T , s1(α) := α−αmin, s2(α) :=
αmax − α.
The long-step path-following algorithm proceeds as fol-
lows:
Initialization: Specify 0 < γ ≪ 1, bounds 0 < σmin <
σmax < 1 for the centering parameter, and choose a start
iterate
x(0) = (y(0),λ(0), α(0), z(0)) ∈ N−∞(γ) .
Iteration loop: For k = 0, 1, 2, · · · set
µ(k) := max(
m
(s
(k)
1 )
T z
(k)
1
,
m
(s
(k)
2 )
T z
(k)
2
)
where s
(k)
ν := sν(α
(k), 1 ≤ ν ≤ 2.
Choose σk ∈ (σmin, σmax), and compute
∆x(k) = (∆y(k),∆λ(k),∆α(k),∆z(k))
as the solution of (20). Set
x(k+1) := x(k) + ηk∆x
(k) ,
ηk := max {η ∈ (0, 1) | x(k) + η∆x(k) ∈ N−∞(γ)} .
Given a tolerance tol, the iteration will be terminated,
if J(y(k), α(k)) < tol. For k ≥ 1, a possible choice of the
centering parameter σ(k) is σ(k) :=
(
µ(k−1)/µ(k)
)2
.
The solution of (20) is computed based on static conden-
sation of the slack variables and the application of right-
transforming iterations to the resulting reduced Hessian
system (cf., e.g., Hoppe et al (2006); Hoppe and Petrova
(2004)) using automatic differentiation for the computa-
tion of the derivatives (cf., e.g., Griewank (2000)).
4 Applications
4.1 Channel with a backward facing step
As a benchmark problem, we consider linear Stokes flow
in a channel with a backward facing step (cf. Figure 1).
The initial shape (straight line) and the optimal shape
5(dotted line) with regard to a desired velocity field ac-
cording to prespecified design α¯ are shown in 3. Here, the
three horizontal segments of the geometry are fixed and
only the segment that connects the two lower horizontal
segments is variable. In this setting, the function that
describes the bottom segment of the geometry is a com-
posite Be´zier curve consisting of three curves of degree
0, 4 and 0, respectively. Note that the composite curve is
only continuous. The data for this geometry is as follows
Ωˆ = Ω(α0), α0 = (+1.0,−0.5,−0.5,−1.5,−1.5,−1.5)T ,
α¯ = (+1.0,−0.5,−0.55,−0.6,−0.6,−1.5)T ,
ν = 1.0 , uin(x1, x2) = (6(1 + x2)(1− x2), 0),
αmin = (0,−5,−5,−5,−5,−5)T ,
αmax = (5, 0, 0, 0, 0, 0)T .
The problem has been solved using the adaptive con-
tinuation method as described in subsection 3.1. Ta-
ble 4.1 reflects the convergence history of the iterative
process. Here, the columns labeled J and Θ contain the
actual values of the objective functional and the con-
traction factor in the monotonicity test, respectively. Re-
peated occurrence of the iteration counter k means that
a correction step had to be performed with a reduced
continuation step size due to a failure of the monotonic-
ity test.
Figure 4 displays the velocity field (top) and the pressure
distribution (bottom) for the computed optimal shape.
Table 1 Convergence history of the continuation method
k µ ∆µ J Θ
0 100.0 300.0 2.6e+00 –
1 100.0 300.0 9.6e-01 0.58
1.3e-01 618.42
1 100.0 425.5 4.3e-04 0.11
2 525.5 417.1 2.3e-03 0.41
2.3e-03 0.58
2.0e-03 0.92
1.6e-05 0.43
2.5e-05 –
3 942.6 323.5 5.1e-05 0.34
4 1266.1 283.7 4.9e-05 0.27
5 1549.8 593.1 3.3e-05 0.05
6 2142.9 2265.3 1.7e-05 0.01
7 4408.2 – 1.9e-07 –
4.2 Capillary barrier
Programmable microfluidic biochips and microarrays are
used in pharmaceutical, medical and forensic applica-
tions as well as in academic research and development
for high throughput screening, genotyping and sequen-
cing by hybridization in genomics, protein profiling in
proteomics, and cytometry in cell analysis ). They are
miniaturized biochemical labs that are physically and/or
dottedline:
optimal shape
Fig. 3 Initial and optimal shape of the backward facing step.
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Fig. 4 Velocity field (top) and pressure distribution (bot-
tom) associated with the optimal shape.
electronically controllable and guarantee a precise posi-
tioning of the samples (e.g., DNA solutes or proteins)
on the surface of the chip. Recent technology uses Sur-
face Acoustic Wave (SAW) driven microfluidic biochips
whose operating principle is based on piezoelectrically
actuated surface acoustic waves on the surface of a chip
which transport the droplet containing probe along a
lithographically produced network to reservoirs at pre-
specified surface locations serving as miniaturized chem-
ical labs. They allow the in-situ investigation of the dy-
namics of hybridization processes with extremely high
time resolution (see e.g. Pollard and Castrodale (2003);
Wagner et al (2002); Wixforth et al (2002)). Figure 5
gives an illustration of such a microfluidic biochip.
One of the issues in the optimal design of the biochips is
to make sure that the reservoir is filled with a very pre-
cise amount of the probe containing liquid. This is taken
care of by a capillary barrier placed between a channel
and the reservoir (see Fig. 6).
The SAW induced fluid flow in the channels can be des-
cribed by a multiphysics and multi-scale system consis-
ting of the linearized equations of piezoelectricity cou-
pled with the compressible Navier-Stokes equations. The
induced fluid flow involves on very different time scales.
The SAWs enter the fluid filled channels within nanose-
conds creating sharp jets in the fluid which get signifi-
6Fig. 5 Surface Acoustic Wave (SAW) driven microfluidic
biochip
cantly damped while propagating along the channels. Af-
ter a couple of milliseconds, a stationary flow pattern is
formed, called acoustic streaming, which describes the
transport of the probes within the network. Since the
acoustic streaming can be modeled by stationary Stokes
flow obtained by the application of appropriate homo-
genization techniques, the optimal design of the capillary
barriers fits the framework set in this paper. We refer to
Antil et al (2007); Gantner et al (2007); Ko¨ster (2007)
for details.
Fig. 6 Channel with capillary barrier on an SAW driven
microfluidic biochip
As computational domain we have chosen a channel
with a capillary barrier at its end and part of a reservoir
connected with the channel by the capillary barrier. The
problem has been discretized by Taylor-Hood elements
and we have applied the long-step path-following method
from subsection 3.2 using a Be´zier curve representation
of the barrier. Figure 7 displays the computed optimal
shape of the barrier with respect to a prespecified veloc-
ity field and pressure distribution together with an un-
derlying finite element mesh. The channel additionally
has passive outlet valves (cf. Figure 7) that are activated
when the barrier operates in stopping mode and back
flow occurs.
Fig. 7 Optimal shape of the capillary barrier and underlying
finite element mesh
Figure 8 provides a visualization of the velocity field
for the optimized channel under conditions of flow from
the channel into the reservoir.
Fig. 8 Velocity field for the optimal configuration when the
barrier is not in stopping mode
Likewise, Figure 9 displays the velocity field for the
optimized channel under back flow conditions, i.e., when
the capillary barrier operates in stopping mode.
Fig. 9 Velocity field (back flow) for the optimal configura-
tion when the barrier is in stopping mode
4.3 Electrorheological shock absorbers
Electrorheological shock absorbers are based on electrorhe-
ological fluids (ERF) which are suspensions of small elec-
trically polarizable particles dissolved in nonconducting
7liquids such as silicon oils. Under the influence of an outer
electric field the particles form chains along the electric
field lines and then aggregate to form larger and larger
columns thus changing the viscosity of the fluid. This is
called the electrorheological effect which happens within
a few milliseconds and is reversible. Due to the elec-
trorheological effect, ERF are used in all technological
processes where a controlled power transmission plays a
significant role such as automotive shock absorbers (see
Filisko (1995)). Figure 10 (left) gives a schematic rep-
resentation of an ERF absorber which consists of two
fluid chambers connected by small ducts within the pis-
ton. The walls of the ducts serve as the electrodes, and
the power supply is guaranteed by an external source
connected to the electrodes through the piston rod.
1
2
3
4
5
6
7
8
9
10
1112
13
Fig. 10 Electrorheological shock absorber: schematic dia-
gram (left) and Be´zier curve representation of the inlet and
outlet boundaries of the right part of the fluid chamber (right)
An important optimization issue is to design the inflow
and outflow boundaries of the ducts both in the com-
pression mode (piston is moving down) and in the re-
bound mode (piston is moving up) such that pressure
peaks are avoided which may cause inappropriate damp-
ing profiles. This amounts to the solution of a pressure
tracking problem where the state equations are given by
the stationary ERF equations
− ∇ · σ(u) = f in Ω(α) , (22)
∇ · u = 0 in Ω(α) (23)
along with appropriate boundary conditions. Here, u =
(u1, u2) is the velocity vector, σ refers to the stress tensor
and f describes exterior forces acting on the fluid. The
stress tensor σ is related to the rate of deformation ten-
sor (D(u))ij := (∂ui/∂xj+∂uj/∂xi)/2 , 1 ≤ i, j ≤ 2, by
a constitutive equation where the electric field E enters
as a parameter
σ = −p I + 2 ϕ(I(u), |E|, µ(u,E)) D(u) . (24)
Note that ϕ is a viscosity function depending on the
shear rate I(u), the electric field strength |E|, and the
angle µ(u,E) between the velocity field u and the electric
field E. We refer to Hoppe and Litvinov (2004); Hoppe
et al (2003) for details.
A computed optimal shape of the outlet boundary in the
rebound mode based on the continuation method from
subsection 3.1 is shown in Figure 11 (right). For details
we refer to Hoppe et al (2006).
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Fig. 11 Optimized outlet boundary (left) and details of the
optimal design for various electric field strengths (right)
5 Conclusions
We have provided an ’all-at-once approach’ for the op-
timal design of stationary flow problems described by
linear and nonlinear Stokes flow featuring path-following
primal-dual interior-point methods by means of an adap-
tive predictor-corrector type continuation method and a
long-step path-following algorithm. The computation of
the first order derivatives in the KKT systems and the
second order derivatives in the Hessians is significantly
facilitated by automatic differentiation. Numerical ex-
amples including a benchmark problem and two real-life
design problems demonstrate that both methods can be
efficiently used in shape optimization.
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