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N -COMMUTATORS OF VECTOR FIELDS
A.S. DZHUMADIL’DAEV
Abstract. The question whether the N -commutator sN (X1, . . . , XN ) =∑
σ∈SymN
sign σXσ(1) · · ·Xσ(N) is a well defined operation on V ect(n)
is studied. It is if N = n2 + 2n− 2. A theory of N -commutators
with emphasis on 5 -and 6 -commutators on two-dimensional man-
ifolds is developed. Divergenceless vector fields V ect0(2) under
2 - commutator and 5 -commutator generate a sh-Lie algebraic
structure in the sense of Stasheff. Similar results hold for V ect(2)
with 2 - and 6 -commutators.
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1. Introduction
Let M = Mn be a n -dimensional smooth flat manifold, U the
algebra of smooth functions on M and Diff(n) an algebra of n -
dimensional differential operators
∑
α∈Zn λαuα∂
α where ∂α =
∏n
i=1 ∂
αi
i ,
∂i = ∂/∂ xi, α = (α1, . . . , αn), αi ∈ Z, and uα ∈ U. The subspace
of differential operators of first order V ect(n) = {
∑n
i=1 ui∂i} can be
interpreted as a space of vector fields on M .
The algebra Diff(n) is associative but its subspace V ect(n) is not
closed under composition. If X = ui∂i, Y = vj∂j , then
X · Y = ui∂i(vj)∂j + uivj∂i∂j ,
has a quadratic differential part uivj∂i∂j . But V ect(n) is closed under
commutator. We see that
Y ·X = vj∂j(ui)∂i + vjui∂j∂i,
has also a quadratic differential part that is cancelled by the quadratic
differential part of X · Y. Since M is flat, ∂i∂j = ∂j∂i and
[X, Y ] = X · Y − Y ·X = ui∂i(vj)∂j − vj∂i(ui)∂i ∈ V ect(n).
This is a well known fact, that in terms of skew-symmetric polyno-
mials means the following. Let Symk be a permutation group, sign σ
the sign of a permutation σ ∈ Symk and
sk(t1, . . . , tk) =
∑
σ∈Symk
sign σ tσ(1) · · · tσ(k)
standard skew-symmetric associative polynomial. Then we can substi-
tute instead of ti any differential operator from Diff(n). Closedness
of V ect(M) means that s2 is a well defined operator, i.e.,
s2(X, Y ) ∈ V ect(M),
for any X, Y ∈ V ect(M).
N -COMMUTATORS OF VECTOR FIELDS 3
Now we consider the question: does there exist k > 2, such that
sk is also a well defined operation on V ect(n) ? In other words, does
there exist some k > 2, such that
sk(X1, . . . , Xk) ∈ V ect(n),
for any X1, . . . , Xk ∈ V ect(n) ? Since Xi =
∑n
j=1 uij∂j , i = 1, 2, . . . , k,
are differential operators of first order, Xσ(1) · · ·Xσ(k) are in general
differential operators of order k and sk(X1, . . . , Xk) is a differential
operator of order k.
Surprisingly, for some special k = k(n) it might happen that all
higher degree differential parts of sk(X1, · · · , Xk), like quadratic dif-
ferential part of s2, can be cancelled for any X1, . . . , Xk ∈ V ect(n),
but the first order part not.
Let us demonstrate this observation on the space of vector fields on
2-dimensional manifolds. We prove that for n = 2 s6 is a well defined
non-trivial 6 -linear map on V ect(2) :
∀X1, . . . , X6 ∈ V ect(2)⇒ s6(X1, . . . , X6) ∈ V ect(2),
and
s6(X1, . . . , X6) 6= 0, for some X1, . . . , X6 ∈ V ect(2).
The number 6 here can not be improved:
k > 6⇒ sk(X1, . . . , Xk) = 0, ∀X1, . . . , Xk ∈ V ect(2),
and sk(X1, . . . , Xk), 2 < k < 6, has a non-trivial quadratic differential
part for some X1, . . . , Xk ∈ V ect(2).
We also prove that, for the subspace of divergenceless vector fields
V ect0(2), the number 6 can be improved. It has a non-trivial 5 -
commutator:
∀X1, . . . , X5 ∈ V ect0(2)⇒ s5(X1, . . . , X5) ∈ V ect0(2),
and
s5(X1, . . . , X5) 6= 0, for some X1, . . . , X5 ∈ V ect0(2).
Moreover, the number 5 here can not be changed:
k > 5⇒ sk(X1, . . . , Xk) = 0, ∀X1, . . . , Xk ∈ V ect0(2).
If 2 < k < 5, then sk(X1, . . . , Xk) has a non-trivial quadratic differ-
ential part for some X1, . . . , Xk ∈ V ect0(2).
So, the vector space V ect(2) can be endowed with a structure of
algebra under 2-commutator s2, usually denoted by [ , ], and 6 -
commutator s6. Similarly, V ect0(2) can be endowed by a structure
of Lie algebra under 2 -commutator s2 and 5 -commutator s5. These
commutators have some nice properties.
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Let A = V ect(2) or V ect0(2) and X, Y,X1, X2, . . . ∈ A. It is well
known that an adjoint derivation adX, defined by (Y )adX = [Y,X ],
is a derivation of A. It is also well known that vector fields can be inter-
preted as differential operators of first order and in this sense V ect(n)
is a subspace of a space of all differential operators Diff(n). The space
of differential operators have a composition operation, denoted by · ,
and under this operation (Diff(n), ·) is an associative algebra. The 2 -
commutator [X, Y ] = X ·Y −Y ·X as we mentioned can be represented
in terms of right-symmetric multiplication X ·Y −Y ·X = X◦Y −Y ◦X.
As it turns out, these facts have analogues for 5 - and 6 -commutators.
The following Leibniz rule holds:
[X, s5(X1, . . . , X5)] =
5∑
i=1
s5(X1, . . . , Xi−1, [X,Xi], Xi+1, . . . , X5),
for any X,X1, . . . , X5 ∈ V ect0(2). To calculate the 5 -commutator of
X1, . . . , X5, one can use right-symmetric multiplication:∑
σ∈Sym5
sign σXσ(1) ·Xσ(2) ·Xσ(3) ·Xσ(4) ·Xσ(5) =
∑
σ∈Sym5
sign σ (((Xσ(1) ◦Xσ(2)) ◦Xσ(3)) ◦Xσ(4)) ◦Xσ(5).
In other words,
s5(X1, . . . , X5) = s
rsym.r
5 (X1, . . . , X5), ∀X1, . . . , X5 ∈ V ect0(2).
Using right-symmetric multiplication makes the calculation of 5 -commutators
easier than the calculation of a composition of 5 differential operators.
The 5 -commutator satisfies the following condition∑
σ∈Sym5
sign σ s5(Xσ(1), Xσ(2), Xσ(3), Xσ(4), s5(Xσ(6), Xσ(7), Xσ(8), Xσ(9), X0)) = 0,
for any X0, X1, . . . , X9 ∈ V ect0(2). We call this identity the 4 -left
commutativity identity. The algebra V ect0(2) endowed with multipli-
cations ω1, ω2, ω3, . . . , such that ωi = si for i = 2, 5 and ωi = 0 for
i 6= 2, 5, is a sh -algebra or strongly homotopical algebra in the sense
of Stasheff [12]. In particular, s5 is a 5 -cocycle of the adjoint module
of the Lie algebra (V ect0(2), [ , ]). Moreover, the following relations
hold:∑
1≤i<j≤6
(−1)i+jsrsym.r5 ([Xi, Xj], X1, . . . , Xˆi, . . . , Xˆj, . . . , X6) = 0,
6∑
i=1
(−1)i[Xi, s
rsym.r
5 (X1, . . . , Xˆi, . . . , X6)] = 0,
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for any X1, . . . , X6 ∈ V ect0(2).
For any two vector fields their commutator is once again a vector
field. One can repeat this procedure k − 1 times and construct from
any k vector fields a new vector field. This can be done in many ways.
One can get a linear combination of such commutators. So, in general
there are many ways to construct invariant k -operation on V ect0(n)
or V ect(n). We consider invariant operations obtained in such ways as
standard. Call a k -invariant non-standard operation on vector fields
a primitive k -commutator. We prove that the 5 -commutator and
the 6 -commutator are primitive, i.e., they can not be obtained from
commutators by such a procedure.
Any divergenceless vector field in two variables can be presented in
the form X = D1,2(u) = ∂1(u)∂2 − ∂2(u)∂1. We find that
s5(D12(u1), D12(u2), D12(u3), D12(u4), D12(u5)) = −3D12([u1, u2, u3, u4, u5]),
where [u1, u2, u3, u4, u5] is the following determinant
[u1, u2, u3, u4, u5] =
∣∣∣∣∣∣∣∣∣∣
∂1u1 ∂1u2 ∂1u3 ∂1u4 ∂1u5
∂2u1 ∂2u2 ∂2u3 ∂2u4 ∂2u5
∂21u1 ∂
2
1u2 ∂
2
1u3 ∂
2
1u4 ∂
2
1u5
∂1∂2u1 ∂1∂2u2 ∂1∂2u3 ∂1∂2u4 ∂1∂2u5
∂22u1 ∂
2
2u2 ∂
2
2u3 ∂
2
2u4 ∂
2
2u5
∣∣∣∣∣∣∣∣∣∣
For example,
s5(∂1, ∂2, x1∂2, x1∂1 − x2∂2, x
2
2∂1) =
(1/6)s5(D12(x1), D12(x2), D12(x
2
1), D12(x1x2), D12(x
3
2)) =
−
1
2
D12(
∣∣∣∣∣∣∣∣∣∣
1 0 2x1 x2 0
0 1 0 x1 3x
2
2
0 0 2 0 0
0 0 0 1 0
0 0 0 0 6x2
∣∣∣∣∣∣∣∣∣∣
) = −6D12(x2) = 6∂1.
We can construct similar formulas for n = 2, 3 and 4. Formulas
for n = 3, 4 are too huge to present in an article. In this paper
we present such a formula for s6. To calculate a 6 -commutator on
V ect(2) one needs to calculate a sum of fourteen 6 × 6 determinants
(see theorem 10.1.) All properties given above for 5 -commutators can
be generalized for the 6 -commutator s6 on V ect(2).
One more property that a 5 -commutator has, but a 6 -commutator
does not, is as follows. It is not true that a composition of adjoint
derivations is a derivation of Lie algebras, but
ad [X, Y ] = [adX, ad Y ], ∀X, Y ∈ V ect(n).
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In general it is also false that sk(adX1, . . . , adXk) is a derivation.
Nevertheless, for V ect0(2), k = 5, it is. Moreover, s5(adX1, . . . , adX5)
is an adjoint derivation and its potential can be constructed by the 5 -
commutator:
ad s5(X1, . . . , X5) = s5(adX1, . . . , adX5),
for any X1, . . . , X5 ∈ V ect0(2). A similar result for a 6 -commutator
is no longer true. For example,
F = s6(ad ∂1, ad ∂2, ad x1∂1, ad x2∂1, ad x1∂2, ad x2∂2) ∈ End V ect(2),
as a linear operator on V ect(2) is defined by
(u1∂1 + u2∂2)F = 6(∂1∂2(u1) + ∂
2
2(u2))∂1 − 6(∂
2
2(u1) + ∂1∂2(u2))∂2.
We see that F has nontrivial quadratic differential part, so it is not
even a derivation of the Lie algebra (V ect(2), [ , ]).
Note also the following relation between 5 and 6 -commutators and
divergences of vector fields:
srsym.r6 (X1, . . . , X6) =
6∑
i=1
(−1)i+1DivXi s
rsym.r
5 (X1, . . . , Xˆi, . . . , X6),
for any X1, . . . , X6 ∈ V ect(2). Here one can change on the right hand
srsym.r5 to s5, despite of the fact that s5 is not well defined on V ect(2).
Quadratic differential part of a 5 -commutator can be presented as a
sum of three determinants (see lemma 8.4). All quadratic differential
terms of s5 are cancelled in taking alternative sum:
srsym.r6 (X1, . . . , X6) =
6∑
i=1
(−1)i+1Div Xi s5(X1, . . . , Xˆi, . . . , X6),
for any X1, . . . , X6 ∈ V ect(2). Recall that s6 = s
rsym.r
6 on V ect(2).
Notice that here 6 and 5 can not be changed to lower numbers. For
example,
s5(∂1, ∂2, x1∂1, x2∂1, x1∂2)−Div(x1∂1)s4(∂1, ∂2, x2∂1, x2∂2) = −3∂1∂2 6= 0.
Notice that these results valid for 5 and 6 -commutators do not
valid for lower degree commutators. Namely s3, s4, for V ect0(2) and
s3, s4, s5 for V ect(2) have no such properties. One can state some
weaker versions of these statements. Let gl2 + C
2 is a semi-direct
sum of gl2 and standard 2 -dimensional module C
2. For example, if
k = 3, 4, 5, then
[X, srsym.rk (X1, . . . , Xk)] =
k∑
i=1
srsym.rk (X1, . . . , Xi−1, [X,Xi], Xi+1, . . . , Xk),
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for any X ∈ gl2 +C
2, and X1, . . . , Xk ∈ V ect(2).
Since composition of linear operators is a tensor operation, sN for
N = n2 + 2n− 2 is also a tensor operation. It is a natural differential
operation on the space of vector fields in sense of [10]. Identities of
Witt algebra as a Lie algebra were considered by Razmyslov (see [13]).
One of his conjectures about minimality of Lie identity of Lie algebra
Wn of degree (n + 1)
2 is still open in general case. For n = 2 it was
proved in [9]. Identities of Witt algebra as a right-symmetric algebra
and their connection with N -commutators was considered in [3].
2. Preliminary facts and main definitions
2.1. D -differential algebras. For simplicity, all vector spaces are
considered over the field of complex numbers C. By Z+ we denote
the set of nonnegative integers.
A vector space A is called a k -algebra with multiplication ω and
denoted A = (A, ω) , if ω is a polylinear map A×· · ·×A→ A with k
arguments. Usually multiplications are understood as a bilinear maps
and instead of ω(a, b) one writes something like a ◦ b or a · b. In such
cases we will omit 2 in the name 2 -algebra and write A = (A, ◦) or
A = (A, ·).
Let U be an associative commutative algebra with commuting sys-
tem of derivations D = {∂1, . . . , ∂n}. Call U D -differential algebra.
Let L = UD be its Lie algebra of derivations u∂i : i = 1, . . . , n by
the multiplication
[u∂i, v∂j] = u∂i(v)∂j − v∂j(u)∂i.
One can identify derivations as a vector fields and consider a space
of vector fields V ect(n) = 〈u∂i : u ∈ U, i = 1, . . . , n〉. So, UD =
(V ect(n), [ , ]), i.e., as a linear spaces UD and V ect(n) are coincide.
Below we will endow V ect(n) with other multiplications. For example,
UDrsym = (V ect(n), ◦), the vector space V ect(n) by the multiplication
given by
u∂i ◦ v∂j = v∂j(u)∂i,
is right-symmetric. i.e., it satisfies the right-symmetric identity
(X1, X2, X3) = (X1, X3, X2),
where (X1, X2, X3) = X1 ◦ (X2 ◦X3)− (X1 ◦X2) ◦X3 is an associator.
Here we would like to pay attention to some differences of our notations
with usual ones. Usually action of vector field to a function is denoted
as X(u), a vector field X is in the left hand and an argument u is on
the right. But in considering of right-symmetric algebras and its Lie
algebras we denote such actions as (u)X. Therefore, the commutator
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given above for UD as a Lie algebra and the commutator of a Lie
algebra obtained from right-symmetric algebra UDrsym are differ by
signs.
2.2. Witt algebra. The basic example of D -differential algebra for
us is U = C[x1, . . . , xn] with a system of partial derivations ∂i =
∂i/∂xi, i = 1, . . . , n. In this case the algebra UD is denoted by Wn.
Call Lie algebra Wn a Witt algebra. Unless stated otherwise, by U
and L = UD we will understand these algebras.
Note that U has a natural grading
U = ⊕s≥0Us, UsUk ⊆ Us+k,
Us = 〈x
α : α ∈ Γ+n , |α| =
n∑
i=1
αi = s〉,
and a filtration
U = U0 ⊇ U1 ⊇ U2 ⊇ · · · , UsUk ⊆ Us+k,
Us = ⊕s≥kUk.
These grading and filtration induce a grading and a filtration on the
vector space of L =Wn. Then a grading on L is given by
L = ⊕s≥−1Ls, Ls = 〈x
α∂i : α ∈ Γ
+
n , |α| = s + 1, i = 1, . . . , n〉
and a filtration
L = L−1 ⊇ L0 ⊇ L1 ⊇ · · · , Lk = ⊕s≥kLs.
These grading and filtration are compatible with the right-symmetric
multiplication:
Ls ◦ Lk ⊆ Ls+k, Ls ◦ Lk ⊆ Lk+s,
for any k, s ≥ −1. In particular, they induce grading and filtration of
Witt algebra Wn as a right-symmetric algebra and as a Lie algebra.
For example, as vector spaces,
U0 = 〈1〉 ∼= C,
U1 = 〈xi : i = 1, . . . n〉 ∼= C
n,
U2 = 〈xixj : i ≤ j, i, j = 1, . . . n〉 ∼= C
(n+1)n/2,
and
L−1 = 〈∂1, . . . , ∂n〉 ∼= C
n,
L0 = 〈xi∂j : i, j = 1, . . . , n >∼= C
n2,
L1 = 〈xixj∂s : i, j, s = 1, . . . , n〉 ∼= C
(n+1)n2/2.
By the grading property of Witt algebra W rsymn we see that
L0 ◦ Ls ⊆ Ls
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for any s ≥ −1. In particular, L0 is a right-symmetric subalgebra of
L =W rsymn . Hence it is a Lie subalgebra of Wn. One can see that the
subalgebra L0 ⊂ W
rsym
n is not only right-symmetric. It is associative
and isomorphic to the matrix algebra Matn. It is easy to see that L0
as a Lie algebra is isomorphic to gln; moreover,
[L0, L0] = 〈xj∂s, xi∂i−xi+1∂i+1 : 1 ≤ i < n, 1 ≤ j, s ≤ n, j, 6= s, 〉 ∼= sl2.
L0 = [L0, L0]⊕ 〈e〉, e =
n∑
i=1
xi∂i.
So, we have sln -module structures on Lk. Let π1, . . . , πn−1 be fun-
damental weights of sln and R(γ) denote the irreducible module over
Lie algebra sln with the highest weight γ.
For example, as a sln -modules,
L−1 ∼= R(πn−1),
L0 ∼= R(π1 + πn−1)⊕ R(0),
L1 ∼= R(2π1 + πn−1)⊕R(π1).
Let
Div : L→ U, X =
n∑
i=1
ui∂i 7→
n∑
i=1
∂i(ui),
be a divergence map. Then
Div [X, Y ] = X(Div(Y ))− Y (Div(X)),
for any X, Y, Z ∈ L. In particular,
Div [a,X ] = a(Div(X)),
for any a ∈ L0 and X ∈ L. So, we have an exact sequence of sln -
modules
0→ L¯k → Lk
Div
→ Uk−1 → 0,
where
L¯k = 〈X ∈ Lk : DivX = 0〉.
In other words, the following isomorphisms of sln -modules holds
Lk ∼= L¯k ⊕ L˜k,
L¯k ∼= R((k + 1)π1 + πn−1), L˜k ∼= R(kπ1).
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2.3. Root system in Witt algebra. Let E be a subset of Zn con-
sisting of elements of the form α − ǫi, where α ∈ Z
n
+ and ǫi =
(0, . . . , 0, 1, 0, . . . , 0) ( 1 is in the i -th place), i = 1, . . . , n.
Note that L =Wn has a Cartan subalgebra H = 〈h1, . . . , hn〉 where
hi = xi∂i, i = 1, . . . , n and Wn has a root decomposition with the root
system E :
L = ⊕α∈ELα, [Lα, Lβ ] ⊆ Lα+β ,
Lα = 〈x
α+ǫj∂j : α+ ǫj ∈ Z
n
+, j = 1, . . . , n〉, α ∈ E .
Moreover, the actions of hi generate a grading on L -module U :
U = ⊕α∈Zn+Uα,
UαUβ ⊆ Uα+β , ∀α, β ∈ Z
n
+,
UαLβ ⊆ Uα+β, ∀α ∈ Z
n
+, β ∈ E .
So, we have constructed an E -grading on Wn and on its (L, U) -
module U. Here we suppose that Zn+ ⊆ E and Lα = 0 if α 6∈ E
and Uα = 0 if α 6∈ Z
n
+.
Let L = Wn and assume that all modules M1 . . . ,Mk+1 coincide
with the adjoint module L. Let ψ ∈ T k(L, L)L−1 :
∂i(ψ(X1, . . . , Xk)) =
k∑
i=s
ψ(X1, . . . , Xs−1, ∂i(Xs), Xs+1, . . . , Xk),
for any X1, . . . , Xk ∈ L. The notation T
k means here that we consider
polylinear maps with k arguments, but arguments are not necessary
skew-symmetric. Suppose that ψ is E -graded:
ψ(Lα1 , . . . , Lαk) ⊆ Lα1+···+αk ,
for any α1, . . . , αk ∈ E .
2.4. D -invariant polynomials. Let f = f(t1, . . . , tk) be an associa-
tive noncommutative polynomial, f =
∑
i1,... ,il
λi1,... ,ilti1 . . . til. I.e., f
is a linear combination of monomials t(i) = ti1 . . . til, where i1, . . . , il
run through elements 1, . . . , k, possibly repeated. Later on we will
make substitutions of variables ti by elements of some 2 -algebras.
Since our algebras may be non-associative in such cases (unless stated
otherwise) we will suppose that any monomial t(i) has a left-normed
bracketing, i.e., t(i) = (· · · ((ti1ti2)ti3) · · · )til .
Let A = (A, ◦) be an algebra with multiplication ◦. Suppose that
B is a subspace of A. Since f is a linear combination of monomials
of the form t(i), one can substitute instead of ti elements of B and
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calculate T using the multiplication of the algebra A. So, we obtain
a map fB : B × · · · ×B → A defined by
fB(b1, . . . , bk) = f(b1, . . . , bk).
Sometimes we endow A by several multiplications. In such cases, we
will write f ◦B instead of fB, if A is considered as an algebra with
multiplication ◦. Notice that B may be not closed under multiplica-
tion ◦. Whenever it is clear from the context to what B we make
substitutions, we reduce the notation fB to f.
Suppose now that U is a D -differential algebra. We endow the space
of differential operators Diff(n) by three multiplications. Namely, the
multiplications ·, ◦ and [ , ] stand for composition, right-symmetric
multiplication and commutators. We will sometimes write f ·V ect(n) =
f, f ◦V ect(n) = f
rsym.r.
Call a polynomial f = f(t1, . . . , tk) or more precisely fDiff(n), is
D -invariant, if
[f(X1, . . . , Xk), ∂i] =
k∑
s=1
f(X1, . . . , Xs−1, [Xs, ∂i], Xs+1, . . . , Xk)
for any X1, . . . , Xk ∈ Diff(n) and i = 1, . . . , n. Here we do not spec-
ify what kind of multiplications in Diff(n) we use in the calculation
of fDiff(n) . The reason is that
[X, ∂i] = X · ∂i − ∂i ·X = X ◦ ∂i − ∂i ◦X,
for any X ∈ Diff(n). By this observation, D -invariance of f ·Diff(n)
and f circDiff(n) are equivalent notions.
2.5. Primitive commutators. Assume that g = g(t1, . . . , tk) is a
skew-symmetric multilinear polynomial with k arguments. We call g
a k -commutator on some class of vector fields, if for any k vector fields
X1, . . . , Xk of this class g(X1, . . . , Xk) is again a vector field of this
class.
Suppose that f is some polynomial with left-normed brackets. Let
(A, [ , ]) be a Lie algebra with vector space A and commutator [ , ].
As we have explained above, f
[ , ]
A : A× · · · × A→ A is a map with k
arguments that is obtained from f by substituting elements of algebra
A instead of parameters tj and using the commutator [ , ].
Suppose now that (A, [ , ]) is a Lie algebra for some class of vector
fields. Then f
[ , ]
A is the standard k -commutator for any vector field
algebra A. Call k -commutator g primitive on V ect(n) if g·(V ect(n)
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can not be represented as f
[ , ]
V ect(n), for any left-normed polynomial f.
It is easy to give a similar definition for V ect0(n).
The right-symmetric multiplication on V ect(n) is given by
u∂i ◦ v∂j = v∂j(u)∂i.
This multiplication satisfies the right-symmetric identity
(X, Y, Z) = (X,Z, Y ),
where (X, Y, Z) = X ◦(Y ◦Z)−(X ◦Y )◦Z is the associator of X, Y, Z.
In other words,
X ◦ [Y, Z] = (X ◦ Y ) ◦ Z − (X ◦ Z) ◦ Y,
for any X, Y, Z ∈ V ect(n). So, we obtain a right-symmetric algebra
(V ect(n), ◦). Any right-symmetric algebra is Lie-admissible. In par-
ticular, (V ect(n), [ , ]), i.e., the space V ect(n) with the commutator
[X, Y ] = X ◦Y −Y ◦X is a Lie algebra. As we have noticed, the com-
mutator X ◦ Y − Y ◦X coincides here with the standard commutator
X · Y − Y ·X.
2.6. n -Lie algebras, (n − 1) -left commutative algebras and
sh -algebras. For vector spaces M and N denote by T k(M,N) =
Hom(M⊗k, N) the space of polylinear maps with k arguments ψ :
M×· · ·×M → N if k > 0, and set T 0(M,N) = N and T k(M,N) = 0
if k < 0. Let T ∗(M,N) = ⊕kT
k(M,N). Let ∧kM be the k -th ex-
terior power of M and Ck(M,N) = Hom(∧kM,N) ⊆ T k(M,N) be
a space of skew-symmetric polylinear maps with k arguments in M
and C0(M,N) = N, Ck(M,N) = 0, if k < 0. Set C∗(M,N) =
⊕kC
k(M,N).
Let Ω = {ω1, ω2, . . . } be a set of polylinear maps ωi ∈ C
i(A,A).
Let (A,Ω) be an algebra with vector space A and signature Ω [11].
This means that A is endowed by the i -ary multiplication ωi. Call
A an Ω -algebra and in case where Ω = {ωi} set A = (A, ωi). For
ω ∈ Ω, write |ω| = i if ω ∈ C i(A,A).
Suppose (A, ω) is an algebra. It is called an n -Lie [6] or a Nambu
algebra, if
ω(a1, . . . , an−1, ω(an, . . . , a2n−1)) =
n−1∑
i=0
ω(an, . . . , ω(a1, . . . , an−1, an+i), ai+1, . . . , a2n−1),
(n− 1) -left commutative, if∑
σ∈Sym2n−2
sign σ ω(aσ(1), . . . ωσ(n−1), ω(aσ(n), . . . , aσ(2n−2), a2n−1)) = 0,
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and n -homotopical Lie, if∑
σ∈Sym2n−1
sign σ ω(aσ(1), . . . ωσ(n−1), ω(aσ(n), . . . , aσ(2n−2), aσ(2n−1))) = 0,
for any a1, . . . , a2n−1 ∈ A.
Finally, an algebra (A,Ω), where Ω = {ω1, ω2, . . . } is called homo-
topical Lie or sh -Lie [12], if∑
i+j=k+1,i,j≥1
(−1)(j−1)isign σ ωj(ωi(aσ(1), . . . , aσ(i)), aσ(i+1), . . . , aσ(i+j−1)) = 0,
for any k = 1, 2, . . . , and for any a1, . . . , ai+j−1 ∈ A. In particular,
an n -homotopical Lie algebra is an sh -algebra if Ω is concentrated in
only one non-zero multiplication ωn, i.e., ωi = 0, if i 6= n . Suppose
now that Ω is concentrated in two elements ω2 and ωn. Then the
condition that (A,Ω) is sh -Lie means that (A, ω2) is a Lie algebra,
(A, ωn) is a n -homotopical Lie and ωn is a n -cocycle of the adjoint
module of the Lie algebra (A, ω2).
In [4] it is established that, over the field of characteristic 0, any
n -Lie algebra is (n−1) -left commutative and any (n−1) -left commu-
tative algebra is n -homotopical Lie. We prove that (V ect0(2), s5) and
(V ect(2), s6) are correspondingly 4 - and 5 -left commutative. Hence
(V ect0(2), s5) is 5 -homotopical Lie and (V ect(2), s6) is 6 -homotopical
Lie. But they are not, correspondingly, 5- and 6-Lie.
3. Main results
Theorem 3.1. Let N = n2 + 2n− 2. Then
(i) sk = s
rsym.r
k on V ect(n), for any k ≥ N. In particular, sk is
well defined on V ect(n), if k ≥ N.
(ii) sk = 0 is an identity on V ect(n) for any k > N + 1.
(iii) (V ect(n), sN ) is (N−1) -left commutative. In particular, (V ect(n), sN)
is N -homotopical Lie.
(iv) adX ∈ Der (V ect(n), sk) for any X ∈ V ect(n) and for any
k ≥ N.
(v) adX ∈ Der (V ect(n), sk) for any X ∈ V ect(n) such that
∂i∂j(X) = 0, i, j = 1, . . . , n. Here k is any integer > 0.
Theorem 3.2. (i) s5 6= 0 on V ect0(2).
(ii) s5 is a 5 -commutator on V ect0(2).
(iii) s6 = 0 is an identity on V ect0(2).
(iv) 5 -commutator s5 on V ect0(2) is primitive.
(v) s5 = s
rsym.r
5 on V ect0(2).
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(vi) ad s5(X1, . . . , X5) = s5(adX1, . . . , adX5) for any X1, . . . , X5 ∈
V ect0(2).
(vii) (V ect0(2), s5) is a 4 -left commutative algebra.
(viii) (V ect0(2), {s2, s5}) is an sh -Lie algebra.
Theorem 3.3. (i) s6 6= 0 on V ect(2).
(ii) s6 is a 6 -commutator on V ect(2).
(iii) s7 = 0 is an identity on V ect(2).
(iv) 6 -commutator s6 on V ect(2) is primitive.
(v) s6 = s
rsym.r
6 on V ect(2).
(vi) For any X1, . . . , X6 ∈ V ect(2),
s6(X1, . . . , X6) =
6∑
i=1
(−1)i+1DivXi s5(X1, . . . , Xˆi, . . . , X6).
(vii) (V ect(2), s6) is a 5 -left commutative algebra.
(viii) (V ect(2), {s2, s6}) is an sh -Lie algebra.
A natural question arises: Is it possible to construct nontrivial N -
commutators on V ect(n) for n > 2 ? If N = n2 + 2n − 2, then sN
is a well defined N -commutator on V ect(n), n > 1 (theorem 3.1, (i)).
One can prove that sN−1 is also a well defined operation on V ect0(n).
Conjecture.
• SN(X1, . . . , XN) 6= 0 for some X1, . . . , XN ∈ V ect(n).
• SN−1(X1, . . . , XN−1) 6= 0, for some X1, . . . , XN ∈ V ect0(n).
We have checked this conjecture by a computer for n = 2, 3, 4.
4. k -commutators by right-symmetric multiplications
The aim of this section is to prove that for any n there exists N =
N(n) such that for any k ≥ N, sk = s
rsym.r
k on V ect(n).
For X =
∑
α∈Zn−+ uα∂
α ∈ Diff(n), where uα ∈ U, set |X| = s if
uα 6= 0 for some α ∈ Z
n
+, |α| = s but uβ = 0 for any β ∈ Z
n
+ such
that |β| < s. Set also ||X|| = q if uα 6= 0 for some α ∈ Z
n
+, |α| = q,
but uβ = 0 for all β ∈ Z
n
+ such that |β| > q. Notice that
|X + Y | ≥ min{|X|, |Y |},
||X + Y || ≤ max{||X||, ||Y ||},
for any X, Y ∈ Diff(n).
Define a multiplication Diff(n) × Diff(n) → Diff(n), (X, Y ) 7→
X • Y by
u∂α • v∂β =
∑
γ∈Zn+,γ 6=0
(
β
γ
)
v∂β−γ(u)∂α+γ ,
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for any α, β ∈ Zn+. Prolong right-symmetric multiplication ◦ from a
space of differential operators of first order to a space of differential
operators of any order by
u∂α ◦ v∂β = v∂β(u)∂α.
We see that
X · Y = X ◦ Y +X • Y,
|X • Y | > |X|, if X • Y 6= 0,
for any X, Y ∈ Diff(n).
Lemma 4.1. Suppose that X1, . . . , Xk ∈ Diff(n), are linear differen-
tial operators such that |Xi| ≥ s for any i = 1, 2, . . . , k and ||sk(X1, . . . , Xk)|| ≤
s. Then
sk(X1, . . . , Xk) = prs(s
rsym.r
k (X1, . . . , Xk)),
where prs : Diff(n) → Diff(n) a projection map to 〈u∂
α : α ∈
Zn+, |α| = s〉.
Proof. By the formula X · Y = X ◦ Y + X • Y one can write a
composition Xσ(1) · . . . ·Xσ(k) as a linear combination of elements of the
form X ′σ = (. . . ((Xσ(1) ◦ Xσ(2)) . . . ) ◦ Xσ(k), where no • is appeared,
and elements of the form X ′′σ = (. . . ((Xσ(1) ⋆Xσ(2)) . . . ) ⋆Xσ(k), where
⋆ = ◦ or • and the number of the • ’s is at least one. Notice that
|X • Y | > |X| if |X • Y | 6= 0. Therefore,
|X ′′σ | > s,
if X ′′σ 6= 0. Since
sk(X1, . . . , Xk) =
∑
σ∈Symk
X ′σ +X
′′
σ ,
||sk(X1, . . . , Xk)|| ≤ s,
|
∑
σ∈Symk
sign σX ′σ| ≥ s,
|
∑
σ∈Symk
sign σX ′′σ | > s,
which means that
||sk(X1, . . . , Xk)|| = |sk(X1, . . . , Xk)| = s
and
sk(X1, . . . , Xk) = prs(s
rsym.r
k (X1, . . . , Xk)).
Corollary 4.2. Suppose that sk(X1, . . . , Xk) ∈ V ect(n) for X1, . . . , Xk ∈
V ect(n). Then
sk(X1, . . . , Xk) = s
rsym.r
k (X1, . . . , Xk).
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Lemma 4.3. Suppose that sk = s
rsym.r
k on V ect(n) and D is a
derivation of (Diff(n), ·) that saves subspace V ect(n). Then D is
a derivation of k -algebra (V ect(n), srsym.rk ), i.e.,
D(srsym.rk (X1, . . . , Xk)) =
k∑
i=1
srsym.rk (X1, . . . , Xi−1, D(Xi), Xi+1, . . . , Xk),
for any X1, . . . , Xk ∈ V ect(n).
Proof. We have
D(srsym.rk (X1, . . . , Xk)) =
(corollary 4.2)
D(sk(X1, . . . , Xk)) =
(since D ∈ DerDiff(n) )
=
k∑
i=1
sk(X1, . . . , Xi−1, D(Xi), Xi+1, . . . , Xk).
Since D(V ect(n)) ⊆ V ect(n) by our condition,
sk(X1, . . . , Xi−1, D(Xi), Xi+1, . . . , Xk) ∈ V ect(n),
for any X1, . . . , Xk ∈ V ect(n). Thus by corollary 4.2,
sk(X1, . . . , Xi−1, D(Xi), Xi+1, . . . , Xk) =
srsym.rk (X1, . . . , Xi−1, D(Xi), Xi+1, . . . , Xk).
Hence,
D(srsym.rk (X1, . . . , Xk)) =
k∑
i=1
srsym.rk (X1, . . . , Xi−1, D(Xi), Xi+1, . . . , Xk),
for any X1, . . . , Xk ∈ V ect(n).
Corollary 4.4. Suppose that sk = s
rsym.r
k on V ect(n). Then for any
X ∈ V ect(n) the adjoint derivation adX generates also a derivation
of (V ect(n), srsym.rk ). In particular, adX is a derivation of the alge-
bra (V ect(n), sn2+2n−2) for any X ∈ V ect(n). Similarly, adX is a
derivation of (V ect0(2), s5) for any X ∈ V ect0(2).
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5. How to calculate D -invariant forms
5.1. (L, U) -modules. Let U = C[x1, . . . , xn] and L =Wn = Der U.
Let M be L -module. Then the subspace of L−1 -invariants, M0 =
ML−1 = 〈m ∈ M : (m)∂i = 0〉, has a natural structure of an L0 -
module. Make M0 an L0 -module by the trivial action of L1. Call the
L1 -module M0 the base of L -module M.
Let M be a module over Lie algebra L = Wn . Call M an it
(L, U) -module, if there exists an additional structure of M as a right
U -module such that
(mu)X = m[u,X ] + (mX)u,
for any m ∈M,u ∈ U,X ∈ L.
Let M be an (L, U) -module and M0 = M
L
−1 is a base of M as
an L -module. Call M an (L, U) -module with base M0, if M is an
(L, U) -module and M as a U -module is a free module with base M0.
The main construction of (L, U) -modules ([1]) is the following.
Let L = Wn and U be a natural L -module. Let M0 be an L0 -
module such that M0L1 = 0. Recall that L0 = ⊕s≥0Li = L0 ⊕ L1.
One can make M = U ⊗M0 an (L, U) -module by
(u⊗m)X = (u)X ⊗m+ u⊗
∑
a∈V (L0
Ea(X)u⊗ (m)a,
(u⊗m)v = (vu)⊗m,
where V (L)0 = {x
α∂i : α ∈ Z
n
+, i = 1, . . . , n} is the standard basis of
L0. Recall that for L = Wn and L = Sn−1 = 〈X ∈ Wn : DivX = 0〉
the map Ea : L→ U is defined by
Exα∂j(v∂j) = δi,j
∂α(v)
α!
.
Then M = U ⊗M0 will be an (L, U) -module with base M0. It has a
standard grading induced by a grading of U :
M = ⊕s≥−qM[s], M[s] = 〈x
α ⊗m : |α| =
n∑
i=1
αi = s + q〉,
where one can assume that M0 ∼= 〈1 ⊗m : m ∈ M0〉 has the grading
degree −q and |xα ⊗m| = |α| − q. For example,
M[2+q] = 〈xixj⊗m : i ≤ j,m ∈M0〉, dim M[2+q] =
(
n+ 1
2
)
dim M0.
Example. U under the natural actions of L = Wn and U is an
(L, U) -module with base 〈1〉. The adjoint module of L = Wn under
the natural action of U, (u∂i, v) 7→ uv∂i, is also an (L, U) -module
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with base L−1. This module is isomorphic to the (L, U) -module U ⊗
L−1 with the module structures given above. If L = Sn−1 = 〈X ∈
Wn : DivX = 0〉, then the adjoint module has no structure of an
(L, U) -module.
Let M1, . . . ,Mk and Mk+1 are (L, U) -modules with bases M1,0, . . . ,Mk,0
and Mk+1,0, correspondingly. Let C
k(M1, . . . ,Mk;Mk+1) be a space
of polylinear maps ψ :M1 × · · · ×Mk →Mk+1. Endow C
k(M1, . . . ,Mk;Mk+1)
with a structure of (L, U) -module. The action of L is natural:
(m1, . . . , mk)(ψX) =
((m1, . . . , mk)ψ)X −
k∑
i=1
ψ(m1, . . . , mi−1, (mi)X,mi+1, . . . , mk).
The action of U is given by
(m1, . . . , mk)(ψu) = ((m1, . . . , mk)ψ)u.
Here ψ ∈ Ck(M1, . . . ,Mk;M) and mi ∈ Mi, 1 ≤ i ≤ k, X ∈ L,
u ∈ U. It is easy to see that
(ψu)X = ψ(uX) + (ψX)u,
for any ψ ∈ Ck(M1, . . . ,Mk;Mk+1), X ∈ L and u ∈ U. So, C
k(M1, . . . ,Mk;Mk+1)
is a (L, U) -module. The algorithm how to find its base or how to cal-
culate D -invariant forms is given in [1].
We need results of [1] in one particular case. Namely, we use this
algorithm in the calculation of k -commutators. This algorithm is given
below.
5.2. Escorts and supports. Let E be a root system on Wn. asso-
ciate with ψ a polylinear map esc(ψ) ∈ T k(L, L−1), called the escort
of ψ, by the rule
esc(ψ)(X1, . . . , Xk) = ψ(X1, . . . , Xk),
if X1 ∈ Lα1 , . . . , Xk ∈ Lαk and α
1+ · · ·+αk has a form −ǫs for some
s = 1, . . . , n. Here α1, . . . , αk are some roots from E . If α1+ · · ·+αk
can not be presented in the form −ǫs for some s ∈ {1, 2, . . . , n} then,
by definition,
esc(ψ)(X1, . . . , Xk) = 0.
So, we have defined esc(ψ)(X1, . . . , Xk) for root elements X1, . . . , Xk.
Define now esc(ψ)(X1, . . . , Xk) by polylinearity for any X1, . . . , Xk.
Notice that esc(ψ) is correctly defined, i.e.,
∀X1, . . . , Xk ∈ L⇒ esc(ψ)(X1, . . . , Xk) ∈ L−1.
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Notice also that −ǫs can not be presented as a sum of k roots in
infinitely many ways. Therefore, the following subspace
supps(ψ) = ⊕α1,... ,αk∈E,α1+...+αk=−ǫsLα1 ⊗ · · · ⊗ Lαk ,
called the s -support of ψ , is finite-dimensional for any s ∈ {1, . . . , n}.
Call a finite-dimensional subspace
supp(ψ) = ⊕ns=1supps(ψ)
the support of ψ. So, escort of any D -invariant E -graded map ψ ∈
T k(L, L) is uniquely defined by the restriction to its support supp(ψ).
Let V (L) be the standard basis of L =Wn consisting of vectors of
the form xα∂i where α ∈ Z
n
+ and i ∈ {1, . . . , n}. Denote by V (ψ)
a basis of supp(ψ) which is collected by tensoring of basic vectors of
V (L). We will write (a1, . . . , ak) instead of a1 ⊗ · · · ⊗ ak. So,
V (ψ) = ∪ns=1Vs(ψ),
where
Vs(ψ) = {(a1, . . . , ak) : al ∈ V (Lαl), α
l ∈ E ,α1+. . .+αk = −ǫs, l = 1, . . . , k}.
As was shown in [1], any E -graded D -invariant map can be uniquely
restored by its escort. Namely,
ψ(X1, . . . , Xk) =
∑
(a1,... ,ak)∈V (ψ)
Ea1(X1) · · ·Eak(Xk)esc(ψ)(a1, . . . , ak),
(1)
where
Exα∂i(v∂j) = δi,j
∂α(v)
α!
.
Denote by sk the standard skew-symmetric associative polynomial
sk = sk(t1, . . . , tk) =
∑
σ∈Symk
sign σ tσ(1) · · · tσ(k).
5.3. Cup-products. Given an algebra A with multiplication ⋆ , de-
fine the cup-product of cochain complexes C∗(A,A)×C∗(A,A) corre-
sponding to a multiplication on A. If ψ ∈ Ck(A,A) and φ ∈ C l(A,A)
then define ψ ⌣ φ ∈ Ck+l(A,A) by
ψ ⌣ φ(a1, . . . , ak+l) =
∑
σ∈Symk,l
sign σ ψ(aσ(1), . . . , aσ(k))⋆φ(aσ(k+1), . . . , aσ(k+l)).
Here
Symk,l = {σ ∈ Symk+l : σ(1) < · · ·σ(k), σ(k + 1) < · · · < σ(k + l)}
is a set of (k, l) -shuffle permutations.
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Suppose that A has an associative multiplication · and a right-
symmetric multiplication ◦. Denote by
·
⌣ and
◦
⌣ cup-products in-
duced by multiplications · and ◦ correspondingly.
If B is a subspace of A then one can consider cup-products
⌣: C∗(B,A)× C∗(B,A)→ C∗(B,A).
We use the cup-products for A = Diff(n) and B = V ect(n) or
V ect0(n). Sometimes the cup-product of ψ ∈ C
k(A,B) and φ ∈
C l(A,B) lies in Ck+l(B,B). Such fortunate situations occur in cal-
culating of sk+l for sufficiently large k + l.
5.4. General case. The difficult part of k -commutator calculations
is related to the problem of exact constructions of k -commutators.
Calculations for k -commutators are done mainly for the case U =
C[x1, . . . , xn]. This allows us to use the escort method effectively. Af-
ter receiving exact formulas it is less difficult to check that these formu-
las for k -commutators are valid for any D -differential algebras. For
example, for the cases U = C[x1, . . . , xn] or U = C
∞(M) one can
use continuity properties of functions and the fact that polynomials
are dense.
One can give a pure algebraic proof of these statements. It needs
some additional arguments based on the super variational calculus.
Our questions are equivalent to the following question. Let D be an
odd derivation. Is it possible to find some k, such that Dk is also
derivation? For k = 2, it is well known. Surprisingly, that for some
n one can find a special k = k(n), as in case of k -commutators, such
that Dk will be a derivation and Dk+1 = 0. For example, D7 = 0 if
D = u1∂1 + u2∂2, where u1 and u2 are odd variables and ∂1, ∂2 are
even derivations. In general, Dn
2+2n−1 = 0 for D =
∑n
i=1 ui∂i where
ui are odd elements and ∂1, . . . , ∂n are commuting even derivations.
It seems that this topic is interesting in itself, and we are planning to
discuss it in a separate paper.
We give here only some key ideas. Let U be a D -differential algebra,
e.g. the Laurent polynomial algebra C[x±11 , . . . , x
±1
n ] or an algebra of
smooth functions on some n -dimensional manifold. We would like to
calculate sk on Diff(n) corresponding to this U. Notice that all of
these algebras contain C[x1, . . . , xn]. Therefore, to have the identity
sk = 0 on V ect(n), it is necessary to have the identity sk = 0 on
Wn. These conditions in our cases are sufficient. In fact, let U be
any D -differential algebra and Xl = ul∂il ∈ V ect(n) ⊆ Diff(n),
where ul ∈ U and il ∈ {1, . . . , n}. If il = s, we say that Xl or
ul has type s. Notice that sk(X1, . . . , Xk) is a sum of elements of the
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form ∂α
1
(u1) · · ·∂
αk(uk)∂
αk+1 where α1, . . . , αk, αk+1 ∈ Zn+ such that
α1+ · · ·+αk+1 = k. Moreover, since sk is skew-symmetric, if α
l = αs,
then ul and us should have different types. For example, monomials
of the form uj1 . . . ujl should enter no more than n times.
These kind of arguments shows that in obtaining the formula for
sk(X1, . . . , Xk) one uses only
• the Leibniz rule,
• the polylinearity of sk ,
• the D -invariance of sk ,
• the 0 -grading property of sk.
One can show that sk(u1∂i1 , . . . , uk∂ik) is a sum of elements of the form
λ(α1,u1,... ,αk,uk,αk+1)∂
α1(u1) · · ·∂
αk(uk)∂
αk+1 where coefficients λ(α1,u1,... ,αk,uk,αk+1)
do not depend on the choice of D -differential algebra U. Therefore,
we can get as a testing algebra a polynomials algebra. This is the main
way how to reduce calculations to the polynomials case.
The following lemma 5.1 is stated in a general case, although we
prove it below essentially in case of U = C[x1, . . . , xn]. One can check
directly that statements of this lemma are true independently of U in
each of the cases, where we use these statements.
Lemma 5.1. Let sk be a standard skew-symmetric polynomial and U
an associative commutative algebra with a system of commuting deriva-
tions D = {∂1, . . . , ∂n}. Let Diff(n) = 〈u∂
α : α ∈ Zn+, u ∈ U〉 be a
space of differential operators on U endowed with associative multi-
plication ·. Let V ect(n) = 〈u∂i : u ∈ U, i = 1, . . . , n〉 be the sub-
space of differential operators on U, of differential degree one. Let
Wn = 〈x
α∂i : α ∈ Z
n+, i = 1, . . . , n〉 be the Lie algebra corresponding
to U = C[x1, . . . , xn]. Then
(i) sk,Diff(n) is D -invariant.
(ii) sk,Wn is E -graded.
(iii) sk+l,Diff(n) = sk,Diff(n) ⌣ sl,Diff(n).
(iv) esc(srsym.rk+l,Wn = s
rsym.r
k,Wn
◦
⌣ sl,V ect(n), if k + l ≥ n
2 + 2n− 2.
(v) srsym.rk+l,S1 = s
rsym.r
k,S1
◦
⌣ sl,S1 , if i+ j ≥ 5.
6. Sufficient condition for a D -invariant form with
skew-symmetric arguments to be zero
Let L be a graded algebra L = ⊕i≥−1Li with the commuting system
of derivations D = L−1. Recall that M = ⊕s≥−qM[s] is a graded L -
module if
LiM[s] ⊆M[i+s],
for any i ≥ −1 and s ≥ −q.
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Suppose M1, . . . ,Mk,M0 are graded L -modules. Say ψ ∈ C
k(M1, . . . ,Mk;M)
is graded and that ψ has grade r if
ψ(M1,[s1], . . . ,Mk,[sk]) ⊆M0,[i1+···+ik+r],
for any s1, . . . , sk. Then
Ck(M1, . . . ,Mk;M0) = ⊕sC
k(M1, . . . ,Mk;M0)[s],
is also graded, where
Ck(M1, . . . ,Mk;M0)[s] =< ψ ∈ C
k(M1, . . . ,Mk;M0) : |ψ| = s〉.
Lemma 6.1. Consider the linear programming problem

∑m
i=−1 xi = r
0 < xi ≤ li, i = −1, 0, . . . , m− 1,
f(x−1, x−1, . . . , xm) :=
∑m
i=−1 ixi → min.
Then
min f(x−1, x0, . . . , xm) = mr −
m−1∑
i=−1
(m− i)xi
and this value is attained for x−1 = l−1, x0 = l0, . . . , xm−1 = lm−1 and
xm = r −
∑m−1
i=−1 li.
Proof. Since xm = r −
∑m−1
i=−1 xi,
f(x−1, x0, . . . , xm) = mr −
m−1∑
i=−1
(m− i)xi.
Thus,
f(x−1, x0, . . . , xm) ≤ mr −
m−1∑
i=−1
(m− i)li
and the inequality can be converted to equality if xi = li, i = −1, 0, . . . , m−
1, and xm = r −
∑m−1
i=−1 li.
Theorem 6.2. Let A = ⊕i≥−1Ai and M = ⊕i≥qMi be D -graded
modules such that AD = A−1,M
D = Mq. Suppose that ψ ∈ T
k(A,M)
is a 0 -graded polylinear map and skew-symmetric in r arguments. Let
i0 be number such that∑
−1≤i≤i0
dim Ai ≤ r <
∑
−1≤i≤i0+1
dim Ai.
If
k + q < r(i0 + 2)−
∑
−1≤i≤i0
(i0 + 1− i) dim Ai
N -COMMUTATORS OF VECTOR FIELDS 23
and ψ is D -invariant then ψ = 0.
Proof. We prove that esc(ψ) = 0. Suppose that it is not true
and ψ 6= 0. Then there exist homogeneous a1, . . . , ak ∈ A such that
ψ(a1, . . . , ak) 6= 0 and |a1|+ · · ·+ |ak| is minimal. We have
ψ ∈ T k(A,M)D ⇒
∂iψ(a1, . . . , ak) =
k∑
j=1
ψ(a1, . . . , aj−1, ∂i(aj), aj+1, . . . , ak).
As |a1|+ . . .+ |ak| is minimal with property ψ(a1, . . . , ak) 6= 0 and
|a1|+ · · ·+ |ak| > |a1|+ · · ·+ |aj−1|+ |∂i(aj)|+ |aj+1|+ · · ·+ |ak|,
we obtain that
0 6= ψ(a1, . . . , ak) ∈M
D = Mq.
Since ψ is graded with degree 0, this means that we can choose
homogeneous elements a1, . . . , ak ∈ A such that
ψ(a1, . . . , ak) 6= 0, |a1|+ · · ·+ |ak| = |ψ(a1, . . . , ak)| = q.
As ψ is skew-symmetric in r arguments, the set {a1, . . . , ak} should
have at least r linear independent elements. Denote them by ai1 , . . . , air .
Suppose that among ai1 , . . . , air there are li elements of Ai. Then
r =
∑
i≥−1
li(2)
and
li ≤ dim Ai.(3)
Since r ≤
∑i0+1
i=−1 li, from (2) it follows that
li = 0, i > i0 + 1
and
r =
i0+1∑
i=−1
li.(4)
So, among elements ai1 , . . . , air there are l−1 elements of degree −1,
l0 elements of degree 0, etc, li0 elements of degree i0 and finally
r −
∑i0
i=−1 li ≥ r −
∑i0
i=−1 dim Ai elements of degree i0 + 1. Since
|ai| ≥ −1 for any i ≥ −1, we obtain that
|ψ(a1, . . . , ak)| =
k∑
i=1
|ai| ≥ (−1)(k−r)+
r∑
s=−1
|ais| ≥ f(l−1, l0, . . . , li0+1),
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where
f(l−1, l0, . . . , li0+1) = r − k +
i0+1∑
i=−1
i li.
According to lemma 6.1 and our condition,
min f(l−1, l0, . . . , li0+1) = r−k+(i0+1)r−
i0+1∑
i=−1
(i0+1− i) dim Ai > q.
Therefore,
|ψ(a1, . . . , ak)| > q.
In particular,
ψ(a1, . . . , ak) 6∈M
D,
which is a contradiction.
Corollary 6.3. Let ψ ∈ T 9(S1, S1) be a D -invariant 0 -graded form
with 8 skew-symmetric arguments. Then ψ = 0.
Proof. Recall that S1 denotes the subalgebra of W2 consisting
of derivations with divergence 0. Let A = S1. Then dim A−1 =
2, dim A0 = 3, dim A1 = 4, since A−1 = 〈∂1, ∂2〉, A0 = 〈x1∂2, x1∂1 −
x2∂2, x2∂1〉, A1 = 〈x
2
2∂1, x
2
1∂1 − 2x1x2∂2, x
2
2∂2 − 2x1x2∂1, x
2
1∂2〉. Thus,
dim A−1+dim A0 = 2+3 ≤ r = 8 < dim A−1+dim A0+dim A1 = 2+3+4.
In other words, i0 = 0 for r = 8. Furthermore, for k = 9, q = −1, r =
8, i0 = 0. We see that
k+q = 8 < 9 = r(i0+2)−
∑
−1≤i≤i0
(i0+1−i) dim Ai = 8(0+2)−2·2−1·3.
Therefore, all conditions of theorem 6.2 are fulfilled and ψ = 0 for
A = S1.
Corollary 6.4. Let ψ ∈ T 11(W2,W2) be a D -invariant form with 10
skew-symmetric arguments. Then ψ = 0.
Proof. Take A = W2 . Then dim A−1 = 2, dim A0 = 4, dim A1 =
6, since A−1 = 〈∂1, ∂2〉, A0 = 〈xi∂j : i, j = 1, 2〉, A1 = 〈xixj∂s :
i, j, s = 1, 2, i ≤ j〉. For r = 10, k = 11, q = −1 we see that
dim A−1+dim A0 = 2+4 ≤ r = 10 < dim A−1+dim A0+dim A1 = 2+4+6.
Hence i0 = 0, and
k+q = 10 < 12 = r(i0+2)−
∑
−1≤i≤i0
(i0+1−i) dim Ai = 10(0+2)−2·2−1·4.
Therefore, by theorem 6.2, ψ = 0 on A = W2.
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Corollary 6.5. sk = 0 is an identity on Wn, if k ≥ n
2 + 2n.
Proof. Let A = Wn. Then dim A−1 = n, dim A0 = n
2, dim A1 =
n2(n + 1)/2. We see that for r = k ≥ n2 + 2n,
dim A−1 + dim A0 = n+ n
2 ≤ r.
Therefore i0 ≥ 0. Hence, if i0 = 0 then
k + q = r − 1 < r + r − 2n− n2 = r(0 + 2)− 2 dim A−1 − dim A0.
If i0 > 0, n > 1, then 2 dimA−1 ≤ dimA1 and
r(i0 + 2)−
∑
−1≤i≤i0
(i0 + 1− i) dim Ai =
r − 2 dimA−1 +
∑
1≤i≤i0
i dimAi + (i0 + 1)(r −
∑
−1≤i≤i0
dim Ai) ≥
r − 2 dimA−1 +
∑
1≤i≤i0
i dimAi > r − 1.
Thus, we can use theorem 6.2, if n > 1. If n = 1, it is easy to check
that s3 = 0, and, sk = 0, for any k > 3.
So, we have proved ψ = 0 for A =Wn.
Corollary 6.6. Let ψ ∈ T 2n
2+4n−5(Wn,Wn), n > 1, be skew-symmetric
in r ≥ (3n2 + 6n − 5)/2 arguments. Then ψ = 0. In particular,
(V ect(n), sn2+2n−2) is (n
2 + 2n− 3) -left commutative.
Proof. Let A = Wn. For q = −1, k = 2n
2+4n−5, r ≥ (3n2+6n−
5)/2, it is easy to see that i0 ≥ 0.
Check that the case i0 > 0 is impossible. If n = 2 then we obtain
a contradiction with the conditions
r ≤ k = 11
and
dimA−1 + dimA0 + dimA1 = 12 ≤ r.
Let n > 2. Then we will have
dimA−1+dimA0+dimA1 = n+n
2+n2(n+1)/2 ≤ r < k = 2n2+4n−5,
and
n3 − n2 − 6n+ 5 ≤ 0.
For n ≥ 3,
n3 − n2 − 6n + 5 ≥ 2n2 − 6n + 5 > 0,
and again obtain a contradiction.
So, i0 = 0. Then
k + q = 2n2 + 4n− 6 < 2n2 + 4n− 5 ≤ 2r − 2 dimA−1 − dimA0.
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Hence, the condition of theorem 6.2 is satisfied. Thus, ψ = 0 for
A = Wn.
Notice that 2(n2 + 2n− 3) ≥ (3n2 + 6n− 5)/2 if n > 1. Therefore,
the (n2 + 2n − 3) -left commutativity condition, as a condition for a
D -invariant form with 2(n2 + 2n − 3) skew-symmetric arguments, is
an identity on Wn.
7. Invariant N -operation on vector fields
Lemma 7.1. The sln -module ∧
n−2(R(2π1) ⊗ R(πn−1) does not con-
tain R(2πn−1) as a submodule.
Proof. I am grateful to R.Howe for the following elegant proof of
this lemma.
One can argue that the full (n−2) tensor power of R(2π1)⊗R(πn−1)
does not contain R(2πn−1). Indeed, the (n − 2) tensor power of this
tensor product is equal to the tensor product of the (n − 2) tensor
powers of each factor.
The representation R(2π1) corresponds to the diagram with one row
or length two. The representation R(πn−1) corresponds to the diagram
with one column of length n− 1. So, the question then becomes, does
the Young diagram with n− 3 columns of length n, and two columns
of length n− 1, appear in the indicated tensor product?
Since the diagram of R(πn−1) has only one column, all of the com-
ponents of its (n−2) tensor power will have at most (n−2) columns.
Since the diagram of R(2π1) has only one row, all the components of
its (n− 2) tensor power will contain at most n− 2 rows. Now taking
the tensor product of these two representations, we can say that all
components of the tensor product will have diagrams which fit in an
Γ -shaped region with (n − 2) columns and (n − 2) rows. But the
diagram of the representation we are asking about does not fit in to
this region, so it cannot be a component.
Corollary 7.2. sn2+2n−2 has no quadratic differential part on V ect(n).
Proof. Since, as sln -modules,
L1 ∼= R(2π1 + πn−1)⊕ R(π1) ∼= R(2π1)⊗ R(πn−1),
we obtain an isomorphism of sln -modules
∧kL1 ∼= ∧
k(R(2π1)⊗R(πn−1)).
Consider the homomorphism of sln -modules
ρk,s : ∧
k−n2−nL1 → R(sπn−1),
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induced by
ρ(X1 ∧ . . . ∧Xk−n2−n) =
prs(sk,Diff(n)(∂1, . . . , ∂n, x1∂1, . . . , xn∂1, . . . , x1∂n, . . . , xn∂n, X1, . . . , Xk−n2−n)),
where prs : Diff(n) →< ∂
α : |α| = s〉 ∼= R(sπn−1) is the projection
map.
Since
∧nL−1 ⊗ ∧
n2L0 ∼= C,
it is clear that ρn2+2n−2,2 should give a homomorphism of ∧
n−2(R(π1)⊗
R(π1+πn−1)) to R(2πn−1). By lemma 7.1 this homomorphism is triv-
ial. Thus, sn2+2n−2(X1, . . . , Xn2+2n−2) ∈ V ect(n) for any X1, . . . , Xn2+2n−2 ∈
V ect(n).
Lemma 7.3. Let U be any D -differential algebra. For any X1, . . . , Xk ∈
V ect(n), sk(X1, . . . , Xk) ∈ V ect(n), if k = n
2 + 2n − 2 and k =
n2 + 2n− 1.
Proof. For k = n2 + 2n − 2 this follows from corollary 7.2. For
k = n2+2n−1 we see that esc(sk) has support ∧
nL−1⊗∧
n2−1⊗∧n−1L1
and sk(∂1, . . . , ∂n, a1, . . . , an−1, X1, . . . , Xn−1), where a1, . . . , an2−1 ∈
L0, X1, . . . , Xn−1 ∈ L1, never gives quadratic terms, as
|sk(∂1, . . . , ∂n, a1, . . . , an−1, X1, . . . , Xn−1)| = −1.
Lemma 7.4. sk = 0 is an identity on V ect(n) for k ≥ n
2 + 2n.
Proof. This is corollary 6.5. However, we give here another proof.
sk is skew-symmetric in k ≥ n
2 + 2n arguments and graded. Since
dim L−1 = n, dim L0 = n
2, dim L1 = n
2(n+ 1)/2 ≥ n and
|sk(∂1, . . . , ∂n, x1∂1, . . . , xn∂1, . . . , x1∂n, . . . , xn∂n, X1, . . . , Xk))| ≥
(k − n2 − n) · 1 + n2 · 0 + n · (−1) ≥ 0,
we see that esc(sk) = 0, if k ≥ n
2 + 2n.
Remark. n2+2n here is not minimal. One can prove that sn2+2n−1 =
is an identity on V ect(n) and that sn2+2n−2 = 0 is an identity on
V ect0(n).
8. Quadratic differential parts for k -commutators in
two variables
Let Diffs(n) be a subspace of Diff(n) that consists of differential
operators of differential order s, i.e., Diffs(n) = 〈u∂
α : u ∈ U, α ∈
Zn+, |α| =
∑
i αi = s〉. Let prs : Diff(n)→ Diffs(n) be the projection
map.
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Lemma 8.1. For any X1, . . . , Xk ∈ V ect(2),
prl(sk(X1, . . . , Xk)) = 0,
if l > 2.
Proof. If k > 6 then by lemma 7.4 and 13.1, sk = 0 is an identity.
If k = 6, then sk,V ect(2) has only a linear part. If k ≤ 5 then sk can
be decomposed into a cup-product of s2 and sk−2. We know that s2
can only give differential operators of first order. So, s3 = s2 ⌣ s1 and
s4 = s2 ⌣ s2 can give differential operators at most second order. As
far as s5 = s3 ⌣ s2, the following reasoning shows that the differential
operators of third order can not be represented as s5(X1, . . . , X5) for
any X1, . . . , X5 ∈ V ect(2). For L = W2, support for an escort map
of prls5 with a maximal l should contain {∂1, ∂2, x2∂1, a, b, c} , where
a, b, c ∈ L0. Easy calculations then show that l ≤ 2 if k = 5.
Remark. One can prove that if l > n then prl(sk(X1, . . . , Xk)) = 0
for any k and X1, . . . , Xk ∈ V ect(n).
Lemma 8.2.
pr2(s3(X1, X2, X3)) =
−
∣∣∣∣∣∣
(x1)X1 (x1)X2 (x1)X3
(x2)X1 (x2)X2 (x2)X3
∂2((x1)X1) ∂2((x1)X2) ∂2((x1)X3)
∣∣∣∣∣∣ ∂
2
1
+
∣∣∣∣∣∣
(x1)X1 (x1)X2 (x1)X3
(x2)X1 (x2)X2 (x2)X3
∂1((x1)X1) ∂1((x1)X2) ∂1((x1)X3)
∣∣∣∣∣∣ ∂1∂2
−
∣∣∣∣∣∣
(x1)X1 (x1)X2 (x1)X3
(x2)X1 (x2)X2 (x2)X3
∂2((x2)X1) ∂2((x2)X2) ∂2((x2)X3)
∣∣∣∣∣∣ ∂1∂2
+
∣∣∣∣∣∣
(x1)X1 (x1)X2 (x1)X3
(x2)X1 (x2)X2 (x2)X3
∂1((x2)X1) ∂1((x2)X2) ∂1((x2)X3)
∣∣∣∣∣∣ ∂
2
2 ,
for any X1, X2, X3 ∈ V ect(2).
Lemma 8.3.
pr2(s4(X1, . . . , X4)) =
−2
∣∣∣∣∣∣∣∣
(x1)X1 (x1)X2 (x1)X3 (x1)X4
(x2)X1 (x2)X2 (x2)X3 (x2)X4
∂1((x1)X1) ∂1((x1)X2) ∂1((x1)X3) ∂1((x1)X4)
∂2((x1)X1) ∂2((x1)X2) ∂2((x1)X3) ∂2((x1)X4)
∣∣∣∣∣∣∣∣
∂21
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−2
∣∣∣∣∣∣∣∣
(x1)X1 (x1)X2 (x1)X3 (x1)X4
(x2)X1 (x2)X2 (x2)X3 (x2)X4
∂1((x1)X1) ∂1((x1)X2) ∂1((x1)X3) ∂1((x1)X4)
∂2((x2)X1) ∂2((x2)X2) ∂2((x2)X3) ∂2((x2)X4)
∣∣∣∣∣∣∣∣
∂1∂2
−2
∣∣∣∣∣∣∣∣
(x1)X1 (x1)X2 (x1)X3 (x1)X4
(x2)X1 (x2)X2 (x2)X3 (x2)X4
∂1((x2)X1) ∂1((x2)X2) ∂1((x2)X3) ∂1((x2)X4)
∂2((x1)X1) ∂2((x1)X2) ∂2((x1)X3) ∂2((x1)X4)
∣∣∣∣∣∣∣∣
∂1∂2
−2
∣∣∣∣∣∣∣∣
(x1)X1 (x1)X2 (x1)X3 (x1)X4
(x2)X1 (x2)X2 (x2)X3 (x2)X4
∂1((x2)X1) ∂1((x2)X2) ∂1((x2)X3) ∂1((x2)X4)
∂2((x2)X1) ∂2((x2)X2) ∂2((x2)X3) ∂2((x2)X4)
∣∣∣∣∣∣∣∣
∂22 ,
for any X1, . . . , X4 ∈ V ect(2).
Lemma 8.4.
pr2(s5(X1, . . . , X5)) =
−
∣∣∣∣∣∣∣∣∣∣
(x1)X1 (x1)X2 (x1)X3 (x1)X4 (x1)X5
(x2)X1 (x2)X2 (x2)X3 (x2)X4 (x2)X5
∂1((x1)X1) ∂1((x1)X2) ∂1((x1)X3) ∂1((x1)X4) ∂1((x1)X5)
∂2((x2)X1) ∂2((x2)X2) ∂2((x2)X3) ∂2((x2)X4) ∂2((x2)X5)
∂2((x1)X1) ∂2((x1)X2) ∂2((x1)X3) ∂2((x1)X4) ∂2((x1)X5)
∣∣∣∣∣∣∣∣∣∣
∂21
−
∣∣∣∣∣∣∣∣∣∣
(x1)X1 (x1)X2 (x1)X3 (x1)X4 (x1)X5
(x2)X1 (x2)X2 (x2)X3 (x2)X4 (x2)X5
DivX1 DivX2 DivX3 DivX4 DivX5
∂2((x1)X1) ∂2((x1)X2) ∂2((x1)X3) ∂2((x1)X4) ∂2((x1)X5)
∂1((x2)X1) ∂1((x2)X2) ∂1((x2)X3) ∂1((x2)X4) ∂1((x2)X5)
∣∣∣∣∣∣∣∣∣∣
∂1∂2
−
∣∣∣∣∣∣∣∣∣∣
(x1)X1 (x1)X2 (x1)X3 (x1)X4 (x1)X5
(x2)X1 (x2)X2 (x2)X3 (x2)X4 (x2)X5
∂1((x1)X1) ∂1((x1)X2) ∂1((x1)X3) ∂1((x1)X4) ∂1((x1)X5)
∂2((x2)X1) ∂2((x2)X2) ∂2((x2)X3) ∂2((x2)X4) ∂2((x2)X5)
∂1((x2)X1) ∂1((x2)X2) ∂1((x2)X3) ∂1((x2)X4) ∂1((x2)X5)
∣∣∣∣∣∣∣∣∣∣
∂22 ,
for any X1, . . . , X5 ∈ V ect(2).
To prove these statements one needs to calculate their escorts. A
sufficient number of examples of similar calculations will be given be-
low.
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9. Exact formula for 5 -commutator
Theorem 9.1. Let U be an associative commutative algebra with two
commuting derivations ∂1 and ∂2. Then
s5(D12(u1), D12(u2), D12(u3), D12(u4), D12(u5)) = −3D12([u1, u2, u3, u4, u5]),
for any u1, . . . , u5 ∈ U, where
[u1, u2, u3, u4, u5] =
∣∣∣∣∣∣∣∣∣∣
∂1u1 ∂1u2 ∂1u3 ∂1u4 ∂1u5
∂2u1 ∂2u2 ∂2u3 ∂2u4 ∂2u5
∂21u1 ∂
2
1u2 ∂
2
1u3 ∂
2
1u4 ∂
2
1u5
∂1∂2u1 ∂1∂2u2 ∂1∂2u3 ∂1∂2u4 ∂1∂2u5
∂22u1 ∂
2
2u2 ∂
2
2u3 ∂
2
2u4 ∂
2
2u5
∣∣∣∣∣∣∣∣∣∣
and D12(u) = ∂1(u)∂2 − ∂2(u)∂1.
Proof. Let Li be graded components for S1 = 〈x ∈ W2 : Div X =
0〉 and a, b, c ∈ L0, X ∈ L1. Notice that
srsym.r3 (∂i, a,X) = [∂i, a] ◦X + [a,X ] ◦ ∂i + [X, ∂i] ◦ a =
−a ◦ ∂iX +X ◦ ∂ia ∈ L0.
Therefore, by lemma 5.1
s5(∂1, ∂2, a, b, X) =
−srsym.r3 (∂1, b, X) ◦ ∂2(a) + s
rsym.r
3 (∂2, b, X) ◦ ∂1(a)
+srsym.r3 (∂1, a,X) ◦ ∂2(b)− s
rsym.r
3 (∂2, a,X) ◦ ∂1(b) =
+(b ◦ ∂1X −X ◦ ∂1b) ◦ ∂2a− (b ◦ ∂2X −X ◦ ∂2b) ◦ ∂1a
+(X ◦ ∂1a− a ◦ ∂1X) ◦ ∂2b− (X ◦ ∂2a− a ◦ ∂2X) ◦ ∂1b =
−(a ◦ ∂1X −X ◦ ∂1a) ◦ ∂2b+ (a ◦ ∂2X −X ◦ ∂2a) ◦ ∂1b
+(b ◦ ∂1X −X ◦ ∂1b) ◦ ∂2a− (b ◦ ∂2X −X ◦ ∂2b) ◦ ∂1a =
−a ◦ [∂1X, ∂2b] + [X, ∂2b] ◦ ∂1a+ a ◦ [∂2X, ∂1b]− [X, ∂1b] ◦ ∂2a
+b ◦ [∂1X, ∂2a]− [X, ∂2a] ◦ ∂1b− b ◦ [∂2X, ∂1a] + [X, ∂1a] ◦ ∂2b.
We see that non-zero components for esc(s5) are
s5(∂1, ∂2, x2∂1, x1∂1 − x2∂2, x
2
1∂2) = 6∂2,
s5(∂1, ∂2, x2∂1, x1∂1 − x2∂2, x
2
1∂1 − 2x1x2∂2) = 6∂1,
s5(∂1, ∂2, x2∂1, x1∂2, x
2
1∂1 − 2x1x2∂2) = −6∂2,
s5(∂1, ∂2, x2∂1, x1∂2, x
2
2∂2 − 2x1x2∂1) = −6∂1,
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s5(∂1, ∂2, x1∂1 − x2∂2, x1∂2, x
2
2∂2 − 2x1x2∂1) = −6∂2,
s5(∂1, ∂2, x1∂1 − x2∂2, x1∂2, x
2
2∂1) = −6∂1.
It is easy to check, that
esc(srsym.r5 )(D12(u1), . . . , D12(u5)) = −3pr−1D12([u1, . . . , u5]),
for any u1, . . . , u5 ∈ C[x1, x2], such that |u1|+ · · ·+ |u5| = 11.
It remains to use (1) for D -invariant form srsym.r5 and use lemma 8.4.
10. Exact formula for 6 -commutator
In this section we give a formula for calculating the 6 -commutator
s6(X1, . . . , X6) for Xi = ui,1∂1 + ui,2∂2, i = 1, . . . , 6. It can be pre-
sented as a sum of fourteen 6× 6 determinants of the form
λ
∣∣∣∣∣∣
u1,1 u2,1 u3,1 u4,1 u5,1 u6,1
u1,2 u2,2 u3,2 u4,2 u5,2 u6,2
∗ ∗ ∗ ∗ ∗ ∗
∣∣∣∣∣∣ ∂i
where λ = −1, 2,−3 and i = 1, 2. Write 4× 6 parts of such matrices
denoted by ∗ for i = 1. They are
−
∣∣∣∣∣∣∣∣
∂2u1,1 ∂2u2,1 ∂2u3,1 ∂2u4,1 ∂2u5,1 ∂2u6,1
∂1u1,2 ∂1u2,2 ∂1u3,2 ∂1u4,2 ∂1u5,2 ∂1u6,2
∂2u1,2 ∂2u2,2 ∂2u3,2 ∂2u4,2 ∂2u5,2 ∂2u6,2
∂22u1,2 ∂
2
2u2,2 ∂
2
2u3,2 ∂
2
2u4,2 ∂
2
2u5,2 ∂
2
2u6,2
∣∣∣∣∣∣∣∣
∂1
−
∣∣∣∣∣∣∣∣
∂1u1,1 ∂1u2,1 ∂1u3,1 ∂1u4,1 ∂1u5,1 ∂1u6,1
∂2u1,1 ∂2u2,1 ∂2u3,1 ∂2u4,1 ∂2u5,1 ∂2u6,1
∂2u1,2 ∂2u2,2 ∂2u3,2 ∂2u4,2 ∂2u5,2 ∂2u6,2
∂21u1,1 ∂
2
1u2,1 ∂
2
1u3,1 ∂
2
1u4,1 ∂
2
1u5,1 ∂
2
1u6,1
∣∣∣∣∣∣∣∣
∂1
−
∣∣∣∣∣∣∣∣
∂1u1,1 ∂1u2,1 ∂1u3,1 ∂1u4,1 ∂1u5,1 ∂1u6,1
∂2u1,1 ∂2u2,1 ∂2u3,1 ∂2u4,1 ∂2u5,1 ∂2u6,1
∂1u1,2 ∂1u2,2 ∂1u3,2 ∂1u4,2 ∂1u5,2 ∂1u6,2
∂22u1,2 ∂
2
2u2,2 ∂
2
2u3,2 ∂
2
2u4,2 ∂
2
2u5,2 ∂
2
2u6,2
∣∣∣∣∣∣∣∣
∂1
+2
∣∣∣∣∣∣∣∣
∂2u1,1 ∂2u2,1 ∂2u3,1 ∂2u4,1 ∂2u5,1 ∂2u6,1
∂1u1,2 ∂1u2,2 ∂1u3,2 ∂1u4,2 ∂1u5,2 ∂1u6,2
∂2u1,2 ∂2u2,2 ∂2u3,2 ∂2u4,2 ∂2u5,2 ∂2u6,2
∂12u1,1 ∂12u2,1 ∂12u3,1 ∂12u4,1 ∂12u5,1 ∂12u6,1
∣∣∣∣∣∣∣∣
∂1
+2
∣∣∣∣∣∣∣∣
∂1u1,1 ∂1u2,1 ∂1u3,1 ∂1u4,1 ∂1u5,1 ∂1u6,1
∂2u1,1 ∂2u2,1 ∂2u3,1 ∂2u4,1 ∂2u5,1 ∂2u6,1
∂1u1,2 ∂1u2,2 ∂1u3,2 ∂1u4,2 ∂1u5,2 ∂1u6,2
∂12u1,1 ∂12u2,1 ∂12u3,1 ∂12u4,1 ∂12u5,1 ∂12u6,1
∣∣∣∣∣∣∣∣
∂1
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+2
∣∣∣∣∣∣∣∣
∂1u1,1 ∂1u2,1 ∂1u3,1 ∂1u4,1 ∂1u5,1 ∂1u6,1
∂2u1,1 ∂2u2,1 ∂2u3,1 ∂2u4,1 ∂2u5,1 ∂2u6,1
∂2u1,2 ∂2u2,2 ∂2u3,2 ∂2u4,2 ∂2u5,2 ∂2u6,2
∂12u1,2 ∂12u2,2 ∂12u3,2 ∂12u4,2 ∂12u5,2 ∂12u6,2
∣∣∣∣∣∣∣∣
∂1
−3
∣∣∣∣∣∣∣∣
∂1u1,1 ∂1u2,1 ∂1u3,1 ∂1u4,1 ∂1u5,1 ∂1u6,1
∂1u1,2 ∂1u2,2 ∂1u3,2 ∂1u4,2 ∂1u5,2 ∂1u6,2
∂2u1,2 ∂2u2,2 ∂2u3,2 ∂2u4,2 ∂2u5,2 ∂2u6,2
∂22u1,1 ∂
2
2u2,1 ∂
2
2u3,1 ∂
2
2u4,1 ∂
2
2u5,1 ∂
2
2u6,1
∣∣∣∣∣∣∣∣
∂1
Here we use the notation ∂12 = ∂1∂2. Corresponding matrices for the
∂2 parts can be obtained from these matrices by changing 1 to 2 and
2 to 1.
Theorem 10.1. 6 -commutator s6 on V ect(2) is be given by the for-
mula given above.
Proof. Let X1 = ∂1, X2 = ∂2, a1 = x1∂1, a2 = x2∂1, a3 = x1∂2, a4 =
x2∂2. Let V be the set of 6 -tuples of the form (X1, X2, a1, . . . aˆi, . . . , a4, X6),
where i = 1, 2, 3, 4 and X6 runs over the basic elements of W2 with
order |X6| = 1.
We see that
supp(s6) ⊆ V.
One calculates that
s6(∂1, ∂2, xi∂i, x2∂1, x1∂2, x
2
1∂1) = −2∂2,
s6(∂1, ∂2, xi∂i, x2∂1, x1∂2, x1x2∂1) = 2∂1,
s6(∂1, ∂2, xi∂i, x2∂1, x1∂2, x1x2∂2) = 2∂2,
s6(∂1, ∂2, xi∂i, x2∂1, x1∂2, x
2
2∂2) = −2∂1,
for i = 1, 2 and
s6(∂1, ∂2, x1∂1, x2∂1, x2∂2, x
2
1∂1) = −2∂1,
s6(∂1, ∂2, x1∂1, x2∂1, x2∂2, x1x2∂2) = 2∂1,
s6(∂1, ∂2, x1∂1, x2∂1, x2∂2, x
2
1∂2) = −6∂2,
s6(∂1, ∂2, x1∂1, x1∂2, x2∂2, x1x2∂1) = 2∂2,
s6(∂1, ∂2, x1∂1, x1∂2, x2∂2, x
2
2∂1) = −6∂1,
s6(∂1, ∂2, x1∂1, x1∂2, x2∂2, x
2
2∂2) = −2∂2,
For other (X1, . . . , X6) ∈ V,
s6(X1, . . . , X6) = 0.
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Calculations here are not difficult, but tedious. We perform them in
one example.
Take
X1 = ∂1, X2 = ∂2, X3 = x2∂1, X4 = x1∂1 − x2∂2, X5 = x1∂2, X6 = x
2
1∂1.
Then
s′′6(X1, . . . , X5, x
2
1∂1) =
2(3x21∂1 + 2x1x2∂2) ◦ ∂1∂2 + 2x1x2∂1 ◦ ∂
2
2 = 4∂2.
We see that
srsym3 (X1, X3, X6) = s3(∂1, x2∂1, x
2
1∂1) = 2x2∂1 ◦ x1∂1 = 0,
and
srsym3 (X1, X3, X6) ◦ s
rsym
3 (X2, X4, X5) = 0.
Furthermore,
srsym3 (X1, X4, X6) = s
rsym
3 (∂1, x1∂1 − x2∂2, x
2
1∂1) =
2(x1∂1 − x2∂2) ◦ x1∂1 − x
2
1∂1 ◦ ∂1 = 2x1∂1 − 2x1∂1 = 0,
and
srsym3 (X1, X4, X6) ◦ s
rsym
3 (X2, X3, X5) = 0.
At last,
srsym3 (X1, X5, X6) = s
rsym
3 (∂1, x1∂2, x
2
1∂1) =
2x1∂2 ◦ x1∂1 − x
2
1∂1 ◦ ∂2 = 2x1∂2,
srsym3 (X2, X3, X4) = s
rsym
3 (∂2, x2∂1, x1∂1 − x2∂2) =
−x2∂1 ◦ ∂2 − (x1∂1 − x2∂2) ◦ ∂1 = −2∂1,
and
srsym3 (X1, X5, X6) ◦ s
rsym
3 (X2, X3, X4) = −4∂2.
Similarly,
srsym3 (X2, X3, X6) = s
rsym
3 (∂2, x2∂1, x
2
1∂1) = −x
2
1∂1 ◦ ∂1 = −2x1∂1,
srsym3 (X1, X4, X5) = s
rsym
3 (∂1, x1∂1 − x2∂2, x1∂2) =
(x1∂1 − x2∂2) ◦ ∂2 − x1∂2 ◦ ∂1 = −2∂2,
and
srsym3 (X2, X3, X6) ◦ s
rsym
3 (X1, X4, X5) = 0.
We have:
srsym3 (X2, X4, X6) = s
rsym
3 (∂2, x1∂1 − x2∂2, x
2
1∂1) =
x21∂1 ◦ ∂2 = 0,
and
srsym3 (X2, X4, X6) ◦ s
rsym
3 (X1, X3, X5) = 0.
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Finally,
srsym3 (X2, X5, X6) = s
rsym
3 (∂2, x1∂2, x
2
1∂1) = 0,
and
srsym3 (X2, X5, X6) ◦ s
rsym
3 (X1, X3, X4) = 0.
Thus,
s′6(X1, . . . , X5, x
2
1∂1) = s
rsym
3 (X1, X5, X6) ◦ s
rsym
3 (X2, X3, X4) = −4∂2.
Hence
s6(X1, . . . , X5, x
2
1∂1) = s
′
6(X1, . . . , X5, x
2
1∂1) + s
′′
6(X1, . . . , X5, x
2
1∂1) =
−4∂2 + 4∂2 = 0.
So, we have constructed esc(srsym.r6,W2 ). A reconstruction of s
rsym.r
6,W2
by
its escort (formula (1)) gives us the formula for s6. By lemma 7.3,
s6 = s
rsym.r
6 on V ect(2).
11. 5-commutator of adjoint derivations
Lemma 11.1. Let U be any {∂1, ∂2} -differential algebra and V ect0(2)
be the subspace of vector fields without divergence of V ect(2). Then
ad s5(X1, . . . , X5) = s5(adX1, . . . , adX5),
for any X1, . . . , X5 ∈ V ect0(2).
Proof. Consider a multilinear polynomial f with 6 variables defined
by
f(t0, t1, . . . , t5) = (t0)s
ad
5 (t1, . . . , t5) =
∑
σ∈Sym5
sign σ [· · · [[t0, tσ(1)], tσ(2)], · · · ].
We see that f is polylinear and skew-symmetric in all variables
except the first one. Important properties for us are: fV ect0(2) is D -
invariant and E -graded. Therefore, f can be uniquely restaured from
its escort. We see that
supp(f) =
L−1 ⊗ ∧
2L−1 ⊗ ∧
2L0 ⊗ L2 ⊕ L−1 ⊗ ∧
2L−1 ⊗ L0 ⊗ ∧
2L1
⊕ L−1 ⊗ L−1 ⊗ ∧
3L0 ⊗ L1
⊕ L0 ⊗ ∧
2L−1 ⊗ ∧
2L0 ⊗ L1
⊕ L1 ⊗ ∧
2L−1 ⊗ ∧
3L0.
Here by Li we denote the graded components for S1 = 〈X ∈ W2 :
DivX = 0〉.
Let (a, b, c) = (x2∂1, x1∂1 − x2∂2, x1∂2). Then
F := sad5 (∂1, ∂2, a, b, c)] ∈ EndWn,
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is defined by
(u1∂1 + u2∂2)F = 6(∂1∂2(u1) + 6∂
2
2(u2))∂1 − 6(∂
2
1u1 + ∂1∂2u2)∂2.(5)
In other words,
(u1∂1 + u2∂2)F = −6D12(∂1(u1) + ∂2(u2)).
Set sadk (X1, . . . , Xk) = sk(adX1, . . . , adXk)), where ad : L →
EndL.
Let us prove (5). By lemma 5.1 we have
F = F1 + F2 + F3,
where
F1 = s
ad
3 (∂1, a, b)·ad[∂2, c] + s
ad
3 (∂1, b, c)·ad[∂2, a] + s
ad
3 (∂1, c, a)·ad[∂2, b],
F2 = −s
ad
3 (∂2, a, b)·ad[∂1, c]−s
ad
3 (∂2, b, c)·ad[∂1, a]−s
ad
3 (∂2, c, a)·ad[∂1, b],
F3 = s
ad
3 (∂1, ∂2, a)·ad [b, c]+s
ad
3 (∂1, ∂2, b)·ad[c, a]+s
ad
3 (∂1, ∂2, c)·ad[a, b].
Further,
F1 = −s
ad
3 (∂1, b, c) · ∂1 + s
ad
3 (∂1, c, a) · ∂2,
F2 = s
ad
3 (∂2, a, b) · ∂2 + s
ad
3 (∂2, c, a) · ∂1,
F3 = −2 s
ad
3 (∂1, ∂2, a) · ad c− s
ad
3 (∂1, ∂2, b) · ad b− 2 s
ad
3 (∂1, ∂2, c) · ad a.
It is easy to see that
F3 =
2(∂1 · ∂2a) · ad c− 2(∂2 · ∂1a) · ad c
+(∂1 · ∂2b) · ad b− (∂2 · ∂1b) · ad b
+2(∂1 · ∂2c) · ad a− 2(∂2 · ∂1c) · ad a =
2(∂1 · ∂1) · ad c− (∂1 · ∂2) · ad b− (∂2 · ∂1) · ad b− 2(∂2 · ∂2) · ad a =
2∂21 · ad c− 2(∂1∂2) · ad b− 2∂
2
2 · ad a.
Note that
((u1∂1 + u2∂2)∂
2
1)ad c =
[∂21(u1)∂1 + ∂
2
1(u2)∂2, x1∂2] = −∂
2
1(u1)∂2,
(u1∂1 + u2∂2)(∂1∂2 · ad b) =
[∂1∂2(u1)∂1 + ∂1∂2(u2)∂2, x1∂1 − x2∂2] = 0,
((u1∂1 + u2∂2)∂
2
2)ad a =
[∂22(u1)∂1 + ∂
2
2(u2)∂2, x2∂1] = −∂
2
2(u2)∂1.
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Therefore,
(u1∂1 + u2∂2)F3 =
−2∂21(u1)∂2 + 2∂
2
2(u2)∂1.
Similarly,
(u1∂1 + u2∂2)(F1 + F2) =
4∂1∂2(u1)∂1 − 4∂
2
1(u1)∂2 + 4∂
2
2(u2)∂1 − 4∂1∂2(u2)∂2.
From these expressions of F1, F2 and F3 we obtain (5).
So, by (5), F = 0 on V ect0(2). In particular
esc(f)(X, ∂1, ∂2, x2∂1, x1∂1 − x2∂2, x1∂2) = 0,
for any X ∈ L1.
Similar calculations show that non-zero components for esc(f) are
f(x2∂1, ∂1, ∂2, x2∂1, x1∂1 − x2∂2, D12(x
3
1)) = 18∂1,
f(x2∂1, ∂1, ∂2, x2∂1, x1∂2, D12(x
2
1x2)) = 6∂1,
f(x2∂1, ∂1, ∂2, x1∂1 − x2∂2, x1∂2, D12(x1x
2
2)) = −6∂1,
f(x1∂1 − x2∂2, ∂1, ∂2, x2∂1, x1∂1 − x2∂2, D12(x
3
1)) = −18∂2,
f(x1∂1 − x2∂2, ∂1, ∂2, x2∂1, x1∂1 − x2∂2, D12(x
2
1x2)) = −6∂1,
f(x1∂1 − x2∂2, ∂1, ∂2, x1∂1 − x2∂2, x1∂2, D12(x1x
2
2)) = 6∂2,
f(x1∂1 − x2∂2, ∂1, ∂2, x1∂1 − x2∂2, x1∂2, D12(x
3
2)) = 18∂1,
f(x1∂2, ∂1, ∂2, x2∂1, x1∂2, D12(x1x
2
2)) = −6∂2,
f(x1∂2, ∂1, ∂2, x2∂1, x1∂1 − x2∂2, D12(x
2
1x2)) = −6∂2,
f(x1∂2, ∂1, ∂2, x1∂1 − x2∂2, x1∂2, D12(x
3
2)) = 18∂2,
and
f(∂1, ∂1, ∂2, x2∂1, x1∂1 − x2∂2, D12(x
4
1)) = −72∂2,
f(∂1, ∂1, ∂2, x2∂1, x1∂1 − x2∂2, D12(x
3
1x2)) = 18∂1,
f(∂1, ∂1, ∂2, x2∂1, x1∂2, D12(x
3
1x2) = −18∂2,
f(∂1, ∂1, ∂2, x2∂1, x1∂2, D12(x
2
1x
2
2) = 12∂1,
f(∂1, ∂1, ∂2, x1∂1 − x2∂2, x1∂2, D12(x
2
1x
2
2)) = 12∂2,
f(∂1, ∂1, ∂2, x1∂1 − x2∂2, x1∂2, D12(x1x
3
2)) = −18∂1,
f(∂1, ∂1, x2∂1, x1∂1 − x2∂2, x1∂2, D12(x
3
1)) = −18∂2,
f(∂1, ∂1, x2∂1, x1∂1 − x2∂2, x1∂2, D12(x
2
1x2)) = 6∂1,
f(∂1, ∂2, x2∂1, x1∂1 − x2∂2, x1∂2, D12(x
2
1x2)) = −6∂2,
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f(∂1, ∂2, x2∂1, x1∂1 − x2∂2, x1∂2, D12(x1x
2
2)) = 6∂1,
f(∂1, ∂1, ∂2, x2∂1, D12(x
3
1), D12(x
2
1x2)) = −72∂2,
f(∂1, ∂1, ∂2, x2∂1, D12(x
3
1), D12(x1x
2
2)) = 36∂1,
f(∂1, ∂1, ∂2, x1∂1 − x2∂2, D12(x
3
1), D12(x1x
2
2)) = 72∂2,
f(∂1, ∂1, ∂2, x1∂1 − x2∂2, D12(x
3
1), D12(x
3
2)) = −108∂1,
f(∂1, ∂1, ∂2, x1∂2, D12(x
2
1x2), D12(x
3
2)) = −36∂1,
f(∂1, ∂1, ∂2, x1∂2, D12(x
2
1x2), D12(x1x
2
2)) = 24∂2.
Other components of the form f(∂1, ∂1, ∂2, a, b, X) f(∂1, ∂i, a, b, c, Y ),
and f(∂1, ∂1, ∂2, a, Y, Z) are equal to 0, where a, b, c ∈ L0, X ∈
L2, Y, Z ∈ L1 and i = 1, 2. To find f(∂2, ∂1, ∂2, a, b, X), f(∂1, ∂i, a, b, c, Y )
and f(∂2, ∂1, ∂2, a, Y, Z) one should use the involutive automorphism
of Wn induced by changing of variables (x1, x2) 7→ (x2, x1).
Using lemma 9.1 we see that
esc(f) = esc(g),
where D -invariant map g : S1 ⊗ ∧
5S1 → S1 is given by
g(X1, X1, . . . , X5) = [X0, s
rsym.r
5 (X1, . . . , X5)].
It remains to use (1), for D -invariant forms f and g to obtain that
sad5 = ad s5 for V ect0(2).
12. s6 = 0 is an identity on V ect0(2)
Lemma 12.1. s6 = 0 is an identity on V ect0(2).
Proof. Set
X1 = ∂1, X2 = ∂2, X3 = x2∂1, X4 = x1∂1 − x2∂2, X5 = x1∂2,
V = {(X1, X2, . . . , X6) : |X6| = 1, X6 ∈ S1}.
Notice that supp(s6) ⊆ V. We need to check that s6(X1, . . . , X6) = 0,
for all (X1, . . . , X6) ∈ V. By lemma 7.3,
srsym.r6 = s6.
By lemma 5.1,
s6 = s3 ⌣ s3.
Let (X1, . . . , X6) ∈ V and F = s6(X1, . . . , X6).
We see that, s6(X1, . . . , X6) is the alternating sum of elements of the
form s3(Xσ(1), Xσ(2), Xσ(3)) · s3(Xσ(4), Xσ(5), Xσ(6)), where σ ∈ Sym3,3
are shuffle permutations, i.e., σ(1) < σ(2) < σ(3), σ(4) < σ(5) < σ(6).
Moreover,
s6(X1, . . . , X6) =
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σ∈Sym3,3,σ(1)<σ(4)
sign σ [s3(Xσ(1), Xσ(2), Xσ(3)), s3(Xσ(4), Xσ(5), Xσ(6))].
Since |s6(X1, . . . , X6)| = −1,
s6(X1, . . . , X6) ∈< ∂i〉,
for some i = 1, 2. Therefore, in calculating F = s6(X1, . . . , X6) we
can make summation only in σ ∈ Sym3,3 such that
s3(Xσ(1), Xσ(2), Xσ(3)) ∈< u∂i : |u| = 1, 2〉,
s3(Xσ(4), Xσ(5), Xσ(6)) ∈< ∂
α : |α| = 1, 2〉.
Since
s3(X1, X2, X) = s3(∂1, ∂2, X) = [∂2, X ] · ∂1 + [X, ∂1] · ∂2,
there are two possibilities:
• if 1, 2 ∈ {σ(1), σ(2), σ(3)} or 1, 2 ∈ {σ(4), σ(5), σ(6)} then (σ(4), σ(5), σ(6)) =
(1, 2, s), and (σ(1), σ(2), σ(3)) = (q, r, 6), where {q, r, s} = {3, 4, 5},
and q < r.
• if each of the following subsets {σ(1), σ(2), σ(3)} and {σ(4), σ(5), σ(6)}
contains exactly one element s ∈ {1, 2}.
Therefore,
s6(X1, . . . , X6) = s
′
6(X1, . . . , X6) + s
′′
6(X1, . . . , X6),
where
s′6(X1, . . . , X6) =
srsym3 (X1, X3, X6)◦s
rsym
3 (X2, X4, X5)−s
rsym
3 (X1, X4, X6)◦s
rsym
3 (X2, X3, X5)
+srsym3 (X1, X5, X6)◦s
rsym
3 (X2, X3, X4)−s
rsym
3 (X2, X3, X6)◦s
rsym
3 (X1, X4, X5)
+srsym3 (X2, X4, X6)◦s
rsym
3 (X1, X3, X5)−s
rsym
3 (X2, X5, X6)◦s
rsym
3 (X1, X3, X4),
s′′6(X1, . . . , X6) =
−srsym3 (X4, X5, X6)◦s3(X1, X2, X3)+s
rsym
3 (X3, X5, X6)◦s3(X1, X2, X4)
−srsym3 (X3, X4, X6) ◦ s3(X1, X2, X5).
Here we use notation srsym3 instead of s
rsym.r or srsym.l3 , because
srsym.r = srsym.l3 for any right-symmetric algebra.
Notice that
s3(∂1, ∂2, x1∂1) = ∂1∂2,
s3(∂1, ∂2, x2∂1) = −∂
2
1 ,
s3(∂1, ∂2, x1∂2) = ∂
2
2 ,
s3(∂1, ∂2, x2∂2) = −∂1∂2.
Therefore,
s′′6(X1, . . . , X6) =
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srsym3 (x1∂1 − x2∂2, x1∂2, X6) ◦ ∂
2
1 + 2s
rsym
3 (x2∂1, x1∂2, X6) ◦ ∂1∂2(6)
−srsym3 (x2∂1, x1∂1 − x2∂2, X6) ◦ ∂
2
2
Now calculate s′′6(X1, . . . , X6) for X6 = x
2
1∂2. By (6) we have
s′′6(X1, . . . , X5, x
2
1∂2) =
2x21∂2 ◦ ∂1∂2 + (4x
2
1∂1 + 6x1x2∂2) ◦ ∂
2
2 = 0.
Check that s′6(X1, . . . , X6) = 0 for X6 = x
2
1∂2.
Let a, b, c ∈< x2∂1, x1∂1 − x2∂2, x1∂2〉. Notice that
srsym3 (∂i, a,X6) = a ◦ [X6, ∂i] +X6 ◦ [∂i, ◦a] =
a ◦ ∂i(X6)−X6 ◦ ∂i(a),
srsym3 (∂j , b, c) = b ◦ [c, ∂j] + c ◦ [∂j , b] = b ◦ ∂j(c)− c ◦ ∂j(b).
By these formulas, it is easy to calculate that
srsym3 (X1, X3, X6) = s3(∂1, x2∂1, x
2
1∂2) = 2x2∂1 ◦ x1∂2 = 2x1∂1,
srsym3 (X2, X4, X5) = s3(∂2, x1∂1 − x2∂2, x1∂2) = x1∂2 ◦ ∂2 = 0,
and
srsym3 (X1, X3, X6) ◦ s3(X2, X4, X5) = 0.
Furthermore,
srsym3 (X1, X4, X6) = s
rsym
3 (∂1, x1∂1 − x2∂2, x
2
1∂2) =
2(x1∂1 − x2∂2) ◦ x1∂2 − x
2
1∂2 ◦ ∂1 =
−2x1∂2 − 2x1∂2 = −4x1∂2,
srsym3 (X2, X3, X5) = s
rsym
3 (∂2, x2∂1, x1∂2) = −x1∂2 ◦ ∂1 = −∂2,
and
srsym3 (X1, X4, X6) ◦ s3(X2, X3, X5) = 0.
Finally,
srsym3 (X1, X5, X6) = s3(∂1, x1∂2, x
2
1∂2) =
2x1∂2 ◦ x1∂2 − x
2
1∂2 ◦ ∂2 = 0,
and
srsym3 (X1, X5, X6) ◦ s
rsym
3 (X2, X3, X4) = 0.
Similarly,
srsym3 (X2, X3, X6) ◦ s
rsym
3 (X1, X4, X5) = 0,
srsym3 (X2, X4, X6) ◦ s
rsym
3 (X1, X3, X5) = 0,
srsym3 (X2, X5, X6) ◦ s
rsym
3 (X1, X3, X4) = 0.
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So, we have established that s′6(X1, . . . , X6) = 0 for X6 = x
2
1∂2.
Thus,
s6(X1, . . . , X5, x
2
1∂2) = s
′
6(X1, . . . , X5, x
2
1∂2)+s
′′
6(X1, . . . , X5, x
2
1∂2) = 0.
Similarly, one can calculate that
s6(X1, . . . , X5, X6) = 0,
for any X6 = x
2
1∂1 − 2x1x2∂2, x
2
2∂2 − 2x1x2∂1, x
2
2∂1. In other words,
esc(s6)(X1, . . . , X6) = 0, for any (X1, . . . , X6) ∈ V.
Therefore, by (1) s6 = 0 is an identity on V ect0(2).
13. s7 = 0 is an identity on V ect(2).
Lemma 13.1. s7 = 0 is an identity on V ect(2).
Proof. We see that esc(s7) is uniquely defined by the homomor-
phism of sl2 -modules f : L1 → L−1 given by f(X) = s7(∂1, ∂2, x1∂1, x2∂2, x1∂1, x2∂2, X).
Since
L1 ∼= R(π1) +R(2π1 + π2),
and this isomorphism of sl2 -modules can be given by divergence map,
it is clear that f(X) = λDiv(X) for some λ ∈ C. Using the decom-
position srsym.r7 = s
rsym.r
4
◦
⌣ s3, one can calculate that
s7(∂1, ∂2, x1∂1, x2∂2, x1∂1, x2∂2, x
2
1∂1) = 0.
Thus, λ = 0 and s7 = 0 is an identity on V ect(2).
14. 5 - and 6 -commutators are primitive.
The commutator operation is an invariant operation with two argu-
ments on the space of vector fields. Therefore, any iteration of commu-
tator operations k − 1 times gives us a new invariant operation with
k arguments on the space of vector fields. Any linear combination of
invariant k -operations is also a k -operation. Below we show that for
L = V ect0(2) the 5 -commutator s5 can not be obtained in a such way
from commutator operations. So, 5 -commutator s5 is a new invari-
ant operation on V ect0(2) that can not be reduced to commutators.
Similar results hold for 6 -commutator.
Lemma 14.1. There does not exist a Lie polynomial f = f(t1, . . . , t5)
such that s5(X1, . . . , X5) = f(X1, . . . , X5), for any X1, . . . , X5 ∈
V ect0(2). Similarly, one can not represent a 6 -commutator on V ect(2)
in the form s6(X1, . . . , X6) = g(X1, . . . , X6), for any X1, . . . , X6 ∈
V ect(2), where g a is Lie polynomial in 6 variables.
N -COMMUTATORS OF VECTOR FIELDS 41
Proof. Let L be a Lie algebra, U(L) its universal enveloping alge-
bra and
∆ : U(L)→ U(L)⊗ U(L), ∆(X) = X ⊗ 1 + 1⊗X, ∀X ∈ L,
a comultiplication. For any X1, . . . , Xk ∈ L,
∆(X1 · . . . ·Xk) =
k∑
l=0
∑
σ∈Syml,k−l
Xσ(1) · · · . . . ·Xσ(k−l)⊗Xσ(l+1) · . . . ·Xσ(k).
Thus, for any X1, . . . , Xk ∈ L,
∆(sk(X1, . . . , Xk)) =
k∑
l=0
∑
σ∈Syml,k−l
sl(X1, . . . , Xl)⊗sk−l(Xl+1, . . . , Xk).
Therefore, if sk is the standard k -commutator, i.e., if sk is obtained
from Lie polynomial, then [8]
Gk =
k−1∑
l=1
sl(X1, . . . , Xl)⊗ sk−l(Xl+1, . . . , Xk).
should be identically 0 for any X1, . . . , Xk ∈ L. Here L = W2 if k = 6,
and L = S1 if k = 5.
In a calculation of Gk below we use formulas for quadratic parts of
k commutators (lemmas 8.2, 8.3, 8.4).
Consider the case of 5 -commutators. Take
(X1, X2, X3, X4, X5) = (∂1, ∂2, x1∂1 − x2∂2, x2∂1, x1∂2).
One can calculate that
G5 =
−4∂1 ⊗ ∂2 − 4∂2 ⊗ ∂1 − 2∂2 ⊗ x1∂
2
1 − 4∂2 ⊗ x2∂1∂2 + 4∂1∂2 ⊗ x1∂1
−4∂1∂2⊗x2∂2+4x1∂1⊗∂1∂2−2x1∂
2
1⊗∂2−4x2∂2⊗∂1∂2−4x2∂1∂2⊗∂2
6= 0.
So, s5 on S1 can not be obtained from any Lie polynomial.
Consider now the case of 6 -commutator. Take
(X1, X2, X3, X4, X5, X6) = (∂1, ∂2, x1∂1, x2∂1, x1∂2, x
2
1∂1).
We see that
s3(X1, X2, X3)⊗s3(X4, X5, X6) = ∂1∂2⊗(3x
2
1∂1+2x1x2∂2+x
3
1∂
2
1+2x
2
1x2∂1∂2),
Therefore, G6 has the term of the form ∂1∂2⊗x
3
1∂
2
1 . Collect all terms of
G6 of the form λ∂1∂2 ⊗ x
3
1∂
2
1 . Then their sum, denoted by R, should
be 0 if s6 is standard 5 -commutator. As a differential operator of
second order, x31∂
2
1 can not appear in s2(Xi, Xj). Direct calculations
then show that the elements of the form sl(Xj1, . . . , Xjl), j1 < · · · <
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jl, l = 3, 4, 5, may have the part µx
3
1∂
2
1 , µ 6= 0 only in one case: l =
3, (j1, j2, j3) = (4, 5, 6). So, R = ∂1∂2 ⊗ x
3
1∂
2
1 6= 0. This contradiction
shows that 6 -commutator on W2 is primitive.
15. s5 and s6 are cocycles
Let d : Ck(L, L)→ Ck+1(L, L) be the coboundary operator. Then
dψ = d′ψ + d′′ψ,
where
d′ψ(X1, . . . , Xk+1) =
∑
i<j
(−1)i+jψ([Xi, Xj], X1, . . . , Xˆi, . . . , Xˆj, . . . , Xk+1),
d′′ψ(X1, . . . , Xk+1) =
k+1∑
i=1
(−1)i+1[Xi, ψ(X1, . . . , Xˆi, . . . , Xk+1).
Lemma 15.1. d′srsym.rk = 0, if k is even and d
′srsym.rk = −s
rsym.r
k+1 , if
k is odd.
Proof. This follows from induction in n and the following relation
srsym.rk+1 =
k+1∑
i=1
(−1)i+k+1(srsym.rk (X1, . . . , Xˆi, . . . , Xk+1))Xi.
Lemma 15.2. (2d′ + d′′)sk = 0, for any k ≥ n
2 + 2n− 2.
Proof. By corollary 4.4, adX ∈ Der(V ect(n), sk), if k ≥ n
2+2n−
2. Therefore,
[Xi, sk(X1, . . . , Xˆi, . . . , Xk+1)] =
i−1∑
j=1
(−1)1+jsk([Xi, Xj], . . . , Xˆi, . . . , Xˆj, . . . , Xk+1)
+
k+1∑
j=i+1
(−1)jsk([Xi, Xj], . . . , Xˆi, . . . , Xˆj, . . . , Xk+1),
and
d′′sk(X1, . . . , Xk+1) =
−2
∑
i<j
(−1)i+jsk([Xi, Xj], . . . Xˆi, . . . , Xˆj, . . . , Xk+1).
In other words, d′′sk = −2d
′sk, if k ≥ n
2 + 2n− 2.
Corollary 15.3. ds5 = 0 on V ect0(2).
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Proof. By lemma 12.1 s5 = s
rsym.r
5 and s6 = s
rsym.r
6 = 0 are iden-
tities on V ect0(2). Therefore, by lemma ds5 = d
′s5 + d
′′s5 = −d
′s5 =
s6 = 0 is an identity on V ect0(2).
Corollary 15.4. ds6 = 0 on V ect(2).
Proof. By lemma 7.3 and lemma 13.1 s6 = s
rsym.r
6 and s7 = s
rsym.r
7
is an identity on V ect(2). Therefore, by lemma 15.1 and 15.2 ds6 =
d′s6 + d
′′s6 = −d
′s6 = 0 is an identity on V ect(2).
Remark. One can prove that (L, {s2, sl}) is also sh -Lie, for l =
n2 + 2n− 2, if L = V ect(n) and l = n2 + 2n− 3, if L = V ect0(n).
Our results can be formulated in terms of generalized cohomology
operators. There are two ways to do it. In the first way one saves
the index of nilpotency d2 = 0, but changes the grading degree. In
the second way one saves grading degree, but changes the index of
nilpotency from d2 = 0 to dN = 0. A cohomology theory for dN = 0
was developed in [5].
Let us show how to do it for left multiplication operators. Let L =
V ect(n) be the right-symmetric algebra of vector fields and la denotes
left multiplication operator, (b)la = a ◦ b. Define a linear operator
d : ∧∗(L, L)→ ∧∗(L, L) by
d : Ck(L, L)→ Ck+n(L, L),
dψ(a1, . . . , ak+n) =
∑
σ∈Symn,k
sign σ laσ(1) · · · laσ(n)ψ(aσ(n+1), . . . , aσ(k+n)).
Then the condition d2 = 0 follows from theorem 3.3 of [3].
In the second case we need to consider a coboundary operator with
grading degree +1,
dl : ∧
∗(L, L)→ ∧∗(L, L),
dl : ∧
k(L, L)→ ∧k+1(L, L),
dlψ(a1, . . . , ak+1) =
k+1∑
i=1
(−1)ilaiψ(a1, . . . , aˆi, . . . , ak+1).
Then d2nl = 0.
One can construct similar coboundary operators corresponding to
right-multiplication operators. For example,
dr : ∧
∗(L, L)→ ∧∗(L, L),
dr : ∧
k(L, L)→ ∧k+1(L, L),
drψ(a1, . . . , ak+1) =
k+1∑
i=1
(−1)iraiψ(a1, . . . , aˆi, . . . , ak+1).
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has the property dn
2+2n−1
r = 0.
These constructions have some other modifications that include the
case of more general right-symmetric algebras and their modules.
16. Proofs of main results
Proof of theorem 3.1. This follows from lemmas 7.3, 7.4, 6.6 and
corollary 6.5.
Proof of theorem 3.2. This follows from lemmas 6.3, 11.1, 12.1,
14.1 and corollary 15.3.
Proof of theorem 3.3. This follows from lemmas 13.1, 14.1,6.4
and corollary 15.4.
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