Nomenclature

M ∞
= freestream Mach number ρ ∞ = freestream density T o = total temperature T wall = temperature at the wall γ = ratio of specific heat Pr = Prantl number R = gas constant µ r = reference viscosity coefficient T r = reference temperature T s = Sutherland"s temperature 
I. Introduction
In designing the future hypersonic aerospace vehicles, being able to predict the boundary layer laminar-turbulence transition location on the body plays an extremely important role on aerodynamic heating analysis. When the vehicle is travelling in atmosphere at hypersonic speed, there are weak disturbances exist in the freestream. The process for the freestream disturbances to cause laminar-turbulence transition can be divided into three stages: (i) boundary layer receptivity, (ii) linear eigenmode growth or transient growth, and (iii) nonlinear breakdown to turbulence [16] . Boundary layer receptivity is the process for the freestream disturbances enter the boundary layer and generate instability waves. And, boundary layer receptivity is a preliminary stage for laminar-turbulence transition to occur [2, 8] .
Linear disturbance waves in hypersonic boundary layer contain normal modes. The unstable modes are found by Mack, and he has pointed out that the second mode is the dominant instability which leads to transition when Mach number is approximately higher than 4 [7, 19] . During the flight of hypersonic vehicle, the weak disturbances in Zhong have already finished the simulation of hotspot perturbed flow in zone 1, which is at the hemispherical conenose region, see Figure 7 for the time history of the entropy perturbation on the stagnation line, Figure 8 is the time history of the pressure perturbation on the stagnation line, Figure 9 is the time history of entropy perturbation on the wall , Figure 10 is the time history of pressure perturbation on the wall, Figure 11 and 12 are the entropy and pressure contours of the hotspot perturbation.
II. Governing Equations and Numerical Methods
The governing equations for DNS of hypersonic perfect-gas flow around compression cone are the following three-dimensional Navier-Stokes equations in conservative-law form and Cartesian coordinates:
The tensor notation, (x 1 , x 2 , x 3 ) represents the Cartesian coordinates, (x, y, z). x is the axis along the centerline of the cone, pointing in the direction from nose to bottom of the cone. y is the axis pointing vertically upward from the centerline of the cone, and it is perpendicular to the x axis. z is the axis perpendicular to both x and y axes, and it is pointing away from the centerline of the cone. The origin of the axes is at the center of origin of the spherical cone nose. Vector U contains five conservative-law form dimensional flow variables:
  
The equation of the state and the transport equations are:
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where R is the gas constant, C v is the specific heats that are assumed to be constant with a given specific heat ratio γ. κ is the heat conductivity coefficient, which can be determined with a constant Prantl number. The viscosity coefficient μ is defined by the Sutherland"s law:
Throughout the numerical methods implementation in DNS of hypersonic flow around the blunt compression cone, the Cartesian Navier-Stoke"s equations have been transformed into body-fitted curvilinear computational domain coordinates (ξ, η, ζ) via Jacobian matrix. The computational domain is bounded by the bow-shock and the wall of the cone, which is called "shock-fitting" domain. Using shock-fitting method can accurately resolve the position of the bow-shock, which is necessary to obtain the high accuracy of the flow solutions for receptivity and stability analyses. The shock-fitting grids are moving-grids in time, and the motion is depended on the shock position and the shock velocity. See Figure 3 for a partial view of grid configuration. In each time-step, shock position and shock velocity are the unknowns, and would be solved by the freestream conditions and behind-shock solutions. Spatial discretization of inviscid flux derivatives in stream-wise (ξ) and wall-normal (η) directions are done by using fifth-order finite-difference upwind schemes with local Lax-Friedrichs flux-splitting scheme, and sixth-order central finite-difference scheme is used for viscous flux spatial derivatives. For spatial derivatives in periodic azimuthal direction (ζ), Fourier collocation method has been used. Runge-Kutta method is used for timemarching. The details of shock-fitting method, finite difference schemes and other numerical method implementations of the DNS are explained in Zhong"s paper [6] .
III. Modeling Equations of Freestream Hotspot Perturbation
Physically a hotspot is an entropy perturbation sphere with acoustic perturbation (weak shock) surrounds it. The entropy core has Gaussian temperature or density distribution [3, 4] . Same as in Huang & Zhong"s paper [13] in 2010, consider if the hotspot is relatively large compare to the cone nose, then the influence from the acoustic weak shock is very small, and the entropy effect is the essence, therefore, here the hotspot is modeled without weak shock surrounds it. Since the initial position of the hotspot is 2cm upstream from the shock on centerline in Dunn"s paper [1] , the time scale for the hotspot to diffuse and propagate in freestream is very small when comparing to the length scale of the initial distance between center of hotspot and shock-front on centerline. Hence, it is reasonable to assume the hotspot profile remains unchanged when convecting with freestream. For 3D hotspot model, the Gaussian perturbed freestream temperature is: where σ is Gaussian shaping factor, τ is time in computational domain. X spot is the initial x-coordinate of spot center. The initial x-coordinate difference between the shock location and the spot center is:
x shk , y shk , z shk are shock-front coordinates. By using the transport equation in mathematics, the distance between hotspot center and any point on the shock front at any time is:
Please note that the time in computational domain is the same as the time in physical domain [6] .
IV. Boundary Layer Instability Spectral Analysis
The hotspot simulation is performed based on the converged mean flow. The temporally varying boundary layer flow variables while the hotspot is passing by the mean flow are recorded at a sufficient temporal well-resolved rate. However, the recorded boundary layer flow perturbation is a combination of infinite frequency components. In this study, the main interest is to see which frequency would excite instability in boundary layer and how fast is the instability growing spatially. Therefore, it is necessary to have the time-history of the boundary layer perturbation transform into frequency domain, in order to see the behavior of different frequency components. The mathematical method that is used in the instability analysis is Fourier transformation. By definition, continuous Fourier transformation of a flow variable h(t) is defined as [20] :
where h(t) is the flow variable time function, H(f) is its spectral value in frequency domain. Numerically, the continuous Fourier transformed spectral value can be approximated by:
where H(f n ) is the spectral value at nth discretized frequency, N is the total number of Fourier collocation points used to discretize the time function, h(t). The discretized time function is h k . The spectral value, H(f), has real and imaginary components in frequency domain. The |H(f)| is the magnitude of the real part and the imaginary part of H(f). In this paper, h(t) is the time-history of boundary layer perturbation, and the H(f) is the spectral value of the boundary layer perturbation in frequency domain. After obtaining the frequency component of the boundary layer, it is necessary to validate the results of the DNS. Here, the comparison with LST is chosen as a method to prove the validity of DNS. In other papers, such as Zhong [7] and Sivasubramanian [21] , the common practice is to compare the local spatial growth rate, local wave number, and the wall-normal boundary layer mode shape with LST. Local growth rate in linear stability theory (LST) is defined as [19] :
where s is the natural coordinate along the body surface. Local wave number in LST is defined as [19] :
where υ n is the phase angle of H(f) at nth discretized frequency. The wall-normal mode shape is the spatial distribution of the Fourier transformed spectral value, H(f), along the normal of cone surface. 
V. Freestream Conditions and Compression Cone Geometries
The freestream conditions used in the numerical simulations in this paper is based on Purdue"s Mach-6 Quiet Tunnel (BAM6QT) [5] : The compression cone geometry is based on Schneider"s design [5] : Since the flow conditions and cone geometry are based on Purdue"s experiment, our simulation results can be compared with his wind tunnel experiment results. The nose radius is the same nose radius used in case 2 in Huang & Zhong [13] .
VI. Freestream Hotspot Parameters
The peak radius is controlled by the Gaussian factor, σ. In Huang & Zhong [13] "s paper in 2010, there are three cases of different hotspot peak-region radius for DNS with hotspot perturbation. In this paper, the hotspot size is referred to the actual hotspot size in Purdue"s experiments [3, 4] , which is case A in Huang & Zhong [13] . σ = 0.001 (largest radius: r = 0.003 m), X spot = -0.02 m The hotspot perturbed flow simulation in this paper is based on the mean flow solution of case 2 in Huang & Zhong [13] , and in order to keep the disturbance linear in the flow, the maximum temperature perturbation amplitude is chosen to be:
The profiles of the freestream temperature and density distribution in radial-direction within a modeled 3D hotspot are demonstrated in Figure 5 and 6.
VII. Procedures and Simulation Results
Unless mentioned specifically, all flow variables shown in the figures are dimensionless, which are normalized by the corresponding freestream values. For all contour plots, the upper boundary is the location of the shock, the lower boundary is the cone-wall, the left boundary is the flow inlet, and the right boundary is the flow exit. Since the cone is at zero degree angle of attack, only the upper half of the cone is demonstrated, and the lower half is the mirror image of the upper half due to axis-symmetry of the flow. Figure 3 shows the partial view of the computational grid structure around the cone. Due to the limiting computer power for computing almost a million grid points at once, the simulation is divided into 18 zones. Zone 1 is the computation domain that wraps around the hemispherical cone nose, zone 2 to zone 18 wrap around the compression wall of the cone.
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A. Unsteady flow Solution with Hotspot Perturbation in Freestream
The computation of zone 2 is using the exit boundary time history of zone 1 as the unsteady inlet boundary condition for zone 2 and the freestream perturbation at shock location as the perturbed shock boundary condition. While computing zone 1, the exit boundary condition is saved for every 10000 time steps. In zone 2 computation, the discrete time history of zone 1 exit boundary condition are interpolated by using 5 th order polynomials. The spatial resolution for zone 2 to zone 5 is120 120 4  . Begin from zone 13, x=0.17m, the resolution in wall-normal direction has been doubled, since the flow become very unstable, which the flow field become very sensitive so that a small numerical error will be amplified and lead to erroneous results. Figure 11 to 38 show the snapshots of entropy and pressure contours of the hotspot perturbation at various locations throughout the entire cone, passing through the inlet boundary at the left-hand-side, and convecting to the right, which is the downstream direction.
Zone 2 is the first zone behind the spherical cone nose, thus the effect of steep change in geometry is dominant in this zone. If one can see the motional pictures, the pressure perturbation hits the shock and reflects back towards the wall. Such phenomenon is called acoustic effect. However, this reflection phenomenon is not revealed in entropy perturbation. In zone 5, part of the boundary layer entropy perturbation travels ahead of the main body of the hotspot outside the boundary layer. The rear part of the entropy is elongated; this may due to the viscous effect in boundary layer that causes part of the boundary layer perturbation travels slower than the main body of the hotspot. The pressure perturbation has positive amplitude appears near the wall; this may due to the reflection of the acoustic perturbation from the wall, which is the acoustic effect. Zone 9 spans a longer streamwise distance, thus the typical structure of hotspot in upstream part of the cone and its spatial evolution can be clearly demonstrated. The entropy perturbation that is ahead of the main hotspot body in previous zones travels even farther ahead of it. And, the rear part of the entropy perturbation also become longer and longer, eventually formed a tail and broke apart from the main body of hotspot. The overall intensity of the entropy perturbation decays while travelling towards downstream. The pressure perturbation has acoustic wave in front of and behind the main body of hotspot. These waves could be the fast acoustic wave and slow acoustic wave respectively. There are only decaying waves appeared, the modes that are contained in the perturbation by zone 9 are spatially stable. Zone 12 is the zone right before the "sensitive" region. "Sensitive" means a small perturbation here can easily trigger the instability of the flow. The entropy perturbation has essentially two parts here, the main body and the first tail (in downstream, there will be another tail appeared). The boundary layer perturbations that travel ahead of the main body has been attenuated and become insignificant in zone 12. The pressure perturbation has two parts: the front part and the rear part. The front part is essentially the acoustic wave travels faster than the hotspot main body, and the rear part is essentially the acoustic wave that travels slower than the main body. Especially in the boundary layer, there are oscillations appear like some kinds of mode for both front and rear parts. In zone 14, the intensity of the hotspot main body has decayed so much, so that the intensity of the first tail becomes significant. And, the first tail becomes oscillatory. The pressure perturbation just keeps on decaying, and no growth or new mode is visible in zone 14. In zone 17, the first tail in entropy perturbation is oscillatory; it could be a kind of neutral mode, since it does not seem decaying. The second tail appears, and the intensity grows vigorously by travelling further downstream. In pressure perturbation, the front part and the rear part of the main body is growing slowly. And, a spatially unstable tail appears. The tail appears in oscillatory form. It is the unstable second mode, which will be verified in the second half of this paper. In zone 18, the main body of hotspot entropy perturbation keeps attenuating. The first tail grows at a slower rate than the second tail. The second tail grows to a level that dominates the perturbation. The first tail seems like a connection mode between the stable main body and the unstable second tail. In pressure perturbation of zone 18, the main body, which consists of front and rear parts, becomes subdominant while the tail grows to a level that exceeds the main body of hotspot pressure perturbation in zone 18.
From the pressure and entropy contours for all displayed zones, one can see that the intensity of hotspot perturbation outside of the boundary layer is decaying while the hotspot is moving downstream. Some of the boundary layer entropy perturbation travels ahead of the hotspot center that is above the boundary layer. A tail appears behind the both hotspot pressure and entropy perturbations and elongates while travelling further downstream. Such evolution of the perturbation in boundary layer is due to different wave modes exist in the boundary layer perturbations. In further downstream, the intensity of pressure perturbation grows at the elongated tail. The overall intensity of entropy perturbation does not seem to grow as vigorous as the pressure perturbation in downstream. Figure 29, 32, 35 and 38 are the entropy and pressure wall perturbation contour plots to demonstrate the second mode wave at the elongated tail in further downstream. Please note the small pressure oscillation at the tail that is right above the wall, it is the second mode perturbation, which grows and becomes unstable as travelling further downstream.
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The upper left plot in Figure 40 is the wall pressure perturbation time-history profile of a laser spot near stagnation point of a hemispherical nose in a Mach 4 wind tunnel experiment by Randall [22, 28] . The upper right plot in Figure 40 is the DNS hotspot wall pressure perturbation time-history profile at x=0.0135m, which is about 3% of the total cone length. The lower left plot in Figure 40 is the DNS hotspot wall perturbation time-history profile at x=0.17m, which is about 38% of the total cone length. One can see that the hotspot profile at 3% of the total cone length that is quite close to the cone nose, the shape of the hotspot profile has not been altered too much due to the evolution of different wave modes in boundary layer. Such shape is quite comparable to the noise filtered shape of the experimental measured laser spot. The difference is that the weak acoustic shock effect at both ends exists in the experimental laser spot, but not included in the hotspot in DNS. From the time-history profile at 38% of the cone length, one can see the wave modes evolution has altered the shape, but the growth of second mode has not been encountered yet. Such shape is qualitatively similar to the original noise unfiltered wall pressure perturbation profile measured in the wind tunnel experiment. Again, the difference is the acoustic weak shock effect is included in the experiment, but excluded in DNS.
The local relative error of numerical convergence of the mean flow is controlled to be O (10 -9 ) in DNS. Figure  39 shows the ratio of amplitude of pressure wall-perturbation to the corresponding local mean flow pressure at x=0.313m. One can see that the amplitude to local mean flow ratio is O (10 -7 ). The local relative error is two orders of tenth power below the wall-perturbation ratio. Therefore, the boundary layer perturbation is not contaminated by the numerical convergence error.
B. Boundary Layer Receptivity Analysis
The wall pressure perturbation evolution on the compression cone is recorded in time at various spatial locations in downstream direction. Figure 41 and Figure 42 are the plots of the time-history traces, and the wall pressure perturbation amplitude is the relative value to the freestream pressure. One can notice in Figure 41 , the perturbation time-history profile begins with a relatively monotonic shape consists of a main peak and a lower peak, both peaks could be fast acoustic wave and slow acoustic wave, and they gradually decay as travelling downstream, and split into multi-peak shape. Such evolution may due to the energy shift from one wave mode to another, which could be a result to the viscous effect of boundary layer. In Figure 42 , the multi-peak perturbation begins to split into two parts in time; one with more oscillatory profile and the other part is smoother. As it travel further downstream, the perturbation amplitude decays, and both parts depart from each other in time. Both parts are probably different wave modes, since they have totally different perturbation profile, and they travel with different velocities; the more oscillatory part travels faster than the smoother part. When moving further downstream, another new perturbation mode appears and its amplitude grow so vigorously as moving downstream and soon the new mode amplitude surpasses the original decaying modes and become the dominant instability in boundary layer. This new mode is the second mode instability, it appears in the time-history profile around x=0.25m, which is 56% of the total cone length. Figure 43 shows the spectrum of wall pressure perturbation with a wide range of frequencies at various streamwise locations. Please note the color of the curve lines, they represents different streamwise locations. The plot clearly shows that there is a spatial growing amplitude peak at the frequency range from about 260 kHz to 320 kHz. And the peak to the left of the growing peak, at the frequency range from 190 kHz to 260 kHz, is not decaying nor growing spatially. That peak could be the first mode at lower frequencies. Figure 44 shows the development of the wall pressure perturbation spectra in streamwise direction. Please note that the amplitudes of the spectra are plotted in logarithmic scale. Figure 45 and Figure 46 are the LST analysis results that are completed in Huang & Zhong"s paper in 2010 [13] . LST analysis has predicted the second mode frequency range, and it is represented by five proposed frequencies ; 257498 Hz, 271797 Hz, 278996 Hz, 292494 Hz and 297494 Hz. Since the LST proposed 2 nd mode frequency range is matching with the growing peak frequency range in DNS, the growing peak is concluded to be the second mode instability. In order to compare the DNS results with LST results, the sampling frequencies which are the closest to the five proposed frequencies are selected and to be investigated. According to the LST results, the most amplified frequency amongst the five proposed ones is 278996 Hz, the second most amplified frequency is 292494 Hz at any location between x=0.3m to 0.4m.
In Figure 44 , five 2 nd mode sampling frequencies that are the closest available sampling frequency to the five LST proposed frequencies are investigated. The most amplified sampling frequency is 292900 Hz, and the second most amplified sampling frequency is 279750 Hz at x~0.35m. The five sampling 2 nd mode frequencies amplitudes start growing at x~0.2m, and seemed growing linearly in tenth power at downstream locations. The least amplified frequency is 257222 Hz, and its curve is oscillatory that may due to multi-wave-modes interactions. Therefore, only the four most amplified 2 nd mode sampling frequencies are further analyzed.
Comparisons between the DNS spatial growth rates and the LST predicted spatial growth rates are demonstrated in Figure 47 . Please note that the LST results are represented by the circular symbols, and the DNS results are represented by the lines. The oscillatory values at upstream is due to the unsmooth behavior in the spectral amplitude before the perturbations grow. The values become smoother shortly after the second mode growth occurs at downstream locations. The growth rates of the 2 nd mode sampling frequencies are consistently comparable to the LST at downstream. The difference between the DNS growth rates and the LST growth rates is consistently about 10% at downstream. The reason for this consistent difference to occur is most likely due to non-parallel effect in LST analysis.
In order to further validate the DNS results, the comparisons between less non-parallel effect sensitive values are necessary [21] . Figure 48 is the comparisons between the DNS wave numbers and the LST wave numbers for the four most amplified 2 nd mode sampling frequencies. Please note that the LST results are represented by the circular symbols, and the DNS results are represented by the lines. The oscillation in the lines are due to the numerical noise, however, it does not contaminate the values of wave numbers. One can see that the DNS wave number is very agreeable with the LST wave number at downstream. The most deviant case is the case with the 2 nd mode sampling frequency of 272250Hz, the different between the DNS wave number and the LST wave number is about 1%. The case with 296650Hz is excellently matched with LST wave number at downstream locations. Figure 49 shows the comparison between the DNS wall-normal boundary layer perturbation mode shape with the most amplified 2 nd mode sampling frequency of 292900Hz to the LST mode shape within boundary layer. The comparison indicates high degree of agreement between DNS and LST mode shape. From the above agreements from the three different comparisons, it can be concludes that the DNS captures the linear development of hotspot boundary layer perturbation in a manner of high accuracy, and the resolution is sufficient.
VIII. Conclusion
In this paper, we have completed the unsteady simulation of hotspot perturbed shock layer on Purdue"s compression cone under Mach-6 freestream by solving the full Navier-Stokes equations. The overall structures of the hotspot perturbation have been thoroughly studied at various streamwise locations in the shock layer, and some modal behaviors have been observed. The profile of the hotspot perturbation in boundary layer has been compared with the laser spot profile measured in Purdue"s experiment at earlier time [22, 28] . The hotspot boundary layer perturbation profile is qualitatively comparable with the experimental hotspot profile, except the acoustic weak shock wave effect is not assumed in this simulation.
The boundary layer receptivity analysis based on the DNS results in presented in the second half of this paper. The spatial evolution of the time-history of the pressure perturbation in boundary layer is investigated. Particularly, the modal behavior in the boundary layer perturbation is observed. It has been found that there exists a new mode which grows dominantly in downstream. The spectrum of wall perturbation has been carried out. The dominantly growing mode frequency range is matching with the LST prediction of second mode that has been carried out in Huang & Zhong"s previous paper [13] . Therefore, the new dominantly growing mode is concluded to be the second mode. The spatial behavior of the second mode instability growth is studied. The most amplified 2nd mode DNS sampling frequency is 292900 Hz, and the second most amplified DNS sampling frequency is 279750 Hz at x~0.35m. The least amplified 2nd mode DNS sampling frequency is 257222 Hz The second mode instability start growing at x~0.2m. Spectral validations of the DNS results with LST results have been completed. The wellagreements between DNS spectral results and LST results conclude that the DNS captures the linear development of hotspot boundary layer perturbation in a manner of high accuracy, and the spatial and temporal resolutions are sufficient.
Appendix
Unless mentioned specifically, all flow variables shown in the figures are dimensionless, which are normalized by the corresponding freestream values. 
