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Kurzfassung
Geschichtet aufgebaute Verbundwerkstoﬀe werden aufgrund ihrer guten speziﬁschen
und gezielt einstellbaren Materialeigenschaften in zunehmendem Maße fu¨r vielfa¨lti-
ge technische Anwendungen eingesetzt. Delaminationen stellen die ha¨uﬁgste Scha-
densklasse laminatartiger Materialien dar und fu¨hren oft zu einer erheblichen Herab-
setzung der mechanischen Eigenschaften, die nicht selten den Auslo¨semechanismus fu¨r
ein globales Strukturversagen bildet. Dies begru¨ndet die Notwendigkeit der Entwick-
lung zuverla¨ssiger und eﬃzienter Verfahren zur zersto¨rungsfreien Schadensdiagnose.
Das Schwingungsverhalten delaminierter Strukturen wird von stark nichtlinearen
Pha¨nomenen dominiert, die an der Schadensstelle entstehen und Auswirkungen auf
die globale Bewegung des Systems besitzen. Das Vorliegen unilateraler Bindungen so-
wie das Auftreten ﬂa¨chenhafter, dissipativer Stoßkontakte zwischen den gelo¨sten Teil-
systemen fu¨hrt gegenu¨ber einer ungescha¨digten Struktur zu einer erheblichen A¨nderung
der Schwingungseigenschaften. Die gezielte Ausnutzung dieser Schadensnichtlinearita¨t
als Grundlage eines experimentellen, modellunterstu¨tzten Detektionsverfahrens zeigt
eine bemerkenswerte schadensbezogene Sensitivita¨t und erlaubt anhand des Nicht-
linearita¨tsdurchgriﬀs eine Delaminationserkennung auf Systemebene. Hierfu¨r wird ein
Nichtlinearita¨tsmaß eingefu¨hrt, das die Linearita¨tsabweichung ausgewa¨hlter Schwin-
gungsantworten quantiﬁziert und damit als Schadensindikator dient.
Die numerische Erfassung der beschriebenen Schwingungspha¨nomene fu¨hrt auf den
Problemkreis der nicht-glatten dynamischen Systeme. Alle grundlegenden Schwin-
gungseigenschaften delaminierter Strukturen ko¨nnen anhand nicht-glatter Starrko¨rper-
modelle mit einer geringen Anzahl unabha¨ngiger Koordinaten herausgestellt werden.
Die weiterfu¨hrende FE-Simulation gescha¨digter Strukturen zur Einbindung in ein
nichtlineares modellbasiertes Identiﬁkationsverfahren erfordert die zuverla¨ssige Erfas-
sung der dynamischen Stoßkontakte, da diese den Scha¨digungszustand repra¨sentieren.
Herko¨mmliche Kontaktelemente auf der Basis einer Feder-Da¨mpfer-Regularisierung
ko¨nnen fu¨r die Abbildung dieses speziellen Kontakttyps nicht verwendet werden, da
die Wahl der beno¨tigten Regularisierungsparameter sich in hohem Maße auf die Struk-
tur der berechneten Lo¨sung auswirkt und somit den Prognosecharakter des Simulati-
onsmodells in Frage stellt. Als Alternative wird eine Stoßgesetz-Penalty-Formulierung
eingefu¨hrt, welche die genannten Schwierigkeiten u¨berwindet. In Verbindung mit einer
problemorientierten Modellierung der untersuchten delaminierten Mehrschichtbalken
entsteht somit eine zuverla¨ssige und eﬃziente FE-Simulation des nicht-glatten Schwin-
gungsverhaltens derart gescha¨digter Systeme.
Das vorgestellte Konzept zur nichtlinearen modellbasierten Schadensidentiﬁkation er-
fordert die Lo¨sung eines inversen Problems, bei dem die Abweichungen der nichtlinearen
Schwingungsantworten zwischen Experiment und Simulation als Residuum formuliert
werden, dessen Minimierung die sukzessive algorithmische Modellkorrektur steuert. Das
in diesem Zusammenhang zu lo¨sende nicht-konvexe Optimierungsproblem verlangt die
Verwendung einer speziellen Optimierungsstrategie mit globalem Charakter.
Abstract
Due to their inherently high speciﬁc mechanical properties, composite materials are
increasingly being used as primary structural components in various ﬁelds of enginee-
ring application. The presence of delamination, that appears as debonding of adjacent
plies, may signiﬁcantly reduce the mechanical properties. This type of damage is one
of the most common failure modes in composite laminates and may cause degradati-
on of strength and overall stiﬀness. Therefore, a major interest lies in the ability of
non-destructive monitoring of the structural integrity and the reliable detection of de-
lamination at the earliest possible state.
The oscillation properties of delaminated structures are dominated by strongly non-
linear phenomena that are associated with two major mechanisms, namely unilateral
constraints and impact-like dynamic contacts in the debonded region of the structure.
The basic premise of the proposed vibration-based detection technique is the fact that
damage will cause nonlinear structural behaviour, which, in turn, generates a modiﬁed
dynamic response compared to an essentially linear undamaged structure. The deli-
berate utilisation of these nonlinear phenomena for damage assessment provides the
framework for a distinct sensitivity to damage-related structural alterations. Due to
the penetrative character of the damage nonlinearity the proposed detection method
allows to monitor changes in the structures on a global basis. For this purpose, the
so-called distortion factor is introduced as a damage indicator to judge the degree of
nonlinearity of the structural responses.
The numerical treatment of the arising vibro-impacting motion leads to non-smooth
dynamic systems. Several rigid body models with a minimal number of coordinates
provide the basis for a fundamental discussion of all relevant damage-related oscilla-
tion phenomena. For the ensuing FE formulation, as the integral part of a nonlinear
model-based method for damage identiﬁcation, the fundamental challenge consists in
the reliable capture of the periodically appearing impact-like dynamic contacts within
the stationary state of motion. Standard procedures for contact modeling in FE me-
thods as given by the penalty formulation are associated with a distinct sensitivity of
the computed solution in regard to the regularisation parameters to be chosen. In an
eﬀort to overcome these diﬃculties, a promising alternative approach of remarkable
robustness is addressed for description of impact-like contacts which is mainly based
on the theory of sudden impacts involving contact dissipation. Finally, a conception
combining the previously explored contact formulation with a problem-oriented nume-
rical model provides the key to achieve an eﬃcient and reliable simulation technique
for the considered non-smooth oscillations of delaminated beam-type structures.
For the presented nonlinear model-based identiﬁcation method inverse analysis is em-
ployed by means of a computational model update procedure. An appropriate residual
function on the basis of the nonlinear structural response is adopted to control the ite-
rative adaptation of the damage scenario involved in the numerical model. Due to the
nonlinear nature of the parameterised mapping the minimisation problem is, in gene-
ral, non-convex and may imply in many of cases that several local minima occur in the
residual function. A special optimisation technique with global character is required to
overcome this diﬃculty and to achieve success in inverse damage identiﬁcation.
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1Einfu¨hrung
Laminatartige Verbundwerkstoﬀe werden in zunehmendem Maße als Strukturkompo-
nenten fu¨r verschiedene technische Anwendungen eingesetzt, welche im allgemeinen
ein geringes Strukturgewicht bei gleichzeitig guten technologischen Eigenschaften erfor-
dern. Die gezielt einstellbaren mechanischen Eigenschaften sowie die hohen speziﬁschen
Steiﬁgkeiten und Festigkeiten geho¨ren zu den besonderen Vorzu¨gen dieser Materialien.
Ihr Einsatz hat deshalb auf dem Gebiet der Luft- und Raumfahrt bereits einen festen
Stellenwert eingenommen, der in Zukunft ohne Zweifel weiter wachsen wird. Daru¨ber
hinaus werden derartige Kompositwerkstoﬀe im Maschinenbau aber auch fu¨r Anwen-
dungen im Bauwesen bereits mit Erfolg eingesetzt.
Aufgrund des besonderen Aufbaus von Verbundstrukturen ergeben sich eine Reihe von
werkstoﬀspeziﬁschen Schadenstypen, von denen die Delamination die ha¨uﬁgste Scha-
densursache darstellt. Infolge bestimmter a¨ußerer Einwirkungen, Fertigungsfehlern oder
Ermu¨dung kann es zur o¨rtlichen Auﬂo¨sung des Verbundes benachbarter Schichten kom-
men. Eine derartige Delamination auf Strukturebene wird im allgemeinen von einer er-
heblichen Steiﬁgkeits- und Festigkeitsreduktion begleitet, die nicht selten den Auslo¨ser
fu¨r ein globales Strukturversagen weit unterhalb des ausgelegten Bauteilwiderstandes
bildet. Delaminationsscha¨den sind a¨ußerlich in den wenigsten Fa¨llen sichtbar. Dies be-
gru¨ndet die Notwendigkeit der Entwicklung zuverla¨ssiger und eﬃzienter Verfahren zur
zersto¨rungsfreien Schadensdiagnose.
Die klassischen Verfahren der zersto¨rungsfreien Werkstoﬀpru¨fung, welche die Eigen-
schaften von Schall, Wirbelstro¨men, Magnetfeldern oder Ro¨ntgenstrahlen zur Scha-
densdiagnose verwenden, unterliegen zahlreichen Einschra¨nkungen und erfordern auf-
grund ihres lokalen Charakters einen erheblichen Zeit- und Kostenaufwand. Unter die-
sem Gesichtspunkt ist es beispielsweise nicht verwunderlich, daß derzeit mehr als ein
Viertel [60] der wa¨hrend der Lebensdauer eines Verkehrsﬂugzeuges anfallenden Kosten
fu¨r Inspektion, Wartung und Reparatur aufzuwenden sind.
Eine vielversprechende Alternative zu den lokalen experimentellen Verfahren bieten
die schwingungsbasierten Ansa¨tze zur Schadenserkennung. Hierbei wird davon ausge-
gangen, daß der Eintritt eines Schadens zur A¨nderung von physikalischen und/oder
geometrischen Eigenschaften (z.B. Steiﬁgkeiten, Massen, innere Da¨mpfung, Randbe-
dingungen) fu¨hrt und damit eine signiﬁkante A¨nderung des Schwingungsverhaltens der
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gescha¨digten Struktur gegenu¨ber einem intakten System nach sich zieht. Zum gro¨ßten
Potential dieser Verfahrensklasse za¨hlt die Tatsache, daß eine globale Schadensdiagno-
se auf Systemebene mo¨glich erscheint und damit eine eﬃziente Strukturu¨berwachung
verspricht.
Bisherige schwingungsbasierte Methoden setzen zumeist die Existenz linearer Schwin-
gungen des zu untersuchenden Systems voraus, da sie auf einer Detektion der A¨nderun-
gen von Eigenschaften linearer dynamischer Systeme beruhen. Ein solches Systemver-
halten liegt nach Schadenseintritt allerdings nicht mehr vor, so daß in einigen Punkten
(z.B. Diagnosegenauigkeit- und zuverla¨ssigkeit) bislang deutliche Deﬁzite hervortreten.
Die Weiterentwicklung schwingungsbasierte Verfahren zur zersto¨rungsfreien Schadens-
diagnose steht derzeit im Blickpunkt der aktuellen Forschung. In der vorliegenden Ar-
beit wird hierzu ein Ansatz verfolgt, der das stark nichtlineare Verhalten delaminierter
Strukturen aufgreift und gezielt zur Schadensdiagnose ausnutzt. Wa¨hrend bisherige
schwingungsbasierte Verfahren die lokalen Schwingungspha¨nomene im gescha¨digten
Strukturbereich weitgehend außer Acht lassen, wird hier der sogenannte ,clapping’-
Mechanismus als lokale Nichtlinearita¨tsquelle der Schadensregion verstanden und des-
sen Einﬂuß auf das globale Systemverhalten analysiert. Das Vorliegen eines einseitigen
Bindungszustandes sowie die daraus resultierenden stoßartigen Kontakte zwischen den
gelo¨sten Querschnittsteilen dominieren das Schwingungsverhalten delaminierter Struk-
turen, wie experimentelle und numerische Untersuchungen belegen. In diesem Kontext
wird sowohl ein experimentelles, modellunterstu¨tztes Diagnoseverfahren entwickelt als
auch der Ansatz fu¨r ein modellbasiertes Konzept zur numerisch gestu¨tzten Schadens-
identiﬁkation vorgestellt. Die beiden innovativen Ansa¨tze nutzen die hohe schadensbe-
zogene Sensitivita¨t der nichtlinearen Betrachtungsweise fu¨r eine zersto¨rungsfreie Scha-
densdiagnose auf Systemebene und gestatten es, mit u¨berschaubarem Meßaufwand
zuverla¨ssige Aussagen u¨ber Schadensort und -ausmaß zu treﬀen.
Den Ausgangspunkt der vorliegenden Arbeit bildet im nachfolgenden Kapitel 2 ei-
ne kurze Charakterisierung von laminatartigen Kompositen und deren werkstoﬀspe-
ziﬁschen Scha¨digungstypen. Daru¨ber hinaus werden die bislang verfu¨gbaren Ansa¨tze
fu¨r eine zersto¨rungsfreie Schadensdiagnose herausgestellt und deren Grenzen bzw.
Einschra¨nkungen aufgezeigt. Die Konsequenzen hieraus erlauben, einen nichtlinearen
schwingungsbasierten Ansatz zur Schadensdiagnose zu formulieren, der die Grundlage
der weiteren Arbeit bildet.
Die eingangs angefu¨hrten nichtlinearen Schwingungspha¨nomene der Kontaktunilatera-
lita¨t mit Stoßvorga¨ngen, die mit dem Eintritt eines Schadens verbunden sind, fu¨hren
auf den Problemkreis der nicht-glatten dynamischen Systeme, deren grundsa¨tzliche Ei-
genschaften Gegenstand des dritten Kapitels sind. Derartige Systeme mit wechselnder
Struktur fu¨hren zu Bewegungsgleichungen, die in der Gesamtheit streng nichtlinear
sind und weder geschlossene analytische Lo¨sungen noch allgemeine Lo¨sungstheorien
zulassen. Ihre numerische Behandlung beinhaltet eine Reihe von Schwierigkeiten, die
sich aus der zeitlichen Evolution der Systemdynamik und den fortlaufenden Zustands-
wechseln des Systems ergeben.
Anhand mechanischer Minimalmodelle werden im Kapitel 4 die wesentlichen schaden-
sinduzierten Schwingungspha¨nomene herausgestellt, die das Schwingungsverhalten ge-
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Stoßkontakt werden ausgepra¨gte Verzweigungseigenschaften zugeschrieben. Von beson-
derem Interesse fu¨r die spa¨tere Schadensdiagnose auf der Basis nicht-glatter Schwin-
gungen sind daher die in der Realita¨t zu erwartenden Bewegungstypen sowie deren
kinetische Stabilita¨t und Sensitivita¨t hinsichtlich permanenter Sto¨rungen. Grundla-
ge der spa¨teren experimentellen Schadensdetektion bildet eine Nichtlinearita¨tsanalyse,
die auf der Beurteilung der Schwingungsantworten im Frequenzbereich basiert. Die
Einfu¨hrung eines Nichtlinearita¨tsmaßes, das die Linearita¨tsabweichung des beobachte-
ten Strukturverhaltens quantiﬁziert, bildet einen a¨ußerst sensitiven Schadensindikator.
Ein erweitertes Minimalmodell gestattet schließlich die Auswirkungen einer lokalen
Scha¨digung auf die Bewegung in den ungescha¨digten Strukturbereichen nachzuweisen.
Ein derartiger Schadensdurchgriﬀ bildet die zentrale Voraussetzung fu¨r eine Delamina-
tionserkennung auf Systemebene.
Die angestrebte modellbasierte Schadensidentiﬁkation erfordert die numerische Simu-
lation des nicht-glatten Schwingungsverhaltens der gescha¨digten Struktur. Das fu¨nf-
te Kapitel widmet sich daher der Analyse schwingender Kontinua mit dynamischem
Stoßkontakt auf der Basis der Finite-Elemente-Methode. In diesem Zusammenhang
sind die Problemkreise einer eﬃzienten numerischen Zeitintegration sowie einer zu-
verla¨ssigen Abbildung des ﬂa¨chenhaften dissipativen Stoßkontaktes von besonderem
Interesse. Trotz der breiten technischen Relevanz von Schwingungen mit Stoßkontak-
ten zeigt sich, daß herko¨mmliche Kontaktelemente auf der Basis einer Feder-Da¨mpfer-
Regularisierung nicht geeignet sind, um diesen speziellen Kontakttyp mit der erforderli-
chen Zuverla¨ssigkeit abzubilden. Als zentrales Problem erweist sich hierbei die enorme
Sensitivita¨t der zu wa¨hlenden Regularisierungsparameter, die nicht nur untereinan-
der verknu¨pft sind, sondern auch stark von weiteren numerischen Parametern (z.B.
Zeitschritt) abha¨ngen. Zur numerischen Simulation der auftretenden Kontaktsituati-
on mit der Finite-Elemente-Methode wird daher eine Kontaktformulierung entwickelt,
die im wesentlichen auf die Projektionsvorschrift der Newtonschen Stoßhypothese
zuru¨ckgreift und sich als robuste Alternative zum Penalty-Verfahren mit viskosem Kon-
taktda¨mpfer erweist. Der linienhafte Querstoßkontakt wird anhand einer realistischen
Modellsituation fu¨r Delaminationsprobleme sowohl experimentell als auch numerisch
untersucht.
Die Entwicklung eines experimentellen, modellunterstu¨tzten Detektionsverfahrens auf
der Basis der Schadensnichtlinearita¨t ist die Zielstellung des sechsten Kapitels. Hierfu¨r
erfolgt zuna¨chst eine ausfu¨hrliche experimentelle Charakterisierung des Schwingungs-
verhaltens delaminierter Verbundstrukturen, welche gezielt die Erkenntnisse aus den
vorhergehenden numerischen Betrachtungen ausnutzt. Alle grundsa¨tzlichen Untersu-
chungen erfolgen am Beispiel delaminierter Mehrschichtbalken, die verschiedene Scha-
densszenarien aufweisen. Die gewonnenen Untersuchungsergebnisse erlauben anschlie-
ßend die Aufstellung des experimentellen Detektionsverfahrens, welches eine Scha-
denserkennung anhand weniger Meßpunkte erlaubt. Das Experimentalkonzept wird
unter verschiedenen Aspekten diskutiert. Abschließend wird die Leistungsfa¨higkeit der
vorgeschlagenen Methode anhand der technischen Anwendung auf ein reales Delamina-
tionsproblem eines Rotorblattes nachgewiesen. Die hohe schadensbezogene Sensitivita¨t
erlaubt in allen Fa¨llen eine zuverla¨ssige Detektion der gescha¨digten Strukturbereiche.
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Die zuvor aufgestellten, nicht-glatten numerischen Simulationsmodelle bieten im Rah-
men des Kapitels 7 die Mo¨glichkeit ein nichtlineares modellbasiertes Identiﬁkationsver-
fahren zu entwickeln. Hierzu sind die experimentellen Daten in geeigneter Weise mit
den numerischen Resultaten zu verknu¨pfen. Zuna¨chst werden die klassischen Konzep-
te zur modellbasierten Identiﬁkation unter verschiedenen Aspekten diskutiert. Hieraus
wird ein modiﬁziertes Konzept fu¨r die Verwendung des nichtlinearen Strukturmodells
abgeleitet. Zur Bestimmung der Lage und Topologie der Delaminationsgebiete ist ein
inverses Problem zu lo¨sen. Hierfu¨r wird auf der Basis einer sogenannten ,model update’-
Strategie das Simulationsmodell algorithmisch gesteuert, schrittweise an den tatsa¨chli-
chen Scha¨digungszustand angepaßt und erlaubt somit im Ru¨ckschluß die Rekonstruk-
tion des Schadens. Die Abweichungen zwischen den experimentellen Daten und den
numerischen Resultaten werden dabei u¨ber eine Residuumsfunktion erfaßt, die auf den
nichtlinearen Schwingungsantworten der gescha¨digten Struktur basiert. Die erforderli-
che Minimierung dieses Residuums fu¨hrt auf ein nicht-konvexes Optimierungsproblem,
welches eine geeignete Lo¨sungsprozedur mit globalem Charakter erfordert. Fu¨r die-
sen Zweck wird in der vorliegenden Arbeit ein Genetischer Algorithmus mit spezieller
Vorkonditionierung verwendet, der die zum Teil erheblichen Rechenzeiten deutlich re-
duziert. Abschließend werden die Eigenschaften des vorgeschlagenen Ansatzes durch
die Anwendung des entwickelten Identiﬁkationsverfahrens auf das Delaminationspro-
blem mehrschichtiger Balken untersucht. Wegen der hohen Sensitivita¨t der nichtlinea-
ren Betrachtungsweise gegenu¨ber der zu detektierenden Scha¨digung zeigt sich, daß die
Schlechtgestelltheit des zu lo¨senden inversen Problems bereits mit wenigen Vergleichs-
punkten u¨berwunden wird und entsprechend zuverla¨ssige Diagnoseresultate zu erzielen
sind. Der experimentelle Aufwand kann auf ein Minimum reduziert werden.
2Grundlagen und Stand der
Forschung
Im vorliegenden Kapitel werden zuna¨chst Grundlagen u¨ber die Einordnung, den Aufbau so-
wie typische Scha¨digungen von Verbundwerkstoﬀen dargestellt. Anschließend wird die Scha-
denserkennung als Lo¨sung eines ,inversen Problems’ formuliert, die schließlich zur Deﬁniti-
on der ,schlecht gestellten Probleme’ fu¨hrt und erlaubt, grundsa¨tzliche Aussagen u¨ber die fu¨r
die Schadensdiagnose notwendigen Meßdaten und Modellanforderungen zu treﬀen. Daru¨ber
hinaus werden die bisherigen Ansa¨tze zur Schadensdiagnose klassiﬁziert und deren Grenzen
aufgezeigt. Hierauf aufbauend wird die in der vorliegenden Arbeit gewa¨hlte Vorgehensweise
zur Schadensdiagnose erla¨utert und eingeordnet. Abschließend wird eine delaminierte Struk-
tur vorgestellt, welche die Untersuchungen der weiteren Kapitel als Modellproblem begleitet.
2.1 Verbundwerkstoﬀe
Geschichtet aufgebaute Verbundwerkstoﬀe (Kompositwerkstoﬀe) werden aufgrund ih-
rer guten und gezielt einstellbaren mechanischen Eigenschaften in zunehmendem Maße
in technischen Anwendungen eingesetzt. Ein wesentliches Einsatzgebiet liegt in der
Luft- und Raumfahrt. Daru¨ber hinaus werden in ju¨ngerer Zeit Strukturelemente aus
Verbundwerkstoﬀen in vielen Bereichen des Maschinenbaus und des konstruktiven In-
genieurbaus mit Erfolg eingesetzt. Die Ursache ﬁndet sich vor allem in den hohen
speziﬁschen Festigkeiten und Steiﬁgkeiten dieser Materialien. Daneben zeichnen sich
diese Werkstoﬀe durch eine hohe Korrosionsbesta¨ndigkeit aus. Die Summe dieser Ei-
genschaften ermo¨glicht nicht nur eine Gewichtsreduzierung, die insbesondere im Bereich
des Leichtbaus gescha¨tzt wird, sondern erschließt auch neue konstruktive Mo¨glichkei-
ten, die mit herko¨mmlichen metallischen Werkstoﬀen nicht realisierbar wa¨ren.
Verbundwerkstoﬀe entstehen durch die Verbindung mindestens zweier Werkstoﬀe (aus
verschiedenen oder gleichen Werkstoﬀgruppen) mit dem Ziel eines neuen Materials auf
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Makroebene [6] mit optimierten Gebrauchseigenschaften und sind damit im allgemei-
nen ku¨nstliche, heterogene Werkstoﬀe. Kompositwerkstoﬀe lassen sich u.a. nach der
Art der Verteilung des Versta¨rkungswerkstoﬀes klassiﬁzieren [1]. Wird diese Klassiﬁ-
zierung auf die makroskopische Ebene eingeschra¨nkt, sind als ha¨uﬁgste Verbundwerk-
stoﬀe Strukturen im Laminat- und Sandwichaufbau vorzuﬁnden. Im Rahmen dieser
Arbeit werden ausschließlich solche Strukturen betrachtet und im folgenden mit dem
Begriﬀ Verbundwerkstoﬀe bezeichnet. Bei der Beschreibung ihres Deformationsverhal-
tens werden nur Eigenschaften dieser makroskopischen Ebene beru¨cksichtigt, indem
individuelle Eigenschaften innerhalb der einzelnen Schichten homogenisiert aufgefaßt
werden.
Laminat Faser-/PartikelverstärkteEinzelschicht
Matrix
Faser
Interface
Struktur-Level
(Makroebene)
Schicht-Level
(Mesoebene)
Faser/Partikel-Level
(Mikroebene)
Faser / Partikel
Bild 2.1: Gro¨ßenmaßsta¨be und Komponentenbezeichnungen eines Verbundwerkstoﬀes im
Laminataufbau.
2.2 Scha¨digungen von Verbundwerkstoﬀen
Die wichtigsten Schadenstypen von Kompositwerkstoﬀen treten zumeist als fu¨r die-
sen Werkstoﬀtyp speziﬁsche Scha¨digung auf. Matrix- oder Faserbruch, Matrix-Faser-
Ablo¨sung, Beulen im Sublaminat sowie Delamination sind hierbei die wesentlichen
Schadenskategorien. Delaminationen, als o¨rtliche Ablo¨sung benachbarter Laminat-
schichten, stellen hierbei die ha¨uﬁgste Schadensursache bei Verbundwerkstoﬀen [106],
[49] dar.
Delaminationen ko¨nnen sowohl wa¨hrend des Fertigungsprozesses der betreﬀenden
Strukturkomponente als auch wa¨hrend der Gebrauchsphase entstehen. Die sogenann-
ten ,In-Service’-Delaminationen sind Folge hoher interlaminarer Spannungen, von
Ermu¨dung oder insbesondere von Schlag- und Impactbelastungen. Oft ist eine genaue
Unterscheidung dieser Schadensursachen nicht mo¨glich. Die Delamination entsteht viel-
mehr aus der Interaktion verschiedener Einzelereignisse, die sich zuna¨chst nur auf Mi-
kroebene auswirken und zu einem Gesamtschaden akkumuliert werden. So ko¨nnen die
vorgenannten Koha¨sions- und Adha¨sionsversagensarten in der Mikroebene selbst auch
den Auslo¨semechanismus fu¨r eine Delamination bilden.
Im folgenden sollen unter dem Begriﬀ Schaden ausschließlich makroskopische Struktur-
schwa¨chungen vom Delaminationstyp verstanden werden. Sogenannte Mikrodelamina-
tionen sind im weiteren nicht von Interesse.
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Das Eintreten einer Delamination fu¨hrt im allgemeinen zu einer erheblichen Herabset-
zung der mechanischen Eigenschaften [12], wie z.B. Steiﬁgkeit, Festigkeit und Stabilita¨t.
Ein solcher Schaden hat oftmals erheblichen Einﬂuß auf das globale Strukturverhalten
und kann Ursache eines fatalen Versagensmechanismus sein. Bereits unterhalb der sta-
tischen Grenzlast ko¨nnen deutliche A¨nderungen der Systemeigenschaften (z.B. durch
die Steiﬁgkeitsreduktion) eintreten. Die vorgenannten Tatsachen begru¨nden die Not-
wendigkeit der Entwicklung zuverla¨ssiger Verfahren zum zersto¨rungsfreien Aufspu¨ren
oder zum U¨berwachen solcher Scha¨den, da sich Delaminationen zumeist einer visuellen
Inspektion entziehen.
2.3 U¨berblick u¨ber Ansa¨tze zur Schadensdiagnose
und ihre Grenzen
2.3.1 Schadensdeﬁnition und Referenzzustand
Aus Sicht der Schadenserkennung kann ein Schaden allgemein als lokale A¨nderung von
Struktureigenschaften deﬁniert werden, welche den Zustand des Systems nachteilig be-
einﬂußt [18]. Diese Deﬁnition impliziert, daß ein Schaden immer als Gegenu¨berstellung
zweier Zusta¨nde betrachtet werden muß. Dabei werden als Referenzzustand zumeist die
Eigenschaften eines als ungescha¨digt angenommenen Systems verwendet. Die beno¨tig-
ten Informationen u¨ber diesen Referenzzustand ha¨ngen hinsichtlich Art und Umfang
vom verwendeten Detektionsverfahren ab.
2.3.2 Schadensdiagnose als inverses Problem
Bei der zersto¨rungsfreien Schadensdiagnose ist im allgemeinen eine direkte ,Messung’
(Erfassung) des Systemzustandes nicht mo¨glich. Informationen u¨ber die strukturelle
Integrita¨t eines Systems mu¨ssen durch indirekte Beobachtung gewonnen werden. Ver-
allgemeinert bedeutet dies, daß aus der beobachteten A¨nderung des Systemverhaltens
auf die ,unzuga¨ngliche’ Ursache fu¨r diese A¨nderung geschlossen werden muß [82]. Es
liegt ein inverses Problem (Ru¨ckwa¨rtsproblem) vor [54]. Bei den u¨blicherweise vor-
liegenden direkten Problemen (Vorwa¨rtsprobleme) wird die Auswirkung als Folge der
Ursache ermittelt.
Mathematisch kann diese Problemstellung anhand einer Abbildung P, welche ein Mo-
dell beinhaltet, diskutiert werden. Hierbei wird die Menge aller Ursachen, beschrieben
durch die Parameter A, in die Menge der Auswirkungen B abgebildet.
P : A→ B (2.1)
Die Lo¨sung des direkten Problems entspricht damit der pra¨zisen Beschreibung im Mo-
dell P, so daß die Wirkung b ∈ B aus der Ursache a ∈ A ermittelt werden kann. Im
umgekehrten Fall, der Lo¨sung des inversen Problems, besteht die Aufgabe in der In-
terpretation der Daten (Auswirkungen) b ∈ B, so daß die Ursache a ∈ A rekonstruiert
werden kann, also Pa = b gilt.
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Selbst beim Vorliegen eines Modells gibt es einige prinzipielle Schwierigkeiten dieser
Problemklasse zu u¨berwinden. Diese resultieren aus der Tatsache, daß inverse Proble-
me ha¨uﬁg schlecht gestellt (,ill-posed’) sind [54]. Dieser Begriﬀ zur Charakterisierung
inverser Probleme wurde von Hadamard [28] eingefu¨hrt. Nach seiner Deﬁnition heißt
ein Problem (P, A,B) gut gestellt [54], [82], wenn
(1) die Gleichung Pa = b fu¨r jedes b ∈ B eine Lo¨sung besitzt (Existenz),
(2) diese Lo¨sung eindeutig ist (Eindeutigkeit),
(3) sowie kleine Sto¨rungen in den Daten b ∈ B nur kleine Sto¨rungen in der ermit-
telten Ursache a ∈ A hervorrufen (Stabilita¨t der Lo¨sung).
Ist eine dieser Bedingungen nicht erfu¨llt, so handelt es sich um ein schlecht gestelltes
Problem. Die ha¨uﬁge Schlechtgestelltheit inverser Probleme ist zumeist auf die Verlet-
zung der Bedingungen (2) und (3) zuru¨ckzufu¨hren [82], wie sich auch bei den weiteren
Betrachtungen der vorliegenden Arbeit (siehe Kapitel 7) noch zeigen wird.
In Anlehnung an die Deﬁnition von Hadamard stellen sich fu¨r die praktische Lo¨sung
des Problems der Schadensdiagnose zwei wesentliche Fragen [23]:
(1) Die U¨berlegung, ob der Informationsgehalt der Meßdaten ausreichend ist, um
eine eindeutige Aussage u¨ber die Lo¨sung zu erzielen, betriﬀt eine geeignete Aus-
legung der experimentellen Untersuchungen sowie der numerischen Simulationen
im Hinblick auf Art und Umfang der verwendeten Daten. Fu¨r den numerischen
Teil sind daru¨ber hinaus die Anforderungen an das verwendete Modell festzule-
gen, da dieses u¨ber den Informationsgehalt der berechneten Daten entscheidet.
Hierzu sei ausdru¨cklich auf die folgenden Abschnitte verwiesen.
(2) Auch die zweite Frage, ob kleine Sto¨rungen in den Daten auch nur kleine Abwei-
chungen in den Lo¨sungen hervorbringen, fu¨hrt wieder auf die Versuchsauslegung
und die Modellwahl zuru¨ck. Kleine Fehler in der beobachteten Wirkung (z.B. ,un-
vermeidbare’ Meßfehler) sowie Abweichungen aus der ungenauen Erfassung im
Modell, du¨rfen also nicht zu sehr großen Fehlern in der rekonstruierten Ursache
fu¨hren.
2.3.3 Zielsetzung einer Schadensdiagnose
In Anlehnung an Doebling et al. [12] kann die Zielsetzung einer Schadensdiagnose in
fu¨nf Stufen eingeteilt werden:
(1) Nachweis der Existenz von Scha¨den,
(2) Nachweis des Schadensortes,
(3) Quantiﬁzierung des Scha¨digungsgrades,
(4) Vorhersage der Schadensentwicklung,
(5) Vorhersage der Restlebensdauer.
Der Schwierigkeitsgrad fu¨r eine zuverla¨ssige Prognose erho¨ht sich von Stufe zu Stufe.
Die von einer Schadenserkennung erwarteten Aussagen beschra¨nken sich dabei auf die
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ersten drei Stufen. Die Fragestellungen der u¨brigen Stufen werden durch andere Aspek-
te der Mechanik (z.B. Bruchmechanik, Ermu¨dungs- und Lebensdaueranalyse) behan-
delt. Fu¨r die ersten drei Stufen der Schadensdiagnose kann somit ein zeitinvarianter
Scha¨digungszustand vorausgesetzt werden. Dies bedeutet, daß die wa¨hrend der Scha-
densdiagnose induzierten Beanspruchungen nicht zu einer fortschreitenden Scha¨digung
der betreﬀenden Struktur fu¨hren. Im Regelfall gestattet diese Voraussetzung zudem,
auf die Beru¨cksichtigung von materiellen Nichtlinearita¨ten zu verzichten.
Zudem erlauben die genannten Kriterien, entsprechend ihrer Umsetzung im Diagnose-
verfahren, die Schadenserkennungsmethoden zu klassiﬁzieren.
2.3.4 Ansa¨tze fu¨r eine Schadensdiagnose
Da Delaminationen den dominierenden Schadenstyp in Verbundwerkstoﬀen darstellen,
bescha¨ftigen sich zahlreiche wissenschaftliche Untersuchungen mit ihrer Erkennung im
fru¨hest mo¨glichen Stadium (U¨berblick: [104], [106], [12]). Dabei werden Ansatzpunk-
te aus unterschiedlichen Forschungsfeldern gewa¨hlt. Im wesentlichen existieren zwei
konkurrierende Ansa¨tze: visuelle und lokale experimentelle Methoden sowie die schwin-
gungsbasierten Methoden. Daru¨ber hinaus ﬁnden in ju¨ngster Zeit versta¨rkt Forschungs-
aktivita¨ten im Bereich der sogenannten ,on-line’-Schadenserkennung statt. Die struk-
turelle Integrita¨t eines Systems wird hier anhand direkter Sensorinformationen (durch
eingebettete Sensoren oder ,smart-structure’-Technologien) in ,Echtzeit’ beurteilt. Die
Herstellung solcher Strukturen ist mit extrem hohen Kosten verbunden. Deshalb wird
die Anwendung derartiger Methoden zuna¨chst a¨ußerst sensiblen Systembereichen vor-
behalten bleiben.
Ansätze zur zerstörungsfreien Schadensdiagnose
Schwingungsbasierte
Methoden
Modalanalysemethoden
Zeitbereichsmethoden
Frequenzbereichsmethoden
usw.
On-line
Schadensdetektion
Smart Structures
Eingebettete Sensoren
Visuelle und
lokale experimentelle Methoden
Schall- / Ultraschallmethoden
Magnetfeldmethoden
Röntgenmethoden
usw.
Bild 2.2: U¨berblick u¨ber Ansa¨tze zur Schadensdiagnose.
Lokale experimentelle Methoden.
Die lokalen experimentellen Methoden wurden gro¨ßtenteils aus den klassischen Verfah-
ren der zersto¨rungsfreien Werkstoﬀpru¨fung entwickelt. Sie nutzen zum Beispiel die Ei-
genschaften von Ro¨ntgenstrahlung, Magnetfeldern sowie Schall- und Ultraschall [104].
Die beiden letztgenannten Verfahren stellen die am ha¨uﬁgsten eingesetzten lokalen
experimentellen Methoden dar. Sie besitzen ihre gro¨ßte Bedeutung beim lokalen Auf-
spu¨ren von Rissen und Strukturfehlern anhand des Echogramms akustischer Wellen an
der gegenwa¨rtigen Meßposition [104], [53]. Hinsichtlich dieser Voraussetzung erfordert
ein eﬃzienter Einsatz solcher Verfahren, daß zumindest der grobe Schadensbereich a
priori bekannt ist und direkt untersucht werden kann [18]. Aussagen u¨ber die struktu-
relle Integrita¨t auf Systemebene werden nicht erhalten, so daß von lokalen Verfahren
16 2 Grundlagen und Stand der Forschung
gesprochen wird. Als weiterer Nachteil erweist sich die Tatsache, daß aufgrund der aku-
stischen Anregung nur eine stark eingeschra¨nkte Erregerintensita¨t zur Verfu¨gung steht,
welche die schadensbezogene Sensitivita¨t begrenzt [104]. Durch diese meßtechnischen
Einschra¨nkungen ko¨nnen zumeist nur Scha¨den in Oberﬂa¨chenna¨he detektiert werden
[18].
Modelle beschra¨nken sich bei diesen Verfahren auf die pha¨nomenologische und loka-
le Abbildung der durch die Scha¨digung hervorgerufenen Eﬀekte [3], [7] und gestatten
keine globalen Aussagen u¨ber das Verhalten der gescha¨digten Struktur. Daneben exi-
stieren Modelle, die das globale Verhalten auf lineare Weise zu erfassen versuchen (z.B.
[44]). In beiden Fa¨llen sind zuverla¨ssige, numerisch unterstu¨tzte Vorgehensweisen zur
Schadenserkennung bislang nicht mo¨glich.
Schwingungsbasierte Methoden.
Die Notwendigkeit einer quantitativen und vor allem globalen Schadenserkennung, die
auch bei komplexeren Strukturen angewendet werden kann [19] hat zur Entwicklung
und derzeit versta¨rkten Forschung im Bereich der sogenannten schwingungsbasierten
Methoden [106], [12] gefu¨hrt. Diese vielversprechende Alternative zu den vorgenannten
lokalen experimentellen Verfahren stu¨tzt sich zur Schadenserkennung auf die Untersu-
chung der Schwingungseigenschaften der jeweiligen Struktur.
Die grundsa¨tzliche Idee aller schwingungsbasierten Methoden besteht in der Tatsache,
daß der Eintritt eines Schadens zur A¨nderung von physikalischen und/oder geometri-
schen Eigenschaften (z.B. Steiﬁgkeiten, Massen, innere Da¨mpfung, Rand- oder U¨ber-
gangsbedingungen) fu¨hrt, die eine signiﬁkante und damit detektierbare A¨nderung des
Schwingungsverhaltens gegenu¨ber einer ungescha¨digten Struktur nach sich zieht.
Schwingungsbasierte Methoden u¨berwinden – in unterschiedlichem Maße – die wesent-
lichen Nachteile der lokalen experimentellen Methoden. Sie bieten die Mo¨glichkeit einer
nahezu unbegrenzten Erregerintensita¨t, die es gestattet, strukturelle A¨nderungen auf
globaler Ebene auch bei Strukturen von ,praktischer Komplexita¨t’ zu erfassen. Die Be-
schra¨nkung auf oberﬂa¨chennahe Schadensorte entfa¨llt. Zudem bieten solche Verfahren
Vorteile hinsichtlich Zeit- und Meßaufwand.
2.4 Klassiﬁzierung schwingungsbasierter Verfahren
2.4.1 Klassiﬁkation nach Umfang der zugrundeliegenden Mo-
delle
Schwingungsbasierte Methoden lassen sich hinsichtlich der zugrundeliegenden physi-
kalischen und/oder mechanisch-numerischen Modelle klassiﬁzieren. Die Gruppe der
sogenannten nicht-modellbasierten oder modellunterstu¨tzten Methoden verwendet ent-
weder nur experimentelle Daten, die anhand physikalischer Schadensmodelle analysiert
werden, oder unterstu¨tzt diese Vorgehensweise zusa¨tzlich durch einfache mechanische
Modelle.
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Dem gegenu¨ber stehen die sogenannten modellbasierten Methoden [106]. Zur weite-
ren Reduzierung des Meßaufwandes verwenden sie ein mechanisch-numerisches Simu-
lationsmodell fu¨r die zu untersuchende Struktur. Dabei wird zuna¨chst das numerische
Strukturmodell mit den experimentellen Daten eines zumeist ungescha¨digten Referenz-
zustandes kalibriert. Unter der Verwendung der Meßdaten der gescha¨digten Struktur
wird anschließend durch schrittweise Anpassung des Strukturmodells (,model-update’-
Strategie) eine Schadenserkennung angestrebt [22]. In der vorliegenden Arbeit wird
sowohl ein neues experimentelles modellunterstu¨tztes Verfahren (Kapitel 6) sowie hier-
auf aufbauend eine neue modellbasierte Methode (Kapitel 7) entwickelt und untersucht.
Der Begriﬀ der Schadenserkennung wird im allgemeinen anhand dieser beiden Kategori-
en in eine Schadensdetektion (nicht-modellbasiertes / modellunterstu¨tztes Verfahren)
sowie eine Schadensidentiﬁkation (modellbasiertes Verfahren) unterschieden. Im fol-
genden soll diese Abgrenzung der beiden Begriﬀe zur Charakterisierung der Verfahren
verwendet werden.
Die beiden Verfahrensklassen unterscheiden sich oﬀensichtlich im Hinblick auf den er-
forderlichen Modellaufwand sowie den Umfang der beno¨tigten experimentellen Daten.
Unter diesen Gesichtspunkten werden in Bild 2.3 die zwei schwingungsgestu¨tzten Vor-
gehensweisen mit den lokalen experimentellen Methoden verglichen.
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Bild 2.3: Einordnung der Schadenserkennungstechniken hinsichtlich Modell- und Meßauf-
wand.
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2.4.2 Klassiﬁkation nach der Erfassung der Scha¨digung im
Modell
Die derzeit verfu¨gbaren schwingungsbasierten Methoden setzen in den meisten Fa¨llen
die Existenz linearer Schwingungen des zu untersuchenden Systems voraus, da sie auf
einer Detektion der A¨nderungen von Eigenschaften linearer dynamischer Systeme (Ei-
genfrequenzen, Transferfunktionen, modale Charakteristiken etc.) beruhen [12], [106].
Sie werden als lineare schwingungsbasierte Methoden bezeichnet.
Ein solches lineares dynamisches System liegt streng genommen nach Schadensein-
tritt nicht mehr vor. Aus der Voraussetzung eines derartigen Systems ergeben sich
Einschra¨nkungen in Hinblick auf die Einsatzbreite des Verfahrens sowie die schadens-
bezogene Sensitivita¨t. Zumeist kann nur die Existenz eines Schadens, nicht aber dessen
Ort und der Scha¨digungsgrad zuverla¨ssig vorausgesagt werden (Level-1-Verfahren, vgl.
Abschnitt 2.3.3). Bezeichnend fu¨r die genannte Vorgehensweise ist zudem die Tatsache,
daß nur globale A¨nderungen im Schwingungsverhalten analysiert werden, wa¨hrend die
eigentlichen lokalen Pha¨nomene entlang der Delamination weitgehend unberu¨cksichtigt
bleiben.
An dieser Stelle knu¨pft die vorliegende Arbeit an und bescha¨ftigt sich mit schwin-
gungsbasierten Methoden, welche gezielt das durch eine Delamination hervorgerufene,
stark nichtlineare Schwingungsverhalten (siehe Abschnitt 2.5) zur Schadenserkennung
ausnutzen. Nichtlineare schwingungsbasierte Methoden stehen derzeit in den Anfa¨ngen
ihrer Entwicklung. Ihnen wird indes im Schrifttum großes Potential zugeschrieben [20].
Der gegenwa¨rtige Entwicklungsstand beschra¨nkt sich im wesentlichen auf die theoreti-
schen Grundlagen fu¨r die Signal- und Strukturanalyse (z.B. [75]) sowie auf numerische
Experimente hinsichtlich der Detektion (z.B. [86]). Die Arbeit von Luo & Hana-
gud [55] bescha¨ftigt sich bereits mit delaminierten Balkenstrukturen unter dem Ge-
sichtspunkt wechselnder Steiﬁgkeiten (vgl. Abschnitt 4.1) und wurde von Wauer [97]
auf rotierende Systeme erweitert, wobei in diesen Arbeiten das dynamische Verhalten
der Struktur im Vordergrund steht und nicht die Problemstellung der Schadenserken-
nung.
2.5 Ansatz der im folgenden gewa¨hlten Vorgehens-
weise
2.5.1 Grundlagen der nichtlinearen schwingungsbasierten
Schadensdiagnose
In der Realita¨t werden Schwingungen delaminierter Strukturen durch Pha¨nomene do-
miniert, die an der Schadensstelle entstehen (siehe Kapitel 4). Wie im weiteren gezeigt
wird, werden aufgrund von einseitigen Bindungen sowie Stoßkontakten im Delamina-
tionsbereich erhebliche Nichtlinearita¨ten im Schwingungsverhalten derart gescha¨digter
Systeme hervorgerufen. Die Auswirkungen dieser lokalen schadensbezogenen Nichtli-
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nearita¨ten dominieren das Schwingungsverhalten der gesamten Struktur. Diese Tatsa-
che kann gezielt zur Schadenserkennung genutzt werden, indem diese Pha¨nomene ex-
perimentell erfaßt, quantiﬁziert sowie im mechanisch-numerischen Simulationsmodell
hinreichend gut abgebildet werden.
Die Umsetzung der geschilderten Vorgehensweise erfordert die Verknu¨pfung mehre-
rer Gebiete der Mechanik. Neben der experimentellen Mechanik mit der Signal- und
Nichtlinearita¨tsanalyse erstreckt sich die vorliegende Arbeit auf das Gebiet der nicht-
glatten dynamischen Systeme, den Bereich der numerischen Methoden (insbesondere
der Beschreibung dynamischer Fla¨chenkontakte) sowie der nicht-konvexen Optimie-
rungsprobleme.
2.5.2 Modellproblem einer Delamination
Als Paradigma delaminierter Strukturen gilt der mehrschichtige Balken mit einfacher
Delaminationsscha¨digung. Bild 2.4 zeigt eine solche Balkenstruktur, bei der außermittig
zur neutralen Faser u¨ber eine gewisse Strecke hinweg der Schichtenverbund gelo¨st ist.
Dieser Balken soll im Rahmen der vorliegenden Arbeit zuna¨chst als Modellproblem
zum Studium der wesentlichen Pha¨nomene sowie fu¨r die Entwicklung der nichtlinearen
Schadenserkennungstechniken intensiv untersucht werden.
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Bild 2.4: Modellproblem: Balken mit mittiger Delamination.
Das im Bild 2.4 dargestellte System wird die Untersuchungen der folgenden Kapi-
tel als Modellproblem begleiten. In Kapitel 4 wird zuna¨chst das grundsa¨tzliche Ver-
halten dieses gescha¨digten Kontinuums anhand verschiedener mechanisch-numerischer
Starrko¨rpermodelle mit unterschiedlichem Abstraktionsgrad untersucht. Daru¨ber hin-
aus werden zahlreiche Fragestellungen hinsichtlich der numerischen Simulation des
Schwingungsverhaltens von Systemen mit Stoßkontakt diskutiert, welche fu¨r anschlie-
ßende die FE-Modellierung im Kapitel 5 von zentraler Bedeutung sind. Die ausge-
pra¨gte Delaminationsscha¨digung der Modellstruktur (Bild 2.4) ermo¨glicht hierbei eine
ausgezeichnete Betrachtung der schadensbezogenen Schwingungseigenschaften, da hier
alle wichtigen Schwingungspha¨nomene besonders klar hervortreten. Eine umfassende
experimentelle Untersuchung delaminierter Mehrschichtbalken mit verschiedenen geo-
metrischen Konﬁgurationen erfolgt im Kapitel 6.

3Nicht-glatte dynamische Systeme
Im vorangegangenen Kapitel wurde das Ziel formuliert, die lokal im Schadensbereich einer
Delamination auftretenden nichtlinearen Pha¨nomene zu erfassen und gezielt zur Schadens-
diagnose zu nutzen. Diese Vorgehensweise erfordert fu¨r die mechanische Modellbildung die
Einbeziehung der Unilateralita¨t einzelner Bindungen sowie der hiermit verbundenen Stoß-
vorga¨nge. Dies fu¨hrt zum Problemkreis der nicht-glatten dynamischen Systeme mit ihren in
der Gesamtheit streng nichtlinearen Bewegungsgleichungen. Die Eigenschaften solcher Sy-
steme und die Mo¨glichkeiten ihrer Beschreibung werden in diesem Kapitel u¨berblicksartig
beleuchtet.
3.1 Deﬁnition nicht-glatter dynamischer Systeme
Allgemein sind nicht-glatte Systeme dadurch charakterisiert, daß ihre konstitutiven
Beziehungen und/oder Randbedingungen dergestalt sind, daß unstetige oder nicht dif-
ferenzierbare Kraft- und/oder Bewegungscharakteristiken erhalten werden [81]. Diese
beiden Merkmale ﬁnden sich in zwei wesentlichen physikalischen Pha¨nomenen wieder,
na¨mlich der trockenen Reibung mit den auftretenden Haft- und Gleitzusta¨nden sowie
der Unilateralita¨t von Kontakten mit teilweise stoßartiger Auspra¨gung.
Nicht-glatte Bewegungen ergeben sich aus einer Abfolge verschiedener glatter Teil-
zusta¨nde [90]. Die zeitliche Abfolge der auftretenden Zustandsu¨berga¨nge wird durch
Schaltbedingungen geregelt. Schaltzeitpunkte trennen im Zeitbereich die einzelnen Be-
wegungszusta¨nde voneinander. Ist das jeweils gu¨ltige Zeitintervall a priori fu¨r einen
Systemzustand bekannt (z.B. bei unstetigen Erregerkraftverla¨ufen) liegt im strengeren
Sinne kein nicht-glattes System vor. Hier beschra¨nkt sich das Problem lediglich auf
die abschnittsweise Integration der jeweiligen Diﬀerentialgleichung in den einzelnen
bekannten Zeitintervallen. Demgegenu¨ber stehen die nicht-glatten Systeme im stren-
gen Sinne der Deﬁnition. Hier ist die zeitliche Folge der Zustandsu¨berga¨nge sowie das
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Bild 3.1: Beispiel fu¨r [a] ein glattes System, [b] ein System mit nicht-glatter Kraftcharakte-
ristik und [c] ein System mit nicht-glatter Bewegungscharakteristik.
Gu¨ltigkeitsintervall einzelner Systemzusta¨nde nicht von vorne herein bekannt, sondern
ergibt sich aus der zeitlichen Evolution der Systemdynamik und ist somit ,geschichts-
abha¨ngig’. Im weiteren soll der strenge Begriﬀ eines nicht-glatten Systems verwendet
werden.
3.2 Eigenschaften nicht-glatter dynamischer Syste-
me
Trotz der technischen Relevanz von Stoß- und Reibkontaktproblemen wird in der Praxis
ha¨uﬁg darauf verzichtet, diese Pha¨nomene bei der Behandlung von Schwingungssyste-
men zu beru¨cksichtigen [25]. Beide Problemkreise (Normal- und Tangentialkontakt)
fu¨hren auf streng nichtlineare Zustandsgleichungen, fu¨r die weder allgemeine Lo¨sungs-
theorien vorhanden sind, noch geschlossene analytische Lo¨sungen existieren. Dement-
sprechend ko¨nnen Lo¨sungen immer nur fu¨r konkrete mechanische Probleme berechnet
werden. Hierzu sind in allen Fa¨llen numerische Berechnungsmethoden erforderlich.
Eine beachtliche Anzahl von Publikationen zeigt das wissenschaftliche Interesse an
diesem Thema. Stellvertretend seien hier einige Arbeiten genannt. Grundlagen zu Sy-
stemen mit Sto¨ßen und Reibung werden von Babitsky [2] sowie Glocker [25] darge-
stellt. Wa¨hrend insbesondere die Reibsysteme bisher sehr intensiv untersucht wurden
(z.B. [45]), liegen fu¨r zahlreiche Aspekte der im folgenden ausschließlich betrachteten
Stoßsysteme kaum entsprechende Arbeiten vor.
Ein genereller U¨berblick u¨ber den Problemkreis der nicht-glatten dynamischen Systeme
ﬁndet sich bei Popp [81], Pfeiffer [79], Glocker [26]. Ausfu¨hrungen u¨ber spezielle
Eigenschaften solcher Systeme ko¨nnen u.a. bei Holmes [37], Vielsack [89, 90] und
Fang et al. [17] nachgelesen werden.
Systeme mit Normal- und Tangentialkontakt zeichnen sich durch einseitige bzw. wech-
selnde Bindungen aus. Hierdurch ist die Anzahl der das Problem beschreibenden Koor-
dinaten bzw. Bewegungsgleichungen nicht konstant, wie bei u¨blichen bilateralen Bin-
dungen [25], sondern ha¨ngt vom aktuellen Systemzustand ab. Im allgemeinen wird
durch jeden anhaltenden Normalkontakt oder jede haftende Kontaktbindung die An-
zahl der Systemfreiheitsgrade reduziert. Die verschiedenen Systemkonﬁgurationen sind
mit unterschiedlichen Grundgleichungen der Kinematik und Kinetik verknu¨pft. Infol-
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ge des systembedingten Wechsels zwischen den Zustandsgleichungen (Diﬀerentialglei-
chungen, algebraische Gleichungen) kommt es zu sprunghaften A¨nderungen des me-
chanischen Verhaltens. Nach jedem Zustandsu¨bergang, gesteuert mittels einer Indika-
torfunktion, muß der Bindungszustand des mechanischen Systems neu bestimmt wer-
den. Daru¨ber hinaus sind anhand entsprechender U¨bergangsbedingungen die Anfangs-
zusta¨nde des neuen Systemzustandes zu ermitteln. Damit umfaßt die mathematische
Beschreibung nicht-glatter Systeme drei Teilprobleme:
(1) Formulierung einer mathematisch-mechanischen Beschreibung fu¨r jeden einzelnen
Systemzustand in Form von Zustandsgleichungen Z. (Hierbei sind auch zeitlich
singula¨re Ereignisse wie z.B. ein momentaner Stoßkontakt zu erfassen)
(2) Deﬁnition von Indikatorfunktionen I mit zugeho¨rigen Schaltindikatoren zur Er-
fassung der einzelnen Zustandsu¨berga¨nge.
(3) Festlegung des Ablaufes der Zustandsu¨berga¨nge durch die Deﬁnition von U¨ber-
gangsfunktionen U .
Als anschauliches Beispiel fu¨r die wesentlichen Eigenschaften nicht-glatter Systeme
kann das zu Beginn des Kapitels 4 ausfu¨hrlich untersuchte Starrko¨rpermodell betrach-
tet werden. An diesem System wird die Modellierung und die abschnittsweise Integra-
tion von Systemen mit vera¨nderlicher Struktur umfassend diskutiert. Es zeigen sich alle
wesentlichen Charakteristiken nicht-glatter Systeme, na¨mlich der sprunghafte Wechsel
der jeweils gu¨ltigen Zustandsgleichung sowie die wechselnde Anzahl der das Problem
beschreibenden Koordinaten und damit die unterschiedliche Zahl der Freiheitsgrade.
Liegen alle oben genannten Voraussetzungen (Z, I, U) fu¨r eine vollsta¨ndige mathe-
matische Beschreibung vor, ergibt sich die Gesamtlo¨sung in der Zeit durch Aneinan-
dersetzen der einzelnen analytischen Teillo¨sungen [78] zu den jeweiligen a priori un-
bekannten Schaltzeitpunkten. Das Problem ist im allgemeinen stu¨ckweise linear, aber
im Gesamten streng nichtlinear. Die mathematische Aufgabe ist somit zuru¨ckgefu¨hrt
auf die Integration linearer Bewegungsgleichungen sowie auf die numerische Bestim-
mung aufeinanderfolgender Schaltzeitpunkte, welche ha¨uﬁg als Wurzeln transzendenter
Gleichungen auftreten. Diese Nullstellen ergeben sich aus der zeitlichen Evolution der
Systemdynamik und sind damit geschichtsabha¨ngig. Der grundsa¨tzliche Ablauf fu¨r die
Integration eines nicht-glatten dynamischen Systems erfolgt anhand der im Bild 3.2
gezeigten Vorgehensweise.
3.2.1 Integration der glatten Teillo¨sungen
Zur Berechnung eines nicht-glatten dynamischen Systems stellt sich die Frage nach
der Integration der Bewegungsgleichungen in den glatten Teilbereichen zwischen den
Zustandsu¨berga¨ngen. Hierfu¨r existieren verschiedene Strategien.
Bei Systemen mit wenigen Freiheitsgraden kann in vielen Fa¨llen eine analytische Inte-
gration erfolgen, da zum Beispiel bei linearen Teilzusta¨nden wie im vorher geschilder-
ten Beispiel allgemeine analytische Lo¨sungen zwischen den Schaltzeitpunkten angege-
ben werden ko¨nnen. Es entstehen keine Fehler bei der Integration. Dennoch mu¨ssen
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Bild 3.2: Prinzipieller Ablauf der Berechnung eines nicht-glatten dynamischen Systems:
Wechsel vom Systemzustand i zum darauﬀolgenden Zustand i∗.
die Schaltzeitpunkte numerisch bestimmt werden, so daß von der sogenannten semi-
analytischen Methode gesprochen wird.
Fu¨r gro¨ßere Systeme mit vielen Freiheitsgraden ist das zuvor beschriebene Vorgehen
im allgemeinen nicht praktikabel. Hierzu stelle man sich in Erweiterung des Systems
aus Bild 3.1 [c] eine ganze Starrko¨rperkette oder ein diskretisiertes Kontinuum mit der
Mo¨glichkeit eines Normalkontaktes fu¨r jede der N Minimalkoordinaten vor. Bei der
Unterscheidung in jeweils zwei Kontaktzusta¨nde (geschlossener Kontakt, gelo¨ster Kon-
takt) erga¨ben sich unter der Mo¨glichkeit einer beliebigen Kombination von diesen Sy-
stemzusta¨nden 2N Kontaktkonﬁgurationen. Fu¨r jedes der zugeho¨rigen Systeme mu¨ßte
eine analytische Zustandsgleichung angegeben werden. Hinzu kommen die beno¨tigten
Indikator- und U¨bergangsfunktionen. Eine solche Vorgehensweise ist also bei Systemen
mit einer großen Anzahl mo¨glicher Bindungszusta¨nde praktisch nicht umsetzbar [95].
Fu¨r derartige Systeme bietet sich die Alternative einer numerischen Zeitintegration (de-
taillierte Darstellung erfolgt im Abschnitt 5.1.2). Zusa¨tzlich werden bei diesen Systemen
die urspru¨nglichen konstitutiven Beziehungen fu¨r verschiedene Bindungszusta¨nde klas-
sischerweise durch Regularisierungsmodelle approximiert (vgl. Abschnitt 5.1.3). Aus
der numerischen Integration, die mit einer diskreten Zeitschrittweite ∆t erfolgt, resul-
tieren nicht nur Fehler bei der Bestimmung der Schaltzeitpunkte (wie im nachfolgenden
Abschnitt erla¨utert), sondern es ergeben sich auch verfahrensimmanente Fehler, deren
Art und Gro¨ße vom verwendeten Integrationsalgorithmus abha¨ngig ist.
3.2.2 Schaltstellensuche und numerische Sto¨rungen
Auch beim Auﬃnden der Zustandsu¨berga¨nge des Systems kann prinzipiell zwischen
analytisch und numerisch berechneten Nullstellen unterschieden werden. Die erst-
genannte Vorgehensweise besitzt fu¨r die Schaltstellensuche bei Schwingungsproble-
men praktisch keine Bedeutung, da sich selbst bei einfachen Problemen die Zu-
standsu¨berga¨nge als Nullstellen transzendenter algebraischer Gleichungen ergeben. Im
allgemeinen ist daher eine numerische Nullstellenbestimmung erforderlich [45]. Das
u¨bliche Vorgehen besteht dabei in der zeitlichen Diskretisierung der Indikatorfunktio-
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nen Ij(t). Gesucht wird das Ende des aktuellen Systemzustandes Zj , welcher im Zeit-
bereich tn−1 ≤ t < tn gu¨ltig sei. Hierbei ist tn die zu ermittelnde, bislang unbekannte
Schaltzeit fu¨r den aktuellen Systemzustand Zj . Als einfachste Vorgehensweise kann
die zugeho¨rige Indikatorfunktion Ij im Zeitbereich mit konstanten, diskreten Schrit-
ten ∆t ausgewertet werden. Hierbei ist im allgemeinen der Zeitschritt ∆t durch das
Integrationsverfahren vorgegeben.
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Bild 3.3: Fehlerquelle durch diskrete Auswertung der Indikatorfunktion Ij bei der prakti-
schen Suche nach einem Zustandsu¨bergang: [a] keine Zustandsa¨nderung, [b] uner-
kannte Zustandsa¨nderung.
Wegen der diskreten Auswertung kann keine exakte Nullstellenbestimmung erfolgen, so
daß die Bedingungen an einen Zustandu¨bergang im Sinne einer Ungleichung gelockert
werden mu¨ssen. Damit wird ein Vorzeichenwechsel der Indikatorfunktion
Ij(t)
Ij(t + ∆t) < 0 (3.1)
als hinreichende Bedingung fu¨r das Eintreten einer Systema¨nderung bei t+∆t gewertet.
Die hiermit berechnete Schaltzeit tn = t + ∆t stellt oﬀensichtlich nur eine Na¨herung
des exakten Zeitpunktes tn dar. Infolge dieser Na¨herung ergibt die Auswertung der
zugeho¨rigen U¨bergangsfunktionen Uj auch nur eine Na¨herung fu¨r die tatsa¨chlichen An-
fangsbedingungen des nun folgenden Systemzustandes. Bei Betrachtung der gesamten
Bewegung resultieren damit aus der Abfolge der ungenau ermittelten Schaltzeitpunkte
permanente Sto¨rungen fu¨r die zu berechnende Bewegung [90]. Diese Sto¨rungen tre-
ten in diskreten Zeitabsta¨nden (bei jedem Schaltereignis) als Ungenauigkeiten in den
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Zustandsgro¨ßen (z.B. Verschiebungen, Kontaktkra¨fte) auf. Dieser Fehlertyp wird als
systematischer Fehler bezeichnet, dessen Gro¨ße oﬀenbar allein durch das Zeitintervall
∆t bestimmt wird.
Eine weitere Fehlerquelle bilden nach Vielsack [90] die sogenannten strukturellen
Fehler. Bei diesem Fehlertyp wird aufgrund der diskreten Auswertung der Indika-
torfunktionen I nach Gleichung (3.1) eine falsche Schaltentscheidung getroﬀen. Zur
Veranschaulichung solcher Fehler werden im folgenden drei typische Situationen fu¨r
strukturelle Fehler betrachtet (Bild 3.4).
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Bild 3.4: Typische Szenarien fu¨r strukturelle Fehler durch diskrete Auswertung der Indika-
torfunktionen: [a] keine Umschaltung des Systemzustandes wegen doppelter Null-
stelle der Indikatorfunktion, [b] falsche Schaltentscheidung durch verspa¨tete Um-
schaltung des Systemzustandes.
Falsche Schaltentscheidung durch mehrfache Nullstellen im Intervall ∆t.
Besitzt die Indikatorfunktion Ij innerhalb eines Zeitschrittes ∆t eine gerade Anzahl von
Nullstellen (Bild 3.4[a]), so wird fa¨lschlicherweise kein Zustandsu¨bergang detektiert.
Die weitere Berechnung erfolgt mit den bisherigen Zustandsgleichungen.
Falsche Schaltentscheidung durch verspa¨tete A¨nderung des Systemzustandes.
Alternativ kann die Situation einer ungeraden Anzahl mehrfacher Nullstellen der Indi-
katorfunktion Ij auftreten. Hier wird die korrekte Schaltentscheidung zwar getroﬀen,
aber dennoch zu spa¨t ausgefu¨hrt. In der Folge kommt es zu einer verspa¨teten An-
passung des aktuellen Systemzustandes, woran auch die Einfu¨hrung einer neuen In-
dikatorfunktion (z.B. Ij+1) geknu¨pft ist. Dies kann wiederum zur Verhinderung einer
darauﬀolgenden Schaltentscheidung durch eine Nullstelle von Ij+1 fu¨hren.
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Ein a¨hnliches Szenario kann sich bei einer einfachen Nullstelle entwickeln, die auf-
grund eines zeitlich singula¨ren Bewegungszustandes (z.B. Stoßkontakt) eine weitere
Schaltentscheidung (z.B. Beginn eines permanenten Kontaktes) nach sich ziehen wu¨rde.
Bild 3.4[b] stellt diese Situation anhand zweier Indikatorfunktionen Ii, Ij dar. Indika-
torfunktion Ii sei zum Beispiel der Beobachter fu¨r die Auslo¨sung eines Normalkontak-
tes anhand einer Nullstelle der Relativverschiebung. Indikatorfunktion Ij u¨berwache
zusa¨tzlich die Relativgeschwindigkeit, um den Zustand eines anhaltenden Kontaktes
im Falle einer gleichzeitigen Nullstelle von Ii und Ij zu erkennen. In der im Bild 3.4 [b]
gezeigten Situation wird somit zwar ein Kontakt ermittelt, aber aufgrund der von Null
verschiedenen Relativgeschwindigkeit am Intervallende t + ∆t eine falsche Schaltent-
scheidung hinsichtlich des andauernden Kontaktes getroﬀen.
Oﬀenbar fu¨hrt auch hier eine Verkleinerung des Zeitintervalls ∆t zur Reduzierung der
auftretenden Fehler. Dennoch ko¨nnen strukturelle Fehler selbst fu¨r sehr kleine ∆t nicht
mit letzter Sicherheit ausgeschlossen werden.
Zu große Werte fu¨r den Zeitschritt ∆t ko¨nnen durch starke Sto¨rungen die numerisch
berechnete Lo¨sung vera¨ndern und im Extremfall die Lo¨sungsstruktur vo¨llig entstellen.
Beispielsweise kann eine periodische Bewegung derart durch Sto¨rungen beeinﬂußt wer-
den, daß eine quasi-periodische oder sogar eine irregula¨re Lo¨sung berechnet wird. Es
ist bekannt, daß insbesondere hochperiodische Lo¨sungen sehr sensitiv auf permanen-
te Sto¨rungen reagieren. In diesem Zusammenhang konnten Vielsack/Hartung [93]
zeigen, daß sich neben den gerade diskutierten numerischen Sto¨rungen auch permanen-
te physikalische Sto¨rungen (z.B. eine imperfekte Erregung) in a¨hnlicher Weise auf die
Stabilita¨t der Lo¨sung auswirken.
Durch numerische Experimente la¨ßt sich in der Regel ein augenscheinlich sinnvolles
Maß fu¨r die Zeitschrittgro¨ße ∆t ﬁnden. In Praxis wird zuna¨chst ein Wert fu¨r ∆t heuri-
stisch gewa¨hlt und dann durch entsprechende Vergleichsrechnungen mit einem kleine-
ren Zeitschritt besta¨tigt oder korrigiert. Die dargestellten Fehlertypen zeigen, daß zu
jeder mo¨glichen Bewegung eine maximal mo¨gliche Zeitschrittgro¨ße ∆tmax existiert, die
gerade sicherstellt, daß maximal ein Nulldurchgang der entsprechenden Indikatorfunk-
tion im Intervall stattﬁndet. Die zu wa¨hlende Zeitschrittweite ist also abha¨ngig von
der zu berechnenden Bewegung [95]. Bei realen Berechnungen ist im allgemeinen die
ungesto¨rte Lo¨sung von Interesse oder zumindest eine schwach gesto¨rte Lo¨sung in ih-
rer Nachbarschaft. Dies entspricht der Forderung nach orbitaler Stabilita¨t der Lo¨sung,
welche anschaulich den Erhalt der Lo¨sungsstruktur beinhaltet [93]. Eine mathemati-
sche Deﬁnition dieses Begriﬀes ﬁndet sich in den Arbeiten von Hahn [31] und Hage-
dorn [29].
3.2.3 Verbesserte Bestimmung der Zustandsu¨berga¨nge durch
Nachiteration
Wa¨hrend bei der semi-analytischen Integration eine nahezu beliebig genaue Bestim-
mung der Nullstellen der Indikatorfunktionen durch numerische Verfahren (z.B. Bi-
sektionsverfahren, Newton-Verfahren) mo¨glich ist, kann dies bei einer numerischen
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Zeitintegration wegen der in der Regel konstanten Zeitschrittweite nicht praktiziert
werden. Hier stellt die Verwendung eines Nachiterationsverfahrens eine praktikable
und eﬃziente Strategie zur genaueren Bestimmung der Schaltzeitpunkte dar.
Die Zeitintegration mit Nachiteration der Schaltzeitpunkte basiert auf der Verwendung
von zwei verschiedenen Zeitschrittgro¨ßen ∆t und ∆t0 = ∆t/m (m ∈ N). Die grundsa¨tz-
liche Idee besteht darin, die Integration der glatten Teilbereiche (ggf. die Teilbereiche
ohne Kontakt) mit einer gro¨ßeren Zeitschrittweite zu durchlaufen und somit Rechen-
aufwand zu sparen. Wird am Ende eines Zeitschrittes anhand von Gleichung (3.1) der
Eintritt eines Zustandwechsels detektiert, so erfolgt ein Ru¨ckschritt um ∆t (Bild 3.5).
Da zuna¨chst nur bekannt ist, daß der Schaltzeitpunkt tn innerhalb dieses letzten Zeit-
schrittes ∆t liegt, wird dieses Zeitintervall erneut mit der reduzierten Zeitschrittweite
∆t0 bis zum Erreichen des ,genauen’ Schaltzeitpunktes durchlaufen.
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Bild 3.5: Ablaufschema einer Nachiteration.
Durch dieses Vorgehen ko¨nnen die systematischen Fehler gegenu¨ber einer Integration
mit konstanter Zeitschrittweite ∆t reduziert werden, wobei gleichzeitig ein ma¨ßiger An-
stieg der Rechenzeit in Kauf zu nehmen ist. Durch die Verwendung von zwei Zeitschritt-
weiten mu¨ssen allerdings fu¨r das Zeitintegrationsverfahren die zeitschrittabha¨ngigen
Systemmatrizen (siehe Abschnitt 5.1.2) fu¨r jede Schrittweite vorgehalten oder berech-
net werden. Dies erkla¨rt auch die Tatsache, warum eine weitere Intervallverfeinerung
(beispielsweise im Bisektionsverfahren) bei der numerischen Integration im allgemei-
nen nicht angewendet wird. Im Hinblick auf die Vermeidung von strukturellen Fehlern
ergeben sich durch dieses Verfahren keine Vorteile, da eine Nachiteration des letzten
Zeitschrittes nur ausgelo¨st wird, falls die zugeho¨rige Indikatorfunktion Ij am Ende
eines Grundzeitschrittes ∆t hierfu¨r Anlaß gibt.
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3.3 Nicht-glatte Systeme mit Stoßkontakt
In der vorliegenden Arbeit kann der Problemkreis der nicht-glatten Dynamik auf Syste-
me mit Stoßkontakt beschra¨nkt werden, da aufgrund der vorgegebenen mechanischen
Eigenschaften der betrachteten Strukturen sowie der angewendeten Erregermechanis-
men und der Erregergro¨ße auf die Beru¨cksichtigung tangentialer Kontaktprobleme (Rei-
bung) verzichtet werden kann. Eine genaue Begru¨ndung hierfu¨r wird im Abschnitt ,An-
merkungen zur Modellbildung’ des nachfolgenden Kapitels gegeben.
Normalkontakte entstehen durch normal zur Bewegungsrichtung auftretende Nebenbe-
dingungen auf Lageebene. Derartige dynamische Systeme lassen sich in ihrer einfach-
sten Form mit
q¨− h (q˙,q,p, t) = 0 ,
f (q, t) ≥ 0
(3.2)
darstellen, wobei q ∈ Rn den Vektor der generalisierten Koordinaten bezeichnet und
p ∈ Rm die a¨ußeren Einwirkungen auf das System beschreibt. Die Unilateralita¨t einzel-
ner Bindungen repra¨sentiert die Funktion f , welche gewa¨hrleistet, daß alle Trajektorien
der Bewegung in Ψ = {q : f (q, t) ≥ 0} zu ﬁnden sind.
Im dynamischen Fall solcher unilateralen Kontakte bewegen sich hierbei die zuna¨chst
separierten Ko¨rper mit nicht verschwindender Relativgeschwindigkeit aufeinander zu.
Eine Kollision fu¨hrt im allgemeinen zum Auftreten großer Kontaktkra¨fte wa¨hrend ei-
nes kurzen Zeitintervalls und zur Wellenabstrahlung ins Ko¨rperinnere. Dieser als Stoß
bezeichnete Prozeß bildet im Bereich der Mechanik einen unter vielfa¨ltigen Aspek-
ten diskutierten Schwerpunkt. Stellvertretend seien die Arbeiten von Babitsky [2]
und Glocker [25] genannt, welche eine U¨bersicht zur Stoßmodellierung bieten. Ex-
perimentelle und numerische Untersuchungen (vorwiegend an stabartigen Struktu-
ren) hinsichtlich der longitudinalen Wellenausbreitung durch Sto¨ße ﬁnden sich bei
Hu/Eberhardt/Schiehlen [13, 38, 39]. Arbeiten zu grundsa¨tzlichen Pha¨nome-
nen bei nicht-glatten Schwingungen mit Stoßkontakt liegen u.a. von Holmes [37],
Fang [17], Brogliato [9] und Vielsack [92] vor.
3.3.1 Modellierung von Stoßkontakten
Aus Sicht der nicht-glatten Mechanik wird beim Auftreten eines Stoßes durch einen
verschwindenden normalen Abstand gN ein Kontakt geschlossen, welcher unter der
Voraussetzung einer nach dem Stoß verschwindenden Relativgeschwindigkeit g˙N eine
Zeit lang aufrecht erhalten wird. Dies fu¨hrt zum Auftreten einer zusa¨tzlichen Bindung
im System. Infolge des Stoßes a¨ndert sich die Relativgeschwindigkeit der Ko¨rper in
einem sehr kurzen Zeitintervall, so daß hohe Kontaktkra¨fte zu erwarten sind [9].
Bild 3.6 zeigt die allgemeinen geometrischen Beziehungen die den Kontaktabstand gN
in Normalenrichtung von zwei benachbarten Ko¨rpern deﬁnieren.
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Bild 3.6: Kontaktkinematik bei Normalkontakt.
Nach dieser Darstellung la¨ßt sich der zeitlich vera¨nderliche Kontaktabstand gN(t) u¨ber
die Beziehung
gN = −rKTnA = rKTnB . (3.3)
ausdru¨cken. Die Kontaktpunkte ko¨nnen im allgemeinen Fall wa¨hrend der zeitlichen
Evolution durch wechselnde ko¨rperfeste Konturpunkte gebildet werden. Bei den im
weiteren betrachteten geometrischen Konﬁgurationen vereinfachen sich diese allgemei-
nen kinematischen Beziehungen.
Bei realen Stoßvorga¨ngen kommt es im Rahmen einer ,Kurzzeitdynamik’ zur Wellen-
ausbreitung, welche anhand der Wellentheorie des Stoßes von De Saint-Vernant
beschrieben werden kann. Diese Wellenabstrahlung ist als Hauptursache der wa¨hrend
eines Stoßes stattﬁndenden Energiedissipation anzusehen. Sie muß bei der Modell-
bildung zuverla¨ssig erfaßt werden. Bei vielen technischen Problemen (wie auch dem
vorliegenden) kann eine Separation zwischen der Wellenausbreitung und der ,globalen’
Bewegung mit Stoßkontakt erfolgen. Dies liegt in der Tatsache begru¨ndet, daß die bei-
den Vorga¨nge in unterschiedlichen Zeitskalen ablaufen. Im betrachteten Fall ist man
beispielsweise an der Analyse von langandauernden Bewegungen (Langzeitdynamik:
Schwingung) interessiert. Im Vergleich hierzu ist der Zeitmaßstab der Wellenausbrei-
tung (z.B. im Hinblick auf die Periodendauer der Schwingung) im Sinne einer Kurz-
zeitdynamik vernachla¨ssigbar (siehe auch Abschnitt 5.4.3). Die Stoßdauer kann fu¨r die
mathematische Beschreibung als unendlich kurz angesehen werden.
U¨blicherweise werden Sto¨ße in Normalenrichtung durch die Stoßhypothesen von New-
ton oder Poisson modelliert. Hierbei werden globale Aussagen u¨ber die Bewe-
gungsa¨nderungen infolge eines Stoßkontaktes erhalten, ohne die physikalisch sehr kom-
plexen Vorga¨nge der Kraftu¨bertragung in den Kontaktzonen zu analysieren. Beide
Stoßgesetze verwenden einen Stoßkoeﬃzienten e, der die Dissipation wa¨hrend des Kon-
taktes erfaßt. Eine alternative Beschreibungsmo¨glichkeit bietet die Hertzsche Theo-
rie. Hier wird die Kompression im Kontaktbereich, welche quasi-statisch und vo¨llig
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reversibel auftritt, durch ein nichtlineares Federgesetz erfaßt. Erweiterungen dieser
Formulierung ermo¨glichen auch das Einbringen einer Kontaktdissipation (vgl. [47]).
Diese Mo¨glichkeit der Kontaktbeschreibung soll an dieser Stelle nicht weiter verfolgt
werden, zumal das Kontaktgesetz im Grunde einem nichtlinearen ,Penalty’-Ansatz ent-
spricht. Letztere Methode wird im Laufe der Arbeit noch ausfu¨hrlich betrachtet (vgl.
Abschnitt 5.1.3).
Die Stoßhypothese nach Newton verknu¨pft die Relativgeschwindigkeit in Normalen-
richtung g˙N vor und nach dem Stoß anhand des Stoßkoeﬃzienten e sowie einer kine-
matischen Bedingung (Umkehr der Richtung der Relativgeschwindigkeit)
e = − g˙N(t
〈c〉 + 0)
g˙N (t〈c〉 − 0) . (3.4)
Diese Formulierung gestattet keine Interaktion zwischen Normal- und Tangentialkon-
takt, da die A¨nderung der normalen Relativgeschwindigkeit nur durch die Stoßzahl e
gesteuert wird.
Das Poissonsche Stoßgesetz beschreibt ausschließlich den Wert des Expansionsimpul-
ses I
〈E〉
N und gestattet damit eine Interaktion zur Abbildung eines Stoßes mit Reibkon-
takt [25]. Hierfu¨r muß zuna¨chst eine gedankliche Unterteilung des Stoßintervalls in eine
Kompressions- und eine Expansionsphase vorgenommen werden. Mit Hilfe des Stoßko-
eﬃzienten e wird aus dem Kompressionsimpuls I
〈K〉
N der Wert des Expansionsimpulses
I
〈E〉
N mit
e =
I
〈E〉
N
I
〈K〉
N
(3.5)
berechnet. Unter bestimmten Bedingungen geht das Newtonsche Stoßgesetz aus dem
Poissonschen Ansatz hervor [25].
Aufgrund des Ausschlusses von Tangentialkomponenten beim Kontakt (g˙T = 0) wird
fu¨r die betrachtete Problemstellung die Stoßhypothese nach Newton als Kontakt-
gesetz fu¨r die im na¨chsten Kapitel vorgestellten Starrko¨rpermodelle gewa¨hlt. Im wei-
teren wird von dem gedanklichen Ansatz des Newtonschen Stoßgesetzes nochmals
Gebrauch gemacht, um dissipative Kontaktformulierungen im Rahmen der Finite-
Elemente-Methode zu entwickeln.
3.3.2 Das NEWTONsche Stoßgesetz
Die Lo¨sung des Stoßproblems im Sinne eines Stoßgesetzes besteht darin, aus den be-
kannten Geschwindigkeiten vor dem Stoß (q˙(t〈c〉−0)) die Geschwindigkeiten nach dem
Stoß (q˙(t〈c〉+0)) zu bestimmen. Hierzu werden verschiedene Annahmen getroﬀen [98].
Neben der bereits erwa¨hnten Tatsache, daß die Stoßzeit gegen Null gehen soll, werden
zwei weitere wesentliche Punkte vorausgesetzt. Zum einen soll sich die Massenvertei-
lung sowie die Gestalt der Ko¨rper wa¨hrend des Stoßes nicht a¨ndern (Starrko¨rperan-
nahme) und zum anderen sollen die Lage sowie die Orientierung der Kontaktpartner
unvera¨ndert bleiben, wogegen sich die Geschwindigkeiten sprunghaft a¨ndern du¨rfen
(Kinematikannahme).
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Wa¨hrend der gesamten Stoßphase treten betragsma¨ßig gleich große und entgegenge-
setzt gerichtete Kontaktkra¨fte F〈c〉(t) auf, so daß der Vektor der Gesamtnormalimpul-
se IN
IN = lim
t
〈c〉
e →t〈c〉a
t
〈c〉
e∫
t
〈c〉
a
F〈c〉(t)dt (3.6)
zwei betragsma¨ßig gleiche Werte entha¨lt. Die beno¨tigte zeitliche Abha¨ngigkeit der Kon-
taktkraft F〈c〉(t) wird aus einer gedanklichen Unterteilung des Stoßintervalls in eine
Kompressions- und eine Expansionsphase gewonnen. Diese Einteilung wird von dem
Augenblick t
〈c〉
0 markiert, in dem beide Ko¨rper die gleiche Geschwindigkeit q˙i aufweisen
und damit ihre Relativgeschwindigkeit ˙gN = q˙1 − q˙2 verschwindet. Die Kontaktkraft
besitzt zu diesem Zeitpunkt ihren maximalen Betrag F
〈c〉
0 . Damit besitzen die Teilim-
pulse I
〈K〉
N,i fu¨r die Kompressionsphase gleiche Betra¨ge. Ihr Verha¨ltnis zu den Expansi-
onsimpulsen I
〈E〉
N,i kann durch die Newtonsche Stoßhypothese ermittelt werden. Diese
verbindet die bekannte Relativgeschwindigkeit der Kontaktko¨rper vor dem Stoß mit
der zuna¨chst unbekannten Relativgeschwindigkeit nach dem Stoß anhand des Stoßko-
eﬃzienten e ∈ [0, 1], wie bereits in Gleichung (3.4) dargestellt.
Danach ko¨nnen drei Fa¨lle hinsichtlich der Expansionsimpulse I
〈E〉
N,i unterschieden wer-
den. Bei einem (1) vollkommen elastischen Stoß mit e = 1 ergibt sich aus I
〈K〉
N,i = I
〈E〉
N,i die
entgegengesetzte Gleichheit der Relativgeschwindigkeit ˙gN vor und nach dem Stoß. Im
Falle eines (2) ideal-plastischen Stoßverlaufes entfa¨llt die Expansionsphase, da I
〈E〉
N,i = 0
gilt. Infolgedessen ergibt sich bei einem ideal-plastischen Stoßverlauf eine verschwinden-
de Relativgeschwindigkeit, welche im Augenblick t
〈c〉
0 vorherrscht. Das (3) reale Stoß-
verhalten mit e ∈ (0, 1) ist zwischen diesen beiden Extremfa¨llen zu ﬁnden.
Mit den zuvor dargestellten Zusammenha¨ngen werden die beiden Stoßgleichungen
q˙1(t
〈c〉 + 0) = q˙1(t〈c〉 − 0) + (1 + e) m2
m1 + m2
g˙N(t
〈c〉 − 0) ,
q˙2(t
〈c〉 + 0) = q˙2(t〈c〉 − 0)− (1 + e) m1
m1 + m2
g˙N(t
〈c〉 − 0)
mit g˙N = q˙2− q˙1 (3.7)
fu¨r die Projektion der Geschwindigkeiten q˙i erhalten. Hierin verbleibt als noch unbe-
kannte Gro¨ße der Stoßkoeﬃzient e. Er ha¨ngt wesentlich von den Materialeigenschaf-
ten im Bereich der Kontaktzone ab. Dennoch stellt der Stoßkoeﬃzient keine Materi-
alkonstante dar, da zum Beispiel die Anfangsrelativgeschwindigkeit g˙N(t
〈c〉 − 0), die
Oberﬂa¨chenbeschaﬀenheit und verschiedene Randbedingungen seine Gro¨ße beeinﬂus-
sen. Trotzdem la¨ßt sich die Gro¨ße des jeweiligen Stoßkoeﬃzienten im Experiment (z.B.
Fallversuch) bei gegebenen Materialeigenschaften und bekannter Oberﬂa¨chenbeschaf-
fenheit der beiden stoßenden Ko¨rper gut eingrenzen.
Struktureller Fehler bei der Auswertung des NEWTONschen Stoßgesetzes.
Im Abschnitt 3.2.2 wurde bereits ausgefu¨hrt, daß die Schaltstellensuche in nicht-glatten
Systemen ha¨uﬁg nur mit diskreten Zeitschritten erfolgt und hierdurch Ungenauigkei-
ten in den ermittelten Schaltzeitpunkten auftreten. Diese Tatsache hat Auswirkungen
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auf die Stoßbeschreibung mit dem Newtonschen Stoßgesetz und kann bei der Aus-
wertung der Projektionsgleichungen (3.7), insbesondere bei komplexeren Systemen, zu
strukturellen Fehlern fu¨hren.
Im Regelfall stellt das Stoßgesetz durch die Richtungsumkehr der Relativgeschwindig-
keit g˙N sicher, daß kein Eindringen der Stoßpartner nach dem Stoß erfolgen kann.
Infolge der diskreten Abfrage der Kontaktbedingung in ihrer abgeschwa¨chten Form
gN ≤ 0 ko¨nnen Situationen auftreten, in denen eine Penetration der Kontaktko¨rper
stattﬁndet, der festgestellte Kontakt sich aber bereits wieder in der Dekompression
beﬁndet (siehe Bild 3.7). Dies bedeutet, daß die Ko¨per zwar korrekterweise einen ne-
gativen Abstand gN < 0 aufweisen, aber bereits eine positive Relativgeschwindigkeit
g˙N > 0 besitzen. Mit Gleichung (3.4) und der Eigenschaft e ∈ [0, 1] ergibt die Anwen-
dung des Stoßgesetzes eine negative Relativgeschwindigkeit g˙N < 0 nach dem Stoß,
was ein weiteres Eindringen der Kontaktko¨rper bedeutet (vgl. Bild 3.7 [a]).
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Bild 3.7: Struktureller Fehler bei der Auswertung des Stoßgesetzes: [a] Relativverschiebung
gN (t), [b] Relativgeschwindigkeit g˙N (t).
In der praktischen Berechnung ko¨nnen solche strukturellen Fehler durch U¨berpru¨fung
der Relativgeschwindigkeit vor dem Stoß g˙N(t
〈c〉− 0) vermieden werden. Kontakte mit
positiver Relativgeschwindigkeit g˙N(t
〈c〉−0) sind dabei von der Auswertung nach Glei-
chung (3.7) auszunehmen, da hier zu erwarten ist, daß ihre Relativgeschwindigkeit nach
dem Stoß eine falsche Richtung besitzt. Gegebenenfalls ist fu¨r diese Situationen eine
A¨nderung der Stoßkonﬁguration hinsichtlich des Vorzeichens in Betracht zu ziehen. Ge-
nerell darf erwartet werden, daß mit einer kleineren Zeitschrittweite ∆t die Ha¨uﬁgkeit
solcher Situationen abnimmt.
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3.3.3 Charakteristik stationa¨rer Schwingungen nicht-glatter
Systeme mit Stoßkontakt
Mit Blick auf ihren nichtlinearen Charakter, zeigen permanent erregte Systeme mit
Stoßkontakt ein u¨beraus interessantes dynamisches Verhalten. Als Paradigma in diesem
Bereich gilt die Bewegung eines Massepunktes, welcher sich im Schwerefeld bewegt und
in gewissen zeitlichen Absta¨nden mit einer harmonisch schwingenden Oberﬂa¨che kolli-
diert (,bouncing ball problem’ [37],[9]). Bereits dieses vergleichsweise einfache System,
zeigt eine Vielfalt mo¨glicher Bewegungsformen. Neben periodischen Bewegungen, ins-
besondere auch mehrfach verzweigten, existieren bei einem solchen deterministischen
System weite Bereiche von nicht-periodischen Lo¨sungen. Letztere sind vor allem bei
hohen Erregerfrequenzen zu beobachten. Die Mo¨glichkeit des Auftretens vielfa¨ltiger
Bewegungsformen kann als generelle Eigenschaft von permanent erregten Systemen
mit Stoßkontakt angesehen werden. Die Ursachen sind vor allem im hybriden Cha-
rakter (Wechsel kontinuierlicher Phasen und diskret auftretender Einzelereignisse) zu
suchen.
Wahl der Anfangsbedingungen.
Die Wahl der Anfangsbedingungen fu¨r die Berechnung einer stationa¨ren Schwingung
muß zuna¨chst willku¨rlich erfolgen. Generell ist diese Wahl bei eindeutigen Lo¨sungen
unproblematisch und besitzt in diesen Fa¨llen nur Einﬂuß auf die Zeitdauer bis zum Er-
reichen eines stationa¨ren Zustandes (Einschwingvorgang). In diesem Zusammenhang
empﬁehlt sich die Wahl von Anfangsbedingungen aus einer Nachbarschaft des Grenz-
zyklus, falls dieser Orbit bekannt ist. Eine solche ,geschickte’ Wahl der Anfangsbedin-
gungen kann bei der Berechnung von Verzweigungsdiagrammen genutzt werden, wie
im folgenden Kapitel weiter ausgefu¨hrt wird.
Bei nicht-eindeutigen Lo¨sungen ha¨ngt das berechnete Ergebnis von den Anfangsbe-
dingungen ab. Periodische, verzweigte Lo¨sungen besitzen zwar im Phasenraum den
gleichen Orbit, dennoch fu¨hren unterschiedliche Anfangsbedingungen zu verschiedenen
Schwingungen. Alle mo¨glichen Bewegungen besitzen zwar die gleiche Schwingungs-
form, diese ist aber jeweils um ein Vielfaches der Erregerperiode T phasenverschoben.
Zur n-ten subharmonischen Bewegung geho¨ren n asymptotisch stabile Lo¨sungen [93].
Verallgemeinert bedeutet dies, daß permanent erregte Systeme mit Stoßkontakt im all-
gemeinen keine starke Kausalita¨t [100] besitzen, also, anschaulich gesprochen, a¨hnliche
,Ursachen’ nicht notwendigerweise a¨hnliche ,Wirkungen’ hervorrufen.
Zusammenfassend kann gesagt werden, daß die zu berechnende Bewegungsform und
Wahl der Anfangsbedingungen die Berechnungszeit bis zum Erreichen eines stationa¨ren
Zustandes maßgeblich bestimmen.
Bevorzugte Bewegungsform im Hinblick auf die Schadensdiagnose.
Aus dem Schrifttum (z.B. [93]) ist bekannt, daß insbesondere mehrfach verzweigte,
hochperiodische Lo¨sungen sehr sensitiv auf permanente Sto¨rungen, sowohl physikali-
scher als auch numerischer Natur, reagieren (vgl. Abschnitt 4.2.4). Wie zuvor darge-
stellt, geht damit die Eindeutigkeit hinsichtlich der gewa¨hlten Anfangsbedingungen
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und die Periodizita¨t der Lo¨sung verloren. Fu¨r die praktische Umsetzung einer Scha-
densdiagnose auf der Basis von nicht-glatten Schwingungen bedeutet dies, daß fu¨r eine
robuste Schwingungscharakteristik nicht-verzweigte Bewegungsformen mit einer Kon-
taktphase je Erregerperiode anzustreben sind. Solche Bewegungsformen sind orbital
stabil gegenu¨ber Sto¨rungen begrenzten Ausmaßes.

4Charakterisierung des Schwingungs-
verhaltens delaminierter Strukturen
Im folgenden Kapitel werden anhand mechanischer Minimalmodelle die wesentlichen scha-
densinduzierten Schwingungspha¨nomene herausgestellt, welche maßgeblich zur A¨nderung des
Schwingungsverhalten gegenu¨ber einem ungescha¨digten System beitragen. Zuna¨chst wird an-
hand eines Starrko¨rpermodells der Einﬂuß verschiedener physikalischer und numerischer Pa-
rameter auf die erhaltenen nichtlinearen Schwingungsantworten untersucht. Von besonderem
Interesse sind dabei die zu erwartenden Bewegungstypen sowie deren kinetische Stabilita¨t
und Sensitivita¨t gegenu¨ber permanenten Sto¨rungen. Anschließend erfolgt die Bewertung der
Schwingungsantworten im Frequenzbereich. Hierauf aufbauend wird ein Indikator zur quan-
titativen Erfassung der Nichtlinearita¨t eingefu¨hrt und auf die berechneten Schwingungsant-
worten angewendet. Ein erweitertes Minimalmodell gestattet schließlich die Auswirkungen
der lokalen Scha¨digung auf den Bewegungsablauf des ungescha¨digten Bereiches nachzuwei-
sen, was Voraussetzung fu¨r eine Schadensdiagnose auf Systemebene ist.
4.1 Anmerkungen zur Modellbildung
In Kapitel 2.5.2 wurde bereits ein delaminierter Balken vorgestellt, der als Modellpro-
blem fu¨r derart gescha¨digte Strukturen angesehen werden kann. Seine mechanischen
Eigenschaften sollen im folgenden als Grundlage fu¨r die Untersuchung der grundsa¨tzli-
chen Schwingungspha¨nomene verwendet werden. Hierzu werden verschiedene Modelle
mit unterschiedlichem Abstraktionsgrad betrachtet.
Beim dem im Abschnitt 2.5.2 gezeigten Mehrschichtbalken ist la¨ngs zur neutralen Fa-
ser eine Schicht partiell vom Restquerschnitt gelo¨st, so daß eine Delamination entsteht
(Bild 2.4). Bei geeigneter dynamischer Anregung ist davon auszugehen, daß im Verlauf
der Bewegung ein abwechselndes O¨ﬀnen und Schließen der Delaminationsfuge auftritt.
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Das Schließen der Fuge fu¨hrt zu einem stoßartigen Kontaktproblem zwischen dem
gelo¨sten Querschnittsteil und dem Restquerschnitt. Im Experiment macht sich das be-
schriebene Kontaktverhalten ha¨uﬁg akustisch durch ,Klappern’ bemerkbar und wird
im Schrifttum ha¨uﬁg als ,clapping’-Pha¨nomen bezeichnet.
Der ,clapping’-Mechanismus beinhaltet drei Eﬀekte die im Modell zu erfassen sind:
(1) Durch das Schließen der Delaminationsfuge infolge der Bewegung kommt es zu
einem dynamischen, ﬂa¨chenhaften Stoßkontakt.
(2) Dieser stoßartige Kontakt fu¨hrt zu einem eﬀektiven Da¨mpfungsmechanismus. Die
stark dissipativen Eigenschaften werden im wesentlichen durch die mit dem Stoß
verbundene Wellenabstrahlung (Abschnitt 5.4.3) hervorgerufen. Dies wird durch
entsprechende Experimente besta¨tigt.
(3) Weiterhin ist mit dem Eintritt des Kontaktes eine A¨nderung der Steiﬁgkeit im
Bereich der Scha¨digung verknu¨pft. Wie leicht einzusehen ist, fu¨hrt der Zyklus von
geo¨ﬀneter und geschlossener Fuge infolge der Schwingung zu einem fortlaufenden
Wechsel von einer weicheren zu einer steiferen Struktur und umgekehrt. Hier-
bei ist jeder dieser Zusta¨nde mit unterschiedlichen dynamischen Eigenschaften
verknu¨pft.
Schadensinduzierte Dissipation.
Die wesentlichen schadensinduzierten Dissipationseﬀekte sind den Stoßvorga¨ngen
im Scha¨digungsbereich zuzuordnen. Energiedissipation aus Tangentialkomponenten
wa¨hrend des Kontaktes kann dagegen weitgehend ausgeschlossen werden. Die Existenz
von Reibung wird eine Relativbewegung der Kontaktﬂa¨chen in tangentialer Richtung
(g˙T = 0) voraussetzen, wobei die Gro¨ße eines derartigen Dissipationsanteils im all-
gemeinen von der Ho¨he der Kontaktkraft bestimmt wird. Im Fall einer Delamination
entlang der Schichtgrenze sind an den beiden Enden des delaminierten Bereiches gelo¨ste
Lamelle und Restquerschnitt miteinander verbunden, so daß hier Relativverschiebun-
gen ausgeschlossen sind. Da außerdem die Gro¨ße der Schwingungsamplituden in den
Gu¨ltigkeitsbereich der Euler-Bernoulli- Biegetheorie einzuordnen ist, bewegen sich
alle Punkte im delaminierten sowie im u¨brigen Teil normal zur Balkenachse. Relativ-
verschiebungen entlang der Balkenachse und daraus resultierende Reibungskra¨fte sind
von ho¨herer Ordnung klein im Vergleich zur Dissipation des Stoßkontaktes. Daru¨ber
hinaus existiert eine Fuge zwischen dem delaminierten Teil und dem Restquerschnitt.
Die Dauer eines Kontaktes zwischen beiden Teilsystemen ist sehr klein gegenu¨ber dem
Zeitmaßstab der gesamten Schwingung. Dies kann in vielen Fa¨llen als zusa¨tzliches Indiz
fu¨r den Ausschluß von Reibeinﬂu¨ssen gewertet werden. Aus den genannten Gru¨nden
wird im folgenden auf eine Abbildung von Reibmechanismen im Modell verzichtet.
Zu beru¨cksichtigende nichtlineare Eﬀekte.
An dieser Stelle sei noch einmal angemerkt, daß ein Rißfortschritt im Rahmen einer
Schadensdiagnose nicht in Betracht gezogen wird (siehe Abschnitt 2.3.3), sondern ein
invarianter Scha¨digungszustand vorausgesetzt werden kann. Mit dieser getroﬀenen Vor-
aussetzung und der Tatsache, daß sich die Schwingungsamplituden im Rahmen kleiner
Verformung bewegen, ko¨nnen neben der Kontaktnichtlinearita¨t alle sonstigen nichtli-
nearen Einﬂu¨sse als unbedeutend ausgeschlossen werden. Von den drei hauptsa¨chlichen
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nichtlinearen Problemkreisen, na¨mlich der materialbehafteten Nichtlinearita¨t, der geo-
metrischen Nichtlinearita¨t und damit verbunden den statischen Stabilita¨tsproblemen
(z.B. lokales Ausknicken von Fasern und Schichten) sowie der aus unilateralen Bindun-
gen resultierende Kontaktnichtlinearita¨t, verbleibt somit nur letztere im Modell. Eine
mo¨gliche Interaktion von Querschwingungen mit La¨ngsdehnungsanteilen im Sinne ei-
nes axialen Versteifungseﬀektes (vgl. z.B. [101]) beispielsweise an der delaminierten
Schicht konnte nicht beobachtet werden, da die Bedeutung eines solchen Eﬀektes zwei-
felsfrei von der Gro¨ße der transversalen Schwingungsamplituden abha¨ngt. Im Rahmen
der hier vorliegenden kleinen Schwingungsamplituden kann eine derartige axiale Ver-
steifung als unbedeutend identiﬁziert werden, was durch entsprechende experimentelle
Untersuchungen besta¨tigt wird.
Vordringliche Anforderung an entsprechende Modelle ist somit, die durch die unilate-
ralen Bindungen sowie durch den Stoßkontakt hervorgerufene Schwingungspha¨nomene
zu erfassen, da diese maßgeblich die Nichtlinearita¨t des Systems und somit den Scha¨di-
gungszustand repra¨sentieren.
Konzeption einer scha¨digungsrelevanten Erregung.
Ziel der vorliegenden Arbeit ist es, eine Vorgehensweise zur Schadenserkennung zu
entwickeln, die gezielt die mit der Scha¨digung verbundenen Nichtlinearita¨ten fu¨r eine
Schadensdiagnose nutzt (siehe Abschnitt 2.5). Aufgabe der a¨ußeren Anregung des Sy-
stems ist hierbei, gerade solche Bewegungszusta¨nde zu generieren, in denen die genann-
ten Nichtlinearita¨ten besonders stark hervortreten und mittels Signalanalyse detektiert
werden ko¨nnen. Unter diesen Gesichtspunkten erweist sich eine transiente Anregung
der betreﬀenden Struktur (z.B. durch Schockbelastung) als ungu¨nstig, da aufgrund
der stark dissipativen Eigenschaften der Kontaktpha¨nomene im Scha¨digungsbereich die
gewu¨nschten schadensinduzierten Nichtlinearita¨ten bereits nach sehr kurzer Zeit aus
dem System verschwinden (vgl. [41]). Es wu¨rde dann ein weitgehend lineares System
vorliegen. Untersuchungen mit transienten Anregungen sind also durch die Tatsache
limitiert, daß durch den begrenzten Energieeintrag in das gescha¨digte System in der
Regel nur Scha¨digungen in Erregerna¨he ,angeregt’ und aufgespu¨rt werden ko¨nnen. Im
folgenden wird deshalb auf eine permanente Erregung der gescha¨digten Struktur ge-
setzt.
Aus den zuvor genannten U¨berlegungen eignet sich eine permanente, resonante har-
monische Erregung in besonderem Maße. Sie stellt einen hohen Energieeintrag in das
System sicher, der unter bestimmten Bedingungen eine Anregung und dauerhafte Auf-
rechterhaltung des ,clapping’-Mechanismus gestattet. Daru¨ber hinaus ist die Verwen-
dung einer harmonischen Erregergro¨ße aus Sicht der Signalanalyse mit Vorteilen ver-
bunden. Wie in spa¨teren Kapiteln ausfu¨hrlich diskutiert, stehen fu¨r eine solche Erre-
gung geeignete Gro¨ßen (Indikatoren) zur Verfu¨gung, die (z.B. unter der Verwendung
spektraler Eigenschaften) eine Beurteilung der Nichtlinearita¨t des betreﬀenden Systems
gestatten und somit Einblick in den Scha¨digungszustand gewa¨hren.
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4.2 Starrko¨rpermodell fu¨r das Schwingungsverhal-
ten delaminierter Strukturen
Ziel der folgenden Abschnitte ist, die wesentlichen physikalischen Schwingungspha¨no-
mene, die im Zusammenhang mit einer Delaminationsscha¨digung auftreten, anhand
einfacher mechanischer Modelle zu isolieren. Zuna¨chst werden Starrko¨rpermodelle ver-
wendet, die sich auf ein Minimum an Freiheitsgraden (bzw. unabha¨ngigen Koordinaten)
beschra¨nken, aber dennoch eine u¨bersichtliche Mo¨glichkeit bieten, das Systemverhal-
ten mit den geforderten Anspru¨chen an die Genauigkeit zu studieren. Dies scheint in
Anbetracht der komplexen kontaktdynamischen Vorga¨nge sowie der Vielzahl mo¨glicher
Bewegungsformen, die bereits bei dem folgenden Ein-Punkt-Kontaktsystemen auftre-
ten, unbedingt notwendig zu sein. Die in diesem Kapitel diskutierten Pha¨nomene wie
die induzierten Zustandsu¨berga¨nge, die Art und die Bewertung der zu erwartenden
Strukturantwort, Eindeutigkeitsprobleme sowie der Einﬂuß der Kontaktda¨mpfung sind
zwar in gleicher Form auch bei Multi-Freiheitsgrad-Systemen zu ﬁnden (z.B. im Finite-
Elemente-Modell), lassen sich aber dort wegen der komplexeren kinematischen Struktur
zumeist schwerer erkennen und interpretieren.
Die folgenden Untersuchungen stellen zum einen die Grundlage fu¨r eine zuverla¨ssige,
weiterfu¨hrende Modellierung anhand der Finite-Elemente-Methode dar, zum anderen
ko¨nnen bereits an diesen einfachen Modellen Informationen u¨ber mo¨gliche Schadensin-
dikatoren gewonnen werden.
4.2.1 Mechanisch-mathematische Beschreibung des Modells
mit zwei Einzelmassen
Bei Betrachtung der Kinematik im Scha¨digungsbereich und unter der Beru¨cksichtigung
des Auftretens einer Delaminationsfuge kann das im Bild 4.1 dargestellte nicht-glatte
Starrko¨rpermodell, welches auf zwei unabha¨ngigen Koordinaten basiert, als gro¨ßtmo¨gli-
che Abstraktion des Problems angesehen werden. Es handelt sich um einen aus diskre-
ten Feder-Da¨mpfer-Elementen und Einzelmassen zusammengesetzten Stoßschwinger.
Das gewa¨hlte Modell stellt eine Erweiterung des von Vielsack in [92] vorgeschlage-
nen Systems dar.
Das gezeigte Modell besteht aus zwei linearen Feder-Masse-Schwingern mit den Steiﬁg-
keiten k1, k2 sowie den Massen m1, m2 und besitzt die Koordinaten x1, x2. Zur Erfas-
sung einer Materialda¨mpfung besitzen beide Schwinger einen viskosen Da¨mpfer mit den
Da¨mpfungskonstanten d1, d2. Daru¨ber hinaus kommt es infolge der Kontaktvorga¨nge
zwischen den Teilsystemen zur Energiedissipation, welche durch den Stoßkoeﬃzienten e
beschrieben wird. Im Ruhezustand weisen die Massen m1 und m2 einen Normalenab-
stand s auf, welcher die Delaminationsfuge repra¨sentiert. Die Feder-Da¨mpfer-Elemente
sind jeweils fest mit einer starren Außenstruktur verbunden, die durch eine harmoni-
sche Zwangsverschiebung y mit der Amplitude yˆ und der Kreisfrequenz Ω bewegt wird.
Wa¨hrend der zeitlichen Evolution der Systemdynamik kommt es infolge der Interaktion
der beiden linearen Einzelschwinger zu Diskontinuita¨ten im Bewegungsablauf im Sinne
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x1
x2
k1 d1
k2 d2
s
y = y sin( t)^
m1
m2
Bild 4.1: Starrko¨rpermodell fu¨r Schwingungen delaminierter Strukturen.
eines nicht-glatten Systems. Hierbei handelt es sich um ein zustandsdiskretes System
mit einer u¨berschaubaren Anzahl an mo¨glichen Systemzusta¨nden: Z1: getrennte Bewe-
gung der Teilsysteme, Z2: Stoß, Z3: permanenter Kontakt der Teilsysteme. In jedem
dieser Systemzusta¨nde ist die Bewegung durch eine analytische Lo¨sung der zugeho¨ri-
gen Diﬀerentialgleichung bzw. durch eine algebraischen Gleichung beschreibbar. Die
Lo¨sung des Gesamtproblems kann damit anhand der semi-analytischen Methode (siehe
Abschnitt 3.2.1) erfolgen. Ein numerisches Integrationsverfahren wird nicht beno¨tigt.
Um dennoch eine spa¨ter verwendete Integrationsprozedur zu simulieren, werden alle
Zustandsgleichungen und Indikatorfunktionen mit einer konstanten Zeitschrittweite ∆t
berechnet.
Die Gesamtlo¨sung in der Zeit t ∈ [0, t〈ke+1〉) ergibt sich durch Aneinandersetzen der
einzelnen Teillo¨sungen an den Zeitpunkten der Zustandsu¨berga¨nge
xi =


x
〈0〉
i , 0 ≤ t < t〈1〉 ,
x
〈1〉
i , t
〈1〉 ≤ t < t〈2〉 ,
...
...
x
〈k〉
i , t
〈k〉 ≤ t < t〈k+1〉 ,
...
...
x
〈ke〉
i , t
〈ke〉 ≤ t < t〈ke+1〉 ,
i = 1, 2 ,
k = 0(1)ke .
(4.1)
Die k-te Teillo¨sung ist fu¨r das a priori unbekannte Zeitintervall t〈k〉 ≤ t < t〈k+1〉 gu¨ltig
und wird vom vorhergehenden Systemzustand durch den k-ten Schaltzeitpunkt t〈k〉
getrennt. Um die Zahl der freien Parameter zu reduzieren, wird eine dimensionslose
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Darstellung aller Bewegungsgleichungen mit den Abku¨rzungen
ω20 =
k1
m1
, η =
Ω
ω0
, µ =
m2
m1
, κ =
k2
k1
(4.2)
eingefu¨hrt. Hierbei gibt ω0 die Eigenkreisfrequenz des ersten linearen Teilschwingers
wieder. Die Gro¨ße η erfaßt das Abstimmungsverha¨ltnis zwischen der Erregerkreisfre-
quenz Ω und der Eigenkreisfrequenz ω0. Die Konstanten µ, κ beschreiben die geome-
trischen Eigenschaften der Delamination und beinhalten das Massen- und Steiﬁgkeits-
verha¨ltnis zwischen Restquerschnitt und delaminierter Schicht.
Um eine systematische Beschreibung aller auftretenden Bewegungszusta¨nde zu ermo¨gli-
chen, wird eine dritte Koordinate x3(t) dergestalt eingefu¨hrt, so daß
x1(t)− s1 ≡ x2(t) + s2 = x3(t) mit s = s1 + s2 (4.3)
gilt. Die Absta¨nde s1 und s2 kennzeichnen die ,statische Ruhelage’ einer Bewegung mit
permanentem Kontakt der beiden Schwinger. Eine solche Bewegung wird mit der eben
eingefu¨hrten Koordinate x3 beschrieben. Das Verha¨ltnis der Konstanten s1/s2 kann aus
den Steiﬁgkeiten k1, k2 ermittelt werden, indem das reziproke Verha¨ltnis k2/k1 gebildet
wird. Mit der Bedingung s = s1 + s2 ergeben sich schließlich die Absta¨nde
s1 =
κs
1 + κ
sowie s2 = s− κs
1 + κ
. (4.4)
Dimensionslose Koordinaten, welche die Relativverschiebung zwischen den Einzelmas-
sen und ihrer starren Außenstruktur beschreiben, ko¨nnen durch die Normierung
ξ
〈k〉
i =
x
〈k〉
i
yˆ η2
, i = [1 ∧ 2] ∨ 3 (4.5)
angeschrieben werden. Durch dieselbe Normierung erha¨lt man den dimensionslosen
Abstand δ sowie die dimensionslosen Teilabsta¨nde δ1, δ2 mit
δ1 =
κδ
1 + κ
sowie δ2 = δ − κδ
1 + κ
. (4.6)
Die lokale, dimensionslose Zeit
τ = ω0 t− τ 〈k〉s , (4.7)
welche fu¨r die k-te Teillo¨sung mit τ = 0 beginnt, ergibt sich aus der Diﬀerenz der globa-
len Zeit ω0 t und der dimensionslosen Startzeit τ
〈k〉
s fu¨r den jeweiligen Systemzustand.
Bei einem Zustandsu¨bergang zum Zeitpunkt τ = τ
〈k〉
e verliert die Zeit τ ihre Gu¨ltigkeit.
Fu¨r den nachfolgenden Systemzustand k + 1 muß die zugeho¨rige Schaltzeit mit
τ 〈k+1〉s = τ
〈k〉
s + τ
〈k〉
e (4.8)
ermittelt werden. Die Bewegungsgleichungen fu¨r die Systemzusta¨nde Z1 (getrennte
Bewegung) und Z3 (permanenter Kontakt), welche jeweils im Intervall 0 ≤ τ < τ 〈k〉e
gu¨ltig sind, ko¨nnen mit
Z1∨Z3 : ξ′′i 〈k〉+2Diξ′i〈k〉+ω2i ξ〈k〉i = sin
(
η(τ + τ 〈k〉s )
)
,
i = [1 ∧ 2] ∨ 3 ,
k ∈ [0, ke] (4.9)
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angeschrieben werden. Die Gro¨ßen ξ′i, ξ
′′
i bezeichnen die dimensionslosen Geschwin-
digkeiten bzw. Beschleunigungen und ko¨nnen anhand der Gleichung (4.7) und der
Normierung (4.5) aus den dimensionsbehafteten Gro¨ßen mit
ξ′i
〈k〉
=
x˙
〈k〉
i
ω0 yˆ η2
sowie ξ′′i
〈k〉
=
x¨
〈k〉
i
ω20 yˆ η
2
, i = [1 ∧ 2] ∨ 3 (4.10)
ermittelt werden. Die in Gleichung (4.9) auftretenden Quadrate der dimensionslosen
Eigenfrequenzen berechnen sich aus
ω21 =
k1/m1
ω20
= 1 , ω22 =
k2/m2
ω20
=
κ
µ
, ω23 =
(k1 + k2)/(m1 + m2)
ω20
=
1 + κ
1 + µ
(4.11)
und der jeweilige Da¨mpfungsgrad Di aus
D1 =
d1
2ω0m1
, D2 =
d2
2ω0m2
, D3 =
d1 + d2
2ω0(m1 + m2)
. (4.12)
Jeder neue Bewegungszustand k beginnt als Anfangswertproblem bei τ = 0 mit den
Werten
ξ
〈k〉
i (0) = ξ
〈k〉
i,0 ,
ξ′〈k〉i (0) = ξ
′〈k〉
i,0 ,
i = [1 ∧ 2] ∨ 3 (4.13)
die sich anhand der U¨bergangsfunktionen Ui aus der Vorgeschichte der Schwingung
ergeben. Den absoluten Beginn der Bewegung (t = τ/ω0 = 0) markieren die initialen
Anfangsbedingungen
ξ
〈0〉
i (0) = ξ
〈0〉
i,0 ,
ξ′〈0〉i (0) = ξ
′〈0〉
i,0 ,
i = [1 ∧ 2] ∨ 3 (4.14)
Die allgemeine Lo¨sung der inhomogenen Diﬀerentialgleichung (4.9) (ξ
〈k〉
i = ξ
〈k〉
i,P + ξ
〈k〉
i,H)
ergibt mit
Z1 ∨ Z3 :
ξ
〈k〉
i = ai cos
(
η(τ
〈k〉
s + τ)
)
+ bi sin
(
η(τ
〈k〉
s + τ)
)
+e−Diτ
(
α
〈k〉
i cos(νiτ) + β
〈k〉
i sin(νiτ)
) , i = [1 ∧ 2] ∨ 3
(4.15)
den analytischen Verschiebungsverlauf fu¨r die Systemzusta¨nde Z1, Z3. Dabei ko¨nnen
die zeitinvarianten Konstanten fu¨r die partikula¨re Lo¨sung mit
ai = − 2Diη
(ω2i − η2)2 + (2Diη)2
sowie bi =
ω2i − η2
(ω2i − η2)2 + (2Diη)2
, i = [1∧ 2]∨ 3
(4.16)
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angegeben werden. Die Konstanten der homogenen Lo¨sung mu¨ssen fu¨r jeden neuen
Bewegungszustand anhand der jeweiligen Anfangswerte
α
〈k〉
i = ξ
〈k〉
i,0 −
(
ai cos(ητ
〈k〉
s ) + bi sin(ητ
〈k〉
s )
)
,
β
〈k〉
i =
1
νi
(
ξ′〈k〉i,0 + Diα
〈k〉
i + ai η sin(ητ
〈k〉
s )− bi η cos(ητ 〈k〉s )
)
,
i = [1 ∧ 2] ∨ 3
(4.17)
sowie mit der Abku¨rzung
νi =
√
ω2i −D2i , i = [1 ∧ 2] ∨ 3 (4.18)
berechnet werden. Der noch fehlende Bewegungszustand Z2 ist ein momentaner Stoß,
welcher einen zeitlich singula¨rer Zustand darstellt. Tritt im k-ten Bewegungsabschnitt,
der mit den Anfangswerten ξ
〈k〉
i,0 , ξ
′〈k〉
i,0 beginnt, ein Stoß auf, endet dieser Abschnitt
augenblicklich und liefert u¨ber das Stoßgesetz die Anfangsgeschwindigkeiten ξ′〈k+1〉i,0 fu¨r
den darauﬀolgenden Systemzustand k + 1. Fu¨r die Abbildung des Stoßes wird das
Newtonsche Stoßgesetz (siehe Abschnitt 3.3.2) mit dem Koeﬃzienten e verwendet.
In normierter Form lauten die Projektionsgleichungen fu¨r die Geschwindigkeiten
Z2 :
ξ′〈k+1〉1,0 = ξ
′〈k〉
1,0 +
(1 + e)µ
1 + µ
(
ξ′〈k〉2,0 − ξ′〈k〉1,0
)
,
ξ′〈k+1〉2,0 = ξ
′〈k〉
2,0 −
(1 + e)
1 + µ
(
ξ′〈k〉2,0 − ξ′〈k〉1,0
)
.
(4.19)
Die Lage der Einzelmassen bleibt wa¨hrend eines Stoßes unvera¨ndert. Damit sind alle
Zustandsgleichungen Zi fu¨r die einzelnen Bewegungsabschnitte in analytischer Form
bekannt. Nun mu¨ssen noch die Indikatorfunktionen Ij mit dem zugeho¨rigen Indikator
sowie die U¨bergangsfunktionen Uj , die den Ablauf der Zustandswechsel erfassen, auf-
gestellt werden. Vier Zustandswechsel sind wa¨hrend des Bewegungsablaufes denkbar:
I1, U1: getrennte Bewegung der Teilsysteme (Z1) → Stoß (Z2),
I2, U2: Stoß (Z2) → getrennte Bewegung der Teilsysteme (Z1),
I3, U3: Stoß (Z2) → permanenter Kontakt der Teilsysteme (Z3),
I4, U4: permanenter Kontakt (Z3)→ getrennte Bewegung der Teilsysteme (Z1).
Als Indikator I1 fu¨r das Eintreten eines Stoßkontaktes gilt ein verschwindender Ab-
stand (bisherige Bezeichnungsweise: gN = 0) zwischen beiden Ko¨rpern. Infolge der
diskreten Auswertung der Indikatorfunktionen muß an dieser Stelle auf eine schwache
Formulierung der Kontaktbedingung zuru¨ckgegriﬀen werden (siehe Abschnitt 3.2.2).
Die Indikatorfunktion I1 und die zugeho¨rige U¨bergangsfunktion U1 sind mit
I1 : ξ〈k〉2 (τ)− (ξ〈k〉1 (τ)− δ) ≤ 0 ,
U1 : ξ
〈k〉
i (τ
〈k〉
e ) = ξ
〈k+1〉
i (τ
〈k+1〉
s ) ,
ξ′〈k〉i (τ
〈k〉
e ) = ξ′
〈k+1〉
i (τ
〈k+1〉
s ) ,
i = 1 ∧ 2
(4.20)
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gegeben. Nachdem ein momentaner Stoß erfolgt ist, muß entschieden werden, ob die
anschließende Bewegung getrennt oder mit permanentem Kontakt der Teilsysteme
verla¨uft. Die Indikatorfunktionen I2, I3 ko¨nnen im Sinne einer Alternativentscheidung
in einer Funktion I2,3 zusammengefaßt werden. Liegt nach dem Stoß eine von Null ver-
schiedene Relativgeschwindigkeit ξ′〈k〉2 (τ
〈k〉
e ) − ξ′〈k〉1 (τ 〈k〉e ) (bisherige Bezeichnungsweise:
g˙N > 0) vor, kommt es zur sofortigen Trennung der Teilsysteme. Im anderen Fall, einer
verschwindenden Relativgeschwindigkeit ξ′〈k〉2 (τ
〈k〉
e )−ξ′〈k〉1 (τ 〈k〉e ) nach dem Stoß, wird der
Kontakt eine zeitlang aufrecht erhalten, so daß eine gemeinsame Bewegung der Teilsy-
steme folgt. Die Erfassung dieser Problematik verdient besondere Aufmerksamkeit. Im
Falle eines ideal-plastischen Stoßes (e = 0), besitzen die Teilsysteme nach dem Kontakt
keine Relativgeschwindigkeit, so daß sich dem Stoß hier zumindest eine kurze gemein-
same Bewegung anschließt. Fu¨r alle nicht-verschwindenden Stoßkoeﬃzienten e > 0
kann die Schaltbedingung fu¨r eine gemeinsame Bewegung ξ′〈k〉2 (τ
〈k〉
e ) − ξ′〈k〉1 (τ 〈k〉e ) = 0
nie erfu¨llt werden. Dies kann gegebenenfalls zu einer Folge von Einzelsto¨ßen mit immer
geringerem Zeitabstand zwischen zwei Kontakten fu¨hren. Gerade mit Blick auf die dis-
krete Schaltstellensuche kann eine solche Stoßfolge numerische Probleme verursachen.
Zu ihrer Vermeidung wird fu¨r die praktische Berechnung eine minimale Geschwindig-
keitsdiﬀerenz γ vorgegeben, bei deren Unterschreitung eine gemeinsame Bewegung und
damit ein voll-plastischer Stoß angenommen wird. Die Indikatorfunktion I2,3 und die
U¨bergangsfunktionen U2, U3 lauten damit
I2,3 : ξ′〈k〉2 (τ 〈k〉e )− ξ′〈k〉1 (τ 〈k〉e )
{ ≥ γ : Z1 (getrennte Bewegung)
< γ : Z3 (gemeinsame Bewegung)
, γ 	 1
U2 : ξ
〈k〉
i (τ
〈k〉
e ) = ξ
〈k+1〉
i (τ
〈k+1〉
s ) ,
ξ′〈k〉i (τ
〈k〉
e ) = ξ′
〈k+1〉
i (τ
〈k+1〉
s ) ,
i = 1 ∧ 2
U3 :
ξ
〈k〉
1 (τ
〈k〉
e )− δ1 = ξ〈k+1〉3 (τ 〈k+1〉s ) ,
1
2
2∑
n=1
(
ξ′〈k〉n (τ
〈k〉
e )
)
= ξ′〈k+1〉3 (τ
〈k+1〉
s ) .
(4.21)
Die letzte U¨bergangsfunktion gewa¨hrleistet, daß im Falle einer nicht verschwindenden,
aber kleinen Relativgeschwindigkeit, die praktisch zu einer gemeinsamen Bewegung
fu¨hrt, der neue Bewegungsabschnitt trotzdem fu¨r beide Teilsysteme mit der gleichen
(mittleren) Geschwindigkeit beginnt.
Bei einer Bewegung mit permanentem Kontakt der Teilsysteme wirkt zwischen den
Einzelschwingern eine Kontaktkraft F
〈k〉
c , die sich durch einen Freischnitt ermitteln
la¨ßt. Tritt diese Kontaktkraft F
〈k〉
c als Druckkraft (F
〈k〉
c < 0) auf, so wird die gemein-
same Bewegung aufrecht erhalten. Die Bewegungsgleichungen (4.9) (i = 1∧ 2) werden
um diese Kraft erweitert und mithilfe der Beziehungen (4.3) in der Koordinate ξ
〈k〉
3
formuliert. Es ergibt sich der Ausdruck
2f 〈k〉c = 2(D1 −D2)ξ′〈k〉3 + (ω21 − ω22)ξ〈k〉3 − ω21δ1 − ω22δ2 (4.22)
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fu¨r die dimensionslose Kontaktkraft f
〈k〉
c . Hiermit ist die Indikatorfunktion I4 fu¨r die
Trennung eines permanenten Kontaktes gefunden und kann zusammen mit den zu-
geho¨rigen U¨bergangsfunktionen U4 mit
I4 : f 〈k〉c ≥ 0 ,
U4 : ξ
〈k〉
3 (τ
〈k〉
e ) + δ1 = ξ
〈k+1〉
1 (τ
〈k+1〉
s ) ∧ ξ〈k〉3 (τ 〈k〉e )− δ2 = ξ〈k+1〉2 (τ 〈k+1〉s ) ,
ξ′〈k〉3 (τ
〈k〉
e ) = ξ′
〈k+1〉
i (τ
〈k+1〉
s ) , i = 1 ∧ 2
(4.23)
angeschrieben werden. Nun sind fu¨r jeden Bewegungszustand die entsprechenden Zu-
standsgleichungen und Indikatorfunktionen bekannt. Fu¨r den absoluten Beginn der
Bewegung (τ
〈0〉
s = 0) wird immer eine getrennte Bewegung der Teilsysteme (Z1) ange-
nommen.
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Bild 4.2: Schematische Darstellung des Bewegungsablaufes.
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Zusammenfassend kann festgehalten werden, daß sich das Gesamtproblem aufgrund
des Vorliegens analytischer Teillo¨sungen somit auf die numerische Bestimmung der Sy-
stemu¨berga¨nge und der Schaltentscheidungen konzentriert. Die Ermittlung der a priori
unbekannten Schaltsequenz bedingt hierbei die strenge Nichtlinearita¨t des Problems.
4.2.2 Parameterwahl
Das im folgenden untersuchte Beispiel soll mo¨glichst gut die grundsa¨tzlichen Schwin-
gungseigenschaften eines realen Delaminationsszenarios abbilden. Es werden deshalb
alle freien Parameter bestmo¨glich an die geometrischen und dynamischen Eigenschaf-
ten des im Bild 2.4 gezeigten Modellbalkens angepaßt.
Aus den Vorgaben kann zuna¨chst ein Massenverha¨ltnis von µ = 0.12 und ein Steiﬁg-
keitsverha¨ltnis von κ = 0.06 abgescha¨tzt werden. Fu¨r diese Abscha¨tzung werden sowohl
die geometrischen Abmessungen, wie das Ho¨henverha¨ltnis zwischen Restquerschnitt
und delaminierter Schicht, als auch dynamische Gro¨ßen, wie die Eigenfrequenzen der
linearen Einzelschwinger, betrachtet. Eine gute Approximation fu¨r die Eigenfrequenzen
der linearen Teilsysteme liefert die U¨berlegung, daß sich die Eigenfrequenz des Rest-
querschnitts (maßgebend fu¨r Schwinger 1) anhand eines entsprechenden ungescha¨dig-
ten Balkens mit gleichen Randbedingungen na¨herungsweise ermitteln la¨ßt. Fu¨r eine
Abscha¨tzung der Eigenfrequenz der delaminierten Schicht (repra¨sentiert durch Schwin-
ger 2) kann ein beidseitig eingespannter Balken herangezogen werden.
An dieser Stelle sei angemerkt, daß sich Begriﬀe wie z.B. Eigenfrequenzen und Ei-
genformen nur auf die Eigenschaften der einzelnen linearen Schwinger beziehen. Mit
Blick auf den stark nichtlinearen Charakter des betrachteten Gesamtsystems verlieren
solche Begriﬀe aus der linearen Schwingungslehre ihren Sinn. Zweifellos werden auch
am Gesamtsystem resonanzartige Pha¨nomene zu beobachten sein, wobei die zugeho¨ri-
ge Erregerfrequenz nicht zwangsweise mit einer Eigenfrequenz zusammenfallen muß,
sondern zumeist nur in deren Na¨he liegt. Fu¨r solche resonanzartigen Pha¨nomene soll
im folgenden der Begriﬀ globale Resonanz verwendet werden. Dem gegenu¨ber steht die
sogenannte resonante harmonische Anregung des Systems. Hier bezieht sich der Re-
sonanzbegriﬀ auf die Erregung einer Eigenfrequenz, die einem linearen Teilschwinger
zugeordnet ist. Sie wird im weiteren auch als Teilresonanz bezeichnet. Im vorliegenden
Fall wird die Anregung der Eigenfrequenz des ersten linearen Schwingers (η = 1.0)
vorgesehen, welcher den großen Restquerschnitt repra¨sentiert.
Die Erregeramplitude yˆ, als dimensionsbehaftete Gro¨ße, betra¨gt in U¨bereinstimmung
mit der Gro¨ßenordnung in spa¨teren Experimenten 1.0mm. Der statische Abstand zwi-
schen den beiden Schwingern, welcher der O¨ﬀnungsweite der Delaminationsfuge ent-
spricht, kann mit ca. 0.5mm abgescha¨tzt werden. Aus diesen Werten la¨ßt sich der
dimensionsfreie Abstand δ = 0.5 ermitteln.
Die Energiedissipation im System wird durch die kleine innere Da¨mpfung mit den
Da¨mpfungsmaßen Di = 0.007 sowie maßgeblich durch die Kontaktda¨mpfung e be-
stimmt. Erstere entstammt einem Ausschwingversuch an einem zu Bild 2.4 geho¨renden
ungescha¨digten Referenzbalken. Beim zyklischen O¨ﬀnen und Schließen der Delamina-
tionsfuge kommt es durch den Querstoßkontakt der Lamellen zu erheblicher Energie-
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zerstreuung infolge starker Wellenabstrahlung. Dies wird in spa¨teren Kapiteln (siehe
Abschnitt 5.4.3) noch ausfu¨hrlich diskutiert und experimentell belegt. Ein Stoßkoeﬃ-
zient e = 0.1, nahe eines voll-plastischen Stoßes, erscheint in diesem Zusammenhang
als realistische Wahl.
Neben diesen physikalischen Parametern sind fu¨r die numerische Behandlung des Pro-
blems weitere Gro¨ßen zu wa¨hlen. Die numerische Erfassung einer Bewegung mit perma-
nentem Kontakt erfordert die Festlegung einer Grenze γ fu¨r die Relativgeschwindigkeit
nach dem Stoß, bei deren Unterschreitung eine gemeinsame Bewegung angenommen
wird. Eine solche Gro¨ße muß in der Regel heuristisch gewa¨hlt und durch anschließende
,numerische Experimente’ besta¨tigt werden. Im allgemeinen kann die Wahl anhand der
maximal auftretenden Relativgeschwindigkeit erfolgen. Im vorliegenden Fall erscheint
ein Wert γ = 10−4 · max |ξ′2 − ξ′1| als angemessen. Der Einﬂuß dieser Gro¨ße auf den
berechneten Kontaktverlauf wird im Zuge der folgenden Parameterstudie untersucht.
Schließlich muß noch die Gro¨ße der Zeitschrittweite bei der Auswertung der Zustands-
gleichungen sowie der Indikatorfunktionen festgelegt werden. Hierbei empﬁehlt es sich,
die Zeitschrittgro¨ße auf die Dauer einer Erregerperiode zu beziehen. Eine Unterteilung
der dimensionslosen Periodendauer
Υ =
2π
η
(4.24)
durch N Zeitschritte je Erregerperiode liefert die dimensionslose Zeitschrittweite
∆τ =
Υ
N
. (4.25)
Fu¨r die folgenden Untersuchungen wird eine Zeitschrittgro¨ße von ∆τ = Υ/2000
gewa¨hlt, die in der Regel nur kleine permanente numerische Sto¨rungen als Voraus-
setzung orbital stabiler Lo¨sungen sicherstellt.
Im weiteren wird zuna¨chst exemplarisch die zu den genannten Parametern geho¨ren-
de Lo¨sung diskutiert. In einer anschließenden Parameter- und Sensitivita¨tsstudie soll
nacheinander der Einﬂuß der einzelnen physikalischen und numerischen Parameter auf
die berechnete Lo¨sung untersucht werden.
Tabelle 4.1 faßt noch einmal alle gewa¨hlten physikalischen und numerischen Parameter
zusammen.
4.2.3 Ergebnisse fu¨r feste Parameterwahl
Gesucht ist der stationa¨re Zustand fu¨r die sich mit den in Tabelle 4.1 genannten Para-
metern einstellende Schwingung. In diesem Fall wurden als initiale Anfangsbedingun-
gen die Koordinaten der statischen Ruhelage des Systems gewa¨hlt (ξ
〈0〉
i,0 = 0, ξ
′〈0〉
i,0 = 0).
Um einen stationa¨ren Systemzustand zu erreichen, wurden zuna¨chst 1000 Erregerpe-
rioden der Schwingung berechnet, so daß die Einﬂu¨sse aus dem Einschwingvorgang
mit Sicherheit abgeklungen sind. Die sich anschließend einstellende Bewegung wird im
folgenden Abschnitt ausgewertet.
Die Schwingung der beiden Teilsysteme wird durch ihre Verschiebungen ξ1, ξ2 und ih-
re Geschwindigkeiten ξ′1, ξ
′
2 beschrieben. Die Anzahl der beno¨tigten Variablen kann
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Tabelle 4.1: Physikalische und numerische Parameter.
Parameter
Massenverha¨ltnis µ 0.12
Steiﬁgkeitsverha¨ltnis κ 0.06
Strukturda¨mpfung Di 0.007
normierte Erregerfrequenz η 1.0
Erregeramplitude yˆ 1.0mm
Kontaktabstand s 0.5mm
Kontaktdissipation e 0.1
Zeitschritt ∆τ Υ/2000
Relativgeschwindigkeitsschranke γ 10−4 ·max |ξ′2 − ξ′1|
durch Einfu¨hrung von Relativgro¨ßen reduziert werden, welche im weiteren gelegentlich
Verwendung ﬁnden:
Ξ = ξ2 − (ξ1 − δ) sowie Ξ′ = ξ′2 − ξ′1 . (4.26)
Zuna¨chst soll der Zeitverlauf fu¨r die Koordinaten ξ1(τ), ξ2(τ) betrachtet werden.
Bild 4.3 [a] erfaßt ein Zeitintervall von 3 Erregerperioden. Hieran la¨ßt sich der Schwin-
gungsablauf sehr anschaulich nachvollziehen. Als Schwingungsantwort auf die gewa¨hlte
Erregung stellen sich periodische Verla¨ufe ein. Die Antwortperiode ist a¨quivalent zur
Erregerperiode, so daß eine nicht-verzweigte Lo¨sung vorliegt. Oﬀenbar entsteht inner-
halb jeder Erregerperiode eine Kontaktphase zwischen den beiden Massen. Da sich
Schwinger 1, als Repra¨sentant des Restquerschnitts, in seiner Teilresonanz beﬁndet
und zudem eine deutlich gro¨ßere Masse als sein Pendant besitzt, pra¨gt er maßgeblich
die Bewegung. Sein Schwingungsverlauf besitzt nahezu harmonische Gestalt. Der ent-
sprechende Verlauf von Ko¨rper 2, welcher die delaminierte Schicht repra¨sentiert und
sich außerhalb eines Resonanzfalles beﬁndet, tra¨gt infolge des Kontaktes deutlich nicht-
harmonische Zu¨ge.
Der Zeitverlauf der Relativverschiebung Ξ(τ) ∈ R+ (Bild 4.3 [b]) zeigt aufgrund der
Bindungsunilateralita¨t nur positive Zustandswerte. Bei genauerer Betrachtung dieses
Verlaufes wird deutlich, daß sich die Kontaktphase in jeder Erregerperiode aus zwei Ein-
zelsto¨ßen zusammensetzt, die durch die Beru¨hrungspunkte der Kurve mit der Zeitachse
markiert werden. Ob diese Stoßfolge zu einer gemeinsamen Bewegung fu¨hrt oder aus-
schließlich Momentankontakte beinhaltet, ha¨ngt von der Wahl der Relativgeschwindig-
keitsschranke γ ab, wie die anschließende Parameterstudie zeigen wird. Mit Blick auf
die Dauer einer Erregerperiode ko¨nnen die zwei Einzelkontakte in guter Na¨herung als
eine Kontaktphase endlicher Dauer interpretiert werden. Zur U¨bersicht der Periodizita¨t
ist im unteren Teil des Diagrammes das Erregersignal ζ(τ) notiert.
Hinsichtlich der Darstellung ist anzumerken, daß in den folgenden Diagrammen die
Richtung der Verschiebungs- und Geschwindigkeitsachsen umgekehrt wird, um eine
bessere Vergleichbarkeit zu den spa¨ter gezeigten Ergebnissen aus den Experimenten
und dem FE-Modell zu ermo¨glichen.
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Bild 4.3: Zeitverlauf der Verschiebungen: [a] Verschiebungen der Teilsysteme ξ1(τ), ξ2(τ),
[b] Relativverschiebung Ξ(τ), Erregung ζ(τ).
Eine wesentlich sensitivere und kompaktere Darstellung der Schwingungspha¨nomene
(hinsichtlich: Kontakt, Stationarita¨t und Eindeutigkeit) liefert eine Betrachtung der
Bewegung im Phasenraum (Ort-Impuls-Raum). Hierbei sind Ort ξ und Geschwindig-
keit ξ′ als allgemeine Koordinaten und die Zeit τ als Kurvenparameter zu betrachten.
Eine Trajektorie im Phasenraum wird durch die Abbildung φτ (ξ(τ), ξ′(τ)) erhalten.
Durch die diﬀerentielle Verknu¨pfung von Verschiebung und Geschwindigkeit ist der
Umlaufsinn der Trajektorien als mathematisch negativ festgelegt.
Das Phasenportrait (Bild 4.4 [a]), welches ein Zeitintervall von 20 Erregerperioden bein-
haltet, ergibt fu¨r jeden Schwinger eine geschlossene Trajektorie. Dies belegt die Statio-
narita¨t und die Eindeutigkeit der Lo¨sung. Deutlich sichtbar sind die beiden auftreten-
den Systemzusta¨nde: getrennte Bewegung und zwei momentane Stoßkontakte. Letzte-
re ko¨nnen durch die Geschwindigkeitsspru¨nge identiﬁziert werden. Vergleicht man das
Phasenportrait eines ,ungescha¨digten Systems’ (hier: linearer Einmassenschwinger) in
Gestalt einer einfachen Ellipse mit der hier darstellten Trajektorie des delaminierten
Systems, zeigt sich eine beeindruckende schadensinduzierte A¨nderung der Gestalt des
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Schwingungsverlaufes. Diese Eigenschaften, welche auf den schadensinduzierten Nicht-
linearita¨ten basieren, ko¨nnen gezielt zur Schadenserkennung genutzt werden.
Eine alternative Darstellung bietet das Phasendiagramm der Relativbewegung
(Bild 4.4 [b]). In diesem ist ein Umlauf allerdings nicht notwendigerweise mit der
Periodendauer verknu¨pft, sondern wird jeweils durch ein Kontaktereignis begonnen
und beendet. Jeder Momentankontakt ist dabei als Sprung der Relativgeschwindigkeit
Ξ′ entlang der Ordinatenachse gekennzeichnet. Ein Zustand permanenten Kontaktes,
der durch gleichzeitig verschwindende Relativverschiebung Ξ und -geschwindigkeit Ξ′
ausgezeichnet ist, wird dementsprechend zu einem Punkt im Diagrammursprung kon-
trahiert. Im vorliegenden Fall ko¨nnen wieder die beiden Momentankontakte abgelesen
werden. Die ausgepra¨gte Kontaktdissipation zeigt sich an dieser Stelle bereits durch
die stark abnehmenden Spru¨nge der Relativgeschwindigkeit innerhalb der Stoßfolge.
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Bild 4.4: Phasenportrait: [a] Bewegung der einzelnen Teilsysteme, [b] Relativbewegung der
Teilsysteme.
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4.2.4 Ergebnisse der Parameterstudie
Im folgenden wird, ausgehend von der Parameterkonstellation der Tabelle 4.1, die Sen-
sitivita¨t der berechneten Lo¨sung gegenu¨ber den einzelnen Parametern untersucht.
Einﬂuß der Erregerfrequenz.
Fu¨r die Untersuchung delaminierter Strukturen sind nicht-verzweigte Bewegungstypen
anzustreben (vgl. Abschnitt 3.3.3). Wie sich im vorangegangenen Abschnitt bereits
gezeigt hat, darf im Falle einer resonanten Erregung des dominanten Teilschwingers
(Schwinger 1, Restquerschnitt) eine ein-periodische Antwort erwartet werden. Um die
Sensitivita¨t der gezeigten Ergebnisse hinsichtlich einer A¨nderung der Erregerfrequenz
zu untersuchen, wird die Lo¨sungsstruktur in Nachbarschaften zu einer resonanten Er-
regung (η = 1.0) anhand eines Verzweigungsdiagrammes betrachtet. Hierbei wird als
Kontrollparameter das Abstimmungsverha¨ltnis η gewa¨hlt und in den Grenzen von
0.1 ≤ η ≤ 2.0 mit der Schrittweite ∆η = 0.001 variiert. Alle anderen physikalischen und
numerischen Parameter bleiben unvera¨ndert. Die Resonanz des zweiten Teilschwingers
liegt mit η = 0.7 innerhalb des betrachteten Bereiches der Erregerfrequenzen.
Mit Hilfe eines Poincare`-Schnittes (z.B. [56]) fu¨r jede Abstimmung η ko¨nnen Aus-
sagen u¨ber die Periodizita¨t der Lo¨sung erhalten werden. Um diese Struktur zu er-
kennen, wird bei nicht-autonomen Systemen, deren Erregergro¨ße p(t) die Periode
T besitzt, eine Datenreduktion durchgefu¨hrt, die auf erreger-periodischen Schnitten
(p(t) = p(t + T ), ∀t ∈ R+) durch den Phasenraum basiert. Die Bewegung wird also
stroboskopisch mit der Anregung synchronisiert betrachtet.
Im diskutierten Fall werden die Durchstoßpunkte des Orbits durch die Schnittebene
anhand der Relativverschiebung Ξ(nT ), n = 350(1)400 registriert und im Verzwei-
gungsdiagramm zusammengefaßt. Durch geschickte Wahl der jeweiligen initialen An-
fangsbedingungen ξ
〈0〉
i,0 , ξ
′〈0〉
i,0 fu¨r die Berechnung mit einem bestimmten, festen Wert η,
kann man die maximale Dauer des Abklingens transienter Eﬀekte auf ein Zeitintervall
von n = 350 Erregerperioden abscha¨tzen. Hierzu werden die Anfangsbedingungen fu¨r
die Berechnung η aus der stationa¨ren Lo¨sung von η − ∆η gewonnen. In vielen Fa¨llen
startet die Berechnung somit in einer Nachbarschaft des gesuchten Orbits.
Das Verzweigungsdiagramm (Bild 4.5) zeigt fu¨r das untersuchte System eine Vielzahl
mo¨glicher Bewegungsformen in Abha¨ngigkeit von der Frequenz der Zwangserregung.
Eine typische Charakteristik bildet der Wechsel von Bereichen irregula¨rer und hoch-
periodischer Bewegungen mit Fenstern ein-periodischer Lo¨sungen. Diese Eigenschaft
wird durch das allgemeine Proﬁl nicht-glatter Systeme mit Stoßkontakt gestu¨tzt (sie-
he Abschnitt 3.3.3), denen ein ausgepra¨gtes Verzweigungsszenario bis hin zu chaoti-
schen Bewegungen zuzuschreiben ist. Bild 4.6 zeigt exemplarisch drei der mo¨glichen Be-
wegungsformen anhand ihrer Phasenportraits, deren Lage im Verzweigungsdiagramm
(Bild 4.5) zusa¨tzlich gekennzeichnet ist. Hierfu¨r wurden jeweils 20 Erregerperioden der
stationa¨ren Schwingung erfaßt. Fall [a] zeigt eine periodische, nicht-verzweigte Lo¨sung,
die in unmittelbarer Nachbarschaft zur Resonanzfrequenz des ersten Teilschwingers
(η = 0.98) aufgenommen wurde. Die Phasenkurven sind innerhalb einer Erregerperiode
geschlossen und liegen deckungsgleich u¨bereinander. Es tritt eine Kontaktphase in jeder
Erregerperiode auf, welche sich in eine Folge von Einzelsto¨ßen und eine anschließende
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Bild 4.5: Verzweigungsdiagramm in Abha¨ngigkeit des Abstimmungsverha¨ltnisses η.
gemeinsame Bewegung gliedert. Im Bereich von Abstimmungsverha¨ltnissen η ≥ 1.50
werden irregula¨re Bewegungsformen beobachtet. Bild 4.6 [b] dokumentiert aus diesem
Bereich (η = 1.60) eine Schwingung, bei der sich nicht nur der Stoßzeitpunkt innerhalb
der Periode vera¨ndert, sondern auch die Anzahl der Kontaktereignisse pro Erregerperi-
ode wechselt. Bei weiterer Erho¨hung der Erregerfrequenz werden in einem bestimmten
Fenster subharmonische Bewegungen erhalten. Bild 4.6 [c] zeigt eine zwei-periodische
Bewegung (η = 1.82), bei der in jeder zweiten Erregerperiode ein Stoßkontakt auftritt.
Wird nun der Blick auf die unmittelbare Nachbarschaft der resonanten Erregung
(η = 1.0) fokussiert, la¨ßt sich feststellen, daß sich an dieser Stelle ein Fenster be-
ﬁndet in dem nur ein-periodische Lo¨sungen auftreten. Die a¨ußere, resonante Erregung
tra¨gt oﬀensichtlich zum Abbau der Sensitivita¨t gegenu¨ber Anfangsbedingungen und
Sto¨rungen bei. Diese Eigenschaft ist auch in den von Vielsack [92] gezeigten Fa¨llen
zu beobachten. Sie stellt eine wichtige Voraussetzung fu¨r die angestrebte Vorgehens-
weise zur Schadenserkennung dar, da oﬀensichtlich sichergestellt ist, daß im relevanten
Frequenzbereich durchweg ein-periodische Bewegungen auftreten.
In der Darstellung des Verzweigungsdiagrammes in Bild 4.5 lassen sich keine Aussagen
u¨ber die extremalen Amplituden wa¨hrend einer Erregerperiode gewinnen. Dies kann
jedoch durch eine gea¨nderte Darstellung des Verzweigungsdiagrammes im Sinne eines
erweiterten Amplituden-Frequenz-Diagrammes erfolgen. Bild 4.7 zeigt u¨ber einen Zeit-
raum von 50 Erregerperioden der stationa¨ren Bewegung fu¨r jeden festen Wert η die
minimale und die maximale Verschiebungsamplitude einer Erregerperiode. Verzweigun-
gen der Bewegung werden wieder durch mehrere Maximal- bzw. Minimalamplituden
fu¨r aufeinanderfolgende Perioden eines bestimmten Wertes η sichtbar. Somit kann die-
se Darstellung als modiﬁzierter Poincare`-Schnitt angesehen werden. Als auﬀa¨lligstes
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Bild 4.6: Phasenportraits dreier charakteristischer Schwingungstypen: [a] periodische, nicht-
verzweigte Lo¨sung, [b] irregula¨re Lo¨sung, [c] subharmonische Lo¨sung.
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Merkmal la¨ßt sich ein resonanzartiger Peak bei η ≈ 0.98 erkennen. Dieser Wert liegt
in unmittelbarer Nachbarschaft zur Resonanzstelle η = 1.0 des ersten linearen Teil-
schwingers. Der geringe Abstand des Resonanzpeaks gegenu¨ber der linearen Eigenfre-
quenz des ersten Schwingers kann fu¨r die praktische Auslegung der Erregungsfrequenz
genutzt werden. Zur Erzielung eines resonanzartigen Zustandes ist es in der Regel aus-
reichend, die Eigenfrequenz des Restquerschnittes (erster Teilschwinger) als Erreger-
frequenz zu verwenden. Infolge der Unilateralita¨t des Kontaktes ergibt sich im Verlauf
der Extremalamplituden eine Unsymmetrie zwischen der positiven und der negativen
Koordinatenrichtung.
Bild 4.7: Erweitertes Amplituden-Frequenz-Diagramm der beiden Teilschwinger.
Einﬂuß der Stoßdissipation.
In den bisherigen Berechnungen wurde dem Stoßkoeﬃzienten e ein empirischer Wert
von 0.1 zugewiesen. Von Interesse ist wiederum der Einﬂuß dieses Parameters auf
die Struktur der berechneten Lo¨sung. Bild 4.8 zeigt dazu ein Verzweigungsdiagramm,
welches den Stoßkoeﬃzienten e als Kontrollparameter verwendet. Das Abstimmungs-
verha¨ltnis bleibt konstant bei η = 1.0. Alle u¨brigen physikalischen und numerischen
Parameter wurden der Tabelle 4.1 entnommen.
Ein Stoßkoeﬃzient in der Na¨he eines ideal-plastischen Stoßes (e = 0) fu¨hrt zu ein-
deutigen Lo¨sungen. Eine Verringerung der Energiedissipation wa¨hrend des Stoßes, also
eine Erho¨hung des Stoßkoeﬃzienten e, fu¨hrt zu einem Verzweigungsszenario. Fenster
periodischer Lo¨sungen und irregula¨rer Bewegungen wechseln sich ab.
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Bild 4.8: Verzweigungsdiagramm in Abha¨ngigkeit des Stoßkoeﬃzienten e.
A¨hnliche Resultate konnten an einem komplexeren Stoßschwinger in [66] nachgewiesen
werden. Im Bereich geringer Stoßkoeﬃzienten (e ≤ 0.15), welcher relevant fu¨r vor-
liegende Arbeit ist, besitzt die Wahl des Wertes e erwartungsgema¨ß Einﬂuß auf die
Ausbildung der Kontaktphase. Die Gro¨ße des Stoßkoeﬃzienten entscheidet u¨ber die
Anzahl und die Abfolge der verschiedenen Kontaktereignisse wa¨hrend einer Periode.
Dennoch kann bei allen Bewegungen von einer makroskopischen Kontaktphase pro Er-
regerperiode gesprochen werden, deren zeitlicher Beginn nahezu unvera¨ndert eintritt.
Die globalen Auswirkungen der Wahl des Stoßkoeﬃzienten 0 ≤ e ≤ 0.15 (z.B. auf die
Gestalt des Schwingungsverlaufes und die Amplitudengro¨ße) sind begrenzt und auf-
grund der unterschiedlichen Anzahl an Einzelsto¨ßen ohne eindeutige Tendenz in Bezug
auf die einzelnen Schwingungsgro¨ßen.
Zusammenfassend kann gesagt werden, daß die Gro¨ße der Kontaktdissipation deutli-
chen Einﬂuß auf die Struktur der berechneten Lo¨sung besitzt. Wie sich im folgenden
noch zeigen wird, spielt der gefundene Zusammenhang insbesondere bei komplexeren
Modellen (z.B. auf der Basis der Finite-Elemente-Methode) eine wichtige Rolle, da
diese a¨ußerst sensitiv auf die Wahl der Da¨mpfungsparameter reagieren. Nur bei hoher
Kontaktda¨mpfung ko¨nnen mit großer Sicherheit ein-periodische Bewegungen erwartet
werden.
Einﬂuß der Relativgeschwindigkeitsschranke.
Im Falle eines von Null verschiedenen Stoßkoeﬃzienten e > 0 wird anhand der New-
tonschen Stoßhypothese nach dem Stoß immer eine nicht verschwindende, wenn auch
beliebig kleine Relativgeschwindigkeit der beiden Stoßpartner erhalten. Dies kann theo-
retisch zu einer unendlichen Folge von Stoßkontakten mit abnehmender Intensita¨t und
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einem gegen Null gehenden Zeitabstand fu¨hren. Die Realita¨t zeigt, daß eine solche Stoß-
folge nach einigen Momentansto¨ßen in eine gemeinsame Bewegung der Kontaktpartner
mu¨ndet. Hierzu stelle man sich einen elastischen Ball vor, der aus einer gewissen Ho¨he
auf ein starres Hindernis fa¨llt. Das sich gewo¨hnlich einstellende Verhalten fu¨hrt zu einer
Folge von Kollisionen mit einer immer kleiner werdenden Ru¨cksprungho¨he. Die Erfah-
rung zeigt, daß der Ball nicht einer unendlichen Folge von Sto¨ßen unterliegt, sondern
nach kurzer Zeit zur Ruhe kommt. Die Schranke, die diese Tatsache erfaßt, wird bei
der Berechnung mit dem Newton-Stoß durch den Wert γ eingefu¨hrt.
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Bild 4.9: Einﬂuß der Geschwindigkeitsschranke γ auf die berechnete Kontaktphase:
[a] γ = 10−4 ·max |ξ′2 − ξ′1|, [b] γ = 4 · 10−1 ·max |ξ′2 − ξ′1|.
Die Wahl einer Schranke fu¨r die Annahme des Beginns einer gemeinsamen Bewe-
gung wirkt sich erwartungsgema¨ß auf die Ausbildung der berechneten Kontaktphase
aus. In der Darstellung des Diagramms 4.9 [a] ist nochmals das aus Bild 4.4 [a] be-
reits bekannte Phasenportrait zu sehen, das infolge der Wahl einer kleinen Schranke
γ = 10−4 ·max |ξ′2 − ξ′1| keine gemeinsame Bewegung beinhaltet. Fu¨r den betrachte-
ten Bewegungstyp mit den Parametern aus Tabelle 4.1, mu¨ßte eine 4000-fach ho¨here
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Schranke γ gewa¨hlt werden, um eine gemeinsame Bewegung im Anschluß an den zwei-
ten Stoßkontakt zu erhalten (Bild 4.9 [b]). Diese Wahl ist zwar als unrealistisch zu
bezeichnen, zeigt aber das Problem einer sinnvollen Abscha¨tzung des Parameterwertes
fu¨r γ. Im gu¨nstigsten Fall liegen Informationen u¨ber die zu erwartenden Relativge-
schwindigkeiten vor, so daß hierdurch eine Schranke γ festgelegt werden kann.
Bei der spa¨teren numerischen Simulation mit der FE-Methode wird durch die dort
u¨blicherweise eingesetzten Regularisierungsmodelle eine enge Folge von Einzelsto¨ßen
bei sinnvoller Parameterwahl im allgemeinen von vorneherein beseitigt. Das Problem
der Wahl einer Geschwindigkeitsschranke γ stellt sich bei der klassischen Regularisie-
rung damit nicht.
Einﬂuß der Delaminationsfuge.
Die Gro¨ße der Delaminationsfuge ist bei realen Delaminationsproblemen unbekannt.
Experimentelle Untersuchungen (siehe Abschnitt 6.2) an den betrachteten Balkenstruk-
turen zeigen, daß Fugenweiten im Ruhezustand bis maximal 1.5mm als realistisch ange-
sehen werden ko¨nnen, wobei dieser Wert erwartungsgema¨ß mit der Delaminationsla¨nge
verknu¨pft ist und kurze Scha¨digungen nahezu ohne Fuge auftreten. Die Delaminati-
onsfuge wird im vorliegenden Starrko¨rpermodell durch den Kontaktabstand s erfaßt.
Dieser Abstand bestimmt das ,Wirksamwerden’ der Bindungsunilateralita¨t.
Eine sukzessive Vera¨nderung des Kontaktabstandes s zeigt einen begrenzten Einﬂuß
dieser Gro¨ße auf den Schwingungsverlauf. Bis auf den Abstandsparameter s wurden
dabei alle sonstigen Gro¨ßen entsprechend Tabelle 4.1 gewa¨hlt. Im betrachteten Pa-
rameterbereich (s ≤ 2.0mm) treten ausschließlich ein-periodische Bewegungsformen
auf. Die extremalen Amplituden der Schwingung werden nur geringfu¨gig durch den
Kontaktabstand beeinﬂußt (Bild 4.10 [a]). Auﬀa¨llig ist wiederum der unterschiedli-
che Betrag von Maximal- und Minimalamplitude, der aus der einseitigen Bindung
hervorgeht. Bei einem makroskopischen Blick auf den Verschiebungsverlauf wird in
allen Fa¨llen eine Kontaktphase pro Periode festgestellt. Bei genauerer Untersuchung
ko¨nnen dennoch Unterschiede im zeitlichen Eintritt des Kontaktes innerhalb der Erre-
gerperiode bei gea¨ndertem Kontaktabstand beobachtet werden. Sowohl die Anzahl der
Einzelsto¨ße als auch ihre zeitliche Abfolge werden durch den Parameter s beeinﬂußt.
Bild 4.10 [b] dokumentiert die Anzahl der auftretenden Einzelsto¨ße in jeder Erregerpe-
riode und deren zeitliche Einordnung innerhalb der Periode Υ. Wa¨hrend sich im Falle
einer verschwindenden Fugenweite (s = 0.0mm) die Kontaktphase aus 22 Einzelsto¨ßen
zusammensetzt, wird bei einem gro¨ßen Kontaktabstand (s = 2.0mm) lediglich ein
einziger Stoß mit hoher Intensita¨t registriert. Zweifelsfrei ist die Anzahl der in der
Berechnung auftretenden Einzelsto¨ße mit der Wahl der Geschwindigkeitsschranke γ
verknu¨pft. Die qualitativen Aussagen (z.B. zwei Stoßfolgen bei kleiner Fuge s, eine
Stoßfolge bei großem s) bleiben davon jedoch unberu¨hrt.
Insgesamt bleibt festzuhalten, daß dem Kontaktabstand s nur ein begrenzter Einﬂuß
auf die erhaltene Schwingungsantwort zuzuordnen ist. Diese Tatsache kommt der prak-
tischen Handhabung der Gro¨ße entgegen, da bei realen Delaminationsproblemen in der
Regel nur die Gro¨ßenordnung der Delaminationsfuge eingegrenzt werden kann.
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Bild 4.10: Einﬂuß des Kontaktabstandes s auf [a] die extremalen Verschiebungsamplituden
der beiden Kontaktpartner und [b] das zeitliche Auftreten der Kontaktereignisse
innerhalb der Erregerperiode Υ.
Einﬂuß der Erregeramplitude.
Der betrachtete Stoßschwinger stellt die gro¨ßtmo¨gliche Abstraktion eines realen De-
laminationsproblems dar und bildet das zyklische O¨ﬀnen und Schließen der Delami-
nationsfuge anhand eines Einpunktkontaktes ab. Im Kontinuum kommt es zu einer
kontinuierlichen Ausbildung des Kontaktzustandes entlang der Fuge, was durch das
betrachtete Minimalmodell nicht erfaßt werden kann. Die Gro¨ße der Erregeramplitude
yˆ besitzt ohne Zweifel Einﬂuß auf die Kontaktzusta¨nde entlang der Delaminationsfuge.
Aus diesem Grund sind vom betrachteten Minimalmodell nur begrenzte, qualitative
Aussagen u¨ber den Einﬂuß der Erregeramplitude zu erwarten. Fu¨r die Untersuchungen
wurde ein Bereich von 0.01mm ≤ yˆ ≤ 2.00mm betrachtet.
Anhand des Starrko¨rpermodells kann gezeigt werden, daß in Abha¨ngigkeit der Erre-
geramplitude verschiedene Bereiche der ,Kontaktintensita¨t’ existieren. Bei sehr klei-
nen Erregeramplituden tritt kein Kontakt zwischen beiden Teilsystemen auf. In diesem
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Bild 4.11: Bewegung mit zeitvarianten Kontaktphasen bei geringer Erregeramplitude yˆ =
0.012mm: [a] Zeitverlauf der Verschiebungen, [b] Poincare`-Schnitt.
Fall ist die einseitige Bindung unwirksam, so daß zwei entkoppelte, lineare Schwinger
vorliegen. Aufgrund der fehlenden Kontaktda¨mpfung zeigt Schwinger 1, der sich in
Resonanz beﬁndet, große Amplituden. Da Schwinger 2 entkoppelt von der resonanten
Schwingung der Masse 1 ist, besitzt er nur geringe Amplituden. Die Grenze dieses Be-
reiches wird durch die Gro¨ße des Abstandsparameters s bestimmt. Bei U¨berschreitung
dieser Grenze sind zuna¨chst Bewegungstypen zu beobachten, bei denen entweder die
Kontakte nur im Abstand mehrerer Perioden einsetzen oder nahezu regelma¨ßig auf-
tretende Kontaktphasen plo¨tzlich wieder abbrechen. Bild 4.11 [a] dokumentiert eine
solche U¨bergangsbewegung von kontaktfreien Erregerperioden zu Perioden mit einer
Kontaktphase anhand ihres Verschiebungs-Zeitverlaufes. Wird ein gro¨ßerer Ausschnitt
betrachtet, zeigt sich ein grundsa¨tzlich quasi-periodischer Verlauf, bei dem sich inter-
mittierend ein chaotisches Regime (hier: Kontaktabbruch) durchsetzt. Der zugeho¨rige
Poincare`-Schnitt (Bild 4.11 [b]) u¨ber 1000 Erregerperioden la¨ßt eine solche Lo¨sungs-
struktur erkennen, welche im allgemeinen typisch fu¨r derartige U¨bergangsbereiche ist.
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Bei weiterer Erho¨hung der Erregeramplitudengro¨ße yˆ erstreckt sich ein großer Parame-
terbereich, der Bewegungen beinhaltet, welche die bereits diskutierten Pha¨nomene (eine
Kontaktphase in jeder Erregerperiode) zeigen. Aufgrund der ausgepra¨gten Kontaktdis-
sipation werden hier nur geringe Unterschiede in den Antwortamplituden verzeichnet
(Bild 4.12 [a]). Ab einer Amplitudengro¨ße yˆ von 0.45mm liegen jeweils zwei zeitlich
getrennte Stoßfolgen in einer Erregerperiode vor (Bild 4.12 [b]), wa¨hrend unterhalb
dieses Wertes nur eine Stoßfolge auftritt. Aufgrund des geringen zeitlichen Abstandes
zwischen den Stoßfolgen kann dennoch von einer einzigen Kontaktphase gesprochen
werden.
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Bild 4.12: Einﬂuß der Erregeramplitude yˆ auf [a] die extremalen Verschiebungsamplituden
der beiden Kontaktpartner und [b] das zeitlichen Auftreten der Kontaktereignisse
innerhalb der Erregerperiode Υ.
Zusammenfassend bleibt festzuhalten, daß die Erregeramplitude Einﬂuß auf die Aus-
bildung und die Intensita¨t mo¨glicher Kontakte besitzt. Dies bedeutet, daß mit diesem
Parameter die Gro¨ße der auftretenden Nichtlinearita¨ten maßgeblich gesteuert werden
kann.
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Einﬂuß permanenter numerischer und physikalischer Sto¨rungen.
In allen bisherigen Berechnungen wurden die Zustandsu¨berga¨nge des nicht-glatten Sy-
stems mit der Wahl des sehr kleinen Zeitschrittes ∆τ = Υ/2000 mit hoher Pra¨zi-
sion bestimmt. Permanente numerische Sto¨rungen (siehe Abschnitt 3.2.2) traten in
a¨ußerst begrenztem Umfang auf, so daß von einer ungesto¨rten Lo¨sung gesprochen wer-
den konnte.
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Bild 4.13: Einﬂuß permanenter numerischer Sto¨rungen auf die ein-periodische Bewegung
η = 1.00: Zeitschrittweite mit ganzzahliger Periodenteilung [a] ∆τ = Υ/100, [b]
∆τ = Υ/50.
Im folgenden soll zuna¨chst der Einﬂuß permanenter numerischer Sto¨rungen verdeut-
licht werden. Hierfu¨r wird die Bewegung mit den Parametern der Tabelle 4.1 unter Ver-
wendung gro¨ßerer Zeitschritte (Υ/100 sowie Υ/50) erneut berechnet. Die erhaltenen
Lo¨sungen (Bild 4.13) ko¨nnen mit der ungesto¨rten Schwingung aus Bild 4.4 verglichen
werden. Es zeigt sich, daß die ungesto¨rte Lo¨sung infolge der systematischen Fehler in
einen quasi-periodischen Vorgang u¨bergeht (Bild 4.13 [a]). Im Fall [b] treten zusa¨tzlich
strukturelle Fehler auf. Aufgrund der verspa¨teten Detektion der Zustandsu¨berga¨nge
kommt es zudem zu erheblichen Eindringungen der beiden Schwinger.
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Um die vorteilhafte Wirkung einer Zeitschrittwahl anhand ganzzahliger Periodentei-
lungen (∆τ = Υ/N, N ∈ N) zu unterbinden, werden nun irrationale Periodentei-
lungen (∆τ = Υ/N, N ∈ R+) vorgenommen. Die Untersuchungen basieren auf den
Zeitschrittweiten Υ/(500
√
2) sowie Υ/(200
√
2). Erwartungsgema¨ß fu¨hrt eine solche
Zeitschrittwahl zu einer Verscha¨rfung der Situation. Bereits bei ungefa¨hr 3-facher Zeit-
schrittgro¨ße (Bild 4.14 [a]) gegenu¨ber der ungesto¨rten Lo¨sung (∆τ = Υ/2000) liegt
eine deutlich quasi-periodische Struktur der Bewegung vor. Bei einer weiteren Ver-
gro¨ßerung des Zeitschritts (Bild 4.14 [b]) wird die Ausbildung einer quasi-periodischen
Lo¨sungsstruktur erheblich versta¨rkt.
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Bild 4.14: Einﬂuß permanenter numerischer Sto¨rungen auf die ein-periodische Bewegung
η = 1.00: Zeitschrittweite mit irrationaler Periodenteilung [a] ∆τ = Υ/(500
√
2),
[b] ∆τ = Υ/(200
√
2).
Permanente physikalische Sto¨rungen fu¨hren zu einer a¨hnlichen Entwicklung des Sta-
bilita¨tsszenarios wie Sto¨rungen vom numerischen Typ [93]. Physikalische Sto¨rungen
treten ha¨uﬁg bei der Analyse von Multi-Freiheitsgradsystemen mit Stoßkontakten in
Form von zusa¨tzlichen hochfrequenten Schwingungsanteilen auf. Diese ko¨nnen insbe-
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sondere durch periodisch auftretende Stoßkontakte angeregt werden. Daru¨ber hinaus
kann in der experimentellen Praxis in der Regel keine perfekte harmonische Anregung
sichergestellt werden (vgl. Abschnitt 6.2.4).
Zur Simulation permanenter physikalischer Sto¨rungen wird die Schwingung des gezeig-
ten Starrko¨rpersystems im folgenden durch eine zusa¨tzliche Erregung der Form
ζ˜(τ) = ε˜ sin
(
η˜(τ + τ 〈k〉s )
)
(4.27)
gesto¨rt. Dabei werden kleine relative Erregeramplituden ε˜	 1 und eine hohe Abstim-
mung η˜  1 fu¨r das Sto¨rsignal vorausgesetzt. Ohne Beschra¨nkung der Allgemeinheit
wird η˜ eine zur Grundfrequenz η inkommensurable Abstimmung von 100
√
2 zugewie-
sen. Die Wahl eines irrationalen Frequenzverha¨ltnisses stellt sicher, daß keine gemein-
same Periode zwischen der ungesto¨rten Erregung und dem Sto¨rsignals auftritt, was
oﬀensichtlich den ungu¨nstigsten Fall einer derartigen physikalischen Sto¨rung darstellt.
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Bild 4.15: Einﬂuß permanenter physikalischer Sto¨rungen auf die ein-periodische Bewegung
η = 1.00: [a] ε˜ = 2 · 10−3, η˜ = 100√2, [b] ε˜ = 4 · 10−2, η˜ = 100√2 .
Bild 4.15 zeigt die Auswirkung einer solchen Sto¨rung auf die berechnete Lo¨sung. Es
wird eine quasi-periodische Bewegung mit der gleichen Abfolge der Systemzusta¨nde
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wie im ungesto¨rten Fall erhalten. Bei einer zunehmenden Vergro¨ßerung der relativen
Amplitude ε˜ des Sto¨rsignals wird zuna¨chst die Sequenz der Zustandsu¨berga¨nge leicht
gea¨ndert und schließlich die Struktur der Lo¨sung zersto¨rt.
Die Sensitivita¨t der Lo¨sung gegenu¨ber permanenten Sto¨rungen wa¨chst mit zunehmen-
den Verzweigungsgrad der Bewegung [93]. Dies soll am Beispiel einer zwei-periodischen
Lo¨sung dargestellt werden, die bereits durch ihr ungesto¨rtes Phasenportrait aus dem
Bild 4.6 [c] bekannt ist. Bild 4.16 [a] zeigt die zugeho¨rige Phasenkurve in Relativkoor-
dinaten. Die Schwingungsform weist in jeder zweiten Erregerperiode einen Stoßkontakt
auf (vgl. Bild 4.6 [c]).
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Bild 4.16: Einﬂuß permanenter numerischer Sto¨rungen auf die zwei-periodische Bewegung
η = 1.82: [a] ungesto¨rte Bewegung ∆τ = Υ/2000, [b] ∆τ = Υ/(500
√
2).
Exemplarisch fu¨r die Klasse der permanenten numerischen Sto¨rungen zeigt Bild 4.16
die durch eine Zeitschrittwahl ∆τ = Υ/(500
√
2) stark gesto¨rte Lo¨sung, welche eine aus-
gepra¨gte quasi-periodische Struktur besitzt. Die Breite des aus den einzelnen Trajek-
torien entstehenden Bandes (Bild 4.16) gibt Auskunft u¨ber die Sensitivita¨t der Lo¨sung
gegenu¨ber einer bestimmten Sto¨rungsgro¨ße. Vergleicht man die Breite des Trajekto-
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rienbandes, auf die eine Zeitschrittwahl ∆τ = Υ/(500
√
2) bei einer nicht-verzweigten
Lo¨sung fu¨hrt (Bild 4.14 [a]), mit der Bandbreite die der gleiche Zeitschritt bei der
verzweigten Lo¨sung verursacht (Bild 4.16), so la¨ßt sich zweifelsfrei eine erho¨hte Sensiti-
vita¨t von ho¨herperiodischen Lo¨sungen gegenu¨ber permanenten numerischen Sto¨rungen
feststellen. Diese Sensitivita¨t ist besonders ausgepra¨gt bei schwach geda¨mpften Syste-
men und Lo¨sungsstrukturen mit mehrfachen Sto¨ßen in einer Periode.
Permanente physikalische Sto¨rungen wirken sich auf verzweigte Lo¨sungsstrukturen in
gleicher Weise aus. Auch fu¨r diesen Fall kann ein Vergleich der Sensitivita¨t von ein-
periodischer (Bild 4.15 [a]) und zwei-periodischer Lo¨sung (Bild 4.17 [a]) vorgenommen
werden. Allerdings ist dabei zu beru¨cksichtigen, daß die Relation der Sto¨rungsamplitu-
de ε˜ zu den Schwingungsantworten im Fall der zwei-periodischen Bewegung η = 1.82
gro¨ßer ist, als bei der betrachteten ein-periodischen Bewegung. Das Verha¨ltnis der
Sto¨rungsamplitude zur Haupterregeramplitude yˆ bleibt hingegen konstant.
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Bild 4.17: Einﬂuß permanenter physikalischer Sto¨rungen auf die zwei-periodische Bewe-
gung η = 1.82: [a] ε˜ = 2 · 10−3, η˜ = 100√2, [b] ε˜ = 4 · 10−2, η˜ = 100√2,.
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Eine relative Sto¨rungsamplitude von ε˜ = 2 · 10−3 fu¨hrt zu einer quasi-periodischen
Lo¨sung, bei der deutlich unterschiedliche Stoßzeitpunkte innerhalb der Antwortperiode
auftreten (Bild 4.17 [a]). Dennoch bleibt bei der gesto¨rten Bewegung die grundsa¨tzli-
che Struktur der ungesto¨rten Schwingung erhalten, so daß die Lo¨sung als orbital stabil
gegenu¨ber der aufgebrachten Sto¨rung zu bezeichnen ist. Diese Situation a¨ndert sich dra-
matisch bei einer Vergro¨ßerung der Sto¨rungsamplitude auf ε˜ = 4 · 10−2 (Bild 4.17 [b]).
In diesem Fall geht die Struktur der ungesto¨rten Lo¨sung vo¨llig verloren, da sich die
Sequenz der Systemzusta¨nde a¨ndert. Die gleiche Sto¨rungsgro¨ße bewirkt bei der nicht-
verzweigten Lo¨sung nur die bekannte quasi-periodische Lo¨sungsstruktur (Bild 4.15 [b]).
Zusammenfassend bleibt festzuhalten, daß fu¨r die Untersuchung des betrachteten Dela-
minationsproblems unverzweigte Lo¨sungen anzustreben sind, da solche Schwingungs-
formen eine geringe Sensitivita¨t gegenu¨ber permanenten Sto¨rungen begrenzten Aus-
maßes zeigen.
4.3 Beurteilung der Antwort im Frequenzbereich
4.3.1 Gestalt der erhaltenen Spektren
In den vorangegangenen Abschnitten wurde gezeigt, daß fu¨r alle relevanten Parameter
aufgrund der gewa¨hlten resonanten Anregung sowie der hohen Kontaktdissipation aus-
schließlich einperiodische Schwingungsantworten zu erwarten sind. Die Antwortperiode
T entspricht also dem Reziprokwert der Erregerfrequenz Ω/2π. Der Verlauf des zeit-
kontinuierlichen, periodischen Signals q(t) = q(t + nT ) la¨ßt sich durch eine komplexe
Fourier-Reihe der Form
q(t) = q(t + nT ) =
∞∑
n=−∞
Q¯ne
− nΩt , ∀n ∈ [−∞,∞] (4.28)
beschreiben. Die zugeho¨rigen Fourier-Koeﬃzienten Q¯n ∈ C ko¨nnen mit dem Aus-
druck
Q¯n =
1
T
∫ T/2
−T/2
q(t)e− nΩtdt , ∀n ∈ [−∞,∞] , (4.29)
berechnet werden. Die fu¨r die folgenden Betrachtungen ausschließlich interessierenden
Amplitudenbetra¨ge Qn ergeben sich damit aus der Beziehung
Q2n = (Q¯n)2 + (Q¯n)2 , ∀n ∈ [−∞,∞] . (4.30)
Die Fourier-Reihe (4.28) zeigt, daß die periodische Funktion q(t) durch ein diskretes
Linienspektrum repra¨sentiert wird. Die Frequenzanteile der einzelnen harmonischen
Funktionen besitzen einen Frequenzabstand der ein ganzzahliges Vielfaches der Er-
regerkreisfrequenz nΩ, ∀n ∈ [−∞,∞] ist. Wegen der Symmetrieeigenschaften der
Fourier-Koeﬃzienten [43] kann die Darstellung des zugeho¨rigen diskreten Ampli-
tudenspektrums auf den nicht-negativen Frequenzbereich (n ≥ 0) beschra¨nkt werden.
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Neben dem Gleichanteil Q¯0 und der Grundschwingungsamplitude Q¯1 treten die ho¨heren
Harmonischen der Erregerfrequenz Q¯n, ∀n ∈ [2,∞] auf. Letztere werden als superhar-
monische Anteile bezeichnet.
Der Sonderfall einer harmonischen Antwort ist in der obigen Darstellung enthalten.
Neben einem mo¨glichen Gleichanteil Q¯0 tritt dann nur eine einzige Linie Q¯1 im (ein-
seitigen) Amplitudenspektrum an der Stelle der Erregerfrequenz auf.
Infolge der Berechnung der Schwingungsantwort mit diskreten Zeitschritten oder der
zeitdiskreten Abtastung eines Signals im Experiment wird die gezeigte Fourier-
Transformation eines periodischen Signals fu¨r diskrete Zeitreihen beno¨tigt. Eine Pe-
riode T der zeitkontinuierlichen, periodischen Funktion q(t) = q(t + nT ) soll nun in
N ∈ N gleichgroße Zeitintervalle ∆t = T/N unterteilt werden. Den Kehrwert der
Zeitschrittgro¨ße bzw. der Abtastzeit ∆t bezeichnet die Abtastfrequenz fA. Das zeitdis-
krete, periodische Signal qi = q(ti) entsteht also durch N Werte, die zu den Zeitpunkten
ti = i∆t, ∀i ∈ [0, N−1] berechnet oder abgetastet wurden. Damit la¨ßt sich das Integral
der Gleichung (4.29) na¨herungsweise durch die Summe
Q¯n =
1
T
N−1∑
i=0
qie
− nΩti∆t =
1
N
N−1∑
i=0
qie
− ni 2π
N , ∀n ∈ [−∞,∞] (4.31)
ausdru¨cken. Die Symmetrieeigenschaft der Fourier-Koeﬃzienten bezu¨glich der Ordi-
natenachse bleibt erhalten. Allerdings tritt bei zeitdiskreten Funktionen zusa¨tzlich eine
periodische Wiederholung der Spektrallinien des Intervalls −N/2 ≤ n ≤ N/2 auf. Aus
den N zeitdiskreten Funktionswerten ko¨nnen somit N/2 Amplitudenbetra¨ge gewonnen
werden, so daß sich praktische Spektraldarstellungen diskreter Zeitreihen zumeist auf
den Bereich 0 ≤ n ≤ N/2 beschra¨nken. Die der Spektrallinie N/2 zugeordnete Fre-
quenz wird als Nyquist-Frequenz bezeichnet.
Die gezeigten Eigenschaften lassen sich im Amplitudenspektrum der in Bild 4.3 [a] dar-
gestellten Verschiebungszeitverla¨ufe wiederﬁnden. Es entstehen diskrete Linienspektren
mit signiﬁkanten superharmonischen Anteilen (Bild 4.18 [a]). Auch hier besta¨tigt sich
der Eindruck, daß Schwinger 1 nahezu harmonisch schwingt, wa¨hrend Schwinger 2
eine Reihe von Oberschwingungen zeigt. Da sehr hochfrequente Anteile hier keine nen-
nenswerten Amplituden aufweisen, wurden die Spektraldarstellungen in Bild 4.18 be-
reits deutlich unterhalb der Nyquist-Frequenz abgebrochen. Bei den Amplitudenspek-
tren der abgeleiteten Schwingungsgro¨ßen (Geschwindigkeit, Beschleunigung) ko¨nnen
erwartungsgema¨ß wesentlich ausgepra¨gtere superharmonische Anteile beobachtet wer-
den (Bild 4.18 [b]). Diese Tatsache ist auf die Eigenschaft der Fourier-Transformierten
von diﬀerentiell verknu¨pften Signalen zuru¨ckzufu¨hren (siehe auch [77]).
Die Grundschwingungsamplitude Q1 wird durch die resonante, harmonische Zwangs-
erregung gepra¨gt. Die superharmonischen Anteile spiegeln hingegen die Nichtlinea-
rita¨t des Systems wider. Ihre spektralen Amplituden enthalten Informationen u¨ber die
Schwingungseigenschaften der einzelnen Teilsysteme, die bei einer Schadenserkennung
von Interesse sind. Diese Tatsache soll im folgenden anhand eines Beispiels demonstriert
werden.
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Bild 4.18: Amplitudenspektrum der beiden Teilschwinger: [a] Spektren der Verschiebungs-
antwort, [b] Spektren der Geschwindigkeitsantwort.
4.3.2 Repra¨sentation von Systemeigenschaften im Linienspek-
trum des gescha¨digten Systems
Aus den bisherigen U¨berlegungen ist zu entnehmen, daß die periodischen Schwingungs-
antworten harmonisch erregter Systeme mit Scha¨digung zu Linienspektren fu¨hren, die
signiﬁkante Oberschwingungsanteile aufweisen. Im folgenden ist die Frage zu stellen,
welche Systemeigenschaften sich in der Gestalt des Linienspektrums wiederﬁnden und
somit die Amplituden der ho¨heren Harmonischen bestimmen.
Die Behandlung eines einfachen Beispiels genu¨gt fu¨r eine solche Untersuchung. Hierzu
kann die delaminierte Lamelle des betrachteten Modellproblems (vgl. Bild 2.4) als ein-
facher, gerader Balken angesehen werden, der durch Stoßbelastung angeregt wird.
Zuna¨chst soll zur prinzipiellen Systemcharakterisierung angenommen werden, daß der
Balken durch einen einzigen Schlag angeregt wird und anschließend frei ausschwingt.
Vereinfachend sei im weiteren vorausgesetzt, daß der Balken durch drei Eigenfrequen-
zen repra¨sentiert wird. Es ist bekannt, daß aufgrund der spektralen Eigenschaften einer
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solchen Schlagerregung die Schwingungsantwort im allgemeinen sa¨mtliche Eigenschwin-
gungsanteile entha¨lt und damit die Eigenfrequenzen des Balkens im Spektrum sichtbar
macht. Eine mo¨gliche Beschleunigungsantwort im Zeitbereich kann somit zum Beispiel
durch die Summe
a(t) = e−D0tA1 sin(2πf0t) + e−D12t (A2 sin(2πf1t) + A3 sin(2πf2t)) , ∀t ∈ [0,∞]
(4.32)
simuliert werden. Hierbei ist, den allgemeinen Beobachtungen folgend, eine langsam
abklingende Grundeigenschwingung f0 mit zwei schnell abklingenden ho¨heren Eigen-
schwingungen f1, f2 u¨berlagert. Die Da¨mpfungsmaße des Grundschwingungsanteils D0
und der ho¨heren Schwingungsanteile D12 unterscheiden sich im Beispiel um eine Zeh-
nerpotenz. Die Gro¨ße der einzelnen Eigenfrequenzen wurde fu¨r das betrachtete Beispiel
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Bild 4.19: Ausschwingvorgang bei einmaligem Stoßkontakt: [a] Zeitverlauf, [b] Spektrum.
mit f0 = 27Hz, f1 =
√
3 · 100Hz, f2 =
√
2 · 200Hz willku¨rlich gewa¨hlt. Das irrationale
Verha¨ltnis zwischen den einzelnen Frequenzanteilen stellt sicher, daß keine gemeinsame
Periodizita¨t zwischen den Eigenschwingungen auftritt, was dem allgemeinen Fall ent-
spricht, aber keine notwendige Voraussetzung darstellt. Die Phasenlage der einzelnen
Anteile ist fu¨r das Untersuchungsziel ohne Bedeutung, so daß vereinfachend verschwin-
dende Phasenwinkel vorausgesetzt werden. Bild 4.19 [a] zeigt als Resultat im Zeitbe-
reich eine abklingende Gesamtschwingung mit starker Anfangssto¨rung. Das transiente
Signal fu¨hrt im Frequenzbereich auf ein kontinuierliches Spektrum, das erwartungs-
gema¨ß drei markante Peaks an den Stellen der Eigenfrequenzen aufweist Bild 4.19 [b].
Im na¨chsten Schritt erfolgt der U¨bergang auf die Situation eines gescha¨digten Systems.
Hierbei erfolgt eine permanente harmonische Erregung des Systems, so daß ein peri-
odisch auftretender Stoßkontakt vorliegt. Die niedrigste Eigenfrequenz f0 soll nun im
Sinne einer permanenten Erregung fE = f0 dauerhaft angeregt werden. Der periodische
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Stoßkontakt fu¨hrt in jeder Erregerperiode zu einer Sto¨rung des harmonischen Verlaufes,
die infolge der hohen Kontaktdissipation schnell abklingt. In diesem Zusammenhang
(vgl. Bild 4.19) darf ohne Zweifel vorausgesetzt werden, daß diese Sto¨rung innerhalb
einer Periode vo¨llig abgebaut wird. Der Funktionsverlauf einer Periode wird durch q(t)
beschrieben. Der gesamte Zeitverlauf der geschilderten Situation a˜(t) besitzt damit die
periodische Struktur
a˜(t) =
∞∑
i=−∞
a˜0(t + nT ) mit a˜0(t) =
{
q(t) ∀t ∈ (−T/2, T/2]
0 ∀t ∈ (−T/2, T/2] . (4.33)
Zuna¨chst wird eine einzelne Periode der geschilderten Situation herausgelo¨st und als
transientes Signal betrachtet, um die spektralen Eigenschaften der Funktion a˜0(t) zu
untersuchen. Durch die hierbei herausgeschnittene Periode T , welche in ein ansonsten
verschwindendes Signal eingebettet ist, entsteht wiederum ein kontinuierliches Spek-
trum. Die abgeschnittene Grundschwingung liefert dabei eine Amplitudenverteilung
mit der Form eines Spaltsinus (sin(x)/x). Dies fu¨hrt im Vergleich zur obigen Darstel-
lung im Bild 4.19 [b] zu einer Verbreiterung des zugeho¨rigen Peaks (Bild 4.20 [b]) und
zur Verringerung der entsprechenden Amplitude. Unvera¨ndert sind jedoch die Peaks
der einzelnen involvierten Eigenfrequenzen f0, f1, f2 im Spektrum (Bild 4.20 [b]) deut-
lich erkennbar.
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Bild 4.20: Herausgelo¨ste Periode mit Stoßkontakt: [a] Zeitverlauf, [b] Spektrum.
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Durch eine unendliche periodische Fortsetzung des Signals q(t) entsteht entsprechend
Gleichung (4.33) der Zeitverlauf der interessierenden periodischen Funktion. Diese
Funktion kann a¨quivalent zu Gleichung (4.33) als Faltung der Funktion a˜0(t) mit einem
T -periodischen, unendlichen Pulszug sT (t)
a˜(t) = a˜0(t) ∗ sT (t) mit sT (t) =
∞∑
i=−∞
δ˜(t + nT ) (4.34)
geschrieben werden [76]. Mit Kenntnis der Fourier-Transformierten SΩ(ω) ↔ sT (t)
eines solchen Pulszuges
SΩ(ω) = ΩsΩ(ω) , (4.35)
die wiederum die Form eines Pulszuges mit dem Frequenzlinienintervall Ω tra¨gt, ist
auch die Gestalt des Spektrums von a˜(t) bekannt. Das Fourier-Integral A˜0(ω) fu¨r die
nicht-periodische Funktion a˜0(t) kann mit
A˜0(ω) =
∫ ∞
−∞
a˜0(t)e
− ωtdt =
∫ T/2
−T/2
a˜(t)e− ωtdt (4.36)
angeschrieben werden. Bekanntermaßen bildet die Faltung im Zeitbereich das Analogon
zur Multiplikation im Frequenzbereich, so daß mit der Beziehung (4.34) fu¨r das gesuchte
Fourier-Integral A˜(ω) der Ausdruck
A˜(ω) = A˜0(ω) SΩ(ω) (4.37)
entsteht. Durch Einfu¨hrung der Fourier-Summe SΩ(ω) des Pulskammes
A˜(ω) = A˜0(ω) Ω
∞∑
i=−∞
δ˜(ω − nΩ) = 2π
T
∞∑
i=−∞
A˜0(nΩ) δ˜(ω − nΩ) (4.38)
zerfa¨llt das Fourier-Integral A˜(ω) in eine Fourier-Summe. Die zugeho¨rigen Koeﬃ-
zienten A˜n ko¨nnen anhand von Gleichung 4.29 mit
A˜n =
1
T
∫ T/2
−T/2
a˜(t)e− nΩtdt =
A˜0(nΩ)
T
, ∀n ∈ [−∞,∞] (4.39)
angegeben werden. Dies bedeutet, daß die gesuchten Amplituden des diskreten Linien-
spektrums der Funktion a˜(t) proportional zum Verlauf A˜0 des kontinuierlichen Spek-
trums sind und sich an betreﬀender Stelle nur durch den Faktor 1/T unterscheiden.
Somit wird durch das diskrete Linienspektrum A˜ der periodischen Funktion a˜(t) das
kontinuierliche Spektrum A˜0 an diskreten a¨quidistanten Frequenzpunkten abgetastet.
Folglich sind die Eigenschaften des Grundsystems auch qualitativ im Linienspektrum
A˜ enthalten. Durch die diskrete Abtastung werden allerdings die Amplitudenspitzen
der einzelnen Eigenfrequenzen nicht exakt reproduziert, sondern sind nur schemenhaft
zu erkennen und nicht zur genauen Bestimmung einzelner Maxima geeignet. In diesem
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Zusammenhang ist die Tatsache oﬀensichtlich, daß solche Eigenfrequenzen, die unter-
halb der Erregerfrequenz fE liegen, durch das Raster der diskreten Abtastung mit n fE
fallen und im Linienspektrum nicht wiedergegeben werden.
Alle aufgezeigten Aspekte ko¨nnen anhand des Linienspektrums der betrachteten
Schwingung mit periodischem Stoßkontakt nachvollzogen werden (Bild 4.21 [b]).
Zum Vergleich wird zusa¨tzlich das mit 1/T normierte kontinuierliche Spektrum aus
Bild 4.20 [b] angegeben.
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Bild 4.21: Schwingung mit periodischem Stoßkontakt: [a] Zeitverlauf, [b] Spektrum.
Abschließend bleibt festzuhalten, daß die periodischen Antwortsignale delaminierter
Strukturen zu superharmonischen Anteilen in den zugeho¨rigen Spektren fu¨hren. Die
Amplitudenbetra¨ge der Oberschwingungsanteile sind mit den Schwingungseigenschaf-
ten (Resonanzfrequenzen) der Teilschwinger verknu¨pft, welche qualitativ und diskret
abgetastet im Linienspektrum der Antwort enthalten sind. Ohne Zweifel ist das be-
handelte Beispiel nur zum grundsa¨tzlichen Versta¨ndnis geeignet, es zeigt jedoch in
eindrucksvoller Weise, wie sich der ,Fingerabdruck’ einzelner Systemeigenschaften in
den nichtlinearen Schwingungsantworten wiederﬁndet.
4.4 Bewertung der Linearita¨tsabweichung von
Strukturschwingungen
Wie sich bereits gezeigt hat, reagieren Systeme der betrachteten Problemklasse auf
eine harmonische Zwangserregung mit nicht-harmonischen Schwingungsantworten im
stationa¨ren Zustand. Die Wirkung ihres nichtlinearen Charakters fu¨hrt also zu einer
signiﬁkanten A¨nderung der Schwingungsantwort gegenu¨ber einem linearen System.
Eine Nichtlinearita¨tsanalyse verfolgt im allgemeinen zwei Ziele: (1) die Nichtlinearita¨t
eines Systems aufzudecken und (2) zu quantiﬁzieren. Auf dem Gebiet der mechanischen
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Schwingungen haben solche Indikatoren bislang kaum Eingang gefunden. Da dieser Ge-
sichtspunkt gerade im Hinblick auf die Verbesserung von Modellgenauigkeiten sowie die
Auslegung experimenteller Versuche erhebliche Bedeutung besitzt, sind in ju¨ngster Zeit
versta¨rkte Aktivita¨ten in diesem Forschungsbereich zu beobachten, welche in erster Li-
ne auf Standardschwingversuche abzielen (z.B [27]).
Indikatoren hinsichtlich der Linearita¨tsabweichungen ko¨nnen prinzipiell nach direkten
und indirekten Teststrategien unterschieden werden. Direkte Indikatoren gewinnen die
Informationen u¨ber die Linearita¨tsabweichung unmittelbar aus den jeweiligen Schwin-
gungsdaten (z.B. Hilbert-Transformation). Dem gegenu¨ber nutzen indirekte Strategi-
en sogenannte Linearita¨tstests (z.B. Superpositions- und Reziprokita¨tstests) und u¨ber-
pru¨fen, inwieweit die vorausgesetzte Linearita¨t durch das Strukturverhalten verletzt
wird. Daru¨ber hinaus ko¨nnen die Nichtlinearita¨tsindikatoren hinsichtlich des beno¨tig-
ten Typs des Erregersignals klassiﬁziert werden.
Im vorliegenden Fall wird eine harmonische Zwangserregung des Systems vorgese-
hen. Wie in den vorangegangen Abschnitten gezeigt wurde, ko¨nnen bei delaminier-
ten Systemen in der Regel periodische Antworten erwartet werden, deren Fourier-
Transformierte damit superharmonische Anteile aufweisen. Oft ist es nicht praktikabel
periodische Schwingungen anhand ihrer Spektren direkt zu vergleichen, sondern im
Sinne einer Datenreduktion auf ein ,verschmiertes’ Nichtlinearita¨tsmaß zuru¨ckzugrei-
fen. Ein solches Maß bietet der aus der Elektrotechnik bekannte Klirrfaktor [80], der
im folgenden auf mechanische Schwingungen u¨bertragen werden soll.
Klirrfaktor.
Der Klirrfaktor bietet ein robustes Maß fu¨r die Abweichung einer periodischen Zeitreihe
gegenu¨ber einem harmonischen (sinusfo¨rmigen) Signal. Fu¨r eine entsprechende Analy-
se wird lediglich die Fourier-Transformierte der periodischen Zeitreihe beno¨tigt. Der
Klirrfaktor ist in die Klasse der direkten Nichtlinearita¨tsindikatoren einzuordnen. Er
gestattet sowohl die Erkennung als auch die zahlenma¨ßige Quantiﬁzierung der Nicht-
linearita¨t. Als Voraussetzung fu¨r seine Anwendung muß eine harmonische Strukturan-
regung vorliegen. Der Ausdruck
d =
√√√√√
m∑
i=2
Ai
2
A1
2 , d ∈ R+ (4.40)
gestattet die Berechnung des Klirrfaktors d (,distortion factor’). Dabei werden die
Amplituden der superharmonischen Anteile Ai, ∀i ∈ [2,∞] der Grundschwingungs-
amplitude A1 gegenu¨bergestellt. Eine harmonische Antwort wird oﬀensichtlich durch
einen verschwindenden Klirrfaktor d = 0 angezeigt. Fu¨r praktische Belange kann zu-
meist eine Beru¨cksichtigung von m = 20 Superharmonischen als ausreichend betrachtet
werden.
Wird die Berechnungsvorschrift (4.40) auf die Spektren der Verschiebungsantwort aus
Bild 4.18 [a] angewendet, ergeben sich Klirrfaktoren von d1 = 2.26% fu¨r Schwingung
der Masse 1 sowie von d2 = 13.52% fu¨r die Bewegung der zweiten Masse. Die entspre-
chenden Nichtlinearita¨tsmaße fu¨r die Geschwindigkeitsverla¨ufe (Bild 4.18 [b]) betragen
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d1 = 4.75% und d2 = 36.05%. Die Vermutungen aus Abschnitt 4.3 hinsichtlich der
Nichtlinearita¨tsverteilung zwischen den beiden Schwingern werden hiermit quantitativ
besta¨tigt. Daru¨ber hinaus zeigt sich die Anhebung des Nichtlinearita¨tspegels bei Be-
trachtung der abgeleiteten Schwingungsgro¨ßen, zum Beispiel der Geschwindigkeiten.
4.5 Erweitertes Stoßschwingermodell
Die durch einen Schaden induzierte Nichtlinearita¨tsursache besitzt a¨ußerst lokalen Cha-
rakter. Gescha¨digte Strukturen sind also dadurch gekennzeichnet, daß ra¨umlich be-
grenzte Teile des Systems eine hohe Nichtlinearita¨t hervorbringen, wa¨hrend die u¨brigen
Teile essentiell lineares Verhalten aufweisen.
Von Interesse fu¨r die Schadenserkennung anhand der Strukturnichtlinearita¨t ist die
Auswirkung der nichtlinearen Pha¨nomene im Schadensbereich auf die Schwingungsant-
worten der ungescha¨digten Strukturteile. Das Vorhandensein und die Detektierbarkeit
einer solchen Auswirkung ist Voraussetzung fu¨r eine Schadensprognose auf Systemebe-
ne (globale Schadenserkennung).
Fu¨r diesen Zweck wird das vorgestellte Mehrko¨rpermodell im folgenden um einen un-
gescha¨digten Bereich erweitert. Auch hier soll die Anzahl der Freiheitsgrade auf ein
Minimum beschra¨nkt werden. Die Diskussion dieses Systems soll im Rahmen der vor-
liegenden Arbeit nur auf die Grundzu¨ge der gegenu¨ber dem Zwei-Massen-System neu
hinzukommenden Pha¨nomene beschra¨nkt werden.
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Bild 4.22: Erweitertes Minimalmodell fu¨r Schwingungen delaminierter Strukturen.
Das Modell basiert auf 4 konzentrierten Massen, die durch elastische Steiﬁgkeiten an-
hand der dargestellten Balkenstruktur miteinander verknu¨pft sind. Die Querschnitts-
verha¨ltnisse entsprechen wieder den realen Vorgaben des delaminierten Balkens aus
Bild 2.4. Die Massen m1 repra¨sentieren den nicht-gescha¨digten Teil, wa¨hrend die Mas-
sen m2, m3 das Delaminationsszenario abbilden. Die dynamischen Eigenschaften wur-
den derart gewa¨hlt, daß die niedrigsten (linearen) Eigenfrequenzen des Restquerschnitts
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und der delaminierten Schicht mit den entsprechenden Werten des realen Modellbal-
kens u¨bereinstimmen und somit auch dem Frequenzverha¨ltnis ω1/ω2 des bisherigen
Modells genu¨gen. Am Ort der Koordinate x1 wird das System durch eine harmonische
Vertikalkraft F (t) = Fˆ sin(Ωt) angeregt, deren Kreisfrequenz Ω die Gro¨ße der niedrig-
sten Eigenkreisfrequenz des Restquerschnitts besitzt. Im Sinne von freien Randbedin-
gungen ist das System nur (na¨herungsweise) in den Knotenpunkten der zugeho¨rigen
Eigenform in Ruhe und kann dort, mit Blick auf spa¨tere Experimente, als gehalten
betrachtet werden. Insgesamt stellt das Modell somit eine konsequente Erweiterung
des oben diskutierten Zwei-Massen-Problems dar.
4.5.1 Mechanisch-mathematische Beschreibung des erweiter-
ten Modells
Die mathematische Beschreibung fu¨hrt wieder zur Problematik der Integration eines
Systems mit vera¨nderlicher Struktur und zeitvarianter Koordinatenanzahl. Grundsa¨tz-
lich bleiben die mo¨glichen Systemzusta¨nde (Z1,3: getrennte / gemeinsame Bewegung
im delaminierten Bereich, Z2: Stoß) sowie die zugeho¨rigen Indikator- und U¨bergangs-
funktionen gegenu¨ber dem zuvor erla¨uterten System (Abschnitt 4.2) unvera¨ndert und
gestatten eine analoge Verwendung fu¨r das erweiterte Modell. Lediglich die mathe-
matische Beschreibung der beiden zeitlich nicht-singula¨ren Bewegungszusta¨nde (Z1:
getrennte Bewegung / Z3: Bewegung mit permanentem Kontakt im delaminierten Be-
reich) muß gea¨ndert werden.
Die beiden genannten Systemzusta¨nde ko¨nnen mit 4 (Z1) bzw. 3 (Z3) unabha¨ngigen
Koordinaten dargestellt werden. Infolgedessen la¨ßt sich die Schwingung jeweils durch
ein System von n, (n = 3 ∨ 4) linearen, gekoppelten Bewegungsgleichungen in Form
einer Vektordiﬀerentialgleichung
Mx¨(t) + Dx˙(t) + Kx(t) = F(t) (4.41)
mathematisch beschreiben. Die Massenmatrix M kann in Abha¨ngigkeit von der Sy-
stemstruktur mit
M =
{
diag [m1, m2, m3, m1] : Z1
diag [m1, m2 + m3, m1] : Z3
(4.42)
angeben werden. Die Steiﬁgkeitsmatrix K la¨ßt sich aus den Nachgiebigkeiten der Bal-
kenstruktur des Modells gewinnen. Diese Matrix ist voll besetzt und weist analog
zur Massenmatrix M eine vera¨nderliche Gro¨ße in Abha¨ngigkeit des Systemzustan-
des auf. Die Materialda¨mpfung wird durch den Ansatz einer proportionalen Da¨mpfung
(Rayleigh-Da¨mpfung) erfaßt. Die Da¨mpfungsmatrix wird hierbei aus einer Linear-
kombination von Steiﬁgkeits- und Massenmatrix
D = αM+ βK (4.43)
gebildet. Die Konstanten α, β ko¨nnen aus dem Da¨mpfungsgrad (siehe Tabelle 4.1) der
ersten beiden Eigenformen bestimmt werden [77]. Dabei bietet sich die Mo¨glichkeit die
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in der Regel sta¨rkere Da¨mpfung von ho¨heren Eigenformen [24] in α und β zu beru¨ck-
sichtigen. U¨blicherweise wird von einer Verdopplung des Da¨mpfungsgrades zwischen
zwei aufeinanderfolgenden Eigenschwingungen ausgegangen [77].
Der Erregerkraftvektor besitzt analog zu der Gro¨ße der Systemmatrizen 4 bzw. 3 Kom-
ponenten
F =


[
Fˆ sin(Ωt), 0, 0, 0
]T
: Z1[
Fˆ sin(Ωt), 0, 0
]T
: Z3
. (4.44)
Die Integration der Bewegungsgleichungen (4.41) erfolgt durch eine modale Zerlegung.
Voraussetzung hierfu¨r ist die Kenntnis der Eigenlo¨sung des zu (4.41) geho¨rigen homo-
genen Gleichungssystems. Falls die Da¨mpfung bei der Bestimmung der Eigenlo¨sung
vernachla¨ssigt wird, ergibt sich das homogene System
Mx¨(t) + Kx(t) = 0 . (4.45)
Ein Exponentialansatz liefert das polynomiale Eigenwertproblem
(λM+ K) = (−ω2M+ K) = 0 . (4.46)
Die Gesamtheit der den Eigenwerten ωi zugeordneten Eigenvektoren ϕi ergibt die Mo-
dalmatrix Φ mit
Φ= [ϕ1, ϕ2, · · · , ϕn] . (4.47)
Angemerkt sei an dieser Stelle, daß jeder der beiden Bewegungszusta¨nde Z1, Z3 eine
zugeho¨rige Modalmatrix Φ besitzt.
Die Orthogonalita¨tseigenschaften der Eigenvektoren ϕi erlauben eine Entkopplung des
Systems der Bewegungsgleichungen (4.41) mit Hilfe des Produktansatzes
x(t) =
n∑
i=1
ϕiqi(t) = Φq(t) , n = 4 ∨ 3 (4.48)
durch eine Transformation in den Modalraum (siehe auch Abschnitt 6.2.2.1). Hierbei
wird q(t) als modale oder generalisierte Antwort bezeichnet. U¨ber den Ansatz (4.48)
wird die reale Schwingungsantwort x(t) an jedem Freiheitsgrad durch Superposition
der Eigenformen ϕi gewonnen, die mit der jeweiligen modalen Antwort qi(t) gewichtet
sind. Mit Hilfe des Annahme der Rayleigh-Da¨mpfung (4.43) wird die Mo¨glichkeit
einer modalen Entkopplung der Da¨mpfungsmatrix D sichergestellt. Hiermit entstehen
n unabha¨ngige Diﬀerentialgleichungen der Form
m˘i q¨(t) + d˘i q˙(t) + k˘i q(t) = f˘i(t) . (4.49)
Darin sind m˘i, d˘i, k˘i Elemente der modalen Massen-, Da¨mpfungs- und Steiﬁgkeitsma-
trix
M˘ = ΦTMΦ , D˘ = ΦTDΦ , K˘ = ΦTKΦ , (4.50)
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die jeweils Diagonalform besitzen. Der Vektor der modalen Erregerkra¨fte F˘ entsteht
aus der Transformation
F˘ = ΦTF . (4.51)
Die modalen entkoppelten Diﬀerentialgleichungen sind a¨quivalent zu den Bewegungs-
gleichungen eines entsprechenden linearen Einmassenschwingers. Die modale Schwin-
gungsantwort fu¨r die einzelnen modalen Freiheitsgrade i wa¨hrend des k-ten Bewegungs-
abschnittes kann durch die bekannte analytische Lo¨sung der zugeho¨rigen inhomogenen
Diﬀerentialgleichung mit
q
〈k〉
i (t) = a˘i sin
(
Ω(t〈k〉s + t)− b˘i
)
+ e−D˘iωit
(
α˘
〈k〉
i cos(ν˘iωit) + β˘
〈k〉
i sin(ν˘iωit)
)
(4.52)
angegeben werden. Die Gro¨ße t
〈k〉
s markiert den Startzeitpunkt des k-ten Systemzu-
standes, welcher mit der lokalen Zeit t = 0 beginnt. Die zeitinvarianten Konstanten der
partikula¨ren Lo¨sung ko¨nnen mit
a˘i =
f˘i√
(k˘i − m˘iΩ2)2 + (d˘iΩ)2
sowie tan(b˘i) =
d˘iΩ
k˘i − m˘iΩ2
(4.53)
angeschrieben werden. Im u¨brigen gelten die Abku¨rzungen
D˘i =
d˘i
2m˘iωi
und ν˘i =
√
1− D˘2i . (4.54)
Schließlich mu¨ssen die fu¨r den k-ten Bewegungsabschnitt gu¨ltigen Konstanten der ho-
mogenen Lo¨sung α˘
〈k〉
i , β˘
〈k〉
i aus den modalen Anfangsbedingungen q
〈k〉
i,0 , q˙
〈k〉
i,0 bestimmt
werden. Dabei gilt analog zu Gleichung (4.48)
x
〈k〉
0 = Φq
〈k〉
0 sowie x˙
〈k〉
0 = Φq˙
〈k〉
0 . (4.55)
4.5.2 Ergebnisse des erweiterten Stoßschwingermodells
Zuna¨chst sei angemerkt, daß alle grundsa¨tzlichen Pha¨nomene aus dem zuvor betrach-
teten Zwei-Massen-Modell auch im erweiterten System wiedergefunden werden. Dies
stellt somit eine Besta¨tigung der bisher gewonnenen Resultate dar. Einzelne Ergebnisse
eines Sonderfalls des erweiterten Modells sind in [68], [66] nachzulesen.
Im folgenden soll das Augenmerk ausschließlich auf das Verha¨ltnis der Nichtlinearita¨t
zwischen den Schwingungsantworten der einzelnen Koordinaten gerichtet werden. An-
hand des Zwei-Massen-Modells wurde bereits nachgewiesen, daß die Schwingungsant-
worten in unmittelbarer Umgebung einer Scha¨digung deutlich von denen einer un-
gescha¨digten Struktur abweichen. Als na¨chstes ist die Frage zu beantworten, ob die
lokal auftretenden nichtlinearen Pha¨nomene derart dominant sind, daß sie sich signiﬁ-
kant auf den globalen Bewegungsablauf (auch im ungescha¨digten Strukturbereich) aus-
wirken. Verallgemeinert man diese Fragestellung, so ist zu untersuchen, ob eine lokale
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Nichtlinearita¨tsquelle das essentiell lineare Verhalten einer Struktur zu sto¨ren vermag,
so daß dieses weit außerhalb der Quelle detektierbar ist. Eine solche Charakteristik ist
notwendige Voraussetzung fu¨r die angestrebte Schadenserkennung auf Systemebene.
Der Nachweis dieser Eigenschaft gelingt mit dem betrachteten Vier-Massen-Modell
(Bild 4.22). Bild 4.23 zeigt die Gro¨ße der Nichtlinearita¨ten (Klirrfaktoren di), die an-
hand der Geschwindigkeitsantwort x˙ an den 4 Koordinaten erhalten werden. Fu¨r die
zugrundeliegende Berechnung wurden alle physikalischen und numerischen Parameter
analog zu Tablelle 4.1 gewa¨hlt.
= 6.99 %d4
d2 = 29.07 %
= 6.76 %d1
d3 = 46.68 %
Erregung
Bild 4.23: Klirrfaktoren fu¨r die Geschwindigkeitsantwort im gescha¨digten (d(X˙2), d(X˙3))
und ungescha¨digten Strukturbereich (d(X˙1), d(X˙4)).
Oﬀenbar werden an allen Freiheitsgraden nichtlineare Schwingungsantworten erhal-
ten. Da der Restquerschnitt eine wesentlich gro¨ßere Masse (m2) als die delaminierte
Schicht (m3) besitzt, liegen an der Koordinate x3 Schwingungsantworten mit einem
wesentlich ausgepra¨gteren Nichtlinearita¨tsmaß vor. Die im gescha¨digten Bereich in-
duzierten Nichtlinearita¨ten pﬂanzen sich auf den ungescha¨digten Bereich fort. Auch
dort werden deutlich nichtlineare Schwingungsantworten verzeichnet, wenngleich das
zugeho¨rige Nichtlinearita¨tsmaß geringer ist. Die erhaltenen Spektren betonen diesel-
ben superharmonischen Anteile, wie die Schwingungsantworten der Koordinate x2 des
gescha¨digten Bereiches. Dies ist mit den U¨berlegungen zum periodischen Stoßkontakt
aus dem Beispiel des Abschnitts 4.3 zu begru¨nden.
Durchgriﬀ der Nichtlinearita¨t.
Die Beeinﬂussung der Schwingungsantworten durch die schadensinduzierte Nichtlinea-
rita¨t kann durch die Einfu¨hrung des Koeﬃzienten D quantiﬁziert werden, der als Durch-
griﬀ bezeichnet wird. Diese Gro¨ße stellt ein grobes Maß fu¨r globale Schadensauswirkung
dar. Hierzu wird der Klirrfaktor d0 der Schwingungsantwort an der Schadensstelle dem
Klirrfaktor di an der zu charakterisierenden Stelle anhand des Ausdrucks
D(0→i) =
di
d0
, D(0→i) ∈ R+ . (4.56)
gegenu¨bergestellt. Fu¨r diese Betrachtung erscheint es sinnvoll die Antwort des Rest-
querschnittes in Delaminationsmitte (repra¨sentiert durch die Koordinate x2: d0 = d2)
als Schadensquelle zu deﬁnieren. Besteht kein Einﬂuß der schadensinduzierten Nichtli-
nearita¨t auf einen ausgewa¨hlten Testpunkt i wird ein verschwindender Durchgriﬀskoef-
ﬁzient D(0→i) = 0 erhalten. Im betrachteten Fall (siehe Bild 4.23) ist erwartungsgema¨ß
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ein starker Durchgriﬀ des Schadensereignisses auf die Antworten im ungescha¨dig-
ten Bereich zu beobachten. Die entsprechenden Durchgriﬀskoeﬃzienten ko¨nnen mit
D(0→1) = 22.9% fu¨r die Stelle der Koordinate x1 und D(0→4) = 24.0% fu¨r x4 berechnet
werden.
Anhand der vorgefundenen Gro¨ßenordnung des Durchgriﬀs darf im weiteren eine glo-
bale Auswirkung einer Delaminationsscha¨digung auf das Schwingungsverhalten sicher
vorausgesetzt werden. Die tatsa¨chliche Gro¨ße des Durchgriﬀs wird ohne Zweifel von den
Gegebenheiten des jeweils betrachteten Systems abha¨ngen (vgl. [72]). Hierbei spielt ne-
ben der eingestellten Schwingungsform (z.B. Phasenlage zwischen den Bewegungen der
delaminierten Teile) insbesondere das Querschnittsverha¨ltnis von delaminierter Schicht
und Restquerschnitt sowie die Delaminationstopologie eine wichtige Rolle. Dagegen
darf erwartet werden, daß der Stoßkoeﬃzient bei verschiedenen Delaminationsszena-
rien nahezu invariant ist und somit keine wesentlichen A¨nderungen des Durchgriﬀs
verursacht. Die Einﬂußgro¨ßen werden anhand experimenteller Untersuchungen im Ab-
schnitt 6.2.3 noch weiter beleuchtet.
4.6 Schlußfolgerungen aus den theoretischen Un-
tersuchungen an Minimalmodellen
Zusammenfassend la¨ßt sich festhalten, daß die Beru¨cksichtigung des als ,clapping’-
Pha¨nomen bezeichneten Schadensmechanismus in nicht-glatten mechanischen Model-
len zu einer deutlichen A¨nderung der Gestalt des Schwingungsverlaufes gegenu¨ber ei-
nem ungescha¨digtem System fu¨hrt. Aufgrund der Bindungsunilateralita¨t sowie der sich
wa¨hrend einer Schwingung einstellenden Stoßvorga¨nge wird bei delaminierten Syste-
men ein stark nichtlineares Schwingungsverhalten beobachtet. Hierbei erweist sich ei-
ne resonante, harmonische Anregung des Systems als wirksamer Erregermechanismus
fu¨r die gezielte Einstellung der schadensbezogenen Nichtlinearita¨ten. Die an der Scha-
densstelle generierten Pha¨nomene besitzen einen durchdringenden Charakter, so daß
auch im ungescha¨digten Strukturbereich deutliche Abweichungen vom zu erwarten-
den linearen Systemverhalten registriert werden ko¨nnen. Eine Schadensdiagnose auf
Systemebene ist damit mo¨glich. Als quantitatives Maß fu¨r die Linearita¨tsabweichung
einer Schwingungsantwort wurde der Klirrfaktor eingefu¨hrt. Dieser kann im weiteren
zur Bewertung des Systemzustandes genutzt werden. Fu¨r die folgenden komplexeren
Strukturmodelle ist daher die Erfassung der aufgezeigten Nichtlinearita¨ten von zentra-
ler Bedeutung, da diese oﬀensichtlich den Scha¨digungszustand repra¨sentieren.
Nicht-glatte Systeme mit Sto¨ßen zeigen ein ausgepra¨gtes Verzweigungsszenario.
Abha¨ngig von den physikalischen (z.B. Erregerfrequenz) und numerischen Parametern
(z.B. Zeitschrittgro¨ße) tritt eine Vielfalt unterschiedlicher Bewegungstypen auf. Dies
ko¨nnen sowohl einperiodische als auch subharmonische oder hochperiodische Lo¨sungen
sein. Die angestellten Parameterstudien zeigen indes, daß aus dieser Menge fu¨r alle
praktisch relevanten Parameterbereiche ausschließlich einperiodische Lo¨sungen mit ei-
ner Kontaktphase in jeder Erregerperiode zu erwarten sind. Diese Tatsache wird im
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weiteren auch die Experimente (siehe Kapitel 6) besta¨tigt. In den beiden bisher be-
trachteten Minimalmodellen konnten die dominanten Schwingungspha¨nomene in guter
U¨bereinstimmung beobachtet werden, so daß insgesamt von einem robusten System-
verhalten hinsichtlich der schadensinduzierten Pha¨nomene ausgegangen werden kann.

5Analyse schwingender Kontinua
mit Stoßkontakt auf der Basis der
Finite Elemente Methode
Im vorliegenden Kapitel werden nach einem kurzen allgemeinen Einblick in die Grundla-
gen der Finite Elemente Methode die zur Berechnung schwingender Kontinua mit Stoßkon-
takt vordergru¨ndig interessierenden Problemkreise der numerischen Zeitintegration sowie der
Kontaktformulierung diskutiert. Nach einem U¨berblick u¨ber die klassischen Verfahren zur
Erfassung von Kontaktnebenbedingungen wird die Erweiterung der Penalty-Regularisierung
fu¨r dynamische, dissipative Kontakte vorgestellt. Anhand eines Starrko¨rpersystems werden
anschließend die Einﬂu¨sse der Regularisierungsparameter und der zeitlichen Diskretisierung
auf den berechneten Lo¨sungstyp analysiert. Abschließend wird der beim Delaminationspro-
blem auftretende linienhafte Querstoßkontakt anhand einer realistischen Modellsituation un-
tersucht. Zur numerischen Abbildung dieses speziellen Kontakttyps wird eine Kontaktformu-
lierung entwickelt, welche hauptsa¨chlich die Eigenschaften des Newton-Stoßes nutzt und sich
als robuste Alternative zum Penalty-Verfahren mit viskosem Kontaktda¨mpfer erweist.
5.1 Grundlagen zur Anwendung der Finite Elemen-
te Methode fu¨r dynamische Kontaktprobleme
Eine Vielzahl konkreter Problemstellungen aus den ingenieurwissenschaftlichen Diszi-
plinen (z.B der Festko¨rper- oder Stro¨mungsmechanik) fu¨hrt bei ihrer mathematischen
Formulierung auf partielle Rand- und Anfangswertprobleme. In nur wenigen Fa¨llen
gelingt es fu¨r solche Probleme eine analytische Lo¨sung zu ﬁnden, da insbesondere die
Erfu¨llung der Randbedingungen mit Schwierigkeiten verbunden ist. Zur Lo¨sung konkre-
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ter Probleme, beschrieben durch partielle Diﬀerentialgleichungen, werden verschiedene
Na¨herungsverfahren eingesetzt. Seitdem leistungsfa¨hige Rechner zur Verfu¨gung stehen,
hat sich in diesem Zusammenhang die Finite Elemente Methode (FEM) zum wichtig-
sten Verfahren fu¨r die numerische Approximation von Lo¨sungen partieller Rand- und
Anfangswertprobleme entwickelt. Die FEM stellt ein ﬂexibles Verfahren dar, das es in
vielen Anwendungsbereichen ermo¨glicht, anspruchsvollere und damit aussagekra¨ftigere
mathematische Modelle einzusetzen.
Als grundlegende Idee der FEM kann die Approximation des Gesamtverhaltens einer
komplexen Struktur angesehen werden, die durch Einfu¨hrung einfacher Ansa¨tze auf
Teilgebieten, den Finiten Elementen, gelingt. Aus Analogiegru¨nden sei an das Ritzsche
Verfahren [83], [30], [8] zur numerischen Lo¨sung von Randwertaufgaben erinnert.
Zur Umsetzung des Finite-Elemente-Konzeptes sind im allgemeinen verschiedene Na¨he-
rungen notwendig. Zum einen wird das zu beschreibende, beliebig berandete Gebiet
durch eine Menge Finiter Elemente approximiert. Zum anderen treten die Feldgro¨ßen
(z.B Verschiebungen) nur als Na¨herung auf. Schließlich ko¨nnen die erhaltenen Inte-
gralausdru¨cke fu¨r die einzelnen Elemente ha¨uﬁg nicht mehr exakt, sondern nur mittels
numerischer Integration berechnet werden, die unter Umsta¨nden zu weiteren Fehlern
fu¨hrt.
Im folgenden wird nur soweit auf Grundlagen der Methode eingegangen, wie sie fu¨r
die Entwicklung der vorliegenden Arbeit beno¨tigt werden. Eine detaillierte Darstellung
mit unterschiedlichen Schwerpunkten ﬁndet sich z.B. in den Arbeiten von Bathe [4],
Hughes [42], Link [52], Wriggers [101] und Zienkiewicz & Taylor [105].
Fu¨r zahlreiche Problemstellungen kann bei der Anwendung der FEM auf fundierte
Grundlagen zuru¨ckgegriﬀen werden. In anderen Anwendungsfeldern ist dagegen die
Entwicklung keineswegs als abgeschlossen zu betrachten. Dies triﬀt zum Beispiel auf
die zuverla¨ssige Simulation stationa¨rer, nicht-glatter Schwingungen zu, wie sich auch
im weiteren noch zeigen wird.
5.1.1 Schwache Form des Gleichgewichts und ra¨umliche Dis-
kretisierung
Entsprechend den vielfa¨ltigen Anwendungen wird die FEM ganz unterschiedlich rea-
lisiert, so daß im folgenden nur ihre Grundidee im Hinblick auf Probleme der Elasto-
dynamik skizziert werden soll. Zuna¨chst wird die schwache Form des Gleichgewichts
dargestellt und anschließend die Gebietszerlegung, die zu den Finiten Elementen fu¨hrt,
besprochen.
Die schwache Form des Gleichgewichts.
Voraussetzung fu¨r die Formulierung einer FE-Methode ist die U¨berfu¨hrung des Gleich-
gewichts in die sogenannte schwache Form. Dies kann zum Beispiel mittels der Ga-
lerkin-Methode erfolgen, die als Sonderfall aus der Methode der gewichteten Residuen
hervorgeht. Fu¨r die schwache Form eines Anfangs-Randwertproblems wird die lokale
Impulsbilanz
divσ + p = x¨ , (5.1)
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worin σ die Cauchy-Spannnungen, x¨ die Tra¨gheit und p die eingepra¨gten Volu-
menkra¨fte bezeichnen, mit einer Testfunktion δu skalar multipliziert und anschließend
u¨ber das Gebiet 0 integriert. Durch Anwendung der partiellen Integration und unter
Beachtung der kinematischen Beziehungen (siehe z.B. [101]) wird letztlich die schwache
Form der Diﬀerentialgleichung∫
0
0x¨ · δu dV +
∫
0
S : δE dV −
∫
0
0p · δu dV −
∫
ΓN
t0 · δu dΓ = 0 (5.2)
erhalten. Hierin bezeichnet S den zweiten Piola-Kirchhoff-Spannungstensor, E den
Green-Lagrange-Verzerrungstensor, t0 die Randspannungen auf dem Randbe-
reich ΓN und 0 die Massendichte in der Referenzkonﬁguration. Die Impulsbilanz und
die natu¨rlichen Randbedingungen werden nach der Beziehung (5.1) nur schwach, d.h.
nicht an jedem materiellen Punkt sondern nur im integralen Mittel des betrachteten
Gebietes  erfu¨llt. Die Verschiebungsgro¨ßen stellen die Prima¨rvariablen des Problems
dar.
Ra¨umliche Diskretisierung.
Bei der ra¨umlichen Diskretisierung des Gebietes 0 wird eine Unterteilung 0 → 〈h〉0
in ne einfach zu beschreibende Teilgebiete, die Finiten Elemente, vorgenommen:
0 ≈ 〈h〉0 =
ne⋃
e=1
e . (5.3)
Die assemblierten Elemente mu¨ssen die Geometrie stetig approximieren. Es du¨rfen also
weder Freira¨ume noch U¨berdeckungen im Gebiet  auftreten.
Aus der kontinuierlichen schwachen Form (5.2) wird durch Einfu¨hrung lokaler Ansatz-
und Testfunktionen auf Elementebene das zu lo¨sende diskrete Finite-Elemente-Problem
erhalten. Wird hierfu¨r das Bubnov-Galerkin-Verfahren verwendet, entstammen
Ansatz- und Testfunktionen aus dem selben Funktionenraum [105]. Grundsa¨tzlich kann
also die Lo¨sung im Element durch eine Linearkombination der n Ansatzfunktionen NI
und der diskreten Knotenwerte uI mit
u(X) =
n∑
I=1
NI(X) uI (5.4)
angena¨hert werden. An die Ansa¨tze sind gewisse Anforderungen zum Beispiel hinsicht-
lich ihrer Stetigkeit zu stellen. Durch Assemblierung der einzelnen Elemente gehen die
lokalen Beziehungen auf Elementebene in die globalen Beziehungen auf Systemebene
u¨ber. Im Endergebnis der ra¨umlichen Diskretisierung entsteht ein semi-diskretes Sy-
stem (raumdiskret, zeitkontinuierlich) gewo¨hnlicher Vektordiﬀerentialgleichungen der
bekannten Form
Mu¨(t) + Ku(t) = F(t) . (5.5)
Die zugeho¨rigen Systemmatrizen M, K sind durch den elementweisen Zusammenbau
des globalen Gleichungssystems im allgemeinen du¨nn besetzt und besitzen in Abha¨ngig-
keit des Diskretisierungsgrades eine beachtliche Gro¨ße. Die Gu¨te der Approximation
86 5 Analyse schwingender Kontinua mit Stoßkontakt auf der Basis der Finite Elemente Methode
steigt im allgemeinen mit der Erho¨hung der Elementanzahl. Das urspru¨ngliche Konti-
nuumsproblem reduziert sich damit auf ein diskretes System mit einer endlichen Anzahl
an Freiheitsgraden.
Nach dem Abschluß des Schrittes der ra¨umlichen Diskretisierung sowie der anschließen-
den Aufstellung der Systemmatrizen liegen die konstitutiven Gleichungen des urspru¨ng-
lichen partiellen Anfangs-Randwertproblems als System gewo¨hnlicher Bewegungsglei-
chungen in der Zeit vor. Auf deren numerische Lo¨sung anhand von numerischen Zeitin-
tegrationsverfahren, welche die gewo¨hnlichen Diﬀerentialgleichungen durch eine zeitli-
che Diskretisierung schließlich in algebraische Gleichungen u¨berfu¨hren, wird im folgen-
den Abschnitt na¨her eingegangen.
5.1.2 Numerische Zeitintegration
Im vorangegangenen Abschnitt wurden die semi-diskreten Bewegungsgleichungen mit
der schwachen Form der Impulsbilanz hergeleitet. Durch die Erweiterung der Be-
wegungsgleichungen (5.5) mit einem geschwindigkeitsproportionalen Da¨mpfungsterm
folgt die allgemeine o¨rtlich diskrete und zeitlich kontinuierliche Form
Mu¨(t) + Du˙(t) + Ku(t) = F(t) . (5.6)
Ziel ist nun die Bestimmung des zeitlichen Verlaufes der durch die ra¨umliche Diskre-
tisierung festgelegten Knotenzustandsgro¨ßen1 mittels zeitlicher Integration der Glei-
chungen (5.6). Hierzu wird eine zeitliche Diskretisierung mit in der Regel konstanter
Schrittweite ∆t = ti+1 − ti im zu integrierenden Zeitintervall T = [t0, te] vorgenom-
men. Die Knotengro¨ßen u, u˙ und u¨ im Zeitschritt i + 1 werden dabei aus Gro¨ßen des
Zeitpunktes ti berechnet [99], [42].
Es sind mehrere Typen von Zeitschrittverfahren zu unterscheiden. Zuna¨chst kann ei-
ne Klassiﬁkation nach der Ordnung der im Zeitschrittverfahren auftreten Diﬀerenti-
algro¨ßen getroﬀen werden. Fu¨r die Verwendung eines Integrators fu¨r Diﬀerentialglei-
chungssysteme erster Ordnung (z.B. Runge-Kutta-Typ) mu¨ssen die urspru¨nglichen
Diﬀerentialgleichungen zweiter Ordnung in Systeme erster Ordnung u¨berfu¨hrt werden.
Durch den damit verbundenen erho¨hten Speicherbedarf sind diese Art der Integrati-
onsverfahren im Einsatzbereich der Strukturdynamik zumeist speziellen Anwendungen
vorbehalten. Im folgenden werden nur Zeitintegrationsverfahren fu¨r Systeme zweiter
Ordnung betrachtet.
Eine weitere Unterscheidung wird in Einschritt- und Mehrschrittverfahren getroﬀen.
Bei ersteren werden ausschließlich die Zustandsgro¨ßen des Zeitpunktes ti verwendet,
um die Gro¨ßen zum Zeitpunkt ti+1 zu ermitteln. Werden hingegen zusa¨tzliche Zu-
standsgro¨ßen von weiteren Zeitpunkten (z.B. ti−1) genutzt, liegt ein Mehrschrittver-
fahren vor (z.B. Park-Verfahren [42]). Solche Verfahren besitzen jedoch einen ho¨heren
Speicherbedarf als Einschrittverfahren und erfordern separate Startprozeduren fu¨r die
1 Unter dem Begriﬀ der Zustandsgro¨ße sollen, in Erweiterung der Deﬁnition aus der System-
theorie, im folgenden Verschiebungen, Geschwindigkeiten und Beschleunigungen zusammen-
gefaßt werden.
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Berechnung der ersten Zeitschritte. Trotz des Nachteils einer im allgemeinen geringe-
ren Genauigkeitsordnung wird aus den genannten Gru¨nden den Einschrittverfahren fu¨r
Anwendungen in der Strukturdynamik ha¨uﬁg der Vorzug gegeben.
In den weiteren Kapiteln der Arbeit werden zwei Typen von Integratoren zur Berech-
nung verwendet, die sogenannten impliziten und expliziten Zeitintegrationsverfahren.
Bei letzteren werden die Bewegungsgleichungen ausschließlich zum Zeitpunkt ti, also zu
Beginn des Zeitschrittes, in das Verfahren eingebracht, um die Lo¨sung zur Zeit ti+1 zu
erhalten. Besonders eﬃzient laufen diese Verfahren ab, wenn die Massenmatrix M eine
Diagonalstruktur (Einzelmassenmatrix) besitzt. Nachteilig sind eventuell die zumeist
erforderlichen kleinen Schrittweiten, welche durch eine Schranke fu¨r die numerische
Stabilita¨t des Verfahrens vorgegeben werden. Das Anwendungsfeld der expliziten Ver-
fahren liegt daher bei der Simulation von Kurzzeitprozessen bzw. bei Fragestellungen
mit hohem Diskretisierungsgrad. Bei impliziten Verfahren werden die Zeitableitungen
sowohl durch Gro¨ßen am Zeitpunkt ti als auch durch Werte eines spa¨teren Zeitpunktes
t > ti repra¨sentiert. Fu¨r jeden Zeitschritt fa¨llt dabei die Lo¨sung eines Gleichungssy-
stems mit der Gro¨ße der Systemmatrizen an. Der Vorteil impliziter Verfahren liegt
in der Mo¨glichkeit deutlich gro¨ßere Zeitschritte ∆t als bei expliziten Integratoren zu
wa¨hlen. Die impliziten Verfahren ko¨nnen so konstruiert werden, daß sie numerisch un-
bedingt stabil sind.
Detaillierte Beschreibungen einzelner Integrationsverfahren sind z.B. in [99], [42], [4]
zu ﬁnden. Im folgenden sollen zwei spezielle Verfahren, die in der weiteren Abhandlung
eine Rolle spielen, na¨her betrachtet werden.
Das Zentrale Diﬀerenzenverfahren.
Als ha¨uﬁgstes explizites Integrationsverfahren kommt in der Strukturmechanik das
Zentrale Diﬀerenzenverfahren zum Einsatz. Sein Schema soll im folgenden dargestellt
werden. Die praktische Umsetzung in einer Programmierung kann in einigen Punkten
abweichen.
Beim Zentralen Diﬀerenzenverfahren werden die Geschwindigkeiten u˙i und die Be-
schleunigungen u¨i zum Zeitpunkt ti durch eine Finite-Diﬀerenzen-Approximation der
Form
u˙ =
1
2∆t
(ui+1 − ui−1) , u¨ = 1
∆t2
(ui+1 − 2ui + ui−1) (5.7)
ersetzt. Werden diese Beziehungen in die Bewegungsgleichungen (5.6) zum Zeitpunkt
ti eingesetzt, folgt nach kurzer Zwischenrechnung der Ausdruck(
M + D
∆t
2
)
ui+1 = ∆t
2 (F(t)−Kui) + ∆t
2
Dui−1 + M (2ui − ui−1) . (5.8)
Liegen die Systemmatrizen M, D in Diagonalform vor, so entkoppelt sich das Glei-
chungssystem, so daß eine Invertierung von M + ∆t
2
D entfa¨llt und die Auswertung
durch einfache Vektoroperationen durchzufu¨hren ist. Im allgemeinen liegt die Da¨mp-
fungsmatrix D jedoch nicht in Diagonalform vor. Um dennoch die genannten Vorteile
des expliziten Verfahrens zu nutzen, wird in der praktischen Umsetzung ha¨uﬁg der
Da¨mpfungsterm nachgezogen (vgl. [5], [32]).
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Oﬀensichtlich werden zu Beginn des Verfahrens die Verschiebungen zum Zeitpunkt
t0−1 beno¨tigt. Diese ko¨nnen mit einem speziellen Startverfahren anhand einer Tay-
lor-Entwicklung mit
u0−1 = u0 −∆t u˙0 + ∆t
2
2
u¨0 (5.9)
berechnet werden. Das zentrale Diﬀerenzenverfahren ist numerisch bedingt stabil.
Nur die Wahl einer Zeitschrittweite ∆t, die unterhalb eines kritischen Wertes ∆tkrit
liegt, gewa¨hrleistet die numerische Stabilita¨t des Verfahrens. Die Gro¨ße des kritischen
Zeitschrittes ∆tkrit ist mit den Massen- und Steiﬁgkeitseigenschaften der gesamten
Elemente-Gruppierung verknu¨pft (siehe z.B. [4], [42], [105]) und bedarf bei nichtlinea-
ren Problemen besonderer Aufmerksamkeit [4], [34].
Das Verfahren erreicht eine Genauigkeitsordnung O(∆t2) [101]. Somit kann aus einer
Halbierung der Zeitschrittgro¨ße ∆t eine Reduktion des Integrationsfehlers um minde-
stens den Faktor vier erwartet werden.
Das Newmark-Verfahren.
Als eine Erweiterung der linearen Beschleunigungsmethode kann der Newmark-
Algorithmus angesehen werden, der selbst im verallgemeinerten α-Verfahren aufgeht.
Fu¨r die Darstellung und Programmierung des Newmark-Verfahrens sind verschiedene
Varianten gebra¨uchlich [4], [99], [42], von denen in der folgenden Beschreibung ein an-
schaulicher Zugang gewa¨hlt wird.
Das Newmark-Verfahren beruht auf einer Approximation der Verschiebungen ui+1
und Geschwindigkeiten u˙i+1 zum Zeitpunkt tn+1. Die Na¨herung fu¨r die genannten Zu-
standsgro¨ßen wird mit den Ausdru¨cken
ui+1 = ui + ∆t u˙i + ∆t
2
((
1
2
− βN
)
u¨i + βN u¨i+1
)
,
u˙i+1 = u˙i + ∆t ((1− γN)u¨i + γu¨i+1)
(5.10)
erhalten. Oﬀensichtlich ha¨ngen diese Approximationen neben Zustandgro¨ßen zum Zeit-
punkt ti auch von den Beschleunigungen u¨i+1 des Zeitpunktes ti+1 ab. Die Parameter
βN ∈ [0, 12 ], γN ∈ [0, 1] bestimmen das Verhalten des Newmark-Algorithmus. Zur
u¨bersichtlicheren Darstellung ko¨nnen die aus dem Zeitschritt ti bekannten Gro¨ßen in
Gleichung (5.10) zu den Pra¨diktoren uPi+1, u˙
P
i+1 mit der Beziehung
uPi+1 = ui + ∆t u˙i + ∆t
2
((
1
2
− βN
)
u¨i
)
,
u˙Pi+1 = u˙i + ∆t (1− γN)u¨i
(5.11)
zusammengefaßt werden. Damit lassen sich die Na¨herungen (5.10) in die Ausdru¨cke
u¨i+1 =
1
βN ∆t2
(
ui+1 − uPi+1
)
,
u˙i+1 = u˙
P
i+1 +
γN
βN ∆t
(
ui+1 − uPi+1
) (5.12)
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u¨berfu¨hren. Durch Einsetzen der Beziehungen (5.12) in die Bewegungsgleichungen (5.6)
fu¨r den Zeitpunkt ti+1 wird das Gleichungssystem
(
1
βN ∆t2
M+
γN
βN ∆t
D + K
)
ui+1 = Fi+1+
1
βN ∆t2
MuPi+1+D
(
γN
βN ∆t
uPi+1 − u˙Pi+1
)
(5.13)
erhalten. U¨blicherweise wird hierbei die Da¨mpfungsmatrix als Linearkombination
von Steiﬁgkeits- und Massenmatrix in Form der Rayleigh-Da¨mpfung nach Glei-
chung (4.43) dargestellt. Zur Bestimmung der unbekannten Verschiebungen ui+1 ist
also ein Gleichungssystem der Form
K ui+1 = F

i+1 (5.14)
zu lo¨sen. Hierbei bezeichnet K die sogenannte eﬀektive Steiﬁgkeitsmatrix
K =
1
βN ∆t2
M+
γN
βN ∆t
D + K (5.15)
und Fi+1 den eﬀektiven Lastvektor
Fi+1 = Fi+1 +
1
βN ∆t2
MuPi+1 + D
(
γN
βN ∆t
uPi+1 − u˙Pi+1
)
. (5.16)
Werden die Zeitschrittweite ∆t, die Newmark-Parameter βN , γN sowie die ra¨umliche
Diskretisierung (einschließlich mo¨glicher Kontaktzusta¨nde) nicht vera¨ndert, so bleibt
auch die eﬀektive Steiﬁgkeitsmatrix K konstant. Die einmal invertierte oder faktori-
sierte Matrix kann in diesen Fa¨llen fortlaufend genutzt werden. Der eﬀektive Lastvektor
Fi+1 ist hingegen fu¨r jeden Zeitschritt neu aufzustellen.
Die Wahl der Newmark-Parameter 2βN = γN =
1
2
fu¨hrt zum Standard-Newmark-
Verfahren mit einer konstanten mittleren Beschleunigung im Zeitintervall (ti, ti+1].
Diese Variante des Newmarkschen Integrationsverfahrens entha¨lt keine numerische
Da¨mpfung. Bei der Anwendung auf lineare Problemstellungen la¨ßt sich die nume-
rische Stabilita¨t und die Genauigkeitsordnung analysieren. Es zeigt sich [99], daß
das Standard-Newmark-Verfahren numerisch unbedingt stabil ist und eine Genau-
igkeit der Ordnung O(∆t2) erreicht. In der vorliegenden Arbeit wird das Newmark-
Verfahren ausschließlich in der beschriebenen Variante 2βN = γN =
1
2
verwendet.
Das Newmark-Verfahren stellt ein implizites Zeitschrittverfahren dar. Im Parame-
terfall γN = 0 entartet das Verfahren und geht in das zuvor betrachtete Zentrale
Diﬀerenzenverfahren u¨ber.
Durch die Anwendung eines der beschriebenen numerischen Zeitintegrationsverfahren
wird die Lo¨sung der gewo¨hnlichen Vektordiﬀerentialgleichung (5.6) in sukzessive zu be-
rechnende algebraische Gleichungssysteme u¨berfu¨hrt. Durch diesen Lo¨sungsschritt wird
eine zusa¨tzliche Na¨herungscharakteristik in die Finite Elemente Methode fu¨r struk-
turdynamische Probleme eingebracht.
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5.1.3 Klassische Kontaktformulierungen fu¨r Normalkontakt
und Erweiterung fu¨r dynamische Stoßkontakte
Im folgenden wird die Beru¨cksichtigung von Nebenbedingungen, die sich durch die Uni-
lateralita¨t von Normalkontakten einstellen, im Kontext der Finite-Elemente-Methode
diskutiert. Zuna¨chst sollen die drei gebra¨uchlichsten klassischen Verfahren zur Kon-
taktformulierung (Verfahren der Lagrangeschen Multiplikatoren, Penalty-Verfahren,
Augmented-Lagrange-Verfahren) kurz skizziert werden. Ausfu¨hrliche Darstellungen
lassen sich z.B. in den Arbeiten von Vu Van [96], Scherf [84], Wriggers [102] und
Laursen [48] ﬁnden.
Im Anschluß wird eine Erweiterung des klassischen Penalty-Verfahrens fu¨r dynami-
sche Stoßkontakte nach der Arbeit von Engleder [14] dargestellt. Die grundsa¨tzlichen
Schwierigkeiten bei der Anwendung dieses Verfahrens auf die konkrete Problemstellung
werden anhand eines numerischen Beispiels im Abschnitt 5.3 ausfu¨hrlich untersucht.
Bei der Kontaktformulierung wird die Lo¨sung eines Extremalproblems gesucht, wobei
zusa¨tzlich die gestellten Nebenbedingungen zu erfu¨llen sind. Ausgehend von einem Ge-
samtpotential Π muß dessen Gro¨ße unter Beachtung einer zusa¨tzlichen Ungleichung,
welche die Nebenbedingung entha¨lt, mit
Π(x)→ MIN , gN(x) ≥ 0 (5.17)
bezu¨glich der Lo¨sungen x minimiert werden. Die Gro¨ße gN beinhaltet die Absta¨nde
in Normalenrichtung. Zur Darstellung der Kontaktkinematik sei hierzu auf das Ka-
pitel 3 verwiesen. Aus der geometrischen Zwangsbedingung des Nichteindringens
gN(x) ≥ 0 entstehen die sogenannten Lagrange-Parameter λN als zusa¨tzliche un-
bekannte Gro¨ßen. Die Lo¨sung des Problems (5.17) kann mit
δΠ(x) + λTNδgN (x) = 0 ,
gN (x) ≥ 0 ,
λN ≤ 0 ,
λTN gN (x) = 0
(5.18)
u¨ber die sogenannten Kuhn-Tucker-Bedingungen (5.18b-d) formuliert werden. Hier-
bei stellt Gleichung (5.18a) die Gleichgewichtsaussage dar. Der Ausdruck (5.18c)
entha¨lt die Kontaktkra¨fte. Die Bedingung (5.18d) gewa¨hrleistet, daß jeweils eine der
Variablen λN,i, gN,i eines Kontaktpunktes i verschwindet. Dies markiert zum einen
den Fall, daß kein Kontakt vorhanden ist (λN,i = 0, gN,i > 0) und somit eine ver-
schwindende Kontaktkraft vorliegt. Im anderen Fall ist der Kontaktabstand gN,i = 0
und Kontaktkra¨fte λN,i < 0 treten auf. Im Falle eines kontinuierlichen Kontaktes ergibt
sich die Potentialerweiterung der Gleichung (5.18a) als Integralausdruck u¨ber den Kon-
taktbereich (vgl. [48], [35]). Da fu¨r die im folgenden verwendete Modellierung der kon-
tinuierliche Kontakt in eine enge Folge von Punktkontakten (Knoten-Knoten-Kontakt)
aufgelo¨st wird (siehe Abschnitt 5.2), kann die Darstellung und Implementierung gema¨ß
Gleichung (5.18) erfolgen.
Die Lo¨sung des Gleichungssatzes (5.18) ist in der Praxis wegen der Ungleichungsbe-
dingungen mit Schwierigkeiten verbunden, so daß zumeist die sogenannte ,active set
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strategy’ implementiert wird [96], [11]. Hiernach werden die Nebenbedingungen aktiv
gesetzt, wenn in den Ausdru¨cken (5.18b), (5.18c) der Fall einer Gleichheit eintritt. Die
folgenden Darstellungen der klassischen Verfahren zur Erfassung eines Normalkontak-
tes innerhalb der FE-Methode basieren deshalb nur auf einer entsprechend aktivierten
Nebenbedingung (5.18b).
Verfahren der LAGRANGEschen Multiplikatoren.
Ausgehend von der besprochenen ,active set strategy’ wird, durch die Erweiterung des
Gesamtpotentials fu¨r die kontaktierenden Knoten, die Lo¨sung der Lagrangeschen
Gleichungen
δΠ(x) + λTNδgN(x) = 0 ,
gN(x) = 0
(5.19)
gesucht. Bei erfu¨llter Nebenbedingung (5.19b) verschwindet erwartungsgema¨ß die Po-
tentialerweiterung. Eine Lo¨sung der Gleichungen (5.19) kann auf der Basis eines Iterati-
onsverfahrens erhalten werden. Bei der numerischen Umsetzung tritt unter Umsta¨nden
die Schwierigkeit auf, daß bei Kontaktproblemen zuna¨chst die Zahl der aktiven Kon-
taktpunkte unbekannt ist. Es ist also jede denkbare Kontaktkonﬁguration zu untersu-
chen, was schließlich auf ein kombinatorisches Problem fu¨hren kann. Als weiterer Nach-
teil erweist sich bei der Organisation der Lo¨sungsprozedur die vera¨nderliche Gro¨ße des
zu lo¨senden Gleichungssystems. Hierbei steigt die urspru¨ngliche Gro¨ße des Systems um
die Anzahl der jeweils aktiven Lagrange-Multiplikatoren.
Die Vorteile des Verfahrens sind in der exakten Erfu¨llung der Kontaktbedingung
(gN = 0) sowie in der direkten Verfu¨gbarkeit der Kontaktkra¨fte zu sehen.
Penalty-Verfahren.
Anschaulich entsteht das Penalty-Verfahren durch Aufgabe der Forderung nach einer
exakten Erfu¨llung der Zwangsbedingung (gN = 0) und kommt damit einer Regulari-
sierung der Kuhn-Tucker-Bedingungen gleich. Infolgedessen kann bei der Potentia-
lerweiterung aus Gleichung (5.19a) der Parameter λN durch den Ausdruck
λN = ck gN (x) (5.20)
ersetzt werden. Damit werden die folgenden Gleichungen
δΠ(x) + ck gN (x)
T δgN (x) = 0 (5.21)
mit der vera¨nderten Potentialerweiterung erhalten. Das Gleichungssystem ha¨ngt nun
ausschließlich von den Unbekannten x ab. Wie leicht zu ersehen ist, entspricht die Er-
weiterung dem Potential linearer Einzelfedern. Dieses Vorgehen entspricht anschaulich
der Konstruktion eines Kraftgesetzes fu¨r die Kontaktkra¨fte. Hierbei wird im Sinne ei-
ner Regularisierung die urspru¨nglich als Zwangskraft zu bestimmende Kontaktkraft in
eine eingepra¨gte Kraft mit zugeho¨rigem Kraftgesetz umgewandelt. Die konstitutiven
Beziehungen fu¨r die Bestimmung der Kontaktkraft liefert der Ausdruck (5.20). Die
Potentialerweiterung in Gleichung (5.21) verschwindet demnach nur bei exakt erfu¨llter
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Nebenbedingung. In der Regel wird diese Bedingung beim Penalty-Verfahren jedoch
nur na¨herungsweise erfu¨llt, wobei die Gro¨ße des Fehlers von der Wahl der sogenannten
Penalty-Steiﬁgkeit ck abha¨ngt. Wie sich auch in den folgenden Kapitel noch zeigen
wird, ist die Wahl der Konstante ck fu¨r die berechneten Ergebnisse von großer Be-
deutung. Die Wahl eines zu kleinen Penalty-Parameters ck fu¨hrt infolge einer stark
gelockerten Zwangsbedingung zu großen Penetrationen der beteiligten Kontaktko¨rper.
Demgegenu¨ber darf ck im Hinblick auf die Konditionierung des zu lo¨senden Gleichungs-
systems nicht zu groß gewa¨hlt werden. Bei dynamisch ablaufenden Kontakten sind
zusa¨tzliche Fehler zu erwarten, die im Abschnitt 5.3 genauer beleuchtet werden. Da
sich im allgemeinen eine Penetration zwischen den Kontaktko¨rpern einstellt, kann es
bei bestimmten Problemstellungen zu einer ,Verschmierung’ der Kontaktregion kom-
men.
Der Vorteil der Penalty-Methode liegt in der Tatsache, daß die urspru¨ngliche Gro¨ße
des zu lo¨senden Gleichungssystems erhalten bleibt, d.h. die Anzahl der Freiheitsgrade
des Problems konstant gehalten wird. Daru¨ber hinaus ist zumeist eine unkomplizierte
Implementierung eines solchen Verfahrens mo¨glich.
Augmented-LAGRANGE-Verfahren.
Das Augmented-Lagrange-Verfahren kombiniert die beiden erstgenannten Methoden
miteinander. Es wird daher die Lo¨sung der Variationsgleichung
δΠ(x) + cλTN δgN(x) + ck gN (x)
T δgN (x) = 0 (5.22)
gesucht. Die Parameter cλN werden dabei nicht als Unbekannte gefu¨hrt, sondern inner-
halb einer Iterationsschrittweise gea¨ndert. So erfolgt nach jedem Iterationsschritt fu¨r x
ein lokales und in der Regel lineares ,Update’ fu¨r cλN mit der Vorschrift
cλ
〈j+1〉
N =
cλ
〈j〉
N + min
{
ck gN(x
〈j+1〉)
−cλ〈j〉N
mit cλ
〈0〉
N = 0 (5.23)
Wa¨hrend der Iterationsprozedur wird innerhalb des Updates (5.23) sichergestellt, daß
keine Verletzung der Druckbedingung fu¨r die Kontaktkra¨fte (cλN ≤ 0) auftritt. An-
schaulich la¨ßt sich der Berechnungsablauf derart deuten, daß der erste Iterationsschritt
cλ
〈0〉
N = 0 zuna¨chst einer reinen Penalty-Darstellung entspricht. Durch sukzessive Umla-
gerung der Kontaktkra¨fte in die Lagrange-Multiplikatoren, entspricht der letzte Ite-
rationsschritt einer nahezu reinen Lagrange-Multiplikator-Formulierung, da die im
Penalty-Anteil enthaltenen Kra¨fte verschwinden (ck gN ≈ 0). Am Ende der Iteration ist
die Nebenbedingung gN = 0 na¨herungsweise erfu¨llt, so daß die Potentialerweiterungen
in der Gleichung (5.22) nahezu vo¨llig herausfallen.
Mit dem Augmented-Lagrange-Verfahren ko¨nnen auch bei der Wahl eines kleinen
Penalty-Paramters ck gute Ergebnisse hinsichtlich der Erfu¨llung der Zwangsbedingung
gN = 0 erzielt werden. Allerdings ist fu¨r eine derartige Wahl von ck eine große Anzahl
notwendiger Iterationsschritte zu erwarten.
Die wesentlichen Vorteile des Verfahrens ergeben sich aus der nahezu perfekten
Erfu¨llung der Nebenbedingungen, auch bei Wahl von Penalty-Faktoren ma¨ßiger Gro¨ße.
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Dabei bleibt wie beim Penalty-Verfahren die Zahl der Freiheitsgrade des Systems kon-
stant. Nachteilig wirkt sich der erhebliche, zusa¨tzliche Rechenaufwand innerhalb der
Iterationsprozedur aus. Daru¨ber hinaus ist letztlich auch bei diesem Verfahren die Wahl
des Penalty-Parameters mit Unsicherheiten verbunden.
5.1.4 Erweiterung des klassischen Penalty-Verfahrens fu¨r dy-
namische Stoßkontakte
Bei der Abbildung dynamischer Stoßkontakte ist die Erfassung der mit dem Stoßvor-
gang verbundenen Energiedissipation von zentraler Bedeutung. In diesem Zusammen-
hang erweist sich die Erweiterung der zuvor beschriebenen Penalty-Regularisierung um
eine dissipative Komponente als eﬃziente Mo¨glichkeit die Kontaktdissipation zu steu-
ern. Letzteres ist bei den beiden anderen diskutierten Kontaktbeschreibungen nicht
ohne weiteres mo¨glich, da sich hier u.a. keine einfache Steuermo¨glichkeit der Kon-
taktda¨mpfung bietet. Aufgrund der stark dissipativen Eigenschaften, die den Schwin-
gungen delaminierter Strukturen zuzuordnen sind, entfallen damit die Lagrange-
Multiplikator-Formulierung und der Augmented-Lagrange-Algorithmus fu¨r die wei-
teren Betrachtungen.
Wird das im Abschnitt 5.1.3 vorgestellte Penalty-Verfahren in dieser Form auf ein
Stoßproblem angewendet, wird keine Energie beim Stoß dissipiert. Im Sinne des New-
tonschen Stoßgesetzes ist also ein vollkommen elastischer Stoßverlauf (e = 1.0) zu
erwarten. Die Anforderungen an die Abbildung eines realen Stoßkontaktes werden
mit der herko¨mmlichen Penalty-Methode nicht erfu¨llt. In den Arbeiten von Engle-
der [14, 15] wird in diesem Zusammenhang die zusa¨tzliche Einfu¨hrung eines visko-
sen Penalty-Da¨mpfers vorgeschlagen, der parallel zur Penalty-Feder angeordnet wird
(Bild 5.1). Die Kontaktda¨mpfung wirkt proportional zur Relativgeschwindigkeit der
Kontaktko¨rper. Diese bei der Beschreibung von Starrko¨rpersystemen gelegentlich ver-
wendete Annahme [2] kann fu¨r die FE-Modellierung u¨bernommen werden. Hierbei er-
scheint die Penalty-Da¨mpfung nicht im Potential, sondern es wird auf Systemebene
ein lokales Penalty-Da¨mpfungselement analog zum Federelement hinzugefu¨gt, so daß
wa¨hrend eines Kontaktes die o¨rtliche viskose Da¨mpfung stark erho¨ht ist. Die Vorge-
hensweise entspricht der Addition lokaler Submatrizen zur Systemda¨mpfungs- bzw.
Systemsteiﬁgkeitsmatrix. Mit der Einfu¨hrung dieser Regularisierung wird der norma-
lerweise als zeitlich singula¨r angesehene Stoßvorgang mindestens auf die La¨nge eines
Zeitschrittes ausgedehnt und damit gegla¨ttet.
Neben der erforderlichen Wahl einer Penalty-Steiﬁgkeit ck wird nun zusa¨tzlich die Wahl
eines Parameters cd fu¨r die Penalty-Da¨mpfung erforderlich. Da beide Parameter kei-
ne physikalischen Gro¨ßen sind, ist die Suche geeigneter Parameterwerte mit beson-
deren Schwierigkeiten verbunden. Erschwerend kommt hinzu, daß diese Wahl nicht
unabha¨ngig voneinander erfolgen kann. Anschaulich kann diese gegenseitige Beeinﬂus-
sung anhand einer Situation dargestellt werden, bei welcher die Kontaktsteiﬁgkeit ck
verkleinert wird, wa¨hrend die Kontaktda¨mpfung cd konstant bleibt. Die damit einher-
gehende Vergro¨ßerung der Kontaktdauer fu¨hrt zu einem gro¨ßeren Maß an dissipierter
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Energie wa¨hrend des Kontaktvorganges, so daß nun die eigentlich konstant gehaltene
Kontaktda¨mpfung sta¨rker in das Ergebnis einﬂießt (vgl. Abschnitt 5.3.4).
Wie im weiteren noch ausfu¨hrlich anhand eines numerischen Beispiels diskutiert wird
(siehe Abschnitt 5.3), ist die Wahl des Da¨mpfungsparameters sowohl von der Zeit-
schrittweite als auch von der eingesetzten Kontaktsteiﬁgkeit abha¨ngig und kann a priori
nicht zuverla¨ssig bestimmt werden. Eine Strategie zur sukzessiven Kalibrierung der Pa-
rameter wird im Abschnitt 5.3 vorgestellt.
ckcd
s
n2
n1
Bild 5.1: Schematische Darstellung eines Penalty-Kontaktelementes mit viskoser Dissi-
pationseigenschaft und dem Kontaktabstand s.
Die nachfolgende U¨bersicht faßt die wichtigsten verfahrensbedingten Unterschiede
zwischen der vorgestellten Penalty-Regularisierung und der bisher eingesetzten semi-
analytischen Systembeschreibung zusammen.
Tabelle 5.1: Vergleich zwischen Penalty-Regularisierung und semi-analytischer Systembe-
schreibung.
Penalty-Regularisierung semi-analytische Beschreibung
Anzahl der konstante Anzahl an Freiheits- Anzahl der Freiheitsgrade
Freiheitsgrade graden und unvera¨nderlicher und Koordinaten abha¨ngig
Koordinatensatz vom aktuellen Systemzustand
System- Wegfall des Systemzustandes getrennte Bewegung,
zusta¨nde eines Momentankontaktes Momentankontakt,
permanenter Kontakt
Indikator- Vereinfachung der Schalt- komplexere Indikatorfunktionen,
funktionen bedingungen, Steuerung aus- U¨berwachung der Relativver-
schließlich anhand der schiebung und -geschwindigkeit
Relativverschiebung sowie der Kontaktkraft
Zeitintegration numerische Zeitschritt- diskrete Auswertung
verfahren analytischer Teillo¨sungen
Abbildung der Gla¨ttung der Unstetigkeits- ,scharfe’ Abbildung eines
Unstetigkeits- stellen infolge von Stoßkontaktes mit einem
stellen Stoßkontakten Geschwindigkeitssprung
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5.2 Anforderungen und Probleme bei der Abbil-
dung nicht-glatter Schwingungen mit der FEM
Das Ziel der folgenden Schwingungsberechnungen auf Grundlage der FEM besteht
darin, eine mo¨glichst gute Approximation fu¨r die Lo¨sung des nicht-glatten Anfangs-
Randwertproblems zu ﬁnden. Gerade im Hinblick auf die angestrebte Entwicklung
eines modellbasierten Schadensidentiﬁkationsverfahrens, welches durch die erforderli-
che schrittweise Anpassung eines Rechenmodells (,model update’) einen extrem hohen
Rechenbedarf erwarten la¨ßt, ist eine a¨ußerst eﬃziente Formulierung des Problems von
zentraler Bedeutung. Dieses Ziel liefert die wesentliche Entscheidungsgrundlage fu¨r die
gewa¨hlte Modellierung, bei gleichzeitig realita¨tsnaher Abbildung der schadensbezoge-
nen Pha¨nomene (siehe Kapitel 4).
Ra¨umliche Diskretisierung.
Fu¨r die beabsichtigte Anwendung stellt mit Blick auf die Geometrie (Modellproblem
eines geraden, delaminierten Balkens) und die Gro¨ße der zu erwartenden Schwin-
gungsamplituden die Verwendung von Balken-Strukturelementen mit der Euler-
Bernoulli-Kinematik eine ada¨quate und eﬃziente Modellierung dar. Neben dem
Ebenbleiben der Querschnitte wird hierin vorausgesetzt, daß keine Schubverzerrun-
gen auftreten. Daher wird auch von schubstarren Balkenelementen gesprochen.
Fu¨r derartige Balkenelemente mit zwei Knoten erweisen sich einfache Polynomansa¨tze
als zweckma¨ßig. Die Erfu¨llung der Stetigkeitsanforderungen fu¨hrt zu Ansatzfunktio-
nen auf der Basis kubischer Polynome, die als Hermite-Polynome der Dimension 1
bezeichnet werden. Die vier beno¨tigten Knotenwerte sind durch die zwei transversa-
len Verschiebungen wI und die zwei Verdrehungen θI an den Elementknoten I = 1(1)2
bestimmt. Die Ansatzfunktionen sowie die zugeho¨rige Elementsteiﬁgkeits- und Massen-
matrix Ke, Me ko¨nnen z.B. in [52] nachgeschlagen werden. Eine numerische Integration
auf Elementebene entfa¨llt.
U¨ber die Anzahl der zu verwendenden Balkenelemente wird fu¨r den jeweiligen Anwen-
dungsfall im Rahmen einer Konvergenzuntersuchung entschieden.
Numerische Zeitintegration.
Die Zeitintegration nicht-glatter dynamischer Systeme erfordert die Wahl kleiner Zeit-
schritte zur genauen Erfassung der Zustandsu¨berga¨nge in der zeitlichen Evolution der
Systemdynamik (siehe Abschnitt 4.2.4). Aus Sicht der zweckma¨ßigen Auswahl eines nu-
merischen Zeitschrittverfahrens (Abschnitt 5.1.2) kommen somit zwei grundsa¨tzliche
Strategien in Betracht:
(1) Die explizite Zeitintegration zum Beispiel anhand des Zentralen Diﬀerenzenver-
fahrens: Hierbei erfordert die beschra¨nkte numerische Stabilita¨t der Methode
ohnehin die Wahl sehr kleiner Zeitschrittweiten. Bei Verwendung einer Massen-
und Da¨mpfungsmatrix mit Diagonalstruktur wird eine a¨ußerst eﬃziente Zeitin-
tegration mo¨glich.
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(2) Eine implizite Zeitintegration (hier: Standard-Newmark-Verfahren) bei gleich-
zeitiger Implementierung eines Nachiterationsverfahrens (Abschnitt 3.2.3): Der
Einsatz des impliziten Integrationsoperators gestattet die Verwendung verha¨lt-
nisma¨ßig großer Zeitschrittweiten. Mit diesen kann in den kontaktlosen Bewe-
gungsphasen eine a¨ußerst eﬃziente Integration erfolgen. Im Bereich der Kon-
taktphasen wird eine starke Verfeinerung der Integrationsschritte anhand einer
Nachiteration vorgenommen.
Ziel der numerischen Simulation ist die Berechnung stationa¨rer Schwingungen. Im Falle
eines nicht-glatten Systems erfordert dies eine Langzeitintegration u¨ber viele Erreger-
perioden bis zum Abklingen der Anfangssto¨rungen. Aus diesem Grund wird zuna¨chst
die zweite Strategie (implizite Integration mit Nachiteration) gewa¨hlt. Eine weitere
Alternative bietet der Wechsel zwischen impliziter Integration mit großem Zeitschritt
in kontaktfreien Bewegungsphasen und einer expliziten Integration mit kleinem Zeit-
schritt in den Kontaktphasen.
Kontaktdiskretisierung.
Bei der vorliegenden Problemklasse ist eine Zuordnung mo¨glicher Kontaktpartner von
vornherein mo¨glich. Dies erlaubt den Einsatz der eﬃzientesten aller Kontaktdiskre-
tisierungen, eines sogenannten Knoten-Knoten-Kontaktes. Die Auswertung der Kon-
taktbedingung (5.18b) erfolgt hierbei an den jeweils gegenu¨berliegenden Knoten. Ein
kontinuierlicher Linienkontakt wird in eine enge Folge von diskreten Punktkontakten
aufgelo¨st. Hierzu ist anzumerken, daß die Kontaktbedingung zwischen den Knoten
nicht in jedem Fall erfu¨llt wird. Beim betrachteten Problemkreis sind hierdurch jedoch
nur a¨ußerst geringe Fehler zu erwarten.
Kontaktbeschreibung durch Regularisierung.
Zur Beschreibung dynamischer Stoßkontakte, die wa¨hrend der zeitlichen Evolution ei-
ner stationa¨ren Schwingung auftreten, stellt die Einfu¨hrung einer regularisierten Kon-
taktbeschreibung und die damit einhergehende Gla¨ttung der Unstetigkeitsstellen eine
wichtige Voraussetzung fu¨r eine schnelle numerische Zeitintegration dar. Das hierfu¨r
eingesetzte Penalty-Verfahren mit Dissipationskomponente (Abschnitt 5.1.4) gewa¨hr-
leistet daru¨ber hinaus eine konstante Anzahl an Freiheitsgraden. Das urspru¨ngliche
nicht-glatte System mit seiner zeitlich wechselnden Struktur, kann infolge dieser re-
laxierten Kontaktbeschreibung durch einen unvera¨nderlichen Koordinatensatz erfaßt
werden. Zur Grundstruktur des zu lo¨senden semi-diskreten Gleichungssystems wer-
den hierzu in Abha¨ngigkeit des aktuellen Bindungszustandes die Penalty-Terme hinzu-
gefu¨gt oder wieder entfernt, wodurch es auch bei ansonsten linearem Verhalten indirekt
zu einer Einfu¨hrung von Nichtlinearita¨ten in die Systemmatrizen kommt.
Infolge der nur na¨herungsweisen Erfu¨llung der Kontaktbedingung (Penetration) als
prinzipielle Eigenart der Regularisierung kommt es neben einer ,Verschmierung’ des
Kontaktbereiches auch zu zeitlich ungenauen Zustandsu¨berga¨ngen. Daru¨ber hinaus
ko¨nnen bestimmte Systemzusta¨nde ganz entfallen oder es werden andere Indikatorfunk-
tionen fu¨r die Auslo¨sung von Schaltentscheidungen gegenu¨ber einer semi-analytischen
Beschreibung angewendet. Zum Beispiel erfolgt die Detektion der Trennung eines per-
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manenten Kontaktes bei der Penalty-Kontaktformulierung in der Regel u¨ber eine ver-
schiebungsgesteuerte Entscheidung gN > 0. Bei der semi-analytischen Beschreibung
(Abschnitt 4.2) wurde fu¨r diesen U¨bergang die Gro¨ße der Kontaktkraft u¨berwacht.
5.3 Untersuchung der Penalty-Regularisierung an-
hand eines dynamischen Einpunkt-Kontaktes
Fu¨r die Simulation stationa¨rer, nicht-glatter Schwingungen mit ﬂa¨chenhaftem Stoßkon-
takt auf der Basis der FE-Methode ergeben sich einige zusa¨tzliche problemspeziﬁsche
Fragestellungen, die in den beiden folgenden Abschnitten untersucht werden sollen.
Hierzu za¨hlen Fragen nach dem Einﬂuß des eingesetzten Kontaktalgorithmus (Regu-
larisierungsmethode) und der hierfu¨r zu wa¨hlenden Parameter. Dabei ist insbesonde-
re die Auswirkung auf den numerisch berechneten Lo¨sungstyp im Vergleich zu einer
semi-analytischen Referenz von Interesse. Einen weiteren Diskussionspunkt beinhaltet
die Frage, inwieweit sich verschiedene Diskretisierungen auf die numerisch ermittelten
Zustandsu¨berga¨nge auswirken. Es ist zu erwarten, daß sich ra¨umliche und zeitliche
Diskretisierung gegenseitig beeinﬂussen, wie ein Beispiel in [90], [94] zeigt.
5.3.1 Benchmarkproblem fu¨r die regularisierte Kontaktbe-
schreibung
Trotz der Tatsache, daß die Simulation von Schwingungen auf der Basis der Finite-
Elemente-Methode im allgemeinen auf Systeme mit einer großen Anzahl an Freiheits-
graden fu¨hrt, kann die grundsa¨tzliche Fragestellung der Wahl und des Einﬂusses der
Regularisierungsparameter anhand eines einfachen Starrko¨rpersystems mit 2 Freiheits-
graden und punktfo¨rmigem Kontakt untersucht werden [71].
Benchmarkproblem fu¨r die folgenden Betrachtungen bildet das bereits diskutierte
Zwei-Massen-System (siehe Abschnitt 4.2), das gleichzeitig eine Approximation fu¨r die
Schwingungspha¨nomene des Delaminationsproblems darstellt. Die semi-analytische Be-
schreibung dieses Systems wurde eingehend diskutiert. Die mit diesem Verfahren erhal-
tenen Ergebnisse ko¨nnen im Rahmen der angestrebten Genauigkeit sicher als ,exakte’
Lo¨sung bezeichnet werden. Die Resultate liefern eine Vergleichsmo¨glichkeit fu¨r die an-
hand der Regularisierung gewonnene Na¨herung.
Zuna¨chst soll jedoch die Korrektheit der semi-analytischen Systembeschreibung nach-
gewiesen werden. Hierzu erfolgt eine experimentelle Validierung der Simulationsergeb-
nisse anhand eines konkreten mechanischen Systems. Im Experiment wird das betrach-
tete Zwei-Massen-System (Bild 5.2 [a]) durch ein mechanisch a¨quivalentes System in
Gestalt zweier physikalischer Pendel (Bild 5.2 [b]) ersetzt. Ein derartiges System fu¨hrt
bei den eingestellten kleinen Schwingungsamplituden auf dieselben konstitutiven Glei-
chungen (4.9) und besitzt dementsprechend a¨quivalente Schwingungseigenschaften. Es
eignet sich aber besser fu¨r die experimentelle Nachbildung. Die anhand der folgenden
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experimentellen Untersuchungen gewonnnen Kenngro¨ßen fu¨r die Systemeigenschaften
bilden die Grundlage fu¨r die semi-analytische Beschreibung und fu¨r die anschließende
Penalty-Regularisierung.
[a]
x1
x2
k1 d1
k2 d2
y = y sin( t)^
m
m
[b]
y= ysin( t)^
L L
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Bild 5.2: Betrachtetes Starrko¨rpermodell [a] und experimentelle Approximation durch zwei
physikalische Pendel [b].
5.3.2 Experimentelle Besta¨tigung der semi-analytischen Er-
gebnisse
Die Korrektheit der semi-analytischen Systembeschreibung kann anhand des im
Bild 5.3 dargestellten Versuchsaufbaus u¨berpru¨ft werden. Eine solche Validierung
schaﬀt die Mo¨glichkeit die semi-analytischen Resultate im folgenden als Referenz fu¨r
eine regularisierte Berechnung zu verwenden.
Die experimentelle Abbildung des Zwei-Massen-Systems (Bild 5.2 [a]) erfolgt durch zwei
starr anzunehmende Pendel der La¨nge L = 618mm, welche an ihrem Fußpunkt horizon-
tal elastisch gestu¨tzt sind. Das beschriebene System wird durch einen mit Schrittmotor
betriebenen Shaker mit einer konstanten Maximalamplitude von yˆ = 1.07mm harmo-
nisch an der Basis angeregt. Die experimentelle Erfassung der Systemantwort erfolgt
durch Messung der Absolutpositionen der Pendel mit optoelektrischen Positionssenso-
ren. Die gemessene Verschiebung des Shaker-Kopfes liefert neben der Erregeramplitude
auch die jeweils anliegende Erregerfrequenz Ω. Mit einem am Pendelkopf angebrachten
Kontaktsensor werden Informationen u¨ber den Bewegungszustand des Systems erhal-
ten, d.h. die Zusta¨nde getrennter oder gemeinsamer Bewegung ko¨nnen identiﬁziert
werden.
Bei der semi-analytischen Systembeschreibung des Zwei-Massen-Systems (Bild 5.2 [a])
mu¨ssen drei verschiedene Bewegungszusta¨nde betrachtet werden, deren Abfolge im
Bild 4.2 dargestellt ist. Die mathematische Formulierung des Problems kann un-
5.3 Untersuchung der Penalty-Regularisierung anhand eines dynamischen Einpunkt-Kontaktes 99
Bild 5.3: Versuchsaufbau.
vera¨ndert aus Abschnitt 4.2 u¨bernommen werden. Die zugeho¨rigen Systemeigenschaf-
ten liefern die experimentellen Untersuchungen des realen Objektes. Die beiden Teilsy-
steme besitzen unterschiedliche lineare Eigenfrequenzen (ω1 = 1.00 s
−1, ω2 = 2.41 s−1)
und verschiedene innere, a¨quivalent viskose Da¨mpfungsmaße. Die Massen der beiden
Teilschwinger sind gleich groß und liefern somit das Massenverha¨ltnis µ = 1.00. Fu¨r die
angestrebte Untersuchung der Regularisierungseigenschaften ist die Einbeziehung eines
Kontaktabstandes, welcher die Delaminationsfuge repra¨sentiert, entbehrlich. Unter die-
sem Gesichtspunkt sollen sich die beiden Pendel im Experiment in ihrer vertikalen
Ruhelage spannungsfrei beru¨hren. Entsprechendes gilt fu¨r die numerische Abbildung
anhand des Zwei-Massen-Modells. Aus den experimentellen Untersuchungen konnte fu¨r
den Stoßkoeﬃzienten e, der fu¨r die semi-analytische Beschreibung beno¨tigt wird, eine
Gro¨ße von 0.50 abgeleitet werden.
Zusammenfassend sind in Tabelle 5.2 alle im Versuch ermittelten dynamischen Eigen-
schaften aufgefu¨hrt. Mit den angebenen Gro¨ßen kann das System, wie im Abschnitt 4.2
ausfu¨hrlich dargestellt, semi-analytisch berechnet werden. Es bleibt anzumerken, daß
Tabelle 5.2: Experimentell ermittelte Schwingungseigenschaften.
Parameter
Eigenkreisfrequenz ω0 1.00 s
−1
Massenverha¨ltnis µ 1.00
Steiﬁgkeitsverha¨ltnis κ 5.81
Strukturda¨mpfung D1 0.0033
D2 0.0120
D3 0.0330
Erregeramplitude yˆ 1.07mm
Kontaktabstand s 0mm
Stoßkoeﬃzient e 0.5
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die physikalischen Eigenschaften des Experiments in einigen Punkten von physikali-
schen Gro¨ßen des zugeordneten Delaminationsproblems (siehe Tabelle 4.1) abweichen.
Die grundsa¨tzlichen Eigenschaften, die im Zusammenhang mit Benchmarkproblem von
Interesse sind, bleiben gegenu¨ber den Untersuchungen aus Abschnitt 4.2 unvera¨ndert.
Trotz des einfachen Aufbaus des betrachteten Systems zeigt sich wieder eine große
Vielfalt mo¨glicher Bewegungsformen [71], welche der im Abschnitt 4.2 herausgestellten
Charakteristik (z.B. Bild 4.5) des Zwei-Massen-Systems entspricht. Eine ausfu¨hrliche
Betrachtung der Schwingungseigenschaften des hier behandelten Systems ist in [71]
nachzulesen.
Im folgenden werden die Untersuchungen trotz der großen Vielfalt mo¨glicher Sy-
stemantworten auf 2 Schwingungsformen beschra¨nkt, die mit Blick auf das zu be-
trachtende Delaminationsproblem von besonderem Interesse sind (vgl. Abschnitt 4.2).
Dies sind nicht-verzweigte Bewegungen mit einer Stoßfolge und sich anschließender
Bewegungsphase mit permanentem Kontakt (η = 1.08: Bild 5.4 [a]) sowie Bewegun-
gen mit einem Einzelstoß hoher Intensita¨t wa¨hrend einer Erregerperiode (η = 2.76:
Bild 5.4 [b]).
Ergebnisse der semi-analytischen Vorgehensweise.
Die Ergebnisse der semi-analytischen Berechung fu¨r die beiden ausgewa¨hlten Schwing-
ungsformen basieren auf einer Zeitschrittweite ∆τ = Υ
300
, die auf die dimensionslose
Periodendauer Υ = 2π
η
bezogen ist. Zusa¨tzlich wird an den ermittelten Schaltstel-
len zur genaueren Erfassung der Unstetigkeiten eine Nachiteration mit Zeitschritten
∆τ0 =
∆τ
10
durchgefu¨hrt. Der Beginn einer gemeinsamen Bewegung soll aus nume-
rischen Gru¨nden wieder beim Unterschreiten einer kleinen Relativgeschwindigkeits-
schranke γ = 2 · 10−3 ·max |ξ′2 − ξ′1| angenommen werden (vgl. Abschnitt 4.2).
Bild 5.4 zeigt die semi-analytisch berechneten Phasenportraits der stationa¨ren Schwin-
gungen fu¨r die beiden betrachteten Bewegungsformen. Bei einem Frequenzverha¨ltnis
η = 1.08 (Fall [a]) liegt eine nicht-verzweigte Bewegung vor. Das zugeho¨rige Phasen-
portrait (Bild 5.4 [a]) zeigt in einer Periode mehrere aufeinanderfolgende Sto¨ße mit
abnehmender Intensita¨t, die schließlich in eine Bewegung mit permanentem Kontakt
mu¨nden. Bei einer Erho¨hung der Erregerfrequenz auf den Wert η = 2.76 liefert das
System erneut eine nicht-verzweigte Antwort. In diesem Fall tritt ein einzelner, stark
ausgepra¨gter Stoß in jeder Periode (Bild 5.4 [b]) auf.
Vergleich der experimentellen und der semi-analytischen Ergebnisse.
Eine Gegenu¨berstellung der stationa¨ren Schwingungsantwort in Form von
Verschiebungs-Zeitverla¨ufen fu¨r die beiden genannten Erregerfrequenzen zeigt
eine sehr gute U¨bereinstimmung der experimentellen mit den semi-analytisch berech-
neten Resultaten (Bild 5.5). Da die experimentellen Ergebnisse in realen Dimensionen
vorliegen, die numerischen Ergebnisse hingegen in dimensionsfreier Form, kann hier
lediglich ein qualitativer Vergleich der Resultate mit Blick auf Konformita¨t der
Verla¨ufe erfolgen. Die Umrechnung der Daten auf dimensionsbehaftete Gro¨ßen zeigt
ebenfalls eine gute U¨bereinstimmung. Damit kann ohne Zweifel die semi-analytische
Lo¨sung als Referenz fu¨r die folgende regularisierte Berechnung angesehen werden.
Eine zusa¨tzliche Besta¨tigung der rechnerischen Ergebnisse liefert der Verlauf der
Kontaktkraft (Berechnung) bzw. der Kontaktinformation (Experiment), welcher
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Bild 5.4: Semi-analytisch berechnete Phasenportraits fu¨r die beiden ausgewa¨hlten Schwing-
ungsformen: [a] η = 1.08, [b] η = 2.76.
jeweils unterhalb des zugeho¨rigen Verschiebungsverlaufes im Bild 5.5 dargestellt ist.
Deutlich erkennbar treten im ersten Fall (η = 1.08: Bild 5.5 [a1], [a2]) Mehrfachsto¨ße
sowie eine Bewegungsphase mit permanentem Kontakt der beiden Pendel auf. Hierbei
ist ein abnehmender zeitlicher Abstand zwischen vier aufeinanderfolgenden Sto¨ßen
ersichtlich, wobei die Bewegung nach dem vierten Stoß schließlich in eine gemeinsame
Bewegung u¨bergeht. Der zweite Fall zeigt erwartungsgema¨ß in jeder Periode einen
einzigen Stoß hoher Intensita¨t (η = 2.76: Bild 5.5 [b1], [b2]).
5.3.3 Beschreibung des Systems mit einer Penalty-
Regularisierung
Die Einfu¨hrung von regularisierten Kontaktbedingungen fu¨hrt zur Gla¨ttung der Unste-
tigkeiten des Systems. Im Gegensatz zur vorher betrachteten semi-analytischen Metho-
de bleibt die Zahl der Freiheitsgrade beim regularisierten System wa¨hrend der gesam-
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Bild 5.5: Vergleich der stationa¨ren Verschiebungs-Zeitverla¨ufe und Kontaktkraftverla¨ufe:
[a1], [b1] Experiment, [a2], [b2] semi-analytische Berechnung.
ten Berechnung konstant und ermo¨glicht somit eine schnelle numerische Integration.
Als Zeitintegrationsmethode wird das Standard-Newmark-Verfahren (siehe Abschnitt
5.1.2) eingesetzt.
Wie Bild 5.6 zeigt, existieren bei der regularisierten Beschreibung nur noch zwei ver-
schiedene Bewegungszusta¨nde - eine Bewegung ohne Kontakt (Z∗1 ) sowie eine Bewegung
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mit Kontakt zwischen den Pendeln (Z∗2 ). Der Stoßvorgang, als zeitlich singula¨res Ereig-
nis, entfa¨llt. Im Bewegungszustand ohne Kontakt Z∗1 bleibt das System unvera¨ndert,
verglichen mit dem bisher betrachteten Modell (Bild 4.2). Im Falle des Eintretens ei-
nes Kontaktes (Z∗2 ), also einer verschwindenden oder negativen Relativverschiebung
ξ2 − ξ1, wird dem Ausgangssystem eine Penalty-Feder der Steiﬁgkeit ck hinzugefu¨gt
(Bild 5.6 [b]). Zusa¨tzlich wird eine viskose Da¨mpfung cd eingefu¨hrt, welche die Stoßdis-
sipation erfaßt. Beide rheologische Modelle basieren auf linearen Kontaktkraftverla¨ufen
(siehe Abschnitte 5.1.3, 5.1.4).
[a]
k1 d1
y = y sin( t)^
m
kein Kontakt
m, k d , d1 21 2, k ,
1
*
k2 d2
m
[b]
k1 d1
k2 d2
y = y sin( t)^
Kontakt
, c , ck dm, k , k , d , d1 2 1 2
2
*
ck cd
m
m
Bild 5.6: Bewegungszusta¨nde bei regularisierter Berechnung des Systems: [a] Z∗1 : kein Kon-
takt, [b] Z∗2 : Kontakt.
Nach Einfu¨hrung einer dimensionsfreien Darstellung der Penalty-Terme
ςk =
ck
mω20
sowie ςd =
cd
2mω0
(5.24)
ko¨nnen die Bewegungsgleichungen fu¨r beide Zusta¨nde des Systems in dimensionslo-
ser Form angegeben werden (Bild 5.7). Betrachtet man zuna¨chst die mathematische
Beschreibung der kontaktfreien Bewegung, so liegen zwei voneinander entkoppelte li-
neare Bewegungsgleichungen vor. Tritt ein Kontakt auf, werden die beiden linearen
Gleichungen, wie Bild 5.7 zeigt, durch die dimensionslose Penalty-Steiﬁgkeit ςk und die
dimensionslose Penalty-Da¨mpfung ςd verbunden. Oﬀensichtlich besteht die Nichtlinea-
rita¨t des regularisierten Systems lediglich im fortlaufenden Wechsel zweier Bewegungs-
zusta¨nde. Neben der bereits erwa¨hnten Tatsache, daß die Zahl der Freiheitsgrade des
Systems wa¨hrend der Berechnung konstant bleibt, ist als zweiter erheblicher Vorteil
die Vereinfachung der Schaltbedingungen zu nennen. Die beide beno¨tigten Schaltbe-
dingungen ko¨nnen ausschließlich durch die Relativverschiebungen der Pendel ξ2 − ξ1
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charakterisiert werden, wogegen beim semi-analytischen Vorgehen zusa¨tzlich zur Re-
lativverschiebung ξ2 − ξ1 die Relativgeschwindigkeit ξ′2 − ξ′1 sowie die Kontaktkraft fc
u¨berwacht werden mu¨ssen. Bei Systemen mit einer großen Anzahl an Freiheitsgraden
wa¨ren beim semi-analytischen Vorgehen sehr viele unterschiedliche Systemzusta¨nde Zi
mit ihren zugeho¨rigen Indikatorfunktionen Ii zu betrachten, so daß eine analytische
Schaltstellensuche praktisch nicht umgesetzt werden kann.
numerische Integration
numerische Integration
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Bild 5.7: Bewegungsschema fu¨r das regularisierte System.
Ein grundlegendes Problem der Penalty-Regularisierung besteht in der entsprechen-
den Wahl der Penalty-Parameter ςk und ςd (bzw. ck und cd) fu¨r die jeweilige Art der
Bewegung, da die Parameter keine realen physikalischen oder mechanischen Gro¨ßen
repra¨sentieren. Neben den Penalty-Parametern ςk, ςd ist mit dem Zeitschritt ∆τ fu¨r die
numerische Integration ein weiterer Parameter zu wa¨hlen. Wie im folgenden gezeigt
wird, kann eine korrekte Wahl von ςk, ςd und ∆τ nur anhand einer Referenz erfolgen,
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die zum Beispiel experimentelle Untersuchungen liefern. Im vorliegenden Fall sollen die
bereits experimentell besta¨tigten Resultate der semi-analytischen Lo¨sung als Referenz
herangezogen werden.
Im weiteren wird nun die Wahl der drei Parameter ςk, ςd und ∆τ fu¨r die beiden ausge-
zeichneten Bewegungsformen bei η = 1.08 und η = 2.76 untersucht.
Bewegung mit einer Phase permanenten Kontakts: η = 1.08.
Zuna¨chst wird fu¨r die Gro¨ße des Zeitschritts ∆τ der numerischen Zeitintegration ein
konstanter Wert Υ
3000
festgelegt. Damit sind nunmehr die Kontaktsteiﬁgkeit ςk und die
Da¨mpfung ςd frei zu wa¨hlen.
In Bild 5.8 werden die Phasenportraits zweier unterschiedlicher Parametersets ([a] ςk =
100, ςd = 50 sowie [b] ςk = 2300, ςd = 4) verglichen und der semi-analytischen Refe-
renzlo¨sung gegenu¨bergestellt. Dabei zeigt sich, daß die Penalty-Parameter im Fall [b]
die von der exakten Lo¨sung vorgegebene Bewegung gut wiedergeben. Wird statt dessen
die Parameterkonstellation [a] gewa¨hlt, liefert die regularisierte Berechnung ein kom-
plett abweichendes Systemverhalten, das mit der korrekten Lo¨sung keine A¨hnlichkeit
besitzt.
Ohne vorhandene Informationen u¨ber die zu erwartende Bewegung ist oﬀenbar keine
Entscheidung mo¨glich, welche Penalty-Parameter zur richtigen Lo¨sung fu¨hren. Beson-
ders im Hinblick auf die Vielfalt der auftretenden Bewegungsformen, die vom Verzwei-
gungsdiagramm (Bild 4.5) eindrucksvoll dokumentiert wird, ist die Notwendigkeit einer
Referenzlo¨sung oﬀensichtlich.
Die Bestimmung von geeigneten Penalty-Parametern kann anhand der grundlegen-
den Eigenschaften der Referenz-Antwort erfolgen. Hierbei ko¨nnen der Bewegungstyp
(verzweigt / nicht-verzweigt, periodisch / quasi-periodisch) sowie die Anzahl und der
Zeitpunkt auftretender Sto¨ße Anhaltspunkte fu¨r die systematische Kalibrierung der
Parameter bieten.
Im Hinblick auf das na¨chste Beispiel bleibt festzustellen, daß im betrachteten Fall schon
relativ geringe Werte der Regularisierungsparameter – vor allem bei der Da¨mpfung –
zu einem qualitativ befriedigenden Ergebnis fu¨hren. Dies a¨ndert sich dramatisch im
na¨chsten Beispiel, bei Betrachtung einer anderen Bewegungsform. Hier tritt ein einzi-
ger Stoß in jeder Erregerperiode auf, so daß innerhalb der sehr kurzen Stoßdauer durch
den Penalty-Da¨mpfer ein extrem hohes Maß an Energie dissipiert werden muß.
Bewegung mit einem Stoß pro Periode ohne permanenten Kontakt: η = 2.76.
Zuna¨chst wird der bisher gewa¨hlte Zeitschritt ∆τ = Υ
3000
fu¨r die folgenden Untersu-
chungen beibehalten. Die Bestimmung von geeigneten Penalty-Parametern ςk, ςd soll
im folgenden durch sukzessive Eingrenzung des Parameterbereiches erfolgen. Im ersten
Schritt wird die einfachste Information genutzt, welche die bekannte Referenzlo¨sung
fu¨r den vorliegenden Fall η = 2.76 (Bild 5.4 [b]) bietet: das Vorliegen einer nicht-
verzweigten, periodischen Bewegung. Bild 5.9 zeigt die erhaltenen Phasenportraits fu¨r
drei unterschiedliche Parameterkonstellationen. Hierbei fu¨hren die in den Beispielen [a]
und [c] gewa¨hlten Gro¨ßen auf verzweigte Bewegungen, wa¨hrend im Fall [b] (ςk = 3000,
ςd = 50) eine periodische Antwort entsteht.
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Bild 5.8: Berechnungsergebnisse mit verschiedenen Penalty-Parametern [a], [b] im Vergleich
mit dem korrekten (semi-analytischen) Ergebnis [c].
5.3 Untersuchung der Penalty-Regularisierung anhand eines dynamischen Einpunkt-Kontaktes 107
[a]
0
-2.0
0.0
1.0
-1.0 1.0
G
e
s
c
h
w
in
d
ig
k
e
it
e
n
’
|
’


1
2
[-]
.
.
Verschiebungen | 1 2 [-]
-1.0
Schwinger 1
Schwinger 2
 = 2.76
k = 4000


d = 10
= /3000
-1.5 -0.5 0.5
[b]
0.0
-2.0
0.0
1.0
-0.5
G
e
s
c
h
w
in
d
ig
k
e
it
e
n
’
|
’


1
2
[-]
.
.
Verschiebungen | 1 2 [-]
-1.0
Schwinger 1
Schwinger 2
0.5
 = 2.76
k = 3000


d = 50
= /3000
1.0
[c]
0.0
-1.5
0.0
1.0
-0.5
G
e
s
c
h
w
in
d
ig
k
e
it
e
n
’
|
’


1
2
[-]
.
.
Verschiebungen | 1 2 [-]
-1.0
Schwinger 1
Schwinger 2
0.5
 = 2.76
k = 1000


d = 75
= /3000
-1.5
0.5
1.5
Bild 5.9: Einﬂuß der Wahl der Regularisierungsparameter ςk, ςd auf den berechneten
Lo¨sungstyp, η = 2.76: [a], [c] verzweigte Lo¨sung, [b] nicht-verzeigte Lo¨sung.
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Anhand einer systematischen Parametervariation fu¨r ςk und ςd lassen sich alle Kon-
stellationen ausschließen, die zu ho¨her-periodischen Antworten fu¨hren. Werden diese
Informationen zusammengefaßt, la¨ßt sich die im Bild 5.10 dargestellte Parameterebene
konstruieren. Dabei fu¨hren alle Punkte innerhalb des schraﬃerten Bereiches zu ver-
zweigten Bewegungen und sind damit im weiteren nicht mehr von Interesse. Die im
Bild 5.9 betrachteten Beispiele ergeben die Punkte [A], [B] und [C] des Bildes 5.10.
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Bild 5.10: Parameterebene fu¨r Konstellationen von ςk und ςd, die zu verzweigten (schraﬃert)
oder nicht-verzweigten Bewegungen (weiß) fu¨hren.
Eine Verbesserung der gewa¨hlten Penalty-Parameter ermo¨glicht die Einbeziehung ei-
ner weiteren Eigenschaft der Referenzlo¨sung. Detailliertere Informationen u¨ber die zu
erwartende Bewegung ergeben sich aus der Kenntnis der Stoßanzahl und den Phasen
gemeinsamer Bewegungen je Erregerperiode. Im betrachteten Beispiel (η = 2.76) tritt
jeweils ein Stoß in einer Erregerperiode auf. Eine Regularisierung durch die Penalty-
Methode erlaubt keine Abbildung eines plo¨tzlichen Stoßes. Stoßkontakte werden des-
halb durch eine kurzzeitige gemeinsame Bewegungen der Teilsysteme modelliert. Im
folgenden wird daher ein ,plo¨tzlicher’ Stoß als gemeinsame Bewegung deﬁniert, die we-
niger als 50 Zeitschritte ∆τ = Υ
3000
andauert. Diese willku¨rliche Annahme reduziert den
Bereich fu¨r mo¨gliche Werte fu¨r ςk und ςd derart, daß eine vera¨nderte Parameterebene
(Bild 5.11) entsteht. Der Bereich geeigneter Parameterwerte wird gegenu¨ber Bild 5.10
erheblich eingeschra¨nkt.
Bild 5.12 dokumentiert anhand zweier Parameterkonstellationen fu¨r ςk und ςd, wie die-
se die berechnete stationa¨re Verschiebungsantwort hinsichtlich Kontaktzeitpunkt und
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Bild 5.11: Verbesserte Parameterebene fu¨r Konstellationen von ςk und ςd bei Beru¨cksichti-
gung von Kontaktinformationen (Stoßanzahl- und dauer).
-dauer beeinﬂussen. Die beiden Fa¨lle sind in der Parameterebene (Bild 5.11) durch
die Punkte [A] und [B] gekennzeichnet. Wa¨hrend im Beispiel [a] ein ,plo¨tzlicher’ Stoß
reproduziert wird, zeigt der Fall [b] eine ausgepra¨gte Phase mit permanentem Kontakt
der Teilsysteme.
In einem dritten Schritt ko¨nnte eine weitere Einengung der Parameterebene mit Hilfe
des Stoßzeitpunktes innerhalb der Antwortperiode erfolgen. Dies erfordert ein analo-
ges Vorgehen zu den vorangegangenen Schritten. Auf eine explizite Darstellung dieses
Sachverhaltes wird an dieser Stelle verzichtet.
Abschließend ist das Problem der Wahl eines hinreichend kleinen Zeitschrittes ∆τ fu¨r
eine orbital stabile Lo¨sung (vgl. Abschnitt 3.2.2) zu diskutieren. Aufgrund der bisheri-
gen Betrachtungen sind die Penalty-Parameter ςk = 12000 sowie ςk = 19 als passende
Wahl fu¨r den vorliegenden Bewegungstyp anzusehen. Mit dieser Parameterkonstellati-
on werden nun die stationa¨ren Phasenportraits fu¨r Zeitschritte ∆τ = Υ
2000
, ∆τ = Υ
4000
,
∆τ = Υ
6000
sowie ∆τ = Υ
8000
verglichen (Bild 5.13 [a]-[c]). Die Berechnung der Refe-
renzlo¨sung (Bild 5.13 [d]) erfolgt mit einem Grundzeitschritt ∆τ = Υ
300
, der innerhalb
der Nachiteration auf ∆τ0 =
Υ
3000
verkleinert wird.
In allen Fa¨llen (Bild 5.13 [a]-[d]) wurden 2050 Erregerperioden simuliert und die letzten
50 Perioden als stationa¨res Ergebnis dargestellt. Erwartungsgema¨ß ko¨nnen bei gro¨ße-
ren Zeitschritten ∆τ die Schaltpunkte des Systems nur unzureichend erfaßt werden
(siehe Abschnitt 4.2). Die permanenten numerischen Sto¨rungen fu¨hren zu den erhal-
tenen Schwingungsantworten mit quasi-periodischer Struktur. Durch die Wahl eines
110 5 Analyse schwingender Kontinua mit Stoßkontakt auf der Basis der Finite Elemente Methode
[a]
-1.0
0.0
1.0
.
.
Zeit 
-0.5
V
e
rs
c
h
ie
b
u
n
g
e
n
|


1
2
[-] 0.5
 = 2.76
k = 8000


d = 25
= /3000
Schwinger 1
Schwinger 2
[b]
-1.0
0.0
1.0
.
.
Zeit 
-0.5
V
e
rs
c
h
ie
b
u
n
g
e
n
|


1
2
[-] 0.5
Schwinger 1
Schwinger 2
 = 2.76
k = 4000


d = 50
= /3000
Bild 5.12: Verschiebungs-Verla¨ufe fu¨r unterschiedliche Regularisierungsparameter: Sy-
stemantworten mit einem ,plo¨tzlichen’ Stoß [a] und einer Bewegungsphase mit
permanentem Kontakt [b].
zu großen Zeitschrittes ∆τ weitet sich die durch die Referenz gegebene ungesto¨rte
Lo¨sung zu Ba¨ndern auf. Mit abnehmender Zeitschrittweite wird die Bandbreite klei-
ner und strebt asymptotisch gegen die exakte Lo¨sung. Mit Blick auf die vorgestellten
Verzweigungsdiagramme (z.B. Bild 4.5) muß an dieser Stelle betont werden, daß die
dargestellten quasi-periodischen Bewegungen des Systems prinzipiell mo¨glich sind. Nur
die Kenntnis der Referenzlo¨sung (Bild 5.13 [d]) qualiﬁziert sie als falschen Lo¨sungstyp.
Durch die Einfu¨hrung einer Regularisierung werden durch die gelockerte Kontaktbe-
dingung oﬀenbar zusa¨tzliche numerische Sto¨rungen in das System eingebracht, was
anhand der deutlich kleineren erforderlichen Zeitschrittweite (∆τ = Υ
8000
) gegenu¨ber
der semi-analytischen Referenzlo¨sung (∆τ0 =
Υ
3000
) zu vermuten ist. Die Ursache und
die Auswirkung der zusa¨tzlichen numerischen Sto¨rungen bei der Regularisierung soll
im folgenden Abschnitt genauer beleuchtet werden.
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Bild 5.13: Phasenportraits gesto¨rter Lo¨sungen fu¨r abnehmende Zeitschrittweiten ∆τ [a]-[c]
im Vergleich zur semi-analytischen Referenzlo¨sung [d].
Zusammenfassend kann festgehalten werden, daß im vorliegenden Fall eines Frequenz-
verha¨ltnisses η = 2.76 die beiden Regularisierungsparameter ςk = 12000, ςd = 19 sowie
ein Zeitschritt ∆τ = Υ
8000
zur sowohl qualitativ als auch quantitativ korrekten Lo¨sung
fu¨hren. Diese Werte unterscheiden sich deutlich von denen des vorhergehenden Bei-
spiels mit einer Erregung η = 1.08. Die Parameter sind somit nicht nur untereinander
verknu¨pft, sondern ha¨ngen oﬀensichtlich auch von der zu berechnenden Lo¨sung ab. Im
na¨chsten Absatz wird der regularisierte Kontaktvorgang im Hinblick auf diese Para-
metersensitivita¨t durch eine lokale Betrachtung genauer beleuchtet.
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5.3.4 Lokale Untersuchung von Fehlerquellen bei der regula-
risierten Berechnung
Die Penalty-Parameter u¨ben ihren Einﬂuß auf die berechnete Lo¨sung ausschließlich
wa¨hrend der sehr kurzen Kontaktzeit aus. Somit liegt es nahe den Mechanismus ihrer
Auswirkung durch eine detaillierte Betrachtung der Kontaktregion zu studieren. Hier-
zu wird die stationa¨re Schwingung aus Bild 5.13 [c] (ςk = 12000, ςd = 19, ∆τ =
Υ
8000
)
als Referenzlo¨sung gewa¨hlt und der Verlauf der Relativverschiebung ξ2 − ξ1 in unmit-
telbarer Umgebung eines Kontaktereignisses betrachtet. Die Zeitachse wurde dafu¨r so
gewa¨hlt, daß der auftretende stoßartige Einzelkontakt bei τ = 0 eintritt. Das darge-
stellte Zeitintervall betra¨gt 0.04Υ. Der Kontaktverlauf beginnt mit der Kompressions-
phase, also einer zunehmenden Penetration ξ2 − ξ1 < 0 der Kontaktko¨rper. In der
anschließenden Dekompressionsphase wird die in der Penalty-Feder gespeicherte Bewe-
gungsenergie teilweise (abzu¨glich Dissipation) wieder freigesetzt, so daß die Penetration
abgebaut wird.
Bild 5.14 [a] zeigt, daß mit zunehmender Kontaktsteiﬁgkeit ςk nicht allein die Kon-
taktphase verku¨rzt wird, sondern auch eine Erho¨hung der Relativgeschwindigkeit beim
Austritt zu beobachten ist. Letzteres ist vor allem auf die Tatsache zuru¨ckzufu¨hren, daß
durch eine Verku¨rzung der Kontaktzeit das Maß der dissipierten Energie bei gleichblei-
bendem ςd abnimmt. Bereits eine Verdopplung von ςk fu¨hrt zu nennenswerten Vera¨nde-
rungen des lokalen Verlaufes, welche sich makroskopisch als Sto¨rungen der zu berech-
nenden Lo¨sung wiederﬁnden.
Eine Vera¨nderung der Kontaktda¨mpfung ςd (Bild 5.14 [b]) bewirkt eine a¨hnliche lokale
Entwicklung, die ebenfalls auf den gerade erla¨uterten Mechanismus zuru¨ckzufu¨hren ist.
Wie Bild 5.13 bereits deutlich gezeigt hat, tritt eine Interaktion zwischen zeitlicher Dis-
kretisierung und der Penalty-Regularisierung auf. Der lokale Blick auf das Kontakter-
eignis liefert die Begru¨ndung. Oﬀensichtlich spielt die Anzahl der in der Kontaktregion
liegenden Zeitschritte eine entscheidende Rolle (Bild 5.15 [a]). Durch die zwangsla¨uﬁg
eingefu¨hrte Diskretisierung der Kontaktkraft kommt es infolge der unstetigen Approxi-
mation ihres Verlaufes zu Sto¨rungen. Natu¨rlich du¨rfen an dieser Stelle auch die aus dem
Integrationsverfahren resultierenden Fehler, die mit der Ordnung O(∆τ 2) anwachsen
(siehe Abschnitt 5.1.2), nicht aus den Augen verloren werden, die in der Darstellung
von Bild 5.15 [a] mit enthalten sind. Dagegen sind alle Fehler aus der zeitlich ungenauen
Bestimmung des Zustandsu¨berganges eliminiert, da alle Verla¨ufe zum selben Zeitpunkt
beginnen.
Letzterer Fehlertyp wird im Bild 5.15 [b] separat untersucht, wobei zwei Extremfa¨lle
simuliert werden. Im besten Fall fa¨llt ein Zeitschritt mit einem Zustand verschwinden-
der Relativverschiebung ξ2 − ξ1 = 0 zusammen, so daß sofort im na¨chsten Zeitschritt
die Penalty-Terme wirksam werden. Im schlechtesten Fall wird ein Zeitschritt gesetzt
unmittelbar bevor eine Penetration beginnt (ξ2 − ξ1 = 0 + ,  	 1). Eine Schaltent-
scheidung wird in diesem Zeitschritt nicht ausgelo¨st, so daß die Kontaktko¨rper wa¨hrend
dieses Zeitschrittes ,ungebremst’ ineinander eindringen. Anschließend wird schlagartig,
wegen der bereits großen Penetration, eine deutliche Kontaktkraft aufgebracht. Es ist
leicht einsehbar, daß die Gro¨ße eines solchen Fehlers mit der Zeitschrittweite steigt.
5.3 Untersuchung der Penalty-Regularisierung anhand eines dynamischen Einpunkt-Kontaktes 113
[a]
R
e
la
ti
v
e
rs
c
h
ie
b
u
n
g



2
1
[-]
0.00 0.05 0.10
0.00
Zeit  [-]
Referenz
Penetration
0.10
0.05
5·k
2·k
k
0.5·k
[b]
R
e
la
ti
v
e
rs
c
h
ie
b
u
n
g



2
1
[-]
0.00 0.05 0.10
0.00
Zeit  [-]
Penetration
0.10
0.05
Referenz
d
0.5·d
2·d
Bild 5.14: Verlauf der Relativgeschwindigkeit in unmittelbarer Umgebung der Kontaktpha-
se bei [a] gea¨nderter Penalty-Steiﬁgkeit ςk (ςd = 19, ∆τ = Υ/8000) und [b]
gea¨nderter Penalty-Da¨mpfung ςd (ςk = 12000,∆τ = Υ/8000).
Bild 5.15 [b] stellt den lokalen Verlauf dar, der in beiden Fa¨llen auf vo¨llig gleichen nume-
rischen Parametern beruht, jedoch eine augenblickliche und eine verzo¨gerte Schaltent-
scheidung vergleicht. Selbst bei der sehr kleinen Zeitschrittweite Υ/8000 sind bereits
deutliche Unterschiede festzustellen.
Alle aufgezeigten Einﬂu¨sse, die wa¨hrend einer Kontaktphase generiert werden, ko¨nnen
sich summieren und im Sinne einer Langzeitdynamik dramatisch auf die Lo¨sungsstruk-
tur auswirken. Daru¨ber hinaus wird deutlich, daß durch die Vielzahl der mo¨glichen
Einﬂu¨sse die fu¨r eine bestimmte Bewegung zu wa¨hlende Parameterkombination bei
makroskopischer Betrachtung nicht notwendigerweise eindeutig zu bestimmen ist.
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Bild 5.15: Verlauf der Relativgeschwindigkeit in unmittelbarer Umgebung der Kontaktphase
bei unterschiedlicher Zeitdiskretisierung: [a] gea¨nderte Zeitschrittwahl ∆τ (ςk =
12000, ςd = 19), [b] Ausfu¨hrung des Zustandswechsels bei τ 〈c〉 = 0 vs. τ 〈c〉 =
0 + ∆τ (ςk = 12000, ςd = 19, ∆τ = Υ/8000).
5.3.5 Schlußfolgerungen
Das regularisierte System besitzt in allen Bewegungszusta¨nden eine konstante Anzahl
von Freiheitsgraden und erlaubt damit eine schnelle numerische Zeitintegration. Neben
einer Gla¨ttung der Unstetigkeitsstellen ergibt sich als weiterer Vorteil der Penalty-
Methode eine Vereinfachung der Schaltbedingungen fu¨r die Steuerung der einzelnen
Zustandsu¨berga¨nge.
Erhebliche Probleme bereitet hingegen eine entsprechende Wahl der Penalty-Parameter
ck und cd fu¨r den jeweils vorliegenden Bewegungstyp. Wie sich daru¨ber hinaus gezeigt
hat, kann die Wahl der Zeitschrittweite ∆t im Integrationsverfahren nicht unabha¨ngig
von den beiden Regularisierungsparametern erfolgen.
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Eine Schwingung mit einer Kontaktphase pro Erregerperiode und einer gegenphasigen
Bewegung der Teilsysteme verlangt hohe, aufeinander abgestimmte Werte der Regu-
larisierungsparameter und eine sehr kleine Zeitschrittweite. Derartige Bewegungsfor-
men werden zur experimentellen Untersuchung delaminierter Strukturen angestrebt,
da sie die deutlichsten Nichtlinearita¨ten im System hervorrufen. Die verfahrenstech-
nisch erwu¨nschte Situation ist somit fu¨r die numerische Simulation die ungu¨nstigste.
Fu¨r eine korrekte Bestimmung aller Parameter ist eine Referenz unabdingbar. Die-
se kann durch experimentelle Untersuchungen oder durch Ergebnisse einer semi-
analytischen Berechnung gegeben sein. Ohne das Vorliegen entsprechender Informa-
tionen ist in den meisten Fa¨llen keine begru¨ndete Entscheidung mo¨glich, ob eine be-
stimmte Konstellation der Penalty-Parameter ck, cd, ∆t zur richtigen Lo¨sung fu¨hrt.
Wird ein neuer Bewegungstyp untersucht, muß eine U¨berpru¨fung der zuvor gewa¨hlten
Penalty-Parameter vorgenommen werden.
Diese Tatsache besta¨tigt die eingeschlagene Vorgehensweise, zuna¨chst anhand einfa-
cher Starrko¨rpermodelle die zu erwartenden Schwingungsformen zu isolieren. In den
weiteren Untersuchungen, vor allem bei Systemen mit sich kontinuierlich entwickeln-
den Kontaktbereichen, muß sich nun zeigen, ob die Penalty-Methode u¨berhaupt fu¨r
die diskutierte Problemstellung geeignet ist. Zielstellung ist in diesem Zusammenhang
eine robuste Erfassung der stoßartigen Kontakte, so daß der Voraussagecharakter der
numerischen Simulation gewa¨hrleistet ist.
5.4 Numerische Abbildung des dynamischen Lini-
enkontaktes
Bislang wurde das dynamische Stoßkontaktproblem durch seine einfachste Approxi-
mation anhand zweier Pendel untersucht. Im folgenden soll eine realistischere Kon-
ﬁguration betrachtet werden. Dabei erfolgt der U¨bergang von einem punktfo¨rmigen
Stoßkontakt auf ein System mit linienhaftem Kontakt, das eine kontinuierliche Aus-
bildung des Kontaktbereiches beinhaltet. Die im folgenden untersuchte Struktur stellt
eine konsequente Erweiterung des gerade diskutierten Starrko¨rpersystems dar. Das
ausgewa¨hlte kontinuierliche System zeigt sowohl hinsichtlich seiner Geometrie als auch
seines Schwingungsverhaltens bereits eine erhebliche A¨hnlichkeit zu dem letztendlich
abzubildenden Delaminationsproblem (Bild 2.4). Es kann als Grenzfall der vollsta¨ndi-
gen Delamination einer Schicht eines eingespannten Balkens betrachtet werden.
5.4.1 Aufbau des untersuchten Systems und Versuchsanord-
nung
Das betrachtete Untersuchungsobjekt besteht aus zwei Aluminiumlamellen gleicher
La¨nge (L = 685mm), jedoch unterschiedlicher Dicke. Die Lamellen sind gemeinsam
an ihrem Fußpunkt eingespannt. Da die statische Grundform der Lamellen deutlich
von einem ideal-geraden Balken abweicht, tritt im Ruhezustand des Systems eine Fuge
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zwischen den beiden Teilsystemen auf. Bild 5.16 zeigt die gemessene Ausgangsform in
einer u¨berho¨hten Darstellung. Die Lamellen sind derart angeordnet, daß die oberen
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Bild 5.16: Versuchsaufbau.
Enden einen Abstand von 12mm aufweisen (Bild 5.16 [a]) und eine spannungslose Ru-
helage fu¨r beide Teilsysteme vorliegt. Eine abweichende Anordnung der Lamellen (wie
in [69]) soll hier nicht untersucht werden.
Beide Lamellen werden am Fußpunkt durch eine harmonische Zwangsverschiebung
y = yˆ sinΩt mit der Amplitude yˆ und der Erregerkreisfrequenz Ω angeregt. Dabei
wird die Erregeramplitude stets konstant bei yˆ = 2.5mm gehalten. Die Erregerfrequenz
f = Ω
2π
wird dagegen im Bereich 0.5Hz ≤ f ≤ 4.0Hz variiert. Zur Charakterisierung
der auftretenden Schwingungsantworten werden absolute Koordinaten u1(x, t), u2(x, t)
verwendet, deren Lage auf der Vertikalachse durch die Gro¨ße x erfaßt wird.
Die Materialeigenschaften der beiden Lamellen unterscheiden sich geringfu¨gig von-
einander. Die entsprechenden Gro¨ßen sind neben den geometrischen Abmessungen
in nachfolgender Tabelle zusammengestellt. Die angegebenen Da¨mpfungsmaße fu¨r die
Materialda¨mpfung entstammen Ausschwingversuchen an den einzelnen Lamellen.
Zur experimentellen Erfassung der Schwingung werden verschiedene Sensoren verwen-
det (Bild 5.16 [b]). Zuna¨chst erfolgt die Bestimmung der Ausgangsform der Lamel-
len u1,0(x), u2,0(x) im Ruhezustand des Systems durch zwei optoelektrische Positi-
onssensoren. Im Betriebszustand u¨berwacht ein induktiver Wegaufnehmer am Fuß-
punkt die Erregergro¨ßen (yˆ, Ω). Auch die Verschiebungen der Endpunkte der Lamellen
p1(t) = u1(L, t), p2(t) = u2(L, t) werden durch die beiden optoelektrischen Positions-
sensoren erfaßt. Die dafu¨r erforderlichen LED’s mit sehr geringer Masse bleiben per-
manent am Versuchobjekt appliziert, so daß sogenannte ,mass load’-Eﬀekte, durch eine
sich a¨ndernde Massenbelegung, vermieden werden. Fu¨r ausgewa¨hlte Erregerfrequenzen
Ωi wird die Betriebsschwingungsform (ODS) u1(x, t), u2(x, t) ermittelt. Aus den eben
genannten Gru¨nden muß an der relativ weichen Struktur eine beru¨hrungsfreie Messung
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erfolgen. Hierfu¨r wird ein Laservibrometer eingesetzt, das die Geschwindigkeitsantwort
beru¨hrungsfrei erfaßt. Daru¨ber hinaus gestattet die Aufnahme der Geschwindigkeit die
Konstruktion von Phasenportraits.
Tabelle 5.3: Systemeigenschaften
Lamelle 1 Lamelle 2
Dichte  2680kg/m3 2760kg/m3
Elastizita¨tsmodul E 5.85 · 1010N/m2 4.61 · 1010N/m2
Da¨mpfungsmass D ≈ 0.008 ≈ 0.008
Dicke 2mm 1mm
Breite 40mm 40mm
5.4.2 Experimentelle Untersuchung des Systems
Einen ersten Einblick in das Schwingungsverhalten des untersuchten Systems erlaubt
die Betrachtung der Amplituden-Frequenz-Diagramme fu¨r die Verschiebungsantwor-
ten p1, p2 der beiden Lamellen. Als Intervall fu¨r die Erregerfrequenz wurde der bereits
erwa¨hnte Frequenzbereich von 0.5Hz ≤ f ≤ 4.0Hz gewa¨hlt, in dem die niedrigsten
Eigenfrequenzen der Einzellamellen zu ﬁnden sind. Als Erregersignal fu¨r eine derartige
Untersuchung eignet sich ein langsamer Gleitsinus (,sweep sine’). Im vorliegenden Fall
wird der betrachtete Frequenzbereich mit einer ,sweep’-Dauer von 30min durchfahren,
welche im allgemeinen eine ausreichende Stationarita¨t der Schwingungsantworten si-
cherstellt.
Bild 5.17 [a] zeigt das lineare Schwingungsverhalten der Einzellamellen. Die Zustands-
gro¨ßen
p¯1(t) = p1(t)− u1,0(L) sowie p¯2(t) = p2(t)− u2,0(L) (5.25)
bezeichnen die Verschiebungsantworten am freien Ende, die sich auf die jeweilige span-
nungsfreie Ruhelage beziehen. Erwartungsgema¨ß la¨ßt sich im linearen Fall fu¨r jeden
Einzelschwinger eine typische Resonanzkurve beobachten, die zur niedrigsten Eigen-
frequenz jedes Teilsystems fu¨hrt. Diese ist fu¨r die du¨nne Lamelle bei 1.47Hz und fu¨r
die dicke Lamelle bei 3.17Hz zu ﬁnden. Im Resonanzfall treten infolge der schwachen
Materialda¨mpfung sehr große Schwingungsamplituden auf, die den Rahmen der Dar-
stellung von Bild 5.17 [a] bei weitem verlassen.
Im Falle einer gemeinsamen Schwingung der Lamellen kommt es zur Interaktion zwi-
schen den Schwingungspartnern infolge von Normalkontakten. Bild 5.17 [b] verdeutlicht
den Einﬂuß des stoßartigen Kontaktproblems, welches im besonderem Maße durch kon-
tinuierliche Vera¨nderung des Kontaktbereiches gekennzeichnet ist. Bei kleinen Verschie-
bungsamplituden (außerhalb einer Resonanz) kommt es nur im Bereich der Einspan-
nung zu schwachen Kontaktpha¨nomenen. U¨bersteigen die Verschiebungsamplituden
hingegen eine gewisse Gro¨ße, so ist durch einsetzende Stoßkontakte eine durchgreifen-
de Kopplung der beiden Teilsysteme zu beobachten, die zur dramatischen Vera¨nderung
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Bild 5.17: Experimentell ermittelte Amplituden-Frequenz-Diagramme fu¨r beide Lamellen:
[a] kontaktfreie Schwingungen, [b] Schwingung mit Kontakt.
des Schwingungsverhaltens fu¨hrt. In diesem Bereich wirkt sich eine resonante Schwin-
gung des einen Teilsystems jeweils auf seinen Schwingungspartner aus (Bild 5.17 [b]).
In den Resonanzbereichen ist ein deutlicher Abbau der Amplituden gegenu¨ber dem
kontaktfreien Fall (Bild 5.17 [a]) zu verzeichnen. An dieser Stelle oﬀenbart sich der
immense Einﬂuß der Kontaktdissipation auf die Schwingungsform.
Die beschriebenen Schwingungspha¨nomene ﬁnden sich auch in den Weg-Zeitverla¨ufen
der freien Enden aus Bild 5.18 [a]-[d] wieder, welche zu den im Bild 5.17 markierten
Erregerfrequenzen (f = {1.25Hz, 1.60Hz, 3.25Hz, 3.65Hz}) geho¨ren. Bei einer harmo-
nischen Erregung mit f = 1.25Hz ko¨nnen nahezu harmonische Schwingungsantworten
an den freien Enden beobachtet werden. In diesem Fall tritt im Bereich der freien En-
den kein Kontakt zwischen den Schwingern auf. Wie bereits angedeutet wurde, ko¨nnen
Kontakte geringer Intensita¨t im Bereich der Einspannung nicht ausgeschlossen werden.
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Bild 5.18: Experimentell ermittelte Verschiebungsantworten fu¨r verschiedene Erregerfre-
quenzen.
Diese besitzen indes nur einen a¨ußerst schwachen Einﬂuß auf die betrachtete Bewe-
gung an den freien Enden, so daß den Verla¨ufen aus Bild 5.18 [a] nur eine schwache
Antwortnichtlinearita¨t zuzuordnen ist.
Im zweiten Fall (Bild 5.18 [b]) wird das System mit der Frequenz f = 1.60Hz er-
regt und fu¨hrt zu einem resonanzartigen Verhalten des Teilsystems mit der Koordinate
p2 (du¨nne Lamelle). Der Verschiebungsverlauf zeigt, daß auch die dicke Lamelle (p1)
aufgrund der periodisch einwirkenden Stoßkontakte des du¨nnen Querschnittsteils (p2)
erhebliche Amplituden aufweist. Der auftretende Kontaktmechanismus kann oﬀenbar
als innere Anregung des Systems betrachtet werden. Den entgegengesetzten Fall liefert
eine resonante Erregung der dicken Lamelle (p1) mit f = 3.25Hz. Hier u¨bernimmt der
dicke Querschnittsteil die Anregung des du¨nnen Teilsystems (Bild 5.18 [c]). Die beiden
letzten Fa¨llen zeigen, daß die Schwingung jeweils von jener Lamelle dominiert wird, de-
ren lineare Eigenfrequenz in der Nachbarschaft der Erregung liegt. Diese Lamelle fu¨hrt
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eine nahezu harmonische Bewegung aus, wa¨hrend die Antwort ihres Schwingungspart-
ners hiervon deutlich abweicht. Die entstehenden ﬂa¨chenhaften Kontaktvorga¨nge sind
im Experiment durch ein klapperndes Gera¨usch akustisch deutlich wahrnehmbar und
unterstreichen den stoßartigen Charakter des Kontaktes.
Dem dritten Antwortmaximum im Bild 5.17 [b] ist eine Bewegungsverzweigung zuzu-
ordnen. Der dargestellte Verschiebungsverlauf (Bild 5.18 [d], f = 3.65Hz) entstammt
dem zugeho¨rigen Frequenzfenster, in dem Bewegungstypen auftreten, die nur in je-
der zweiten Erregerperiode zu einem Kontaktvorgang fu¨hren. Dieses Pha¨nomen einer
Periodenverdopplung kann selbst bei der vorliegenden geringen Erregeramplitude in ei-
nem ausgepra¨gten Frequenzband beobachtet werden. An dieser Stelle muß angemerkt
werden, daß sich das Frequenzband wiederum deutlich außerhalb des Bereiches der
Resonanzfrequenzen beﬁndet und damit in U¨bereinstimmung zu den Ergebnissen aus
Abschnitt 4.2 steht. Das bereits nachgewiesene ausgepra¨gte Verzweigungsszenario bei
Systemen mit punktfo¨rmigem Normalkontakt (Abschnitt 4.2, Abschnitt 5.3) ist oﬀen-
sichtlich auch bei Strukturen mit einer kontinuierlichen Kontaktzone zu ﬁnden.
Um den Ablauf eines sich kontinuierlich entwickelnden, stoßartigen Linienkontaktes
genauer zu betrachten, wurde die Betriebsschwingungsform der Struktur im Experi-
ment fu¨r den Verlauf einer Erregerperiode T der stationa¨ren Schwingung (f = 3.25Hz)
ermittelt. Das Ergebnis ist im Bild 5.25 [b] am Ende dieses Abschnittes dargestellt,
in dem der Verlauf mit dem numerischen Ergebnis verglichen wird. Es zeigt sich, daß
die Kontaktdauer fu¨r die einzelnen Punkte entlang der Balkenachse nicht konstant ist.
Trotz dieser Tatsache sollen im folgenden weiterhin die Koordinaten p1, p2 an den frei-
en Enden als Charakteristikum fu¨r die gesamte Bewegung betrachtet werden.
Mit Blick auf das zu untersuchende Delaminationsproblem stellt die Schwingungsform
aus Bild 5.18 [c] den anzustrebenden Fall dar. Hierbei ist die Erregerfrequenz so gewa¨hlt
(hier: f = 3.25Hz), daß der Restquerschnitt (repra¨sentiert durch die dicke Lamelle) re-
sonanzartig angeregt wird, womit im allgemeinen eine gegenphasige Bewegung der dela-
minierten Teilsysteme verbunden ist, die ausgepra¨gte schadensbezogene Signale liefert.
Die Schwingungsantworten infolge der harmonischen Erregung zeigen im Frequenzbe-
reich signiﬁkante superharmonische Anteile, die im Abschnitt 4.3 ausfu¨hrlich diskutiert
wurden. Bei der betrachteten Erregerfrequenz f = 3.25Hz fu¨hren die von den resonan-
ten Schwingungen der dicken Lamelle ausgehenden Stoßkontakte zu einer besonders
starken Antwortnichtlinearita¨t beim Schwingungspartner (du¨nne Lamelle). Dieses Ver-
halten a¨ußert sich in den ho¨heren harmonischen Anteilen der zugeho¨rigen Amplitu-
denspektren und liefert die zugeordneten Klirrfaktoren d1 = 5.68%, d2 = 22.89% als
Nichtlinearita¨tsmaß.
Sowohl die Verschiebungsverla¨ufe (Bild 5.18 [b]-[d]) als auch die Ergebnisse der Be-
triebsschwingungsanalyse zeigen jeweils relativ lange Kontaktphasen wa¨hrend einer
Erregerperiode. Derartige Schwingungen, die eine ausgepra¨gte Bewegungsphase mit
permanentem Kontakt der Lamellen beinhalten, sind nur mo¨glich, falls der initiale
Stoßkontakt mit sehr starker Energiedissipation verbunden ist. Anderenfalls mu¨ßte
eine sofortige Trennung der Teilsysteme nach dem Stoß erfolgen. Deshalb sollen im fol-
genden zuna¨chst zwei grundlegende Experimente vorgestellt werden, welche die Stoß-
eigenschaften des betrachteten Kontakttyps genauer untersuchen.
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5.4.3 Experimentelle Untersuchung eines Balkens mit Quer-
stoßkontakt
Im Bereich der experimentellen und analytischen Mechanik wurden bislang vorwiegend
die Auswirkungen von punktartigen La¨ngssto¨ßen auf stabartige Strukturen untersucht
(z.B. [40], [38]) und dort anhand verschiedener Zeitskalen die Pha¨nomene Wellenaus-
breitung, Schwingung und Starrko¨rperbewegung separiert [39]. Im hier betrachteten
Fall sind stoßartige Kontakte in Querrichtung des Balkens von Interesse. Fu¨r diesen
Kontakttyp, insbesondere in Verbindung mit einer sich kontinuierlich ausbildenden
Kontaktzone, sind im Schrifttum bislang kaum Untersuchungen zu ﬁnden. Hauptan-
liegen der folgenden Untersuchung ist die Kla¨rung des Mechanismus und der zu er-
wartenden Gro¨ße der Energiedissipation wa¨hrend eines solchen Kontaktes. Fu¨r diesen
Zweck wurden zwei verschiedene Experimente durchgefu¨hrt, die jeweils einem Extrem-
fall entsprechen.
Ein gerader elastischer Balken (Lamelle) aus Stahl liegt auf einer starren horizontalen
Unterlage und wird an einem Ende fest eingespannt. In dieser Ausgangslage beru¨hrt
der Balken entlang seiner La¨ngsachse mit jedem Punkt die Unterlage. Zu Beginn des
Experimentes wird das freie Balkenende um eine bestimmte Distanz angehoben. Nach
der Freigabe des ausgelenkten Systems kommt es zu einer ,Abrollbewegung’ des Bal-
kens auf der Unterlage, die von der Einspannung beginnt und zum freien Ende la¨uft. Sie
wird durch eine kontinuierliche Entwicklung des Kontaktbereiches begleitet. Ein sol-
cher kontinuierlicher Kontakt unterscheidet sich gravierend von einem Punktkontakt.
Eine der Hauptcharakteristiken ist die totale Energiedissipation wa¨hrend des Kontak-
tes, so daß im Maßstab der Zeitskala eines Stoßes kein Ru¨ckspringen des Systems zu
beobachten ist.
In einem zweiten Experiment beru¨hrt im Ruhezustand lediglich das freie Balkenen-
de einen starren Block (Bild 5.19). An dieser Stelle ist eine Piezofolie angebracht, die
Informationen u¨ber den Verlauf der auftretenden Kontaktkraft liefert. In unmittelba-
rer Na¨he des Kontaktpunktes sowie in einem Abstand von 135mm (siehe Bild 5.19)
sind Dehnungsmeßstreifen (DMS) paarweise appliziert, um die durch einen Kontakt
hervorgerufene Dehnungswelle entlang der Balkenachse zu verfolgen.
500
115 20
DMS Piezo-
Element2 1 3
DMS
Quer-
schnitt
1.5
10
Bild 5.19: Experimenteller Aufbau wa¨hrend des zweiten Experiments.
Das nicht gehaltene Balkenende wird nach einer vertikalen Verschiebung von 50mm frei-
gegeben und initiiert damit einen Querstoßkontakt. Der Kontaktkraftverlauf (Sensor 3)
wird durch eine ausgepra¨gte Amplitudenspitze mit der Dauer von ca. 30µs dominiert.
Dieses Zeitintervall ist extrem klein im Vergleich zur Periodendauer von 50ms, das die
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niedrigste Eigenfrequenz des Balkens ergibt. Auch in diesem Fall kann im Bereich des
Zeitmaßstabs des Stoßes kein Ru¨ckspringen des Systems beobachtet werden. Im Zeit-
maßstab der Schwingung ist dies wegen der freien Verformbarkeit des Balkens zwischen
den Lagern natu¨rlich nicht ausgeschlossen. Oﬀensichtlich laufen die Vorga¨nge des Sto-
ßes und der Schwingung in unterschiedlichen Zeitskalen ab, so daß im Zeitmaßstab der
Schwingung sicher von einem zeitlich singula¨ren Stoßvorgang gesprochen werden kann.
Diese Tatsache besta¨tigt die in Abschnitt 3.3.1 formulierten Annahmen bezu¨glich der
mathematischen Beschreibung eines Stoßes.
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Bild 5.20: Experimentell ermittelte Verla¨ufe fu¨r die Dehnung in La¨ngsrichtung (Senso-
ren 1, 2) und die Kontaktkraft (Sensor 3).
Bei Betrachtung des Verlaufes der initiierten Dehnungswelle (Sensoren 1 und 2), wird
ein deutlicher Amplitudenabfall und eine starke Vera¨nderung des Signals zwischen den
relativ nahe beieinander liegenden Meßpunkten sichtbar. Dies ist maßgeblich auf die
Energiezerstreuung infolge der Wellenabstrahlung zuru¨ckzufu¨hren. Daru¨ber hinaus ist
gegenu¨ber dem La¨ngsstoßproblem eine nicht ausschließlich longitudinale Wellenaus-
breitung zu erwarten, sondern zusa¨tzlich von transversal bzw. schra¨g zur La¨ngsachse
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laufenden und ha¨uﬁg reﬂektierten Wellenanteilen auszugehen. In diesem Zusammen-
hang konnte auch gezeigt werden, daß die Ausbreitung der Wellenfront in Balkenla¨ngs-
richtung wesentlich kleiner ist, als im Falle einer reinen Longitudinalwelle.
Zusammenfassend bleibt festzuhalten, daß der betrachtete Stoßkontakt durch eine ver-
schwindende Kontaktzeit im Vergleich zum Zeitmaßstab der Schwingung ausgezeichnet
ist und von einer starken Energiedissipation begleitet wird.
Wird der Blick nun wieder auf das Schwingungsverhalten der beiden Aluminiumlamel-
len gerichtet, so zeigt sich hier ein ganz a¨hnliches Verhalten, in dem sich alle Pha¨nomene
des gerade beschriebenen Experimentes wiederﬁnden lassen. Hierfu¨r muß allerdings ein
entsprechender Zeitmaßstab gewa¨hlt werden. Bild 5.21 zeigt dazu den Geschwindig-
keitsverlauf p˙1(t), p˙2(t) an den beiden Endpunkten der Lamellen bei einer Erregerfre-
quenz von f = 3.25Hz.
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Bild 5.21: Geschwindigkeitsverla¨ufe p˙1(t), p˙2(t) an den freien Enden der beiden Lamellen.
Der deutlich sichtbare Sprung im Geschwindigkeitsverlauf markiert den stoßartigen
Beginn der Kontaktphase an den betrachteten Punkten. Diese Diskontinuita¨t im Ge-
schwindigkeitsverlauf setzt sich, wie im Experiment gezeigt, aus einer Kurzzeitdynamik
(Wellenausbreitung) und einer nachfolgenden Langzeitdynamik (Schwingung) zusam-
men. Das Auftreten eines solchen markanten Geschwindigkeitssprungs beim betrach-
teten Kontakttyp legt den Gedanken nahe, auch innerhalb einer FE-Modellierung zu-
mindest den stoßartigen Kontaktabschnitt mit der klassischen Newtonschen Stoßhy-
pothese (siehe Abschnitt 3.3.2) zu beschreiben. Eine solche Kontaktformulierung soll
im folgenden alternativ zum Penalty-Verfahren erprobt werden. Der hierfu¨r beno¨tigte
Stoßkoeﬃzient e kann direkt aus dem experimentell ermittelten Geschwindigkeitsver-
lauf (Bild 5.21) anhand des Stoßgesetzes (3.7) berechnet werden und ist damit, im Ge-
gensatz zu den numerischen Parametern des Penalty-Verfahrens, experimentell quan-
tiﬁzierbar. Im vorliegenden Fall liegt die Gro¨ße des Stoßkoeﬃzienten im Bereich von
0 ≤ e ≤ 0.2. Die ermittelte Gro¨ßenordnung der Stoßzahl besta¨tigt somit die aus dem
Experiment (Bild 5.19) erwartete hohe Kontaktda¨mpfung infolge eines Querstoßes.
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5.4.4 Numerische Simulation des Systems mit der FE-
Methode
Fu¨r die numerische Simulation des Schwingungsverhaltens der betrachteten Modell-
struktur wird das eindimensionale Kontinuumsproblem in zwei Multi-Freiheitsgrad-
Systeme mithilfe der Finite-Elemente-Methode zerlegt. Anhand der Geometrie des Sy-
stems und der Gro¨ße der Schwingungsamplituden liegt es nahe, eine ra¨umliche Diskre-
tisierung durch die in Abschnitt 5.2 beschriebenen Balkenelemente vorzunehmen. Dies
fu¨hrt auf die semi-diskreten Bewegungsgleichungen in Form von 2 linearen Vektordif-
ferentialgleichungen mit insgesamt 2n Koordinaten
M1q¨1(t) + D1q˙1(t) + K1q1(t) = F1(t) ,
M2q¨2(t) + D2q˙2(t) + K2q2(t) = F2(t) .
(5.26)
und den entsprechenden Zustandsgro¨ßen
q1 = [ q1,1, q1,2, . . . , q1,n ]
T ,
q2 = [ q2,1, q2,2, . . . , q2,n ]
T .
(5.27)
Die generalisierten Koordinaten qi aus Gleichung 5.29 ko¨nnen in translatorische und
rotatorische Freiheitsgrade unterteilt werden, zu denen die Verschiebungen ui und die
Verdrehungen θi
qi =
[
ui,1, θi,1, . . . , ui,n
2
, θi,n
2
]T
mit pi = ui,n
2
, i = 1(1)2 (5.28)
geho¨ren. Die harmonische Zwangsverschiebung an der Einspannstelle, welche die a¨uße-
re Erregung des Systems bildet, wird am untersten Knoten eines jeden Teilsystems
aufgebracht. An dieser Stelle liegt eine vollsta¨ndige Behinderung der Verdrehung vor.
Diese Randbedingungen fu¨hren zum Ausdruck
qi,a =
[
qi,1
qi,2
]
=
[
ui,1
θi,1
]
=
[
yˆ sin(Ωt)
0
]
, i = 1(1)2 . (5.29)
Eine Partitionierung der Bewegungsgleichungen (5.26) hinsichtlich der durch die Erre-
gung vorgeschriebenen Knotengro¨ßen q¨i,a, q˙i,a, qi,a und der unbekannten Bewegungs-
gro¨ßen q¨i,b, q˙i,b, qi,b liefert
[
Mi,aa Mi,ab
Mi,ba Mi,bb
][
q¨i,a
q¨i,b
]
+
[
Di,aa Di,ab
Di,ba Di,bb
][
q˙i,a
q˙i,b
]
+
[
Ki,aa Ki,ab
Ki,ba Ki,bb
][
qi,a
qi,b
]
=
[
Fi,a
Fi,b
]
,
i = 1(1)2 .
(5.30)
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Die gesuchten Schwingungsantworten q¨i,b, q˙i,b, qi,b ko¨nnen nun anhand des aus der
zweiten Zeile der Matrizengleichung (5.30) hervorgehenden Ausdrucks
Mi,bb q¨i,b + Di,bb q˙i,b + Ki,bb qi,b = Fi,b −Mi,ba q¨i,a −Di,ba q˙i,a −Ki,ba qi,a ,
i = 1(1)2
(5.31)
berechnet werden. Die numerische Zeitintegration der Bewegungsgleichungen (5.31)
erfolgt wieder anhand des Standard-Newmark-Verfahrens (vgl. Abschnitt 5.1.2) mit
einer konstanten Zeitschrittweite ∆t = T/1000. Fu¨r die ra¨umliche Diskretisierung wur-
de jede Lamelle in 20 Elemente gleicher La¨nge eingeteilt. Beide Diskretisierungsgro¨ßen
haben sich im Rahmen einer Konvergenzuntersuchung als hinreichend genau erwiesen.
Die im Experiment ermittelten Da¨mpfungseigenschaften des Materials (siehe Tabel-
le 5.3) werden in Form einer Rayleigh-Da¨mpfung implementiert. Hierzu werden fu¨r
die Linearkombination (4.43) die Parameter α = 0.23, β = 2.40 · 10−4 gewa¨hlt. Diese
enthalten die experimentell bestimmten Werte fu¨r die niedrigste Eigenform der beiden
Lamellen. Daru¨ber hinaus wird den ho¨heren Schwingungsformen eine sta¨rkere Da¨mp-
fung zugeordnet, um den Einﬂuß der ho¨heren Frequenzen auf die Lo¨sung zu reduzieren,
die ohnehin als Folge der Diskretisierung schlechter repra¨sentiert werden.
Die Kopplung der beiden Teilsysteme, welche durch die beiden Vektorgleichun-
gen (5.31) mit i=1,2 beschrieben werden, erfolgt nur im Falle eines auftretenden Kon-
taktereignisses. Fu¨r die Kontaktdiskretisierung wird aus Eﬃzienzgru¨nden eine Zerle-
gung des linienhaften Kontaktes in eine dichte Reihe von Knoten-Knoten-Kontakten
vorgenommen. Mit diesem Vorgehen sind die mo¨glichen Kontaktpartner als nN Paare
jeweils gegenu¨berliegender Knoten a priori bekannt. Der Einﬂuß der gewa¨hlten Kon-
taktdiskretisierung wird im weiteren noch Gegenstand der Betrachtungen sein.
5.4.4.1 Kontaktbeschreibung mit dem Penalty-Verfahren
Zuna¨chst wird fu¨r die numerische Simulation der nichtlinearen Schwingungen eine Kon-
taktformulierung auf der Basis des Penalty-Verfahrens (vgl. Abschnitt 5.1.4) verwendet.
Hauptanliegen ist wiederum die Untersuchung der Sensitivita¨t der berechneten Lo¨sung
gegenu¨ber den zu wa¨hlenden Regularisierungsparametern. Mit Blick auf den Voraus-
sagecharakter ku¨nftiger Simulationsmodelle fu¨r das Delaminationsproblem ist ein sehr
robustes Verhalten der Kontaktformulierung in Bezug auf die a priori nur gro¨ßenord-
nungsma¨ßig abscha¨tzbaren numerischen Parameter unbedingt notwendig.
Zur Beschreibung des aktuellen Kontaktzustandes wird das Konzept der Indexmengen
M aus [79] aufgegriﬀen und fu¨r die hier verwendeten Kontaktbeschreibungen erweitert.
Es kann als konsequente Weiterentwicklung der in Abschnitt 5.1.3 diskutierten ,active
set strategy’ angesehen werden. An dieser Stelle sei noch einmal darauf hingewiesen,
daß die Nichtlinearita¨t des untersuchten Problems allein durch den Kontaktzustand ge-
geben ist, also aus numerischer Sicht im fortlaufenden Wechsel der Systemeigenschaften
besteht.
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Die insgesamt nN mo¨glichen Kontaktpunkte des Systems, die im vorliegenden Fall mit
der Anzahl n
2
− 1 der Verschiebungsfreiheitsgrade eines Teilsystems korrespondieren,
werden in der Indexmenge MN zusammengefaßt. Die Indexmenge MC erfaßt die zum
jeweils betrachteten Zeitpunkt t geschlossenen Kontakte, die der relaxierten Kontakt-
bedingung
gN,kC = u2,kC − u1,kC ≤ 0 , ∀kC ∈MC (5.32)
genu¨gen. Der Kontaktzustand des Systems zum Zeitpunkt t la¨ßt sich anhand der Men-
gen
MN = {1(1)nN} ,
MC(t) = {kC ∈MN | gN,kC ≤ 0} . (5.33)
erfassen. Die Anzahl der Elemente von MC(t) ist dabei nicht konstant, sondern ha¨ngt
vom aktuellen Bindungszustand des Systems ab. Nach jedem Zeitschritt ∆t werden
fu¨r alle in der Indexmenge MC enthaltenen Kontaktpunkte die Penalty-Terme in die
entsprechenden Systemmatrizen (K, D) eingefu¨gt. Gleichzeitig werden fu¨r alle nicht
mehr enthaltenen Kontaktpunkte die entsprechenden Eintra¨ge gelo¨scht. Allein durch
die Penalty-Eintra¨ge sind beide Teilsysteme gekoppelt.
Als Benchmark-Problem fu¨r die numerische Abbildung des stationa¨ren Schwingungs-
verlaufes wird die im Bild 5.18 [c] dargestellte Bewegungsform gewa¨hlt. Hier liegt ein
resonanzartiger Zustand fu¨r die dicke Lamelle vor. Die daraus resultierende Schwin-
gung kommt den am realen Delaminationsproblem zu erwartenden Verha¨ltnissen sehr
nahe. Die Kontaktbeschreibung mittels Penalty-Regularisierung weist auch bei die-
sem kontinuierlichen System die gleichen Schwachpunkte wie beim zuvor betrachteten
Starrko¨rpersystem auf. Bild 5.22 zeigt, daß auch in diesem Fall die Wahl der Regula-
risierungsparameter ck, cd starken Einﬂuß auf das berechnete Ergebnis besitzt. Selbst
nicht weit entfernt liegende Parameterkombinationen (Bild 5.22 [a], [b]) ko¨nnen zu
vo¨llig unterschiedlichen Lo¨sungstypen fu¨hren. Wiederum kann nur anhand der expe-
rimentellen Referenz aus Bild 5.18 [c] entschieden werden, daß die Parameterkonstel-
lation ck = 90000, cd = 55000 das korrekte Ergebnis liefert, wa¨hrend die Parameter
ck = 25000, cd = 55000 sogar die Struktur der Lo¨sung vera¨ndern.
Fu¨r die angestrebte modellgestu¨tzte Identiﬁkation fu¨r Delaminationsscha¨den ist die Zu-
verla¨ssigkeit des zugrundeliegenden numerischen Simulationsmodells von zentraler Be-
deutung. Unter diesem Gesichtspunkt wird eine robuste Kontaktformulierung beno¨tigt,
die fu¨r einen gewissen Parameterbereich zumindest den Erhalt der grundsa¨tzlichen
Lo¨sungsstruktur garantiert. Daru¨ber hinaus sind generelle Anhaltspunkte u¨ber die
Gro¨ßenordnung der zu wa¨hlenden numerischen Parameter erforderlich. Diese Forde-
rungen sind notwendige Voraussetzungen fu¨r den anzustrebenden Voraussagecharakter
des numerischen Modells.
Eine umfangreiche Parameterstudie (Bild 5.23) aus 1640 Einzelberechnungen liefert die
Gewißheit, daß die genannten Forderungen durch eine Kontaktbeschreibung mit dem
Penalty-Verfahren nicht erfu¨llt werden. Die Parameterstudie aus Bild 5.23 oﬀenbart,
daß in Abha¨ngigkeit der gewa¨hlten Regularisierungsparameter ck, cd im wesentlichen
zwei unterschiedliche Lo¨sungstypen auftreten, na¨mlich die beiden im Bild 5.22 dar-
gestellten. Die fu¨r die Berechnung von Bild 5.22 gewa¨hlten Werte sind in der Para-
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Bild 5.22: Vergleich des berechneten Schwingungsverlaufes (f = 3.25Hz) fu¨r unterschiedli-
che Penalty-Parameter: [a] Typ 1: korrektes Ergebnis (ck = 90000, cd = 55000),
[b] Typ 2: falscher Lo¨sungstyp (ck = 25000, cd = 55000).
meterebene durch die Pfeile [a], [b] gekennzeichnet. Ein Blick auf die Parameterebene
(Bild 5.23) verdeutlicht, daß in ungefa¨hr der Ha¨lfte der untersuchten Fa¨lle der falsche
Lo¨sungstyp (vgl. Bild 5.22 [b]) berechnet wird. Zudem zeigt sich, daß die Struktur des
Schwingungstyps 2 (Bild 5.22 [b]) oﬀensichtlich robuster ist, so daß fu¨r diese Bewe-
gungsform wesentlich ha¨uﬁger ein-periodische Bewegungen (markiert mit: o ) auftre-
ten. Die zur korrekten Lo¨sung fu¨hrenden Parameterkonstellationen (markiert mit: )
sind nur relativ selten. Wird zusa¨tzlich die Amplitudengro¨ße zur Bewertung des Er-
gebnisses herangezogen, so ist die Parameterkombination ck = 90000, cd = 55000
(Bild 5.22 [a]) zu favorisieren. Selbst kleinere Vera¨nderungen dieser als optimal zu be-
zeichnenden Parameter fu¨hren bereits zum Verlust der Periodizita¨t der Lo¨sung. Nur
Parameterbereiche in unmittelbarer Umgebung der genannten Parameterkombination
liefern quasi-periodische Lo¨sungen mit noch zufriedenstellenden Eigenschaften.
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Bild 5.23: Parameterebene fu¨r die Struktur der berechneten Lo¨sung (f = 3.25Hz) in
Abha¨ngigkeit der Regularisierungsparameter ck, cd.
An dieser Stelle wird klar, daß herko¨mmliche Kontaktelemente auf Basis einer Feder-
Da¨mpfer-Regularisierung fu¨r die vorliegende Problemstellung nicht geeignet sind. Der
bereits anhand des Starrko¨perproblems gewonnene Eindruck hinsichtlich der Sensiti-
vita¨t gegenu¨ber den numerischen Parametern wird durch die ausgiebige Parameter-
studie (Bild 5.23) besta¨tigt. Ohne Vorhandensein einer Referenzlo¨sung, an der die
Regularisierungsparameter kalibriert werden ko¨nnen, sind keine zuverla¨ssigen Simu-
lationsergebnisse mit dem Penalty-Verfahren zu erzielen. Im folgenden soll daher eine
alternative Mo¨glichkeit zur Beschreibung des dissipativen Stoßkontaktes vorgestellt und
untersucht werden.
5.4.4.2 Kontaktbeschreibung durch Kombination von NEWTONschem
Stoßgesetz und Penalty-Steiﬁgkeit
Die experimentell ermittelten Geschwindigkeitsverla¨ufe aus Bild 5.21 belegen den
stoßartigen Charakter des betrachteten Kontaktmechanismus. Zur Beschreibung eines
Stoßkontaktes hat sich bei den betrachteten Starrko¨rpersystemen die Newtonschen
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Stoßhypothese bewa¨hrt und soll im folgenden fu¨r den Knoten-Knoten-Kontakt inner-
halb eines Finite-Elemente-Modells eingefu¨hrt werden. Die Kontaktdissipation wird
hierbei wie gewohnt mit dem Stoßkoeﬃzienten e erfaßt, dessen Gro¨ßenordnung experi-
mentell eingegrenzt werden kann (siehe Bild 5.21). Durch die Annahme einer verschwin-
denden Kontaktdauer ko¨nnen mit dem Stoßgesetz nur Momentankontakte beschrieben
werden. Wird also ausschließlich ein Stoßgesetz als Kontaktformulierung implemen-
tiert, zerfallen Bewegungsphasen mit anhaltendem Kontakt in eine Sequenz von Ein-
zelsto¨ßen. Eine derartige Kontaktbeschreibung wurde in [69], [65] untersucht.
Eine sinnvolle Erweiterung dieser Vorgehensweise stellt die zusa¨tzliche Einfu¨hrung ei-
ner Penalty-Steiﬁgkeit ck dar, die im Falle eines permanenten Kontaktes [65] wirkt.
Eine derartige Kombination der beiden Verfahren (Newtonsches Stoßgesetz, Penalty-
Verfahren) ermo¨glicht sowohl die Beschreibung von Momentankontakten als auch von
permanent anhaltenden Kontakten. Die Kontaktdissipation fu¨r eine gesamte Kontakt-
phase wird ausschließlich anhand des zu Beginn erfolgenden Momentanstoßes erfaßt.
Die dissipativen Eigenschaften sind damit von der verwendeten Penalty-Steiﬁgkeit ent-
koppelt.
Bild 5.24 zeigt den schematischen Ablauf der Kontaktbeschreibung anhand der Kom-
bination von Stoßgesetz und Penalty-Steiﬁgkeit.
JA
kein Kontakt
k
.
u | u2,k 2,k .u | u1,k 1,k
permanenter Kontakt
k
ck
.
u | u2,k 2,k .u | u1,k 1,k
Kontaktbedingung
verschwindender Kontaktabstand
g = u - u 0N,k 2,k 1,k £
kleine Relativgeschwindigkeit
moment. / perman. Kontakt
.g = u - uN,k 2,k 1,k < g
. .
NEIN JA
NEWTON-Stoß
Projektion der
Knotengeschwindigkeiten
®u (t -0)1,k j u (t+0)1,k j. .
®u (t -0)2,k j u (t+0)2,k j. .
t := t + tj j-1 D
JA
Trennung
positiver Kontaktabstand
g = u - u > 0N,k 2,k 1,k
NEIN
Berechnungsbeginn
t = 00
t := t + tj j-1 D
NEIN
Bild 5.24: Schematischer Ablauf der Kontaktbeschreibung durch Kombination von New-
tonschem Stoßgesetz und Penalty-Steiﬁgkeit.
Zur Implementierung dieser Kontaktformulierung muß die Erfassung des Kontaktzu-
standes weiter diﬀerenziert werden, so daß die Indexmengen aus Gleichung (5.33) um
drei zusa¨tzliche Teilmengen zu erweitern sind:
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MN = {1(1)nN} ,
MC = {kC ∈MN | gN,kC ≤ 0} ,
MM = {kM ∈MC | g˙N,kM ≥ γ ∧ (kM /∈MP0(tj−1) ∨ kM /∈Mpp(tj−1))} ,
MP0 = {kP0 ∈MC | g˙N,kP0 < γ ∧ kP0 /∈MPP (tj−1)} ,
MPP = {kPP ∈MC | kPP ∈MP0(tj−1) ∨ kPP ∈MPP (tj−1)}
mit
MN : mo¨gliche Kontaktpunkte (mit nN Elementen) ,
MC : aktuell geschlossene Kontakte (mit nC Elementen) ,
MM : Momentankontakt (mit nM Elementen) ,
MP0 : Beginn eines permanenten Kontaktes (mit nP0 Elementen) ,
MPP : andauernder permanenter Kontakt (mit nPP Elementen) .
(5.34)
Hierbei ist nur die Indexmenge MN , welche die Indizes aller mo¨glichen Kontaktpunkte
entha¨lt, zeitinvariant. Die u¨brigen Indexmengen repra¨sentieren den jeweils zum Zeit-
punkt tj gu¨ltigen Kontaktzustand des Systems. Fu¨r die Indexmengen MM , MP0, die
einen Newtonschen Stoß nach sich ziehen, ist neben den in Gleichung (5.34) angege-
benen Bedingungen sicherzustellen, daß vor dem Stoß keine positive Relativgeschwin-
digkeit der Kontaktpunkte g˙N vorliegt. Derartige Stoßkonﬁgurationen wu¨rden zu dem
im Abschnitt 3.3.2 beschriebenen strukturellen Fehler bei der Auswertung des Stoßge-
setzes (5.35) fu¨hren.
Die Bedingung fu¨r das Auftreten eines Kontaktes (gN,kC ≤ 0) bleibt gegenu¨ber Glei-
chung (5.32) fu¨r das Penalty-Verfahren unvera¨ndert. Auf alle in den IndexmengenMM ,
MP0 enthaltenen Knotenpunktpaare wird das Newtonsche Stoßgesetz angewendet.
An dieser Stelle bleibt anzumerken, daß der allgemein gehaltene Zugang der Gleichun-
gen (5.34) natu¨rlich auch die Verwendung jeder anderen Projektionsvorschrift gestattet.
Die zum Newtonschen Stoßgesetz geho¨renden Projektionsvorschriften fu¨r die trans-
latorischen Knotengeschwindigkeiten der nC , nP0 Stoßkontaktpaare ko¨nnen aus den
Gleichungen (3.7) fu¨r zwei stoßende Punktmassen in die Vektorgleichungen
u˙
〈tj 〉
1 (tj+0) = u˙
〈tj 〉
1 (tj−0) +
(
I + e〈tj〉
)
M2
〈tj〉
(
M1
〈tj〉 + M2〈tj〉
)−1
g˙
〈tj〉
N (tj−0) ,
u˙
〈tj 〉
2 (tj+0) = u˙
〈tj 〉
2 (tj−0) −
(
I + e〈tj 〉
)
M1
〈tj 〉
(
M1
〈tj 〉 + M2〈tj〉
)−1
g˙
〈tj〉
N (tj−0)
(5.35)
mit
Mi
〈tj 〉 = diag ([m¯i,kk]) ,
u˙
〈tj 〉
i = [u˙i,k] ,
g˙
〈tj〉
N = [g˙N,k] ,
e〈tj 〉 = diag ([ek]) ,
i = 1(1)2 , ∀k ∈MM(tj) ∨MP0(tj) (5.36)
u¨berfu¨hrt werden. Hierbei bezeichnen m¯1,kk, m¯2,kk die Massen der nC , nP0 Knotenpaare,
die zum Zeitpunkt tj einem Stoßkontakt unterliegen und die Eigenschaften des jewei-
ligen Querschnitts repra¨sentieren. Die Gro¨ße dieser Massen kann hier na¨herungsweise
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aus den zu den entsprechenden translatorischen Freiheitsgraden geho¨renden Eintra¨gen
der diagonalisierten Massenmatrizen M¯i ermittelt werden. Die Vektoren u˙
〈tj〉
i enthalten
die zum Zeitpunkt tj zu projizierenden Knotengeschwindigkeiten und der Vektor g˙
〈tj〉
N
die zugeho¨rigen Relativgeschwindigkeiten dieser Knotenpaare. Die Diagonalmatrix e
erfaßt die Stoßkoeﬃzienten ek der nC , nP0 Kontaktpartner, denen im allgemeinen Fall
durchaus unterschiedliche Werte ek zugeordnet werden ko¨nnen. Im folgenden soll je-
doch ein konstanter Wert e fu¨r alle mo¨glichen Kontaktpaare angenommen werden, der
sich anhand des Geschwindigkeitsverlaufes aus Bild 5.21 mit e = 0.1 abscha¨tzen la¨ßt.
Wa¨hrend des Momentankontaktes bleiben entsprechend der Annahmen des Stoßgeset-
zes die Positionen der Kontaktknoten unvera¨ndert. Es gilt
u1
〈tj 〉(tj+0) = u1〈tj 〉(tj−0) ,
u2
〈tj 〉(tj+0) = u2〈tj 〉(tj−0) . (5.37)
Eine verschwindende translatorische Relativgeschwindigkeit nach dem initialen Stoß-
kontakt ist die Voraussetzung fu¨r einen anhaltenden Kontaktzustand zwischen zwei
Knoten. Alle Kontaktpaare die diese Bedingung zum Zeitpunkt tj erfu¨llen, sind in der
Indexmenge MP0 abgelegt. Genau wie im Falle der semi-analytischen Berechnung der
zuvor betrachteten Starrko¨rpersysteme (vgl. Abschnitt 4.2) soll eine kleine Schranke
γ der Relativgeschwindigkeit eingefu¨hrt werden, die den U¨bergang einer Stoßfolge in
eine gemeinsame Bewegung steuert. Der Einﬂuß dieses Parameters wurde bereits in
Abschnitt 4.2.4 untersucht. Die gelockerte Zustandsbedingung fu¨r den Beginn eines
permanenten Kontaktes lautet somit
g˙N,kP0 = u˙2,kP0 − u˙1,kP0 < γ , ∀kP0 ∈ MP0 , γ 	 1 (5.38)
und bedeutet die Einfu¨hrung einer Penalty-Steiﬁgkeit ck fu¨r alle in MP0 enthaltenen
Elemente:
KkP0(t
〈j〉+0) = KkP0(t
〈j〉−0) +
[
+ck −ck
−ck +ck
]
, ∀kP0 ∈MP0 . (5.39)
Hierin bezeichnet KkP0 die Steiﬁgkeitsmatrix, die den entsprechenden Kontaktknoten-
paaren kP0 ∈ MP0 zuzuordnen ist und die als Submatrix aus der Systemsteiﬁgkeits-
matrix K des Gesamtsystems hervorgeht,
K =
[
K1 0
0 K2
]
, (5.40)
indem beide Teilsysteme zusammengefaßt werden. An dieser Stelle wird anschaulich
klar, daß eine Kopplung der Teilsysteme auf der Ebene der Systemsteiﬁgkeitsmatrix
nur stattﬁndet, falls permanente Kontakte vorliegen. Alle anderen Interaktionen wer-
den ausschließlich durch die Momentansto¨ße erzielt, die sich nicht auf der Ebene der
Systemmatrizen wiederﬁnden. Letztere Tatsache ist insbesondere fu¨r die implizite Zei-
tintegration vorteilhaft (vgl. Abschnitt 5.1.2), da sich die eﬀektive Steiﬁgkeitsmatrix
in diesem Fall nicht a¨ndert.
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Die Kontaktsteiﬁgkeit ck bleibt fu¨r die entsprechenden Kontaktpaare kPP ∈ MPP so-
lange im System, bis die Bedingung fu¨r die Auﬂo¨sung des permanenten Kontaktes
gN,k = u2,k − u1,k > 0 , k ∈MPP (5.41)
erfu¨llt ist. Diese Bedingung wird fu¨r alle in MPP enthaltenen Kontaktpaare u¨berpru¨ft.
Die IndexmengeMPP besteht dabei aus den Kontaktpunkten, fu¨r die bereits im vorher-
gehenden Zeitpunkt tj−1 ein anhaltender Kontakt ermittelt wurde. Trotz der Tatsache,
daß diese Punkte die Kontaktbedingung (5.32) erfu¨llen, darf kein Momentanstoß erfol-
gen, da der Kontakt bereits mindestens einen Zeitschritt lang besteht.
Im folgenden soll der beschriebene Kontaktalgorithmus fu¨r die numerische Simulati-
on verschiedener Schwingungsformen eingesetzt werden, deren experimentell ermittelte
Verschiebungsverla¨ufe bereits aus den Bildern 5.18 [b]-[d] bekannt sind.
Alle physikalischen Gro¨ßen entsprechen den experimentellen Vorgaben. Die ra¨umliche
und zeitliche Diskretisierung bleibt gegenu¨ber den Berechungen unter Verwendung des
Penalty-Verfahrens (Abschnitt 5.4.4.1) unvera¨ndert. Der maßgebliche Kontaktparame-
ter e wird mit der konstanten Gro¨ße von 0.1 eingefu¨hrt. Zusa¨tzlich sind zwei weitere
Parameter ck, γ zu wa¨hlen, die jedoch gegenu¨ber dem Stoßkoeﬃzienten e nur unterge-
ordnete Bedeutung besitzen, wie im weiteren gezeigt wird. Die Penalty-Steiﬁgkeit wird
mit ck = 100 fest gewa¨hlt. Die Gro¨ßenordnung fu¨r diesen Wert kann von derjenigen
im herko¨mmlichen Penalty-Verfahren abweichen, da der Parameter keine physikalische
Gro¨ße darstellt, sondern von der lokalen Bewegung im Kontaktbereich abha¨ngt. Bei der
hier gewa¨hlten Kontaktformulierung wird die Penalty-Steiﬁgkeit nur im Anschluß an
den zuvor ausgefu¨hrten Stoßkontakt eingesetzt, so daß mit Blick auf den stark dissipa-
tiven Charakter des Stoßes kleine Penalty-Parameter ausreichend sind, um u¨berma¨ßige
Eindringungen zwischen den Kontaktknoten zu verhindern. Die Schranke γ fu¨r die Re-
lativgeschwindigkeit muß heuristisch gewa¨hlt werden. Fu¨r die folgenden Berechnungen
wird ein Wert γ = 5 · 10−4 ms−1 gewa¨hlt, der im Bereich eines Tausendstels der extre-
malen Relativgeschwindigkeit liegt. Zusa¨tzliche Berechnungen, die an dieser Stelle nicht
im einzelnen aufgefu¨hrt werden sollen, zeigen einen robusten Charakter des Parameters
γ fu¨r das betrachtete System. Hierbei ist oﬀensichtlich, daß die Wahl gro¨ßerer Werte
fu¨r γ ha¨uﬁger zur Annahme einer gemeinsamen Bewegung fu¨hren, die dann zumindest
wa¨hrend eines Zeitschrittes ∆t andauert. Eine solche A¨nderung des Kontaktablaufes
verursacht in der Regel nur geringe Abweichungen zu einem tatsa¨chlich momentanen
Stoß.
Eine gute Vergleichsmo¨glichkeit zwischen numerischer Simulation und den experimen-
tellen Ergebnissen im Hinblick auf die Abbildung des globalen Bewegungsablaufes
bietet die Betrachtung des Betriebsschwingungsverlaufes. Hierzu stellt Bild 5.25 an-
hand von jeweils sechs zeitlich a¨quidistanten Verformungsplots den Schwingungsvor-
gang wa¨hrend einer stationa¨ren Erregerperiode T dar. Es zeigt sich, daß der globale
Bewegungsablauf durch die numerische Simulation (Bild 5.25 [a]) exzellent erfaßt wird.
Das zyklische O¨ﬀnen und Schließen der Fuge, welches mit einer kontinuierlichen Ausbil-
dung des Kontaktzustandes verbunden ist, wird oﬀensichtlich im Modell hervorragend
repra¨sentiert, so daß kaum Unterschiede zwischen dem experimentellen und dem nume-
rischen Schwingungsablauf (Bild 5.25) erkennbar sind. Die grundsa¨tzliche Tauglichkeit
der entwickelten Kontaktbeschreibung fu¨r die Simulation stationa¨rer Schwingungen mit
stoßartigen Linienkontakten ist damit belegt.
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[a]
t = 0.00 T1 t = 0.17 T2 t = 0.33 T3 t = 0.50 T4 t = 0.67 T5 t = 0.83 T6
[b]
Bild 5.25: Betriebsschwingungsverlauf f = 3.25Hz wa¨hrend einer Erregerperiode T der sta-
tiona¨ren Bewegung: [a] Simulationsergebnis, [b] experimentelles Ergebnis.
Fu¨r einen detaillierten Vergleich wird der Blick nun auf die Schwingungsantworten an
den freien Enden der beiden Lamellen gerichtet. Bild 5.26 stellt die Verschiebungs-
verla¨ufe und die Phasenportraits der stationa¨ren Bewegungen des Experimentes (sie-
he Bild 5.18) den Simulationsergebnissen gegenu¨ber. Jede Phasenkurve basiert auf
einem Zeitintervall von 10 Erregerperioden. Die Verschiebungsverla¨ufe sind jeweils fu¨r
die Zeitspanne von 4 Erregerperioden dargestellt.
In allen Fa¨llen wird eine sehr gute U¨bereinstimmung der numerischen Resultate mit
den experimentellen Verla¨ufen erzielt. Dies betriﬀt sowohl die Gestalt als auch die
Amplituden der jeweiligen Schwingungsform. Insbesondere die Verschiebungsverla¨ufe
werden sehr genau durch die numerische Simulation wiedergegeben. Die Phasenpor-
traits zeigen fu¨r alle dargestellten Fa¨lle eine orbital stabile Struktur der numerischen
Lo¨sung. Bemerkenswert ist vor allem die Tatsache, daß fu¨r alle, durchaus sehr unter-
schiedlichen Schwingungsformen die gleichen Kontaktparameter e, ck, γ zum korrekten
Ergebnis fu¨hren.
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Bild 5.26: Verschiebungsverla¨ufe und Phasenportraits der stationa¨ren Bewegung der beiden
Lamellen fu¨r verschiedene Erregerfrequenzen f , [a1]-[c1] numerische Resultate,
[a2]-[c2] experimentelle Resultate.
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Gegenu¨ber der Kontaktvariante die lediglich ein Stoßgesetz verwendet und auf die
Einfu¨hrung einer Penalty-Steiﬁgkeit verzichtet [65], [69], kann eine deutliche Gla¨ttung
der Verla¨ufe im Bereich des Kontaktes verzeichnet werden.
Eine weitere Gla¨ttung des Kontaktverlaufes darf von einer feineren ra¨umlichen Dis-
kretisierung des Kontaktbereiches erwartet werden. Diese Vermutung wird durch eine
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Bild 5.27: Phasenportrait der stationa¨ren Bewegung der beiden Lamellen fu¨r eine Diskreti-
sierung mit 50 Elementen je Lamelle (f = 3.25Hz).
zusa¨tzliche Berechnung gestu¨tzt, die exemplarisch fu¨r den Fall einer Erregerfrequenz
f = 3.25Hz durchgefu¨hrt wurde. Alle anderen physikalischen und numerischen Pa-
rameter bleiben konstant. Eine Diskretisierung mit jeweils 50 Elementen pro Lamelle
beinhaltet eine ho¨here ra¨umliche Dichte der Kontaktpunkte und fu¨hrt, wie Bild 5.27 an-
hand des Phasenportraits zeigt, durch die oﬀensichtliche Reduzierung ho¨herfrequenter
Anteile zu einer Gla¨ttung der Schwingungsverla¨ufe. Fu¨r diese, ha¨uﬁg unbedeutenden
Gla¨ttungseﬀekte ist allerdings eine deutlich gestiegene Rechenzeit in Kauf zu nehmen,
so daß die zuvor gewa¨hlte Diskretisierung mit 20 Elementen fu¨r jede Lamelle als guter
Kompromiß zwischen Genauigkeit und Eﬃzienz zu betrachten ist.
Wie sich bereits angedeutet hat, besitzt die diskutierte Kontaktbeschreibung eine be-
merkenswerte Robustheit bezu¨glich der Wahl der Parameter e, ck. Eine Parameter-
ebene, die in Abha¨ngigkeit der beiden Gro¨ßen die erhaltenen Schwingungsantworten
fu¨r eine feste Erregerfrequenz f = 3.25Hz hinsichtlich ihrer Lo¨sungsstruktur bewertet,
besta¨tigt das robuste Verhalten der Kontaktformulierung (Bild 5.28). In einem deutli-
chen Umkreis zu den bisher gewa¨hlten Parametern e = 0.1, ck = 100 (markiert durch
Pfeil) treten ausschließlich korrekte Lo¨sungstypen auf. Insgesamt bleibt bis auf wenige
Ausnahmen zumindest der Grundtyp der Lo¨sung (ein Stoßkontakt in einer Erreger-
periode) immer erhalten. Die schlechtesten Ergebnisse werden bei der Wahl von sehr
hohen Stoßkoeﬃzienten e erhalten, die anhand der bisherigen Untersuchungen (z.B.
Bild 5.21) ohnehin auszuschließen sind. Ein derart robustes Verhalten kann keines-
falls von der zuvor betrachteten Feder-Da¨mpfer-Regularisierung erwartet werden (vgl.
Bild 5.23).
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Bild 5.28: Parameterebene fu¨r die Struktur der berechneten Lo¨sung (f = 3.25Hz) in
Abha¨ngigkeit der Parameter e, ck.
Eine weitere Auﬀa¨lligkeit beinhaltet die gut erkennbare horizontale Bandstruktur der
Parameterebene (Bild 5.28). Sie verdeutlicht indirekt den unterschiedlich starken Ein-
ﬂuß der beiden Parameter e und ck auf den berechneten Lo¨sungstyp. Wa¨hrend der
Stoßkoeﬃzient e im betrachteten Parameterbereich die Lo¨sungsstruktur maßgeblich
pra¨gt, besitzt die gewa¨hlte Penalty-Steiﬁgkeit ck nur begrenzten Einﬂuß. Zusammen-
fassend kann festgehalten werden, daß von den drei zu wa¨hlenden Parametern e, ck, γ
der Stoßkoeﬃzient eine dominante Rolle einnimmt, wobei seine Gro¨ße anhand experi-
menteller Untersuchungen eingegrenzt werden kann.
Die nachfolgende U¨bersicht faßt die wichtigsten verfahrensbedingten Eigenschaften der
entwickelten Kontaktbeschreibung aus Stoßgesetz und Penalty-Steiﬁgkeit zusammen
und vergleicht diese Formulierung mit der zuvor untersuchten Penalty-Regularisierung.
5.4.5 Schlußfolgerungen
Die betrachtete Struktur aus zwei elastischen Aluminiumlamellen stellt eine realisti-
sche Modellsituation fu¨r ein Delaminationsproblem dar. Die linienfo¨rmigen, stoßarti-
gen Kontakte mit einer sich kontinuierlich entwickelnden Kontaktzone dominieren das
Schwingungsverhalten des untersuchten Systems. Selbst in dem betrachteten engen
Fenster der Erregerfrequenzen kann wiederum die fu¨r Stoßsysteme typische Vielfalt ver-
schiedener Schwingungsformen beobachtet werden. Neben ein-periodischen Antworten
zeigte das kontinuierliche und durch die Sto¨ße stark geda¨mpfte System auch verzweigte
Schwingungsformen, welche bislang nur fu¨r Punktkontakte untersucht wurden.
Zwei Grundlagenexperimente hinsichtlich der Eigenschaften von Querstoßkontakten
bei Balkenstrukturen liefern wichtige Anhaltspunkte zum Versta¨ndnis dieses speziel-
len Kontakttyps, insbesondere hinsichtlich der stark ausgepra¨gten Kontaktdissipation.
Daru¨ber hinaus konnte nachgewiesen werden, daß der Stoßkontakt eine verschwindende
Kontaktdauer im Vergleich zum Zeitmaßstab der zugeho¨rigen Schwingung einnimmt.
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Tabelle 5.4: Vergleich des entwickelten Verfahrens aus Stoßgesetz und Penalty-Steiﬁgkeit
mit der Penalty-Regularisierung.
Kombination von Penalty-
Stoßgesetz und Penalty-Feder Regularisierung
Anzahl der konstant konstant
Freiheitsgrade
zu wa¨hlende e, ck, γ: ck, cd:
Parameter Hauptparameter e kann im Parameter sind nicht experi-
Experiment gro¨ßenordnungs- mentell bestimmbar und
ma¨ßig bestimmt werden, mu¨ssen fu¨r jeden Bewegungs-
u¨brige Parameter besitzen typ separat kalibriert werden
nur untergeordneten Einﬂuß
Erfassung Stoßkoeﬃzient e Penalty-Da¨mpfer cd:
der Kontakt- Kontaktsteiﬁgkeit und
da¨mpfung -da¨mpfung sind gekoppelt
Robustheit der geringe Sensitivita¨t der hohe Sensitivita¨t der
Kontakt- berechneten Lo¨sung in berechneten Lo¨sung, selbst bei
beschreibung weiten Parameterbereichen kleinen Parametera¨nderungen
erfaßbare getrennte Bewegung, getrennte Bewegung,
Kontakt- Momentankontakt, permanenter Kontakt
zusta¨nde permanenter Kontakt
Indikator- Steuerung durch U¨berwachung Steuerung ausschließlich
funktionen von Relativverschiebung durch U¨berwachung der
und -geschwindigkeit Relativverschiebung
Diese Ergebnisse fu¨hren zur U¨berlegung die Newtonsche Stoßhypothese als Teil ei-
ner Kontaktbeschreibung bei der numerischen Simulation einzusetzen. Nachdem das
herko¨mmliche Penalty-Verfahren wegen seiner extrem hohen Parametersensitivita¨t fu¨r
die Abbildung des betrachteten Kontakttyps ausscheidet, bietet ein hybrider Ansatz aus
einem Projektionsverfahren auf der Basis des Newtonschen Stoßes und einer Penalty-
Steiﬁgkeit eine vielversprechende Alternative. Die zahlreichen Berechnungen dokumen-
tieren die Robustheit des vorgeschlagenen Verfahrens in Bezug auf die zu wa¨hlenden
Parameter. Selbst bei drei vo¨llig unterschiedlichen Bewegungsformen konnte mit einem
unvera¨nderten Parametersatz jeweils die korrekte Lo¨sung berechnet werden.
In diesem Zusammenhang ist zu erwarten, daß die beim zu untersuchenden Delami-
nationsproblem angestrebten Schwingungsformen mit einer Kontaktphase in jeder Er-
regerperiode, jeweils a¨hnliche numerische Parameter erfordern. Nach einer einmaligen
Kalibrierung des Kontaktmodells wa¨re damit der Vorhersagecharakter der numerischen
Simulation gewa¨hrleistet.
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5.5 Simulationsmodelle fu¨r stationa¨re Schwingun-
gen delaminierter Balkenstrukturen
Als Modellproblem fu¨r Schwingungen delaminierter Strukturen wurde im Ab-
schnitt 2.5.2 ein gerader Balken mit mittiger Delamination vorgestellt. Dieses Delami-
nationsszenario diente als Benchmarksituation fu¨r die Entwicklung zuverla¨ssiger und
eﬃzienter numerischer Simulationsmodelle. Experimentelle Untersuchungen an einer
entsprechenden realen Balkenstruktur werden im Kapitel 6 ausfu¨hrlich beschrieben,
so daß anhand der experimentellen Daten eine Vergleichsmo¨glichkeit vorliegt, um die
Simulationsmodelle zu kalibrieren und deren Zuverla¨ssigkeit zu u¨berpru¨fen.
Modellierungsstrategie.
Um eine spa¨tere Anwendung des Identiﬁkationsverfahrens (Kapitel 7) auf reale Dela-
minationsprobleme zu erleichtern, wurde zuna¨chst die Strategie verfolgt, kommerzielle
FE-Software als Grundlage fu¨r die numerische Simulation zu verwenden. Im folgenden
sollen nur die wesentlichen Ergebnisse und Schwierigkeiten in aller Ku¨rze wiedergege-
ben werden. Weitere Details sind zum Beispiel in [66] nachzulesen.
Auswahl eines Programmpakets.
Das grundsa¨tzliche Problem bei der Verwendung kommerzieller Softwarepakete liegt
in der Tatsache, daß die Auslegung des Simulationsmodells an die im jeweiligen Pro-
grammsystem implementierten Mo¨glichkeiten gebunden ist. Die Auswahl eines geeig-
neten FE-Softwarepakets wird von zwei wesentlichen Aspekten bestimmt. Zum einen
muß die Voraussetzung fu¨r eine eﬃziente Zeitintegration gegeben sein und zum an-
deren die grundsa¨tzliche Mo¨glichkeit existieren, den beim betrachteten Problemkreis
auftretenden speziellen Kontakttyp (siehe Abschnitt 5.4) zuverla¨ssig abzubilden.
Zwei bekannte kommerzielle FE-Programmsysteme wurden fu¨r einen Berechnungstest
ausgewa¨hlt: LS-Dyna [32], [33], [85], welches eine Vielzahl von Mo¨glichkeiten der Be-
rechnungssteuerung im Rahmen einer expliziten Zeitintegration bietet und Ansys [87]
mit einem impliziten Newmark-Zeitintegrationsschema (vgl. Abschnitt 5.1.2).
Ziel der numerischen Simulation ist die Berechnung stationa¨rer Schwingungsantworten.
Dies bedeutet eine Langzeitintegration u¨ber viele Erregerperioden, bis zum Abklingen
der transienten Eﬀekte aus dem Einschwingvorgang. Das zu betrachtende nicht-glatte
dynamische System erfordert die genaue Erfassung der Zustandsu¨berga¨nge des Sy-
stems (siehe Abschnitt 3.2.2). Der Einsatz kommerzieller Softwarepakete schließt in
der Regel eine adaptive Anpassung der Zeitschrittweite im Sinne einer Nachiteration
(vgl. Abschnitt 3.2.3) aus. Bei Verwendung konstanter Zeitschrittweiten mit der bei
impliziten Verfahren u¨blichen Gro¨ße werden die Zustandsu¨berga¨nge nur sehr unge-
nau erfaßt, so daß große permanente numerische Sto¨rungen auf das System einwirken.
Hinreichend kleine Zeitschritte fu¨hren zu einem immensen numerischen Aufwand, so
daß der Vorteil impliziter Verfahren – die mo¨gliche Wahl großer Zeitschritte – bei der
vorliegenden Problemklasse nicht gegeben ist. Unter diesem Gesichtspunkt ist beim
Einsatz kommerzieller Software einer expliziten Zeitintegration der Vorrang zu geben.
Beim Vergleich der Berechnungszeiten erwies sich das Programmpaket LS-Dyna er-
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wartungsgema¨ß wesentlich eﬃzienter als eine Berechnung mit Ansys. Daneben tritt
bei letzterem Paket das Problem auf, daß keine Ausgabe der Knotengeschwindigkeiten
vorgesehen ist. Die fu¨r eine Konstruktion von Phasenkurven beno¨tigten Geschwindig-
keiten ko¨nnen lediglich anhand einer numerischen Diﬀerentiation nachtra¨glich berech-
net werden, was die Mo¨glichkeit zusa¨tzlicher numerischer Fehler nicht ausschließt. Aus
den genannten Gru¨nden wurde nach Abschluß dieser Voruntersuchungen ausschließlich
das Programmpaket LS-Dyna fu¨r die weiteren Berechnungen verwendet.
Numerische Simulation mit LS-DYNA.
Fu¨r die numerische Simulation des Schwingungsverhaltens des betrachteten Bench-
markproblems eines delaminierten Balkens (Bild 2.4) wird als Strukturabbildung ein
zweidimensionales Modell fu¨r einen ebenen Spannungszustand verwendet. Bild 5.29
zeigt das hierfu¨r eingesetzte Elementnetz, welches aus 582 Scheibenelementen besteht.
Der Kontaktbereich wird durch 56 ,master’-Elemente am Restquerschnitt und durch
224 ,slave’-Elemente an der delaminierten Schicht abgebildet. Fu¨r weitere Details u¨ber
das verwendete Modell sei wiederum auf [66] verwiesen.
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Bild 5.29: Simulationsmodell bei der Verwendung des Programmpaketes LS-Dyna.
Eine grundsa¨tzliche Schwierigkeit ist mit der Tatsache verbunden, daß fu¨r die Simu-
lation des dissipativen, stoßartigen Linienkontaktes auf die herko¨mmliche Penalty-
Kontaktformulierung2 zuru¨ckgegriﬀen werden muß, welche vom Programmpaket be-
reitgestellt wird. Das im vorangegangenen Abschnitt geschilderte Problem der Para-
meterwahl sowie die außerordentlich hohe Parametersensitivita¨t tritt auch in diesem
Fall hervor. Neben den beiden Parametern zur Steuerung der Kontaktregularisierung
sind noch weitere numerische Gro¨ßen zu wa¨hlen. Es ist bekannt, daß die numerische
Lo¨sung von Diﬀerentialgleichungssystemen zu Fehlern fu¨hrt (vgl. Abschnitt 5.1), deren
Gro¨ße insbesondere bei den ho¨heren Frequenzen mit der Zeit stark anwachsen kann.
Diese Tatsache erfordert ha¨uﬁg die Einfu¨hrung einer ku¨nstlichen Da¨mpfung zur Stabi-
lisierung der numerischen Lo¨sung, vor allem bei einer Langzeitintegration. Eine solche
Da¨mpfungseigenschaft kann recht unkompliziert durch die Implementierung einerRay-
leigh-Da¨mpfung gesteuert werden. Die zugeho¨rigen Da¨mpfungsparameter α, β (siehe
2 Alternativ kann gegebenenfalls ein sogenannter ,kinematic constraint’-Kontakt genutzt
werden [33].
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Gleichung (4.43)) sind sehr sorgfa¨ltig zu wa¨hlen, insbesondere falls Geschwindigkeiten
als Ergebnisse dienen sollen. Eine ungeeignete Wahl kann einerseits zur Entstehung
,ku¨nstlich generierter’ Schwingungspha¨nomene fu¨hren oder andererseits die wesentli-
chen mechanischen Eﬀekte ,wegda¨mpfen’. Daneben ist als weiterer numerischer Para-
meter die Gro¨ße der Zeitschrittweite festzulegen, die jedoch in allen Fa¨llen unter der
Grenze fu¨r die numerische Stabilita¨t des Integrationsverfahrens bleiben muß.
Zusammenfassend bleibt also festzuhalten, daß fu¨nf numerische Parameter fu¨r die
Simulation zu wa¨hlen sind. Diese mu¨ssen oﬀensichtlich sukzessive anhand einer ex-
perimentellen Referenz kalibriert werden (vgl. [66]), um aus der Vielzahl mo¨glicher
Schwingungsformen ein zufriedenstellendes Resultat zu erzielen. In diesem Zusammen-
hang zeigte sich, daß beim gewa¨hlten Simulationsmodell die Form der Delaminati-
onsfuge quantitativen Einﬂuß auf die berechneten Schwingungsantworten besitzt und
somit in diesem Fall als zusa¨tzlicher Parameter zu betrachten ist. Mit den derart kali-
brierten numerischen Parametern kann das Schwingungsverhalten in der numerischen
Simulation im Rahmen der angestrebten Genauigkeit sowohl in qualitativer als auch
quantitativer Hinsicht korrekt wiedergegeben werden.
Im Hinblick auf die Verwendung des vorgestellten Simulationsmodells fu¨r das zu ent-
wickelnde modellbasierte Identiﬁkationsverfahren verbleiben dennoch zwei wesentliche
Probleme. Zum einen muß die Modellzuverla¨ssigkeit kritisch betrachtet werden, da ge-
eignete Regularisierungsparameter fu¨r den Penalty-Kontakt nur in einem sehr engen
Parameterfenster zu ﬁnden (vgl. Bild 5.23) und mo¨glicherweise nicht fu¨r alle zu be-
rechnenden Schwingungsformen gu¨ltig sind. Zum anderen ist trotz der sehr eﬃzient
ablaufenden expliziten Zeitintegration ein erheblicher Rechenzeitbedarf (einige Stun-
den pro Berechnungslauf auf einem leistungsfa¨higen PC-Linux-System) zu verzeichnen.
Die angestrebte Vorgehensweise zur Schadensidentiﬁkation auf der Basis einer Iteration
mittels ,model update’-Strategie (vgl. Kapitel 7) erfordert fu¨r jede Schadensprognose
in der Regel u¨ber 100 Einzelberechnungsla¨ufe, so daß in diesem Zusammenhang die
hier erzielten Rechenzeiten unakzeptabel hoch erscheinen.
Numerische Simulation anhand eines speziell entwickelten Programmsystems.
Um die genannten Schwierigkeiten zu u¨berwinden, verbleibt nur die Mo¨glichkeit ein
problemangepaßtes Programmsystem zu entwickeln, das ein sehr eﬃzientes Simu-
lationsmodell beinhaltet. Wird dieser Weg beschritten, so liegt fu¨r die Untersuchung
delaminierter Balkenstrukturen die Weiterentwicklung des im Abschnitt 5.4 verwen-
deten Strukturmodells auf der Basis von Balkenelementen nahe. Hieraus ergeben sich
drei wesentliche Vorteile:
(1) Die entwickelte Kontaktbeschreibung unter Kombination von Stoßgesetz und
Penalty-Steiﬁgkeit zeigt eine beeindruckende Robustheit bei der Parameterwahl
und fu¨hrt zu zuverla¨ssigen Simulationsergebnissen. Die Gro¨ße des Hauptparame-
ters, der Stoßkoeﬃzienten e, ist zudem gro¨ßenordnungsma¨ßig aus den experimen-
tellen Untersuchungen bekannt.
(2) Die Kombination eines impliziten Zeitintegrationsverfahrens mit einer Nach-
iteration der Zustandsu¨berga¨nge liefert in vielen Fa¨llen eine problemangepaßte
und damit außerordentlich eﬃziente Zeitintegration.
5.5 Simulationsmodelle fu¨r stationa¨re Schwingungen delaminierter Balkenstrukturen 141
(3) Das eigens entwickelte Programmsystem kann extern durch den u¨bergeordneten
Identiﬁkationsalgorithmus kontrolliert werden, so daß die erforderliche schrittwei-
se Modellanpassung algorithmisch gesteuert ablaufen kann.
Die programmtechnische Umsetzung des Simulationsansatzes erfolgt unter Verwendung
der MatLab-Umgebung. Nach einer Compilierung der MatLab-Scripte lassen sich
bei der gewa¨hlten Diskretisierung (vgl. Abschnitt 7.4.1) Rechenzeiten von ca. 12min
(abha¨ngig von der Anzahl auftretender Kontakte) fu¨r einen einzelnen Rechenlauf erzie-
len, die im Rahmen des fu¨r die Schadensidentiﬁkation zu erwartenden Gesamtrechen-
bedarfes vertretbar erscheinen.
Eine detaillierte Beschreibung dieses Strukturmodells sowie der Nachweis seiner Taug-
lichkeit als zuverla¨ssige Simulationsgrundlage werden im Zuge der Entwicklung eines
modellbasierten Identiﬁkationsverfahrens im Kapitel 7 weiter ausgefu¨hrt.

6Experimentelle, modellunterstu¨tzte
Detektion von Delaminationen
Das folgende Kapitel bescha¨ftigt sich mit experimentellen Untersuchungen verschiedener de-
laminierter Verbundstrukturen. Vorbereitend fu¨r eine gezielte Vorgehensweise bei der Planung
der Experimente werden zuna¨chst die in diesem Zusammenhang wesentlichen Erkenntnisse
aus den vorherigen numerischen Betrachtungen zusammengestellt. Ausgehend vom Problem
eines Mehrschichtbalkens mit Delamination erfolgt anschließend eine umfassende experimen-
telle Charakterisierung des Schwingungsverhaltens, die durch theoretische U¨berlegungen zur
Auswahl eines geeigneten Erregerortes erga¨nzt wird. Die Untersuchungsergebnisse erlauben im
weiteren die Aufstellung eines Verfahrens zur experimentellen, modellunterstu¨tzten Schadens-
detektion auf Basis der Schadensnichtlinearita¨t. Ein Beispiel fu¨r die technische Anwendung
des entwickelten Verfahrens auf ein reales Delaminationsproblem schließt das Kapitel ab.
6.1 Erkenntnisse fu¨r die experimentellen Untersu-
chungen aus den numerischen Betrachtungen
Die umfangreichen numerischen Untersuchungen an mechanischen Modellen mit unter-
schiedlichem Abstraktionsgrad (siehe Kapitel 4, 5) liefern wichtige Erkenntnisse fu¨r eine
gezielte experimentelle Charakterisierung delaminierter Strukturen mit dem abschlie-
ßenden Ziel einer Schadensdetektion. Unter diesem Gesichtspunkt sind nachfolgend
noch einmal die wesentlichen Punkte kurz zusammengefaßt.
Schadensrelevante Erregung und Dissipation.
Grundlage fu¨r die nichtlineare Detektion von Delaminationen ist die Einstellung und
dauerhafte Aufrechterhaltung des ,clapping’-Mechanismus. Die bisherigen Betrachtun-
gen zeigen, daß die damit verbundenen stoßartigen Kontakte eine sehr starke Dissi-
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pation nach sich ziehen. Um einen hohen, fortlaufenden Energieeintrag in das System
sicherzustellen, ist eine permanente, harmonische Erregung mit einer Resonanzfrequenz
des Systems besonders geeignet. Fu¨r diesen Fall der Erregung sind nur ein-periodische
Bewegungen zu erwarten.
Bevorzugte Schwingungsform.
Die numerischen Untersuchungen erlauben es, einen speziellen Bewegungstyp fu¨r die
experimentelle Detektion zu favorisieren. Eine Schwingungsform mit einem Stoßkontakt
in einer Erregerperiode, bei der sich die gelo¨sten Querschnittsteile vor dem Stoßkontakt
in einer gegenphasigen Bewegung zueinander beﬁnden, liefert infolge der ausgepra¨gten
Nichtlinearita¨ten die deutlichsten schadensbezogenen Signale. U¨berdies ist eine solche
Schwingungsform orbital stabil gegenu¨ber kleinen permanenten Sto¨rungen. Der ange-
strebte Bewegungstyp ist in einem schmalen Frequenzfenster im Bereich ausgezeichne-
ter Resonanzfrequenzen zu ﬁnden.
Einﬂuß der Erregeramplitude.
Das Minimalmodell aus Abschnitt 4.2 zeigt, daß in Abha¨ngigkeit der Gro¨ße der Erre-
geramplitude verschiedene Bereiche des Systemverhaltens zu erwarten sind. Im Falle
kleiner Erregeramplituden besitzt die einseitige Bindung im Delaminationsbereich kei-
ne Bedeutung fu¨r die Evolution der Bewegung, so daß ein lineares Systemverhalten
vorliegt. Erst ab einer bestimmten Gro¨ße der Erregeramplitude werden Kontaktpha¨no-
mene hervorgebracht, die ein nichtlineares Systemverhalten bedingen.
Kontinuierliche Evolution des Kontaktzustandes.
Die Untersuchungen am Zwei-Lamellen-Problem (Abschnitt 5.4) verdeutlichen die spe-
ziellen Eigenschaften des auftretenden kontinuierlichen Linienkontaktes. Wa¨hrend in
bestimmten Bereichen der Kontaktzone lediglich eine Abrollbewegung der beiden Kon-
taktpartner stattﬁndet, la¨ßt sich in den u¨brigen Regionen eine stoßartige Auspra¨gung
des Kontaktes verzeichnen. Aufgrund des Einﬂusses benachbarter Kontaktregionen ist
kein vo¨llig ,scharfer’ Geschwindigkeitssprung beim Stoßvorgang zu beobachten, sondern
zuna¨chst eine allma¨hliche Geschwindigkeitsa¨nderung, die schließlich in einen sprung-
haften Verlauf u¨bergeht. Erwartungsgema¨ß beeinﬂussen die Eigenschaften der a¨ußeren
Erregung (Frequenz, Amplitude) die zeitliche Evolution des Kontaktzustandes.
Nichtlinearita¨t.
Delaminierte Strukturen zeigen eine u¨beraus deutliche A¨nderung der Schwingungs-
antworten gegenu¨ber einem ungescha¨digten, linearen System, insbesondere wenn der
,clapping’-Mechanismus angeregt wird. Die Nichtlinearita¨t der Schwingungsantworten
kann mit dem Nichtlinearita¨tsmaß des Klirrfaktors (siehe Abschnitt 4.4) quantiﬁziert
werden. Am Minimalmodell mit vier Einzelmassen (Abschnitt 4.5) wurde nachgewie-
sen, daß die im delaminierten Bereich entstehenden Nichtlinearita¨ten sich nicht nur
auf die lokalen Schwingungsantworten in der Schadensregion auswirken, sondern sich
auch im Schwingungsverhalten der ungescha¨digten Strukturbereiche wiederﬁnden. Die
Gro¨ße dieses schadensinduzierten Einﬂusses gibt der Durchgriﬀskoeﬃzient an.
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6.2 Experimentelle Charakterisierung delaminier-
ter Mehrschichtbalken
Fu¨r die Zielstellung dieses Abschnittes wurden zahlreiche Einzeluntersuchungen durch-
gefu¨hrt, von denen nachfolgend nur die wichtigsten Ergebnisse wiedergegeben werden
ko¨nnen. Daru¨ber hinausgehende Details sind in [67], [64], [70] beschrieben. Gerade bei
der experimentellen Charakterisierung nichtlinearer Systeme treten zusa¨tzliche Schwie-
rigkeiten auf, die zum einen daraus resultieren, daß herko¨mmliche Techniken der linea-
ren System- und Signalanalyse (z.B. experimentelle Modalanalyse) nur a¨ußert begrenzt
u¨bertragbar sind. Zum anderen erfordert die experimentelle Analyse nichtlinearer Sy-
steme ho¨chste Pra¨zision, um die teilweise empﬁndlichen physikalischen Pha¨nomene vom
Experimentiereinﬂuß klar abzugrenzen. In diesem Zusammenhang ist ein beru¨hrungs-
freies Abtasten des zu untersuchenden Systems wu¨nschenswert, um z.B. sogenann-
te ,mass-loading’-Eﬀekte durch sich a¨ndernde Massenverteilungen infolge wandernder
Meßaufnehmer auszuschließen. Aufgrund der gebotenen Ku¨rze werden nur die u¨ber die
Standardverfahren der Meßtechnik hinausgehenden Experimente im Abschnitt 6.2.3
hinsichtlich ihres Aufbaus und der verwendeten Sensorik und Signalanalyse genauer
erla¨utert.
Bereits im Kapitel 2 wurde ein delaminierter Mehrschichtbalken vorgestellt, der die
Untersuchungen der vorangegangenen Kapitel als Modellproblem begleitet hat. An
dieser Balkenstruktur mit einer ausgepra¨gten Delaminationsscha¨digung soll zuna¨chst
die grundlegende experimentelle Charakterisierung des Schwingungsverhaltens derart
gescha¨digter Systeme erfolgen, da hier die wesentlichen Schwingungspha¨nomene beson-
ders klar hervortreten. Im weiteren werden solche Balkenstrukturen in verschiedenen
geometrischen Konﬁgurationen betrachtet. Fu¨r diese grundlegenden Untersuchungen
ko¨nnen die Delaminationsszenarien auf eindimensionale Strukturen mit einer einzigen
Delamination beschra¨nkt werden. Wie sich im weiteren zeigen wird, sind die an diesen
Systemen vorgefundenen Schwingungseigenschaften ohne Einschra¨nkungen auf delami-
nierte Strukturen von praktischer Komplexita¨t u¨bertragbar.
Fu¨r eine bessere U¨bersicht ist der bereits im Kapitel 2 gezeigte Balken als Gegenstand
der weiteren Untersuchungen im Bild 6.1 mit nun relevanten Erga¨nzungen nochmals
dargestellt.
Der betrachtete Balken besteht aus zwei verklebten Schichten der Dicken 40mm sowie
5mm und besitzt einen rechteckigen Querschnitt. Symmetrisch zur Balkenmitte ist die
Klebung auf einer La¨nge von ca. 1200mm unterbrochen, so daß hier eine ausgepra¨gte
Delaminationsscha¨digung vorliegt. Die Schadensgeometrie weist die Charakteristik ei-
nes Oberﬂa¨chenschadens auf, d.h. die Dicke der delaminierten Schicht (2∗) ist relativ
klein gegenu¨ber der Dicke des Restquerschnitts (1∗).
Als Werkstoﬀ fu¨r die Einzelschichten wurde Aluminium gewa¨hlt, dessen Eigenschaf-
ten zumindest qualitativ mit denen eines typischen Kompositwerkstoﬀes (z.B. GFK)
vergleichbar sind. Aluminium bietet den Vorteil einer problemlosen Verarbeitung und
eignet sich fu¨r die Herstellung von reproduzierbaren Versuchsobjekten in besonderem
Maße. Die grundsa¨tzlichen Pha¨nomene des zu untersuchenden Problems im Hinblick
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auf die Schadenserkennung bleiben von der Werkstoﬀwahl unberu¨hrt. Fu¨r Vergleichs-
messungen steht neben den delaminierten Balken eine entsprechende, ungescha¨digte
Referenzstruktur zur Verfu¨gung.
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Bild 6.1: Untersuchter Balken mit ausgepra¨gter, mittiger Delamination.
Die Lagerung des Gesamtsystems erfolgt durch weiche, tief abgestimmte Federn, die in
den Schwingungsknoten der ersten Eigenform des freien Systems angebracht sind. Da-
mit liegt na¨herungsweise eine sogenannte ,Frei-Frei’-Lagerung vor. Diese Art der Auf-
lagerung erweist sich als gu¨nstig hinsichtlich der inneren Da¨mpfungseigenschaften des
gesamten Versuchsaufbaus. Da keine festen Drehlager oder Fu¨gestellen vorhanden sind,
werden die orgina¨ren Schwingungseigenschaften der zu untersuchenden Strukturen so-
wie die Ausbildung der angestrebten Schwingungsformen nur minimal durch a¨ußere
Einﬂu¨sse wie z.B. Abstrahlda¨mpfung an den Lagern vera¨ndert. Deshalb ko¨nnen selbst
geringe Da¨mpfungsa¨nderungen der Struktur als mo¨glicher Schadensindikator identiﬁ-
ziert werden. Im allgemeinen sind jedoch auch andere Lagerungsbedingungen des zu
untersuchenden Systems denkbar. So wurde beispielsweise bei der im Abschnitt 6.4
betrachteten Struktur eine einseitig eingespannte Lagerung gewa¨hlt.
Die Untersuchungen werden an der fu¨r die Delamination eigengewichtsfreien Balkenla-
ge (quer zum Schwerefeld) durchgefu¨hrt, so daß sich eine horizontale Schwingungsrich-
tung des Systems einstellt. Die Anregung der Struktur erfolgt durch einen ungeregelten
elektrodynamischen Schwingerreger (,Shaker’) an einem Balkenende. Die Wahl dieses
Erregerortes wird im Abschnitt 6.2.2 ausfu¨hrlich diskutiert.
Im Bereich der Delamination entsteht eine schmale Fuge zwischen den beiden gelo¨sten
Querschnittsteilen. Aufgrund von Herstellungsimperfektionen weist die Geometrie
dieser Delaminationsfuge eine leicht unsymmetrische Form bezu¨glich der Schadens-
mitte auf (Bild 6.2). Die gezeigte Fugengeometrie ist das Ergebnis einer Laser-
Diﬀerenzmessung im Ruhezustand des Balkens. Die maximale Fugeno¨ﬀnung (im Ru-
hezustand) liegt mit ca. 1mm am oberen Ende des fu¨r derartige Strukturen zu erwar-
tenden Bereiches und ist auf das betrachtete Delaminationsszenario mit einer stark
ausgepra¨gten Scha¨digung zuru¨ckzufu¨hren.
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Bild 6.2: Fugengeometrie der Delamination.
6.2.1 Untersuchungen im linearen Systembereich
Aus der Untersuchung des Starrko¨rpersystems im Abschnitt 4.2 sowie der beiden
Aluminiumlamellen im Abschnitt 5.4 ist bekannt, daß das Systemverhalten anhand
der Gro¨ße der Erregeramplitude gesteuert werden kann. Diese Aussage wird im Ab-
schnitt 6.2.3 anhand von experimentellen Untersuchungen nochmals ausfu¨hrlich disku-
tiert.
Wird eine Strukturanregung mit sehr kleinen Amplituden vorgenommen, so spielt die
einseitige Bindung im Bereich der Delamination eine derart untergeordnete Rolle, daß
sich ein nahezu lineares Systemverhalten einstellt [67]. Dies bietet die Mo¨glichkeit einer
grundsa¨tzlichen Systemcharakterisierung anhand herko¨mmlicher linearer Verfahren der
Signalanalyse.
6.2.1.1 Vergleich der Transferfunktionen des gescha¨digten und un-
gescha¨digten Systems
Abweichend von der bisher betrachteten resonanten, harmonischen Erregung des Sy-
stems erfolgt fu¨r diesen Punkt der Untersuchungen eine breitbandige Anregung der
Struktur mit geringer Erregergro¨ße. Damit lassen sich u.a. die Transferfunktionen und
die (linearen) Eigenfrequenzen des Systems bestimmen, wovon insbesondere letztere
fu¨r die weiteren Untersuchungen von Interesse sind.
Zur breitbandigen Erregung der Struktur wird ein sogenanntes ,Chirp’-Signal benutzt,
das in seiner urspru¨nglichen Form auf einem schnellen Gleitsinus basiert, welcher kon-
tinuierlich ein bestimmtes Frequenzband durchla¨uft. Im vorliegenden Fall besteht der
Chirp allerdings aus einer Summe von harmonischen Anteilen mit gleicher Amplitude
und a¨quidistantem Frequenzabstand im Frequenzband. Die Phasenlage der Einzelantei-
le wird so gewa¨hlt, daß das Gesamtsignal einen kleinen Scheitelfaktor (,crest’-Faktor)
aufweist. Die Frequenzanteile sind auf den anschließenden Prozeß der diskreten Fou-
rier-Transformation (DFT) (vgl. Abschnitt 4.3) derart abgestimmt, daß die u¨blicher-
weise bei der DFT auftretenden Probleme (z.B. Leckeﬀekt) reduziert werden.
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Fu¨r jeden beliebigen Meßpunkt i kann die Transferfunktion H¯ij(ω) ∈ C aus
dem Erreger- und Antwortspektrum bestimmt werden. Wird U¯i(ω) als Fourier-
transformierte Strukturantwort am Punkt i sowie F¯j(ω) als Spektrum der am Punkt j
eingeleiteten Erregerkraft bezeichnet, so liefert der Ausdruck
U¯i = H¯ijF¯j (6.1)
die Transferfunktion H¯ij. Damit stellt H¯ij den Zusammenhang zwischen Erregung und
Antwort im Frequenzbereich dar und ist das Analogon zum Faltungsintegral im Zeitbe-
reich. Die Transferfunktionen H¯ij sind bei linearen Systemen unabha¨ngig von der Gro¨ße
der Erregeramplitude. Eine solche Eigenschaft ist mit Blick auf die Nichtlinearita¨t des
hier betrachteten Systems nur in einem engen Bereich sehr kleiner Erregeramplituden
gegeben.
Einen ersten Einblick u¨ber das Schwingungsverhalten delaminierter Strukturen gewa¨hrt
ein Vergleich der Transferfunktionen des Restquerschnitts und des gelo¨sten Quer-
schnittsteils. Bild 6.3 [a] zeigt in einem Frequenzbereich bis 400Hz die ermittelten
Verla¨ufe, welche exemplarisch an den Drittelspunkten der Delamination durch Be-
schleunigungsmessungen aufgenommen wurden. Daru¨ber hinaus ist im Bild 6.3 [b] die
entsprechende U¨bertragungsfunktion des ungescha¨digten Referenzbalkens dargestellt,
die an der gleichen Meßposition wie beim gescha¨digten System entnommen wurde.
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Bild 6.3: Transferfunktionen des gescha¨digten Balkens [a] und des ungescha¨digten Referenz-
balkens [b].
Im betrachteten Frequenzbereich werden bei der Transferfunktion des Restquerschnitts
(Bild 6.3 [a]) 5 ausgezeichnete Frequenzwerte mit extremalen Amplituden festgestellt,
welche im folgenden als Resonanzfrequenzen bezeichnet werden. Der Vergleich mit der
Funktion des ungescha¨digten Systems zeigt, daß sich die Lage der Resonanzfrequenzen
kaum vera¨ndert. Oﬀensichtlich fu¨hrt der Eintritt einer Delamination im untersuch-
ten Frequenzbereich zu keiner wesentlichen A¨nderung des globalen Schwingungsver-
haltens bei linearer Betrachtungsweise. Die Transferfunktion der delaminierten Schicht
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entha¨lt neben den zuvor beschriebenen Resonanzstellen zusa¨tzliche Maxima, welche
als lokale Resonanzen bezeichnet werden. Bei Anregung dieser Frequenzen werden nur
am gelo¨sten Querschnittsteil gro¨ßere Schwingungsamplituden festgestellt. Die u¨brigen
Querschnittsteile sind dagegen fast in Ruhe. Die delaminierte Schicht kann als beid-
seitig eingespannter Balken interpretiert werden, dessen lokale Eigenfrequenzen selbst
u¨ber eine geringe Zwangsbewegung des Restquerschnitts angesprochen werden.
Im Rahmen einer Schadensdetektion sind zuna¨chst nur die globalen Resonanzstellen
aus der linearen Analyse des Systems verfu¨gbar. Die lokalen Resonanzfrequenzen sind
a priori im allgemeinen unbekannt, da sie mit der Lage und der Gro¨ße des aufzuspu¨ren-
den Schadens verbunden sind.
Die Existenz von lokalen und globalen Resonanzstellen und den zugeho¨rigen Schwing-
ungsformen konnte anhand einer experimentellen Modalanalyse der delaminierten
Struktur belegt werden. Zur Erstellung des Testmodells, zur Steuerung der Datener-
fassung sowie zur anschließenden Extraktion der Modalformen wurde ausschließlich fu¨r
diese Messung das Softwarepaket ,I-DEAS Test V10’ verwendet. Auch diese Untersu-
chung ist auf den linearen Systembereich und somit auf sehr kleine Erregeramplituden
beschra¨nkt. Bild 6.4 zeigt exemplarisch die vier niedrigsten Modalformen des betrach-
teten Systems. Der Modaltest basiert auf dem ebenfalls dargestellten Analysemodell,
welches 47 Testpunkte entha¨lt, an denen die Beschleunigungsantworten bezu¨glich eines
ﬁxen Erregerpunktes (,single-input/multiple-output Verfahren) aufgenommen wurden.
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Bild 6.4: Modalformen des delaminierten Balkens im linearen Systembereich.
Die Modalformen der Fa¨lle [a], [c] besitzen oﬀensichtlich lokalen Charakter, wa¨hrend
in den beiden anderen Fa¨llen (Bild 6.4 [b], [d]) an der gesamten Struktur gro¨ßere
Schwingungsamplituden zu beobachten sind. Des weiteren geben die linear ermittelten
Modalformen bereits Hinweise u¨ber Orte, an denen ausgepra¨gte stoßartige Kontakte
zu erwarten sind. Die angestrebte gegenphasige Bewegung der delaminierten Quer-
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schnittsteile tritt dominant bei den ohnehin ausschließlich interessierenden globalen
Moden auf. Ein Vergleich der zweiten und vierten Modalform zeigt außerdem, daß
durch die Anregung einer speziellen Schwingungsform sowohl der Kontaktablauf als
auch die Orte mit ausgepra¨gtem Stoßkontakt gezielt beeinﬂußt werden ko¨nnen.
Betrachtet man ausschließlich die Schwingungsform des Restquerschnitts, so lassen sich
selbst bei einem solch starken Scha¨digungsgrad wie dem vorliegenden kaum Abweichun-
gen von den bekannten Eigenformen eines beidseitig freien Balkens erkennen. Die linear
ermittelten Modalformen besitzen oﬀensichtlich nur eine begrenzte schadensbezogene
Sensitivita¨t, falls die Betrachtungen auf den a priori bekannten Restquerschnitt be-
schra¨nkt werden.
6.2.2 Wahl des Erregerortes fu¨r die harmonische Erregung
Im Abschnitt 4.1 wurden bereits die wesentlichen U¨berlegungen zur Konzeption einer
scha¨digungsrelevanten Erregung dargestellt. Dementsprechend eignet sich eine harmo-
nische Erregung mit einer ausgewa¨hlten globalen Resonanzfrequenz in besonderem Ma-
ße fu¨r die Einstellung und Aufrechterhaltung des sogenannten ,clapping’-Mechanismus,
der die detektierbaren nichtlinearen Schwingungseigenschaften beinhaltet. An dieser
Stelle ist noch die Frage nach einem geeigneten Ort fu¨r die harmonische Anregung zu
kla¨ren. Hierzu sollen im folgenden grundlegende Betrachtungen anhand der Kontinu-
umsschwingungen eines ungescha¨digten Balkens angestellt werden.
In Anlehnung an Timoshenko [88] werden ebene Schwingungen eines Euler-
Bernoulli-Balkens mit Rechteckquerschnitt in Transversalrichtung betrachtet.
Da¨mpfungseigenschaften bleiben dabei unberu¨cksichtigt.
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Bild 6.5: Transversalschwingungen eines ungescha¨digten Balkens der La¨nge L, bei vorgege-
bener Lasteinleitungsstelle c.
6.2.2.1 Freie Schwingungen eines beidseitig freien Balkens
Ausgangspunkt der folgenden Betrachtung bildet die im Schrifttum ausfu¨hrlich unter-
suchte freie Schwingung eines beidseitig freien Balkens, die nachfolgend kurz zusam-
mengefaßt wird.
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Einen Zugang zur Problemstellung erlaubt die bekannte Diﬀerentialgleichung der Bie-
gelinie
EI
d4u
dx4
= p (6.2)
eines Balkens mit konstanten Querschnittsabmessungen u¨ber seine La¨nge (EI =
konst.), an dem die kontinuierlich verteilte Last p angreift. Unter der Annahme ei-
ner konstanten Dichte  (homogenes Material) sowie der bereits vorgesetzten kon-
stanten Querschnittsabmessungen (Querschnittsﬂa¨che A = konst., Biegesteiﬁgkeit
EI = konst.) lautet die Bewegungsgleichung der freien Schwingung
EI
∂4 u
∂ x4
+ A
∂2 u
∂ t2
= 0 . (6.3)
Fu¨hrt der Balken eine Eigenschwingung mit der i-ten Eigenkreisfrequenz ωi aus, a¨ndert
sich die Verschiebung ui(x, t) an jedem Ort x harmonisch mit der Zeit t und la¨ßt sich
mit dem Ansatz
ui(x, t) = ϕi (Ai cosωit + Bi sinωit) (6.4)
ausdru¨cken. Dabei ist ϕi die vom Ort x abha¨ngige Eigenform. Wird dieser Ausdruck
in Gleichung (6.3) eingesetzt, erha¨lt man nach einer Zwischenrechnung die Lo¨sung
ϕi = Ci,1 sinχix + Ci,2 cosχix + Ci,3 sinhχix + Ci,4 coshχix (6.5)
fu¨r die Eigenformen des Balken (vgl. Bild 6.6). Hierbei gilt fu¨r die Abku¨rzung χi
χi
4 =
ωi
2A
EI
. (6.6)
Die Superposition aller Eigenschwingungen
u(x, t) =
∞∑
i=1
(ϕi (Ai cosωit + Bi sinωit)) (6.7)
ergibt die allgemeine Lo¨sung fu¨r eine freie Transversalschwingung. Aus den Randbedin-
gungen des betrachteten beidseitig freien Balkens, an dessen Enden das Biegemoment
und die Querkraft gleich Null ist,
d2ϕi
dx2
∣∣∣∣
x=0
= 0 ,
d3ϕi
dx3
∣∣∣∣
x=0
= 0 ,
d2ϕi
dx2
∣∣∣∣
x=L
= 0 ,
d3ϕi
dx3
∣∣∣∣
x=L
= 0 ,
(6.8)
wird die Frequenzgleichung
cosχiL coshχiL − 1 = 0 (6.9)
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erhalten. Die niedrigsten Wurzeln der Gleichung (6.9) ko¨nnen na¨herungsweise mit
χiL = {0, 4.730, 7.853, 10.996, 14.137} , i = 1(1)5 (6.10)
angegeben werden und liefern anhand von Gleichung (6.6) die Eigenkreisfrequenzen ωi.
Hierbei beschreibt χ1L = 0 einen doppelten Eigenwert, dem die beiden Starrko¨rpermo-
den (Starrko¨rperverschiebung, Starrko¨rperverdrehung) zuzuordnen sind. Wie bereits zu
Beginn des Abschnitts 6.2 erla¨utert wurde, wird das System bei der praktischen Um-
setzung der Schwingungsanalyse in den Schwingungsknoten der niedrigsten elastischen
Eigenform gehalten. Aus diesem Grund kann bei den weiteren Betrachtungen auf die
Beru¨cksichtigung der Starrko¨rpermoden verzichtet werden, so daß im folgenden (vgl.
Bild 6.6) nur die elastischen Eigenformen des Balkens von Interesse sind.
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Bild 6.6: Elastische Eigenformen des beidseitig freien Balkens
Aus der nun fu¨r die einzelnen Eigenschwingungen bekannten Biegelinie la¨ßt sich durch
Einsetzen in Gleichung (6.7) die allgemeine Lo¨sung fu¨r eine freie Transversalschwingung
mit beliebigen Anfangsbedingungen
u(x, t) =
∞∑
i=1
((cosχix + coshχix + ν(sinχix + sinhχix)) (Ai cosωit + Bi sinωit))
(6.11)
angeben, wobei ν die Abku¨rzung
ν =
cosχiL − coshχiL
− sinχiL + sinhχiL (6.12)
bezeichnet.
6.2.2.2 Erzwungene Schwingungen eines beidseitig freien Balkens
Im na¨chsten Schritt werden die erzwungenen Schwingungen eines beidseitig freien Bal-
kens untersucht. Hierzu werden die generalisierten Koordinaten qi eingefu¨hrt, so daß
aus Gleichung (6.11) der Ausdruck
u(x, t) =
∞∑
i=1
qi ϕi =
∞∑
i=1
(qi (cosχix + coshχix + ν (sinχix + sinhχix))) (6.13)
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entsteht. Zur Verwendung der Lagrangeschen Gleichungen werden die potentielle und
die kinetische Energie des Systems beno¨tigt. Die potentielle Energie (Biegeenergie) V
ergibt sich aus
V =
EI
2
L∫
0
(
d2u
dx2
)2
dx =
EI
2
∞∑
i=1
q2i
L∫
0
(
d2ϕi
dx2
)2
dx . (6.14)
Die kinetische Energie T des schwingenden Balkens lautet
T =
A
2
L∫
0
(
du
dt
)2
dx =
A
2
∞∑
i=1
(
dqi
dt
)2 L∫
0
ϕi
2 dx . (6.15)
Durch Einsetzen des Ausdrucks fu¨r die Eigenfunktionen ϕi ko¨nnen die Lagrangeschen
Gleichungen fu¨r eine beliebige Koordinate qi mit
d
dt
(
∂T
∂q˙i
)
+
∂V
∂qi
= Qi (6.16)
angeschrieben werden. Nach kurzer Zwischenrechnung ergibt sich
q¨i +
EI KV,i
AKT,i
qi =
Qi
AKT,i
(6.17)
mit den Ausdru¨cken
KV,i =
χi
3
2
[ 2φi +
1
2
(sin 2φi − 2(cosφi sinh φi + sinφi coshφi) + sinh 2φi)
+ 2ν
(
sinh2 φi − 2 sinφi sinhφi + sin2 φi
)
+ 1
2
ν2 (sinh 2φi + 4(cosφi sinφi − sinφi cos φi)− sin 2φi)
]
,
KT,i =
1
4χi
[ 4φi + (4 sinφi coshφi − 4 cosφi sinh φi + sin 2φi − sinh 2φi)
+ 2ν (4 sinφi sinh φi − 2 cos2 φi + cosh 2φi + 1)
+ ν2 (4 sinφi coshφi − 4 cosφi sinh φi − sin 2φi + sinh 2φi)
]
,
mit φi = χi L
(6.18)
In Gleichung (6.16) stellt Qi die generalisierte Erregerkraft dar, welche anhand der Ei-
genfunktionen ϕi auf die reale Erregerkraft F zuru¨ckgefu¨hrt werden kann. Im folgenden
soll fu¨r die Erregerkraft F ein harmonisches Kraftgesetz der Form
F = Fˆ sinΩt (6.19)
gelten, deren Angriﬀspunkt la¨ngs der Erzeugenden durch die Lage x = c beschrieben
wird (siehe Bild 6.5). Es kann gezeigt werden, daß fu¨r die generalisierte Erregerkraft
Qi der Ausdruck
Qi = Fˆ (cosχic + coshχic + ν (sinχic + sinhχic)) (6.20)
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gilt. Die allgemeine Lo¨sung der Diﬀerentialgleichung (6.17) lautet somit im betrachteten
Fall einer harmonischen Erregerkraft F fu¨r die Koordinate qi
qi = Ai cos
√
EI KV,i
AKT,i
t + Bi sin
√
EI KV,i
AKT,i
t
+
Fˆ (cosχic + coshχic + ν (sinχic + sinhχic))
EI KV,i − Ω2AKT,i
sinΩt
(6.21)
Dabei stellen die beiden ersten Summanden die durch die Anfangsbedingungen be-
stimmten, freien Schwingungen (homogene Lo¨sung) dar, wa¨hrend das dritte Glied den
durch die a¨ußere Kraft F hervorgerufenen stationa¨ren Schwingungsanteil (partikula¨re
Lo¨sung) charakterisiert. Wird dieser Ausdruck in Gleichung (6.13) eingesetzt und wie
bei stationa¨ren Schwingungen u¨blich nur der partikula¨re Anteil der Antwort betrachtet,
so gilt fu¨r den eingeschwungenen Zustand
u(x, t) = sinΩt
∞∑
i=1
[
Fˆ (cosχic + coshχic + β (sinχic + sinhχic))
EI KV,i − Ω2AKT,i
· (cosχix + coshχix + ν (sinχix + sinhχix))
]
.
(6.22)
6.2.2.3 Diskussion der Ergebnisse
Als maßgebliche Eigenschaft der Gleichung (6.22), sind alle Einzelanteile der erzwunge-
nen Schwingung, als Eigenschaft eines linearen dynamischen Systems, proportional zur
Gro¨ße sin Ωt. Damit besitzen alle diese Teilschwingungen erwartungsgema¨ß die gleiche
Kreisfrequenz Ω, welche durch die a¨ußere, harmonische Kraft F vorgegeben wird.
Die Amplitude der Gesamtschwingung wird durch Superposition von einzelnen Teil-
schwingungen erhalten, deren Schwingungsform die Gestalt der jeweiligen Eigenfunk-
tion ϕ besitzt. Die Amplitude jeder einzelnen Teilschwingung, also die Beteiligung an
der Gesamtbewegung, wird durch den Nenner von Gleichung (6.22)
EI KV,i − Ω2AKT,i (6.23)
bestimmt. Es zeigt sich, daß mit abnehmender Diﬀerenz zwischen der Erregerkreis-
frequenz Ω und der zur jeweiligen Eigenfunktion ϕi geho¨rigen Eigenkreisfrequenz ωi,
die Beteiligung anwa¨chst. Im Resonanzfall, d.h. bei der Anregung des Systems mit
einer Eigenfrequenz, ko¨nnen somit die Beteiligungen der anderen Eigenformen ϕj ver-
nachla¨ssigt werden. Dies gilt allerdings nicht bei der Berechnung der Schwingungsam-
plitude u nahe eines Knotens der maßgeblich angeregten Eigenform, da dort aus der
Knotenbedingung folgend ihre Amplitude gegenu¨ber anderen Schwingungsformen nicht
dominiert. Diese Tatsache ist im Bezug auf die folgenden Betrachtungen zur Schadens-
detektion, zum Beispiel bei der Bestimmung des Nichtlinearita¨tsmaßes einer Schwin-
gungsantwort in der Na¨he eines Knotens, von großer Bedeutung (siehe Abschnitt 6.2.4).
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Bei der Untersuchung von Strukturen, welche benachbarte Resonanzfrequenzen aufwei-
sen, die nur einen sehr geringen Frequenzabstand haben, kann diese Eigenschaft eines
Schwingungsknotens gezielt ausgenutzt werden. Zur Durchfu¨hrung einer Resonanzana-
lyse ist meist die maßgebliche Anregung einer einzelnen Eigenform erwu¨nscht. Im Fal-
le dicht beieinander liegender Resonanzfrequenzen ωi, ωi+1 haben bei der Erregung
mit einer dieser Eigenfrequenzen, zum Beispiel Ω = ωi, beide zugeho¨rige Eigenfor-
men ϕi, ϕi+1 hohe Beteiligungsfaktoren. Durch geschickte Wahl des Erregungsortes c,
na¨mlich im Knoten der Eigenfunktion ϕi+1, kann eine Beteiligung dieser Eigenform
ausgeschlossen werden, so daß nur ϕi maßgebliche Amplituden liefert.
Wahl des Erregerortes bei Balkenstrukturen.
Zur Auswahl eines geeigneten Erregerpunktes fu¨r die folgenden experimentellen Unter-
suchungen an Balkenstrukturen entha¨lt Gleichung (6.22) die beno¨tigten Informationen.
Zuna¨chst kann festgestellt werden, daß zur Untersuchung des Schwingungsverhaltens
der Struktur an einer Resonanzstelle ωi, jeder beliebige Erregerpunkt c außerhalb eines
Knotens der betreﬀenden Eigenfunktion ϕi in Frage kommt. Die Antwort der Struk-
tur unterscheidet sich bezu¨glich der Beteiligung der einzelnen Eigenfunktionen sowie in
der Amplitudengro¨ße. Bei ausreichendem Abstand des Erregerpunktes zum Knoten der
korrespondierenden Eigenform ϕi wird an allen mo¨glichen Erregerorten in guter Na¨he-
rung immer die gleiche Schwingungsform erhalten, da die Eigenform ϕi dominiert.
Fu¨r die folgenden experimentellen Untersuchungen an Balkenstrukturen wurden Erre-
gerpunkte am Balkenende (c = 0 bzw. c = L) gewa¨hlt. Wie aus Gleichung (6.22) zu
ersehen ist, besitzen diese Punkte bezu¨glich der Erregung die ausgezeichnete Eigen-
schaft, daß keine Eigenfunktion ϕ an dieser Stelle einen Knoten aufweist. Damit ist an
einem solchen Erregerpunkt jede gewu¨nschte Eigenform mit hinreichend großer Am-
plitude anregbar, so daß zur Untersuchung verschiedener Resonanzstellen ein Wechsel
des Erregungsortes c nicht erforderlich ist.
Wahl des Erregerortes bei komplexeren Strukturen.
Auch bei Auswahl der Erregerpunkte fu¨r die Untersuchung komplexerer Strukturen
ko¨nnen die vorher diskutierten U¨berlegungen analog u¨bernommen werden. Im allge-
meinen Fall ist es hier jedoch nicht mehr mo¨glich, einen einzigen Erregerort auf der
Struktur zu ﬁnden, der die Erregung aller Eigenformen aus einem bestimmten Fre-
quenzbereich mit hinreichend großer Antwortamplitude gestattet. Zumeist mu¨ssen ver-
schiedene Erregerpunkte gewa¨hlt werden, deren Orte zum Beispiel anhand sogenann-
ter Mode-Indikator-Werte festgelegt werden ko¨nnen. Aus der Single-Mode-Indikator-
Funktion (SMIF) der Schwingungsantworten U¯ ∈ C an den Testpunkten lassen sich
mit dem Ausdruck
SMIF(ω) =
(U¯)T(U¯)
(U¯)T(U¯) + (U¯)T(U¯) , SMIF(ω) ∈ R+[0, 1] (6.24)
die Mode-Indikator-Werte als Funktionswerte der SMIF an den signiﬁkanten Frequenz-
punkten (Resonanzstellen) bestimmen. Nach dieser Darstellung bedeutet ein Mode-
Indikator-Wert von Null, daß an der gewa¨hlten Erregerposition die zum Indikatorwert
geho¨rende Eigenform ideal angeregt werden kann (Erfu¨llung des Phasenresonanzkri-
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teriums). Hingegen zeigt ein Wert von Eins an, daß die entsprechende Eigenform am
zugeho¨rigen Erregerort nicht anregbar ist. Die Strategie besteht demnach darin, die
Erregerpositionen derart zu wa¨hlen, daß alle gewu¨nschten Eigenformen mit mo¨glichst
wenigen Erregerpunkten in hinreichendem Maße anzuregen sind. Hilfreich ist dabei die
Betrachtung der Mode-Indikator-Matrix (MI-Matrix), welche jeder mo¨glichen Erreger-
position einen Mode-Indikator-Wert fu¨r jede anzuregende Eigenform zuordnet. Auf eine
ausfu¨hrlichere Darstellung soll an dieser Stelle verzichtet werden. Fu¨r weitere Details
sei z.B. auf [57], [16] verwiesen.
6.2.3 Untersuchungen im nichtlinearen Systembereich
Im folgenden soll der U¨bergang der Struktur in den nichtlinearen Systembereich unter-
sucht werden. Hierfu¨r wird eine harmonische, resonante Erregung am Balkenende einge-
leitet, die den Bereich kleiner Erregeramplituden verla¨ßt und damit die Entstehung des
sogenannten ,clapping’-Mechanismus bewirkt. Wie die numerischen Voruntersuchungen
gezeigt haben (siehe Kapitel 4), eignen sich als Erregerfrequenzen insbesondere solche
globalen Resonanzstellen, die zu einer ausgepra¨gten Relativbewegung zwischen dela-
minierter Schicht und Restquerschnitt fu¨hren. Welche Resonanzfrequenzen derartige
Schwingungseigenschaften beinhalten, ist im Vorfeld der Untersuchungen unbekannt,
da das Entstehen des ,clapping’-Mechanismus bei einer bestimmten Resonanzstelle
wesentlich vom vorliegenden Schadensszenario (Ort und Gro¨ße) abha¨ngt. Diese Ei-
genschaft und die Konsequenz daraus wird im na¨chsten Abschnitt noch ausfu¨hrlich
diskutiert. Liegen keine entsprechenden Informationen im Vorfeld vor, kann eine Ana-
lyse mit der niedrigsten globalen Resonanzfrequenz begonnen und sukzessive mit der
na¨chst ho¨heren fortgesetzt werden. Im hier betrachteten Fall der stark ausgepra¨gten,
symmetrischen Delamination kann bereits anhand der Ergebnisse der zuvor bespro-
chenen experimentellen Modalanalyse (Abschnitt 6.2.1) die Wahl der ersten globalen
Resonanzfrequenz f1 als Erregergro¨ße erfolgen.
Betriebsschwingungsverlauf.
Bild 6.7 zeigt den stationa¨ren Betriebsschwingungsverlauf des Systems als Sequenz von
sechs Verformungsplots, welche in a¨quidistanten Zeitabsta¨nden innerhalb einer Erre-
gerperiode T gemessen wurden. Die Gro¨ße der Erregeramplitude betra¨gt uˆ = 1.5mm,
die dem Bereich einer hohen Erregerintensita¨t zuzuordnen ist.
Die experimentelle Erfassung des gezeigten Verlaufes der Betriebsschwingungen ist
aufgrund des nicht-glatten Charakters des zu untersuchenden Systems nicht mit ei-
nem meßtechnischen Standardverfahren zu bewa¨ltigen. Fu¨r die Aufnahme des im
Bild 6.7 gezeigten Betriebsschwingungsverlaufes sind zwei experimentelle Teilaufgaben
auszufu¨hren, die getrennt voneinander bearbeitet werden ko¨nnen. Wie leicht einzusehen
ist, kommt es infolge der einsetzenden Kontakte im delaminierten Bereich zu einer Ver-
schiebung der sogenannten dynamischen Schwingungsnullinie gegenu¨ber der statischen
Ruhelage, die als Auswanderungserscheinung bekannt ist (siehe z.B. Bild 5.18 [c]). Die
Gro¨ße der Auswanderung der dynamischen Nullage ha¨ngt stark von der Ausbildung der
Stoßkontakte und damit von der Erregeramplitude ab. Fu¨r die meßtechnische Erfassung
bedeutet dies eine sehr ungu¨nstige Situation, da das zu erfassende Meßsignal aus einem
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t = 0.00 T1
t = 0.34 T3
t = 0.50 T4
t = 0.17 T2 t = 0.67 T5
t = 0.84 T6
Bild 6.7: Gemessener Betriebsschwingungsverlauf wa¨hrend einer Erregerperiode T , f1 =
26.24Hz.
hohen Gleichanteil (Auswanderung) und einem zumeist wesentlich kleineren Wechse-
lanteil (Schwingung) besteht. Die Begrenzung des Meßbereiches bzw. die Abnahme der
Meßauﬂo¨sung fu¨r gro¨ßere Meßbereiche fu¨hrt zur U¨berlegung, beide Anteile getrennt
voneinander zu erfassen. Der Gleichanteil entstammt einer direkten, beru¨hrungsfreien
Wegmessung mittels Laserpositionssensoren. Hierzu wird im zu erfassenden Betriebs-
zustand des Systems an jedem Meßpunkt der Weg-Zeitverlauf u¨ber eine Schwingungs-
periode gemessen und anschließend durch Mittelwertbildung die Information der Aus-
wanderungsgro¨ße fu¨r jeden Meßpunkt herausgelo¨st. Diese Prozedur erfordert eine hoch-
genaue Anordnung der Positionssensoren, die in der Praxis mit einigen Schwierigkeiten
verbunden ist. Die Aufnahme des Wechselanteils der Schwingung erfolgt durch eine
beru¨hrungsfreie Geschwindigkeitsmessung mittels Laser-Vibrometer, da dieser Anteil
eine deutlich ho¨here Meßgenauigkeit verlangt. Hierbei ist der Meßbereich des Vibro-
meters nur auf den Wechselanteil ausgerichtet, da die Geschwindigkeit des Systems
keinen Gleichanteil beinhaltet. Die an jedem Meßpunkt erfaßten Geschwindigkeits-
signale mu¨ssen durch eine numerische Integration auf die beno¨tigten Verschiebungs-
verla¨ufe zuru¨ckgefu¨hrt werden. Ein derartiger Integrationsprozeß verlangt eine hohe
Abtastrate im Meßprozeß (hier: 20kHz), da sonst mo¨gliche Integrationsfehler stark an-
wachsen ko¨nnen. Durch das verwendete Integrationsverfahren ko¨nnen die Gleichanteile
der Verschiebung nicht rekonstruiert werden, so daß abschließend eine U¨berlagerung
der beiden Teilmessungen vorgenommen wird. Der beschriebene Ablauf des Meßpro-
zesses demonstriert den enormen Analyseaufwand fu¨r die Betriebsschwingungen des
nicht-glatten Systems, so daß derartige Untersuchungen nur fu¨r ausgewa¨hlte Beispiele
mo¨glich sind. Eine Darstellung der eigens konzipierten Steuerung der Datenerfassung
und -verarbeitung kann analog aus der im Bild 6.11 skizzierten Anordnung entnom-
men werden. Zur folgenden Ergebnisdarstellung im Bild 6.7 sei angemerkt, daß die
vertikalen Verschiebungen des Systems zur besseren U¨bersicht ca. 100-fach u¨berho¨ht
abgebildet sind.
Ein bemerkenswertes Ergebnis der Betriebsschwingungsanalyse ist die Tatsache, daß
oﬀenbar die grundlegende Schwingungsform des Restquerschnitts, makroskopisch be-
trachtet, kaum durch die vorhandene Delamination beeinﬂußt wird (vgl. Bild 6.6),
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selbst im vorliegenden Fall einer großen Erregeramplitude. Wird der Blick auf die Be-
wegung der delaminierten Schicht gerichtet, so zeigt sich der bereits aus dem Ab-
schnitt 5.4 bekannte Kontaktablauf mit sich kontinuierlich entwickelnder Kontaktzone.
Wie anhand der betrachteten Minimalmodelle (Kapitel 4) vorhergesagt, kommt es infol-
ge der Schwingung zu einem periodischen O¨ﬀnen und Schließen der Delaminationsfuge.
Wa¨hrend des Schließvorganges ist die angestrebte gegenphasige Bewegung der gelo¨sten
Querschnittsteile zu beobachten. Der Kontaktvorgang wird durch eine Abrollbewegung
von den Ra¨ndern zur Delaminationsmitte eingeleitet und endet in einem stoßartigen
Kontakt im Bereich der Schadensmitte.
Schadensinduzierte Dissipation.
Wie im Kapitel 5 nachgewiesen wurde, beinhaltet dieser Kontaktablauf eine a¨ußerst ho-
he Dissipation, die zu einem eﬀektiven Da¨mpfungsmechanismus fu¨r die gesamte Struk-
tur fu¨hrt. Um die Gro¨ßenordnung der schadensbezogenen Da¨mpfung zu belegen, werden
im Bild 6.8 die Eﬀektivwerte u˜ der Verschiebungsantwort
u˜ =
√
1
T
∫ T
0
u2(t) dt (6.25)
beim gescha¨digten und ungescha¨digten Balken bei gleichen Anregungsbedingungen ver-
glichen. Es ist jedoch anzumerken, daß im Falle des ungescha¨digten Systems u¨blicher-
weise sehr scharfe Resonanzstellen vorliegen, so daß selbst kleine A¨nderungen der Er-
regerfrequenz schon deutlich abweichende Amplitudengro¨ßen nach sich ziehen. Beim
gescha¨digten System verschwindet dieses Problem weitgehend, da dort im allgemeinen
sehr breite Bereiche mit resonanzartigen Zusta¨nden vorzuﬁnden sind. Unter diesem
Gesichtspunkt kann die Darstellung aus Bild 6.8 nur einen qualitativen Eindruck u¨ber
die immensen schadensinduzierten Dissipationseﬀekte bieten.
delaminierter Balken
ungeschädigter Balken
Erregung
Bild 6.8: Vergleich der Eﬀektivwerte der Verschiebungsamplituden des delaminierten Bal-
kens und eines ungescha¨digten Referenzbalkens bei großer Erregeramplitude.
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Schwingungsverhalten in Abha¨ngigkeit der Erregeramplitude.
Das Systemverhalten a¨ndert sich grundlegend in Abha¨ngigkeit von der Erregeram-
plitude uˆ, gerade im Hinblick auf die im System generierten Nichtlinearita¨ten. Dieser
Einﬂuß wird anhand der Phasendiagramme und der Verschiebungsverla¨ufe aus Bild 6.9
deutlich, denen unterschiedliche Erregeramplituden in den Fa¨llen [a]-[c] zugrundelie-
gen. Die gezeigten stationa¨ren Schwingungsverla¨ufe sind das Resultat einer Messung
mittels Laser-Vibrometer an den beiden Teilsystemen in Delaminationsmitte.
Alle Schwingungsverla¨ufe zeigen eine ein-periodische Antwortstruktur, die anhand der
Untersuchungsergebnisse des Kapitels 4 zu erwarten war. Im Falle eines geringen Erre-
gerlevels (Bild 6.9 [a]) treten nur an den a¨ußeren Ra¨ndern des delaminierten Bereiches
schwache Kontakte auf, die eine sehr begrenzte Auswirkung auf das Schwingungs-
verhalten der gesamten Struktur besitzen. Die einseitige Bindung im delaminierten
Bereich spielt fu¨r diese Schwingung praktisch keine Rolle, so daß ein nahezu linearer
Systemzustand vorherrscht und nahezu harmonische Schwingungsantworten am Ort
der Delaminationsmitte registriert werden. In diesem Zustand des Systems wurde die
bereits diskutierte lineare Charakterisierung der Struktur (siehe Abschnitt 6.2.1) vor-
genommen.
Eine moderate Erho¨hung der Erregungsintensita¨t fu¨hrt bereits zu einer deutlich er-
kennbaren Deformation des Phasenportraits (Bild 6.9 [b]), welches nun einen nicht-
harmonischen Charakter anzeigt. Es liegt ein schwach nicht-lineares Systemverhalten
vor. In diesem Fall treten zwar keine Kontaktereignisse in direkter Umgebung der be-
obachteten Punkte in Delaminationsmitte auf, dennoch ist der Einﬂuß von der sich an
den Ra¨ndern periodisch schließenden Delaminationsfuge spu¨rbar.
Eine hohe Erregeramplitude fu¨hrt in allen Bereichen der Delamination zum Kontakt,
wie bereits die im Bild 6.7 gezeigte Betriebsschwingungsanalyse belegt. In der Umge-
bung des Delaminationsmittelpunktes kann bei der angeregten Schwingungsform ei-
ne stoßartige Auspra¨gung des Kontaktverlaufes beobachtet werden. Das zugeho¨rige
Phasendiagramm aus Bild 6.9 [c] weist deshalb eine nahezu sprunghafte Geschwindig-
keitsa¨nderung der delaminierten Schicht auf. Da sich der Restquerschnitt in Resonanz
beﬁndet und zudem eine wesentlich gro¨ßere Stoßmasse besitzt, wird hier kein deutlicher
Geschwindigkeitssprung verzeichnet (vgl. Untersuchungen im Abschnitt 4.2). Kurz vor
Eintritt des stoßartigen Kontaktes an der betrachteten Stelle wird bereits eine starke
Geschwindigkeitsa¨nderung des gelo¨sten Querschnittsteils verzeichnet, die aus dem ein-
setzenden Kontakt in den a¨ußeren Delaminationsbereichen resultiert. Wu¨rde ein idea-
ler, momentaner Stoß nur an dieser beobachteten Stelle auftreten, wa¨re ein vertikaler
Geschwindigkeitssprung im Phasendiagramm sichtbar. Der tatsa¨chlich zu beobachten-
de, weniger ,scharfe’ Kontaktverlauf zeigt damit die kontinuierliche Ausbildung der
Kontaktzone sowie den Einﬂuß benachbarter Kontaktereignisse. Die Nichtlinearita¨t des
Systems fu¨hrt zu einer geringen Verschiebung der Resonanzfrequenz bei zunehmender
Erregeramplitude. Insbesondere bei der Verwendung niedriger Erregerfrequenzen ist
dieser Eﬀekt von vernachla¨ssigbarer Gro¨ße, zumal ohnehin im nichtlinearen System-
bereich sehr breite Resonanzbereiche vorzuﬁnden sind. In Fa¨llen einer ausgepra¨gten
Verschiebung der Resonanzfrequenz muß eine Korrektur der Erregerfrequenz erfolgen,
um den beno¨tigten resonanzartigen Systemzustand zu erhalten.
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Bild 6.9: Verschiebungsverla¨ufe und Phasenportraits fu¨r den Restquerschnitt und die de-
laminierte Schicht in Balkenmitte, f1 = 26.24Hz: [a] geringe Erregeramplitude,
[b] ma¨ßige Erregeramplitude, [c] hohe Erregeramplitude.
Die Spektren der nichtlinearen Schwingungsantworten enthalten signiﬁkante superhar-
monische Anteile, wie bereits im Abschnitt 4.3 eingehend erla¨utert wurde. Die Entwick-
lung der Antwortnichtlinearita¨t in Abha¨ngigkeit der Erregeramplitude la¨ßt sich demzu-
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folge sehr anschaulich anhand der spektralen Eigenschaften der Schwingungsantworten
nachvollziehen. Bild 6.10 zeigt hierzu die Autospektren der Beschleunigungsantworten
vom Mittelpunkt der delaminierten Schicht in Abha¨ngigkeit vom Erregerniveau uˆ.
Mit Blick auf die auftretenden Oberschwingungsanteile kann das Systemverhalten in
drei Bereiche unterteilt werden. Eine geringe Erregungsintensita¨t fu¨hrt, wie bereits ge-
zeigt, zu nahezu linearen Schwingungseigenschaften, so daß keine superharmonischen
Anteile im Antwortspektrum enthalten sind. Ein schwach nichtlineares Systemver-
Bild 6.10: Nichtlinearita¨tsbereiche der Strukturantwort in Abha¨ngigkeit der Erregerampli-
tude: Autospektren der Beschleunigungsantwort in Delaminationsmitte, f1 =
26.24Hz.
halten liegt im Falle moderater Erregeramplituden vor, das mit dem Auftreten von
einigen Oberschwingungsanteilen verbunden ist. Reicht die Gro¨ße des Erregerniveaus
aus, um den ,clapping’-Mechanismus hervorzubringen, entstehen im Antwortspektrum
sehr ausgepra¨gte ho¨here Harmonische der Grundfrequenz. In manchen Fa¨llen geht die
Entwicklung soweit, daß deren spektrale Amplituden die Gro¨ße der Grundschwingungs-
amplitude u¨berwiegen.
An dieser Stelle wird klar, daß ein ausreichend starker Anregungsmechanismus beno¨tigt
wird, um das ,clapping’-Pha¨nomen gezielt einzustellen. Fu¨r schwingungsbasierte Me-
thoden stellt dies in der Regel keine Schwierigkeit dar, da hier entsprechend leistungs-
starke Schwingerreger (z.B. elektrodynamische oder hydraulische Erreger, Unwuchter-
reger) verfu¨gbar sind. Bei den akustischen Detektionsverfahren (vgl. Abschnitt 2.3.4)
beinhaltet genau dieser Punkt eine erhebliche Einschra¨nkung dieser Verfahrensklasse,
da entsprechend starke akustische Anregungen schwer erzielbar sind [104] und damit
die schadensbezogene Sensitivita¨t der Methode begrenzen.
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6.2.4 Nichtlineare experimentelle Schadensdetektion
Das Maß der Linearita¨tsabweichung der Schwingungsantworten an einzelnen Punkten
der Struktur kann zur experimentellen Schadensdetektion genutzt werden. In diesem
Zusammenhang ist im allgemeinen davon auszugehen, daß ungescha¨digte Strukturen in
weiten Erregergro¨ßenbereichen lineare Schwingungsantworten auf eine resonante, har-
monische Erregung zeigen, wa¨hrend gescha¨digte Strukturen ein deutlich nichtlineares
Schwingungsverhalten aufweisen. Selbst im Falle eines schwach nichtlinearen Struktur-
verhaltens eines intakten Systems wird die schadensinduzierte Nichtlinearita¨t deutlich
u¨berwiegen. Der im Abschnitt 4.4 als Nichtlinearita¨tsmaß eingefu¨hrte Klirrfaktor d
kann zur Beurteilung der einzelnen Antwortsignale herangezogen werden. Erwartungs-
gema¨ß und im Einklang mit den numerischen Voruntersuchungen aus Abschnitt 4.5
treten die gro¨ßten Nichtlinearita¨ten im Bereich der Delaminationsscha¨digung auf. So-
mit kann ein Schaden als Nichtlinearita¨tsquelle betrachtet werden.
Experimentelle Nichtlinearita¨tsanalyse.
Das Konzept der experimentellen Schadensdiagnose beinhaltet die Nichtlinearita¨tsana-
lyse des zu bewertenden Systems anhand seiner Schwingungsantworten. Da diese Un-
tersuchung den Kernpunkt der nichtlinearen experimentellen Schadensdetektion bildet,
soll das im Laborversuch verwendete meßtechnische Konzept an dieser Stelle genau-
er betrachtet werden. Erkla¨rtes Ziel der Laboruntersuchungen war die Entwicklung
eines umfassenden Meß- und Analysekonzeptes fu¨r die Zielstellung der nichtlinearen
experimentellen Schadenserkennung. Diese Aufgabe umfaßt die Steuerung der Daten-
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Bild 6.11: Meßkonzept fu¨r die Nichtlinerita¨tsanalyse zur Schadensdetektion.
6.2 Experimentelle Charakterisierung delaminierter Mehrschichtbalken 163
erfassung und der Sensorpositionen durch den Prozeßrechner sowie die anschließende
Signalanalyse in Echtzeit, so daß direkt nach Abschluß der Messungen das Analysere-
sultat verfu¨gbar ist. Kommerzielle Meßsoftware ist fu¨r derartig vielfa¨ltige Aufgaben-
stellungen im allgemeinen nicht einsetzbar, zumal in derartigen Programmsystemen
derzeit in der Regel noch keine Mo¨glichkeiten zur Nichtlinearita¨tsanalyse verankert
sind (vgl. Abschnitt 4.4). Aus diesem Grund wird eine eigens entwickelte Meß- und
Analyseprozedur verwendet, die auf der Basis der MatLab-Umgebung unter Verwen-
dung der Toolboxen ,Data-Acquisition’ und ,Instrument Control’ sowohl die Steuerung
der Datenerfassung als auch der anschließenden Signalanalyse u¨bernimmt. Daru¨ber
hinaus erfolgt eine automatische Positionierung der Sensoren an den vorher festgeleg-
ten Testpunkten. Bild 6.11 skizziert das gewa¨hlte Meßkonzept.
Zur Nichtlinearita¨tsanalyse der gesamten Balkenstruktur (Bild 6.1) werden im gezeig-
ten Fall beidseitig jeweils 49 gegenu¨berliegende Meßpunkte deﬁniert, an denen die
Schwingungsantwort anhand des Klirrfaktors d bewertet wird. Der Meßpunktabstand
in Balkenla¨ngsrichtung betra¨gt in den ungescha¨digten Strukturbereichen 75mm und
im Schadensbereich 50mm (Bild 6.11). Auch in diesem Fall wird eine Messung der
Geschwindigkeitsantworten praktiziert, welche sowohl eine beru¨hrungsfreie Abtastung
mittels Laser-Vibrometer gestattet, als auch eine hinreichende schadensbezogene Sen-
sitivita¨t bietet. Letztere Eigenschaft wird am Ende dieses Abschnittes (vgl. Bild 6.14)
genauer untersucht. Fu¨r die Messung der Schwingungsantworten an den ausgewa¨hl-
ten Testpunkten der Struktur wird das Laser-Vibrometer auf einer seitlichen Fu¨hrung
befestigt, die parallel zum Untersuchungsobjekt verla¨uft. Der Prozeßrechner steuert
zuna¨chst durch einen Schrittmotor die vorher festgelegte Sensorposition an. Anschlie-
ßend wird vom Prozeßrechner u¨ber den GPIB-Bus ein Signalgenerator angesprochen,
der das harmonische Erregersignal mit hoher Pra¨zision erzeugt und u¨ber einen Lei-
stungsversta¨rker dieses Signal dem Schwingerreger (Shaker) zufu¨hrt. Im verwendeten
Meßaufbau wird keine Regelung fu¨r den Shaker eingesetzt, indem etwa die Kraftsignale
in einem Regelkreis auf die Sollwerte zuru¨ckgefu¨hrt werden. Dies bedeutet zum einen,
daß durch Vorgabe einer bestimmten Shakerspannung ohne zusa¨tzlichen Kraftsensor
nicht auf die entsprechende Erregerkraft zuru¨ckzuschließen ist, da durch die Eigendyna-
mik des Erregers die Proportionalita¨t zwischen Shakerspannung und Erregeramplitude
verloren geht. Zum anderen sind aus dem gleichen Grund minimale Abweichungen
zur gewu¨nschten exakt harmonischen Anregung nicht auszuschließen. Die Gro¨ßenor-
dung dieser Sto¨rungen fu¨r die Nichtlinearita¨tsanalyse konnten indes als unbedeutend
identiﬁziert werden. Nach der Positionierung des Vibrometers und der Initialisierung
der Erregung beginnt die Datenerfassung, die ebenfalls durch den Prozeßrechner mit
der ,MatLab Data-Acquisition Toolbox’ gesteuert wird. Fu¨r diesen Zweck steht ein
16-Kanal-VXI-Modul zur Verfu¨gung. U¨ber entsprechende Meßwandler und -versta¨rker
stehen nun die beno¨tigten Meßdaten (hier: Geschwindigkeitsantworten) fu¨r den rechner-
gestu¨tzten Analysevorgang zur Verfu¨gung. Die in Echtzeit erfolgende Spektralanalyse
der gerade gemessenen Schwingungsantwort liefert den zugeho¨rigen Klirrfaktor di. In
dieser Weise werden die Schwingungsantworten der Struktur sukzessive abgetastet und
ihr Nichtlinearita¨tsmaß bestimmt.
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Ergebnisse der Nichtlinearita¨tsanalyse.
Das Ergebnis einer derartigen Nichtlinearita¨tsanalyse am betrachteten delaminierten
Balken ist im Bild 6.12 dargestellt. Fu¨r die Untersuchung wurde eine hohe Erregerin-
tensita¨t gewa¨hlt, welche die Ausbildung des ,clapping’-Mechanismus sicherstellt.
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Bild 6.12: Verteilung der Klirrfaktoren di bei hohem Erregerniveau fu¨r den Fall einer sym-
metrischen Delamination, f1 = 26.24Hz.
Das Delaminationsszenario fu¨hrt bei den hier betrachteten Geschwindigkeitsantworten
zu Maximalwerten des Klirrfaktors d von ca. 70%, welche an der gelo¨sten Schicht vor-
zuﬁnden sind. Oﬀensichtlich wird die aus der Scha¨digung entstehende Nichtlinearita¨ts-
quelle bei der Klirrfaktorverteilung im Bild 6.12 besonders hervorgehoben. Zusa¨tzlich
tragen auch die Schwingungsantworten außerhalb des Scha¨digungsbereiches einen signi-
ﬁkant nichtlinearen Charakter, wenngleich das zugeho¨rige Nichtlinearita¨tsmaß kleiner
als im Schadensbereich ist. Ihre Gro¨ße liegt im Bereich von d > 2%. Diese Tatsache
besta¨tigt die bereits anhand der numerischen Untersuchungen im Abschnitt 4.5 pro-
gnostizierten Durchgriﬀseigenschaften eines Schadensereignisses auf die ungescha¨digten
Bereiche der Struktur. In diesem Fall betra¨gt beispielsweise der Durchgriﬀskoeﬃzient D
am Restquerschnitt zwischen Schadensmitte und linkem Balkenende ca. 43%. Eine sol-
che Gro¨ßenordnung bietet eine zuverla¨ssige Basis fu¨r das Aufspu¨ren einer Delamination
auf Systemebene anhand weniger Meßpunkte, die auch außerhalb des Schadensberei-
ches liegen du¨rfen. Um die geschilderten Fakten anschaulich darzustellen, wurde die
Skalierung des Bildes 6.12 so gewa¨hlt, daß der Bereich der Klirrfaktoren bis 60% ent-
sprechend aufgelo¨st wird.
Bild 6.12 oﬀenbart zusa¨tzliche Strukturbereiche außerhalb der Delamination (schraf-
ﬁerte Regionen), deren Schwingungsantworten nennenswerte Klirrfaktoren aufweisen,
welche jedoch nicht auf die strukturelle Nichtlinearita¨t zuru¨ckzufu¨hren sind. Die ent-
sprechenden Regionen sind durch nahezu verschwindende Schwingungsamplituden ge-
kennzeichnet, welche auf die hier vorliegenden Knoten der angeregten Schwingungs-
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form zuru¨ckzufu¨hren sind. Die hier auftretenden Antworten liefern bei der Messung
sehr kleine Signale mit einem sehr schlechten Signal-Rausch-Verha¨ltnis, die nicht zur
Berechnung eines Klirrfaktors geeignet sind. Testpunkte mit einer derartig schlech-
ten Signalcharakteristik mu¨ssen von der Auswertung ausgenommen werden. An diesen
Stellen kann dennoch eine Untersuchung erfolgen, indem zum Beispiel durch die Wahl
einer anderen Resonanzfrequenz die Schwingungsknoten verlagert werden.
Oﬀenbar liefert die geschilderte Strategie einer nichtlinearen, experimentellen Schadens-
diagnose alle beno¨tigten Informationen, um den vorliegenden Delaminationsschaden zu
charakterisieren. Werden die Klirrfaktordaten aus Bild 6.12 in einem ,contour’-Plot zu-
sammengefaßt, so gehen hieraus die wesentlichen Schadenseigenschaften hervor (siehe
Bild 6.13). Testpunkte mit einem schlechten Signal-Rausch-Verha¨ltnis wurden in nach-
folgender Darstellung entfernt.
Bild 6.13: Verteilung der Klirrfaktoren di bei hohem Erregerniveau fu¨r den Fall einer sym-
metrischen Delamination, f1 = 26.24Hz.
Bild 6.13 zeigt, daß sowohl der Schadensort (Unterseite, symmetrisch zur Balkenmitte)
als auch die Gro¨ße der Delamination korrekt bestimmt werden. Diese Eigenschaften er-
lauben eine Klassiﬁzierung als Level-3-Verfahren (vgl. Abschnitt 2.3.3) vorzunehmen.
Wie bereits angesprochen wurde, bietet die vorgefundene Verteilung der Klirrfakto-
ren die Mo¨glichkeit die Existenz einer Delamination auf Systemebene nachzuweisen.
Um diese Eigenschaft zu verdeutlichen, wurden entsprechend der geschilderten Vorge-
hensweise die Klirrfaktoren am ungescha¨digten Referenzbalken ermittelt. Die Gro¨ßen-
ordnung der hier vorgefundenen Nichtlinearita¨ten lag mit d ≤ 0.1% weit unterhalb
aller am gescha¨digten System erfaßten Werte. Sind an geeigneten Meßstellen fu¨r die
jeweilige Struktur oder Strukturkomponente ungewo¨hnlich hohe Nichtlinearita¨ten fest-
zustellen, ist also die Existenz eines Schadens zu erwarten. Zur Bestimmung des im
ungescha¨digten Zustand zu erwartenden Nichtlinearita¨tsmaßes kann eine entsprechen-
de Referenzstruktur dienen. Wie im weiteren noch gezeigt wird, kann anhand des Gra-
dienten zwischen den Klirrfaktoren der ausgewa¨hlten Meßstellen bereits eine grobe
Eingrenzung des Schadensortes erfolgen.
Die schadensbezogene Sensitivita¨t der vorgestellten Vorgehensweise ha¨ngt von der Art
der gewa¨hlten und gemessenen Zustandsgro¨ßen ab, worauf bereits im Abschnitt 4.3 hin-
gewiesen wurde. Wa¨hrend Beschleunigungssignale die ho¨chste schadensbezogene Sen-
sitivita¨t aufweisen, welche selbst schwache Nichtlinearita¨ten hervorhebt, zeigen Ver-
schiebungen nur eine begrenzte Empﬁndlichkeit. Exemplarisch soll dieser Einﬂuß am
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Beispiel des bereits im Bild 6.9 [c] gezeigten Verlaufes der Verschiebungen des dela-
minierten Querschnittsteils nachvollzogen werden. Hierzu dokumentiert Bild 6.14 die
Zeitverla¨ufe sowie die Spektren der Verschiebungs-, Geschwindigkeits- und Beschleu-
nigungsantwort. Mit Blick auf die Ergebnisse von Bild 6.14 stellt die durchgefu¨hrte
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Bild 6.14: Zeitverla¨ufe und Spektren der nichtlinearen Schwingungsantwort an der delami-
nierten Schicht, f1 = 26.24Hz: [a] Verschiebung, [b] Geschwindigkeit, [c] Beschleu-
nigung.
Erfassung der Geschwindigkeitsantwort einen guten Kompromiß dar. Diese Antwort
ist ausreichend empﬁndlich im Bezug auf die Nichtlinearita¨t und kann, im Gegensatz
zur Beschleunigung, beru¨hrungsfrei abgetastet werden.
6.2.5 Untersuchung weiterer Delaminationsszenarien
6.2.5.1 Außermittige Delamination
Die Ergebnisse der symmetrischen Delaminationsgeometrie aus Bild 6.13 basieren auf
einer Anregung mit der niedrigsten globalen Resonanzfrequenz des Systems. Erwar-
tungsgema¨ß treten hierbei zwei Schwingungsknoten auf, die symmetrisch zur Bal-
kenmitte liegen. Der delaminierte Bereich beﬁndet sich somit zwischen den beiden
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Knoten eingebettet und innerhalb des Schwingungsbauches. Die dort wa¨hrend des
Schwingungsverlaufes auftretenden großen Kru¨mmungen des Restquerschnitts stellen
die gewu¨nschte Relativbewegung zwischen den gelo¨sten Querschnittsteilen sicher und
garantieren das Auftreten großer, detektierbarer Nichtlinearita¨ten.
Verfolgt man die zuvor dargestellte U¨berlegung fu¨r den Fall eines nicht-symmetrischen
Delaminationsszenarios, so muß eine Resonanzfrequenz gefunden werden, bei deren
zugeho¨riger Schwingungsform zumindest ein Schwingungsbauch vollsta¨ndig im dela-
minierten Bereich liegt. Umgekehrt betrachtet, erlaubt die Kenntnis der niedrigsten
Resonanzfrequenz, die zu einer Relativbewegung im Schadensbereich fu¨hrt und nicht-
lineare Antworten produziert, eine Abscha¨tzung u¨ber Schadensort und -gro¨ße zu tref-
fen. In diesem Zusammenhang korrespondieren ho¨here Schwingungsformen mit klei-
neren Scha¨digungen bei den betrachteten balkenartigen Strukturen. An dieser Stelle
sei darauf hingewiesen, daß im allgemeinen mehrere Resonanzstellen zum gewu¨nschten
nichtlinearen Schwingungsverhalten fu¨hren. Die Wahl einer der niedrigsten in Frage
kommenden Resonanzstellen als Erregerfrequenz ist allerdings erfahrungsgema¨ß fu¨r ei-
ne Schadensdiagnose zu bevorzugen, da hier in der Regel die charakteristischen Signale
erhalten werden.
Eine anschauliche Darstellung der diskutierten Zusammenha¨nge bietet die folgende Un-
tersuchung eines nicht-symmetrischen Delaminationsszenarios (Bild 6.15). Die a¨ußere
Geometrie sowie die Querschnittsabmessung bleiben unvera¨ndert gegenu¨ber dem bis-
her betrachteten Beispiel. Nur die Delamination mit einer La¨nge von 1200mm wird
entlang der Balkenachse verschoben.
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Bild 6.15: Balken mit ausgepra¨gter, exzentrischer Delamination.
Zuna¨chst werden die beiden niedrigsten Resonanzfrequenzen (f1 = 24.75Hz, f2 =
69.67Hz) des globalen Systems herausgegriﬀen, um die Schadensempﬁndlichkeit der je-
weiligen resonanten Schwingungsantworten zu untersuchen. Hierzu werden im Bild 6.16
die Ergebnisse der Betriebsschwingungsanalyse fu¨r die beiden ausgewa¨hlten Schwing-
ungsformen anhand von sechs Verformungszusta¨nden wa¨hrend einer Erregerperiode T
verglichen. Die vertikalen Verschiebungen sind jeweils ca. 200-fach u¨berho¨ht abgebil-
det.
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Bild 6.16: Betriebsschwingungsverlauf wa¨hrend einer Erregerperiode T , [a] f1 = 24.75Hz,
[b] f2 = 69.67Hz.
Wie aus oben diskutierten U¨berlegungen zu erwarten war, ist im betrachteten Fall ei-
ner außermittigen Delamination oﬀenbar die zur zweiten globalen Resonanz geho¨rende
Schwingungsform diejenige der beiden untersuchten, die eine schadensbezogene Sen-
sitivita¨t aufweist. Die sich bei dieser Schwingungsform einstellende Bewegung weicht
aus der Sicht des Kontaktablaufes ein wenig von der im Bild 6.7 gezeigten Situation
ab. Die Kontaktevolution beginnt hier am rechten Delaminationsrand und la¨uft dann
in Richtung der Delaminationsmitte. Dennoch bleiben alle im Abschnitt 6.2.3 heraus-
gestellten schadensbezogenen Pha¨nomene erhalten, so daß auch hier eine stoßartige
Kontaktphase beobachtet werden kann.
Die im vorangegangen Abschnitt vorgeschlagene Meßprozedur liefert wiederum die Ver-
teilung der Antwortnichtlinearita¨ten anhand der Klirrfaktoren di. Die im Bild 6.17 dar-
gestellten Ergebnisse der experimentellen Schadensdiagnose belegen die Eﬀektivita¨t der
beschriebenen Vorgehensweise.
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Bild 6.17: Verteilung der Klirrfaktoren di bei hohem Erregerniveau fu¨r den Fall einer au-
ßermittigen Delamination, f2 = 69.67Hz.
6.2.5.2 Symmetrische Delamination mit kurzer La¨nge
Abschließend soll die Anwendbarkeit des beschriebenen Verfahrens an einem realita¨ts-
nahen Schadensszenario u¨berpru¨ft werden. Hierzu wird ein delaminierter Balken mit
einer symmetrisch angeordneten Delaminationsscha¨digung von nur 400mm La¨nge be-
trachtet. Die sonstigen Abmessungen der Struktur bleiben gegenu¨ber den zuvor be-
trachteten Beispielen unvera¨ndert.
Die stark reduzierte Delaminationsgro¨ße la¨ßt anhand des vorgetragenen Gedanken-
gangs vermuten, daß nur ho¨here Erregerfrequenzen fu¨r die Schadensdiagnose in Frage
kommen. In der Tat wird diese Vermutung durch die experimentelle Realita¨t besta¨tigt.
Eine Erregerfrequenz von f3 = 132.80Hz, welche die dritte globale Schwingungsform
einstellt, fu¨hrt zur gewu¨nschten Erzeugung des ,clapping’-Pha¨nomens. Bild 6.18 gibt
das u¨berzeugende Ergebnis der bekannten Meßprozedur in Form der Nichtlinearita¨ts-
verteilung wieder.
Bild 6.18: Verteilung der Klirrfaktoren di bei hohem Erregerniveau fu¨r den Fall einer kurzen
Delamination, f3 = 132.80Hz.
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6.3 Experimentelle modellunterstu¨tzte Detektions-
prozedur
Fu¨r die praktische Anwendung des experimentellen Detektionsverfahrens, wie in den
vorangegangenen Abschnitten dargestellt, ist eine Abtastung der gesamten Struktur
mit einem dichten Netz der Testpunkte nicht erforderlich. Vergegenwa¨rtigt man sich
noch einmal die Tatsache, daß ein bestimmtes Delaminationsszenario die Anregung ei-
ner ausgewa¨hlten Schwingungsform erfordert, um anhand des ,clapping’-Mechanismus
detektierbare Nichtlinearita¨ten zu erzeugen, so wird eine Verbindung zwischen Erre-
gung und Schadensbild oﬀensichtlich. Geeignet sind solche Erregerfrequenzen, deren
zugeho¨rige Schwingungsformen mindestens einen Schwingungsbauch bzw. eine ausge-
pra¨gte Kru¨mmung im delaminierten Bereich aufweisen. Daru¨ber hinaus ist bekannt,
daß die Position fu¨r die Sensoren derart zu wa¨hlen ist, daß an der entsprechenden
Stelle ein vorteilhaftes Signal-Rausch-Verha¨ltnis zu erwarten ist. Diese U¨berlegungen
ko¨nnen in einer eﬃzienten Prozedur fu¨r die experimentelle Schadensdetektion zusam-
mengefaßt werden, die sich folgendermaßen dargestellt:
(1) Bestimmung der globalen Resonanzfrequenzen.
Als Grundlage fu¨r die folgende resonante Erregung der Struktur mu¨ssen die globalen
Resonanzfrequenzen der Struktur ermittelt werden. Dies geschieht mit einer breitban-
digen Anregung bei geringer Erregungsintensita¨t.
(2) Steuerung der Erregerfrequenz fu¨r die resonante harmonische Anregung.
Die Struktur wird durch sukzessive Anregung der einzelnen globalen Resonanzfrequen-
zen schrittweise untersucht. Die resonante Erregung wird derart gewa¨hlt, daß eine hohe
Erregergro¨ße die Ausbildung des ,clapping’-Mechanismus bei einer geeigneten Schwin-
gungsform sicherstellt. Eventuell muß die zuvor im linearen Systembereich ermittelte
Erregerfrequenz im nun verwendeten nichtlinearen Bereich nachjustiert werden.
(3) Festlegung der Sensorposition mit Unterstu¨tzung durch ein Strukturmodell.
Fu¨r jede eingestellte Erregerfrequenz sind die Sensoren derart zu positionieren, daß
Orte mit extremalen Schwingungsamplituden (Schwingungsba¨uche) fu¨r die jeweilige
Schwingungsform gewa¨hlt werden. Bei einfachen Strukturen ist gegebenenfalls, insbe-
sondere bei niedrigen Erregerfrequenzen, eine anschauliche Bestimmung der entspre-
chenden Sensorpositionen mo¨glich. Bei komplexeren Strukturen erfordert eine geziel-
te Positionsﬁndung die Kenntnis der angeregten Schwingungsform. An dieser Stelle
ist es naheliegend die experimentelle Prozedur durch ein numerisches Modell zu un-
terstu¨tzen. Wie sich bereits gezeigt hat, wird die fundamentale Schwingungsform des
Restquerschnitts nur in stark begrenztem Umfang durch eine Delamination beeinﬂußt
(vgl. Bild 6.7). In diesem Zusammenhang scheint es gerechtfertigt, ein lineares (un-
gescha¨digtes) numerisches Modell zu verwenden, an dem durch eine modale Zerlegung
die beno¨tigten Schwingungsformen in guter Na¨herung entnommen werden ko¨nnen.
(4) Grobe Eingrenzung des delaminierten Bereiches.
Die U¨berwachung der Schwingungsantworten an den zuvor bestimmten Sensorposi-
tionen ermo¨glicht beim Auftreten des ,clapping’-Mechanismus anhand des Durchgriﬀs
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der Schadensnichtlinearita¨t die Existenz einer Delamination nachzuweisen. Daru¨ber
hinaus gestattet der Gradient der Klirrfaktoren zwischen den einzelnen Meßpunkten
sowie die aus dem Zusammenhang gewonnenen Hinweise, welche Schwingungsform zur
Anregung eines nichtlinearen Systemverhaltens geeignet ist, eine grobe Eingrenzung
mo¨glicher Scha¨digungsbereiche.
(5) Lokale Schadensdiagnose.
Im letzten Schritt kann der zuvor aufgespu¨rte Schadensbereich mit einem dichten Meß-
punktnetz lokal untersucht werden. Dieses Vorgehen liefert letztendlich die genauen
geometrischen Informationen u¨ber Ort und Ausmaß der Scha¨digung. Als Erregerfre-
quenz ist eine der Resonanzfrequenzen zu wa¨hlen, die im vorherigen Schritt zur erfolg-
reichen Ausbildung des ,clapping’-Mechanismus gefu¨hrt haben.
Im folgenden Abschnitt soll das entwickelte Verfahren mit dem zuvor dargestellten
Ablauf auf eine reale Struktur von gro¨ßerer Komplexita¨t angewendet werden, um dort
eine vermutete Delaminationsscha¨digung aufzuspu¨ren.
6.4 Technische Anwendung des entwickelten De-
tektionsverfahrens
Als technische Anwendung des zuvor beschriebenen Verfahrens soll im folgenden eine
deutlich komplexere Struktur behandelt werden. Als Untersuchungsobjekt steht hierzu
ein Rotorblatt einer kleinen Windkraftanlage zur Verfu¨gung, an dessen Schaufel De-
laminationsscha¨den vermutet werden. Im Vergleich zum betrachteten Modellproblem
delaminierter Balken ist nicht nur die Geometrie deutlich komplexer, sondern es liegen
im Vorfeld auch keine Informationen u¨ber die tatsa¨chliche Existenz, Lage und Go¨ße
von Scha¨digungen vor.
6.4.1 Beschreibung der Struktur
Das zu untersuchende Rotorblatt (Bild 6.19) besteht aus einer laminatartig aufgebau-
ten Komposit-Außenﬂa¨che (GFK) und einem fachwerkartigen Innenkern. Die letzt-
genannte Komponente dient im wesentlichen dem Erhalt der Querschnittsform. Ein
zylindrischer Stahlschaft mit aufgeschweißtem Flansch bildet den Anschlußpunkt des
Rotorblattes. Die gezeigte Struktur besitzt eine Gesamtla¨nge von ca. 4m. Die Blatt-
breite betra¨gt ca. 0.6m.
Die geometrische Gestalt des Rotorblattes kann als schwach vorverwundener Balken
aufgefaßt werden, welche damit im wesentlichen eine analoge U¨bertragung der bisheri-
gen Vorgehensweise gestattet. Im Gegensatz zu den bisherigen Untersuchungen wurde
aus praktischen Erwa¨gungen eine einseitig eingespannte Lagerung durch umlaufende
Verschraubung des Schaftes mit einem starren Widerlager realisiert. Sie entspricht so-
mit den Lagerungsbedingungen des Systems im Betriebszustand. Die a¨ußere Erregung
fu¨r die Schadenserkennung wurde durch einen leistungsstarken, elektrodynamischen
Shaker im Bereich des freien Blattendes aufgebracht.
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Bild 6.19: Geometrie des untersuchten Rotorblattes.
6.4.2 Experimentelle, modellunterstu¨tzte Schadensdetektion
Fu¨r die folgende Schadensdetektion wird der im vorangegangen Abschnitt dargestellte
Weg beschritten. Einige zusa¨tzliche U¨berlegungen und Ergebnisse, welche fu¨r die Scha-
densdiagnose nicht unmittelbar beno¨tigt werden, sondern von allgemeinem Interesse
sind, werden an entsprechender Stelle erga¨nzt.
Bestimmung der globalen Resonanzfrequenzen.
Die experimentelle Analyse beginnt mit der Bestimmung der linearen Eigenfrequenzen
des Systems. Hierzu erfolgt eine breitbandige Anregung der Struktur durch einen Schlag
mit dem Modalhammer. Um alle signiﬁkanten Frequenzpunkte aufzudecken, erfolgt die
Messung der Beschleunigungsantwort an mehreren Punkten gleichzeitig. Bild 6.20 zeigt
eine aufgezeichnete Transferfunktion. Das untersuchte Frequenzband wird auf den Be-
reich bis 100Hz beschra¨nkt, in dem sich 8 ausgezeichnete Frequenzpunkte wiederﬁnden.
Die ermittelten Resonanzfrequenzen dienen neben der Charakterisierung der Erregung
fu¨r die Schadensdiagnose auch zum Modellabgleich des im folgenden Punkt vorgestell-
ten Strukturmodells.
Numerische Modalanalyse zur Bestimmung geeigneter Sensorpositionen.
Zur Auswahl der Sensorpositionen fu¨r die jeweils anzuregenden Schwingungsformen
wurde ein lineares FE-Modell des Rotorblattes ohne Beru¨cksichtigung einer Scha¨di-
gung erstellt. Bild 6.21 zeigt das Strukturmodell, welches aus 5664 degenerierten Scha-
lenelementen besteht. Fu¨r das gewu¨nschte Anwendungsziel des Modells erscheint die
Annahme eines isotropen, linear elastischen Materialverhaltens als akzeptable Na¨he-
rung. Mit Blick auf die Geometrie des Rotorblattes ist als Gedankenmodell ein schwach
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Bild 6.20: Exemplarisch ausgewa¨hlte Transferfunktion des Rotorblattes: Biegeformen [1]-[4].
vorverwundener Balken vorstellbar. Die Untersuchung schwach verwundener Balken-
strukturen in [91] zeigt, daß nur die beiden Biegeschwingungsrichtungen gekoppelt
sind, wa¨hrend die Torsionsschwingungsformen na¨herungsweise unabha¨ngig davon auf-
treten. Aus Sicht der Schadensdetektion sind ohnehin nur die Biegeformen von Inter-
esse, da nur diese eine wirksame Anregung fu¨r das ,clapping’-Pha¨nomen versprechen.
Fu¨r die hier zu betrachtenden Biegeschwingungsformen mit niedrigen Eigenfrequenzen
kann der Einﬂuß des inneren Fachwerkkerns sicher vernachla¨ssigt werden, da dieser
hauptsa¨chlich dem Erhalt der Querschnittsform dient. Anhand dieses Gedankenganges
bildet das gezeigte FE-Modell nur die Kompositschale und den Stahlschaft des Rotors
ab. Anhand des nachfolgenden Modellabgleichs werden mo¨gliche Steiﬁgkeitseinﬂu¨sse
des Innenkerns in ,verschmierter’ Form in gewissem Umfang erfaßt. Die Torsionsstei-
ﬁgkeit des Rotorblattes wird hingegen maßgeblich von der Innenkonstruktion gepra¨gt.
Fu¨r die Abbildung dieser Schwingungsformen, welche bei der vorliegenden Anwendung
ohnehin uninteressant sind, darf keine u¨berma¨ßig gute U¨bereinstimmung mit den realen
Verha¨ltnissen erwartet werden.
Bild 6.21: Lineares FE-Modell des Rotorblattes fu¨r die numerische Modalanalyse.
Wie bereits angesprochen, erfolgt zuna¨chst anhand der experimentell ermittelten Reso-
nanzfrequenzen ein Modellabgleich fu¨r die Steiﬁgkeitseigenschaften der GFK-Schale des
Rotorblattes. Hierzu wird die von den Materialparametern des FE-Modells abha¨ngige
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Residuumsfunktion Rω aus den experimentellen und den numerischen Eigenkreisfre-
quenzen ωj mit dem Ausdruck
Rω =
∑
j
(
ω2j,num − ω2j,exp
ω2j,exp
)2
→ MIN ∀j = 1(1)8 . (6.26)
minimiert. Als Endergebnis werden fu¨r das numerische Modell optimal angepaßte Ma-
terialparameter (Elastizita¨tsmodul E = 4.50 ·104 N/mm2, Dichte  = 3.15 ·103 kg/m3)
fu¨r die GFK-Komponente erhalten, die damit zu einer sehr genauen Wiedergabe der
Eigenfrequenzen bis 100Hz durch das Modell fu¨hren. Die ermittelten Parameterwerte
liegen im Gro¨ßenordnungsbereich der Anfangsscha¨tzung anhand experimenteller Mes-
sungen. Vergleichswerte vom Hersteller des Rotorblattes stehen nicht zur Verfu¨gung.
Die Eigenkreisfrequenzen sowie die zugeho¨rigen Modalformen lassen sich durch die
Lo¨sung des polynomialen Eigenwertproblems aus Gleichung (4.46) ermitteln. Hierbei
ist die gewa¨hlte Randbedingung einer auskragenden Auﬂagerung zu beru¨cksichtigen.
Die Ergebnisse zeigen, daß im betrachteten Frequenzbereich 4 Biegeformen auftreten.
Die zugeho¨rigen Resonanzfrequenzen sind in der Darstellung des Frequenzgangs von
Bild 6.20 durch die Nummern 1-4 markiert, da ausschließlich diese Schwingungsformen
fu¨r die weiteren Untersuchungen interessieren. Daru¨ber hinaus konnte die Annahme
besta¨tigt werden, daß Biege- und Torsionsformen weitgehend entkoppelt voneinander
vorliegen. Bild 6.22 zeigt als Untersuchungsergebnis exemplarisch die niedrigste Biege-
form (f1 = 4.54Hz, Bild 6.20, Punkt 1) und die niedrigste Torsionsform (39.88Hz). In
der Darstellung (Bild 6.22) sind jeweils Amplitudenbetra¨ge aufgetragen, so daß zwi-
schen Knotenregionen und Bereichen mit großen Amplituden unterschieden werden
kann. Die Vorzeichenbeziehung zwischen den Freiheitsgraden ist nicht enthalten.
Bild 6.22: Exemplarisch ausgewa¨hlte Modalformen des Rotorblattes, oben: niedrigste Bie-
geform f1 = 4.54Hz, unten: niedrigste Torsionsform 39.88Hz.
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Eingrenzung des gescha¨digten Bereiches.
Der na¨chste Schritt der experimentellen Schadensanalyse umfaßt eine grobe Eingren-
zung des gescha¨digten Strukturbereiches. Wird der Gedankengang des vorangegangen
Abschnittes aufgegriﬀen, so sind bei der Untersuchung der vier ausgezeichneten Bie-
geschwingungsformen von Bild 6.20 die Sensoren jeweils in den Schwingungsba¨uchen
der angeregten Modalform zu applizieren, welche aus der vorhergehenden Modalana-
lyse bekannt sind. Als Sensoren werden Beschleunigungsaufnehmer verwendet, welche
eine hohe schadensbezogene Sensitivita¨t bieten. Um eine entsprechend gute ra¨umli-
che Eingrenzung des Schadensbereiches zu erzielen, wird zuerst der vierte Biegemode
(f4 = 81.70Hz, Punkt 4 im Bild 6.20) genauer untersucht. Aufgrund die A¨nderung der
Lagerungsbedingungen gegenu¨ber den zuvor betrachteten Balkenstrukturen kann die
Reihenfolge der untersuchten Schwingungsformen gea¨ndert werden, da hier keine di-
rekte Verknu¨pfung zwischen Schadensgeometrie und der angewendeten Erregerfrequenz
besteht, wie im na¨chsten Absatz weiter ausgefu¨hrt wird. Die gewa¨hlte Schwingungs-
form beinhaltet drei Schwingungsba¨uche außerhalb des Erregerpunktes und erfu¨llt
die notwendige Vorraussetzung fu¨r die Schadenserkennung, na¨mlich die Anregung des
,clapping’-Mechanismus durch eine Relativbewegung der gelo¨sten Querschnittsteile.
Die Erfassung der Beschleunigungsantwort erfolgt an den drei ausgewa¨hlten Meßpo-
sitionen in den Schwingungsba¨uchen, wa¨hrend die Struktur mit einer Frequenz von
f4 = 81.70Hz bei hohem Erregerniveau angeregt wird (Bild 6.23). Der Gradient zwi-
schen den Klirrfaktoren der Schwingungsantworten zeigt deutlich an, daß im Bereich
des Testpunktes (3) eine Scha¨digung zu vermuten ist.
Bild 6.23: Verwendete Schwingungsform f4 = 81.70Hz fu¨r die Vorlokalisierung des Scha¨di-
gungsbereiches und Nichtlinearita¨tsmaß der Beschleunigungsantwort an den drei
ausgewa¨hlten Meßpunkten.
Lokale Eingrenzung des gescha¨digten Bereiches.
Der letzte Schritt besteht in der Untersuchung der vorher lokalisierten Schadensre-
gion mit einer hohen Meßpunktdichte. Als Erregerfrequenz kann jede Resonanzfre-
quenz gewa¨hlt werden, deren zugeho¨rige Schwingungsform eine Anregung des Scha-
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densbereiches gestattet. Letzteres ist gegeben, wenn die erzeugte Bewegung eine große
Kru¨mmung und hinreichend ausgepra¨gte Schwingungsamplituden in der Schadensre-
gion aufweist. Diese Eigenschaften erfu¨llt bereits die niedrigste Biegeschwingungsform
f1 = 4.54Hz (vgl. Bild 6.22), die im weiteren als Erregerfrequenz gewa¨hlt wird.
Zuna¨chst soll der Blick jedoch auf einen Ausschwingversuch gerichtet werden, der maß-
geblich mit der niedrigsten Eigenfrequenz f1 = 4.54Hz abla¨uft. Ausgehend von einem
hohen Erregerniveau wird die Zwangserregung plo¨tzlich abgestellt, so daß das System
frei ausschwingen kann. Hierbei werden die Schwingungsamplituden infolge der Da¨mp-
fung immer weiter abgebaut. Dies geschieht zuerst sehr schnell, da hier gut ho¨rbar
stoßartige Kontakte ablaufen, und im weiteren Verlauf wesentlich langsamer. Diese
Situation kommt dem Durchfahren der verschiedenen Nichtlinearita¨tszusta¨nde des Sy-
stems gleich (vgl. Bild 6.10). Anhand eines Beschleunigungssensors wird das Zeitsi-
gnal wa¨hrend des Ausschwingens in unmittelbarer Na¨he der Scha¨digung aufgezeich-
net. Bild 6.24 zeigt das Ordnungsspektrogramm der Schwingung u¨ber ein Zeitintervall
von 3s nach Abstellung der a¨ußeren Erregung. Das Spektrogramm basiert auf einer
Bild 6.24: Ordnungsspektrogramm des Ausschwingversuchs: Nichtlinearita¨tszusta¨nde des
Systems und dominante Oberschwingungsanteile.
fortlaufenden ,shorttime’-Fourier-Transformation, aus der die auf die Grundschwin-
gungsamplitude normierten Ordnungsspektren berechnet werden. Das erhaltene Spek-
trogramm (Bild 6.24) kann damit als analoge Darstellung zu Bild 6.10 interpretiert
werden, wobei die Zeitachse mit der Amplitudengro¨ße korrespondiert.
Zuna¨chst zeigt sich die bereits bekannte Tatsache, daß verschiedene Systemzusta¨nde
hinsichtlich der Nichtlinearita¨t auftreten. Bemerkenswert ist allerdings, daß die beob-
achteten Oberschwingungsanteile vornehmlich im Bereich von 500Hz zu ﬁnden sind,
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also die Erregerfrequenz sehr stark u¨bertreﬀen. Anhand der Argumentation aus Ab-
schnitt 4.3 ist dieser Eﬀekt damit zu erkla¨ren, daß die infolge des Stoßkontaktes im
Schadensbereich angeregten lokalen Resonanzfrequenzen sehr hoch sind. Aus diesem
Grund ist von einer relativ kleinen Scha¨digung im Bezug auf die Gro¨ße der Gesamt-
struktur auszugehen, was die folgenden Untersuchungen besta¨tigen.
Eine lokale Untersuchung der im vorangegangenen Schritt grob eingegrenzten Scha-
densregion unter Verwendung eines dichten Meßpunktnetzes zeigt, daß mehrere Ein-
zelscha¨den unterschiedlicher Gro¨ße in diesem Bereich vorliegen. Bild 6.25 gibt exempla-
risch die Lage und die Gro¨ße einer der aufgespu¨rten Delaminationen wieder. Trotz der
erschwerenden Tatsache, daß sich im untersuchten Strukturbereich neben der Scha-
densnichtlinearita¨t auch strukturelle Nichtlinearita¨ten aus dem U¨bergang des Lami-
nates zum Stahlschaft einstellen, wurde ein eindeutiges Diagnoseresultat erzielt. Die
Korrektheit der Ergebnisse konnte fu¨r die gro¨ßeren Delaminationen, wie zum Beispiel
fu¨r die im Bild 6.25 dargestellte, anhand einer speziellen Schra¨glichtaufnahmetechnik
nachgewiesen werden.
Bild 6.25: Vorlokalisierte Schadensregion und eine detektierte Delaminationsscha¨digung als
Ergebnis der lokalen Untersuchung (f1 = 4.54Hz).
6.5 Schlußfolgerungen
Im vorliegenden Abschnitt konnte experimentell nachgewiesen werden, daß die nu-
merisch prognostizierten schadensbezogenen Pha¨nomene in gleicher Auspra¨gung im
Experiment wiederzuﬁnden sind. Anhand der numerischen Betrachtungen konnten die
experimentellen Bedingungen gezielt eingestellt werden, so daß die mit dem ,clapping’-
Mechanismus verbundenen nichtlinearen Eﬀekte fu¨r eine experimentelle Schadenser-
kennung nutzbar wurden.
Zusammenfassend la¨ßt sich festhalten, daß die vorgestellte modellunterstu¨tzte Detek-
tionsprozedur aufgrund des durchdringenden Charakters der Schadensnichtlinearita¨t
sowie durch die Einbindung eines numerischen Modells zur Wahl geeigneter Sensor-
positionen einen eﬃzienten Ansatz zur experimentellen Schadensdiagnose bietet. Der
Vorteil der gezielten Ausnutzung der mit dem Eintritt eines Schadens verknu¨pften
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stark nichtlinearen Schwingungseigenschaften wird deutlich. Gegenu¨ber vielen bislang
verfu¨gbaren experimentellen Verfahren, die vorwiegend auf Rasterbasis arbeiten (vgl.
Abschnitt 2.3.4), kann ein deutlich reduzierter Meßaufwand und eine hohe schadensbe-
zogene Sensitivita¨t der vorgestellten Schadenserkennungstechnik verzeichnet werden.
Die Existenz einer Scha¨digung konnte in allen bislang untersuchten Fa¨llen bereits auf
Systemebene nachgewiesen werden. Bei der abschließenden lokalen Feindiagnose wurde
sowohl beim Modellproblem mehrschichtiger Balkenstrukturen mit verschiedenen De-
laminationsszenarien als auch in der technischen Anwendung an einem Rotorblatt eine
zuverla¨ssige Bestimmung von Schadensort und -ausmaß erzielt.
7Nichtlineare, modellbasierte
Schadensidentiﬁkation
Das vorliegende Kapitel befaßt sich mit der modellbasierten Schadensidentiﬁkation unter Ver-
wendung der zuvor entwickelten nicht-glatten numerischen Simulationsmodelle, welche in ge-
eigneter Weise mit den experimentellen Daten zu verknu¨pfen sind. Zuna¨chst werden die klas-
sischen Konzepte zur modellbasierten Identiﬁkation unter verschiedenen Aspekten diskutiert
und daraus das vera¨nderte Konzept fu¨r die Verwendung des nichtlinearen Strukturmodells
entwickelt. Anschließend wird gezeigt, wie auf der Basis einer sogenannten ,model-update’-
Strategie das Simulationsmodell durch die Lo¨sung eines nicht-konvexen Optimierungsproblems
algorithmisch gesteuert, schrittweise an den vorliegenden Scha¨digungszustand angepaßt wer-
den kann und damit zur Lo¨sung des inversen Problems fu¨hrt. Zu diesem Zweck erfolgt die
Konstruktion einer Residuumsfunktion auf Grundlage der nichtlinearen Schwingungsantwor-
ten der gescha¨digten Struktur. Abschließend wird anhand der technischen Anwendung des
entwickelten Identiﬁkationsverfahrens auf das Delaminationsproblem des Mehrschichtbalkens
die Leistungsfa¨higkeit des vorgeschlagenen Ansatzes erprobt.
7.1 Konzept der modellbasierten Schadensdiagnose
Modellbasierte Verfahren zur Schadensidentiﬁkation verwenden zur Schadenserkennung
neben den experimentellen Daten ein verfahrensangepaßtes Strukturmodell, das den
Scha¨digungszustand repra¨sentiert. Gegenu¨ber den zuvor betrachteten modellunterstu¨tz-
ten Detektionsverfahren (Kapitel 6) verschiebt sich der Schwerpunkt bei den modellba-
sierten Verfahren auf eine vorrangig rechnergestu¨tzte Behandlung der Problemstellung,
wa¨hrend der Umfang der beno¨tigten experimentellen Daten des gescha¨digten Systems
stark eingeschra¨nkt wird. Leicht einsehbar ist die Tatsache, daß die Qualita¨t des in-
volvierten Strukturmodells entscheidend fu¨r den erzielten Identiﬁkationserfolg ist. In
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den allermeisten Fa¨llen bisher vorgeschlagener modellbasierter Verfahren [12], [106]
werden ausschließlich lineare Strukturmodelle hinterlegt, deren eingeschra¨nkte scha-
densbezogene Sensitivita¨t sich in vielen Fa¨llen als problematisch erweist, da der ei-
gentliche Schadensmechanismus (z.B. Kontaktpha¨nomene im Scha¨digungsbereich) hier
unberu¨cksichtigt bleibt. An dieser Stelle knu¨pft der neue Zugang der vorliegenden Ar-
beit an (siehe Abschnitt 7.3.4).
Die grundsa¨tzliche Aufgabenstellung bei der Entwicklung eines modellbasierten Iden-
tiﬁkationsverfahrens liegt immer in der Herleitung einer methodischen Verknu¨pfung
zwischen den parameterbezogenen Simulationsdaten und den aktuellen experimentel-
len Meßdaten. Fu¨r diese Verbindung zwischen Experiment und numerischer Simulation
haben sich in den vergangenen Jahren im wesentlichen drei verschiedene Vorgehenswei-
sen entwickelt [12], die im nachfolgenden kurz vorgestellt werden. Die Ansa¨tze unter-
scheiden sich hinsichtlich des Umfangs des verwendeten Strukturmodells sowie dessen
Pra¨senz innerhalb des Identiﬁkationsverfahrens.
Modellkorrekturverfahren (Ru¨ckwa¨rtsverfahren).
Fu¨r das Konzept der schrittweisen Modellkorrektur wird die Schadensidentiﬁkation als
inverses Problem (siehe Abschnitt 2.3.2) formuliert, dessen Lo¨sung die gesuchte In-
formation u¨ber den Scha¨digungszustand liefert. Mit Hilfe sogenannter ,model update’-
Strategien (Modellkorrekturverfahren) werden die Parameter des numerischen Modells
(beispielsweise FE-Modell) solange iterativ korrigiert, bis die numerische Simulation
die gemessenen Daten in entsprechender Gu¨te reproduziert. Das nach dem Anpas-
sungsprozeß vorliegende korrigierte Strukturmodell wird als Repra¨sentant des realen
Scha¨digungszustandes angesehen.
Vorwa¨rtsverfahren.
Ein zweiter Ansatz, die sogenannten Vorwa¨rtsverfahren, betrachten eine Kandidaten-
menge mo¨glicher Schadensszenarien, welche sowohl den Schadensmechanismus als auch
die Schadensgeometrie beinhalten ko¨nnen [21]. Hierauf basierend werden die jeweiligen
schadensbedingten A¨nderungen der dynamischen Eigenschaften des Systems vorherge-
sagt, wobei in den meisten Fa¨llen die Eigenfrequenzen oder Modalformen als Kriterium
gewa¨hlt werden. Anschließend erfolgt ein Vergleich der gemessenen Strukturantwort
mit den zuvor prognostizierten dynamischen Eigenschaften der Schadensfa¨lle. Das am
besten zutreﬀende Schadensszenario wird als Indikator fu¨r den realen Scha¨digungszu-
stand aufgefaßt. In diesem Zusammenhang werden ha¨uﬁg statistische Methoden ver-
wendet, um die Schadenslokalisierung vorzunehmen. Fu¨r die wiederum linearen Modelle
wird im Gegensatz zum zuvor betrachteten Ansatz nur eine Teilmenge der mo¨glichen
Parameter mit schadensinduzierten Auswirkungen (fehlerbehaftete Parameter) ausge-
stattet.
Neuronale Netze.
Beim Verfahrenskonzept der neuronalen Netze (,neural networks’) wird das Problem
der Schadenserkennung implizit bearbeitet, so daß der Algorithmus fu¨r die eigentli-
che Identiﬁkationsphase kein detailliertes Modell beno¨tigt. Solche Simulationsmodel-
le sind nur fu¨r den vorgelagerten Prozeß der Trainingsphase des neuronalen Netz-
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werks erforderlich. Der gesamte Vorgang kann als ,Lernprozeß’ fu¨r eine Abbildung
Rn → Rm interpretiert werden, fu¨r die keine Abbildungsvorschrift explizit angebbar
ist [86]. Eine erfolgreiche Schadensdiagnose mit diesem Konzept erfordert, daß zumin-
dest die grundsa¨tzliche Schadenscharakteristik der betreﬀenden Struktur von den zuvor
wa¨hrend der Trainingsphase angelegten Daten repra¨sentiert wird. In diesem Zusam-
menhang erweist sich ha¨uﬁg der vorgelagerte Trainingsprozeß als extrem aufwendig.
Im Rahmen der vorliegenden Arbeit soll der Weg einer Schadensidentiﬁkation unter
Verwendung der erstgenannten Strategie, der sukzessiven Modellkorrektur, beschritten
werden. Diese Wahl bietet sich hier vor allem aus zwei Aspekten an. Das Modell-
korrekturverfahren erfordert einerseits eine hohe Modellgenauigkeit bei der Erfassung
des Scha¨digungszustandes und andererseits, wegen der iterativen Lo¨sungsprozedur, ei-
ne a¨ußerst eﬃziente numerische Beschreibung. Sind diese Anforderungen erfu¨llt, darf
eine eﬀektive und pra¨zise Schadensdiagnose erwartet werden. Anhand der umfang-
reichen Vorarbeiten der vorangegangenen Kapitel kann ein solches Simulationsmodell
ohne gro¨ßere Schwierigkeiten aufgestellt werden, das die genannten Voraussetzungen in
hohem Maße erfu¨llt. Im Rahmen dieser Arbeit sollen die Anwendungen auf delaminier-
te Balkenstrukturen beschra¨nkt werden. Es sei jedoch betont, daß prinzipiell mit der
im weiteren dargestellten Vorgehensweise jede mo¨gliche Strukturklasse problemlos be-
handelt werden kann, solange ein ada¨quates numerisches Modell zur Verfu¨gung steht.
Die Beschra¨nkung der Betrachtungen auf Balkenstrukturen stellt also keineswegs eine
Einschra¨nkung des pra¨sentierten Verfahrenskonzeptes dar.
In den folgenden Abschnitten wird der Ablauf des Modellkorrekturverfahrens im Detail
betrachtet sowie die A¨nderungen und Vorteile der in dieser Arbeit neu eingefu¨hrten
Strategie gegenu¨ber den bereits existierenden Ansa¨tzen herausgestellt.
7.2 Grundlagen der modellbasierten Schadensiden-
tiﬁkation auf der Basis der ,model update’-
Strategie
7.2.1 Ablauf der Schadensidentiﬁkation anhand des
Ru¨ckwa¨rtsverfahrens
Der urspru¨ngliche Anwendungsgedanke von Modellkorrekturverfahren ist es, Simula-
tionsmodelle derart zu modiﬁzieren, daß das reale Verhalten einer Struktur mo¨glichst
zutreﬀend im Modell abgebildet wird. Der Ablauf der Modellanpassung wird durch
einen Algorithmus gesteuert und la¨uft automatisiert ab, so daß ha¨uﬁg von ,computa-
tional model update’ (CMU) gesprochen wird. Diese Zielsetzung ist auf das Identiﬁ-
kationsproblem fu¨r Strukturscha¨digungen u¨bertragbar. Umfassende Darstellungen zur
klassischen Vorgehensweise beim CMU sowie einen Schrifttumsu¨berblick sind zum Bei-
spiel in den Arbeiten von Mottershead & Friswell [63] und Link [51] zu ﬁnden.
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Die prinzipielle Vorgehensweise zur Schadensidentiﬁkation anhand eines Ru¨ckwa¨rts-
verfahrens ist im Bild 7.1 dargestellt. Genau betrachtet muß hierbei zweimal separat
ein CMU-Verfahren durchlaufen werden, wovon die erste Anwendung die beabsichtigte
Schadensdiagnose nicht unmittelbar betriﬀt.
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Bild 7.1: Prinzipieller Ablauf des Ru¨ckwa¨rtsverfahrens zur Schadensidentiﬁkation.
Im ersten Schritt wird das numerische Simulationsmodell anhand der ungescha¨dig-
ten Situation kalibriert. Durch schrittweise Anpassung des Referenzmodells Q0 wird
erreicht, daß das experimentell charakterisierte Verhalten einer entsprechenden un-
gescha¨digten Referenzstruktur S0 mo¨glichst exakt wiedergegeben wird. Dieser erste
Modellabgleich anhand des ungescha¨digten Systemzustandes beabsichtigt im wesent-
lichen, die Unsicherheiten bei der Beschreibung der dynamischen Eigenschaften (z.B.
Materialparameter) als auch in gewissem Maße modellbezogene Abweichungen zu kor-
rigieren, damit schon bei mo¨glichst geringen Scha¨digungsgraden zuverla¨ssige Diagnose-
resultate erzielbar sind. Die Anpassung wird anhand linearer dynamischer Kenngro¨ßen
(z.B. Eigenfrequenzen) vorgenommen. Ein solches Vorgehen wurde bereits bei der Un-
tersuchung des Rotorblattes im Abschnitt 6.4 skizziert und soll an dieser Stelle nicht
na¨her beleuchtet werden. Es la¨uft in gleicher Weise wie das im folgenden ausfu¨hrlich
dargestellte Modellkorrekturverfahren zur Schadenserkennung ab, wobei jedoch unter-
schiedliche Parameter angepaßt werden.
Im zweiten Schritt, der eigentlichen Schadensdiagnose, erfolgt die Lo¨sung des inversen
Problems durch die schrittweise Anpassung der Schadensparameter des (kalibrierten)
Simulationsmodells mit Scha¨digung Q anhand der experimentellen Meßwerte des mo-
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mentanen realen Systemzustandes S. Die zu bestimmenden Schadensparameter (z.B.
Lage und Ausmaß) ha¨ngen dabei im allgemeinen nichtlinear von den numerisch simu-
lierten Schwingungseigenschaften ab. Fu¨r diesen Teilaspekt des Ru¨ckwa¨rtsverfahrens
wird erneut eine CMU-Strategie verwendet. Im Ergebnis dieses Schrittes werden die
Schwingungseigenschaften des realen, gescha¨digten Systems mo¨glichst zutreﬀend vom
Simulationsmodell erfaßt, so daß nach dem Modellabgleich die Schadensparameter des
aktuellen Modells den realen Scha¨digungszustand wiedergeben.
7.2.2 Ablauf des CMU-Verfahrens zur Verwendung bei der
modellbasierten Schadensdiagnose
Das allgemeine Anwendungsziel der herko¨mmlichen CMU-Verfahren ist die algorith-
misch gesteuerte Parameter- bzw. Systemidentiﬁkation. Diese Grundidee der computer-
gestu¨tzten Adaption eines Rechenmodells mit Hilfe experimenteller Daten kann auf die
Zielsetzung einer modellbasierten Schadensdiagnose u¨bertragen werden. Auch hier wer-
den die Abweichungen zwischen Test- und Analyseergebnissen als Residuum eingefu¨hrt,
welche im Rahmen der schrittweisen Korrektur des Simulationsmodells iterativ mini-
miert werden und im Ru¨ckschluß die unbekannten Schadensparameter liefern. Hierbei
wird vorausgesetzt, daß das globale Minimum der verwendeten Residuumsfunktion mit
den tatsa¨chlichen Parametern der Scha¨digung verknu¨pft ist.
Das im Bild 7.2 dargestellte Flußdiagramm zeigt den prinzipiellen Ablauf und den
Informationstransfer bei der Anwendung der CMU-Strategie auf das Schadensidenti-
ﬁkationsproblem, welches auf drei miteinander verknu¨pften Grundzu¨gen beruht: die
experimentelle Analyse der gescha¨digten Struktur S, die numerische Simulation dieses
Systems anhand eines mechanischen Modells Q und die algorithmische Steuerung der
Parameteranpassung.
Parameterisierung des Modells.
Kernpunkt der modellbasierten Schadensidentiﬁkation bildet die schrittweise Parame-
tera¨nderung des numerischen Simulationsmodells, welche die Parameterisierung des
Strukturmodells erfordert, wobei die ausgewa¨hlten Strukturparameter als Unbekannte
gesucht sind. Daru¨ber hinaus ist die Mo¨glichkeit der externen Steuerung des Simula-
tionsmodells durch den iterativen Algorithmus zur Modellkorrektur erforderlich, was
im allgemeinen zu einer starken Einschra¨nkung der mo¨glichen Simulationsplattformen
fu¨hrt.
Der Modellanpassung liegt in der Regel ein FE-Modell zugrunde, fu¨r das die allgemei-
nen Bewegungsgleichungen (5.6), also das mathematische Modell Q, in die paramete-
risierte Form
Q(p) : M(p) u¨(t) + D(p) u˙(t) + K(p)u(t) = F(t) , p ⊂ P (7.1)
u¨berfu¨hrt werden. Hierbei sind M, D, K die bekannten strukturbeschreibenden Sys-
temmatrizen, die im parametrisierten Modell als Funktion der ausgewa¨hlten Struk-
turparameter p auftreten. Die Parameter p sind also in der Gesamtheit aller struk-
turbeschreibenden Modellparameter P enthalten. Die Auswahl der zu verwendenden
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Bild 7.2: Prinzipieller Ablauf des Modellkorrekturverfahrens (CMU-Verfahren).
Strukturparameter erfordert besondere Sorgfalt und ist wesentlich von der Modellklas-
se (z.B. linear oder nichtlinear) abha¨ngig. In diesem Zusammenhang unterscheidet sich
das in der vorliegenden Arbeit verfolgte Konzept wesentlich von den bislang verwende-
ten Ansa¨tzen. Ein Vergleich zwischen den klassischen modellbasierten Verfahren und
der hier zugrundegelegten Strategie (u.a. in Bezug auf die verwendeten Strukturmo-
delle sowie die Parameterauswahl) wird im Anschluß an diese allgemeine Einfu¨hrung
im Abschnitt 7.3.4 gegeben. Bei den klassischen (linearen) Schadensidentiﬁkationsver-
fahren wird sehr oft eine direkte Parameterisierung der Systemmatrizen in der Form
[74], [57], [50]
K = K0 +
∑
i
αiKi , i = 1(1)nα
D = D0 +
∑
j
βjDj , j = 1(1)nβ
M = M0 +
∑
k
γkMk , k = 1(1)nγ


pT = [. . . αi . . . βj . . . γk . . . ] (7.2)
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vorgenommen. Hierbei beschreiben K0, D0, M0 die Systemmatrizen des Ausgangs-
modells und Ki, Dj , Mk die Substrukturmatrizen zur lokalen Modellkorrektur. Die
Substrukturmatrizen deﬁnieren den Ort der Modellkorrektur. Die Faktoren αi, βj, γk
sind die Korrekturparameter, die wa¨hrend des Modellabgleichs vera¨ndert werden und
im Parametervektor p zusammengefaßt sind. In der vorliegenden Arbeit wird aufgrund
des gea¨nderten Typs des Strukturmodells eine abweichende Parameterisierung vorge-
nommen (siehe Abschnitt 7.3.1).
Wahl der Anfangsparameter.
Nachdem das parametrisierte Simulationsmodell Q(p) aufgestellt wurde, muß zuna¨chst
eine Abscha¨tzung oder eine begru¨ndete Wahl der Anfangsparameter p0 vorgenommen
werden, so daß ein Anfangsmodellzustand Q(p0) vorliegt. Generell ist eine Wahl der
Anfangsparameter anzustreben, die keine u¨berma¨ßig großen Abweichungen zwischen
experimenteller Analyse der gescha¨digten Struktur S und der numerischen Simula-
tion in der Ausgangskonﬁguration Q(p0) ergibt. Diese Forderung tra¨gt bei den im
Rahmen dieser Arbeit verwendeten modernen Algorithmen fu¨r die Steuerung der Mo-
dellanpassung zu einem schnelleren Ablauf des Diagnosevorgangs bei, sie ist aber kei-
ne notwendige Voraussetzung wie bei der Mehrzahl der herko¨mmlichen Ansa¨tze auf
der Basis der Eigensensitivita¨t der Parameter. In diesem Zusammenhang konnte eine
vielversprechende Alternative eingefu¨hrt werden, die zu einer Vorkonditionierung des
Verfahrens anhand einer begru¨ndeten Anfangsscha¨tzung fu¨hrt. Na¨heres hierzu wird im
Abschnitt 7.4.2.2 ausgefu¨hrt.
Modellabgleich.
Das parametrisierte SimulationsmodellQ(p0) in seiner Ausgangskonﬁguration muß nun
anhand der Daten aus der experimentellen Analyse D[S] der gescha¨digten Struktur S
derart modiﬁziert werden, daß eine schrittweise A¨nderung der Parameter p zu einer
immer besseren Erfassung der gemessenen Daten D[S] fu¨hrt. Die Lo¨sung der inversen
Problemstellung besteht darin, die gewa¨hlten Parameter fu¨r das Simulationsmodell
Q derart zu a¨ndern, damit das Modell zu einem Repra¨sentanten fu¨r die gescha¨digte
Struktur S wird. Dabei muß vorausgesetzt werden, daß die mathematische Modell-
struktur (z.B. Diskretisierungsgrad und Elementierung des Modells) sowie Art und
Anzahl der ausgewa¨hlten Modellparameter fu¨r das betrachtete Problem physikalisch
sinnvoll ist [50]. An dieser Stelle muß betont werden, daß die gegenwa¨rtig gebra¨uchli-
chen CMU-Verfahren lediglich eine Anpassung ausgewa¨hlter Modellparameter vorneh-
men, das grundlegende physikalische Modell jedoch unvera¨ndert bleibt. Bei der An-
wendung solcher Verfahren auf modellma¨ßig unzureichend abgebildete Strukturen geht
nicht selten die physikalische Interpretierbarkeit der ausgewa¨hlten Parameter verloren,
da das Ausgangsmodell an bestimmten Stellen unvertra¨glich mit der physikalischen
Wirklichkeit ist. Deshalb muß das zugrundegelegte Simulationsmodell nicht nur den
experimentell bestimmten Systemeigenschaften entsprechen, sondern bezu¨glich seines
Verwendungszwecks zur Schadensdiagnose eine ausreichende physikalische Genauigkeit
aufweisen. Dieser Aspekt betriﬀt insbesondere die klassischen modellbasierten Ver-
fahren zur Schadensidentiﬁkation, die durch die involvierte Linearita¨tsannahme (siehe
Abschnitt 2.3.4) die eigentlichen schadensbezogenen Pha¨nomene nur mit begrenzter
Genauigkeit erfassen.
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Resdiuumsfunktion.
Die experimentell bestimmten Schwingungseigenschaften D[S] (z.B. Frequenzgangei-
genschaften, Schwingungsantworten) werden in einem Iterationsprozeß (siehe Bild 7.2)
fortlaufend mit den entsprechenden Daten D[Q(p)] der numerischen Simulation
verglichen. Die Erfassung sowie die Gewichtung der Abweichung zwischen Ex-
periment und Simulation erfolgt anhand einer entsprechenden Residuumsfunktion
R{D[S],D[Q(p)]}, die numerisch iterativ durch die Anpassung der Modellparameter
p minimiert wird. Das Residuum R = R(p) ha¨ngt dabei im allgemeinen in nichtlinea-
rer Weise von den gewa¨hlten Parametern p ab. Der Deﬁnition der Residuumsfunktion
kommt eine große Bedeutung zu, da hier die fu¨r die Modellanpassung zur Verfu¨gung
stehenden Informationen hochgradig verdichtet werden. In der Regel besitzt die Funk-
tion R(p) die Gestalt einer gewichteten Fehlerquadratsumme
R(p) = r(p)T Wr(p) + pT Wp p , R ∈ R+ (7.3)
wobei r(p) den Residuenvektor darstellt. Die Gro¨ßen W und Wp sind Wichtungsmatri-
zen [63], die den Einﬂuß einzelner Teilresiduen steuern. Die Wichtungsmatrix W erfaßt
u.a. die Auswirkung unterschiedlich genauer Daten und wird ha¨uﬁg als inverse Kovari-
anzmatrix der Meßfehler eingefu¨hrt. Zur Wahl der Wichtungsmatrizen sei auf [59], [23]
verwiesen, da diese in der vorliegenden Arbeit nicht beno¨tigt werden. Die Minimierung
der Residuumsfunktion als gewichtete Fehlerquadratsumme liefert innerhalb eines Ite-
rationsverfahrens die gesuchten Modellparameter p. In diesem Zusammenhang dient
das zweite Glied aus Gleichung (7.3) zur Kontrolle und Begrenzung der Parametera¨nde-
rungen wa¨hrend der Iteration. Da das inverse Schadensidentiﬁkationsproblem ha¨uﬁg als
schlecht gestelltes Problem (vgl. Abschnitt 2.3.2) auftritt, erfordern bestimmte (klas-
sische) Lo¨sungsverfahren der Einfu¨hrung einer solchen numerischen Stabilisierung, die
als Regularisierung angesehen werden kann. Die zugeho¨rige Wichtungsmatrix Wp, der
Regularisierungsparameter, muß a¨ußerst sorgfa¨ltig gewa¨hlt werden, da fu¨r Wp  0 die
Funktion R(p) ihre Sensitivita¨t gegenu¨ber den Residuen r verliert. Der Residuenvektor
rm im m-ten Iterationsschritt ergibt sich anhand eines Ausdrucks der Form
rm = D[S]−D[Q(pm)] (7.4)
aus den Abweichungen zwischen den experimentellen Meßergebnissen D[S] und den
auf den aktuellen Parametern pm basierenden Simulationsdaten D[Q(pm)].
Klassischerweise werden fu¨r die Konstruktion einer Residuumsfunktion entweder moda-
le Systemeigenschaften [50] (Eigenfrequenzen, Eigenformen) oder bestimmte Merkma-
le bzw. ausgewa¨hlte Stu¨tzstellen der U¨bertragungsfunktionen [103], [58], [61] verwen-
det, die als Charakteristikum fu¨r den gesamten Systemzustand dienen. Gerade Eigen-
werte und Eigenformen stellen Systemcharakteristiken linearer dynamischer Systeme
dar, deren schadensbezogene Sensitivita¨t insbesondere im Bereich niedriger Frequenzen
a¨ußerst begrenzt ist [53], [46], [86] und somit nur ma¨ßig geeignet erscheinen.
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Minimierung der Residuumsfunktion.
Nach jedem Iterationsschritt wird anhand eines Abbruchkriteriums
Rm(pm) < Rlim , R ∈ R+ (7.5)
u¨berpru¨ft, ob die Residuumsfunktion mit den Daten D[Q(pm)] des aktuellen Itera-
tionsschrittes m eine zuvor festgelegte Grenze Rlim unterschreitet, die als praktisches
Anzeichen fu¨r das Erreichen der optimalen Modellanpassung angesehen wird. Aufgrund
des zu erwartenden Meßrauschens sowie der im allgemeinen unvermeidbaren Modell-
abweichungen, darf keine vollsta¨ndige U¨bereinstimmung zwischen den Meßergebnissen
D[S] und den SimulationsdatenD[Q(popt)] im Fall eines korrekt abgebildeten Schadens
erwartet werden. Dies bedeutet, daß ein entsprechendes Abbruchkriterium Rlim > 0 mit
Bedacht fu¨r das jeweils zu untersuchende Problem zu wa¨hlen ist.
Ist das Abbruchkriterium (7.5) nicht erfu¨llt, wird die Iteration mit dem Schritt m + 1
und den zugeho¨rigen Parametern pm+1 fortgefu¨hrt. Die Bestimmung des neuen Para-
metervektors pm+1 folgt aus der jeweiligen algorithmisch gesteuerten Minimierungs-
prozedur
R(p)→ MIN , (7.6)
wobei die Residuumsfunktion R(p) nunmehr die Zielfunktion der Optimierung dar-
stellt. Fu¨r die Lo¨sung kommen verschiedene Verfahren in Frage.
Herko¨mmliche Identiﬁkationsverfahren fu¨hren zur iterativen Lo¨sung des Minimierungs-
problems (7.6) zumeist einen klassischen Sensitivita¨tsansatz ein [74], bei dem die Ent-
wicklung des Simulationsdatenvektors D[Q(p)] schrittweise linearisiert wird. Die Li-
nearisierung erfolgt am Punkt m durch eine nach dem linearen Term abgebrochene
Taylor-Reihe und fu¨hrt auf die zentrale Gleichung fu¨r die klassische Parameterkor-
rektur
rm+1 = rm −Gm∆p mit ∆p = pm+1 − pm , (7.7)
welche die Abha¨ngigkeit der Simulationsdaten D[Q(p)] von den Parametera¨nderun-
gen ∆p approximiert. Die Sensitivita¨ts- bzw. Gradientenmatrix Gm des Systems am
Linearisierungspunkt m
Gm =
∂D[Q(p)]
∂p
∣∣∣∣
p=pm
(7.8)
erfaßt die Sensitivita¨ten der Simulationsdaten im Bezug auf die Parametera¨nderung
∆p und muß in jedem Iterationsschritt neu berechnet werden. Die numerische Kon-
dition der Gradientenmatrix Gm spielt bei diesem klassischen Sensitivita¨tsansatz im
Bezug auf die Schlechtgestelltheit des Problems (vgl. Abschnitt 2.3.2) eine wichtige
Rolle [73]. So fu¨hrt die Wahl einer zu geringen Anzahl an Meßpunkten gegenu¨ber den
zu bestimmenden Systemparametern oder die geringe Sensitivita¨t einzelner Parameter
dazu, daß die Gradientenmatrix singula¨r bzw. nahezu singula¨r wird und die Lo¨sung
ungu¨nstig beeinﬂußt.
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Das inverse Problem der Schadensidentiﬁkation fu¨hrt ha¨uﬁg auf nicht-konvexe Optimie-
rungsprobleme (siehe Abschnitt 7.3.2), deren Residuumsfunktionen eine Reihe lokaler
Minima aufweisen. In diesem Fall liefern die Standardansa¨tze der numerischen Optimie-
rung in Form einer gradientenbasierten Vorgehensweise (wie das gerade beschriebene)
ha¨uﬁg nur ein lokales Minimum als Optimierungsergebnis. Die Anwendung derartiger
Verfahren ist zur Lo¨sung des inversen Problems der Schadensidentiﬁkation nur be-
dingt geeignet, wenngleich zumeist ein eﬃzienter Ablauf der numerischen Optimierung
zu erwarten ist. Wird vom Algorithmus fa¨lschlicherweise eine lokale Extremalstelle
als globales Minimum identiﬁziert, fu¨hrt dies im allgemeinen zu einer unbrauchbaren
Lokalisierung der Scha¨digung. In anderen Anwendungsfeldern solcher Optimierungs-
algorithmen, wie zum Beispiel der computergestu¨tzten Strukturoptimierung, fa¨llt ein
derartiger Fehler weitaus weniger drastisch aus, da hier selbst ein lokales Minimum zur
suboptimalen Verbessung der Eigenschaften fu¨hrt. Beim Anwendungsziel einer Scha-
densdiagnose ist dagegen nur das globale Minimum der Residuumsfunktion von In-
teresse. Auch an dieser Stelle setzt das fu¨r die vorliegende Arbeit gewa¨hlte Konzept
an.
Zusammenfassend kann festgehalten werden, daß fu¨r die Implementierung des CMU-
Algorithmus (siehe Bild 7.2) innerhalb eines Ru¨ckwa¨rtsverfahrens zur modellbasierten
Schadensidentiﬁkation drei weitgehend unabha¨ngige Fragestellungen zu lo¨sen sind:
(1) Aufstellung eines mo¨glichst physikalisch konsistenten Strukturmodells, das die we-
sentlichen schadensbezogenen Pha¨nomene mit hinreichender Genauigkeit erfaßt
und das jeweilige Schwingungsverhalten mit hoher Zuverla¨ssigkeit wiedergibt.
Hierdurch wird gewa¨hrleistet, daß die mit dem Modell wa¨hrend der Parame-
teranpassung getroﬀenen Vorhersagen die physikalische Realita¨t mo¨glichst zu-
treﬀend repra¨sentieren. Der Typ des gewa¨hlten Simulationsmodells beeinﬂußt
oﬀenbar die Mo¨glichkeiten fu¨r eine sinnvolle Parameterisierung innerhalb des
CMU-Verfahrens (siehe Tabelle 7.3.4).
(2) Konstruktion einer geeigneten Residuumsfunktion als Zielfunktion des Optimie-
rungsalgorithmus zur Schadensidentiﬁkation. Die damit einhergehende Verdich-
tung der verfu¨gbaren Informationen muß eine hohe schadensbezogene Sensitivita¨t
des Residuums sicherstellen.
(3) Wahl eines numerischen Optimierungsalgorithmus, der das Auﬃnden des globa-
len Minimums der Residuumsfunktion gestattet.
Anhand der Ergebnisse aus dem Kapitel 5 kann die erste Fragestellung nach der Auf-
stellung eines ada¨quaten, zuverla¨ssigen Simulationsmodells als weitgehend gekla¨rt be-
trachtet werden. Die experimentellen Ergebnisse der vorangegangenen Kapitel (Ab-
schnitt 5.4, Kapitel 6) haben gezeigt, daß die vorgeschlagenen nicht-glatten dynami-
schen Modelle die im Schadensbereich wirksamen physikalischen Mechanismen in aus-
gezeichneter Weise erfassen und zudem eine hohe schadensbezogene Sensitivita¨t auf-
weisen. In diesem Zusammenhang kann fu¨r die zu betrachtenden Balkenstrukturen eine
direkte Erweiterung des FE-Modells fu¨r das Zwei-Lamellen-Problem aus Abschnitt 5.4
erfolgen. Eine Beschreibung des verwendeten Modells und seine Kalibrierung an einer
ungescha¨digten Referenzsituation wird fu¨r eine konkrete Anwendung im Abschnitt 7.4.1
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detailliert ausgefu¨hrt. Im weiteren sollen nun zuna¨chst die Fragestellungen (2) und (3)
im einzelnen diskutiert werden, um schließlich ein Konzept fu¨r ein modellbasiertes
Identiﬁkationsverfahren auf der Grundlage nicht-glatter Schwingungen zu formulieren.
7.3 Konzept zur nichtlinearen, modellbasierten
Schadensidentiﬁkation
7.3.1 Auswahl des Simulationsmodells
Als Simulationsgrundlage werden die bereits ausfu¨hrlich diskutierten nicht-glatten dy-
namischen Systeme gewa¨hlt, deren Betrachtung in den vorangegangenen Abschnitten
eine außergewo¨hnliche Schadenssensitivita¨t oﬀenbart hat. Gegenu¨ber der klassischen
Beschreibung des Schadenszustandes anhand von lokalen A¨nderungen der Steiﬁgkeits-,
Da¨mpfungs- und Massecharakteristik (Bild 7.3 [a]) erfolgt in der vorliegenden Arbeit
eine direkte geometrische Erfassung der Scha¨digung im Modell (Bild 7.3). In diesem
Zusammenhang wird auch eine abweichende Parameterisierung des Simulationsmodells
vorgenommen. Wa¨hrend bei den klassischen Schadensidentiﬁkationsverfahren zumeist
eine direkte Parameterisierung der Systemmatrizen anhand der Gleichung (7.2) erfolgt,
wird im vorliegenden Fall durch die gea¨nderte Systembeschreibung eine Parameterisie-
rung in den geometrischen Daten der Scha¨digung (Lage, Ausdehnung) mo¨glich. Bei
dieser Vorgehensweise werden die Systemmatrizen indirekt durch die A¨nderung der
Modellgeometrie beeinﬂußt.
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Bild 7.3: Prinzipdarstellung der Modellwahl und der Parameterisierung am Bespiel eines
delaminierten Balkens: [a] lineares Modell mit klassischem Ansatz einer direkten
Parameterisierung der Systemmatrizen, [b] nicht-glattes Modell mit geometrischer
Parameterisierung.
Fu¨r das Modellproblem eines delaminierten Balkens ergibt sich damit der Parameter-
vektor p
pT = [xD, LD, hD] . (7.9)
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aus 3 geometrischen Gro¨ßen, welche das vorliegende Schadensszenario eindeutig be-
schreiben (siehe Bild 7.3 [b]). Der Parameter xD erfaßt die Lage der Scha¨digung la¨ngs
der Erzeugenden, LD beschreibt die Delaminationsla¨nge und hD gibt die Dicke der
gelo¨sten Schicht wieder.
7.3.2 Auswahl der Residuumsfunktion
Nachdem die Auswahl des verwendeten Modelltyps (nicht-glattes dynamisches Modell)
und dessen Parameterisierung (geometrische Parameter) vorgenommen wurde, verblei-
ben die Fragestellungen nach der Konstruktion einer geeigneten Residuumsfunktion
sowie der Wahl eines numerischen Optimierungsverfahrens. Fu¨r diese grundsa¨tzlichen
Untersuchungen erscheint die Verwendung des aus Abschnitt 4.2 bekannten Minimal-
modells sinnvoll, da aufgrund der gegenu¨ber dem FE-Modell einfacheren kinematischen
Struktur die zu beobachtenden Eigenschaften klar hervortreten sowie die algorithmi-
schen Abla¨ufe in unkomplizierter Weise dargestellt und erprobt werden ko¨nnen.
Beim Minimalmodell aus zwei linearen Teilschwingern wird die zu parameterisieren-
de Geometrie der Delaminationsscha¨digung durch das Massenverha¨ltnis µ = m2/m1
und das Verha¨ltnis der Federsteiﬁgkeiten κ = k2/k1 repra¨sentiert (Bild 7.4). Die in
Tabelle 4.1 aufgefu¨hrten physikalischen Gro¨ßen fu¨r das Minimalmodell korrespondie-
ren mit dem im Bild 2.4 dargestellten Modellproblem eines delaminierten Balkens,
die im folgenden fu¨r das System angenommen werden. Fu¨r den zu erprobenden Fall
einer modellbasierten Schadensdiagnose sind die Parameter pT = [µ, κ] zuna¨chst un-
bekannt und mu¨ssen durch Lo¨sung des inversen Problems identiﬁziert werden. Die im
Abschnitt 4.2.3 berechneten Ergebnisse (Bild 4.3, Bild 4.4) ko¨nnen im Sinne eines ,nu-
merischen Experiments’ als Meßdaten D[S] fu¨r den Modellabgleich angesehen werden.
Um die Simulation realistisch zu gestalten, wird den aus dem ,numerischen Experiment’
erhaltenen Meßdaten ein ,Meßrauschen’ durch eine normalverteilte Sto¨rgro¨ße mit ei-
nem Signal-Rausch-Verha¨ltnis von 1.0% (bezogen auf die Eﬀektivwerte) hinzugefu¨gt.
Als korrektes Identiﬁkationsergebnis mu¨ssen vom Algorithmus die Werte µ = 0.12,
κ = 0.06 aus Tabelle 4.1 identiﬁziert werden.
Bei der realen Schadensidentiﬁkation stehen in der Regel nur Schwingungsantworten
vom Restquerschnitt des Systems zur Verfu¨gung, da der Schadensort a priori unbe-
kannt ist. Dieser Tatsache wird Rechnung getragen, indem nur Schwingungsantworten
des Teilschwingers 1, der den Restquerschnitt repra¨sentiert, fu¨r die Schadensidentiﬁ-
kation herangezogen werden.
Zusammenfassend kann das inverse Problem fu¨r die Benchmark-Situation des Minimal-
modells wie folgt formuliert werden:
Gesucht ist die Gro¨ße der schadensrepra¨sentierenden Parameter µ, κ, die
aus den ,experimentellen’ Schwingungsgro¨ßen D[S1] des Teilschwingers 1 zu
ermitteln sind.
Die Erweiterung der Resultate auf die Anwendung eines FE-Modells in Verbindung mit
realen Meßdaten (siehe Abschnitt 7.4) ist anschließend ohne Schwierigkeiten mo¨glich.
Durch die modellma¨ßige Beru¨cksichtigung der Kontaktpha¨nomene im Scha¨digungsbe-
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Bild 7.4: Betrachtung des Identiﬁkationsproblems am Minimalmodell einer delaminierten
Verbundstruktur, Parameter µ, κ.
reich liegt, wie in den vorangegangen Kapitel gezeigt wurde, ein stark nichtlineares
Systemverhalten vor. Dies muß fu¨r die Auswahl der zur Modellanpassung beno¨tigten
Residuumsfunktion beru¨cksichtigt werden. Die klassischen Residuen, die zum Beispiel
auf Eigenwerten oder Eigenformen der Struktur basieren, ko¨nnen nicht verwendet wer-
den, da sie nur als Charakteristiken linearer dynamischer Systeme existieren. Fu¨r die
residuelle Erfassung nichtlinearer Systeme kann bislang kaum auf entsprechende Vorar-
beiten zuru¨ckgegriﬀen werden, zumal die wenigen vorliegenden Ansa¨tze zumeist keine
praktische Erprobung [86], [10] erfahren haben.
Die numerischen Untersuchungen der vorangegangenen Kapitel (vgl. Kapitel 4, Kapi-
tel 5) haben eine hohe schadensbezogene Sensitivita¨t der einzelnen Schwingungsant-
worten bei nicht-glatter Betrachtung oﬀenbart. Diese Tatsache konnte durch die experi-
mentellen Untersuchungen des Kapitels 6 besta¨tigt werden. Wa¨hrend die Schwingungs-
antworten delaminierter Strukturen im linearen Systembereich oder bei Verwendung
eines linearen Modells kaum einen ,Fingerabdruck’ der Scha¨digung beinhalten (vgl.
Bild 6.9) und im allgemeinen als insensitiv gegenu¨ber der Scha¨digung zu bezeichnen
sind, kann bei nichtlinearer Charakterisierung des Systems eine hohe schadensbezogene
Sensitivita¨t festgestellt werden. Aus diesem Grund soll auch bei der Entwicklung einer
Residuumsfunktion auf die nichtlinearen Schwingungsantworten gesetzt werden.
Aus Sicht der spa¨teren praktischen Anwendung des Verfahrens soll vorausgesetzt wer-
den, daß die Schwingungsantworten in Form von diskreten Zeitverla¨ufen der Zustands-
gro¨ßen ausschließlich am Restquerschnitt anhand eines Experiments verfu¨gbar sind.
U¨ber die Anzahl der beno¨tigten Meßpunkte und deren Lage entlang des Restquer-
schnittes wird im Rahmen eines praktischen Beispiels (Abschnitt 7.4) noch zu beﬁnden
sein.
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Aus der allgemeinen Darstellung der Residuumsfunktion nach Gleichung (7.3) ko¨nnen
fu¨r die hier speziell verwendeten nichtlinearen Schwingungsantworten entsprechende
Ausdru¨cke abgeleitet werden. Aufgrund der hohen schadensbezogene Sensitivita¨t der
nichtlinearen Schwingungsantworten darf ein ebensolches Verhalten im allgemeinen
auch von einer geeigneten Residuumsfunktion erwartet werden, die derartige Gro¨ßen
zur Aufstellung der Funktion nutzt. Wie sich im folgenden noch zeigen wird, kann
im Rahmen des vorgelegten Konzeptes auf einen Regularisierungsterm in der Resi-
duumsfunktion verzichtet werden (Wp = 0). Durch die ausgepra¨gte Sensitivita¨t der
Residuumsfunktion und das zur Steuerung der Parametera¨nderung eingesetzte globa-
le Optimierungsverfahren (nicht gradientenbasiert) ist die numerische Stabilita¨t fu¨r
die Lo¨sung des Identiﬁkationsproblems gewa¨hrleistet (vgl. Abschnitte 2.3.2, 7.2.2).
Die Fragestellung nach der Eindeutigkeit der erzielten Lo¨sung wird am praktischen
Beispiel im Abschnitt 7.4 na¨her beleuchtet. Die unterschiedliche Wichtung einzelner
Residuumsanteile durch die Matrix W, also beispielsweise das Hervorheben einzelner
Meßpunkte oder die Beru¨cksichtigung unterschiedlich sensitiver Teilresiduen, ist bei
den hier verwendeten Residuumsfunktionen nicht von Interesse, so daß im folgenden
W = I angesetzt wird. Mit den getroﬀenen Annahmen (Wp = 0, W = I) la¨ßt sich
die allgemeine Residuumsfunktion (7.3) als Euklidische Norm des Residuenvektors
auﬀassen und geht in den Ausdruck
R(p) = rTr = ‖r‖2 , R ∈ R+ (7.10)
als ungewichtete Fehlerquadratsumme u¨ber.
Residuumsfunktion auf Basis der Verschiebungsantwort.
Mit geringer Abwandlung der Formulierung (7.10) ko¨nnen verschiedene Residuums-
funktionen R(p) auf der Basis der nichtlinearen Schwingungsantworten konstruiert
werden. Zuna¨chst sollen dazu die Verschiebungsverla¨ufe des Systems genutzt werden.
Rekapituliert man dazu die Mo¨glichkeiten der anzuwendenden resonanten harmoni-
schen Erregung, so kann das System im allgemeinsten Fall sowohl bei unterschiedli-
chen Lastniveaus (Gro¨ße der Erregeramplitude uˆ bzw. yˆ)) als auch bei verschiedenen
Resonanzfrequenzen getestet (siehe Kapitel 6) und die gewonnenen Informationen im
Residuenvektor r verarbeitet werden. Bei Beschra¨nkung auf einen Erregerort (Balke-
nende) liefert der Ausdruck
R(p,u〈n〉) =
Le∑
L=1
Ee∑
E=1
(∫ T
0
∥∥∥u〈n〉S (t, uˆL,ΩE)− u〈n〉Q(p)(t, uˆL,ΩE)∥∥∥ dt
)
, R(p,u〈n〉) ∈ R+
(7.11)
eine allgemeine verschiebungsbasierte Residuumsfunktion R(p,u〈n〉). Hierbei wird
zuna¨chst die Diﬀerenz der Verschiebungen u〈n〉 aus dem Experiment S und der Simu-
lation Q(p) an ausgewa¨hlten Strukturpunkten n u¨ber die Dauer einer Erregerperiode
T aufsummiert. Eine solche Summation kann fu¨r die Schwingungsantworten bei ver-
schiedenen resonanten Erregerkreisfrequenzen ΩE und verschiedenen Erregerniveaus
uˆL durchgefu¨hrt werden. Hierbei ist sofort einsichtig, daß im allgemeinen die Sensi-
tivita¨t der Residuumsfunktion durch Hinzufu¨gen zusa¨tzlicher Informationen ansteigt,
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was oﬀensichtlich mit einem erho¨hten experimentellen Aufwand einhergeht. Außerdem
wird in der Regel eine Normierung der Residuenanteile der einzelnen Laststufen und
mo¨glicherweise auch fu¨r die einzelnen Erregerfrequenzen erforderlich.
An dieser Stelle sei angemerkt, daß sich die gewa¨hlte Bezeichnungsweise der Verschie-
bungsgro¨ßen durch die Variable u an der spa¨teren Darstellung im FE-Modell orientiert
(vgl. Abschnitt 5.4). Fu¨r die folgende Betrachtung des Minimalmodells (Bild 7.4) muß
die Variable u entsprechend durch die dimensionslose Verschiebung ξ ersetzt werden.
Wird im Experiment die Ausbildung des ,clapping’-Mechanismus sichergestellt, darf
mit Blick auf die Ergebnisse der experimentellen Untersuchungen im Kapitel 6 eine
ausreichende schadensbezogene Sensitivita¨t der Residuumsfunktion erwartet werden,
selbst bei Beschra¨nkung auf die Verwendung von Schwingungsantworten eines einzigen
Erregerfalls (eine ausgewa¨hlte Erregerfrequenz- und amplitude). Hierdurch wird der
entstehende Meßaufwand stark reduziert und zudem kann auf eine interne Normie-
rung der Residuenanteile verzichtet werden. Damit entsteht aus Gleichung (7.11) der
vereinfachte Ausdruck
R(p,u〈n〉) =
∫ T
0
∥∥∥u〈n〉S (t)− u〈n〉Q(p)(t)∥∥∥ dt , R(p,u〈n〉) ∈ R+ (7.12)
fu¨r den verschiebungsbasierten Residuumsvektor. Bild 7.5 zeigt ein Beispiel fu¨r die
Auswertung des Residuumsausdrucks (7.12). Hierfu¨r wird der ku¨nstlich verrauschte
Verschiebungsverlauf des ,numerischen Experiments’ (µ = 0.12, κ = 0.06), der in sei-
ner urspru¨nglichen Form aus Bild 4.3 [a] bekannt ist, exemplarisch dem Verlauf fu¨r
die Parameterkonstellation µ = 0.50, κ = 0.20 gegenu¨bergestellt. Oﬀensichtlich fu¨hrt
die Wahl unangepaßter Parameter (hier: pT = [0.50, 0.20] gegenu¨ber pT = [0.12, 0.06])
allein aus der Tatsache, daß hier der Resonanzeﬀekt verschwindet, zu einem großen
Residuum. Beim Benchmark-Problem des Minimalmodells wird zur Berechnung des
Funktionswertes der Residuumsfunktion (Gleichung (7.12)) nur die Abweichung einer
Verschiebungsgro¨ße bestimmt, na¨mlich die des Schwingers 1 als Repra¨sentant des Rest-
querschnitts. Aufgrund der diskret vorliegenden Zeitverla¨ufe kann dabei der Integral-
ausdruck aus Gleichung (7.12) als Summe ausgewertet werden. Fu¨r den exemplarisch
gewa¨hlten Parameterfall pT = [0.50, 0.20] aus Bild 7.5 ergibt sich ein Residuumswert
von R(p,u〈n〉) = 38.3.
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Bild 7.5: Beispiel fu¨r die Ermittlung des verschiebungsbasierten Residuums R(p,u〈n〉) an-
hand von Verschiebungsantworten ξ1 des Minimalmodells.
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Oﬀensichtlich existieren zwei verschiedene Mo¨glichkeiten die zeitliche Anordnung der
beiden Einzelverla¨ufe zu referenzieren. Liegt der Zeitverlauf der a¨ußeren Erregung
vor, so kann sein Nulldurchgang als Referenzinformation genutzt werden. Anderenfalls
ko¨nnen die mittelwertfreien Signale aus dem Experiment und der Simulation derart
angeordnet werden, daß diese zum Bespiel jeweils mit einem Nulldurchgang und ei-
ner positiven Flanke beginnen. Hierdurch wird gewissermaßen die Phaseninformation
zwischen dem experimentellen und dem numerischen Verlauf ausgeschaltet. Im folgen-
den ausschließlich die zuletzt beschriebene Variante gewa¨hlt werden, da fu¨r die spa¨tere
praktische Anwendung nicht immer der Zeitverlauf der Erregung als Referenz verfu¨gbar
ist.
Einen umfassenden U¨berblick hinsichtlich der Eigenschaften der gewa¨hlten Funktion
R(p,u〈n〉) aus den Verschiebungsresiduen, insbesondere in Bezug auf deren Sensi-
tivita¨t und die generelle Konstitution des Funktionsverlaufes, gewa¨hrt eine syste-
matische Auswertung der Gleichung (7.12) fu¨r verschiedene Parameterkonstellatio-
nen p. Daru¨ber hinaus kann u¨berpru¨ft werden, ob das erhaltene globale Minimum
der Funktion R(p,u〈n〉) tatsa¨chlich die experimentell vorgegebene Parameterkombi-
nation pT = [0.12, 0.06] wiedergibt und damit korrekte Abbildungseigenschaften si-
cherstellt. Hierzu wird der Verlauf der Residuumsfunktion R(p,u〈n〉) im Bereich von
µ = [0.02, 1.00], κ = [0.02, 1.00] betrachtet, der zur im Bild 7.6 dargestellten Residu-
enﬂa¨che fu¨hrt, welche auf 2500 Einzelberechnungen basiert. Da die absolute Gro¨ße der
berechneten Residuen nicht entscheidend ist sondern nur die relativen Unterschiede
(Sensitivita¨t der Funktion) von Interesse sind, kann bei der vertikalen Residuenach-
se auf eine Gro¨ßenangabe verzichtet werden. Daru¨ber hinaus darf gegebenenfalls eine
zweckma¨ßige Normierung oder Transformation vorgenommen werden.
In der Darstellung ist der anhand des ,numerischen Experiments’ vorgegebene Ziel-
punkt der Parameteridentiﬁkation pT = [0.12, 0.06] markiert, welcher sehr gut mit
dem globalen Minimum der Residuumsfunktion R(p,u〈n〉) u¨bereinstimmt. Dies bedeu-
tet, daß ein geeignetes Optimierungsverfahren zu einer korrekten Identiﬁkation der
Schadensparameter µ, κ fu¨hrt. Durch die Anwendung einer logarithmischen Transfor-
mation [86] kann die Sensitivita¨t der Residuumsfunktion weiter verbessert werden.
Zur Sicherstellung der Genauigkeit der aus den Schwingungsantworten berechneten Re-
siduen ist eine hinreichend genaue Erfassung der experimentellen Resonanzanregung
in der Simulation erforderlich. An dieser Stelle wirkt die Tatsache hilfreich, daß beim
vorliegenden stark nichtlinearen System sehr breite Frequenzbereiche mit einem reso-
nanzartigen Systemverhalten vorliegen, so daß geringe experimentelle und numerische
Diskrepanzen nur zu kleinen Fehlern im Residuum fu¨hren. Die numerische Stabilita¨t der
vorgeschlagenen Zielfunktion ist also bei nichtlinearen Systemen ohne weiteres gewa¨hr-
leistet.
Das markanteste Merkmal der erhaltenen Residuumsﬂa¨che besteht im Auftreten zahl-
reicher lokaler Minima, infolge der nichtlinearen Natur der parameterisierten Abbildung
Q(p) : p→ u〈n〉. Eine Fu¨lle kleiner, lokaler Minimabereiche, die in der Darstellung des
Bildes 7.6 kaum wahrnehmbar sind, u¨berzieht die Oberﬂa¨che der Residuumsfunktion.
Die zugeordnete Optimierungsaufgabe (R(p,u〈n〉)→ MIN) fa¨llt in die Klasse der nicht-
konvexen Optimierungsprobleme, deren Lo¨sung, d.h. die Suche nach einem globalen
Minimum, mit besonderen Schwierigkeiten verbunden ist. Zu den mo¨glichen Eigen-
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Bild 7.6: Residuenﬂa¨che der verschiebungsbasierten Zielfunktion am Beispiel der Schwin-
gungsantwort ξ1 des Minimalmodells: [a] Ho¨henplot, [b] ,contour’-Plot.
schaften der nicht-konvexen Optimierungsprobleme za¨hlt das Auftreten von konkaven
Funktionsbereichen, Sattelpunkten und lokalen Minima. Jedes Minimum besitzt einen
zugeho¨rigen Einzugsbereich, das sogenannte Attraktorbecken, dessen Gradienten zum
entsprechenden lokalen Minimum fu¨hren. Nur im lokalen Nahbereich eines Minimums
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ist das Problem konvex. Zur Veranschaulichung der Eigenschaften zeigt Bild 7.7 exem-
plarisch eine nicht-konvexe Zielfunktion (Residuumsfunktion) die lediglich von einem
Parameter p abha¨ngig ist.
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Bild 7.7: Beispiel fu¨r die Zielfunktion eines nicht-konvexen Optimierungsproblems.
Die Verwendung klassischer gradienten-basierter Optimierungsverfahren ist beim Vor-
liegen einer solchen nicht-konvexen Zielfunktion mit erheblichen Schwierigkeiten ver-
bunden, so daß mit großer Wahrscheinlichkeit nur ein lokales Minimum gefunden wird.
Das ermittelte Optimierungsergebnis ist oﬀensichtlich davon abha¨ngig im Einﬂußbe-
reich welches Attraktorbeckens die Startparameter fu¨r den Algorithmus gewa¨hlt wer-
den. Unter diesem Gesichtspunkt wird deutlich, daß fu¨r die Suche des globalen Mini-
mums eines nicht-konvexen Optimierungsproblems eine globale Suchstrategie (globaler
Optimierungsalgorithmus) erforderlich ist. Ein derartiges Verfahren wird im na¨chsten
Abschnitt vorgestellt und im weiteren angewendet.
Anhand numerischer Studien konnte in [86] bereits theoretisch der ausgepra¨gt nicht-
konvexe und nicht-stetige Charakter der Zielfunktion bei der Verwendung eines Re-
siduums aus den dynamischen Antworten gezeigt werden und ist somit als wichtiges
Kennzeichen der zu lo¨senden Aufgabenstellung zu betrachten.
Residuumsfunktion auf Basis der Geschwindigkeitsantwort.
Bereits die experimentellen Untersuchungen aus Kapitel 6 haben gezeigt, daß die Ge-
schwindigkeitsantworten des nicht-glatten Systems ein ho¨here schadensbezogene Sen-
sitivita¨t aufweisen als die Verschiebungen. Somit liegt es nahe, auch fu¨r die modellba-
sierte Identiﬁkation eine geschwindigkeitsbasierte Residuumsfunktion zu erproben. Ein
ebensolches Kriterium kann direkt aus der verschiebungsbasierten Formulierung (7.12)
entwickelt werden:
R(p, u˙〈n〉) =
∫ T
0
∥∥∥u˙〈n〉S (t)− u˙〈n〉Q(p)(t)∥∥∥ dt , R(p, u˙〈n〉) ∈ R+ . (7.13)
Bild 7.8 zeigt auch fu¨r diesen Fall die erhaltene Residuenﬂa¨che fu¨r den Parameter-
bereich µ = [0.02, 1.00], κ = [0.02, 1.00]. Erwartungsgema¨ß wird eine Erho¨hung der
Sensitivita¨t der geschwindigkeitsbasierten Residuumsfunktion gegenu¨ber der zuvor be-
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trachteten Formulierung auf Grundlage der Verschiebungen verzeichnet, die sich bei-
spielsweise durch einen starken Gradienten im Bereich des globalen Optimums a¨ußert.
Demgegenu¨ber verscha¨rft sich die Nicht-Konvexita¨t des Optimierungsproblems. Der
[a]
[b]
Bild 7.8: Residuenﬂa¨che der geschwindigkeitsbasierten Zielfunktion am Beispiel der Schwin-
gungsantwort ξ′1 des Minimalmodells: [a] Ho¨henplot, [b] ,contour’-Plot.
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unmittelbare Attraktorbereich des globalen Optimums wird zudem stark verengt, was
sich nachteilig auf die Konvergenzgeschwindigkeit des Optimierungsverfahrens auswir-
ken kann. Oﬀensichtlich werden die Vorzu¨ge der geschwindigkeitsbasierten Formulie-
rung von ihren Nachteilen aufgewogen. Im betrachteten Fall wird der verschiebungs-
basierten Variante der Vorzug gegeben.
Weitere Ansa¨tze fu¨r Residuen auf Basis der nichtlinearen Antworten.
Bislang wurden die Verschiebungs- und Geschwindigkeitsantworten des zu untersuchen-
den Systems separat betrachtet. Ein Residuum, das aus dem Betrag einer vektoriellen
U¨berlagerung der beiden (normierten) Gro¨ßen gewonnen wird, kann als Phasenraum-
kriterium interpretiert werden:
R(p, (u, u˙)〈n〉) =∫ T
0
∥∥∥∥∥∥∥
√√√√(u〈n〉S (t)
u
〈n〉
S,max
)2
+
(
u˙
〈n〉
S (t)
u˙
〈n〉
S,max
)2
−
√√√√(u〈n〉Q(p)(t)
u
〈n〉
S,max
)2
+
(
u˙
〈n〉
Q(p)(t)
u˙
〈n〉
S,max
)2∥∥∥∥∥∥∥ dt .
(7.14)
Eine geeignete Normierung der Verschiebungs- und Geschwindigkeitsvektoren, bei-
spielsweise mit den maximalen Amplitudenbetra¨gen u
〈n〉
S,max, u˙
〈n〉
S,max des Experiments,
stellt sicher, daß die beiden Einzelkomponenten (u, u˙) im Gesamtergebnis des Zielfunk-
tionals mit gleichem Einﬂuß repra¨sentiert sind. Bei der Erprobung dieses Kriteriums
konnte keine signiﬁkante Verbesserung gegenu¨ber der reinen geschwindigkeitsbasierten
Residuumsfunktion festgestellt werden.
Denkbar sind daru¨ber hinaus Residuumsfunktionen, welche die Antworten im Fre-
quenzbereich zur Berechnung nutzen. Dabei ist zwischen komplexen und reellwertigen
Eingangsdaten zu unterscheiden. Beispielsweise kann eine Residuumsfunktion anhand
der superharmonischen Anteile des reellen Amplitudenspektrums konstruiert werden.
Bei Verwendung der als schadenssensitiv geltenden Geschwindigkeitsspektren ist die
Einfu¨hrung einer entsprechenden Residuumsfunktion mit dem Ausdruck
R(p, U˙〈n〉) =
ke∑
k=1
∥∥∥U˙〈n〉S (kΩ)− U˙〈n〉Q(p)(kΩ)∥∥∥ , R(p, U˙〈n〉) ∈ R+ (7.15)
mo¨glich. Die Maximalanzahl ke der zu betrachtenden superharmonischen Anteile ist
anhand der Struktureigenschaften (vgl. Abschnitt 6.4) und der verfu¨gbaren Breite des
diskreten Spektrums (siehe Abschnitt 4.3) festzulegen. Entsprechende Untersuchungs-
ergebnisse am Minimalmodell oﬀenbaren, daß dieser Typ der Residuumsfunktion als
schlechter geeignet zu beurteilen ist als sein Pendant im Zeitbereich (Gleichung (7.13)).
Es darf vermutet werden, daß diese Tatsache auf die Vernachla¨ssigung der Phasenin-
formation im Ausdruck (7.13) zuru¨ckzufu¨hren ist. Als Alternative kann in diesem Zu-
sammenhang ein komplexes Spektrum untersucht werden.
Weitere Ansa¨tze fu¨r Residuumsfunktionen im Frequenzbereich (z.B. Antiresonanzen),
die fu¨r schwach nichtlineare Systeme geeignet sind, ﬁnden sich u.a. in [61].
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7.3.3 Lo¨sung des nicht-konvexen Optimierungsproblems
7.3.3.1 Anforderungen und moderne Ansa¨tze
Im allgemeinen fu¨hrt die Lo¨sung des inversen Problems bei der nichtlinearen schwin-
gungsbasierten Schadensidentiﬁkation zur Problemklasse der Optimierung einer nicht-
konvexen Zielfunktion. Die Nicht-Konvexita¨t beinhaltet in den meisten Fa¨llen das Auf-
treten von verschiedenen lokalen Minima (siehe Bild 7.7). Ein klassischer gradienten-
basierter Ansatz fu¨hrt bei solchen Situationen in Abha¨ngigkeit der gewa¨hlten Start-
parameter zur Konvergenz im Attraktorbecken eines bestimmten lokalen Minimums,
das natu¨rlich nicht zwangsla¨uﬁg das gesuchte globale Minimum ist (vgl. Bild 7.7). In
diesem Zusammenhang kann selbst bei sorgfa¨ltiger Wahl der Startparameter ein kom-
plett falsches Identiﬁkationsergebnis durch das ,Einfangen’ eines ausschließlich lokalen
Minimums nicht ausgeschlossen werden.
Bei der zu erwartenden ausgepra¨gten Nicht-Konvexita¨t der Residuumsfunktion (vgl.
Bild 7.8) fu¨hren selbst Erweiterungen der klassischen Verfahren, beispielweise der wie-
derholte Gradientenabstieg (von mehreren Startpunkten aus), ha¨uﬁg nicht zum Erfolg.
Aus diesem Grund ist die Verwendung globaler Optimierungstechniken eine unver-
zichtbare Voraussetzung fu¨r eine zuverla¨ssige Schadensidentiﬁkation. Derartige Ver-
fahren bieten in unterschiedlichem Maße die Mo¨glichkeit bestimmte Schwierigkeiten
im Hinblick auf die Schlechtgestelltheit inverser Probleme, die Nicht-Konvexita¨t und
die Nicht-Diﬀerenzierbarkeit der Zielfunktion zu u¨berwinden.
Trotz der erheblichen technischen Relevanz wurden die meisten globalen Optimierungs-
techniken erst in ju¨ngster Zeit entwickelt oder von anderen Zielstellungen u¨bertragen
und dabei erweitert. Dies liegt sicher auch darin begru¨ndet, daß selbst einfache Grundi-
deen vielfach eine hohe Rechenleistung erfordern. Auch fu¨r die Verwendung bei struk-
turmechanischen Zielstellungen (Strukturoptimierung, Modellanpassung, Parameter-
identiﬁkation) liegen inzwischen eine Reihe Arbeiten vor (z.B. [10], [86]). Hierbei kann
bereits auf einige kommerzielle Optimierungsanwendungen zuru¨ckgegriﬀen werden. Um
eine spezielle Anpassung und Erweiterung des entsprechenden Algorithmus zu gewa¨hr-
leisten, wird im folgenden jedoch ein eigens entwickeltes Programm auf der Basis von
MatLab verwendet.
Zu den bekanntesten Optimierungsstrategien mit globalem Charakter za¨hlen das
Monte-Carlo-Verfahren, das Verfahren des simulierten Ausglu¨hens (,simulated anne-
aling’) und der Genetische Algorithmus, deren Grundgedanken jeweils auf gewisse Sto-
chastikkomponenten zuru¨ckgreifen. Daru¨ber hinaus werden in einzelnen Arbeiten (z.B.
[86]) nichtlineare Filtertechniken (z.B. erweiterter Kalman-Filter) als wirkungsvolle
Instrumente beschrieben. Jede der aufgefu¨hrten Verfahrensklassen besitzt in bestimm-
ten Bereichen Vorteile gegenu¨ber anderen Ansa¨tzen und ist damit fu¨r jeweils spezielle
Problemstellungen besonders geeignet. Mit Blick auf den derzeitigen Entwicklungs-
stand existiert kein allgemeiner Ansatz, der sowohl ein eﬃzientes Aufspu¨ren des globa-
len Minimums mit absoluter Sicherheit garantiert und gleichzeitig die Schwierigkeiten
der Schlechtgestelltheit inverser Probleme sowie des Verlustes der Konvexita¨t und der
stetigen Diﬀerenzierbarkeit der Residuumsfunktion u¨berwindet.
Fu¨r die Lo¨sung des inversen Problems bei der nichtlinearen schwingungsbasierten
Schadensidentiﬁkation stellt die Verfahrensklasse der Genetischen Algorithmen und
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ihre Erweiterungen eine vielversprechende Strategie dar, die fu¨r die weiteren Betrach-
tungen gewa¨hlt wird. Grundsa¨tzlich kommen sicher auch andere globale Optimierungs-
strategien in Frage, deren Leistungsfa¨higkeit fu¨r die Anwendung der Schadensidentiﬁ-
kation im Einzelfall zu u¨berpru¨fen ist. Es kann auch hier festgestellt werden, daß die
theoretischen Analysegrundlagen [62] weitgehend vorhanden sind (eine wichtige Er-
weiterung wird im Abschnitt 7.4.2.2 eingefu¨hrt), der Transfer auf reale Probleme der
Schadensidentiﬁkation [20] bislang aber kaum stattgefunden hat. Vorliegende Arbeiten
beschra¨nken sich zumeist auf numerische Studien mit ,simulierten Pseudoexperimen-
ten’ anhand linearer [10], [21] und verschiedenartig nichtlinearer Modelle [36], [86].
7.3.3.2 Genetischer Algorithmus
Die Grundidee des Genetischen Algorithmus (GA) liegt in der algorithmischen Adap-
tion der biologischen Evolutionsstrategie basierend auf der Darwinschen Vererbungs-
theorie. Hierbei werden stochastische Elemente mit einer evolutorischen Suchstrategie
verknu¨pft und erlauben eine eﬀektive Suche in großen, nichtlinearen und mo¨glicher-
weise nur diskret repra¨sentierten Parameterra¨umen. Die drei wichtigsten Prozesse der
biologischen Evolution - Selektion, Rekombination (,crossover’), Mutation - werden zu
diesem Zweck in analoger Weise numerisch simuliert und als genetische Operatoren
bezeichnet. Im folgenden sollen nur die wesentlichen Grundlagen des Algorithmus dar-
gestellt werden, die zum weiteren Versta¨ndnis und zur Entwicklung einer an das Iden-
tiﬁkationsproblem angepaßten Strategie von Interesse sind. Ein umfassender U¨berblick
u¨ber Genetische Algorithmen und Evolutorische Strategien sowie die Anwendung auf
klassische Optimierungsprobleme (z.B. ,travel salesman problem’) ﬁndet sich in der
Arbeit von Michalewicz [62].
Terminologie.
Fu¨r die folgende Darstellung des in der vorliegenden Arbeit verwendeten speziellen GA
soll die ,biologische’ Terminologie einzelner Elemente u¨bernommen werden, so daß die
Anlehnung des numerischen Algorithmus an den natu¨rlichen Vererbungsprozeß klar
hervorgeht. Ein wesentliches Kennzeichen des GA besteht darin, daß gleichzeitig meh-
rere Lo¨sungen des Parameterraums (beim Minimalmodell z.B. pT = [µ, κ]) betrach-
tet werden, welche der jeweiligen Gesamtpopulation entsprechen. Jedes Individuum
repra¨sentiert eine Parameterkonstellation pI bzw. eine Lo¨sung des Problems R(pI)
anhand des entsprechenden Funktionswertes der Residuumsfunktion. Die konstituti-
ven Merkmale eines jeden Individuums sind durch die einzelnen Parameter pI,C (hier:
C = 1(1)2) beschrieben, welche die Chromosomen darstellen. Analog zum biologischen
Prozeß werden die individuellen Eigenschaften sukzessive vera¨ndert.
Repra¨sentation der Parameter.
Klassischerweise werden die Chromosomen durch einen Bina¨rstring repra¨sentiert, wobei
jedes Stringbit als Gen aufzufassen ist. Die bina¨re Verschlu¨sselung der Chromosomen,
welche aus den Anfangstagen der Genetischen Algorithmen stammt, erlaubt die di-
rekte Ausfu¨hrung der genetischen Operationen (,crossover’, Mutation) durch einfaches
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Austauschen oder A¨nderung der Bina¨rwerte, ohne daß eine arithmetische Funktion zur
Steuerung beno¨tigt wird. Inzwischen stehen derartige Steuerungsfunktionen fu¨r die ein-
zelnen genetischen Operationen zur Verfu¨gung, so daß die modiﬁzierten Genetischen
Algorithmen die Chromosomen durch gewo¨hnliche Gleitkommazahlen abbilden. Die
Ebene der Gene, also einzelner Bits, entfa¨llt damit. Bild 7.9 vergleicht beide Darstel-
lungsweisen anhand einer Population mit zwei Individuen und jeweils zwei Chromoso-
men.
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Bild 7.9: Erfassung des Eigenschaftsproﬁls der Individuen am Beispiel des Minimalmodells:
[a] klassischer GA, [b] modiﬁzierter GA.
Fu¨r die vorliegende Anwendung wird die modiﬁzierte Form des Genetischen Algorith-
mus (Bild 7.9 [b]) auf der Basis einer Gleitkomma-Repra¨sentation verwendet. Der fest-
gelegte Parameterbereich eines Parameters pC ∈ [pC,u, pC,o] und die gewa¨hlte Genau-
igkeit der entsprechenden Gleitkommazahlen pC ∈ [pC,u (∆pC) pC,o], d.h. die zugelasse-
ne Anzahl an Dezimalstellen oder die Schrittweite fu¨r ihre A¨nderung ∆pC , bestimmt
die mo¨gliche Lokalisierungsgenauigkeit fu¨r einen Schaden. Eine sinnvolle Parameter-
genauigkeit la¨ßt sich aus der Abscha¨tzung der zu erwartenden Meßunsicherheiten und
strukturellen Gegebenheiten (z.B. Geometrie) ableiten.
Erzeugung der Anfangspopulation.
Ausgangspunkt des Genetischen Algorithmus bildet die Erzeugung einer Anfangspopu-
lation P0, die gewo¨hnlicherweise anhand einer zufa¨lligen Auswahl im Parameterraum
generiert wird. An dieser Stelle setzt eine eigens entwickelte Startprozedur der vorlie-
genden Arbeit an. Anhand der experimentellen Daten (z.B. Gradient der Klirrfaktoren)
kann im Vorfeld bereits eine begru¨ndete Scha¨tzung fu¨r das vorliegende Schadensszena-
rio abgegeben werden. Mit dieser U¨berlegung kann eine Anfangspopulation P0 derart
erzeugt werden, daß die Individuen, also die Anfangswerte der Parameter pI,0, bereits
in der Na¨he der zu identiﬁzierenden Schadensparameter liegen (vgl. Abschnitt 7.4.2.2).
Anhand einer solchen Vorkonditionierung kann das Auﬃnden des Optimums enorm
beschleunigt werden. Triﬀt die Anfangscha¨tzung im Ausnahmefall nicht zu, kommt es
zur selbststa¨ndigen Korrektur durch den Algorithmus.
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Ablauf des Genetischen Algorithmus.
Die Eigenschaften der Individuen der erzeugten Anfangspopulation werden schrittweise
innerhalb mehrerer Generationen verbessert. Die Population Pn+1 der neuen Genera-
tion Gn+1 wird aus der vorherigen jeweils durch einen Selektionsprozeß, die Rekombi-
nation der Merkmale anhand einer ,crossover’-Operation sowie eine zufa¨llige Mutation
gebildet. Hierzu wird den besseren Individuen der Generation Gn eine entsprechend
ho¨here Wahrscheinlichkeit A(I) eingera¨umt, die Nachkommen der na¨chsten Genera-
tion Gn+1 zu bilden (,tournament selection’). Der Fitnesswert FI eines Individuums I,
d.h. ein quantitatives Gesamtmerkmal inwieweit sein Eigenschaftsproﬁl pI vom Opti-
mum abweicht, kann anhand der Residuumsfunktion R(pI) berechnet werden. Die Re-
siduumsfunktion wird in diesem Zusammenhang ha¨uﬁg als Fitnessfunktion bezeichnet.
Somit besitzt das beste Individuum I einer Population den niedrigsten Fitnesswert
bzw. das kleinste Residuum R(pI) aller Individuen der entsprechenden Generation Gn.
Im Bild 7.10 ist das Ablaufschema des GA mit allen Teilprozessen dargestellt. Daru¨ber
hinaus wird die Kommunikation und die Programmhierarchie zwischen dem GA und
der numerischen Simulation skizziert.
Selektion.
Nachdem die Anfangspopulation P0 erzeugt wurde und die Fitnesswerte FI(P0) aller
Individuen anhand der entsprechenden Simulationsergebnisse des numerischen Modells
vorliegen, beginnt der iterative Teil des Algorithmus. Zuna¨chst wird aus der aktuellen
Population Pn (Generation Gn) eine bestimmte Anzahl NA ∈ [1(1)N/2] an Individu-
enpaaren fu¨r den folgenden Vererbungsprozeß herausgegriﬀen. Dabei ist die Auswahl-
wahrscheinlichkeit A(I) fu¨r ein bestimmtes Individuum I umgekehrt proportional zu
seinem Fitnesswert FI (,tournament selection’):
A(I) ∝ 1/FI , A(I) ∈ [0, 1] . (7.16)
Anschaulich bedeutet dies, daß bessere Individuen bei der Vererbung ihrer Merkmale
bevorzugt werden, wenngleich auch die Weitergabe der Eigenschaften schlechterer Indi-
viduen nicht vo¨llig ausgeschlossen ist. Die Anzahl der auszuwa¨hlenden Individuenpaare
NA muß als Parameter des GA festgelegt werden und bleibt in der Standardform des
GA immer konstant.
Rekombination der Merkmale.
Im folgenden ,crossover’-Schritt werden die Nachkommen der zuvor ausgewa¨hlten In-
dividuen unter Rekombination ihrer Merkmale erzeugt. Beim modiﬁzierten GA mit
Repra¨sentation durch Dezimalzahlen wird die ,crossover’-Operation durch eine analy-
tische Funktion gesteuert. Hierfu¨r stehen zahlreiche Ansa¨tze (z.B. ,simple crossover’,
,heuristic crossover’) zur Verfu¨gung [62]. Im Rahmen der vorliegenden Arbeit wird das
,arithmetical crossover’ verwendet, das die Nachkommen aus einer Linearkombination
der Eigenschaften pE1, pE2 der beiden Eltern ermittelt. Die Eltern bleiben im Genpool
enthalten. Um eine konstante Populationsgro¨ße von N Individuen zu gewa¨hrleisten,
werden die schlechtesten Individuen der vorherigen Generation durch die Nachkommen
der ausgewa¨hlten Eltern ersetzt. Die Rekombination der Elternmerkmale ﬁndet nicht
fu¨r alle Eigenschaften pE1, pE2 statt, sondern wird zufa¨llig fu¨r jedes Chromosomenpaar
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{pC,E1, pC,E2} der beiden Eltern mit der konstanten Wahrscheinlichkeit C gesteuert.
Hierzu kann eine Zufallszahl ZC genutzt werden, die fu¨r jedes Chromosomenpaar neu
zu generieren ist:
ZC = rand[0, 1]


≤ C : pC,N1 = αCpC,E1 + (1− αC)pC,E2pC,N2 = αCpC,E2 + (1− αC)pC,E1 ,
> C :
pC,N1 = pC,E1
pC,N2 = pC,E2
,
C ∈ [0, 1]  0 ,
αC ∈ rand[0, 1] ,
∀C = 1(1)Ce .
(7.17)
Die hieraus entstehenden Nachkommen mit den Eigenschaften pN1, pN2 haben die
Chance, besser als ihre Eltern mit den Merkmalen pE1, pE2 zu sein.
Mutation.
Um die genetische Vielfalt der Population zu erhalten, d.h. um neue Entwicklungs-
richtungen des Optimierungsprozesses zu ermo¨glichen, wird ein Mutationsprozeß ein-
gefu¨hrt, bei dem wa¨hrend der Vererbung (7.16) zufa¨llig bestimmte Chromosomen mit
einer Wahrscheinlichkeit M vera¨ndert werden. Auch fu¨r diese Operation sind ver-
schiedene algorithmische Umsetzungen (z.B. ,boundary mutation’, ,gradient mutati-
on’) bekannt [62]. Im folgenden wird die uniforme Mutation verwendet. Anhand der
Zufallszahlen ZC wird fu¨r jedes Chromosom C aller Nachkommen Ni die Mutations-
prozedur gesteuert. Fu¨r die zu vera¨ndernden Chromosomen wird aus dem jeweiligen
Parameterbereich [pC,u (∆pC) pC,o] zufa¨llig ein neuer Wert gewa¨hlt:
ZC = rand[0, 1]
{ ≤ M : p˜C,Ni = rand[pC,u (∆pC) pC,o]
> M : p˜C,Ni = pC,Ni
,
M ∈ [0, 1] 	 1 ,
∀C = 1(1)Ce .
(7.18)
Austausch der schlechtesten Individuen.
Nachdem die genetischen Operationen durchgefu¨hrt wurden, erfolgt die Bestimmung
der Fitnesswerte FNi fu¨r die neu entstandenen Individuen Ni anhand des numerischen
Simulationsmodells Q(pNi). Zum Abschluß des Iterationsschrittes (fu¨r die Generation
n) ko¨nnen nun die ND schlechtesten Individuen der Population durch eine entsprechen-
de Anzahl neuer Individuen ersetzt werden, dem Grundprinzip ,survival of the ﬁttest’
folgend. Hierdurch wird ebenfalls eine ausreichende Diversiﬁkation des Genpools sicher-
gestellt. Fu¨r die ausgetauschte Teilpopulation muß wiederum der Fitnesswert F durch
die numerische Simulation ermittelt werden. Ingesamt bleibt die Populationsgro¨ße von
N Individuen fu¨r alle Generationen konstant.
Erreichen des Optimierungsziels.
Die U¨berpru¨fung des Abbruchkriteriums fu¨r die Iteration erfolgt anhand des besten
Individuums I der aktuellen Population. Liegt dessen Fitnesswert bzw. Residuumswert
oberhalb eines Limits F(I) > Rlim wird die Iteration mit der na¨chsten Generation n+1
fortgesetzt. Anderenfalls stellen die Parameter des besten Individuums pI , d.h. seine
Chromosomen, das Ergebnis des Optimierungsverfahrens dar.
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Bild 7.10: Ablaufschema des Genetischen Algorithmus.
Rekapituliert man den grundsa¨tzlichen Gedankengang des Genetischen Algorithmus, so
bleibt festzuhalten, daß versucht wird erfolgversprechende Parameterpfade sukzessive
weiterzuentwickeln, wa¨hrend aussichtslos erscheinende Versuche abgebrochen werden.
Damit ist ein guter Kompromiß aus beno¨tigtem Rechenaufwand und Konvergenzge-
schwindigkeit erzielbar, der im wesentlichen auf dem hybriden Charakter des Ansatzes
aus deterministischen und stochastischen Teilprozessen gru¨ndet. Der Selektionsprozeß
bildet vorrangig den deterministischen Teil des GA, wa¨hrend die ,crossover’- und Mu-
tationsoperationen vorwiegend von stochastischer Natur sind.
Programmtechnische Umsetzung.
Die programmtechnische Umsetzung des beschriebenen Algorithmus erfolgt anhand ei-
nes eigens entwickelten MatLab-Programms, das die extern vorliegende Starrko¨rpersi-
mulation bzw. FE-Simulation (siehe Abschnitt 7.4.1) steuert. An dieser Stelle wird klar,
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daß die Verwendung kommerzieller Simulationssoftware mit Schwierigkeiten verbunden
ist, da hier in der Regel nur eingeschra¨nkte Mo¨glichkeiten vorliegen, ein parameterisier-
tes Rechenmodell aufzustellen, dessen Parameter extern, in gewu¨nschter Weise gesteu-
ert werden. Aus diesem Grunde sollen fu¨r die Zielstellungen dieses Arbeitsabschnittes
selbst entwickelte Simulationsprogramme eingesetzt werden (vgl. Abschnitt 5.5).
Steuerung des Genetischen Algorithmus.
Fu¨r die Steuerung des verwendeten GA sind eine Reihe von Parametern zu wa¨hlen
(siehe Tabelle 7.1), die den Ablauf der Optimierung im Hinblick auf Konvergenzge-
schwindigkeit, Rechenaufwand und Zuverla¨ssigkeit beeinﬂussen. Wegen der teilweise
stochastischen Natur des GA kann fu¨r die Wahl bestimmter Parameterwerte nur an-
hand einer aufwendigen Studie (mit vielen Einzelversuchen) ein mittlerer Trend der
Auswirkungen abgelesen werden. Es empﬁehlt sich daher eine heuristische oder an-
schauliche Wahl der Parameter. Als wichtigste Gro¨ßen erweisen sich in diesem Zu-
sammenhang der Populationsumfang N sowie die Wahrscheinlichkeiten fu¨r ,crossover’
C und Mutation M . Stellvertretend seien die Auswirkungen dieser Gro¨ßen kurz
erla¨utert:
(1) Die Populationsgro¨ße N beeinﬂußt die generelle Leistungsfa¨higkeit des Algorith-
mus. Eine kleine Populationsgro¨ße sichert zwar einen eﬃzienten Ablauf des Ver-
fahrens, kann aber eine Neigung zu suboptimalen Lo¨sungen hervorbringen. Eine
zu hohe Individuenanzahl erfordert zum einen sehr viele Simulationsla¨ufe und
kann daneben mo¨glicherweise die Konvergenzgeschwindigkeit herabsetzen. Fu¨r
den vorliegenden Fall wurde anhand einer Parameterstudie eine konstante Popu-
lationsgro¨ße von 15 gewa¨hlt.
(2) Die ,crossover’-Rate C steuert die Ha¨uﬁgkeit der Merkmalrekombination. Ho¨he-
re Werte fu¨hren ha¨uﬁger zu neuen Parameterkonstellationen, wobei im Grenz-
fall die Lo¨sungen zu schnell wechseln, um den Evolutionsprozeß voranzubringen.
Sinnvolle Werte sind im Bereich C ∈ [0.5, 1.0] zu ﬁnden (z.B. [36]). Im weiteren
wird C = 0.75 gewa¨hlt.
(3) Die Mutationswahrscheinlichkeit M beinhaltet maßgeblich die stochastische
Komponente des Verfahrens. Ein zu hoher Wert bedingt einen nahezu stocha-
stischen Suchprozeß fu¨r das Optimum und ist nicht sinnvoll. Zu geringe Werte
ko¨nnen hingegen zur vorzeitigen Konvergenz gegen suboptimale Lo¨sungen fu¨hren.
Werte im Bereich von M ∈ [0.01, 0.20] sind typisch (gewa¨hlt: M = 0.20).
In der nachfolgenden Tabelle sind noch einmal alle beno¨tigten Parameter zusammen-
gefaßt und die im folgenden gewa¨hlten Werte aufgefu¨hrt. U¨berlegungen zur Wahl der
Abbruchschranke Rlim werden in den Abschnitten 7.3.2, 7.4 diskutiert.
Schadensidentiﬁkation am Beispiel des Minimalmodells.
Die vorgestellte Optimierungsstrategie des GA besitzt globalen Charakter und erlaubt
damit das globale Minimum einer nicht-konvexen Residuumsfunktion aufzuspu¨ren, um
das gestellte Problem der inversen Schadensidentiﬁkation zu lo¨sen. An dieser Stelle
sollen das grundlegende Verhalten und die Eigenschaften des Genetischen Algorith-
mus fu¨r die Schadensidentiﬁkation am Beispiel des Minimalmodells (siehe Bild 7.4)
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Tabelle 7.1: Parameter zur Steuerung des verwendeten Genetischen Algorithmus.
Parameter gewa¨hlter Wert
Gro¨ße der Gesamtpopulation N ∈ N 15
Anzahl der Individuenpaare fu¨r Vererbung NA ∈ [1(1)N/2] 4
Wahrscheinlichkeit fu¨r ,crossover’ C ∈ [0, 1] 0.75
Wahrscheinlichkeit fu¨r Mutation M ∈ [0, 1] 0.20
Anzahl der aussterbenden Individuen ND ∈ [1(1)N ] 3
Abbruchschranke Rlim *)
*) abha¨ngig von der verwendeten Residuumsfunktion
untersucht werden. Dabei besteht die Aufgabe darin, die beiden Modellparameter µ,
κ als Schadenscharakteristikum zu identiﬁzieren. Fu¨r den GA besitzt somit jedes In-
dividuum zwei Chromosomen. Als Residuumsfunktion bzw. Fitnessfunktion wird die
verschiebungsbasierte Formulierung verwendet (siehe Bild 7.6), die anhand der Unter-
suchungen des Abschnitts 7.3.2 zu bevorzugen ist.
Im Bild 7.11 wird der Entwicklungsprozeß des Optimierungsergebnisses, vertreten
durch die jeweilige Population, anhand der gewa¨hlten Residuumsfunktion illustriert. Es
sei betont, daß diese Darstellung wegen der stochastischen Merkmale des GA natu¨rlich
nur als exemplarisches Beispiel anzusehen ist, das aber durchaus repra¨sentative Zu¨ge
fu¨r das Gesamtverhalten tra¨gt. Bild 7.11 [a] zeigt zuna¨chst die zufa¨llig gewa¨hlte An-
fangspopulation (Generation 0), bei der keines der Individuen in der Na¨he des gesuch-
ten Optimums liegt. In den ersten Iterationsschritten wird die Population durch die
bevorzugte Vererbung gu¨nstiger Merkmale im Bereich der bis dahin besten Lo¨sungen
zusammengezogen (Bild 7.11 [b]). In den anschließenden Generationen, wird durch
die sukzessive Verbesserung der Lo¨sung anhand der stochastischen Verfahrenskompo-
nente schließlich der unmittelbare Attraktorbereich des globalen Optimums erreicht.
Bereits nach 39 Iterationsschritten (Generation 39) beﬁndet sich eine Teilpopulati-
on in unmittelbarer Na¨he des globalen Minimums (Bild 7.11 [c]). In Generation 48
(Bild 7.11 [d]) hat das beste Individuum das gesuchte globale Minimum erreicht und
die Suche wird anhand des Abbruchkriteriums beendet. Die Eigenschaften des besten
Individuums µ = 0.12, κ = 0.06 beinhalten das gewu¨nschte Identiﬁkationsergebnis,
das im vorliegenden Fall vo¨llig korrekt ermittelt wird. Die in diesem Fall beno¨tigten 48
Iterationsschritte sind repra¨sentativ fu¨r den durchschnittlichen Verfahrensablauf. Im
Einzelfall besitzt natu¨rlich die stochastische Komponente erheblichen Einﬂuß auf die
jeweilige Konvergenzgeschwindigkeit.
Um das Konvergenzverhalten des GA genauer zu beleuchten, entha¨lt Bild 7.12 ein
entsprechendes Konvergenzdiagramm, das sowohl die Fitnesswerte des besten Indivi-
duums als auch den durchschnittlichen Fitnesswert der Gesamtpopulation als Funktion
der Generation ausweist. Die ausgezeichneten Punkte in den Verla¨ufen des Bildes 7.12
markieren die in den Bildern 7.11 dargestellten Zusta¨nde.
Oﬀensichtlich existieren zwei Bereiche fu¨r die Konvergenzgeschwindigkeit. Zuna¨chst
kann eine hohe Konvergenzrate des besten Individuums verzeichnet werden. Fa¨llt das
erste Individuum in den Bereich des tatsa¨chlichen Optimums, nimmt in den folgen-
den Schritten die Konvergenzrate spu¨rbar ab, da nun diese Information zuna¨chst an
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[a] [b]
[c] [d]
Bild 7.11: Beispiel fu¨r die Schadensidentiﬁkation mit dem Genetischen Algorithmus anhand
des Minimalmodells: [a] Generation 0 (Anfangspopulation), [b] Generation 5,
[c] Generation 39, [d] Generation 48 (Optimum erreicht).
die weiteren Individuen vererbt wird und eine weitere Verbesserung ha¨uﬁg nur durch
die stochastische Verfahrenskomponente auftritt. Daru¨ber hinaus wird es natu¨rlich mit
zunehmender Fitness der Population immer schwieriger fu¨r den Algorithmus, neue In-
dividuen mit noch besseren Eigenschaften zu entdecken. Nachdem das Attraktorbecken
des globalen Optimums gefunden ist, werden zumeist noch eine Reihe von Generatio-
nen beno¨tigt, um das endgu¨ltige Optimierungsziel zu erreichen. An dieser Stelle bietet
mo¨glicherweise der Ansatz einer zweistuﬁgen Optimierungsprozedur eine wirkungsvolle
Erweiterung fu¨r weiterfu¨hrende Arbeiten, wobei die Entscheidung, wann das Attrak-
torbecken des globalen Minimums erreicht ist, die eigentliche Schwierigkeit darstellt.
Eine andere Mo¨glichkeit stellt die Implementierung einer Gradientenmutation dar, die
in Form einer Sensitivita¨tsinformation die Mutationsprozesse gezielt in Richtung eines
lokalen Minimums lenkt [10].
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Der Verlauf des durchschnittlichen Fitnesswertes aller Individuen besitzt eine alter-
nierende Gestalt, welche durch die fortlaufende Einfu¨hrung neuer Individuen in den
Genpool (Mutation, Aussterben von Teilpopulationen) entsteht. Zu große und ha¨uﬁge
Schwankungserscheinungen sind ein Kennzeichen fu¨r eine zu stark stochastische Aus-
legung des Algorithmus anhand der gewa¨hlten Parameter. Dem gegenu¨ber ist eine zu
starke Anna¨herung zwischen dem durchschnittlichen Fitnesswert der Gesamtpopula-
tion und dem Fitnesswert des besten Individuums mit dem Verlust der genetischen
Vielfalt gleichzusetzen.
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Bild 7.12: Beispiel eines Konvergenzdiagrammes der Schadensidentiﬁkation mit dem Gene-
tischen Algorithmus anhand des Minimalmodells.
Eine Reihe derartiger Versuchsla¨ufe demonstriert, daß das Lo¨sungsverhalten des GA
als a¨ußerst robust zu bezeichnen ist. Im Schnitt wurden ca. 55 Generationen beno¨tigt,
um das globale Optimum zu erreichen. Mit den gewa¨hlten Parametergro¨ßen (z.B. Po-
pulationsgro¨ße) sind im Mittel ca. 500 Einzelberechnungen der Schwingungsantworten
erforderlich, so daß mit einer durchschnittlichen Rechenzeit von ca. 1 Minute (lei-
stungsfa¨higer Linux-PC) fu¨r die Lo¨sung dieses verha¨ltnisma¨ßig einfachen inversen Pro-
blems (Minimalmodell mit 2 Schadensparametern) bereits ca. 8 Stunden zu veranschla-
gen sind. Ein weiterer Anstieg des Rechenaufwandes ist fu¨r komplexere Strukturmodelle
(FE-Modell) zu erwarten, insbesondere falls sich die nicht-konvexen Eigenschaften der
Zielfunktion verscha¨rfen.
Bewertung der Eigenschaften des Genetischen Algorithmus.
Das gezeigte einfache Modellbeispiel der Schadensidentiﬁkation am Zwei-Massen-
System verdeutlicht die typischen Eigenschaften der gewa¨hlten Optimierungsstrate-
gie des Genetischen Algorithmus. Die folgenden Punkte beinhalten die wesentlichen
Vorzu¨ge des Verfahrens:
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(1) Globale Optimierungsstrategie: Probleme herko¨mmlicher gradientenbasierter
Verfahren bei Vorliegen nicht-konvexer, nicht-diﬀerenzierbarer Zielfunktionen
werden u¨berwunden.
(2) Bewa¨ltigung der Schlechtgestelltheit inverser Probleme: bei Vorliegen einer aus-
reichenden Informationsmenge sowie bei Verwendung einer geeigneten Residu-
umsfunktion werden keine zusa¨tzlichen mathematischen Erweiterungen (z.B. Re-
gularisierung) beno¨tigt, um beispielsweise numerische Instabilita¨t oder Uneindeu-
tigkeit zu vermeiden.
(3) Wahl der Ausgangsparameter: fu¨r das erzielte Optimierungsergebnis weitgehend
unerheblich.
(4) Konvergenzrate: Optimierung beginnt nicht nur von einem Startpunkt, sondern
es werden gleichzeitig mehrere Wege verfolgt, so daß ein eﬃzienter Ablauf mit
wenigen erforderlichen Iterationsschritten entsteht.
Neben diesen positiven Eigenschaften sollen die an einigen Stellen verbleibenden
Schwierigkeiten nicht verschwiegen werden:
(1) Stochastische Natur: so sehr diese Komponente eine eﬃziente Suche des globalen
Optimums gestattet, verbleibt ein a¨ußerst geringes Restrisiko einen suboptimalen
Parameterzustand als Lo¨sung zu identiﬁzieren.
(2) Konvergenzrate: im Nahbereich des Optimierungsziels nimmt im allgemeinen die
Konvergenzgeschwindigkeit des GA ab. Durch einen zweistuﬁgen Algorithmus
(beispielsweise: GA + Gradientenabstieg) oder eine Gradientenmutation ko¨nnen
Verbesserungen erwartet werden.
(3) Rechenaufwand: durch die gleichzeitige Betrachtung mehrerer Lo¨sungskandida-
ten (Population) mu¨ssen in jeder Generation zumeist mehrere verschiedene Pa-
rameterfa¨lle numerisch simuliert werden, so daß eine Parallelisierung des GA
vielversprechend erscheint.
7.3.4 Vergleich der klassischen Konzepte und der hier ange-
wendeten Vorgehensweise
Mit den Ergebnissen der vorangegangenen Abschnitte liegen nun alle Voraussetzungen
fu¨r eine nichtlineare, modellbasierte Schadensidentiﬁkation vor, die bereits am Modell-
problem des Zwei-Massen-Systems (vgl. Bild 7.4) erfolgreich erprobt wurden. Durch
die Kombination von nicht-glatten Schadensmodellen und einem modernen, globalen
Optimierungsansatz entsteht ein neuartiges Konzept zur sukzessiven Lo¨sung des inver-
sen Identiﬁkationsproblems, das in vielen Punkten von der klassischen Vorgehensweise
abweicht. In der nachfolgenden Tabelle 7.2 werden die wichtigsten Unterschiede noch
einmal in komprimierter Form herausgestellt. Die praktische Erprobung der vorgeschla-
genen Vorgehensweise erfolgt im sich anschließenden Teil der Arbeit.
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Tabelle 7.2: Vergleich der vorgeschlagenen Vorgehensweise fu¨r eine modellbasierte
Schadensidentiﬁkation gegenu¨ber den klassischen Ansa¨tzen.
Ansatz der u¨blicher Ansatz
vorliegenden Arbeit klassischer Verfahren
Modell stark nichtlinear linear
(Einbeziehung der Kontakt- (lokale Schadenspha¨nomene
vorga¨nge im Schadensbereich) bleiben unberu¨cksichtigt)
Erfassung der direkte geometrische Abbildung lokale A¨nderung bestimmter
Scha¨digung der Delamination im Modell Systemeigenschaften
Parameteri- geometrische Parameterisierung direkte Parameterisierung
sierung des (indirekte A¨nderung der der Systemmatrizen
Modells Systemmatrizen anhand der
Schadensgeometrie)
Wahl der auf Basis der nichtlinearen meist basierend auf Eigen-
Residuums- Schwingungsantworten schaften linearer dynamischer
funktion (z.B. Verschiebungen, Systeme (z.B. Eigen-
Geschwindigkeiten) frequenzen, Eigenformen)
Optimierungs- globale Optimierungsstrategie meist klassischer
algorithmus zur (Genetischer Algorithmus) Sensitivita¨tsansatz
Parameter- (gradientenbasiert)
anpassung
Wahl der weitgehend unbedeutend, schwierig, besonders bei nicht-
Anfangs- aber Vorkonditionierung konvexer Residuumsfunktion
parameter verbessert Eﬃzienz (mo¨glichst in Optimumsna¨he)
7.4 Technische Anwendung der nichtlinearen
Schadensidentiﬁkation an delaminierten Balken
Im folgenden soll das zuvor entwickelte Konzept fu¨r eine nichtlineare modellbasierte
Schadensidentiﬁkation am Beispiel zweier delaminierter Mehrschichtbalken (Bild 7.13)
im Sinne einer praktischen Anwendung erprobt werden. Die hierfu¨r ausgewa¨hlten Bal-
kenstrukturen sind vergleichbar mit den im Kapitel 6 experimentell charakterisierten
Systemen. Um die Testbedingungen fu¨r den Algorithmus sehr realita¨tsnah und an-
spruchsvoll zu gestalten, wurde ein Schadensszenario ausgewa¨hlt, das eine kurze Dela-
mination (LD = 390mm) mit geringer Dicke der gelo¨sten Schicht (hD = 2mm) beinhal-
tet. Diese Delamination besitzt oﬀensichtlich den Charakter einer Oberﬂa¨chenscha¨di-
gung. Derartige Scha¨den sind im allgemeinen besonders schwierig zu identiﬁzieren, da
ihr Einﬂuß auf das globale Strukturverhalten zumeist begrenzt ist. Ein solches Szena-
rio stellt gewissermaßen einen Testfall mit hohen Anforderungen dar, an dem klassi-
sche modellgestu¨tzte Methoden nicht selten scheitern oder einen hohen experimentel-
len Aufwand erfordern. Fu¨r die beschriebene Schadensgeometrie werden im weiteren
zwei Fa¨lle fu¨r die Anordnung der Delamination betrachtet: eine mittige Delamination
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(Bild 7.13 [a]) und eine außermittige (Bild 7.13 [b]). Der Werkstoﬀ, die Lagerungsbe-
dingungen und der Erregermechanismus bleiben gegenu¨ber den Untersuchungen aus
Kapitel 6 unvera¨ndert und ko¨nnen dort (Abschnitt 6.2) im Detail nachgelesen werden.
[a]
delaminierter
Bereich
3000
390
A B Erregung
x
y
40
42
Schnitt A
ungeschädigtes
Profil
Schnitt B
delaminiertes
Profil
40
40
2
[b]
delaminierter
Bereich
3000
390
A B Erregung
x
y
555
Bild 7.13: Geometrie der untersuchten delaminierten Mehrschichtbalken: [a] mittige Dela-
mination, [b] außermittige Delamination.
Die Beschra¨nkung der folgenden praktischen Beispiele auf balkenartige Strukturen
stellt keine generelle Limitierung des entwickelten Identiﬁkationsverfahrens dar. Prin-
zipiell kann jede Art von Struktur behandelt werden, deren Schwingungsverhalten zu-
verla¨ssig in einem entsprechenden nicht-glatten FE-Modell simulierbar ist, wenngleich
der Rechenaufwand bei komplexeren Strukturen die derzeitigen Mo¨glichkeiten in vielen
Fa¨llen u¨bersteigen wird.
7.4.1 Beschreibung des verwendeten Strukturmodells
An ein fu¨r die Zielsetzung geeignetes Strukturmodell sind drei wesentliche Anforde-
rungen zu stellen. Erstens muß die Simulation die wirksamen physikalischen Mechanis-
men der Struktur mo¨glichst genau abbilden und robust gegenu¨ber numerischen Ein-
ﬂu¨ssen sein, damit die mit dem Modell getroﬀenen Vorhersagen bei Vera¨nderungen der
physikalischen Parameter zutreﬀen. Zweitens wird eine a¨ußerst eﬃziente modellma¨ßi-
ge Beschreibung beno¨tigt, um den entstehenden Rechenaufwand durch die iterative
Lo¨sung des inversen Problems beherrschbar zu halten. Die dritte Forderung betriﬀt die
Mo¨glichkeit der externen Steuerung der Simulationsprozedur durch den Optimierungs-
algorithmus.
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Die modellma¨ßige Beschreibung des Schwingungsverhaltens der delaminierten Mehr-
schichtbalken (Bild 7.13) kann mittels direkter Erweiterung des Strukturmodells fu¨r das
Zwei-Lamellen-Problem aus Abschnitt 5.4.4 erfolgen, indem die beiden ungescha¨dig-
ten Systembereiche hinzugefu¨gt werden. Eine derartige Modellierung erfu¨llt alle zu-
vor genannten Kriterien fu¨r das Simulationsmodell. Die Wahl eines FE-Modells auf
der Basis von Balkenelementen sowie die Verbindung eines impliziten Zeitintegrations-
verfahrens mit einer Nachiterationsprozedur liefert eine problemangepaßte und damit
außerordentlich eﬃziente mechanische Beschreibung. Die entwickelte Kontaktformu-
lierung unter Kombination von Stoßgesetz und Penalty-Steiﬁgkeit gewa¨hrleistet die
numerische Robustheit und die Zuverla¨ssigkeit der Simulationsergebnisse, wie die Un-
tersuchungen des Abschnitts 5.4.4.2 zweifelsfrei belegen. Hierbei werden sowohl die
globalen Kontaktabla¨ufe als auch die beno¨tigten Schwingungsantworten in qualita-
tiv und quantitativ hervorragender U¨bereinstimmung zum Experiment wiedergegeben.
Die programmtechnische Umsetzung der FE-Simulation erfolgt unter Verwendung der
MatLab-Umgebung, so daß das parameterisierte Strukturmodell extern durch den
u¨bergeordneten Identiﬁkationsalgorithmus steuerbar ist.
Auf eine detaillierte Darstellung der mechanischen Grundlagen des verwendeten Struk-
turmodells kann an dieser Stelle verzichtet werden, da die wesentlichen Aspekte bereits
ausfu¨hrlich im Zusammenhang mit dem zuvor untersuchten Zwei-Lamellen-Problem
(Abschnitt 5.4) diskutiert wurden. Im folgenden sollen daher in aller Ku¨rze ausschließ-
lich die A¨nderungen des Modells fu¨r den Mehrschichtbalken gegenu¨ber dem Zwei-
Lamellen-Problem beschrieben werden.
Bild 7.14 zeigt das im weiteren verwendete FE-Modell aus Balkenelementen, dessen
a¨ußere geometrische Abmessungen (La¨nge, ungescha¨digter Querschnitt) aus den Da-
ten des realen Systems (Bild 7.13) entnommen wurden. Die Lagerung wird im Modell
in Anlehnung an die experimentellen Untersuchungen durch entsprechend abgestimm-
te Federn (kL = 10
3N/m) in den Knoten der Grundschwingungsform realisiert. Fu¨r
die niedrigste Eigenform liegt damit eine nahezu ideale ,Frei’-Lagerung vor. Wie die
experimentellen Untersuchungen zeigen (Kapitel 6), stellt sich auch fu¨r die ho¨heren
Schwingungsformen in guter Na¨herung eine derartige Randbedingung ein.
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Bild 7.14: Aufbau des verwendeten Strukturmodells mit Balkenelementen.
Wie aus den Erfahrungen des bereits untersuchten Identiﬁkationsproblems (Minimal-
modell) ableitbar ist, kommt einer außerordentlich eﬃzienten ra¨umlichen Diskretisie-
rung (inkl. Kontaktdiskretisierung) eine zentrale Bedeutung zu, um den entstehenden
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Rechenaufwand noch beherrschbar zu halten. Im Rahmen einer Konvergenzuntersu-
chung konnte der im Bild 7.14 dargestellte Diskretisierungsgrad ermittelt werden, der
sowohl eine hinreichende Genauigkeit als auch eine entsprechende numerische Eﬃzienz
fu¨r die verfolgte Zielstellung gewa¨hrleistet. Als Weiterentwicklung kann dieser Schritt
mo¨glicherweise algorithmisch gesteuert ablaufen. Im folgenden wird der ungescha¨digte
Strukturbereich durch Balkenelemente von ca. 260mm La¨nge erfaßt. Die Diskretisie-
rung des delaminierten Bereiches, welche gleichzeitig die Kontaktdiskretisierung dar-
stellt, erfolgt durch eine feinere Unterteilung in ca. 40mm lange Elemente.
Abweichend von der Darstellung des Bildes 6.2 tritt bei den hier betrachteten klei-
nen Delaminationsla¨ngen im Ruhezustand nahezu keine Fuge zwischen den gelo¨sten
Querschnittsteilen auf. Fu¨r das Identiﬁkationsproblem ist diese geometrische Gro¨ße
natu¨rlich mit gewissen Unsicherheiten behaftet. Erfreulicherweise zeigt sich jedoch an-
hand von Untersuchungen, daß bei real auftretenden Delaminationsla¨ngen sowohl der
Einﬂuß der statischen Fugeno¨ﬀnung als auch der Fugengeometrie sehr beschra¨nkt ist
und damit fu¨r die Modellierung keine erhebliche Unsicherheit darstellt. Bei gro¨ßeren
Delaminationsla¨ngen (vgl. Bild 6.2) kann, wie ein Beispiel in [70] zeigt, ein solcher
Einﬂuß nicht vo¨llig vernachla¨ssigt werden. Im vorliegenden Modell wird die Fugengeo-
metrie durch einen Spline-Verlauf abgebildet, der in Delaminationsmitte sowie an den
beiden Fugenenden eine horizontale Tangente besitzt. Die maximale Fugeno¨ﬀnung im
Ruhezustand wird mit 0.1mm angenommen.
Die Parameterisierung fu¨r das CMU-Verfahren erfolgt durch direkte A¨nderung der
Schadensgeometrie mit den Gro¨ßen p = [xD, LD, hD] (siehe Bild 7.13). Die damit vor-
genommene geometrische Parameterisierung erfordert fu¨r jede Parametera¨nderung die
Neuvernetzung des Systems, da die Schadensgeometrie angepaßt wird.
Die numerische Zeitintegration erfolgt durch das Standard-Newmark-Verfahren mit
Nachiteration. Fu¨r die kontaktfreien Bewegungsabschnitte wird eine Zeitschrittgro¨ße
T/500 gewa¨hlt, welche auf den Wert T/2000 reduziert wird, falls an irgendeinem Ort im
System ein Kontakt auftritt. Damit ist oﬀensichtlich, daß die erforderliche Rechenzeit in
hohem Maße von den jeweils involvierten Kontaktzusta¨nden abha¨ngt und sich zwischen
den einzelnen Parameterfa¨llen deutlich unterscheiden kann. Alternative Strategien zur
eﬃzienten numerischen Zeitintegration, die auf dem Zentrale-Diﬀerenzen-Verfahren ba-
sieren, wurden in Abschnitt 5.2 diskutiert.
Die Beschreibung des dynamischen Linienkontaktes erfolgt mit der im Abschnitt 5.4.4.2
entwickelten Formulierung durch eine Kombination von Stoßgesetz und Penalty-
Steiﬁgkeit. Den Hauptparameter dieser Kontaktbeschreibung stellt der Stoßkoeﬃzient
e dar, dessen Gro¨ße anhand der experimentellen Untersuchungen aus Abschnitt 5.4.3
mit e = 0.1 angenommen werden kann. Der weitaus weniger bedeutende Parameter
(vgl. Bild 5.28) der Penalty-Steiﬁgkeit wurde anhand der zu erwartenden Steiﬁgkeits-
struktur des Systems mit ck = 10000 angesetzt.
Der im Bild 7.2.1 aufgestellte generelle Ablauf zur Schadensidentiﬁkation sieht im ersten
Schritt die Kalibrierung der mechanischen Eigenschaften anhand eines ungescha¨digten
Referenzsystems vor. Hierbei werden zuna¨chst die experimentell sicher bestimmbaren
Gro¨ßen, wie die Dichte  und der Da¨mpfungsgrad D des Systems, vom Referenzsystem
u¨bernommen. Aufgrund der Tatsache, daß im vorliegenden Fall ein nahezu homogenes
Bauteil mit einfachen geometrischen Abmessungen untersucht wird (Aluminiumbalken
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mit Rechteckquerschnitt), kann die Materialdichte  = 2669.6kg/m3 durch Masse- und
Volumenermittlung sehr genau bestimmt werden. Die Materialda¨mpfungseigenschaften
lassen sich mit einem Ausschwingversuch am ungescha¨digten Referenzsystem messen.
Der Da¨mpfungsgrad der maßgeblich beim Ausschwingen hervortretenden niedrigsten
Eigenform betra¨gt D = 0.007. Im Simulationsmodell werden die Da¨mpfungseigenschaf-
ten des Materials in Form einer Rayleigh-Da¨mpfung implementiert. Hierzu werden
fu¨r die Linearkombination (4.43) die Parameter α = 0.66, β = 6.01 · 10−5 gewa¨hlt,
welche die experimentell bestimmten Werte fu¨r die niedrigste Eigenform des Balkens
enthalten. Daru¨ber hinaus wird den ho¨heren Schwingungsformen eine sta¨rkere Da¨mp-
fung zugeordnet, um den Einﬂuß ho¨herer Frequenzen auf die Lo¨sung zu reduzieren,
welche ohnehin als Folge der Diskretisierung schlechter repra¨sentiert sind.
Fu¨r die sogenannten unsicheren Parameter (hier: Elastizita¨tsmodul E), deren Gro¨ßen
nicht mit vertretbarem Aufwand und/oder nur mit eingeschra¨nkter Genauigkeit zu er-
mitteln sind, mu¨ssen anhand eines Modellabgleiches zwischen den experimentellen Da-
ten des Referenzsystems und einem ungescha¨digten Simulationsmodell bestimmt wer-
den (siehe Bild 7.1). Der Prozeß dieser Modellkorrektur kann mit dem Ausdruck (6.26)
anhand der Eigenfrequenzen des Systems vorgenommen werden. Daru¨ber hinaus ste-
hen zum Beispiel Eigenvektor-Kriterien (MAC-Wert, COMAC-Wert) fu¨r eine derarti-
ge Operation zur Verfu¨gung. Da eine solche schrittweise Parameterbestimmung analog
zum dargestellten Schema des CMU-Verfahrens (Bild 7.2) abla¨uft und im allgemeinen
anhand eines klassischen Gradientenansatzes ohne gro¨ßere Schwierigkeiten umsetzbar
ist (vgl. [59], [74]), soll auf eine ausfu¨hrliche Beschreibung an dieser Stelle verzichtet
werden. Als Ergebnis des Modellabgleichs am ungescha¨digten System ergibt sich ein
Elastizita¨tsmodul von E = 6 · 1010N/m2, der im erwarteten Wertebereich fu¨r diese
Kenngro¨ße liegt - also physikalisch sinnvoll ist.
Als Erregermechanismus wird im Modell eine harmonische Zwangsverschiebung (Weg-
erregung) des a¨ußeren Elementknotens (rechtes Balkenende) vorgenommen. Eine solche
Erregung gibt die experimentell eingestellten Anregungsbedingungen sehr gut wieder.
Die Frage nach der Wahl einer geeigneten Erregerfrequenz muß bei der Aufnahme ex-
perimenteller Daten beantwortet werden. Hier kann problemlos anhand weniger Mes-
sungen festgestellt werden (siehe Kapitel 6), welche Resonanzfrequenz geeignet ist, um
den ,clapping’-Mechanismus hervorzubringen. In Anlehnung an die ersten Schritte der
im Abschnitt 6.3 dargestellten experimentellen Detektionsprozedur ko¨nnen nacheinan-
der die globalen Resonanzstellen des Systems untersucht werden, um so die beno¨tigten
Informationen u¨ber die Existenz einer Scha¨digung sowie die mo¨glichen schadensrele-
vanten Erregerfrequenzen zu erhalten. Bei den betrachteten Mehrschichtbalken mit
kleiner Delaminationsla¨nge (Bild 7.13) darf anhand der Untersuchungsergebnisse aus
Kapitel 6 vermutet werden, daß die niedrigsten Resonanzstellen als Erregerfrequen-
zen ausscheiden. Tatsa¨chlich fu¨hrt erst die dritte globale Resonanzstelle des Systems
(f3 = 125.67Hz) zu einer deutlichen schadensbedingten Nichtlinearita¨t der Systemant-
worten. Eine noch ausgepra¨gtere Nichtlinearita¨tscharakteristik zeigt das Experiment
bei der Wahl der na¨chst ho¨heren globalen Resonanzfrequenz (f4 = 207.62Hz), die of-
fensichtlich zur weitaus sta¨rkeren Ausbildung des ,clapping’-Pha¨nomens fu¨hrt. Diese
Resonanzstelle (f4 = 207.62Hz) soll als Erregerfrequenz fu¨r die folgenden Untersuchun-
gen gewa¨hlt werden. Die Erregeramplitude u¯ = 0.3mm wird fu¨r die Simulation direkt
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aus dem Experiment u¨bernommen. Sie fu¨hrt zu einer hohen Erregungsintensita¨t des
Systems. Zum besseren Versta¨ndnis der sich mit den gewa¨hlten Erregereigenschaften
einstellenden Schwingungsform ist im Bild 7.15 das Ergebnis einer experimentellen Be-
triebsschwingungsanalyse fu¨r das mittige Delaminationsszenario (Bild 7.13 [a]) anhand
einer Folge von Verformungsplots wa¨hrend einer stationa¨ren Erregerperiode T angege-
ben. Es sei betont, daß eine derartige Untersuchung fu¨r die Schadensidentiﬁkation nicht
beno¨tigt wird, sondern an dieser Stelle nur zur besseren Anschauung der induzierten
Bewegung dient. Es zeigt sich, daß im vorliegenden Fall eine nicht-glatte Schwingung
mit wechselseitigem Stoßkontakt im Bereich der Drittelspunkte der Delamination auf-
tritt.
t = 0.00 T1
t = 0.34 T3
t = 0.50 T4
t = 0.17 T2 t = 0.67 T5
t = 0.84 T6
Bild 7.15: Experimentell ermittelter Betriebsschwingungsverlauf f4 = 207.62Hz wa¨hrend
einer Erregerperiode T der stationa¨ren Bewegung.
Fu¨r die Schadensdiagnose ist ausschließlich der stationa¨re Schwingungszustand von In-
teresse. Alle numerischen Berechnungen beginnen im Ruhezustand des Systems. Die
ersten 500 Erregerperioden dienen zum Abklingen der Anfangssto¨rungen, so daß die
gewu¨nschten Berechnungsdaten aus den sich anschließenden Schwingungsperioden ge-
wonnen werden.
Zum Nachweis der grundsa¨tzlichen Eignung des vorgestellten Simulationsmodells wird
im folgenden das gemessene Schwingungsverhalten und das zugeho¨rige Simulations-
ergebnis exemplarisch fu¨r die mittige Scha¨digung gegenu¨bergestellt. Aufgrund der im
weiteren verwendeten verschiebungsbasierten Residuumsfunktion sind vorrangig die
Verschiebungsverla¨ufe des Systems von Interesse. Als Vergleichskriterium sollen deshalb
die Verschiebungsantworten an der Stelle x = 150mm im delaminierten Bereich dienen.
Der Delaminationsmittelpunkt (x = 0) ist fu¨r eine Gegenu¨berstellung der Antworten
nicht geeignet, da hier nahezu verschwindende Amplituden vorliegen. Zum Zweck die-
ses Tests wird die Schadensgeometrie des Modells selbstversta¨ndlich an die tatsa¨chlich
gegebenen Verha¨ltnisse (xD = 0mm, LD = 390mm, hD = 2mm) angepaßt.
Oﬀensichtlich liegt eine sehr gute U¨bereinstimmung zwischen numerischen und expe-
rimentellen Resultaten vor. Insbesondere der Schwingungsverlauf des Restquerschnitts
wird nahezu exakt vom Modell wiedergegeben. Diese Tatsache ist von besonderer Be-
deutung, da fu¨r das folgende CMU-Verfahren ausschließlich Daten dieses Teilsystems
verwendet werden. Der Verlauf der delaminierten Schicht zeigt in seiner Schwingungs-
form geringe Abweichungen zur experimentellen Referenz, die allerdings ohne Bedeu-
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Bild 7.16: Verschiebungsverla¨ufe von Restquerschnitt und delaminierter Schicht (x =
150mm) bei mittiger Scha¨digung, U¨berpru¨fung der Zuverla¨ssigkeit des Struk-
turmodells: [a] Experiment, [b] Simulation.
tung fu¨r die globale Bewegung sind. Im Kontaktbereich zeigt sich als unvermeidbare
Eigenschaft der verwendeten Kontaktformulierung eine geringe Penetration zwischen
den Teilsystemen.
Der gezeigte Vergleich, bei dem die experimentelle und die numerisch angenommene
Scha¨digung u¨bereinstimmen, entspricht aus Sicht der Schadensidentiﬁkation dem ange-
strebten Fall einer vollsta¨ndig zutreﬀenden Schadensdiagnose. Wegen unvermeidbarer
Fehler, die sowohl die Simulation als auch das Experiment betreﬀen, werden die erhal-
tenen Ergebnisse nie exakt u¨bereinstimmen, auch wenn der Schadenszustand korrekt
erfaßt ist. Die Modellunsicherheiten entstehen zum Beispiel aus den Modellannahmen
sowie aus verschiedenen Diskretisierungsfehlern. Experimentelle Abweichungen folgen
aus den Meßunsicherheiten. Hieraus lassen sich zwei wichtige Erkenntnisse fu¨r die mo-
dellbasierte Schadensdiagnose ableiten:
(1) Wird vorausgesetzt, daß die numerische Simulation als Kompromiß zwischen Ge-
nauigkeit und Eﬃzienz nicht in beliebigem Maße zu verbessern ist, verbleibt
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die sorgfa¨ltige und vorteilhafte Wahl der Testpunkte auf der Struktur als Ein-
ﬂußmo¨glichkeit. Als Meßpunkte bieten sich daher, wie bei der experimentellen
Detektion, vor allem Strukturbereiche mit extremalen Schwingungsamplituden
(Schwingungsba¨uche) an.
(2) Da in jedem praktischen Fall zumindest geringe Abweichungen zwischen Experi-
ment und Simulation auftreten, muß eine von Null verschiedene Abbruchschranke
Rlim fu¨r das Residuum gewa¨hlt werden. Die Gro¨ße der auftretenden Minimalab-
weichung ist im Vorfeld zumeist unbekannt, so daß Rlim nur heuristisch wa¨hlbar
ist.
Die beiden genannten Punkte sind auch Gegenstand der folgenden Abschnitte. Zahl-
reiche numerische Voruntersuchungen mit dem vorgestellten Simulationsmodell zeigen
ein durchaus robustes Verhalten, das in hohem Maße der starken schadensinduzier-
ten Da¨mpfung zuzuschreiben ist. Beispielsweise wirken sich geringe Abweichungen bei
den Erregereigenschaften (z.B. Erregerfrequenz) oder Materialparametern in sehr u¨ber-
schaubarem Maß auf das berechnete Ergebnis aus. Diese Eigenschaft ist ein wichtiger
Beitrag fu¨r die numerische Stabilita¨t des Identiﬁkationsverfahrens. Als weiteres Indiz
fu¨r die physikalische Zuverla¨ssigkeit der Simulation kann die Tatsache gewertet wer-
den, das selbst bei einfachen Modellen (vgl. Kapitel 4) die wesentlichen Schwingungs-
eigenschaften erhalten bleiben. Dies bedeutet im allgemeinen das die grundlegenden
physikalischen Pha¨nomene numerisch stabil abbildbar sind.
Nach Compilierung der zugrundeliegenden MatLab-Programme lassen sich bei der
gewa¨hlten Diskretisierung Rechenzeiten von ca. 12min (abha¨ngig vom zu berechnenden
Kontaktzustand) fu¨r einen einzelnen Rechenlauf auf einem leistungsfa¨higen Linux-PC
erzielen. Die aufeinander abgestimmten numerischen Ansa¨tze ermo¨glichen hierbei einen
sehr eﬃzienter Rechenablauf. Fu¨r das Ziel der Schadensidentiﬁkation mit vielfachen
Rechenla¨ufen erscheint der zu erwartenden Gesamtrechenbedarf noch vertretbar.
7.4.2 Identiﬁkation am Beispiel einer mittigen Delamination
Im folgenden wird die modellbasierte Identiﬁkation des im Bild 7.13 [a] dargestellten
Schadenszenarios mit mittiger Delamination unter verschiedenen Aspekten betrach-
tet. Hierfu¨r stehen reale Experimentdaten in Form von Verschiebungsantworten zur
Verfu¨gung. Das grundsa¨tzliche Interesse gilt zuna¨chst den Eigenschaften des zu lo¨sen-
den Optimierungsproblems. In diesem Zusammenhang sind zuna¨chst die prinzipiellen
Eigenschaften der Residuenﬂa¨che im Vergleich zum zuvor betrachteten Minimalmodell
zu untersuchen. Es darf erwartet werden, daß der nicht-konvexe Charakter des Pro-
blems deutlich zunimmt. Die anschließende Fragestellung betriﬀt die Schlechtgestellt-
heit des inversen Problems im Bezug auf die Eindeutigkeit des Identiﬁkationsergebnis-
ses. Es ist naheliegend, daß eine bestimmte Anzahl experimenteller Meßdaten sowie
geeignete Meßpositionen den Identiﬁkationserfolg maßgeblich beeinﬂussen. Daru¨ber
hinaus ist natu¨rlich die bei der Schadensdiagnose zu erzielende Genauigkeit von In-
teresse.
Die inverse Schadenserkennung am Mehrschichtbalken fu¨hrt im allgemeinsten Fall auf
ein Identiﬁkationsproblem von 3 Schadensparametern: Delaminationsort xD, Delami-
nationsla¨nge LD, Dicke der gelo¨sten Schicht hD. Um die Darstellbarkeit der Ergebnisse
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zu erleichtern und den entstehenden Rechenaufwand zu begrenzen, sollen die folgenden
Untersuchungen auf ein 2-Parameterproblem pT = [xD, LD] beschra¨nkt werden. Ohne
Einschra¨nkung der Allgemeingu¨ltigkeit der dargestellten Vorgehensweise wird die Ho¨he
der delaminierten Schicht (hD = 2mm) im weiteren als bekannt vorausgesetzt.
7.4.2.1 Untersuchung der verschiebungsbasierten Residuumsfunktion
Um die grundsa¨tzlichen Eigenschaften des entstehenden Optimierungsproblems ein-
zuscha¨tzen, genu¨gt es den Verlauf der Residuumsfunktion in Abha¨ngigkeit der beiden
Schadensparameter xD, LD zu betrachten. Der Ablauf der globalen Optimierungsstra-
tegie ist zuna¨chst nicht von Interesse, da davon auszugehen ist, daß im Falle einer
sogenannten ,praktischen Eindeutigkeit’ des Problems die korrekte Lo¨sung durch den
Genetischen Algorithmus mit sehr hoher Wahrscheinlichkeit aufgespu¨rt wird.
Um die Schlechtgestelltheit des zu lo¨senden inversen Problems zu u¨berwinden, muß eine
Mindestumfang von Experimentdaten zur Verfu¨gung stehen, die in die Ermittlung der
Residuen (7.12) einﬂießen. Anderenfalls darf nicht erwartet werden, daß eine eindeutige
Lo¨sung fu¨r das Problem zu ﬁnden ist. Der fu¨r das betrachtete Identiﬁkationsproblem
am Mehrschichtbalken beno¨tigte Umfang an Vergleichsdaten soll im folgenden unter-
sucht werden.
Fu¨r die praktische Anwendung einer Identiﬁkationsmethode ko¨nnen keine Meßdaten
aus der unmittelbaren Schadensumgebung vorausgesetzt werden, da dieser Bereich im
Regelfall a priori unbekannt ist. Fu¨r die Delaminationserkennung am Mehrschicht-
balken bedeutet dies, daß nur die wesentlich insensitiveren Schwingungsantworten des
Restquerschnitts in die Residuumsberechnung einﬂießen du¨rfen. Eine derartige Restrik-
tion wird im weiteren konsequent befolgt. Die Position der experimentellen Meßstel-
len wird so gewa¨hlt, daß jeweils eine ausreichende Amplitudengro¨ße ein gutes Signal-
Rausch-Verha¨ltnis sicherstellt und somit nicht zu einer weiteren Verscha¨rfung der
Schlechtgestelltheit durch ausgepra¨gte Datenfehler fu¨hrt. Da mit einer solchen Wahl
die Schwingungsamplituden und damit verbunden die entsprechenden Meßunsicherhei-
ten fu¨r alle Testpunkte etwa gleiche Gro¨ße besitzen, kann eine mo¨gliche Normierung
bzw. Wichtung einzelner Teilresiduen entfallen. Im weiteren wird ausschließlich die
Residuumsfunktion (7.12) auf der Basis der Verschiebungsantworten verwendet.
Residuumsﬂa¨che unter Verwendung von 2 Meßpunkten.
Analog zur Darstellung des Bildes 7.6 [b] wird die verschiebungsbasierte Residuums-
ﬂa¨che des Mehrschichtbalkens mit mittiger Delamination fu¨r den Parameterbereich
xD = [−0.70,+0.70]m, LD = [0.20, 0.80]m betrachtet. Hierfu¨r stehen die Resultate von
915 einzelnen Simulationsla¨ufen zur Verfu¨gung.
Die berechneten Verschiebungsantworten werden an jeweils 2 Vergleichspunkten den
realen experimentellen Daten anhand des Residuenausdrucks (7.12) gegenu¨berge-
stellt. Die beiden gewa¨hlten Vergleichspunkte ﬁnden sich an den Orten xTM =
[−1.05,+1.05]m, an denen die eingestellte Schwingungsform extremale Antwortam-
plituden aufweist (vgl. Bild 7.15). Ein vorteilhaftes Signal-Rausch-Verha¨ltnis der Meß-
daten ist somit gewa¨hrleistet. Die erhaltene Residuumsﬂa¨che (Bild 7.17) zeigt die zu-
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Bild 7.17: Residuenﬂa¨che unter Verwendung von 2 Meßpunkten fu¨r das mittige Schadens-
szenario xD = 0.00m, LD = 0.39m: [a] Ho¨henplot, [b] ,contour’-Plot.
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vor vermutete Eigenschaft einer stark ausgepra¨gten Nicht-Konvexita¨t mit zahlreichen
lokalen Minima. Ein weiteres wichtiges Charakteristikum oﬀenbart der Blick auf die
Residuen der tiefsten Minima (Bild 7.17 [b], gekennzeichnet durch die Punkte (1),
(2), (3)). Die Funktionswerte der Residuumsfunktion fu¨r die zugeho¨rigen Parameter
sind nahezu identisch, so daß praktisch keine eindeutige Entscheidung u¨ber das vor-
liegende Schadenszenario getroﬀen werden kann. Daru¨ber hinaus ist die Stabilita¨t der
Lo¨sung betroﬀen. Das tatsa¨chliche Optimum der Residuumsfunktion bei Verwendung
der zwei Meßstellen fu¨hrt in diesem Fall nicht zum korrekten Schadensbild (Punkt
(3) im Bild 7.17 [b]), sondern liefert ein vo¨llig falsches Ergebnis (Punkt (1)). Aus
den begrenzt auftretenden Daten- und Modellunsicherheiten, die im allgemeinen un-
vermeidbar sind, folgt in diesem Fall ein erheblicher Fehler bei der Ermittlung des
Schadensbildes.
Residuumsﬂa¨che unter Verwendung von 4 Meßpunkten.
Eine deutliche Verbesserung der geschilderten Situation bringt bereits die Verwendung
von 4 Meßstellen zur Berechnung des Residuums. Sowohl die Auspra¨gung der Nicht-
Konvexita¨t der Residuumsfunktion als auch die Schlechtgestelltheit des Problems wird
bereits deutlich reduziert. Neben der verwendeten Meßpunktanzahl ist erwartungs-
gema¨ß auch die Lage der gewa¨hlten Meßstellen von entscheidender Bedeutung. Um
diese Tatsache zu verdeutlichen werden im Bild 7.18 die Residuenﬂa¨chen fu¨r zwei
verschiedene Meßpunktkonstellationen gegenu¨bergestellt. Wa¨hrend im Fall [a] eine
unzula¨ngliche Auswahl von Vergleichspunkten erfolgt (kleine Schwingungsamplituden,
große Fehler), die keine zuverla¨ssige Identiﬁkation gestattet, fu¨hrt die Meßpunktkon-
stellation im Falls [b] auf ein zufriedenstellendes Ergebnis.
Um die Eigenschaft der Eindeutigkeit des Identiﬁkationsergebnisses quantitativ zu be-
werten, kann ein Eindeutigkeitsindex E mit dem Ausdruck
E = 1− R
〈1〉
R〈2〉
, E ∈ R+[0, 1] mitR〈1〉 = Rmin (7.19)
eingefu¨hrt werden. Dieser Index erfaßt den Abstand zwischen dem Residuumswert R〈1〉
am globalen Minimum und dem Residuum R〈2〉 am na¨chst ho¨heren lokalen Minimum.
Falls die Residuumsfunktion zu einer nicht eindeutigen Situation fu¨hrt, besitzen min-
destens die beiden niedrigsten Tiefpunkte die gleiche Residuenwerte, so daß der Ko-
eﬃzient E eine verschwindende Gro¨ße aufweist. Fu¨r alle gu¨nstigen Identiﬁkationsfa¨lle
strebt der Index E gegen Eins. Eine reale Anwendung erfordert auch im Fall E > 0
aus algorithmischen Gru¨nden stets die Einhaltung eines minimalen relativen Abstan-
des zwischen den niedrigsten Tiefpunkten, dessen Wert als Grenze der ,praktischen
Eindeutigkeit’ Elim bezeichnet werden kann. Ha¨lt eine bestimmte Residuumsfunktion
bzw. der zugrundeliegende Datenumfang diese Bedingung ein (E > Elim), ist in der Re-
gel sichergestellt, daß der Algorithmus die korrekte Lo¨sung liefert. Im anderen Fall ist
die Mo¨glichkeit einer Fehldiagnose nicht unwahrscheinlich. Die Annahme eines Schran-
kenwertes Elim = 0.1 liefert eine geeignete Grenze zur Abscha¨tzung praktisch nicht
eindeutig lo¨sbarer Identiﬁkationsprobleme. Mit diesem Kriterium fu¨hrt von den bis-
lang diskutierten Fa¨llen nur die im Bild 7.18 [b] gezeigte Situation (4 gu¨nstig gewa¨hlte
Meßstellen) mit E = 0.13 > Elim zu einer praktisch eindeutigen Lo¨sung.
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Bild 7.18: Residuenﬂa¨che aus 4 Meßpunkten fu¨r das mittige Schadensszenario xD = 0.00m,
LD = 0.39m: [a] xTM = [±1.20,±0.75]m, [b] xTM = [±1.05,±0.45]m.
Nicht nur die Eindeutigkeit sondern auch die Gu¨te des Identiﬁkationsergebnisses ist im
Fall [b] des Bildes 7.18 bereits zufriedenstellend. Das globale Optimum der gezeigten
Residuumsfunktion (Bild 7.18 [b]) und damit das zu erwartende Resultat der Opti-
mierungsprozedur, liegt in diesem Fall mit xD = 0.00m, LD = 0.32m bereits in der
Nachbarschaft der tatsa¨chlichen Schadensparameter (xD = 0.00m, LD = 0.39m).
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Zur Quantiﬁzierung der Gu¨te des erzielten Identiﬁkationsergebnisses kann fu¨r jeden
Parameter pi ein entsprechender Fehlerindikatorwert mit dem Ausdruck
Ψi =
‖p〈0〉i − p〈E〉i ‖
pi,o − pi,u , Ψi ∈ R+[0, 1] (7.20)
berechnet werden, der die relative Abweichung des Identiﬁkationsergebnisses p
〈E〉
i
vom realen Schadensbild p
〈0〉
i im Bezug auf den zugrundegelegten Parameterbereich
[pi,u, pi,o] angibt. Mit diesem Kriterium werden fu¨r Fall [a], der schlecht gewa¨hlten
Vergleichspunkte, Parameterabweichungen von Ψ1 = 28.6% fu¨r den Delaminations-
ort sowie Ψ2 = 8.3% fu¨r die Delaminationsla¨nge bestimmt. Im Fall [b] kommt es mit
Ψ1 = 0.0%, Ψ2 = 11.7% zu einer deutlichen Erho¨hung der Genauigkeit des Identiﬁka-
tionsresultates.
Gerade im Fall von Residuumsfunktionen mit einem geringen Eindeutigkeitsindex E
fu¨hrt die Wahl einer Abbruchschranke Rlim fu¨r die Optimierungsprozedur auf außer-
ordentliche Schwierigkeiten. Ein zu hoch gewa¨hlter Wert Rlim fu¨hrt dazu, daß ha¨uﬁg
suboptimale Lo¨sungen als Identiﬁkationsergebnis akzeptiert werden und somit die Pa-
rameterfehler Ψi stark anwachsen ko¨nnen. Im anderen Fall, wenn die gewa¨hlte Ab-
bruchschranke Rlim unterhalb des Residuums Rmin des globalen Optimums liegt, kann
ein Abbruch der Optimierungsiteration nur durch eine Beschra¨nkung der maximalen
Schrittanzahl erfolgen. Im Normalfall eines praktisch eindeutigen Problems mit be-
grenzter Nicht-Konvexita¨t entscha¨rft sich die Situation, wobei der Wert Rlim dennoch
heuristisch im Gesamtkontext des Problems zu wa¨hlen ist. Aus den Ergebnissen eines
Probedurchlaufes der Optimierungsprozedur ko¨nnen Hinweise u¨ber die Gro¨ßenordnung
der zu wa¨hlenden Schranke entnommen werden.
Residuumsﬂa¨che unter Verwendung von 6 Meßpunkten.
Eine weitere Verbesserung erfa¨hrt das Identiﬁkationsergebnis, wenn zu den 4 Vergleichs-
punkten aus Bild 7.18 [b] zwei zusa¨tzliche Meßstellen bei ±150mm hinzugefu¨gt werden.
Bild 7.19 [a] zeigt die erhaltene Residuumsﬂa¨che. Die Gestalt des Funktionsverlaufes
sowie der zugeho¨rige Eindeutigkeitsindex E = 0.48 kennzeichnen die guten Lo¨sungsvor-
aussetzungen fu¨r das Optimierungsproblem. Das globale Minimum der Residuumsfunk-
tion fu¨hrt in diesem Fall zu einer exakten Identiﬁkation des Schadensortes (Ψ1 = 0.0%)
und zu einer nahezu korrekten Bestimmung der Ausdehnung des gescha¨digten Berei-
ches (Ψ2 = 8.3%). Eine Gegenu¨berstellung des realen Schadensbildes mit dem erzielten
Identiﬁkationsergebnis (Bild 7.19 [b]) verdeutlicht das u¨beraus zufriedenstellende Re-
sultat der Schadenserkennung.
In Anbetracht der a¨ußerst harten Testanforderungen, die das gewa¨hlte Beispiel (klei-
ner Schaden mit geringer Delaminationsho¨he) an eine modellbasierte Schadensidenti-
ﬁkation stellt, la¨ßt sich eine bemerkenswerte Sensitivita¨t des vorgestellten Verfahrens
festhalten. Bereits mit einem Datenumfang von 6 nichtlinearen Verschiebungsantworten
kann das reale Schadensbild eindeutig und mit hoher Pra¨zision rekonstruiert werden.
Der beno¨tigte Datenumfang fu¨r ein bestimmtes Identiﬁkationsproblem ist ohne Zwei-
fel von der konkreten Situation abha¨ngig. Mo¨gliche Einﬂußfaktoren sind neben den
generellen Struktureigenschaften die Anzahl der zu identiﬁzierenden Schadenspara-
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Bild 7.19: Residuenﬂa¨che aus 6 Meßpunkten fu¨r das mittige Schadensszenario xD = 0.00m,
LD = 0.39m: [a] Residuumsﬂa¨che, [b] Vergleich zwischen Identiﬁkationsresultat
und tatsa¨chlicher Schadensgeometrie.
meter, die gewa¨hlte Residuumsfunktion sowie die Gro¨ße der auftretenden Meß- und
Modellunsicherheiten. Generell kann durch die hohe schadensbezogene Sensitivita¨t der
nichtlinearen Betrachtungsweise der Scha¨digung bereits mit einer u¨berschaubaren Da-
tenmenge ein zuverla¨ssiges und genaues Identiﬁkationsergebnis erzielt werden. Durch
eine Erho¨hung des Datenumfangs kann zum einen der Eindeutigkeitsindex E verbessert
und ha¨uﬁg zugleich der Prognosefehler Ψ reduziert werden.
Anmerkungen zur praktischen Aufbereitung der Vergleichsdaten.
Ha¨uﬁg sind die Meß- und Berechnungsdaten im Hinblick auf ihre Erfassungsorte (Meß-
punkte - Elementknoten) und ihre zeitliche Auﬂo¨sung (Abtastrate - Zeitintegrations-
schritt) unvertra¨glich. Selbst fu¨r die Situation, daß die Anordnung der Testpunkte im
Experiment und die Elementknoten im Modell ra¨umlich vertra¨glich sind, kann in vielen
Fa¨llen eine zeitliche Interpolation der Meßdaten nicht umgangen werden, die mo¨glicher-
weise zu zusa¨tzlichen Datenfehlern fu¨hrt. In Ausnahmefa¨llen kann zudem das Problem
auftreten, daß einzelne Meßaufnehmer aus Platzgru¨nden nicht an der gewu¨nschten
Stelle plaziert werden ko¨nnen.
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7.4.2.2 Modiﬁzierter Genetischer Algorithmus mit Vorkonditionierung
Die vorangegangene Betrachtung der Residuumsfunktion fu¨r das Identiﬁkationspro-
blem am Mehrschichtbalken hat gezeigt, daß ha¨uﬁg ein hochgradig nicht-konvexes Op-
timierungsproblem vorliegt. Entsprechend schwierig und aufwendig gestaltet sich die
Suche nach dem globalen Minimum der Residuumsfunktion. Der vorgeschlagene Ge-
netische Algorithmus ist trotzdem in der Lage das gesuchte Minimum aufzuspu¨ren,
wenngleich infolge eng begrenzter Attraktorbecken eine hohe Anzahl an Iterationen
(Generationen) erforderlich ist.
Gerade mit Blick auf die beno¨tigte Rechenzeit des modellbasierten Identiﬁkationsver-
fahrens, die realistischerweise eine bestimmte Gro¨ßenordnung nicht verlassen sollte,
liegt ein besonderes Interesse in einer begrenzten Anzahl an notwendigen Iterations-
schritten fu¨r die Schadenserkennung.
Die bisherige Vorgehensweise des GA sieht die zufa¨llige Erzeugung einer Anfangspo-
pulation innerhalb der vorgegebenen Grenzen vor (siehe Abschnitt 7.3.3.2). An dieser
Stelle knu¨pft der Gedankengang einer fu¨r die vorliegende Arbeit entwickelten Modiﬁka-
tion des GA an, die sogenannte Vorkonditionierung des Verfahrens. Ziel dieser Erwei-
terung des klassischen GA ist es, die Wahl der Anfangspopulation derart zu steuern,
daß neben der stochastischen Komponente bereits vorliegende Informationen u¨ber die
zu erwartende Scha¨digung gezielt genutzt werden. Die Anfangspopulation wird dann
im Sinne einer begru¨ndeten Anfangsscha¨tzung nicht mehr zufa¨llig erzeugt, sondern der
Algorithmus startet im gu¨nstigsten Falle bereits in unmittelbarer Nachbarschaft des zu
ﬁndenden Optimums mit der Suche. Auf diese Weise kann Rechenzeit in erheblichem
Umfang gespart werden. Falls sich die Anfangsscha¨tzung als fehlerhaft erweist, fu¨hrt
dies im allgemeinen nicht zu einer falschen Lo¨sung des Optimierungsproblems, da die
stochastische Komponente des Verfahrens selbstkorrigierend wirkt.
Aus den U¨berlegungen zum experimentellen Detektionsverfahren (Abschnitt 6.3) ist
bekannt, daß anhand der Klirrfaktoren weniger Meßpunkte zumeist eine grobe Progno-
se fu¨r den Schadensort mo¨glich ist. Die fu¨r die modellbasierte Schadensidentiﬁkation
beno¨tigten Meßdaten (Schwingungsantworten) ko¨nnen zuna¨chst ohne großen Aufwand
unter diesem Gesichtspunkt behandelt werden und liefern somit einen Scha¨tzwert x˜D
fu¨r den Schadensort. Allein die Vorkonditionierung eines Parameters tra¨gt ha¨uﬁg be-
reits zu einer schnelleren Konvergenz bei. Eine analoge Abscha¨tzung fu¨r den zweiten
Parameter L˜D liefert die Tatsache, welche Resonanzstelle zur Anregung des ,clapping’-
Mechanismus geeignet ist. Bei den Strukturbedingungen der betrachteten Mehrschicht-
balken korrespondiert eine hohe Erregerfrequenz im allgemeinen mit einem kleineren
Scha¨digungsausmaß.
Stehen Scha¨tzwerte fu¨r die Parameter p˜ zur Verfu¨gung, kann die Anfangspopulati-
on des GA, oder ein Teil von ihr, vorkonditioniert werden. Hierzu generiert man die
Individuen I nicht durch gleichverteilte Zufallszahlen mit
pTI = [rand[p1,u p1,o], . . . , rand[pCe,u pCe,o]] , (7.21)
sondern durch normalverteilte Zufallszahlen, deren Mittelwert νi die jeweilige Parame-
terscha¨tzung p˜i darstellt:
pTI = [randN〈ν1=p˜1,σ1〉[p1,u p1,o], . . . , randN〈νCe=p˜Ce ,σCe 〉[pCe,u pCe,o]] . (7.22)
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Die Individuen der Anfangspopulation sind mit einer normalverteilten Abweichung
um die jeweiligen Scha¨tzwerte gruppiert. Die Gro¨ße der Streuung und damit letztlich
die genetische Vielfalt der Anfangspopulation wird durch die heuristisch zu wa¨hlende
Standardabweichung σ gekennzeichnet. In dieser Weise ko¨nnen die a priori verfu¨gbaren
Informationen in die Startbedingungen des Algorithmus eingebracht werden, wobei
gleichzeitig ein gewisser stochastischer Charakter erhalten bleibt.
[a]
[b]
Bild 7.20: Beispiel fu¨r die Anfangspopulation des Genetischen Algorithmus anhand der Re-
siduenﬂa¨che aus 6 Vergleichspunkten: [a] ohne Vorkonditionierung, [b] mit Vor-
konditionierung (x˜D = 0.00m, L˜D = 0.50m, σi = 0.10m).
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Fu¨r den betrachteten Mehrschichtbalken mit mittiger Delamination (Bild 7.13 [a])
ko¨nnen anhand der experimentellen Voruntersuchungen sehr leicht entsprechen-
de Scha¨tzungen fu¨r die Schadensparameter x˜D, L˜D gewonnen werden. Aus dem
Klirrfaktorgradienten zwischen den einzelnen Schwingungsantworten an den Schwin-
gungsba¨uchen la¨ßt sich eine Parameterscha¨tzung x˜D = 0.00m fu¨r den Delaminationsort
erhalten. Die Tatsache, daß beim betrachteten Beispiel erst ho¨here Erregerfrequenzen
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Bild 7.21: Konvergenzdiagramm des Genetischen Algorithmus: [a] ohne Vorkonditionierung,
[b] mit Vorkonditionierung (x˜D = 0.00m, L˜D = 0.50m, σi = 0.10m).
zur Ausbildung des ,clapping’-Pha¨nomens fu¨hren, dient als Anhaltspunkt fu¨r die
Vorscha¨tzung der Schadensgro¨ße L˜D = 0.50m. Bild 7.20 stellt exemplarisch eine
mit dieser Parameterscha¨tzung vorkonditionierte und eine nicht vorkonditionierte
Anfangspopulation des GA anhand der Residuumsfunktion des Diagramms 7.19 [a]
gegenu¨ber.
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Zur Verdeutlichung der Eﬀektivita¨t einer solchen Vorgehensweise wird im folgenden
der Verlauf der Optimierungsprozedur mit und ohne Vorkonditionierung anhand zwei-
er Konvergenzdiagramme (Bild 7.21) gegenu¨bergestellt. Die hierin enthaltenen Verla¨ufe
repra¨sentieren den Mittelwert aus jeweils 30 Einzeldurchla¨ufen des GA. Das gezeigte
Resultat belegt eindrucksvoll, daß die Vorkonditionierung im Mittel zu einer erhebli-
chen Reduzierung der beno¨tigten Iterationsschritte fu¨hrt. Wa¨hrend der klassische GA
im betrachteten Fall durchschnittlich 58 Iterationen zur Ermittlung des globalen Opti-
mums beno¨tigt, wird dieses Ziel mit der vorkonditionierten Variante bereits im Schnitt
nach 23 Generationen erreicht. Die mittlere erforderliche Iterationsanzahl ist jeweils
abha¨ngig von der Parameterschrittweite (Genauigkeit) und natu¨rlich in hohem Maße
von der vorliegenden Residuumsfunktion. Im hier betrachteten Fall konnte mit der
Vorkonditionierung die beno¨tigte mittlere Rechenzeit fu¨r die Identiﬁkation um mehr
als 50% reduziert werden.
7.4.3 Beispiel einer außermittigen Delamination
Bislang wurde ein Delaminationsszenario untersucht, das durch die mittige Anordnung
der Scha¨digung auf ein symmetrisch aufgebautes System fu¨hrt. Abschließend soll nun
der allgemeinere Fall einer außermittig angeordneten Delamination (Bild 7.13 [b]) be-
handelt werden, bei dem oﬀensichtlich keine Aufbausymmetrie mehr vorliegt. Hierbei
tritt als zentrales Problem die korrekte Lokalisierung des Schadensortes xD in den Vor-
dergrund. In diesem Zusammenhang ist die Frage zu stellen, ob eine Delamination am
Ort −xD einen anderen Fingerabdruck im Schwingungsverhalten hinterla¨ßt als eine
entsprechend konjugierte Scha¨digung an der Stelle +xD. Ist dies nicht der Fall, kann
kein eindeutiges Identiﬁkationsergebnis im Bezug auf die Schadenspositionen ±xD er-
zielt werden.
Der Nachweis der praktischen Funktionsfa¨higkeit der vorgeschlagenen nichtlinearen
modellbasierten Identiﬁkationsprozedur konnte bereits anhand des vorangegangenen
Beispiels unter Verwendung realer Experimentdaten erbracht werden. Fu¨r die Kla¨rung
der zentralen Frage nach der wechselseitigen Eindeutigkeit außermittiger Delamina-
tionen (Schadensort ±xD) genu¨gt es daher, numerisch erzeugte ,Experimentdaten’ fu¨r
das Schadensszenario xD = +0.75m, LD = 0.39m (vgl. Bild 7.13 [b]) der folgenden
Untersuchung zu verwenden. Alle im Abschnitt 7.4.1 beschriebenen Eigenschaften des
numerischen Modells bleiben dazu unvera¨ndert. Einzig die Erregercharakteristik wird
auf die aktuelle Schadenssituation mit fE = 124.49Hz, uˆ = 1.5mm zur Generierung
des ,clapping’-Mechanismus angepaßt.
Zur Untersuchung des geschilderten Problems hinsichtlich der Eindeutigkeit der kon-
jugierten Schadenssituationen ±xD genu¨gt es wieder, den Blick auf die Residuen-
ﬂa¨che zu richten. Bild 7.22 zeigt die ermittelten Funktionswerte des verschiebungs-
basierten Residuums aus 6 ,Meßdaten’ (analog zu Bild 7.19 [a]) im Parameterbereich
xD = [−1.05,+1.05]m, LD = [0.20, 0.80]m. Der betrachtete Parameterraum umfaßt
1281 Einzelberechnungen, die sowohl den tatsa¨chlichen Schadensfall (xD = +0.75m,
LD = 0.39m) als auch die konjugierte Schadensposition (xD = −0.75m, LD = 0.39m)
beinhalten.
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Bild 7.22: Residuenﬂa¨che aus 6 ,Meßdaten’ fu¨r das außermittige Schadensszenario xD =
+0.75m, LD = 0.39m.
Die dargestellte Residuumsfunktion weist zwei ausgepra¨gte Minima auf, die mit den
beiden konjugierten Schadensszenarien ±0.75m korrespondieren, und rechtfertigt so-
mit die aktuelle Untersuchung. Vergleicht man die zugeordneten Residuumswerte la¨ßt
sich jedoch feststellen, daß nach der Deﬁnition (7.19) die praktische Eindeutigkeit ge-
genu¨ber der konjugierten Situation gewa¨hrleistet ist. Diese Eigenschaft ist vorrangig
auf die außermittig einwirkende Erregung (xE = +1.50m) zuru¨ckzufu¨hren, die dem
System in jedem Fall eine gewisse grundsa¨tzliche Unsymmetrie verleiht und damit zur
Eindeutigkeit des Identiﬁkationsergebnisses beitra¨gt. Der zu ermittelnde Eindeutigkeit-
sindex E betra¨gt fu¨r die gezeigte Situation u¨ber 80% und stellt somit keine besondere
Schwierigkeit fu¨r die globale Optimierung dar. Da im vorliegenden Fall mit numerisch
erzeugten ,Vergleichsdaten’ gearbeitet wurde, kann die vorgelegte Schadensposition
durch die Identiﬁkationsprozedur vollsta¨ndig korrekt rekonstruiert werden.
7.5 Schlußfolgerungen
Das pra¨sentierte Konzept zur nichtlinearen modellbasierten Schadensidentiﬁkation ver-
knu¨pft die experimentellen Daten mit der numerischen Simulation durch Einfu¨hrung
von modernen Ansa¨tzen und neu entwickelten Erweiterungen (siehe Tabelle 7.3.4) auf
wirkungsvolle Weise. Durch die hohe Schadenssensitivita¨t der zugrundeliegenden nicht-
linearen Betrachtungsweise entsteht ein neuartiger Ansatz zur modellbasierten Scha-
densdiagnose, der sich im Rahmen der untersuchten Beispiele durch eine hohe Zu-
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verla¨ssigkeit sowie einen geringen notwendigen Meßaufwand auszeichnet. Es besteht
kein Zweifel, daß eine Reihe von Problemen noch umfassende weiterfu¨hrende Un-
tersuchungen erfordern. Die aufgezeigte Vorgehensweise ist an dieser Stelle nicht als
vollsta¨ndig fertig entwickeltes Verfahren zu verstehen, sondern bietet vielmehr einen
ersten umfassenden und vielversprechenden Ansatzpunkt, Delaminationsscha¨den rea-
ler Strukturen anhand nichtlinearer Scha¨digungsmodelle zu identiﬁzieren, zumal Er-
fahrungen u¨ber die Lo¨sung inverser Probleme bei stark nichtlinearen Systemen bislang
kaum vorliegen. Falls ein entsprechend zuverla¨ssiges nicht-glattes Simulationsmodell
aufgestellt werden kann, ist die geschilderte Vorgehensweise ohne weiteres auf beliebige
Strukturtypen u¨bertragbar.
Als Testfall mit hohen Anforderungen an das aufgestellte Verfahrenskonzept wurden
delaminierte Mehrschichtbalken mit kleinem Oberﬂa¨chenschaden behandelt. Die Unter-
suchungsergebnisse dieses Beispiels zeigen, daß aufgrund der hohen schadensbezogenen
Empﬁndlichkeit des Verfahrens bereits mit wenigen, geschickt gewa¨hlten Vergleichs-
daten die Schlechtgestelltheit des zu lo¨senden inversen Problems u¨berwunden werden
kann, so daß eine zuverla¨ssige und genaue Schadensdiagnose mo¨glich ist. Der Progno-
sefehler kann selbst bei Verwendung von realen Meßdaten und einer geringen Anzahl
an Meßpunkten auf wenige Prozent beschra¨nkt werden. Die in einigen Arbeiten theo-
retisch vermuteten Eigenschaften nichtlinearer Identiﬁkationstechniken (z.B. [20]) im
Hinblick auf die Schadenssensitivita¨t sowie die Prognosesicherheit ko¨nnen mit den hier
erhaltenen Ergebnissen aus Sicht der Anwendung besta¨tigt werden.
Ein besonderes Problem stellen die beno¨tigten Rechenzeiten dar, die sich trotz der
Einfu¨hrung verschiedener innovativer Ansa¨tze (Vorkonditionierung des GA, Nach-
iteration) selbst mit sehr leistungsstarken Rechnern derzeit nicht auf ein zufrieden-
stellendes Maß reduzieren lassen. So wird beispielsweise fu¨r einen Gesamtdurchlauf
des Identiﬁkationsverfahrens im diskutierten Fall der mittigen Delamination (Ab-
schnitt 7.4.2) unter Verwendung aller Maßnahmen zur Eﬃzienzsteigerung derzeit eine
mittlere Rechenzeit von ca. 46 Stunden auf einem leistungsstarken Linux-PC beno¨tigt.
In diesem Zusammenhang empﬁehlt sich die Einrichtung eines umfassenden Daten-
pools mit Simulationsergebnissen fu¨r alle beno¨tigten Parameterkonstellationen, falls
eine Schadensprognose fu¨r eine Serie gleicher Strukturen oder Strukturkomponenten
durchzufu¨hren ist. Hiermit la¨ßt sich die modellbasierte Schadensidentiﬁkation sehr ef-
ﬁzient umsetzen. Im Rahmen der geschilderten Untersuchungen wurde ein solcher Da-
tenpool angelegt, so daß der Durchlauf des Identiﬁkationsalgorithmus im Mittel weniger
als 2 Minuten beno¨tigt. Die praktische Anwendbarkeit der entwickelten nichtlinearen
Identiﬁkationstechnik erscheint unter diesen Voraussetzungen durchaus sinnvoll und
bietet die Mo¨glichkeit eines Zeitgewinns gegenu¨ber einer experimentellen Schadensde-
tektion (vgl. Abschnitt 6.3).
Zusammenfassend bleibt festzuhalten, daß die am Modellbeispiel des Zwei-Massen-
Systems entwickelte Identiﬁkationsstrategie (Abschnitt 7.3), die ein ,computational
model update’-Verfahren mit einem nicht-glatten Strukturmodell verbindet und einen
Genetischen Algorithmus zur Lo¨sung des inversen Problems verwendet, sich in her-
vorragender Weise bei der praktischen Anwendung am realen Delaminationsproblem
bewa¨hrt hat. Selbst eine Verscha¨rfung der Nicht-Konvexita¨t des zu lo¨senden Optimie-
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rungsproblems im betrachteten Anwendungsfall fu¨hrt weiterhin zu einer erfolgreichen
Schadensdiagnose. Die aus der Schlechtgestelltheit des inversen Problems ha¨uﬁg re-
sultierenden Schwierigkeiten (Nicht-Eindeutigkeit, Stabilita¨tsverlust des Verfahrens)
konnten ohne zusa¨tzliche mathematische Maßnahmen bereits durch die Auswahl einer
begrenzten Anzahl geeigneter Meßpunkte u¨berwunden werden und sind damit ein Indiz
fu¨r die Robustheit der vorgestellten Identiﬁkationstechnik.
8Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurden Schwingungen nicht-glatter dynamischer Systeme
mit der Zielstellung untersucht, ein nichtlineares Konzept zur schwingungsbasierten
Schadensdiagnose delaminierter Strukturen zu entwickeln. Wa¨hrend herko¨mmliche Ver-
fahren zur Schadenserkennung zumeist nur globale A¨nderungen linearer Systemcharak-
teristiken analysieren und die eigentlichen lokalen Pha¨nomene im Scha¨digungsbereich
außer Acht lassen, konnte im Rahmen dieser Arbeit nachgewiesen werden, daß gerade
die gezielte Betrachtung der stark nichtlinearen Mechanismen des Delaminationsberei-
ches zu einer hervorragenden Schadenssensitivita¨t fu¨hren.
Zuna¨chst wurden anhand von mechanischen Minimalmodellen die wirksamen physi-
kalischen Pha¨nomene isoliert, die mit einem Delaminationsschaden verbunden sind.
Einseitige Kontaktbindungen und die hieraus resultierenden dissipativen Stoßkontakte
dominieren das stationa¨re Schwingungsverhalten gescha¨digter Strukturen derart, daß
deutliche A¨nderungen der Schwingungsantworten gegenu¨ber ungescha¨digten Struktu-
ren verzeichnet werden. Eine resonante harmonische Anregung stellt eine schadensrele-
vante Anregung dar, die zu einer gezielten Ausbildung der beschriebenen nicht-glatten
Bewegung fu¨hrt. In diesem Zusammenhang kann ein Schaden als lokale Nichtlinearita¨ts-
quelle interpretiert werden, deren durchdringender Charakter sich auf das Schwingungs-
verhalten der gesamten Struktur auswirkt. Diese bemerkenswerte Eigenschaft erlaubt
es, den ,Fingerabdruck’ einer bestimmten Scha¨digung an nahezu beliebigen Positionen
der Struktur abzulesen und bildet die notwendige Voraussetzung fu¨r eine Schadensdia-
gnose auf Systemebene.
Eine modellbasierte Schadensidentiﬁkation erfordert die Aufstellung eines zuverla¨ssi-
gen Simulationsmodells auf der Basis der Finite-Elemente-Methode. Hierfu¨r mußten
die Prinzipien der zuna¨chst untersuchten nicht-glatten Starrko¨rpersysteme auf ent-
sprechende FE-Modelle erweitert werden. Eine problemorientierte numerische Zeitin-
tegration auf der Basis des impliziten Newmark-Algorithmus mit Nachiteration er-
laubt eine eﬃziente Behandlung derartiger Systeme, die zugleich gewa¨hrleistet, daß
die Gro¨ße permanenter numerischer Sto¨rungen auf die mo¨glicherweise empﬁndliche
Lo¨sung begrenzt wird. Alternative Strategien fu¨r eine eﬃziente numerische Zeitinte-
gration, welche das Zentrale-Diﬀerenzen-Verfahren als wesentlichen Bestandteil einbe-
ziehen, wurden erla¨utert. Zur Abbildung der dynamischen Kontaktpha¨nomene wird
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im allgemeinen eine Gla¨ttung der Unstetigkeitsstellen durch Regularisierung vorge-
nommen, die trotz des wechselnden Bindungszustandes stets eine konstante Anzahl an
Freiheitsgraden sicherstellt. Die Fu¨lleder hierfu¨r zu treﬀenden Annahmen, verdeutlicht
die Schwierigkeiten, die mit der Anwendung der Finite-Elemente-Methode auf den Pro-
blemkreis der nicht-glatten Dynamik verbunden sind. Anhand einer umfassenden Para-
meterstudie an einer realistischen Modellsituation fu¨r die dynamischen Linienkontakte
delaminierter Strukturen konnte gezeigt werden, daß herko¨mmliche Kontaktelemente
auf der Basis einer Feder-Da¨mpfer-Regularisierung nicht geeignet sind, diesen spezi-
ellen Kontakttyp mit ausreichender Zuverla¨ssigkeit abzubilden, da Unsicherheiten bei
der Wahl der numerischen Parameter die Struktur der berechneten Lo¨sung erheblich
vera¨ndern ko¨nnen. Statt dessen konnte die in der Starrko¨rpersimulation ha¨uﬁg verwen-
dete Newtonsche Stoßhypothese um einen Penalty-Term erweitert und erfolgreich zur
Simulation stationa¨rer Schwingungen mit dissipativen Stoßkontakten im Rahmen der
FEM angewendet werden. Die durchgefu¨hrten Grundlagenexperimente fu¨r Systeme
mit linienhaftem Querstoßkontakt belegen, daß eine stark ausgepra¨gte Kontaktdissi-
pation erwartet werden kann, die maßgeblich der Wellenabstrahlung zuzuordnen ist.
Daru¨ber hinaus konnte gezeigt werden, daß die mit der Wellenausbreitung verbundene
Kurzzeitdynamik in einem wesentlich kleineren Zeitmaßstab stattﬁndet, als die fu¨r das
vorliegende Problem ausschließlich interessierende Langzeitdynamik der Schwingung.
Einem derartigen Stoßkontakt kann somit eine verschwindende Kontaktdauer zugeord-
net werden.
Aus den numerischen Betrachtungen am Minimalmodell folgt, daß fu¨r die schwingungs-
basierte Schadensdiagnose auf der Basis stationa¨rer nicht-glatter Schwingungen einperi-
odische Bewegungen mit einer Kontaktphase in jeder Periode anzustreben sind. Sie sind
orbital stabil gegenu¨ber kleinen Sto¨rungen. Eine gegenphasige Bewegung der gelo¨sten
Querschnittsteile stellt eine besonders ausgepra¨gte schadensbezogene Sensitivita¨t der
Schwingungsantworten sicher. Anhand von experimentellen Untersuchungen an dela-
minierten Mehrschichtbalken konnte zuna¨chst gezeigt werden, daß sich die numerisch
prognostizierten Schwingungspha¨nomene in gleicher Weise im Experiment wiederﬁnden
lassen. Die hierauf aufbauende experimentelle Detektionsprozedur erlaubt aufgrund des
durchdringenden Charakters der Schadensnichtlinearita¨t an nahezu beliebigen Struk-
turpunkten die Existenz eines Schadens festzustellen. Hierzu wird das Nichtlinearita¨ts-
maß des Klirrfaktors betrachtet, das als Schadensindikator dient. Anhand weniger Meß-
punkte, die mit Unterstu¨tzung eines linearen Modells geschickt gewa¨hlt werden ko¨nnen,
la¨ßt der Klirrfaktorgradient bereits eine grobe Eingrenzung des Schadensortes zu. Ei-
ne begrenzte lokale Untersuchung des zuvor aufgespu¨rten Scha¨digungsbereiches liefert
anschließend zuverla¨ssig die Lage und die Topologie des Delaminationsgebietes. Die ge-
zielte Ausnutzung der mit dem Eintritt eines Schadens verknu¨pften stark nichtlinearen
Schwingungseigenschaften fu¨hrt zu einem deutlich reduzierten Meßaufwand gegenu¨ber
lokalen experimentellen Verfahren auf Rasterbasis. Zudem wird eine ausgepra¨gte Scha-
densempﬁndlichkeit verzeichnet. Sowohl beim Modellproblem mehrschichtiger Balken-
strukturen mit verschiedenen Delaminationsszenarien als auch in der anschließenden
technischen Anwendung an einem gescha¨digtem Rotorblatt konnte in allen Fa¨llen das
Schadensbild erfolgreich rekonstruiert werden.
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Ein zweites Konzept der vorliegenden Arbeit zur zersto¨rungsfreien Schadensdiagnose
fu¨hrt die betrachteten stationa¨ren, nicht-glatten Schwingungen in ein modellbasiertes
Identiﬁkationsverfahren ein. Die zuvor behandelten Simulationsmodelle fu¨r das Schwin-
gungsverhalten delaminierter Mehrschichtbalken bilden die Grundlage fu¨r den numeri-
schen Teil des Verfahrens und besta¨tigen im Nachhinein noch einmal die Wahl einer eﬃ-
zienten, problemorientierten FE-Modellierung auf der Grundlage von Balkenelementen.
Prinzipiell kann der vorgestellte Ansatz auf jeden Strukturtyp ohne weitere Schwierig-
keiten u¨bertragen werden, solange ein entsprechendes konsistentes Strukturmodell zur
Verfu¨gung steht. Die entwickelte Identiﬁkationsstrategie basiert auf einem ,computatio-
nal model update’-Verfahren, welches das nicht-glatte Strukturmodell schrittweise an
die experimentellen Daten der realen gescha¨digten Struktur anpaßt und somit gestattet,
den tatsa¨chlichen Scha¨digungszustand im Sinne einer inversen Analyse zu rekonstruie-
ren. Die hierfu¨r aufgestellte Residuumsfunktion, welche die Abweichungen zwischen den
experimentellen Meßdaten und den numerischen Vergleichsdaten erfaßt und gewich-
tet, basiert auf den Schwingungsantworten des gescha¨digten Systems. Die hohe Scha-
denssensitivita¨t der nichtlinearen Strukturantworten kann auf die Residuumsfunktion
u¨bertragen werden. Die Minimierung des Residuums erfordert die Lo¨sung eines nicht-
konvexen Optimierungsproblems, das ha¨uﬁg durch zahlreiche lokale Minima gekenn-
zeichnet ist. Der hierfu¨r verwendete Genetische Algorithmus hat sich in hervorragender
Weise bei der praktischen Anwendung am realen Delaminationsproblem bewa¨hrt und
fu¨hrt zu einer erfolgreichen und pra¨zisen Schadensdiagnose. Die Einfu¨hrung einer Vor-
konditionierung des Optimierungsalgorithmus, die bereits vorliegende Informationen
bzw. Vermutungen u¨ber den Scha¨digungszustand gezielt in die Identiﬁkationsprozedur
einﬂießen la¨ßt, erweist sich als a¨ußerst wirkungsvolle Maßnahme, die teilweise erheb-
lichen Rechzeiten deutlich zu reduzieren. Die aus der Schlechtgestelltheit des inversen
Problems ha¨uﬁg resultierenden Schwierigkeiten (Nicht-Eindeutigkeit, Stabilita¨tsverlust
des Verfahrens) konnten ohne zusa¨tzliche mathematische Maßnahmen bereits durch
die Auswahl einer begrenzten Anzahl geeigneter Meßpunkte u¨berwunden werden und
sind damit ein Indiz fu¨r die Robustheit der vorgestellten Identiﬁkationstechnik. Der
erforderliche Meßaufwand ist als sehr gering zu bezeichnen, wa¨hrend der notwendige
Rechenaufwand, selbst bei der Beschra¨nkung auf u¨berschaubare Modelle, enorm hoch
ist. In diesem Zusammenhang kann die Einrichtung eines umfassenden Datenpools mit
den numerischen Simulationsergebnissen eine wirkungsvolle Alternative bieten, falls ei-
ne Serie gleichartiger Bauteile zu beurteilen ist. Die in einigen Arbeiten theoretisch
vermuteten Eigenschaften nichtlinearer Identiﬁkationstechniken (z.B. [20]) im Hinblick
auf die ausgepra¨gte Schadenssensitivita¨t sowie die hohe Prognosesicherheit ko¨nnen mit
den hier durchgefu¨hrten Untersuchungen aus Sicht der Anwendung besta¨tigt werden.
Generelle Schlußfolgerungen.
Als generelles Ergebnis der vorliegenden Arbeit la¨ßt sich festhalten, daß die nichtlinea-
re Betrachtungsweise gescha¨digter Strukturen ein immenses Potential beinhaltet, das
es fu¨r die weitere Entwicklung zuverla¨ssiger und eﬃzienter Schadensdiagnosetechniken
intensiv zu nutzen gilt. In experimenteller Hinsicht bedarf es hierzu einer versta¨rkten
Anstrengung um nichtlineare Analyseverfahren zu etablieren. Zusammenfassend kann
festgestellt werden, daß die aufgezeigten Verfahrenseigenschaften der schwingungsba-
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sierten Ansa¨tze ohne Zweifel eine erfolgversprechende Mo¨glichkeit bieten, die Nachteile
der klassischen Methoden der zersto¨rungsfreien Werkstoﬀpru¨fung zu u¨berwinden.
Die Anwendung der Finite-Elemente-Methode fu¨r den Problemkreis der nicht-glatten
Dynamik erscheint wegen der technischen Relevanz von dynamischen Stoßkontaktpro-
blemen a¨ußerst interessant, wenngleich die hierfu¨r beno¨tigten Grundlagen derzeit nicht
in allgemeingu¨ltiger und vollsta¨ndig abgesicherter Form zu Verfu¨gung stehen, sondern
gro¨ßtenteils problemorientiert entwickelt wurden.
Ausblick.
Mit Blick auf eine Weiterentwicklung der vorgestellten nichtlinearen Ansa¨tze wa¨re
sowohl die Untersuchung weiterer Strukturen mit Delaminationsscha¨digung als auch
die Betrachtung von Mehrfachdelaminationen wu¨nschenswert. Daru¨ber hinaus ist eine
Verallgemeinerung der Diagnosekonzepte fu¨r verschiedene Schadensformen (z.B. Risse)
von Interesse, die schließlich auch die Prognose eines mo¨glichen Scha¨digungsfortschritts
beinhaltet.
Wie bereits angedeutet wurde, besteht fu¨r die Beschreibung stationa¨rer Schwingungen
nicht-glatter Systeme mit der Finite-Elemente-Methode noch umfassender Forschungs-
bedarf, der sowohl die Weiterentwicklung der Kontaktformulierungen als auch Aspekte
der Modellzuverla¨ssigkeit und Recheneﬃzienz beru¨hrt.
Eine weitere Entwicklungsmo¨glichkeit betriﬀt direkt die modellbasierte Identiﬁkation.
Der vorgestellte Ansatz auf der Basis eines Genetischen Algorithmus eignet sich aus-
gezeichnet fu¨r eine Parallelisierung der Berechnungsprozedur und bietet damit die
Mo¨glichkeit, die Eﬃzienz eines solchen Vorgehens weiter zu verbessern. Zudem stellt
eine Kombination von globalen und lokalen Optimierungstechniken eine interessante
Entwicklungsmo¨glichkeit zur weiteren Steigerung der Konvergenzgeschwindigkeit dar.
Im Gesamtkontext der Identiﬁkation nichtlinearer Systeme, die auch außerhalb der
Zielstellung einer Schadensdiagnose von zunehmendem Interesse begleitet wird, sind
zahlreiche Fragestellungen u.a. nach mo¨glichen Residuumsfunktionen fu¨r nichtlinea-
re Systeme sowie Kriterien zur Bestimmung des Ursprungs nichtlinearer Eﬀekte von
Interesse.
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