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Cluster and classification analysis are very interesting data mining topics that can be 
applied in many fields. Clustering includes the identification of subsets of the data that 
are similar. Intuitively, samples within a valid cluster are more similar to each other than 
they are to a sample belonging to a different cluster. Samples in the same cluster have 
the same label. The aim of data classification is to set up rules for the classification of 
some observations that the classes of data are supposed to be known. Here, there is a 
collection of classes with labels and the problem is to label a new observation or data 
point belonging to one or more classes of data. The focus of this thesis is on solving 
clustering and classification problems. Specifically, we will focus on new optimization 
methods for solving clustering and classification problems. First we briefly give some 
data analysis background. Then a review of different methods currently available that 
can be used to solve clustering and classification problems is also given.  
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Clustering problem is discussed as a problem of non-smooth, non-convex optimization 
and a new method for solving this optimization problem is developed. This optimization 
problem has a number of characteristics that make it challenging: it has many local 
minimum, the optimization variables can be either continuous or categorical, and there 
are no exact analytical derivatives. In this study we show how to apply a particular class 
of optimization methods known as pattern search methods to address these challenges. 
This method does not explicitly use derivatives, and is particularly appropriate when 
functions are non-smooth. Also a new algorithm for finding the initial point is proposed. 
We have established that our proposed method can produce excellent results compared 
to those previously known methods. Results of computational experiments on real data 
sets present the robustness and advantage of the new method. Next the problem of data 
classification is studied as a problem of global, non-smooth and non-convex 
optimization; this approach consists of describing clusters for the given training sets. 
The data vectors are assigned to the closest cluster and correspondingly to the set, which 
contains this cluster and an algorithm based on a derivative-free method is applied to the 
solution of this problem. The proposed method has been tested on real-world datasets. 
Results of numerical experiments have been presented which demonstrate the 
effectiveness of the proposed algorithm. 
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Abstrak tesis untuk dibentangkan kepada Senat Universiti Putra Malaysia bagi 
memenuhi syarat  ijazah Doktor Falsafah. 
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Analisis berkelompok dan pengelasan adalah topik data lombong yang menarik yang 
boleh digunakan dalam banyak bidang. Berkelompok termasuk pencaman bagi subset 
untuk data yang serupa. Sampel dalam suatu kelompok yang sah adalah lebih serupa 
antara satu dengan lain daripada sample kepunyaan suatu kelompok berbeza. Sampel 
dalam kelompok yang sama mempunyai sama label. Tujuan pengelasan data adalah   
menyediakan petua untuk pengelasan bagi beberapa pengamatan yang kelas data 
diandaikan dah tahu. Di sini, ada suatu pungutan kelas dengan label dan masalah adalah 
melabelkan suatu pengamatan baharu atau titik data dipunyai oleh satu atau lebih kelas 
data. Tumpuan tesis ini adalah menyelesaikan masalah berkelompok dan 
penpelasan.Khususnya, kita akan tumpukan ke atas kaedah pengoptimuman baharu 
untuk menyelesaikan masalah berkelompok dan pengelasan. Mula mula kita berikan 
beberapa latarbelakang data analisis. Kemudian kita berikan suatu sorotan kaedah   
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berbeza yang sediada masa kini yang boleh digunakan untuk menyelesaikan masalah 
berkelompok dan pengelasan. Masalah berkelompok dibincangkan sebagai suatu 
masalah penngoptimuman tak licin, tak cembung dan sutu kaedah baharu bagi 
menyelesaikan masalah pengoptimuman ini di bangunkan. Masalah pengoptimuman ini 
mempunyai suatu bilangan ciri yang membuatkannya mencabar: ia ada banyak 
minimum setempat, pembolehubah pengoptimuman boleh jadi samada selanjar atau 
berkategori, dan tiada terbitan beranalitik. Dalam pengajian ini kita tunjukkan 
bagaimana untuk menggunakan suatu kelas khusus bagi kaedah pengoptimuman yang 
dikenali sebagai kaedah gelintaran corak untuk mengusulkan  cabaran ini. Kaedah ini 
tidak menggunakan terbitan secara tak tersirat dan adalah sesuai apabila fungsi adalah 
tak licin. Juga suatu algoritma baharu untuk mencari titik awal dicadangkan. Kita telah 
buktikan bahawa kaedah baharu yang dicadangkan boleh mengeluarkan keputusan 
cemerlang berbanding dengan kaedah terdahulu. Keputusan ujikaji pengkomputeran di 
atas set data nyata mengesahkan keteguhan dan kebaikan bagi kaedah baharu. 
Kemudian masalah pengelasan data dikaji sebagai masalah pengoptimuman sejagat, tak 
licin dan tak cembung; pendekatan ini mengandungi kelompok perihalan untuk set 
latihan yang diberi.  Vektor data diumpukkan kepada kelompok terhampir dan 
berpadanan kepada set yang mengandungi kelompok ini dan algoritma berasaskan ke 
atas kaedah bebas terbitan digunakan kepada penyelesaian masalah ini. Kaedah yang 
dicadang telah diuji ke atas set data dunia nyata. Keputusan ujikaji berangka telah 
dikemukakan dan menunjukkan keberkesanan algoritma yang dicadangkan.  
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