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ABSTRACT
We introduce methods which allow observed galaxy clustering to be used together
with observed luminosity or stellar mass functions to constrain the physics of galaxy
formation. We show how the projected two-point correlation function of galaxies in
a large semi-analytic simulation can be estimated to better than ∼ 10% using only a
very small subsample of the subhalo merger trees. This allows measured correlations to
be used as constraints in a Monte Carlo Markov Chain exploration of the astrophysical
and cosmological parameter space. An important part of our scheme is an analytic
profile which captures the simulated satellite distribution extremely well out to several
halo virial radii. This is essential to reproduce the correlation properties of the full
simulation at intermediate separations. As a first application, we use low-redshift
clustering and abundance measurements to constrain a recent version of the Munich
semi-analytic model. The preferred values of most parameters are consistent with those
found previously, with significantly improved constraints and somewhat shifted ”best”
values for parameters that primarily affect spatial distributions. Our methods allow
multi-epoch data on galaxy clustering and abundance to be used as joint constraints on
galaxy formation. This may lead to significant constraints on cosmological parameters
even after marginalising over galaxy formation physics.
Key words: galaxies: formation – cosmology: theory – cosmology: large-scale struc-
ture of Universe
1 INTRODUCTION
Galaxy formation is a complex process involving many as-
trophysical ingredients spanning a very wide range of scales.
Because of this, any model of galaxy formation – be it hy-
drodynamical, analytical or semi-analytical in nature – has
to rely on some set of observations in order to constrain the
representation of physical processes that cannot be derived
from first principles, or be simulated directly.
Hydrodynamical simulations can simulate baryonic pro-
cesses directly on large scales while relying on sub-grid
recipes to model relevant processes below the resolution
limit. As such simulations are relatively expensive compu-
tationally, the values of the parameters in the sub-grid for-
mulations usually have to be chosen by comparing a set of
⋆ E-mail: marcel@berkeley.edu
simulations run at lower resolution or in smaller volumes
to some observational quantity, though these numerical set-
tings themselves may impact which parameter values are
appropriate. Still, as the available computational resources
are ever growing, the number of processes which cannot be
simulated directly is slowly decreasing (e.g. Hopkins et al.
2014), and valiant efforts are currently being made to im-
prove the accuracy of direct cosmological simulations (e.g.
Illustris, Vogelsberger et al. 2014, and EAGLE, Schaye et al.
2015, Crain et al. 2015).
Semi-analytic models (hereafter SAMs), on the other
hand, necessarily require calibration of additional physical
parameters to describe the baryonic processes which are not
simulated directly on any scale. However, once the high-
resolution collisionless simulations that they are based on
have been run and stored, they can be carried out many
times with different parameter values at relatively low com-
c© 2015 RAS
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putational cost. Coupled with a method to efficiently ex-
plore parameter space such as Monte Carlo Markov Chains
(MCMC, a method introduced in SAMs by Kampakoglou,
Trotta & Silk 2008 and Henriques et al. 2009), this allows
one to find the highest-likelihood set of parameters for any
given model, based on a set of observational constraints.
Typically, SAMs use observational data sets of one-
point functions, such as stellar mass or luminosity func-
tions, as constraints for their model parameters (e.g. Kauff-
mann, White & Guiderdoni 1993, Baugh, Cole & Frenk
1996, Somerville & Primack 1998, Kauffmann et al. 1999,
Cole et al. 2000, Croton et al. 2006, Bower et al. 2006,
Monaco, Fontanot & Taffoni 2007, Somerville et al. 2008,
Henriques et al. 2009, Guo et al. 2011, Henriques et al. 2013,
see Baugh 2006 for a review on the general methodology).
The resulting models of galaxy formation can then be tested
against other observables (i.e. observables that are indepen-
dent of those used as constraints) and be used to make pre-
dictions for these. A delicate balance must be maintained
here: if the model has too many free parameters, prior re-
gions that are too wide, or if there are too few (independent)
observational constraints, degeneracies may occur (i.e. wide
regions of high likelihood in parameter space, possibly with
multiple peaks), while too little freedom or failing to include
some relevant physical process may leave the model unable
to match several observables at once.
SAMs constrained to match observed luminosity or stel-
lar mass functions have typically had trouble matching the
small-scale clustering of galaxies (e.g. Kauffmann et al. 1999,
Springel et al. 2005, Li et al. 2007, Guo et al. 2011, Kang
et al. 2012; but see e.g. Kang 2014, Campbell et al. 2015).
In order to determine the cause of this discrepancy, and to
test whether the models retain enough freedom to match
the observed clustering at all, it would be instructive to use
clustering measurements as additional constraints while ex-
ploring parameter space. As galaxy clustering is determined
by how galaxies with different properties populate haloes of
different mass, it directly constrains galaxy formation, in a
way that is complementary to, for example, the luminosity
function.
However, this presents a problem: while one-point func-
tions such as the stellar mass function can be quickly esti-
mated with known uncertainty by running the model on a
small sample of representative haloes, allowing large regions
of parameter space to be rejected without having to run the
model on the full dark matter simulation, the same cannot
be done simply for two-point functions such as the correla-
tion function. In principle, any observable that relies on spa-
tial correlations between galaxies can only be calculated by
running the model on the full simulation, which is computa-
tionally infeasible when thousands of parameter sets need to
be explored. While running the SAM on a small sub-volume
may allow one to measure small-scale correlations to some
degree, cosmic variance will be an issue. Additionally, if one
aims to compare to observations, where clustering is viewed
in projection (unless line-of-sight velocities are used), one
still has to account for large-scale correlations, even at small
separations.
Here, we present an efficient method, based on the halo
model, to estimate the projected correlation function, w(rp),
to some known uncertainty from a small sample of haloes,
and we apply it to constrain the version of the Munich semi-
analytic model presented in Guo et al. (2013, hereafter G13).
By measuring the properties of galaxies within individual
haloes and making informed assumptions about the distri-
bution of these haloes, we are able to circumvent the afore-
mentioned problems, greatly reducing the CPU time needed
to predict their two-point clustering.
This paper is organised as follows. In Section 2, we
present our method for estimating w(rp) and briefly describe
the semi-analytic model we apply it to. Next, in Section 3,
we show the results of using clustering as an additional con-
straint on parameter space, in addition to the oft-used z = 0
stellar mass function. Finally, in Section 4 we present a sum-
mary of our work and discuss future improvements and ap-
plications.
2 METHOD
2.1 Estimating the correlation function
Our approach is slightly different to that of most previous
works constructing a correlation function estimator based
on the halo model, where the aim is typically to reproduce
observations given some parametrised halo occupation dis-
tribution (HOD). Here, our goal is instead to reproduce the
results of the semi-analytic model run on the full dark matter
simulation to within some given accuracy, given the galaxy
properties for a small sample of haloes. As we will show,
we are able to reproduce the projected correlation function
of the full simulated galaxy sample to within ∼ 10%, us-
ing the properties of semi-analytical galaxies occupying less
than 0.04% of the full halo sample (0.14% of the subhalo
sample).
2.1.1 The backbone of the model
Our starting point is the linear halo model, introduced inde-
pendently by Seljak (2000), Ma & Fry (2000) and Peacock
& Smith (2000). In what follows, we will adhere to the ter-
minology of Cooray & Sheth (2002). In the analytical halo
model the power spectrum, P (k), is written as the sum of
two terms:
P (k) = P 1h(k) + P 2h(k). (1)
Here P 1h(k) is the 1-halo term, describing the two-point
clustering contribution of points within the same halo, and
P 2h(k) is the 2-halo term, describing the contribution of
points within separate haloes. For the clustering of matter,
these are given by:
P 1hdm(k) =
∫
n(M)
(
M
ρ¯
)2
|u(k|M)|2dM
P 2hdm(k) =
∫ ∫
n(M1)
(
M1
ρ¯
)
u(k|M1)× (2)
n(M2)
(
M2
ρ¯
)
u(k|M2)Phh(k|M1,M2)dM1dM2.
Here M = M200mean is the halo mass definition
1 we will
be using throughout, n(M) is the halo mass function, ρ¯ is
1 M200mean is the mass within a spherical region with radius
R200mean and internal density 200 × ρ¯ = 200× Ωmρcrit.
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the mean matter density of the Universe, u(k|M) is the
normalised Fourier transform of the density profile of a
halo of mass M , and Phh(k|M1,M2) is the halo-halo power
contributed by two haloes of masses M1 and M2 on a
Fourier scale k. We can rewrite the latter term assuming
a linear scale-independent bias relation, Phh(k|M1,M2) =
b(M1)b(M2)Plin(k), where b(M) is the halo bias and Plin
the linear theory matter power spectrum. We then obtain:
P 2hdm(k) = Plin(k)
[∫
n(M)b(M)
(
M
ρ¯
)
u(k|M)dM
]2
. (3)
From these expressions, one can straightforwardly derive a
simple model for the galaxy power spectrum. Since we are
interested in the clustering of galaxies instead of mass, we
replace M/ρ¯ by 〈Ngal|M〉 /n¯gal and, since galaxies are dis-
crete objects, (M/ρ¯)2 by 〈Ngal(Ngal − 1)|M〉 /n¯
2
gal, leading
to:
P 1hgal(k) =
∫
n(M)
〈Ngal(Ngal − 1)|M〉
n¯2gal
ugal(k|M)
pdM (4)
P 2hgal(k) = Plin(k)
[∫
n(M)b(M)
〈Ngal|M〉
n¯gal
ugal(k|M)dM
]2
.
Here the mean number density of galaxies is given by ngal =∫
n(M) 〈Ngal|M〉 dM . Note that we have followed Cooray
& Sheth (2002) in replacing the normalised Fourier trans-
form of the halo density profile, u(k|M), by one describing
the distribution of (satellite) galaxies, ugal(k|M), and sub-
sequently in changing the power-law index on this term in
the 1-halo term by p. This is often done in the literature in
order to be able to differentiate between contributions from
central-satellite and satellite-satellite terms, with p = 1 for
the former and p = 2 for the latter, based on the value
of 〈Ngal(Ngal − 1)〉. 〈Ngal|M〉 – the most common form of
the HOD – is often separated into contributions from cen-
trals and satellites as well, with the former (Ncen) being
either 0 or 1, and the latter (Nsat) being very well approx-
imated by a (linear) power law (e.g. Guzik & Seljak 2002,
Kravtsov et al. 2004, Zehavi et al. 2005, Tinker et al. 2005,
Zheng et al. 2005). From this, approximate expressions for
〈Ngal(Ngal − 1)〉 in terms of Ncen and Nsat can be derived
as well.
However, as our aim is to reproduce the results of
the semi-analytic model, for which information on the
HOD and the galaxy type is much more readily avail-
able than for observations, we can explicitly separate the
contributions from central and satellite galaxies to the
galaxy power spectrum without approximation. Keeping in
mind that a halo will contain at most one central, mean-
ing that 〈Ncen(Ncen − 1)|M〉 = 0, that 〈NcenNsat|M〉 =
〈NsatNcen|M〉, and using that central galaxies reside in the
centre of the halo and should therefore not be weighted by
the profile, we derive:
P 1hgal(k)=2
∫
n(M)
〈NcenNsat|M〉
n¯2gal
[ugal(k|M)−WR(k)] dM +
∫
n(M)
〈Nsat(Nsat−1)|M〉
n¯2gal
[
ugal(k|M)
2−WR(k)
2
]
dM
P 2hgal(k)=Plin(k)
[∫
n(M)b(M)
〈Ncen|M〉
n¯gal
dM + (5)
∫
n(M)b(M)
〈Nsat|M〉
n¯gal
ugal(k|M)dM
]2
.
Note that we have followed Valageas & Nishimichi (2011)
in adding a counterterm to the halo profiles in the 1-halo
term, which ensures the 1-halo term goes to zero for k → 0.
Here WR(k) is the Fourier transform of a spherical top-hat
of radius R(M) = [3M/(4πρ¯)]1/3, given by:
WR(k) = 3
(
sin(kR)
(kR)3
−
cos(kR)
(kR)2
)
. (6)
In our model, we take Plin(k) to be the measured power
spectrum of the initial conditions of the dark matter simu-
lation. We calculate the halo mass function, n(M), directly
from the dark matter simulation too and spline-fit the re-
sults. Furthermore, we use the fit for theM200mean halo bias
function provided by Tinker et al. (2010) for b(M), and com-
pute each of the four HOD terms directly from the SAM run
on our halo subsample, spline-fitting these results as well.
2.1.2 The galaxy distribution
The normalised Fourier transform of the galaxy distribution,
ugal(k|M), is often derived from the dark matter mass profile
of the halo. This in turn is usually assumed to be equal to the
Navarro, Frenk & White (1997, NFW) profile, cut off at the
virial radius rvir = R200mean, with some concentration-mass
relation c(M):
ρNFW(r) =
ρ0
(r/rs)(1 + r/rs)2
, (7)
where rs = rvir/c is the scale radius. The main advantage of
using the one-parameter NFW profile is that this leads to
an analytic expression for u(k|M). However, many authors
have shown that the Einasto (1965) profile provides a more
accurate fit to the mean profile of haloes of a given mass,
and to the distribution of dark matter substructure (e.g.
Navarro et al. 2004, Merritt et al. 2005, 2006, Gao et al.
2008, Springel et al. 2008, Stadel et al. 2009, Navarro et al.
2010, Reed, Koushiappas & Gao 2011, Dutton & Maccio`
2014). The two-parameter Einasto density profile is given
by:
ρEin(r) = ρ0 exp
{
−
2
α
[(
r
rs
)α
− 1
]}
, (8)
where the shape parameter α allows additional freedom in
the slope of the profile. This function does not have an ana-
lytic Fourier transform, and an extra numerical integration
step is therefore needed when replacing the NFW profile by
an Einasto one. The larger degeneracies in fitting a two-
parameter model also mean more data points are needed to
obtain a reliable fit. Still, when the computational expense is
acceptable and enough information on the measured profile
is available, the increased accuracy will be worth the cost.
We find that the Einasto profile provides a very good fit
to the distribution of satellite galaxies in the inner parts of
haloes in our simulation. But even the Einasto profile over-
predicts the number of galaxies at large radii, r & 0.7rvir.
Furthermore, standard practice is to cut off the profile at the
virial radius, while we find that ∼ 10% of the satellite galax-
ies in our simulation are found at distances 1 < r/rvir < 3.
Note that these galaxies are not necessarily outside the viri-
alised region, as haloes are typically not spherical objects. In
addition, simulated haloes are truncated in a non-spherical
manner at the boundary imposed by the Friends-of-Friends
c© 2015 RAS, MNRAS 000, 1–17
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Figure 1.Galaxy number density profiles for all Guo et al. (2011)
halo members with stellar masses 10.27 < log10(M∗/M⊙) <
10.77, for five different halo mass bins (shown in different colours).
The legend shows the mean logarithmic mass in each of the bins.
Solid lines indicate the measured profiles, while dashed lines show
our best fits (see equation (12)). The halo mass bins are dynami-
cally chosen such that each contains roughly the same number of
galaxies, and the fits are performed using 30 radial bins spaced
equally in log-space between log10 x = −2.5 and log10 x = 0.5.
The three-parameter fit we use, given in equation (12), captures
the measured satellite profile extremely well, even out to several
times the virial radius, where the popular NFW and Einasto pro-
files often fail because of the edge imposed by halo definition in the
simulation. For more information on how the fits are performed,
see Appendix A.
(FoF) group finder used to define them. Finally, subhaloes
may travel outside the virial radius again after infall (“back-
splash”, e.g. Balogh, Navarro & Morris 2000, Mamon et al.
2004, Gill, Knebe & Gibson 2005). We therefore seek a pro-
file with similar small-scale behaviour to the Einasto profile,
while simultaneously fitting the galaxy population of simu-
lated haloes out to ∼ 3rvir.
We find that the following functional form is capable of
providing an excellent match to the galaxy distribution over
the full range of scales we consider, and at any halo mass:
nsat(r) = n0
(r
b
)a−3
exp
{
−
(r
b
)c}
. (9)
This fitting function has three parameters, a, b and c. Note
that the role of b is similar to that of rs in the Einasto pro-
file. Both the Einasto and this new profile are near universal
if defined in terms of x ≡ r/rvir. If we rewrite both profiles
in terms of x and integrate them to obtain N(< r), the sim-
ilarities and differences between the profiles are most easily
appreciated. For the Einasto profile:
NEin(< r) = Ntot
γ
[
3
α
, 2
α
(
x
rs
)α]
γ
[
3
α
, 2
α
(
xmax
rs
)α] , (10)
while for the profile given in equation (9):
Nsat(< r) = Ntot
γ
[
a
c
,
(
x
b
)c]
γ
[
a
c
,
(
xmax
b
)c] . (11)
Here γ(a, b) is the lower incomplete gamma function, and
we have assumed the profiles cut off at some xmax. The sim-
ilarities in the two profiles are clear. The main difference
is that the two parameters of the gamma function can be
independently manipulated for our new profile, which ef-
fectively allows for a steeper profile at large x and conse-
quently a better match to the galaxy distribution around the
virial radius. In practice, we fit a normalised number den-
sity profile nsat(r)/ 〈Nsat〉 to the satellite distribution before
numerically Fourier transforming this to obtain ugal(k|M).
For completeness, nsat(r)/ 〈Nsat〉 is given by:
nsat(r)
〈Nsat〉
=
c
4πb3r3virγ
[
a
c
,
(
xmax
b
)c]
(x
b
)a−3
exp
{
−
(x
b
)c}
.
(12)
In our model we set xmax = 5. Even for small halo samples,
the three parameters of the fit are sufficiently independent
to ensure degeneracies are not a problem, i.e. fits with the
new profile provide stable results even for a small number
of sample points.
An example is given in Figure 1, where we show the
best-fit model for all halo members with stellar masses
10.27 < log10(M∗/M⊙) < 10.77 in the Guo et al. (2011)
semi-analytic model, for five different halo mass bins. The
solid lines show the measured number density profiles, while
the dashed lines show the best fits for the profile in equation
(12). The radii of satellite galaxies in each halo mass bin are
not binned when fitting, but instead used as direct inputs
for a likelihood function which we maximise to find the best
fit. This likelihood function is constructed assuming that
the number of satellites found at each radius is a Poisson
variable with mean given by the profile (see Appendix A).
After finding the best-fit profile parameters in each halo
mass bin, we fit an Akima spline through each of the three
parameters as a function of halo mass to obtain smooth
functions that are stable to outliers. Not only does the profile
given in equation (12) fit the simulated satellite distribution
extremely well for a large range in mass and radius, it is also
parametrised in a way that yields very stable fits when only
a few galaxies are available. This is important as we will only
be using a very small set of haloes to inform our model, and
the resulting clustering prediction is very sensitive to the
satellite profile fits.
2.1.3 Halo exclusion
The standard halo model does not account for halo exclu-
sion, meaning that the distance between two haloes is al-
lowed to be arbitrarily close to zero. As a consequence, the
2-halo term is overestimated on small scales. We have im-
plemented halo exclusion following the approach of Baldauf
et al. (2013). They suggest a correction to the 2-halo term,
such that P ′2h(k) = P2h(k)−Pcorr(k). If the sum of two halo
radii (i.e. their minimum separation) is R, this correction
term is given by Pcorr(k) = Vexcl [P2h ∗WR] (k)+VexclWR(k),
where [A∗B](k) denotes a convolution integral between func-
tions A(k) and B(k), and where Vexcl = (4π/3)R
3 is the
effective excluded volume. For galaxies, the correction term
can be split into separate contributions for central-central,
central-satellite and satellite-satellite galaxy pairs, as:
Pcorr(k)=(1− fsat)
2Pcorr,cc(k) +
2fsat(1− fsat)Pcorr,cs(k) + f
2
satPcorr,ss(k), (13)
where fsat is the satellite fraction. We calculate averaged
minimum separation radii Rcc, Rcs and Rss separately for
c© 2015 RAS, MNRAS 000, 1–17
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Figure 2. The FoF halo mass function, showing the number of
haloes available in the Millennium Simulation at z = 0 (black)
and the number randomly selected as a function of M200mean in
each subsample (red). The subsamples each comprise less than
0.04% of the total halo sample, or 0.14% of the total subhalo
sample. The selection function was built iteratively by demanding
that ∼ 99% of the random samples it generates lead to projected
correlation functions that are within 30% of the full sample pre-
diction. Low-mass haloes were favoured over high-mass haloes in
order to suppress the size of the trees used in the SAM. Even
so, the fraction of FoF groups needed to match the correlation
function within some uncertainty at any stellar mass is higher for
more massive haloes.
each pairing and each stellar mass bin, by integrating over
all halo masses. The final halo exclusion correction terms
are then given by:
Pcorr,cc(k)=Vexcl [P2h,cc ∗WRcc ] (k) + VexclWRcc(k),
Pcorr,cs(k)=(ugal(k|Mh,sat)−WRsat(k))×
(Vexcl [P2h,cs ∗WRcs ] (k) + VexclWRcs(k)) , (14)
Pcorr,ss(k)=
(
ugal(k|Mh,sat)
2 −WRsat(k)
2)×
(Vexcl [P2h,ss ∗WRss ] (k) + VexclWRss(k)) ,
where Mh,sat is the typical halo mass of the satellite popula-
tion. Note that we have again taken into account the coun-
terterms proposed by Valageas & Nishimichi (2011), with
Rsat corresponding to the size of the Lagrangian region of
the typical halo mass of the satellite population.
Implementing halo exclusion significantly improves our
model predictions around the 1-halo and 2-halo transition
scale (r ∼ 1Mpc) for our most massive stellar mass bin.
For our fiducial model, we observed no noticeable effects on
the projected correlation function for stellar masses M∗ .
1011 M⊙.
2.1.4 Correction for non-sphericity and halo alignment
As is common, we have assumed a spherical distribution
of satellite galaxies around each central. In reality, haloes
and consequently their galaxy populations are triaxial. van
Daalen, Angulo & White (2012) investigated the effect of
assuming a spherical distribution on the two-point correla-
tion function and galaxy power spectrum, and found that
the effects can be quite large, with the true power being un-
derestimated by 1% around k = 0.2 hMpc−1 to 10% around
k = 25hMpc−1, increasing even more towards smaller scales
Figure 3. The fractional difference between our model predic-
tions of the projected galaxy correlation function and a direct
calculation, for galaxies in the Guo et al. (2011) semi-analytic
model. Here we use the full simulated galaxy sample as an in-
put to our model. Results are shown for six different stellar mass
bins, indicated by lines of different colours, over the range where
SDSS/DR7 data is available for each. The overall agreement is
within 10%. The most massive stellar mass bin is most sensitive to
the approximations made in the halo model, and has only a small
number of satellites, making it difficult to get an accurate predic-
tion for its (relatively) small-scale behaviour. However, this mass
bin also has next to no impact on the constraints on the galaxy
formation parameters, as it is only weakly sensitive to them. On
the other hand, the four least massive stellar mass bins, which are
the most sensitive to the parameters of the SAM, show excellent
agreement between the real and predicted clustering functions.
(see the right panel of their Figure 3). We have repeated
their analysis and found that the functional shape of this
underestimation of the power appears to be completely in-
dependent of the stellar mass of the galaxies. We therefore
fit a function e(k) through these results and use this to cor-
rect our halo model power spectra for the combined effects of
non-sphericity and halo alignment. The final galaxy power
spectrum that comes out of our model for a given set of
galaxies is therefore:
Pgal = [P
1h
gal(k) + P
2h
gal(k)]/[1 + e(k)], (15)
with P 1hgal(k) and P
2h
gal(k) given by equation (6).
2.1.5 Assembly bias
Zentner, Hearin & van den Bosch (2014) have shown that
not including assembly bias in a clustering model leads to
significant systematics. As van Daalen, Angulo & White
(2012) showed, assembly bias is also reflected in the galaxies
of the Guo et al. (2011) model. However, assembly bias is
generally only a significant systematic when the galaxies are
split by a property other than mass, e.g. colour or age, which
we do not do here. Most importantly, since our clustering es-
timator is based on the HOD and satellite profile of galaxies
in the simulation, assembly bias is implicitly included in our
results. Indeed, as we will show in §2.1.8, our estimator does
not seem to contain any significant scale-independent sys-
tematics. We therefore do not include an explicit correction
for assembly bias in our model.
c© 2015 RAS, MNRAS 000, 1–17
6 M. P. van Daalen et al.
Figure 4. The fractional difference between the predictions of our model for different halo subsamples and the model prediction for
the full sample. Each subsample consists of about 0.14% of the total subhalo sample (see text for details). The colours indicate the
same stellar mass bins as in Figure 3. Dotted lines are shown at ±20% for reference. Left: The predictions of each of 100 separate
realisations, showing the scatter around the full sample result. Right: Same as the left panel, but now showing only the median, 16th and
84th percentiles for 500 different samples. Even using a small random sample, our model can quickly estimate the projected correlation
function to ∼ 10% precision. Note that even more accurate results can be achieved at the cost of a larger halo sample.
2.1.6 Converting to the projected correlation function
To obtain the projected correlation function from the galaxy
power spectrum, we numerically perform two standard
transformations. First, to obtain the 3D correlation func-
tion:
ξ(r) =
1
2π2
∫
∞
0
k2P (k)
sin kr
kr
dk, (16)
and, finally, to obtain the projected galaxy correlation func-
tion:
w(rp) = 2
∫ πlim
0
ξ
(√
r2p + π2
)
dπ = 2
∫ rlim
rp
rξ(r)√
r2 − r2p
dr.
(17)
Here rp and π are the projected and line-of-sight separa-
tion, respectively, and rlim =
√
r2p + π
2
lim. Formally, the
integration limit is rlim = ∞, but in order to directly
compare our model w(rp) to that of observations we set
rlim = 40 h
−1 Mpc, and convert all units from Mpc/h to
Mpc. As van den Bosch et al. (2013) point out, this ignores
the contribution of peculiar velocities beyond the integration
limit, which may bias the projected correlation function on
the largest scales probed. However, since the largest scales
are the least interesting for our current investigation, we do
not attempt to correct for this.
2.1.7 Selection function
Sample haloes are randomly selected following the selection
function shown in Figure 2, a power law with a cut-off at a
maximum of 200 haloes per 0.1 dex in halo mass.
The selection function was initially constructed itera-
tively by demanding that the projected correlation functions
resulting from & 99% of its random samples should agree
with those from the full sample in each stellar mass bin
to within 30%. Low-mass haloes were favoured over high-
mass haloes by weighting each halo by the average num-
ber of subhaloes for its mass, in order to down-weight large
merger trees. For the same reason, the constraint on the ac-
curacy of the projected correlation function for galaxies with
M∗ > 10
11.27 M⊙ was relaxed, as it would require almost
all of the highest-mass haloes to achieve ∼ 10% accuracy
consistently for the clustering of these rare (mostly central)
galaxies.
After building several selection functions in this way, we
found that on average they were well approximated by the
combination of a constant value and a power law (rounded
to integer values) shown as the red line in Figure 2. The sub-
samples generated by this selection function each comprise
less than 0.04% of the total FoF halo sample, or 0.14% of
the total subhalo sample.
2.1.8 Performance of the model
We compare w(rp) predicted by applying our estimator to
the full halo sample to that measured directly on the simu-
lation for the Guo et al. (2011) model in Figure 3. Here we
show the relative difference between the two for six different
bins in stellar mass, indicated as ranges in log10(M∗/M⊙).
We only show the results over the range where we con-
strain w(rp) using observations. The model performs well,
and deviations from the true correlation function are below
15% except for the most massive galaxy bin. The magni-
tude of the mismatch tends to increase with stellar mass.
The large-scale disagreement is caused by the model slightly
under-predicting the power in the transition region between
the 1-halo and 2-halo terms, while the small-scale offset is
mostly due to the 1-halo term in the power spectrum be-
ing slightly overestimated around k = 1hMpc−1. However,
overall the agreement is good, especially considering our rel-
atively simple treatment of e.g. the halo bias (linear and
scale-independent), and we leave further improvements –
such as using a halo-halo power spectrum measured from
the dark matter only simulation instead of a biased linear
power spectrum – to future work. Note that the clustering
predictions in the four lowest mass bins (M∗ < 10
10.27 M⊙)
are always accurate to better than 10%. This is important,
as the clustering of these galaxies on sub-Mpc scales is sen-
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Parameter Description Units
αSF Star formation efficiency –
M˜crit Star formation threshold M⊙ km s
−1Mpc−1
αSF,burst Star formation burst mode efficiency –
βSF,burst Star formation burst mode slope –
kAGN Radio feedback efficiency h
−1M⊙ yr
−1
fBH Black hole growth efficiency –
VBH Quasar growth scale km s
−1
ǫ SN mass-loading efficiency –
Vreheat Mass-loading scale km s
−1
β1 Mass-loading slope –
η SN ejection efficiency –
Veject SN ejection scale km s
−1
β2 SN ejection slope –
γ Ejecta reincorporation scale factor –
y Metal yield fraction –
Rmerger Major-merger threshold ratio –
αfriction Dynamical friction scale factor –
Table 1. Parameters varied in the MCMC. The best-fit values (as well as the G13 values and the prior ranges) are shown in Figure 10.
For more information we refer to G13.
sitive to changes in the galaxy formation parameters, and
therefore holds the most constraining power.
The true power of the model lies in its ability to re-
produce the clustering prediction for the full sample from
only a small subsample of FoF groups. In Figure 4 we com-
pare the predictions for a large set of random subsamples
selected according to the selection function shown in Fig-
ure 2 to the model prediction for the full sample. The dotted
lines indicate offsets of ±20% for reference, and the colours
indicate the same stellar mass bins as in Figure 3. For all
but the highest mass bin, the model on average reproduces
the clustering prediction of the full sample to the 1% level,
with a sample-to-sample scatter that is typically < 10%.
This shows that the model is capable of reproducing the full
sample estimate using only a small fraction of all the haloes.
While the model is sensitive to the number of high-
mass haloes used, it is not sensitive to the low-mass end.
Raising the low-mass ceiling of our selection function from
200 to 1000 haloes only slightly lowers the scatter for rp <
40 kpc while having no significant effect on larger scales,
while lowering the ceiling to 40 haloes increases the scatter
on all scales by about 50% while increasing the median offset
only for rp < 40 kpc, to on average 10% on the smallest
scales.
We find that the accuracy of the estimator is not sensi-
tive to the galaxy formation parameters used, but is instead
mainly determined by the particular haloes in the sample.
Indeed, as we will see, our predictor works equally well for all
sets of best-fit parameters we explore in §3. This means that
we could in principle construct an optimal (i.e. maximally
representative) sample of haloes, given some selection func-
tion, and reasonably expect this sample to give highly ac-
curate predictions throughout the SAM’s parameter space.
Here, we have instead chosen the simpler approach of gen-
erating several random halo samples and using the one that
lies closest to the medians shown in Figure 4.
2.2 The SAM and MCMC
As our estimator is able to quickly and accurately recover
the projected correlation function from a very small subsam-
ple of haloes, this makes it ideally suited for constraining the
parameter space of semi-analytic models using the projected
correlation function. In this work we present a first applica-
tion, where we constrain the model of G13, a recent version
of the Munich semi-analytical code, using both the galaxy
stellar mass function (SMF) and the projected galaxy cor-
relation function. For this we utilise the same data sets as
presented in G13. Since we will only utilise the Millennium
Simulation, and not Millennium II, we only use constraints
for stellar masses M∗ > 10
9 h−1 M⊙.
The G13 model includes 17 parameters which together
determine the outcome of galaxy formation. These are (see
Table 1): the star formation efficiency (αSF); the star for-
mation criterion (M˜crit, or equivalently Σcrit); the star for-
mation efficiency in the burst phase following a merger
(αSF,burst); the slope on the merger mass ratio determining
the stellar mass formed in the burst (βSF,burst); the AGN
radio mode efficiency (kAGN); the black hole growth effi-
ciency (fBH); the typical halo virial velocity of the black
hole growth process (VBH); three parameters governing the
reheating and injection of cold disk gas into the hot halo
phase by supernovae (SNe), namely the gas reheating ef-
ficiency (ǫ), the reheating cut-off velocity (Vreheat) and the
slope of the reheating dependence on Vvir (β1); three param-
eters governing the ejection of hot halo gas to an external
reservoir, namely the gas ejection efficiency (η), the ejection
cut-off velocity (Veject) and the slope of the ejection depen-
dence on Vvir (β2); a parameter controlling the gas return
time from the external reservoir to the hot halo (γ); the yield
fraction of metals returned to the gas phase by stars (y);
the mass ratio separating major and minor merger events
(Rmerger); and finally a parameter controlling the dynamical
friction time scale of orphan galaxies, i.e. the time it takes
c© 2015 RAS, MNRAS 000, 1–17
8 M. P. van Daalen et al.
Figure 5. The projected galaxy correlation function in six bins of stellar mass. The points with error bars show the SDSS data in
each bin, while the lines show the model results. The green dotted line shows the results for the original model from G13, in which the
parameter values were set manually. The blue lines show the results of only using the stellar mass function as a constraint, the orange
lines show the results of only using the projected correlation functions as constraints, while the red lines show the results when the model
is simultaneously constrained by both data sets. Finally, dashed and dotted lines are used to indicate whether these are the results for
the sample haloes or for all haloes, respectively. The clustering predicted from the sample agrees with the actual clustering to . 10%,
as expected (see §2.1.8). The w(rp)-only and SMF+w(rp) correlation functions for the sample are in almost perfect agreement with the
SDSS data used as constraints, even though the latter is simultaneously constrained by the stellar mass function. Note that even though
the lowest mass bin is not used as a constraint, the match to observations for these two models is markedly improved with respect to
the others.
for satellite galaxies of which the dark matter subhalo is
disrupted (or at least no longer detected) to merge with the
central galaxy (αfriction).
While in the original G13 paper some of these pa-
rameters were held fixed, here we allow all 17 to vary
in order to determine which of these are sensitive to the
w(rp) constraints. We start our Monte Carlo Markov Chains
(MCMCs) at the position in parameter space preferred by
Guo et al. (2011) and the WMAP1 version of G13, which
was arrived at by requiring agreement with a variety of low-
redshift observational data, primarily stellar mass and lumi-
nosity functions, but also gas fractions, gaseous and stellar
metallicities, and central black hole masses, all as a func-
tion of stellar mass. Here we use MCMC techniques to find
new sets of ”best-fit” parameters (i.e. the parameters that
result in the best agreement with the data) constrained by
one or both of the low-redshift stellar mass function and the
projected correlation function.
Since the error bars on the SDSS clustering data were
derived from Poisson statistics alone, and so do not include
cosmic variance, we artificially increase them for our fitting.
Data points for the observed projected correlation function
with uncertainties below 20% had their error bar increased
to this minimum value. The SMF was treated as having the
same minimum uncertainty in order to avoid skewing our
estimates. This is appropriate because we wish our MCMC
procedures to exclude regions of parameter space where
models substantially mismatch the data, rather than to at-
tempt a statistically rigorous estimate of model parameters.
As noted before, we do not use the clustering data below
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Figure 6. The stellar mass functions of the models. The lines are
as in Figure 5, and here the estimates for the sample are in perfect
agreement with the full calculation. Even when the SMF is not
the only constraint, the model clearly has enough freedom to re-
produce it to high precision, as the SMF+w(rp) results are within
1σ of the data. The badly-matched w(rp)-only model shows that
reproducing the galaxy clustering does not guarantee reproducing
the stellar mass function.
M∗ = 10
9.27 M⊙, nor the stellar mass function data below
M∗ < 10
9 M⊙, when constraining the model, as the haloes
hosting these galaxies are not well resolved in the Millen-
nium Simulation which we are using as a basis for the SAM.
When fitting to the SMF and clustering data simultaneously,
we increase the relative weighting of the fit to the SMF by a
factor of five to compensate for the fact that the clustering
data is measured in five separate bins. This helps avoid sac-
rificing the excellent fit to the SMF in favour of matching
the correlation function.2
Note that while G13 used both WMAP1 and WMAP7
cosmologies, we here use the original WMAP1 cosmology
only to avoid additional complications introduced by scaling
to a different cosmology. In future work the results will be
explored for more up-to-date cosmologies. As G13 showed,
the change in cosmology does have some impact on the re-
sulting correlation functions, although they are at least as
sensitive to the SAM’s physical recipes. Besides updating
the cosmology, the only change made from the WMAP1 Guo
et al. (2011) model to the newer G13 model is that the type
2 (orphan) satellite galaxy positions are now correctly up-
dated in the code, meaning that their orbits now decay as
intended and can therefore be disrupted earlier. This change
was the reason for the improved agreement with clustering
data in the WMAP1 version of G13 with respect to Guo
et al. (2011).
2 We note that our results are not sensitive to the choice of the
weight factor: we found that in our case using a factor of two
or ten instead of the fiducial five yielded the exact same set of
best-fit parameters.
Figure 7. Same as Figure 6, but now showing the results for
three sets of parameters instead of only the single best-fit. In
each case we show the maximum likelihood model and two other
models with only slightly lower likelihood but parameters spread
over the allowed regions. Full and SMF+w(rp) results have been
omitted for clarity. While the w(rp)-only model in general prefers
a lowered SMF around and above the knee, it does not necessarily
increase the number of low-mass galaxies to match the clustering.
3 RESULTS
3.1 Comparison with observations
The results of our MCMC chains for the projected correla-
tion function are shown in Figure 5, for six bins in stellar
mass, as indicated in the panels. In each figure, we indicate
the original results found by G13, where the galaxy forma-
tion parameters were set by hand without reference to clus-
tering, as a green dotted line. The new results are shown in
blue, orange and red; in blue, we show the correlation func-
tions that follow from using the stellar mass function alone
as a constraint (“SMF-only”), in orange we show the result
of using the clustering data alone as a constraint (“w(rp)-
only”), while in red we show the results of constraining with
both data sets simultaneously (“SMF+w(rp)”). Note that
the correlation functions for w(rp)-only and SMF+w(rp)
tend to coincide.
The dashed lines show the predictions made based on
the sample of haloes used in the MCMC, as described in §2.1.
The dotted lines show the true galaxy correlation function,
as calculated directly from the full simulated galaxy cata-
logue for the same model parameters. The true values agree
very well with the ones estimated from the sample (at the
. 10% level), as expected from the results of §2.1.8.
The resulting SMF+w(rp) correlation functions (red
lines) provide a better fit to the data, bringing the small-
scale clustering down considerably in comparison with the
original G13 and SMF-only (blue lines) models. This effect
is larger for low stellar masses, where the clustering dis-
crepancy between the old model and the data was larger as
well. The much improved match to observations indicates
that the model retains enough freedom to match the clus-
tering data. Note that the match to the projected galaxy
correlation function for galaxies in the first mass bin is sig-
nificantly improved as well, even though this data is not
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used to constrain the model. For the highest-mass galaxies,
11.27 < log10(M∗/M⊙) < 11.77, all models perform equally
well, as the clustering of these galaxies is relatively insensi-
tive to the galaxy formation parameters.
In Figure 6, we show how the models compare to the
SMF data used to constrain them. The black points with
error bars are derived by combining several observational
data sets (see Henriques et al. 2015). The error bars show the
uncertainties we used to calculate the likelihoods (see §2.2).
The original G13 model, in which the parameters were set
by hand, is again shown as a green dotted line, and matches
the data well. When we use only the SMF as a constraint
for the galaxy formation model, shown in blue, we obtain a
marginally better fit to the data at low mass.
When the projected galaxy correlation function is used
as an additional constraint, shown in red, the agreement
with the stellar mass function is almost as good. The simu-
lated mass function for SMF+w(rp) shows slightly worse
agreement with observations than SMF-only around the
knee, where a decrease in clustering tends to necessitate a
decrease in galaxy abundance, but the result is still within
1σ of the data. The sample results (dashed lines) agree per-
fectly with the full catalogue ones (dotted lines) for all mod-
els, which is expected as the stellar mass function is a one-
point function and requires a smaller halo sample to achieve
the same accuracy as the correlation function.
It is clear that the SMF+w(rp) model is in much closer
agreement with both the SMF and the clustering data si-
multaneously than both the original G13 and the SMF-only
models, as the latter models are in (sometimes strong) dis-
agreement with the clustering data for low-mass galaxies
on small scales while the SMF+w(rp) model is generally in
agreement with both the low-mass clustering data and the
SMF within 1σ. This shows the merit of using clustering
estimates as constraints while exploring parameter space.
In §3.2, we will show that adding the projected correlation
functions as constraints not only markedly improves the con-
straints on almost all the SAM parameters, but that there
is at least one model parameter which is only significantly
constrained by including clustering data.
Looking at the results for w(rp)-only (orange lines in
Figures 5 and 6), we see that its (predicted) projected cor-
relation functions, like those for SMF+w(rp), are in almost
perfect agreement with the data, while its stellar mass func-
tion is inconsistent with the observations at the many σ level
for both small and large stellar masses. It is clearly impor-
tant to use both the number density and clustering data as
constraints.
To show that reproducing the projected correlation
functions does not dictate a certain SMF, we show in Fig-
ure 7 the stellar mass functions resulting from using two
other w(rp)-only models with only slightly lower likelihood
but parameters spread over the allowed regions. One of these
sets results in an SMF that happens to reproduce the ob-
served SMF at the 1σ level for M∗ < 10
10.3 M⊙. We find
that w(rp)-only models that produce practically identical
correlation functions (see Figure 8) can show a wide range
of number densities for low-mass galaxies, but will almost
always underestimate the stellar mass function at high mass,
especially at the knee. We explore the reason for this in the
next section.
For good measure we also show results for three high-
likelihood sets of parameters for SMF-only in both Fig-
ures 7 and 8; virtually indistinguishable stellar mass func-
tions can produce very different correlation functions, many
of them highly incompatible with observations. Our results
show that the clustering data, while powerful, should not
be used as the only constraint for the model, and – to per-
haps a larger degree – neither should the z = 0 stellar mass
function be the only observational constraint. We note that
the latter point was also made by Henriques et al. (2009),
where large degeneracies were obtained when using only this
constraint even when sampling only six parameters.
Because the observations we use here are not sufficient
to constrain all model parameters, we do not consider the
effect our best-fit parameters have on other observable quan-
tities, but instead leave this to future work where additional
constraints (such as high-redshift information) are adopted
and/or some model parameters are held fixed.
3.2 Changes in parameters
Even though we vary 17 galaxy formation parameters, by
far the largest role in bringing the clustering predictions in
agreement with observations is played by only two of these:
αfriction, which controls the time it takes for satellite galaxies
to merge with the central once their dark matter subhalo
has been disrupted, and Vreheat, which indirectly controls
the amount of cold ISM gas reheated to the hot halo by
supernova feedback as a function of halo mass.
The way these parameters influence the clustering and
stellar mass function predictions is as follows. When the clus-
tering data are included as an additional constraint, the dy-
namical friction time scale of orphan galaxies decreases by
about 25% with respect to G13. This small but significant
shift causes galaxies at small separation scales to merge with
their centrals more quickly, flattening the galaxy distribu-
tion profile within the haloes and decreasing the amount of
clustering on small scales, especially for low-mass satellites.
This change in the galaxy distribution profiles from the G13
to the SMF+w(rp) model is shown in Figure 9. The halo
mass bins are set to be the same for the two models to al-
low for an unbiased comparison. Note that the mass bins
do change as a function of stellar mass in order to make
sure each bin in halo mass is roughly equally populated. Al-
though we only show the fits to the measured profiles here,
we stress that each provides an excellent fit to the data,
over the full range in scales shown. The change in slope of
the profiles, caused mainly by the change in αfriction, is rela-
tively small, meaning that the galaxy distributions are still
consistent with SDSS data for rich clusters (see Figure 11 of
G13).
The 25% decrease in the friction time scale when using
clustering as an additional constraint causes the number of
type 2 galaxies of any mass at z = 0 to decrease by a third;
however, we note that this roughly one-to-one correspon-
dence between αfriction and the number of orphan galaxies
is coincidental. In general, we find that the dynamical fric-
tion timescale can decrease by a factor of a few without low-
ering the number of satellites further, as the merging time
scale for many of these galaxies is still long compared to the
Hubble time. While the lower number density of orphans
hardly affects the total number density of low-mass galax-
ies, the small measure of flattening experienced by the profile
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Figure 8. Same as Figure 5, but now showing the results for three sets of parameters instead of only the single best-fit. The parameter
sets used here are identical to those of Figure 7. Full and SMF+w(rp) results have been omitted for clarity. Even though the three
high-likelihood parameter sets for w(rp)-only shown here yield nigh-identical projected correlation functions, they can have markedly
different stellar mass functions. While the clustering data serve as a powerful constraint, they should not be used instead of the stellar
mass function, but as a complement to it. Similarly, the clustering of models that provide perfect fits to the stellar mass function (i.e.
SMF-only) can be very different.
is enough to significantly decrease the small-scale clustering
for these galaxies.
The apparent sensitivity of low-mass clustering to a rel-
atively small change in αfriction, which does not seem to be
reflected in another observational quantity – at least not
at current observational precision – means that using the
clustering data as a constraint for semi-analytic models of
galaxy formation may be one of the few ways in which the
right merging time scale for orphan satellite galaxies can be
determined. Whether SAMs use a parametrised dynamical
friction time scale like the one employed here or another
scheme to treat the merging of galaxies that no longer in-
habit a (detectable) subhalo (e.g. Campbell et al. 2015),
there are always parameters involved that have historically
been hard to constrain. Using the projected correlation func-
tions together with an estimator as described in the current
work offers a solution to this long-standing problem. Fur-
thermore, the high sensitivity of the correlation functions
to the details of the satellite distribution confirms the need
for a highly accurate satellite profile if one aims to predict
galaxy clustering.
The parameter Vreheat, on the other hand, shifts up by
almost a factor of two with respect to G13 (from 70 to
132 kms−1), increasing the effectiveness of supernova feed-
back on ISM gas as a function of halo mass. This simi-
larly changes the satellite profiles, but while the decrease
in αfriction causes many orphans to merge away faster, flat-
tening the distribution at all masses, the change in Vreheat
shifts the relative distribution of high- and low-mass satel-
lites. The indirect result of a more effective ISM heating is
that the galaxy distribution profiles for low-mass galaxies
flattened, while those for satellites with M∗ & 10
10.77 M⊙
are slightly steepened. The latter, undesirable effect is miti-
gated through changes in other parameters, mainly by low-
ering the effectiveness of AGN feedback.
The changes in αfriction and Vreheat also impact the stel-
lar mass function. First off, the decrease in the dynamical
friction time scale causes the number density of galaxies
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Figure 9. Comparison of the galaxy distribution profiles for G13 (solid lines) and the SMF+w(rp) (dashed lines) best-fit parameters.
The different panels show the profiles of galaxies in the six correlation function mass bins, as indicated in the top right of each panel. As
in Figure 1, different colours are used for different halo mass bins, which are set to be the same for both models to allow for an unbiased
comparison. Note that we do change the mass bins as a function of stellar mass in order to make sure each bin in halo mass is roughly
equally populated. For clarity, we show only the fits to the measured profiles (see equation 12) here, but stress that each provides an
excellent fit over the full range shown. Note that the dynamic range in scales has been extended relative to Figure 1 to better appreciate
the differences between the profiles. Mainly because of the reduced dynamical friction time scale in the latter model, the profiles of
galaxies in every mass bin are slightly flatter at any halo mass, reducing the correlation function on small scales. This shows that the
correlation functions are sensitive to very small changes in the satellite profile.
above the knee (M∗ > 10
10.5 M⊙) to decrease. This counter-
intuitive change in the SMF comes about because the cold
gas in the merging satellites directly feeds the supermassive
black holes in the centres of the central galaxies, increas-
ing feedback from AGN and thereby the suppression of star
formation. The increase in Vreheat has the same effect for
M∗ > 10
10.5 M⊙, but increases the number density of galax-
ies below this mass scale. While this change in the SMF is
quite intuitive, one might expect the overall clustering to
increase/decrease with an increase/decrease in the number
density of galaxies of the same mass, as the clustering scales
with the HOD. While this does play a small role, it is the
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Figure 10. The preferred parameter values in both models. The best-fit values are shown as dashed vertical lines. The dotted vertical
line shows the parameters of the original G13 model, and the grey regions indicate values deemed non-physical, and which are therefore
made inaccessible to the model. While shifts in αfriction and Vreheat are the most important in order to obtain clustering predictions
in agreement with the data, shifts in other parameters are typically needed to compensate for undesired changes in the stellar mass
function. Wide likelihood regions typically indicate degeneracies, which are significantly reduced when clustering is used as a constraint,
with respect to (only) using the SMF.
(normalised) galaxy distribution within each halo that is
the real driving force behind the clustering predictions. Ad-
ditionally, the effect of the HOD is partly mitigated by its
normalization with n¯gal, the mean number density of galax-
ies at some stellar mass. This also explains how a w(rp)-
only model that underestimates the SMF at any stellar mass
could still lead to just as accurate clustering predictions as,
say, SMF+w(rp).
Incidentally, these sometimes counter-intuitive changes
in observable quantities caused by shifts in a single param-
eter, let alone the complicated interactions that can oc-
cur between different parameters changing at once, serve to
demonstrate the importance of using a scheme like MCMC
rather than attempting to set the values of a model – be it
SAM or hydrodynamical – by hand.
The parameter changes in αfriction and Vreheat with re-
spect to the G13 parameters already produce clustering pre-
dictions that are very close to those of the SMF+w(rp)
model. However, as they adversely affect the SMF, other
parameter shifts are necessary to bring the SMF back into
agreement with observation. We show the shift in all param-
eter values in Figure 10. We again indicate the results for all
four models: the original G13 model (green dotted lines), the
SMF-only model (blue lines), the w(rp)-only model (orange
lines), and the SMF+w(rp) model (red lines). Histograms
indicate the (smoothed) Bayesian likelihood regions as de-
rived from the full MCMC chains3, while the vertical dashed
lines indicate the best-fit values.
Without delving too much into details, this figure al-
lows us to make several interesting observations. The best-
fit values for the different models can be quite different from
those of G13, even though the stellar mass and correlation
functions it produces are not wildly different from those of
our new models. As previously mentioned, the decrease in
number density and the increase in clustering for high-mass
galaxies in SMF+w(rp) caused by the shifts in αfriction and
Vreheat are mitigated by lowering the effectiveness of AGN
feedback through a decrease in kAGN and fBH. However,
while in this case the best-fit parameters reflect these typ-
ical shifts, this is not the case for all high-likelihood pa-
rameter sets, i.e. the best-fit parameters do not necessar-
ily fall near the peak of the likelihood region. For example,
while the models that are constrained by the clustering data
typically show the parameter shifts we just described, some
high-likelihood parameter sets for the w(rp)-only model (not
shown here) leave Vreheat at its initial value and instead
achieve a match to the clustering data by lower αfriction only,
3 For each of the three models we ran 120 parallel chains with
3000 steps each.
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Figure 11. Joint likelihood regions for the five parameters most influenced by the clustering constraints. They are M˜crit, which controls
the threshold for star formation, Vreheat and β1, which control the effectiveness of SN feedback heating ISM gas as a function of halo
mass, Veject, which controls the effectiveness of stellar material being ejected from the galaxy by SN feedback as a function of halo
mass, and finally αfriction, which controls the dynamical friction time scale of orphan satellite galaxies. Generally speaking, the likelihood
regions of models that have the observed galaxy clustering imposed on them are narrower and more peaked than those of models that
do not. Most notable are the changes in Vreheat and αfriction when clustering data is included, which strongly favour a relatively small
range in parameter space that is significantly offset from the input G13 value: these are the parameter shifts that are instrumental in
bringing the models in agreement with the observed projected correlation functions.
and lowering it further than SMF+w(rp). Since it is more in-
teresting – and indeed more Bayesian – to consider the typi-
cal solutions preferred by the model, rather than some best-
fit set of parameters which may only perform marginally
better than many others and do not inform us about the
importance of its individual elements, we will only consider
how the likelihood regions compare in what follows, both
between the different models and to the G13 input values.
The likelihood regions for SMF-only are generally much
wider than for the clustering-constrained models, which
points to large degeneracies. This does not mean that the
stellar mass function is unaffected by a shift in any of
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Parameter G13 (WMAP1) SMF only SMF+w(rp) w(rp) only
M˜crit [M⊙ km s
−1Mpc−1] 0.38 6.5× 10−3 2.3 7.1× 10−2
Vreheat [km s
−1] 70 2.39 132 169
β1 3.5 0.19 3.3 2.0
Veject [km s
−1] 70 179 66.4 3.50
αfriction 2.0 3.06 1.55 1.11
Table 2. The best-fit parameter values for each of the differently-constrained models for the parameters shown in Figure 11.
these parameters, but rather that a combination of shifts
in other parameters can usually compensate for any unde-
sirable changes caused. These degeneracies are already much
less apparent when the clustering constraints are used, even
if they are the only constraints. Indeed, by comparing the
likelihood regions for w(rp)-only and SMF+w(rp) (orange
and red respectively), one can see that adding the stellar
mass function as a constraint usually does not limit the pa-
rameter space traversed by the MCMC by much. As we used
clustering data that was split into different stellar mass bins,
this is not too surprising. It should be stressed, however,
that modern semi-analytic models typically also take stellar
mass or luminosity functions at higher redshift (e.g. Hen-
riques et al. 2013, 2015) as well other one-point functions
such as colour information into account, which we have not
done here. Regardless, it is clear that clustering can be a
powerful and in some ways orthogonal addition to this list
of constraints.
We further study the likelihood regions for a subset of
the most interesting parameters in Figure 11. These are the
five parameters for which the width of the likelihood re-
gion and/or the location of its peak relative to the G13
value changes most significantly when adding clustering con-
straints, meaning that the clustering constraints affect the
limits on these parameters the most. It is clear from the
relative widths of the likelihood regions that these parame-
ters are more strongly constrained when the observed galaxy
clustering is imposed. Besides showing wide likelihood re-
gions, the SMF-only data often displayed multiple peaks,
behaviour which is also reduced when clustering data is used.
One notable exception is αfriction, although there the peaks
do lie much closer together than for SMF-only.
The most essential parameters for lowering the small-
scale clustering, αfriction and Vreheat, are also the ones that
show the most interesting behaviour here. Not only are their
distributions relatively narrow for SMF+w(rp) and w(rp)-
only, but their peaks are also clearly displaced from the input
G13 values, favouring smaller dynamical friction time scales
and an ISM reheating that is effective up to higher halo
masses. While SMF-only also shows displays displaced peaks
occasionally, there the G13 value is typically still in a region
of high likelihood.
Finally, one interesting parameter to point out is Veject:
this parameter is not noticeably more strongly constrained
when clustering data is imposed, but does show a peak
displacement from both SMF-only and G13, favouring a
slightly lower effectiveness of supernovae ejecting material
as a function of mass. This shift is mainly needed to counter
the effect of the change in Vreheat on the abundance of low-
mass galaxies, although other parameter combinations are
able to serve a similar purpose (as evidenced by Veject’s still
relatively wide likelihood region).
The best-fit parameter values for the five parameters
shown in Figure 11 are given in Table 2.
4 SUMMARY
We have developed a fast and accurate clustering estima-
tor, capable of predicting the projected galaxy correlation
function for a full simulated galaxy catalogue to within
∼ 10% accuracy using only a very small subsample of haloes
(< 0.1% of the total sample). In this work, we have de-
scribed our estimator and demonstrated its effectiveness for
use in constraining parameter space for semi-analytic mod-
els of galaxy formation, using the Guo et al. (2013) version
of the Munich SAM as a test case. Central to the success
of our estimator is a new, highly accurate satellite profile,
presented in equation (9).
Our estimator determines the halo occupation distribu-
tion of galaxies in the subsample and fits a profile to the
galaxy distribution within haloes as a function of halo mass,
using these quantities in a halo model based approach to
determine the galaxy clustering of the full sample. By being
able to quickly predict the two-point galaxy correlation func-
tion for the first time while exploring parameter space, one
can use clustering observations to limit the range allowed
to the galaxy formation parameters of any SAM, adding
constraints complementary to those of one-point functions
typically used today, such as the stellar mass or luminosity
function. As we have demonstrated, this substantially tight-
ens constraints on parameters, and in some cases drives sig-
nificant shifts in their preferred values. For suitable param-
eters, existing galaxy formation models nevertheless appear
capable of reproducing well both clustering and abundance
data for low-redshift galaxies. These results also imply that
– at least on the scales considered here – the projected cor-
relation function by itself may not be enough to constrain
cosmology, as changes in galaxy formation physics can ap-
parently compensate for using a set of cosmological param-
eters that significantly differ from current constraints.
For the G13 model tested here, the improved match
to the correlation function is achieved mainly by signifi-
cantly decreasing the time it takes for stripped (orphan)
satellites galaxies to merge with their centrals (through a
shift in αfriction), as well as increasing the effectiveness of
SN feedback in heating the cold ISM gas as a function of
halo mass (through Vreheat). Both changes cause the galaxy
distribution profiles within haloes to flatten, lowering the
clustering on small scales. Other parameter shifts mainly
serve to keep the changes in the SMF caused by the reduced
c© 2015 RAS, MNRAS 000, 1–17
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time scales in check. The fact that the change in αfriction has
a stronger impact on the projected correlation function than
on the measured satellite profiles implies that using cluster-
ing data as a constraint is likely the best way to find the
right value for this type of parameter. This is an important
result not just for semi-analytic models that use a dynamical
friction time scale as employed in G13, but for any model
that parametrises the merging of its orphan satellites.
While it is already accurate enough for our current ap-
plication, several improvements could be made to the clus-
tering estimator and/or its application. For example, the
halo selection function can be calibrated to a higher accu-
racy than the ∼ 10% accuracy we aimed for in the test case
presented here, at the cost of a larger halo sample. This will
improve the estimator’s performance for high-mass galaxies
especially, which will likely be important when cosmological
parameters are allowed to vary as well as galaxy formation
parameters. The higher computational resources could, for
example, be offset by varying fewer model parameters si-
multaneously. Furthermore, the inputs to the model that
are not derived from the sample galaxy catalogue, such as
the input matter/halo power spectrum, could be improved
by e.g. using higher-order bias terms (such as those recently
presented by Lazeyras et al. 2016), or even a mass-dependent
halo power spectrum measured from the base N-body simu-
lation, which could be scaled with cosmology following An-
gulo & White (2010).
Relatively simple extensions of the methods set out in
this paper will allow galaxy formation physics and cosmol-
ogy to be constrained by abundances and clustering of galax-
ies at a variety of redshifts and separately for star-forming
and passive systems. Galaxy-galaxy lensing could also be in-
cluded among the constraints through a straightforward ex-
tension of our scheme. High-quality observational data are
now (or soon will be) available in many of these areas, and
it seems likely that requiring simultaneous and acceptable
agreement with a single galaxy formation simulation will
provide strong constraints not only on astrophysical but also
on cosmological parameters. We will explore some of these
topics in future work.
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APPENDIX A: FITTING THE SATELLITE
PROFILE
The projected correlation function is very sensitive to small
changes in the satellite profile. It is therefore important not
only that the functional form of the profile provide a good
match to the simulation, but also that the fitting procedure
be as unbiased as possible. In our case, fitting bias is an issue
because when binning the satellite distribution for a small
halo sample in a limited range of halo masses, many radial
bins may be empty. Discarding these bins (or equivalently,
assigning them infinite error) will bias the profile high, while
including them with some finite error may bias the profile
low. Additionally, some information is lost when consider-
ing the number of satellites in different radial bins as inde-
pendent measurements. We find that these seemingly small
effects can bias the estimated projected correlation function
by about 10% for all scales below 1Mpc.
To avoid these biases, we follow the following procedure.
We interpret the measured satellite profile as a realisation
of a series of Poisson distributions, with radially-dependent
means µ that scale with the profile given in equation (12).
Specifically:
µ(r,p) =
Nsat
Nh
nsat(r,p)
〈Nsat〉
d3r
= nsat(r,p) d
3r (A1)
=
c
4πb3r3virΓ
[
a
c
] (x
b
)a−3
exp
{
−
(x
b
)c}
〈Nsat〉 d
3r.
Here we have explicitly shown the dependence of the pro-
file on its parameters with p = {a, b, c}. Note that we have
slightly simplified the profile given in equation (12): for a
sufficiently large maximum scaled radius xmax, any reason-
able set of parameters gives γ
[
a
c
,
(
xmax
b
)c]
≈ Γ
[
a
c
]
. For our
chosen value of xmax = 5, we find that this approximation
is well justified. We do however still only consider satellites
for which x = r/rvir < xmax.
Next, we consider infinitesimally small radial bins, such
that the number of satellites in each bin, Ni, is either zero or
one. The likelihood function is then given by the product of
the Poisson distributions at each radius, which we convert
to a log-likelihood (exploiting the binary nature of Ni):
L(p) =
∏
i
µi(p)
Ni e−µi(p)
Ni!
⇒ lnL(p) =
∑
i
lnµi(p)−
∑
i
µi(p) (A2)
=
∑
i
lnnsat(ri,p) +
∑
i
ln d3ri −
∫
nsat(r,p) d
3r.
Since the profile is by definition normalised, only the first
term has any residual dependence on the parameters p. Ig-
noring constants, we therefore seek to maximise:∑
i
[
ln c− 3 ln b− ln Γ
(a
c
)
+ (a− 3) ln
xi
b
−
(xi
b
)c]
.
(A3)
The scaled radii of all satellites in the halo mass bin are
thus directly fed into the likelihood function, without radial
binning. To maximise this term we utilise the derivatives
of the log-likelihood function with respect to the different
parameters, which are presented here for completeness:
∂ lnL(p)
∂ ln a
=
∑
i
[
a ln
(xi
b
)
−
a
c
ψ
(a
c
)]
,
∂ lnL(p)
∂ ln b
=
∑
i
[
c
(xi
b
)c
− a
]
, (A4)
∂ lnL(p)
∂ ln c
=
∑
i
[
1 +
a
c
ψ
(a
c
)
− c ln
(xi
b
)(xi
b
)c]
.
Here ψ(x) is the digamma function, defined as the logarith-
mic derivative of Γ(x).
Any set of parameters must satisfy 0<a<3, b>0 and
c > 0. We have tested that this method does indeed yield
unbiased profile fits.
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