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PARTIAL REPRESENTATIONS OF HOPF ALGEBRAS
MARCELO MUNIZ S. ALVES, ELIEZER BATISTA, AND JOOST VERCRUYSSE
Abstract. In this work, the notion of partial representation of a Hopf algebra
is introduced and its relationship with partial actions of Hopf algebras is ex-
plored. Given a Hopf algebra H, one can associate it to a Hopf algebroid Hpar
which has the universal property that each partial representation of H can be
factorized by an algebra morphism from Hpar. We define also the category
of partial modules over a Hopf algebra H, which is the category of modules
over its associated Hopf algebroid Hpar. The Hopf algebroid structure of Hpar
enables us to enhance the category of partial H modules with a monoidal struc-
ture and such that the algebra objects in this category are the usual partial
actions. Some examples of categories of partial H modules are explored. In
particular we can describe fully the category of partially Z2-graded modules.
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1. Introduction
The concept of a partial group action, introduced in [16, 17], resulted from the
effort to endow important classes of C∗-algebras generated by partial isometries
with a structure of a more general crossed product. The new structure permitted
to obtain relevant results on K-theory, ideal structure and representations of the
algebras under consideration, as well as to treat amenability questions, especially
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amenability of C∗-algebraic bundles (also called Fell bundles), using both partial
actions and the related concept of partial representations of groups [11]. The alge-
braic study of partial actions and partial representations was initiated in [12] and
[13], motivating investigations in diverse directions. In particular, the Galois theory
of partial group actions developed in [14] inspired further Galois theoretic results
in [8], as well as the introduction and study of partial Hopf actions and coactions in
[9]. The latter paper became the starting point for further investigation of partial
Hopf (co)actions in [2], [3] and [4]. One of the main results related to partial ac-
tions of Hopf algebras is the globalization theorem, which states that every partial
action of a Hopf algebra on a unital algebra can be viewed as a restriction of a
global action to a unital ideal.
The concept of a partial representation of a Hopf algebra first appeared in [2],
but there, only partial actions on right ideals were considered, therefore, partial
representations were presented in an asymmetric way. Basically, a partial represen-
tation provides a way to still control the multiplicative behaviour of a linear map
that fails to be an algebra morphism. More specifically, a linear map π from a Hopf
algebra H into an algebra B is a partial representation if it satisfies the axioms
of the definition 3.1, this set of conditions tells that it is only possible to join the
product in the presence of a “witness”. For the case when the Hopf algebra is a
group algebra, the conditions for a partial representation coalesce into the condi-
tions for a partial representation of a group [13]. Partial representations of groups
were explored in references [13] and [15] and they are strictly related to groupoids.
In the case of partial representations of Hopf algebras, as we shall see in this article,
one finds a richer and more complex structure.
It is well known that the theory of partial actions of Hopf algebras has a lot of
similarities with the theory of weak Hopf algebras. The techniques used to develop
partial Galois theory [8] or partial entwining structures [9], has a lot in common with
the techniques used for weak Hopf-Galois theory and weak entwining structures.
This was clarified in [9], showing that both weak an partial entwining structures
are instances of a more general, so called “lax” structure. From a slightly different
perspective similar connections were investigated in a more categorical setting in
[7], where it was shown that both weak and partial entwining structures provide
examples of generalized liftings of monads in bicategories. Despite these similarities,
the “weak” Hopf world has been explored a lot more than the “partial” Hopf world.
So far, in the “partial world” only partial actions of a (usual) Hopf algebra H on
an algebra A were defined [9]. Somewhat suggestively, such an algebra A was then
called a partial H-module algebra, although there did not exists such a thing as
a partial H-module. In fact, in classical Hopf algebra theory as well as in the
weak case, module algebras are exactly algebra objects in a monoidal category
of modules. More precisely, we know that the category of modules over a weak
Hopf k-algebra is a monoidal category that allows a separable-Frobenius forgetful
functor to the category of k-modules. In fact, the category of these modules is
equivalent to a category of modules over a Hopf algebroid that is constructed out
of the weak Hopf algebra. The base algebra of this Hopf algebroid is a seperable-
Frobenius algebra. Using partial representations, and the classical analogy between
representations and modules, we introduce in this paper the notion of a partial H-
module M , as being a k-module allowing a partial representation of H on End(M).
We can then show that the category of partial representations is isomorphic to the
PARTIAL REPRESENTATIONS OF HOPF ALGEBRAS 3
category of modules over a certain algebra Hpar that is associated to H . Moreover,
this algebra Hpar turns out to be a Hopf algebroid, which shows once more the
analogy between the weak and partial setting. The main difference between the
Hopf algebroids that appear in the partial setting compared to those associated
to a weak Hopf algebra is that the base algebra of the Hopf algebroid Hpar is not
necessarily separable-Frobenius. As a consequence of the description via the Hopf
algebroid, the category of partial modules is a monoidal category. Algebra objects
in this category turn out to be exactly (symmetric) partial H-module algebras.
Moreover, the Hopf algebroid Hpar has the following universal property: For
each partial representation π, of H on an algebra B, there exists a unique algebra
morphism πˆ, from Hpar to B which factorizes this partial representation. The
association of Hpar to a Hopf algebra H is in fact a functor from the category of
Hopf algebras to the category of Hopf algebroids. For the group case, this universal
algebra was already know to be the algebra of a groupoid [13]. In case of a finite
group G, the associated groupoid is again finite. This raises the question whether
the universal Hopf algebroid Hpar associated to a finite dimensional Hopf algebra
is always finite dimensional. We show in this paper that this is not the case, as the
Hopf algebroid associated to Sweedler’s four dimensional Hopf algebra turns out to
be infinite dimensional.
We also explore a larger class of examples that go beyond the case of partial
actions of groups, being the partially graded algebras. Indeed, recall that given
a group G, (classically) G-graded k-modules are exactly the comodules over the
group algebra kG, and G-graded algebras are the algebra objects in this monoidal
category. For a finite group G, the comodules over kG are nothing else than the
modules over the dual algebra kG∗. Hence we define partially G-graded modules
and and partially G-graded algebras as partial modules and partial actions of kG∗.
There is no general method yet to explore all such partially graded objects, but we
can show how to construct partially G graded algebras out of partial gradings on
the base field. Also, given a normal subgroup H E G, one can lift G/H gradings
to partial G gradings in a canonical way. Finally, we describe completely the
example of the category of partially Z2 graded modules and give a characterization
of partially Z2 graded algebras.
This paper is organized as follows. In section 2, the theory of partial repre-
sentations of groups is reviewed. The results related to partial representations of
groups can be found in references [12] and [13], therefore, we omit the proofs of the
most part of the results in that section, except for the proof of the isomorphism
between the partial group algebra and a partial skew group ring, which contains
many important ideas used for the case of partial representations of Hopf algebras.
Also in that section, we present the universal property of the partial group algebra
in a more categorical language. In section 3, we introduce partial representations
of Hopf algebras and give the paradigmatic examples of them, namely, the partial
representation defined from a partial action and the partial representation related
to the partial smash product. In section 4, we introduce the universal algebra which
factorizes every partial action of a Hopf algebra H by an algebra morphism, we call
it the universal partial “Hopf” algebra Hpar We show that the universal partial
“Hopf” algebra Hpar has the structure of a Hopf algebroid and it is isomorphic to
a partial smash product. Using these general results, we can calculate thoroughly
the example of the partial “Hopf” algebra for the Sweedler Hopf algebra H4. In
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section 5, we define the monoidal category of partial modules over a Hopf algebra
H , as the category of modules over Hpar. and show that the algebra objects in
this category correspond to partial actions. Some examples of categories of partial
H modules are explored in detail. For the case of a group algebra H = kG, this
category coincides with the category of partial actions of the group G on k-vector
spaces. The partial modules over a universal enveloping algebra of a Lie algebra g
coincide with the usual modules. Finally, in section 6, we explore some properties
of partially graded modules and partially graded algebras and provide some explicit
examples.
Throughout the paper, all algebras are modules over a commutative ring k and
will be considered unital and associative, unless mentioned otherwise.
2. Partial representations of groups
Partial representations of groups are closely related to partial actions of groups
on algebras. In fact, to each partial action of a group on an algebra one can
associate a partial representation of the same group and each partial representation
of a group factors trough a universal algebra which is isomorphic to a partial skew
group algebra related to a particular partial action of the same group. Moreover,
there are deeper connections between partial representations of groups and inverse
semigroups [17].
Definition 2.1. [12] A partial representation of a group G on an algebra B is a
map π : G→ B such that
(1) π(e) = 1B,
(2) π(g)π(h)π(h−1) = π(gh)π(h−1), ∀g, h ∈ G
(3) π(g−1)π(g)π(h) = π(g−1)π(gh), ∀g, h ∈ G.
Let π : G→ B and π′ : G→ B′ be two partial representations of G. A morphism
of partial partial representations is an algebra morphisms f : B → B′ such that
π′ = f ◦ π.
The category of partial representations of G, denoted as ParRepG is the category
whose objects are pairs (B, π), where B is a unital k-algebra and π : G → B is a
partial representation of G on B, and whose morphisms are morphisms of partial
representations.
Remark 2.2. Evidently, representations of G are automatically partial representa-
tions. And if one put an extra condition
π(g)π(g−1) = 1B, ∀g ∈ G,
then the partial representation π turns out to be a usual representation of the group
G on the algebra B. Indeed
π(g)π(h) = π(g)π(h)π(h−1)π(h) = π(gh)π(h−1)π(h) = π(gh).
To see how partial representations of groups are closely related to the concept
of partial actions of groups, let us briefly remember some facts about partial group
actions.
Definition 2.3. [12] Let G be a group and A an algebra, a partial action α of G
on A is given by a collection {Dg}g∈G of ideals of A and a collection {αg : Dg−1 →
Dg}g∈G of (not necessarily unital) algebra isomorphisms, satisfying the following
conditions:
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(1) De = A, and αe = IdA.
(2) αg(Dg−1 ∩Dh) = Dg ∩Dgh.
(3) If x ∈ Dh−1 ∩D(gh)−1 , then αg ◦ αh = αgh.
Consider two partial action (A, {Dg}g∈G, {αg}g∈G) and (B, {Eg}g∈G, {βg}g∈G). A
morphism of partial actions is an algebra morphism φ : A→ B such that φ(Dg) ⊆
Eg and φ ◦ αg = βg ◦ φ for all g ∈ G.
Partial actions and the morphisms between them form a category that we denote
as ParActG.
Remark 2.4. Henceforth, for sake of simplicity, we will consider a special case
of partial action in which every ideal Dg is of the form Dg = 1gA, where 1g
is a central idempotent of A for each g ∈ G. In this case, each Dg is a unital
algebra and whose unit is given by 1g, in particular 1e = 1A. Moreover, each αg is
assumed to be an isomorphism of unital algebras, i.e. αg(1g−1) = 1g. Similarly, if
φ : (A, {1gA = Dg}g∈G, {αg}g∈G) → (B, {1
′
gB = Eg}g∈G, {βg}g∈G) is a morphism
of partial actions, then φ is supposed to satisfy φ(1g) = 1
′
g.
A partial action of a group G on a algebra A enables us to construct a new
algebra, called the partial skew group algebra, denoted by A⋊α G. Basically
A⋊α G ∼=
⊕
g∈G
Dgδg,
as a k-module and with the product defined as
(agδg)(bhδh) = αg(αg−1(ag)bh)δgh.
The associativity of the partial skew group algebra in general is discussed in [12].
In the particular case of partial actions in which the domains Dg are ideals of the
form 1gA, then the skew group algebra is automatically associative. It is easy to
verify that the map π0 : G → A ⋊α G, given by π0(g) = 1gδg defines a partial
representation of G.
The partial crossed product has an important universal property. Let A be an
algebra on which the group G acts partially, define the canonical inclusion
φ0 : A → A⋊α G
a 7→ aδe
which is easily seen to be an algebra monomorphism. Given a unital algebra B,
a pair of maps (φ, π) is said to be a covariant pair if φ : A → B is an algebra
morphism and π : G→ B is a partial representation such that
φ(αg(a1g−1)) = π(g)φ(a)π(g
−1).
The universal property of A⋊α G is given by the following result.
Theorem 2.5. [13] Let A be an algebra on which the group G acts partially, B a
unital algebra and (φ, π) a covariant pair related to these data. Then, there exists
a unique algebra morphism Φ : A⋊α G→ B such that φ = Φ ◦ φ0 and π = Φ ◦ π0.
There is a second partial representation we can associate to a partial action.
Indeed, given a partial action α of G on A, one can define a partial representation
π : G → Endk(A)
g 7→ π(g)
where π(g)(a) = αg(a1g−1). Moreover, we have the following.
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Proposition 2.6. Let α be a partial action of G on A. Let π : G → Endk(A)
be the associated partial representation as above. Then (φ, π) is a covariant pair,
where
φ : A→ Endk(A), φ(a)(a
′) = aa′.
Consequently, there is an algebra morphism
Φ0 : A⋊α G→ Endk(A).
Proof. Let us verify that (φ, π) is covariant. Take a, a′ ∈ A, then we have
φ(αg(a1g−1))(a
′) = α(a1g−1)a
′
= π(g)φ(a)π(g−1)(a′) = αg(aαg−1(a
′1g)1g−1)
= αg(a1g−1)αg ◦ αg−1(a
′1g)
= αg(a1
−1
g )a
′
By Theorem 2.5, we then know that the morphism Φ0 exists, it has the following
explicit form
Φ0(agδg)(a
′) = agαg(a
′1g−1).

Furthermore, the above constructions can be easily verified to be functorial.
Hence, the relations between partial actions and partial representations can be
summarized in the following theorem.
Theorem 2.7. Let G be a group, then there exist functors
ParActG
Π0 //
Π
// ParRepG
Π0(A,α) = (A⋊α G, π0), Π(A,α) = (Endk(A), π)
and a natural transformation Φ : Π0 → Π
Remark 2.8. A natural question that arises from the previous theorem, is whether
any of the functors Π or Π0 has an adjoint. We will solve this question in the more
general setting of partial actions and representations of Hopf algebras, where we
will observe that Π is nothing else then a forgetful functor, hence allowing a left
adjoint, associating a “free partial action” to a partial representation.
It is well known in classical representation theory of groups that any representa-
tion ρ of a group G on a k module M corresponds to an algebra morphism between
the group algebra kG and the algebra Endk(M). For the case of partial repre-
sentations of a group G, one can define a new object associated to G in order to
obtain an analogous result. The “partial group algebra” kparG is the unital algebra
generated by symbols [g] for each g ∈ G satisfying the relations
[e] = 1 , [g][h][h−1] = [gh][h−1] , [g−1][g][h] = [g−1][gh] ∀g, h ∈ G.
It is easy to see that the map
[ ] : G → kparG
g 7→ [g]
is a partial representation of G on the algebra kparG. The next proposition charac-
terizes kparG by a universal property. Before we formulate this proposition, recall
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that given a category C with fixed object A, the co-slice category A/C is the cat-
egory whose objects are pairs (B, f), where B is an object of C and f : A → B
is a morphism of C. A morphism (B, f) → (B′, f ′) in A/C is a map g : B → B′
satisfying g ◦ f = f ′.
Proposition 2.9. [13] Each partial representation π : G → B is associated to
a unique algebra morphism πˆ : kparG → B, such that π = πˆ ◦ [ ]. Conversely,
given any algebra morphism φ : kparG→ B, one can define a partial representation
πφ : G→ B such that φ = πˆφ.
In other words, the following functors establish an isomorphism between the cat-
egory of partial representations and the co-slice category kparG/Algk
ParRepG
L // kparG/Algk
R
oo
where L((B, π)) = (B, πˆ), and R((B, φ)) = (B, πφ).
Proof. Define, for any word w = [g1][g2] . . . [gn] ∈ kparG the element πˆ(w) =
π(g1)π(g2) . . . π(gn) ∈ B it is easy to see that the map πˆ defined this way is the
unique algebra homomorphism between kparG and B which factorizes the partial
representation π.
On the other hand, given the algebra morphism φ : kparG→ B, define πφ : G→
B by πφ(g) = φ([g]). It is easy to see that this defines a partial representation of
G which is factorized by φ. 
A very important result in the theory of partial representations of groups is that
the partial group algebra is always isomorphic to a partial crossed product. First, it
is important to note that the partial group algebra kparG has a natural G grading.
Indeed we can decompose, as a vector space, the whole partial group algebra as
kparG ∼=
⊕
g∈G
Ag,
where each subspace Ag is generated by elements of the form [h1][h2] . . . [hn] such
that g = h1h2 . . . hn, and it is easy to see that the product in kparG makes AgAh ⊆
Agh. Now, for each g ∈ G define the element εg = [g][g
−1] ∈ kparG. One can prove
easily that these εg are idempotent for each g ∈ G. These elements satisfy the
following commutation relation:
[g]εh = εgh[g].
Indeed,
[g]εh = [g][h][h
−1] = [gh][h−1]
= [gh][(gh)−1][gh][h−1] = [gh][(gh)−1][g]
= εgh[g].
From this, one can prove that all εg commute among themselves. Define the subal-
gebra A = 〈εg|g ∈ G〉 ⊆ kparG. This is a commutative algebra generated by central
idempotents, and it is not difficult to prove that the sub algebra A corresponds to
the uniform sub algebra Ae coming from the natural G grading above presented.
Then, we have the following result.
Theorem 2.10. [12] Given a group G, there is a partial action of G on the com-
mutative algebra A ⊆ kparG above defined, such that kparG ∼= A⋊α G.
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Proof. In order to define a partial action of G on A, we have to give the domains
Dg and the isomorphisms αg : Dg−1 → Dg for each g ∈ G. As the elements εg
are central idempotents in A, define the ideals Dg = εgA. Clearly, these ideals
are unital algebras with unit εg. Now, the partially defined isomorphisms between
these ideals are
αg(εg−1εh1 . . . εhn) = [g]εg−1εh1 . . . εhn [g
−1] = εgεgh1 . . . εghn
It is easy to verify that these data indeed define a partial action of G on A.
In order to prove the isomorphism, let us use both universal properties, of the
partial crossed product and of the partial group algebra. First, the map π0 : G→
A ⋊α G given by π0(g) = εgδg is a partial representation of the group G on the
partial crossed product. Then, there is a unique algebra morphism πˆ : kparG →
A⋊αG, which factorizes this partial representation. This morphism can be written
explicitly as
πˆ([g1] . . . [gn]) = εg1εg1g2 . . . εg1...gnδg1...gn .
On the other hand, the canonical inclusion of A into kparG and the canonical
partial representation g 7→ [g] form a covariant pair relative to the algebra kparG
then there is a unique algebra morphism Φ : A⋊α G→ kparG, explicitly given by
Φ(εgεh1 . . . εhnδg) = εgεh1 . . . εhn [g].
Easily, one can verify that the morphisms πˆ and Φ are mutually inverses, completing
the proof. 
3. Partial representations of Hopf algebras
A first definition of partial representations of Hopf algebras was proposed in
[2], requiring only axioms (PR1) and (PR2) below. This was mainly motivated by
the constructions done in [9] for partial actions of a Hopf algebra H on a unital
algebra A, originated from partial entwining structures. Nevertheless, many of the
important results on partial actions, such as globalization theorems and Morita
equivalence between partial smash products demanded a more restrictive definition
of partial action, which always fit in the case of partial group actions. In fact, in
case of a cocommutative Hopf algebra (such as the group algebra), this definition
becomes perfectly left-right symmetric considering only axioms (PR1, PR2, PR5).
Definition 3.1. Let H be a Hopf k-algebra, and let B be a unital k-algebra. A
partial representation of H on B is a linear map π : H → B such that
(PR1) π(1H) = 1B
(PR2) π(h)π(k(1))π(S(k(2))) = π(hk(1))π(S(k(2)))
(PR3) π(h(1))π(S(h(2)))π(k) = π(h(1))π(S(h(2))k)
(PR4) π(h)π(S(k(1)))π(k(2)) = π(hS(k(1)))π(k(2))
(PR5) π(S(h(1)))π(h(2))π(k) = π(S(h(1)))π(h(2)k)
If (B, π) and (B′, π′) are two partial representations of H , then we say that an
algebra morphism f : B → B′ is a morphism of partial representations if π′ = f ◦π.
The category whose objects are partial representations of H and whose mor-
phisms are morphisms of partial representations is denoted by ParRepH .
Remark 3.2. If the Hopf algebra H has invertible antipode then the items (PR3)
and (PR4) can be rewritten respectively as
(PR3) π(S−1(h(2)))π(h(1))π(k) = π(S
−1(h(2)))π(h(1)k).
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(PR4) π(h)π(k(2))π(S
−1(k(1))) = π(hk(2))π(S
−1(k(1)))
If the Hopf algebra H is cocommutative, then the items in the definition of a
partial representation coalesce into (PR1), (PR2) and (PR5).
If π : H → B is a representation of H on B (i.e. π is an algebra morphism), then
it is automatically a partial representation. If the partial representation π satisfies
the extra condition
π(S(h(1)))π(h(2)) = ǫ(h)1B, ∀h ∈ H,
one can prove that π is an algebra morphism of H on B. Indeed,
π(h)π(k) = π(h)π(k(1))ǫ(k(2))
= π(h)π(k(1))π(S(k(2)))π(k(3))
= π(hk(1))π(S(k(2)))π(k(3))
= π(hk(1))ǫ(k(2))
= π(hk).
The same is true if the condition
π(h(1))π(S(h(2))) = ǫ(h)1B, ∀h ∈ H,
holds and the proof can be carried out in the same way using the item (PR5).
Proposition 3.3. Given any partial representation π : H → B, for all h, k ∈ H,
we have the following equalities
π(S(h(1)))π(h(2))π(S(h(3))) = π(S(h)) (1)
π(h(1))π(S(h(2)))π(h(3)) = π(h) (2)
If the Hopf algebra H has invertible antipode, then we have the extra equalities
π(h(3))π(S
−1(h(2)))π(h(1)) = π(h) (3)
π(S−1(h(3)))π(h(2))π(S
−1(h(1))) = π(S
−1(h)) (4)
Proof. The first equality comes from the relations (PR1) and (PR2), the second is
easily deduced from (PR1) and (PR3). If the Hopf algebra has invertible antipode,
then (3) follows from (1) and (4) from (2) taking h = S−1(h′). 
Partial representations of Hopf algebras are closely related partial actions of Hopf
algebras.
Definition 3.4. [9] A left partial action of a Hopf algebra H on a unital algebra
A is a linear map
· : H ⊗A → A
h⊗ a 7→ h · a
such that
(PA1) 1H · a = a for all a ∈ A.
(PA2) h · (ab) = (h(1) · a)(h(2) · b), ∀ h ∈ H , a, b ∈ A.
(PA3) h · (k · a) = (h(1) · 1A)(h(2)k · a), ∀ h, k ∈ H , a ∈ A.
The algebra A, on which H acts partially is called a partial left H module algebra.
We say that a partial action of H on A is symmetric if, in addition it satisfies
(PA4) h · (k · a) = (h(1)k · a)(h(2) · 1A), ∀ h, k ∈ H, a ∈ A.
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If (A, ·) and (B, ·) are two partial left H-module algebras, then a morphism of
partial H-module algebras is an algebra map f : A→ B such that f(h ·a) = h ·f(b).
The category of all symmetric partial left H-module algebras and the morphisms
of partial H-module algebras between them is denoted as ParActH .
Given a symmetric partial action of a Hopf algebra H , one can define a partial
representation of H , as shown in the following example.
Example 3.5. Let A be a symmetric partial left H-module algebra, and let B =
End(A). Define π : H → B by π(h)(a) = h · a. Then 1H · a = a, for all a in A,
implies π(1H) = IA, so (PR1) is satisfied.
With respect to (PR2), we have on one hand
π(h)π(k(1))π(S(k(2)))(a) = h · (k(1) · (S(k(2)) · a))
(PA3)
= h · ((k(1) · 1A)(k(2)S(k(3)) · a))
= h · ((k · 1A)a)
and on the other hand, we have
π(hk(1))π(S(k(2)))(a) = hk(1) · (S(k(2)) · a)
(PA3)
= (h(1)k(1) · 1A)(h(2)k(2)S(k(3)) · a))
= (h(1)k · 1A)(h(2) · a)
(PA2)
= (h(1)k · 1A)(h(2) · 1A)(h(3) · a)
(PA4)
= (h(1) · (k · 1A))(h(2) · a)
(PA2)
= h · ((k · 1A)a)
For equation (PR3) we have
π(h(1))π(S(h(2)))π(k)(a) = h(1) · (S(h(2)) · (k · a))
(PA3)
= (h(1) · 1A)(h(2)S(h(3)) · (k · a))
= (h · 1A)(k · a)
and
π(h(1))π(S(h(2))k)(a) = h(1) · (S(h(2))k · a)
(PA3)
= (h(1) · 1A)(h(2)S(h(3))k · a)
= (h · 1A)(k · a)
which proves the equality.
For the equation (PR4), we have
π(h)π(S(k(1)))π(k(2))(a) = h · (S(k(1)) · (k(2) · a))
(PA4)
= h · (S(k(2))k(3) · a)(S(k(1)) · 1A)
= h · (a(S(k) · 1A) =
(PA2)
= (h(1) · a)(h(2)S(k) · 1A)
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and
π(hS(k(1)))π(k(2))(a) = hS(k(1)) · (k(2) · a)
(PA4)
= (h(1)S(k(2))k(3) · a)(h(2)S(k(1)) · 1A)
= (h(1) · a)(h(2)S(k) · 1A)
Finally, for the equation (PR5), we have
π(S(h(1)))π(h(2))π(k)(a) = S(h(1)) · (h(2) · (k · a))
(PA4)
= (S(h(2))h(3) · (k · a))(S(h(1)) · 1A)
= (k · a)(S(h) · 1A)
and
π(S(h(1)))π(h(2)k)(a) = S(h(1)) · (h(2)k · a)
(PA4)
= (S(h(2))h(3)k · a)(S(h(1)) · 1A)
= (k · a)(S(h) · 1A)
Therefore, the partial action of H on A provides an example of a partial repre-
sentation of H on Endk(A).
Given a partial action of a Hopf algebra H on a unital algebra A, one can define
an associative product on A⊗H , given by
(a⊗ h)(b ⊗ k) = a(h(1) · b)⊗ h(2)k
Then, a new unital algebra is constructed as
A#H = (A⊗H)(1A ⊗ 1H).
This unital algebra is called partial smash product [9]. This algebra is generated
by typical elements of the form
a#h = a(h(1) · 1A)⊗ h(2),
and throughout this article, we shall use this abbreviated notation for the elements
of the partial smash product. A straightforward calculation gives us the following
properties of the partial smash product.
Lemma 3.6. [2] Let H be a Hopf algebra acting partially on a unital algebra A,
then the elements of the partial smash product A#H satisfy
(i) (a#h)(b#k) = a(h(1) · b)#h(2)k.
(ii) a#h = a(h(1) · 1A)#h(2).
(iii) The map φ0 : A→ A#H given by φ0(a) = a#1H is an algebra morphism.
Partial smash products give another source of examples of partial representations
of a Hopf algebra H .
Example 3.7. Given a partial action of a Hopf algebra on a unital algebra A, the
linear map π0 : H → A#H given by π0(h) = 1A#h is a partial representation of
H . First, the item (PR1) is easily obtained, for π0(1H) = 1A#1H = 1A#H . Now,
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verifying the item (PR2), we have on one hand
π0(h)π0(k(1))π0(S(k(2))) = (1A#h)(1A#k(1))(1A#S(k(2)))
= (1A#h)((k(1) · 1A)#k(2)S(k(3)))
= (1A#h)((k · 1A)#1H)
= (h(1) · (k · 1A))#h(2)
and on the other hand
π0(hk(1))π0(S(k(2))) = (1A#hk(1))(1A#S(k(2)))
= ((h(1)k(1) · 1A)#h(2)k(2)S(k(3)))
= ((h(1)k · 1A)#h(2))
= ((h(1)k · 1A)(h(2) · 1A)#h(3))
= (h(1) · (k · 1A))#h(2)
For the equation (PR3), we have
π0(h(1))π0(S(h(2)))π0(k) = (1A#h(1))(1A#S(h(2)))(1A#k)
= (h(1) · 1A#h(2)S(h(3)))(1A#k)
= (h · 1H)(1A#k) = h · 1A#k
and
π0(h(1))π0(S(h(2))k) = (1A#h(1))(1A#S(h(2))k)
= h(1) · 1A#h(2)S(h(3))k = h · 1A#k
The relations (PR4) and (PR5) are less obvious. For (PR4), we have
π0(h)π0(S(k(1)))π0(k(2)) = (1A#h)(1A#S(k(1)))(1A#k(2))
= (1A#h)((S(k(2)) · 1A)#S(k(1))k(3))
= (h(1) · (S(k(2)) · 1A))#h(2)S(k(1))k(3)
= (h(1) · 1A)(h(2)S(k(2)) · 1A)#h(3)S(k(1))k(3)
and
π0(hS(k(1)))π0(k(2)) = (1A#hS(k(1)))(1A#k(2))
= (h(1)S(k(2)) · 1A)#h(2)S(k(1))k(3)
= (h(1)S(k(3)) · 1A)(h(2)S(k(2))k(4) · 1A)#h(3)S(k(1))k(5)
= (h(1)S(k(2)) · (k(3) · 1A))#h(2)S(k(1))k(4)
= (h(2)S(k(3))k(4) · 1A)(h(2)S(k(2)) · 1A)#h(3)S(k(1))k(5)
= (h(1) · 1A)(h(2)S(k(2)) · 1A)#h(3)S(k(1))k(3)
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Finally, for (PR5), we have
π0(S(h(1)))π0(h(2))π0(k) = (1A#S(h(1)))(1A#h(2))(1A#k)
= ((S(h(2)) · 1A)#S(h(1))h(3))(1A#k)
= (S(h(3)) · 1A)(S(h(2))h(4) · 1A)#S(h(1))h(5)k
= (S(h(2)) · (h(3) · 1A))#S(h(1))h(4)k
= (S(h(3))h(4) · 1A)(S(h(2)) · 1A)#S(h(1))h(5)k
= (S(h(2)) · 1A)#S(h(1))h(3)k
= (1A#S(h(1)))(1A#h(2)k)
= π0(S(h(1)))π0(h(2)k)
Therefore, π0 is indeed a partial representation ofH on the partial smash product
A#H .
As in the group case, the constructions of Example 3.5 and Example 3.7 are
functorial, and related by a natural transformation. To obtain this natural trans-
formation, we introduce the following definition.
Definition 3.8. Consider a unital algebras A and B, and a Hopf algebra H that
acts partially on A. A covariant pair associated to these data is a pair of maps
(φ, π) where φ : A → B is an algebra morphism and π : H → B is a partial
representation such that
(CP1) φ(h · a) = π(h(1))φ(a)π(S(h(2))), for every h ∈ H and a ∈ A .
(CP2) φ(a)π(S(h(1)))π(h(2)) = π(S(h(1)))π(h(2))φ(a), for every h ∈ H and a ∈ A.
This definition is well motivated because this is what happens for the pair
(φ0, π0), where φ0 : A→ A#H is the canonical morphism given by φ0(a) = a#1H
and π0 : H → A#H is the partial representation π0(h) = 1A#h. Indeed,
π0(h(1))φ0(a)π0(S(h(2))) = (1A#h(1))(a#1H)(1A#S(h(2)))
= (h(1) · a)#h(2))(1A#S(h(3)))
= (h(1) · a)(h(2) · 1A)#h(3)S(h(3))
= (h · a)#1H = φ0(h · a),
and
φ0(a)π0(S(h(1)))π0(h(2)) = (a#1H)(1A#S(h(1)))(1A#h(2))
= a(S(h(2)) · 1A)#S(h(1)h(3)),
while, on the other hand
π0(S(h(1)))π0(h(2))φ0(a) = (1A#S(h(1)))(1A#h(2))(a#1H)
= (S(h(2)) · 1A)#S(h(1))h(2))(a#1H)
= (S(h(3)) · 1A)(S(h(2))h(4) · a)#S(h(1))h(5)
= (S(h(2)) · (h(3) · a))#S(h(1))h(4)
= (S(h(3))h(4) · a)(S(h(2)) · 1A)#S(h(1))h(5)
= a(S(h(2)) · 1A)#S(h(1)h(3)).
With this definition at hand, we can prove that the partial smash product has
the following universal property.
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Theorem 3.9. Let A and B be unital algebras and H a Hopf algebra with a sym-
metric partial action on A. Suppose that (φ, π) is a covariant pair associated to
these data. Then there exists a unique algebra morphism Φ : A#H → B such that
φ = Φ ◦ φ0 and π = Φ ◦ π0.
Proof. Define the linear map
Φ : A#H → B
a#h 7→ φ(a)π(h)
Let us verify that this is, in fact, an algebra morphism:
Φ((a#h)(b#k)) = Φ(a(h(1) · b)#h(2)k)
= φ(a(h(1) · b))π(h(2)k)
(CP1)
= φ(a)π(h(1))φ(b)π(S(h(2)))π(h(3)k)
(PR5)
= φ(a)π(h(1))φ(b)π(S(h(2)))π(h(3))π(k)
(CP2)
= φ(a)π(h(1))π(S(h(2)))π(h(3))φ(b)π(k)
= φ(a)π(h)φ(b)π(k)
= Φ(a#h)Φ(b#k).
By construction, one can easily see that φ = Φ ◦ φ0 and π = Φ ◦ π0. Finally, for
the uniqueness, suppose that there is another morphism Ψ : A#H → B factorizing
both φ and π. Then, for any element a#h ∈ A#H we have
Ψ(a#h) = Ψ((a#1H)(1A#h)) = Ψ(a#1H)Ψ(1A#h)
= Ψ(φ0(a))Ψ(π0(h)) = φ(a)π(h) = Φ(a#h).

Thanks to the above theorem the two main examples of partial representations
are related as in the following result.
Theorem 3.10. Let H be a Hopf algebra, then there exist functors
ParActH
Π0 //
Π
// ParRepH
Π0(A, ·) = (A#H, π0), Π(A, ·) = (Endk(A), π)
and a natural transformation Φ : Π0 → Π
Proof. The construction of the functor Π follows from Example 3.5, the construction
of the functor Π0 follows from Example 3.7. It is easy to see that these constructions
are indeed functorial. Moreover, if (A, ·) is a symmetric left parial H-module and
Π(A, ·) = (Endk(A), π) the associated partial representation on End(A). Consider
φ : A→ End(A), φ(a)(a′) = aa′, then (φ, π) is a covariant pair. Indeed, take h ∈ H
and a, a′ ∈ A and let us check (CP1).
π(h(1))φ(a)π(S(h2))(a
′) = h(1) · (a(S(h(2)) · a
′)) = (h(1) · a)(h(2) · (S(h(3)) · a))
= (h(1) · a)(h(2)S(h(3)) · a) = (h · a)a
′
= φ(h · a)(a′)
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Next, for (CP2), we find
π(S(h(1)))π(h(2))φ(a)(a
′) = S(h(1)) · (h(2) · (aa
′)) = S(h(1)) · ((h(2) · a)(h(3) · a
′))
= (S(h(2)) · (h(3) · a))(S(h(1)) · (h(4) · a
′))
= (S(h(2))h(3) · a))(S(h(1)) · (h(4) · a
′))
= a(S(h(1)) · (h(2) · a
′) = φ(a)π(S(h(1)))π(h(2))(a
′)
Consequently, there exists an algebra morphism Φ : A#H → Endk(A) such that
π = Φ ◦ π0, and hence Φ is a morphism of partial representations. The verification
that Φ is natural in A is straightforward and left to the reader. 
4. The universal partial “Hopf” algebra Hpar
4.1. Hpar and the universal property. As in the case of partial representations
of a group G, which can be factorized by an algebra morphism defined on the
partial group algebra kparG, in the case of partial representations of a Hopf algebra
H , it is possible to construct an algebra associated to H which factorizes partial
representations by algebra morphisms. This new algebra will be called partial Hopf
algebra.
Definition 4.1. Let H be a Hopf algebra and let T (H) be the tensor algebra of
the vector space H . The partial Hopf algebra Hpar is the quotient of T (H) by the
ideal I generated by elements of the form
(1) 1H − 1T (H);
(2) h⊗ k(1) ⊗ S(k(2))− hk(1) ⊗ S(k(2)), for all h, k ∈ H ;
(3) h(1) ⊗ S(h(2))⊗ k − h(1) ⊗ S(h(2))k, for all h, k ∈ H ;
(4) h⊗ S(k(1))⊗ k(2) − hS(k(1))⊗ k(2), for all h, k ∈ H ;
(5) S(h(1))⊗ h(2) ⊗ k − S(h(1))⊗ h(2)k, for all h, k ∈ H .
Denoting the class of h ∈ H in Hpar by [h], it is easy to see that the map
[ ] : H → Hpar
h 7→ [h]
satisfy the following relations
(1) [αh+ βk] = α[h] + β[k], for all α, β ∈ k and h, k ∈ H ;
(2) [1H ] = 1Hpar ;
(3) [h][k(1)][S(k(2))] = [hk(1)][S(k(2))], for all h, k ∈ H ;
(4) [h(1)][S(h(2))][k] = [h(1)][S(h(2))k], for all h, k ∈ H ;
(5) [h][S(k(1))][k(2)] = [hS(k(1))][k(2)], for all h, k ∈ H ;
(6) [S(h(1))][h(2)][k] = [S(h(1))][h(2)k], for all h, k ∈ H .
Therefore, the linear map [ ] is a partial representation of the Hopf algebra H on
Hpar.
The partial Hopf algebra Hpar has the following universal property.
Theorem 4.2. For every partial representation π : H → B there is a unique
morphism of algebras πˆ : Hpar → B such that π = πˆ ◦ [ ]. Conversely, given
an algebra morphism φ : Hpar → B, there exists a unique partial representation
πφ : H → B such that φ = πˆφ.
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In other words, the following functors establish an isomorphism between the cat-
egory of partial representations and the co-slice category Hpar/Algk
ParRepH
L // Hpar/Algk
R
oo
where L((B, π)) = (B, πˆ), and R((B, φ)) = (B, πφ).
Proof. Let (B, π) be a partial representation. From the universal property of T (H)
it follows that there is an algebra morphism ϕ : T (H)→ B such that ϕ(h) = π(h)
for every h ∈ H . Since π is a partial representation, π kills every generator of I
and, therefore, there exists a unique algebra morphism πˆ from T (H)/I = Hpar to
B such that
πˆ([h]) = ϕ(h) = π(h).
On the other hand, given the algebra map φ : Hpar → B, the map πφ : H → B
defined as πφ(h) = φ([h]) is a partial representation of H on B and is factorized by
φ, by a direct verification. 
The identity map is evidently a partial representation of H on H , this induces
an algebra morphism u : Hpar → H given by u([h
1] . . . [hn]) = h1 . . . hn.
Example 4.3. For the case where the Hopf algebra H is a group algebra kG, the
partial “Hopf” algebra (kG)par coincide with the well known partial group algebra
kparG. For a finite group G, this algebra has a very rich structure, being the
groupoid algebra kΓ(G) over the groupoid
Γ(G) = {(A, g) ∈ P(G)×G | e ∈ A, g−1 ∈ A},
where P(G) denotes the powerset of G and the product of Γ(G) is defined as
(A, g)(B, h) =
{
(B, gh), if A = hB
otherwise.
The source and target maps are respectively, s(A, g) = (A, e) and t(A, g) = (gA, e),
and the inverse is given by (A, g)−1 = (gA, g−1). If |G| = n then the dimension of
kparG is d = 2
n−2(n + 1), and moreover, this algebra can be expressed as direct
sum of matrix algebras [13].
Example 4.4. If the Hopf algebra H is the universal enveloping algebra of a Lie
algebra g, that is H = U(g), then every partial representation of H is a morphism
of algebras. Indeed, consider a partial representation π : U(g) → B, let us prove
that for every pair of elements h, k ∈ U(g), we have π(h)π(k) = π(hk). This can
be done by induction, considering k = X1 . . . Xn, with Xi ∈ g, for i = 1, . . . , n.
Take n = 1, that is k = X ∈ g, then we find
π(h)π(k(1))π(S(k(2)) = π(h)π(X)π(1) − π(h)π(1)π(X)
= π(h)π(X)− π(h)π(X) = 0
On the other hand
π(hk(1))π(S(k(2)) = π(hX)π(1)− π(h)π(X)
= π(hX)− π(h)π(X)
As π is a partial representation, we find by (PR2) that the two equations above are
equal, hence
π(hX)− π(h)π(X) = 0 ⇒ π(hX) = π(h)π(X).
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Suppose now that for 1 ≤ i < n we have
π(h)π(X1 . . .Xi) = π(hX1 . . . Xi)
and take k = X1 . . . Xn, then
π(h)π(k(1)π(S(k(2))) = π(h)π(k)π(1) + (−1)
nπ(h)π(1)π(k) +
+
n−1∑
i=1
∑
σ∈Sn,i
(−1)n−iπ(h)π(Xσ(1) . . . Xσ(i))π(Xσ(n) . . . Xσ(i+1))
= π(h)π(k) + (−1)nπ(h)π(k) +
+
n−1∑
i=1
∑
σ∈Sn,i
(−1)n−iπ(hXσ(1) . . . Xσ(i))π(Xσ(n) . . . Xσ(i+1)),
where the sums are carried on the (n, i) shuffles, for i = 1, . . . , n− 1. On the other
hand
π(hk(1))π(S(k(2))) = π(hk)π(1) + (−1)
nπ(h)π(k) +
+
n−1∑
i=1
∑
σ∈Sn,i
(−1)n−iπ(hXσ(1) . . . Xσ(i))π(Xσ(n) . . . Xσ(i+1)).
As the two equations above are equal, then we have
π(h)π(k) = π(hk)
which concludes our proof that any partial representation of the universal envelop-
ing algebra is a morphism of algebras. Then, the map [ ] : U(g) → U(g)par is a
morphism of algebras and it is easy to see that it is the inverse of the algebra map
u : U(g)par → U(g) defined previously. Therefore U(g)par ∼= U(g).
Example 4.5. Let k be a field with characteristic not equal to 2, consider the
cyclic group C2 = 〈e, g | g
2 = e〉, let H be the dual group algebra (kC2)
∗. This
Hopf algebra is generated by the basis elements pe and pg satisfying 1 = pe + pg
and pepg = 0. Let x = [pe], y = [pg] be the corresponding generators of Hpar. The
first defining equation for Hpar yields y = 1 − x, in particular, we conclude that
xy = yx in Hpar.
Since H is cocommutative the following 4 families of equations that define Hpar
are reduced to the first two of them. Writing the equations explicitly with respect
to the basis elements one obtains eight equations; using the fact that y = 1− x, all
these equations are reduced to
x(2x − 1)(x− 1) = 0
which implies that Hpar is isomorphic to the 3-dimensional algebra
k[x]/〈x(2x − 1)(x− 1)〉.
Remark 4.6. As we saw in the previous examples, if H is a group algebra kG
where G is a finite group, then the associated universal partial “Hopf” algebra is
again finite dimensional. Also, Hpar is finite dimensional for the dual algebra of
the group algebra kC2. This should be no surprise, since in this particular case,
the dual group algebra is isomorphic to the group algebra. The question whether
a finite dimensional Hopf algebra has a finite dimensional universal partial “Hopf”
algebra, will be given a negative answer in the next section.
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4.2. Hpar as a partial smash product. As we have seen, for partial represen-
tations of groups the partial group algebra kparG is isomorphic to a partial skew
group ring A ⋊α G. The same kind of result can be proved in the case of partial
representations of Hopf algebras.
Consider the partial Hopf algebra Hpar associated to H . For each h ∈ H , define
the elements
εh = [h(1)][S(h(2))], ε˜h = [S(h(1))][h(2)].
Lemma 4.7. Let H be a Hopf algebra with invertible antipode.
(a) εk[h] = [h(2)]εS−1(h(1))k;
(b) [h]εk = εh(1)k[h(2)];
(c) εh(1)εh(2) = εh;
(d) ε˜k[h] = [h(1)]ε˜kh(2) ;
(e) [h]ε˜k = ε˜kS−1(h(2))[h(1)];
(f) ε˜h(1) ε˜h(2) = ε˜h;
(g) ε˜hεk = εkε˜h.
Proof. For the item (a), we have
εk[h] = [k(1)][S(k(2))][h] = [k(1)][S(k(2))h]
= [k(1)][S(k(2))h(3)][S
−1(S(k(3))h(2))][S(k(4))h(1)]
= [k(1)S(k(2))h(3)][S
−1(S(k(3))h(2))][S(k(4))h(1)]
= [h(3)][S
−1(S(k(1))h(2))][S(k(2))h(1)]
= [h(3)][S
−1(h(2))k(1)][S(S
−1(h(1))k(2))]
= [h(2)]εS−1(h(1))k
For the item (b) we have
[h]εk = [h][k(1)][S(k(2))] = [hk(1)][S(k(2))]
= [h(1)k(1)][S(h(2)k(2))][h(3)k(3)][S(k(4))]
= [h(1)k(1)][S(h(2)k(2))][h(3)k(3)S(k(4))]
= [h(1)k(1)][S(h(2)k(2))][h(3)]
= εh(1)k[h(2)]
For the item (c),
εh = [h(1)][S(h(2))] = [h(1)][S(h(2))][h(3)][S(h(4))] = εh(1)εh(2) .
The items (d) and (e) are analogous to items (a) and (b) and the item (f) is
analogous to the item (c). The item (g) follow by opening ε˜h and applying twice
the item (b). 
Define the subalgebras
A = 〈εh ∈ Hpar |h ∈ H〉, and A˜ = 〈ε˜h ∈ Hpar |h ∈ H〉.
By the previous lemma, one concludes that these two subalgebras of Hpar commute
one with respect to the other.
Theorem 4.8. Let H be a Hopf algebra. There exists a partial action of H on the
subalgebra A ⊆ Hpar, such that Hpar ≃ A#H.
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Proof. Define, for each h ∈ H and for each a = εh1 . . . εhn ∈ A the element
h · a = [h(1)]a[S(h(2)] ∈ Hpar.
This is an element of A. Indeed,
h · a = [h(1)]εk1 . . . εkn [S(h(2))]
= εh(1)k1 [h(2)]εk2 . . . εkn [S(h(3))]
= εh(1)k1 . . . εh(n)kn [h(n+1)][S(h(n+2))]
= εh(1)k1 . . . εh(n)knεh(n+1) ∈ A.
Claim: The linear map
· : H ⊗A → A
h⊗ a 7→ h · a
for h · a as above described, defines a partial action of H on A:
First, if h = 1H , then
1H · a = [1H ]a[S(1H)] = [1H ]a[1H ] = 1Hpara1Hpar = a , ∀a ∈ A.
Consider h ∈ H , and two elements a, b ∈ A, then
h · (ab) = [h(1)]ab[S(h(2))]
= [h(1)][S(h(2))][h(3)]ab[S(h(4))]
= [h(1)]ε˜h(2)ab[S(h(3))]
= [h(1)]aε˜h(2)b[S(h(3))]
= [h(1)]a[S(h(2))][h(3)]b[S(h(4))]
= (h(1) · a)(h(2) · b).
Note that the commutation in the fourth equality follows from the fact that a ∈ A
and then commutes with every element of A˜.
Finally, take h, k ∈ H and a ∈ A, the composition reads
h · (k · a) = [h(1)][k(1)]a[S(k(2))][S(h(2))]
= [h(1)][k(1)][S(k(2))][k(3)]a[S(k(4))][S(h(2))]
= [h(1)][k(1)]ε˜k(2)a[S(k(3))][S(h(2))]
= [h(1)][k(1)]aε˜k(2) [S(k(3))][S(h(2))]
= [h(1)][k(1)]a[S(k(2))][k(3)][S(k(4))][S(h(2))]
= [h(1)][k(1)]a[S(k(2))][k(3)][S(k(4))S(h(2))]
= [h(1)][k(1)]aε˜k(2) [S(k(3))S(h(2))]
= [h(1)][k(1)]ε˜k(2)a[S(k(3))S(h(2))]
= [h(1)][k(1)]a[S(k(2))S(h(2))]
= [h(1)][S(h(2))][h(3)][k(1)]a[S(k(2))S(h(4))]
= [h(1)][S(h(2))][h(3)k(1)]a[S(k(2))S(h(4))]
= (h(1) · 1A)(h(2)k · a).
Similarly, one can prove also that h · (k · a) = (h(1)k · a)(h(2) · 1A), therefore the
partial action is symmetric.
Now, using the universal properties ofHpar and of A#H , we will have the desired
isomorphism. First, we have already proved that the linear map π0 : H → A#H
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given by π0(h) = 1A#h is a partial representation of the Hopf algebra H . Then,
there is an algebra morphism πˆ : Hpar → A#H such that π0 = πˆ ◦ [ ]. In order to
write this morphism explicitly, note that x = [h1] . . . [hn] ∈ Hpar can be written as
x = εh1
(1)
εh1
(2)
h2
(1)
. . . εh1
(n−1)
h2
(n−2)
...hn−1
(1)
[h1(n)h
2
(n−1) . . . h
n−1
(2) h
n].
Therefore, we have explicitly
πˆ(x) = εh1
(1)
εh1
(2)
h2
(1)
. . . εh1
(n−1)
h2
(n−2)
...hn−1
(1)
#h1(n)h
2
(n−1) . . . h
n−1
(2) h
n.
On the other hand, the inclusion map i : A → Hpar and the canonical partial
representation [ ] : H → Hpar form a covariant pair, just because
h · a = [h(1)]a[S(h(2))].
and every a ∈ A commutes with every ε˜h ∈ Hpar. Then, we have an algebra
morphism Φ : A#H → Hpar given by Φ(a#h) = a[h]. By construction, Φ is the
inverse map of πˆ, therefore, these two algebras are isomorphic. 
4.3. Hpar as a Hopf algebroid. Given a Hopf algebraH with invertible antipode,
one can prove yet that the partial “Hopf” algebra is in fact a Hopf algebroid.
Definition 4.9. [6] Given a k algebra A, a left (resp. right) bialgebroid over A is
given by the data (H, A, s, t,∆l, ǫl) (resp. (H, A, s˜, t˜,∆r, ǫr)) such that:
(1) H is a k algebra.
(2) The map s (resp. s˜) is a morphism of algebras between A and H, and the
map t (resp. t˜) is an anti-morphism of algebras between A and H. Their
images commute, that is, for every a, b ∈ A we have s(a)t(b) = t(b)s(a)
(resp. s˜(a)t˜(b) = t˜(b)s˜(a)). By the maps s, t (resp. s˜, t˜) the algebra H
inherits a structure of A bimodule given by a ⊲ h ⊳ b = s(a)t(b)h (resp.
a ⊲ h ⊳ b = hs˜(b)t˜(a)).
(3) The triple (H,∆l, ǫl) (resp. (H,∆r, ǫr)) is an A coring relative to the struc-
ture of A bimodule defined by s and t (resp. s˜, and t˜).
(4) The image of ∆l (resp. ∆r) lies on the Takeuchi subalgebra
H×A H = {
∑
i
hi ⊗ ki ∈ H⊗A H |
∑
i
hit(a)⊗ ki =
∑
i
hi ⊗ kis(a) ∀a ∈ A},
resp.
HA×H = {
∑
i
hi ⊗ ki ∈ H ⊗A H |
∑
i
s˜(a)hi ⊗ ki =
∑
i
hi ⊗ t˜(a)ki ∀a ∈ A},
and it is an algebra morphism.
(5) For every h, k ∈ H, we have
ǫl(hk) = ǫl(hs(ǫl(k))) = ǫl(ht(ǫl(k))),
resp.
ǫr(hk) = ǫr(s˜(ǫr(h))k) = ǫr(t˜(ǫr(h))k).
Given two anti-isomorphic algebras A and A˜ (ie, A ∼= A˜op), a left A bialgebroid
(H, A, s, t,∆l, ǫl) and a right A˜ bialgebroid (H, A˜, s˜, t˜,∆r, ǫr), a Hopf algebroid
structure on H is given by an antipode, that is, an anti algebra homomorphism
S : H → H such that
(i) s ◦ ǫl ◦ t˜ = t˜, t ◦ ǫl ◦ s˜ = s˜, s˜ ◦ ǫr ◦ t = t and t˜ ◦ ǫr ◦ s = s.
(ii) (∆l ⊗A˜ I) ◦∆r = (I ⊗A ∆r) ◦∆l and (I ⊗A˜ ∆l) ◦∆r = (∆r ⊗A I) ◦∆l.
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(iii) S(t(a)ht˜(b′)) = s˜(b′)S(h)s(a), for all a ∈ A, b′ ∈ A˜ and h ∈ H.
(iv) µH ◦ (S ⊗ I) ◦∆l = s˜ ◦ ǫr and µH ◦ (I ⊗ S) ◦∆r = s ◦ ǫl.
With this definition at hand let us show that the universal partial “Hopf” algebra
Hpar is indeed a Hopf algebroid. First, note that the antipode and its inverse in the
Hopf algebra H , S±1 : H → H can define an anti-algebra maps S : Hpar → Hpar
and S ′ : Hpar → Hpar given, respectively by
S([h1] . . . [hn]) = [S(hn)] . . . [S(h1)],
S ′([h1] . . . [hn]) = [S−1(hn)] . . . [S−1(h1)].
The map S ′ (resp. S) provides two pairs of anti-algebra isomorphisms between
the subalgebras A and A˜ of Hpar with inverse S (resp. S
′), therefore we can
define two kinds of source and target maps: Relative to the algebra A, the maps
s, t : A → Hpar given by s(a) = a and t(a) = S
′(a),for a ∈ A, and relative to the
algebra A˜, the maps s˜, t˜ : A˜ → Hpar given by s˜(a
′) = a′ and t˜(a′) = S ′(a′), for
a′ ∈ A˜.
Next, we are going to provide two bialgebroid structures on Hpar, the left one,
relative to the base algebra A, and the right one, relative to the base algebra A˜.
For the left part, we define the A bimodule structure on Hpar by
a ⊲ x ⊳ b = s(a)t(b)x
Of course, the maps s and t commute among themselves because s is basically the
inclusion of A and t is the inclusion of A˜, and we have already proved that these
two subalgebras commute.
The comultiplication and the counit are given by
∆l([h
1] . . . [hn]) = [h1(1)] . . . [h
n
(1)]⊗A [h
1
(2)] . . . [h
n
(2)]
ǫl([h
1] . . . [hn]) = εh1
(1)
εh1
(2)
h2
(1)
. . . εh1
(n)
...hn
For the right part, we define the A˜ bimodule structure on Hpar by
a ⊲ x ⊳ b = xs˜(b)t˜(a)
Again, the maps s˜ and t˜ commute.
The comultiplication and the counit are given by
∆r([h
1] . . . [hn]) = [h1(1)] . . . [h
n
(1)]⊗A˜ [h
1
(2)] . . . [h
n
(2)]
ǫr([h
1] . . . [hn]) = ε˜h1h2
(1)
...hn
(1)
ε˜h2
(2)
...hn
(2)
. . . ε˜hn
(n)
And the antipode, which interchanges the left and the right bialgebroid struc-
tures is given by the map S.
Then we have the following result:
Theorem 4.10. Let H be a Hopf algebra with invertible antipode. Then, the data
(Hpar, A, A˜, s, t, s˜, t˜,∆l,∆r, ǫl, ǫr,S) define a Hopf algebroid structure on Hpar.
Proof. Let us first construct the comultiplication ∆l. Consider the linear map
π ◦ [ ]⊗ [ ] ◦∆ : H → Hpar ⊗A Hpar,
where π : Hpar ⊗ Hpar → Hpar ⊗A Hpar is the canonical projection. Our aim is
to show that the image of this map lies in the Takeuchi product Hpar ×A Hpar.
As this Takeuchi product is an algebra, it suffices to verify that the map H →
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Hpar×AHpar is a partial representation in order to obtain the needed algebra map
∆l : Hpar → Hpar ×A Hpar by the universal property of Hpar.
So first, we need to check that Im(∆l) is in the Takeuchi subalgebra defined as
Hpar×AHpar = {
∑
i
xi⊗Ay
i ∈ Hpar⊗AHpar |
∑
i
xit(a)⊗Ay
i =
∑
i
xi⊗Ay
is(a) , ∀a ∈ A}.
Indeed, take h ∈ H and εk ∈ A,
[h(1)]⊗A [h(2)]s(εk) = [h(1)]⊗A [h(2)][k(1)][S(k(2))] = [h(1)]⊗A [h(2)k(1)][S(k(2))]
= [h(1)]⊗A εh(2)k(1) [h(3)k(2)][S(k(3))] = [h(1)]⊗A εh(2)k(1) [h(3)k(2)S(k(3))]
= [h(1)]⊗A εh(2)k[h(3)] = ε˜S−1(h(2)k)[h(1)]⊗A [h(3)]
= [h(3)k(2)][S
−1(h(2)k(1))][h(1)]⊗A [h(4)]
= [h(3)k(2)][S
−1(k(1))S
−1(h(2))h(1)]⊗A [h(4)]
= [h(1)k(2)][S
−1(k(1))]⊗A [h(2)] = [h(1)][k(2)][S
−1(k(1))]⊗A [h(2)]
= [h(1)]ε˜S−1(k) ⊗A [h(2)] = [h(1)]ε˜S−1(k) ⊗A [h(2)]
= [h(1)]t(εk)⊗A [h(2)].
The long list of checks that ∆l satisfies the axioms of a partial representation
follows the same kind of reasoning, for example, for (PR2) we have
∆l([h][k(1)][S(k(2))]) = [h(1)][k(1)][S(k(4))]⊗A [h(2)][k(2)][S(k(3))]
= [h(1)][k(1)][S(k(3))]⊗A [h(2)]s(εk(2)) = [h(1)]t(εk(2))[k(1)][S(k(3))]⊗A [h(2)]
= [h(1)]ε˜S−1(k(2))[k(1)][S(k(3))]⊗A [h(2)]
= [h(1)][k(3)][S
−1(k(2))][k(1)][S(k(4))]⊗A [h(2)]
= [h(1)][k(1)][S(k(2))]⊗A [h(2)] = [h(1)k(1)][S(k(2))]⊗A [h(2)]
= ε˜S−1(h(2)k(2))[h(1)k(1)][S(k(3))]⊗A [h(3)] = [h(1)k(1)][S(k(3))]⊗A εh(2)k(2) [h(3)]
= [h(1)k(1)][S(k(4))]⊗A [h(2)k(2)][S(h(3)k(3))][h(4)]
= [h(1)k(1)][S(k(4))]⊗A [h(2)k(2)][S(k(3))S(h(3))h(4)]
= [h(1)k(1)][S(k(4))]⊗A [h(2)k(2)][S(k(3))] = ∆l([hk(1)][S(k(4))])
Therefore, the comultiplication is well defined on Hpar.
Next, we have to prove that ∆l is a morphism of A bimodules. Let h ∈ H and
εk ∈ A, then, we have
∆l(εk ⊲ [h]) = ∆l([k(1)][S(k(2))][h]) = [k(1)][S(k(4))][h(1)]⊗A [k(2)][S(k(3))][h(2)]
= [k(1)][S(k(3))][h(1)]⊗A εk(2) ⊲ [h(2)] = [k(1)][S(k(3))][h(1)] ⊳ εk(2) ⊗A [h(2)]
= ε˜S−1(k(2))[k(1)][S(k(3))][h(1)]⊗A [h(2)]
= [k(3)][S
−1(k(2))][k(1)][S(k(4))][h(1)]⊗A [h(2)]
= [k(3)][S
−1(k(2))k(1)][S(k(4))][h(1)]⊗A [h(2)]
= [k(1)][S(k(2))][h(1)]⊗A [h(2)] = εk ⊲ [h(1)]⊗A [h(2)] = εk ⊲∆l([h])
and by an analogous argument, one can prove that
∆l([h] ⊳ εk) = ∆l([h]) ⊳ εk.
By construction, the comultiplication ∆l is obviously coassociative.
PARTIAL REPRESENTATIONS OF HOPF ALGEBRAS 23
The left counit,
ǫl([h
1] . . . [hn]) = ǫl(εh1(1) . . . εh1(n−1)...h
n−1
(1)
[h1(n) . . . h
n]) = εh1
(1)
. . . εh1
(n−1)
...hn−1
(1)
εh1
(n)
...hn ,
is, by construction, left A linear. In order to prove that it is right A linear, consider
[h] ∈ Hpar and εk ∈ A, then
ǫl([h] ⊳ εk) = ǫl(ε˜S−1(k)[h]) = ǫl([k(2)][S
−1(k(1))][h]) = ǫl([k(2)][S
−1(k(1))h])
= ǫl(εk(2) [k(3)S
−1(k(1))h]) = εk(2)εk(3)S−1(k(1))h
= [k(3)][S(k(4))][k(5)S
−1(k(2))h(1)][S(k(6)S
−1(k(1))h(2))]
= [k(3)][S
−1(k(2))h(1)][S(S
−1(k(1))h(2))S(k(4))]
= [k(3)][S
−1(k(2))h(1)][S(S
−1(k(1))h(2))][S(k(4))]
= [h(1)][S(h(2))k(1)][S(k(2))]
= [h(1)][S(h(2))][k(1)][S(k(2))] = εhεk
= ǫl([h])εk.
Because of the left A linearity of ∆l and ǫl, the counit axiom is easily verified,
because it is needed to check only in elements of the form [h] ∈ Hpar.
Let us verify the property of the left counit,
ǫl(xy) = ǫl(xs(ǫl(y))) = ǫl(xt(ǫl(y))), ∀x, y ∈ Hpar.
Because of the left A linearity, it is enough to verify for the case of x = [h] and
y = [k1] . . . [kn]. First, note that, for [h] ∈ Hpar and a ∈ A, using the isomorphism
of Hpar with A#H ,
[h]s(a) = (1A#h)(a#1H) = ((h(1) · a)#h(2)) = (h(1) · a)[h(2)],
then
ǫl([h]s(a)) = ǫl((h(1) · a)[h(2)]) = (h(1) · a)εh(2) = h · a.
Now, for x = [h] and y = [k1] . . . [kn], we have
ǫl([h]s(ǫl(y))) = h · ǫl([k
1] . . . [kn])
= [h(1)]εk1
(1)
. . . εk1
(n)
...kn [S(h(2))]
= εh(1)k1(1) . . . εh(n)k
1
(n)
...knεh(n+1)
= εh(1)εh(2)k1(1) . . . εh(n+1)k
1
(n)
...kn
= ǫl(εh(1)εh(2)k1(1) . . . [h(n+1)k
1
(n) . . . k
n])
= ǫl([h][k
1] . . . [kn]) = ǫl([h]y).
For the second equality, first note that, for [h] ∈ Hpar and εk ∈ A,
ǫl([h]t(εk)) = ǫl([h]ε˜S−1(k)) = ǫl(ε˜S−1(k)S−1(h(2))[h(1)])
= ǫl(ε˜S−1(h(2)k)[h(1)]) = ǫl([h(1)] ⊳ εh(2)k)
= ǫl([h(1)])εh(2)k.
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Then,
ǫl([h]t(ǫl(y))) = ǫl([h]t(εk1(1) . . . εk
1
(n)
...kn))
= ǫl([h]t(εk1(n)...kn) . . . t(εk
1
(1)
))
= ǫl([h(1)])εh(2)k1(1) . . . εh(n+1)k
1
(n)
...kn
= ǫl([h]y)
Therefore the data (Hpar , A, s, t,∆l, ǫl) define a structure of a left A bialgebroid.
With analogous techniques, one can prove that the data (Hpar, A˜, s˜, t˜,∆r, ǫr) is a
right A bialgebroid structure on Hpar.
Finally, the antipode axioms give, for x = [h1] . . . [hn],
x(1)S(x(2)) = [h
1
(1)] . . . [h
n
(1)][S(h
n
(2))] . . . [S(h
1
(2))]
= [h1(1)] . . . εhn [S(h
n−1
(2) )] . . . [S(h
1
(2))]
= [h1(1)] . . . [h
n−1
(1) ][S(h
n−1
(2) )]εhn−1(3) hn
[S(hn−2(2) )] . . . [S(h
1
(2))]
= [h1(1)] . . . εhn−1
(1)
[S(hn−2(2) )] . . . [S(h
1
(2))]εh1
(3)
...hn−1
(2)
hn
= εh1
(1)
. . . εh1
(n)
...hn−1
(2)
hn
= s(ǫl(x)),
similarly, we get
S(x(1))x(2) = s˜(ǫr(x)).
Therefore, Hpar is an A-Hopf algebroid. 
Our construction that associates to each Hopf algebra H , its partial “Hopf”
algebra Hpar is in fact functorial, as we proof in next proposition.
Proposition 4.11. The construction of the partial Hopf algebra defines a functor
F : HopfAlg→ HopfAlgbd.
Proof. On objects, the functor F is described by F (H) = Hpar. Now let ϕ : H 7→ L
be a morphism of Hopf algebras. By composing φ with the partial representation
[ ] : L→ Lpar we obtain a partial representation of H on Lpar. Therefore, we have
a unique algebra morphism ϕpar : Hpar → Lpar which is defined on generators by
ϕpar([h]) = [ϕ(h)]. We then define F (ϕ) = ϕpar. It is easy to see that, for the
composition of morphisms ϕ : H → L with ψ : L → K, we have (ψ ◦ ϕ)par =
ψpar ◦ ϕpar and that (IdH)par = IdHpar . Besides that, ϕpar restricts to an algebra
morphism ϕpar : A(Hpar) → A(Lpar), where A(Hpar) is the base algebra for the
Hopf algebroid structure of Hpar. Finally, it is straightforward to prove that ϕpar
is a morphism of Hopf algebroids. For instance, to prove the preservation of the
left comultiplication we proceed as follows
(ϕpar ⊗ ϕpar)∆Hpar ([h]) = ϕpar[h(1)]⊗A(Lpar) ϕpar[h(2)]
= [ϕ(h(1))]⊗A(Lpar) [ϕ(h(2))]
= [ϕ(h)(1)]⊗A(Lpar) [ϕ(h)(2)]
= ∆Lpar([ϕ(h)])
= ∆Lpar(ϕpar([(h)]))
And analogously for the other operations of the Hopf algebroids. 
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4.4. The subalgebra A of Hpar. We saw that Hpar is isomorphic to the partial
smash product A#H , where A is the subalgebra generated by the elements εh =
[h(1)][S(h(2))] and H acts (partially) on A by h · εk = εh(1)kεh(2) (see Theorem 4.8).
If one knows A then one might determine Hpar using the partial smash product.
However, we defined A as a particular subalgebra of Hpar. Our next aim is to show
that it is possible to determine A on its own, without calculating Hpar first.
Consider a partial action of a Hopf algebra H on an algebra B. Let π : H →
End(B) be the corresponding partial representation and let ev1 : End(B) → B be
the evaluation map f 7→ f(1). Consider the diagram below.
Hpar
ǫl //
πˆ

A
πˆ1

H π
//
[ ]
;;
①
①
①
①
①
①
①
①
①
End(B) ev1
// B
where πˆ1 stands for the restriction of πˆ to A.
The last square commutes, since
πˆ1(ǫl(h)) = πˆ1(εh) = h(1) · (S(h(2)) · 1) = h · 1 = ev1πˆ([h]).
Note also that if we put e = ev1 ◦ π : H → B, then we have
e(h) = e(h(1))e(h(2)) (5)
e(h(1))e(h(2)k) = e(h(1)k)e(h(2)) (6)
We are going to show that these two equations define A ⊂ Hpar.
Theorem 4.12. Let H be a Hopf algebra a with invertible antipode. Then the
algebra A ⊂ Hpar satisfies the following universal property. For any algebra B
endowed with a linear map eB : H → B that satisfies the equations (5) and (6),
then there exists a unique morphism u : A→ B such that eB = u ◦ e.
A
u

H eB
//
e
>>
⑦
⑦
⑦
⑦
⑦
⑦
⑦
⑦
B
Remark 4.13. It might be clear that the (unique) algebra that satisfies the universal
property as in the statement of the theorem above, is the quotient of the tensor
algebra T (H) by the ideal generated by elements of the form
(1) 1H − 1T (H);
(2) h− h(1) ⊗ h(2);
(3) h(1) ⊗ h(2)k − h(1)k ⊗ h(2).
Let us denote this algebra by A1
Proof of Theorem 4.12. We will show that there is a canonical algebra isomorphism
of A1 with A(Hpar). Let E : H → A1 be the composition of the inclusion map
H → T (H) with the canonical projection of T (H) on A1. By construction, given a
linear map e : H → B from H into an algebra B that satisfies (5) and (6), there is
a unique algebra map u : A1 → B such eB = u ◦E. Since the map e : H → A given
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by e(h) = ǫl([h]) = εh satisfies (5) and (6), there is a unique algebra morphism
ϕ : A1 → A such that ϕ ◦ E = e.
On the other hand, we can define a partial action ofH on A1 as follows. Consider
the k-linear map Φ : H ⊗ T (H)→ T (H) defined on homogeneous elements by
Φ(h⊗ (k1 ⊗ · · · ⊗ kn) = h(1)k
1 ⊗ · · · ⊗ h(n)k
n ⊗ h(n+1)
If J is the ideal of Remark 4.13 above then Φ(H ⊗ J) ⊂ J . For instance, if we
consider the generator k − k(1) ⊗ k(2), we have
Φ(h⊗ (k − k(1) ⊗ k(2))) = (h(1)k − h(1)(1)k(1) ⊗ h(1)(2)k(2))⊗ h(2)
which lies in J . The same happens for 1H − 1T (H) and for the family of generators.
From the definition of Φ it follows that the same occurs for every element of J .
Therefore, by passing to the quotient we have a well-defined k-linear map
Φ : H ⊗A1 → A1
h⊗ E(k1) · · ·E(kn) 7→ E(h(1)k
1) · · ·E(h(n)k
n)E(h(n+1))
Now it can be checked that this map defines a partial action of H on A1, and there-
fore we may consider also the associated partial representation π : H → End(B),
and the linear map e = ev1π : H → A1 defined by h 7→ h ·1 = E(h). By the univer-
sal property of Hpar (and the discussion in the beginning of this section) there is a
unique algebra morphism πˆ1 : A(Hpar)→ A1 such that πˆ(εh) = πˆ1ǫl(h) = eπˆ(h) =
E(h). Now it is easy to see that πˆ1 is the inverse to ϕ : A1 → A(Hpar) obtained
above as E(h) 7→ εh. 
We can use the above result to determine Hpar for some Hopf algebras first
calculating the universal algebra A(Hpar) and then constructing the partial smash
product.
Example 4.14. Let H be the Sweedler Hopf algebra H4. We will see that A(Hpar)
is a commutative algebra isomorphic to k[X,Z]/I where I is the ideal generated by
2X2 −X and 2XZ − Z. In order to obtain this result we will work with the basis
e1 = (1 + g)/2, e2 = (1− g)/2, h1 = xe1, h2 = xe2. This choice makes easier some
computations because e1 and e2 are idempotent and h1, h2 generate the radical of
H4 (and are nilpotent of order 2). The multiplication table of H4 in this new basis
elements reads
e1 e2 h1 h2
e1 e1 0 0 h2
e2 0 e2 h1 0
h1 h1 0 0 0
h2 0 h2 0 0
The expressions for the coproducts of this new basis, are
∆(e1) = e1 ⊗ e− 1 + e2 ⊗ e2,
∆(e2) = e1 ⊗ e2 + e2 ⊗ e1,
∆(h1) = e1 ⊗ h1 − e2 ⊗ h2 + h1 ⊗ e1 + h2 ⊗ e2,
∆(h2) = e1 ⊗ h2 − e2 ⊗ h1 + h1 ⊗ e2 + h2 ⊗ e1.
The counit calculated in the elements of this new basis takes the values ǫ(e1) = 1
and ǫ(e2) = ǫ(h1) = ǫ(h2) = 0. Finally, the antipode of these elements are given by
S(e1) = e1, S(e2) = e2, S(h1) = −h2, S(h2) = h1.
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In what follows, let us call e = εe1 , x = εe2 , y = εh1 , z = εh2 .
We recall that the defining equations for A(Hpar) are
εh = εh(1)εh(2) (7)
εh(1)kεh(2) = εh(1)εh(2)k (8)
for h, k ∈ H .
Writing the equations (8) for these generators one concludes that A(Hpar) is
commutative and that xy = xz = 0.
Doing the same for equations (7) and using that 1 = e+ x (since 1 = e1 + e2 in
H4) one obtains
(1− x) = (1− x)2 + x2
x = 2(1− x)x, y = 2(1− x)y, z = 2(1− x)z
and then from xy = 0 we get y = 2y, and hence y = 0. The second equation above
also yields 2x2 = x. Therefore, we obtain
y = 0, 2x2 = x, 2xz = z (9)
i.e.,
εh1 = 0, 2ε
2
e2 = εe2 , 2εe2εh2 = εh2 (10)
Since these latter equations were obtained using only (7) and (8), if e : H4 → B
is any linear map satisfying (5) and (6) from last section then it follows that
e(h1) = 0, 2e(e2)
2 = e(e2), 2e(e2)e(h2) = e(h2). (11)
Let E : H4 → k[X,Z]/I be the map taking e1 to 1−X , e2 to X , h1 to 0 and h2
to Z. It can be checked that this map satisfies (5) and (6). Consider now another
linear map e : H4 → B that satisfies these same equations. Then e also satisfies
(11) and there is a unique algebra morphism f : k[X,Z]/I → B such that the
triangle below commutes.
k[X,Z]/I
f

H4
e //
E
::
✉
✉
✉
✉
✉
✉
✉
✉
✉
B
In particular, the linear map h ∈ H4 7→ εh ∈ A(Hpar) yields an algebra isomorphism
with k[X,Z]/I, given on generators by X 7→ εe2 and Z 7→ εh2 .
This isomorphism allows us to describe more explicitly, in this case, the action
of Hpar on A(Hpar), which is given by h · εk = εh(1)kεh(2) . Following this formula
but using the isomorphism above we have the partial action of H4 on k[X,Z]/I
given by
e1 · 1 = (1 −X), e2 · 1 = X, h1 · 1 = 0, h2 · 1 = Z/2
e1 ·X = X/2, e2 ·X = X/2, h1 ·X = 0, h2 ·X = Z/2
e1 · Z
n = Zn/2, e2 · Z
n = Zn/2, h1 · Z
n = 0, h2 · Z
n = Zn+1
Note that, for instance, that an algebra morphism k[X,Z]/I → k must either
send both X and Z to zero, or send X to 1/2 and Z to any given α ∈ k. In this
manner we reobtain all the partial actions of H4 on the field k [1].
Having described A(Hpar) we can now describe the whole algebra Hpar, since
Hpar is isomorphic to the partial smash product A(Hpar)#H .
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A(Hpar)#H is generated, as a vector space, by elements of the form 1#k, x#k
and zn#k for k ∈ {e1, e2, h1, h2} and n ≥ 1. From these generators we can extract
a basis of A(Hpar)#H .
For instance,
x#e1 = x(e1 ·1)#e1+x(e2 ·1)#e2 = x
2#e1+x(1−x)#e2 =
x
2
#e1+
x
2
#e2 =
x
2
#1
and it follows that
x#e1 = x#e2 =
x
2
#1.
Analogous computations yield
zn#e1 =z
n#e2 =
zn
2
#1
x#h2 =z#1− x#h1
zn#h2 =z
n+1#1 − zn#h1
It follows that A(H4par)#H4 is generated by 1#e1, 1#e2, 1#h1, 1#h2, x#1,
zn#1, x#h1, z
n#h1. It can be verified that this is indeed a basis by expressing these
elements in terms of the tensor product A⊗H , taking a linear dependence of them
and applying appropriate linear maps of the form IA(Hpar)⊗ϕ to it (with ϕ ∈ (H4)
∗).
Therefore, the algebra H4par ∼= A(H4par)#H4 is completely determined.
Remark that this example gives a negative answer to the question raised in Re-
mark 4.6, whether the partial “Hopf” algebra of a finite dimensional Hopf algebra
is always finite dimensional. Also, as seperable-Frobenius algebras are finite di-
mensional, it also shows that the base algebra of Hpar as a Hopf algebroid is not
necessarily a separable-Frobenius algebra (as is the case for the Hopf algebroid
associated to a weak Hopf algebra).
5. The category of partial modules
Partial representations allow us to provide a correct categorical framework for
partial actions.
Definition 5.1. Let H be a Hopf algebra. A (left) partial module over H is a
pair (M,π), where M is a k-vector space and π : H → Endk(M) is a (left) partial
representation of H .
If (M,π) and (M ′, π′) are partialH-modules, then a morphism of partialH-modules
is a k-linear map f :M →M ′ satisfying f ◦ π(h) = π′(h) ◦ f for all h ∈ H .
The category with as objects partial H-modules and the morphisms defined above
between them is denoted as HM
par
Remark 5.2. Using the classical Hom-Tensor relations, a k-vector space M is a
partial H-module if and only if there exists a k-linear map • : H ⊗ M → M
satisfying the following axioms for all m ∈M and all h, k ∈ H
[PM1] 1H •m = m;
[PM2] h • (k(1) • (S(k(2) •m)) = (hk(1)) • (S(k(2)) •m);
[PM3] h(1) • (S(h(2)) • (k •m)) = h(1) • (S(h(2))k •m);
[PM4] h • (S(k(1)) • (k(2) •m)) = hS(k(1)) • (k(2) •m);
[PM5] S(h(1)) • (h(2) • (k •m)) = S(h(1)) • (h(2)k •m).
From our previous considerations we now immediately obtain the follow
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Corollary 5.3. Let H be a Hopf algebra, then there is an isomorphism of categories
HM
par ∼= HparM.
and these categories are furthermore equivalent to the category of left A#H-modules,
A#HM. Moreover, as Hpar has a structure of a Hopf algebroid over A, HM
par
is a closed monoidal category admitting a strict monoidal functor that preserves
internal homs
U : HM
par → AMA.
Proof. The first isomorphism follows directly from Theorem 4.2. The second state-
ment follows from the isomorphism Hpar ∼= A#H , proven in Theorem 4.8. For the
last statement, remember that Hpar is an A-Hopf algebroid. Hence the category of
Hpar-modules is monoidal with a strict monoidal forgetful functor to A-bimodules.
By the above equivalences of categories, the statement follows. 
Let us make the obtained structure on the category of partial modules as in the
previous corollary a bit more explicit. Firstly, to identify the category of partial
modules over H as the category of modules over A#H , we put
h •m = [h] ⊲ m = (1A#h) ⊲ m.
At first sight, it seems like the category of partialH modules would not coincide with
the category of A#H modules, but no extra structure in fact is needed, because,
for any elements (a#h) ∈ A#H , where a = εk1 . . . εkn , and m ∈M we have
(a#h) ⊲ m = (εk1 . . . εkn#h) ⊲ m
= (εk1#1H) . . . (εkn#1H)(1A#h) ⊲ m
= (1A#k
1
(1))(1A#S(k
1
(2))) . . . (1A#k
n
(1))(1A#S(k
n
(2)))(1A#h) ⊲ m
= k1(1) • (S(k
1
(2)) • (· · · (k
n
(1) • (S(k
n
(2)) • (h •m))) · · · )).
We can also conclude that every left partial H module is automatically an A bi-
module, by the obvious left structure,
am = s(a) ⊲ m = (a#1H) ⊲ m,
and a more involved right structure:
ma = t(a) ⊲ m.
More explicitly, if a = εh1 . . . εhn , then t(a) = ε˜S−1(hn) . . . ε˜S−1(h1), or in terms of
smash product elements
t(a) = (1A#h
n
(2))(1A#S
−1(hn(1))) . . . (1A#h
1
(2))(1A#S
−1(h1(1))).
Concerning the monoidal structure on the category of partial H-modules, recall
that the unit object is the base algebra A ⊂ Hpar with partial action given by the
counit of A#H
h • a = (1A#h) ⊲ a
= ǫ((1A#h)(a#1H))
= ǫ((h(1) · a)#h(2))
= (h(1) · a)(h(2) · 1A)
= (h · a)
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Given two objects, M,N ∈ HM
par, the action of an element h ∈ H on an
element m⊗A n ∈M ⊗A N is defined by the comultiplication of A#H ,
h • (m⊗A n) = (h(1) •m)⊗A (h(2) • n)
Lemma 5.4. Let B be an algebra object in the monoidal category HM
par, then H
acts partially on B with a symmetric action.
Proof. First, let us verify that 1H • x = x for any x ∈ B.
1H • x = (1A#1H) ⊲ x = 1A#H ⊲ x = x.
Then, the multiplicativity of the partial action comes naturally that B is an algebra
object in A#HM, therefore, the multiplication in B is a module map
h • (xy) = (1A#h) ⊲ (xy) = ((1A#h(1)) ⊲ x)((1A#h(2)) ⊲ y) = (h(1) • x)(h(2) • y).
Finally, by the property of the unit map η ∈ A#HHom(A,B), we have
(h • 1B)x = (h • η(1A))x = η(h · 1A)x
= η(εh)x = εhη(1A)x
= εh1Bx
= εhx,
where the last equality follows from the fact that the multiplication in B is a
morphism of A bimodules.
Therefore, for h, k ∈ H and x ∈ B, we have
h • (k • x) = (1A#h) ⊲ ((1A#k) ⊲ x)
= ((1A#h)(1A#k)) ⊲ x
= ((h(1) · 1A)#h(2)k) ⊲ x
= (((h(1) · 1A)#1H)(1A#h(2)k)) ⊲ x
= ((h(1) · 1A)#1H) ⊲ ((1A#h(2)k) ⊲ x)
= εh(1)(h(2)k • x)
= (h(1) • 1B)(h(2)k • x)
On the other hand
(h(1)k • x)(h(2) • 1A) = (h(1)k • x)(εh(2)1B)
= ((h(1)k • x)εh(2))1B
= t(εh(2))(h(1)k • x)
= (1A#h(3))(1A#S
−1(h(2))) ⊲ ((1A#h(1)k) ⊲ x)
= (1A#h(3))(1A#S
−1(h(2)))(1A#h(1)k) ⊲ x
= (1A#h(4))((S
−1(h(3)) · 1A)#S
−1(h(2))h(1)k) ⊲ x
= (1A#h(2))((S
−1(h(1)) · 1A)#k) ⊲ x
= ((h(2) · (S
−1(h(1)) · 1A))#h(3)k) ⊲ x
= ((h(2)S
−1(h(1)) · 1A)(h(3) · 1A)#h(4)k) ⊲ x
= ((h(1) · 1A)#h(2)k) ⊲ x
= (1A#h)(1A#k) ⊲ x
= h • (k • x))
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for any h, k ∈ H and for any x ∈ B. Therefore, the action of H on B is symmetric.
This completes the proof. 
It is also easy to see that an algebra object B ∈ HM
par has also a k algebra
structure, with multiplication µ0 : B ⊗k B → B and unit η0 : k → B given,
respectively by µ0 = µB ◦ π and η0 = ηB ◦ ηA, where π : B ⊗k B → B ⊗A B is the
canonical projection and ηA is the unit map of the base algebra A.
Lemma 5.5. Let B be a k-algebra on which H acts partially with a symmetric
action. Then B is an algebra object in the monoidal category (HM
par,⊗A, A)
Proof. First, we need to show that B is an A algebra, that is, it is an algebra with
respect to the tensor product over A. The structure of A bimodule on B is defined
naturally by the partial action, in fact, given h ∈ H and x ∈ B we have
εhx = h(1) • (S(h(2)) • x) = (h • 1B)x
and
xεh = h(2) • (S
−1(h(1)) • x = x(h • 1B),
in particular εh1B = 1Bεh for all h ∈ H .
The multiplication is a morphism of A bimodules:
εh(xy) = h(1) • (S(h(2)) • (xy))
= (h(1) • 1B)(h(2)S(h(3)) • (xy))
= (h • 1B)(xy)
= ((h • 1B)x)y
= (εhx)y,
and
(xy)εh = h(2) • (S
−1(h(1)) • (xy))
= (h(2)S
−1(h(1)) • (xy))(h(3) • 1B)
= (xy)(h • 1B)
= x(y(h • 1B))
= x(yεh),
We must to verify that the multiplication map in B is balanced with relation to
A, that is, given x, y ∈ B and h ∈ H , then (x ◭ εh)y = x(εH ◮ y). Indeed
(xεh)y = (h(2) • (S
−1(h(1)) • x))y
= (h(2)S
−1(h(1)) • x)(h(3) • 1B)y
= x(εh1B)y
= x(εhy).
Now, define the unit map
η˜ : A → B
a 7→ a1B
which clearly is an A bimodule map, and also satisfies the unit axiom, proving that
B is an A algebra.
Next, one needs to show that the multiplication and the unit maps are morphisms
of partial H modules. The multiplicativity of the action comes from the hypothesis
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the H acts partially on B. Finally, for the unit map, as it is already an A bimodule
map, one needs only to prove that η̂(h · 1A) = h • 1B, indeed
η˜(h · 1A) = η˜(εh) = εh1B
= (h • 1B)1B = h • 1B.
Therefore, B is an algebra object in HM
par with the monoidal structure given by
the tensor product over A. 
The results proved in the Lemmas 5.4 and 5.5 lead immediately to the following.
Theorem 5.6. There is an isomorphism between the categories of symmetric par-
tial H-module algebras and the algebra objects in the category of partial H-modules,
i.e. ParActH ∼= Alg(HparM).
This theorem has the following immediate consequence, that answers the ques-
tion of Remark 2.8
Corollary 5.7. The functor Π from Theorem 3.10 coincides exactly with the for-
getful functor Alg(HparM) → HparM. As a consequence, this functor has a left
adjoint, that takes the free algebra on an Hpar-module.
Example 5.8. Let G be a group and kG be its group algebra. Because kG is
a cocommutative Hopf algebra, we can describe its category of partial modules
using the above described construction. In this case, the subalgebra A ⊆ kparG is
commutative, then A ∼= A˜, ε˜h = ε
−1
h and the morphism S
′ is the identity map on
A. The partial smash product A#kG coincides with the partial crossed product
A⋊αG, presented in the first section. The partial kG module structure is given by
δg •m = (εgδg) ⊲ m.
It is easy to see that, given a left partial kG module M , on can define a partial
group action of G on the k moduleM by partially defined k linear homomorphisms.
This partial action is given by a family {Xg}g∈G of k submodules ofM and a family
{θg : Xg−1 → Xg}g∈G of k linear isomorphisms satisfying
(a) Xe =M and θe = IdM .
(b) θg(Xg−1 ∩Xh) = Xg ∩Xgh.
(c) For any m ∈ θh−1(Xg−1 ∩Xh), we have θg(θh(x)) = θgh(x).
The submodules Xg are defined from the projections Pg :M →M given by
Pg(m) = δg • (δg−1 •m) = (εgδe) ⊲ m.
It is easy to see that the linear operators Pg are projections and that for any
g, h ∈ G, Pg and Ph commute.
The isomorphisms θg are simply the action of δg restricted to Xg−1 , that is
θg(Pg−1(m)) = δg • (Pg−1(m)).
It is straightforward to verify that the image of θg is inXg. The data ({Xg}g∈G, {θg}g∈G)
indeed define a partial action of the groupG on the k moduleM by partially defined
k isomorphisms.
On the other hand, given a partial action ({Xg}g∈G, {θg}g∈G) on a k-vector
space M , define Pg : M → M as the linear projection over the subspace Xg. For
each g ∈ G and each m ∈M define
δg •m = θg(Pg−1 (m)).
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It is easy to see that the map
π : kG → Endk(M)∑
g∈G agδg 7→
∑
g∈G agδg •
is a partial representation of kG, therefore, M has a structure of a partial kG
module.
In the previous example, the base field k can have more than one structure of a
partial kG module.
Proposition 5.9. The structures of partial kG modules on the base field k are in
one to one correspondence with the set of the pairs (H,λ), in which H ⊆ G is a
subgroup and λ : H → k∗ is a one dimensional representation of the subgroup H.
Proof. First, suppose that k is endowed with a kG partial module structure. Then,
there is a partial action of the group G on k, given by subspaces kg ⊆ k and linear
isomorphisms θg : kg−1 → kg. The subspaces kg for each g ∈ G are the images of
the projections Pg ∈ Endk(k) ∼= k, therefore, there are two possibilities, either Pg
is the multiplication by 1, and kg ∼= k, or Pg is the multiplication by 0, and kg = 0.
Define
H = {g ∈ G | kg = k}.
As we have a partial action, then ke = k, then e ∈ H . Also, if g ∈ H , as θg−1 :
kg → kg−1 is a k linear isomorphism, then kg−1 ∼= k, which leads to the conclusion
that g−1 ∈ H . Moreover, if g, h ∈ H then kg, kg−1 , kh and kh−1 are all isomorphic
to k, then
k ∼= θg(kg−1 ∩ kh) = kg ∩ kgh ∼= k ∩ kgh = kgh,
which means that gh ∈ H . Therefore, H is a subgroup of G. Finally, for g, h ∈ H ,
then we have that θg ◦ θh = θgh, by the partial action axiom. As Endk(k) ∼= k for
each g ∈ G there is a number λg ∈ k such that the linear isomorphism θg is given
by θg(x) = λgx, and λgλh = λgh. By the fact that θg is an isomorphism, we have
that λg ∈ k
∗. Therefore, the map
λ : G → k∗
g 7→ λg
is a one dimensional linear representation of the group H .
On the other hand, given a subgroup H ⊆ G and a one dimensional linear
representation λ : H → k∗, one can define a partial action of G on k by the
following data: The subspaces kg are equal to k for g ∈ H and kg = 0 for g /∈ H ,
and the isomorphisms θg : kg−1 → kg given by, θg(x) = λgx for g ∈ H and θg = 0
for g /∈ H . This, indeed, constitutes a partial action of the group G on the base
field k. 
Example 5.10. For the case where H = U(g), we have proved earlier that Hpar ∼=
H , therefore U(g)M
par = U(g)parM
∼= U(g)M.
6. Partial G-Gradings
Recall the well-known fact that the category of k-vector spaces graded over a
group G is isomorphic to the category of comodules over the associated group
algebra kG. Similarly, a G-graded k-algebra is nothing else than a kG-comodule
algebra, i.e. an algebra object in the monoidal category of kG-comodules. A first
example of a partially graded algebra over a finite group G was introduced in [3].
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In this case, the category of kG-comodules is equivalent with the category of kG∗-
modules, where kG∗ = kG is the dual group algebra. Hence a partially G-graded
k-algebra can be introduced as an algebra in the category of partial kG∗-modules,
or in other words as an algebra that admits a partial action of kG∗. We give
the explicit definition below, and will treat the case of partial gradings by infinite
groups in a later paper.
6.1. Partially graded vector spaces and partially graded algebras.
Definition 6.1. Let G be a finite group, kG the dual group algebra. We denote by
pg ∈ k
G the morphism such that pg(h) = δg,h, then {pg, g ∈ G} forms a canonical
base for kG as a vector space. We say that a k-algebra A admits a partial G-grading
if the following axioms are fulfilled.
(1)
∑
g∈G pg · a = a for all a ∈ A
(2) pg · ab =
∑
l∈G(pgl−1 · a)(pl · b)
(3) pg · (pt · a) = (pgt−1 · 1A)(pt · a) = (pt · a)(pt−1g · 1A)
As said before, the category of partial kG-modules is basically the category of
partially G graded vector spaces. Therefore, a partially G-graded vector space, is
nothing else than a module over (kG)par ∼= Aˆ#k
G, where Aˆ is the subalgebra of
(kG)par generated by elements of the form
εpg =
∑
h∈G
[ph][pg−1h].
Instead of dealing with partially G-graded spaces in this level of generality, it is
more useful to present some more concrete examples. More precisely, we will present
examples of partialG-grading on the k-vector space kn (i.e. structures of kG-module
on kn) that are induced by a partial grading on the k-algebra Endk(k
n) = Mn(k)
(i.e. structures of partial kG-actions on Mn(k), as these imply partial representa-
tions on Mn(k)).
In what follows, k is a field which has characteristic coprime to |G|. First we
consider the partial G-gradings on the base field k, which are characterized by the
following proposition.
Proposition 6.2. [1] There is a bijective correspondence between subgroups of G
and partial G-gradings of the base field k.
Proof. The partial grading corresponds to a linear map λ : kG → k determined by
the values λg = λ(pg). The support of the partial grading is the set H = {g ∈
G;λg 6= 0}. This set is a subgroup of G and it can be shown that
λg =
1
|H |
δgH,H (12)
for all g ∈ G. 
Since k ≃ End(k), it follows by Example 3.5 that the partial actions described in
Proposition 6.2 induce partial representations of kG on k by the following formula
(which is in fact the same as (12))
π : kG → k, π(pg) =
1
|H |
δgH,H
for all g ∈ G.
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Before we consider partial gradings on the matrix algebra A = Mn(k) let us
recall the following method to construct usual G-gradings on a matrix algebra (see
[10] for more details). Given (g1, g2, . . . , gn) ∈ G
n, there is a G-grading on Mn(k)
given by the formula
deg(Ei,j) = gig
−1
j , 1 ≤ i, j ≤ n (13)
A G-grading of Mn(k) in which every elementary matrix Ei,j is homogeneous is
called a good grading in [10] (and an elementary grading in [5]). Note that the
elements (g1, g2, . . . , gn) and (g1k, g2k, . . . , gnk) define the same grading for any
k ∈ G. It is easy to see that there are no more repetitions if we fix g1 = 1, and
therefore we have a different G-grading ofMn(k) for each element of G
n−1. It turns
out that every good G-grading is obtained in this way.
Proposition 6.3. [10, Prop. 2.1] There is a bijective correspondence between good
G-gradings of Mn(k) and elements of G
n−1.
We should mention that this correspondence is given using a (seemingly) different
grading: given a good G-grading of Mn(k), the idempotents Ei,i are all homoge-
neous and hence have degree 1, and the degrees of the other elementary matrices
are determined by the elements h1, h2, . . . , hn−1 such that deg(Ei,i+1) = hi. In
fact, it is easy to see that the other degrees are given by
deg(Ei,j) = hihi+1 · · ·hj−1, deg(Ej,i) = h
−1
j−1h
−1
j−2 · · ·h
−1
i (14)
for 1 ≤ i < j ≤ n. Conversely, any (n−1)-tuple of elements of G determines a good
G-grading of Mn(k) in this manner.
It is easy to see that if one begins with the G-grading of Mn(k) defined by
(g1, g2, . . . , gn) via (13), then the elements hi = gig
−1
i+1 define the same grading
via (14) . Conversely, given (h1, h2, . . . , hn−1), if we define g1 = 1 and gi =
h−1i h
−1
i−1 · · ·h
−1
1 for 2 ≤ i ≤ n then the former formulas for the grading defined
by the hi’s defines the same grading as the one obtained from the gi’s by (13).
By analogy with G-gradings of Mn(k), we will say that a partial G-grading of
Mn(k) is good if the elementary matrices {Ei,j ; 1 ≤ i, j ≤ n} are simultaneous
eigenvectors for all operators pg · . In what follows we will describe all good partial
G-gradings of Mn(k) for a finite group G.
Recall from [1, Thm. 3.9] that if H is a cocommutative Hopf algebra and A, B
are two left partial H-module algebras then A ⊗ B is again a partial H-module
algebra.
As a consequence, if G is abelian, A = Mn(k) is endowed with a G-grading by
a fixed n-tuple (g1, . . . , gn) as above; and B is any partially G-graded algebra then
we obtain a partial G-grading on B ⊗A. In particular, we may tensor A =Mn(k)
by the partial G-grading on k of the proposition 6.2 in order to obtain a partial
G-grading on k ⊗A ≃ A. This partial grading is given explicitly by
pg ·Ei,j =
1
|H |
δgH,gig−1j H
Ei,j . (15)
because
pg · (1⊗ Ei,j) =
∑
x
(pgx−1 · 1)⊗ (px ·Ei,j) =
1
|H |
∑
gx−1∈H
1⊗ δx,gig−1j
Ei,j
=
1
|H |
δgH,gig−1j H
1⊗ Ei,j .
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Note that pg ·(pg ·Ei,j) = (1/|H |)pg ·Ei,j , and hence the operator pg · is a projection
if and only if |H | = 1; in particular, if |H | 6= 1 this grading is properly partial.
By Example 3.5, this partial action induces a partial representation π : kG →
Mn(k) given by
π(pg) =
1
|H |
∑
i
δgiH,gHEi,i. (16)
As Mn(k) ≃ Endk(k
n), this means that kn is a partial kG-module, where
pg · ei =
1
|H |
δgiH,gHei.
Another way of comparing a partial grading with a usual grading is to take Ag
to be the image of the operator π(pg); with respect to the last example, we get
Ag =
⊕
1≤i,j≤n
gH=gig
−1
j H
kEi,j (17)
and Ag = At if and only if gH = tH . Something curious occurs if we consider the
quotient group G/H : If for each coset gH we define
AgH = Ag (18)
we obtain A =
⊕
gH∈G/H AgH and also
AgHAtH = AgAt ⊆ Agt = AgtH
i.e., if we “quotient H out” we obtain a G/H-grading of A. We will see in the
following that indeed there is a correspondence between partial G-gradings and
gradings by G/H .
If H,K are Hopf algebras and ϕ : H → K is a morphism of Hopf algebras, then
the induction functor KM → HM (which associates to M ∈ KM the H-module
M where h ·ϕ m = ϕ(h)m) is monoidal and therefore takes K-module algebras
to H-module algebras. As a consequence of Proposition 4.11, the same holds for
partial representations of K and partial K-module algebras.
In particular, if G is a finite group and H is a normal subgroup then the pro-
jection π : G → G/H induces a morphism π∗ : kG/H → kG of Hopf algebras, and
therefore if A is a kG-module algebra then A is canonically a kG/H-module algebra
by
pgH ◮ a = π
∗(pgH)→ a =
∑
h∈H
pgh → a. (19)
The converse is not true, i.e., usually G/H-gradings cannot be lifted to G-
gradings. But they can be canonically lifted to partial G-gradings.
In what follows, to avoid confusion, we will write pg for the elements of the
canonical basis of kG and qgH (not pgH) for the elements of the basis of k
G/H .
Proposition 6.4. Let G be a finite group, H be a normal subgroup of G, and let
A be a G/H-graded algebra. Then A is also a partial G-graded algebra by
pg · a =
1
|H |
qgH → a. (20)
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Proof. It is clear that
∑
g pg · a = a for all a ∈ A. With respect to the composition
of pg and pt, we have
pg · (pt · a) =
1
|H |2
qgH → (qtH → a) = δtH,gH
1
|H |2
(qtH → a)
and
(pgt−1 · 1A)(pt · a) = (pt · a)(pt−1g · 1A) = δtH,gH
1
|H |2
(qtH → a).
and hence (iii) holds. And applying pg on a product we obtain
pg · ab =
1
|H |
qgH → ab =
1
|H |
∑
kH∈G/H
(qgk−1H → a)(qkH → b)
=
1
|H |2
∑
k∈G
(qgk−1H → a)(qkH → b) =
∑
k∈G
(pgk−1 · a)(pk · b)
thus showing that this is indeed a partial G-grading of A. 
Our next aim is to investigate which kinds of partial G-gradings on an algebra
A can be obtained from global G/H gradings for a normal subgroup H of G, as in
the previous proposition.
We say that a partial G-grading of A is linear if 1A is an eigenvector for each
operator pg · , i.e., for each g ∈ G there is a λg ∈ k such that pg · 1A = λg1A.
In this case, the restriction of the partial grading to k1A corresponds to a partial
grading of the field k and these are listed in Example 6.2 : There is a subgroup
H of G such that λg = δgH,H
1
|H| . We will call H the linear support of the partial
grading of A.
Partial G-graded algebras with linear support H form a full subcategory of
ParActkG which we will call ParActkG,H . The last result provides a functor ↑
G
G/H :
Alg(kG/HM)→ ParActkG,H , where A ↑
G
G/H denotes the partial G-grading on A ob-
tained from its G/H-grading. It is clear from (20) that every morphism φ : A→ B
of G/H-graded algebras is also a morphism of partial G-graded algebras and there-
fore we define φ ↑GG/H= φ.
There is a functor going in the opposite direction.
Proposition 6.5. Let G be a finite group, k be a field such that char(k) ∤ |G|, and
let H be a normal subgroup of G. Every linear partial G-grading of A with linear
support H determines a G/H-grading of A by the formula
qgH ◮ a = |H | pg · a. (21)
Moreover, this formula defines a functor ↓GG/H : ParActkG,H → Alg(kG/HM).
Proof. Consider a linear partial grading of A with support H . Note that
pg · a = pg · (1A a) =
∑
t
(pgt−1 · 1A)(pt · a) =
∑
t
δgH,tH
1
|H |
(pt · a).
and therefore
pg · a =
1
|H |
∑
t∈gH
(pt · a). (22)
It follows that pg · a = pr · a if gH = rH .
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Now consider the partial kG/H-grading of A defined by the induction functor
associated to the canonical morphism of Hopf algebras π∗ : kG/H → kG. Then
qgH · a = (π
∗(qgH)) · a =
∑
t∈gH
pt · a = |H | pg · a.
Applying pg to 1A we get
qgH · 1A = |H | pg · 1A = δgH,H1A = ε(qgH)1A
and therefore the kG/H-action is global, i.e., this is a G/H-grading of A. 
Theorem 6.6. Let G be a finite group, k be a field such that char(k) ∤ |G|, and let
H be a normal subgroup of G. The functor ↓GG/H : ParActkG,H → Alg(kG/HM) is an
isomorphism of categories, with inverse ↑GG/H : Alg(kG/HM)→ ParActkG,H .
Proof. Let A be a G/H-graded algebra. Calculating the G/H-grading defined by
(A ↓GG/H) ↑
G
G/H we obtain
qgH ◮ a =
∑
t∈gH
pt • a =
∑
t∈gH
1
|H |
qtH → a = qgH → a
Conversely, beginning with a partial G-grading of A, the partial G-graded algebra
(A ↑GG/H) ↓
G
G/H is
pg • a =
1
|H |
qgH ◮ a =
1
|H |
|H | pg · a = pg · a.
Since these functors behave as identities on morphisms, this shows that they are
mutually inverses. 
From this last result we obtain the description of all good partial G-grading of
Mn(k). This description can be obtained from [1, Thm. 3.6] if one translates partial
gradings of Mn(k) in terms of partial gradings of an associated k-linear category,
but we provide a self-contained proof below.
Corollary 6.7. If G is a finite abelian group and k is a field such that char(k) ∤ |G|
then every good partial G-grading of Mn(k) is a linear grading. Moreover, given a
subgroup H of G, there is a bijective correspondence between good partial G-gradings
of Mn(k) with linear support H and good G/H-gradings of Mn(k).
Proof. We begin by proving that every good partial G-grading is linear. By hy-
pothesis, for each i, j ∈ {1, 2, . . . , n} there is a family of scalars λi,jg indexed by G
such that pg ·Ei,j = λ
i,j
g Ei,j .
Fix i < j. Since
∑
g pg · a = a for every a ∈Mn(k) there is at least one element
s ∈ G such that ps · Ei,j 6= 0. It follows from the first equality of the third item of
Definition 6.1 that
pr · (ps · Ei,j) = (prs−1 · (
∑
k
Ek,k))λ
i,j
s Ei,j = λ
i,i
rs−1λ
i,j
s Ei,j . (23)
and from the second equality, plus the fact that G is abelian, we obtain pr · (ps ·
Ei,j) = λ
j,j
rs−1λ
i,j
s Ei,j , and therefore λ
j,j
g = λ
i,i
g for all g ∈ G.
On the other hand, for each i ∈ {1, . . . , n} the subalgebra kEi,i is a partial
G-graded subalgebra of Mn(k) (the only part that requires some care is to check
that the same item (3) of Definition 6.1 holds). Therefore, not only the partial
grading of kEi,i is defined by a subgroup H of G as in Proposition 6.2, but also
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the same subgroup H appears for every index i; in particular, if follows that the
partial grading of Mn(k) is linear with support H . Theorem 6.6 then says that this
partial grading corresponds to a G/H-grading of Mn(k) via equation (21).
Let us check now that this is a good G/H-grading. Let i, j ∈ {1, . . . , n}, i 6= j,
and let Si,j = {t ∈ G; pt · Ei,j 6= 0}. If t and s are in Si,j then
0 6= pt · (ps · Ei,j) = (pts−1 · I)(ps ·Ei,j)
and therefore ts−1 ∈ H , i.e., tH = sH . Conversely, it can be shown that if tH = sH
and pt · Ei,j 6= 0 then ps · Ei,j 6= 0. Therefore there exists t = ti,j ∈ G such that
Si,j = ti,jH .
Consider r, s ∈ ti,jH . Then pr · (ps ·Ei,j) = λ
i,j
s pr ·Ei,j = λ
i,j
s λ
i,j
r Ei,j , with both
λi,js and λ
i,j
r nonzero, but from Equation (23) it also follows that
pr · (ps ·Ei,j) = λ
i,i
rs−1λ
i,j
s Ei,j =
1
|H |
λi,js Ei,j
and hence λi,jr = 1/|H | if r ∈ ti,jH (and zero otherwise).
Using the formula for the G/H-grading on Mn(k) provided by (21) we obtain
qgH → Ei,j = |H |pg · Ei,j = δti,jH,gHEi,j
proving that every elementary matrix is homogeneous. Therefore the G/H-grading
associated to a partial good grading is also a good grading.
Conversely, it is clear that the bijective correspondence of Theorem 6.6 sends
good G/H-gradings of Mn(k) to good partial G-grading of Mn(k) with linear sup-
port H . 
6.2. Partial Z2 gradings. We recall that for H = (kC2)
∗ the map [pg] ∈ Hpar 7→
x ∈ k[x]/〈x(2x−1)(x−1)〉 is an isomorphism of k-algebras. The Chinese remainder
theorem says that this last one is also isomorphic as an algebra to
k[x]
〈x〉
×
k[x]
〈x− 1〉
×
k[x]
〈2x− 1〉
In particular, if π : H → End(V ) is a partial representation then V is an Hpar-
module and therefore it breaks up as a direct sum V = V0 ⊕ V1 ⊕ V1/2, where Vk
is the Eigenspace of π(pg) with respect to the eigenvalue k. Identifying π with its
extension to Hpar, the projections onto each subspace are given by P0 = π([pe][pe]−
[pe][pg]), P1 = π([pg][pg]− [pe][pg]) and P1/2 = 4[pe][pg] respectively.
It can be proved that P 2j = Pj for j = 0, 1, 1/2, that PjPk = 0 if j 6= k,
P0 + P1 + P1/2 = IV and that
π([pe])P0 = P0 π([pg])P0 = 0 π([pe])P1/2 = (1/2)P1/2
π([pg])P1 = 0 π([pg])P1 = P1 π([pg])P1/2 = (1/2)P1/2
since these equations already hold in Hpar. We mention that the expressions for
the projections can also be obtained via the Chinese remainder theorem.
From the correspondence between partial representations of H on B and algebra
morphisms from Hpar to B, we conclude, in particular, that an operator T ∈
End(V ) defines a partial representation of (kC2)
∗ on V by π(pg) = T if and only
if its minimal polynomial is a divisor of p(x) = x(2x − 1)(x − 1), and it will be
diagonalizable (note that a (global) representation of (kC2)
∗ is a (global) Z2-grading
of V and these are given by algebra morphisms from k[x]/〈x(x − 1)〉 to End(V )).
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We recall that one of the motivations for studying partial representations is that
any partial action of a Hopf algebra H on a algebra B defines a partial representa-
tion π : H → B by π(h)(b) = h · b. A beautiful application of this procedure is the
analysis of partial Z2-gradings of algebras, (i.e., partial actions of (kC2)
∗) via the
corresponding partial representations.
Theorem 6.8. Let H = (kC2)
∗. Let A be a partially Z2-graded algebra and let
A = A0 ⊕A1 ⊕A1/2 be its decomposition as an Hpar-module.
(1) B = A0 ⊕ A1 is a subalgebra of A which is Z2-graded by B0 = A0 and
B1 = A1.
(2) A1/2 is an ideal of A
(3) The unit of A decomposes as 1A = u+ v where u, v are orthogonal idempo-
tents, u ∈ A0 and v ∈ A1/2.
(4) uAv = vAu = 0 and therefore A ≃ B ×A1/2 as an algebra.
Proof. The first item can be checked on a case-by-case basis. For instance, let
a, b ∈ A1. Since pe · x = (1− pg) · x, for all x ∈ A, it follows that pe · a = pe · b = 0
and hence
pg · (ab) = (pg · a)(pe · b) + (pe · a)(pg · b) = 0
which implies that ab ∈ A0. The other cases are analogous. The same kind of
computations also show that A1/2 is an ideal.
For the third item, we can write 1 = u0+u1+v with u0 ∈ A0, u1 ∈ A1, v ∈ A1/2.
Given a ∈ B = A0 ⊕ A1, we have a = a(u0 + u1) + av with a(u0 + u1) ∈ B and
av ∈ A1/2, which implies that a = a(u0 + u1) and av = 0 for all a ∈ B. Of course
we also have a = (u0+u1)a and va = 0. Therefore u = u0+u1 is the unit of B and,
since B = A0 ⊕A1 is a Z2-grading of B one concludes that u = u0. In particular,
uv = vu = 0 and 1A = u+ v.
Consider now an element uav, a ∈ A. Let us show that uav = 0. Applying pg
twice to the element uav we obtain
pg · (pg · (uav)) = (1/4)uav.
On the other hand,
pe · 1A = pg · 1A = u+ (1/2)v,
and we also have
pg · (pg · uav) = (pe · 1A)(pg · uav) = (u+ (1/2)v)((1/2)uav) = (1/2)uav
which implies that uav = 0 for all a ∈ A. In a similar way we can use the equality
pg · (pg · (vau)) = (pg · vau)(pe · 1A)
to prove that vAu is also the zero subspace.
From these results we conclude that u and v are two orthogonal central idempo-
tents which add up to 1A, and since uAu = A0 ⊕ A1 and vAv = A1/2 we deduce
that A is isomorphic to (A0 ⊕A1)×A1/2 as an algebra. 
This result also suggests a simple construction of examples of partial Z2-gradings:
given a Z2-graded algebra B and another k-algebra C, the algebra B × C has a
partial grading given by
pg · (b, c) = (pg ✄ b, c/2).
The previous theorem says that every partially Z2-graded algebra can be obtained
in this manner.
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