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Abstract
Godunov Smoothed Particle Hydrodynamics (Godunov SPH) method is a com-
putational fluid dynamics method that utilizes a Riemann solver and achieves
the second-order accuracy in space. In this paper, we extend the Godunov
SPH method to elastic dynamics by incorporating deviatoric stress tensor that
represents the stress for shear deformation or anisotropic compression. Analo-
gously to the formulation of the original Godunov SPH method, we formulate
the equation of motion, the equation of energy, and the time evolution equa-
tion of deviatoric stress tensor so that the resulting discretized system achieves
the second-order accuracy in space. The standard SPH method tends to suf-
fer from the tensile instability that results in unphysical clustering of particles
especially in tension-dominated region. We find that the tensile instability can
be suppressed by selecting appropriate interpolation for density distribution in
the equation of motion for the Godunov SPH method even in the case of elastic
dynamics. Several test calculations for elastic dynamics are performed, and the
accuracy and versatility of the present method are shown.
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1. Introduction
Smoothed Particle Hydrodynamics (SPH) is one of the computational fluid
dynamics methods using particles that mimic fluid elements (e.g. [1],[2],[3]). Re-
cently the standard SPH method, i.e., the most popular form of SPH method,
is developed to elastic dynamics and applied to calculations of planetesimal col-5
lisions (e.g. [4],[5]). The SPH method does not require a Eulerian mesh. Thus it
is favourable for simulations with large deformation, and we can easily track in-
formation accompanying to particles such as clack history. Therefore, the SPH
method is suited for calculations of disruptive collisions.
However, the standard SPH method for elastic dynamics has a serious prob-10
lem that results in unphysical clustering of particles especially in tension-dominated
region. This problem is called the tensile instability[6]. The property of the
tensile instability for the case of the Nyquist wavelength is analyzed in [7] for
hydrodynamics, and in [8] for magnetohydrodynamics. The tensile instability
occurs also in positive pressure region that represents compressed material or15
usual fluid. According to [9], B-spline kernels produce the tensile instability
even in the positive pressure regime if the number of neighbor particles is too
large. The simple test calculation of oscillating plate in [10] demonstrates that
the standard SPH method suffers from unphysical fracture caused by the tensile
instability. Thus the mitigation of the tensile instability is required when we20
use the SPH method for elastic dynamics.
Some researches have tried to prevent the tensile instability (e.g. [11],[12]).
For example, in [13] and [10], Monaghan and Gray et al. introduce artificial
stress term that provides a strong repulsive force only when particles become too
close to each other, and try to prevent the tensile instability. They conducted the25
linear stability analysis and found that this method suppresses the instability
at short wavelengths and does not strongly affect the perturbations of long
wavelengths. However, this method includes the artificial stress term that does
not exist in the original equations. Moreover, according to [14], this method
does not seem to suppress the tensile instability in simulations of hypervelocity30
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impacts. Sugiura and Inutsuka [15] mitigate the tensile instability using the
Godunov SPH method [16] that utilizes a Riemann solver and achieves the
second-order accuracy in space. They conduct the linear stability analysis for
the equations of the Godunov SPH method, and find that the tensile instability
can be suppressed by selecting appropriate interpolation for V 2ij (i.e., weighted35
average of ρ−2) depending on the sign of pressure. However, they conduct the
linear stability analysis only for the equations of hydrodynamics and it is not
obvious that their approach works for those of elastic dynamics that uses the
deviatoric stress tensor.
The accuracy of the standard SPH method is below the first-order in the40
case of disordered particle distribution. This means very slow convergence for
the increase of spatial resolution. For example Genda et al. [17] conducted
simulations of planetesimal collision using the standard SPH method, and eval-
uated critical kinetic energy Q∗D, which is required to disrupt planetesimals
while increasing the number of particles. As a result, they found that at least45
five million particles are required to obtain converged Q∗D, and convergence is
the first order with respect to mean particle spacing. They claim that this
first-order convergence is due to the effect of shock waves because the spatial
accuracy of physical quantities becomes the first order at shock surface. The
Godunov SPH method can resolve shock surface with much small number of50
particles thanks to the utilization of the Riemann solver, and thus much fast
convergence is expected.
In this study, we extend the Godunov SPH method, which can achieve the
second-order accuracy in space, to elastic dynamics. The equation of motion
and the equation of energy for elastic dynamics include deviatoric stress tensor.55
We formulate the equation of motion, the equation of energy, and the evolu-
tion equation of deviatoric stress tensor itself so that formulated equations can
achieve the second-order accuracy in space. Moreover, we develop a method to
treat the Riemann solver for general equation of state (hereafter, EoS) for elastic
dynamics, and enable calculations of elastic dynamics using the Godunov SPH60
method. We perform several test calculations of elastic dynamics, and show
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that even in elastic dynamics the tensile instability can be suppressed just by
selecting appropriate interpolation for V 2ij depending on the sign of pressure.
The structure of this paper is as follows: in Section 2 we extend the Godunov
SPH method to elastic dynamics. The detailed method for the implementation65
is described in Section 3, which includes the treatment of the Riemann solver for
non-ideal gas EoS or the method to mitigate the tensile instability. In Section
4 we perform several test calculations of elastic dynamics. Section 5 is for
summary.
2. Godunov SPH method for elastic dynamics70
In this section, we introduce fundamental equations for elastic dynamics
and formulate the Godunov SPH method for these equations to achieve the
second-order accuracy in space.
2.1. Fundamental equations for elastic dynamics
Fundamental equations for elastic dynamics can be found e.g., in [4]. The75
equation of continuity is,
dρ
dt
= −ρ ∂
∂xα
vα, (1)
where d/dt means Lagrangian time derivative, ρ is the density, vα is the α-th
component of the velocity v, and xα is the α-th component of the position
r. We also assume the summation rule over repeated indices of Greek letter.
Hereafter, a superscript of Greek letter means component of vector or tensor, a80
subscript of Roman letter means particle number.
The equation of motion is,
dvα
dt
=
1
ρ
∂
∂xβ
σαβ , (2)
where σαβ is the stress tensor. The stress tensor can be decomposed to pres-
sure P that represents the diagonal part and deviatoric stress tensor Sαβ that
4
corresponds to the non-diagonal part,85
σαβ = −Pδαβ + Sαβ , (3)
where δαβ is Kronecker delta. P can be expressed by appropriate EoS for the
solid.
The equation of energy is,
du
dt
=
1
ρ
σαβ ǫ˙αβ, (4)
where u is the specific internal energy, ǫ˙αβ is the strain rate tensor,
ǫ˙αβ =
1
2
( ∂
∂xβ
vα +
∂
∂xα
vβ
)
. (5)
σαβ is a symmetric tensor. Thus Eq. (4) can be expressed by simpler form as,90
du
dt
=
1
ρ
σαβ
∂
∂xβ
vα. (6)
In addition to these equations, a equation that determines the deviatoric
stress tensor Sαβ is necessary. We use the time evolution equation of the devi-
atoric stress tensor that assumes Hook’s law,
dSαβ
dt
= 2µ
(
ǫ˙αβ − 1
3
δαβ ǫ˙γγ
)
+ SαγRβγ + SβγRαγ , (7)
where µ is the shear modulus, Rαβ is the rotational rate tensor,
Rαβ =
1
2
( ∂
∂xβ
vα − ∂
∂xα
vβ
)
. (8)
If we use the EoS P = P (ρ, u), we can describe the motion of elastic body.95
2.2. Equations for Godunov SPH method
In the SPH method, we define the density at arbitrary position r as,
ρ(r) =
∑
j
mjW (r − rj , h), (9)
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where W (r, h) is a kernel function and h is a parameter called the smoothing
length. In Section 2, we treat this smoothing length as constant in space. The
kernel function has various forms. Throughout this paper, we use Gaussian100
kernel,
W (r, h) =
[ 1
h
√
π
]d
e−r
2/h2 , (10)
where d represents the number of dimensions.
The equation of motion and the equation of energy for the Godunov SPH
method are defined by the convolution of Eq. (2) and Eq. (6) respectively. The
acceleration of the i-th particle is expressed as,105
v˙αi ≡
∫
dvα(r)
dt
W (r − ri, h)dr =
∫
1
ρ(r)
∂
∂xβ
σαβ(r)W (r − ri, h)dr, (11)
where the overdot represents time derivative. Similarly, time derivative of the
internal energy of the i-th particle is,
u˙i ≡
∫
du(r)
dt
W (r − ri, h)dr =
∫
1
ρ(r)
σαβ(r)
∂
∂xβ
vα(r)W (r − ri, h)dr. (12)
We can formulate the equation of motion (11) in almost the same way as
for hydrodynamics in [16]. What we should do is just replacing −P (r) in [16]
with σαβ(r). Finally the equation of motion for the Godunov SPH method for110
elastic dynamics becomes,
v˙αi =
∑
j
2mjσ
αβ∗
ij V
2
ij(h)
∂
∂xβi
W (ri − rj ,
√
2h), (13)
V 2ij(h) =
∫ [ √2
h
√
π
]d 1
ρ2(r)
exp
[
−2(r − (ri + rj)/2)
2
h2
]
dr, (14)
where,
σαβ∗ij = −P ∗ijδαβ + Sαβ∗ij , (15)
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P ∗ij is resultant pressure of the Riemann problem that uses the physical quanti-
ties of the i-th and j-th particles as initial condition, and
Sαβ∗ij =
Sαβi + S
αβ
j
2
+ s∗ij
Sαβi − Sαβj
|ri − rj | , (16)
s∗ij =
∫ [ √2
h
√
π
]d r − (ri + rj)/2
ρ2(r)
· ri − rj|ri − rj | exp
[
−2(r − (ri + rj)/2)
2
h2
]
dr,
(17)
If we define the s-axis, which is along ri − rj and has its origin at (ri + rj)/2,115
and expand ρ−2(r) linearly in the direction perpendicular to the s-axis, V 2ij(h)
and s∗ij become simpler form,
V 2ij(h) =
∫
∞
−∞
√
2
h
√
π
1
ρ2(s)
exp
(
−2s
2
h2
)
ds, (18)
s∗ij =
∫
∞
−∞
√
2
h
√
π
s
ρ2(s)
exp
(
−2s
2
h2
)
ds. (19)
Equation (18) is also written in [15]. To calculate V 2ij(h) and s
∗
ij , we need to
interpolate 1/ρ(s) along s-axis. In this paper we use linear interpolation and
cubic spline interpolation. The formula of V 2ij(h) and s
∗
ij in the case of linear120
interpolation and cubic spline interpolation are written in [16]. Note that V 2ij(h)
is also a function of smoothing length.
If we use cubic spline interpolation when the particles become much closer
to each other than the smoothing length, V 2ij diverges due to the interpolation.
V 2ij is originally weighted average of 1/ρ
2(r). Thus its value should be about125
1/ρ2(r). Therefore, if V 2ij calculated by cubic spline interpolation is much larger
than 1/ρ2(r), we should use linear interpolation. In this study, we use linear
interpolation when V 2ij becomes larger than V
2
ij,crit,
V 2ij,crit = 10
( 1
ρ2ij
)
, (20)
where ρij = (ρi + ρj)/2.
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As we use the result of Riemann problem for P ∗ij , we can use the result of130
the Riemann problem in elastic dynamics for Sαβ∗ij . However, in the Godunov
method we utilize the Riemann solver to describe the shock wave accurately, and
for this purpose it is enough to use the result of Riemann problem for pressure.
Thus we use simple weighted average of deviatoric stress tensor expressed in
Eq. (16) for Sαβ∗ij .135
We can also transform the equation of energy in almost the same way as in
[16]. Finally the equation of energy becomes,
u˙i =
∑
j
2mjσ
αβ∗
ij V
2
ij(h)(v
α∗
ij − vα∗i )
∂
∂xβi
W (ri − rj ,
√
2h), (21)
where we use time centered velocity for vα∗i to achieve the conservation of total
energy.
vα∗i = v
α
i +
1
2
∆tv˙αi , (22)
where ∆t is the time step. The reason why the total energy is conserved is140
written in [16] in the case of hydrodynamics. For the same reason, the total
energy can be conserved exactly in our formulation. In [16], Inutsuka uses the
result of Riemann problem for vα∗ij , but this treatment can cause a problem if
the EoS is not for ideal gas. In the case of positive pressure, resultant veloc-
ity of the Riemann problem causes effective energy transfer from high-pressure145
particle to low-pressure particle. For example, in the case of collision between
aluminum sphere and plate (test calculation in Section 4.4), collisional surface
becomes contact discontinuity. The pressure should be constant across contact
discontinuity, but SPH calculation makes “pressure wiggle” at contact discon-
tinuity due to discretization error. If the EoS is for ideal gas, energy transfer150
stops when the pressure becomes constant even when pressure wiggle exists.
However, stiffened gas EoS (e.g. [18]) or Tillotson EoS (e.g. [19]) has terms that
represent the elastic body such as P = C2s (ρ− ρ0). Thus if the “density wiggle”
exists the pressure wiggle also exists irrespective of the internal energy, and en-
ergy can be transferred from high-pressure particle continuously. Eventually the155
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internal energy of high-pressure particle becomes largely negative even though
this particle is located in a compressed region. To prevent this problem, in this
study we use simple average value for vα∗ij expressed as,
vα∗ij =
vαi + v
α
j
2
+ s∗ij
vαi − vαj
|ri − rj | , (23)
and the result of Riemann problem is used only for pressure.
Finally, we formulate the time evolution equation of deviatoric stress tensor.160
Following the formulation of the induction equation in [20], we formulate the
time derivative of Sαβ/ρ. We simply differentiate Sαβ/ρ and obtain,
d
dt
(Sαβ
ρ
)
=
1
ρ
dSαβ
dt
− S
αβ
ρ2
dρ
dt
. (24)
Substituting Eqs. (1) and (7) into Eq. (24), we can obtain,
d
dt
(Sαβ
ρ
)
= 2µ
( ǫ˙αβ
ρ
− 1
3
δαβ
ǫ˙γγ
ρ
)
+
Sαγ
ρ
Rβγ +
Sβγ
ρ
Rαγ +
Sαβ
ρ
ǫ˙γγ. (25)
Note that (∂/∂xα)vα = ǫ˙γγ . As with the equation of motion or the equation
of energy, we define the time derivative of Sαβ/ρ of the i-th particle as the165
convolution of Eq. (25).
d
dt
(Sαβ
ρ
)
i
≡
∫
d
dt
(Sαβ
ρ
)
(r)W (r − ri, h)dr
=
∫ [
2µ
( ǫ˙αβ
ρ
− 1
3
δαβ
ǫ˙γγ
ρ
)
+
Sαγ
ρ
Rβγ +
Sβγ
ρ
Rαγ +
Sαβ
ρ
ǫ˙γγ
]
dr.
(26)
This equation includes the following terms (Note that ǫ˙αβ and Rαβ are the
sums of velocity gradient):
∫
1
ρ(r)
∂vα(r)
∂xβ
W (r − ri, h)dr, (27)
∫
Sα
′
β
′
(r)
ρ(r)
∂vα(r)
∂xβ
W (r − ri, h)dr, (28)
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where α, β, α
′
, β
′
change depending on the subscript of each term of Eq. (26).
Regarding Eq. (28), we can transform it in almost the same way as in [16] and170
obtain,
2
∑
j
mjV
2
ij(h)S
α
′
β
′
∗
ij (v
α∗
ij − vαi )
∂
∂xβi
W (ri − rj ,
√
2h). (29)
Using Eq. (9), the identity
∑
j
mj
ρ(r)W (r − rj , h) = 1,
∂vαi
∂xβ = 0 and the partial
integration, we can transform Eq. (27) to,
∫
1
ρ(r)
∂vα(r)
∂xβ
W (r − ri, h)dr
=
∫
1
ρ(r)
∂
∂xβ
(vα(r)− vαi )W (r − ri, h)dr
= −
∫
(vα(r)− vαi )
∂
∂xβ
(W (r − ri, h)
ρ(r)
)
dr
=
∑
j
mj
∫
1
ρ2(r)
(vα(r)− vαi )
[ ∂
∂xβi
− ∂
∂xβj
]
W (r − ri, h)W (r − rj , h)dr.
(30)
Finally, we calculate the integral using interpolation as in [16], and Eq. (30)
becomes,175
2
∑
j
mjV
2
ij(h)(v
α∗
ij − vαi )
∂
∂xβi
W (ri − rj ,
√
2h). (31)
We can transform Eq. (26) using Eqs. (29) and (31), the time derivative of
Sαβ/ρ of the i-th particle becomes,
d
dt
(Sαβ
ρ
)
i
=
∑
j
2µ
(
ǫ˙αβρ,ij−
1
3
δαβ ǫ˙γγρ,ij
)
+Sαγ∗ij R
βγ
ρ,ij+S
βγ∗
ij R
αγ
ρ,ij+S
αβ∗
ij ǫ˙
γγ
ρ,ij , (32)
where,
ǫ˙αβρ,ij ≡ mjV 2ij(h)
[
(vα∗ij − vαi )
∂
∂xβi
+ (vβ∗ij − vβi )
∂
∂xαi
]
W (ri − rj ,
√
2h), (33)
Rαβρ,ij ≡ mjV 2ij(h)
[
(vα∗ij − vαi )
∂
∂xβi
− (vβ∗ij − vβi )
∂
∂xαi
]
W (ri − rj ,
√
2h). (34)
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In actual calculation, we follow the time evolution of Sαβ/ρ using Eq. (32),
and then we can obtain Sαβi at each time step using,180
Sαβi =
(Sαβ
ρ
)
i
ρi. (35)
Our formulation of the equation of motion, the equation of energy and the
time evolution equation of deviatoric stress tensor essentially follows [16]. There-
fore, these equations are expected to achieve the second-order accuracy. We
confirm this fact in the convergence test in Section 4.1.
The density can be calculated by Eq. (9). However, it is known that this185
equation causes a problem in a surface of solid body. Density calculated by
Eq. (9) becomes small nearby the free surface, and pressure also becomes small
via EoS. Thus the solid body tend to be deformed by unphysical gradient of
pressure nearby a free surface [21]. We can prevent this problem by calculating
the time evolution of the density using the equation of continuity. In this study,190
we use simple Lagrangian derivative of Eq. (9) as the equation of continuity,
ρ˙i =
∑
j
mj(v
α
i − vαj )
∂
∂xαi
W (ri − rj , h). (36)
Eq. (36) is used, e.g., in [4].
Linear momentum is conserved exactly in our method because the equation
of motion (13) is written in the anti-symmetric form. However, as is usually the
case with SPH methods for elastic dynamics or magnetohydrodynamics, angular195
momentum of our method is not conserved exactly in our method because of
the existence of non-central forces. This problem is stated in [22], and [23]
proposed modification of the gradient of the kernel function to recover angular
momentum conservation. This aspect will be studied in our next paper.
3. Implementation200
In this section, we describe detailed implementation of our Godunov SPH
method for elastic dynamics. In Section 3.1, the method to use the Riemann
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solver for non-ideal gas EoS is described. In Section 3.2, we explain the mitiga-
tion of the tensile instability in our formulation. In Section 3.3, we explain how
to use the variable smoothing length.205
3.1. Riemann solver for non-ideal gas equation of state
The Riemann solver is a method to solve the Riemann problem (the shock
tube problem). In the Godunov scheme, we can describe the shock wave ac-
curately using the Riemann solver. We have semi-analytic formula of the
Riemann solver in the case of ideal gas EoS or simple EoS for elastic body210
(P = C2s (ρ− ρ0)), and we can solve it using iteration. The Riemann solver for
ideal gas EoS is introduced in [24], and for EoS of elastic body is written in [15].
However, general EoS such as Tillotson EoS is complicated in contrast to that
for ideal gas or elastic body. At present analytical solutions of the Riemann
problems for such EoS are not available. The Riemann solver is a tool to treat215
the shock wave, and we do not necessarily use the analytical solution. There-
fore, in this study, we propose the method to obtain numerical solutions of the
Riemann problems for general EoS.
The EoS that represents solids such as Tillotson EoS or stiffened gas EoS
behaves like elastic body at low temperature and like ideal gas at very high220
temperature because of sublimation. Therefore, it is expected that we may use
the Riemann solver for EoS of elastic body at low temperature, and that for
ideal gas EoS at high temperature.
First, we consider the case that EoS behaves like ideal gas at high temper-
ature. The specific heat ratio γ is a good indicator to measure the property225
of ideal gas. In adiabatic change, polytropic relation P = Kργ holds, and the
specific heat ratio shows the power of the density. Similarly we can evaluate
effective specific heat ratio γeff for general EoS by calculating the exponent of
the density,
γeff ≡ d lnP
d ln ρ
=
ρ
P
[∂P
∂ρ
+
∂P
∂u
du
dρ
]
, (37)
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where we can express du/dρ using the first law of thermodynamics du = −PdV =230
(P/ρ2)dρ as,
du
dρ
=
P
ρ2
. (38)
We can calculate the formula of ∂P/∂ρ and ∂P/∂u easily once EoS is obtained.
We solve the Riemann solver at high temperature by approximating it as the
Riemann solver for ideal gas with the specific heat ratio of
γ =
γeff,L + γeff,R
2
, (39)
where γeff,L is effective specific heat ratio of left hand side of the Riemann235
problem, γeff,R is that of right hand side. Hereafter, subscript of L denotes the
value of left hand side of the Riemann problem, and R denotes that of right
hand side. It is assumed that this approximation is valid when γeff,L and γeff,R
are comparable, because in that case this EoS behaves like ideal gas EoS locally,
but becomes poor when γeff,L and γeff,R are largely different.240
Next, we consider the case that EoS behaves like elastic body at low temper-
ature. We can describe EoS of elastic body P = C2s (ρ− ρ0) once we determine
the bulk sound speed Cs and the reference density ρ0. We approximate the bulk
sound speed as,
Cs =
Cs,L + Cs,R
2
. (40)
We can express the reference density using Cs as ρ0 = ρ− P/C2s in the case of245
EoS of elastic body. Thus we approximate ρ0 used for the Riemann solver as,
ρ0 =
1
2
[(ρL − PL/C2s ) + (ρR − PR/C2s )]. (41)
Using Eqs. (40) and (41) to the Riemann solver for EoS of elastic body, we can
approximately obtain the result of Riemann problem at low temperature.
In the Godunov SPH method, we use the resultant pressure of Riemann
problem for P ∗ij , which is defined for each pair of particle i and j. When we250
13
calculate P ∗ij , we use physical quantities of the i-th and j-th particle for the
values of left and right hand side of the Riemann problem. Thus the values
with subscript of L or R in Eqs. (39), (40) and (41) are variables depending on
particles, and γ, Cs and ρ0 are the appropriate values that are valid nearby each
pair of the i-th and j-th particle and used for the Riemann solver of ideal gas255
or elastic body EoS.
We should have the criterion for which approximation we should use appro-
priately, and this criterion will depend on the EoS. For example, in the case of
stiffened gas EoS,
P = C20 (ρ− ρ0) + (γ0 − 1)ρu, (42)
a possible criterion that uses sound speed for solid C20 and that for gas γ0P/ρ260
is,
C20 > γ0
(Pi
ρi
+
Pj
ρj
)
/2. (43)
If Eq. (43) is satisfied, we use the Riemann solver for EoS of elastic body, and
elsewhere we use one for ideal gas EoS, for each pair of the i-th and j-th particle.
In the calculation of collision between aluminum sphere and aluminum plate
in Section 4.4, we use this EoS and criterion, and we can calculate without265
any problem. For Tillotson EoS, a possible criterion is the internal energy of
complete vaporization Ecv, which is one of the parameters for Tillotson EoS. If
the internal energy of the i-th or j-th particle is greater than Ecv, we can utilize
the Riemann solver for EoS of ideal gas, and elsewhere we use one for elastic
body EoS.270
As stated in [16], the gradients of density, pressure and velocity are necessary
if we utilize the second-order Riemann solver. The gradients can be calculated
by standard method [3],
∇fi =
∑
j
mjfj
ρj
∇iW (ri − rj , h). (44)
14
However, this method produces unphysical gradient nearby the free surface be-
cause there is no particle outside of the free surface. To prevent this problem,275
we modify Eq. (44) as follows:
∇fi =
∑
j
mj(fj − fi)
ρj
∇iW (ri − rj , h). (45)
Eq. (45) is also used in [25].
As pointed out by [15], the gradient of pressure that is calculated by Eq. (44)
helps instability of Nyquist frequency perturbation in the negative pressure re-
gion. In the case of the perturbation of Nyquist frequency, the density and pres-280
sure of particles become constant, and if the pressure is negative gradients of
pressure and density are anti-parallel. In that case we tend to estimate the resul-
tant pressure of the Riemann problem mistakenly smaller. That’s why Nyquist
frequency perturbation can be unstable. However, the gradient of pressure cal-
culated by Eq. (45) becomes zero for the perturbation of Nyquist frequency285
because the pressure of particles is constant. Therefore, if we use Eq. (45), the
problem pointed out in [15] does not occur. In this study, we calculate the
gradients of density, pressure and velocity for the second-order Riemann solver
using Eq. (45).
[25] introduces approximate Riemann solver into the Godunov SPH method.290
In principle, it can be used for any EoS with relatively smaller computational
cost (See [26] for cares required in some cases).
3.2. Mitigation of the tensile instability using the Godunov SPH method
In [15], Sugiura and Inutsuka conduct the linear stability analysis of the
Godunov SPH method for hydrodynamics equations, and evaluate the stability295
against the tensile instability. They find that if we choose the interpolation
method for V 2ij appropriately depending on the sign of pressure and the number
of dimensions, we can calculate stably. In two or three dimensions, linear inter-
polation is stable for positive pressure, and cubic spline interpolation is stable
for negative pressure. Therefore, the equation of motion of the Godunov SPH300
method for hydrodynamics is,
15
v˙αi = −2
∑
j
mjP
∗
ijV
2
ij
∂
∂xαi
W (ri − rj ,
√
2h),
V 2ij =

 V
2
ij,linear if (Pi + Pj) > 0,
V 2ij,cubic if (Pi + Pj) < 0.
(46)
To achieve conservation of total energy, we should use the same type of V 2ij for
the equation of energy.
This result is for the equations of hydrodynamics, and it is not obvious that
the same method is valid for elastic dynamics. However, in usual calculations, if305
two particles approach each other, the deviatoric stress tensor becomes repulsive
force, and this can stabilize the tensile instability. Thus we can assume that
the same method as in [15] is sufficient. Indeed the test calculations of Section
4 show that we can calculate stably by this method. We describe the linear
stability analysis of the Godunov SPH method for elastic dynamics in Appendix310
A, and the result of the linear stability analysis also supports our conclusion.
Therefore, in this paper, we use Eq. (47) as the equation of motion of the
Godunov SPH method for elastic dynamics,
v˙αi = 2
∑
j
mjσ
αβ∗
ij V
2
ij
∂
∂xβi
W (ri − rj ,
√
2h),
V 2ij =

 V
2
ij,linear if (Pi + Pj) > 0,
V 2ij,cubic if (Pi + Pj) < 0.
(47)
V 2ij in the time evolution equation of the deviatoric stress tensor does not
contribute to the stability, thus we can use any type of V 2ij for it. However,315
using the same type of V 2ij is favourable in terms of computational cost.
Cubic spline interpolation needs the gradient of specific volume. As discussed
in Section 3.1, if we calculate the gradient of specific volume as,
∂Vi
∂xαi
= − 1
ρ2i
∑
j
mj
∂
∂xαi
W (ri − rj , h), (48)
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undesirable gradient is produced nearby free surface. Eq. (48) is suggested in
[16]. The gradient of specific volume calculated by Eq. (45) does not cause320
such a problem. However, Eq. (45) totally changes the stability of the Godunov
SPH method against the tensile instability, which is prominent for perturbation
of Nyquist frequency. As mentioned above, density of particles is constant for
perturbation of Nyquist frequency, so that the gradient of specific volume calcu-
lated by Eq. (45) becomes zero. Cubic spline interpolation is stable for negative325
pressure because the gradient of specific volume calculated by Eq. (48) does not
become zero even for Nyquist frequency perturbation. If we use Eq. (45) for the
gradient of specific volume, all interpolations are unstable for negative pressure.
Thus, in this study, we calculate the gradient of specific volume for cubic spline
interpolation using Eq. (48). Surely this equation produces undesirable gradient330
nearby free surface, but it does not affect the result of simulations as shown in
test calculations.
3.3. Variable smoothing length
We have so far treated the smoothing length as constant in space. However,
the smoothing length should be close to the average particle spacing. Thus335
in calculations where the density largely varies in space, the smoothing length
should also vary. In [16], the smoothing length of the i-th particle is defined as,
hi = η
[mi
ρ∗i
]1/d
,
ρ∗i =
∑
j
mjW (ri − rj , h∗i ), h∗i = hiCsmooth, (49)
where η is a constant and corresponds to the ratio between the smoothing
length and the average particle spacing, and Csmooth is a constant to determine
the distribution of the smoothing length. η should be about 1, and throughout340
this paper we use η = 1. If Csmooth is larger than 1, the distribution of the
smoothing length becomes smoother than the distribution of density.
If the smoothing length is represented by spatial variable h(r), we can not
integrate Eq. (11) analytically even if polynomial approximation of ρ−1(r) is
17
used. In [16], Inutsuka conducts integration analytically assuming that the345
smoothing length is hi for the half of the integration space that includes the
i-th particle, and hj for the other half. Also in this study we adopt the same
procedure. The equation of motion and the equation of energy for the variable
smoothing length are,
v˙αi =
∑
j
mjσ
αβ∗
ij
[
V 2ij(hi)
∂
∂xβi
W (ri − rj ,
√
2hi)
+ V 2ij(hj)
∂
∂xβi
W (ri − rj ,
√
2hj)
]
, (50)
u˙i =
∑
j
mjσ
αβ∗
ij (v
α∗
ij − vα∗i )
[
V 2ij(hi)
∂
∂xβi
W (ri − rj ,
√
2hi)
+ V 2ij(hj)
∂
∂xβi
W (ri − rj ,
√
2hj)
]
. (51)
Eqs. (33) and (34) for the variable smoothing length are,350
ǫ˙αβρ,ij ≡
1
2
mj
(
V 2ij(hi)
[
(vα∗ij − vαi )
∂
∂xβi
+ (vβ∗ij − vβi )
∂
∂xαi
]
W (ri − rj ,
√
2hi)
+ V 2ij(hj)
[
(vα∗ij − vαi )
∂
∂xβi
+ (vβ∗ij − vβi )
∂
∂xαi
]
W (ri − rj ,
√
2hj)
)
, (52)
Rαβρ,ij ≡
1
2
mj
(
V 2ij(hi)
[
(vα∗ij − vαi )
∂
∂xβi
− (vβ∗ij − vβi )
∂
∂xαi
]
W (ri − rj ,
√
2hi)
+ V 2ij(hj)
[
(vα∗ij − vαi )
∂
∂xβi
− (vβ∗ij − vβi )
∂
∂xαi
]
W (ri − rj ,
√
2hj)
)
. (53)
Also in the case of variable smoothing length, we should use appropriate
interpolation method for V 2ij depending on the sign of Pi + Pj to suppress the
tensile instability.
We define the density for the variable smoothing length as so-called “gather”
formulation [27].355
ρi =
∑
j
mjW (ri − rj , hi). (54)
In the case of the variable smoothing length, we have to take into account the
gradient of smoothing length to derive the equation of continuity. According to
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[28], the proposed equation of continuity for the variable smoothing length is as
follows:
ρ˙i =
1
Ωi
∑
j
mj(v
α
i − vαj )
∂
∂xαi
W (ri − rj, hi),
Ωi = 1 +
hi
ρid
∑
j
mj
∂
∂hi
W (ri − rj , hi). (55)
In this study, we use Eq. (55) as the equation of continuity for the variable360
smoothing length.
The use of the variable smoothing length tends to enhance the tensile in-
stability for negative pressure. If particles approach each other, the smooth-
ing length becomes short and it makes the shape of the kernel function sharp.
Thus in the negative pressure region, the attractive force becomes strong, and365
this strengthens the tensile instability. The tensile instability that is caused
by the extension to the variable smoothing length can not be suppressed by
just selecting interpolation explained in Section 3.2. Instead, if Csmooth is large
the smoothing length behaves like constant for short perturbation. Thus large
Csmooth can suppress the tensile instability caused by the variable smoothing370
length. In Appendix B, we conduct the linear stability analysis for the equations
of variable smoothing length, and derive how large Csmooth should be.
4. Test Calculation
In this section, to evaluate the validity of the Godunov SPH method for
elastic dynamics, we conduct test calculations such as collision of rubber rings,375
oscillation of plate, and impact of aluminum sphere on aluminum plate. We
show that the Godunov SPH method can suppress the tensile instability even
in elastic dynamics.
In this study, we use simple predictor corrector method as a time integra-
tor. This method is almost the same as second-order Runge-Kutta method. We380
follow time evolution of position, velocity, density, internal energy and Sαβ/ρ.
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First, we calculate time derivative of physical quantities at the n-th time step
using values at the n-th time step, and then derive time-centered physical quan-
tities as,
Ui,n+1/2 = Ui,n + U˙i,n
∆t
2
,
ri,n+1/2 = ri,n + vi,n
∆t
2
+
1
2
v˙i,n
(∆t
2
)2
, (56)
where U = ρ, u,v, Sαβ/ρ. Next, we calculate time-centered derivatives using385
time-centered physical quantities. Finally, physical quantities of next time step
are calculated as,
Ui,n+1 = Ui,n + U˙i,n+1/2∆t,
ri,n+1 = ri,n + vi,n∆t+
1
2
v˙i,n+1/2∆t
2. (57)
Time step ∆t is determined by the Courant condition as,
∆t = min
i
CCFL
( [mi/ρi]1/d
Cs,i
)
, (58)
where Cs,i is local sound speed at the position of the i-th particle. In this study,
we use CCFL = 0.5.390
We use the second-order Riemann solver that is describe in [16] with the mod-
ified monotonicity constraint of [15]. This monotonicity constraint is that we
use the first-order Riemann solver when there are some particles with opposite-
sign gradients nearby their positions. This condition is written for a pair of the
i-th and j-th particles as,395
(∂f
∂s
)
i
·
(∂f
∂s
)
j
< 0, (59)
where,
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(∂f
∂s
)
i
=
(
ri − rj
|ri − rj |
)
· ∇fi,(∂f
∂s
)
j
=
(
ri − rj
|ri − rj|
)
· ∇fj , (60)
and f represents ρ or P . If there is any one particle j that satisfies the condition
of Eq. (59) within 3hi from the i-th particle, we use the first-order Riemann
solver for the i-th particle. Here, the gradient of physical quantity f is calculated
by Eq. (45).400
4.1. Convergence test
First, we conduct a convergence test to confirm that our Godunov SPH
method for elastic dynamics really achieves the second-order accuracy in space.
In elastic dynamics, longitudinal wave and tangential wave exist as linear waves.
In this subsection, we conduct the calculations of longitudinal and tangential405
wave in two dimensions as a test problem for the convergence test.
Here, we use simple EoS of elastic body,
P = C2s (ρ− ρ0), (61)
where Cs is bulk sound speed, ρ0 is reference density of material. In this sub-
section, we set Cs = 1.0 and ρ0 = 0.1. The density in the unperturbed state
is ρ = 1.0, and thus the pressure in the unperturbed state is P = 0.9. We set410
the shear modulus to µ = 1.0. Simulations are performed in the square domain,
x, y ∈ [0.0, 1.0], and we assume the periodic boundary condition. The positions
of particles in the unperturbed state (xi, yi) are given as a square lattice. The
initial conditions for the longitudinal wave are,
21
xi = xi +X sin(kxi),
yi = yi,
vi,x = −ωX cos(kxi),
vi,y = 0,
ρi = ρ− ρkX cos(kxi),
Sxxi =
4
3
µkX cos(kxi),
Sxyi = S
yx
i = S
yy
i = 0, (62)
where X = 0.001/k and k = 2π. In the case of the longitudinal wave, ω =415 √
C2s + (4µ/3ρ)k = 2π
√
7/3. The initial conditions for the tangential wave are,
xi = xi,
yi = yi +X sin(kxi),
vi,x = 0,
vi,y = −ωX cos(kxi),
ρi = ρ,
Sxyi = S
yx
i = µkX cos(kxi),
Sxxi = S
yy
i = 0, (63)
where, in the case of the tangential wave, ω =
√
µ/ρk = 2π. We consider the
variable smoothing length with Csmooth = 1.0.
To measure the error, we calculate difference between the reference data as,
ǫ =
1
Ntot
Ntot∑
i=1
|Uref(ri)− Ui|, (64)
where Ntot is the total number of particles, Uref(ri) represents the reference420
data at position ri. We use U = ρ for the longitudinal wave, and we use
U = Sxy for the tangential wave because the density remains constant in this
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case. In this convergence test, we use the result of Ntot = 512 × 512 as the
reference data. The tests are conducted with the total number of particles
Ntot = 16× 16, 32× 32, 64× 64, 128× 128, 256× 256. The errors are evaluated425
after 100 time-steps. To reduce the error coming from time integration as much
as possible, we set ∆t to be very small value 5.0× 10−4.
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Figure 1: Result of the convergence test for the Godunov SPH method for elastic dynamics.
The vertical axis shows relative error, the horizontal axis shows the average particle spacing
∆x. Red crosses show the result of the longitudinal wave, and Green open squares show that
of the tangential wave. Solid line shows the line ∝ ∆x2.
In Fig. 1, ǫ is plotted as a function of the average particle spacing ∆x. As
shown in Fig. 1, the errors are proportional to ∆x2 for both cases of the longitu-
dinal and the tangential wave. Therefore, the Godunov SPH method for elastic430
dynamics that we develop in this study shows second-order accuracy in space.
4.2. One-dimensional shock tube problem using Tillotson EoS
To evaluate the validity of our approximation in the Riemann solver for non-
ideal gas EoS, we calculate one-dimensional shock tube problem using Tillotson
23
EoS. For simplicity, we use the equations for hydrodynamics. We use the pa-435
rameters of Tillotson EoS for basalt [5], and the unit is cgs. For comparison, we
also perform calculation by the standard SPH method using artificial viscosity
[3] with high resolution. The initial conditions for this shock tube problem are,
ρL = 2.72, ρR = 2.72,
uL = 1.8× 1012, uR = 1.8× 108,
vL = 0.0, vR = 0.0. (65)
We use 200 particles for each side, and the mass of each particle is m = 0.0136.
In the case of calculation by the standard SPH method, we use 2000 particles440
for each side. Wall boundary condition (v(x = 1) = v(x = −1) = 0) is applied
at x = ±1. We adopt the variable smoothing length with Csmooth = 1.0.
For simplicity, to derive the density we use Eq. (54) instead of the continuity
equation (55) in this shock tube test. Here, we use the Riemann solver for ideal
gas EoS only because initial internal energy for left hand side is sufficiently high.445
γeff for each side is,
γeff,L = 2.7, γeff,R = 93. (66)
γeff,L and γeff,R are largely different in this case, and thus this problem provides
a severe test. Figure 2 shows the result of this shock tube problem calculated
by our Godunov SPH method and the standard SPH method.
As we can notice from Fig. 2, the results of the Godunov SPH method us-450
ing the Riemann solver for ideal gas EoS and the standard SPH method are
almost the same. Therefore, our approximation method can describe shock
waves correctly even if EoS is for non-ideal gas. In particular, our Godunov
SPH method is valid for hypervelocity impact because the Godunov scheme can
treat extremely strong shock waves accurately.455
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Figure 2: The density distribution of the shock tube problem using Tillotson EoS. The hori-
zontal axis shows the position, and the vertical axis shows the density. The unit is cgs. Green
filled circles show the result of the Godunov SPH method using the Riemann solver for ideal
gas EoS, and red curve shows that of the standard SPH method.
4.3. Collision of rubber rings in two dimensions
Gray et al. [10] calculate collision and bounce off of two rubber rings to
evaluate the effectiveness of their method against the tensile instability. If we
conduct this calculation without any prescription against the tensile instabil-
ity, numerical fragmentation occurs in the simulation and we can not calculate460
bounce off of rubber rings. They prevent the tensile instability by introducing
artificial stress. In this subsection, we conduct the same simulation using the
Godunov SPH method for elastic dynamics.
Also in this subsection, we use EoS of Eq. (61). The density is scaled using
ρ0, the velocity is scaled using Cs and the length is scaled using the width of465
ring w. We adopt constant smoothing length because in this simulation density
is almost constant, and the Riemann solver for elastic EoS is used.
We place two rings with 1w separation. The inner radius of rings is 3w, and
the outer radius is 4w. These rings collide with the relative velocity of 0.118Cs.
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The particles are put on the square lattice with the side length of 0.1w within470
two rings. The smoothing length is h = 0.1w, and we set shear modulus to
µ = 0.22C2sρ0. Initial density of each particle is set to ρ0, and all components of
initial deviatoric stress tensor is set to 0. The same condition for initial density
and deviatoric stress tensor is adopted for subsequent test calculations.
Figure 3 shows the configurations of rings when we select appropriate in-475
terpolation method depending on the sign of pressure as in Eq. (47), and Fig. 4
shows the same configuration but we use only linear interpolation independent
of the sign of pressure.
As we can notice from Fig. 3, if we use appropriate interpolation we can
calculate the bounce off of two rings stably. However, as shown in Fig. 4, we can480
not calculate the bounce off due to unphysical fracture caused by the tensile in-
stability at stretched part if we use only linear interpolation. The configurations
of two rings shown in Fig. 3 agree well with that of Gray et al.
4.4. Oscillation plate in three dimensions
To evaluate the validity of our method in three dimensions, we calculate485
oscillation of elastic plate, one edge of which is fixed. The same test calculation
is done by Gray et al. [10]; however, this calculation is in two dimensions.
Analytical solution of oscillation of extremely thin plate can be found in [29].
We use the same EoS and unit system as those of Section 4.2 except for the
unit of length. In this section the length is scaled using the thickness of plate490
H . We also consider the case of constant smoothing length that is the same as
initial particle spacing. The length of plate L is 11H (x-direction) and the width
is 2H (z-direction). The particles are put on the square lattice with the side
length of 0.1H within this plate. The shear modulus µ is 0.5C2sρ0. Gray et al.
expressed fixed edge by putting the plate between two layers of SPH particles495
that are not allowed to move. Here, for simplicity, we fix the particles that are
located within 1H from left end of the plate. The initial velocity distribution
is the same as that of [10]. The velocity of y-direction vy at the position of
26
Figure 3: Result of the calculation of rubber rings collision when we use appropriate interpo-
lation method depending on the sign of pressure.
27
Figure 4: Same as Fig. 4, but we use only lienar interpolation independent of the sign of
pressure.
28
x-direction x is given by,
vy
Cs
= Vf
[M(cos(kx) − cosh(kx)) −N(sin(kx)− sinh(kx))]
Q
, (67)
where Vf is the velocity at the free edge of the plate,500
M = sin(kL) + sinh(kL),
N = cos(kL) + cosh(kL),
Q = 2(cos(kL) sinh(kL)− sin(kL) cosh(kL)), (68)
and k is the solutions of
cos(kL) cosh(kL) = −1. (69)
In this subsection, Vf is set to be 0.05. For the fundamental mode kL = 1.875.
Figure 5 shows the configurations of the plate when we use appropriate
interpolation method, and Fig. 6 shows the same configurations but we use only
linear interpolation irrespective of the sign of pressure.505
From Fig. 6, when we use only linear interpolation the plate breaks at stretched
root, where the pressure becomes negative and linear interpolation is unstable.
On the other hand, from Fig. 5, we can calculate the oscillation stably if the
method of this paper is applied. We confirmed that this oscillation continues
stably until many periods.510
The artificial stress of [10] requires the procedure as follows: first we rotate
a frame of reference to diagonalize the stress tensor. Then if each diagonal part
is positive (i.e. tensile stress), we added the artificial stress to that part. Finally
we rotate again a frame of reference to original coordinate. In this procedure,
we need to derive eigenvalue and eigenvector of the stress tensor of each particle.515
We can derive eigenvalue and eigenvector analytically in two-dimensional case.
However, in three dimensions, to derive eigenvalue and eigenvector we have to
use numerical method such as Jacobi method [30]. In contrast, our method does
29
Figure 5: Result of simulation of the oscillation plate when we select appropriate interpolation
method. Left panels show the configurations observed from +z direction, right panels show
those observed from oblique direction.
30
Figure 6: Result of simulation of the oscillation plate when we use only linear interpolation.
not require time consuming procedure, and we just need to select appropriate
interpolation method.520
According to [29], the angular frequency of extremely thin plate is written
as,
ω2 =
EH2k4
12ρ(1− ν2) , (70)
where E is Young’s modulus, ν is Poisson’s ratio. E and ν are expressed as,
E =
9Kµ
3K + µ
,
ν =
3K − 2µ
2(3K + µ)
, (71)
where K is the bulk modulus,
1
K
= − 1
V
(∂V
∂P
)
T
=
1
ρ
( 1
(∂P/∂ρ)
)
T
. (72)
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In the case of EoS of (61), K = ρ0C
2
s . The angular frequency of this calculation525
is ω = 0.01201. Thus analytical period of oscillation of plate in the limit of
infinitesimal thickness is the following:
Ttheo =
2π
ω
= 523.2. (73)
Oscillation period of our simulation is Tsim ≈ 665. We expect that the difference
between the period observed in our simulations and the period of infinitesimally
thin plate decreases with decreasing the ratio of the thickness to the length530
of plate of simulation. To show this, we additionally conduct the simulations
of oscillation of plate with the length of 15H and 20H , and obtain oscillation
period for each case. Oscillation period of the plate with the length of 15H and
20H is 1406 and 2353, respectively. The error between theoretical and computed
results (=(Ttheo − Tsim)/Ttheo) for L = 10H is 27.3%, for L = 15H is 19.5%,535
and for L = 20H is 12.5%. The error significantly decreases with decreasing the
ratio of the thickness to the length of plate.
4.5. Impact of aluminum sphere on thin aluminum plate
In [14], Mehra et al. evaluate the effect of the artificial stress on the tensile
instability by conducting simulations of the impact of steel sphere on aluminum540
plate. According to [14], the tensile instability of these simulations makes un-
physical void at the surface of collision between sphere and plate. They re-
ported that the artificial stress of [10] can not suppress the tensile instability
of these simulations. Similar calculations in [18] (impact of aluminum sphere
on aluminum plate) also observe the void. In this subsection, we conduct the545
simulation of impact of aluminum sphere on aluminum plate in two dimensions,
and evaluate the effect of our method for the tensile instability. Similar to [18],
we use the same material properties as those of [31].
In this subsection, we use cgs unit. The radius of aluminum sphere is 0.5
[cm], and the sickness of plate is 0.2 [cm]. Initially we put the sphere and the550
plate with 0.1 [cm] separation. The velocity of collision is 3.1× 105[cm/s]. The
particles are put on the square lattice with the side length of 0.02 [cm] within
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the sphere and the plate. We use stiffened gas EoS of Eq. (42). Here γ0 is the
Gruneisen parameter, Cs is a bulk sound speed of aluminum, ρ0 is a reference
density of aluminum. Each value is γ0 = 2.0, Cs = 5.328 × 105[cm/s], ρ0 =555
2.785[g/cm3]. The shear modulus of aluminum is µ = 2.760× 1011[dyne/cm2].
In this test calculation, average particle spacing largely varies due to hy-
pervelocity impact. Thus we use the variable smoothing length. Csmooth is set
to 2.0 to suppress the tensile instability at negative pressure region caused by
variable smoothing length. As explained in Section 3.1, we select the Riemann560
solver for ideal gas EoS or simple EoS of elastic body using the criterion of
Eq. (43).
To introduce the effect of plasticity of aluminum, we adopt elastic-perfectly
plastic model using von Mises yielding criterion [4]. In this model, we limit the
deviatoric stress tensor that is used for time evolution equations as,565
Sαβi ⇒ fiSαβi , (74)
where,
fi = min
[ Y 20
3J2,i
, 1
]
, (75)
Y0 is a yielding stress, and J2,i is the second invariant of the deviatoric stress
tensor defined as,
J2,i =
1
2
Sαβi S
αβ
i . (76)
Y0 is set to 3.0× 109[dyne/cm2].
Figure 7 shows the result of calculation when we use appropriate interpola-570
tion depending on the sign of pressure. Figure 8 shows the result when we use
only linear interpolation independent of the sign of pressure, and Fig. 9 shows
that when we use only cubic spline interpolation. All results are plotted at
t = 8µs.
As we can notice from Fig. 7 and 8, if we select interpolation or use only575
linear interpolation, there is no void at the surface of collision. Fig. 9 shows
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Figure 7: Configuration during simulation of impact between aluminum sphere and aluminum
plate. We used appropriate interpolation method depending on the sign of pressure.
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Figure 8: Same as Fig. 7, but for only linear interpolation.
the appearance of void in the case of cubic spline interpolation. Actually voids
appear in the compressed regions where the pressure is positive. This is not
surprising since cubic spline interpolation in two dimensions is known to be
unstable in the positive pressure regime. In [9], instability in compressed region580
is called pairing instability.
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Figure 9: Same as Fig. 7, but for only cubic spline interpolation.
To do a reasonable numerical simulation with Godunov SPH method, we
need not only to use appropriate interpolation, but also to use an appropriate
monotonicity constraint and smoothing length. To show the importance of us-
ing an appropriate monotonicity constraint, we calculate the same simulation585
without the modified monotonicity constraint of Eq. (59). In addition, to inves-
tigate the importance of using the appropriate smoothing length, we conduct
the simulation using constant smoothing length with h = 0.02 [cm]. Here, in
both simulations, we select interpolation method depending on the sign of pres-
sure as in Fig. 7. Figure 10 shows the result without modified monotonicity590
constraint, and Fig. 11 shows that with constant smoothing length.
In both cases of Fig. 10 and 11, we can see small void. The pairing instability
in the positive pressure is essentially caused when the particle spacing is much
smaller than the smoothing length. In that case particles can not push back
each other, and result in clustering.595
According to the test calculations of [14], the void is created in the case of
the standard SPH method with general artificial viscosity. This implies that nu-
merical dissipation due to artificial viscosity term is not sufficient to prevent the
pairing instability at surface of collision. Dissipation due to the Riemann solver
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Figure 10: The same as Fig. 7, but without modified monotonicity constraint of Eq. (59).
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Figure 11: The same as Fig. 7, but we use constant smoothing length.
becomes strong depending on the strength of resultant shock wave. Therefore,600
as pointed out by [14], Godunov-type scheme is effective for pairing instability
at the surface of collision.
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4.6. Calculation of restitution coefficient
Finally, to show that our Godunov SPH method for elastic dynamics can be
used for describing practical experiments, we calculate the restitution coefficient605
in the impact of steel sphere on steel plate.
Aryaei et al. [32] measure the restitution coefficient by dropping steel or
aluminum sphere on steel or aluminum plate, and investigate the dependence
of sphere diameter on the restitution coefficient. The restitution coefficient is
calculated from height that spheres jump up. As a result, they find that the610
restitution coefficient is decreasing with increasing sphere diameter. They also
analyze the restitution coefficient by Finite Element Method and show the same
dependence.
In this subsection, we simulate the impact of various-size steel spheres on
steel plate with the Godunov SPH method for elastic dynamics. In the experi-615
ment of [32], Aryaei et al. drop spheres from the height of H = 150[cm], so that
the impact velocity becomes v =
√
2gH = 542.2[cm/s], where g = 980[cm/s2] is
the gravitational acceleration. Thus we set the initial velocity of spheres to this
value, and follow the motion of sphere from just before the impact until just
after the impact. We only calculate the head-on collision between sphere and620
plate. We ignore the gravity of the Earth because timescale of the impact is
very short. Initially we put sphere and plate with the separation of four times
larger than the smoothing length, and derive the restitution coefficient by the
velocity when sphere comes back to the initial position after rebound. In the
case of Gaussian-type kernel function, we can ignore interactions between the625
pair of SPH particles that have separation larger than four times of the smooth-
ing length. Thus the velocity of sphere sufficiently converges when sphere comes
back to initial position. Here, the velocity of sphere is calculated by averaging
the velocity of SPH particles that constitute sphere.
The size of steel plate is set to 0.21[cm]×1.2[cm]×1.2[cm]. In the experiment630
of [32], the bottom of plate is fixed by frame. To reproduce this condition, we
fix three layers of SPH particles from the bottom of plate.
In the calculation of Finite Element Method of [32], the number of element
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for sphere is fixed independent of the size of sphere. Thus we also use the same
number of particles for every size of spheres. SPH particles are put on the square635
lattice with the side length of R/20, where R represents the radius of sphere.
In other words, we put twenty particles along the radial direction.
In this subsection, we use constant smoothing length with h = R/20, and
use EoS of Eq. (61). We can find material density, Young’s modulus E and
Poisson’s ratio ν of steel in [32]. Reference density for EoS ρ0 is set to material640
density of steel, ρ0 = 7.57[g/cm
3]. Sound speed for EoS Cs is calculated from
Young’s modulus and Poisson’s ratio as,
Cs =
√
K
ρ0
,
K =
E
3(1− 2ν) , (77)
where K is bulk modulus. The value of Cs becomes 4.71× 105[cm/s]. We also
use the Riemann solver for Eq. (61).
Shear modulus µ is calculated from Young’s modulus and Poisson’s ratio as,645
µ =
E
2(1 + ν)
. (78)
The value of shear modulus becomes 8.00× 1011[dyne/cm2].
Plastic deformation plays an important role when the restitution coefficient
is determined. Energy is dissipated by plastic deformation, and the restitution
coefficient becomes small. In this subsection we adopt elastic-perfectly plastic
model. Yielding stress Y is set to 4.50×109[dyne/cm2], and we reduce deviatoric650
stress tensor using Eqs (74) and (75).
In general, tension does not work between different solids, and the same is
true for shear force if we ignore friction. In this simulation tension should not
work between sphere and plate. Previous test calculations ignore this point,
but in this subsection we consider about this point to determine the restitution655
coefficient correctly. When we calculate the force between particles that consist
sphere and particles that consist plate, we permit only the repulsive force along
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the line joining two particles. In particular, acceleration of the i-th particle
exerted by the j-th particle aij is calculated as,
aij = −2mj(P ∗ij − Sss∗ij )V 2ij(h)
∂
∂ri
W (ri − rj ,
√
2h), (79)
if the i-th and j-th particle represent different solid (sphere or plate). Here,660
Sss∗ij is ri − rj direction component of Sαβ∗ij of Eq. (16), and
P ∗ij = 0 if P
∗
ij < 0,
Sss∗ij = 0 if S
ss∗
ij > 0. (80)
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Figure 12: Ball size dependence on the restitution coefficient calculated by the Godunov SPH
method for elastic dynamics. Horizontal axis shows the diameter of sphere, and the vertical
axis shows the restitution coefficient. Red circles show the result of our simulation, and solid
line shows the result obtained by the experiments of [32]
Figure 12 shows ball size dependence on the restitution coefficient. From
this figure we notice that the restitution coefficient is decreasing with increasing
sphere diameter even with our method. The slope is −0.019[mm−1]. The solid
line in Fig. 12 shows the result obtained by experiments of [32]. We can notice665
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that our result agrees well with the result of experiments. In [32], Aryaet et
al. also numerically calculate the restitution coefficient using Finite Element
Method. Note that the result of their calculation does not seem to provide
monotonically decreasing of the restitution coefficient while increasing the di-
ameter of sphere.670
The restitution coefficient decreases with increasing sphere diameter because
the mass of sphere increases. If the mass increases, force applied to surface of
collision becomes large and plastic deformation becomes large. In that case
energy dissipation by plastic deformation increases, so that the restitution co-
efficient decreases.675
Although we need to examine the validity of plastic model or parameters
such as shear modulus, simulations with the Godunov SPH method for elastic
dynamics seem to reproduce the result of experiments reasonably well.
5. Summary
In this paper, we extended the Godunov SPH method to elastic dynamics.680
On the basis of the formulation of the Godunov SPH method, we formulate
the equation of motion, the equation of energy and the time evolution equation
of the deviatoric stress tensor. We confirmed that these formulated equations
achieve the second-order accuracy in space by convergence test. Moreover, we
develop the method to handle the Riemann solver for non-ideal gas equation of685
state. Next, we apply the stabilizing method for the tensile instability of [15]
to elastic dynamics, and conduct several test calculations such as rubber rings
collision, oscillation plate and impact of sphere on plate to evaluate the validity
of our method. We confirmed that the method to suppress the tensile instability
using the Godunov SPH method for hydrodynamics equations developed by [15]690
is also valid for elastic dynamics equations. This stabilizing method is selecting
appropriate interpolation method for V 2ij depending on the sign of pressure.
The results show that if we select appropriate interpolation method for V 2ij we
can calculate stably. To suppress the tensile instability in the calculation of
40
hypervelocity impact, we should also consider about monotonicity constraint or695
the way to treat the smoothing length, and we confirmed that Godunov-type
scheme is valid for such problems. We hope that we can use our method to solve
various problems in elastic dynamics.
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Appendix A
In this Appendix, we conduct linear stability analysis of the Godunov SPH
method for elastic dynamics. Particle spacing is affected by longitudinal wave,
and instability of longitudinal wave causes the tensile instability. Thus we con-785
duct the linear stability analysis for longitudinal wave. We neglect discretiza-
tion in the direction of time and assume infinitely-accurate time integration,
because the tensile instability does not depend on time integration method. We
assume that the mass of each particle m is the same for all particles. Constant
smoothing length is considered. We conduct linear stability analysis for vari-790
able smoothing length in Appendix B. To separate the effect of viscosity and
the tensile instability, we do not use the Riemann solver for P ∗ij , but assume
P ∗ij = (Pi + Pj)/2.
In unperturbed state, the particles are put on the square lattice with the
side length of ∆x. This unperturbed position is expressed as,795
ri = (xi, yi, zi). (A1)
We add the perturbation to the component of x-direction. Perturbed positions
of particles are written as,
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ri = (xi + δxi, yi, zi),
δxi = ǫx exp[i(kxi − ωt)], (A2)
where ǫx is infinitesimal constant, k and ω represents wave number and angular
frequency of perturbation respectively, i that is not subscript shows imaginary
unit. Hereafter, ǫ represents infinitesimal constant, and we neglect second or800
higher order of infinitesimal values.
From Eq. (A2) and r˙i = vi, the velocity of the i-th particle becomes,
vi = (−iωδxi, 0, 0). (A3)
We define the density in unperturbed state as ρ, and we write the density
of the i-th particle as,
ρi = ρ+ δρi,
δρi = ǫρ exp[i(kxi − ωt)]. (A4)
From Eq. (36), we can write δρi using δxi as,805
δρi = −iρDδxi,
D ≡
∑
j
− sin[k(xi − xj)] ∂
∂xi
W (ri − rj , h)m
ρ
. (A5)
From Eqs. (A4) and (A5), density is represented as ρi = ρ(1 − iDδxi). Note
that this representation of density is the same as that is calculated by Eq. (9)
as shown in Appendix B of [15]. Therefore, the stability does not change even
if we calculate density by Eq. (9) or we use time-evolved density by Eq. (36).
The pressure of the i-th particle is represented as Pi = P + δPi = P +810
Cs
2
δρi = P − iCs2ρDδxi, where P and Cs represents the pressure and the
sound speed in unperturbed state respectively.
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Only x-direction component of the acceleration is not 0. Thus we have to
consider only the x component. As shown in Eq. (13), the equation of motion of
the Godunov SPH method for elastic dynamics includes σxy∗ij , σ
xz∗
ij . However,815
we only have to focus on σxx∗ij because the terms that include σ
xy∗
ij , σ
xz∗
ij vanish
if we take the summation over y- or z-direction. Moreover, only xx component
of ǫ˙αβρ,ij exist and all components of R
αβ
ρ,ij are 0. Linearized ǫ˙
xx
ρ,ij is written as,
ǫ˙xxρ,ij =
m
ρ2
(vxi − vxj )
∂
∂xi
W (ri − rj ,
√
2h). (A6)
We define xx component of the deviatoric stress tensor in unperturbed state
as Sxx, and we write Sxx/ρ of the i-th particle as,820
(Sxx
ρ
)
i
=
Sxx
ρ
+ δ
(Sxx
ρ
)
i
,
δ
(Sxx
ρ
)
i
= ǫS/ρ exp[i(kxi − ωt)]. (A7)
We substitute Eqs. (A6) and (A7) into Eq. (32), and then we obtain,
δ
(Sxx
ρ
)
i
= −i (4/3)µ+ S
xx
ρ
aδxi,
a ≡
∑
j
sin[k(xi − xj)] ∂
∂xi
W (ri − rj ,
√
2h)
m
ρ
. (A8)
Using Eqs. (A8) and (35), the deviatoric stress tensor of the i-th particle can
be written as,
Sxxi = S
xx + δ
(Sxx
ρ
)
i
ρ+
Sxx
ρ
δρi = Sxx − i
(4
3
µa+ Sxx(a+D)
)
δxi. (A9)
Finally, substituting linearized density, pressure and xx component of devi-
atoric stress tensor into the equation of motion of the Godunov SPH method for825
elastic dynamics (13), we can derive the dispersion relation because the left hand
side of the equation of motion becomes −ω2δxi. For example, the dispersion
relation in the case of linear interpolation for V 2ij becomes,
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ω2linear = −
[
Cs
2
D − 4µa
3ρ
− S
xx(a+D)
ρ
]
a+
2(P − Sxx)
ρ
a+
2(P − Sxx)
ρ
b,
b ≡
∑
j
(1− cos[k(xi − xj)]) ∂
2
∂x2i
W (ri − rj ,
√
2h)
m
ρ
. (A10)
Here, for the perturbations of long wavelength D ∼ k and a ∼ −k. Thus the
third term in square brackets of Eq. (A10) is almost 0. If we compare Eq. (A10)830
with the dispersion relation of the Godunov SPH method for hydrodynamics, we
notice that the dispersion relations for hydrodynamics become that for elastic
dynamics if Cs
2
Da→ [Cs2D− (4µa/3ρ)]a and P → P − Sxx. This is the same
for all interpolation methods. Therefore, the stability depends on the sign of
P −Sxx. In usual simulation, P > 0, Sxx < 0 for compressed region and P < 0,835
Sxx > 0 for tensile region. Therefore, it is sufficient that we select appropriate
interpolation method depending only on the sign of pressure.
We may expect, in principle, even if pressure is positive, a region becomes
effectively tensile dominant due to strong side slip force, and criterion of the
sign of pressure may not be sufficient. In that case, using ri − rj direction840
component of the deviatoric stress tensor Sssi and S
ss
j , criterion of the sign of
Pi − Sssi + Pj − Sssj may be effective. According to our experience on test
calculations, however, this criterion does not seem to be required.
Appendix B
In Appendix B, we conduct the linear stability analysis of equations for vari-845
able smoothing length. For simplicity, we use the equations for hydrodynamics
of the Godunov SPH method, and we use η = 1. We treat smoothing length
as constant when we linearize density, because density distribution in the case
of variable smoothing length is almost the same as that in the case of constant
smoothing length. The positions of particles are the same as those of Appendix850
A, and we also neglect the second or higher order of infinitesimal values.
We write the smoothing length of the i-th particle as,
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hi = h+ δhi,
δhi = ǫh exp[i(kxi − ωt)]. (B1)
From Eq. (49), we can express ρ∗i as,
ρ∗i =
∑
j
m
[
W (ri − rj , Csmoothh) + (δxi − δxj) ∂
∂xi
W (ri − rj , Csmoothh)
+ δhi
∂
∂h
W (ri − rj , Csmoothh)
]
= ρ∗(1 + iasδxi + bsδhi), (B2)
where,
ρ∗ ≡
∑
j
mW (ri − rj , Csmoothh),
as ≡
∑
j
sin[k(xi − xj)] ∂
∂xi
W (ri − rj , Csmoothh)m
ρ∗
,
bs ≡
∑
j
∂
∂h
W (ri − rj , Csmoothh)m
ρ∗
. (B3)
Then we can express hi using Eq. (49) as,855
hi =
[ m
ρ∗(1 + iasδxi + bsδhi)
]1/d
≈
[m
ρ∗
](
1− ias
d
δxi − bs
d
δhi
)
. (B4)
m/ρ∗ means the smoothing length in unperturbed state. Thus h = m/ρ∗. From
Eq. (B4), δhi can be expressed using δxi as,
δhi = −i
( has
d+ hbs
)
δxi. (B5)
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The equation of motion of the Godunov SPH method for hydrodynamics in
the case of variable smoothing length is,
v˙αi = −
∑
j
mjP
∗
ij
[
V 2ij(hi)
∂
∂xαi
W (ri−rj,
√
2hi)+V
2
ij(hj)
∂
∂xαi
W (ri−rj ,
√
2hj)
]
.
(B6)
Substituting linearized density, pressure and smoothing length into Eq. (B6), we860
obtain,
ω2variable h = ω
2
constant h −
( has
d+ hbs
)P
ρ
cs,
cs ≡
∑
j
sin[k(xi − xj)] ∂
∂h
∂
∂xi
W (ri − rj ,
√
2h)
m
ρ
, (B7)
where ω2constant h is ω
2 in the case of constant smoothing length, which is written
in [15]. The formula of ω2constant h is different for linear interpolation, cubic spline
interpolation and quintic spline interpolation.
For perturbations with any frequency lower than Nyquist frequency, as < 0,865
cs > 0 and bs is positive constant that does not depend on wave number. Thus,
in the case of negative pressure, the term of variable smoothing length makes
ω2 negative and the method in unstable. At Nyquist frequency as = 0. For
perturbations with smaller wavelength than Csmoothh, as becomes almost 0. In
consequence, extension to variable smoothing length can make perturbations of870
longer wavelength than Nyquist frequency unstable even if this perturbation is
stable in the case of constant smoothing length. However, if we make the value
of Csmooth larger, as becomes smaller and we can make this perturbation stable
again.
According to [15], ω2constant h can be decomposed into the term that becomes875
Cs
2
k2 at long wavelength and the other error terms,
ω2constant h = −Cs
2
Da+
P
ρ
× other terms. (B8)
As we can notice from Eqs. (B7) and (B8), only the first term of ω2variable h is
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proportional to Cs
2
, and all the other terms are proportional to P/ρ. Thus we
can evaluate whether arbitrary state (including spatial dimension, interpolation
method and Csmooth) is stable or not only by (P/ρ)/Cs
2
. Conversely, for arbi-880
trary spatial dimension, interpolation method and value of (P/ρ)/Cs
2
, we can
evaluate the minimum Csmooth to achieve stable simulation.
In [15], in the negative pressure region, Sugiura and Inutsuka (2016) use
quintic spline interpolation for one dimension, cubic spline interpolation for
two dimensions, and cubic spline interpolation for three dimensions. Thus, we885
investigate which pair of (P/ρ)/Cs
2
and Csmooth provides stable calculation for
these three cases. Figure 13, 14 and 15 show the results of this investigation for
quintic spline interpolation in one dimension, cubic spline interpolation in two
dimensions, and cubic spline interpolation in three dimensions respectively.
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Figure 13: This figure shows which pair of (P/ρ)/Cs
2
and Csmooth provides stable calculation
in the case of negative pressure, one dimension and quintic spline interpolation. The horizontal
axis shows (|P |/ρ)/Cs
2
, the vertical axis shows Csmooth. In this parameter space, left hand
side of curve provides stable simulation.
In the Fig. 14, curve extends vertically around (|P |/ρ)/Cs2 ∼ 3.5. This is890
owing to constant smoothing length term, and if (P/ρ)/Cs
2
is smaller than -3.5,
calculation becomes unstable even with constant smoothing length. However,
(P/ρ)/Cs
2 ∼ −3.5 can not be realized in usual calculation. If we assume the
equation of state of P = C2s (ρ − ρ0), the density of ρ ∼ 0.22ρ0 is required to
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Figure 14: Same as Fig. 13, but for two dimensions and cubic spline interpolation.
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Figure 15: Same as Fig. 13, but for three dimensions and cubic spline interpolation.
achieve (P/ρ)/Cs
2 ∼ −3.5. In other words, material should be stretched until895
the density becomes five times smaller than the average density. In that case
ordinary material should break up.
We express Csmooth on the curve of figures as Csmooth,crit. In the region of
negative pressure, the calculation is stable if Csmooth is larger than Csmooth,crit.
For convenience, we made fitting formula for this Csmooth,crit. Fitting formula900
is expressed as,
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Csmooth,crit = A ln[B(X − C)],
X ≡ (|P |/ρ)/Cs2. (B9)
In the case of one dimension and quintic spline interpolation,
A = 3.96448, B = 0.143576, C = −9.07397. (B10)
In the case of two dimensions and cubic spline interpolation,
A = 0.926887, B = 2.37512, C = −0.89341. (B11)
In the case of three dimensions and cubic spline interpolation,
A = 0.495342, B = 4.37086, C = −0.673217. (B12)
Here, we use data point of (|P |/ρ)/Cs2 < 3.5 for two dimensions and cubic905
spline interpolation. Large computational cost is required if Csmooth is large.
Thus, in practical calculation, we just make Csmooth larger in negative pressure
region locally, and for positive pressure region Csmooth = 1.0 is sufficient. We
can calculate Csmooth,crit of the i-th particle using physical quantities of this
particle as,910
Csmooth,crit,i = A ln[B(Xi − C)],
Xi ≡ (|Pi|/ρi)/C2s,i, (B13)
and Csmooth of the i-th particle can be calculated as,
Csmooth,i =

 max[Csmooth,crit,i + ǫmargin, 1.0] if P < 0,1.0 if P > 0, (B14)
where ǫmargin is small value for safety. ǫmargin = 0.1 is sufficient. In this case,
we can obtain smoothing length of the i-th particle by substituting Csmooth,i for
Csmooth in Eq. (49).
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