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LAGO is an extended cosmic ray observatory composed of water-Cherenkov detectors (WCD) placed
throughout Latin America. It is dedicated to the study of various issues related to astrophysics, space
weather and atmospheric physics at the regional scale. In this paper we present the design and imple-
mentation of the front-end electronics and the data acquisition system for readout of the WCDs of LAGO.
The system consists of preampliﬁers and a digital board sending data to a computer via an USB interface.
The analog signals are acquired from three independent channels at a maximum rate of 1.2105
pulses per second and a sampling rate of 40 MHz. To avoid false trigger due to baseline ﬂuctuations, we
present in this work a baseline correction algorithm that makes it possible to use WCDs to study var-
iations of the environmental radiation. A data logging software has been designed to format the received
data. It also enables an easy access to the data for an off-line analysis, together with the operational
conditions and environmental information. The system is currently used at different sites of LAGO.
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Fig. 1. Block diagram of the acquisition system. The main system components are
shown: the three channel digitizer card, the Nexys-II board and the peripherals
(GPS and the pressure and temperature sensor).
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Cosmic particles of various types reach the Earth. They rain
down constantly, some of them with energies much higher than
can be generated in any man-made experiment. Cosmic rays
contribute to natural background radiation and produce some of
the most interesting and still deeply unknown phenomena in
particle and astroparticle physics. In order to understand these
physical phenomena and others directly related with them, it is
necessary to study the cosmic ray ﬂux and composition in detail.
Given the maturity of current electronics design, we can ﬁnd
high performance systems at low costs. Nowadays, it is possible to
ﬁnd systems with response times in the order of nanoseconds and
even faster. The high-energy physics community has beneﬁted
deeply from these improvements, and many experiments are
producing, acquiring and analyzing data at rates and costs
unreachable a decade ago. The Latin American Giant Observatory
(LAGO) [1] is one of them. It is an international project of astro-
particle physics that involves institutions from 10 countries
(Argentina, Bolivia, Brazil, Colombia, Ecuador, Guatemala, Mexico,
Peru, Spain and Venezuela). LAGO operates a network of water-
Cherenkov detectors (WCD) widely spread over Latin America. The
project objectives include: the operation of Cherenkov detectors at
high altitude searching for the high-energy component of gamma-
ray bursts, the study of the space weather through the solar
modulation of galactic cosmic rays, and the precise measurement
of the ﬂux of background radiation at ground level.
In this context, a fundamental requirement is to have a high-
speed data acquisition (DAQ) system, in order to register the fast
signals produced within the detector volume. These fast signals
are a consequence of the passage, through the water volume of the
detector, of the secondary particles coming from the interaction of
cosmic rays in the atmosphere.
In this paper we present a system that is primarily designed for
the LAGO Project, but which is also easily adaptable to other
experiments. The design of the hardware is a derivation of that
used in the Pierre Auger Observatory, optimized to be cost effec-
tive for LAGO [2,3]. It is a powerful electronic platform that sim-
pliﬁes the process of acquiring the high rates of cosmic-ray events
or signals with similar characteristics. Besides its primary use as an
acquisition system for astroparticle experiments, it is also well
suited as a teaching tool, helping students to incorporate concepts
related to the acquisition, processing and analysis of large amounts
of data in real time.2. Description of the data acquisition system
The LAGO Project uses water tanks as particle detectors. A
typical WCD of LAGO is a tank ﬁlled with puriﬁed water, having a
volume lying in the range between 1 m3 and 40 m3. The detector is
sensitive to the Cherenkov radiation produced by the charged par-
ticles passing through the water volume. The WCD is also sensitive
to high-energy photons, which through pairs creation emit sec-
ondary electrons and positrons that also produce Cherenkov light.
The detector has an internal bag containing the water, made by a
highly diffusive and reﬂective fabric of commercial Tyvek2 1073D or
equivalent [4]. The diffusion of Cherenkov photons in this inner
coating reduces the signal dependence on the trajectory of sec-
ondary particles within the detector, since photons are spread
evenly. A photomultiplier tube (PMT) overlooks the water volume
and collects the Cherenkov photons. Hamamatsu R5912 8-in. PMTs
are used. The PMT base is equipped with an (active or passive)2 Tyvek is a trademark of Dupont.voltage divider, a high-voltage power supply and a preampliﬁer for
conditioning the amplitudes of the output pulses [5]. The high-
voltage covers the range from 0 to 2000 V with respect to ground
and can be controlled by a low voltage in the range of 0 to þ5 V.
Our DAQ provides the voltages required for the high-voltage supply
and the other components in the PMT base.
The shape of the pulses coming from the detector depends on
the water purity, the reﬂectivity of the diffusing material and the
geometry of the tank. It is the result of the convolution between
the response of the PMT to individual photons and the time dis-
tribution of the photons reaching the PMT, after successive
reﬂections on the inner coating and propagation through the
water. Typically, a WCD detector delivers pulses with a sharp rise
time (10 ns) and a decay time (70 ns) dominated by the
attenuation length of the Cherenkov photons in the water.
Fig. 1 summarizes our data acquisition system, it is composed
of a digitizer card, a commercial Nexys-II3 board and the external
sensors as peripherals. The electronic card digitizes pulses from
three independent channels simultaneously, at a sampling rate of
40 MHz. Each channel has an anti-aliasing ﬁlter and a baseline
stabilizer circuit. The digitizer card is connected, through a Hirose
FX2 high-speed connector, to the Nexys-II board.
We have implemented a simple triggering algorithm for the
acquisition of the pulses: all the pulses with an amplitude above a
required threshold are stored locally, and are then transferred to a PC.
Working in this conﬁguration, the maximum acquisition rate is
of the order of 1:2 105 pulses per second. Additionally, the system
can be operated in a mode where only the maximum amplitude
and charge of each pulse is stored (i.e., the area under the curve),
reaching acquisition rates of up to 2 106 pulses per second.
The acquisition system can be controlled via a standard USB
port connected to a PC or a single board computer (SBC). The
operating parameters, such as the trigger level, the high voltage at
each channel and the GPS time format, can be programmed by the
user at runtime. The data is transferred in real time to the PC for
storage and ofﬂine analysis. In addition to the acquisition of the
pulses from the three channels, further information related to the
underlying environmental conditions, such as the pressure and
temperature, is recorded every second.
The FPGA present on the Nexys-II board is responsible for the
acquisition and pre-processing of the data, the setting of the
trigger thresholds and the adjustment of the voltages, as well as
the control and communication with the peripherals (the GPS and
the pressure and temperature sensor). The three control signals for3 http://www.digilentinc.com/Products/Detail.cfm?Prod¼NEXYS2.
Fig. 2. Schematic diagram of one acquisition channel. It is composed of a voltage ampliﬁer, acting also as anti-aliasing ﬁlter, and a baseline stabilization stage before the
pulses reach the ADC chip. The stabilization stage can be controlled by the FPGA.
Fig. 3. Closed-loop gain of the anti-aliasing ﬁlter. A comparison between the
expected and the measured response is shown. The graph shows a good agreement,
within the 1.0 dB level. The 3 dB point is found at 14.7 MHz.
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pulse width modulation (PWM) technique.2.1. The digitizer card
The DAQ card is powered with 12 V DC and offers the possi-
bility to distribute its input voltage to the bases of the PMT so that
the whole setup can be operated with a single main power supply.
We use currently the version 2.0 of the DAQ card, it is a two-
layer electronic card, which has three independent acquisition
channels. Each channel consists of three stages: a voltage ampli-
ﬁer, implemented with a current feedback ampliﬁer (CFA) in a
non-inverting conﬁguration, acting also as anti-aliasing ﬁlter, an
analog adder intended for the baseline stabilization and the ADC
chip to digitize the analog pulses of the detector. The input has a
matching resistor of 50Ω to avoid reﬂections and two diodes for
the CFA input protection. In Fig. 2 we present a schematic diagram
of the ﬁrst two stages of one acquisition channel.
The CFA topology of operational ampliﬁers allows for a wide
bandwidth, absence of slew rate limitation, and above all, essentially
the absence of a gain-bandwidth product limit. This occurs because
the bandwidth of the current feedback topology, in a ﬁrst order ana-
lysis, is independent of gain and only depends on the value of the
feedback resistor [6]. The bandwidth of the ﬁrst stage shown in Fig. 2
depends only on R4, instead of the voltage closed-loop gain 1þR4=R3,
as normally occurs in the voltage feedback ampliﬁers (VFA). Therefore,
R4 can be used to select the bandwidth and R3 to select the gain. The
ability to control the bandwidth independently is an important
advantage of the CFA over conventional operational ampliﬁers for thisapplication. The theoretical cutoff frequency of the designed anti-
aliasing ﬁlter is 14.7 MHz, as shown in Fig. 3.
The bandwidth can be calculated with the relation
f CL ¼ Rc=R4
 
f OL, where f CL represents the closed-loop cutoff fre-
quency and f OL ¼ 2πRcCcð Þ1 is the open-loop cutoff frequency,
determined by the CFA internal parameters Rc and Cc.
The electronic front-end can manage negative pulses with
amplitudes up to 3.5 V. The analog-to-digital conversion is per-
formed by a 10-bit ADC. We use an AD9203 chip from Analog
Devices. In order to accommodate the high dynamic range of the
output pulses coming from the detector, the reference voltage of
the chip can be changed by means of an external jumper,
depending on the saturation level of the input. In the typical
conﬁguration, the 10-bit resolution gives a minimum detectable
voltage level of 976 μV.
Due to the nature of the experiment, which is the measurement
of the rate of particles at ground level with great accuracy, the
stabilization of the electronic response against environmental
effects is crucial. Since the trigger system compares the instanta-
neous voltage at each channel with a reference voltage (i.e., the
settled trigger threshold), any change in the level of the baseline
could bias the measurements. These baseline changes, caused by
temperature variations, can be signiﬁcant at low thresholds, since
the ﬂux of secondary particles varies with the particle energy as a
power law. Therefore, to avoid this and also the low level elec-
tronic noise, the front-end maintains the baseline in a stable value
of 50 ADC bins (49 mV) by adding an offset voltage in the second
stage of each input channel. The pulse polarity is also inverted at
the second stage to match the expected input for the ADC chip.
The baseline offset voltage is generated by the FPGA and is
applied through a 12-bit digital-to-analog converter (DAC). This
voltage excursion is then added to the input signal of each channel
independently to achieve an automatic baseline control. The FPGA
updates the offset at a constant rate of 5 kHz (every 2 ms). The
impact of the baseline correction is shown in Fig. 4, where
averages over 1 s and 15 min of the baseline are compared to the
evolution of temperature over several days. The correlation of the
baseline with temperature and the behavior of one channel when
no baseline correction is added are clearly visible, even for this
particular experimental setup in which the digitizer card was
operated within a laboratory room with small changes in the air
temperature, while the WCD was outside the building.
There are three circuits that complete the electronic front-end,
each of which can control independently a high-voltage source to
power a PMT. Each circuit provides a user-programmable voltage
in the range of 0 to þ5 V. When coupled to a PMT base, this
voltage drives an output voltage in the range of 0 to 2000 V.
This setup allows us to independently control up to three WCD in
the same place, thereby reducing costs. Furthermore, this also allows
one to perform coincidence studies between detectors. If more
(b)(a)
Fig. 4. Baseline without (a) and with (b) the baseline offset algorithm described in the text. In the upper panels the baseline evolution as a function of time is shown. The
correlation with temperature is clearly visible when no correction is applied (left), even for short time periods. In the lower panels, the histograms of the three baselines are
shown. The electronic boards were within a laboratory room, while the WCD was outside the building in this experimental setup.
Fig. 5. Higher hierarchy blocks of the FPGA ﬁrmware. Essentially, it is a large register bank, accessible for the attached peripherals.
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(a) (b)
Fig. 6. (a) Average pulse of a typical 1.8 m3 WCD working with a central 8-in. PMT. The high-voltage source is set at 1.5 kV. (b) Charge histogram of the pulses registered
during one hour of data acquisition. Two peaks are clearly visible: the ﬁrst is an artifact of the triggering system, as what is plotted here is the histogram of the total
integrated area of the pulses, while the trigger occurs in amplitude. The second maximum is associated with the passage of vertical and central muons through the water
volume. Inset shows the same histogram in log scale. This histogram is used for the calibration of the WCD.
M. Sofo Haro et al. / Nuclear Instruments and Methods in Physics Research A 820 (2016) 34–3938detectors are required, multiple electronic cards can be synchronized
by using a single GPS signal, the one-pulse-per-second (1PPS) signal.
2.2. The FPGA ﬁrmware
Given the high level of integration required and the desired ﬂex-
ibility for the system, we had to implement part of the data acquisition
system in an FPGA. The managing and pre-processing of the data is
done in the Nexys-II electronic board, as described above. The ﬁrmware
of the FPGA is a mixture of blocks implemented in the standard VHDL
programming language [7]. The ﬁrmware consists of a large bank of
registers which peripherals can access for reading and writing. Fig. 5
illustrates the implementation of the ﬁrmware as a block diagram.
There are several speciﬁc hierarchical blocks in charge of the
different tasks at FPGA level. One of these blocks can manage the
corresponding high-voltage source of the PMT, generating a slow
ramp of voltage to increment and/or decrements the voltage to the
PMT. This voltage ramp is done to protect the PMTs because rapid
voltage changes can destroy it. Another block implements the
baseline correction algorithm, as described in Section 2.1. The
ﬁrmware also implements various standard communication pro-
tocols (SPI, I2C and UART) to manage the attached peripherals.
The FPGA generates the 40 MHz clock signal for the fast ADC,
allowing a completely synchronous design. The whole system is
controlled by a state machine implemented in the FPGA.
2.2.1. The trigger sub-system
The trigger sub-system, a block of code implemented in the FPGA,
is responsible for deciding which pulses can be acquired. At every
clock pulse the trigger algorithm compares the digitized input signal,
V i, with the absolute trigger threshold, V thr, set by the user in ADC
bins before the start of the data acquisition. If V i4V thr, this input
value is stored into an internal memory, the trigger condition is ful-
ﬁlled and acquisition of the pulse starts. The two previous values, V i1
and V i2, are then recovered from the internal memory to provide a
good deﬁnition of the rise time of the pulse. The ﬁrst three temporal
bins are therefore acquired only when the trigger condition is fulﬁlled.
After this ﬁrst step, a programmable number of extra temporal bins,
typically 9–17, are acquired to get the complete pulse. In the basicconﬁguration, 9 additional temporal bins are stored, making a total of
12 bins (i.e., 300 ns at 40 MHz) for an individual pulse.
As longer acquisition windows imply larger amount of data to
be stored and transferred (an important issue in some remote
locations of the LAGO Project), we have conducted an analysis of
the typical duration of the pulses coming from different detectors.
We have compared the responses of different WCDs to determine
the average pulse for them. For the typical geometries and bias
voltages used in the WCDs of LAGO, a pulse length of 12 bins
ensures no clipping and a manageable size of the acquired data.
The trigger algorithm is applied independently on the three
channels. If the trigger condition is fulﬁlled in at least one of them,
the signal is acquired on the three channels at the same time,
allowing an ofﬂine search for time coincidences on up to three
different detectors with a single electronic system.
Additionally, there are two internal counters. One of them, a
30-bit counter that increments every time the triggering condition
is fulﬁlled in at least one channel, assigns consecutive numbers to
each acquired pulse. This counter allows the identiﬁcation of
missing pulses, due to buffering overﬂow with the highest rates of
acquisition. The second one is in charge of counting the number of
rising edges of the clock in the current second. If a GPS is present,
the counter monitors the stability of the clock signal generated by
the FPGA. If no GPS is connected, the counter is used as an internal
clock signal. This counter also assigns a time stamp to every pulse
recorded. The acquired pulses are thus labeled with three num-
bers: the pulse count, the time stamp, and a 3-bit mask identifying
the channels fulﬁlling the trigger conditions.
There is another working mode, the sub-trigger mode, with an
algorithm similar to the normal trigger mode, but with different
data recorded. If the input signal level is above the user-deﬁned
sub-trigger threshold, the signal maximum (i.e., the pulse peak)
and the integral of the pulse (i.e., the pulse charge), instead of the
entire pulse, are transferred. This working mode gives extra ﬂex-
ibility to the system, allowing to get higher data rates.
The data ﬂow is done through a standard USB port. An FX2LP
chip from Cypress, present on the Nexys-II board, manages the
data ﬂow between the acquisition system and the PC or SBC. In
order to have an open source system, the commercial Digilent™
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source implementation speciﬁcally designed for the FX2LP chip.2.3. The PC software
The ﬁnal step of the acquisition system is a computer program
running on a PC or a SBC, acting as a link between the end-user
and the electronic system. It is written in ANSI Cþþ language,
using open source libraries. The whole code is licensed under BSD-
25 license and is available at the LAGO public repository, on
github6 for downloading.
The entire process of data acquisition is managed by this soft-
ware, allowing direct access to peripherals of the electronic front-
end. It is possible to check the status of the GPS or the pressure
and temperature sensor directly from the command line. Through
this software we can access all the FPGA registers. We can check
the status of these internal registers or conﬁgure the thresholds
for the channels.
The data logging software was designed to obtain data from the
FPGA and create the ﬁles to save them. To ease the handling and
transfer of data from remote sites, each ﬁle corresponds to one
hour of acquisition. The data is saved in a hierarchical arrangement
of ASCII ﬁles, containing the acquired pulses of each channel and
their corresponding labels (the pulse counter, the trigger time
stamp and channel mask).
In order to cross-check the data from different detectors located in
different places, we have created a repository [8] for storing the data of
all theWCDs in LAGO. Different levels of metadata are stored for ofﬂine
analysis and to organize the data repository. Three main levels of
metadata are used: the ﬁrst level, the ﬁle header, includes the complete
information of the registers, the trigger levels and sub-trigger thresh-
olds, the PMT high-voltages and the internal constants of calibration
from the temperature and pressure sensor. The second level of meta-
data is saved every second and gives information about the internal
clock frequency, GPS time and localization, local temperature and
atmospheric pressure. The third level is stored as the ﬁle footer, with
information about the last hour of acquisition: trigger rates per chan-
nel, averages of atmospheric conditions and the status of the acquisi-
tion card. An additional ﬁle, containing only the ﬁrst and the third level
of metadata, is produced to ease the data uploading procedure into the
repository. After one hour of data taking, a new ﬁle is created, while the
current ﬁle is closed and compressed.2.4. Example analysis
A typical analysis of data produced by the acquisition system can
be seen in Fig. 6. An average pulse can be reconstructed from the
multiple pulses recorded. This average pulse gives direct information
regarding the propagation of Cherenkov photons within the detector
and can be used as a tracer for the water purity and the internal wall
reﬂectivity. Building the charge histogram of all recorded pulses allows
one to determine the position of the vertical equivalent muon (VEM),
the average energy deposited by a through-going central muon,
appearing usually as a well identiﬁed peak in the charge histogram.
This calibration point is crucial to the operation of WCD in many
experiments, such as the Pierre Auger Observatory [9–11]. Other
possible analyses include (but are not limited to) the study of the
muon lifetime by looking at the histogram of the time difference4 http://www.makestuff.eu/wordpress/software/fpgalink.
5 http://www.linfo.org/bsdlicense.html.
6 https://github.com/lagoproject/acqua.between successive pulses [12], the study of the ﬂux of particles in
single detectors at millisecond levels in search of transient events, or
looking for coincidences at the level of tens of nanoseconds between
nearby detectors, in order to detect extended air showers of cosmic
rays with energies of TeV and above.3. Conclusions
We have presented a highly conﬁgurable data acquisition sys-
tem of low cost, based on off-the-shelf components. The acquisi-
tion system was designed from scratch, taking into account the
key features of the physical processes involved, in order to provide
a ﬂexible and yet powerful platform to digitize and acquire data
from different types of detectors of particles and radiation.
The data acquisition system is managed through simple open-
source software which monitors the acquisition parameters and
the general status of the system. The software can record all the
pulses observed in the detector and send them to a dedicated PC
for an ofﬂine analysis.
Although this acquisition system was designed as the main
data acquisition platform of the LAGO Project, it can also be used,
with minor changes, in similar experiments where nanosecond
resolution and high-speed data acquisition are required.Acknowledgments
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