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Abstract
Let k be a positive integer and G be a connected graph. This paper considers the relations among four graph theoretical parameters:
the k-domination number k(G), the connected k-domination number ck(G); the k-independent domination number 
i
k
(G) and the
k-irredundance number irk(G). The authors prove that if an irk-set X is a k-independent set of G, then irk(G) = k(G) = ik(G),
and that for k2, c
k
(G) = 1 if irk(G) = 1, ck(G) max{(2k + 1)irk(G) − 2k, 52 irk(G)k − 72k + 2} if irk(G) is odd, and
c
k
(G) 52 irk(G)k − 3k + 2 if irk(G) is even, which generalize some known results.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
For terminology and notation on graph theory not given here, the reader is referred to [5] or [15]. Let G = (V ,E)
be a ﬁnite simple graph with vertex set V = V (G) and edge set E = E(G). For S ⊆ V (G), G[S] denotes the
subgraph of G induced by S. The distance dG(x, y) between two vertices x and y is the length of a shortest xy-path
in G. Let k be a positive integer. For every vertex x ∈ V (G), the open k-neighborhood Nk(x) of x is deﬁned as
Nk(x) = {y ∈ V (G) : dG(x, y)k, x = y}. The closed k-neighborhood Nk[x] of x in G is deﬁned as Nk(x) ∪ {x}.
Likewise, one may deﬁne the open (resp. closed) k-neighborhood of a set X of vertices in V (G), denoted by Nk(X)
(resp. Nk[X]), as the union of the open (resp. closed) k-neighborhood Nk(x) (resp. Nk[x]) of vertices in X.
For x ∈ X, we use Ik(x ∈ X) to denote the set of vertices of G that are in Nk[x] but not in Nk[X − {x}]. If
Ik(x ∈ X) = ∅, then x is said to be k-redundant in X. In the context of a communication network, this means that
any vertex that may receive communications from X within distance k may also be informed from X − {x} within
distance k. A set X containing no k-redundant vertex is called k-irredundant, that is, Ik(x ∈ X) = ∅ for any x ∈ X.
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A k-irredundant set X of G is called to be maximal if X ∪ {y} is not a k-irredundant set of G for any y ∈ V (G) − X.
The k-irredundance number of G, denoted by irk(G), is the minimum cardinality taken over all maximal k-irredundant
sets of G. A maximal k-irredundant set of cardinality irk(G) is called an irk-set. The concept of the k-irredundance
was introduced by Hattingh and Henning [9].
A set D of vertices in G is called to be a k-dominating set of G if every vertex of V (G) − D is within distance k
from some vertex of D. A k-dominating set D is called to be connected if G[D], a subgraph of G induced by D, is
connected. The minimum cardinality among all k-dominating sets (resp. connected k-dominating sets) of G is called
the k-domination number (resp. connected k-domination number) of G and is denoted by k(G) (resp. ck(G)). The
concept of the k-dominating set was introduced by Chang and Nemhauser [6,7].
A set I of vertices of G is said to be a k-independent set if every vertex in I is at distance at least k+1 from every other
vertex of I in G; and a k-independent dominating set if I is a k-independent set and a k-dominating set, or equivalently,
is a maximal k-independent set. The k-independent number k(G) is deﬁned as the maximum cardinality taken over
all k-independent sets of G; the k-independent domination number ik(G) is deﬁned as the minimum cardinality taken
over all k-independent dominating sets of G.
Since the distance versions of domination have a strong background of applications, many efforts have been made
by several authors to establish the relationships among distance parameters (see, for example [6,7,9–14]). It is quite
difﬁcult to determine the value of k(G) or ck(G) for any given graph G. However, from deﬁnitions, it is clear that
irk(G)k(G)ik(G) for any graph G. For k = 1, Allan et al. [2] proved that if an ir1-set X is an independent set
of G, then ir1(G) = 1(G) = i1(G). Recently, Li [13] has established an upper bound of ck(G) in terms of other
graph theoretical parameter. For k = 1, Allan and Laskar [1], independently, Bollobas and Cockayne [4] established
1(G)2ir1(G)−1, which is extended to k(G)2irk(G)−1 byHattingh andHenning [9]; Bo and Liu [3] established
c1(G)3ir1(G) − 2.
In this paper, we prove that if an irk-set X is a k-independent set of G then irk(G) = k(G) = ik(G), and that, for
a connected graph G and k2, ck(G) = 1 if irk(G) = 1, ck(G) max{(2k + 1)irk(G) − 2k, 52 irk(G)k − 72k + 2}
if irk(G) is odd, and ck(G) 52 irk(G)k − 3k + 2 if irk(G) is even, and these bounds are best possible. The former
generalizes Allan et al.’s result and the latter generalizes Bo and Liu’s result. As a byproduct of the proof of our main
result, we also obtain k(G)2irk(G) − 1.
The proofs of our main results are in Section 3 and some lemmas are given in Section 2.
2. Lemmas
A k-independent set I of G is called to be maximal if X ∪ {y} is not a k-independent set of G for any y ∈ V (G)−X.
A k-dominating set D of G is called to be minimal if D − {x} is not a k-dominating set of G for any x ∈ D.
Lemma 2.1. Let I be a k-independent set of G. Then I is maximal if and only if I is a minimal k-dominating set, whereby
ik(G)k(G).
Proof. Since I is a k-independent set of G, by deﬁnition, I is maximal if and only if every vertex of V (G) − I is
within distance k from some vertex of I and the distance between two vertices in I is larger than k or, equivalently, I is
a minimal k-dominating set of G. 
The special case for k = 1 of the following result is due to Cockayne and Hedetniemi [8], and it is stated in Lemma
2 in [9] without proof.
Lemma 2.2. Let D be a k-dominating set of G. Then D is minimal if and only if D is a maximal k-irredundant set,
whereby irk(G)k(G).
Proof. Since D is a k-dominating set of G, by deﬁnition, D is minimal if and only if every vertex of V (G)−D is within
distance k from some vertex of D and the removal of any vertex x ∈ D results in a vertex y in V (G) − (D − {x}) at
distance greater than k from every vertex in D − {x} or, equivalently, Ik(x ∈ D) = ∅ for any x ∈ D but there is some
x ∈ D′ =D ∪ {y} such that Ik(x ∈ D′)=∅ for any y ∈ V (G)−D, that is, D is a maximal k-irredundant set of G. 
J.-M. Xu et al. / Discrete Mathematics 306 (2006) 2943–2953 2945
Lemma 2.3. Let S be a k-dominating set of a connected graph G. If G[S] has n components, then
ck(G) |S| + 2(n − 1)k.
Proof. Let C1, . . . , Cn be the components of G[S], and Gi = G[Nk[Ci]], 1n |S|. If n = 1, then S is a connected
k-dominating set of G, and so ck(G) |S|. Assume n2 below. Since S is a k-dominating set of G, every vertex in G
must belong to some Gi , and so G = G1 ∪ · · · ∪ Gn.
Let H be the condensation of G that has n vertices g1, g2, . . . , gn and two vertices gi and gj are joined by an edge if
and only if Gi ∪ Gj is connected. Clearly, H is connected since G is connected. Choose a spanning tree T with n − 1
edges in H and let Y be the set of vertices in G which are the end-vertices of one of the edges or one of the vertices
corresponding to every edge in T. Then |Y |2(n − 1).
Since S is a k-dominating set of G, for each y ∈ Y , there exists a path, say Py , of length at most k joining x and y for
some x ∈ S. Let PY =⋃y∈YPy . So S ∪ V (PY ) is a connected k-dominating set of G. It follows that
ck(G) |S ∪ V (PY )|
 |S| + |Y | k
 |S| + 2(n − 1)k
as desired. 
Lemma 2.4. Let G1,G2, . . . ,Gn be the connected components of G, X be a maximal k-irredundant set of G and
Xi = X ∩ V (Gi). Then Xi = ∅ and Xi is a maximal k-irredundant set of Gi for each i = 1, 2, . . . , n.
Proof. If Xi = ∅ for some i with 1 in, then it is easy to see that X ∪ {y} is also a k-irredundant set of G for any
y ∈ V (Gi), which contradicts the maximality of X. Thus, Xi = ∅ for each i = 1, 2, . . . , n.
Since X is a maximal k-irredundant set of G, Ik(x ∈ X) = ∅ for any x ∈ X, and so Xi is also k-irredundant since
Xi ⊆ X. Suppose that there exists 1 in such that Xi is not a maximal k-irredundant set of Gi , then there exists at
least one vertex y ∈ V (Gi) such that Xi ∪ {y} is also k-irredundant, then we have X ∪ {y} is also a k-irredundant set
of G, a contradiction to the maximality of X. 
The following result is a generalization of Theorem 2 in [4], where the ﬁrst part is stated in Lemma 3 in [9] without
proof.
Lemma 2.5. If X is a maximal k-irredundant set of G, then for any v ∈ V (G) − Nk[X], there exists some x ∈ X
such that
(a) Ik(x ∈ X) ⊆ Nk[v] and
(b) for any two distinct vertices y1, y2 ∈ Ik(x ∈ X) either y2 ∈ Nk[y1] (equivalently, y1 ∈ Nk[y2]) or there exists
xj ∈ X − {x} such that Ik(xj ∈ X) ⊆ Nk[yi] for i = 1, 2.
Proof. Let X = {x1, . . . , xm} be a maximal k-irredundant set of G.
(a) Suppose to the contrary that there is a vertex v in V (G) − Nk[X] such that Ik(xi ∈ X)Nk[v] and, hence, there
exists a vertex ui ∈ Ik(xi ∈ X) − Nk[v] for each i = 1, 2, . . . , m. Let X′ = X ∪ {v}.
On the one hand, since ui ∈ Ik(xi ∈ X) and Ik(xi ∈ X) ∩ Nk[X − {xi}] = ∅, we have ui /∈Nk[X − {xi}]. So
ui /∈Nk[v] ∪ Nk[X − {xi}] = Nk[X′ − {xi}]. Also since ui ∈ Ik(xi ∈ X) ⊆ Nk[xi], we get Nk[xi]Nk[X′ − {xi}],
which implies that Nk[xi] − Nk[X′ − {xi}] = ∅, that is,
Ik(xi ∈ X′) = ∅ for i = 1, 2, . . . , m. (1)
On the other hand, since v /∈Nk[X], we get Nk[v]Nk[X], which implies that Nk[v] − Nk[X′ − {v}] = ∅, that is,
Ik(v ∈ X′) = ∅. (2)
It follows from (1) and (2) that Ik(x ∈ X′) = ∅ for any x ∈ X′. By deﬁnition, X ∪ {v} is also a k-irredundant set,
which contradicts the maximality of X.
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(b) Let y1 and y2 be two distinct elements of Ik(x ∈ X). If y2 /∈Nk[y1], we need to show that there exists xj ∈ X−{x}
such that Ik(xj ∈ X) ⊆ Nk[yi] for i = 1, 2. Suppose to the contrary that Ik(xi ∈ X)Nk[y1] for any xi ∈ X − {x}.
So, there exists zi ∈ Ik(xi ∈ X) − Nk[y1] for any xi ∈ X − {x}. Let X′ = X ∪ {y1}.
Firstly, zi /∈Nk[X − {xi}] since zi ∈ Ik(xi ∈ X) and Ik(xi ∈ X) ∩ Nk[X − {xi}] = ∅. So zi /∈Nk[y1] ∪ Nk[X −
{xi}] = Nk[X′ − {xi}]. Also, since zi ∈ Ik(xi ∈ X) ⊆ Nk[xi], we get Nk[xi]Nk[X′ − {xi}], which implies that
Nk[xi] − Nk[X′ − {xi}] = ∅, that is
Ik(xi ∈ X′) = ∅ for any xi ∈ X − {x}. (3)
Secondly, since y2 ∈ Ik(x ∈ X) and Ik(x ∈ X) ∩ Nk[X − {x}] = ∅, y2 /∈Nk[y1] ∪ Nk[X − {x}] = Nk[X′ − {x}].
Also, since y2 ∈ Ik(x ∈ X) ⊆ Nk[x], we get Nk[x]Nk[X′ − {x}], which implies that Nk[x] − Nk[X′ − {x}] = ∅,
that is,
Ik(x ∈ X′) = ∅. (4)
Lastly, by (a), Ik(x ∈ X) ⊆ Nk[v], we get y1 ∈ Nk[v], that is, v ∈ Nk[y1]. Also, since v ∈ V (G) − Nk[X], we get
Nk[y1]Nk[X], which implies that Nk[y1] − Nk[X] = Nk[y1] − Nk[X′ − {y1}] = ∅, that is,
Ik(y1 ∈ X′) = ∅. (5)
It follows from (3) to (5) that Ik(x ∈ X′) = ∅ for any x ∈ X′. By deﬁnition, X′ = X ∪ {y1} is also a k-irredundant
set, which contradicts the maximality of X. The lemma follows. 
Lemma 2.6. Let X be a k-irredundant set of G. If there exists x ∈ X such that x ∈ Ik(x ∈ X), then Ik(x ∈ X)Nk[v]
for any v ∈ V (G) − Nk[X].
Proof. Assume there exists such an x ∈ X such that Ik(x ∈ X) ⊆ Nk[v] for some v ∈ V (G) − Nk[X]. Then
x ∈ Ik(x ∈ X) ⊆ Nk[v], that is, v ∈ Nk[x], a contradiction to the choice of v ∈ V (G) − Nk[X]. 
Lemma 2.7. Let k2 and X be a maximal k-irredundant set of a connected graph G with |X|= t2. If G[X] consists
of only isolated vertices such that Nk(x) ∩ X = ∅ for every x ∈ X, then
ck(G)
{ 5
2 tk − 3k + 2 if t is even,
5
2 tk − 72k + 2 if t is odd.
Proof. Let X = {x1, x2, . . . , xt } be a maximal k-irredundant set of G and ﬁrst suppose that X is not a k-dominating set
in G.
Since X consists of isolated vertices such that Nk(x) ∩ X = ∅ for every x ∈ X, we have xi /∈ Ik(xi ∈ X), and
so there is yi ∈ Ik(xi ∈ X) such that yi = xi for i = 1, 2, . . . , t . We can choose such a yi ∈ Ik(xi ∈ X) that
dG(xi, yi) = dG(xi, Ik(xi ∈ X)) for each i = 1, 2, . . . , t .
Let Y = {y1, y2, . . . , yt }. Since for any v ∈ V (G)−Nk[X], by Lemma 2.5(a) there exists some i with 1 i t such
that Ik(xi ∈ X) ⊆ Nk[v], and so v ∈ Nk[yi] since yi ∈ Ik(xi ∈ X). By the arbitrariness of v ∈ V (G) − Nk[X],
we have V (G) − Nk[X] ⊆ Nk[Y ]. And for any zi ∈ Ik(xi ∈ X), if zi = yi , by Lemma 2.5(b), either zi ∈ Nk[yi]
or there exists xj = xi such that Ik(xj ∈ X) ⊆ Nk[zi], so zi ∈ Nk[yj ] since yj ∈ Ik(xj ∈ X). Thus, we also have⋃t
i=1Ik(xi ∈ X) ⊆ Nk[Y ]. Since X − {xi} can k-dominate Nk[X] − Ik(xi ∈ X), so (X − {xi}) ∪ Y is a k-dominating
set of G for any xi ∈ X.
To obtain a connected k-dominating set of G, we need some notations. For yi ∈ Ik(xi ∈ X), use Lyi to denote a
shortest xiyi-path of length at most k in G for each i = 1, . . . , t . Since yi ∈ Ik(xi ∈ X) is chosen such that yi = xi
and dG(xi, yi) = dG(xi, Ik(xi ∈ X)), along the path Lyi the nearest vertex to yi must be at distance k to some vertex
xj ∈ X−{xi}, otherwise, we would have yi ∈ Nk(xj ), a contradiction to yi ∈ Ik(xi ∈ X). So there exists an xjyi-path
Qyi of length k + 1 in G. Let
Zxi = (X − {xi}) ∪ V
⎛
⎝ t⋃
j=1,j =i
Lyj
⎞
⎠ ∪ V (Qyi ).
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Since (X − {xi}) ∪ Y ⊂ Zxi , Zxi is a k-dominating set of G for any xi ∈ X and
|Zxi |(t − 1) + k(t − 1) + k + 1 = (k + 1)t for i = 1, 2, . . . , t .
If the subgraph G[Zxi ] is connected, then the lemma holds clearly by Lemma 2.3. However, G[Zxi ] is not always
connected. To obtain a connected k-dominating set of G from Zxi , we need to add some paths to join some pairs of
vertices in Zxi . Towards this purpose, we deﬁne the graph Xk with the vertex-set X and two vertices u and v being
adjacent if and only if there is a shortest uv-path Puv of length at most k in G.
To complete our proof, we consider two cases.
Case 1: Xk is connected. Let T be a spanning tree of Xk and let xi be a vertex of degree one in T. Then
X′ = Zxi ∪ V (∪{Puv : uv ∈ E(T − xi)})
is a k-dominating set of G and G[X′] is connected. It follows from Lemma 2.3 that
ck(G) |X′|(k + 1)t + (t − 2)(k − 1) = 2(tk − k + 1),
which implies the lemma since
2(tk − k + 1)
{ 5
2 tk − 3k + 2 if t is even,
5
2 tk − 72k + 2 if t is odd.
(If X is a k-dominating set of G, then X∗ = X ∪ V (∪{Puv : uv ∈ E(T )}) is a connected k-dominating set of
G. So by Lemma 2.3, we have ck(G) |X∗| t + (t − 1)(k − 1) = k(t − 1) + 1, which implies the lemma since
k(t − 1) + 1< 52 tk − 72k + 2< 52 tk − 3k + 2.)
Case 2:Xk is not connected. Generally speaking, the larger the number of connected components ofXk is, the larger
the connected domination number of G is. Thus, we may suppose that the number of connected components of Xk is
as large as possible. By the hypothesis of Nk(x) ∩ X = ∅ for every x ∈ X, Xk contains no isolated vertices. Thus, we
may suppose that Xk has exactly 
t/2 connected components. Let X1, X2, . . . , X
t/2 be all connected components
of Xk , where Xi consists of a single edge xix′i for i = 1, 2, . . . , 
t/2 − 1, and X
t/2 is a single edge xsx′s if t = 2s
and X
t/2 contains a path (xs, x′s , xs+1) if t = 2s + 1.
Let M be the graph with vertices g1, g2, . . . , g
t/2 and two vertices gi and gj being adjacent if and only if Nk(a) ∩
Nk(b) = ∅, where a ∈ Xi and b ∈ Xj with i = j .
We ﬁrst consider M to be connected. For gigj ∈ E(M), let Pgigj be a shortest path joining a vertex in Xi to a vertex
in Xj in G. Then Pgigj is of length at most 2k. Let T be a spanning tree of M and PT = ∪{Pgigj : gigj ∈ E(T )}. Let
gi be a vertex of degree one different from g
t/2 in T. Then there is at least one vertex in Xi , say x′i , corresponding to
the vertex gi such that x′i is an end-vertex of the shortest path Pgigj ∈ PT in G.
If t = 2s, then let PX =⋃si=1 Pxix′i and
X′′ = Zxi ∪ V (PX−Xi ) ∪ V (PT ).
Then X′′ is a connected k-dominating set of G and
|X′′|(k + 1)t + (s − 1)(k − 1) + (s − 1)(2k − 1)
= (k + 1)t + (s − 1)(3k − 2)
= 52 tk − 3k + 2.
From Lemma 2.3, we immediately have that
ck(G) |X′′| 52 tk − 3k + 2.
(If X is a k-dominating set of G, then X∗∗ = X ∪ V (PX) ∪ V (PT ) is a connected k-dominating set of G. So by
Lemma 2.3, we have ck(G) |X∗∗| t + s(k − 1)+ (s − 1)(2k − 1)= 32 tk − 2k + 1, which implies the lemma since
3
2 tk − 2k + 1< 52 tk − 72k + 2< 52 tk − 3k + 2.)
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If t = 2s + 1, then let Ps+1 be a shortest path of length at most k from xs or x′s to xs+1, PX = (
⋃s
i=1 Pxix′i ) ∪ Ps+1
and
X′′ = Zxi ∪ V (PX−Xi ) ∪ V (PT ).
Then X′′ is a connected k-dominating set of G and
|X′′|(k + 1)t + s(k − 1) + (s − 1)(2k − 1)
= (k + 1)t + t − 1
2
(3k − 2) − (2k − 1)
= 5
2
tk − 7
2
k + 2.
From Lemma 2.3, we immediately have that
ck(G) |X′′| 52 tk − 72k + 2.
(If X is a k-dominating set of G, thenX∗∗ =X∪V (PX)∪V (PT ) is a connected k-dominating set of G. So by Lemma
2.3 we have ck(G) |X∗∗| t + (s + 1)(k − 1) + (s − 1)(2k − 1) = 32 tk − 52k + 1, which implies the lemma since
3
2 tk − 52k + 1< 52 tk − 72k + 2< 52 tk − 3k + 2.)
We now consider M to be not connected. Let X1, . . . , Xh (h2) denote the vertex sets in X corresponding to the
vertices in every connected component of M, respectively.Assume |Xi |= ti for i=1, . . . , h. Then t1 + t2 +· · ·+ th = t
and without loss of generality, by the deﬁnition of M, that is, if t is even, then every vertex in M corresponds to
exactly two vertices in X, and if t is odd, then only one vertex of M corresponds to three vertices in X, so ti is even for
i =1, 2, . . . , h−1, th is even if t is even and th is odd if t is odd. Let Yi ={y ∈ Ik(x ∈ Xi) and y ∈ Y : for any x ∈ Xi}
and G∗i = G[Nk[(Xi ∪ Yi)]] for i = 1, . . . , h. So by the above discussion, for every G∗i , we have,
ck(G
∗
i )
{ 5
2 tik − 3k + 2 if ti is even,
5
2 tik − 72k + 2 if ti is odd.
By Lemma 2.3 and k2, we have that if t is even, then
ck(G)
h∑
i=1
(
5
2
tik − 3k + 2
)
+ 2(h − 1)k
 5
2
tk − 3k + 2 (6)
if t is odd, then
ck(G)
h−1∑
i=1
(
5
2
tik − 3k + 2
)
+
(
5
2
thk − 72k + 2
)
+ 2(h − 1)k
 5
2
tk − 7
2
k + 2. (7)
The proof of the lemma is complete. 
The following lemma can be obtained from their deﬁnitions immediately.
Lemma 2.8. For any graph G, irk(G)k(G)ik(G).
3. Main results
The following result gives a sufﬁcient condition for the equalities in Lemma 2.8.
Theorem 3.1. If an irk-set X is a k-independent set of G, then X is a minimum k-dominating set, whereby irk(G) =
k(G) = ik(G).
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Proof. Let X = {x1, . . . , xm} be an irk-set of G. Then X is a maximal k-irredundant set. We ﬁrst show that X is a
k-dominating set of G.
Suppose to the contrary that X is not a k-dominating set of G. Then (V (G)−Nk[X]) = ∅. Let v ∈ V (G)−Nk[X].
On the one hand, by Lemma 2.5(a) there exists some x ∈ X such that Ik(x ∈ X) ⊆ Nk[v]. On the other hand, xi ∈
Ik(xi ∈ X) for i=1, 2, . . . , m since X is a k-independent set. By Lemma 2.6, there is no such vertex v ∈ V (G)−Nk[X]
such that Ik(x ∈ X) ⊆ Nk[v], a contradiction.
So X is a k-dominating set and k(G) irk(G). By Lemma 2.8, we get irk(G) = k(G), which means that X is a
minimum k-dominating set. Since X is a k-independent set, ik(G) |X| = k(G). By Lemma 2.8, we get irk(G) =
k(G) = ik(G). The theorem follows. 
Corollary 1 (Allan et al. [1]). If an ir1-set X is an independent set of G, then ir1(G) = 1(G) = i1(G).
Corollary 2. If irk(G) = 1, then ck(G) = 1.
Theorem 3.2. If a graph G is connected, k2 and irk(G)2, then
ck(G)
{ 5
2 irk(G)k − 3k + 2 if irk(G) is even,
max{(2k + 1)irk(G) − 2k, 52 irk(G)k − 72k + 2} if irk(G) is odd,
and these bounds are best possible. Moreover, k(G)< 2 irk(G) for any graph G.
Proof. Let G be a connected graph and X = {x1, . . . , xm} be an irk-set in G. The components of G[X] are denoted
by C1, . . . , Cn, 1nm = irk(G). Then X could be partitioned into three disjoint subsets X1, X2 and X3 in which
X1 consists of some isolated vertices in G[X] such that Nk(x) ∩ X = ∅ for any vertex x ∈ X1, and without loss of
generality, we suppose thatX1 ={x1, . . . , xt1};X2 consists of other t2 isolated vertices such thatNk(x)∩X = ∅ for any
vertex x ∈ X2, and we suppose that X2 = {xt1+1, . . . , xt1+t2}; and X3 consists of (n− t1 − t2) components containing
at least two vertices in G[X]. Therefore, we get 2(n − t1 − t2) + t1 + t2m, i.e.,
2n − t1m + t2. (8)
If t1 = n = m, then X is a k-independent set. By Theorem 3.1, X is a minimum k-dominating set and so
k(G) = |X| = m< 2m = 2 irk(G).
(Note that the connectedness of G is not used here.) By Lemma 2.3 we have that
ck(G)m + 2(m − 1)k
= (2k + 1)m − 2k
= (2k + 1)irk(G) − 2k,
which implies the theorem since
(2k + 1)irk(G) − 2k 52 irk(G)k − 3k + 2.
Assume t1 <n and X is not a k-dominating set of G below. For each i=t1+1, . . . , m, Ik(xi ∈ X) = ∅ and xi /∈ Ik(xi ∈
X) as X is an irk-set and Nk(xi)∩X = ∅. Thus, for each i = t1 + 1, . . . , m, we can choose yi ∈ Ik(xi ∈ X)\{xi} such
that dG(xi, yi) = dG(xi, Ik(xi ∈ X)). Let Y2 = {yi : i = t1 + 1, . . . , t1 + t2}, Y3 = {yi : i = t1 + t2 + 1, . . . , m} and
Y = Y2 ∪ Y3. Let X′ = X ∪ Y . Then |X′|m + (m − t1) = 2m − t1.
We now show that X′ is a k-dominating set of G. Towards this purpose, let v be an arbitrary vertex in V (G)−Nk[X].
Since xi ∈ Ik(xi ∈ X) for i = 1, . . . , t1, by Lemma 2.6, Ik(xi ∈ X)Nk[v] for i = 1, . . . , t1. By Lemma 2.5(a), there
exists some i with t1 < im such that Ik(xi ∈ X) ⊆ Nk[v]. Then since yi ∈ Ik(xi ∈ X), we get v ∈ Nk[yi]. By the
arbitrariness of v ∈ V (G) − Nk[X], we get V (G) − Nk[X] ⊆ Nk[Y ].
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So X′ is a k-dominating set of G. However, X′ is not minimal. Otherwise, by Lemma 2.2, X′ should be a maximal
k-irredundant set, but X ⊂ X′, which contradicts the choice of X. It follows that
k(G)< |X′|2m − t12m = 2 irk(G).
(Note that the connectedness of G is not used here.)
Since for each yi ∈ Y there is some xi (t1 + 1 im) such that yi ∈ Ik(xi ∈ X) ⊆ Nk[xi]. Then there is a
shortest path of length at most k joining xi and yi , denoted by Lyi . Let LY2 =
⋃t1+t2
i=t1+1Lyi , LY3 =
⋃m
i=t1+t2+1Lyi and
LY = LY2 ∪ LY3 . Let X′′ = X ∪ V (LY ). Then X′′ is a k-dominating set of G. Assume that G[X′′] has p connected
components, where 1pn.
If t2 = 0, it follows from Lemma 2.3 and (8) that
ck(G) |X′′| + 2(p − 1)k
m + (m − t1)k + 2pk − 2k
=m(k + 1) + (2p − t1)k − 2k
(2k + 1)m − 2k
as desired.
If t2 = 1, i.e., X2 = {xt1+1}, then Nk(xt1+1) ∩ X3 = ∅. Since dG(xt1+1, yt1+1) = dG(xt1+1, Ik(xt1+1 ∈ X)), then
along the shortest path Lyt1+1 between xt1+1 and yt1+1, the nearest vertex to yt1+1 must be at distance k to some vertex
xj ∈ X1 ∪ X3, otherwise, yt1+1 ∈ Nk(xj ), a contradiction to yt1+1 ∈ Ik(xt1+1 ∈ X), that is to say, there exists a path
of length k + 1 between xj and yt1+1, denoted by Qyt1+1 . Let
X′′′ = (X − {xt1+1}) ∪ V (LY−{yt1+1}) ∪ V (Qyt1+1).
Then X′′′ is also a k-dominating set of G, and
|X′′′|(m − 1) + (m − t1 − 1)k + (k + 1) = (k + 1)m − t1k.
Assume that G[X′′′] has p′ connected components, where 1p′n − 1.
It follows from Lemma 2.3 and (8) that
ck(G) |X′′′| + 2(p′ − 1)k
(k + 1)m − t1k + 2p′k − 2k
= (k + 1)m + (2p′ − t1)k − 2k
(k + 1)m + (2n − t1 − 2)k − 2k
(2k + 1)m − 3k.
Now we consider the case t22. Let
H = G[Nk[X2 ∪ Y2]].
By Lemma 2.3, since the connected domination number increases with the components of the dominating set, so we
assume that (Nk[X1] ∪ Nk[X3]) ∩ H = ∅. We claim that X2 is a maximal k-irredundant set of H.
On the one hand, since Ik(xi ∈ X2) = ∅, then X2 is a k-irredundant set of H. On the other hand, suppose that X2 is
not a maximal k-irredundant set of H, then there exists a vertex x ∈ H such that X2 ∪ {x} is also a k-irredundant of H,
thus X ∪ {x} is a k-irredundant set of G since (Nk[X1] ∪ Nk[X3]) ∩ H = ∅, a contradiction to the maximality of X.
Assume that H has h(h1) connected components, H1, . . . , Hh. By the deﬁnition of X2, Nk(x) ∩ X = ∅ for any
x ∈ X2, we assume that every Hi contains t i22 vertices of X2, and denote this set byHi , then by Lemma 2.4,Hi is
a maximal k-irredundant set of Hi for any 1 ih.
Let Di (1 ih) be a connected k-dominating set of Hi with |Di | = ck(Hi). By Lemma 2.7, we have
|Di |
{ 5
2 t
i
2k − 3k + 2 if t i2 is even,
5
2 t
i
2k −
7
2
k + 2 if t i2 is odd.
(9)
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Let D =⋃hi=1Di , and since
5
2 t
i
2k − 72k + 2 52 t i2k − 3k + 2 for each i = 1, 2, . . . , h, (10)
By (9), (10) and (6), (7) in Lemma 2.7, we get
|D| + 2(h − 1)k
{ 5
2 t2k − 3k + 2 if t2 is even,
5
2 t2k − 72k + 2 if t2 is odd.
(11)
Let Z = X1 ∪ D ∪ X3 ∪ V (LY3), then Z is a k-dominating set of G,
|Z| = |X1| + |D| + |X3 ∪ V (LY3)|(m − t2) + (m − t1 − t2)k + |D|, (12)
and G[Z] had at most n − t2 + h connected components. By Lemma 2.3, (8), (11) and (12) we have
ck(G) |Z| + 2(n − t2 + h − 1)k
(m − t2) + (m − t1 − t2)k + |D| + 2(n − t2 + h − 1)k
= (k + 1)m − t2 + (2n − t1)k − 3t2k + |D| + 2(h − 1)k
(k + 1)m + (m + t2)k − 3t2k − t2 + |D| + 2(h − 1)k by (8)
= (2k + 1)m + ( 12k − 1) t2 + |D| + 2(h − 1)k − 52 t2k
(2k + 1)m + ( 12k − 1)m + |D| + 2(h − 1)k − 52 t2k (since t2m)
= 52km + |D| + 2(h − 1)k −
5
2
t2k by (11)

{ 5
2km − 3k + 2 if m is even,
5
2km − 72 k + 2 if m is odd
as required.
To complete the proof of the theorem, for any positive integers k2 and m2, we need to construct a graph G with
irk(G) = m and
ck(G) =
{ 5
2km − 3k + 2 if m is even,
max{(2k + 1)m − 2k, 52km − 72k + 2} if m is odd.
We ﬁrst consider the case that m is even and so let m = 2s. For a given positive integer k2, let G′ be a graph
obtained from a complete bipartite graph with bipartition {x1, x2, . . . , xs} and {x′1, x′2, . . . , x′s} by replacing every edge
xix
′
i by an (xi, x
′
i )-path P(xi ,x′i ) of length k, every edge xix
′
j (j = i) by an (xi, x′j )-path P(xi ,x′j ) of length 2k; for every
two vertices xi and xj in {x1, x2, . . . , xs}, adding an (xi, xj )-path P(xi ,xj ) of length 2k between xi and xj , for every
two vertices x′i and x′j in {x′1, x′2, . . . , x′s}, addingan (x′i , x′j )-path P(x′i ,x′j ) of length 2k between x′i and x′j ; and attaching
an (xi, vi)-path P(xi ,vi ) of length 2k at every vertex xi and an (x′i , v′i )-path P(x′i ,v′i ) of length 2k at every vertex x
′
i . All
these paths are internally disjoint (Fig. 1).
Let W =
(⋃s
i=1 (P(xi ,vi ) ∪ P(x′i ,v′i ))
)⋃(⋃
i =j (P(xi ,xj ) ∪ P(x′i ,x′j ))
)⋃(⋃
i =jP(xi ,x′j )
)
be the set of some paths of
length 2k in G′. Let yi (or y′i) be the vertex at distance k to xi (or x′i) and vi (or v′i) for each i = 1, 2, . . . , s. And let
X = {x1, x′1, . . . , xs, x′s}, Y = {y1, y′1, . . . , ys, y′s} and U = {v1, v′1, . . . , vs , v′s}.
Let Wj be the set of vertices in W at distance j from some xi or x′i , where 1jk − 1. We now construct a graph
G from G′ by adding some internally disjoint paths of length at most k as follows.
For every vertex u ∈ W1, if it is at distance one from an xi (or x′i), then we join x′i (or xi) to u by a path of length k;
for every vertex u ∈ Wa (2ak − 1), if it is at distance a from an xi (or x′i), then we join x′i (or xi) to u by a path of
length k, and along this path from x′i (or xi) to u, the ath vertex is joined to xi (or x′i) by a path of length (k + 2 − a).
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sv1
y1
x1
x1
y1
v1
a path of length 2k
a path of length k
'
v2
y2
x2
x2
y2
v2
'
v3
y3
x3
x3
y3
v3
'
v4
y4
x4
x4
y4
v4
'
Fig. 1. The graph G′ with s = 4.
Firstly, we prove that X is an irk-set of G. It is clear that every maximal k-irredundant set of G contains at least
one vertex of the path between xi (x′i ) and vi (v′i ), where i = 1, . . . , s. So we have irk(G)2s. Since X is a maximal
k-irredundant set, then we have irk(G)2s. So irk(G) = 2s and X is an irk-set of G.
Secondly, in order to get the connected k-domination number of the graph G, we should determine a k-dominating
set, say D, of G such that we could add new vertices from G to connect the vertices in D as few as possible.
Since at least 2s vertices are required to k-dominate U ={v1, v′1, . . . , vs, v′s}, it follows that |D ∩Nk[U ]|2s. Then
Y ⊆ D since the distance between them is smallest. Let F denote the set of the vertices which are at distance k to
xi and xj on the P(xi ,xj )-path of length 2k, where xi, xj ∈ {x1, x2, . . . , xs}, then |D ∩ Nk[F ]|s − 1. Furthermore,|D∩{x1, x2, . . . , xs}|s−1 since the distance between X is smallest in D. Otherwise, if |D∩{x1, x2, . . . , xs}|s−2,
then at least two vertices {xi, xj } /∈D, then the vertex at distance k to xi and xj on the P(xi ,xj )-path is not k-dominated
by D. Similarly, |D∩{x′1, x′2, . . . , x′s}|s−1. But if |D∩X|=2s−2, then two vertices {xi, x′j } /∈D. If i= j , thus the
vertices on the path P(xi ,x′i ) are not k-dominated by D, so xi ∈ D (or x′i ∈ D) since xi ∈ V (P(xi ,x′i )) (or x′i) is the vertex
nearest to X − {xi, x′i}, then |D ∩ X|2s − 1; if i = j , then the vertex at distance k to xi and x′j on the P(xi ,x′j )-path
of length 2k is not k-dominated by D, so xi ∈ D or x′j ∈ D and |D ∩ X|2s − 1. On the contrary, (X − {x}) ∪ Y is a
k-dominating set of G for any x ∈ X, so we get (X − {x}) ∪ Y is such a k-dominating set of G.
Lastly, we prove that
ck(G) = 52km − 3k + 2 = 5ks − 3k + 2.
Since every vertex in X is symmetric, we can assume that x = x1. Let Zi = P(xi ,x′i ) ∪ P(xi ,yi ) ∪ P(x′i ,y′i ), where i = 1.
Let Z1 = P(x′1,y′1) ∪ P(x′1,y1), where P(x′1,y1) is of length k + 1, and Z =
⋃s
i=1Zi . Since dG(Zi, Zj )= 2k for any i = j ,
so we need add s − 1 paths of length 2k to connect Z, such as P(x′1,x′i ), where i = 2, . . . , s. Let P =
⋃s
i=2P(x′1,x′i ). We
could verify V (Z) ∪ V (P ) is a minimum connected k-dominating set of G since (X − {x1}) ∪ Y is a k-dominating set
satisfying the conditions in the above paragraph and Z take the shortest path between them. It follows that
ck(G) = (3k + 1)(s − 1) + (2k + 2) + (s − 1)(2k − 1)
= 5sk − 3k + 2.
For m is odd, we can construct a graph G such that irk(G)=m and ck(G)= 52mk − 72k + 2 similarly and the details
are omitted here. And we can construct a graph G such that ck(G)= (2k+ 1)m− 2k as follows in Remark 3. The proof
of the theorem is complete. 
Remark 1. The result that k(G)< 2 irk(G) for any graph G was ﬁrst noted by Hattingh and Henning [9], but the
proof was omitted. And the graph G constructed like above could be proved that k(G) = 2 irk(G) − 1 for k2. The
special case of k = 1 was obtained by Bollobás and Cockayne [4].
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Remark 2. If k3 and irk(G)4, then (2k + 1)irk(G)− 2k 52 irk(G)k − 72k + 2 if irk(G) is odd. So in Theorem
3.2, we have
ck(G)
{ 5
2 irk(G)k − 3k + 2 if irk(G) is even,
5
2 irk(G)k − 72k + 2 if irk(G) is odd.
Remark 3. By the proof of Theorem 3.2, if there exists an irk-set X that contains at most one isolated vertex such that
the Nk(x) ∩ X = ∅, then
ck(G)(2k + 1)m − 2k = (2k + 1)irk(G) − 2k.
Furthermore, this bound is also tight.
For a positive integer h, consider a cycleC(2k+1)h whose vertex set is labelled as {uj : j=1, . . . , (2k+1)h}. Since the
cycle is vertex-transitive, it is easy to verify that the setH={uj : j ≡ 1 (mod 2k+1)} is an irk-set of the cycleC(2k+1)h.
And since H is k-independent, by Theorem 3.1, we could get that irk(C(2k+1)h) = k(C(2k+1)h) = ik(C(2k+1)h) = h.
On the other hand, it is also easy to verify that the set T ={u1, . . . , u(2k+1)h−2k} is a minimum connected k-dominating
set of C(2k+1)h. It follows that ck(C(2k+1)h) = (2k + 1)h − 2k = (2k + 1)irk(G) − 2k.
Corollary 3 (Bo and Liu [3]). If a graph G is connected, then c1(G)3ir1(G) − 2.
Acknowledgment
The authors would like to express their gratitude to the anonymous referee for his suggestions and useful comments
on this paper.
References
[1] R.B.Allan, R. Laskar, On domination and some related topics in graph theory, in: Proceedings of Ninth Southeast Conference on Combinatorics,
Graph Theory and Computing, Utilitas Math. 21 (1978) 43–48.
[2] R.B. Allan, R. Laskar, S.T. Hedetniemi, A note on total domination, Discrete Math. 49 (1984) 7–13.
[3] C. Bo, B.-L. Liu, Some inequalities about connected domination number, Discrete Math. 159 (1996) 241–245.
[4] B. Bollobás, E.J. Cockayne, Graph-theoretic parameters concerning domination, independence and irredundance, J. Graph Theory 3 (1979)
241–249.
[5] J.A. Bondy, U.S.R. Murty, Graph Theory with Applications, North-Holland, NewYork, 1976.
[6] G.J. Chang, k-domination and graph covering problems, Ph.D. Thesis, School of OR and IE, Cornell University, Ithaca, NY, 1982.
[7] G.J. Chang, G.L. Nemhauser, The k-domination and k-stability problems on sun-free chordal graphs, SIAM J. Algebraic Discrete Methods 5
(1984) 332–345.
[8] E.J. Cockayne, S.T. Hedetniemi, Independence graphs, in: Proceedings of Fifth Southeast Conference on Combinatorics, Graph Theory and
Computing, Utilitas Math. (1974) 471–491.
[9] J.H. Hattingh, M.A. Henning, The ratio of the distance irredundance and domination numbers of a graph, J. Graph Theory 18 (1994) 1–9.
[10] M.A. Henning, O.R. Oellermann, H.C. Swart, Bounds on distance domination parameters, J. Combin. Inform. Systems Sci. 16 (1991) 11–18.
[11] M.A. Henning, O.R. Oellermann, H.C. Swart, Relations between distance domination parameters, Math. Pannon. 5 (1994) 69–79.
[12] M.A. Henning, O.R. Oellermann, H.C. Swart, The diversity of domination, Discrete Math. 161 (1996) 161–173.
[13] S.-G. Li, On connected k-domination numbers of graphs, Discrete Math. 274 (2004) 303–310.
[14] D. Rautenbach, L. Volkmann, On rs (k)-perfect graphs, Discrete Math. 270 (2003) 241–250.
[15] J.-M. Xu, Theory and Application of Graphs, Kluwer Academic Publishers, Dordrecht/Boston/London, 2003.
