Abstract-In this paper, multiple robots cooperation based moving target localization problem is researched. Different from traditional statistics based architecture, the concept of uncertain set is utilized in this paper to formulate the so called Cooperative Enhanced Set Membership Filter based cooperative localization algorithm. One of the most attracting advantages of this method is that it assumes the measurement errors are modeling as unknown-but-bounded set, instead of requiring the errors' covariance to be obtainable beforehand, which is general in statistics based algorithm, such as Kalman Filter and Particle Filter. Furthermore, some strategies, which is originated from the update process of the ESMF algorithm itself, are proposed to improve the computational efficiency and localization accuracy. Finally, an original experimental scenario is designed with respect to an indoor multiple-rotorcraft-platform and the results are listed out and analyzed in detail to verify the feasibility and validity of the proposed algorithm.
I. INTRODUCTION Localization of moving targets is one of the main concerns of mobile robotics. However, when single mobile robot system is used to localize a moving target, it is often greatly limited due to the poor observation accuracy and maneuverability, especially in complicated surroundings and terrible conditions, such as windy weather. One of effective substitutions, which has been extensively proved to be effective for improving the localization accuracy, is to fuse localizational information from multiple different mobile robot systems, i.e., Multiple mobile Robot cooperative moving Target Localization (MRTL) [1] [2] [3] [4] [5] . One of the key techniques in MRTL is on how to iteratively estimate the position of the intrested moving target by using raw measurement. Stastics based estimation, such as Kalman filter, has been very mature in recent years. Thus, many researchers proposed to conduct cooperative localization using Kalman filter class algorithms. For example, In reference [2] , Bethk et. al. use linear Kalman Filter to fuse observation data from several flight robots to improve the localization accuracy of a moving target. While, in reference [1] , an optimal cooperative position and velocity estimation, based on the Cramer-Rao bound, of the ground moving target is investigated. Alghough these algorithms both present some intereting advantages, a common disadvantage, i.e., the measurement or process errors is supposed to be stochastic variables with a prior known mean and covariance, make them dificult to be used in reality.
In order to avoid this difficulties, Set Theory based Estimation (STE) method is proposed and gradually attracts many researcher's attentions. This is mainly due to its basic assumption of unknown-but-bounded measurement error, which is applicable and easily obtained in some cases. Enhanced Set-Membership Filter (ESMF) is a typical and oftern referred to example among them [6] [7] [8] [9] because it can be implemented iteratively to obtain a bounded set of the estimated variables which the real system state are ensured in [8] . Appliation of ESMF in MRTL can also be found in reference [9] where algorithm is implemented by only obtaining the intersection of results from two ESMF algorithm directly. This, unfortunately, usually result in great increase of the computational burden, especially when being applied in 3D localization.
Thus, in this paper, a new ESMF based moving target cooperative localization algorithm is proposed. The originality of the proposed algorithm is that it includes the fusion process into the update process of the raw ESMF algorithm. By doing this, the new algorithm can be computationally effective and easily generalized to 3D localization without much more computaitonal cost augment. Furthermore, in order to show the feasibility of the proposed algorithm, experiments are conducted with respect to indoor multiple-rotorcraft-platform newly designed at State Key Laboratory of Robotics. It should be noted that there are hitherto no other similar experimental reports out of this paper appearing in the literatures.
II. PROBLEM FORMULATION
The conceptual scenario for the MRTL problem can be shown as Fig.1 where T is the interested moving target in 2D or 3D space and A i (i = 1, 2…) is the robot equipped with sensors. The aim of an MRTL algorithm is then to fuse the measurements or estimations of each robot to obtain continuous and more accurate position of the moving target T.
Here, the following general nonlinear dynamical model is considered to model the motion of the moving target ( , )
( , , ) 
Thus, MRTL problem can be described as follows, with system equation (1), measurement equation (4) and localization equation (5), design algorithm to obtain much more accurate position information z, compared to single robot localization, under the influence of measurement error v 1 ,v 2 ,…,v n and process error w T . 
III. STE AND ESMF ALGORITHM
STE method is on the basis of assumption that both process and measurement error, i.e., w T and v in Eq. (1) and Eq. (2), is UBB. Thus, all STE algorithms can ensure that the estimation results, a bounded uncertainty set, include the real value of the estimated variables as an inner point. Thus, the smaller is the uncertainty set; the more accurate is the estimation result.
Another advantage of STE algorithm is that, when dealing with nonlinear system, the extra errors due to neglecting high order terms of Taylor expansion can be avoided through including them into the original process and measurement error uncertain set [7] . That means the final uncertain set of process and measurement errors, called enhanced process errors and measurement errors respectively, should be formed on the basis of both real errors and linearization errors.
For the purpose of iterative implementation, STE algorithm is generally divided the following two steps as Kalman filter class estimation algorithm, Predict system state in next time sample using the last estimated states. During this step, an uncertain set E k+1,k is computed according to system dynamical model and the estimated result E k,k obtained at the last time sample. Here, E k+1,k is called prediction set because it includes the system state at next time sample as an inner point.
Update the prediction set using the measurements to obtain the estimation result at the current time sample. During this step, E k+1,k+1 , the estimation set at time instant k+1, is obtained by combining the measurements and E k+1,k .
As a typical example of STE algorithm, ESMF algorithm is often used and most often researched because it describes the involved uncertainty set as an approximated ellipsoid shown as Eq. (6), which has simple form and makes the whole estimation process is easily implemented using computer.
Of course, some other uncertain set can also be used, for example orthotopic and paralleotopic [10] [11] [12] , but in this paper, we will mainly discuss the ESMF algorithm, and in this sub-section, we will introduce the basic procedure of the ESMF algorithm.
ESMF also involves two steps Prediction and Update.
Prediction Step:
The ellipsoid set E k,k is the estimation result at time instant k. In this method the prediction step is actually the intersection of the E k,k and the process error according to the process function. Thus, the prediction set E k+1,k is always enlarged in this step.
Update Step:
Update step is used to revise the prediction set E k+1, k with the sensor measurement. The measurement error is supposed to be UBB in the ESMF and the sensor measurement is also an uncertainty that includes the system real state. This uncertainty is called measurement set S y which is given by:
(7) where h(·) is the measurement function, y k+1 is the measurement, x is the system state; 1 k R is the measurement noise after linearization. From Eq. (7) we can see that S y is actually a geometry transformed nonlinearly from an ellipsoid through the function h(x) and it is not a regular geometry. Therefore, the real state is an inner point of both prediction set and measurement set, i.e. the real state must be in the intersection of the two sets. That means the revision in the update step can be achieved by intersecting the prediction set and measurement set to reduce the uncertainty set. This is just the basic idea of ESMF algorithm. Obviously, the intersection is not a regular geometry. For the recursive estimation the intersection should also be bounded by an optimal ellipsoid in the update step.
IV. ESMF BASED MRTL 1 Z Fig.3 Scheme of the cooperative location algorithm in [9] For the ESMF based localization algorithm, the result is an uncertainty ellipsoid denoted as Eq. (6). Thus when multiple robots are used to localize the moving target, its real state should always lie within both two ellipsoids, i.e. the intersection of them. Thus, finding an ellipsoid that bounds the intersection, a more precise localization can be obtained, this is just the basic idea of ESMF based cooperative localization algorithm. With this basic idea, Jarurat et. al. have proposed a ESMF based cooperative localization algorithm in reference [9] . Jarurat's algorithm can be described as Fig.3 . Unfortunately, this algorithm will be very time consuming since it introduces an extra computation on set operation of finding the intersection of the two robots' estimation result and bounding the intersection with an ellipsoid. We have pointed out before in section III that the update step is itself an algorithm to find the intersection of the prediction ellipsoid set and the measurement set [13] . Therefore, the main idea of our proposed method is to embed the process of the intersecting into the ESMF algorithm itself. The detail solution is to displace the process of computing the intersection of the prediction uncertainty set and the measurement one with the process of computing the intersection of the following three sets: prediction uncertainty set and two measurement uncertainty sets as shown in Fig.4 .
Take two robots localizing one moving target as an example, the algorithm can be divided into the following two steps (as shown in Fig.5 ), 1) Intersect the prediction set E k+1,k and the accessorial measurement set S y 2 from robot#2. Based on the ESMF algorithm, the result will be an ellipsoid set that satisfies Eq. (6), denoted as E temp ;
2) Intersect E temp and the measurement set S y 2 from robot#1. This sub-step takes E temp as the prediction ellipsoid set and updates it using the robot#1's measurement, i.e. calculates the intersection of E temp and the robot#1's measurement S y
Fig.5 Details of intersecting the three sets
However, in some extreme situations, such as sensor fault, there is no measurement or the two robots' measurement sets may not intersect, i.e. E temp S y 1 = , thus, in order to continue the algorithm recursively, we can directly take the E temp =E 2 or E k+1,k as the final result to continue the algorithm recursively. In summary, the flow char of the algorithm is as shown in Fig.6 . Obviously, as shown in Fig.7 , the new proposed algorithm can be easily extended to more than two robots applications and the algorithm complexity is linear with the robot number. [9] 0.391 Fig.8 and Table I show some simulation result of the proposed method in the 3D environments. The ellipsoids are the cooperative location result at each step. The initial uncertainty set is supposed to be large to involve the target. With the tracking and observing going on, the ellipsoid gets smaller and smaller. From Fig.8 , the conclusion is that convergence of the proposed method can be ensured, i.e., the observation result of this algorithm can converge to a steady uncertainty set quickly. The proposed cooperative location method based on STE is feasible in 3D environment. The more detail of the method can be found in [13] and [14] . 
V. EXPERIMENT STUDY
In order to verify the proposed algorithm, experiments have been conducted with respect to the multiple rotor flying robots (MRFRS) testbed, which is a new-designed platform to verify the cooperative algorithms of multiple-flyring-robot and is introduced in detail in another paper published at ROBIO2011 [15] A. System setup Experimental platform is shown in Fig.9 . The platform is composed of three arms with one side fixed and the other side equipping a small rotor flying robot. In this experiment, the middle robot (defined as R1) is used as a moving target whose motion state is unknown for the other robots and the other two robots (defined as R2 and R3, respectively) are required to cooperatively localize R1. Localization is realized through the equipped cameras for both R2 and R3. Furthermore, in order to simplify the observation information processing, an LED and two filters (both with wavelength of 850nm) are mounted on R1 and R2/R3, respectively (as shown in Fig.10 ). 
B. System model
In general, dynamical model is required for dynamical localization problem. However, the detailed dynamics of the moving target is usually unknown or too complicated to be used. Thus, simple kinematic equation on the basis of the Newton's second law of motion is used in most literatures.
In this experiment, due to the following reasons, 1) both the target and the robot can only motion in 2D space; 2) detailed dynamics model of moving target is unknown in most real applications, the following simple equation is used to model and predict the motion of the moving target:
where 1 and 1 are the vertical angle and horizontal angle of the target (Fig.11) . n T is defined as the system noise and satisfies the following inequality T 1
1

T T T
n P n (9) P T is a positive definite matrix that can be obtained offline. Although motion equation of target is linear, observation equation, which describe the relationship between measurements and state variables, is nonlinear as follows,
where Y k+1 =(u,v) T is the pixel coordinates of the target in vision coordination; ( k+1 , k+1 ) is the target position at time k+1; v is the measurement error that satisfies,
Measurement function h() can be computed through coordination transformation as follows, 11 (i=1, 2, 3,j=1, 2, 3) is the corresponding elements of (R, T) which is the rotation matrix of camera and world coordinates.
Up to now, we have obtained the system equation of the system as Eq. (8) and Eq. (12) . Parameters are as in Table II . The system noise n T and initial envelope matrix P I are as follows: 25 0 0 9 T n , 6400 0 0 6400
C. Measurement errors boundary
The basic principle of EMSF algorithm is its assumption of unknown but bounded measurement and process errors which can be denoted as an ellipse in this experiment because there only are two measurements. As shown in Fig.12 , an ellipse can be described completely by three parameters a, b and . In the experiment, these parameters can be obtained as Table III through conducting plenty of measurement experiments in different observation points and comparing them with the real states of the target from the equipped encoders. 
D. Experimental results and analysis
It is proven that when the angle between long axis of two ellipses equals to 90 degree, the intersection will have the smallest area. Based on this and the result of section V.C, the horizon angle between the arm of R2 and that of R3 should be 110°, and due to the limited vision of sight, the angles between the arm of R2/R3 and target are selected as 0° and 110°, respectively. In order to keep the localization formation, some formation control strategy is utilized as shown in reference [14] .
The target robot is controlled to track the following desired trajectory, Fig.13 and Fig.15 are the results of cooperative localization. In Fig.15 , the blue point denoted as '*' is the real position of the target at each time instant; the red ellipses are the corresponding estimated result using cooperative localization algorithm. Some temporary results at several time instants are given in Fig.13 , where the blue and green ellipses are the estimated uncertainty set obtained by R2 and R3 respectively, and the red one is the cooperative localization result. Because the blue and green ellipses also denote the localization result using one measurement from R2 and R3, it is obvious, based on Fig.15 , that the proposed cooperative localization algorithm can achieve better localization accuracy, and the quantitative comparisons can be found in Fig.14 , where the change of the trace of different uncertain ellipses is given out. The green, blue and red lines in Fig.14 denote the result from R2, R3 and cooperation localization algorithm, respectively. In the initial several time samples, the ellipse is supposed to be large so that it can contain the target's real position, but it can rapidly converge. From this figure, it is easily to obtain that the trace of the cooperative localization algorithm is almost 1/2 less than that of localization algorithm using one robot.
Among other things, we can see from Fig.13 that in some time step, there only are two ellipses, that means, because some implement problem due to communication or measurement, one of the two measurements failed to be obtained, however, the proposed algorithm can still compute and obtain a localization result through intersect one measurement ellipse and the prediction set originated from the last localization result and target's motion equation (8), and this does not influence the cooperative localization at the next time step when the lost measurement is available. This is just one of the advantages of the cooperative localization method, that is, robustness of localization is ensured. A new cooperative localization algorithm of moving target using multiple robot systems is researched on the basis of set theory in this paper. The proposed algorithm is based on the enhanced set-membership filter (ESMF) thus avoid the difficulty of obtaining covariance of measurement and process error of stochastic based algorithm. The main contributions of this paper are as following, 1) Theoretically, the new proposed algorithm is original because the computational source of ESMF itself, update process, is used to fuse multiple measurements, which has been proved by some simulations to be able to improve both the computational burden and estimation precision;
2) Experimentally, an original experimental platform has been designed to verify the feasibility and validity of the proposed algorithm. It should be noted that there are hitherto no other similar experimental reports out of this paper appearing in the literatures. 
