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Abstract-In this paper, we study the algebraic complexity of the knapsack problem in the form 
aTz = 1, z E Zn (KPR), and its Boolean version aTx = 1, x E (0, l}n (O/l-KPR), in the framework 
of a real number model of computation. We show that no algorithm for these problems can achieve 
a time bound o(n log n) . f(ai , . . ,a,), where f is any arbitrary continuous function of n variables. 
This result complements the well-known Ben-Or’s lower bound n(n2) [l]. @ 2002 Elsevier Science 
Ltd. All rights reserved. 
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1. INTRODUCTION 
The present paper aims at studying the algebraic complexity of the knapsack problem under a 
real number model of computation. This kind of model has been traditionally used in scientific 
computing, computational geometry, and (although not explicitly) numerical analysis. Blum 
et al. [2] established the groundwork for a complexity theory of real number computation, with 
the goal of providing theoretical foundations to the above mentioned disciplines. In particular, 
they defined the basic complexity classes and provided a proof of an analog of the well-known 
Cook’s theorem. As a consequence, the complexity of various problems has been analyzed within 
this computational complexity framework. A number of papers address the following well-known 
knapsack problem and its Boolean counterpart. 
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PR) Given a E RI;, decide if there is x E Z” such that aTx = 1; 
(O/l - KW Given a E Ry , decide if there is x E (0, l}n such that aTx = 1 
We recall that, in a classical setting, the knapsack problem consists of deciding if an equation 
of the form aTz = b with positive integer coefficients has a nonnegative integer solution. If 
x is a Boolean vector, we obtain the Boolean knapsack problem. In the classical complexity 
theory, these problems are among the best studied combinatorial problems (see, e.g., [3] and the 
bibliography therein). They are basic NP-complete problems [4], with numerous applications, in 
particular in creating public key crypto-systems. 
Although it is still unknown whether (KPn) or (O/l-KP R are NP-complete over R, a number ) 
of results have been proved. Notable among them are the lower bounds St(n2 log l/(amin)) and 
s2(n2) for (KP )’ n s and (O/l-KPn)‘s complexity, respectively [l]. In [2], the topological complexity 
of the latter problem is found. Reference [5] provides a parallel time lower bound. Reference [6] 
gives a tight @(log l/( a,i,)) bound for the complexity of (KPn) of dimension n = 2. Some other 
complexity results about (KPR) or (O/l-KPn) are presented in [6-g]. For related discussion on 
the matter, the reader is also referred to [lO,ll]. 
In the present note, we take one more step towards determining the algebraic complexity of 
the knapsack problem. We show that no algorithm for (O/l-KPn) or (KPn) can achieve a time 
complexity o(n log n) . f(ai, . . . , a,), where f is an arbitrary continuous function of n variables. 
This result complements the above-mentioned lower bounds. As a corollary, we obtain that, 
in the computational model adopted, no algorithm can solve the classical integer and Boolean 
knapsack problems in o(n log n) . f ((al)/b, . . . , (an)/b) time. 
We adopt the real number model of computation from [2], in which a problem instance is a 
tuple of real numbers, with the number of coordinates counting as the instance (or input) size. 
Infinite precision real numbers can be stored and operated at unit space and time by 
arithmetic operations +, -, *, /, and relation 5 in this model. 
2. COMPLEXITY RESULT 
As mentioned, an s2(n2) lower bound has been proven for (O/l - KPn)‘s complexity 
next theorem provides an alternative result. 
the four 
[l]. The 
THEOREM 1. No algorithm solving (O/l - KP n ) can achieve a time complexity o(n log n) . 
f(al,. . . , a,), where f is an arbitrary continuous function of n variables. 
REMARK 1. The requirement for f to be a continuous function is essential, as follows from [12]. 
More precisely, it has been shown that there is an C(nl/(s(a))) time algorithm for (O/l - KPn), 
where 6(a) = min{]aTz] : aTz # 0, z E {-l,O, l}n}. I 
PROOF. Assume the opposite, i.e., that there is an algorithm A that solves (O/l - KPR) in 
o(nlogn) f f(al,... , a,) time, for some continuous function f. We consider a subclass C of 
inputs of (O/l - KPn) determined by the constraints 
Let us denote 
C= a Jj<ai<i, l<i<n , 
{I > 
C,,, = {a ) a E C, 3x E (0, l}n : aTx = l} , 
Go = c \ eyes. 
For any problem input from the considered subclass, the value f (al,. . . , a,) is bounded by a 
constant, and thus, the time complexity of the algorithm A reduces to o(nlogn). 
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On the other hand, according to Ben-Or’s theorem [l], in the considered computational model 
a lower bound R(log #c.c.(CnO)) holds for the complexity of any algorithm solving (O/l - KPn) 
for inputs from C,,, where #c.c.(C& is the number of connected components of C,,. We will 
show that #c.c.(C,,) = n!, i.e., 
log#c.c. (Go) = logn! = 0(nlogn), 
which will contradict the o(nlogn) time complexity of algorithm A on inputs from C. Thus, to 
complete the proof, it suffices to prove the following lemma. 
LEMMA 1. The set C,,, has exactly n! connected components. 
PROOF. First of all, let us observe that a E C,,, ifandonlyif3i,ji#jsuchthatai+aj=1. 
For every a E C,,, we denote 
S, = {{i, j} 1 i # j, ai + aj < 1). 
As a first step of the proof, we will show that C,, has as many connected components as the 
number of all distinct sets S,, a E C,,,. 
First, we show that if for some a’,.” E C,,, the condition $1 = S,II holds, then a’ and a” 
belong to the same connected component of C,,. Clearly, 
C,, = {a 1 a E C, Vx E (0, l}n : aTx # 1). 
Since $1 = &I, for every i, j i # j, both ai + a(i - 1 and a: + a; - 1 have the same sign, either 
positive or negative but not zero. The same is the sign of ai +aj - 1, where a = (al, . . . , a,) is any 
convex combination of a’ and a”. Thus, a E C,,, so that the whole segment with endpoints a’ 
and a” lies in C,,. This implies that these two points belong to the same connected component. 
Now we prove that if a’, a” E C,,, are in a same connected component, then $1 = &II. Assume 
the opposite, i.e., that there are a’,.” E C,, belonging to the same connected component D, 
while $1 # &. Then there are i, j i # j such that ai + a; < 1 and a: + a: > 1. Let L: be 
a continuous curve with end points a’ and a”, which is contained in D. We define a function 
h(x) = Xi + Xjcj, w h ere xi, xj are, respectively, the ith and jth components of x E R”. Let us 
consider the restriction of h(x) on the curve C. We have that 
h(a’) = ai + ai < 1 < a: + a; = h(a”). 
Since h is continuous, there must be a point a on the curve C for which h(a) = ai + oj = 1. But 
a E C C D G C,,,, and therefore, ai + oj # 1, which is a contradiction. 
Thus, it only remains to count all distinct sets S,, a E C,,. We will use induction on the 
dimension n. As a basis of the induction, for n = 2, we have two such distinct sets, namely 0 
and {(1,2}}. Suppose that the thesis is true for dimension n - 1, and take an arbitrary set S,, 
wherea=(ar,..., a,_r) is an (n - 1)-dimensional vector. Without loss of generality, we assume 
that the coordinates of a are all distinct, and consider them in an increasing order 
To pass to dimension n, we need to add one more coordinate a,, to the vector a. One can 
choose a, in n different ways, 
1 - ai, < a, < i, 
1 - aid < a, < 1 - aij_l, for2LjIn-1, 
:<&<I-ai=_,. 
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Thus, we get n distinct sets “generated” by S,, 
So U {{ik,n) I 1 I k 5 j} , for 0 5 j 5 T-4 - 1. 
Note also that two sets generated by sets S,t # $11 are distinct because their maximum subsets 
of (unordered) pairs not containing a,, are (i.e., the sets S,, and S,U, themselves). 
Thus, we have proved that the number of connected components of C,,,, increases by a factor 
of n when passing from dimension n - 1 to dimension n. Hence, this number is exactly n!, as 
claimed. I 
REMARK 2. To obtain the complexity result of Theorem 1, we have used the class of instances 
C = {a 1 l/3 < ai < 2/3, 1 5 i I n}. It is easy to see that an O(nlogn) algorithm exists for 
this particular class. To show this, first we sort in O(nlogn) time the coefficients of aTx = 1. 
After an appropriate substitution and enumeration of the variables, we obtain an equation with 
coefficients al < a2 < .. . < a,. As already observed, a solution to aTx = 1 exists if and only 
if 3 i, j i # j such that ai + aj = 1. In order to check whether this condition is met, we search 
the sorted array of coefficients in linear time, as follows. Set i = 1, j = n. If ai + aj < 1, then 
set i := i + 1. If ai + aj > 1, then set j := j - 1. If ai + aj = 1 or i = j, then stop. In the 
former case the equation has a solution (namely, xi = 1, xj = 1, xk = 0 for k # i, j). In the 
latter case, a solution does not exist. The complexity of this procedure is O(n), and thus, the 
overall complexity of the algorithm is O(n log n). The proof of Theorem 1 demonstrates that for 
the class C, this algorithm is, in fact, optimal. I 
An analogous lower bound holds for the complexity of the classical Boolean knapsack prob- 
lem aTx = b, x E (0, l}n with integer coefficients. This problem is equivalent to the equb 
tion tiTx = 1, where ti = (l/b)a, to which Theorem 1 applies. We obtain that no algorithm 
solving the Boolean knapsack problem with integer coefficients can achieve a time complexity 
o(n log n) . f((al)/b, . . . , (an)/b) for an arbitrary continuous function f. Thus, we have lower 
time complexity bounds, both for the Boolean knapsack problem with real coefficients and the 
classical formulation, and these bounds are independent of the known lower bound Q(n2). 
One can show that the result of Theorem 1 is still valid for the integer knapsack problem 
(KPR) defined above. As distinct from the Boolean case, here an input a belongs to C,,, not 
only if ai + aj = 1 for some indices i, j, but also if ak = l/2 for some index k. Accordingly, the 
set S, is modified as 
S, = {{i,j}) Q+aj < 1). 
Note in the definition above that we allow i = j. This adds to the set S, every singleton {ak} 
such that ak = l/2. One can show that C,, has at least as many connected components as the 
number of the distinct sets S,, a E C,,,. Then by induction on n, one obtains that the set C,, has 
at least n! connected components, from where the result follows. The proof is a straightforward 
modification of the one of Theorem 1, and therefore, is omitted. 
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