We show that domain adaptation for word sense disambiguation (WSD) satisfies the assumption of covariate shift, and then solve it by learning under covariate shift. Learning under covariate shift has two key points: (1) calculation of the weight of an instance and (2) weighted learning. For the first point, we employ unconstrained least squares importance fitting (uLSIF), which models the probability density ratio of the source domain against a target domain directly. Additionally, we propose weight only to the particular instance and using a linear kernel rather than a Gaussian kernel in uLSIF. For the second point, we employ a support vector machine (SVM) rather than the maximum entropy method (ME) that is commonly employed in weighted learning. Three corpora in the Balanced Corpus of Contemporary Written Japanese (BCCWJ) and 16 target words were used in our experiment. The experimental results show that the proposed method demonstrates the highest average precision.
Introduction
Supervised learning methods have been used in many natural language processing tasks. In supervised learning, we create training data for the target task from corpus A and learn a classifier from the training data. This classifier performs well for test data in corpus A; however, it does not perform well for test data in corpus B, which is different from corpus A. This is the problem of domain adaptation 1 . In this paper, we deal with domain adaptation for word sense disambiguation (WSD) .
WSD identifies the sense c ∈ C of an ambiguous word w in a sentence x. This problem can be solved by the following equation:
arg max c∈C P (c|x).
The above equation can be solved using supervised learning. However, the domain adaptation problem occurs in a real task. In domain adaptation, P s (c|x) can be derived from source domain S; therefore, we must estimate P t (c|x) in the target domain T using P s (c|x) and other data. Note that the sense c of the word w in sentence x is not changed if sentence x appears in any domain corpus, i.e., P (c|x) does not depend on a domain. As a result, P s (c|x) = P t (c|x). Therefore, it seems that we do not need to estimate P t (c|x) because we have P s (c|x). However, this is wrong because P s (x) = P t (x). The following assumption is referred to as the covariate shift:
P s (x) = P t (x), P s (c|x) = P t (c|x).
In other words, the domain adaptation for WSD satisfies the assumption of the covariate shift. In this paper, we solve domain adaptation for WSD by learning under covariate shift.
Briefly, learning under covariate shift is a learning method through weighted training data. Thus, it has two key points: (1) calculation of the weight of an instance and (2) weighted learning.
For the first point, the probability density ratio w(x) = P t (x)/P s (x) is used theoretically as the weight of the instance x. There are two techniques for calculating the probability density ratio. The first is modeling P S (x) and P T (x) and then taking the ratio between them. The second is modeling w(x) directly. Several studies have examined the former method (Jiang and Zhai, 2007) (Saiki et al., 2008) . However, to the best of our knowledge, the latter approach has not been attempted in NLP research. In this paper, we adopt unconstrained least squares importance fitting (uLSIF) as the second calculation (Kanamori et al., 2009) . Actually, there are many methods to calculate probability density ratio (Sugiyama and Kawanabe, 2011) . In this paper, we use uLSIF because it shows good performance and quick calculation time. uLSIF models w(x) with the sum of N t pieces of basis functions ψ l (x), where N t is the number of target data.
Generally, a Gaussian kernel is used as the basis function. However, in this case, the width σ of the Gaussian kernel becomes an additional parameter. Therefore, we suggest using a linear kernel to drop this parameter σ.
For the second point, the maximum entropy method (ME) is commonly employed in weighted learning. However, in domain adaptation for WSD, the number of instances is generally small. For this reason, we do not use a weighted ME but a weighted support vector machine (SVM).
Furthermore, three rough heaviness values are applied to the weighted SVM for comparison, i.e., a small weight 0.1, a normal weight 1.1, and a large weight 2.1, rather than a detailed weight for each case.
In the experiment, we use three domains, i.e., OC (Yahoo! Answer), PB (books) and PN (newspaper) in the Balanced Corpus of Contemporary Written Japanese (BCCWJ (Maekawa, 2007) ) and 16 target words that appear frequently in these three domains. There are six types of domain adaptation -OC PB, PB PN, PN OC, OC PN, PN PB, and PB OC giving a total of 96 (= 16 × 6) domain adaptation tasks. Consequently, the effects of the proposed method are confirmed.
Related Work
Generally, methods for domain adaptation can be divided into instances-based method and featuresbased method (Pan and Yang, 2010) . The instancesbased method is a learning method that gives weight to an instance of training data. Learning under covariate shift is typical method for this type. The features-based method is a method that maps the source and target features spaces to a common features space to maintain the important characteristics in each domain by reducing the difference between domains. The paper (Blitzer et al., 2006) proposed the dimension reduction method called structural correspondence learning (SCL). The paper (Pan et al., 2008) evaluated the distance between the spaces mapped in the source domain and the spaces mapped in the target domain by maximum mean discrepancy (MMD). They proposed a conversion method to minimize the distance called MMD embedding (MMDE). Moreover, the paper (Pan et al., 2011) improved MMDE and proposed a novel method called transfer component analysis (TCA). Adding weight to features is a features-based method. The paper (Daumé III, Hal, 2007 ) offered a weighting system for features. In this study, vector x s of the training data in the source domain is mapped to an augmented input space (x s , x s , 0), and x t is mapped to an augmented input space (0, x t , x t ). The classifier that learned from the augmented vectors solves the classification problem by the usual method. Daumé's method assumes that an effect can be determined by overlapping the characteristics that are common to the source and target domains.
The domain adaptation problem is considered a data-sparse problem. Self-training and semisupervised learning (Chapelle et al., 2006) and active learning (Settles, 2010) (Rai et al., 2010) are useful for domain adaptation.
At last, we introduce researches on domain adaptation for WSD. We assume that P t (c|x) = P s (c|x), but the assumption P t (x|c) = P s (x|c) is also possible. Under this assumption, we can solve domain adaptation for WSD by estimating P t (c). Ac-tually, the papers (Chan and Ng, 2006) and (Chan and Ng, 2005) estimated P t (c) by using EM algorithm to do it The papers (Komiya and Okumura, 2012a) , (Komiya and Okumura, 2011) and (Komiya and Okumura, 2012b ) changed the learning method by the combination of source domain, target domain and target word. These studies are a kind of ensemble learning. In those learning methods, only the weight that is applied to data in source and target domain is different.
Domain Adaptation under Covariate Shift
In this section, we show that weighted learning can solve a domain adaptation problem under assumption of covariate shift.
We define the loss function as l (x, c, d ) where x, c and d denote an instance, the class of x and a classifier respectively. Thus, expected loss function L 0 in our task is expressed as the following:
Through the assumption of covariate shift, we obtain the following:
. It establishes as follows:
denotes the training data. Using empirical distribution as a substitute for P S (x, c), the following holds
In terms of expected loss minimization, find d minimizing the following equation L 1 to solve the problem of covariate shift.
Consider a classification based on a posterior probability maximizing estimation.
Additionally, adapt a logarithmic loss as a loss function. Eq. (1) turn into the following:
In case of adopting an approach using a model of P T (c|x, λ) in order to solve the classification problem, we find the parameter λ maximizing the weighted log-likelihood L(λ) of the following weighted by the probability density ratio in covariate shift.
For above problem, Maximum Entropy Method (ME) is commonly used as a model.
is a feature function. It returns x j when the true class is defined c, and it returns 0 in other cases. Z(x, λ) is a normalization term. Hence, we obtain
is a vector of weight parameters for features.
Weight through Probability Density Ratio
There are two kinds of approaches estimating the probability density ratio w(
The first approach is estimating each P S (x) and P T (x), and take their ratio. The second approach is modeling w(x), directly.
In this paper, we use unconstrained least-squares importance fitting (uLSIF) proposed in (Kanamori et al., 2009) as the second approach.
uLSIF
denote a source data and a target data, respectively. In uLSIF, the probability density ratio is modeled as the following:
is a basis function which is mapping from the source data to the positive real number.
In uLSIF, actually, the parameter α is estimated after building the basis function ψ(x). However, for the convenience of description, we firstly explain the estimation of α.ŵ(x) denotes a model of w(x). In order to estimate parameter α l , we findα minimizing a mean square error J 0 (α) between w(x) and w(x). By taking account of w(x) = P T (x)/P S (x), J 0 (α) can be transformed as follows:
Since the third term is constant, so it is independent on minimizing J 0 (α). Therefore, minimizing J 0 (α) means minimizing the following J(α).
By approximating P S (x) and P T (x) by empirical distributions, J(α) is transformed as the following J(α):
where H denotes N t ×N t matrix, and H l,l (the (l, l ) element ofĤ) is defined as follows:
Furthermore, h denotes N t -dimensional vector, and the element of the l-th dimension h l is defined as follows:
As the result, we can obtain theα minimizing J(α) by solving the following problem:
Here, we must note that the parameter λ is added. The above minimization problem is unconstrained convex quadratic programming problem without a constrained condition, so that we obtain a global solution:
Lastly, conduct the following adjustment to satisfy the condition α > 0:
In genaral, a Gaussian kernel is used as the basis function.
Under this situation, remaining parameters to be determined are the regularization term λ and a width of the Gaussian kernel σ to obtain the probability density ratio. These parameters are found by a crossvalidation of a grid search. First, split each source and target data into R pieces of subset with no intersection. Secondly, exclude the r-th subset from these subsets, and bind the rest. These data are regarded as a new source and target domain. Now, set certain values to λ and σ, and obtain α with Eq. (6) and Eq. (7), and find J(α) (r) with Eq. (5). Calculate R pieces of values of J(α) (r) by varying the value r from 1 to R, and regard the average value of them as J(α) for λ and σ. Next, estimate λ and σ minimizing J(α) obtained with the above procedure by changing the values of λ and σ. These values are denoted byλ andσ, respectively.
Use of Linear Kernel instead of Gaussian Kernel
In this paper, we use linear kernel as the basis function in uLSIF instead of the Gaussian kernel. By this use, we can drop the parameter σ.
Generally, a kernel function is to map to nonlinear high-dimensional space. However, in our tasks, the number of features is larger than the number of instances, so that there is no need to map to the high-dimensional space. In this case, calculation to adjust the parameter is easier than using Gaussian kernel.
Weight of Particular Instances
In our task, that is domain adaptations of WSD, we must construct the model of the probability density for each target word. Additionally, the number of instances of the target word is too small compared to the number of the feature dimension in both source and target domain. Therefore, an estimated probability density ratio tends to be smaller than the true value, so that some approaches to close the estimated probability density ratio to 1 have been proposed. Sugiyama translated to the weight w to the weight w p (0 < p < 1) (Sugiyama, 2006) , and Yamada proposed the relative probability density ratio (Yamada et al., 2011) :
These methods have an effect to close the original probability density ratio to 1.
Here, we assign the rough weight to the instance according to the estimated probability density ratio. The rough weight has 3 kinds of value: 0.1, 1.1 and 2.1.
The set of the estimated probability density ratio is expressed as W = {w i } N i=1 . The w i is normalized by the following:
where µ and σ 2 denote the mean and the variance of W , respectively. Assuming that W follows a normal distribution, w i is defined as 2.1 when w i is greater than 0.84, w i is defined as 0.1 when w i is smaller than -0.84, and in the other cases, w i is defined as 1.1.
The points, 0.84 and -0.84, are 20% top and lower quantile points of normal distribution, respectively.
SVM for weighted learning
Learning under covariate shift means the weighted learning using the probability density ratio. After assigning weight to each instance, we apply the weighted learning method. Conventionally we use ME and logistic regression as the the weighted learning method. However, a method based on a loss function is also available, as can be seen from the Eq. (1). In this paper, we use the method of SVM for imbalanced data (Tang et al., 2009) . Through the training data {(
, SVM is constructed by estimating parameters w, b, and ζ in the following:
Now,
In the above formula, we can use the weighted SVM by using w(x i )C instead of C (Cortes and Vapnik, 1995) .
Experiment
In this paper, we chose three domains, OC (Yahoo! Answer), PB (books), and PN (newspaper) in the BCCWJ, and 16 target words with enough frequency Table 1 indicates information of the target word, the number of senses registered in the dictionary, and the number of senses and the frequency in each corpus 2 Here, we explain how to evaluate a domain adaptation method for our tasks. First, by using a domain adaptation method (named as Mtd-A), a classifier for a target word w i in a domain adaptain S → T is obtained. We can get the precision p (ST ) w i of this classifier under this setting. Thus, given domain adaptain S → T , we can get the average precision p (ST ) for the 16 target words (w 1 , w 2 , · · · , w 16 ). By this p (ST ) , we evalutate the method Mtd-A for the domain adaptain S → T . We have 6 types of S → T , so 6 p (ST ) are obtained. We evaluate the method Mtd-A by taking average of 6 p (ST ) .
The method Mtd-A is composed of two approaches, a method of calculating the probability 2 The word " (hairu)" has three senses in the dictionary, but there are four senses in OC and PB. This is because our used sense tagged corpus accepts new senses. density ratio and type of the weighted learning. In this paper, 10 kinds of method are examined. Base-M and Base-S, are approaches without uLSIF. The characters, "M" and "S", mean ME and SVM, respectively. The other techniques are with uLSIF. The letters, "G" and "L" signify the Gaussian kernel and the linear kernel used in uLSIF, respectively. In addition, in Ours-*-* , convert weight into three types of weight (0.1, 1.1, and 2.1) depending on the probability density ratio calculated with uLSIF. Our proposed method is expressed as "Ours-L-S".
Results of the experiments are shown in Table. 2. As the result, relationships, Base-M < Base-S,
and Ours-L-M < Ours-L-S are satisfied. It is found that SVM is more effective than ME. Additionally, relations,
The results of Ours-G-M and Ours-L-M are almost the same. Therefore, the linear kernel has better effectiveness than the Gaussian kernel. The proposed method Ours-L-S in this paper has the highest average accuracy rate. In each domain adaptation, it shows the highest accuracy rate, excluding PN PB.
Here, we must note that the difference between our proposed method (Ours-L-S) and the baseline (Base-S) is slight, and we could not get statistical sig- nificance. However, without taking account on the PN domain, our proposed method is statistical significant for the baseline. Further the use of weighted SVM is also significant for the use of weighted ME. From these points, our proposed method has its value.
Discussion

Effectiveness of Small and Large Weights
Our proposed method converts the weight estimated by uLSIF to 0.1, 1.1 or 2.1 according to the volume of the weight. In this section, we investigate which is effective small weight 0.1 or large weight 2.1. To do it, we modify our proposed method by following two cases: (case.1) In our method, we change the weight 2.1 to the normal weight 1.1, and other weights are not changed. (case 2) In our method, we change the weight 0.1 to the normal weight 1.1, and other weights are not changed.
We conducted experiments of the above two modification. The result is shown in Table 3 . "Ours-L-S-small" and "Ours-L-S-large" in Table 3 denote (case 1) and (case 2), respectively. This result shows that small weight 0.1 is more effective than large weight 2.1 in our proposed method, because the (case 2) is worse than baseline but the (case 1) is better than baseline. However, our proposed method is better than the (case 1). That is, the use of both weights is more effective than only small weight or only large weight.
Deletion of Misleading Data
In the previous section, we mentioned that small weight is effective, that is, it is effective to decrease the weight of unimportant training data in our task. The reason comes from that there are misleading data in the training data. Misleading data is a problem of domain adaptation. In domain adaptation, some data in training data decrease the precision of the classifier. These data is called misleading data (Jiang and Zhai, 2007) . In this section, we discuss the relation of our proposed method and misleading data. First, we confirm the presence of misleading data in training data. To do it, Yoshida (Yoshida and Shinnou, 2014) checked each training data is misleading data or not one by one.
Here, we introduce the above Yoshida's method. In the domain adaptation from the source domain S to the target domain T , labeled data D in S of the target word w exits. First, we measure the precision p 0 for T by the classifier learned through D. Second, we remove a data x from D and measure the precision p 1 for T by the classifier learned through D − x. In the case of p 1 > p 0 , the data x is regarded as the misleading data. We apply this procedure for all data in D to find the misleading data of the target word w in the domain adaptation from S to T . The result of the number of misleading data is shown in Table 4 . The number in parentheses is the total number of the training data. Note that this method uses lables in T , so it cannot detect misleading data. This method is just to confirm the presence of misleading data. The result of SVM using the training data without misleading data is shown in Table 5 . "Mislead" in Table 5 denotes the average accuracy rate. This result is highest in our experiments. To remove of the misleading data is to assign the weight of the data to 0. Therefore, it is possible to improve the precision by just adjusting the weight. Now, we conduct the experiment that the data with quite small probability density ratio is regarded as the misleading data whose weight is 0. The "Mislead2" in Table 5 shows the result. However, this approach is not effective. Probably, we cannot detect the misleading data using only the probability density ratio. The method to detect misleading data is our future work.
Conclusion
We have solved domain adaptation for WSD by learning under covariate shift. This learning has two key points: (1) calculation of the weight of an instance and (2) weighted learning. For the first point, we used uLSIF and improved it by weighting only the particular instances and by using a linear rather than a Gaussian kernel in uLSIF. For the second point, we used a weighted SVM rather than the commonly used weighted ME.
Three corpora in BCCWJ and 16 target words (96 domain adaptation tasks) were used in our experiment. This experimental results show that the proposed method demonstrates the highest average precision. The proposed method is statistically significant for the baseline without considering the PN domain. In addition, the use of the weighted SVM is significant for the weighted ME.
In future, we will investigate why weighted learning does not work well for the PN PB domain adaptation.
