Abstract: The paper addresses the problem of dynamic feedback linearization of discrete-time nonlinear control systems. Analogously to the continuous-time case, necessary and sufficient conditions for flatness property are obtained and showed to be equivalent to previously known results on feedback linearizability by endogenous dynamic feedback. An example is added to illustrate the results.
linearization. Finally, the paper by Pawluszewicz and Bartosiewicz [1998] that mostly focused on the concept of dynamic equivalence of nonlinear system to a controllable linear system in terms of free output universes, obtained as a by-product the results regarding the linearization outputs. Namely, the set of generators of output universe plays the role of linearizing outputs. The generators may depend on future or past values of system variables.
Constructing the flat outputs is, in general, an extremely difficult task, since no finite algorithm exists for their finding. By this reason, Lévine [2011] developed a 2-step procedure for computing the flat outputs. This procedure has been implemented in Maple by Antritter and Verhoeven [2010] . The goal of this paper is to find the relations (in the discrete-time) between the necessary and sufficient solvability conditions in Lévine [2011] and Aranda-Bricaire et al. [1996] as well as the one-forms they depend on. We will prove that the one-forms are equal, up to difference field isomorphism and then we show that the solvability conditions are also the same, again up to field isomorphism. Both the results, in Aranda-Bricaire et al. [1996] and Lévine [2011] , rely on the existence of certain unimodular matrix. Note that we do not address the problem of computing these matrices in this paper.
PREVIOUS RESULTS
Consider the discrete-time control system, described by the state equations x(t + 1) = f (x(t), u(t)),
where t is the time instant, x(t) ∈ X ⊂ R n , u(t) ∈ U ⊂ R m , m ≤ n and f is nonlinear analytic function. Assume that f (0, 0) = 0 and system (1) satisfies generically (i.e. everywhere except on a set of measure zero) the condition rank[∂f /∂u(t)] = m and the so-called submersivity condition rank ∂f ∂(x(t), u(t)) = n,
being necessary for system accessibility, see Grizzle [1993] .
The following notations are used throughout the paper.
Instead of x(t + k), we use x [k] for k ∈ Z. For x [0] we use just x and for x [1] we sometimes use alternatively x + . Similar notations are used for the other variables.
We briefly recall the algebraic formalism as well as the necessary and sufficient feedback linearizability conditions from Aranda-Bricaire et al. [1996] . Let us extend the map f : (x, u) → x + to the mapf : (x, u) → (x + , z), where z = χ(x, u), z ∈ R m such thatf −1 exists generically. This is possible under the assumption (2). Let K be the set of meromorphic functions in a finite number of variables from {x, u [k] , z [−l] , k ≥ 0; l ≥ 1}. The forward and backward shift operatorsδ :
Sinceδ is an automorphism of K, the pair ( K,δ) is an inversive difference field. We use sometimes abridged notations ϕ + :=δϕ and ϕ − :=δ −1 ϕ for ϕ ∈ K. Let E = span K {dϕ | ϕ ∈ K} be the vector space of oneforms. The operatorsδ andδ −1 are extended to E by the rulesδ( i a i dϕ i ) = i a
Again, we sometimes use the notations ω + = δω and ω − =δ −1 ω for ω ∈ E. The relative degree r of a one-form ω is defined by r = min{k ∈ N |δ k ω / ∈ span K {dx}}. If there does not exist such integer, then set r := ∞. The one-forms, with infinite relative degree are called autonomous one-forms.
Define the non-increasing sequence of subspaces H k of E by
Note that H ∞ is exactly the set of autonomous oneforms Halas et al. [2009] . From now on, we assume that H ∞ = {0}. Theorem 1. Suppose that for system (1) H ∞ = {0}. Then there exist one-formsω 1 , . . . ,ω m ∈ span K {dx} with relative degrees r 1 , . . . , r m respectively, such that A function y = h(x, u, . . . , u µ ), y ∈ R m is said to be an endogenous linearizing output of system (1) if any variable of system (1) can be expressed as a function of y and a finite number of its forward-shifts.
Let K[δ] be the non-commutative polynomial ring with coefficients in K, where multiplication is defined by the rule δ · a = a + δ, where a ∈ K. The ring of p × q matrices over
T be the one-forms defined in Theorem 1. Then, for system (1) there exists an endogenous linearizing output y iff there exists an unimodular matrix M ∈ K [δ] p×p such that d(Mω) = 0.
ALTERNATIVE APPROACH
In this section we define, following Lévine [2011] , flatness of implicit discrete-time systems, obtained from equations (1) by eliminating the control variables u, and show that this concept is equivalent to the existence of endogenous linearizing outputs, defined in Aranda-Bricaire et al. [1996] .
Algebraic formalism for implicit systems
Consider the implicit representation F (x(t), x(t + 1)) = 0 (3) of system (1), where
Representation (3) can be obtained 1 from (1) by eliminating the control variables u. Reorder, if necessary, the components of the vector function f = (f 1 , . . . , f n ) in (1) such that rank
Then from the last m equations of (1) one obtains
where by x i is denoted the ith component of x. Substituting u from (5) into the first n − m equations of (1), one gets x Next, we define an another field K x , associated with the representation (3), by transforming the variables of the field K into the variables of the field K x according to the rules
where k ≥ 0, l ≥ 1 and φ is defined by (5). Also, it is possible to transform the variables of the field K x into those of the field K by
where k ≥ 0. Thus, we have that the fields K and K x are isomorphic. Note that in the field
A forward shift operator δ x : K x → K x , applied on a function ϕ ∈ K x is defined by shifting the arguments of the function ϕ according to the rule
where k ∈ Z; (see (7) and (9)). To resume, in order to shift a function ϕ ∈ K x , we first transform it by field isomorphism into the element of the field K, shift it in K and finally transform the shifted element back to the field K x . This is done to obtain isomorphism between difference fields. The inverse operator of δ x , i.e. δ
−1 x
: K x → K x , called backward shift, is defined in a similar manner by shifting the arguments of the function ϕ ∈ K x backward according to the rule
where k ∈ Z. Here, we have used the fact that
to get the last equality. Because the operator δ x is an automorphism of the field K x , the pair (K x , δ x ) is an inversive difference field, which is isomorphic to difference field ( K,δ).
The elements of the vector space E x = span Kx {dx [j] i , i = 1, . . . , n; j ∈ Z} are the one-forms
where only a finite number of coefficients ω i,j ∈ K x are non-zero. Define the forward shift operator δ x on E x as
Note that there exists an isomorphism between the vectorspaces E and E x induced by (7) and (8).
. .) the trajectory of system (1) (or (3)). Define δ xx := (δ x x, δ x x + , . . .). Note that, in general,x =x and thus δx = δ xx . Definition 1. A pair (R n ∞ , F ) satisfying the condition rank ∂F ∂x + = n − m is called an implicit control system. Example 1. (Aranda-Bricaire et al. [1996] ) Consider the system
We extend the system (12) by z 1 = x 1 and z 2 = x 3 to get an invertible mappingf , and find the implicit form (3) for the system (12). From the 1st and 3rd equations u 1 = x + 1 − x 2 , u 2 = x + 3 /x 3 and substituting those into the 2nd and 4th equations, we obtain (12), if
Definition of flatness
Consider a system of the form (R m ∞ , 0) with coordinates y ∈ R m ∞ , which is called a trivial system. In the similar manner as above, define the field K y , the forward shift operator δ y : K y → K y and the set of one-forms E y for the trivial system. Set
The conditionδx = δ xx in the definition of X 0 relates the formal coordinatesx with the trajectory of system (3), depending on discrete time t. Definition 2. Implicit control system (R . Becausē x ∈ X 0 , x 1 = x + and thus ϕ 1 = δ y ϕ 0 . Therefore the mapping Φ is determined by ϕ 0 . Analogously, the mapping Ψ is determined by η = ψ 0 (x).
Let Φ be the mapping specified by Definition 2. Define the pull-back of a one-form
i ∈ E x by Φ as follows, (see Weintraub [1997] )
where ϕ 
Proof: Necessity. For flat systems there exists by Definition 2 an invertible mapping Φ :
Continuing the same way, one getsδx = δ y Φ(ȳ). In a similar manner we getδȳ = δ x Ψ(x). It remains to show that (14) is satisfied. Sincex ∈ X 0 , then F (x, x + ) = 0 and F (ϕ 0 (ȳ), ϕ 1 (ȳ)) = 0, and obviously, Φ
Sufficiency. By Definition 2, one has to prove that Φ transforms Y 0 into X 0 and vice versa. Note that the oneforms Φ * dF i = d(F i (Φ(ȳ))), i = 1, . . . , n − m are exact, and thus, (14) implies 2 F i (ϕ 0 (ȳ), ϕ 1 (ȳ)) = c i , where c i are arbitrary constants. From the assumption f (0, 0) = 0 and the construction of F one concludes F (0, 0) = 0. Then obviously0 ∈ X 0 and c i =
Polynomial Matrices
In the similar manner as above, we denote by K x [δ] the non-commutative polynomial ring with coefficients in K x and by K x [δ] p×q the ring of p × q matrices over
We investigate further the condition (14) . From now on, we use the same notation δ for δ x and δ y . Note that by (11), operators δ and d commute, so δ j dx = dx [j] . From (3),
Consider a mapping Φ = (ϕ
The pull-back of one-form dF by Φ, evaluated at the pointȳ, is
Since the function ϕ 0 depends on a finite number of variables, there exists an integer j * , such that for some i ∈ {1, . . . , m}, 
where
We say that
where 0 p,q−p and 0 p−q,q are the matrices with zero entries, ∆ p and ∆ q are square diagonal matrices with elements (σ 1 , . . . , σ s , 0, . . . , 0) such that σ i ∈ K x [δ], for i = 1, . . . , s, and σ i is a divisor of σ i+1 for all i.
Note that U and V in (17) are not unique whereas ∆ p and ∆ q are.
p×p is hyper-regular iff it is unimodular.
Proof: Necessity. If M is hyper-regular, then there exist
Sufficiency. If M is unimodular, then M M −1 = I p and thus, M is hyper-regular. 2
Necessary and sufficient condition
The matrix
(n−m)×n in (16) admits a Jacobson decomposition V P (F )U = (∆ n−m , 0 n−m,m ). Lemma 2. If H ∞ = {0} for system (1), then matrix P (F ) for system (3) is hyper-regular.
Proof: The proof is by contradiction. Assume, without a loss of generality, that P (F ) is not hyper-regular, i.e the matrix ∆ n−m in Jacobson decomposition (17) has the form ∆ = diag{σ 1 , . . . , σ n−m }, where σ i ∈ K x [δ] for every i = 1, . . . , n−m and deg σ j = 0 for j = 1, . . . , n−m−1 and deg σ n−m = 1. We show that then there exists an autonomous one-form τ n−m ∈ E x . Let τ = (τ 1 , . . . , τ n )
Thus σ n−m τ n−m = 0 is an autonomous one-form and H ∞ = {0}, see Halas et al. [2009] . Really,τ n−m ∈ H ∞ , whereτ n−m ∈ E is a one-form obtained by transforming τ n−m by isomorphism between vector-spaces E x and E. 2
We assumed that H ∞ = {0} and thus P (F ) is hyperregular, i.e. V P (F )U = (I n−m , 0 n−m,m ). By (14) and (15) one gets P (F )P (ϕ 0 )dy = 0 yielding
We characterize now the set of all matrices
n×m that satisfy the condition (18). First, solve the equation
Lemma 3. Every hyper-regular matrix Θ ∈ K x [δ] n×m that satisfies (19) may be decomposed as
Proof: First, we prove that the set of hyper-regular matri-
n×m satisfying (19) is not empty. This can be done by showing that U is hyper-regular and satisfies (19). Really, multiplying
from the right by a permutation matrix I, satisfying 0 n−m,m
, one proves that U is hyperregular. Since
U is a solution of (19).
Suppose next that hyper-regular Θ satisfies (19) and we show that it yields (20). From
m×m is arbitrary. Because Θ is hyper-regular, then U W is hyper-regular and from that, W is hyper-regular and thus also unimodular. 2
Under assumptions of Lemma 3, P (F )Θdy = 0. Then one can take x = ϕ 0 (ȳ) where dϕ 0 (ȳ) = Θdy iff one-forms Θdy are exact. Since by Lemma 3, Θ = U W , where W ∈ U m [δ] is arbitrary, to get ϕ 0 one must find a matrix W such that the one-forms U W dy are exact.
If there exists such W that one-forms U W dy are exact, it remains to show that mapping Φ = (ϕ 0 , δϕ 0 , . . .), where ϕ 0 is defined by dϕ 0 = U W dy, is invertible, i.e. there exists a matrix H ∈ K x [δ] m×n such that H U W = I m , because then one can find dy = Hdx. Lemma 4. Let
and
Then
The result is obtained by direct computation. 2 Thus, one may take H = W −1 Q 0 . Then dy = W −1 Q 0 dx. Note that one can also find matrix W such that one-forms W −1 Q 0 dx are exact. Proof: Necessity. If the system is flat, then there exists a function ϕ 0 such that x = ϕ 0 (ȳ) and F (x, x + ) = 0. Thus dx = P (ϕ 0 )dy. Because F (x, x + ) = 0, P (F )dx = 0, and therefore P (F )P (ϕ 0 )dy = 0. The last equality is true iff P (F )P (ϕ 0 ) = 0. By Lemma 3 matrix P (ϕ 0 ) = U W where W ∈ U m [δ]. Since P (ϕ 0 )dy is exact, U W dy is exact. Then, by Lemma 4, the one-forms W −1 Q 0 dx = dy are exact.
is such that the one-forms W −1 Q 0 dx are exact, then take the functions ϕ 0 and ψ 0 such that dψ 0 = W −1 Q 0 dx and dϕ 0 = U W dy. Since P (F ) U W dy = 0, the conditions of Theorem 3 are satisfied for mapping Φ = (ϕ 0 , δϕ 0 , . . .) and the system is flat. 2
To compute the flat outputs define the one-forms
Then it remains to be found an unimodular matrix W such that d(W −1 ω) = 0.
Example 2. (Continuation of Example 1) The matrix P (F ), defined by (16), is
and its Jacobson decomposition is V P (F )U = 1 0 0 0 0 1 0 0 , where V = I 2 and U is such that its inverse is
Compute the matrices Q 0 and Q 0 from (21) and (22), respectively,
The one-forms (23) for system (12) are
Note that these one-forms satisfy the conditions of Theorem 1 and have been found already in Aranda-Bricaire et al. [1996] . To prove that the system (12) is flat by Theorem 5 it remains to be shown that there exists an unimodular matrix W ∈ U 2 [δ], such that the one-forms W ω are exact, where ω is defined by (24). Really, take
Thus, one choice for the flat outputs of system (12) is y 1 = x 2 and y 2 = x 4 − x 1 .
Comparison
Note that Theorems 2 and 5 claim the same, if ω in (23) equals toω, defined in Theorem 1. Theorem 6. The one-formsω i , i = 1, . . . , m, defined in Theorem 1, are equal to those in (23), up to the isomorphism of difference fields K and K x .
Proof: By (i) of Theorem 1, the set {δ . . .
for someâ k,l ∈ K. Note, that the one-formsω i,j are defined over the field K. Using (7), we redefine them over the field K x and denote byω i,j . Moreover, let a k,l ∈ K x be the functions, obtained by transformingâ k,l according to (7). So,   ω
According to (iii) of Theorem 1, the one-formsω i,j are linearly independent and thus the matrixÂ is invertible. Because we used an isomorphism to transformÂ into A, the matrix A is also invertible. Let A −1 = (ā k,l ) be the inverse of A. . . .
We next compute the one-forms (23) 
since then P (F )U = P (F )A −1 B = (I n−1 , 0 n−1,1 ). Since . Now, finding Q 0 from (21) and Q 0 from (22), one obtains from (23) that ω 1 = Q 0 dx =ω 1,1 . Because the one-forms ω 1,1 andω 1,1 =ω 1 are equal up to the field transformation (7), Theorem 6 is proved for the case m = 1. In the general case the proof is similar. One may take U = A −1 BĪ, where B = blockdiag{B 1 , . . . , B m }, matrices B i ∈ U ri [δ] for i = 1, . . . , m are of the form (27) andĪ is a permutation matrix such that P (F )A −1 BĪ = (I n−m , 0 n−m,m ). Computing then the one-forms (23), using (21) and (22), one gets ω i,1 =ω i , i = 1, . . . , m, up to transformation (7). 2
CONCLUSION
This paper addresses the property of flatness of the discrete-time nonlinear control system. Necessary and sufficient conditions analogous to those in Lévine [2011] were derived for checking the property and proved to be equivalent to the conditions in Aranda-Bricaire et al. [1996] . In the future, it is important to find what is the correct way to define flatness for discrete-time systems, is flatness equivalent to linearization by dynamic endogenous or exogenous feedback. Also, methods must be developed to compute matrix M in Theorem 2 (or matrix W in Theorem 5).
