We propose approximations to the normal distribution function and to its inverse function using single polynomials in each case. The absolute error of these approximations is significantly less than those of other approximations available in the literature. We compare all the polynomial approximations empirically by calculating their respective percentage absolute relative errors.
Introduction
The problem of approximation arises in many areas of science and engineering in which numerical analysis and computing are involved. The modern history of the subject may be said to have begun in 1885 with Weierstrass's celebrated approximation theorem on the approximation of continuous functions by polynomials. Later on, Bernstein gave a constructive proof of Weierstrass's Theorem by furnishing explicitly, for every f ∈ C[0, 1], a sequence of polynomials (the Bernstein polynomials) that converge to f
Polynomial functions are, of course, extremely well-behaved. Thus an approximation to the normal distribution function which employs only a single polynomial is likely to be more efficient than existing approximations and easy to calculate.
Let X be a standard normal random variable and let F be the distribution function of X. We aim to construct single polynomial approximations to both F and to the inverse function F −1 of F.
The Probabilistic Polynomial Approximation of Sahai (2004)
For the standard normal distribution, we know that
This places the computation of F(3.0) firmly within the C[0, 1] framework and enables us to use the 'quadrature-polynomial formula using the probabilistic approach' of Sahai (2004) which we briefly describe.
Suppose that we are interested in integrating a continuous function over the interval [0, 1] . We divide [0, 1] into n equal intervals. Let
Thus, of n randomly chosen points, the expected number of points that are less than or equal to x is nx and the expected number greater than x is n(1 − x). Now, to devise the weight function A k (x) associated with the node x k , we simply place it in the same shoes as x. We know that, using (n + 1) equidistant nodes, for any node x k , there are k nodes to the left of the node x k and (n − k) nodes to the right of x k .Consequently, in this 'probabilistic' setup, the probability that the node x k is chosen is
This equation may be expressed in terms of the Gamma function in order to accommodate any real value of x ∈ [0, 1].
where
The last integral in Eq. 2.1 has no closed form expression. Most statistical books give the values of this integral in normal tables. These tables may also be used to find the value of x when Φ(x) is known. Several authors give approximations using polynomials (Chokri, (2003) ; Johnson (1994) ; Bailey (1981); Polya (1945) ). These approximations give quite high accuracy but require significant amounts of computation and have a maximum absolute error of more than 0.003. Only the Polya approximation
has one term to calculate. The others require more than one term. They are reviewed in Johnson et al (1994) and are as follows: 6) in which a 0 = 0.9999998582, a 1 = 0.487385796, a 2 = 0.02109811045, a 3 = 0.003372948927, a 4 = 0.00005172897742 and a 5 = 0.0000856957942.
(2) F 2 (x) = exp(2y)/(1 + exp(2y)), where y = 0.7988x(1 + 0.04417x 2 ). (2.7)
The last approximation (2.9) was proposed by Aludaat and Alodat (2008) as an improvement on that of Polya's in (2.5).
The others require substantial computation, since their inverse functions are quite intricate. Using our probabilistic approximation with n = 8, we get the 8th degree polynomial: Hence, using (2.3), we get the following ninth-degree polynomial approximation to the distribution function of the standard normal distribution
Now, we consider the approximation of the inverse function
where 0 ≤ p ≤ 1. This will have many applications in practical situations. One such application will be in generating random x-values for standard normal variates.
The probability p may be generated using a random number generator with the uniform distribution U[0, 1]. If we have generated p 1 , p 2 , ..., p n then the inverse distribution function may be used to generate the normal variates (x α ; α = 1, 2, ..., n). We now consider approximations to F −1 (p). As F −1 (x) in (2.6) would have infinite terms, it could not be expressed in a closed form via a finite degree polynomial. In the abscence of a closed form it would be very tedious to generate a good approximation to the inverse function. Hence we consider only the approximations to the inverse functions given above. These are: 
and
=Real Root between 0 and 2 of the equation
as in (2.12).
A Numerical Comparison of the Approximations to F(x) and F
In this section we compare the exact value of F(x) with its approximate ones. We make this comparison for the values x = 0.1, 0.3, 0.6, 1.0 and 2.0. These values are tabulated in Table A1 given in the Appendix . The following table, Table  A2 , gives the values of the Absolute Percentage Relative Error (APRE) for each of the various approximating functions
F(.)(x). We calculate APRE[F(J)(x)], where
The most favourable APRE value has been highlighted.
APPENDIX. 
