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Resumen: En este art´ıculo presentamos una extensio´n de una arquitectura in-
tegrada disen˜ada originalmente para Semantic Parsing a WSD. El marco propuesto
permitira´ que ambas tareas puedan colaborar y llevarse a cabo simulta´neamente. Se
ha probado la validez y robustez de esta arquitectura contra una tarea de WSD bien
definida (el SENSEVAL-II English Lexical Sample) aplicando modelos sinta´ctico-
sema´nticos adquiridos automa´ticamente.
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Abstract: This paper presents an extension for WSD of an integrated arquitecture
disigned for Semantic Parsing. In the proposed framework, both tasks could be
adressed simultaneously, colaborating between them. The feasibility and robustness
of the proposed arquitecture have been proved against a well-defined task on WSD
(the SENSEVAL-II English Lexical Sample) using automatically acquired models.
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1. Introduccio´n
La mayor´ıa de las diferentes tareas inclu-
idas en el PLN, como la desambiguacio´n de
sentidos (WSD), la extraccio´n de informacio´n
(IE), la bu´squeda de respuestas (QA) o la tra-
duccio´n automa´tica aplican diferentes niveles
de comprensio´n del lenguaje (NLU).
La comunidad del PLN se ha centra-
do en los u´ltimos an˜os en la evaluacio´n de
diferentes tareas, tales como WSD (SENSE-
VAL1), parsing (PARSEVAL), IE (MUCs) y
IR (TRECs). Para mejorar no so´lo los resul-
tados en estas tareas sino en la comprensio´n
del lenguaje en general, es necesario abordar
los interrogantes que han aparecido en es-
tas competiciones, tales como: la integracio´n
de diferente tipos de conocimiento, la inte-
gracio´n de los diferentes procesos dentro del
PLN, el uso de ontolog´ıas, el razonamiento o
el multilingu¨ismo.
El objetivo de este trabajo es explorar el
uso de nuevas arquitecturas para la compren-
sio´n del lenguaje, que sean lo ma´s robustas y
flexibles posibles y que intenten abordar con
nuevos enfoques estas problema´ticas. El tra-
bajo que se presenta se enmarca dentro de
∗ El autor quiere agradecer la ayuda de Eli Comelles
as´ı como los comentarios de los revisores.
1http://www.senseval.org/
uno de los pasos fundamentales en NLU, la
Interpretacio´n Sema´ntica. Nuestro objetivo a
medio plazo es la integracio´n de dos de las
etapas de la interpretacio´n sema´ntica: La De-
sambiguacio´n de Sentidos (WSD) y el Ana´li-
sis Sema´ntico (Semantic Parsing).
El WSD consiste en determinar el senti-
do de una palabra dado el contexto en que
aparece. Normalmente los sentidos posibles
de una palabra se definen en un reposito-
rio de sentidos, siendo WordNet (Fellbaum,
1998) el de facto esta´ndar. Por otro lado, el
Semantic Parsing conlleva la identificacio´n
de los roles sema´nticos de las entidades, (p.e.
Agente) (Brill y Mooney, 1997). Este proce-
so es conocido como Semantic Role Labeling
y a sido objetivo de las shared tasks de los
recientes SENSEVAL y CONLL2.
En este art´ıculo aplicaremos una arquitec-
tura integrada a la tarea de WSD que ya ha
sido aplicada con anterioridad al Semantic
Parsing (Atserias, Padro´, y Rigau, 2001).
2. Semantic Parsing y WSD
Aunque el WSD y el Semantic Parsing
esta´n fuertemente ligados, tradicionalmente,
la mayor´ıa de sistemas los tratan por separa-
do. Parado´jicamente, el WSD puede mejorar
2http://www.cnts.ua.ac.be/conll/
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Sint. Prep. Rol Sema´ntica Concordancia Opcional
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Figura 1: Dependencias para ”The cat eats fish”
los resultados del Semantic Parsing, ya que
los diferentes sentidos de una palabra pueden
presentar diferentes estructuras sinta´cticas
(especialmente los verbos) y viceversa (p.e.
usando preferencias de seleccio´n para deter-
minar el sentido correcto de un verbo (Car-
roll y McCarthy, 2000)). En este trabajo pre-
sentaremos un enfoque integrado que podr´ıa
utilizarse para combinar simulta´neamente es-
tas dos tareas.
Nuestra aproximacio´n al WSD seguira´ la
misma formulacio´n utilizada en (Atserias,
Padro´, y Rigau, 2001), donde se presenta una
arquitectura para Semantic Parsing basada
en la aplicacio´n de modelos verbales lexi-
calizados, como el mostrado en el cuadro
1, donde se combina informacio´n sinta´ctica
(preposicio´n, concordancia, etc) y sema´ntica
(roles, preferencias de seleccio´n). En este sis-
tema el Semantic Parsing se lleva a cabo en-
contrando el modelo ma´s similar a la frase de
entrada. Siguiendo el mismo enfoque, si aso-
ciamos el sentido de WordNet a estos mode-
los lexicalizados, a la vez que identificamos el
modelo ma´s similar estaremos identificando
el sentido correcto de esa palabra. Adema´s
estaremos construyendo un marco de trabajo
donde podremos aplicar el Semantic Parsing
y el WSD simulta´neamente.
Durante el preproceso la frase de en-
trada que contiene la palabra a desam-
biguar sera´ analizada sinta´cticamente uti-
lizando RASP(Carroll, Minnen, y Briscoe,
1998). La figura 1 muestra el ana´lisis de de-
pendencias resultante para la frase The cat
eats fish.
Cada palabra sera´ etiquetada con todos
sus posibles sentidos de WordNet. El etique-
tado de texto libre con los sentidos de Word-
Net no es una tarea fa´cil, ya que los criterios
de lematizacio´n o la identificacio´n de te´rmi-
nos multipalabra son diferentes en una her-
ramienta general (RASP) que en WordNet.
Por todo ello utilizamos un reconocedor de
te´rminos multipalabra espec´ıfico para Word-
Net (Arranz, Atserias, y Castillo, 2005), en
vez de la lematizacio´n/tokenizacio´n provista
por RASP.
Una vez determinados los posibles senti-
dos en WordNet, podremos an˜adir la infor-
macio´n sema´ntica asociada a cada sentido de
WordNet en el Multilingual Central Reposito-
ry (Mcr)(Atserias et al., 2004): etiquetas de
la Top Concept Ontology de EuroWordNet
(Vossen, 1998) expandida (Atserias, Climent,
y Rigau, 2004), la Suggested Upper Merged
Ontology (Sumo) (Niles y Pease, 2001) y
los Dominios de MultiWordNet (Magnini y
Cavaglia, 2000).
El resultado obtenido (dependencias gra-
maticales e informacio´n sema´ntica) para ca-
da palabra se convierte en una estructura de
rasgos que sera´ nuestra entrada al desam-
biguador. La Figura 2 muestra la estructura
de rasgos obtenida para fish en sus dos sen-
tidos: el de alimento (fish#n#1) y el de ani-
mal (fish#n#2). En adelante utilizaremos el
te´rmino objeto para referirnos a estas estruc-
turas de rasgos.
3. El PLN como Problema de
Satisfaccio´n de Restricciones
Para encontrar el modelo ma´s similar a















































Figura 2: Objeto Fish
de los problemas de satisfaccio´n de restric-
ciones (CSP). Los CSPs han sido aplicados
anteriormente en diferentes a´reas del PLN,
Part of Speech tagging (Padro´, 1998), ana´li-
sis sinta´ctico Weighted Constraint Dependen-
cy Grammars (Foth, Menzel, y Schro¨der,
2003). Incluso se han aplicado a tareas ma´s
complejas como la traduccio´n automa´tica
(Mikrokosmos (Beale, 1996)).
En la mayor´ıa de aplicaciones del PLN, y
especialmente en el WSD, es necesario por un
lado expresar vaguedad, posibilidades, prefe-
rencias, y por otro, integrar diferentes fuentes
de conocimiento. Estos dos factores aumen-
tan la complejidad de encontrar la mejor solu-
cio´n, ya que en muchos casos, o bien no ex-
iste una solucio´n que satisfaga todas las pre-
ferencias o bien las fuentes de conocimien-
to pueden llegar a ser contradictorias. A pe-
sar de los recientes esfuerzos en el a´rea (p.e.
(Rudova, 2001)), encontrar la mejor solucio´n
a este tipo de problemas a nivel global y
de manera eficiente todav´ıa es una cuestio´n
abierta.
Los Consistent Labeling Problem (CLP)
(Messeguer y Larossa, 1995), son una man-
era natural de modelar este tipo de CSPs.
Una vez formulada nuestra tarea de NLU co-
mo un CLP, este puede ser resuelto eficiente-
mente (ma´ximo local que satisfaga en el ma-
yor grado posible el conjunto de restricciones)
usando el algoritmo iterativo de relajacio´n de
etiquetas (Relaxation Labeling).
Usando como marco teo´rico los CLPs, es
posible integrar no so´lo diferentes tipos de
conocimiento sino tambie´n diferentes proce-
sos del PLN. Simulta´nemente, nos permi-
tira´ aplicar cualquier tipo de conocimiento
(sinta´ctico, sema´ntico, lingu´ıstico, estad´ısti-
co) tan pronto como sea posible (Integrat-
ed Processing Hypothesis (Birnbaum, 1989)),
pero manteniendo al mismo tiempo una rep-
resentacio´n independiente para cada uno de
estos tipos de conocimiento.
4. CLP
Un Consistent Labeling Problem ba´sica-
mente consiste en encontrar una asignacio´n
consistente de un conjunto de variables dado
un conjunto de restricciones. Formalmente,
un CLP se define mediante un conjunto de
variables Vi, un conjunto de valores (dominio)
para cada variable Di, y una relacion de com-
patiblidad entre tuplas. Las compatiblidades
son funciones reales rij : DxD −→ < donde
ri,j(a, b) indica la compatibilidad de asignar
simulta´neamente la etiqueta a a Vi y la eti-
queta b a Vj.
De manera similar a los CSPs, que inten-
tar´ıan encontrar un conjunto de asignaciones
que no violara las restricciones, un CLP bus-
ca un etiquetado tal que las asignaciones sean
lo ma´s compatibles posibles respecto a la fun-
cio´n de compatibilidad.
Las estructuras de rasgos (objetos) que
forman la entrada a nuestro sistema sera´n
representadas en el CLP mediante un conjun-
to de asignaciones. Cada rasgo equivaldra´ a
una variable cuyo dominio (posibles valores)
sera´n los valores del rasgo. As´ı la variable
c1.att denotara´ el rasgo att del objeto c1. Es-
tos objetos se representan de manera amal-
gamada en el CLP, de manera que se com-
binan/superponen las representaciones asoci-
adas a cada sentido. De una manera similar
a las Polaroid Words (Hirst, 1987) a la vez
que se escogera´ el mejor modelo, tambie´n se
escogera´ la mejor representacio´n del objeto y
viceversa.
Muchos de los problemas modelados como
CLP no tienen una estructura impl´ıcita. Para
representar esta estructura entre objetos, es
decir la aplicacio´n de un modelo, utilizaremos
dos variables especiales asociadas a cada ob-
jeto: la variable model que representa cual de
los modelos del objeto se aplica y la variable
role representa que rol desempen˜a el objeto
dentro de un modelo.
Ya que un CLP asigna siempre un valor a
una variable, necesitaremos una etiqueta es-
pecial none, para representar la posibilidad
de no utilizar ningu´n modelo y otra variable
top, para representar que el objeto no forma
parte de ningu´n modelo.
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Variable Values
c1.pos { NN1 }
c1.head { cat }
c1.sense { cat#n#1, cat#n#2 ...}
c1.model { NONE }
c1.role { subj.m1.c3, subj.m2.c2}
c2.pos { VVZ }
c2.head { eat }
c2.sense { eat#v#1, eat#v#2 ...}
c2.model { transitive }
c2.role { TOP }
c3.pos { NN1 }
c3.head { fish }
c3.sense { fish#n#1, fish#n#2 }
c3.model { NONE }
c3.role { dobj.m1.c2}
Figura 3: CLP para The cat eats fish
La Figura 3 muestra la representacio´n co-
mo CLP de la frase The cat eats fish. En esta
figura se puede observar que para identificar
el valor de una variable role, utilizamos una
tupla (rol, objeto, modelo). As´ı el role dobj
del modelo m1 del objeto eat (c3) se repre-
sentar´ıa como la etiqueta (dobj, c3, m1).
4.1. Comparando Roles y Objetos
Para determinar que´ roles de un mo-
delo pueden ser desempen˜ados por los ob-
jetos de la frase, es necesario establecer
una funcio´n de similitud entre un objeto y
un rol: sim(obj, rol). Una vez determinadas
que´ parejas rol–objeto se pueden instanciar,
tendremos que decidir cuales se pueden uti-
lizar conjuntamente para instanciar un mo-
delo.
Sin embargo, parte de los atribu-
tos/asignaciones que determinan lo bien
que un objeto puede desempen˜ar un role no
cambian de valor (son esta´ticos). De manera
que la funcio´n sim puede ser dividida en dos
partes: una parte dina´mica simdyn y otra
esta´tica simstatic que puede ser calculada
una sola vez (p.e. cuando se construye el
CLP) y utilizarse para determinar que´ ob-
jetos pueden desempen˜ar un rol en el CLP.
Por otra parte, la funcio´n de similitud que
depende de atributos dina´micos simdyn
tiene que ser convertida a un conjunto de
restricciones que dependan del estado del
CLP (los pesos asociados a las asignaciones
en una iteracio´n).
En los experimentos llevados a cabo, el
u´nico atributo dina´mico considerado es el
sentido. As´ı mismo y por simplicidad, en los
experimentos se ha utilizado una funcio´n de
similitud entre un rol y un objeto, que com-
bina de manera independiente las funciones





A continuacio´n, se describen el conjunto
de restricciones que aseguran la buena forma-
cio´n de los modelos (estructurales) y la bon-
dad de la aplicacio´n del modelo y los roles
(cotejo). Estas restricciones tienen asociadas
un peso y pueden ser tanto de compatibilidad
(∼) como de incompatibilidad ().
4.2. Restricciones Estructurales
Unicidad de Objeto: El primer ax-
ioma establece que un objeto no puede
ocupar ma´s de un rol:
[cx.role = a]  [cx.role = b]
∀x ∈ Obj ∀a, b ∈ Roles(cx) | a 6= b
Unicidad de Rol: Dado un role, este
so´lo puede ser instanciado por un objeto:
[cx.role = a]  [cy.role = a]
∀x, y ∈ Obj ∀a ∈ Roles | x 6= y
Esta restriccio´n evitar´ıa por ejemplo
que los objetos cat y fish ocuparan si-
multa´neamente el mismo role.
Unicidad de Modelo: Restringiremos
los modelos asociados a un mismo objeto
a ser incompatibles entre ellos:
[cx.model = a]  [cx.model = b]
∀x ∈ Obj ∀a, b ∈ Models, x 6= y
Inconsistencia de Modelo: Un role
no puede ser instanciado por un objeto
si el modelo al que pertenece el role no
esta´ siendo instanciado:
[cx.model = mb]  [cy.role = (r,ma, x)]
∀x, y ∈ Obj (r, x,ma) ∈ Roles(y)
mb,ma ∈ Modelos(x) | ma 6= mb
Unicidad del TOP So´lo hay un TOP:
[cx.model = TOP ]  [cy.model = TOP ]
∀x, y ∈ Obj, x 6= y
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Existencia del TOP Tiene que existir
como mı´nimo un TOP:
[cx.model = TOP ] ∼ @ [cy.model =
TOP ] ∀x, y ∈ Obj | x 6= y
Soporte al NONE El modelo NONE
es compatible con la no existencia de
ninguna asignacio´n de role:
[cy.model = NONE] ∼ @ [cy.role = a]
∀y ∈ Obj
4.2.1. Restricciones de Cotejo
Aplicabilidad del Modelo Para no
penalizar excesivamente los modelos
pequen˜os el soporte que recibe cada
modelo se normaliza por el nu´mero de
roles que tiene.
[cx.model = m] ∼ [cy.role = (r,m, x)]
∀(r,m, x) ∈ Roles
Por ejemplo, si el modelo eat-V4 tiene
tres roles (subj, dobj, dobj2), la restric-
cio´n que dar´ıa soporte al modelo depen-
diendo de la asignacio´n del rol dobj2 ser´ıa
[c3model = eat-V4] ∼
1
3 [c3role = (dobj2,
eat-V4, c2)]. El modelo tendr´ıa adema´s
una restriccio´n similar para sus otros dos
roles (subj y dobj).
Aplicabilidad del Rol El soporte
dado a los roles debe tener en cuenta el
sentido del objeto que lo instancia, por
lo que tendremos que comparar cada
sentido del objeto y del role:
[crole = (r, m, x)] ∼
w [csense = s]
∀c, x ∈ Obj ∀s ∈ c.sense y donde w es
simdyn entre s, el sentido del objeto, y
el sentido del role.
Por ejemplo, la restriccio´n [c3role =
(dobj2, eat-V4, c2)] ∼2,45 [c3sense =
fish#n#2] dara´ soporte a la asignacio´n
del rol (dobj2, eat-V, c2) teniendo en
cuenta el peso de la asignacio´n del senti-
do fish#v#2 y su similitud en WordNet3
con el/los sentido/s del role (dobj2, eat-
V4, c2).
3En los experimentos hemos utilizado el nivel del
primer ancestro comu´n
4.3. Restricciones de Sentido
A la vez que aplicamos un modelo, quer-
emos que se seleccione el sentido asociado
a este. Tanto para los roles como para el
nu´cleo del modelo. Para ello se definen dos
conjuntos de restricciones.
Head Sense Disambiguation Este
grupo de restricciones asociara´n el
modelo con el sentido de su nu´cleo:
[csense = s] ∼
100 Orni=1 [cmodel = mi]
∀s ∈ c.sense y donde m1...mn es el
conjunto de modelos de c cuyo sentido
es s
Por ejemplo, la restriccio´n [c2sense =
eat#v#3] ∼100 [c2model = eat-V17]
or [c2model = eat-V52] or [c2model =
eat-V50] dara´ ma´s peso a la asignacio´n
del tercer sentido de eat si alguno de los
modelos asociados a este sentido (eat-
V17, eat-V52, eat-V50) es seleccionado.
Role Sense Disambiguation Este
grupo de restricciones asociara´ el sen-
tido del rol con el objeto que lo instancia:
[csense = r.sense] ∼
w [crole = (r, m, x)]
∀c ∈ Obj donde w es simstatic(obj, role)
Por ejemplo, [c3sense = fish#n#2] ∼
2
[c3role = (dob2, eat-V4, c2)] selec-
cionara´ el segundo sentido de fish si el
objeto c3 instancia el role dobj2 del mo-
delo eat-V4.
4.4. Etiquetado inicial
Dado que el me´todo de relaxation label-
ing es un algorimo iterativo de convergen-
cia local, uno de los para´metros ma´s signi-
ficativos es el estado inicial a partir del cual
empezamos las iteraciones. Heur´ısticamente
hemos inicializado las asignaciones de roles y
modelos de acuerdo con la funcio´n esta´tica
de similitud, mientras que para las relativas
a los sentido hemos utilizado la frecuencia en
Semcor ma´s uno.
5. Experimentos
SENSEVAL proporciona un marco ideal
para la evaluacio´n del WSD. As´ı que para de-
mostrar la flexibilidad y robustez de nuestra
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arquitectura para WSD, decidimos aplicar
nuestro sistema a la tarea English Lexical
Sample del SENSEVAL-II. Esta tarea con-
siste en desambiguar las ocurrencias de 73
palabras4 diferentes (nombres, verbos y adje-
tivos) en un corpus de 4.328 pa´rrafos. Escogi-
mos esta tarea espec´ıfica ya que pensamos
que reducir´ıa el impacto tanto de los errores
en el preproceso, como la falta de modelos
(ya que se proporciona un corpus de entre-
namiento). Adema´s, a diferencia de su equiv-
alente en el SENSEVAL-III, SENSEVAL-II
utiliza directamente los sentidos de WordNet
para los verbos.
Para afrontar esta tarea con nuestro sis-
tema, necesitaremos modelos sinta´cticos que
a la vez contengan informacio´n de los sen-
tidos en WordNet de las palabras a desam-
biguar. Desgraciadamente, en la actualidad,
incluso para el ingle´s existen pocos recursos
de amplia cobertura que proporcionen mod-
elos sinta´ctico-sema´nticos que se puedan vin-
cular a WordNet. Aunque en este sentido
cabe destacar los recientes esfuerzos para vin-
cular recursos como FrameNet y VerbNet con
WordNet (Shi y Mihalcea, 2005).
Por lo tanto, a pesar de su inherente
complejidad, decidimos obtener de manera
automa´tica este tipo de modelos a partir
de corpus. Obtener esta clase de modelos
automa´ticamente presenta mu´ltiples dificul-
tades. Primeramente, la falta de corpus de-
sambiguado o su pequen˜o taman˜o hace dif´ıcil
poder obtener modelos que cubran todos
los sentidos de WordNet o que contemplen
todas las alteraciones diete´ticas o patrones
de subcategorizacio´n que estos puedan pre-
sentar. Adema´s, tanto los me´todos de de-
sambiguacio´n como de ana´lisis sinta´ctico to-
dav´ıa presentan una alta tasa de error que
dif´ıcilmente puedan superar los algoritmos de
aprendizaje.
5.1. Adquisicio´n de Modelos
Para crear nuestros modelos a partir
de corpus etiquetados sema´nticamente uti-
lizamos la misma cadena de proceso que para
la entrada a nuestro sistema (ver seccio´n 2),
obteniendo para cada frase un conjunto de
ana´lisis de dependencias enriquecido con in-
formacio´n sema´ntica del Mcr. En cada frase,
extraeremos para cada palabra las estruc-
turas de rasgos del conjunto de dependencias
directas (p.e. subj / obj / dobj) que llegan a
4Que corresponden a 241 te´rminos multipalabras
esta e interpretaremos estas como los roles de
un nuevo modelo para esta palabra. Debido al
enorme nu´mero de modelos, nuestra primera
aproximacio´n para este experimento ha sido
restringir el uso de los modelos a utilizar a
aquellos en los cuales el nu´cleo sinta´ctico es
una de las palabras a desambiguar.
Los modelos utilizados se generaron a par-
tir de dos corpus de muy diferentes carac-
ter´ısticas. Por una parte, SemCor (Miller et
al., 1993), que en su mayor parte esta´ total-
mente desambiguado pero debido a su esca-
so taman˜o (cerca de 250.000 palabras) tiene
muy poca cobertura, y por otra parte, el pro-
pio corpus de entrenamiento del English Lex-
ical Sample (training) cuyos 8.611 ejemplos
so´lo tienen etiquetado el sentido de la pal-
abra a desambiguar. El cuadro 2 muestra el
nu´mero de modelos para las palabra a de-
sambiguar obtenidos de cada corpus. Cabe
remarcar que aunque se obtengan ma´s mod-
elos de Semcor la distribucio´n de estos mode-
los entre los diferentes sentidos es muy difer-
ente a la del Training. Ya que, mientras que
en el Training los modelos esta´n distribuidos
entre todos los sentidos que aparecen en el
test, en el Semcor se concentra´n solamente





Cuadro 2: Modelos obtenidos
6. Resultados
El cuadro 3 muestra los resultados
(Preciso´n y Recall) obtenidos para el En-
glish Lexical Sample de SENSEVAL-II uti-
lizando los modelos obtenidos a partir de
Semcor y del corpus de entrenamiento de la
propia tarea (Training). Usando los modelos
obtenidos de cada corpus, se realizaron tres
experimentos variando el nivel de sema´nti-
ca utilizado para determinar la bondad de
la instanciacio´n de los roles: sin sema´ntica
(Syntax), utilizando so´lo la posicio´n del sen-
tido en WordNet (Synset) y utilizando toda
la informacio´n asociada a un sentido en el
Mcr. Respecto a los atributos sinta´cticos, re-
stringimos los objetos que pueden instanciar
un rol a aquellos que tienen el mismo tipo
de relacio´n sinta´ctica y la misma preposicio´n
que el propio rol. Esta condicio´n es problable-
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mente demasiado restrictiva y reduce el im-




P R P R
MCR 48.3 26.9 28.3 15.9
Synset 48.2 26.9 27.5 15.5
Syntax 47.9 26.8 27.0 15.2
Cuadro 3: Resultado en Precisio´n y Recall
Utilizando la evaluacio´n del SENSEVAL
con mayor granularidad (coarse) nuestro sis-
tema llega al 59 % de precisio´n (41 % usando
Semcor), creemos que este salto tan inusu-
al es debido a la falta de modelos aplicables
del sentido correcto, sobretodo para Sem-
cor (nuestra formulacio´n fuerza a escoger el
sentido ma´s parecido de entre los que hay
un modelo aplicable). Si para cada frase del
test calculamos si existe un modelo para el
sentido correcto con la misma dependencia-
preposicio´n que la palabra a desambiguar,
podemos establecer que la cota superior a
la que el sistema actual podr´ıa llegar es del
70 %.
Por eso, los resultados obtenidos demues-
tran la validez de la aproximacio´n, aunque
este´n ligeramente por debajo del estado del
arte en WSD. Ma´s aun, podemos valorar
nuestra aproximacio´n como satisfactoria, te-
niendo en cuenta que estamos usando nuestra
formulacio´n sin ningu´n tipo de ajuste (atrib-
utos o funcio´n de similitud) y que los modelos
se han obtenido automa´ticamente (sin ningu´n
tipo de generalizacio´n).
Adema´s el marco en el cual se formal-
iza nuestro sistema (CLP) permite la in-
tegracio´n/combinacio´n de otras fuentes de
conocimiento o procesos (p.e. heur´ısticos uti-
lizando dominios) complementarios a esta
formulacio´n con los que mejorar los resulta-
dos.
7. Limitaciones de los modelos
Los modelos que hemos obtenidos au-
toma´ticamente son limitados, y no siem-
pre permiten construir una representacio´n
sema´ntica adecuada, por ejemplo en el ca-
so de ... clean dental surface ..., la repre-
sentacio´n sema´ntica correspondiente a den-
tal surface queda asociada al sentido de sur-
face. Como consecuencia desambiguaremos
erro´neamente el verbo clean, ya que los mode-
los de clean#v#3 (limpiar la casa) esta´n ma´s
relacionado con limpiar una superficie.
Por otro lado, el prototipo actual so´lo
intregra de una manera superficial el nivel
sinta´ctico con el sema´ntico y por tanto no es
robusto a errores en el ana´lisis sinta´ctico ni
le es posible desambiguar una palabra, si no
tenemos un ana´lisis de dependencias. An˜adi-
endo a nuestro sistemas heur´ısticos de WSD
que no requieran sintaxis (p.e. basados en do-
minios) se ganar´ıa robustez.
En el caso de los modelos obtenidos a par-
tir del Semcor, aunque sema´nticamente ma´s
informativos tambie´n son mucho ma´s espar-
sos con lo que es dif´ıcil superar las inconsi-
tencias o errores de etiquetado en el corpus.
La capacidad de desambiguacio´n del sis-
tema tambie´n depende enormemente de la
informacio´n disponible para discriminar los
sentidos, por lo tanto dif´ıcilmente desam-
biguara´ palabras cuyos sentidos tengan un
comportamiento sinta´ctico parecido y una
representacio´n sema´ntica parecida (p.e. los
cinco sentidos del nombre child).
8. Conclusiones y Trabajo futuro
Hemos demostrado que es posible desar-
rollar arquitecturas ma´s robustas y flexibles,
utilizando problemas de satisfaccio´n de re-
stricciones y que estos pueden ser resuel-
tos de manera razonable utilizando me´to-
dos de optimizacio´n bien conocidos. Adema´s,
el enfoque empleado puede ser extendido
a otros modelos que combinen informacio´n
sinta´ctico-sema´ntica aunque sean diferentes
en su naturaleza y objetivos (p.e. FrameNet).
En este art´ıculo hemos presentado una ar-
quitectura capaz de integrar Semantic Pars-
ing y WSD, y donde ambas tareas pueden
colaborar. Los resultados obtenidos en una
tarea real de WSD (SENSEVAL-II English
Lexical Sample) utilizando modelos adquiri-
dos automa´ticamente muestran la viabilidad
de la propuesta, a pesar de estar lejos todav´ıa
de combinar totalmente estas dos etapas.
Las l´ıneas de trabajo futuro se centrara´n
ba´sicamente en: por un lado, ampliar la inte-
gracio´n entre el Semantic Parsing y el WSD,
utilizando modelos sema´nticos ma´s ricos que
permitan realmente llevar a cabo el Seman-
tic Parsing, y por otro lado, mejorar el pro-
pio sistema, tanto los me´todos de seleccio´n de
los modelos a aplicar como incluyendo otros
me´todos de WSD o explorando como ajustar
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las funciones de similitud.
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