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Introduction
If an experience of a pleasant or disagreeable nature (a feature known as positive or negative valence) occurs in coincidence with an otherwise neutral stimulus, such as an odor plume, it may be that this stimulus is learned as a cue, a predictor, for the desirable or unwelcome outcome. In associative learning, the cue is associated with the valence of its predicted aftermath, so that the previously neutral stimulus is now approached or avoided. This linking requires that some component of the brain's structure or activity is changed by the learning experience: identifying the nature of this plasticity and how it yields the changes in behavior that arise after training is a core goal of neuroscience.
Drosophila has been used as a model for associative learning for nearly half a century [1] : from the anatomical structures [2] , to the cell types [3, 4] and their precise connectivity [5 ,6,7 ] , the physical substrates of memory in flies are being elucidated to finer and finer detail [8,9 ,10 ,11,12 ,13-15] . Anatomy and function have been linked by experiments in which specific neurons are targeted genetically and their firing activity or synaptic release artificially altered, using temperature or light to control the timing of intervention. Within an associative learning paradigm, a neuron can therefore be prevented from functioning: if learning is disrupted, that neuron is likely to play a role. Conversely, if the artificial activation of the neuron can replace some component of the training paradigm, its function in the network is likely to represent that particular component [16] [17] [18] [19] [20] [21] [22] [23] [24] . In parallel with these loss-of-function and gain-of-function experiments, the activity of neurons can be directly monitored using fluorescent calcium indicators. Identifying changes brought about by learning (memory traces) can then point to the location of memory-induced plasticity.
Mushroom body cell types represent the components of learning experiences
A model arises from these experimental approaches [25, 26] : olfactory cues to be learned are represented by activity within sparse subpopulations of the overall array of cholinergic Kenyon cells (KCs) -2000 cells per hemisphere forming the neuropil of the mushroom body [27] [28] [29] . Their downstream partners, output neurons (MBONs), which belong to various anatomically distinct classes using acetylcholine, glutamate or GABA (g-aminobutyric acid) as neurotransmitter, project to the rest of the brain and promote either cue driven approach or repulsion [10 ,12 ,26,30] (Figure 1 ). During learning, dopamine is released to induce plasticity at the synapse between odor-activated Kenyon cells and output neurons [10 ,12 ,31,32 ,33 ]. The presynaptic terminals of different subsets of dopaminergic neurons (DANs), encoding positive or negative valence, occupy distinct, nonoverlapping compartments of the mushroom body neuropil which are precisely matched by the dendritic fields of discrete MBONs (Figure 1) [16,18,19,22,23,34 ,35,36] . Dopamine released from particular DANs alters the efficacy of specific KC-MBON connections, which imposes a skew in the overall drive of the output network 
