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Abstract—We investigate the performance of multi-user
multiple-input-single-output (MU-MISO) downlink in the pres-
ence of the mutual coupling effect at the transmitter. Contrary
to traditional approaches that aim at eliminating this effect, in
this paper we propose a joint analog-digital (AD) beamforming
scheme that exploits this effect to further improve the system
performance. A jointly optimal AD beamformer is firstly ob-
tained by iteratively maximizing the minimum received signal-
to-interference-plus-noise ratio (SINR) in the digital domain,
followed by an optimization on the load impedance of each
antenna element in the analog domain. We further introduce a
decoupled low-complexity approach, with which existing closed-
form beamforming schemes can also be efficiently applied. For
the consideration of hardware imperfections in practice, we
study the case where the analog load values are quantized, and
propose a sequential search scheme based on greedy algorithm
to efficiently obtain the desired quantized load values. Moreover,
we also investigate the imperfect channel state information
(CSI) scenarios, where we prove the optimality for closed-form
beamformers, and further propose the robust schemes for two
typical CSI error models. Simulation results show that with the
proposed schemes the mutual coupling effect can be exploited
to further improve the performance for both perfect CSI and
imperfect CSI.
Index Terms—MIMO, beamforming, mutual coupling, opti-
mization, imperfect CSI.
I. INTRODUCTION
THE widely acknowledged benefits of multiple-input-multiple-output (MIMO) systems have made them a
standard in current and future communication systems. Among
MIMO techniques, transmit processing schemes that can trans-
fer the complexity from the user end to the base stations
(BSs) have been widely studied and adopted in the latest
communication standards [1][2]. In [3], the capacity achieving
dirty paper coding (DPC) has been proposed, which is however
difficult to implement due to the impractical assumption of
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infinite length of codewords and high complexity. To re-
tain the performance benefits of DPC, non-linear techniques
known as Tomlinson-Harashima precoding (THP) and vector
perturbation (VP) have been introduced [4]-[10], which can
offer a close-to-optimal performance. Nevertheless, the so-
phisticated sphere-search algorithms make the non-linear ap-
proaches highly computationally expensive, which makes their
applications prohibitive in practice [11]. Therefore, studies
on low-complexity linear approaches based on zero-forcing
(ZF) have gained research attention and become increasingly
popular [12]-[14]. On the other hand, transmit beamforming
schemes based on optimization have drawn increasing research
attention recently [15]-[17]. One form of the optimization
based beamforming is to minimize the total transmit power
subject to a minimum signal-to-interference-plus-noise-ratio
(SINR) requirement [15]. An alternative downlink beamform-
ing scheme targets at maximizing the minimum SINR subject
to a total transmit power constraint [16]. It has been proven
in [16][17] that these two optimization problems are inverse
problems, and algorithms based on iterative designs and semi-
definite programming (SDP) have been proposed to efficiently
solve the optimization problems. A symbol-level beamforming
scheme is proposed in [18] to further improve the performance
by exploiting the constructive interference.
Many existing beamforming schemes are studied with the
assumption that BSs are equipped with ideal antenna arrays,
where there is no spatial correlation or mutual coupling effect
among antenna elements. This is achieved by antenna arrays
with the antenna spacing larger than half of the carrier wave-
length in practice. Small-scale MIMO BSs such as picocells
or femtocells for heterogeneous networks and small access
points (APs) for the internet of things (IoTs) however, usually
have strict size constraints, which leads to a much reduced
antenna spacing. In such cases, the spatial correlation and
mutual coupling among antenna elements cannot be ignored
[19]-[21]. The effect of the transmit spatial correlation has
been studied experimentally in [20][22], and the analysis of
the correlation effect on the system performance can be found
in [23]-[26]. Designs of the precoders for correlated channels
are studied in [27]-[29]. For the mutual coupling effect, in [30]
the model of mutual coupling matrix is derived analytically
based on a 2× 2 MIMO system and its impact on the system
capacity is also studied. The impact of mutual coupling effect
is further studied in [31]-[34]. In [31], the effect of mutual
coupling on the performance of a beamforming transmission
for MIMO under Rician channel conditions is investigated. In
[32] it is shown that the mutual coupling effect degrades the
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uplink rate performance when the antenna spacing decreases.
The studies in the coupling effect on the channel capacity
with respect to the antenna spacing can be found in [35]-[38].
The above studies show that for the performance of MIMO
systems, the mutual coupling can be beneficial in some cases
while detrimental in some other cases.
To alleviate the performance loss when the mutual coupling
effect is detrimental, a number of compensation techniques
have been proposed [39]-[44]. In [39], the coupling effect
is well alleviated by forming a compensation matrix at the
receiver side, whose effectiveness is validated experimentally.
In [40], a mutual coupling compensation matrix is derived
based on the generalized scattering matrix of the antenna array.
[41] proposes a novel structure to suppress the mutual coupling
effect by adding a U-shaped microstrip, and has tested its ef-
fectiveness. In [42], the mutual coupling effect at low-terahertz
(THz) frequencies is studied, and a mantle cloaking method
is applied to reduce the mutual coupling between strip dipole
antennas. In [43], the calculation of the coupling compensation
matrices is given with the knowledge of active element patterns
or the measurements of spherical mode expansion. Neverthe-
less, it should be noted that most of these existing approaches
apply to specific scenarios and are not from a signal processing
perspective. Moreover, existing studies and techniques on the
coupling effect discussed above are aimed at eliminating and
minimizing this effect. Different from the above approaches,
we introduce a mutual coupling exploitation technique in [45]
based on the constructive interference, where it is shown that
the coupling effect can be beneficial with by use of tunable
antenna loads. Nevertheless, the techniques in [45] only apply
to single-user MIMO systems.
To extend the mutual coupling exploitation to multi-user
transmission, in this paper we propose a joint analog-digital
(AD) optimization-based beamforming scheme which exploits
the mutual coupling effect rather than eliminating this effect.
Different from conventional AD techniques in large-scale
MIMO systems that target at complexity reduction [46]-[49],
the proposed AD beamforming aims to further improve the
performance of compact MIMO systems. In the proposed
beamforming scheme, each antenna element is equipped with
a tunable load (for example a varactor) to facilitate ana-
log processing. In the digital domain, transmit beamforming
schemes are considered, while in the analog domain, the
mutual coupling matrix is controlled by the tunable loads. By
judiciously selecting the value of each antenna load through
an iterative approach, the mutual coupling matrix and the
beamforming vectors are jointly optimized, which leads to an
improved performance. For complexity consideration, we fur-
ther propose a decoupled low-complexity approach to alleviate
the computational burden of the joint scheme, where the digital
beamforming vectors are firstly obtained, based on which the
optimization on the tunable loads is performed. The decoupled
approach also enables the mutual coupling exploitation upon
existing closed-form digital beamforming schemes, where the
resulting optimization is only applied in the analog domain and
the complexity can be further reduced. Furthermore, since in
real systems it may be infeasible to obtain any continuous load
values due to the imperfection in the hardware components,
a more practical case with quantized tunable loads on the
optimization of the mutual coupling is considered, where we
propose a sequential search scheme based on greedy algorithm
to efficiently obtain the desired quantized load values.
Our study is further extended to imperfect CSI, where we
consider both the statistical CSI error model and the norm
bounded CSI error model. By calculating the SINR of the
received symbols, we show that for closed-form beamforming
techniques in the digital domain, the load values obtained with
perfect CSI can be directly applied to imperfect CSI and the
optimality still holds. We then propose the robust schemes
for these two CSI error scenarios, where for the statistical
CSI errors the robust scheme is designed by incorporating
the equivalent noise power, while for the norm bounded CSI
errors the robust scheme is designed by considering the worst-
case SINR. The implementation of the proposed schemes in
practice is also discussed. Simulation results show that both
the joint beamforming scheme and the decoupled beamform-
ing scheme outperform the conventional digital beamforming
schemes with fixed mutual coupling effect, in both perfect
CSI and imperfect CSI scenarios. Accordingly, the profound
conclusion from our work is that, hardware imperfections in
the form of mutual coupling can be beneficial and can be
exploited to further improve the system performance.
For reasons of clarity we summarize the contributions of
the paper as:
1) We construct a joint AD beamforming scheme that
exploits the mutual coupling effect to further improve
the system performance. We formulate the problem into
convex optimization and obtain the optimal beamforming
vectors and load impedance value for each antenna array.
2) We further propose a decoupled scheme to alleviate the
high complexity of the joint scheme, where we first
design the digital-only beamformers and then optimize
the load values. For the case where the load values are
quantized, we propose a sequential search scheme based
on a greedy algorithm to exploit the mutual coupling and
efficiently obtain the solution.
3) We discuss the implementation of the proposed schemes
in practice regarding the decomposition of the CSI, based
on which we analyze the system performance in terms of
the received SINR for imperfect CSI. We show that for
closed-form beamformers, the proposed schemes can be
directly extended to imperfect CSI and the optimality still
holds. We also discuss the impedance tuning techniques
that enable the fast tuning of the load impedances.
4) We propose the robust SINR optimization for imperfect
CSI, where for the statistical CSI errors the robust scheme
is designed by incorporating the equivalent noise power,
and for the norm bounded CSI errors, the worst-case
SINR is considered.
The rest of the paper is organized as follows: Section II
introduces the downlink system model. Section III introduces
the joint AD beamforming scheme, and in Section IV the
decoupled scheme and sequential search scheme are proposed
for practical consideration. Section V presents the acquisition
of the CSI and the imperfect CSI model. The performance
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Fig. 1: Block diagram of the system model
metrics are presented in Section VI, based on which the
optimality of the closed-form beamformers for imperfect CSI
is shown, and in Section VII we propose the robust scheme
for imperfect CSI. Section VIII gives a brief discussion on
the practical implementation of the proposed schemes. Section
IX shows the simulation results and Section X concludes our
paper.
Notations: a, a, and A denote scalar, vector and matrix,
respectively. E {·}, rank (·), (·)H , (·)−1, and tr {·} denote
expectation, rank, conjugate transpose, inverse and trace of
a matrix respectively. |·| represents the modulus, ‖·‖ denotes
the Frobenius norm, and I is the identity matrix. We denote
0 as a zero matrix or vector, and Ik denotes the i-th column
of the diagonal matrix I. Cn×n represents an n × n matrix
in the complex set, and diag (·) denotes the conversion of a
vector into a diagonal matrix. < (·) and = (·) denote the real
and imaginary part of a complex variable, respectively. [R]m,n
denotes the element of the mth row and nth column in R, and
R  0 means that R is Hermitian positive semi-definite.
II. SYSTEM MODEL
A. Downlink System Model
We consider a multiuser MISO downlink system as shown
in Fig. 1, where a BS with Nt antennas each with its own radio
frequency (RF) chain and tunable load communicates with K
single-antenna users simultaneously and we assume K ≤ Nt.
Assuming a transmit beamforming matrix P ∈ CNt×K at the
transmitter, the received signal vector after the channel can
then be obtained as
y = Hx + n = HPs + n, (1)
where s ∈ CK×1 is the symbol vector and for simplicity we
assume each element in s is from a normalized constellation
and E
{
ssH
}
= I. H ∈ CK×Nt is the channel matrix and
n = [n1, n2, ..., nK ]
T is the additive white Gaussian noise
(AWGN) vector that follows the complex Gaussian distribution
with zero mean. By denoting H =
[
hT1 ,h
T
2 , ...,h
T
K
]T
and
P = [p1,p2, ...,pK ], the received signal for the kth user can
be obtained based on (1) as
yk = hkPs + nk = hkpksk + hk
∑
i6=k
pisi + nk. (2)
Based on (2), we can express the received SINR of the kth
user as
γk =
|hkpk|2∑
i6=k
|hkpi|2 + σ2
, (3)
where σ2 is the noise power. Perfect CSI is firstly assumed,
and the effect of imperfect CSI is investigated in the following.
B. Channel Model with Spatial Correlation and Mutual Cou-
pling
We assume a geometric semi-correlated non-line-of-sight
(NLOS) Rayleigh flat-fading channel, where the correlation
and mutual coupling is considered at the transmitter side
[19][20]. We therefore model the 1 × Nt channel vector hk
for the k-th user as
hk = gkAkZ, (4)
where gk ∈ C1×M and M denotes the number of directions of
departure (DoDs). We denote each element in gk as gk (i) and
assume each gk (i) ∼ CN (0, 1), which forms the Rayleigh
component of the channel. The mutual coupling effect is fully
characterized by the mutual coupling matrix Z, which will
be introduced in detail below. Ak ∈ CM×Nt represents the
transmit-side steering matrix containing M steering vectors of
the transmit antenna array. For uniform linear arrays (ULAs),
as assumed in this paper, Ak can be modelled as
Ak =
[
aT (θk,1) , ...,a
T (θk,M )
]T
. (5)
In (5), a (θk,i) ∈ C1×Nt is given by
a (θk,i) =
[
1, ej2pid sin θk,i , ..., ej2pi(Nt−1)d sin θk,i
]
, (6)
where d denotes the equidistant antenna spacing normalized
by the carrier wavelength at the BS. θk,i denotes the angle of
departure (AoDs) and throughout the paper we assume each
θk,i follows a uniform distribution in [−ϕ,ϕ] [19].
Based on [30][33], we can express the mutual coupling
matrix of an antenna array with tunable loads as
Z (zL) = [zA · I + diag (zL)] [Γ + diag (zL)]−1, (7)
where zA denotes the antenna impedance. zL =[
zL1 , zL2 , ..., zLNt
]T
is the tunable load impedance vector
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which we aim to optimize. Γ is the mutual impedance matrix
and can be expressed as
Γ =

zA zm1 zm2 · · · zmNt−1
zm1 zA zm1
. . .
...
zm2 zm1
. . . . . . zm2
...
. . . . . . . . . zm1
zmNt−1 . . . zm2 zm1 zA

. (8)
In (7) and (8), zmk denotes the mutual impedance of two
antenna elements with the distance of kd. In this paper we
assume a uniform dipole antenna array, where the calculation
of the antenna impedance zA and each mutual impedance zmk
can be obtained by the induced electromagnetic-field (EMF)
methods based on d (see Appendix).
III. PROPOSED JOINT BEAMFORMING SCHEME
In this section we introduce the proposed joint analog-digital
beamforming scheme. We note that the joint optimization
can offer a better performance at the cost of relatively high
computational complexity. Therefore, it is more suitable for
low-dimensional problems or as a performance benchmark.
With a tunable load (for example a varactor) employed
for each antenna element, the mutual coupling effect can be
controlled by modifying the value of each load, as observed in
(7). We then jointly optimize the transmit beamformers in the
digital domain and the mutual coupling matrix in the analog
domain, such that the resulting beamforming vectors and load
impedances are jointly optimal, which therefore improves the
system performance. To exploit the mutual coupling effect, we
first rewrite H = DZ, where D is given by
D =
[
dT1 , ...,d
T
k , ...,d
T
K
]T
, (9)
and dk = gkAk. Then, (1) can be rewritten as
y = DZPs + n. (10)
Based on (10) we construct the proposed beamformer P as
P =
1
f
· Z−1W, (11)
where following the formulation of closed-form beamformers
f =
∥∥Z−1W∥∥ is the scaling factor to ensure that the signal
power is not changed after beamforming, and (10) is further
transformed into
y =
1
f
·DWs + n. (12)
As can be observed from (12), with this beamforming structure
the mutual coupling effect can be eliminated in the channel,
while it still has an effect on the system performance, which is
fully characterized by the resulting scaling factor f . Moreover,
the proposed beamforming structure further simplifies the joint
beamforming design, as shown in the following. With the
proposed beamformer, the received SINR for the kth user in
(3) is then transformed into
γk =
|dkwk|2∑
i6=k
|dkwi|2 + f2σ2
, (13)
where W = [w1,w2, ...,wK ] and f can also be seen as
a noise amplification factor. In (13), it is observed that the
received SINR γk is related to both wk and f , and therefore
by jointly optimizing W and selecting the impedance value
for each load, we can maximize the minimum received SINR.
We then formulate the optimization problem as
P0 : max
zL,W
min
k
γk
s.t. < (zLi) ≥ 0, ∀i ∈ I
(14)
where I = {1, 2, ..., Nt}. We note that unlike conventional
SINR balancing problem that contains a power budget in the
optimization constraints, our formulation of the optimization
P0 does not have such an explicit power constraint. This is due
to the introduction of the scaling factor f for the constructed
beamformer in (11), which indeed ensures that the transmit
power is constrained. The constraint on the value of each
zLi is from the fact that in practice the real part of the load
impedances should be positive such that the antenna array can
radiate power [50][51]. Due to the fact that f =
∥∥Z−1W∥∥,
the optimization problem in (14) is not jointly convex in zL
and W, and cannot be directly solved by convex optimization.
Nevertheless, we note that P0 can be transformed into a bi-
convex problem, i.e., it is convex with respect to W when zL
is fixed and vice versa. Therefore, in the following we propose
to optimize W and zL alternately.
A. Solving W when zL is fixed
When zL is fixed, the optimization problem P0 is reduced
to a digital beamforming problem, which can be expressed as
P1 : max
W
min
k
γk
s.t.
∥∥Z−1W∥∥2 = M (15)
where we note that the power constraint is only a temporary
constraint for the SINR balancing sub-problem and indeed in
P1 M can be any arbitrary positive real value. This will not
have an impact on the solution of the original optimization
problem P0 because of the scaling factor f that constrains the
power of the beamformer. It can be observed that, due to the
strict equality constraint, P1 is not convex. To solve P1, we
firstly consider the following SINR balancing beamforming,
which is expressed as
P2 : max
W
min
k
γk
s.t.
∥∥Z−1W∥∥2 ≤M (16)
where we optimize W while Z is fixed. Based on the SINR
expression and [16][17], it is easily observed that the power
constraint for P2 is strictly active when optimality is achieved,
which means that P2 is indeed equivalent to P1 and the
optimal solution to P2 is also optimal for P1. Therefore, in
the following we propose to solve P2 instead. Compared to
conventional SINR balancing problem in [16][17], the SINR
optimization problem here differs in that the power constraint
is on Z−1W instead of W. Thanks to the fact that Z−1 is
regarded as fixed when optimizing W, we can apply existing
algorithms that solve conventional SINR balancing problem
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to solve P2 with zL fixed by either the iterative scheme
in [16] or the bisection search in [17], and we discuss the
initialization of zL in Section III-C below. In this paper, we
employ the bisection search scheme to solve P2 based on the
fact that SINR balancing and power minimization problems
are inverse problems [17]. To be specific, we firstly express
the power minimization problem that corresponds to the SINR
balancing problem P2 as a second-order-cone-programming
(SOCP) problem, given by
P3 : min
W
p0
s.t. Ak (W) ≤ 0, ∀k ∈ K
C (W) ≤ 0
(17)
where K = {1, 2, · · · ,K} and p0 is the power variable to be
optimized for the corresponding power minimization problem.
Ak (W) is given by
Ak (W) =
∥∥WHDHIk∥∥+σ−√1 + 1
γ0
· [DW]k,k, ∀k ∈ K,
(18)
where we have assumed that [DW]k,k > 0. C (W) is given
by
C (W) =
∥∥Z−1W∥∥− p0. (19)
In (18), γ0 is the SINR target for the power minimization
problem P3 and we further denote the power minimization
problem as P3 (γ0). P3 is an SOCP problem and can be
efficiently solved by standard SOCP solvers or interior point
methods.
As the SINR balancing optimization P2 and power opti-
mization problem P3 (γ0) are inverse problems, we can solve
P2 by iteratively solving the corresponding power optimization
problems for different SINR requirement γ0. Due to the
inversion property, if P3 (γ0) = M , then its solution will be
optimal for P2 [17]. We then present the following algorithm
to efficiently solve P2, summarized below in Algorithm 1,
where γmin and γmax define the range of SINRs.
Algorithm 1 Bisection Search Algorithm for Solving P2
input : D, Z−1, γmax, γmin, M
output : W
repeat
γ0 ← γmax+γmin2
pˆ0 = P3 (γ0)
if pˆ20 ≤M then
γmin ← γ0
else
γmax ← γ0
end if
until pˆ20 = M
B. Solving zL when W is fixed
When W is fixed, P0 is transformed into
P4 : max
zL
min
k
γk
s.t. < (zLi) ≥ 0, ∀i ∈ I
f =
∥∥Z−1W∥∥ (20)
Then, based on the expression of γk in (13), it is observed that
the noise amplification factor f is the only variable when W
is fixed. Therefore, P4 is equivalent to minimizing the noise
amplification factor f and can be further transformed into
P5 : min
zL
∥∥Z−1W∥∥
s.t. < (zLi) ≥ 0, ∀i ∈ I
(21)
where we optimize each load value zLi to minimize f . To
solve (21), we firstly study the inverse of the mutual coupling
matrix Z−1. Based on (7), Z−1 is obtained as
Z−1 =
{
[zA · I + diag (zL)] [Γ + diag (zL)]−1
}−1
= [Γ + diag (zL)] · diag (zT ) ,
(22)
where
zT =
[
1
z1
,
1
z2
, ...,
1
zNt
]T
, zi = zA + zLi . (23)
By expanding (22), we have
Z−1 =

1
zm1
z2
zm2
z3
· · · zmNt−1zNt
zm1
z1
1
zm1
z3
. . .
...
zm2
z1
zm1
z2
. . . . . . zm2
zNt
...
. . . . . . . . . zm1
zNtzmNt−1
z1
· · · zm2zNt−2
zm1
zNt−1
1

.
(24)
Then, by denoting
zm1
zi
= θi, (25)
Z−1 in (22) can be further decomposed into
Z−1 = BΘ + I, (26)
where Θ = diag (θ1, θ2, ..., θNt) and the matrix B is given as
B =

0 1
zm2
zm1
· · · zmNt−1zm1
1 0 1
. . .
...
zm2
zm1
1
. . . . . . zm2
zm1
...
. . . . . . . . . 1
zmNt−1
zm1
· · · zm2zm1 1 0

. (27)
As for the constraint < (zLi) ≥ 0, based on (23) and (25) we
can express the load impedance zLi as
zLi =
zm1
θi
− zA. (28)
Then based on (28), the constraint in P5 can be further
transformed into
<
(
zm1
θi
)
≥ < (zA)
⇒ < (θi)< (zm1) + = (θi)= (zm1)‖θi‖2
≥ < (zA)
⇒ < (θi)< (zm1) + = (θi)= (zm1) ≥ ‖θi‖2< (zA)
(29)
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which is also convex, where we note that a practical antenna
has < (zA) > 0 [33]. Therefore, by substituting (26) and (29)
into P5, the optimization problem is finally formulated as
P6 : min
Θ
‖BΘW + W‖2
s.t. < (θi)< (zm1) + = (θi)= (zm1) ≥ ‖θi‖2< (zA) ,∀i ∈ I
(30)
which is a least-squares problem and can be efficiently solved
with convex optimization tools. Then, each zLi can be ob-
tained by (28) and the resulting optimal mutual coupling
matrix is obtained as
Z∗ = (BΘ∗ + I)−1. (31)
C. Joint Iterative Algorithm
Based on the above, the proposed joint analog-digital beam-
former can be obtained by alternately optimzing W and
zL until convergence or a maximum number of iterations
is reached. We then summarize the algorithm for the joint
scheme in Algorithm 2, where z0L is the initial load impedance
vector, and Nmax is the maximum iteration number. δ is
a variable that represents the convergence accuracy, which
is defined as δ =
∥∥W(n+1) −W(n)∥∥ (or equivalently δ =∥∥Z(n+1) − Z(n)∥∥). δth defines the accuracy threshold.
Algorithm 2 Joint Iterative Algorithm for Solving P0
input : D, z0L, Nmax, δth
output : W∗, Z∗
n = 0
Z0 = Z
(
z0L
)
, W0 = 0
while n ≤ Nmax and δ ≥ δth do
Obtain W(n+1) by Algorithm 1 with Z(n)
Obtain Z(n+1) by solving P6 with W(n+1)
δ =
∥∥W(n+1) −W(n)∥∥
n = n+ 1
end while
W∗ = W(n), Z∗ =
(
BΘ(n) + I
)−1
.
Convergence: It is observed in Algorithm 2 that for
each iteration the two sub-problems have the same objective
function P0 and are transformed into equivalent problems P2
and P4. Moreover, the sub-problem P2 to obtain W(n) and
the sub-problem P4 to obtain Z(n) are optimally solved by
Algorithm 1 and P6 for that iteration, respectively. Therefore,
Algorithm 2 is guaranteed to converge [52][53], and it is easy
to observe that when the global optimum is reached, f∗ = M .
More importantly, it is found that the convergence speed of
the proposed joint algorithm is fast, which is shown below in
Fig. 2, where we plot the value of both f and δ with respect
to the iteration number n and for simplicity we assume that
M = 1. ‘SB A-D Joint’ denotes the proposed joint AD SINR
balancing optimization. In Fig. 2, the initial load impedance
vector z0L is zLi = 50Ω, ∀i ∈ I, γmin = 0, and γmax is
selected as γmax =
max(‖hk‖2)
σ2 . It can be observed that the
proposed algorithm is convergent within n = 4 iterations.
iteration number n
1 2 3 4 5 6
f
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
1.05
1.1
SB A-D Joint
(a) Value of f
iteration number n
1 2 3 4 5 6
va
lu
e 
of
 δ
10-3
10-2
10-1
100
101
SB A-D Joint
(b) Value of δ
Fig. 2: Convergence speed of the joint iterative scheme, Nt =
K = 4, Nmax = 6, δth = 10−2
IV. LOW-COMPLEXITY AD BEAMFORMING AND DEALING
WITH QUANTIZED ANALOG LOADS
In this section, based on the proposed joint beamform-
ing scheme in Section III, we further propose two practical
beamforming schemes to exploit the mutual coupling effect.
First we explore a low-complexity alternative to the joint
optimization above. We then focus on the practical case where
only quantized versions of the analog loads are available,
and present a practical scheme for the analog beamforming
optimization.
A. Decoupled Low-Complexity Beamforming Scheme
Due to the fact that Z−1 and W need to be updated alter-
nately, the proposed joint scheme above involves considerable
computational complexity. Therefore in this section, a more
practical decoupled low-complexity scheme is introduced,
where the digital beamformer is firstly obtained, followed
by the optimization on each load impedance. Furthermore,
we note that in practice closed-form beamforming schemes
such as ZF and regularized (RZF) are widely applied due to
their complexity benefits. While the joint AD beamforming
scheme in Section III does not directly apply to closed-form
beamforming approaches, the decoupled scheme in this section
enables the combination of mutual coupling exploitation with
such closed-form schemes, which leads to much reduced
computational complexity.
For the proposed decoupled scheme, we first construct the
proposed beamformer P as in (11), and we further denote
Wd as the digital beamformer for the decoupled scheme. Wd
is firstly obtained with conventional digital schemes, and we
then design zL to minimize the noise amplification factor f .
The decoupled beamforming scheme is then summarized in
Algorithm 3 below.
With the proposed decoupled approach, the computational
complexity is greatly reduced, while it will be observed
that for SINR balancing beamforming there is only a slight
performance loss compared to the joint approach.
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Algorithm 3 Decoupled AD Beamforming Scheme
input : D
output : W∗d, Z
∗
Obtain
{
W∗d by P2 with Z = I, for SINR balancing
W∗d = D
H
(
DDH
)−1
, for closed− form ZF
Obtain Z∗ by solving P6 with the obtained W∗d
B. Sequential Search Scheme for the Optimization with Quan-
tized Loads based on Greedy Algorithm
While in the above sections we have considered the realistic
constraint for the varactors where < (zLi) ≥ 0, ∀i ∈ I, this
constraint is from the perspective of enabling the radiation
of the antenna array. In the above optimization problems, it
can be observed that we have assumed that each zLi can
have any arbitrary continuous values, which means that infinite
precision of the varactors is assumed. This assumption may not
be feasible, since hardware components with finite precision
are used in the practical implementation. Therefore, in this
section we consider the mutual coupling exploitation with
quantized tunable loads. In this case, the constraint for the
tunable load is modified into
zLi ∈ S, ∀i ∈ I, (32)
where S is the set of quantized load values with a finite
number. For the quantization-based beamforming scheme, the
optimization problem P5 in (21) for zL can be reformulated
as
P7 : min
zL
∥∥Z−1W∥∥
s.t. zLi ∈ S, ∀i ∈ I
(33)
We denote each potential load value in S as zcandk , and we
further denote DR and DI as the total number of potential
values for the real and imaginary part of each zcandk ∈ S
respectively. Then, the cardinality of S can be obtained as
card (S) = DRDI = D. (34)
Then, each zcandk ∈ S can be further expressed as
< (zcandk ) ∈ {zRE1 , zRE2 , ..., zREDR} ,
= (zcandk ) ∈ {zIM1 , zIM2 , ..., zIMDI } , (35)
where the quantized potential load values zREp and z
IM
q in
(35) can be obtained as
zREp =
p ·Rupper
DR
, ∀p ∈ {1, 2, ..., DR} ;
zIMq = Ilower +
q · (Iupper − Ilower)
DI
, ∀q ∈ {1, 2, ..., DI} .
(36)
In (36), Rupper denotes the upper bound for the real part of
each zcandk ∈ S where we note that the lower bound for the
real part is 0 as seen in (14), while Ilower and Iupper denote
the lower bound and upper bound for the imaginary part of
zcandk ∈ S. We note that here we also constrain the imaginary
part of each zLi in a finite range for practical consideration.
It is then observed that to obtain the optimal quantized
load vector, an exhaustive search over a total number of D
possible load values is required for each antenna, which is
highly computationally expensive, especially when the number
of antennas Nt is large or the cardinality of S is large. There-
fore, in this section we propose a low-complexity sequential
search scheme based on a greedy algorithm, where for the
load impedance of each antenna element, we sequentially
select the load value that provides the highest performance
improvements, which is achieved by selecting the load value
that generates the lowest value of f , while assuming the loads
on other antenna elements are fixed. The proposed scheme
is then summarized in Algorithm 4, which can be applied
upon the joint scheme in Section III-C or the decoupled
scheme in Section IV-A to efficiently obtain the load value for
each antenna element, when the considered tunable loads are
quantized and the exhaustive search scheme is too complicated
to be implemented.
Algorithm 4 Sequential Search Scheme for Quantized Loads
based on Greedy Algorithm
input : z0L, S, W
output : Z∗
Obtain Z0 with z0L by (7), and f0 =
∥∥Z−10 W∥∥
for m = 1 : Nt do
zt = z
0
L (m), zL = z
0
L
for n = 1 : D do
zL (m)← zcandn
Obtain Z with zL by (7), and f =
∥∥Z−1W∥∥
if f < f0 then
f0 ← f , zt ← zcandn
end if
end for
zL (m)← zt
end for
Obtain Z∗ with zL by (7)
Furthermore, to numerically show the complexity benefits
of the proposed scheme, we firstly express the total number
of possible load combinations to visit for both the exhaustive
search scheme and the proposed sequential search scheme,
obtained as
Nexhaustive = D
Nt = (DRDI)
Nt ,
Nsequential = DNt = DRDINt.
(37)
An illustrative example is then presented in Table I below with
some typical values of the antenna number and quantization
level, and we can observe a significant complexity gain for the
proposed sequential search scheme, compared to the exhaus-
tive search scheme which is of high complexity.
V. ESTIMATION OF D AND THE IMPERFECT CSI MODEL
A. Estimation of D
We observe that the BS needs to estimate D to perform
the proposed schemes. In this paper, we assume CSI can be
obtained by the BS with channel estimation techniques based
on the duplex mode. Nevertheless, with channel estimation
schemes we can only obtain H = DZ. Therefore, firstly
we need to extract D from DZ to facilitate the proposed
schemes. We note that the mutual impedance matrix Γ is
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Exhaustive Search Scheme
Antenna Number
Quantization Level
2 4 6 8 10
4 256 6.6× 104 1.7× 106 1.7× 10 1× 108
8 6.6× 104 4.3× 109 2.8× 1012 2.8× 1014 1× 1016
16 4.3× 109 1.8× 1019 8× 1024 7.9× 1028 1× 1032
Sequential Search Scheme
Antenna Number
Quantization Level
2 4 6 8 10
4 16 64 144 256 400
8 32 128 288 512 800
16 64 256 576 1024 1600
TABLE I: Number of load combinations to visit for the
exhaustive search and proposed sequential search scheme
only dependent on the array structure and does not change
with varying channel states, and further Γ is typically known
to the BS either by the induced EMF method or other
experimental measurements such as boundary-value approach
and transmission-line method [33]. Before data transmission,
we can firstly set each load impedance to a specific reference
value, for example zLi = 50Ω, ∀i ∈ I, and we denote the
resulting load impedance vector as z0L and the mutual coupling
matrix as Z0. Then, the BS obtains the estimate of the channel
H with z0L. With z
0
L and further Z0 known to the BS, D can
be extracted from DZ0 and expressed as
D = HZ−10 . (38)
Then, the proposed schemes can be applied during data
transmission.
B. Imperfect CSI Model
In practical wireless communication systems, there exist
errors in obtaining the CSI. In this paper, we consider two
typical CSI error models, which correspond to the time divi-
sion duplex (TDD) mode and the frequency division duplex
(FDD) mode, respectively.
1) Statistical CSI Error Model: For the TDD mode, the CSI
can be directly obtained at the transmitter using reciprocity and
is subject to noise errors, as discussed in [53] and the refer-
ences therein. For this case, the MMSE channel estimation is
employed with an orthogonal training method as described in
[54], and we assume the channel remains constant within a
time slot. Then, the imperfect channel model with statistical
CSI errors can be obtained as
H = α ·
(
Hˆ + E
)
+ Q, (39)
where H = DZ represents the channel at transmission and
Hˆ = DˆZ is the estimated channel. In (39), α is known as
a correlation factor and Q is a delay error matrix, where
the elements in Q are i.i.d. random variables that follow
CN (0, 1− α2). E is the estimation error matrix with each ele-
ment ei,j ∼ CN (0, η), ∀i ∈ {1, 2, ...,K}, ∀j ∈ {1, 2, ..., Nt},
and η is given by
η = β ·
(
1
σ2
)−1
, (40)
where β is the inverse proportionality coefficient, with ρ = 1σ2
being the transmit SNR. In (39) and (40), α = 1 and β = 0
models the perfect CSI.
Based on the previous discussion we need to extract D from
H to perform the proposed schemes, and then with (38) and
the imperfect CSI model in (39) we can express D as
D = α ·
(
Dˆ + EZ−1
)
+ QZ−1
= α · Dˆ + (α ·E + Q) Z−1.
(41)
2) Norm Bounded CSI Error Model: When the system is
operating in FDD mode, the norm bounded CSI error model
is prevalently considered to model the inaccuracy caused by
quantization in limited feedback [55][56]. Then, after the
estimation of D with the approach introduced in Section V-A,
the norm bounded CSI error model can be expressed as: for
each user k,
dk = dˆk + ek, ∀k ∈ {1, 2, ...,K} . (42)
Similar to [55][56], the channel uncertainty can be considered
as bounded by a spherical region, expressed as
Dk :=
{
dˆk + ek | ‖ek‖ ≤
√
δk
}
, ∀k ∈ {1, 2, ...,K} ,
(43)
where δk is the channel inaccuracy coefficient that defines the
radius of Dk.
VI. PERFORMANCE METRICS AND THE OPTIMALITY FOR
CLOSED-FORM BEAMFORMERS
In this section, the received SINR and resulting sum rate are
firstly shown under perfect CSI. Subsequently, for the case of
imperfect CSI, by calculating the SINR of the received sym-
bols we show that for closed-form beamforming techniques,
the load values obtained by perfect CSI are also optimal.
A. Perfect CSI
With perfect CSI, the received SINR of user k for SINR
balancing can be obtained by (13), based on which the
achievable sum rate can be obtained as
R =
K∑
k=1
log2 (1 + γk). (44)
We then proceed to calculate the received SINR for imperfect
CSI, where we employ the statistical CSI error model as an
example, and the extension to the norm bounded CSI can be
similarly obtained.
B. Imperfect CSI - Statistical CSI Errors
Based on (1)(41), when the proposed scheme is applied with
the statistical CSI errors, the received signal vector yˆ can be
expressed as
yˆ = Hxˆ + n
=
[
α · Dˆ + (α ·E + Q)Z−1
]
Z · 1
fˆ
Z−1Wˆs + n
=
α
fˆ
· DˆWˆs + 1
fˆ
· (α ·E + Q) Z−1Wˆs + n,
(45)
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where Wˆ can denote Wˆ∗ or Wˆ∗d. It is observed from (45) that
in the presence of statistical CSI errors, each receiver needs
to rescale the received signal by fˆα , and the resulting received
symbol vector can be expressed as
rˆ = DˆWˆs +
(
E +
1
α
·Q
)
Z−1Wˆs +
fˆ
α
· n. (46)
The second term in (46) acts as an additional noise that is
introduced by the imperfect CSI. We then define the equivalent
noise term as
nˆ =
(
E +
1
α
·Q
)
Z−1Wˆs +
fˆ
α
· n. (47)
Based on the derivation in [57], it is shown that the distribution
of nˆ conditioned on Dˆ and s is i.i.d. Gaussian with zero mean,
i.e. nˆ ∼ CN (0, υ · I), with the equivalent noise power given
by
υ =
[
η +
(
1− α2)
α2
]
· fˆ2 + fˆ
2σ2
α2
=
fˆ2
α2
[
α2η +
(
1− α2)+ σ2] ,
(48)
where we note that xˆ = 1
fˆ
· Z−1Wˆs is normalized, and
therefore we have ‖xˆ‖2 = 1 and further
∥∥∥Z−1Wˆs∥∥∥2 = fˆ2. It
is observed that the derivation in (45)-(48) is independent of
the beamforming schemes applied in the digital domain. Then,
we can express the resulting received SINR for the k-th user
with statistical CSI errors as
γˆk =
∣∣∣dˆkwˆ∗k∣∣∣2∑
i6=k
∣∣∣dˆkwˆ∗i ∣∣∣2 + fˆ2α2 [α2η + (1− α2) + σ2] , (49)
and the achievable sum rate can be obtained by (44) based on
γˆk. Based on the observation in (49), we note the optimality
of the proposed AD schemes for closed-form beamforming
schemes with imperfect CSI, where in such case, each wˆ∗i ,
∀i ∈ {1, 2, ...,K} in (49) is only dependent on the CSI and is
fixed. Then, the received SINR of the k-th user with statistical
CSI errors is only relevant to the noise amplification factor fˆ .
Therefore for the proposed analog beamforming schemes that
minimize the noise amplification factor fˆ , the power of the
equivalent noise vector nˆ for the imperfect CSI scenarios is
also minimized, which means that the solutions obtained with
perfect CSI are also optimal for the case of statistical CSI
errors, and the proposed schemes can be directly extended to
such cases.
C. Imperfect CSI - Norm Bounded CSI Errors
When the CSI errors are norm bounded, the optimality
trivially applies to the case where closed-form beamformers
are employed in the digital domain. In such case, instead
of obtaining the exact analytical expression, we can obtain
the lower bound of the received SINR based on a similar
derivation in (45)-(48), expressed as
γˆk ≥
∣∣∣dˆkwˆ∗k∣∣∣2∑
i6=k
∣∣∣dˆkwˆ∗i ∣∣∣2 + fˆ2σ2 + δk = γˆ
lower
k . (50)
VII. ROBUST DESIGN FOR SINR OPTIMIZATION
In this section and based on the previous equivalent noise
power analysis, the robust design for SINR optimization with
imperfect CSI is proposed, where we propose the robust
scheme for the statistical CSI error model and the norm
bounded CSI error, respectively.
A. Robust Design - Statistical CSI Errors
Based on the derivation in (45)-(48), the received SINR with
statistical CSI errors can be regarded similar to the perfect CSI
case with an equivalent noise term nˆ. It is further noted that
the power of nˆ is independent of the mutual coupling matrix
Z. Therefore, for the robust SINR balancing optimization with
statistical CSI errors, instead of applying the noise power of
n, we apply the power of the equivalent noise nˆ for Ak (W)
in (18), and we then obtain Aˆk (W) as
Aˆk (W) =
∥∥WHDHIk∥∥+ σˆ −√1 + 1
γ0
· [DW]k,k, (51)
where σˆ denotes the power of the equivalent noise nˆ before
rescaling and can be obtained based on (48) as
σˆ =
√
1
α2
[α2η + (1− α2) + σ2]. (52)
Then, by substituting Aˆi (W) obtained in (51) into the opti-
mization problems P3, the robust SINR balancing optimization
with statistical CSI errors can be solved.
B. Robust Design - Norm Bounded CSI Errors
For completeness, we then consider the robust SINR beam-
forming with norm bounded CSI errors. Similar to the case of
perfect CSI, we still construct the beamformer as
P =
1
fˆ
· Z−1Wˆ. (53)
Then, we note that the solution of SINR optimization for im-
perfect CSI is equivalent to solving a sequence of power min-
imization problems by the bisection search scheme [58][59].
Accordingly, in the following we focus on solving the cor-
responding robust power minimization problem for imperfect
CSI, and the optimal beamforming vectors for SINR balancing
can be obtained via the bisection search in Algorithm 1.
With P given by (53), fˆ =
∥∥∥Z−1Wˆ∥∥∥ is equal to the
square root of the total transmit power for the corresponding
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power minimization problem. Then, we can express the power
optimization problem as
P8 : min
zL,Wˆ
p
s.t. p ≥
∥∥∥Z−1Wˆ∥∥∥2
|dkwˆk|2∑
i6=k
|dkwˆi|2 + σ2
≥ γ0, ∀dk ∈ Dk
(54)
Note that the optimization problem P8 contains infinite num-
ber of constraints and is difficult to be directly solved. In the
following we firstly assume that zL is fixed and we focus
on solving Wˆ, and the optimization on zL directly follows
Section III and IV. For the uncertainty region Dk, we define
the worst-case received SINR for user k as
S˜INRk = min
dk∈Dk
|dkwˆk|2∑
i6=k
|dkwˆi|2 + σ2
, (55)
and the optimization problem P8 is equivalent to
P9 : min
Wˆ
p
s.t. p ≥
∥∥∥Z−1Wˆ∥∥∥2
S˜INRk ≥ γ0, ∀dk ∈ Dk
(56)
By the definition of S˜INRk and Dk, and by denoting
Tk =
1
γ0
wˆkwˆ
H
k −
∑
i6=k
wˆiwˆ
H
i , (57)
the constraint that S˜INRk ≥ γ0 can be further transformed
into: for ∀ekeHk ≤ δ2k,
dkTkd
H
k − σ2 ≥ 0
⇒
(
dˆk + ek
)
Tk
(
dˆk + ek
)H
− σ2 ≥ 0
⇒ ekTkeHk + ek
(
Tkdˆ
H
k
)
+
(
Tkdˆ
H
k
)H
eHk + dˆkTkdˆ
H
k
− σ2 ≥ 0
(58)
Lemma: S-procedure [60]: Let T ∈ CNt×Nt be a complex
Hermitian matrix, b ∈ CNt×1 and a scalar c. For a vector
v ∈ C1×Nt , the following condition
vTvH + vb + bHvH + c ≥ 0, ∀‖v‖2 ≤ r2 (59)
is true if and only if there exists a non-negative value t such
that
U =
[
T + t · I b
bH c− t · r2
]
(60)
is positive semi-definite.
Then, by employing the S-procedure, (58) can be trans-
formed into a positive semi-definite form, expressed as[
Tk + tk · I TkdˆHk
dˆkT
H
k dˆkTkdˆ
H
k − σ2 − tkδk
]
 0,∀k ∈ K (61)
where tk ≥ 0 is introduced as an auxiliary variable and K =
{1, 2, ...,K}. Then, by defining Xk = wˆkwˆHk ,
∥∥∥Z−1Wˆ∥∥∥2
can be transformed into∥∥Z−1W∥∥2
= tr
{
Z−1WWH
(
Z−1
)H}
= tr
{
Z−1 [wˆ1, wˆ2, ..., wˆK ] [wˆ1, wˆ2, ..., wˆK ]
H(
Z−1
)H}
=
K∑
k=1
tr
{
Z−1Xk
(
Z−1
)H}
.
(62)
Then, with (61) and (62), P9 can be recast as
P10 : min
Xk,tk
p
s.t. p ≥
K∑
k=1
tr
{
Z−1Xk
(
Z−1
)H}
Tk =
1
γk
Xk −
∑
i6=k
Xi, ∀k ∈ K[
Tk + tk · I TkdˆHk
dˆkT
H
k dˆkTkdˆ
H
k − σ2 − tkδ
]
 0, ∀k ∈ K
tk ≥ 0, Xk  0, rank (Xk) = 1, ∀k ∈ K
(63)
By dropping the rank constraint rank (Xk) = 1, P10 becomes
an SDP problem and can be efficiently solved with existing
optimization tools. Furthermore, it has been shown in [56] that
the optimal solution obtained always satisfies rank (X∗k) = 1,
when the uncertainty bound δk is small. In this case, the
exact optimal solution for the original problem P9 can be
obtained by employing the eigenvalue decomposition. On the
other hand, if rank (X∗k) > 1, randomization techniques in
[61] or rank reduction approaches in [62] are widely adopted
to obtain a feasible rank-one solution.
Specifically, for the conventional case where the mutual
coupling matrix is fixed, we note that due to the fact that
hk = dkZ, (64)
then based on (42) we have
hk =
(
dˆk + ek
)
Z = hˆk + ekZ
= hˆk + eˆk,
(65)
where eˆk denotes the channel error vector for fixed mutual
coupling. Then, based on the sub-multiplicativity of the norm,
we can further obtain
‖eˆk‖ = ‖ekZ‖ ≤ ‖ek‖ · ‖Z‖ ≤
√
δk · ‖Z‖ =
√
δˆk. (66)
Therefore, for the conventional case with fixed mutual cou-
pling, the optimal beamforming vectors are obtained by solv-
ing P10 with δˆk in (66), which guarantees that the SINR
requirement is met.
Then, after the digital beamformers are obtained via the
bisection search scheme with Algorithm 1, the optimization
on zL can be applied by incorporating P10 into the joint and
decoupled beamforming scheme, respectively. For the joint
beamforming scheme in Algorithm 2, Wˆ(n+1) within each
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iteration is obtained by solving P10 with the fixed mutual
coupling matrix Z(n) and δk in (43), where we note that an
iterative design is still needed. As for the decoupled scheme,
the digital beamforming vectors are firstly obtained by solving
P10 with Z = I, and then the optimal load values that
minimize the total transmit power are obtained by solving P6.
In the case of quantized analog load values, the sequential
search scheme of Section IV. B can be applied directly to
the robust schemes here. With the above approaches, the
robust SINR beamforming with mutual coupling exploitation
for norm bounded CSI errors can be solved.
VIII. PRACTICAL IMPLEMENTATION ASPECTS
Based on the derivation of the proposed techniques, it can be
observed that inline with typical beamforming techniques, the
proposed schemes require the knowledge of CSI to perform the
optimization. Throughout the derivation in Section III and IV
we assume perfect CSI is known at the BS, while the extension
to imperfect CSI is also discussed in the previous section.
Moreover, it is observed that different from some beam-
forming schemes that require a symbol-by-symbol adaptation
[14][18][63], the proposed optimization based beamforming
schemes are independent of the transmit symbol vector.
Still, the proposed schemes require the adaptation of each
load impedance zLi dependent on the variation of the channels.
Therefore, adaptive impedance tuning approaches are neces-
sary. It has been shown in [64] and the references therein that
varactor technologies that support adaptive impedance tuning
can be divided into 3 categories: semiconductor-based varactor
diodes, microelectromechanical system (MEMS) varactors,
and ferroelectric-based varactors. Specifically, semiconductor-
based varactor diodes and ferroelectric-based varactors can
support the tuning speed as fast as 1-100 ns. An adaptive
matching network is then introduced in [64] based on an
automated impedance tuning unit with ferroelectric varactors,
which can be applied to facilitate the proposed schemes.
Moreover, the application of electronically steerable parasitic
array radiators (ESPARs), where the radiation patterns are
formed by changing the values of each load impedance [65]-
[69] on a symbol-by-symbol basis, has further supported the
implementation of the proposed schemes.
Therefore, based on the above the proposed schemes can be
applied in practice and are mostly suitable for slow or quasi-
static fading channels, where the channels change slowly.
IX. NUMERICAL RESULTS
To evaluate the performance of the proposed beamforming
schemes, in this section numerical results based on Monte
Carlo simulations for the proposed schemes are presented.
Since we have assumed [DW]i,i > 0, ∀i ∈ I in (18), the
obtained beamformers can be directly applied to evaluate the
bit-error-rate (BER) performance. The system is operating
at 2.6GHz and QPSK modulation is applied for the BER
evaluation. The simulated channel is based on equations (4)-
(6) and the semi-correlated channel is assumed with M = 50
DoDs and ϕ = pi/8. We assume a fixed antenna spacing at
the transmitter and d = 0.25 which is equivalent to d = λ/4.
The initial load impedance vector z0L is zLi = 50Ω, ∀i ∈
{1, 2, ..., Nt}. For the case of quantized load values, we as-
sume Rupper = 100Ω, Ilower = −100Ω, and Iupper = 100Ω
respectively throughout the simulations. For the digital SINR
balancing optimization, γmin = 0 and γmax is selected as
γmax =
max(‖hk‖2)
σ2 . The above parameters remain unchanged
throughout the simulations unless otherwise stated. For clarity,
the following abbreviations are used throughout the simulation
results:
1) “SB with MC”: conventional digital-only SINR balancing
beamforming with fixed mutual coupling effect;
2) “SB no MC”: conventional digital-only SINR balancing
beamforming assuming no mutual coupling effect;
3) “SB A-D Joint”: the proposed joint scheme for SINR
balancing with continuous load values;
4) “SB A-D Decoupled”: the proposed decoupled scheme
for SINR balancing with continuous load values;
5) “SB A-D Sequential”: the proposed sequential search
scheme for SINR balancing with quantized load values;
6) “SB A-D Exhaustive”: the exhaustive search scheme for
SINR balancing with quantized load values.
For comparison in the numerical results we also present the
simulation results for the ZF based scheme, where we note
that ZF scheme can only be applied to the decoupled scheme,
and the abbreviations for ZF based beamforming are denoted
in a similar way.
A. Perfect CSI
Fig. 3 compares the BER performance of the proposed
schemes and conventional digital schemes under perfect CSI. It
is observed that for both ZF and SINR balancing, conventional
schemes with fixed mutual coupling achieve the worst BER
performance. For the proposed AD scheme, the joint beam-
forming achieves the best BER performance with the highest
complexity, as the load impedances and the beamforming
vectors are jointly optimized. For the decoupled approach,
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Fig. 3: BER with respect to the transmit SNR, Nt = K = 4,
QPSK, perfect CSI
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while its performance is worse than the joint scheme, it is
still superior to the conventional cases with fixed mutual
coupling and without mutual coupling. Moreover, in line
with existing results, beamforming schemes based on SINR
balancing achieve better performance than ZF.
Fig. 4 shows the BER performance with respect to the
quantization level at SNR=20dB when quantized loads are
employed, where for simplicity we assume DR = DI . When
DR = DI = 1, the case with quantized loads is identical to the
case with fixed mutual coupling. For both ZF and SINR bal-
ancing beamforming, it is shown that mutual coupling can be
beneficial with quantized tunable loads. More importantly, we
have observed that for the considered scenario, the proposed
sequential search scheme achieves a similar performance to the
exhaustive search scheme, with greatly reduced complexity,
where we note that the complexity for the exhaustive search
is too high to simulate when the quantization level is larger
than 4. It is also observed that with a larger quantization level
and the resulting larger size of S, the performance is improved
and approaches the performance of the decoupled schemes.
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Since the mutual coupling effect is highly relevant to the
antenna spacing, in Fig. 5 we compare the BER performance
with the increase in the normalized antenna spacing d. As can
be observed, with a smaller antenna spacing, the performance
gain of the proposed scheme with mutual coupling exploitation
over the case with fixed mutual coupling is more significant,
which is due to the increased mutual coupling effect that
can be further exploited. Moreover, for all schemes, we have
observed that the BER performance is improved with a larger
antenna spacing, which is due to the reduced spatial correlation
effect.
Fig. 6 shows the achievable sum rate for different beam-
forming schemes, where the channel sum capacity is given
as
C = E
{
sup
G∈A
log2
[
det(I +
1
σ2
HHGH)
]}
(67)
where sup denotes the supremum function and A is the set
of diagonal K × K matrices with nonnegative elements to
ensure tr (G) = 1. When equal transmit power allocation is
assumed, G = (1/K) · I. We note that (67) is only employed
to obtain the channel sum capacity for comparison, and the
sum rate of the proposed schemes and ZF-based scheme can
be obtained by (44) based on the received SINR. It can be seen
from Fig. 6 that both the joint and the decoupled scheme offer
a better rate performance compared to conventional digital
beamforming with fixed mutual coupling. At low SNR, a rate
gain as large as 7 dB can be observed for all SINR balancing
based beamforming schemes over ZF schemes.
Fig. 7 shows the time complexity of the proposed joint
scheme and the decoupled scheme, where we compare the
average execution time of different beamforming schemes.
For the joint beamforming scheme, Nmax = 5. We observe
that to obtain the beamformer, the joint scheme requires
much more execution time than the decoupled scheme, and
this gap becomes increasingly larger with the increase in the
problem dimension. Nevertheless, it should be noted that the
complexity of the joint scheme is mainly from the SINR
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Fig. 8: Analytical results v.s. simulated results for ZF and
SINR balancing, Nt = K = 4, α = 0.995, β=0.1
balancing procedure, not from the optimization of the load
impedances, as observed from the negligible gap between ‘SB
with MC’ and ‘SB A-D Decoupled’. It is also observed that
‘ZF A-D’ scheme requires the least complexity.
B. Imperfect CSI - Statistical CSI Errors
Next we present the results for imperfect CSI. We firstly
consider the scenarios with statistical CSI errors, where with-
out loss of generality we assume α = 0.995 and β = 0.1.
To validate our analysis of the received SINR, in Fig. 8
the analytical results and simulated results of the received
SINR with perfect CSI and statistical CSI errors are shown
respectively. As can be seen, for both the perfect and imperfect
CSI cases, a close match between the analytical and simulated
results can be observed.
Fig. 9 then shows the sum rate performance of the pro-
posed robust scheme with statistical CSI errors. Compared
to cases with perfect CSI, all beamforming schemes suffer
a performance loss due to the channel estimation errors. At
high SNR, due to the existence of the delay error matrix Q,
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Nt = K = 4, statistical CSI errors, α = 0.995, β = 0.1
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QPSK, norm bounded CSI errors, δk = 0.1
the sum rate performance is upper bounded. More importantly,
it is observed that by exploiting the mutual coupling effect,
the proposed schemes still outperform the conventional digital
beamforming schemes for the case of imperfect CSI, for both
ZF and SINR balancing.
C. Imperfect CSI - Norm Bounded CSI Errors
We then proceed to present the simulation results with norm
bounded CSI errors, where the channel error coefficient is
assumed as δk = 0.1, ∀k. In Fig. 10, the BER performance
is shown with respect to the increasing transmit SNR. As can
be seen, compared to the non-robust scheme that is observed
with an error bound at the high SNR regime, the robust scheme
achieves an improved performance. Moreover, we observe that
the proposed scheme based on exploiting the mutual coupling
outperforms the conventional case with fixed mutual coupling.
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X. CONCLUSION
In this paper, a joint AD optimization based beamforming
scheme that exploits the mutual coupling effect is proposed.
We show that by judiciously picking the load values of
each antenna element, the mutual coupling effect can be
beneficial. Furthermore, for practical consideration of com-
putational complexity and hardware imperfections, a low-
complexity decoupled beamforming scheme and a sequential
search scheme are proposed. For the case of imperfect CSI, the
optimality is proven for closed-form beamforming schemes,
and the robust SINR optimization scheme is further proposed.
Simulation results show that compared to conventional cases
where mutual coupling effect has a detrimental effect on the
MIMO performance, the resulting mutual coupling with the
proposed schemes further improves the system performance
for both perfect CSI and imperfect CSI scenarios.
APPENDIX
CALCULATION OF THE ANTENNA IMPEDANCE zA AND THE
MUTUAL IMPEDANCE zmk
Based on [31], the antenna impedance zA and the mutual
impedance zmk can be calculated with EMF methods based
on the antenna spacing d. For the antenna impedance, the real
part and imaginary part can be calculated respectively as
zA = RzA + j ·XzA , (68)
where RzA is the resistance and XzA is the reactance. The
calculation of RzA and XzA is shown in (69) on the top of
next page, where η = 120pi is the intrinsic impedance, Ci
and Si denote the cosine integral function and sine integral
function, respectively. γ0 is the Euler constant, K = 2piλ0 , and
L = l·λ0, where λ0 is the carrier wavelength and l is the length
of the dipole antennas normalized by the carrier wavelength.
a is the radius of the wire and a typical value a = 0.001m is
applied in this paper. For half-wavelength dipole antennas, as
employed in the simulation results, l = 0.5 and the resulting
zA = (73 + j · 42.5) Ω.
For a uniform linear half-wavelength dipole antenna array
with side-by-side configuration, as assumed in this paper, the
mutual impedance can be calculated as
zmk = Rmk + j ·Xmk . (70)
In (70), the real part Rmk and imaginary part Xmk can be
calculated respectively as
Rmk =
η
4pi
{2Ci [u0 (k)]− Ci [u1 (k)]− Ci [u2 (k)]} ,
Xmk = −
η
4pi
{2Si [u0 (k)]− Si [u1 (k)]− Si [u2 (k)]} ,
(71)
where u0, u1 and u2 can be calculated as
u0 (k) = 2pi · kd,
u1 (k) = 2pi · k
(√
d2 + l2 + l
)
,
u2 (k) = 2pi · k
(√
d2 + l2 − l
)
,
(72)
where d is the normalized antenna spacing.
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