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a b s t r a c t
This work presents a Bayesian semiparametric approach for dealing with regression
models where the covariate is measured with error. Given that (1) the error normality
assumption is very restrictive, and (2) assuming a specific elliptical distribution for errors
(Student-t for example), may be somewhat presumptuous; there is need for more flexible
methods, in terms of assuming only symmetry of errors (admitting unknown kurtosis).
In this sense, the main advantage of this extended Bayesian approach is the possibility of
considering generalizations of the elliptical family of models by using Dirichlet process
priors in dependent and independent situations. Conditional posterior distributions are
implemented, allowing the use of Markov Chain Monte Carlo (MCMC), to generate the
posterior distributions. An interesting result shown is that the Dirichlet process prior is not
updated in the case of the dependent elliptical model. Furthermore, an analysis of a real
data set is reported to illustrate the usefulness of our approach, in dealing with outliers.
Finally, semiparametric proposed models and parametric normal model are compared,
graphically with the posterior distribution density of the coefficients.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The simple linear regression measurement error model (MEM) is defined by the equations
yi = β0 + β1xi + ei, (1)
zi = xi + ui, (2)
i = 1, . . . , n, indicating that the true value xi is unknown and that its estimate zi is available, generated by the random
mechanism (2), which is called additive MEM. Situations where x is measured with error abound in the literature. Fuller
[1] and Carroll et al. [2,3] report several situations where such problems occur. Bayesian parametric methodologies for the
MEM model are considered in Dellaportas and Stephens [4], Mallik and Gelfand [5], Richardson and Gilks [6] and Bolfarine
and Arellano-Valle [7], among others. A nonparametric approach to the dichotomous situation using a logistic model is
considered in Muller and Roeder [8]. One simple situation occurs when the interest is focused on studying the relationship
between the production of a certain cereal and the amount of nitrogen in the soil. This relation can only be measured by
laboratory analysis, and certainly involves measurement error. Berkson [9] models the true unobserved value as depending
on the observed value plus an error term (see [4]);
xi = zi + ui.
∗ Corresponding author.
E-mail addresses:macasanova@udec.cl (M.P. Casanova), pliz@mat.puc.cl (P. Iglesias), hbolfar@ime.usp.br (H. Bolfarine), v_h_salinas@yahoo.com
(V.H. Salinas), alexis.pena@sas.com (A. Peña).
0047-259X/$ – see front matter© 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2009.11.004
M.P. Casanova et al. / Journal of Multivariate Analysis 101 (2010) 512–524 513
In contrast, our work models the observed value zi as the sum of true value xi and the error term. Therefore, this article
investigates the classical measurement error model (and not the Berkson model), hereinafter called simply measurement
error model.
Typically, the normality assumption is considered for the error vector, namely,(
ei
ui
)
∼ N2
[(
0
0
)
,
(
φe 0
0 φu
)]
, i = 1, . . . , n. (3)
Here, the normality assumption for the error vector in (3) is replaced by the ellipticity assumption. As is well known,
the elliptical models let us consider two different cases. The first case, called the independent model, considers independent
observations, which are typically harder to deal with but generate robust models, contrasting with outlying observations.
The second case, the dependent model, presents robustness within the family that is being considered. A detailed discussion
on properties and differences between bothmodels is presented in Bolfarine and Arellano-Valle [7]. In the independent case
considered first, we have that
ei
iid∼ El1(0, φ−1e , he), (4)
ui
iid∼ El1(0, φ−1u , hu),
where
he(u) =
∫ ∞
0
1√
2piw
e−
u
2w dGe(w), (5)
hu(u) =
∫ ∞
0
1√
2piw
e−
u
2w dGu(w),
with Ge(·) and Gu(·) mixing distributions satisfying Ge(0) = Gu(0) = 0. Also, El1(µ, φ, h) denotes an elliptical random
variable with location µ, scale φ−1 and generator function h(·). In this case, the elliptical model is a compound normal
model. See Fang et al. [10] and Arellano-Valle et al. [11] for important reviews on elliptical distributions. As considered in
Bolfarine and Arellano-Valle [7], the independent elliptical model is non-differential.
The dependent elliptical MEM works with the joint distributions of e = (e1, . . . , en)t and of u = (u1, . . . , un)t , which
follows by considering that
e ∼ Eln(0, φ−1e In, he),
u ∼ Eln(0, φ−1u In, hu),
where In denotes the n-dimensional identity matrix. The generator functions he and hu satisfy (5) for mixing distributions
Ge(·) and Gu(·) such that Ge(0) = Gu(0) = 0. Note that the usual MEM normal model proceeds by letting Ge and Gu degen-
erate into a single point, in which case the components of e are independent. Similar results hold for the vector u. However,
for models different from the normal (Student-t model, for example), elements of e are uncorrelated but dependent. As con-
sidered in Bolfarine and Arellano-Valle [7], the dependent elliptical model is a weak differential measurement error model.
Zellner [12] shows the goodness in the analysis of measurement error model, considering the term of error with
dependent elliptical distribution. The case addressed by this author, is the Student-tmodel. For the elliptical case analyzed by
us, as mentioned in our article, the Dependent Model presents fewer difficulties in the analysis because the semiparametric
case leads to the Parametric one.
The dependent assumption implies that the joint distribution of the terms of error is Multivariate Elliptical, a broader
distribution, and therefore more flexible, than the joint distribution of independent elliptical variables (Independent Ellip-
tical model). This author presents a few illustrations that validate the importance and usefulness of this model. In general
their applicability is related with the logic associate with the concept of dependent error, for the particular faced problem.
This concept is linked to the dependence of the observations, which results in such errors. Some cases are, for example,
grouped individuals (consumers, enterprisers), the runs of a single experiment (measurements with a single instrument,
market returns in a particular moment), etc.
In this paper, we extend both the elliptical models described above by considering that the mixing distributions
generating the elliptical family follows discrete mixtures as well as a Dirichlet process prior. We believe that the family
of models considered are more general than the family of models used in Muller and Roeder [8] to describe the distribution
of the unknown (true) covariate x. An alternative robust classical approach (termed corrected score) in the sense that it is
not required to specify a distribution for x, appears in Nakamura [13]. However, the corrected score approach does not seem
to be for some of the models (Student-t , for example) studied in this paper.
The paper is organized as follows. Section 2 presents the semiparametric approach for the independent elliptical MEM.
Discrete and Dirichlet process priors are considered for themixing parameter. Posterior implementation is carried out using
theMCMC implementation considered in [14,15]. Section 3 investigates the dependent elliptical situation, where it is shown
that the situation of the Dirichlet process prior reduces to the usual parametric mixture model with gamma distributions as
the mixing distribution. Section 4 presents the computational implementation. Section 4.1 presents a real data application
which illustrates the usefulness of the presented approach. Section 4.2 compares graphically semiparametric and parametric
methods, based on simulated data. Finally, Section 5 presents some extensions and areas of future research.
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2. The independent elliptical case
The MEM for the dependent elliptical case follows from Eqs. (1)–(2) and (4). Hence, it follows that the model for the
response vectors (y1, z1)t , . . . , (yn, zn)t can be written as
yi|β0, β1, xi, φe ind∼ El1(β0 + β1xi, φ−1e , he),
zi|xi, φu ind∼ El1(xi, φ−1u , hu),
i = 1, . . . , n, from where a likelihood function for the observed data can be obtained.
However, we prefer to use an alternative (or hierarchical) approach to represent the independent elliptical model, which
will make it much simpler to develop inferential procedures for model fitting. In hierarchical notation, we write
ei|wei,Ge, φe, β, xi ind∼ N1(0, φ−1e wei),
ui|wui,Gu, φu, xi ind∼ N1(0, φ−1u wei),
where
wei|Ge iid∼Ge,
wui|Gu iid∼Gu,
(6)
with he(·) and hu(·) are their generator densities, and Ge, Gu the respective mixing distributions, satisfying (5).
Hence, the hierarchical representation is a scale mixture of normal distributions. Therefore, we can express in the
independent case, the model for the response vectors (y1, z1)t , . . . , (yn, zn)t as
yi|β0, β1, xi, wei, φe ind∼ N1(β0 + β1xi, φ−1e wei), (7)
zi|xi, φu, wui ind∼ N1(xi, φ−1u wui),
i = 1, . . . , n, where wei and wui are as in (6). Let we = (we1, . . . , wen), wu = (wu1, . . . , wun). The complete likelihood
function that follows from the hierarchical representation (7) can then be written as
LC (β, x, φe, φu,we,wu|y, z,Ge,Gu) ∝ (φe · φu)n/2 ·
n∏
i=1
w
−1/2
ei e
{−φe(yi−β0−β1xi)2/2wei}
·
n∏
i=1
w
−1/2
ui e
{−φu(zi−xi)2/2wui}. (8)
The observed likelihood function follows by integrating the complete likelihood in (8) with respect towe andwu, that is:
L(β, z, φe, φu|y, z,Ge,Gu) ∝ (φe · φu)n/2 ·
[
n∏
i=1
∫ ∞
0
w
−1/2
ui e
{−φu(zi−xi)2/2wui}dGu(wui)
]
·
[
n∏
i=1
∫ ∞
0
w
−1/2
ei e
{−φe(yi−β0−β1xi)2/2wei}dGe(wei)
]
. (9)
The above model is known as the functional independent elliptical MEM, as considered in [7]. The (fixed) unknown
parameters xi are typically termed incidental parameters. In the special case, where Ge and Gu degenerate into a single point,
the normalMEM as considered in [1] follows. In this case, it is well known that the likelihood function is unbounded, lacking
thus maximum likelihood computation. In general, additional assumptions are required to make the maximum likelihood
estimation feasible. As considered in Bolfarine and Arellano-Valle [7], fixing the ratio of variancesφe/φu suffices to guarantee
the existence of maximum likelihood estimates and well defined posterior inference for structural parameters.
To develop Bayesian inference, we make additional assumptions by adding prior information on the unknown
parameters. Let x = (x1, . . . , xn)t .
Consider the prior
pi(β, x, φe, φu) = pi(β)pi(x)pi(φe)pi(φu), (10)
namely, β, x, φe, and φu are independent a priori, where
xi
ind∼ N(µx, φ2x ),
φe|r0, λ0 ∼ Gamma(r0, λ0),
φu|r1, λ1 ∼ Gamma(r1, λ1),
β0 ∼ N(b0, v0),
β1 ∼ N(b1, v1),
(11)
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for i = 1, . . . , n, and with known hyper-parameters in (11); then the joint posterior density is given by
pi(β, x, φe, φu|y, z,Ge,Gu) = L(β, z, φe, φu|y, z,Ge,Gu)pi(β)pi(x)pi(φe)pi(φu)
× ∝ e{−[(β0−b0)
2/2v0+(β1−b1)2/2v1+φx
n∑
i=1
(xi−µx)2]−λ0φ0+λ1φu}
·
n∏
i=1
∫ ∞
0
w
−1/2
ei e
−φe(yi−β0−β1xi)2/2weidGe(wei) ·
n∏
i=1
∫ ∞
0
w
−1/2
ui e
−φu(zi−xi)2/2wuidG(wui).
In the special case where Ge and Gu are inverse gamma distributions, namely Ge = IG(re, λe) and Gu = IG(ru, λu),
respectively, it follows that the likelihood (9) reduces to
L(β, x, φe, φu|y, z) ∝
n∏
i=1
[
1+ φe (yi − β0 − β1xi)
2
2λe
]− (2re+1)
·
[
1+ φu (xi − zi)
2
2λu
]− (2ru+1)2
. (12)
Hence, considering priors (10)–(11), it is not possible to analytically obtain the posterior mean, which is the Bayes es-
timator under quadratic loss. Even numerically, the above expression is hard to deal with. Another special case follows by
letting Ge and Gu degenerate into a single point, leading to the Bayesian formulation for the normal MEM [7], which can be
dealt with easily using MCMC.
However, we consider amore general approach, where the distributionsGe andGu are specified throughDirichlet process
priors. Three special cases are possible for the above model:
• Assumption 1: Consider that the distributions Ge and Gu have finite support, that is
p(wei|Ge) =
ke+1∑
j=1
pejδτej(wei),
p(wui|Gu) =
ku+1∑
j=1
pujδτuj(wui),
where wei ∈ {τe1, . . . , τe ke , τe ke+1}, wui ∈ {τu1, . . . , τu ku , τu ku+1}, pe1, . . . , pek ∼ D(αe1, . . . , αek+1), pu1, . . . , puk ∼
D(αu1, . . . , αuk+1),D(a1, . . . , ak) denoting the Dirichlet distribution with parameters a1, . . . , ak and
δτ (w) =
{
0, τ 6= w
1, τ = w.
• Assumption 2: Consider that Ge is distributed according to a Dirichlet process [16], centered at the distributions G0e(·)
and with the concentration parameter ce (defined in the same way for Gu), namely
Ge ∼ D(ce G0e),
Gu ∼ D(cu G0u). (13)
• Assumption 3: Consider an extension for the second assumption, in which we do not know the process generating the
wei (orwui), but the process distribution is close to Ge0 (or G0u). In this case, the degree of belief in G0e (or G0u) is expressed
by means of the concentration parameter ce (or cu), which, in this more general setup, is considered to be unknown and
for which a prior distribution is specified.
These assumptions are not far from reality. For example, it is not rare to find in practice that data are consistent with
discrete mixtures, for example, insect corporal measurements that are at different larval stages. In this case it may not be
possible to accurately identify the members of each group in the sample, but it is clear that their measurements come from
different distributions (first assumption). Similarly, even individuals of the same age are often at different stages of life.
Moreover, in case where growth is continuous (i.e. does not occur in stages), it makes sense to consider broader continuous-
mixture for the corporal measurements (second and third assumptions).
Note that to consider Ge and Gu are degenerate is equivalent to assuming that the generator densities he and hu are
specified, thus the ordinary normal MEM follows. In inverse form, note that case 1 generalizes the normal MEM model [1]
which is the degenerate case. The conditional posterior for case 1 above (finite support) is dealt with the following result.
The expression φ(a) denotes the standard normal density function evaluated at the point a. The notationw−ei andw−ui are
explained in the Appendix.
Result 1. Under the regression model described by Eq. (7) with the prior assumptions (10)–(11), and additionally
p(wei|Ge) =
ke+1∑
j=1
pejδτej(wei), (14)
p(wui|Gu) =
ku+1∑
j=1
pujδτuj(wui),
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with Dirichlet weights and fixed number of categories, that is, (pe1, . . . , pek) ∼ D(αe1, . . . , αek+1) and (pu1, . . . , puk) ∼
D(αu1, . . . , αuk+1), it follows that the complete conditional posterior distributions are given by
• wei|{wel, l 6= i}, wu, β, yi, xi, φe, φu ∼∑ke+1j=1 qeijδτej(wei), where
qeij =
φ
(√
φe
τej
(yi − β0 − β1xi)
)
pej√
τej
ke+1∑
m=1
φ
(√
φe
τem
(yi − β0 − β1xi)
)
pem√
τem
;
• wui|{wul, l 6= i}, weβ, yi, xi, φe, φu ∼∑ku+1j=1 quijδτuj(wui), where
quij =
φ
(√
φu
τuj
(zi − xi)
)
puj√
τuj
ku+1∑
m=1
φ
(√
φu
τem
(zi − xi)
)
pum√
τum
;
• φe|wu, we, β, φu, y, x, z,Ge,Gu ∼ Gamma(r0 + n2 , λ0 +
∑n
i=1
(yi−β0−β1xi)2
2wei
);
• φu|wu, we, β, φe, y, x, z,Ge,Gu ∼ Gamma(r1 + n2 , λ1 +
∑n
i=1
(zi−xi)2
2wui
);
• β0|β1,we,wu, φe, φu, x, y, z ∼ N(m0, S20), where
m0 = S20
[
φe
n∑
i=1
(yi − β1xi)
wei
+ b0
v0
]
, and S20 =
[
φe
n∑
i=1
1
wei
+ 1
v0
]−1
;
• β1|β0,we,wu, x, φe, φu, z, y ∼ N(m1, S21), where
m1 = S21
[
φe
n∑
i=1
xi(yi − β0)
wei
+ b1
v1
]
, and S21 =
[
φe
n∑
i=1
x2i
wei
+ 1
v1
]−1
;
• xi|β,we,wu, φe, φu, zi, yi ∼ N(mxi, S2xi), where
mxi = S2xi
(
φeβ1
(
yi − β0
wei
)
+ φuzi
wui
+ φxµx
)
, and S2xi =
(
φeβ
2
1
wei
+ φu
wui
+ φx
)−1
.
Proof. Taking the joint posterior density (13) and the discrete nature of the mixing distributions Ge and Gu, given by (14),
the following joint posterior distribution is achieved:
pi(β, x,we,wu, φe, φu, φx|y, z,Ge,Gu) ∝ e
{−
[
(β0−b0)2/2v0+(β1−b1)2/2v1+ 1
σ2x
n∑
i=1
(xi−µx)2
]
−λ0φ0+λ1φu}
·
n∏
i=1
[
ke+1∑
j=1
pejτ
−1/2
ej e
−φe(yi−β0−β1xi)2/2τejδτej(wei)
]
·
n∏
i=1
puj
[
ku+1∑
j=1
τ
−1/2
uj e
−φu(zi−xi)2/2τujδτuj(wui)
]
.  (15)
The conditional posterior distributions given above follows by working directly with the joint posterior (15).
The main novelty in the above result is the derivation of the posterior distributions for wei and wui, i = 1, . . . , n, which
depend on the finite discrete nature of the distributions Ge and Gu. As mentioned earlier, an obvious corollary of Result 1 is
that if Ge and Gu degenerate into a single point, then the ordinary normal MEM [1] follows.
In the continuous case, for example with we ∼ IG(re, λe) and wu ∼ IG(ru, λu), it can be shown that the complete con-
ditional distributions are exactly as in Result 1 (except for we and wu), where the following conditional distributions are
obtained:
we|wu,Ge, φe, x, y, z ∼ IG
(
r∗e = re +
n
2
, λ∗e = λe + φe
n∑
i=1
(yi − β0 − β1xi)2
2
)
,
wu|we,Gu, φu, x, y, z ∼ IG
(
r∗u = ru +
n
2
, λ∗u = λu + φu
n∑
i=1
(zi − xi)2
2
)
.
In that case, a Gibbs sampling can be implemented without having to work with the marginal likelihood function (12).
In the next paragraph, we present this section’s main result, which extends the discrete prior in Result 1 to the Dirichlet
process prior.
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Result 2. Under the specifications (10)–(11), with the assumptions
wei|Ge iid∼Ge,
wui|Gu iid∼Gu,
Ge ∼ D(ceGe0),
Gu ∼ D(cuGu0),
where Ge0 = IG(re, λe) and Gu0 = IG(ru, λu), the complete conditional posterior densities are as given in Result 1 (except for we
andwu), which are given, respectively, by
• wei|{wel, l 6= i}, β, yi, xi, φe, φu,Ge,Gu ∼ q(e)0i fG(e)b (wei)+
∑
k6=i q
(e)
ki δwek(wei), with
G(e)b = IG(r∗ = re + 1/2, λ∗e = λe + (yi − β0 − β1xi)2φe/2),
q(e)0i = fT (yi, µei, σ 2ei, γei)fN(zi, xi, wui/φu),
q(e)ki = fN(yi, µei, wek/φe),
µei = β0 + β1xi,
σ 2ei =
2λe
φe
,
γei = 2re;
• wui|{wul, l 6= i}, β, yi, xi, φe, φu,Ge,Gu ∼ q(u)0i fG(u)b (wui)+
∑
k6=i q
(u)
ki δwuk(wui), with
G(u)b = IG(r∗ = ru + 1/2, λ∗u = λu + (zi − xi)2φu/2),
q(u)0i = fT (zi, µui, σ 2ui, γui)fN(yi, β0 + β1xi, wei/φe),
q(u)ki = fN(zi, µui, wuk/φu),
µui = xi,
σ 2ei =
2λu
φu
,
γui = 2ru,
where fG(e)b
and fG(u)b
are the density function of G(e)b andG
(u)
b , respectively; fT (s, µ, σ
2, γ ) denotes the Student-t density function
evaluated at s, with location µ, scale parameter σ 2 and degrees of freedom γ ; and fN(s, µ, σ 2) denotes the normal density
function evaluated at s, with mean µ, and variance σ 2.
Proof. The proof follows by working directly with the complete likelihood (8), with prior (10), leading to the posterior
pi(β, x, φe, φu,we,wu|y, z,Ge,Gu) ∝ LC (β, x, φe, φu,we,wu|y, z,Ge,Gu)
∝ pi(β)pi(x)pi(φe)pi(φu),
except for the conditional posteriors forwei andwui, which follow by using Proposition A.1 in the Appendix. 
The concentration parameter ce controls the variance in the DP hyperprior for Ge. In this sense, it controls the degree of
importance assigned to prior Ge in (13); that is, the greater is ce, the greater is the weight attached to G0e by the complete
conditional posterior in Results 1 and 2. Alternatively, the parameter ce can also be considered unknown. In this situation,
Escobar and West [15] assign to it a prior Gamma(a, b) with hyper-parameters a and b that control prior knowledge, or
control how much weight is to be given to G0e.
A result that it is required in the generation process is the following:
If a latent variable distributed beta with parameters c + 1 and n is included in the model,
η ∼ B(ce + 1, n),
such that it depends on ce and on the cluster structure dictated by the Dirichlet process, then it follows that the conditional
density of ce is given by a mixture of gamma distributions, namely
ce|η, I∗ ∼ piη · Gamma(a∗ + 1, b∗)+ (1− piη) · Gamma(a∗, b∗),
where a∗ = a + K − 1, b∗ = b − log(η), K is the number of clusters generated by the Dirichlet process, I∗ is the cluster
structure and
piη =
(
1+ n · b
∗
a∗
)−1
.
A similar interpretation and implementation can be considered for cu.
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Technical computational details are described in Section 4.
3. The dependent elliptical model
In this section, we deal with the dependent elliptical MEM, which considers that the elements of the error vectors
e = (e1, . . . , en)t and u = (u1, . . . , un)t are dependent. This model is defined by the equations
yi = β0 + β1xi + ei,
zi = xi + ui,
e|we,Ge, φe, β, x ∼ Eln(0, φ−1e In, he),
u|wu,Gu, φu, x ∼ Eln(0, φ−1u In, hu),
(16)
where he(·) and hu(·) are generator densities satisfying
he(v) =
∫ ∞
0
2piw−n/2e−
v
2w dGe(w), hu(v) =
∫ ∞
0
2piw−n/2e−
v
2w dGu(w),
and where Ge(·) and Gu(·) are mixing distributions (corresponding to the density generators) satisfying Ge(0) = Gu(0) = 0.
An alternative and convenient formulation for the previous expression is as follows
yi|we, wu, β, φe, φu, zi, xi, β ∼ N(β0 + β1xi, weφ−1e ),
zi|we, wu, β, φe, φu, yi, xi, β ∼ N(xi, wuφ−1u ),
wei|Ge iid∼Ge,
wui|Gu iid∼Gu,
(17)
where Ge and Gu are independent of data and model parameters and are related to the generators he(·) and hu(·). Hence, it
follows that the complete likelihood function can be written as
LC (β, z, φe, φu, we,w|y, z,Ge,Gu) ∝ (φeφu)n/2
n∏
i=1
w−1/2e e
{−φe(yi−β0−β1xi)2/2we} ·
n∏
i=1
∫ ∞
0
w−1/2u e
{−φu(zi−xi)2/2wu}.
Considering the prior specification (10)–(11) with Ge = IG(re, λe) and Gu = IG(ru, λu), it follows that the conditional
posterior distribution for the parameters β0, β1, φe, φu, x are as given by Result 1, with wei and wui replaced by we and wu.
Furthermore, the complete conditional distributions forwe andwu are:
we|Ge, φe, x, y ∼ IG
(
r∗e = re +
n
2
, λ∗e = λe + φe
n∑
i=1
(yi − β0 − β1xi)2/2
)
,
wu|Gu, φe, x, z ∼ IG
(
r∗u = ru +
n
2
, λ∗u = λu + φu
n∑
i=1
(zi − xi)2/2
)
.
Hence, Gibbs sampling approach can be implemented in order tomake inference on themodel parameters.We now consider
the situation of discrete prior distributions forwe andwu.
Result 3. Under the regression model described by (16), with the prior assumptions (10)–(11) and additionally,
pi(we|Ge) =
ke+1∑
j=1
pejδτej(we),
pi(wu|Gu) =
ku+1∑
j=1
pujδτuj(wu),
with Dirichlet weights and fixed number of categories, that is, (pe1, . . . , pek) ∼ D(αe1, . . . , αek+1) and (pu1, . . . , puk) ∼
D(αu1, . . . , αuk+1), it follows that the conditional posterior distributions for we andwu are given by
pi(we|wu, φe, φu, x, y, z, β) ∝
ke+1∑
j=1
e
−
ke+1∑
i=1
(yi−β0−βxi)2
2we φepejδτuj(we)√
wne
,
pi(wu|we, φe, φu, x, y, z, β) ∝
ku+1∑
j=1
e
−
ku+1∑
i=1
(zi−xi)2
2wu φupujδτuj(wu)√
wnu
.
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The complete conditional posterior distributions for parameters β0, β1, φe, φu and x are as given in Result 1, withwei andwui
replaced bywe andwu.
Proof. Taking into consideration the discrete aspects of the distributionsGe andGu in (14),with prior assumptions (10)–(11),
the joint posterior distributions of all quantities is given by
pi(β, x, we, wu, φe, φu, φx|y, z,Ge,Gu) ∝ e
{
−
[
(β0−b0)2/2v0+(β1−b1)2/2v1+φx
n∑
i=1
(xi−µx)2
]
−λ0φ0+λ1φu
}
·pi(k) ·
n∏
i=1
[
ke+1∑
j=1
pejτ
−1/2
ej e
−φe(yi−β0−β1xi)2/2τejδτej(we)
]
·
n∏
i=1
[
ku+1∑
j=1
pujτ
−1/2
uj e
−φu(zi−xi)2/2τujδτuj(wu)
]
. (18)
The conditional posterior distributions follow then by working directly with the joint posterior distribution (18). The most
general situation is considered now. 
Result 4. Consider the dependent elliptical model defined by (16)–(17), with prior specification (10)–(11), and additionally
we|Ge ∼ Ge,
wu|Gu ∼ Gu,
Ge ∼ D(ceG0(e)),
Gu ∼ D(cuG0(u)),
with G0e = IG(re, λe) and G0u = IG(ru, λu), that is, the Dirichlet process priors with concentration parameters ce and cu,
respectively. The conditional posterior distributions for β0, β1, φe, φu and x are as given in Result 1 with wej and wuj replaced
bywe andwu, respectively. Furthermore, the complete conditional densities for we andwu are given, respectively, by
we|β0, β1, wu,Ge,Gu, φe, φu, x, y, z ∼ IG(r∗e , λ∗e ),
wu|Gu, φe, x, z ∼ IG(r∗u , λ∗u),
where r∗e = re + n2 , λ∗e = λe + φe
∑n
i=1(yi − β0 − β1xi)2/2, r∗u = ru + n2 and λ∗u = λu + φu
∑n
i=1(zi − xi)2/2.
Proof. The proof follows as in the case of Result 3 for all parameters except we and wu, whose complete conditional dis-
tributions follows by using Proposition A.1 in Appendix. However, in this special case, the second term on the right side of
(20) is null since
∑
k6=i qkiδwk(wi) = 0, remaining only the contributions from the prior and data in terms of the gamma
distribution. That is, the discrete nature of the Dirichlet process, expressed by the empirical distribution associated with
prior weights is not taken into consideration. This is a special feature found with the dependent elliptical situation. 
4. Computational implementation
The data base corresponding to the models presented in this paper consists basically in a table with two columns. The
first column contains the non-exact covariate values zi and the second column, the corresponding response variable yi.
Gibbs sampling was implemented because closed form expressions were available for the complete conditional distri-
butions. To obtain the complete conditional distribution for dispersion parameters we and wu, which follows a Dirichlet
process prior, the results in [15] were used. The technical details involved in the computational implementation of the
posteriors were circumvented by using the mixture approach in [17], according to which a cluster structure algorithm is
considered for the dispersion parameter. At each algorithm iteration, a cluster structure is generated for the parameters,
allowing implementation of the nonparametric model.
Computational implementation was performed using the SAS SYSTEM V8, with 70.000 iterations for each case, and
convergence was analyzed with the program BOA in the R platform V 1.8.1. PROJECT, after the first 10,000 iterations, were
discarded; to prevent auto-correlation, only each tenth observation was retained. WinBUGS may be alternately used, but
only for parametric models.
Both, for real and simulated data sets, the objective will be comparing the following Bayesian fitted models: parametric
normal model (PNM), semiparametric independent elliptical model (SIEM) and semiparametric dependent elliptical model
(SDEM).
4.1. Application
We present a reanalysis of the data set reported in [18], and [19], where the main interest is to predict concrete strength
28 days after pouring (y) from the strengthmeasurement taken two days after pouring (z). They recommend using a normal
linearmeasurement errormodel. The data set contains 41 samples of concretewith bothmeasurements. Bayesian estimates
for regression estimates are presented in Table 1, considering parametric and semiparametric models.
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Table 1
Bayesian estimates for regression coefficients considering parametric and semiparametric models.
Model d.f. βˆ0 βˆ1
PNM 873.7 1.2482
SIEM 4d.f . 2003.033 0.8346
SIEM 50d.f . 2000.666 0.846
SDEM 4d.f . 1999.999 0.845
SDEM 50d.f . 2000.185 0.8461
Fig. 1. Semiparametric estimated models.
Fig. 2. Non-influence of observation 21 in the estimated semiparametric model.
The parametric model considered is the normal one. Semiparametric models are based on Student-t models with ν
degrees of freedom in its independent and dependent forms. PNM denote the Parametric Normal Model, SIEM and SDEM
denote semiparametric independent elliptical model and semiparametric dependent elliptical models, respectively.
Observing Fig. 1, the estimated coefficients for the semiparametric models (dependent and independent, with different
degrees of freedom) are clearly similar. In contrast, estimates for the parametric model seem to be strongly influenced by
outliers, while the semiparametric ones are not.
Fig. 1 reveals that both semiparametric models result in similar estimates.
Vidal et al. [19] found that observations 17, 21, 22, 26, 34 and 37 are outliers, where themost influential is observation 21.
Note that, there is virtually no difference, for the semiparametric case, between the estimates with and without obser-
vation 21. This applies to both the independent case as well as the dependent case, as can be see from Fig. 2.
Fig. 3 compares estimates for parametric and semiparametric models. For the parametric model (PNM), observation 21
was first considered (right) and next omitted (left); for semiparametric models (SIEM), it was omitted in both cases.
Without loss of generality, we have considered only the independent model because results for the dependent case
are identical (see Fig. 1). Similarly, for semiparametric models, estimates obtained with observation 21 do not need to be
included because they have no impact (see Fig. 2).
Fig. 3 clearly shows that there are differences between the normal and semiparametric models in terms of robustness
when dealing with outliers.
Table 2 presents the relative reduction (percentage) achieved by semiparametric models (with respect to parametric
ones) on the difference between estimations for (1) all observations and (2) without the influent ones (one at a time). That is,
1− βˆ
(S)
0 − βˆ(S)0(i)
βˆ
(P)
0 − βˆ(P)0(i)
, (19)
where βˆ(S)0 and βˆ
(P)
0 are, respectively, the estimates of β0 over all data with the semiparametric and the parametric
model, and where βˆ0(i) and βˆ0(i) are, respectively, the estimations of β0 computed without the observation i, with the
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Fig. 3. Influence of observation 21 in the estimated parametric model.
Table 2
Percentage reduction in parameter differences estimation with and without outlying observations.
Observation Model 1− β̂
(S)
0 −β̂(S)0(i)
β̂
(P)
0 −β̂(P)0(i)
1− β̂
(S)
1 −β̂(S)1(i)
β̂
(P)
1 −β̂(P)1(i)
17 SIEM(4) 99 99
17 SIEM(50) 92 90
17 SDEM(4) 84 82
17 SDEM(50) 94 92
21 SIEM(4) 98 99
21 SIEM(50) 98 98
21 SDEM(4) 98 98
21 SDEM(50) 100 100
22 SIEM(4) 71 70
22 SIEM(50) 87 87
22 SDEM(4) 91 93
22 SDEM(50) 83 81
26 SIEM(4) 98 97
26 SIEM(50) 79 76
26 SDEM(4) 86 81
26 SDEM(50) 79 76
34 SIEM(4) 84 82
34 SIEM(50) 69 66
34 SDEM(4) 85 82
34 SDEM(50) 85 83
37 SIEM(4) 99 100
37 SIEM(50) 87 85
37 SDEM(4) 92 89
37 SDEM(50) 98 99
semiparametric and the parametric model (i take values 17, 21, 22, 26, 34 and 37). Similar computations were performed
for β1. See Table 2.
The main conclusion is that the semiparametric Bayesian models adequately reduce the influence of the observations
found to be outliers under the normal model. In fact, the reductions in estimation differences are greater than 69% for the
intercept parameter and greater than 66% for the slope parameter. Moreover, reductions seem to be greater for the most
outlying observations, namely 21, 37 and 17, in this order.
The use of semiparametric models, instead of the parametric models, provides greater flexibility. Thanks to this feature,
the model incorporates observations that would be influential under the normal errors model. Moreover, the charts show
that, in this case, the alleged ’’outliers’’ are not caused by the model’s non-linearity, but rather are linked to the extreme
strength values (high and low).
4.2. Simulation study
The next simulation study aims at illustrating the differences betweenparametric and semiparametricmethods proposed
here to analyze themeasurement error model. To perform this simulation two sets with sample size n = 20were generated
according to (1)–(2). Errors ei and ui are assumed to be distributed according to the Student-t model with 4 degrees of
freedom. The first one considers the independent case, and the second one, the dependent case. In both cases, variances of
errors are assumed equal and small (φe = φu = 20). The coefficients β0 and β1 were generated according to the normal
distribution, with respective means b0 = 2 and b1 = 1, and common variances v0 = v1 = 0.2.
Gibbs sampling is performed as was previously described. This procedure allows simulation of all parameters from
the respective posterior distributions. Particularly, samples with sizes 6000, generated for the regression coefficients as
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β1 posterior 
distributions
β0 posterior 
distributions
0.2
0.1
0
-0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Errors generated a priori according Dependent Student-t distribution 
SIEM         SDEM            PNM 
Fig. 4. Posterior distribution for regression coefficients in measurement error models with errors distributed according to the dependent Student-t
distribution.
β1 posterior 
distributions
β0 posterior 
distributions
Errors generated a priori according Independent Student-t distribution 
  SIEM SDEM   PNM
0.2
0.1
0
-0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Fig. 5. Posterior distribution for regression coefficient in measurement error model with errors distributed according to the dependent Student-t
distribution.
described, give an idea of their posterior distributional shape. Graphic differences are related with (1) the distribution of the
errors (dependent/independent Student-t) and (2) the analysismethodology (parametric/semiparametric Bayesianmodels).
Fig. 4 presents Posterior distributions for regression coefficients with errors generated by dependent Student-t
distribution. Fig. 5 presents analogous graphics for errors distributed according to independent Student-t distribution.
Some comments that arise from these results are as follows:
• From Figs. 4 and 5, it can be observed that the slope estimated variances are smaller than the variances for intercept
estimates. Hence, slope estimates seem more reliable.
• In general, estimates for a dependent semiparametric model vary less than those for the semiparametric independent
model; and parametric normal models seem to produce more variable estimates (as can be observed in Figs. 4 and 5).
• Estimates from parametric normal models tend to be less biased in all cases (see Figs. 4 and 5).
• The semiparametric dependent model is optimal when analyzing data with dependent errors, which is expected (see
Fig. 4). The surprising result is that when errors have independent elliptical distribution, the dependent model seems to
generate better estimates (see Fig. 5).
• Finally, if we allow ourselves to generalize these results, we could summarize the previous findings in two main
conclusions: semiparametric models seems to present estimates less variable in comparison with parametric ones, and,
in all cases, the semiparametric dependentmodel leads tomore accurate estimates. Of course, theremay be other factors
to consider, which have not been studied on this occasion.
5. Concluding remarks
In this paper,we developed a Bayesian semiparametric approach for the linear regressionMEM. The approach generalizes
the normal MEM [1] and elliptical (dependent and independent) MEM [7]. The semiparametric approach is implemented by
deriving the complete conditional distributions for the parameters involved, which allows implementing Gibbs sampling
methodology. The main novelty encountered is the fact that the Dirichlet process prior is not updated in the dependent
elliptical model. The model considered here can be generalized in several ways.
1. Inclusion of covariates without error: Direct generalization of the approach developed in this work can be applied to the
model yi = β0 − β1x1i + β2x2i + ei, with zi = xi + ui, where x2i is measured without error, i = 1, . . . , n.
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2. MultivariateMEM: Amore generalmodel that can be handledwith slightmodifications is themultiple regressionmodel:
yi = βtxi + ei, with zi = xi + ui, with xi, β , ui and zi p-dimensional vectors, i = 1, . . . , n.
3. The Wishart Prior Model: Our model can also be extended by considering that ui ∼ ELp(0,6u, hu), i = 1, . . . , n, with
p × p dimensional scale matrix 6u. In this case a Wishart prior distribution can be considered for 6u, generalizing the
inverse gamma distribution considered in Sections 2 and 3. This case is the more general because the case corresponds
to where one or more elements of x are measured without error; it also follows as a special case of this more general
setup (consider the corresponding rows and columns of the matrixΣu with zeros).
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Appendix
In this appendix, we first present some basic results discussed in [14], which are used in the derivation of the complete
conditional posterior distributions used to update the Dirichlet process. We use f (·) and G(·) to denote a general density
and a general distribution function, respectively.
The first result is related to the posterior density for the mixed parameter in a general setting.
Proposition A.1. Suppose that
yi|wi ind.∼ f (yi|wi),
wi|G ∼ G,
G ∼ D(cG0), (20)
i = 1, . . . , n, that is G is a Dirichlet process centered at G0(·) with concentration parameter c. Then, the conditional posterior
density of wi can be represented as
wi|w−i, y1, . . . , yn,G ∝ q0i Gb(dwi|yi)+
∑
k6=i
δ(dwi|wk),
wherew−i = (w1, . . . , wi−1, wi+1, . . . , wn) and where
• Gb(dwi|yi) ∝ f (yi|wi)G0(dwi),
• q0i ∝ f (yi) =
∫
f (yi|wi)dG0(wi),
• qki ∝ f (yi|wk), k 6= i.
The proof is given in [14].
Example. Suppose that
yi|φ,wi ind.∼ N(µ, φ−1wi),
φ ∼ Gamma(r, λ),
wi|G ∼ G,
G ∼ D(c G0),
where G0 = IG(r0, λ0), with knownµ, and IG(a, b) denoting the Inverse Gamma distribution with parameters a and b. From
Proposition A.1, it follows that the complete conditional marginal distributions are given by
wi|w−i, y ∼ q0 Gb(dwi)+
∑
k6=i
qk δ(wi|wk),
φ|w, y ∼ Gamma
(
r0 + n2 , λ0 +
n∑
i=1
(yi − µ)2
2wi
)
,
where
• G(wi|yi) ∼ IG(r1, λ1),with r1 = r0 + 12 and λ1 = λ0 + φ (yi−µ)
2
2 ,
• q0 = Γ (r0+
1
2 )
Γ (r0)(2piλ0φ−1)
1
2
{1+ (yi−µ)2
2λ0φ−1
}−r0 , that is, the T (µ; 2 λ0 φ−1; 2 r0) density evaluated at yi, and
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• qk = 1
(2pi wk φ−1)
1
2
exp (yi−µ)
2
2wk φ−1
, k 6= i, that is, the N(µ, wk φ−1) density evaluated at yi, i = 1, . . . , n, where T (µ, σ 2, ν)
denotes a Student-t randomvariablewith location parameterµ, scale parameter σ 2 and ν degrees of freedom, andwhere
N(µ, σ 2) denotes the normal distribution with mean µ and variance σ 2.
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