Weighted singular value decomposition (WSVD) of a quaternion matrix and with its help determinantal representations of the quaternion weighted Moore-Penrose inverse have been derived recently by the author. In this paper, using these determinantal representations, explicit determinantal representation formulas for the solution of the restricted quaternion matrix equations, AXB = D, and consequently, AX = D and XB = D are obtained within the framework of the theory of columnrow determinants. We consider all possible cases depending on weighted matrices.
Introduction
Let R and C be the real and complex number fields, respectively. Throughout the paper, we denote the set of all m × n matrices over the quaternion skew field H = {a 0 + a 1 i + a 2 j + a 3 k | i 2 = j 2 = k 2 = −1, a 0 , a 1 , a 2 , a 3 ∈ R} by H m×n , and by H m×n r the set of all m × n matrices over H with a rank r. Let M (n, H) be the ring of n × n quaternion matrices and I be the identity matrix with the appropriate size. For A ∈ H n×m , we denote by A * , rank A the conjugate transpose (Hermitian adjoint) matrix and the rank of A. The matrix A = (a ij ) ∈ H n×n is Hermitian if A * = A. The definitions of the Moore-Penrose inverse [1] and the weighted MoorePenrose inverse [2] can be extended to quaternion matrices as follows.
The Moore-Penrose inverse of A ∈ H m×n , denoted by A † , is the unique matrix X ∈ H n×m satisfying the following equations [1] ,
(AX) * = AX; (3) (XA) * = XA.
Let Hermitian positive definite matrices M and N of order m and n, respectively, be given. For A ∈ H m×n , the weighted Moore-Penrose inverse of , M and N be positive definite matrices of order m and n, respectively. Denote 
where Σ = diag(σ 1 , σ 2 , ..., σ r ), σ 1 ≥ σ 2 ≥ ... ≥ σ r > 0 and σ 2 i is the nonzero eigenvalues of A ♯ A or AA ♯ , which coincide.
By using WSVD, within the framework of the theory of column-row determinants, limit and determinantal representations of the quaternion weighted Moore-Penrose inverse has been derived ibidem as well.
But why determinantal representations of generalized inverses are so important? When we return to the usual inverse, its determinantal representation is the matrix with cofactors in entries that gives direct method of its finding and makes it applicable in Cramer's rule for systems of linear equations. The same be wanted for generalized inverses. But there is not so unambiguous even for complex or real matrices. Therefore, there are various determinantal representations of generalized inverses because searches of their explicit more applicable expressions are continuing (see, e.g. [9] [10] [11] [12] [13] ).
The understanding of the problem for determinantal representing of generalized inverses as well as solutions and generalized inverse solutions of quaternion matrix equations, only now begins to be decided due to the theory of column-row determinants introduced in [14, 15] .
Song at al. [16, 17] have studied the weighted Moore-Penrose inverse over the quaternion skew field and obtained its determinantal representation within the framework of the theory of column-row determinants as well. But WSVD of quaternion matrices has not been considered and for obtaining a determinantal representation there was used auxiliary matrices which different from A, and weights M and N. Despite this in [17] , Cramer's rule of the quaternion restricted matrix equation AXB = D has been derived with the help obtained determinantal representations of the weighted Moore-Penrose inverse.
The main goals of the paper are obtaining Cramer's rule for the quaternion restricted matrix equation AXB = D, and consequently, AX = D and XB = D using the determinantal representations of the weighted Moore-Penrose inverse obtained by WSVD in [8] . We consider all possible cases with respect to weights of A and B.
It need to note that currently the theory of column-row determinants of quaternion matrices is active developing. Within the framework of columnrow determinants, determinantal representations of various kind of generalized inverses, (generalized inverses) solutions of quaternion matrix equations recently have been derived as by the author (see, e.g. [18] [19] [20] [21] [22] ) so by other researchers (see, e.g. [23] [24] [25] [26] ).
In this chapter we shall adopt the following notation. Let α := {α 1 , . . . , α k } ⊆ {1, . . . , m} and β := {β 1 , . . . , β k } ⊆ {1, . . . , n} be subsets of the order 1 ≤ k ≤ min {m, n}. By A 
of strictly increasing sequences of k integers chosen from {1, . . . , n}. For fixed i ∈ α and j ∈ β, let I r, m {i} := { α : α ∈ L r,m , i ∈ α}, J r, n {j} := { β : β ∈ L r,n , j ∈ β}.
The paper is organized as follows. We start with some basic concepts and results from the theories of row-column determinants and of quaternion matrices in Section 2. Cramer's rules for the quaternionic restricted matrix equation AXB = D, and consequently, AX = D and XB = D are derived in Section 3. All possible cases are considered in the three subsections of Section 3. In Section 4, we give numerical an example to illustrate the main results.
Preliminaries

Elements of the theory of column-row determinants and quaternion inverse matrices
For a quadratic matrix A = (a ij ) ∈ M (n, H) can be define n row determinants and n column determinants as follows. Suppose S n is the symmetric group on the set I n = {1, . . . , n}.
Definition 2.1 [14] The ith row determinant of A = (a ij ) ∈ M (n, H) is defined for all i = 1, . . . , n by putting
with conditions i k2 < i k3 < . . . < i kr and i kt < i kt+s for t = 2, . . . , r and s = 1, . . . , l t .
Definition 2.2 [14]
The jth column determinant of A = (a ij ) ∈ M (n, H) is defined for all j = 1, . . . , n by putting
with conditions, j k2 < j k3 < . . . < j kr and j kt < j kt+s for t = 2, . . . , r and s = 1, . . . , l t .
Suppose A i j denotes the submatrix of A obtained by deleting both the ith row and the jth column. Let a .j be the jth column and a i. be the ith row of A. Suppose A .j (b) denotes the matrix obtained from A by replacing its jth column with the column b, and A i. (b) denotes the matrix obtained from A by replacing its ith row with the row b. We note some properties of column and row determinants of a quaternion matrix A = (a ij ), where i ∈ I n , j ∈ J n and I n = J n = {1, . . . , n}.
Proposition 2.2 [14] If for A ∈ M (n, H) there exists t ∈ I n such that a tj = b j + c j for all j = 1, . . . , n, then
. . , c n ) and for all i = 1, . . . , n. Proposition 2.3 [14] If for A ∈ M (n, H) there exists t ∈ J n such that a i t = b i + c i for all i = 1, . . . , n, then
T and for all j = 1, . . . , n.
. . , n, where by R i j and L i j denote the right and left (ij)th cofactors of A ∈ M (n, H), respectively. It means that rdet i A can be expand by right cofactors along the ith row and cdet j A can be expand by left cofactors along the jth column, respectively, for all i, j = 1, . . . , n.
The main property of the usual determinant is that the determinant of a noninvertible matrix must be equal zero. But the row and column determinants don't satisfy it, in general. Therefore, these matrix functions can be consider as some pre-determinants. The following theorem has a key value in the theory of the column and row determinants.
Due to Theorem 2.1, we can define the determinant of a Hermitian matrix A ∈ M (n, H) by putting, det A := rdet i A = cdet i A, for all i = 1, . . . , n. By using its row and column determinants, the determinant of a quaternion Hermitian matrix has properties similar to the usual determinant. These properties are completely explored in [14, 15] and can be summarized in the following theorems. 
Theorem 2.3 If the jth column of a Hermitian matrix A ∈ M (n, H) is replaced with a right linear combination of its other columns, i.e. a .j = a .j1 c 1 + . . . + a .j k c k , where c l ∈ H for all l = 1, . . . , k and {j, j l } ⊂ J n , then
The following theorem about determinantal representation of an inverse matrix of Hermitian follows immediately from these properties. 
where
The submatrix A i i . j (a . i ) is obtained from A by replacing the jth column with the ith column and then deleting both the ith row and column, A jj i . (a j . ) is obtained by replacing the ith row with the jth row, and then by deleting both the jth row and column, respectively. I n = {1, . . . , n}, k = min {I n \ {i}}, for all i, j = 1, . . . , n.
For arbitrary A ∈ M(n, H), we have the following theorem on determinantal representations of its inverse.
Theorem 2.6 The necessary and sufficient condition of invertibility of
Moreover, the following criterion of invertibility of a quaternion matrix can be obtained. iii) columns of A are right-linearly independent; iv) ddet A = 0.
Some provisions of quaternion eigenvalues
Due to real-scalar multiplying on the right, quaternion column-vectors form a right vector R-space, and, by real-scalar multiplying on the left, quaternion row-vectors form a left vector R-space denoted by H r and H l , respectively. It can be shown that H r and H l possess corresponding H-valued inner products by putting x, y r = y 1
∈ H r , and x, y l = x 1 y 1 + · · · + x n y n for x, y ∈ H l that satisfy the inner product relations, namely, conjugate symmetry, linearity, and positive-definiteness but with specialties xα + yβ, z = x, z α + y, z β when x, y, z ∈ H r αx + βy, z = α x, z + β y, z when x, y, z ∈ H l , for any α, β ∈ H. A set of vectors from H r and H l can be orthonormalize in particular by the GramSchmidt process with corresponding projection operators
for H r and H l , respectively. Due to the above, the following definition makes sense.
Definition 2.4 Suppose U ∈ M (n, H) and U * U = UU * = I, then the matrix U is called unitary.
Clear, that columns of U form a system of normalized vectors in H r , rows of U * is a system of normalized vectors in H l . Due to the noncommutativity of quaternions, there are two types of eigenvalues. A quaternion λ is said to be a left eigenvalue of A ∈ M (n, H) if A·x = λ·x, and a right eigenvalue if A·x = x·λ for some nonzero quaternion column-vector x. Then, the set {λ ∈ H|Ax = λx, x = 0 ∈ H n } is called the left spectrum of A, denoted by σ l (A). The right spectrum is similarly defined by putting, σ r (A) := {λ ∈ H|Ax = xλ, x = 0 ∈ H n }. The theory on the left eigenvalues of quaternion matrices has been investigated in particular in [29] [30] [31] . The theory on the right eigenvalues of quaternion matrices is more developed [32] [33] [34] [35] [36] [37] . We consider this is a natural consequence of the fact that quaternion column vectors form a right vector space for which left eigenvalues seem to be "exotic" because of their multiplying from the left.
We present the some known results from the theory of right eigenvalues. It's well known that if λ is a nonreal eigenvalue of A, so is any element in the equivalence class containing
Theorem 2.8 [32] Any quaternion matrix A ∈ M (n, H) has exactly n eigenvalues which are complex numbers with nonnegative imaginary parts.
Those eigenvalues h 1 + k 1 i, . . . , h n + k n i, where k t ≥ 0 and h t , k t ∈ R for all t = 1, . . . , n, are said to be the standard eigenvalues of A.
Theorem 2.9 [32] Let A ∈ M (n, H). Then there exists a unitary matrix U such that U * AU is an upper triangular matrix with diagonal entries h 1 + k 1 i, . . . , h n + k n i which are the standard eigenvalues of A.
Corollary 2.2 [36] Let A ∈ M (n, H) be given. Then, A is Hermitian if and only if there are a unitary matrix U ∈ M (n, H) and a real diagonal matrix D = diag (λ 1 , λ 2 , . . . , λ n ) such that A = UDU * , where λ 1 , ..., λ n are right eigenvalues of A.
The right and left eigenvalues are in general unrelated [38] , but it is not for Hermitian matrices. Suppose A ∈ M (n, H) is Hermitian and λ ∈ R is its right eigenvalue, then A · x = x · λ = λ · x. This means that all right eigenvalues of a Hermitian matrix are its left eigenvalues as well. For real left eigenvalues, λ ∈ R, the matrix λI − A is Hermitian. Definition 2.5 If t ∈ R, then for a Hermitian matrix A the polynomial p A (t) = det (tI − A) is said to be the characteristic polynomial of A. The roots of the characteristic polynomial of a Hermitian matrix are its real left eigenvalues, which are its right eigenvalues as well.
Determinantal representations of the Moore-Penrose and weighted Moore-Penrose inverses over the quaternion skew field
Within the framework of the theory of column-row determinants, we have the following theorem on determinantal representations of the quaternion MoorePenrose inverse. 
(ii) If r = n, then
or (9) when n < m.
or (8) when m < n.
Even though the eigenvalues of A ♯ A and AA ♯ are real and nonnegative, they are not Hermitian in general. Therefor, the following two cases are considered, when A ♯ A and AA ♯ both or one of them are Hermitian, and when they are non-Hermitian. Denote the (ij)th entry of A † M,N by a ‡ ij for all i = 1, . . . , n and j = 1, . . . , m. 
(ii) If rank A = n < m, then
or the determinantal representation (12) can be applicable as well.
or the determinantal representation (13) can be applicable as well.
where a .j is the jth column of N
where a .j is the jth column of A * M for all j = 1, . . . , m.
(
where a i. is the ith row of
where a i. is the ith row of N −1 A * for all i = 1, . . . , n. • R r (A) = {y ∈ H m×1 : y = Ax, x ∈ H n×1 }, the column right space of A,
• N r (A) = {x ∈ H n×1 : Ax = 0}, the right null space of A,
• R l (A) = {y ∈ H 1×n : y = xA, x ∈ H 1×m }, the row left space of A,
• N l (A) = {x ∈ H 1×m : xA = 0}, the left null space of A.
It is easy to see, if
, B ∈ H p×q r2 , M, N, P, and Q are Hermitian positive definite matrices of order m, n, p, and q, respectively. Denote
then the unique solution of (20) with the restrictions (21)- (22) is
In this chapter, we get determinantal representations of (23) that are intrinsically analogs of the classical Cramer's rule. We will consider several cases depending on whether the matrices A ♯ A and BB ♯ are Hermitian or not. (i) If rank A = r 1 < n and rank B = r 2 < p, then
The Case of Both Hermitian Matrices
are the column-vector and the row-vector, respectively.d k. andd .l are the kth row and the lth column of D for all k = 1, ..., n, l = 1, ..., p.
(ii) If rank A = n and rank B = p, then
where d
(iii) If rank A = n and rank B = r 2 < p, then
where d (iv) If rank A = r 1 < n and rank B = p, then
or 
By Lemma 3.1, X = A † M,N DB † P,Q and entries of X = (x ij ) are
for all i = 1, ..., n, j = 1, ..., p. Denote byd .s the sth column of
Suppose e s. and e . s are the unit row-vector and the unit column-vector, respectively, such that all their components are 0, except the sth components, which are 1. Substituting (39) and (37) in (38), we obtain
then we have
A ip ) for all t = 1, ..., p. Substituting it in (40), we have
then it follows (25). If we denote by
T for all l = 1, ..., n and substitute it in (40), we obtain 
By their substituting in (38) and pondering ahead as in the previous case, we obtain (28) and (29).
and r 1 = n, r 2 < p, then, for the weighted Moore-Penrose inverses A † M,N and B † P,Q , the determinantal representations (41) and (36) are more applicable to use, respectively. By their substituting in (38) and pondering ahead as in the previous case, we finally obtain (32) and (33) , D ∈ H m×p , M, N are Hermitian positive definite matrices of order m and n, respectively, A ♯ A is Hermitian.
then the unique solution of (43) (ii) If rank A = n, then
Proof. The proof follows evidently from Theorem 3.1 when B be removed, and unit matrices insert instead P, Q.
Corollary 3.2 Suppose that B ∈ H p×q r2 , D ∈ H n×q , P, and Q are Hermitian positive definite matrices of order p and q, respectively, BB ♯ is Hermitian.
then the unique solution of (45) with the restrictions (46) is
which possess the following determinantal representations.
(i) If rank B = r 2 < p, then
, whereď i. are the ith row ofĎ for all i = 1, ..., n, j = 1, ..., p.
(ii) If rank B = p, then
Proof. The proof follows evidently from Theorem 3.1 when A be removed and unit matrices insert instead M, N.
The Case of Both Non-Hermitian Matrices A ♯ A and BB
♯ .
Theorem 3.2 Let A ♯ A and BB ♯ be both non-Hermitian. Then the solution (23) possess the following determinantal representations.
(i) If rank A = r 1 < n and rank B = r 2 < p, then
are the column-vector and the row-vector, respectively.d t. andd .f are the tth row and the f th column of
n×p for all t = 1, ..., n, f = 1, ..., p.
where d (iii) If rank A = n and rank B = r 2 < p, then 
where d 
Proof. (i) If
are both non-Hermitian, and r 1 < n, r 2 < p, then, by Theorem 2.12, the weighted Moore-Penrose inverses
∈ H q×p posses the following determinantal representations, respectively,
where b i. is the ith row of Q −1 B * P 1 2 . By Lemma 3.1, X = A † M,N DB † P,Q and entries of X = (x ij ) are
for all i = 1, ..., n, j = 1, ..., p.
Denote by d .s the sth column of N
Suppose e s. and e . s are the unit row-vector and the unit column-vector, respectively, such that all their components are 0, except the sth components, which are 1. Substituting (62) and (60) in (61), we obtain
Denote by (e t. )
T for all f = 1, ..., n and substitute it in (63), then 
where a .j is the jth column of A * M for all j = 1, . . . , m, and b i. is the ith row of Q −1 B * for all i = 1, . . . , n. By their substituting in (61), we obtain
where d f t is the (f t)th entry of D := A * MDQ −1 B * in this case. Denote by
the tth component of the row-vector d
A ip ) for all t = 1, ..., p. Substituting it in (63), it follows (51).
Similarly, we can obtain (52).
, B ∈ H p×q r2
and r 1 = n, r 2 < p, then, for the weighted Moore-Penrose inverses A † M,N and B † P,Q , the determinantal representations (64) and (59) are more applicable to use, respectively. By their substituting in (61) and pondering ahead as in the previous case, we finally obtain (55) and (56) (ii) If rank A = n, then
where d .j are the jth column of D = A * MD.
Proof. The proof follows evidently from Theorem 3.2 when B be removed and unit matrices insert instead P, Q. (ii) If rank B = p, then
where d i. are the ith row of
Proof. The proof follows evidently from Theorem 3.2 when A be removed and unit matrices insert instead M, N.
Mixed Cases
In this subsection we consider mixed cases when only one from the pair A ♯ A and BB ♯ is non-Hermitian. We give this theorems without proofs, since their proofs are similar to the proof of Theorems 3.1 and 3.2. (i) If rank A = r 1 < n and rank B = r 2 < p, then
are the column-vector and the row-vector, respectively.d t. and d .f are the tth row and the f th column of D := A ♯ DQ −1 B * P 1 2 for all t = 1, ..., n, f = 1, ..., p.
.f are the tth row and f th column ofD = A ♯ DQ −1 B * .
(iii) If rank A = n and rank B = r 2 < p, then 
, where d (i) If rank A = r 1 < n and rank B = r 2 < p, then 
An example
Let us consider the restricted matrix equation It is easy to verify that the both matrices A ♯ A = N −1 A * MA and BB ♯ = BQ −1 B * P are not Hermitian. Hence, we shall find the solution of (75) by (57). So, 
