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1UN ESTUDIO COMPARATIVO DEL ESTIMADOR DE MÍNIMOS
CUADRADOS GENERALIZADOS PARA
MODELOS DE PANEL
Elena Casquel y Ezequiel Uriel
RESUMEN
En este artículo se realiza un estudio comparativo de los estimadores por Mínimos Cuadrados General-
izados y del contraste de Hausman para modelos de datos de panel aplicados por los programas LIMDEP,
RATS y TSP. Con este objetivo se han llevado a cabo experimentos de Montecarlo en modelos en los que
no existe correlación entre el componente individual y los regresores y para modelos en los que sí existe
correlación. En la realización de los experimentos de Montecarlo se han utilizado variables control, con
el objeto de aumentar la e…ciencia del experimento con un menor número de iteraciones.
Palabras clave: Mínimos Cuadrados Generalizados, datos de panel, experimentos de Montecarlo.
ABSTRACT
In this paper we make a comparative study of Generalized Least Squares Estimators used by the
programs LIMDEP, RATS and TSP for panel data models. In adittion, we analize Hausman test com-
puted by these programs. Monte Carlo experiments are applied in two di¤erents models: models where
it is assumed that individual e¤ects and explanatory variables are independent and models where this
assumption is relaxed. Futhermore, we use control variates in order to improve the precision of the
experiment reducing the number of replications.
Keywords: Generalized Least Squares Estimators, Panel Data, Monte Carlo Experiments.
21 INTRODUCCIÓN.
La aplicación del método de Mínimos Cuadrados Generalizados Factibles (MCGF) a un modelo de efectos
aleatorios con datos de panel requiere estimar previamente las varianzas de los dos componentes aleatorios.
Como existen distintos procedimentos para la estimación de estas varianzas [Maddala and Mount (1973)],
esto da lugar a estimaciones alternativas del vector de parámetros. Además, como la varianza del efecto
individual es obtenida normalmente de forma residual, se presenta el problema de que ésta puede adoptar
valores negativos. No existe acuerdo sobre cual sea el procedimiento más adecuado de estimación. Así,
los programas LIMDEP (7.0), RATS (32) para Windows y TSP (4.4), que son los más usuales en el
tratamiento de los modelos de panel, ofrecen diferentes estimaciones de este tipo de modelos.
Si en el modelo de datos de panel existe correlación entre las perturbaciones y el efecto individual,
el estimador MCGF no resulta insesgado. En este caso, el estimador within (entre-grupos), obtenido a
partir de modelo de efectos …jos, tiene mejores propiedades. Para contrastar la presencia de dicho tipo
de correlación se suele utilizar el test de Hausman1. Conviene tener en cuenta a este respecto que en el
trabajo Maudos y Uriel (1995) se han detectado ciertas anomalías en los programas LIMDEP y TSP en
la aplicación del test deHausman.
El objetivo de este artículo es estudiar los procedimientos utilizados por los tres programas antes
citados del estimador MCGF y el estimador within para modelos en los que se introduce exogeneidad en
las variables explicativas, así como para modelos con correlación entre los regresores y el efecto individual.
En este último caso se estudiará el test de Hausman calculado según LIMDEP y TSP para analizar su
comportamiento en pequeñas muestras.
Con este …n se han realizado experimentos de Montecarlo utilizando técnicas de control de la varianza,
en concreto, introduciendo variables control. Con estas técnicas, descritas en Hendry (1984), se consigue
aumentar la e…ciencia del experimento con un menor número de iteraciones.
El artículo se estructura de la siguiente forma. En la segunda sección se describen los procedimientos
de estimación de los modelos de efectos aleatorios y del cálculo del estadístico del contraste de Hausman
que proponen los programas antes citados. En la tercera sección se presentan los resultados de los experi-
1Ver Hausman (1978).
3mentos de Monte Carlo. En un primer apartado, tras explicar la técnica de variables control, se muestran
los resultados del estimador MCGF tomando como referencia un modelo de variables explicativas exó-
genas. En un segundo apartado, se realizan los experimentos de Monte Carlo relajando el supuesto de
exogeneidad, incluyendo el cálculo del test de Hausman. En la sección …nal se recogen las conclusiones.
2 ESTIMACIÓN DE MODELOS DE EFECTOS ALEATORIOS
YT E S TD EH A U S M A N .
El modelo de efectos aleatorios se puede expresar de la siguiente forma2:





El valor de la variable dependiente para la i-ésima observación en el momento t, yit; depende de K
variables explicativas, (x1it;::::::::;xKit)0 = xit; que di…eren entre individuos para cada t. ¯
0 es un vector
de constantes (1 £ K) y ® es un escalar. El término de error se descompone en:
vit = ui + "it; (2)
donde ui es el efecto aleatorio especí…co del individuo i-ésimo.
Las hipótesis estadísticas que, usualmente, se formulan sobre las variables que integran el término de






" si i = jt= s









u si i = j





Bajo estos supuestos, la matriz de covarianzas del término de perturbación vit es una matriz no
escalar. Si se introduce el supuesto adicional de exogeneidad en las variables explicativas, el método
2Ver Hsiao (1986).
4óptimo para estimar el modelo (1) es el de Mínimos Cuadrados Generalizados (MCG). Por otro lado, si
no se cumple este último supuesto, el estimador que mejores propiedades presenta es el estimador within.
El test de Hausman se utiliza para contrastar la existencia de correlación entre el efecto individual (ui)
y los regresores.
En los siguientes apartados se van a estudiar de forma sucesiva el método de estimación MCGF, bajo
el supuesto de exogeneidad antes citado, los distintos enfoques existentes para obtener este estimador,
así como el test de Hausman.
2.1 Estimación por Mínimos Generalizados Factibles.



































































(xi¡x)(yi ¡ y)0: (7)
Si los dos componentes de la varianza fueran conocidos, la aplicación de (3) es inmediata. Ahora
b i e n ,c o m oé s t en os e r áe lc a s oe ne lm u n d or e a l ,e sn e c e s a r i oe s t i m a rp r e v i a m e n t e¾2
" y ¾2
u para obtener
un estimador de °: Cuando se utilizan los valores estimados de °; los estimadores no son estrictamente
MCG. En este caso a los estimadores obtenidos habrá que denominarlos MCGF, en concreto b ¯
MCGF
.
En su aplicación se pueden presentar problemas ya que parte de los diferentes procedimientos existentes
para la estimación de ° obtienen la estimación de la ¾2
u de forma residual, lo que puede provocar que
5ésta sea negativa. Además, cada método parte de supuestos distintos, obtiéndose diferentes estimadores
de °,yp o rt a n t o ,d eb ¯
MCGF
: En Maudós y Uriel (1995) se estudia esta problemática.
2.2 Diferentes enfoques de la estimación de °:
A continuación se van a examinar los diferentes enfoques de estimación de ° aplicados por los programas
TSP, LIMDEP y RATS.
2.2.1 Estimación en el programa TSP.
Para la estimación de ¾2
" y ¾2
u programa TSP3 utiliza como referencia la varianza del modelo de efectos





Para estimar la varianza del primer mienbro de (8) se utiliza la suma de cuadrados de los residuos
generada al estimar por MCO el modelo (1) -a los estimadores obtenidos se les denomina total en la
literatura-. A esta suma se le va a llamar SCRT. Por otra parte, dado que en el modelo de efectos …jos la
componente aleatoria es únicamente "it, los estimadores within permiten calcular la suma de cuadrados
de los residuos -esta suma se va a denominar SCRW-que puede ser utilizada para estimar ¾2
".P o r l o
tanto, de acuerdo con lo anterior, se puede obtener la estimación de ¾2
u de forma residual.
Los estimadores de ¾2
" y ¾2












N £ T ¡ K ¡ 1
¡
SCRW
N £ T ¡ N ¡ K
: (10)
El estimador (10) es un estimador insesgado, ya que se determina como diferencia entre los estimadores
insesgados de ¾2
" y ¾2
v: Sin embargo, y debido precisamente a la corrección de grados de libertad para
obtener estimadores insesgados, la estimación de ¾2
u resultante puede ser negativa. En este caso, el
3Ver Hall (1997)
6programa TSP propone los siguientes estimadores, que no son insegados pero sí consistentes. Por esta
razón se denominan de muestras grandes.
El estimador de ¾2







ye le s t i m a d o rd e¾2







2.2.2 Estimación en el programa LIMDEP.
En el programa LIMDEP se utilizan tres procedimientos alternativos para estimar el efecto individual4.
En el primer caso, puede suceder que ¾2
u sea negativa. Si esto ocurre, se pasa a una segunda forma de
estimación de ¾2
u en la que también puede plantearse el mismo problema. LIMDEP propone un tercer
método que por construcción la ¾2
u no puede ser negativa.
La estimación de ¾2





N £ T ¡ N ¡ K
; (13)
Para estimar el efecto individual en los dos primeros procedimientos, se toma como referencia el
modelo (1) expresado en términos de medias del grupo, denominado modelo between,q u ee s :
yi = ® + ¯
0xi + ui + "i: (14)
La varianza del modelo anterior toma el siguiente valor:






Por lo tanto, la estimación del modelo between permite obtener una suma de cuadrados de los residuos,









yi ¡ (b ®




















En el caso de que la expresión (17) resulte negativa, el LIMDEP aplica un segundo procedimiento que

















Como puede observarse para el cálculo de SCRBTot se utiliza el esquema (16) pero sustituyendo los
estimadores between por los estimadores total. La estimación de ¾2













Dado que el estimador anterior puede ser negativo, cuando se plantea este caso el LIMDEP utiliza
como tercer procedimiento el estimador propuesto Nerlove (1971), que consiste en estimar ¾2
u directamente
















Como es obvio este tercer estimador por construcción no puede resultar nunca negativo.
2.2.3 Estimación en el programa RATS.





Aplicando el análisis de la varianza a estos residuos, se obtiene la siguiente descomposición:
SCRT=SCRb+SCRw, (22)
5Ver Doan (1996).
8donde SCRb es la suma de cuadrados de los residuos between-group y SCRw es la suma de los cuadrados
de los residuos within-group.
Consecuentemente, las estimaciones de ¾2
" y ¾2













Aunque estos estimadores son sesgados para muestras pequeñas, la ventaja que tiene el método
propuesto por el programa RATS es que siempre se obtienen estimaciones de ¾2
u no negativas.
2.3 Test de Hausman.
Como ya se ha comentado, si existe correlación entre regresores y variables explicativas el estimador
MCGF sería sesgado. En ese caso, el estimador más adecuado es el estimador within.
Para contrastar la ortogonalidad entre regresores y efectos individuales aleatorios se suele utilizar el
c o n t r a s t ed eH a u s m a n .É s t es eb a s ae nl ai d e ad eq u e ,b aj ol ah i p ó t e s i sn u l ad eo r t o g o n a l i d a de le s t i m a d o r
obtenido por MCGF es consistente y e…ciente. Bajo la hipótesis alternativa, este estimador es sesgado.
E nc a m b i o ,e le s t i m a d o rwithin es consistente bajo la hipótesis nula y la hipótesis alternativa:
Las hipótesis nula y alternativa se pueden formular de la siguiente forma:
H0 : E(uiXi)=0;
H1 : E(uiXi) 6= 0:
(25)
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9El cálculo de este test puede plantear problemas. Teóricamente, la diferencia entre las dos matrices de
varianzas siempre es una matriz semide…nida positiva. A nivel empírico puede resultar que no se cumpla
esta propiedad debido a problemas de precisión con los que trabajan los ordenadores.
2.3.1 Cálculo del test de Hausman en los programas LIMDEP y TSP.





: Sin embargo, los resultados obtenidos di…eren entre los dos programas.
Una primera diferencia entre ambos viene dada por la distinta estimación que hacen de °; que ha sido
descrita en el segundo apartado de esta sección.
Otra diferencia viene dada por el hecho de que LIMDEP para estimar las varianzas (27) y (28) utiliza
siempre el mismo estimador de la ¾2
"; en concreto, el estimador de…nido en (13). En cambio, el programa
TSP no utiliza en todos los casos el mismo estimador. Cuando se utiliza (12)-el segundo procedimiento
para estimar la ¾2
u-el programa TSP utiliza como estimador de ¾2
" en (27) el estimador denominado de
muestras pequeñas, (9), mientras que para estimarlo en (28) utiliza el estimador de muestras grandes,
recogido en (11).
El test de Hausman obtenido tanto por TSP como por LIMDEP presenta en ocasiones resultados
anómalos.
Se ha comprobado que en modelos en los que se introduce una tendencia lineal el resultado es erróneo.
Al introducir una tendencia lineal, la diferencia entre las dos matrices de varianzas es una matriz singular.
TSP soluciona el problema calculando la inversa generalizada, con lo que elimina las …las y columnas que
son cero, mientras que LIMDEP asigna el valor cero al estadístico de contrastes del test de Hausman.
3 EXPERIMENTOS DE MONTECARLO.
En esta sección se van a comparar, mediante experimentos de Montecarlo los procedimientos de estimación
y el contraste de Hausman que ofrecen los programas LIMDEP, TSP y RATS en muestras …nitas.
En el primer apartado se explica en primer lugar la técnica de variables control. A continuación se
obtiene el ECM y el sesgo del estimador MCGF proporcionado por los programas antes citados, así como
10del estimador within, tomando como referencia un modelo con variables explicativas exógenas. Estos
resultados se analizan para distintos tamaños muestrales, bondad del ajuste y proporción relativa de la
varianza.
En el segundo apartado se obtiene además de los resultados anteriores, el test de Hausman ofrecido
por LIMDEP y TSP a partir de un modelo con correlación entre las variables explicativas y el efecto
aleatorio individual.
3.1 Experimentos de Montecarlo para modelos sin correlación.
3.1.1 Método de reducción de la varianza: Variables Control.
Los experimentos de Monte Carlo6 se usan frecuentemente para estudiar las propiedades de los esti-
madores en muestras …nitas. Los resultados de estos experimentos tienen inevitablemente un componente
aleatorio, en el sentido de que dependen de las muestras generadas en un experimento. Para reducir la
aleatoriedad a niveles aceptables es necesario llevar a cabo un gran número de iteraciones. Ahora bién,
utilizando variables control se puede obtener un incremento substancial en la e…ciencia del experimento.
En la aplicación de esta técnica se eligen como variables control a variables de las que se conocen
ciertas propiedades de su distribución, concretamente la media poblacional, y qué además están muy
correlacionadas con el estimador o test estadístico estudiado. La divergencia entre su media poblacional
y su media muestral es usada precisamente para mejorar la estimación obtenida en el experimento de
Monte Carlo. Conviene señalar que las variables control sólo se usan en el contexto de los experimentos
de Monte Carlo porque se calculan utilizando parámetros que no pueden ser observados en las inves-
tigaciones estadísticas. Hendry (1984) proporciona algunos ejemplos de variables control en problemas
econométricos.
Regresión basada en variables control. Suponiendo que µ es un parámetro que se quiere estimar 7
usando los resultados del experimento de Monte Carlo. En cada iteración se obtiene una estimación de
µ, a la que se denomina tj y una variable control, ¿j:
6Ver Davidson and Mackinnon (1992).
7Ver Dadvison and Mackinnon (1993).
11Sin utilizar variables control, se toma como estimador de ¿;la media de las estimaciones obtenidas en







con varianza V (µ)= V








(tj ¡ µ)2: (30)
Si es posible obtener variables control, (29) en la mayoría de los casos no es el estimador óptimo.
Entonces el estimador apropiado sería:
µ
¤(¸)=µ ¡ ¸( ¿ ¡ E(¿)); (31)
donde ¿ es la media muestral de ¿j y ¸ es un parámetro que debe ser determinado. La elección de ¸ es
crucial. Parece natural elegir el valor de éste que minimize la varianza del estimador anterior.
La varianza de (31) es:
V (µ
¤(¸)) = V (µ)+¸
2V ( ¿) ¡ 2¸Cov( ¿;µ): (32)






Sustituyendo en (32), la varianza de µ
¤(¸) se puede de…nir como:
V (µ




=( 1¡ ½2)V (µ); (34)
donde ½ es el coe…ciente de correlación entre ¿j y tj. En (34), se observa que si ½ no es nulo hay un
aumento de la e…ciencia usando variables control.
Cuando el número de observaciones aumente, la correlación entre la variable control y el parámetro
objetivo debe aumentar, ya que entonces la distribución …nita se aproxima a la distribución asintótica.
Como consecuencia, la e…ciencia ganada con el uso de variables control es mayor a mayor tamaño muestral
n: Como el coste de un experimento de Monte Carlo es proporcional a n, el incremento de e…ciencia de
la estimación cuando n aumenta permite reducir M al mismo tiempo.
En la mayoría de literatura de variables control [Henry(1984)], ¸ se hace igual a 1. Esta opción parece
razonable si ¿j y tj están altamente correlacionados y tienen similares varianzas. Pero en general no es la
12mejor elección. Por ello, es preferible estimar ¸
¤. La forma más fácil de hacerlo es realizar la regresión:
tj = µ + ¸¿j + uj: (35)
El estimador MCO de ¸ obtenido al regresar (35) es:
b ¸ =
PM
j=1(tj ¡ t)(¿j ¡ ¿)
PM
j=1(¿j ¡ ¿)2 (36)
Sustituyendo en (32) ¸ por b ¸ se puede obtener un estimador de µ, que no es insesgado pero que
veri…ca:
p
M(µ ¡ b ¸( ¿ ¡ E(¿)) ¡ E(µ))
a ! N(0;V): (37)
3.1.2 Diseño del Experimento.
El modelo tomado como referencia en el experimento de Monte Carlo ha sido el siguiente:
yit = ® + ¯xit + "it + ui; (38)






Las xit se han mantenido …jas en cada uno de los experimentos realizados.
En cada experimento se computan el ECM y el sesgo del estimador MCGF obtenido por los programas
antes citados, así como del estimador within. Así mismo, se realiza el recuento en cada iteración de los
procedimientos propuestos por LIMDEP y TSP para el calculo de ¾2
u.
Construcción de la variable control. Para realizar el experimento se han utilizado variables control.
La variable control elegida para diseñar el experimento es:
¿j = ¢b ¯
B































0u los verdaderos valores de la varianza. La variable ¿j de…nida en (40) tiene una media
conocida e igual a ¯, varianza …nita y está correlacionada con los estimadores estudiados, por lo que
cumple las propiedades descritas en el apartado anterior.
Utilizando la variable control, el estimador …nal se obtiene a partir de la siguiente formula:
¯








La estimación de ¸ se ha utilizado aplicando (36).
3.1.3 Resultados del Experimento de Montecarlo.
El experimento se ha realizado para cuatro tamaños muestrales. Por una parte, con T =5 ; se han tomado
distintos tamaños de individuos N =2 0 ;40;100: Asimismo, para T =1 0 ; se ha considerado N =2 0 :
El número de iteraciones aplicado a estos cuatro casos ha sido de 200, 150, 100 y 150 respectivamente.
Aunque estas cifras pueden parecer no muy elevadas, hay que tener en cuenta que la utilización de
variables control eleva más de 100 veces la e…ciencia del experimento. Para cada uno de los tamaños
muestrales se han considerado distintos coe…cientes de determinación, R2
Pob =0 :99;0:95;0:9;0:8: Dado
un R2

















14Las tablas 1 a 4 del anexo recogen el porcentaje de casos en los que se aplican cada uno de los
procedimientos descritos en la sección anterior de los programas LIMDEP y TSP para la estimación de
¸, para los diferentes tamaños de N y T considerados
Como se puede observar en las tablas 1 a 4, el porcentaje que utilizan los estimadores de la varianza del
efecto individual según (10) en TSP (T1) y según (17) en el LIMDEP (L1), depende fundamentalmente
de la ratio ¾2
"=¾2
u: Cuando éste es mayor o igual a 5, tanto TSP como LIMDEP obtienen porcentajes
sustanciales de resultados negativos para ¾2
u: Para una proporción menor no se observan resultados
negativos en ninguno de los casos estudiados. Conviene señalar que en todos los casos estudiados el
s e g u n d op r o c e d i m i e n t op r o p u e s t op o re lL I M D E P( L 2 )s ea p l i c aau nn ú m e r or e d u c i d od ec a s o s .
Al aumentar N (ver tablas 1;2;3) y al aumentar T (ver Tablas 2;4), el porcentaje de los casos en los
que (10) y (17) ofrecen resultados negativos disminuye, acentuándose este hecho cuando ¾2
"=¾2
u =5 .
En los cuadros 1 a 4 se recogen los resultados del experimento. A los estimadores MCGF se les
denomina según el procedimiento por el que han sido obtenidos que hace referencia al programa utilizado.
Al estimador de efectos …jos para el que se aplica la misma formula en los tres programas se le denomina
WITHIN.
En los cuadros 1 y 2 se muestra una clasi…cación de los estimadores, ordenados de mejores a peores
resultados para N =2 0 ;40;100 y T =5 ; considerando R2
Pob =0 :99: Esta ordenación se mantiene para
todos los R2
Pob; pues se ha observado que el cambio en la bondad del ajuste afecta al nivel de sesgo y de
ECM pero no a la clasi…cación relativa de los estimadores. De los datos se desprende que los estimadores
que proporcionan un menor sesgo y un mayor ECM son TSP y LIMDEP. El estimador proporcionado
por RATS presenta un mayor sesgo y mayor ECM que los estimadores obtenidos en LIMDEP y TSP,
mientrás que el estimador WITHIN es el que peores resultados ofrece.
Para tamaños pequeños de la muestra, N =2 0 , el estimador que ofrece un menor sesgo y un menor
ECM es el obtenido en TSP, aunque cabe destacar que las diferencias entre los estimadores son muy
pequeñas.
Conforme aumenta N, el programa que ofrece mejores resultados es el LIMDEP, sobre todo para
N =4 0 .
Am a y o rratio ¾2
"=¾2
u se acentúan las diferencias de LIMDEP y TSP con respecto a RATS y WITHIN.
Asimismo, TSP ofrece mejores resultados que LIMDEP.
15Cuadro 1.
Clasi…cación de los estimadores obtenidos
por los programas TSP, LIMDEP y RATS según su sesgo para
T = 5 y N = 20;40;100:
R2
Pob =0 :99:




























































































































Clasi…cación de los estimadores obtenidos por los programas TSP, LIMDEP y
R A T Ss e g ú ns uE C Mp a r aT = 5 y N = 20;40;100:
R2
Pob =0 :99:



























































































































17En los Cuadros 3 y 4 los resultados para N =2 0y T =1 0 ; considerando R2
Pob =0 :99. Se puede
observar que los estimadores presentan un menos sesgo y un menor ECM con respecto a los obtenidos
p a r ae lm i s m ot a m a ñ om u e s t r a l ,p e r oc o nT =5y N =4 0 .
Al igual que en los casos anteriores, LIMDEP y TSP ofrecen mejores resultados. Cuando la ratio
¾2
"=¾2
u es menor que 1, LIMDEP presenta un menor ECM.
Los resultados ofrecidos por el programa RATS y el estimador WITHIN mejoran sensiblemente en
términos absolutos pero no relativos con respecto a los otros dos tipos de estimadores si se comparan
estos resultados con los obtenidos para T =5 .
Cuadro 3.
Clasi…cación de los estimadores obtenidos por los programas TSP, LIMDEP y
R A T Ss e g ú ns us e s g op a r aT = 10 y N = 20.
R2
Pob =0 :99:






















































Clasi…cación de los estimadores obtenidos por los programas TSP, LIMDEP y
R A T Ss e g ú ns uE C Mp a r aT = 10 y N = 20:
R2
Pob =0 :99:





















































Concluyendo este apartado, se puede decir que el programa LIMDEP es el que mejores resultados
globales ofrece. Estos resultados mejoran con respecto a los obtenidos en TSP cuando aumenta el número
de observaciones individuales. TSP proporciona buenos resultados tanto en sesgo como en ECM cuando
la ratio ¾2
"=¾2
u es mayor que 1. El programa RATS parece mejorar al aumentar el tamaño muestral.
3.2 Experimentos de Montecarlo en modelos con correlación.
3.2.1 Diseño del Experimento.
La variable endógena sigue la siguiente modelización:
yit = ® + ¯xit + "it + ui; (46)
ui = axi + bi; (47)






Las xit están correlacionadas con el efecto individual ui; según la formulación propuesta por Mundlak
(1978). El experimento se ha realizado para distintos niveles de correlación, en concreto, para ½ =
0:1;0:15;0:2;0:25;0:3;0:35:
En cada experimento se han computado los valores del ECM y el sesgo del estimador b ¯
MCGF
obtenido
a partir de los distintos programas antes citados, así como de b ¯
W
. Adicionalmente, se recoge el resultado
del test de Hausman ofrecido por LIMDEP y TSP.
El objetivo de este experimento es observar si los resultados obtenidos en el apartado anterior se
mantienen para niveles de correlación relativamente bajos. Además, se recoge el test de Hausman. En
estos experimentos no se ha utilizado la técnica de variables control, ya que la variable control (40) es
sesgada en este caso.
3.2.2 Resultados del Experimento de Montecarlo.
El experimento se ha realizado para dos tamaños muestrales. Los resultados se presentan manteniendo
…jo el número de observaciones temporales, T =5y variando el número de individuos, N =2 0 ;40: Al no
utilizar variables control se han computado 1000 y 900 iteraciones respectivamente. Para cada uno de los
tamaños muestrales se han considerado diferentes niveles de correlación, ½ =0 :1;0:15;0:2;0:25;0:3;0:35:









En este experimento se ha calculado el test de Hausman, así como las estimaciones del modelo aplicadas
en la sección anterior. El Cuadro 5 muestra el porcentaje de aceptación de H0; de…nida en (25) en el test
de Hausman para N =2 0y T =5y para N =4 0 .
20Cuadro 5.
Porcentaje de aceptación de la H0 obtenido en el test de Hausman en LIMDEP
y TSP para N = 20;40 y T = 5 para un nivel de signi…catividad de 0.05.
½ =0 ;0:1;0:15;0:2;0:25;0:3;0:35:
(Porcentaje).
½=0 ½=0:1 ½=0:15 ½=0:20 ½=0:25 ½=0:3 ½=0:35

























































































1HT se re…ere a los resultados del test de Hausman según los procedimientos utilizados en el programa TSP.
2HL se re…ere a los resultados del test de Hausman según los procedimientos utilizados en el programa LIMDEP.
Como se puede observar, conforme aumenta ½, el porcentaje de aceptación de la H 0; es decir, de la
hipótesis nula de no correlación entre el regresor y las perturbaciones, es mayor. A partir de ½ =0 :25
cuando N =2 0y ½ =0 :2 si N =4 0el test de Hausman rechaza en más de un 50 por 100 de los casos la
H0.C a b er e s a l t a rq u es i¾2
"=¾2
u =5,l aH0 se acepta en más casos que para ¾2
"=¾2
u =1 =5;1:
Cuando N aumenta, el porcentaje de aceptación de H0 disminuye para cada nivel de correlación y
tamaño de la varianza.
Con respecto a las estimaciones del modelo por distintos procedimientos, en los cuadros 6 y 7, se
m u e s t r ae ls e s g oye lE C Mp a r aT =5 , N =2 0y T =5 , N =4 0 , considerando ½ =0 ;0:1;0:15 y 0:2: Al
igual que en el apartado anterior a los estimadores MCGF se les denomina por el procedimiento que han
sido obtenidos y al estimador de efectos …jos se le denomina WITHIN. No se han recogido los resultados
de los estimadores para valores de ½ s u p e r i o r e sa0 . 2 ,p u e sc o m oy as eh ar e s a l t a d o ,e lt e s td eH a u s m a n
rechaza de forma abrumadora la H0 y el mejor estimador es siempre el WITHIN.
21Cuadro 6.
Clasi…cación de los estimadores obtenidos por los programas TSP, LIMDEP y
R A T Ss e g ú ns us e s g op a r aT = 5;N = 20 y N = 40.
(Porcentaje).
½ =0 ;0:1;0:15;0:2:




































































































































Clasi…cación de los estimadores obtenidos por los programas TSP, LIMDEP y
R A T Ss e g ú ns uE C Mp a r aT =5 ;N =2 0y N =4 0 :
(Porcentaje).
½ =0 ;0:1;0:15;0:2:



































































































































Como se puede observar, aunque ½ tome valores pequeños y el test de Hausman acepte la H0,e l
estimador que presenta en la mayoria de los casos menor sesgo y menor ECM es el estimador WITHIN. El
estimador proporcionado por el RATS es siempre más robusto que los estimadores obtenidos en LIMDEP
y TSP. Además, ofrece mejores resultados que el estimador WITHIN cuando aumenta el tamaño de la
muestra. Los estimadores propuestos por LIMDEP y TSP presentan siempre peores resultados.
23Las diferencias de sesgo y ECM del estimador WITHIN con respecto a LIMDEP y TSP aumentan
para N =4 0 ; y se acentúan conforme aumenta el nivel de correlación. Este hecho también se observa
en los resultados del test de Hausman, pues conforme aumenta N se obtiene un porcentaje más alto de
rechazo de la H0:
Concluyendo, se puede a…mar que cuando existe correlación entre la variable explicativa y el efecto
individual los resultados son totalmente distintos a los que se obtienen en caso de que se presente dicha
correlación. Si se analizan los resultados para ½ =0 ; se observa que los mejores estimadores son los
utilizados por LIMDEP y TSP, como ya se vió en el apartado anterior.
4C O N C L U S I O N E S .
En este artículo se ha realizado un estudio comparativo mediante utilización de experimentos de Mon-
tecarlo de los distintos estimadores MCGF propuestos por los programas más utilizados en el contexto
de datos de panel, (LIMDEP, RATS y TSP), así como del estimador WITHIN. En primer lugar se han
realizado experimentos de Montecarlo tomando como referencia modelos en los que el regresor es no
estocástico. En segundo lugar la variable endógena se ha generado a partir de modelos con correlación
entre el efecto individual y los regresores. Adicionalmente, en este segundo caso se ha calculado el test
de Hausman propuesto por LIMDEP y TSP con una doble …nalidad: detectar a partir de que niveles
de correlación se rechaza la hipótesis nula y por lo tanto, el estimador de MCGF no sería el más ade-
cuado y observar si estos programas ofrecen resultados anómalos del citado contraste. Los experimentos
de Montecarlo se han realizado utilizando variables control, con el fín de incrementar la e…ciencia del
experimento.
Si no existe correlación entre los regresores y el efecto individual, se observa que LIMDEP ofrece
estimadores con un menor sesgo y ECM en casi todos los casos estudiados. Los resultados mejoran cuando
aumenta el tamaño de la muestra, acentuándose este hecho si se incrementa el número de observaciones
por individuos. El estimador propuesto por TSP es especi…camente mejor, cuando la ratio ¾2
"=¾2
u.E l
estimador ofrecido por RATS y el WITHIN ofrece peores resultados que los anteriores, aunque mejoran
relativamente al aumentar el tamaño de la muestra.
Cuando se relaja el supuesto de exogeneidad, cabe destacar que a partir de ½ =0 :25 cuando N =2 0
24y ½ =0 :2 si N =4 0el test de Hausman rechaza en más de un 50 por 100 de los casos la H0. Aunque
el coe…ciente de correlación ½ tome valores más pequeños que los anteriormente citados y el test de
Hausman acepte la H0, el estimador que presenta en la mayoria de los casos menor sesgo y ECM es el
estimador WITHIN. El estimador proporcionado por el RATS es siempre más robusto que los estimadores
obtenidos en LIMDEP y TSP. Además, ofrece mejores resultados que el estimador WITHIN cuando
aumenta el tamaño de la muestra. Los estimadores propuestos por LIMDEP y TSP presentan siempre
peores resultados.
Cabe destacar que en ninguno de los experimentos realizados se han detectado anomalías en el cálculo
del contraste de Hausman. Sin embargo se ha comprobado que la introducción de la tendencia lineal en
el modelo provoca resultados anómalos en los dos programas.
25ANEXO
Tabla 1.
Porcentajes de utilización en el TSP y el LIMDEP
de los procedimientos de estimación de ¾2
u para N = 20 y T = 5:
(Porcentaje).















































































1T1 y T2 indican el porcentaje de los experimentos que utilizan (10) y (12) respectivamente.
2L1;L2 y L3 indican el porcentaje de los experimentos que utilizan (17), (19) y (20).
Tabla 2.
Porcentajes de utilización en el TSP y el LIMDEP
de los procedimientos de estimación de ¾2
u para N = 40 y T = 5:
(Porcentaje).
















































































Porcentajes de utilización en el TSP y el LIMDEP
de los procedimientos de estimación de N = 100 y T = 5:
(Porcentaje).
















































































Porcentajes de utilización en el TSP y el LIMDEP
de los procedimientos de estimación de N = 20 y T = 10:
(Porcentaje).
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