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Abstract
The fusion of biology and nanotechnology holds amazing promise for revolutionizing medicine and personal
technology. In order to take advantage of the great feats of engineering coming out of these fields, there
needs to be theories and computational tools capable of describing the interface between the pristine and
ordered world of precision electronics and the hot, wet, and stochastic world of biology. The success of these
technologies will depend on our abilities to design and optimize interactions of biomolecules and solid-state
materials down to the atomic scale. In my research at the University of Illinois, I have used molecular
dynamics (MD) as a tool to describe the atomic-scale interactions driving the function of biomolecules and
their interface with solid-state devices, and I have sought to use it as a starting point to create new methods
for modeling, designing, and optimizing these interactions. In my dissertation, I show the methodologies that
I use in my work and the range of possibilities that they present for researchers in the field, and I present my
research on the modeling of the interface between biological and synthetic materials in (1) immunosurfaces
used for detection of live bacteria; (2) protein transport through a nanochannel; (3) deriving the Langmuir
constant for adsorption for small, organic molecules on synthetic surfaces; (4) creating a multiscale model
for transport in micro- and nanofluidic devices; (5) synthetic analogs of biological ion channels. It is my
hope that the research that I have performed in my doctoral studies here at the University of Illinois at
Urbana-Champaign will be a template for future research and interdisciplinary science. The work I have
done here has shown the possibilities of the MD method for studying the physical interface of biological
and synthetic components, and I have developed new techniques that can be used by researchers in field to
further the science and engineering of bionanotechnology and nanobiotechnology.
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Where are we going, Walt Whitman? The doors close in
an hour. Which way does your beard point tonight?
— Allen Ginsberg, A Supermarket in California
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Hybrid structures that combine biological and inorganic materials are ubiquitous in the biosphere, from
the carbonated hydroxyapatite that makes up the inorganic structure of bones, to the calcium carbonate
created by coral polyps and coralline algae that forms the structure of coral reefs. The ability to design
materials that are biocompatible, or able to be incorporated into organisms without provoking an immune
response, has significant applications in medicine and therapeutics, for example in designing prosthetics and
implanted medical devices like pacemakers. However, designing synthetic materials to interact favorably
with biological components is made difficult by the fact that many biological processes, including immune
response, are dictated by interactions between biomolecules and their environment on the nanometer scale.
Therefore, our ability to fabricate materials with nanometer precision will determine our ability to create
devices that can interface with the biological world.
The technology driving the miniaturization of materials manufacturing has advanced to the point where
it is now possible to manufacture synthetic device structures on the nanometer scale. Researchers can create
surfaces patterned with 25 nm diamond grains [1, 2], nanopores smaller than the width of duplex DNA [3],
macroscopic-length channels with cross-sections smaller than ten nanometers [4], and hollow metal-oxide
macromolecular spheres measuring 4 nm across [5]. Although manufacturing structures with feature sizes of
several nanometers is now possible, how these structures will interact with biomolecules is difficult to predict.
The warm and wet environments necessary for biology and the function of biomolecules are incompatible
with the imaging methods usually applied to the nanoscale, such as electron microscopy. Computational
models provide a way to visualize and quantify the nanoscale details of interaction between biomolecules and
synthetic materials. With accurate computational models, it will be possible to optimize next-generation
devices that incorporate biological and synthetic nanostructured components and manufacture them on a
commercial scale.
With the goal of interfacing biology and technology in mind, a whole new genre of science has emerged.
One section of this hybrid science, a blend of physics, chemistry, biology, materials science and engineering,
seeks to take advantage of the nanoscale revolution by building new sensing tools to learn more about
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biology [6, 7, 8] — the field of nanobiotechnology — creating new devices ranging from synthetic surfaces
patterned with biomolecules, to nanopores in semiconductor material capable of detecting single molecules,
to whole biochemistry wet labs shrunk down to fit on a single chip. Another side seeks to take advantage
of biology’s atomic-scale precision tools and make new devices by incorporating biomolecules into synthetic
devices [9] — the field of bionanotechnology. Whatever you call these fields, they promise to provide us
with new, exciting technologies by elucidating and developing control over the nanoscale world. In order to
take advantage of the great feats of engineering coming out of these fields, there needs to be theories and
computational tools capable of describing the interface between the pristine and ordered world of precision
electronics and the hot, wet, and stochastic world of biology. The success of these technologies will depend
on our abilities to design and optimize interactions of biomolecules and solid-state materials down to the
atomic scale.
One of the strengths of electronics manufacturing is the great control engineers have over surface patt-
ernization. Creating patterned surfaces is a standard process in the electronics industry, where commercial
methods for lithography used in microchip fabrication have been extended down to 22 nm [10]. While that
scale is too large to create regular single-molecule-sized device features, the bio-nano world has been pushing
the limits with hybrid technologies. In a method known as DNA origami, double-stranded DNA can be
folded into 3D structures and layered on surfaces to create 6-nm resolution patterned surfaces with a chosen
DNA sequence [11]. These “nanobreadboards” [11] can provide accurate templates for defining regular small
distances between binding sites for small molecules to make precise measurements [12]. Solid surfaces like
glass or polymer can be pattered with single-stranded DNA open to solution allowing complementary DNA
to hybridize to create a device known as a DNA microarray [13, 14]. These structures are the basis of many
high-throughput biological assays such as ChIP-on-chip [15], which combines DNA microarrays (“chips”)
with chromatin immunoprecipitation (ChIP) to investigate protein–DNA interactions. With biological and
solid-state methods combined, it is likely we will see the ability to pattern surfaces on the single-nanometer
level soon, opening up the development of a whole new set of technologies.
In a move analogous to the reduction in size of the fundamental components of electronics, researchers
are pushing to shrink the components of wet labs down to the micro- and nanoscale, so that a laboratory
for producing chemical or biological products, filtering solutions, or performing measurements with high
sensitivity could fit on a microchip. This would not only save lab space and money spent on chemical
reagents, but it would also allow for parallel, high-throughput assays and the ability to perform new types
of detection not possible on the macro scale. The advance of micro- and nanofluidic technologies has
already enabled the creation of new devices for applications like high throughput biological assays [6, 7, 8],
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protein crystallography [16] and the direct, quantitative study of interfacial phenomena like adsorption [17].
However, as the device components become smaller, for example in fluid channels of a sub-10-nanometer
cross-section [4], the effects of interactions of the solutes with the device surface are magnified and can lead
to degradation of the device [18]. Having methods to model the device–solution interface will not only allow
for designs to prevent device breakdown, but allow designers to take advantage of these properties and open
up a whole new range of applications.
The ability to create such small features in semiconductor materials has led to the development of
synthetic nanopore technologies [19]. Synthetic nanopores are small holes, with diameters measured in
nanometers, created in solid-state [20] or polymers [21] that can mimic protein nanopores in both size and
sensitivity. These devices can take advantage of the small constriction to limit passage to one molecule at a
time, and perform fine measurements on the passenger molecules, such as discriminating between bases in a
DNA molecule for high-throughput DNA sequencing [22]. Control over the charge and chemistry of the pore
can allow for current rectification similar to a ion channel protein [23]. These technologies have made such
an impact that IBM has bought in and is developing nanopore technology called a “DNA transistor” [24].
To create successful devices, the high sensitivity to detect single molecules needs to aided by models that
can decipher differences in electronic signals originating from the nanoscale properties of the passenger
molecules [25].
Nanoscale engineering has progressed to the point where it is possible to design devices to mimic the
behavior of biological machinery like proteins. However, biological molecules can already be constructed
with atomic-scale accuracy and operate with atomic-scale precision. By designing new devices made from a
combination of synthetic materials and biological components, researchers can get the best of both worlds:
the durability, fine control over electromagnetic properties, and large-scale manufacturing base that syn-
thetic components offer and the high specificity, atomic-scale accuracy in production, and access to all of
evolution’s inventions offered by biomolecules. To take advantage of the high specificity of biomolecules,
researchers have created a new type of chip, called an immunosurface, to detect distinct molecules by lay-
ering antibody proteins on synthetic surfaces [2, 26]. The atomic-scale accuracy in protein production has
led some researchers to use protein nanopores for single-molecule detection, as the pore interiors can be
systematically designed on the level of groups of atoms [27]. These protein pores can then be embedded
in synthetic lipid bilayers [27] or solid state membranes [28]. The combination of biological and synthetic
components into new devices opens many possibilities, of which these applications are just two. It will be
fascinating to watch the development of this art over the coming years. However, hybrid devices remain
difficult to design because the interactions of the biomolecules and synthetic surfaces are often very strong,
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leading to the adsorption of biomolecules and the breakdown of the device [2, 29].
The wedding of biology and nanotechnology holds amazing promise for new and revolutionary technolo-
gies. While the goals of the individual research programs may be completely different, covering anything
from shrinking the cost of drug manufacturing, to creating in-situ bacteria detectors, to efficiently sequenc-
ing DNA, to creating new types of synthetic biocompatible materials, the problems the researchers face are
similar. First and foremost, it is often not possible to image the devices on the scale of their functional com-
ponents. The environment necessary for biology and the function of biomolecules is incompatible with the
imaging methods, such as electron microscopy, usually applied to the nanoscale. Furthermore, many of the
devices being made are “one-shot” devices; the atomic-scale properties vary from device to device, leading
to differences in behavior. In order to overcome these setbacks and create devices that can be manufactured
in bulk, theoretical tools need to be created that will enable the optimization and design of these types of
devices.
While the physics surrounding the construction and operations of these devices is well understood [30,
31, 32], there is no one theoretical model that will be able to describe all parts of the device efficiently.
The different time- and length-scales and physical phenomena inherent in a single device call for specialized
techniques to model different parts of these devices [33]. For example, continuum models work well for
modeling the pressure-driven or electroosmotic fluid flow through micro- and nanofluidic devices [31, 32, 34],
but these models break down in the regions of fluid near surfaces [32] or macromolecules [35], where the
atomic-scale characteristics of the solvent, solutes, and surfaces, which can be on the order of nanometers [29,
36], become important. When the interactions within these regions becomes significantly affect device
function or behavior, such as the adsorption of solutes [37] that could lead to clogging of the device [18],
the use of discrete methods like classical molecular dynamics (MD) becomes necessary. In my published
work [38, 39, 29, 37, 40, 41, 42], I have used MD as a tool to describe the atomic-scale interactions driving
the function of biomolecules and their interface with solid-state devices and sought to use it as a starting
point to create new methods for modeling, designing, and optimizing these interactions.
Classical molecular dynamics, often referred to as simply molecular dynamics or MD, is a computational
technique used to simulate systems of point-mass particles in situations where all the forces are known but
there are too many coupled degrees of freedom to write down an analytical solution. Starting with an initial
set of coordinates for all the particles of the system, time is advanced using Newton’s equation,
~F = m~a, (1.1)
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where the force ~F is the derivative of some potential function, U . The choice of the potential function U
is determined by the type of simulation being performed. For simulations of biomolecules, the potential
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where the first term is a two-body interaction representing chemical bonds, the second term a three-body
term representing the angle between bonds, the third term a four-body term representing the twist between a
pair of bonded atoms, the fourth term a two-body interaction representing van der Waals forces and the fifth
term a two-body interaction representing the explicit Coulomb interaction. The set of constants is known as
the “force field” and is determined through ab initio quantum mechanics calculations and experiment [43].
On top of the potential function U , MD simulations can be performed with additional stochastic forces used
to regulate the temperature and pressure of the systems. Typical MD simulations containing biomolecules or
biomolecules and solid-state components usually contain anywhere from 50 k to 5 M atoms and are therefore
solved with optimized parallel programs, like NAMD [43], on a supercomputer.
While MD is a brute force technique, it offers the advantage that it can explicitly calculate inter-particle
interactions with all-atom precision, and it has been used extensively to simulate biological molecules [43,
44, 45, 46, 47]. Recent advancements in biomolecular-compatible inorganic forcefields [48, 49, 50, 51, 52, 53]
have made it possible to computationally model the interactions of biomolecules with inorganic substrates
with all-atom detail [48, 54, 51, 55, 56, 53]. Indeed, the use of MD in simulations of hybrid biological and
synthetic systems is a growing field [41], and can provide much needed insight into the interfacial region
between the worlds of biology and technology.
In my work, I have pushed the use of MD as a tool to study the physical interface between solid-state
devices and biological molecules and sought to show that MD should be considered an invaluable tool for
device design and optimization in bionanotechnology and nanobiotechnology. I think of MD as a brute force
tool, but one that can also be used for precision. When I approach a new system, I can use straight MD
simulations to observe the dynamics and characteristics of the system. These simulations, while simple, can
produce enormous amounts of data from which I can extract statistics and gain quantitative knowledge of
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the system. From here, I can perform additional simulations directed at specific characteristics of the system.
For example, I can run many simulations with varied parameters, calculating the change in system behavior
as a function of these variables, much like a computational experiment, or I can use MD with external forces
added in to calculate specific quantities like the potential of mean force (PMF, the free energy along a set of
coordinates). In this way, I can use MD as a springboard to create higher level theories. In my dissertation,
I present my published work that details my methodologies and the new techniques that I have developed,
showing by example how MD can be used as a successful tool to quantitatively characterize the interface of
biology and technology.
In Chapter 2, I present research done in collaboration with the research groups of Bashir, Hamers, Carlisle
and King in which I employ MD as an analytical tool to diagnose the nanoscale behavior of a prototype
immunosurface for detecting bacterial pathogens. Pathogens in food and water supplies can cause serious
illness and death. Outbreaks of food and water-borne bacteria are often caused by contamination of the
food or water supply by outside sources, and as such, should be preventable given real-time detection tools.
Immunosurfaces are a hybrid material that combines biological components from an organism’s immune
system, antibodies, with inorganic nanostructures, which would allow the real-time sensing and detection
of bacteria in food and water supplies. In this chapter, I present molecular dynamics studies performed to
quantitatively characterize the behavior of prototype immunosurfaces created with two different types of
functionalized substrates. These simulations show that the functionalized substrate has an impact on the
access of solution proteins to the surface and therefore to the ability of proteins to bind to the immunosurface.
The work presented here should allow for the optimization of device design, leading to longer and more
predictable device lifetime and enable the creation of real-time detection systems for bacterial pathogens.
In Chapter 3, I look explicitly at the interactions between a protein and the inorganic surface of a
nanochannel. Reducing the size of a nanofluidic channel not only creates new opportunities for high-precision
manipulation of biological macromolecules, but also makes the performance of the entire nanofluidic system
more susceptible to undesirable interactions between the transported biomolecules and the walls of the
channel. In this chapter, I report molecular dynamics simulations of a pressure-driven flow through a
silica nanochannel that characterized, with atomic resolution, adsorption of a model protein to its surface.
Although the simulated adsorption of the proteins was found to be nonspecific, it had a dramatic effect on the
rate of the protein transport. To determine the relative strength of the protein–silica interactions in different
adsorbed states, we simulated flow-induced desorption of the proteins from the silica surface. The analysis
of the protein conformations in the adsorbed states did not reveal any simple dependence of the adsorption
strength on the size and composition of the protein–silica contact, suggesting that the heterogeneity of the
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silica surface may be a important factor in protein binding.
In Chapter 4, I focus on the details of the adsorption of biomolecules by studying the adsorption of
small organic molecules to inorganic surfaces. Adsorption of dissolved molecules onto solid surfaces can
be extremely sensitive to the atomic-scale properties of the solute and surface, causing difficulties for the
design of fluidic systems in industrial, medical, and technological applications. In this chapter, I show
that the Langmuir isotherm for adsorption of a small molecule to a realistic, heterogeneous surface can be
predicted from atomic structures of the molecule and surface through molecular dynamics simulations. I
highlight the method by studying the adsorption of dimethyl-methylphosphonate (DMMP) to amorphous
silica substrates and show that subtle differences in the atomic-scale surface properties can have drastic effects
on the Langmuir isotherm. The sensitivity of the method presented is sufficient to permit the optimization
of fluidic devices and to determine fundamental design rules for controlling adsorption at the nanoscale.
In Chapter 5, I use our knowledge of the surface–solute interaction to parameterize a multiscale model of
solute transport through micro-and nanofluidic devices. Transport of solutes through micro- and nanofluidic
devices is challenging to model because the devices components typically measure in hundreds of nanometers
to microns, but the adsorption of solute on the device surfaces is sensitive to the atomic-scale properties of
the solute and surface. However, without an accurate model, it is difficult to optimize and design devices
to have solute-specific transport. In this chapter, I present a multiscale model for simulating the transport
of solutes through micro- and nanofluidic devices with atomic precision and show that it fully recreates the
results of all-atom molecular dynamics simulations. I highlight the method by simulating the filling and
draining of a 500-nm nanochannel and show that the atomic-scale properties of the device surfaces affects
solute transport through 100-nm nanochannels. The accuracy and efficiency of the model presented here
will allow for the design and optimization of micro- and nanofluidic devices for solute-specific transport.
In Chapter 6, I present research done in collaboration with the research groups of Weinstock, Sivaprasadarao,
and Mu¨ller in which we use MD to develop a protocol for embedding a synthetic device in a biological en-
vironment. Porous polyoxometalate nanocapsules of Keplerate type are known to exhibit the functionality
of biological ion channels; however, their use as artificial ion channel is tempered by the high negative
charge of the capsules, which renders their spontaneous incorporation into a lipid bilayer membrane un-
likely. In this chapter I report coarse-grained molecular dynamics simulations that demonstrate a route for
embedding negatively charged nanocapsules into lipid bilayer membranes via self-assembly. A homogeneous
mixture of water, cationic detergent, and phospholipid was observed to spontaneously self-assemble around
the nanocapsule into a layered, liposome-like structure, in which the nanocapsule was enveloped by a layer
of cationic detergent followed by a layer of phospholipid. Fusion of such a layered liposome with a lipid
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bilayer membrane was observed to embed the nanocapsule into the lipid bilayer. The resulting assembly was
found to remain stable even after the surface of the capsule was exposed to electrolyte. In the latter con-
formation, water was observed to flow into and out of the capsule as Na+ cations entered, suggesting that
a polyoxometalate nanocapsule can form a functional synthetic ion channel in a lipid bilayer membrane.
The use of a synthetic device to mimic biological ion channels would permit a step-by-step study of the
atomic-scale properties that allow the channels to perform their biological function, for example, selective
transport of specific ions. Furthermore, such devices would assist in the development of synthetic systems
for the purposes of biotechnology by exploiting the same mechanisms found in proteins.
The ability to interface solid-state technology with biological molecules presents an amazing opportunity
to create revolutions in medicine and personal technology. However, there needs to be a clear a way to
interface these two worlds in a way that allows the two to exist in their independent environoments while
also interacting regularly through well-understood channels. To accomplish this, we must have the ability
to design and optimize interactions of biomolecules and solid-state materials down to the atomic scale.
In my dissertation, I have tried to show by example the methodologies that I use in my work and the
range of possibilities that they present for researchers in the field. It is my hope that the research that
I have performed in my doctoral studies here at the University of Illinois at Urbana-Champaign will be
a template for future research and science. The work I have done here has both shown the possibilities
of the MD method for studying the physical interface of biological and synthetic components, and I have
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and Nanotechnological Systems. In Simulations in Nanobiotechnology. (Copyright c© 2011 CRC Press,
LLC) [41].
Outbreaks of food and water-borne pathogens like e-coli in the general population can lead to serious
illness and even death. Such outbreaks from food sources can lead to a recall of the contaminated food
supplies, which can be devastating for the businesses involved [57]. These outbreaks are often caused by
contamination of the food or water supply from outside sources like cattle feces [57, 58, 59], and would be
preventable if there were reliable and affordable methods for on-site, real-time testing [2]. In this chapter,
we discuss our collaborative effort with the research groups of of Bashir, Hamers, Carlisle and King to design
and validate next-generation, hybrid bio-nano devices called “immunosurfaces,” which could function as a
real-time early warning system for pathegen detection in food and water supplies.
The immunosurface is an example of a hybrid material that combines biological components from an
organism’s immune system, antibodies, with inorganic nanostructures to perform sensing and detection of
foreign substances. A schematic diagram of an immunosurface is shown in Figure 2.1 a. Antibodies are
covalently tethered to an inorganic substrate so that the antibodies remain exposed in solution to preserve
their activity and stay bound to a particular region of the substrate. This also prevents aggregation of the
antibodies, as occurs in solution. Proteins, such as antibodies, tend to bind to inorganic surfaces strongly
and nonspecifically [29]. To prevent adhesion of the antibodies to the substrates, the inorganic substrates
are functionalized, or covalently coated, with a layer of protective molecules known as the functionalization
layer. This functionalization layer also provides the binding site for the molecules that tether the antibodies
to the surface.




































I III II I I
I III II
I IIII I II
I I II I II I
I













Figure 2.1: Immunosurfaces for bacterial detection. a) Schematics showing an immunosurface that consists
of a solid-state substrate, such as glass or diamond (shown in grey as a gray slab), functionalized with
organic coating (blue lines) to which linker molecules (blue circles) anchor antibodies (orange Ys) against
pathogens like bacteria (green ovals). The individual components are not drawn to scale. b) A close up
view of an all-atom model of an immunosurface used for MD simulations. The inorganic substrate (ultra
nanocrystalline diamond) is shown as a grey molecular surface, the aminodecane functionalization layer is
shown as tealgray chains with nitrogen in bluedark gray and hydrogen in white, and an asparagine peptide
is shown as tubes with carbon in cyangray, nitrogen in bluedark gray, oxygen in redblack and hydrogen in
white. The water molecules that fill the system are not shown.
in a way that is currently not possible to achieve with a purely synthetic device. Antibodies, or immunoglob-
ulins, are proteins typically composed of two heavy chains and two light chains, which are cross-linked with
disulfide bonds to form a Y-shape. The tips of the Y are known as variable regions, because the amino acid
sequence varies greatly between antibodies in the same organism. This high variability gives an antibody its
high specificity for the ligand, or antigen, to which it binds. However, if an antibody binds to a inorganic
surface, it will rapidly lose activity as the protein becomes unstructured or oriented in a way that the antigen
can’t diffuse into the variable region.
In collaboration with the research groups of Bashir, Hamers, Carlisle and King, we are working to create
immunosurfaces capable of detecting different strains of bacteria with the goal of monitoring the purity
of water and food supplies [2]. In order to be successful, these immunosurfaces must be able to operate
under physiological conditions for extended periods of time. Glass or gold substrates are typically used
for anchoring proteins such as antibodies, but the polyethylene glycol and lipid bilayer coatings commonly
used to prevent protein adsorption to their surfaces break down within two days [60]. Ultrananocrystalline
diamond (UNCD) is a novel substrate composed of 2-5 nm diameter, phase-pure diamond grains on which
alkene functionalization layers show excellent stability [1]. To compare the performance of immunosurfaces
made with UNCD substrates to those made with a typical glass slide, immunosurfaces were created by
covalently attaching antibodies to either UNCD films functionalized with aminodecane or Corning GAPS II
amine-terminated glass (GAPSG) slides. A complete description of the experimental protocol used to create
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the immunosurfaces is available in the published manuscript [2].
To test the long-term stability of the immunosurfaces operating under physiological conditions, each
immunosurface was submerged in phosphate buffered saline and monitored over a period of two weeks. The
half-life of the antibody activity was found to be around 4 days for the immunosurfaces created with the
GAPSG substrate as compared to about 11 days for those with the UNCD substrate. While there was
about 25% loss of antibodies from the GAPSG substrate in the first week, and 13% loss from the UNCD
substrate in the second week, these losses alone are not enough to explain the magnitude of degradation in
immunosurface performance [2]. A complete description of the experimental protocol and results is available
in the published manuscript.
One explanation for this loss in performance is that the antibodies could be binding to the substrates,
somehow bypassing the functionalization layer meant to prevent binding. It is known that without a pro-
tective coating of aminopropylsilane on silica or aminodecane on diamond surfaces, the antibodies can bind
nonspecifically to both surfaces [61, 29], losing their conformation and specific affinity to antigens. However,
it is not known how the antibody proteins could interact with the substrates in the presence of the function-
alization layer and how the functionalization layer degrades in solution. While it is not possible to resolve
such dynamics in solution experimentally, the molecular dynamics (MD) method offers a route to model the
dynamics of such systems with all-atom precision.
To gain insight into the interactions of antibodies with the functionalized UNCD or GAPSG surfaces,
we first performed MD simulations of all-atom model functionalized diamond and SiO2 substrates. Close-
ups of the simulation systems highlighting the substrates and functional layer are shown in Figure 2.2.
Aminodecane-terminated diamond surfaces (2.6× 1014 molecules/cm2, Figure 2.2a) and aminopropylsilane-
terminated SiO2 (4.0× 1014 molecules/cm2, Figure 2.2b) were submerged in a 0.137 M NaCl saline solution
approximating the PBS buffer used in experiment (the concentrations of other solutes, like phosphate, were
too low to accurately represent in such a small volume, 5 × 5 × 10 nm3). Each system was then simulated
with the MD method in the NPT ensemble for at least 40 ns. A complete description of how we modeled
and simulated these systems is given in Appendix A.
By analyzing the steady-state of the MD simulations for the different model functionalized substrates,
we can determine the effect of the substrate and functionalization layer on water density near the surfaces.
As shown in Figure 2.2a, the aminodecane layer of the UNCD surface effectively blocks water access to
the diamond substrate, whereas small pockets of water were observed in the aminopropyl layer of the SiO2
surface (Figure 2.2b). To model the effect of variations in functionalization layer density, we have simulated
UNCD and SiO2 substrates with a range of functional group densities. Figure 2.3 shows the average density
11
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Figure 2.2: Water pockets on the immunosurfaces revealed by molecular dynamics (MD). a H-terminated
UNCD coated with 2.6 x 1014 molecules/cm2 aminodecane. The top panel shows a contour plot of the water
density within 0.5 nm of the diamond surface, averaged over a representative 1 ns period of the 40 ns MD
trajectory. The center panel shows a cut-away view of the same surface; the location of the cut away surface
is indicated at the top panel as a dashed line, UNCD is shown as a grey molecular surface, aminodecane
as teal chains with nitrogen in blue and water as vdw spheres (oxygen in red and hydrogen in white). The
bottom panel shows the potential of mean force (PMF) for bringing different types of amino acids from bulk
solution to the surface. b, Water density (top), a cut away view (center) and the PMF profiles (bottom) for
the silica surface coated with a 4.0 x 1014 molecules/cm2 layer of aminopropylsilane. Silica is shown as a
gray molecular surface and other molecules are shown as in panel a. c, Water density (top), a cut away view
(center) and the PMF profiles (bottom) for partially degraded the silica surface (see text). The degradation
of the functionalization layer on silica creates pockets of water within the functionalization layer, which
facilitates binding of amino acids as revealed by the PMF plots.
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Figure 2.3: Simulated density of water near functionalized UNCD and silica substrates. a The average density
of water versus the distance from the UNCD substrate coated with aminodecane to different surface density.
Dashed lines indicate the distance at which the density of aminodecane becomes equal to the density of water.
b The average density of water versus the distance from the silica substrate coated with aminopropylsilan
to different surface density. Dashed lines indicate the distance at which the density of aminopropylsilane
becomes equal to the density of water. †Corresponds to the expected experimental density of the functional
groups.
of water versus the distance from the surface for each substrate for all functionalization group densities
considered.
Modeling antibody proteins with all-atom MD simulations is challenging, because antibodies are large
and complex proteins, which require long-timescale simulations to study even diffusive motion. To simplify
the problem, we have studied protein–substrate interactions using individual amino acids in the place of an
entire antibody protein. By focusing on the interactions of a substrate with individual amino acids we can
estimate the interactions of a given protein with the substrate by looking at the amino-acid composition
of the protein surface [29]. We have modeled the interaction of each substrate with amino acids from each
of the representative types — positively charged, negatively charged, polar, nonpolar and aromatic — by
creating new simulation systems with an amino acid in solution above a functionalized substrate. A typical
simulation system is shown in Fig. 1 b.
To quantify the affinity of amino acids for the two substrates, we computed the potential of mean force
(PMF) for each representative type of amino acid as a function of the distance from the substrate (Figure 2.2
bottom panels). The PMF calculated in such a way can be thought of as the change in free energy for bringing
the amino acids from bulk solution to the respective substrates. If the PMF decreases as the amino acid nears
the surface, then the interaction is attractive and the amino acid will bind to the surface if the interaction
is greater than about 1 kBT (the thermal energy); if the PMF increases as the amino acid approaches the
surface, then the interaction is repulsive on average, and the amino acid will tend not to bind. For tyrosin
and valine, the adhesion energy to functionalized UCND did not exceed 2 kBT, whereas charged (Lys, Asp)
13
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Figure 2.4: Growth of water pockets associated with degradation of GAPSG functionalization layer. a
Contour plot of the water density within 0.5 nm of the silica substrate coated with 4.0 x 1014 molecules/cm2
of aminopropylsilane, averaged over a representative 1 ns period of the 40 ns MD trajectory. Starting from
this structure, functional groups were removed using a procedure described in the Supporting Methods. b
The water density on the silica substrate with 86% of the functionalization groups remaining. c The water
density on the silica substrate with 75% of the functionalization groups remaining.
and polar (Asn) amino acids were repelled from the surface. Similar PMF profiles were obtains in the case
of the functionalized silica, indicating that both surfaces are unlikely to bind proteins.
However, it is known that the GAPSG surface loses 25% of its functionalization layer when exposed to
solution. To determine the effect of the degredation of the functionalization layer on protein adsorption, we
modeled the degradation process by iteratively removing 25% of the functionalized groups from the surface
characterized in Figure 2.2b. The degredation process is shown in Figure 2.4 and detailed in Appendix A.
Performing the same simulations as before with a simulation system containing the SiO2 substrate with
a partially degraded functionalization layer (Figure 2.2c) showed dramatically different results. The water
density plot (Figure 2.2c top) revealed large pockets of water near the degraded surface, whereas the PMF
for bringing amino acids from the bulk solution to the substrate through one of such pockets (Figure 2.2c
bottom) indicated adhesion energies exceeding 6 kBT. Thus, degradation of the functional layer exposes
patches of unprotected substrate to the solution, which considerably increases affinity of the surfaces to
proteins, facilitating reduction of the antibody activity.
By performing PMF calculations for bringing one amino acid of each type from bulk solution to each
substrate, we can quantitatively characterize the interactions of proteins with the substrates. Furthermore,
the data we get through our MD simulations shows us not only the binding affinities, but also the origin of
the differences between the amino acidsubstrate interactions. By simulating the functionalized substrates
submerged in a buffer solution without the presence of protein, we can characterize the dynamics of the
functionalized substrates for different functionalization densities. In the case of the functionalized UNCD
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and GAPSG substrates, we find that the UNCD substrate remains dry, but water pockets form in the
functionalization layer of GAPSG and increase in size for lower functionalization layer densities, providing
a route for proteinsubstrate binding.
In this project, we performed MD simulations of model systems to quantitatively characterize the ener-
getics and dynamics of antibodies on inorganic substrates. This method of simulating a model system to
identify dynamical features and following up with free energy calculations to quantify specific interactions
is a robust way to characterize the properties of the interface between solutes in solution and inorganic
surfaces. Here, we characterized the interface between functionalized substrates and biological molecules in
solution, but such methods could readily be adapted to study the interface between any solutes and any
type of surface, inorganic or biological.
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Chapter 3
Modeling Protein Transport through
Nanochannels
Reproduced in part from Carr R, Comer JR, Ginsberg MD and Aksimentiev A (2011) Modeling Pressure-
Driven Transport of Proteins through a Nanochannel IEEE Tran. Nanotechnol. 10:75–82 (Copyright c©
2010 IEEE). [29]
Transport of liquids through nanometer size structures is a ubiquitous process in modern biomedical
engineering. The proposed applications of nanofluidics range from lab-on-a-chip technology [18, 6], epigenetic
information analysis [62, 63], and biosensors [64, 65], to protein crystallization [16], drug delivery systems [66],
and electronics [67, 68]. To transport biomolecules through nanoscale structures, hydraulic pressure gradients
and/or electric fields are imposed across the device elements [18, 30]. Today, it is already possible to
fabricate macroscopic length channels of a sub-ten nanometer cross-section [4], and assemble them into
regular macroscopic arrays [69].
Under typical experimental conditions, pressure-driven flow of water through nanometer-size channels
is laminar, as the Reynolds number of the flow is very low [30]. Under such conditions, the hydrodynamic
equations of motion simplify considerably and, knowing the geometry of the channel, the properties of the
flow can be easily determined [34]. The presence of proteins in the solution complicates the matter at
high protein concentrations, because the protein–water mixture no longer behaves as a Newtonian fluid.
Complications also arise when the size of the channel becomes comparable to the size of the protein. In the
latter case, the interactions of the protein with the channel surface can dominate the protein transport and
lead to spurious effects such as nonspecific adsorption, surface accumulation and eventually clogging of the
nanochannel system [18].
In the simplest theoretical model of protein adsorption, a protein is assumed to bind to the surface with
a certain probability so that the fractional coverage of the surface θ is described as a Langmuir isotherm
θ = αC/(1 + αC), where C is the protein concentration and α is the Langmuir adsorption constant. The
Langmuir constant incorporates all the effects of the surface properties of the channel and protein, and
can be empirically associated with quantities such as the total surface area of the protein, and the charge,







Figure 3.1: MD simulation of protein flow through a nanochannel. The protein is shown in cartoon repre-
sentation; the silica nanochannel is shown as a gray molecule surface. Water and counterions are not shown.
The water velocity profile is shown schematically as dashed lines and arrows. The snapshots illustrate the
conformations of a protein in a typical MD trajectory.
Ideally, one would want to predict the macroscopic behavior of the protein flow through a nanochannel
taking into account the microscopic properties of the protein and the nanochannel material. Molecular
dynamics (MD) is a computational method that can accurately predict the forces between biomolecules
and inorganic surfaces in water if their atomic structures are known. The MD method has already been
applied to simulate flow and sorption of simple solutes in nanochannels within a Lennard-Jones model [70].
All-atom MD simulations have characterized DNA transport through solid-state nanopores [71, 51, 25] and
the conformations of proteins near silicon surfaces [72]. The binding of individual amino acids, histidine and
phenylalanine, to a platinum surface has been studied in all-atom detail using classical MD parameterized
through iterative ab initio quantum mechanics calculations [73]. Steered-MD (SMD) has been used to
study the friction of a 15-mer polypeptide on hydrophobic and hydrophilic surfaces [54] as well as protein
adsorption and desorption near a hydroxyapatite surface [74].
In this manuscript, we describe the first (to our knowledge) MD simulations of pressure-driven transport
of proteins through a nanochannel. We begin with a description of our simulation methodology and then test
the method by simulating pressure-driven transport of water. Next, we use a model protein to characterize
microscopic processes that govern protein transport through a nanochannel. For the silica channels studied
in this manuscript, we find a strong tendency for the protein to spontaneously adsorb to the nanochannel
surfaces. Hence, we investigate the statistical properties of the protein–silica contacts in the adsorbed states
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and the process of protein desorption induced by the flow.
To produce the silica membrane used in this study, we created a 2.5× 2.5× 3.5 nm3 block of crystalline
silica containing 500 silicon and 1000 oxygen atoms by replicating a unit cell of SiO2. The resulting system
was simulated for 20 ps at 7000 K using a 2.5×2.5×5.5 nm3 periodic cell, which produced an amorphous silica
membrane with two relaxed surfaces (normal to the z-axis). The silica was simulated with the BKS potential,
a two-body potential proposed by Beest, Kramer and van Santen which has been shown to reproduce some
properties of silica [75, 76]. As in Vollmayer et al. [76], the form of the BKS potential was modified at small
distances to prevent spurious behavior at high temperature. The Coulomb portion of the BKS potential was
computed using the PME method [77], while the van der Waals portion was smoothly shifted to zero at an
interatom distance of 0.55 nm. During the annealing procedure, an external force was applied to prevent the
atoms from evaporating into the vacuum region. The temperature was maintained at 7000 K by a Langevin
thermostat with a damping coefficient of 5 ps−1. The resulting annealed silica structure structure was tiled
in a four-by-four grid to create a 10.0×10.0×2.7 nm3 silica membrane consisting of sixteen identical slabs of
silica.
As a model protein for this study, we used toxin II of the scorpion androctonus australis hector [78]
(PDB access code 1PTX). This rather small protein consists of 64 residues and has both α-helical and
β-sheet secondary structure elements. The atomic coordinates of the protein were taken from its X-ray
structure; the coordinates of all missing atoms were determined according to the CHARMM [44] protein
topology. To explore the stability of the protein in solution, a single copy of the protein was submerged
in 10,000 TIP3P [79] water molecules with one chloride counterion to balance the positive charge of the
protein—a system of 30,971 atoms. Following 2000 steps of energy minimization, the system’s temperature
was increased from 0 to 295 K within 25 ps by velocity rescaling. Following 0.5-ns equilibration with the
protein backbone restrained to its X-ray coordinates, the system was equilibrated free of any restraints for
50 ns in the NPT ensemble.
An atomic-scale model of a nanochannel was created from the silica membrane by imposing periodic
boundary conditions that defined the spacing between the nanochannel walls (the channel’s height) and
effectively made the channel infinitely long and wide. For our test simulations of the water flow, the volume
between the walls of the channel was filled with pre-equilibrated water molecules, producing a system of
78,696 atoms.
Following a 2000-step minimization, the system was equilibrated for 2.5 ns in the NPT ensemble with the
SiO2 atoms harmonically restrained to the coordinates obtained at the end of the annealing simulation. In the
silica membrane, harmonic bonds of the same strength (6950 pN/nm spring constant) were applied between
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the nearest neighbors. After equilibration, the volume inside the nanochannel unit cell had dimensions of
9.9× 9.9× 5.5 nm3; the density of water was 1.01 g/cm3. In the subsequent analysis of the MD trajectories,
we define the boundary between the silica membrane and water to be where the average local number density
of silica equals five times that of water.
To study the transport of proteins through nanochannels, we created three systems (A, B and C of
83,542, 83,398 and 83,377 atoms, respectively) by placing water, two copies of the protein and two chloride
counterions inside each copy of the silica nanochannel. The resulting ionic strength and protein concentration
were 5.8 mM in each nanochannel system. Such low ionic strength environment allowed us to probe protein–
surface interactions in the absence of an electric double layer. As the surfaces of our nanochannel were
electrically neutral, the systems considered correspond to the experimental situation at the isoelectric point
of silica (pH 4–5). Our model also applies to weakly charged nanochannels, where the distance between the
localized surface charges is greater than the average diameter of the protein. In the case of a highly charged
surfaces, we expect to observe an electric double-layer near the surface and streaming currents arising from
the water flow [80]. In each system, the proteins were placed in a random orientation with respect to the
surface of the channel, representing a unique initial condition. The minimum surface–to–protein distance
was 0.55 nm in system A and 1.15 nm in systems B and C. After 2000 steps of minimization, the systems
were equilibrated in the NPT ensemble for 0.3 (system A) or 0.6 (systems B and C) ns, with the SiO2 atoms
restrained to their coordinates at the end of the NPT equilibration of the water-only channel system. The
latter restraints had spring constants of 13900 pN/nm; the nearest neighbor atoms of the silica membrane
were connected by harmonic bonds of 1390 pN/nm. Restraining the silica to the final coordinates of the
NPT equilibration, rather than to the annealed structure, reduced the periodicity of the channel surface
introduced by the tiling method that we used to create the systems. The dielectric constant of the silica
membrane in the water-channel and protein-channel simulations were 5.5 and 4.0 (±0.2), respectively, due
to the difference in the harmonic restrains that applied to silica [81]. After equilibration, the unit cell of
each system had dimensions of 10.0× 10.0× 5.8 nm3.
To induce water flow through the nanochannel, a constant pressure difference was created by applying a
lateral force to all the water molecules in the system. As detailed in Zhu et al. [82], applying a lateral force,
F , to N atoms results in a pressure difference across the system of
∆P = N · F/A, (3.1)
where A is the area perpendicular to the applied force.
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Figure 3.2: MD simulations of water flow through a nanochannel. a) Mass flux versus pressure gradient in
the water-only (black) and protein–water (gray) systems. The inset shows an enlarged view of the main
plot at small pressure gradients. b) Simulated velocity profile of the water flow. The dimensionless average
velocity of flow is plotted versus dimensionless position in the channel (see text). The normalized velocity
profiles are shown for five simulations at different pressure gradients; the symbols are defined in panel a.
The theoretical Poiseuille flow profile is shown as a dashed line. The simulated absolute flow velocities at
the center of the nanochannel were 0.39, 2.4, 4.6, 24, and 48 nm/ns for the pressure gradients of 0.70, 3.5,
7.0, 35 and 70 bar/nm, respectively.
To test our computational method, we simulated the flow of water through a nanochannel at five different
pressure gradients. Each simulation lasted from 10 to 25 ns. Figure 3.2 summarizes the results of these
simulations.
First, we determined that the mass flux of water through the nanochannel scales linearly with the applied
pressure gradient within the entire range of pressure gradients (spanning three orders of magnitude) tested,
Figure 3.2 a. The mass flux was computed by measuring the average displacement of all atoms in the
nanochannel over a time interval ∆t [83] divided by the channel’s cross sectional area Achannel:








where Mi is the mass of atom i, Lchannel is the dimension of the unit cell in the direction of the flow and
∆xi is the displacement of atom i in ∆t.
Next, we investigated the dependence of the water velocity on the distance from the surface of the channel.
In Figure 3.2 b, we plot the dimensionless average water velocity (scaled with its density and normalized by
the total flux) versus the distance from one surface of the channel normalized by the channel height. The
simulated dimensionless flow profiles at five pressure gradients overlap, indicating a linear scaling of the flow
profile with the pressure gradient. The water velocity profiles were calculated through the following process.
First, the velocity of each water oxygen along the direction of the pressure gradient was computed from its
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displacement over a 10-ps interval. Next, these velocities were grouped into bins spaced by 0.2 nm along the
height of the channel. Water molecules that moved between the bins were given fractional counts for the
respective bins. Finally, the velocities were averaged over each bin in the last 9 to 19 ns of each simulation.





h2 − 4x2) , (3.3)
where η is the viscosity, ∆p/L is the pressure gradient, h is the channel height and x is the position in
the channel, defined such that x = ±h2 at the channel’s surface. The dimensionless profile of the Poiseuille
flow is shown in Figure 3.2 b as a dashed line. To compute the theoretical curve, we used the simulated
viscosity of our water model (TIP3P) at 298 K [84]. Some deviations from the theoretical predictions
were observed near the surface of the channel, where the breakdown of the continuum description could be
expected. Considerable deviations of the flow profile from the master curve were observed in the simulation
at the smallest pressure gradient (0.70 bar/nm). The time scale of this simulation (20 ns) was too short
for the flow velocity to attain a stable, symmetric profile, although the total water flux already attainted
a value consistent with the linear pressure–flux dependence, Figure 3.2 a. Even though our temperature
control applied only the silica membrane, the temperature of the entire system remained within 1.2% of that
observed in the absence of the flow.
Once we had tested our protocol for simulating a pressure-induced flow through a nanochannel, we
applied this method to study the transport of proteins. In our first simulation, the two proteins were
initially positioned near the surface with a minimum surface–to–protein distance of 0.55 nm (system A).
For this system, we performed two simulations applying different pressure gradients, 0.69 bar/nm and 3.5
bar/nm, lasting 97 and 86 ns, respectively. The proteins became bound to the surface of the nanochannel
within 10 and 32 ns from the beginning of the simulations at 0.69 and 3.5 bar/nm pressure gradients,
respectively. As depicted in Figure 3.1, the proteins twist and roll as they flow through the nanochannel,
adopting many conformations before eventually binding to the surface.
To determine the influence of the initial conditions on the protein orientation in the adsorbed state, we
simulated two additional systems (B and C) that had the proteins positioned further away (1.15 nm) from
the surface. These simulations were performed applying a pressure gradient of 0.69 bar/nm for 62 (system B)
and 57 (system C) ns. Thus, from the four simulations of two proteins each, we obtained eight independent
protein trajectories in total. The protein motion through the channel is characterized in Figure 3.3 a, which











































Figure 3.3: Spontaneous adsorption of proteins to the nanochannel surface. (a) The shortest distance
between the channel surface and any α-carbon atom of the protein. (b) The distance travelled by a protein
in the channel in the direction of the flow. The center of mass of the protein is plotted relative to the initial
position of the protein in the channel. The data for the two proteins of system A were obtained at two
pressure gradients, shown in blue (0.69 bar/nm) and red (3.45 bar/nm); the data for the proteins in systems
B and C were obtained at 0.69 bar/nm and are shown in black. Only the first 65 ns of the simulations of
system A are shown.
that all proteins eventually bound to the surface. To determine if the proteins could tumble or slide along
the surface, we plotted in Figure 3.3 b the distance each protein traveled along the direction of the flow. The
figure indicates that regardless of the initial conformation and the applied pressure gradient, the distance
travelled by a protein along the channel reached a constant value, meaning that all proteins eventually
adhered to the surface and became immobile. Figure 3.3 a and b also show that some proteins did not bind
to the surface immediately after they first encountered the surface. Rather, they rolled and slid along the
surface for some time before becoming immobile.
Visual inspection of the obtained trajectories revealed that the proteins bound to the surface of the
nanochannel in different conformations. To determine if there was any underlying order, we inspected the
amino acid makeup of the protein parts that made the contact with the silica membrane. We defined an
amino acid to be in contact with the silica surface if any of its non-hydrogen atoms were located within
5 A˚ (center to center) of any silica atom. An amino acid was considered bound to the surface if its contact
with the surface lasted more than 75% of the time interval that any residue of the protein was in contact
with the surface.
Table 3.1 and Figure 3.4 summarize the results of our analysis. In eight binding events, different sets of
amino acids were found to form contacts with the silica surface. The contacts were found to contain clusters
of neighboring residues, indicating that, in addition to any specific interactions between silica and particular
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System- ∇P # Res. Bound residues SurfaceProtein (bar/nm) in contact area (nm2)
A-1 0.69 8.0 ± 1.4 Asp9 Asp53 His54 4.0 ± 0.4Arg56 Cys63 His64
A-2 0.69 6.0 ± 1.4 Val1 Asp53 4.9 ± 0.7Pro60 His64
A-1 3.5 8.5 ± 1.4
Asp9 Val10 Asn11
5.8 ± 1.1Lys30 His54
Arg56 His64







B-1 0.69 6.4 ± 1.2 Asp9 Lys28 Lys30 4.3 ± 0.4His54 Arg56
B-2 0.69 8.7 ± 1.3
Ala39 Ser40 Pro41
4.5 ± 0.6Tyr42 Gly43
Arg62 His64
C-1 0.69 8.9 ± 1.4 Asp53 Arg56 Lys58 5.3 ± 0.8Pro60 Arg62
C-2 0.69 9.6 ± 1.2
Asp3 Glu32 Tyr35
5.1 ± 0.4Trp38 Ala39
Tyr49 Lys50
Table 3.1: Properties of the protein–silica contacts formed by spontaneous adsorption.
types of amino acids, the three-dimensional structure of the protein plays a major role in determining which
amino acids bind the surface. The protein–silica contacts were found to involve from 6 to 13 protein side
chains and have contact area from 4.0 to 6.5 nm2. The binding site were found to contain all types of amino
acids—acidic, basic, polar, nonpolar, aromatic; each binding site contained at least one charged residue.
In Figure 3.4, we plotted the fractional area of the binding sites contributed by the amino acids of different
types and compared that to the amino acid content of the protein surface in bulk water. The plot indicates
that residues with bulky side chains are more likely to bind silica than residues with smaller side chains.
This is likely due to the fact that side chains with more atoms have a higher probability of encountering
the silica membrane than side chains with fewer atoms. Apart from this observation, the binding did not
appear to involve any particular set of residues, nor was there any indication that certain residue types
bind the surface more frequently than others. Thus, we concluded that the protein binding observed in our
simulations was nonspecific.
To determine the relative binding strength of each protein conformation, we attempted to remove the
proteins from the surface by gradually ramping up the pressure gradient. Initially, we increased the pressure




































































Figure 3.4: Amino acid content of protein–nanochannel contacts. (a) Fractional area of the solvent accessible
surface of the protein in bulk water associated with each amino acid type. The solvent-accessible area was
calculated using VMD [85] and a solvent probe radius of 1.4 A˚. The values given were obtained by averaging
over an ensemble of instantaneous conformations observed within the last 30 ns of a 50 ns trajectory sampled
every 5 ps. (b) Fractional area of the protein–silica contact associated with each amino acid type. The contact
area was defined as a solvent-accessible area of a silica membrane located within 5 A˚ of the protein. The data
shown were obtained by averaging over ensembles of conformations observed in all bound states, weighted
with the respective average area of the contact and sampled every 5 ps. The sum of the fractional area over
all amino acid types is greater than 1 because the same silica atoms can be in contact with more than one
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Figure 3.5: Flow-induced desorption of proteins bound to nanochannel surfaces. (a) The shortest distance
between the channel surface and any α-carbon atom of the protein. (b) The distance travelled by a protein
in the channel in the direction of the flow. The center of mass of the protein is plotted relative to the initial
position of the protein in the channel. During desorption, proteins were observed to roll along the channel
surface and occasionally rebind before entering bulk water. The data are colored according to the pressure
gradient.
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used in the second simulation of system A. The conformations of the two proteins in each systems remained
stable within the 10 ns simulation at the new pressure gradient: neither unbinding nor rolling was observed.
Subsequently, we increased the pressure gradients (and hence the shear force of the flow on the protein) in
3.45 bar/nm increments, running the simulation at each value until the proteins either detached from the
surface or remained stably bound for at least 10 ns. If, upon switching to a higher pressure gradient value,
the protein was observed to roll on the surface and rebind at a different location, the simulation was run
until the protein was stable for 10 ns in the new conformation. From these simulations, we have calculated
the mass flux of the protein–water mixture in the nanochannel as a function of the pressure gradient and
plotted the result in Figure 3.1 a, alongside the data for the pure water system. As in the case of the pure
water system, the protein solution’s mass flux was found to increase linearly with the pressure gradient,
but with a slightly smaller slope, presumably because of the higher effective viscosity of the water-protein
mixture.
System- ∇P number of contact Contact residues Contact area
protein (bar/nm) residues (nm2)
A-2 3.5 6.5 ± 1.3 Val1 Asp53 Pro60 4.9 ± 0.4Cys63 His64
B-2 3.5 8.7 ± 1.3 Ala39 Ser40 Pro41 Tyr42 4.4 ± 0.6Gly43 Asn44 Arg62
C-1 6.9 9 ± 2 Asn11 Asp53 His54 6.2 ± 1.0Arg56 Pro60 Arg62
A-2∗ 10.4 12.0 ± 0.8
Arg18 Asn19 Ala20 Asn23
5.4 ± 0.3Glu32 Ser33 Tyr35 Ala39
Ser40 Pro41 Tyr42 Lys50
C-1∗ 10.4 6.5 ± 1.5 Asp9 Lys30 His54 4.6 ± 0.7
A-1 13.8 9 ± 2
Asp9 Val10 Glu24
4.3 ± 1.3Lys28 Lys30 Arg56
Arg62 Cys63 His64
B-2∗ 13.8 13.8 ± 1.6
Asp9 Val10 Phe15 Gly17
7.7 ± 0.7Arg18 Tyr21 Ala39 Ser40
Pro41 Arg62 His64
C-2 17.3 11.3 ± 1.1
Asp3 Glu32 Tyr35 Trp38
6.6 ± 0.5Ala39 Tyr47 Tyr49
Lys50 Arg62 His64
B-2∗ 24.2 9.8 ± 0.9
Asp8 Asp9 Val10
5.0 ± 0.4Arg18 Tyr21 Glu24
Lys28 Arg56 Arg62
B-1† 27.6 13.0 ± 0.5
Val1 Lys2 Asp8 Asp9
6.6 ± 0.2Val10 Asn11 Asp53His54 Arg56 Thr57
Lys58 Arg62 His64
Table 3.2: Properties of the protein–silica contacts before unbinding from the surface of the nanochannel.
∇P specifies the highest pressure gradient for which the proteins remained bound to the surface. Proteins
listed more than once were observed to unbind and rebind. ∗ Conformations due to rebinding. † This protein
did not unbind.
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The protein desorption process is characterized in Figure 3.5, which is analogous to Figure 3.3. The
protein displacement in the direction normal to the surface of the channel is plotted in Figure 3.5 a, which
shows the closest distance between any α-carbon atom of the protein and the silica surface. The protein
displacement in the direction of the flow is plotted in Figure 3.5 b. The trajectories terminate when the
proteins unbind. Figure 3.5 reveals that desorption of the proteins occurs in a wide range of pressure
gradients: from 6.9 to 27.6 bar/nm. One protein failed to desorb even when the pressure gradient reached
38.0 bar/nm; this simulation was terminated after 117 ns.
As the pressure gradients increased, the proteins were observed to change their conformations presumably
because of the increased shear stress. Thus, over the course of the simulations, the center of mass of the
bound proteins moved, on average, 0.3 nm closer to the silica surface, whereas the number of amino acid
chains in contact with the surface and the contact area increased by 20–60 and 11–37 %, respectively. The
changes in the conformation of the protein that failed to unbind, B1, were much larger, 53 and 225 %,
respectively. It appears that the shear force of the flow can push the bound proteins toward the surface. In
contrast, the conformations adopted by the proteins that rebound to the silica surface after sliding or rolling
showed little or no change in the number of contacts and the contact area as the shear stress increased.
Table 3.2 lists the properties of the protein–silica contacts in the last stable conformation observed before
the proteins detached from the surface. The proteins that were observed to unbind and rebind are listed
multiple times. The protein that did not unbind (B1) is shown as a reference. Table 3.2 does not reveal any
simple correlation between the number of protein residues bound to the silica surface, their composition and
contact area with the ability of the protein-silica contacts to withstand the shear force of the flow. These
results reinforce our conclusion that, in our simulations, the proteins bound nonspecifically to the silica
surface. While we have thoroughly investigated the properties of the protein residues involved in binding
the silica surface, our analysis did not take into account the atomic-scale heterogeneity of the silica. As each
protein was bound to a different patch of the silica surface, the observed variations in the strength of the
protein binding may, at least partially, be attributed to the local variation of the surface properties of silica,
such as the surface roughness and the number of dangling bonds [49].
In this study, we have modeled the transport of proteins through silica nanochannels, and investigated
the modes by which they bind to the silica surface. Reducing the strength of protein–surface interactions
and/or designing surfaces to bind specific types of proteins is a task of outstanding importance. Through
the use of combinatorial phage display techniques, researchers have been able to design short peptides that
bind specifically to particular inorganic surfaces [86, 87, 88, 89]. These peptides can be included in a given
protein to give it a moiety that will bind specifically to inorganic surfaces such as silica [90]. In contrast to
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such specialized proteins, in our simulations we observed nonspecific binding of our model protein to silica.
We have shown that such nonspecific binding can be of very high affinity and thus can have a dramatic
effect on protein transport. Reducing or eliminating such nonspecific binding is one of the most challenging
problems in the development of the next generation of nanofluidic devices for applications in biotechnology.
Ideally, one would want to predict the adsorption constant of a given protein simply from the knowledge
of its atomic structure and material properties of the nanochannel. In order to design surfaces that minimize
nonspecific binding, one needs to understand the mechanisms by which individual amino acids influence the
affinity of the entire protein to an inorganic surface. By combining such information with the knowledge of
the atomic structure of the protein, the binding affinity of the entire protein could be described in statistical
terms, which would have numerous applications in nanobiotechnology [91, 92, 38, 93]. The availability of
atomic-scale models for inorganic surfaces in aqueous environments would be critical to the success of such
an approach, as their heterogeneous nature could only then be accurately taken into account.
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Chapter 4
Microscopic perspective on the
adsorption isotherm of a
heterogeneous surface
Reproduced in part from Carr R, Comer J, Ginsberg M. D, Aksimentiev A. (2011) Microscopic perspective
on the adsorption isotherm of a heterogeneous surface. J Phys Chem Lett 2:1804–1807.
Adsorption of solutes from a liquid phase to a solid substrate is a process ubiquitous across industries
and technologies, yet it is often difficult to predict and control. Specific adsorption has many applications,
ranging from clarification in winemaking [94], to dialysis, filtration and the treatment of acute poisoning [95],
to the purification of proteins [96]. At the same time, uncontrolled adsorption contributes to loss of product
to vessel surfaces, clogging of small constrictions in coronary stents [97] or microfluidic devices [18] and
performance deterioration of biosensors [98, 2]. The microscopic nature of adsorption phenomena requires
the atomic structures of the solutes and the substrates be taken into account in order to design substrates
to have set adsorption properties for specific solutes. In this communication, we describe a computational
method for prediction of the adsorption isotherm specific to the atomic-scale details of the solute, solvent
and substrate. Building on previous work in this area [49, 50, 52, 53, 92, 54, 55, 2], we demonstrate utility
of classical molecular dynamics (MD) simulations for prediction of macroscopic, experimentally accessible
adsorption behavior of realistic, heterogeneous surfaces.





where θ is the fractional area of the surface covered by the adsorbed solutes, Cbulk is the solutes’ bulk
concentration and the empirical parameter α specifies the solute–surface affinity, also known as the Langmuir
constant. For a homogeneous surface containing a lattice of identical binding sites and solutes with no self-
interaction, the Langmuir description is exact, with α being equal to the inverse of the bulk concentration
at which half the surface is covered with the solute. In practice, most surfaces are neither periodic nor bind
solutes with the same affinity everywhere on the surface, and hence the Langmuir constant α is determined
from experiment. Below we demonstrate that, in the case of a realistic heterogeneous surface, the Langmuir
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Figure 4.1: Molecular dynamics simulations of adsorption. (Top) Typical starting configuration containing
randomly placed DMMP solute (shown as vdW spheres), two silica slabs (shown as gray molecular surfaces)
and water (not shown). The plot specifies the average concentration of the solute along the z axis. (Bottom)
The same system at the end of a 100-ns MD trajectory.
isotherm can be directly obtained from MD simulations and the Langmuir constant α can be computed from
a 3-dimensional potential of mean force (3D PMF) for the solute near the surface.
To simulate surface adsorption in all-atom detail, we have modeled a small, enclosed chamber of solution,
using dimethyl methylphosphonate (DMMP) as a model solute. Figure 4.1 (top) shows a typical starting
configuration of a simulation system consisting of a 10 × 10 nm2 slab of amorphous silica (SiO2), tiled
from sixteen identical 2.5 × 2.5 nm2 patches, enclosing a 5-6 nm tall, well-mixed solution of DMMP. The
system was made effectively infinite in the x− y plane using the periodic boundary conditions. A pressure
gradient was imposed in one of the directions, producing a Poiseuille-type flow (the magnitude of the flow
had negligible effect on adsorption) [29]. A complete description of the system setup and the simulation
protocols is provided in Appendix C.
After initial energy minimization and equilibration, the system was simulated for ∼100 ns using the
classical MD method [43]. As the simulation progressed, the concentration of DMMP in the center of the
chamber gradually reduced as DMMP adsorbed to the surfaces of the slab. Eventualy, the system reached a
dynamic equilibrium state, Figure 4.1 (bottom), which we used to calculate the average density of adsorbed
solutes n and the bulk concentration Cbulk, different from the starting concentration. Here we defined a
solute as adsorbed at the surface if its center of mass lies within 0.5 nm of the surface. As detailed in
Figure 4.1, the equilibrium profile of DMMP concentration exhibits pronounced maxima near both surfaces
of the slab and is constant elsewhere, and hence we refer to these two regions as the adsorption layer and
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Figure 4.2: Adsorption isotherm. Black squares indicate the data directly obtained from all-atom MD
simulations. The solid line shows the fit of the Langmuir isotherm to the MD data; the expected error
of the fit is shown in light blue. Blue circles show the predictions of the theoretical model based on the
3-dimensional potential of mean force (see text).
bulk solution, respectively.
To obtain the adsorption isotherm, we repeated the above simulation having different starting amounts
of DMMP in the chamber. The resulting dependence of the density of adsorbed solutes on the bulk con-
centration is shown in Figure 4.2 (black squares) along with the fit of the data to the Langmuir isoterm,
4.1 (solid line). The plot shows that the simulated adsorption obeys the Langmuir isotherm. To extract
the Langmuir constant, independent MD simulations were performed to determine nmax—the maximum ad-
sorption density of DMMP, which is required to compute the fractional surface coverage θ using adsorption
surface density n as θ = n/nmax (see Figure C.1).
Thus, we have shown the utility of brute-force MD for predicting the Langmuir constant of a heteroge-
neous surface. Being essentially the numerical equivalent of an actual experiment, such an approach may
not be optimal for designing surfaces with set adsorption properties, as it would require a large number of
trials.
To link the local atomic-scale properties of the substrate and the solvent to the global adsorption prop-
erties of the surface, we express the Langmuir isotherm in terms of microscopic quantities. For a low-
concentration solution, the Langmuir isotherm, 4.1 reduces to





















Figure 4.3: Potential of mean force (PMF) of a DMMP solute in proximity to a heterogeneous surface. The
silica slab is shown as a molecular surface colored by the local minimum value of the PMF in the direction
normal to the slab (see text). Inset shows the PMF averaged over the x-y plane as a function of the distance
from the surface.
and the concentration near the surface can be obtained as
C(~r) = Cbulke−F (~r)/kBT , (4.3)
where F (~r) is the free energy for a solute at position ~r, set to zero in the bulk. By integrating the solute
concentration over the adsorption layer (Figure 4.1) and dividing by the area of the surface, Asurface, the






d~r e−βF (~r). (4.4)
Using θ = n/nmax, we find n = α · Cbulk · nmax, or










d~r e−βF (~r), (4.6)
which expresses the Langmuir constant α in terms of the maximum adsorption density nmax and the free
energy F (~r). In this expression, nmax contains the information about the high-concentration behavior of the
system.
To determine the free energy of a solute as a function of its position near the surface, we performed



























Figure 4.4: Test of the 3D-PMF model of adsorption using different heterogeneous surfaces. (a–d) Atomic
models of four different surfaces of silica slabs. Oxygen and silicon atoms are shown as red and yellow
vdW spheres, respectively. (e) Test of the model. Black squares indicate data directly obtained from MD
simulations, other symbols show predictions of the 3D-PMF model. Labels A, B, C, and D indicate the
surfaces the data were obtained for (also shown as panels a–d); AB labels the system that combined two
different surfaces (A and B, labeled AAB and BAB), and Ph indicates a phantom surface.
weighted histogram method (WHAM) [100] generalized to three dimensions (see Appendix C). Such 3D
PMF maps can be thought of as the change in free energy for bringing the solute molecule from the bulk
solution to any point near the surface and reveals the variation in adsorption strength over the surface.
Figure 4.3 illustrates the results of such calculations, showing the silica surface colored by the local
minimum value of the PMF for each (x,y) point. For this particular 2.5× 2.5 nm2 patch of amorphous silica
surface, the depth of the PMF near the surface varies from 0 to −6.6 kBT. The surface appears to have low
and high affinity regions, highlighting its heterogeneous nature. The inset in Figure 4.3 shows the PMF as a
function of z, averaged over the x− y plane, revealing the short-range nature of the interaction. The shape
of the average PMF is in accord with the steady-state concentration profile of DMMP in Figure 4.1.
Using 4.6, we have computed the Langmuir constant from the 3D PMF map shown in Figure 4.3 and
the previously-determined maximum adsorption density nmax. The value predicted by the 3D PMF model:
αModel = 2.0 ± 0.1 M−1, is in excellent agreement with the fit to the adsorption simulation data: αFit =
1.9 ± 0.2 M−1, where the errors were estimated taking into account the uncertainty of determining nmax
and the 3D PMF, or the surface concentration in the brute force MD data, respectively. Consequently,
adsorption densities predicted by the model agree with the results of brute-force MD in the entire range of
studied concentrations, Figure 4.2.
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Figure 4.5: Atomic features affect adsorption. For the four silica surfaces, the Langmuir constant is plotted
as a function of (a) the root mean square (RMS) surface charge density and (b) the conformation of the
adsorbed solutes. The latter is characterized by the average projection of the P–O bond unit vector onto
the normal of the slab. Colors and symbols are the same as in Figure 4.4 e. Inset to (a) shows a DMMP
molecule bound to a small pocket (surface D).
To test the robustness of the 3D PMF model against variations in the atomic-scale features of the
substrate surface, we repeated both brute-force and 3D PMF calculations for three additional amorphous
silica slabs that had different surface features introduced by thermal annealing [49] (see Appendix C).
Figure 4.4 (a–d) illustrate the atomic structures of the four surfaces; data presented in Figures 1, 2 and
3 pertain to surface A. Surface B was simulated in a chamber constructed using both surface A and B,
which is referred to as system AB. For comparison, the same calculations were performed for a frictionless
hydrophobic surface [81] (Ph) devoid of any atomic-scale features.
Figure 4.4 e compares the predictions of the 3D PMF model with the results of the brute-force MD simu-
lations. In all cases, the two models produced quantitatively consistent results. Because of the considerable
difference in the overall affinity of the surfaces to DMMP, to make the comparison statistically significant,
different-affinity systems were simulated at different bulk concentrations of the solute.
In 4.6, nmax is assumed to be a constant global property of the surface, an assumption that may not
hold for extremely heterogeneous or patterned surfaces. In these cases, constant nmax may still approximate
large subsections of the surface and the global adsorption can be determined as a weighted average over the
constant nmax subsections. Results for system AB illustrate this point: Figure 4.4, labels AAB and BAB
show the predicted and simulated adsorption density on only surface A and B, respectively; AB shows the
total on both surfaces.
The Langmuir constants of the four silica surfaces are plotted in Figure 4.5. Surprisingly we find that
subtle variations in the arrangement of the surface atoms (see Figure 4.4 (a–d)) can alter the Langmuir
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constant by three orders of magnitude. To determine the microscopic cause for such an effect, we have
computed local maps of the atomic scale roughness and the surface charge density for each surface and
compared the resulting 2D plots with the 2D plot of the PMF’s local minima, see Figure C.2 in Appendix C.
Whereas some correlation between the surface topography and the PMF maps is apparent (see the right-
most column in Figure C.2), there is no consistent dependence, as indicated by the plot of the Langmuir
constant versus the root mean squared (RMS) roughness of the surfaces, Figure C.3. Similarly, neither the
local pattern of the surface charges correlate with the PMF maps nor does the global surface charge with
the Langmuir constant, see Figure C.4.
Nevertheless, Figure 4.5 (a) shows a strong anticorrelation between the Langmuir constant and the RMS
surface charge, suggesting a hydrophobic effect in the mechanism of DMMP attraction to silica. Indeed, it
was previously shown that an amorphous silica surface becomes more hydrophobic as the number of dangling
atoms (responsible for the high RMS charge density) is reduced [49]. The annealing procedure used to create
the silica surfaces has exactly that effect. Inspection of the DMMP conformation in the bound state confirms
this assertion: on average, the P–O bond of DMMP was found to point away from the surface, exposing
the oxygen to the solution. As shown in Figure 4.5 b, surfaces that exhibit stronger adsorption of DMMP
also produce a stronger orientational order. As the phantom surface, a neutral barrier with no atoms, has a
smaller Langmuir constant than any of the silica surfaces, the adsorption of DMMP to silica is not primarily
driven to minimize water-DMMP contacts, but rather to exclude water from hydrophobic patches of silica.
Here, the local properties of the solution clearly play an important role, as they are known to depend on the
atomic-scale features of the surface [36, 101].
In this communication, we have described and validated a computational method for predicting the
Langmuir adsorption isotherm of realistic heterogeneous surfaces. The method permits macroscopically
observable properties to be directly related to the atomic structure of the solute, solvent and the substrate
and can be applied to study adsorption of any small, weakly interacting solutes and broad range of surfaces,
including metals, oxides, polymers and functionalized and patterned substrates, provided the solute-substrate
interactions are appropriately described [73, 102]. The exquisite sensitivity of the method to the atomic-scale
features of the systems will find practical application in rational design of surfaces to minimize non-specific
adsorption, maximize selective binding of desired solutes, and determine fundamental design rules that
govern adsorption at the nanoscale.
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Chapter 5
Atoms-to-microns model for small
solutes transport through sticky
nanochannels
Reproduced in part from Carr R, Comer JR, Ginsberg MD and Aksimentiev A (in preparation) Atoms-to-
microns model for small solutes transport through sticky nanochannels.
Lab-on-a-chip technologies exploit the transport of solutions through micro- and nanometer sized struc-
tures to operate more efficiently and open a whole new range of applications and sensitivity [18, 6]. The
advance of micro- and nanofluidic technologies has enabled new devices for applications like epigenetic anal-
ysis [62, 63], protein crystallography [16] and the direct, quantitative study of interfacial phenomena like
adsorption [17]. However, in these devices, the ratio of area relative to volume of solution is magnified,
exposing the device to new bottlenecks and failure mechanisms [18]. To overcome these obstacles and take
advantage of the opportunities the large surface areas present, it will be necessary to have accurate models
to properly optimize device design. [33]
While the physics of micro- and nanofluidic devices is well understood [30, 31, 32], there is no one
theoretical model which can describe all parts of the device efficiently [33]. The variety of time- and length-
scales of the pertinent physical phenomena call for specialized techniques to model different parts of these
devices [33]. For example, continuum models work well for modeling the pressure-driven or electroosmotic
fluid flow through micro- and nanofluidic devices [31, 32, 34], but break down in the regions of fluid near
surfaces [32] or macromolecules [35], where the atomic-scale characteristics of the solvent, solutes and surfaces
become important, which can be on the order of nanometers [29, 36]. When the interactions within these
regions become important to device function or behavior, such as when adsorption of solutes [37] can lead
to clogging of the device [18], discrete methods like classical molecular dynamics (MD) become necessary.
MD has the advantage that it can explicitly calculate inter-particle interactions with all-atom precision,
and has been used extensively to simulate biological molecules [43, 44, 45, 46, 47]. Recent advancements in
biomolecular-compatible inorganic force fields [48, 49, 50, 51, 52, 53] have made it possible to computationally
model the interactions of biomolecules with inorganic substrates with all-atom detail [48, 54, 51, 55, 29, 53].
However, the accuracy of MD comes at a high computational cost that makes it impractical to simulate
more than small segments of micro- or nanofluidic devices. To overcome these difficulties, it is common to
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Figure 5.1: Atom-resolution models of small solute transport through a nanochannel. The left hand side
of the image illustrates a conventional all-atom MD model: the silica walls of the nanochannel are shown
as grey molecular surfaces, the solutes (DMMP) are shown in space-filling representation (C teal, O red, P
tan and H white); water is not shown. The right hand side of the image illustrates our atomic-resolution
BD model that describes the walls of the nanochannel by means of a three-dimensional potential of mean
force (3-D PMF) computed at atomic resolution. The silica walls of the nanochannel are shown as molecular
surfaces colored according to the local values of the 3D-PMF (see also Figure 5.2). The solutes are shown
as blue spheres.
use particle-based methods like Brownian dynamics [103] to simulate transport in micro- and nanofluidic
devices [104], which can be run at a fraction of the cost as MD, but with the loss of atomic-scale precision.
In this manuscript, we present a multi-scale method for computationally modeling the transport of
solutes through micro- and nanofluidic devices with atomic-scale precision. Our method employs Brownian
dynamics simulations parameterized through all-atom molecular dynamics simulations, similar to work done
by Im and Roux in ion channel studies [105]. We show that our model is capable of recreating all-atom
MD simulations of solute transport through nanochannels and extend the model to describe experimentally-
relevant nanofluidic device components. To demonstrate the capabilities of this method, we have performed
exemplary simulations modeling solute transport through a nanochannel measuring 500 nm × 10 nm, and
show that both atomic detail and solute–solute interactions are necessary to properly describe the observed
dynamics. The accuracy and efficiency of the model presented here will allow for both the design and
optimization of micro- and nanofluidic devices for solute-specific transport, and should complement existing
methods.
In this section, we describe our atomic-resolution BD method for modeling transport of small solutes
through sticky nanochannels and validate the method through comparison with the results of conventional
all-atom MD simulations. Following that, we demonstrate the potential of our method by performing a
36
sub-millisecond simulation in which a half-micron-long sticky nanochannel is filled with solutes and later
drained of solutes and show that the atomic-scale features of a nanochannel’s surface can have a dramatic
effect on its filling and draining kinetics. In all simulations, we use dimethyl methylphosphonate (DMMP)
as a model solute.
The transport of small solute through a micro/nanofluidic system combines diffusion of the solute in the
solvent, drift of the solute with the flow of the solvent and adsorption/desorption of the solute to/from the
walls of the system. In our atomic resolution BD method, we describe the above transport modalities with
atomic-scale precision by extracting the essential parameters for the model from all-atom molecular dynamics
(MD) simulations. By eliminating the need to explicitly simulate the solvent and the nanochannel material,
our method permits simulations of transport with atomic-scale resolution at a fraction of computational
cost of all-atom MD, simultaneously expanding the spatial and temporal range of atomic-scale simulations
from tens of nanometers and single-digit microseconds to microns and milliseconds. In our BD method,
trajectories of individual solute particles are found by applying the following update rule: [106]
ri(t+ ∆t) = ri(t) + vflow (ri) ∆t+
D
kBT
F (ri(t)) ∆t (5.1)
+ (2D∆t)1/2R(t).
Here, ri(t) is the position of solute i at time t, ∆t is the integration timestep, D is the diffusion coefficient,
vflow(ri) is the the local velocity of the solvent, F is the force on molecule i and R is a vector of independent
normal deviates with a mean of zero and a standard deviation of one. The last term in Eq. 5.1 produces
random displacements of the solute, mimicking the stochastic force of the solvent.
To capture atomic-scale information in our model, the diffusion coefficient D and force F are derived
from all-atom MD simulations. The diffusion coefficient D can be calculated directly from MD simulations,
as we have done previously for DMMP in water [37]. Here, we use the same diffusion coefficient everywhere
in the system, but it is also possible to implement a position-dependent diffusion coefficient [107, 108] to
better describe diffusion in close proximity to the walls of the channel.
For several simple geometries, the flow velocity in a nanochannel vflow(r) can be obtained analyti-
cally [109]. For more complicated geometries, the flow profile can be computed numerically using a variety
of methods [33, 110]. It is also possible to obtain the flow velocity directly from all-atom MD simulations [29].
Thus, using the all-atom MD method, we have previously shown that pressure-driven flow of water through
























Figure 5.2: Elements of our BD approach to modeling solute transport through sticky channels. a Represen-
tative profile of a pressure-driven flow through a nanochannel. b 1D-PMF between two DMMP solutes in
water. c 3D-PMF of a DMMP solute in proximity to a silica surface. The silica slab is shown as a molecular
surface colored by the local minimum value of the PMF in the direction normal to the slab. Both 1D and
3D PMFs result from from all-atom MD simulations.





h2 − 4 (r · zˆ)2
)
, (5.2)
where η is the viscosity, ∆p/L is the pressure gradient, h is the nanochannel height, zˆ is the unit vector
in the direction of the surface, and the coordinate system is defined so that r · zˆ = 0 at the center of the
nanochannel. The velocity profile of such flow is schematically shown in Figure 5.2 a. Note that we consider
a pressure-driven flow for the sake of example and other flow patterns, such as plug flow [34], can be easily
incorporated into our model.
In our approach, the force on a solute F has two sources: the interaction with other solutes WPP; and
the interaction with the channel’s surfaces WPS. Thus,
F (ri(t)) = −∂rWPS (ri)−
N∑
j=1, j 6=i
∂rWPP (|ri − rj|) , (5.3)
where WPP and WPS are solute-solute and solute-surface potentials of mean force (PMFs). The PMF
between a solute and a surface (or a second solute) represents the change in free energy upon bringing the
solute from a distant point to a particular position with respect to the surface (or the second solute), and
includes all electrostatics, van der Waals, entropic and solvation effects.
Figure 5.2b shows the PMF of the DMMP–DMMP interaction, computed from all-atom MD simulations
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using the umbrella-sampling [99] and weighted histogram analysis [100] methods. Details of all PMF cal-
culations are given in Appendix D. WPP has a shallow (< 1 kBT) short-range attractive well and a steep
excluded volume repulsive part at short distances. The depth of the minima is in agreement with the results
of our MD simulations where no aggregation of DMMP was observed [37].
Figure 5.2c illustrates the 3D-PMF of DMMP in proximity to a representative patch of a silica surface.
The silica surface is colored by the local minimum value of the PMF for each (x,y) point, revealing the
heterogeneous nature of the solute–surface interaction. The 3D solute–surface PMF was computed from all-
atom MD simulations using a generalization of umbrella-sampling and weighted histogram analysis methods.
The details of the calculations are described in Appendix D and in Carr et al. [37]
Note that in our all-atom calculations of both WPP and WPS, the rotational degrees of freedom of the
solute are averaged out as the time scale of the solute rotation is much smaller than the length of a typical
MD simulation in one of the umbrella-sampling windows. Solute for which such calculations are possible are
considered here as ”small”. In the form presented here, our atomic-resolution BD method is applicable only
to those chemical compounds for which such calculations are possible.
We validate our BD method through comparison with the results of conventional all-atom MD simula-
tions. Due to the time and length scale limitations of the latter method, the validation simulations were
performed using relatively small nanochannel systems of 10× 10× 5.5 nm3.
Each all-atom system contained an infinite-slit silica nanochannel filled with aqueous solution of DMMP,
shown in the left part of Figure 5.1. Each surface of the nanochannel was built by tiling 16 identical slabs
of amorphous silica 2.5 × 2.5 nm2 in area into a square. Figure 5.3a-d shows the four different silica tiles
that we used to build nanochannels A, B, C, and D. Each tile has different arrangement of surface atoms,
giving each surface a different overall affinity to DMMP [37]. The nanochannels were created by placing two
silica slabs 5.5-nm (surface to surface) apart and filling the gap with pre-equilibrated solution of DMMP.
Under periodic boundary conditions, the nanochannels were effectively infinite in two dimensions. Flow of
the DMMP solution was induced in the channel by imposing a pressure gradient across the system [29];
the velocity of the flow was found to have a negligible effect on DMMP adsorption to the surface of the
channel [37]. A complete description of the protocols used to build and simulate our all-atom models is
available in Appendix D.
Figure 5.3e plots the average density of DMMP molecules adsorbed to the walls of the nanochannels as
a function of time for each of the four MD simulations of the nanochannels. In less than 15 ns, each system
reaches a steady state. Note that although all surfaces are made from the same material (silica), different


























Figure 5.3: Surface adsorption of DMMP solute simulated using our BD and all-atom MD models of the
same nanochannels. a–d All-atom models of four silica surfaces (A–D) used in our simulations of DMMP
adsorption. Oxygen and silicon atoms are shown as red and yellow vdW spheres, respectively. e Surface
density of DMMP adsorbed at the walls of four nanochannels versus simulations time. The BD data (solid
lines) were averaged over 25 unique trajectories that began having the same coordinates of DMMP as the
corresponding MD simulation (symbols).
To use the results of the above simulations as a test of our BD method, a BD model of each all-atom
nanochannel system was build by replacing each DMMP molecule by a BD particle and each nanochannel
surface by the corresponding 3D-PMF potential. To make an unambiguous comparison possible, each BD
system had exactly the same dimensions as the corresponding MD system and the same initial coordinates
of the DMMP particles were used.
The average density of adsorbed DMMP particles observed in 25 BD simulations (using different seeds
for the random number generator) of each of the four nanochannels is plotted versus time in Figure 5.3e.
The plot indicates excellent quantitative agreement between BD and MD methods in predicting the steady-
state surface density of adsorbed DPPM solute and good quantitative agreement in predicting the kinetics
of adsorption process.
To determine if the BD model is capable of reproducing the atomic scale features of different silica
surfaces, we computed the 2D density maps of adsorbed solutes for all four surfaces considered. Figures 5.4
a and b shows the steady-state adsorption density maps for surface C; the plots for all four surfaces are
available in Appendix D. Visual comparison of the maps reveals excellent quantitative agreement between
the BD and MD methods. As the spatial resolution of the maps is 0.42×0.42 A˚2, we can say with confidence
that our BD method has truly achieved atomic resolution.
Figure 5.4c shows a 2D map of the local PMF minima near surface C, computed for each point on the
surface along the line normal to the surface plane. As expected, the pattern of adsorption density, Figures 5.4
a and b, closely matched the pattern of PMF minima, Figure 5.4c.
To test whether our BD method can model a nanochannel that combines surfaces of different adsorption
properties, we constructed all-atom and BD models of a nanochannel that combined surfaces A and B,
Figure 5.5. The steady-state profile of DMMP concentration across this channel is shown in Figure 5.5 for
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Figure 5.4: Atomic-scale features of DMMP adsorption. a, b Surface density maps of adsorbed DMMP in our
MD (panel a) and BD (panel b) simulations of nanochannel C. The maps were computed by averaging over
the steady-state parts of the corresponding trajectories and over the identical patches of the corresponding
surfaces. The BD simulations quantitatively reproduce the results of the all-atom MD simulation. Note
the use of logarithmic scale in coloring the surface density patterns. c Local minima of the solute-particle
PMF near the surface of the nanochannel. The pattern of DMMP adsorption in both MD and BD models
closely follows the pattern of the PMF minima. Similar plots for nanochannels A, B and D are available in
Appendix D, Figure S1.
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Figure 5.5: MD and BD simulations of a nanochannel that has two different-affinity walls. The two walls,
surface A (left) and B (right) are shown as molecular surfaces colored according to the atom type (Si yellow,
O red). DMMP has different affinity to these surfaces [37], which results in an asymmetric distribution
of the DMMP in the channel. The plot shows the steady-state concentration profile of DMMP across the
nanochannel (normal to the surfaces) obtained from MD (black line) and BD (blue circles) simulations. The
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Figure 5.6: Density of adsorbed DMMP molecules versus its initial concentration in nanochannel A predicted
using different simulation methods. Including the solute-solute interaction (Figure 5.2 b) is essential for
proper description of the adsorption isotherm using the BD model at high bulk concentrations. Each BD
data point represents the average of 25 independent trajectories; the error bars for the BD data are smaller
than the symbols. The 1-D Smoluchowski model was based on the atomically precise 3D-PMF. Detailed
description of the Smoluchowski model is provided in Appendix D.
both MD and BD models. Both models produced essentially identical results, showing preferential adsorption
of DMMP to a higher affinity surface.
Figure 5.6 plots the dependence of the steady-state DMMP surface density on the initial concentration
of DMMP particles in nanochannel A predicted using both the all-atom MD and atomic-resolution BD
models. Again, we find the predictions of both models to be in quantitative agreement with each other.
In general, the simulated adsorption isotherm of DMMP on silica was found to be in agreement with the
Langmuir model of adsorption [37]. We note, however, that in the absence of the solute-solute interaction
potential WPS, the BD model predicts a linear dependence between the average surface density of adsorbed
solute and the bulk concentration of DMMP, which overestimates the amount of adsorbed DMMP at high
concentrations.
Finally, we compare our BD method with the following two alternative approaches: numerical solution
of the Smoluchowski equation [111] and implicit solvent simulations [112]. The test of the Smoluchowski
approach was performed using a one-dimensional projection of the 3D-PMF obtained by averaging the
latter. The dependence of the steady-state adsorption density on the bulk concentration of DMMP is shown
in Figure 5.6. The results of the Smoluchowski model quantitatively match the results of the BD and MD
simulations at low solute concentrations, but deviate at higher concentrations as the Smoluchowski model
neglects solute-solute interactions. We have also simulated adsorption of DMMP on silica using all-atom

























Figure 5.7: Atomic-resolution BD simulation of filling and draining of a sticky 0.5 µm-long silica channel. a
Diagram illustrating the setup of a BD simulation. The walls of the channel are shown in gray, the solute
particles are shown in red. Green and red regions indicate the source and sink reservoirs where the concen-
tration of solute is maintained constant. The channel is not drawn to scale. b 3D-PMF representation of the
surface of the nanochannel, obtained by combining atomically precise 3D-PMF maps of the representative
patches of the surface (one is shown in Figure 5.2c). c Sub-millisecond simulation of filling the nanochannel
with solutes and its subsequent draining (see text for details). The total number of DMMP solutes in the
nanochannel (black) and number of DMMP adsorbed to the nanochannel’s walls (blue) are plotted versus
time.
improvement in the computational efficiency of the simulations. Furthermore, our implicit solvent model
of DMMP transport through nanochannel systems failed to reproduce the results of our all-atom MD. A
complete discussion of the implementation and results of the Smoluchowski and implicit-solvent MD models
is provided in Appendix D.
To demonstrate the ability of our method to bridge the a˚ngstro¨m and micron scales, we have con-
structed computational models of silica nanochannels 100- and 500-nm in length and simulated filling of the
nanochannels with DMMP solutes and subsequent draining of them.
Figure 5.7 a illustrates a typical setup of these simulations. The particular channel shown is 500 nm
in length, 10 nm in width and is effectively infinite in the plane normal to the figure due to the use of
periodic boundary conditions. In our simulations of filling and draining, the total number of particles in
the system can change as the simulation progresses. Two buffer regions away from the channel’s inlets
(labeled source and drain) maintain the prescribed concentrations by an algorithm that periodically adds
or removes particles. The target number of particles at each instance the algorithm is active is randomly
selected from the Poisson distribution with the mean set at the prescribed average number. Doing so not
only maintains the prescribed average concentration in the buffer region but also introduces fluctuations in
the buffer concentration consistent with the statistical mechanics of noninteracting particles in a uniform
region. Systems that included constant concentration buffers were not periodic in the direction of the flow.
To build models of devices of microscopic size, we create complex structures by mixing and matching
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3D PMFs for the particle–surface interactions, in analogy to laying bricks to create a wall. These grids of
3D PMFs provide the layout of the model nanofluidic device, which is completed with periodic boundary
conditions that define the simulation box. The surface of the nanochannel was created by tiling 3D PMF
maps of the solute–surface interaction, as detailed in Figure 5.7 b. Each 3D PMF tile had an area of
2.5× 2.5 nm2, resulting in a total of 1600 tiles on the interior of the nanochannel.
DMMP molecules were generated on one side of the nanochannel with a particle reservoir that maintained
a constant concentration of 10 mM, shown in green in Figure 5.7. The particles entered the nanochannel
through a mix of diffusion and solvent flow, which was modeled implicitly as a Poiseuille flow (Eqn 5.2)
with a peak velocity of v0 = 0.005 nm/ns in the center of the channel. Outside the channel, the solvent
had a uniform velocity of 2/9v0 consistent with a constant mass current of solvent through the system. As
DMMP molecules exited the nanochannel on the opposite side, they were absorbed by a second reservoir
that maintained a zero-concentration region, shown in red.
Figure 5.7 c shows the dynamics of the 500-nm nanochannel simulation. Initially, the source reservoir
was set to 10 mM, introducing DMMP into the channel. After 0.176 ms, the source was changed to a sink,
so that the draining of DMMP from the channel could be observed. The simulation began with no particles
in the nanochannel, and as the particle reservoir on the left created DMMP molecules, they diffused and
flowed into the nanochannel. Inside the nanochannel, DMMP molecules adsorbed to the surface as they were
transported through. The number of molecules in the nanochannel or adsorbed to the device surface during
the simulation is shown in Figure 5.7 c, as black or blue lines, respectively. As the simulation progressed,
more and more molecules adsorbed to the surface, until after about 0.12 ms the rate of adsorption became
equal to the rate of desorption, and the number of molecules on the surface and in the channel reached a
steady state. At this point, the reservoir on the left became a sink like the reservoir on the right, and the
channel slowly drained, with the entire simulation spanning a time > 0.3 ms.
To study the effect of the solute–surface interaction on solute transport, we created four more model
nanochannels, each with a different DMMP–silica 3D PMF map as the base. The silica surfaces used to
create these 3D PMF maps are shown in Figure 5.3 a–d. Each simulation system was built the with the
same dimensions as the 500-nm nanochannel simulation system, but with a nanochannel of length 100 nm.
The simulation protocol was the same as before: DMMP molecules were added from a particle-reservoir set
to 10 mM until a steady-state in the nanochannel was reached. The particle reservoir was turned off, and
the DMMP slowly drained from the nanochannel.
Figure 5.8 detail the results of these simulations. Figure 5.8 a and b show the number of solute molecules































Figure 5.8: The effect of atomic-scale features on transport of small solutes through sticky sub-micrometer
nanochannels. a,b The number of adsorbed DMMP molecules during filling (a) and draining (b) of the four
same-size silica nanochannels having different atomic-scale features of their surfaces (shown in Figure 5.3
a–d). c The filling and draining of nanochannel D. Each of the five snapshots characterizes the state of the
system at a different instance of the BD simulation. The nanochannel is shown as a transparent box with
adsorbed molecules in blue. The black line shows the profile of DMMP concentration through the system,
from the particle source (shown in green) to the sink in red, not including solute bound to the nanochannel
surface.
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nanochannel. The strength of the DMMP–silica interaction can be seen to determine not only the amount of
DMMP adsorbed to the surfaces, but also the time it takes to both fill and drain the nanochannel. Figure 5.8
c highlights the simulation of nanochannel D, the nanochannel with the strongest DMMP–silica interaction.
The bulk density in the simulation system, averaged over 1 µs, is compared with the amount of adsorbed
DMMP molecules on one surface, at 5 different points during the simulation: Near the beginning of the
simulation, when the channel is beginning to fill (averaged around 1 µs); at the halfway point to the steady
state (3.5µs) ; during the steady state (12µs, not shown in Figures 5.8 e or f); at the halfway point of
draining (15µs); and near the end of the simulation, when the channel is almost completely drained (25µs).
From these figures, it can be seen that in general, the DMMP molecules flow through the nanochannel with
the solution, but the sticky surfaces of the nanochannel cause a significant amount of DMMP to lag behind
the bulk flow, as molecules are caught in attractive regions of the surface.
In this manuscript, we have presented a multi-scale computational method for accurately predicting the
transport of solutes in situations where the solution–device interface has a significant effect. While no one
theoretical model is be able to capture every aspect of transport in micro- and nanofluidic devices, our model
should interface nicely with the existing techniques [33]. The multiscale method we have presented satisfies
the need for a theoretical method to describe the boundary between bulk solution and the device surfaces,
and opens up new possibilities for device design and optimization.
The results of our simulations in which the nanochannel was filled with and drained of solutes show
that it is possible to view the nanochannel surfaces as a functional component of a nanofluidic device. For
example, consider a situation where a surface can be created to interact strongly with one type of particle
but weakly with another. With our model, it would be possible to design and optimize a device for filtering
a solution or accurately diluting concentrations to control reaction rates on a computer before fabricating
it in the lab. We believe that the accuracy and efficiency of the method presented here will allow for the
design and optimization of micro- and nanofluidic devices for solute-specific transport and open up new
opportunities for lab-on-a-chip technologies.
Molecular Dynamics simulations All molecular dynamics (MD) simulations were performed using the
program NAMD [43], a 1 fs integration time step, particle mesh Ewald (PME) electrostatics [77], and periodic
boundary conditions. Simulations in the NPT ensemble (constant number of particles N, pressure P and
temperature T) were performed using a Langevin thermostat [113] and Nose´-Hoover Langevin piston pressure
control [114] set at 295 K and 1 atm, respectively. The damping coefficient of the Langevin thermostat was
1 ps−1 and was applied only to the atoms of the silica surfaces. A smooth (1.0–1.2 nm) cutoff was used to
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compute the Lennard-Jones forces. All simulations were performed using the TIP3P water model modified
for the CHARMM [44] force field and a CHARMM-compatible model for silica [49]. A complete description of
the simulation setup and analysis was reported previously in Carr et al. [37], and is available in Appendix D.
Brownian Dynamics simulations All Brownian dynamics simulations were performed using a custom
multithreaded code developed in-house. The integration timestep ∆t was 10−4 ns. A smooth (0.8–0.9 nm)
cutoff was used for evaluation of solute–solute and solute–surface forces, as both forces are indistiguishable
from zero at distances greater than the cutoff (see Figure 5.2). The concentration of particles in the constant-
concentration reservoirs was checked every 0.05 ns, and particles were added or deleted to give the desired




Synthetic ion channels embedded in
biological membranes
Reproduced in part from Carr R, Weinstock IA, Sivaprasadarao A, Mu¨ller A and Aksimentiev A (2008)
Synthetic Ion Channels via Self-Assembly: a Route for Embedding Porous Polyoxometalate Nanocapsules in
Lipid Bilayer Membranes Nano Lett. 8:3916–3921 (Copyright c© 2008 American Chemical Society). [38]
Transport of ions across the cell’s boundaries is a fundamental process underlying many cellular functions,
from the secretion of hormones to the beating of a heart. A lipid bilayer membrane encapsulating a biological
cell is virtually impervious to ions. Therefore, a special class of proteins residing in the cell’s membranes is
required to direct traffic of ions into and out of the cell and cellular organelles [115, 116]. The structures of
some ion channel proteins are known in atomic detail [117, 118, 119, 120, 121]. However, to fully understand
the physico-chemical processes underlying the function of these remarkable systems, their synthetic analogs
with functionality embedded by design have to be synthetized and characterized [122, 123, 124, 125]. In this
manuscript we investigate the feasibility of assembling a biological lipid membrane with a particular class of
compounds which exhibit the functionality of ion channels. Our molecular dynamics simulations suggest a
route for transforming these systems into hybrid bio-inorganic assemblies which can model ion channels in
biological settings.
A route to creating novel, synthetic models of ion channels may lie in the chemistry of polyoxomolybdates
(POMs). Here we consider a porous POM nanocapsule [5, 126, 127, 128]:
[(Pentagon)12(Linker)30]72− ≡ [{(Mo)Mo5O21(H2O)6}12{Mo2O4(SO4)}30]72− (6.1)
made of twelve pentagonal molybdenum oxide regions, each linked to five other regions by binuclear molyb-
denum oxide-ligand type groups. The connection of the 12 pentagonal units forms 20 circular pores on the
surface of the capsule. The structure of the capsule is shown in Figure 6.1 a; the total charge of the capsule
is −72e, where e is the charge of a proton. The atomic coordinates of the capsule were taken from an earlier
publication [129].
The high charge of the porous nanocapsules makes them soluble in water and attractive to cations. Studies
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have shown that water and small inorganic cations can enter the capsule cavity through the pores [5, 130, 131].
Moreover, some organic cations, such as guanidinium, can reversibly block the passage of smaller ions through
the pores, mimicking ligand-induced gating of biological ion channels [132, 130]. The structure of the groups
lining the pore and hence the coordination of the passing ions can be adjusted, which provides a route for
customizing the selectivity of the ion transport [5, 130]. Thus, it appears that the porous nanocapsules can
serve as models of biological ion channels, whose structure can be engineered at the atomic level. To fully
reproduce typical physiological conditions, a porous nanocapsule would, ideally, be placed in a lipid bilayer
membrane. An underlying difficulty is, however, that the nonpolar, hydrophobic interior of the latter is not
compatible with the high charge of the capsule.
In this manuscript, we detail molecular dynamics (MD) simulations demonstrating a route for embedding
POM porous nanocapsules in lipid bilayer membranes via self-assembly. It was previously shown that
such porous nanocapsules can be encapsulated with dimethyldioctadecylammonium (DODA) surfactants,
amphiphilic cations consisting of a cationic ammonium group attached to two long nonpolar tails [133, 127].
Here, we show that the DODA–capsule interaction can be exploited to create a liposome-like, water soluble
structure that can fuse with a lipid bilayer membrane and thereby embed a POM porous nanocapsule in the
bilayer.
State of the art, all-atom MD simulations are limited to the timescale of hundreds of nanoseconds, which
is considerably less than the timescales of liposome formation or fusion with a lipid bilayer membrane.
Recently, a reliable coarse-grained (CG) model of lipid bilayers became available, which greatly extended
the timescale and the scope of the MD method [134, 135, 136, 137, 138, 139]. In a CG model, groups of
atoms are replaced by representative ‘beads’ that interact much like atoms in the corresponding all-atom
model. Due to the simplification of the potential energy function (the force field), CGMD simulations can
employ larger timesteps (20 fs), which, in addition to the reduction of the number of particles, dramatically
increases the span of an MD simulation, up to 1,000 times [135].
To model interactions of our porous nanocapsule with a mixture of detergent, lipid and water we extended
the Marrink CG model of phospholipids [134]. DODA was coarse-grained using existing bead types available
to describe lipids, with the addition of two angle parameters taken from similar lipid configurations. For
the CG model of the porous nanocapsule, we created new bead types using parameters derived from the
capsule’s shape. Strong bond and angle forces were introduced to keep the capsule rigid; the equilibrium
values of the bonds and angles were derived from the all-atom structure. Nonbonded forces between the
capsule and other beads were taken from the Marrink model. Thus, the beads comprising our porous
nanocapsule were either charged, polar or apolar [134]. Figures 6.1 b and c illustrate the all-atom and CG
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a) b) c)
Figure 6.1: Mo132 type Keplerate capsule. a) All-atom structure of the capsule, oriented with a pore in the
center. Three sulfate groups line each pore, forming a triangle with sides of 5.6 A˚ [130]. Molybdenum atoms
are shown in purple, oxygen in red and sulphur in yellow. b-c) All-atom (b) and CG (c) models of the porous
nanocapsule. The capsule considered here is made of 12 repeats of a pentagonal unit. Thus, specifying the
mapping of one all-atom pentagonal unit and its linker units to the CG representation is sufficient to describe
the mapping of the entire capsule. The colors in the CG representation highlight the four different types of
beads used to model the capsule. The detailed description of the CG model is provided in Appendix E.
models of the porous nanocapsule (1), respectively. When six copies of the porous nanocapsule were placed
in a 120 A˚×120 A˚×120 A˚box filled a 0.25 M solution of NaCl and simulated for 0.4 µs, no aggregation
of the capsules was observed. Complete details of our CG model and simulation protocols for the CGMD
simulations in Appendix E.
To test our parameters for the porous nanocapsule and DODA detergent, we simulated self-assembly
of DODA with the nanocapsule in octane, a simple nonpolar solvent. Our simulations confirmed that
DODA molecules, starting from a random distribution, would aggregate to form a steady-state hydrophobic
spheroid. In accord to previous modeling work [133] on a porous CH3COO-linker nanocapsule (the total
charge of which is −42e), the concentration of DODA was observed to decrease with the radial distance from
the capsule’s surface. In our case, the total charge of the capsule–DODA spheroid varied from −2 to −10e
in the steady state. These simulations are discussion in more detail in Appendix E.
Once we were satisfied with our description of the system, we investigated the feasibility of obtaining a
water-soluble, liposome-like structure encapsulating our porous nanocapsule by spontaneous self-assembly.
Several systems were prepared, each containing a porous nanocapsule, DODA detergent, palmitoyloleoylphos-
phatidylcholine (POPC) lipid, water and enough ions to neutralize the system. The DODA to POPC ratio
was held constant at 1:2.2; several concentrations of DODA/POPC were tested. In the starting confor-
mation, DODA, POPC, water and ions were randomly distributed around the capsule, as would result
from sonication in experiment. A summary of all runs performed is given in the manuscript’s Supporting
Information [38].
Our simulations revealed that a DODA/POPC mixture can spontaneously form a liposome-like structure
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a) b) c) d) e)
Figure 6.2: Self-assembly of a capsule liposome. The snapshots illustrate the molecular configuration ob-
tained after 0 (a) 3.36 (b) 7.36 (c) 41.68 (d) 100.24 (e) ns of CGMD simulation. The porous nanocapsule is
shown in red, DODA in blue, POPC in white, water and ions are not shown. An animation illustrating this
simulation is available in the manuscript’s Supporting Information [38].
around the porous nanocapsule. Figure 6.2 illustrates a typical self-assembly trajectory. In the capsule-
liposome assembly, DODA forms a shell surrounding the capsule with its ammonium groups facing the
capsule’s surface. The charge of this inner layer is about 68± 3e. DODA’s hydrophobic tails intermix with
the hydrophobic tails of POPC, while the polar headgroups of POPC face the water, forming the outer
layer of the liposomal structure. The presence of DODA molecules in the outer shell of the liposome renders
the overall charge of the capsule liposome at about +50e. The structural details, as well as the kinetics of
self-assembly at different conditions, are provided in Figure 6.3.
As detailed the manuscript’s Supporting Information [38], some simulations did not result in a liposome-
like assembly. Successful assembly was observed for the range of DODA concentration between 0.060 to
0.076 M. For lower DODA concentrations, there was not enough DODA/POPC molecules to completely
cover the porous nanocapsule. For higher DODA concentrations, an interconnected network of POPC and
DODA was formed instead of discrete liposomes. Furthermore, increasing ion concentrations to 0.25 M was
enough to arrest the growth of the liposomal aggregate, because of the competition between the ammonium
groups of DODA and the Na+ ions for binding the porous nanocapsule. Figure S4 in the manuscript’s
Supporting Information [38] shows an example of such an outcome, where Na+ ions surround the capsule,
preventing DODA from approaching the capsule’s surface.
Next, we tested whether a capsule liposome could deliver our porous nanocapsule into a lipid bilayer
membrane. Fusion of two liposomes was previously studied using all-atom [140] and coarse-grained systems
[141, 142, 143]. Note that even using a CG model, spontaneous fusion is too slow of a process to be observed
in an MD simulation starting from a random conformation [143]. To make the observation of liposome
fusion possible within the time scale of an MD simulation, several methods have been used, for example,
restraining the two liposomes in close proximity to one another through either external force [141] or by
introducing a linker molecules [143], applying external forces to move the liposomes into contact [142] or
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Figure 6.3: Structure and kinetics of capsule-liposome assembly. (a) Structure of the capsule liposome. The
porous nanocapsule (red) is surrounded by a shell of DODA (blue) and a secondary shell of POPC (white).
The three rings separate the capsule from DODA (inner), DODA from POPC (middle) and POPC from
water (outer) according to the density plots, panel b. (b) Density of the porous nanocapsule (red), DODA
(blue), POPC (black) and water (grey) versus radial distance from the center of the capsule. Dashed lines
correspond to the location of the rings in panel a. Results of three independent runs are shown. (c,d) Density
of DODA (blue) and POPC (green) beads versus time in three simulations. The densities were computed
by averaging over the volume between the inner and middle (c) and middle and outer (d) rings.
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a) b) c) d) e)
Figure 6.4: Fusion of a liposome with a lipid bilayer. Snapshots illustrate the state of the CGMD simu-
lation after 0 (a), 125.2 (b), 431.6 (c), 607.36 (d) and 940.4 (e) ns. The porous nanocapsule is shown in
yellow, DODA in blue, POPC in white, the top and bottom leaflets of the POPC bilayer in green and red,
respectively. For each panel, the image in the bottom row is a cut-away view of the same configuration as
shown in the top row. An animation illustrating this simulation is available in the manuscript’s Supporting
Information [38].
manually removing water between adjacent liposome headgroups [140].
We performed CGMD simulations starting from a model of a fully formed capsule liposome and a patch
of pre-equilibrated POPC bilayer membrane solvated in 0.25 M aqueous solution of NaCl. Figure 6.4a shows
one initial configuration. To induce liposome fusion, we tried four different methods. In our first method,
we accelerated the approach of the liposome to the lipid membrane by pulling the center-of-mass of the
capsule with a constant velocity towards the membrane using the standard protocol of Steered Molecular
Dynamics (SMD) [144]. When the distance between the center of the capsule and the center of the membrane
approached 60 A˚ (Figure 6.4 b), the SMD force was turned off. Alternatively, we placed the liposome a
certain distance away from the surface of the membrane and let the system evolve freely. This method was
successful for a closest-approach distance of 7 A˚ between the phosphate groups of the liposome and the
bilayer. Both SMD and free equilibration methods led to essentially the same conformation (Figure 6.4 b),
as a fusion stalk quickly formed, connecting the liposome to the bilayer. At distances greater than 12 A˚, the
liposome did not fuse with a lipid bilayer within the time scale of our simulation, even when a half of the
lipid headgroups were replaced with negatively charged moieties or when a voltage bias was imposed across
the system.
Once fusion was initiated, our systems were allowed to evolve under constant pressure. During this period
of equilibration, lipid and detergent from the capsule liposome mixed with the lipids from the upper leaflet
of the membrane. This process slowed the fusion and the bilayer became bowed because of the imbalance
of the number of lipids in the leaflets of the bilayer. This effect is an artifact of the periodic boundary
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Figure 6.5: Porous nanocapsule as an ion channel. The snapshot illustrates the outcome of a CGMD
simulation of a porous nanocapsule (red) held in a POPC bilayer membrane (cyan) by DODA (blue). The
top of the capsule is open to water (white) and ions (blue Na+, red Cl−). Note the ions inside and around
the capsule.
conditions used in our simulations, which do not permit the lipid bilayer to form a curved membrane with
the radius of curvature greater than half the system size. A larger patch of a lipid bilayer is expected to
flatten out, distributing the lipids from the liposome over a large area and thereby effectively equalizing the
density of lipids in both leaflets.
To eliminate the effect of the periodic boundary conditions in our simulations of the liposome–bilayer
fusion, we used the following method to equalize the number of lipids in the leaflets. The coordinates of
randomly selected lipids from the top leaflet at the periphery of the system were reflected with respect to the
plane passing through center of the bilayer, which effectively inserted them into the bottom leaflet. Following
a short period of relaxation where all beads of the capsule, DODA and POPC, except for those moved to
the bottom leaflet, were harmonically constrained, the system was equilibrated until the area of the bilayer
became steady. This procedure was then repeated until the number of lipids in the leaflets became equal.
This allowed the membrane to flatten out and expand, leaving the capsule in the middle of the bilayer,
surrounded by DODA and POPC, Figure 6.4 e. An animation illustrating the fusion process is available in
the manuscript’s Supporting Information [38]
At the end of the fusion simulations, the capsule remained trapped inside the bilayer, not directly
connected to the solvent. To test whether the capsule would be stable in a configuration open to water on
either side of the membrane, we created a model of such a system by removing POPC and DODA above and
below the capsule and filled the empty space with water and ions. Following a brief period where the capsule,
DODA and POPC were constrained while the water and ions were allowed to assume a new equilibrium
conformation, the system was simulated free of restraints under constant pressure conditions. Figure 6.5
illustrates one system obtained at the end of a 351-ns simulation. In the equilibrium configuration, water
was observed to flow into and out of the capsule as Na+ cations entered, showing that the capsule can be
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both stable in this conformation and transport ions across the membrane, even though the capsule’s charge
is reduced by the presence of the cationic DODA. An animation illustrating this simulation is available in
the manuscript’s Supporting Information [38]. Inside the capsule, water beads were seen to form highly
ordered configurations. From time to time, they were observed to rearrange themselves in quick cascades
resulting in a net flow of water. From these simulations, we estimated the osmotic permeability to water of
the porous nanocapsule at 3.5×10−15 cm3/s, which is roughly three orders of magnitude less than that of
the α-hemolysin channel [83]. This estimate should be taken with caution, as it is not known how accurate
the CGMD method is for simulating ion and water conductance through narrow pores. Furthermore, based
on the present isolated capsule (1) it has been proven that an equilibrium between Li+ cation uptake and
release exists, and that encapsulated Li+ cations can be exchanged by Na+ [145, 146, 131, 130, 147, 148].
This means there is the option to study counterion transport systematically [130]. Furthermore, temperature
dependent 7Li NMR studies provided a rough estimate of the rate of Li+ ion exchange between the inside
and outside of the capsule: ∼3×104 per minute at 343K [personal communication]
Here we have detailed and simulated a method for embedding porous POM nanocapsules in lipid bi-
layer membranes. By combining the highly charged porous nanocapsule (6.1) with a cationic amphiphilic
surfactant (DODA) and a model phospholipid (POPC) we demonstrated that liposome-like, water soluble
structures form spontaneously around the capsule. These liposome-like structures were shown to insert the
porous nanocapsule into lipid bilayer membranes. This process can be further optimized by using specific lipid
types that facilitate membrane fusion and by covalently linking DODA-like moieties to the porous nanocap-
sule to prevent competition between DODA and smaller cations which can destabilize the capsule/bilayer
assembly. Future studies are required to investigate the long-time stability of the capsule/membrane system
and develop a method for exposing the surface of the capsule to the electrolyte via self-assembly. The latter
will require employing lipids of specific spontaneous curvature, charge and hydrophobic tail length. The suc-
cessful inclusion of porous nanocapsules in lipid bilayer membranes is the first step to creating a synthetic
model of ion channels that would allow studies of ionic transport in greater detail than it is currently pos-
sible. In this context it is important that the capsule functionalities can be tuned by changing the internal





Reproduced in part from: Radadia AD, Stavis CJ, Carr R, Zeng H, King WP, Carlisle JA, Aksimentiev A,
Hamers RJ, Bashir R (2011) Control of Nanoscale Environment to Improve Stability of Immobilized Proteins
on Diamond Surfaces. Adv. Funct. Mater. 21(6):1040-1050 [2] (Copyright c© 2011 WILEY-VCH Verlag
GmbH & Co.); and Carr R, Comer J, Aksimentiev A (in press) Modeling the Interface between Biological
and Nanotechnological Systems. In Simulations in Nanobiotechnology. (Copyright c© 2011 CRC Press,
LLC) [41].
A.1 Molecular dynamics methods
Molecular dynamics simulations of UNCD and silica immunosurfaces. All molecular dynamics (MD) sim-
ulations were performed using the program NAMD [43], particle mesh Ewald (PME) electrostatics [77],
periodic boundary conditions, and a multiple time step integration scheme consisting of a 2-fs time step
for bonded and non-bonded calculations and a 6-fs time step for long-range electrostatics. Water bonds
and angles were kept rigid with SETTLE [149], while all other covalent bonds with hydrogen were kept
rigid with RATTLE [150]. Simulations in the NPT ensemble (constant number of particles N, pressure P
and temperature T) were performed using a Langevin thermostat [113] and Nos-Hoover Langevin piston
pressure control [114] set at 310.15 K (37◦ C) and 1 atm, respectively; the area of the unit cell within the
plane coincident with the plane of the surface was kept constant. The damping coefficient of the Langevin
thermostat was 1 ps−1; the thermostat was applied only to the atoms of the substrate (diamond or silica). A
smooth (1.0–1.2 nm) cutoff was used to compute the van der Waals forces. All simulations were performed
using the CHARMM [44] force field for diamond, aminopropyl, aminodecane, and the TIP3P water model,
the CHARMM-compatible force field for ions [151] and a custom CHARMM-compatible force field for sil-
ica [49]. The CHARMM fore field has been shown to properly model both short- and long-range non-bonded
interactions for diamond carbons at ambient temperatures [152]. The silica membrane was generated using
the BKS potential [75, 76].
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A.2 Details of the atomic-scale model
To produce the silica membrane used in this study, we created a 2.5 x 2.5 x 3.5 nm3 block of crystalline silica
containing 500 silicon and 1000 oxygen atoms by replicating a unit cell of SiO2. The membrane was annealed
through NVT simulations in a 2.5 x 2.5 x 5.5 nm3 periodic cell lasting 20 ps at 7000 K, 20 ps at 5000 K
, 50 ps at 2000 K, 100 ps at 1000 K and finally 50 ps at 300 K. The silica annealing was performed using
the BKS potential [75], modified at small distances to prevent spurious behavior at high temperature [76],
a 0.55 nm cutoff for the evaluation of the van der Waals forces, and a 5 ps−1 Langevin damping coefficient.
To prevent atoms from evaporating into the vacuum region, external forces were applied with grid-steered
molecular dynamics [153]. The resulting amorphous silica slab was tiled in a two-by-two grid to create a
5.0 x 5.0 x 2.6 nm3 silica membrane with two exposed faces consisting of four identical patches of silica.
To construct the diamond membrane, a diamond unit cell was replicated and cut along the (1 1 1) face to
create a 4.8 x 4.8 x 2.5 nm3 block, periodic in the plane orthogonal to the (1 1 1) face. The exposed carbon
atoms were terminated with hydrogen atoms.
To model the immunosurfaces, each membrane was coated with a covalently attached layer of amino-
propylsilane (on silica) or aminodecane (on diamond) as described in Luan and Aksimentiev[154]. To study
the effect of coating density, we used two simulation systems for each substrate material. For silica surfaces,
each face of the substrate was coated with a layer of 25 or 62 (system 1), or 100 or 151 (system 2) amino-
propylsilane molecules, corresponding to a density of 1.0, 2.5, 4.0 or 6.0 x 1014 molecules/cm2, respectively.
Similarly, a pair of simulation systems containing a UNCD membrane was coated with a layer of 25 or 60
(system 1), or 35 or 46 (system 2) aminodecane molecules, corresponding to a density of 1.0, 2.6, 1.5 or
2.0 x 1014 molecules/cm2, respectively. The resulting functionalized surfaces were submerged in a 0.138
M NaCl solution consisting of 5,194 water molecules, 13 Na+ and 13 Cl− ions, producing final systems of
22,652 (silica 1), 24,620 (silica 2), 29,196 (UNCD 1), and 29,068 (UNCD 2) atoms. Prior to energy mini-
mization, all water molecules located within 0.3 nm of the substrate or coating molecules were moved into
the bulk solution. Following 2000 steps of energy minimization using the conjugate gradient method, each
system was subjected to an initial equilibration for 5 ns with all the heavy atoms of the aminopropylsilane
or aminodecane molecules harmonically restrained (with spring constants of 1.0 kcal/mol/A˚2) to their ini-
tial conformations, which allowed the water and ions to approach thermal equilibrium. Following that, the
harmonic restraints on the aminopropylsilane or aminodecane molecules were released, and each system was
simulated in the NPT ensemble for at least 40 ns. For all simulations, all substrate atoms (silica or UNCD
carbon atoms) were harmonically restrained with spring constants of 20.0 kcal/mol/A˚2.
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A.3 Modeling the degradation of functionalized silica
To model the degradation of the 4.0 x 1014 molecules/cm2 aminopropylsilane functionalization layer on the
silica substrate, we performed an eight-step molecular dynamics simulation starting from the coordinates
obtained from the simulations of silica system 2. We assumed that the probability of losing a functional
group is directly proportional to the total exposure of the Si-C bond to water. Hence, to choose the
functionalization groups for removal, a 1-ns fragment of the simulation trajectory was used to compute the
average number of water molecules located within 3 A˚ of each aminopropylsilane group and 0.5 nm within
the silica substrate. All aminopropylsilane groups were ranked according to the average number of contacts
with this water; the top 10% (rounding down) were removed. Following 2000 steps of energy minimization,
the resulting system was simulated for 2.5 ns. This procedure was repeated 8 times, until the density of
aminopropylsilane molecules fell to 75% of the original density, or 3.0 x 1014 molecules/cm2. Figure 2.4
illustrates the results of these simulations.
A.4 Potential of mean force calculations
To study the interaction between amino acids and the immunosurfaces, we created 15 systems consisting of
a 0.138 M aqueous solution of NaCl , one copy of an amino acid and one of the following three function-
alized substrates: The 1.0 / 2.6 x 1014 molecules/cm2 aminodecane UNCD substrate; the 4.0 / 6.0 x 1014
molecules/cm2 aminopropylsilane silica substrate; or the 3.0 / 6.0 x 1014 molecules/cm2 aminopropylsilane
substrate created through the degradation process described above. For each functionalized substrate, five
systems were created corresponding to the five types of amino acids that we used to model the interac-
tions of surfaces with the antibody protein: Lysine (charged, positive); aspartic acid (charged, negative);
asparagine (polar); valine (nonpolar); and tyrosine (aromatic). The systems containing charged amino acids
were made electrically neutral by adding an extra chloride or sodium counterion. Prior to PMF calculations,
each system was subject to 2000 steps of energy minimization followed by a 3-ns equilibration in the NPT
ensemble. The potential of mean force (PMF) of an amino acid as a function of its position relative to the
substrate surface was determined from a set of umbrella sampling simulations, which were analyzed using the
weighted histogram analysis method (WHAM) [100]. The umbrella sampling simulations were performed by
restraining the alpha-carbon atom of an amino acid to a specified distance z from the substrate surface using
the following potential energy function: wi(z) = 12kz(z − zi)2, where zi was the center of sampling window
i and kz = 4 kcal/mol/A˚2 was the spring constant. The location of the amino acids within the plane of the
substrate was harmonically restrained using a spring constant of 0.8 kcal/mol/A˚2. The sampling windows
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were placed every 0.06 nm for either 1.5 < z < 2.82 nm (silica) or 1.5 < z < 3.42 nm (UNCD), for a total
of 23 or 33 windows, respectively. Following 200 steps of energy minimization, the system in each window




Modeling Protein Transport through
Nanochannels
Reproduced in part from: Carr R, Comer JR, Ginsberg MD and Aksimentiev A (2011) Modeling Pressure-
Driven Transport of Proteins through a Nanochannel IEEE Tran. Nanotechnol. 10(1):75–82 (Copyright c©
2010 IEEE) [29].
B.1 All-atom molecular dynamics
All molecular dynamics (MD) simulations were performed using the program NAMD [43], a 1 fs integration
time step, particle mesh Ewald (PME) electrostatics [77], and periodic boundary conditions. Simulations in
the NPT ensemble (constant number of particles N, pressure P and temperature T) were performed using a
Langevin thermostat [113] and Nose´-Hoover Langevin piston pressure control [114] set at 295 K and 1 atm,
respectively. The damping coefficient of the Langevin thermostat was 1 ps−1, unless specified otherwise; the
thermostat was applied only to the atoms of the nanochannel surface. A smooth (1.0–1.2 nm) cutoff was
used to compute the van der Waals forces. External potentials were applied using grid-steered molecular
dynamics (G-SMD) [153]. The nanochannel simulations were performed using the CHARMM [44] force
field for water, ions and proteins and a custom forcefield for silica [49]. The charges of the silicon and
oxygen atoms of silica were set to 0.9 e and −0.45 e, respectively, and the Lennard-Jones parameters were
rminSi =0.4295 nm, Si =0.3 kcal/mol, r
min
O =0.35 nm, and O =0.15 kcal/mol. The silica membranes were
generated using the BKS potential [75, 76] and the Inorganic Builder of VMD [155] (see below).
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Appendix C
Microscopic perspective on the
adsorption isotherm of a
heterogeneous surface
Reproduced in part from Carr R, Comer J, Ginsberg M. D, Aksimentiev A. (2011) Microscopic perspective
on the adsorption isotherm of a heterogeneous surface. J Phys Chem Lett 2:1804–1807.
C.1 Molecular dynamics simulations.
All molecular dynamics (MD) simulations were performed using the program NAMD [43], a 1 fs integration
time step, particle mesh Ewald (PME) electrostatics [77], and periodic boundary conditions. Simulations
in the NPT ensemble (constant number of particles N, pressure P and temperature T) were performed
using a Langevin thermostat [113] and Nose´-Hoover Langevin piston pressure control [114] set at 295 K
and 1 atm, respectively. The damping coefficient of the Langevin thermostat was 1 ps−1 and was applied
only to the atoms of the silica surfaces, unless specified otherwise. A smooth (1.0–1.2 nm) cutoff was used
to compute the Lennard-Jones forces. External potentials were applied using grid-steered molecular dy-
namics (G-SMD) [153]. All simulations were performed using the TIP3P water model modified for the
CHARMM [44] force field and a CHARMM-compatible model for silica [49], except during membrane gener-
ation. In the simulations of solute adsortion, the charges of the silicon and oxygen atoms of silica were set to
0.9 e and −0.45 e, respectively, and the Lennard-Jones parameters were rminSi =0.4295 nm, Si =0.3 kcal/mol,
rminO =0.35 nm, and O =0.15 kcal/mol.
C.2 All-atom model for dimethyl methylphosphonate (DMMP).
To model DMMP, we have adapted the united-atom DMMP parameters developed by Vishnyakov and
Neimark [156] for use with the CHARMM force field [44]. Tables SC.1 a–e list the all-atom parameters for
DMMP based on the original united-atom model [156] with additions from the CHARMM force field [44] and
quantum chemical calculations [157, 158]. The parameters for DMMP provided by Vishnyakov and Niemark
were not charge neutral. To correct this, we subtracted 0.004 e from the charge of the phosphorus oxygen
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and 0.002 e from the charge of each methyl carbon, where e is the charge of a proton. The addition of three
hydrogens was performed according to the standard CHARMM parameter protocol. That is, hydrogens
were each given a charge of +0.09 e; this was balanced by subtracting an equal amount of charge from the
parent atom. A list of all the atomic charges is given in Table SC.1 a.
To compare our parameters to those of Vishnyakov and Neimark [156], we created two test systems
of DMMP solvated in TIP3P [79] water at 4.6 and 1.1 mol/L concentrations. The first system recreates
“mixture I” in [156], while the second system tests our model at lower concentration. MD simulations
were performed on both systems in the NPT ensemble at 303 K and 1 atm for 10 ns. The parameters of
Vishnyakov and Neimark [156] were developed for a 1-4 scaling factor of 0.5, but our model of silica uses a
1-4 scaling factor of 1.0. In order to determine whether our adapted DMMP parameters could be used with
a 1-4 scaling factor of 1.0, we performed each simulation twice, once with each 1-4 scaling factor.
Table C.2 shows a comparison of the all-atom model with the united-atom model. Like the united-
atom DMMP molecules, our all-atom DMMP molecules do not aggregate in solution. To determine the
diffusion constant of DMMP in water, we have measured the mean squared displacement (MSD) of the
DMMP molecules over all independent 10, 20, 50, 100, 200, 500, 1000, 2000 and 5000 ps periods during our














was used to calculate the diffusion constant. The measured diffusion constant of DMMP in water with our
parameters is found to be 13% be greater than DMMP as described by the united-atom parameters at the
same concentration. At a concentration of 1.1 mol/L, the diffusivity of DMMP increases by almost a factor
of two. Hydrogen bonding between water and the DMMP oxygens was considered using the same metrics as
in Vishnyakov and Neimark [156]: A distance cutoff of 3.4 A˚ and a minimum O-H-O angle of 120 degrees.
Our model shows a higher affinity for accepting hydrogen bonds than the united-atom model [156], but
is within the experimental range of 2–3 hydrogen bonds per molecule in pure water [159]. The difference
between the results for diffusion and hydrogen bonding is most likely due to the difference in water models.
The self-diffusion of TIP3P water used in our simulations is more than twice that of the SPC/E model
used in [156], which leads to quicker diffusion for solutes in our simulations. In addition, the united-atom
simulations used rigid SPC/E water, which may have reduced the hydrogen-bonding count. The use of 1-4
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scaling of 0.5 or 1.0 had no measurable effect on the dynamics of DMMP. In accordance with our silica
parameters, a 1-4 scaling of 1.0 was used for all further simulations. To test the DMMP parameters at
the same temperature and similar concentration to our adsorption chamber simulations, we created a third
system at 0.62 mol/L concentration and simulated it in the NPT ensemble for 10 ns at 295 K. The results of
this simulation, presented in Table C.2, show that the diffusion constant remains the same, while the affinity










Bond Length (A˚) Strength (kcal/mole/A˚2)
CT3 P 1.795∗ 1.86†
CT3 HC3∇ 322.0 1.111
CT3 OS∇ 340.0 1.43
OS P∇ 269.0 1.60
O2 P∇ 580.0 1.48
(c)
Angle Theta (degrees) Strength (kcal/mole/A˚2) U-B Length (A˚) (U-B) Strength (kcal/mole/A˚2)
OS P OS∇ 104.3 80.0
HC3 CT3 OS∇ 109.5 60.0
HC3 CT3 HC3∇ 108.40 35.500 5.40 108.40
O2 P CT3∗ 116.3 80.0
CT3 P OS∗ 104.3 40.6
O2 P OS∗ 116.5 100.1
P OS CT3∗ 121.0 80.0
P CT3 HC3† 110.0 50.0
(d)
Dihedral Kχ (kcal/mole) n ∆ (degrees)
CT3 P OS CT3∗ 0.0671 1 0.00
CT3 P OS CT3∗ 0.6289 2 0.00
CT3 P OS CT3∗ 0.0755 3 0.00
CT3 P OS CT3∗ −0.0582 4 0.00
CT3 P OS CT3∗ 0.0733 5 0.00
CT3 P OS CT3∗ −0.0060 6 0.00
HC3 CT3 P OS∗ 0.0000 3 0.00
HC3 CT3 P O2∗ 0.0000 3 0.00
O2 P OS CT3∗ 0.1004 3 0.00
OS P OS CT3∗ 0.9536 2 0.00
OS P OS CT3∗ 0.5019 3 0.00
X CT3 OS X∇ 0.00 3 0.00
(e)






Table C.1: All-atom, CHARMM-compatible parameters for MD simulations of DMMP. The tables specify
(a) charge, (b) bond, (c) angle, (d) dihedral and (e) lennard-jones parameters. The parameters are based
on the united-atom model [156] (indicated with an ∗), modified in accordance with the CHARMM force
field [44](∇) and ab initio quantum chemical calculations [157, 158] (†).
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System # Atoms [DMMP], (mol/L) Duration (ns) 1-4 Scaling D, 10−6·cm2/s # Hydrogen Bonds
UA 1419 4.6 0.5 0.5 4.5 1.7
I 13,728 4.6 9.5 0.5 5.2 ± 0.1 2.2
I 13,728 4.6 10 1.0 5.0 ± 0.2 2.3
II 10,528 1.1 10 0.5 9.3 ± 0.2 2.5
II 10,528 1.1 10 1.0 9.2 ± 0.1 2.5
III 57,296 0.62 10 1.0 9.1 ± 0.1 2.8
Table C.2: Comparison of the united-atom (UA) model of DMMP [156] with our all-atom model at three
concentrations of DMMP. Simulations of systems I and II were performed using two values of 1-4 scaling:
0.5 and 1.0.
C.3 All-atom model for synthetic surfaces.
To produce the silica membrane used in this study, we created a 2.5 × 2.5 × 3.5 nm3 block of crystalline
silica containing 500 silicon and 1000 oxygen atoms by replicating a unit cell of SiO2. The resulting system
was annealed through NVT (constant number of particles N, volume V and temperature T) simulations for
20 ps at 7000 K, 20 ps at 5000 K, 50 ps at 2000 K, 100 ps at 1000 K, and 50 ps at 300 K using the BKS
potential [75, 76] and a 2.5 × 2.5 × 5.5 nm3 periodic cell, to produce an amorphous silica membrane with
two relaxed surfaces (normal to the z-axis). As in Vollmayer et al. [76], the form of the BKS potential was
modified at small distances to prevent spurious behavior at high temperature. The Coulomb portion of the
BKS potential was computed using the PME method [77], while the Lennard-Jones portion was smoothly
shifted to zero at an interatom distance of 0.55 nm. During the annealing procedure, an external force was
applied to prevent the atoms from evaporating into the vacuum region. The temperature was controlled by
Langevin dynamics with a damping constant of 5 ps−1.
From the results of the annealing simulations, we created four SiO2 surfaces, each with different surface
properties. Surfaces A and B were generated by removing atoms within 0.42 nm of the top and bottom
surfaces from the structure at the end of the annealing process, resulting in two different surfaces that were
similar to cross sections of bulk amorphous silica. The resulting structure, having surface A as its bottom
surface and surface B as its top surface is referred to as system AB. System A was created by splitting
system AB in half and replicating and rigidly transforming the half containing surface A to produce a silica
slab having identical surfaces (A) on the top and bottom.
The same replication and transformation procedure was used to produce system C using the bottom half
of the SiO2 block and the atomic coordinates from the first step of the annealing procedure—20 ps at 700 K.
This system had similar properties to the system used in Carr et al. [29]. System D was made in the same
way as system C except that atomic coordinates from the end of the annealing procedure were used. Thus,
the two identical surfaces of system D can be thought of as more relaxed than the two identical surfaces of
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system C due to the more gradual annealing process in the first case.
The use of the BKS force field in the annealing simulations was to produce plausible atomic structures for
the SiO2 surfaces. In the subsequent simulations of the adsorption chamber, the SiO2 atoms were restrained
to the positions generated by the annealing simulations [49, 29, 160]. The strength of the restraints and
bonds were chosen to give the membrane a dielectric constant of ∼ 5. The restraint force was given by
F (~ri) = −2K(~ri− ~Ri), where ~ri and ~Ri are the current and initial positions of atom i andK = 13, 900 pN/nm.
Bonds were established between all silicon and oxygen atoms separated by < 0.22 nm using with Kbond =
695 pN/nm. The interaction of the SiO2 atoms with water and DMMP were calculated using the CHARMM
compatible force field of Cruz-Chu et al. [49].
To separate the effects of surface roughness from other surface features, a fifth surface, which we will
refer to as the phantom or Ph surface, was used. This surface did not consist of atoms; instead an infinitely
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where U0 = 5 eV, l = 0.2 nm, and z0 = 1.25 nm.
C.4 Solute adsorption simulations and analysis.
The simulations of solute adsorption were performed using atomic-scale models of small chambers that
contained DMMP solution enclosed between two surfaces (see Figure 1). Systems A, AB, C and D were
created using silica slabs A, AB, C, D, respectively, tiled in a four-by-four grid to create new slabs consisting
of sixteen identical patches, measuring 10× 10 nm2 in total area. System Ph was created using a phantom
surface slab (Ph, described above), measuring 10 × 10 nm2 in area. To create the enclosed chambers, the
silica or phantom slab was placed in a periodic box with the same width and breadth as the slab, but with
a height greater than that of the slab, creating systems that were effectively infinitely long and wide, with
a gap of 5 to 6 nm separating the surfaces (see Figure 1). The volume between the surfaces was then filled
with a solution of DMMP.
Following a 2000-step minimization using a conjugate gradients method, each system was equilibrated
for 1.5 ns in the NPAT ensemble (constant number of particles N, pressure P, area in the xy plane A and
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Surface Length (ns) ∆P (bar) NDMMP nDMMP nm
−2 Cbulk M
A 100 71.0 25 0.078 0.035
A 100 71.0 50 0.16 0.060
A 100 70.0 100 0.30 0.13
A 100 69.0 150 0.43 0.20
A 100 69.0 200 0.56 0.28
A 50 0.0 200 0.56 0.28
A 100 67.0 300 0.76 0.46
A 100 41.0 1500 1.6 4.6
AAB 100 67.0 200 0.67 0.38
BAB 100 67.0 200 0.16 0.38
AAB 100 41.0 1500 1.6 4.7
BAB 100 41.0 1500 0.83 4.7
C 100 63.0 400 1.7 0.17
C 100 41.0 1500 2.3 4.1
D 50 60.0 200 1.0 0.005
D 100 60.0 400 2.0 0.014
D 100 60.0 600 2.3 0.43
D 100 41.0 1500 2.5 4.1
Ph 50 69.0 200 0.26 0.57
Ph 100 41.0 1500 1.5 4.7
Table C.3: Summary of solute adsorption simulations. Each simulation is characterized by the duration
of the NVT portion of the simulation, the pressure difference across the chamber (∆P), the total number
of DMMP molecules (NDMMP), the steady-state adsorption density (nDMMP) and the steady-state bulk
concentration Cbulk (see Figure 1). Each simulation of system AB, which contained both surfaces A and B,
is listed twice, specifying adsorption densities for individual surfaces, labeled AAB and BAB.
temperature T). During the NPAT simulation, some DMMP molecules may have adsorbed to the surfaces.
To remove this effect, all DMMP molecules were moved back to their initial coordinates, and constrained to
those coordinates for a 0.5 ns simulation in the NVT ensemble, removing any steric clashes between DMMP
and water molecules. Each system was then simulated in the NVT ensemble with a pressure gradient induced
in the x-direction, resulting in a pressure-driven flow of DMMP solution through the system. To induce a
pressure gradient, a constant force in the x-direction Fx was applied to all N water molecules, creating a
pressure difference ∆Px across the system of
∆Px = N · Fx/A, (C.1)
where A is the area of the chamber in the yz plane [29]. Temperature was maintained by applying the
Langevin thermostat to all silica atoms, which was sufficient to keep the temperature of the entire system
within 1.2% of the target temperature [29]. To investigate whether the pressure-driven flow affected the
amount of solute bound, we performed simulations of system A with and without the applied pressure
difference, which showed that the pressure-driven flow had no measurable effect on adsorption. A summary


























Figure C.1: Calculations of the maximum adsorption density nmax. a) Surface density of DMMP as a function
of DMMP bulk concentration for system D. b) The maximum adsorption density nmax as a function of the
normalized surface area for each surface studied (see text).
Langevin temperature control was applied only to water oxygens with a damping coefficient of 0.1 ps−1.
To calculate the solute adsorption densities at the surfaces, a DMMP molecule was considered adsorbed
if its phosphorus atom, approximately the center of mass, was within 0.5 nm of the surface. The surface of
each silica slab was defined as the x− y plane with the z coordinate determined as the average z coordinate
of the isosurface defined by the five-to-one ratio of silica and water atoms. The region extending 0.5 nm
away from that surface is referred to as the adsorption layer, see Figure 1.
C.5 Calculations of the maximum adsorption density.
The maximum adsorption density nmax was computed for each surface and was found to depend on its






In the limit of high concentration, the surface density n asymptotically approaches nmax. To determine nmax,
we performed brute-force simulations of DMMP adsorption in system D for a range of DMMP concentrations.
The resulting dependence of surface density on bulk concentration is shown in Figure C.1 a. As the bulk
concentration increased, the adsorption density approached a constant value. Thus, we chose nmax for
surface D to be the adsorption density at the highest bulk concentration simulated, which was 4.1 M. As
surface D has the highest affinity to DMMP of all surfaces considered, to determine nmax for the other four
surfaces (A, B, C and Ph), we simulated systems A, AB, C and Ph at the same initial DMMP concentration
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as the one that yielded nmax for system D. The simulation of system AB was used to determine nmax
for surface B. To verify that the presence of two surfaces (A and B) in one simulation did not affect the
determination of nmax, we compare the value of nmax for surface A calculated through simulation of system A
with that calculated through simulation of system AB. The value of nmax for surface A in system AB at
4.7 M: 1.7 molecules/nm−1 agreed with the value in system A at 4.6 M: 1.7 molecules/nm−1.
The value of nmax for each surface is shown in Figure C.1 b, plotted as a function of the normalized surface
area. The normalized surface area was calculated as the solvent-accessible surface area (SASA) divided by
the planar (x− y plane) area of the slab. To calculate the SASA, we used the ‘measure sasa’ feature of the
Visual Molecular Dynamics (VMD) [85] package, using a solvent radius of 1.4, the approximate radius of a
water molecule. Figure C.1 b shows that nmax is not a simple geometric parameter. Approximating a DMMP
molecule as a disk of radius 0.23 nm (the radius of gyration) that packs in a hexagonal lattice with a packing
density of 0.9069, one would expect nmax to correspond to a density of ∼5.6 molecules nm−2. However, the
observed maximum adsorption densities are much lower and depend on the properties of individual surfaces.
Furthermore, Figure C.1 b shows that nmax is not a function of the normalized surface area, meaning that
variation in nmax is not caused by the variation in the surface area of the slabs, even after taking into account
the atomic scale roughness.
C.6 Umbrella sampling simulations.
To study the interaction between a single DMMP and the membrane surfaces, we created 5 small systems
consisting of a single slab of silica membrane or an equal size phantom membrane, water, and one DMMP
molecule. The potential of mean force (PMF) of a DMMP molecule as a function of its position relative
to the membrane surface was determined from a set of umbrella sampling simulations [99], which were
analyzed using the weighted histogram analysis method (WHAM) [100] generalized to three dimensions (see
below). Prior to the umbrella sampling simulations, each of the four systems underwent 2000 steps of energy
minimization, 2 ps of equilibration at fixed volume during which the temperature was raised from 0 to 295 K
by velocity rescaling, and 200 ps of NPT simulation.
The umbrella sampling simulations were performed by restraining the phosphorus atom of the DMMP
molecule to points in (x, y, z) (where z is perpendicular to the surface) using the potential energy function
wi(x, y, z) = 12kx(x−xi)2 + 12ky(y− yi)2 + 12kz(z− zi)2, where (xi, yi, zi) was the center of sampling window
i and kx, ky and kz were the spring constants along each axis. Because the gradient of the PMF was much
larger along the z axis than in the xy plane, a stiffer spring constant of kz =1390 pN/nm was used along
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the z axis than perpendicular to it, for which kx = ky =70 pN/nm. Furthermore, the sampling windows
(xi, yi, zi) were more closely spaced along the z axis. The sampling windows formed a three-dimensional
grid with 4, 4, and 9 points along the x, y, and z directions, respectively. Results were first obtained using
the 144 sampling windows centered at these points, but to increase the resolution of our PMF distributions,
we added another 300 sampling windows. For these simulations, we used a grid of 5, 5, and 12 points with
spring constants kx = ky = 560 and kz = 2780 pN/nm. To ensure that the calculated PMF extended into
bulk water, 19 sampling windows with the same spring constant as the previous set were added to the (x,y)
center of the slab for an additional nanometer in z. Each simulation represented more than 2.2 ns. The first
0.2 ns of each simulation was excluded from the WHAM PMF calculation.
C.7 Potential of mean force calculation.
The potential of mean force (PMF) is computed by the weighted histogram analysis method (WHAM)
described by Roux [100] generalized to three dimensions. Each of the three spatial dimensions is a reaction
coordinate. We estimate the unbiased probability distribution by









−wj(x, y, z)− Fj
kBT
]−1 , (C.3)
where ρ(x, y, z) is the unbiased probability distribution, Nw is the number of biased simulations, ρi(x, y, z)
is the biased probability distribution derived from the results of biased simulation i, ni and wi(x, y, z) are
the number of independent data points and the biasing potential, respectively, for biased simulation i, and
{Fi} is a set of constants.
The set of constants {Fi} are initially unknown; thus, we make an initial guess for their values. After

















〈ρ(x, y, z)〉 . (C.4)
To obtain self-consistency, the equations are iterated, feeding the newest estimate of {Fi} into Equa-
tion C.3 and then the newest estimate of 〈ρ(x, y, z)〉 into Equation C.4. Iteration ceases at iteration j
when
∣∣(Fi+1 − Fi)(j) − (Fi+1 − Fi)(j−1)∣∣ < 0.0001 kBT for all windows i ∈ {1, 2, ..., Nw − 1}. The PMF is
then computed by −kBT log(〈ρ(x, y, z)〉).
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C.8 Surface Characterization.
To characterize the atomic-scale features of the surfaces, we computed the local surface roughness and the
local surface charge density of each surface. Topographical maps of the surfaces, shown in Figure C.2, were
generated using hard spheres with radii of 0.2 nm as probes and considering the silicon and oxygen atoms
as hard spheres with radii of 0.2147 nm and 0.175 nm, respectively. To compare the surfaces, the reference
height z = 0 was defined to be the mean value of z (direction normal to the plane of the slab) over the
topographical map of that surface. The the root-mean-square (RMS) roughness for each surface was then
computed from the topographical maps. In Figure C.3, the Langmuir constant for each surface is shown as
a function of its RMS roughness.
The surface charge density for each surface was computed using the ‘volmap’ tool in Visual Molecular
Dynamics (VMD) [85]. To compute the surface charge density, the charge of each atom comprising the silica
slab was distributed over a three-dimensional grid of 0.42 A˚ resolution by approximating each atom as a
normalized Gaussian distribution with width equal to the radius of the atom and taking into account the
periodicity of the system. The resulting three-dimensional grid, periodic in x and y, described the charge
density in the system produced by the silica atoms. Following that, we defined a surface charge layer as the
volume above the plane located 2 A˚ below the silica surface (defined in ”Solute adsorption simulations and
analysis” above). The local surface charge density, shown in the bottom row of Figure C.2, was calculated as
the total charge density of the surface layer at each (x,y) coordinate. In Figure C.4, the Langmuir constant
is shown as a function of the total surface charge of each silica surface. We found the plot of the Langmuir
constant versus the total surface charge to sensitively depend on the definition of the surface charge layer,
in contrast to the dependence of the Langmuir constant on the RMS charge density, Figure 5a, which was
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Figure C.2: Comparison of the atomic-scale features of the silica surfaces, ordered by increasing Langmuir
constant. The surface features are shown on a two-dimensional grid with a resolution of 0.42 A˚. (Top row)
Topography of each surface, where z=0 is the mean value of z for that individual surface. (Middle row)
Two-dimensional projection of the PMF minima. At each (x,y) point, the minimum value of the PMF along
the line normal to the x − y plane is shown. (Bottom row) The local charge density of the silica surfaces
averaged over the respective MD trajectories (see text).
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Figure C.4: The Langmuir constant as a function of the total charge density of the surface.
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Appendix D
Atoms-to-microns model for small
solutes transport through sticky
nanochannels
Reproduced in part from Carr R, Comer JR, Ginsberg MD and Aksimentiev A (in preparation) Atoms-to-
microns model for small solutes transport through sticky nanochannels.
D.1 All-atom model for synthetic surfaces.
To produce the silica membrane used in this study, we created a 2.5 × 2.5 × 3.5 nm3 block of crystalline
silica containing 500 silicon and 1000 oxygen atoms by replicating a unit cell of SiO2. The resulting system
was annealed through NVT (constant number of particles N, volume V and temperature T) simulations for
20 ps at 7000 K, 20 ps at 5000 K, 50 ps at 2000 K, 100 ps at 1000 K, and 50 ps at 300 K using the BKS
potential [75, 76] and a 2.5 × 2.5 × 5.5 nm3 periodic cell, to produce an amorphous silica membrane with
two relaxed surfaces (normal to the z-axis). As in Vollmayer et al. [76], the form of the BKS potential was
modified at small distances to prevent spurious behavior at high temperature. The Coulomb portion of the
BKS potential was computed using the PME method [77], while the Lennard-Jones portion was smoothly
shifted to zero at an interatom distance of 0.55 nm. During the annealing procedure, an external force was
applied to prevent the atoms from evaporating into the vacuum region. The temperature was controlled by
Langevin dynamics with a damping constant of 5 ps−1.
From the results of the annealing simulations, we created four SiO2 surfaces, each with different surface
properties. Surfaces A and B were generated by removing atoms within 0.42 nm of the top and bottom
surfaces from the structure at the end of the annealing process, resulting in two different surfaces that were
similar to cross sections of bulk amorphous silica. The resulting structure, having surface A as its bottom
surface and surface B as its top surface is referred to as system AB. System A was created by splitting
system AB in half and replicating and rigidly transforming the half containing surface A to produce a silica
slab having identical surfaces (A) on the top and bottom.
The same replication and transformation procedure was used to produce system C using the bottom half



















































































Figure D.1: Comparison of the surface adsorption density on the silica surfaces for MD and BD with the
calculated DMMP–Silica surface PMFs. The surface features are shown on a two-dimensional grid with a
resolution of 0.42 A˚. (Top row) Two-dimensional projection of the PMF minima. At each (x,y) point, the
minimum value of the PMF along the line normal to the x− y plane is shown. (Middle row) Surface density
of adsorbed DMMP molecules on the silica surface as a function of position on the surface for molecular
dynamics simulations. (Bottom row) Surface density of adsorbed DMMP molecules on the silica surface as
a function of position on the surface for brownian dynamics simulations. The results for the BD simulations
represent the average of 25 unique trajectories starting from the same initial conditions as the one MD
simulation.
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This system had similar properties to the system used in Carr et al. [29]. System D was made in the same
way as system C except that atomic coordinates from the end of the annealing procedure were used. Thus,
the two identical surfaces of system D can be thought of as more relaxed than the two identical surfaces of
system C due to the more gradual annealing process in the first case.
The use of the BKS force field in the annealing simulations was to produce plausible atomic structures for
the SiO2 surfaces. In the subsequent simulations of the adsorption chamber, the SiO2 atoms were restrained
to the positions generated by the annealing simulations [49, 29, 160]. The strength of the restraints and
bonds were chosen to give the membrane a dielectric constant of ∼ 5. The restraint force was given by
F (~ri) = −2K(~ri− ~Ri), where ~ri and ~Ri are the current and initial positions of atom i andK = 13, 900 pN/nm.
Bonds were established between all silicon and oxygen atoms separated by < 0.22 nm using with Kbond =
695 pN/nm. The interaction of the SiO2 atoms with water and DMMP were calculated using the CHARMM
compatible force field of Cruz-Chu et al. [49].
D.2 MD simulation setup
The MD simulations of transport through nanochannels were performed using atomic-scale models of silica
nanochannels that contained DMMP solution enclosed between two surfaces (see Figure 5.1). Systems A, B,
C and D were created using silica slabs A, AB, C, D, respectively, tiled in a four-by-four grid to create new
slabs consisting of sixteen identical patches, measuring 10×10 nm2 in total area. To create the nanochannels,
the silica was placed in a periodic box with the same width and breadth as the slab, but with a height greater
than that of the slab, creating systems that were effectively infinitely long and wide, with a gap of 5 to 6 nm
separating the surfaces (see Figure 5.1). The volume between the surfaces was then filled with a solution of
DMMP.
Following a 2000-step minimization using a conjugate gradients method, each system was equilibrated
for 1.5 ns in the NPAT ensemble (constant number of particles N, pressure P, area in the xy plane A and
temperature T). During the NPAT simulation, some DMMP molecules may have adsorbed to the surfaces.
To remove this effect, all DMMP molecules were moved back to their initial coordinates, and constrained to
those coordinates for a 0.5 ns simulation in the NVT ensemble, removing any steric clashes between DMMP
and water molecules. Each system was then simulated in the NVT ensemble with a pressure gradient induced
in the x-direction, resulting in a pressure-driven flow of DMMP solution through the system. To induce a
pressure gradient, a constant force in the x-direction Fx was applied to all N water molecules, creating a
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pressure difference ∆Px across the system of
∆Px = N · Fx/A, (D.1)
where A is the area of the chamber in the yz plane [29]. Temperature was maintained by applying the
Langevin thermostat to all silica atoms, which was sufficient to keep the temperature of the entire system
within 1.2% of the target temperature [29]. To investigate whether the pressure-driven flow affected the
amount of solute bound, we performed simulations of system A with and without the applied pressure
difference, which showed that the pressure-driven flow had no measurable effect on adsorption.
D.3 Analysis of the BD and MD simulations
To calculate the solute adsorption on the nanochannel surfaces, a DMMP molecule was considered adsorbed
in an MD (BD) simulation if its phosphorus atom (center of mass), was within 0.5 nm of the surface. The
surface of each silica slab was defined as the x− y plane with the z coordinate determined as the average z
coordinate of the isosurface defined by the five-to-one ratio of silica and water atoms in the MD simulation.
To calculate the number bound as a function of position, shown in the middle and bottom rows of Figure D.1,
the number of DMMP bound to each surface in the steady state of each simulation was averaged on a 2D
histogram with a resolution of 0.42× 0.42 A˚2, the same as the 2D projection of the PMF minima.
D.4 Umbrella sampling simulations.
To study the interaction between a single DMMP and the membrane surfaces, we created 5 small systems
consisting of a single slab of silica membrane or an equal size phantom membrane, water, and one DMMP
molecule. The potential of mean force (PMF) of a DMMP molecule as a function of its position relative
to the membrane surface was determined from a set of umbrella sampling simulations [99], which were
analyzed using the weighted histogram analysis method (WHAM) [100] generalized to three dimensions (see
below). Prior to the umbrella sampling simulations, each of the four systems underwent 2000 steps of energy
minimization, 2 ps of equilibration at fixed volume during which the temperature was raised from 0 to 295 K
by velocity rescaling, and 200 ps of NPT simulation.
The umbrella sampling simulations were performed by restraining the phosphorus atom of the DMMP
molecule to points in (x, y, z) (where z is perpendicular to the surface) using the potential energy function
wi(x, y, z) = 12kx(x−xi)2 + 12ky(y− yi)2 + 12kz(z− zi)2, where (xi, yi, zi) was the center of sampling window
76
i and kx, ky and kz were the spring constants along each axis. Because the gradient of the PMF was much
larger along the z axis than in the xy plane, a stiffer spring constant of kz =1390 pN/nm was used along
the z axis than perpendicular to it, for which kx = ky =70 pN/nm. Furthermore, the sampling windows
(xi, yi, zi) were more closely spaced along the z axis. The sampling windows formed a three-dimensional
grid with 4, 4, and 9 points along the x, y, and z directions, respectively. Results were first obtained using
the 144 sampling windows centered at these points, but to increase the resolution of our PMF distributions,
we added another 300 sampling windows. For these simulations, we used a grid of 5, 5, and 12 points with
spring constants kx = ky = 560 and kz = 2780 pN/nm. To ensure that the calculated PMF extended into
bulk water, 19 sampling windows with the same spring constant as the previous set were added to the (x,y)
center of the slab for an additional nanometer in z. Each simulation represented more than 2.2 ns. The first
0.2 ns of each simulation was excluded from the WHAM PMF calculation.
To calculate the PMF between two DMMP molecules, we created a cubic simulation system with 2 DMMP
molecules and 3,426 water molecules, measuring 4.6.6×4.6 nm3. After a brief 1000-step energy minimization
using a conjugate gradients method, the system was equilibrated for 0.2 ns in the NPT ensemble at 295 K.
Umbrella sampling simulations were performed by restraining the distance between the phosphorus atoms
with a potential energy function wi(~r1, ~r2) = 12kr (|~r1 − ~r2|)2. Results were obtained using 15 sampling
windows distributed radially in shells every 0.04 nm with a force constant of kr = 5092 pN/nm. Each
simulation for a sampling window was represented 6 ns. The first 0.2 ns of each simulation was excluded
from the WHAM PMF calculation.
D.5 Potential of mean force calculation.
The potential of mean force (PMF) is computed by the weighted histogram analysis method (WHAM)
described by Roux [100] generalized to three dimensions. Each of the three spatial dimensions is a reaction
coordinate. We estimate the unbiased probability distribution by









−wj(x, y, z)− Fj
kBT
]−1 , (D.2)
where ρ(x, y, z) is the unbiased probability distribution, Nw is the number of biased simulations, ρi(x, y, z)
is the biased probability distribution derived from the results of biased simulation i, ni and wi(x, y, z) are
the number of independent data points and the biasing potential, respectively, for biased simulation i, and
{Fi} is a set of constants.
The set of constants {Fi} are initially unknown; thus, we make an initial guess for their values. After
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〈ρ(x, y, z)〉 . (D.3)
To obtain self-consistency, the equations are iterated, feeding the newest estimate of {Fi} into Equa-
tion D.2 and then the newest estimate of 〈ρ(x, y, z)〉 into Equation D.3. Iteration ceases at iteration j
when
∣∣(Fi+1 − Fi)(j) − (Fi+1 − Fi)(j−1)∣∣ < 0.0001 kBT for all windows i ∈ {1, 2, ..., Nw − 1}. The PMF is
then computed by −kBT log(〈ρ(x, y, z)〉).
D.6 Implicit Solvent MD Simulations
To compare our multiscale model to implicit-solvent molecular dynamics models, we created a new simulation
system by removing all the water molecules from the all-atom model nanochannel system A. The effects
of water were calculated using the Onufriev, Bashford, and Case (OBC) implicit solvent model [112], a
generalized Born (GB) model [161], implemented in GROMACS 4 [162]. The generalized Born radius for
each atom was taken to be half the distance at which the Lennard-Jones potential is zero [163] (one half the
Lennard-Jones σ), and the HCT scaling factors were taken from Hawkins, Cramer and Truhlar (HCT) [164]
and Tinker [165]. However, there were no available HCT scaling factors for silicon, so we created two models,
one for silicon having a low HCT scaling factor of 0.72, the same as carbon, and one with a high HCT scaling
factor of 9.96, the same as sulfur.
All implicit-solvent simulations were performed with GROMACS 4 [162], using a timestep of 2 fs with
all bonds constrained using the P-LINCS algorithm [166], periodic boundaries, and an electrostatic and van
der Waals cut-off of 2.5 nm. The implicit-solvent MD simulations only modeled the diffusion of solutes in
the nanochannels, as there was no flow of solution. However, as discussed in Carr et al. [37], the amount of
solute adsorbed on the nanochannel surfaces is unaffected by the flow of solution.
In our implicit-solvent MD simulations, the DMMP molecules were observed to aggregate in solution.
Figure D.2 shows the radial pair distribution, “g(r)”, for DMMP molecules in solution simulated with all-
atom and implicit-solvent MD. From this figure, it can be seen that the implicit solvent model causes the
DMMP molecules to aggregate and thus does not properly capture the dynamics of DMMP in solution. The
simulation for a low HCT scaling factor for Si resulted in a steady-state adsorption density of 0.62 ± 0.03
molecules/nm2 as compared to the all-atom MD adsorption density of 0.56± 0.01 molecules/nm2. However,
it is likely that the simulation had not reached a steady state, as the DMMP molecules in solution had
aggregated and were likely to eventually bind to DMMP molecules adsorbed to the surface. In contrast, the
78








Figure D.2: The radial pair distribution of DMMP simulated with all-atom (black line) and implicit-solvent
(blue line) MD
simulation high HCT scaling factor for Si resulted in no DMMP adsorption. Furthermore, little performance
gain was seen by using implicit solvent: A speed of ∼28 ns/day on 240 processors was only double the
performance of all-atom MD with explicit water, ∼14 ns/day on 288 processors.
D.7 Smoluchowski model
To compare our multiscale model with a simple continuum model, we used the Smoluchowski equation to
predict the density of solute bound to the nanochannel surfaces. The Smoluchowski equation,
∂tC (z, t) = ∂z
(
D∂z − F (z)
γ
)
C (z, t) , (D.4)
which describes the time evolution of solution concentration C under an external force F , where D is
the diffusivity of the particles, γ is the coefficient of friction in the solution, and C (z, t) describes the
probability of finding a particle at position z at time t. The Smoluchowski model describes the dynamics
of the solute as diffusive motion in an external potential and ignores solute–solute interactions. Because
the Smoluchowski model does not have individual-molecule resolution, we treat the solute–surface potential
WPS as one-dimensional, simply a function of the distance from the surface. The one-dimensional PMF can










To solve the Smoluchowski equation, we wrote custom routines in MATLAB [167]. For the external force,
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F (z), we took the numerical derivative of the 1D surface–solute PMF, and interpolated the solution for the
given z. We used reflective boundary conditions to conserve probability,
D
(
∂z − F (z)
kBT
)
P (z, t) = 0, at z = 0, h nm (D.6)
where h is the length of the channel, and an initial probability distribution,
C(z = 0, t = 0) = 1/h, at 1.25 nm < z < (h− 1.25) nm (D.7)
corresponding to the initial conditions of our all-atom MD simulations. The density of adsorbed DMMP
molecules predicted with the Smoluchowski model are shown in Figure 5.6. Due to the lack of inter-particle
interactions, the Smoluchowski equation predicts a constant fraction of solutes adsorbing to the surface in
each simulation. While this is valid for low concentrations, the model over-predicts the amount of adsorbed
solute at even moderate solute concentrations.
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Appendix E
Synthetic ion channels embedded in
biological membranes
Reproduced in part from the Supporting Information published with Carr R, Weinstock IA, Sivaprasadarao
A, Mu¨ller A and Aksimentiev A (2008) Synthetic Ion Channels via Self-Assembly: a Route for Embedding
Porous Polyoxometalate Nanocapsules in Lipid Bilayer Membranes Nano Lett. 8:3916–3921 (Copyright c©
2008 American Chemical Society) [38].
E.1 Coarse-grained molecular dynamics
All coarse-grained MD (CGMD) simulations were performed using the molecular dynamics program NAMD [43].
Water, ions and lipids were parameterized using the CG forcefield developed by Marrink et al. [134], and
incorporated into NAMD by Shih et al. [135]. A custom forcefield was developed to describe the porous
nanocapsule and DODA; the details are presented below in Appendix E. Temperature was kept constant at
310 K by Langevin thermostat using a damping coefficient of 1 ps−1. To maintain pressure constant at 1 bar,
the Nose´-Hoover Langevin Piston method was used with a decay period of 200 fs and a damping timescale of
50 fs [113, 114]. Each simulation was initialized through a period of minimization using a conjugate gradients
method for 3000 steps followed by a 1560 step warming period to raise the temperature in 1K increments to
310K. SMD was performed using a velocity of 10−5 A˚/timestep and a spring constant of 5 kcal/mol. The
timestep of our CGMD simulations was 20 fs, which corresponds to a physical time of ∼80 fs [134], the time
quoted in all figures for Chapter 6.
E.2 Modeling the system with a coarse grain
All our CGMD simulations of water, ions, octane and lipids employed the coarse-grained force field developed
by Marrink et al. [134]. In the CG method, groups of atoms are replaced by beads. The beads interact like
atoms in all-atom models, through bonds, angles, dihedrals and nonbonded forces. Figure E.1 shows a visual
representation of our CG model of DODA. Complete details of the coarse-graining procedure are given in
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Figure E.1: All-atom (left) and CG (right) models of
DODA. The blue GC bead represents the nitrogen
atom of the DODA head group and its four neigh-
boring carbons. Each cyan CG bead represents four
carbons, except for the last bead on each tail repre-
senting five carbons.
the manuscript’s Supporting Information [38].
The porous nanocapsule considered here is made of 12 repeats of a pentagonal unit. Thus, specifying
the mapping of one pentagonal unit and its linker units to a CG representation is sufficient to describe
the mapping of the entire capsule. As shown in Figure 6.1, the pentagon’s center molybdenum atom
and all surrounding oxygens are mapped to the center CG bead (cyan, type M). The five molybdenum
atoms forming a pentagon around the center molybdenum are each mapped, with their oxygens, to the
corresponding green, type B bead. Each linker molybdenum atom and its oxygens are mapped to the
corresponding white, type L bead. Finally, the sulfate linker groups are mapped onto the yellow, type S
beads. A complete description of the coarse-graining procedure for the porous nanocapsule is given in the
manuscript’s Supporting Information [38].
E.3 Validation of the coarse-grain model
To test our CG model of the porous nanocapsule and DODA, self-assembly of DODA with the capsule in
a simple nonpolar solvent (octane) was simulated. Figure E.2 presents the results of a typical simulation.
Starting from an initially random distribution, Figure E.2 a, DODA molecules adhere to the surface of
the capsule with their positively charged head groups, Figure E.2 b–d, eventually forming a steady-state
hydrophobic spheroid, Figure E.2 e. Such simulations were performed at three DODA concentrations (0.35,
0.54 and 0.8 mmol/L), three times for each concentration. A stable assembly similar to that shown in
Fig.Figure E.2 e was observed at the end of each simulation.
The structure of the steady-state assembly is characterized in Figure E.3. As previously shown by Kurth
and co-workers [133] for the porous CH3COO-linker nanocapsule, DODA tends to aggregate near the cap-
sule; its concentration decreases with the radial distance from the capsule’s surface. In a steady state, DODA
molecules form a spherical shell around the capsule, with their positively charged headgroup facing the neg-
atively charged capsule and their hydrophobic tails facing the octane solvent, Figure E.3 a. The structure
82
a) b) c) d) e)
Figure E.2: Self assembly of the porous nanocapsule (red) with DODA detergent (blue) in a nonpolar solvent
(not shown). The snapshots illustrate the progress of a CGMD simulation in a cut-away view. The snapshots
correspond to 0 (a), 1.6 (b), 3.2 (c), 4.2 (d), and 164.0 (e) ns of the simulation. An animation illustrating
the self-assembly is available in the manuscript’s Supporting Information [38].
of the steady-state assembly could be reproduced in nine independent simulations performed at three dif-
ferent DODA concentrations, Figure E.3 b. The kinetics of the assembly is quantitatively characterized in
Figure E.3 c.
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Figure E.3: Structure and kinetics of the DODA/capsule assembly in hydrophobic solvent. a) Steady-state
structure of the DODA-capsule assembly. The capsule (red) is surrounded by a shell of DODA (blue). The
inner and outer rings indicate the transition from the porous nanocapsule to DODA, and from DODA to
solvent, respectively. b) Density of CG beads versus radial distance from the center of the capsid. Blue, red
and grey indicate the density of the porous nanocapsule, DODA and octane, respectively. The transition
between the domains is defined as the distance at which the corresponding bead densities become equal
and is shown as dashed lines. c) Density of DODA versus time in three CGMD simulations. The density of
DODA was computed in the region defined by the inner and outer rings, see panels a and b. The aggregation
at 3.4×10−4 mol/L occurs much faster than in the other simulations because this simulation was performed
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