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CONDITIONAL QUASI-GREEDY BASES IN HILBERT AND
BANACH SPACES
G. GARRIGO´S AND P. WOJTASZCZYK
Abstract. For quasi-greedy bases B in Hilbert spaces, we give an improved bound
of the associated conditionality constants kN (B) = O(logN)
1−ε, for some ε > 0,
answering a question by Temlyakov. We show the optimality of this bound with
an explicit construction, based on a refinement of the method of Olevskii. This
construction leads to other examples of quasi-greedy bases with large kN in Banach
spaces, which are of independent interest.
1. Introduction
The concept of quasi-greedy basis evolved from the analysis of thresholding algo-
rithms for non-linear N -term approximation in Banach spaces; see e.g. [15] for a
detailed presentation and background. In recent years it has attracted attention from
both, the approximation theory and the Banach space point of view.
Let us recall the relevant definitions and standard notation. For a (normalized)
basis {ej}∞j=1 in a Banach space X and N = 1, 2, . . . we consider non-linear operators
GN as follows
x =
∞∑
j=1
ajej ∈ X 7−→ GN(x) =
∑
j∈Λ
ajej ,
where Λ is any N -element subset of {1, 2, . . . } such that minj∈Λ |aj| ≥ maxj /∈Λ |aj|.
Then {ej} is called a quasi-greedy basis if for any x ∈ X and any choice of GN ’s
we have limN→∞ ‖x − GN (x)‖ = 0, that is the series defining x converges in norm
after decreasing rearrangement of their summands. It is known (see [18]) that this is
equivalent to
‖GNx‖ ≤ K‖x‖, ∀ x ∈ X, N = 1, 2, . . . (1.1)
for some (smallest) constant K, which we assume fixed throughout the paper. In
particular, every unconditional basis is quasi-greedy, but there exist also examples of
conditional quasi-greedy bases [12, 18, 4, 13, 9, 6]. In this paper we shall be interested
in the latter.
Associated with a basis B = {ej} in X, we consider the sequence
kN = kN(B) := sup
|A|≤N
∥∥SA∥∥, N = 1, 2, . . .
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where SA : X→ X denotes the projection operator SA(x) =
∑
j∈A aj(x)ej . Generally
speaking, the constants kN quantify the conditionality of the basis B. In fact, B is
unconditional if and only if kN(B) = O(1).
In approximation theory kN can also be used to quantify the performance of greedy
algorithms with respect to the best N -term approximation from {ej}; that is, if CN
denotes the smallest constant such that
‖x−GNx‖ ≤ CN inf
{‖x−∑
j∈A
cjej‖ : cj ∈ C, |A| ≤ N
}
, ∀ x ∈ X,
then it is proved in [8, 17] that CN ≈ kN when {ej} is an almost-greedy basis of X
(i.e. quasi-greedy and democratic1). Thus, in this case the constants kN also give
information on the rate of convergence of greedy algorithms.
It is known that for quasi-greedy bases in Banach spaces one has
kN = O(logN)
(see [4, Lemma 8.2]), and this bound is actually attained in some Banach spaces [8].
It was asked in [16, p. 335] whether this bound is optimal or could be improved in
the case of Hilbert spaces. Our first result answers this question.
Theorem 1.1. Let H be a Hilbert space and {ej} a quasi-greedy (normalized) basis
with constant K. Then, there exists α = α(K) < 1 and c > 0 such that
kN
({ej}) ≤ c (logN)α, ∀ N ∈ N. (1.2)
Moreover, if {ej} is besselian or hilbertian then one can choose α < 12 in (1.2).
Recall that {ej} is besselian if
∑
j |aj |2 ≤ C ‖
∑
j ajej‖2X for all finitely supported
scalars (aj), and is called hilbertian if the converse inequality
∑
j |aj|2 ≥ C ‖
∑
j ajej‖2X
holds.
Our second result proves that the bound obtained in (1.2) is actually optimal.
Theorem 1.2. For every α < 1, there exists a quasi-greedy basis in H and a constant
cα > 0 such that
kN ≥ cα(logN)α, N = 1, 2, . . . (1.3)
If α < 1/2, then the basis can be chosen to be in addition besselian (or hilbertian).
Theorem 1.1 is shown in §2, with an explicit expression for α = α(K) given in (2.9).
In the proof we make use of the inner product structure of H, although the argument
can be adapted to other settings, such as Lp spaces, 1 < p < ∞, for which (1.2) is
also true if {ej} is quasi-greedy (see Appendix II).
Theorem 1.2 is shown in §3. The proof is based on a construction due to Olevskii,
which was developed in [18] to produce conditional quasi-greedy bases in Banach
spaces. This construction has an independent interest, and is stated as Theorem 3.1
below. Its proof contains new ideas compared to [18, Theorem 2]. Namely, we refine
the method so that besselian assumptions are not needed, and moreover to obtain a
basis which is almost-greedy and has largest possible kN . Only in this way we can
1In Hilbert spaces, quasi-greedy bases are always democratic [18], so both concepts coincide.
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reach the optimal bounds in (1.3)2. We also apply this construction to obtain new
examples of almost-greedy bases in Banach spaces with kN ≈ logN .
Acknowledgements: The authors thank Eugenio Herna´ndez for useful conversations
on this topic, and for pointing out a simplification in the original proof of Lemma 2.2.
The second author also acknowledges the pleasant atmosphere of the 9th International
Conference on Harmonic Analysis (El Escorial 2012), where this research started.
2. Proof of Theorem 1.1
Below we identify x =
∑∞
j=1 aj(x)ej ∈ H with the coefficient sequence (aj)∞j=1, so
we write supp x = {j ∈ N : aj(x) 6= 0}. We shall use the following definition.
Definition 2.1. Let x, y ∈ H. We say that x < y if
(i) supp x ∩ supp y = ∅
(ii) mini∈suppx |ai(x)| ≥ maxj∈supp y |aj(y)|
The key result is the following lemma. Recall that the quasi-greedy constant K was
defined in (1.1).
Lemma 2.2. There exists δ = δ(K) ∈ [0, 1) such that, for all x < y
(1− δ)
(
‖x‖2 + ‖y‖2
)
≤ ∥∥x+ y∥∥2 ≤ (1 + δ)(‖x‖2 + ‖y‖2). (2.1)
In fact, (2.1) holds with δ =
√
1− 1
K2
.
PROOF: Let γ ∈ R with |γ| ≤ 1. Then (1.1) implies
‖x‖2 ≤ K2∥∥x− γy∥∥2 = K2(‖x‖2 + γ2‖y‖2 − 2γℜ〈x, y〉).
Hence we have the inequality
‖y‖2 γ2 − 2γℜ〈x, y〉+ (1− 1
K2
)‖x‖2 ≥ 0, ∀ γ ∈ [−1, 1].
This inequality holds with y replaced by eiθy, for any θ ∈ R, so we also have
‖y‖2 γ2 − 2γ|〈x, y〉|+ (1− 1
K2
)‖x‖2 ≥ 0, ∀ γ ∈ [−1, 1]. (2.2)
Substituting γ =
√
1− 1
K2
into (2.2) we obtain
2|〈x, y〉| ≤
√
1− 1
K2
(‖x‖2 + ‖y‖2), (2.3)
from which (2.1) follows easily with δ =
√
1− 1
K2
. ✷
As a special case of the lemma we obtain
Corollary 2.3. If {ej} is a quasi-greedy (normalized) basis in H such that
‖GNx‖ ≤ ‖x‖, ∀ x ∈ H, N = 1, 2, . . .
then, {ej} is an orthonormal basis.
PROOF: Applying Lemma 2.2 to x = ei, y = ej with i 6= j and K = 1, we obtain
〈ei, ej〉 = 0. ✷
2The construction in [18] would only lead to kN & (log logN)
α.
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An iteration of the previous lemma leads to the following. We denote, for γ ∈ R,
⌈γ⌉ = min{k ∈ Z : γ ≤ k}.
Lemma 2.4. Let δ = δ(K) be as in Lemma 2.2, then for all x1 < x2 < . . . < xm with
pairwise disjoint supports we have
(1− δ)⌈log2m⌉
m∑
j=1
‖xj‖2 ≤
∥∥x1 + . . .+ xm∥∥2 ≤ (1 + δ)⌈log2m⌉ m∑
j=1
‖xj‖2. (2.4)
PROOF: We shall prove the result for 2n−1 < m ≤ 2n by induction in n = ⌈log2m⌉.
The case n = 1 corresponds to (2.1). Assume (2.4) holds for m ≤ 2n, and we shall
verify it for 2n < m ≤ 2n+1. Call x′ =∑1≤j≤2n xj and y′ =∑2n<j≤m xj . Since x′ < y′,
Lemma 2.2 gives∥∥ m∑
j=1
xj
∥∥2 = ∥∥x′ + y′∥∥2 ≤ (1 + δ)(‖x′‖2 + ‖y′‖2)
= (1 + δ)
(
‖x1 + . . .+ x2n‖2 + ‖x2n+1 + . . .+ xm‖2
)
≤ (1 + δ)n+1
m∑
j=1
‖xj‖2,
using the induction hypothesis in the last step. The inequality from below is similar.
✷
From these two lemmas, the proof of Theorem 1.1 is similar to [8, Theorem 5.1]
(see also [4, 6]).
PROOF of Theorem 1.1:
Let A ⊂ N with |A| = N ≥ 2. We must show that, for all x =∑i aiei ∈ H then
‖SA(x)‖ ≤ c (logN)α ‖x‖, (2.5)
for some α < 1 (independent of x and N). By scaling we may assume maxi |ai| = 1
(which by (1.1) implies ‖x‖ ≥ 1/K).
Let m = ⌈log2N⌉, so that 2m−1 < N ≤ 2m. For ℓ = 1, . . . , m, we define
Fℓ = {j : 2−ℓ < |aj| ≤ 2−(ℓ−1)} and Fm+1 = {j : |aj | ≤ 2−m}.
Next write A as a disjoint union of the sets Aℓ = A ∩ Fℓ, ℓ = 1, . . . ,m+ 1. Clearly
‖SAm+1x‖ ≤
∑
i∈Am+1
|ai|‖ei‖ ≤ 2−mN ≤ 1 ≤ K‖x‖. (2.6)
For the other terms we shall use Lemmas 5.2 and 5.3 in [8], which give
‖SAℓx‖ ≤ c1 ‖SFℓ(x)‖ ≤ c2 ‖x‖,
with c1 = 64K
3 and c2 = 128K
4. Now, Lemma 2.4 gives
‖
m∑
ℓ=1
SAℓx‖2 ≤ (1 + δ)⌈log2m⌉
m∑
ℓ=1
‖SAℓx‖2 ≤ c21(1 + δ)⌈log2m⌉
m∑
ℓ=1
‖SFℓx‖2. (2.7)
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We now have two possible approaches. In the first approach we use the lower bound
in (2.4), so that (2.7) becomes
‖
m∑
ℓ=1
SAℓx‖2 ≤ c21
(
1+δ
1−δ
)⌈log2m⌉∥∥ m∑
ℓ=1
SFℓx
∥∥2 ≤ c23(1+δ1−δ)⌈log2m⌉ ‖x‖2,
with c3 = Kc1 = 64K
4. Observe that(
1+δ
1−δ
)log2m
= 2
log2m log2
1+δ
1−δ = mlog2
1+δ
1−δ = m2α1
if we take α1 =
1
2
log2
1+δ
1−δ . Notice however that α1 < 1 if and only if δ < 3/5, so this
approach is not good for δ close to 1 (ie, when K is very large).
A second approach for (2.7) consists in estimating each ‖SAℓx‖ ≤ c2‖x‖. Then
‖
m∑
ℓ=1
SAℓx‖2 ≤ c22(1 + δ)⌈log2m⌉m ‖x‖2. (2.8)
Now we can write
(1 + δ)log2mm = 2log2m log2(1+δ)m = m1+log2(1+δ) = m2α2 ,
if we choose α2 = (1+log2(1+δ))/2. Notice that this time α2 < 1, but it may happen
that α2 > α1 if δ < 1/2. In that case (ie, when K is close to 1) the former choice is
slightly better.
Combining the two approaches, and using also (2.6), we see that (1.2) holds with
α =
1
2
min
{
log2
1+δ
1−δ , 1 + log2(1 + δ)
}
, (2.9)
with the minimum attained in the first number for δ ≤ 1
2
, and in the second number
for δ ≥ 1
2
. Recall also from Lemma 2.2 that δ =
√
1− 1/K2.
Finally, suppose that the basis {ej} is not only quasi-greedy, but also besselian.
Quasi-greediness implies that ℓ2,1 →֒ H ([18, Thm 3]), so we can estimate for each ℓ
‖SFℓx‖ . 2−ℓ |Fℓ|1/2 ≤
(∑
j∈Fℓ
|aj |2
)1/2
.
Inserting this into (2.7) and using that H →֒ ℓ2 (from the besselian assumption), we
obtain
‖
m∑
ℓ=1
SAℓx‖2 . (1 + δ)⌈log2m⌉
∑
j
|aj|2 . mlog2(1+δ) ‖x‖2.
Thus, (1.2) holds with α = 1
2
log2(1 + δ), which is always a real number < 1/2. The
same bound holds when {ej} is hilbertian, since in this case the dual basis {e∗j} is
besselian in H∗ (and also quasi-greedy, by [5]), while kN is the same for both bases.✷
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3. The proof of Theorem 1.2
3.1. A general construction of quasi-greedy bases. The next result gives a gen-
eral method to produce quasi-greedy bases in Banach spaces. As mentioned in the
introduction, it is also an improvement over the statement in [18, Theorem 2].
Theorem 3.1. Let X be a Banach space with a (normalized) basis X = {xk}∞k=1.
Then, the space3 X ⊕ ℓ2 has a quasi-greedy basis Ψ.
Moreover,
(i) Ψ is democratic and ‖∑λ∈Λ ψλ‖ ≈ |Λ|1/2.
(ii) if the basis X is besselian (or hilbertian), so is Ψ.
(iii) if the basis X has the property that, for some c > 0 and every N = 1, 2, . . .
∃ x ∈ X and A ⊂ {1, . . . , N} such that ‖SAx‖ ≥ c kN(X) ‖x‖, (3.1)
then the quasi-greedy basis Ψ satisfies
kN(Ψ) & klogN (X), N = 2, 3, . . .
PROOF: Write X = {xk}∞k=1 for the basis in X , and {ej}∞j=1 for the canonical
orthonormal basis in ℓ2. In the direct sum X ⊕ ℓ2, consider the system of vectors Υ
given by
x1, e1; x2, e2, . . . , en3 ; x3, en3+1, . . . , en4 ; . . . (3.2)
for a suitable increasing sequence nk. Here we choose n1 = 0, n2 = 1 and nk+1 =
nk + 2
k − 1, so that each block Υk = {xk, enk+1, . . . , enk+1} generates a subspace Hk
of dimension Nk := nk+1 − nk + 1 = 2k, of which Υk is a natural orthonormal basis.
We rename this basis as
Υk =
{
gk,1, . . . , gk,2k
}
,
and write the system in (3.2) as Υ = ∪∞k=1Υk. The next lemma follows from elementary
Banach space theory.
Lemma 3.2. The system Υ in (3.2) is a basis in X ⊕ ℓ2. Moreover, if X is besselian
(or hilbertian), so is Υ.
We now use the Olevskii construction; see [18]. For each k, let A = A(k) denote the
matrix in SO(2k,R) with entries given by the Haar basis in R2
k
, ie
A(k) = col
{
h0, h1, . . . , h2k−1
}
where h0 = 2
−k/2. In each subspace Hk we define a new orthonormal basis Ψk =
{ψk,1, . . . , ψk,2k}, by letting ψk,1...
ψk,2k
 = ( A(k) )
 gk,1...
gk,2k
 (3.3)
That is,
ψk,ℓ = 2
−k/2xk +
2k∑
m=2
aℓ,m gk,m, ℓ = 1, . . . , 2
k. (3.4)
From the orthonormality of Ψk and Lemma 3.2 it easily follows that
3Endowed with the norm ‖x+ y‖2
X⊕ℓ2 = ‖x‖2X + ‖y‖2ℓ2.
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Lemma 3.3. The system Ψ = ∪∞k=1Ψk is a basis of X ⊕ ℓ2. Again, if X is besselian
(or hilbertian), so is Ψ.
The key step of Theorem 3.1 is to establish the quasi-greediness of Ψ. For this we
need to refine the analysis of Olevskii construction given in [18]. Notice that we do
not require the basis X to be besselian in X .
Lemma 3.4. Ψ is a quasi-greedy basis of X ⊕ ℓ2, that is
‖GN(z)‖ ≤ C ‖z‖, ∀ z ∈ X ⊕ ℓ2, N = 1, 2, . . . (3.5)
PROOF: Let z =
∑∞
k=1
∑2k
ℓ=1 ck,ℓψk,ℓ, and Λ := suppGN (z). We use the notation
PX , PH for the natural projections onto X and H = ℓ2 respectively, and SΛ for the
projection onto span {ψλ}λ∈Λ. We also write Λk = {ℓ : (k, ℓ) ∈ Λ}.
We need to show that
‖SΛz‖2 = ‖PXSΛz‖2 + ‖PHSΛz‖2 ≤ C ‖z‖2.
We begin with the first summand on the left hand side; that is, we shall show that
‖PXSΛz‖ ≤ C ‖z‖. (3.6)
Let α = min(k,ℓ)∈Λ |ck,ℓ|, which we may assume α > 0 (otherwise GNz = z and (3.5)
is trivial). Fix M ≥ 1 to be chosen later, and notice from (3.4) that we can split
PXSΛ(z) =
∑
k≥M
2−k/2
(∑
ℓ∈Λk
ck,ℓ
)
xk +
∑
k<M
2−k/2
(∑
ℓ∈Λk
ck,ℓ
)
xk. (3.7)
The first term has norm bounded by∥∥∑
k≥M
2−k/2
(∑
ℓ∈Λk
ck,ℓ
)
xk
∥∥ ≤ ∑
k≥M
2−k/2
∑
ℓ∈Λk
|ck,ℓ|
≤
∑
k≥M
2−k/2
1
α
∑
ℓ∈Λk
|ck,ℓ|2
≤ c 2−M/2 1
α
sup
k
‖PHkz‖2 ≤ c′ 2−M/2
‖z‖2
α
. (3.8)
If ‖z‖ ≤ 2α, we can choose M = 1 and we are done. Otherwise
∥∥∑
k<M
2−k/2
(∑
ℓ∈Λk
ck,ℓ
)
xk
∥∥ ≤ ∥∥∑
k<M
2−k/2
( 2k∑
ℓ=1
ck,ℓ
)
xk
∥∥+∥∥∑
k<M
2−k/2
(∑
ℓ 6∈Λk
ck,ℓ
)
xk
∥∥ = I + II.
Clearly,
I =
∥∥PX (S{k<M}z)∥∥ ≤ ∥∥S{k<M}(z)∥∥ ≤ C ‖z‖
since Ψ is a basis. Finally, since max(k,ℓ)6∈Λ |ck,ℓ| ≤ α,
II ≤
∑
k<M
2−k/2
∑
ℓ 6∈Λk
|ck,ℓ| ≤ α
∑
k<M
2k/2 ≤ c α 2M/2. (3.9)
So we can optimize in (3.8) and (3.9) by choosing M such that 2M = ‖z‖2/α2. This
proves (3.6).
Next we show that
‖PHSΛz‖ ≤ C ‖z‖. (3.10)
8 G. GARRIGO´S AND P. WOJTASZCZYK
This would be easy to establish if we assume that X is besselian. Indeed, in that case,
using the orthogonality of the spaces PH(Hk) we can write∥∥PHSΛz∥∥2 = ∑
k
∥∥∑
ℓ∈Λk
ck,ℓPH(ψk,ℓ)
∥∥2
≤
∑
k
∥∥∑
ℓ∈Λk
ck,ℓψk,ℓ
∥∥2 = ∑
k
∑
ℓ∈Λk
|ck,ℓ|2
≤
∑
k
2k∑
ℓ=1
|ck,ℓ|2 ≤ C ‖z‖2, (3.11)
where in the last inequality we would use that the basis Ψ is also besselian.
We now give a different argument which holds for general X. As before, we de-
fine α = min(k,ℓ)∈Λ |ck,ℓ| which we may assume α > 0. We write zk = PHk(z) =∑2k
ℓ=1 ck,ℓψk,ℓ as
zk = PX (zk) + PH(zk) = λkxk +
2k∑
ℓ=1
ηk,ℓψk,ℓ,
for suitable scalars λk and ηk,ℓ. Since from (3.3) we have xk = 2
−k/2∑2k
ℓ=1 ψk,ℓ, we see
that
ck,ℓ = 2
−k/2λk + ηk,ℓ, ℓ = 1, . . . , 2k. (3.12)
We want to show that∥∥PH(SΛz)∥∥2 = ∞∑
k=1
∥∥PH(SΛzk)∥∥2 . ‖z‖2 + ∞∑
k=1
∥∥PH(zk)∥∥2, (3.13)
from which (3.10) would follow easily, since the last series equals ‖PH(z)‖2 ≤ ‖z‖2.
To establish (3.13) we consider three possible situations for the index k,
A1 =
{
k : 2−k/2|λk| < α/2
}
A2 =
{
k : 2−k/2|λk| ∈ [α2 , 2α]
}
A3 =
{
k : 2−k/2|λk| > 2α
}
.
Assume that k ∈ A1. Then∥∥PH(SΛzk)∥∥2 ≤ ∥∥∑
ℓ∈Λk
ck,ℓψk,ℓ
∥∥2 = ∑
ℓ∈Λk
|ck,ℓ|2.
Now, when ℓ ∈ Λk we have |ck,ℓ| ≥ α, and hence by (3.12)
α ≤ ∣∣2−k/2λk + ηk,ℓ∣∣ ≤ α
2
+ |ηk,ℓ|.
Thus, α
2
≤ |ηk,ℓ|, which in turn implies |ck,ℓ| ≤ 2|ηk,ℓ|. We conclude that, for k ∈ A1,
∥∥PH(SΛzk)∥∥2 ≤ ∑
ℓ∈Λk
|ck,ℓ|2 ≤ 4
2k∑
ℓ=1
|ηk,ℓ|2 = 4
∥∥PH(zk)∥∥2. (3.14)
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Next we consider k ∈ A2. Here we use the cruder bound ‖PH(SΛzk)‖ ≤ ‖SΛzk‖ ≤ ‖zk‖,
and notice that∑
k∈A2
‖zk‖2 =
∑
k∈A2
(
‖PX (zk)‖2 + ‖PH(zk)‖2
)
=
∑
k∈A2
|λk|2 +
∑
k∈A2
‖PH(zk)‖2.
We thus need to bound
∑
k∈A2 |λk|2. Notice that A2 is a finite set (since 2−k/2λk → 0
as k →∞), and write N0 = maxA2. Clearly,
2−N0/2|λN0| ≈ α.
Then, ∑
k∈A2
|λk|2 ≤ 4α2
∑
k≤N0
2k ≤ 8α22N0 . |λN0|2.
Since |λN0| = ‖PX (zN0)‖ ≤ C‖z‖, we see that∑
k∈A2
‖PH(SΛzk)‖2 . ‖z‖2 +
∑
k∈A2
‖PH(zk)‖2. (3.15)
Finally, consider k ∈ A3. Using once again (3.12) we see that
SΛzk = 2
− k
2λk
∑
ℓ∈Λk
ψk,ℓ +
∑
ℓ∈Λk
ηk,ℓψk,ℓ,
and therefore ∥∥PH(SΛzk)∥∥ ≤ 2− k2 |λk| ∥∥PH(∑
ℓ∈Λk
ψk,ℓ)
∥∥ + ( 2k∑
ℓ=1
|ηk,ℓ|2
) 1
2
. (3.16)
The second summand equals ‖PH(zk)‖, so we will work on the first.
Notice that PH(
∑2k
ℓ=1 ψk,ℓ) = PH(2
k/2xk) = 0, so we have∥∥PH(∑
ℓ∈Λk
ψk,ℓ)
∥∥2 = ∥∥PH(∑
ℓ∈Λc
k
ψk,ℓ)
∥∥2 ≤ |Λck|. (3.17)
Now, k ∈ A3 and ℓ ∈ Λck imply |ck,ℓ| ≤ α. Using (3.12) we see that
2−
k
2 |λk| − |ηk,ℓ| ≤
∣∣2− k2λk + ηk,ℓ| ≤ α ≤ 2− k2 |λk|
2
,
and hence |ηk,ℓ| ≥ 2−k/2|λk|/2. Therefore, using also (3.17), the middle term in (3.16)
is bounded by
2−k|λk|2|Λck| ≤ 4
∑
ℓ∈Λc
k
|ηk,ℓ|2 ≤ 4
2k∑
ℓ=1
|ηk,ℓ|2 = 4
∥∥PH(zk)‖2.
Thus, for k ∈ A3 in also have∥∥PH(SΛzk)∥∥ ≤ 3 ∥∥PH(zk)∥∥. (3.18)
Thus, we can now combine (3.14), (3.15) and (3.18) to obtain the asserted estimate
in (3.13), and hence establish Lemma 3.4. ✷
Lemma 3.5. The basis Ψ is democratic and, for every finite Λ,
‖
∑
λ∈Λ
ψλ‖ ≈ |Λ|1/2. (3.19)
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PROOF: The proof is a small refinement of the previous arguments. For simplicity,
we use the notation 1Λ =
∑
λ∈Λ ψλ, and set Λk = {λ ∈ Λ : λ = (k, ℓ) for some ℓ}.
Call N = |Λ| and Nk = |Λk|.
We first find an upper bound for
‖1Λ‖2 = ‖PX (1Λ)‖2 + ‖PH(1Λ)‖2. (3.20)
Arguing as in (3.11), the second term is easily estimated by∥∥PH1Λ∥∥2 =∑
k
∥∥PH(1Λk)∥∥2 ≤∑
k
∥∥1Λk∥∥2 = ∑
k
Nk = N.
For the first, since Nk ≤ min{2k, N}, setting M = log2N , and arguing as in (3.7)∥∥PX1Λ∥∥ = ∥∥ ∞∑
k=1
2−k/2Nkxk
∥∥ ≤ ∑
1≤k≤M
2k/2 +
∑
k>M
2−k/2N ≤ c
√
N.
We now find a lower bound for (3.20). Partition the indices k by
I0 = {k : Nk ≤ 2k−1} and I1 = {k : 2k−1 < Nk ≤ 2k}.
Let k1 = max I1. Then, since Nk ≈ 2k for k ∈ I1, we have∥∥PX1Λ∥∥2 = ∥∥ ∞∑
k=1
2−k/2Nkxk
∥∥2 ≥ c 2−k1N2k1 ≥ c′∑
k∈I1
Nk. (3.21)
For the other term we use the identity∥∥PH1Λk∥∥2 = Nk(1− 2−kNk). (3.22)
Assuming (3.22), one sees that∥∥PH1Λ∥∥2 ≥∑
k∈I0
∥∥PH(1Λk)∥∥2 ≥ 12∑
k∈I0
Nk,
which combined with (3.21) gives ‖1Λ‖2 & N . It remains to show (3.22), but this is
easy, since by orthogonality
Nk = ‖1Λk‖2 = ‖PX1Λk‖2 + ‖PH1Λk‖2 = 2−kN2k + ‖PH1Λk‖2,
from which the claim follows easily. ✷
Finally we give a bound for kN(Ψ) in terms of kN(X).
Lemma 3.6. Assume that the basis X = {xn} of X satisfies the property in (3.1).
Then, the basis Ψ of X ⊕ ℓ2 constructed above has
kM(Ψ) ≥ c′ klogM(X), M = 2, 3, . . . (3.23)
PROOF: Fix M and choose N such that 2N−1 ≤ M < 2N . Select x and A as in
(3.1), and set Λ = ∪k∈A{ψk,1, . . . , ψk,2k}, which has cardinality |Λ| ≤ 2N+1. Then∥∥SΛx∥∥ ≥ ∥∥PXSΛx∥∥ = ∥∥SAx∥∥ ≥ c kN(X) ‖x‖ ≥ c klog2M(X) ‖x‖.
Since kN is doubling, (3.23) follows easily. ✷
This completes the proof of Theorem 3.1. ✷
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3.2. Conditional bases with large kN . We shall use Theorem 3.1 to prove Theorem
1.2. For this purpose we first need to find a Hilbert space X with a conditional basis
X (not necessarily quasi-greedy) having kN(X) as large as possible. Here we give two
examples in this direction.
We need the following elementary lemma about the Dirichlet kernel DN(t) =∑
|n|≤N e
int = sin(N + 1
2
)t/ sin( t
2
).
Lemma 3.7. Let |γ| < 1. Then,∥∥DN(t)∥∥L2(|t|γ dt) ≈ N 1−γ2 , N = 1, 2, . . . (3.24)
PROOF: The proof is elementary. From below,∥∥DN(t)∥∥2L2(|t|γ dt) ≥ ∫|t|≤1/N |DN(t)|2 |t|γ dt ≈ N2
∫
|t|≤1/N
|t|γ dt ≈ N1−γ .
From above, the remaining part of the integral is estimated by∫
1
N
≤|t|<π
|DN(t)|2|t|γ dt .
∫ π
1
N
tγ−2 dt . N1−γ .
✷
In the first example we obtain a besselian basis with kN & N
1
2
−ε.
Proposition 3.8. If α ∈ (0, 1/2) then there is a Hilbert space X with a besselian
conditional basis X = {xn}∞n=1 such that
kN(X) & N
α.
Moreover, for every N = 1, 2, . . . there exists a partition {1, . . . , N} = A⊎B such that∥∥∑
n∈A
xn
∥∥
X & N
α
∥∥∑
n∈A
xn −
∑
n∈B
xn
∥∥
X . (3.25)
PROOF: We consider the example proposed by Babenko [1]. That is, we set X =
L2([−π, π], |t|−2αdt) with the usual trigonometric system X = {1, eit, e−it, e2it, e−2it, . . .}.
That X is a basis follows from the fact that |t|−2α is an A2-weight when |α| < 1/2 (see
e.g. [7]). When α > 0 the weight is bounded from below by a positive constant, so
‖∑ aneint‖X ≥ c ‖∑ aneint‖L2 = c(∑ |an|2)1/2, and the basis is besselian.
We now prove (3.25). By the lemma∥∥ ∑
|n|≤N
eint
∥∥2
X & N
1+2α.
On the other hand, Khintchine’s inequality gives
E
[ ∫
T
∣∣ ∑
|n|≤N
±eint∣∣2 |t|−2α dt] ≈ ∫
T
N |t|−2α dt ≈ N,
so for a certain fixed constant C > 0, there must exist some choice of signs ±1 such
that ‖∑|n|≤N ±eint‖X ≤ C N1/2. Partitioning {−N, . . . , N} = A+ ⊎ A− according to
these signs, we have shown that∥∥ ∑
|n|≤N
eint
∥∥
X & N
α ‖
∑
n∈A+
eint −
∑
n∈A−
eint‖X .
Using that ‖∑|n|≤N eint‖X ≤ 2‖∑n∈A eint‖X either for A = A+ or A = A−, (3.25)
follows easily. ✷
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Remark 3.9. The example in Proposition 3.8 actually satisfies kN ≈ Nα. We sketch
a proof of the upper bound in Appendix I.
In our second example we find a basis in a Hilbert space with kN & N
1−ε. It is a
consequence of a well-known theorem of Gurarii and Gurarii [10] that this growth is
best possible.
Proposition 3.10. Let α < 1. Then there is a Hilbert space X with a conditional
basis X = {xn}∞n=1 such that kN(X) & Nα. Moreover, there exists c > 0 such that for
every N = 1, 2, . . . there is a set A ⊂ {1, . . . , N} and a non-null x ∈ X so that∥∥SA(x)∥∥X ≥ cNα ∥∥x∥∥X . (3.26)
PROOF: Consider X = L2(T, |t|αdt) ⊕ L2(T, |t|−αdt) for the ℓ2-direct sum. Call
{ek}∞k=1 and {fk}∞k=1 the respective trigonometric bases as in the previous proposition,
and consider a new basis in X given by
x2k−1 =
ek + fk√
2
, x2k =
ek − fk√
2
, k = 1, 2, . . . (3.27)
For N ≥ 1, let x =∑2Nn=1 xn = √2∑Nk=1 ek. If N = 2m+1, then x coincides with the
Dirichlet kernel Dm(t), which by Lemma 3.7 gives the estimate
‖x‖X =
√
2
∥∥Dm(t)∥∥L2(|t|α dt) ≈ N 1−α2 .
Now let A = {1, 3, . . . , 2N − 1}, so that SA(x) = 1√2
∑N
k=1 ek +
1√
2
∑N
k=1 fk, which has
norm ∥∥SA(x)∥∥X ≥ 1√2 ∥∥ N∑
k=1
fk
∥∥ = 1√
2
∥∥Dm(t)∥∥L2(|t|−α dt) ≈ N 1+α2 .
Combining these two estimates we obtain kN ≥ ‖SA(x)‖/‖x‖ & Nα, as well as the
assertion in (3.26). ✷
3.3. End of the proof of Theorem 1.2. Fix α < 1 and apply Theorem 3.1 to
the Hilbert space X and the basis X = {xn} in Proposition 3.10. This produces a
quasi-greedy basis Ψ in the Hilbert space X ⊕ ℓ2. Since the assumptions of Lemma
3.6 hold with kN(X) ≈ Nα (by (3.26)), we obtain that
kM(Ψ) ≥ cα (logM)α, M = 1, 2, . . .
as we wished to prove.
If we only assume α < 1/2, then we would argue similarly, using instead Proposition
3.8, so that the basis Ψ of X ⊕ℓ2 is in addition besselian. In this case, the dual system
to Ψ will be a hilbertian quasi-greedy basis for (X ⊕ ℓ2)∗ with the same bound on kM .✷
3.4. Further results. As a consequence of Theorem 3.1 we can find new examples of
quasi-greedy democratic bases in Banach spaces for which kN ≈ logN (see also [8]).
Corollary 3.11. There exists a basis in c0⊕ ℓ1⊕ ℓ2 which is quasi-greedy, democratic
and has kN ≈ logN .
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PROOF: Consider c0 and ℓ
1 with their usual canonical bases, say {ek} and {fk},
and define in X = c0 ⊕ ℓ1 a basis X = {xn} as in (3.27). Then a similar proof as
in Proposition 3.10 shows that kN(X) & N and (3.26) holds with α = 1. Then,
Theorem 3.1 gives a quasi-greedy democratic basis Ψ in X ⊕ ℓ2 = c0 ⊕ ℓ1 ⊕ ℓ2 with
kN(Ψ) & logN . ✷
Theorem 3.1 can also be used to show the optimality of the bound kN = O(logN)
α
with α < 1 for quasi-greedy bases in ℓp or Lp spaces, 1 < p < ∞ (see Theorem 5.1
below).
Corollary 3.12. Let 1 < p < ∞ and α < 1. Then, there exists a quasi-greedy basis
in ℓp with kN & (logN)
α.
PROOF: Use a similar construction to [18, Corollary 5]. ✷
In the spaces Lp[0, 1] more can be said. Namely, a direct application of Theorem
3.1 gives bases which are additionally democratic, with democracy function N1/2.
Corollary 3.13. Let 1 < p < ∞ and α < 1. Then, there exists a quasi-greedy
democratic basis Ψ in Lp[0, 1] with kN(Ψ) & (logN)
α and ‖∑λ∈Λ ψλ‖ ≈ |Λ|1/2.
PROOF: We use the isomorphism Lp ≃ Lp ⊕ ℓ2. This isomorphism already implies
that there is a conditional basis X in Lp with kN(X) & N
α. Indeed, just take any
unconditional basis B0 in L
p and a conditional basis B1 in ℓ
2 with kN(B1) & N
α
(using e.g. Proposition 3.10), and consider in Lp ⊕ ℓ2 the joint basis X = B0 ∪ B1
(say in alternate order). This basis will satisfy kN(X) & N
α and also (3.1).
Now use that Lp ≃ (Lp⊕ ℓ2)⊕ ℓ2, and apply the construction in Theorem 3.1, using
the basis X in the first summand X = Lp ⊕ ℓ2, to obtain a new basis Ψ with the
required properties. ✷
4. Appendix I
We show the claim asserted in Remark 3.9.
Proposition 4.1. For α ∈ (0, 1
2
), consider the Hilbert space L2([−π, π], |t|−2αdt) with
the trigonometric basis {1, eit, e−it, e2it, e−2it, . . .}. Then
kN . N
α, N = 1, 2, . . .
We shall use the following lemma.
Lemma 4.2. Let γ ∈ (0, 1) and ω(t) = |t|−γ, |t| < π. Then its Fourier coefficients
satisfy
|ω̂(k)| ≤ cγ|k|1−γ , k ∈ Z \ {0}. (4.1)
PROOF: We use the method of stationary phase. Let δ = 1/|k|. Then∣∣∣ ∫ δ
0
e−ikt t−γ dt
∣∣∣ ≤ ∫ δ
0
t−γ dt =
δ1−γ
1− γ =
cγ
|k|1−γ .
On the other hand, by Van der Corput’s Lemma [14, p. 334]∣∣∣ ∫ π
δ
e−ikt |t|−γ dt
∣∣∣ ≤ c|k| ( 1πγ +
∫ π
δ
γ|t|−γ−1 dt
)
=
c
|k| δγ =
c
|k|1−γ .
These two estimates easily imply (4.1).
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✷
PROOF of Proposition 4.1: Let |Λ| = N . It suffices to show that∥∥∑
λ∈Λ
aλe
iλt
∥∥2
L2(|t|−2αdt) . N
2α
∑
λ
|aλ|2, (4.2)
since the basis is besselian. We can write the left hand side as
LHS =
∫ π
−π
∑
λ,µ∈Λ
aλ a¯µ e
i(λ−µ)t |t|−2α dt =
∑
λ,µ∈Λ
aλ a¯µ ω̂(µ− λ).
Using Lemma 4.2 (with γ = 2α) we obtain
LHS .
∑
λ
|aλ|2 +
∑
λ6=µ∈Λ
|aλ| |aµ|
|µ− λ|1−2α
≤
∑
λ
|aλ|2 +
(∑
λ
|aλ|2
) 1
2
[∑
λ∈Λ
(∑
µ∈Λ
µ6=λ
|aµ|
|µ− λ|1−2α
)2] 1
2
. (4.3)
Now,
sup
λ∈Λ
∑
µ∈Λ
µ6=λ
1
|µ− λ|1−2α ≤
|Λ|∑
j=1
1
j1−2α
≤ cN2α,
so Schur’s lemma (or Cauchy-Schwarz) easily leads from (4.3) to (4.2). ✷
5. Appendix II
The following is a variation of Theorem 1.1 for Lp spaces. Throughout this section
we fix 1 < p < ∞, and let ‖ · ‖ stand for the usual norm in Lp(X, µ). We denote by
κ = κ(p) the smallest constant such that
‖GNx‖ ≤ κ‖x‖ and ‖x−GNx‖ ≤ κ‖x‖, ∀ x ∈ Lp, N = 1, 2, . . . (5.1)
Theorem 5.1. Let 1 < p < ∞ and {ej} a quasi-greedy (normalized) basis in Lp.
Then, there exists α = α(κ, p) < 1 and c > 0 such that
kN
({ej}) ≤ c (logN)α, ∀ N ∈ N. (5.2)
The result depends on an Lp-version of Lemma 2.2, which we state with constants
that very likely are not optimal.
Lemma 5.2.
(i) If 1 < p ≤ 2 then for cp = 2− p−12κ2 it holds∥∥x+ y∥∥2 ≤ cp (‖x‖2 + ‖y‖2), ∀ x < y. (5.3)
(ii) If 2 ≤ p <∞ then for cp = 2p−1 − 12κp it holds∥∥x+ y∥∥p ≤ cp (‖x‖p + ‖y‖p), ∀ x < y. (5.4)
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To prove Lemma 5.2 we shall use weak versions of the parallelogram identity which
are well-known in the literature
‖x+ y‖2 + (p− 1)‖x− y‖2 ≤ 2(‖x‖2 + ‖y‖2), 1 < p ≤ 2 (5.5)
‖x+ y‖p + ‖x− y‖p ≤ 2p−1(‖x‖p + ‖y‖p), 2 ≤ p <∞. (5.6)
The first one appears in work of Bynum and Drew [2], and the second one is attributed
to Clarkson [3].
Case 1 < p ≤ 2. Call N = | supp x|. The assumption x < y and (5.1) give
‖x‖ = ∥∥GN (x−y)∥∥ ≤ κ ∥∥x−y∥∥ and ‖y‖ = ∥∥(I−GN )(x−y)∥∥ ≤ κ ∥∥x−y∥∥. (5.7)
Thus, ∥∥x− y∥∥2 ≥ 1
2κ2
(‖x‖2 + ‖y‖2).
Now the weak the parallelogram law in (5.5) combined with the previous estimate
gives
‖x+ y‖2 ≤ 2(‖x‖2 + ‖y‖2) − (p− 1)‖x− y‖2 ≤ (2− p−1
2κ2
) (‖x‖2 + ‖y‖2),
which proves (5.3).
We now sketch the proof of Theorem 5.1 in this case. Arguing in exactly the same
way as in the proof of Theorem 1.1 one reaches the inequality (2.7), this time with
(1 + δ) replaced by the constant cp. We follow the second approach alluded in that
proof, obtaining (2.8), and hence the validity of (2.5) with α = (1 + log2 cp)/2 < 1.
This establishes (5.2) when 1 < p ≤ 2.
Case 2 ≤ p <∞. We first establish (5.4). From (5.7) observe that
‖x− y‖p ≥ 1
2κp
(‖x‖p + ‖y‖p).
This, combined with Clarkson’s inequality in (5.6) gives
‖x+ y‖p ≤ 2p−1(‖x‖p + ‖y‖p) − ‖x− y‖p ≤ (2p−1 − 1
2κp
) (‖x‖p + ‖y‖p).
Now one proceeds as in the proof of Theorem 1.1, but with powers 2 replaced by
powers p, and (1+ δ) replaced by cp. Then the corresponding version of (2.8) leads to
‖SA(x)‖ . c(log2m)/pp m1/p ‖x‖ = m(1+log2 cp)/p ‖x‖.
So we can set α = (1 + log2 cp)/p, which is smaller than 1 since cp < 2
p−1. ✷
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