The aim of this study is to compare different robust regression methods in three main models of multiple linear regression and weighting multiple linear regression. An algorithm for weighting multiple linear regression by standard deviation and variance for combining different robust method is given in SAS along with an application.
Introduction
Multiple linear regression (MLR) is a statistical technique for modeling the relationship between one continuous dependent variable from two or more independent variables. A typical data template is compiled in Table 1 . Ahmad et al., 2016a; 2016b It is used when there are two or more independent variables and a single dependent variable where the equation below shows the model population information:
where β 0 is the intercept parameter, and β 0 , β 1 , β 2 ,…, β k−1 are the parameters associated with k -1 predictor variables.
The dependent variable Y is written as a function of k independent variables,
. A random error term is added to equation as to make the model more probabilistic rather than deterministic. The value of the coefficient β i determines the contribution of the independent variables x i , and β 0 is the y-intercept (Ahmad et al., 2016a; 2016b 
Robust regression is a method used when the distribution of the residual is not normally distributed and there are some outliers which affect the model (Susanti et al., 2014) . It detects the outliers and provides better results (Chen, 2002) . A common method of robust regression is the M estimate, introduced by Huber (1973) , which is as efficient as Ordinary Least Square (OLS), and is considered the simplest approach. The Least Trimmed Squares (LTS) estimation was introduced by Rousseeuw (1984) , and is a high breakdown value method. So, too, is the S estimation, another high breakdown value method with a higher statistical efficiency than LTS estimation (Rousseeuw & Yohai, 1984) . The S estimation is used to minimize the dispersion of residuals. The MM estimation, a special type of M estimation introduced by Yohai (1987) , combines high breakdown value estimation and efficient estimation. The M estimation has a higher breakdown value and greater statistical efficiency than the S estimation. 
Calculation for linear Regression using SAS

An Illustration of a Medical Case
A case study of triglycerides will illustrate the different methods for robust regression. Table 2 are the results from the multiple regression analysis using the original data. Compiled in Table 3 are the results for the weighted least square by standard deviation and weighted least square by variance. The residual plots do not indicate any problem with the model, as can be seen in Figures 1-3. A normal distribution appears to fit the sample data fairly well. The plotted points form a reasonably straight line. In our case, the residual plots bounce randomly around the 0 line (residual vs. predicted value). This supports the reasonable assumption that the relationship is linear. Table 2 are the variables x 4 (p = 0.0028) and x 7 (p = 0.0343) were statistically significant for the multiple regression analysis. Shown in Table 3 are the variables x 1 (p = 0.0357), x 4 (p = 0.0267) and x 7 (p = 0.0377), which were statistically significant for weighted least square by standard deviation. The weighted least square by variance model shows the variable x 4 (p = 0.0111) and x 7 (p = 0.0028). RMSE is the square root of the variance of the residuals. It indicates the absolute fit of the model to the data, which are to observe how close the data points are to the model predicted values. Lower value of RMSE indicated a better fit. The RMSE for weighted least square by variance (1.08) shows a lower value compared to the weighted least square standard deviation (1.31) and multiple regression (36.4). A higher R-squared value indicated how well the data fit the model and also indicates a better model. The model multiple regression analysis has R-squared of 0.62, weighted standard deviation multiple regression has Rsquared of 0.67 and weighted variance multiple regression has R-squared of 0.63. Table 4 is a comparison of the models-multiple linear regression (model 1), weighted least square by standard deviation (model 2) and weighted least square by variance (model 3)-using the four different robust methods, which are M estimation, LTS estimation, S estimation and MM estimation. The LTS estimation has high R-squared in three of the models compared to other robust methods. The S estimation also has high R-squared compared to MM and M estimation. From Figure 4 -6 there is a detection of outlier in observations. They present a regression diagnostics plot (a plot of the standardized residuals of robust regression LTS versus the robust distance). As indicated in Figure 4 and 5, observation 37 is identified as outlier. The observations of 2, 9, 24, and 27 are identified as outlier and leverage. Observations 10, 18 and 33 are identified as leverage point. In Figure 6 , observation 35 is identified as outlier, observations 2, 8, 23, and 26 are identified as outlier and leverage, and observations 10, 17 and 27 are identified as leverage. The leverage plots available in SAS software are considered useful and effective in detecting multicollinearity, non-linearity, significance of the slope, and outliers (Lockwood & Mackinnon, 1998) . 
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Conclusion
SAS code for four different methods of robust regression was considered: M estimation, LTS estimation, S estimation, and MM estimation. They provide a better understanding of the weighted multiple linear regression and different robust method underlying of relative contributions.
