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These notes are a part of my lectures on representations of adelic groups attached to
two-dimensional schemes. The main part of the lectures was focused on the represen-
tation theory for discrete Heisenberg groups and applications to the groups of this type
arising from the algebraic surfaces defined over a finite field. The arithmetic surfaces
were not considered except for the remark that the theory for geometric surfaces can be
transposed to this case without changes if we restrict ourselves to the scheme part of the
arithmetic surface.
The classical representation theory for discrete groups is not well developed since
these groups are mostly not of type I. This implies a violation of the main principles
of representation theory on Hilbert spaces: non-uniqueness of the decomposition into
irreducible components; bad topology of the unitary dual space; non-existence of char-
acters... (see, for example, [Dix]). According to the Thoma theorem a discrete group is
of type I if and only if it has an abelian subgroup of finite index. On the other hand,
there exists a theory of smooth representations for p-adic algebraic groups. This theory
is also valid for a more general class of totally disconnected locally compact groups. The
discrete groups are a simple particular case of this class of groups and the general the-
ory delivers a reasonable class of representations, which are representations on a vector
space without any topology. The new viewpoint consists in a systematic consideration
of purely algebraic induced representations in place of unitary representations on Hilbert
spaces.
In our situation, the change in the class of representations will cause the moduli
spaces of induced representations to be complex-analytic manifolds. Characters do exist
and will then be modular forms (see a brief exposition in [P3]). It seems that the
more general holomorphic dual space is more adequate for this class of groups then the
standard unitary dual going back to the Pontrjagin duality for abelian groups.
This approach can change even the theory of representations for abelian discrete
groups and its application to the arithmetic of algebraic curves. This point, we hope,
will be clear from these notes.
The lectures were given in both divisions of the Steklov Mathematical Institute (Saint-
Petersburg, November 17-20, and Moscow, December 21-30, 2009)1. I am very thankful
to audience, especially to Volodya Zhgun, Maxim Korolev and Irina Rezvjakova, for
fruitful discussions and to Lawrence Breen who read the final text and made many
important remarks. Also, I am grateful to Sergey Gorchinsky and Igor Zhukov and his
students for their help in preparation of these notes.
1 Introduction
The simplest case of the Poisson summation formula is the following one. Let R be
the additive group of real numbers and Z be the discrete subgroup of integer numbers.
Denote by S(R) the space of smooth functions on R, rapidly decreasing together with
1A substantial part of these notes were also presented in my lectures in the Humboldt University,
Berlin, October 2010.
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all its derivatives (= Schwartz functions [Sch]). We have the Fourier transform
F : S(R)→ S(R),
where for f ∈ S(R) and y ∈ R
F(f)(y) =
∫
R
exp(2πixy)f(x)dx.
The Poisson formula reads (see [GSh])∑
n∈Z
f(n) =
∑
n∈Z
(Ff)(n)
The main ingredients of this result are the following items:
• a locally compact commutative topological group G
• its Pontryagin dual group Gˇ
• a discrete subgroup Γ ⊂ G
• a space of functions F(G)
• a Haar measure µ ∈ µ(G) on G such that µ(G/Γ) <∞
• the Fourier transform
F : F(G)→ F(Gˇ).
In the simplest case G = R = Gˇ, Γ = Z, µ = dx and F(G) = S(R). In the more general
situation, one has ∑
x∈Γ
f(x) = µ(G/Γ)−1
∑
y∈Γ⊥
(Ff)(y), (1)
where Γ⊥ = {y ∈ G : 〈y, x〉 = 1 for all x ∈ Γ} is the annihilator (or orthogonal) of Γ,
F(f)(y) =
∫
G
〈y, x〉f(x)dµ(x),
〈−,−〉 : G×Gˇ→ U(1)2 is the canonical pairing of G with Gˇ and F(G) is an appropriate
space of functions.
Let us outline a proof of the Poisson formula. Take the function ϕ(g) :=∑
γ∈Γ f(gγ), g ∈ G/Γ and integrate it over G/Γ with characters χ ∈ Gˇ trivial on
Γ:
(Fϕ)(χ) =
∫
G/Γ
χ(g)ϕ(g)dµ(g).
2
U(1) is the group of complex numbers with modulus equals to 1.
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The measure on G/Γ is basically the same as the original measure on G and the set
of characters will be exactly Γ⊥ = dual to G/Γ . Thus, the integral is the Fourier
transform on the group G/Γ. Assuming that the integral (= sum) of this function over
Γ⊥ converges, we have ∑
χ∈Γ⊥
(Fϕ)(χ) = ϕ(e) =
∑
γ∈Γ
f(γ),
where the first equality follows from the inversion formula F ◦ F = (−1)∗ for the Fourier
transform on the group G/Γ and it’s dual group. On the other hand, interchanging in
the first integral summation (defining the ϕ) and integration, we have
(Fϕ)(χ) =
∑
γ∈Γ
∫
G/Γ
f(gγ)χ(g)dµ(g) =
∑
γ∈Γ
∫
G/Γ
f(gγ)χ(gγ)dµ(g) =
∫
G
f(g)χ(g)dµ(g) = (Ff)(χ).
Combining all this, we get the Poisson formula.
Beyond the equality (1) and the proof, one can find some functorialities which will
be valid in a more general situation, when one has an arbitrary closed subgroup H ⊂ G
instead of the discrete subgroup Γ. We will denote by µ(G) the space of Haar measures
on a group G. Thus, µ(G) ∼= C and the Fourier transform is a canonical map
FG : F(G)⊗ µ(G)→ F(Gˇ)
defined for any locally compact group G.
If our group G is totally disconnected then we set
F(G) = D(G) = {locally constant functions with compact support}.
These are the classical spaces introduced by F. Bruhat [Br]. For connected Lie groups
we can use the space S(G) of the Schwartz functions [Sch] and its dual S ′(G). The
general case can be easily reduced to these two (see [Br]). The Fourier transform for
the distribution spaces F ′(G) such as D′(G) = {dual to D(G), i.e. all distributions} and
S ′(G) can be defined by duality and will be a map F : F ′(G)⊗ µ(G)−1 → F ′(Gˇ), where
µ(G)−1 is the dual 1-dimensional space. The harmonic analysis includes definitions of
direct and inverse images for the functions and the distributions in a category of locally
compact commutative groups. The Fourier transform will interchange the direct and
inverse images.
Suppose we are given a closed subgroup i : H → G. Denote by π the canonical
map from G onto G/H , by α the embedding of trivial group {e} into G/H and by β the
surjection of H⊥ onto {e}. Here, H⊥ ⊂ Gˇ is the annihilator of H in Gˇ defined as above.
Then the diagram
F(G)⊗ µ(G) pi∗−−−→ F(G/H)⊗ µ(G/H) α∗⊗Id−−−→ µ(G/H)
FG
y FG/Hy ∼=y
F(Gˇ) pˇi∗−−−→ F(H⊥) β∗−−−→ µ(H⊥)−1
(2)
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commutes. Here the direct image π∗ is the integral over the fibers of π and the inverse
image π∗ is restriction to the subgroup H⊥. To define the integral one must use the
canonical decomposition µ(G) = µ(H)⊗µ(G/H). Since the Haar measure is translation
invariant, this gives measures not only on H = Kerπ but on all fibers of π. The map α∗
is the evaluation at the point e and β∗ is the integral over H
⊥. Finally, the canonical
isomorphism between measure spaces follows from the equalities ˇ(G/H) = H⊥ and
µ(a group)⊗ µ(its dual group) = C.
Then we have the following Poisson formula
F(δH, µ0 ⊗ µ−1) = δH⊥, µ−1/µ−10 (3)
for any closed subgroup i : H → G. Here
• µ0 ∈ µ(H) ⊂ D′(H)
• µ ∈ µ(G)
• δH,µ0 = i∗(µ0), i∗ : D′(H)→ D′(G)
We use that, by definition of measures, µ(H⊥) = µ(G/H)−1 = µ(G)−1µ(H).
If the subgroup H is discrete then one can take for µ0 ∈ µ(H) the canonical measure
on H , and the δH,µ0 will be exactly the sum over H and we arrive at the formula (1).
Concerning the general formalism of harmonic analysis over n-dimensional local fields
and adelic groups (n = 0, 1, 2), see [P1, OP1, OP2]. The basic problem solved there
was to extend the classical analysis known for locally compact (and first of all for finite)
groups to the case of fields and groups arising from two-dimensional schemes. These
fields and groups are no longer locally compact.
We will now briefly outline one of the main applications of the Poisson formula to
investigation of the analytic structure of Riemann’s zeta function ζ(s). We know that
ζ(s) =
∑
n≥1
n−s =
∏
p
(1− p−s)−1 =
∏
p
ζp(s),
where p runs through the prime numbers, s ∈ C and both expressions are convergent
for Res > 1. The sum is the Dirichlet series and the product is the Euler product.
According to the general principle of arithmetic (see, for example, [P2]) one has to extend
the definition of ζ(s) by a factor ζ∞(s) at infinity. The new ζ-function will no longer
correspond to the affine scheme Spec(Z) but to a ”complete” scheme C = Spec(Z)∪∞.
Just as the primes p correspond to p-adic completions Qp of the field Q (= field of
rational functions on Spec(Z)), the ∞ corresponds to the embedding of Q into R. The
missing factor was introduced many years before the ideas mentioned here appeared.
Namely, we have
ζ∞(s) = π
−s/2Γ(s/2)
and
ζC(s) =
∏
x∈C
ζx(s).
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Now, let t ∈ R∗, ft(x) := exp(−πx2t) ∈ S(R) and f(t) =
∑
n≥1 exp(−πn2t) =
1
2
(
∑
n∈Z ft(n)− 1). Then
F (ft) = t
−1/2ft−1 .
For the gamma function, we know that Γ(s) =
∞∫
0
exp(−t)ts dt
t
. Then, if we use the
Dirichlet series for ζ(s) and make change of variables t 7→ πn2t, we easily get that
ζC(s) =
∫
R∗+
ts/2f(t)
dt
t
.
Breaking the domain of integration R∗+ into two pieces, t < 1 and t > 1 and applying
the simplest Poisson formula to the function ft(x), we arrive at the following expression
for the zeta-function3:
ζC(s) = −1
s
+
1
s− 1 +
∞∫
1
f(t)[t
s
2 + t
1−s
2 ]
dt
t
, (4)
where the integral over t > 1 converges for all s ∈ C. This gives an analytic continuation
of ζC(s) and ζ(s) to the whole s-plane C and shows that the singularities are poles at
s = 0 and s = 1. The functional equation has the following form
ζC(1− s) = ζC(s).
This approach belongs to Riemann [R] and was extended to zeta- and L-functions of
the fields of algebraic numbers (= finite extensions of Q) by Hecke [H1, H2], who used
a functional equation for the theta-functions (see the appendix below). In our case, the
function f(t) is a simple example of a theta-function. In the next sections we will study
this construction for the parallel case of algebraic curves defined over a finite field. After
that we will return to the number fields.
2 The Tate–Iwasawa method for algebraic curves
2.1 Preliminaries and notations
Let C be a smooth projective curve over a finite field k = Fq. Let K = k(C) be the field
of rational functions on C. Denote by A the ring of adeles on C, that is
A :=
∏
x∈C
′Kx,
3We recommend that the reader make all the computations by himself and then compares them with
the computations for zeta-functions of curves in the next section. A completely unified exposition of
both cases, for number fields and for curves, is given in Weil’s book [W2][ch. VII, §5]
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where x runs through all closed points of C, Kx is the completion of the field K at a
point x, and the restricted (adelic) product is taken with respect to the discrete valuation
subrings Oˆx in Kx. A local parameter tx at a point x ∈ C determines isomorphisms
Kx ∼= k(x)((tx)), Oˆx ∼= k(x)[[tx]],
where k(x) is the residue field of x. Furthermore, the field Kx is locally compact with
respect to the topology defined by the discrete valuation νx and Oˆx is an open compact
subring in Kx. It follows that A is a topological ring and is locally compact. Recall that
the diagonal embedding K →֒ A induces the discrete topology on K, while the quotient
A/K is compact. Set O := ∏
x∈C
Ox and for a divisor D =
∑
x∈C
nx · x =
∑
x∈C
νx(D) · x on C,
set
Kx(D) := {ax ∈ Kx, | νx(ax) + nx ≥ 0}, (5)
A(D) := {(ax) ∈ A | ax ∈ Kx(D), for all x ∈ C}. (6)
In particular, O = A(0). Note that A(D) is a compact subset of A.
Let D(A) be the space of complex-valued Bruhat–Schwartz functions on A, that is,
complex valued locally constant functions with compact support. We consider D(A) just
as a vector space, without any topology. For each divisor D on C, the delta-function
δA(D) of A(D) belongs to D(A). By definition, δA(D)(a) = 1 if a ∈ A(D) and δA(D)(a) = 0
otherwise.
An important fact is that the space D(A) is generated by finite linear combinations
of the functions δA(D)
4.
Let D′(A) be the vector space of all complex valued linear functionals on D(A),
that is, the space of all distributions. An example of a distribution from D′(A) is the
delta-function δ0, δ0(f) = f(0) for any function f ∈ D(A). Another example is the
delta-function δK of the discrete subgroup K ⊂ A: for any function f ∈ D(A), we have
δK(f) =
∑
a∈K
f(a).
Denote by A∗ the group of ideles on C, that is, invertible elements in the ring A. We
have
A∗ =
∏
x∈C
′K∗x,
where K∗x is the multiplicative group of the field Kx, the adelic product is taken with
respect to the subgroups Oˆ∗x in K∗x, and Oˆ∗x is the group of invertible elements in the
ring Oˆx. As above, K∗x is a locally compact topological group, Oˆ∗x is an open compact
subgroup in K∗x, and A
∗ is a locally compact topological group. It can be directly shown
4This fact is well known [W2]. It follows, for example, from the presentation of the space D(A)
as a double inductive limit of the spaces F(A(D)/A(D′)) of all functions on finite sets A(D)/A(D′)
[P1, OP1].
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that the embedding A∗ ⊂ A has a dense image. Furthermore, there is a well-defined
degree homomorphism
deg : A∗ → Z, (ax) 7→ deg(ax) :=
∑
x∈C
νx(ax) deg(x),
where deg(x) is the degree of the residue field k(x) over k = Fq for any closed point
x ∈ C. We have qx := #k(x) = qdeg(x). Note that the map deg is surjective5. Let
(A∗)(1) be the kernel of the degree homomorphism. Recall that the diagonal embedding
K∗ →֒ A∗ induces a discrete topology on K∗ and the restriction of the degree to K∗ is
identically zero. An important result is that the quotient (A∗)(1)/K∗ is compact (this
corresponds to the fact that degree zero line bundles on C are parameterized by the
Fq-points of the Jacobian variety, which is a finite set).
Note that each idele g ∈ A∗ defines distributions δgK ∈ D′(A) and δgK∗ ∈ D′(A): for
any function f ∈ D(A), we have
δgK(f) =
∑
a∈gK
f(a), δgK∗(f) =
∑
a∈gK∗
f(a) = δgK(f)− δ0(f).
We will consider continuous complex-valued characters of the group A∗ whose restric-
tion to K∗ is trivial:
χ : A∗ −→ C∗, χ|K∗ ≡ 1.
In particular, the norm homomorphism | · | := q−deg(·) is a character of this type. We
will use the following involution on characters:
χ˘ := | · |χ−1.
Since the extension of topological commutative groups
1→ (A∗)(1)/K∗ −→ A∗/K∗ deg−→ Z→ 0
is split and the group (A∗)(1)/K∗ is compact, any character χ as above can be written as
χ = χ0| · |s
for some s ∈ C, where |χ0(a)| = 1 for any element a ∈ A∗. Therefore,
Hom(A∗)/K∗,C∗) = C∗(= C/
2πi
ln q
Z)× (a discrete group).
It follows that the real part Re(s) of s does not depend on the decomposition above.
Denote by Re(χ) the real number Re(s).
5This is not a trival claim. It means that any curve C contains a divisor of degree 1! but not
necessarily a point x of degree 1, i.e. rational over Fq. Indeed, the variety Pic
1(C) parametrize classes
of divisors of degree 1. The variety will be a torseur for the algebraic group Pic0(C) and any torseur
for a group over a finite field has a rational point [S1][ch. VI, §1, n 4]
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2.2 Duality and the Fourier transform
Let us choose a non-zero rational differential form ω on C and consider the pairing on
A given by the formula
〈·, ·〉 : A× A→ U(1)
〈(ax), (bx)〉 :=
∑
x∈C
Ψ
(
Trk(x)/k resx(axbxω)
)
,
where U(1) can be viewed as the unit circle in C and Ψ : k = Fq → C∗ is an injective
group homomorphism determined by a choice of a q-th root of unity in C. The pairing
above is continuous and non-degenerate, and the locally compact commutative group A
is its own Pontryagin dual. It is easy to see that the orthogonal of A(D) with respect
to the pairing 〈·, ·〉 is A((ω)−D), where (ω) is the divisor of the differential form ω. A
non-trivial fact is that the discrete subgroup K ⊂ A is self orthogonal with respect to
the pairing 〈·, ·〉 (this corresponds to the Serre duality on C), K⊥ = K. It follows that
for any element g ∈ A∗, the annihilator of gK is g−1K, (gK)⊥ = g−1K.
Let us choose an additive Haar measure µ on A. The Fourier transform is defined as
usual by the formula
(Ff)(a) =
∫
A
〈a, b〉f(b)dµ(b).
Note that for any function f ∈ D(A), the Fourier transform F(f) is well-defined and
belongs to D(A). Hence the Fourier transform F is well-defined on the dual space D′(A)
by the formula
(F∆)(f) := ∆(F−1f)
for all ∆ ∈ D′(A) and f ∈ D(A). The Fourier transform depends on the choice of the
differential form ω. Namely, for F = Fω we have
(Fω′f)(x) = (Fωf)(ax), if ω
′ = aω.
Furthermore, the Poisson summation formula and self-orthogonality of K imply that
FδK = µ(A/K)
−1δK , (7)
FδgK = |g|−1µ(A/K)−1δg−1K , (8)
since µ(A/gK) = |g|µ(A/K).
It is convenient to work with a self-dual measure µ on A, which means by definition
that for all functions f, f ′ ∈ D(A), we have
F(Ff)(a) = f(−a),
∫
A
f(a)f ′(a)dµ(a) =
∫
A
Ff(a)Ff ′(a)dµ(a),
where the bar denotes the complex conjugation and the Fourier transform is taken with
respect to µ. Recall that a self-dual measure µ on A exists and is unique. Thus for
a symmetric function f and a symmetric distribution ∆6, we have F(Ff) = f and
6Here, the word ”symmetric” means that (−1)∗f = f and (−1)∗∆ = ∆.
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F(F∆) = ∆. Also, it follows that µ(A/K) = 1, and thus FδK = δK and FδgK =
|g|−1δg−1K . In addition, one can show that µ(O) = q1−g(C), where g(C) is the genus
of C. Locally, this means that µ(Ox) = q−1/2νx(ω)x and for a divisor D on C, we have
µ(A(D)) = q1−g(C)+deg(D). This implies that
FδKx(D) = q
−1/2νx(ω)+νx(D)
x δKx((ω)−D) (9)
FδA(D) = q
1−g(C)+deg(D)δA((ω)−D), (10)
where (ω) =
∑
x νx(ω) · x, D =
∑
x νx(D) · x, degD =
∑
x νx(D) · deg(x).
2.3 The Weil problem
A simple but very important observation is that the topological group A∗ acts on the
space A via multiplication. This defines representations of A∗ on the complex vector
spaces D(A) and D′(A). Denote by an upper index the action of an element g ∈ A∗ on
a function or a distribution. For all elements g ∈ A∗, a ∈ A, f ∈ D(A), and ∆ ∈ D′(A),
we have
f g(a) = f(g−1a), ∆g(f) = ∆(f g
−1
),
(−1)∗f(a) = f(−a), (−1)∗∆(f) = ∆((−1)∗f).
In particular, for all elements g, h ∈ A∗, we have
δg0 = δ0, δ
g
hK = δg−1hK , δ
g
hK∗ = δg−1hK∗. (11)
Also, it is easy to show that for all g ∈ A∗, f ∈ D(A), and ∆ ∈ D′(A), we have
F(f g) = |g|(Ff)g−1, F(∆g) = |g|(F∆)g−1. (12)
Since the group A∗ is commutative, the representation in D′(A) decomposes into
one-dimensional representations. The so-called Weil problem [W1]7 is to find an eigen-
distribution ∆χ ∈ D′(A) for each character χ as above, that is a distribution ∆χ such
that for any element g ∈ A∗, we have
∆gχ = χ(g) ·∆χ.
Let us show that the distribution ∆χ is unique up to scalar. Indeed, the space D(A) is
generated by linear combinations of the functions δA(D) = δ
g
O where g ∈ A∗ such that
A(D) = g−1A(0) = g−1O. Thus, the values of the distribution δχ will be uniquely defined
by its value on the function δO. Also, it follows that ∆χ is a symmetric distribution
((−1)∗∆χ = ∆χ), provided it exists.
When Re(χ) > 1, the eigen-distribution ∆χ can be explicitly expressed (up to scalar)
as follows:
∆χ(f) =
∫
A∗
χ(g)f(g)dµ∗(g), (13)
7At the same time, the problem how to describe homogenous generalized functions was considered
and solved in [GGPSh][ch. 2].
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where µ∗ is a multiplicative Haar measure on the locally compact group A∗. It is useful
to suppose that µ∗ is normalized by the condition µ∗(O∗) = 1. Then µ∗ is the product
of local Haar measures µ∗x on locally compact groups K
∗
x, normalized by the conditions
µ∗x(O∗x) = 1.
We can consider a version of the Weil problem for the group A∗ acting on itself by
multiplication. The solution ∆∗χ will belong to the space D′(A∗) and will be given by
the integral (13) for a function f from the space D(A∗), not the space D(A). In that
case, the integral will converge for all characters χ. Thus, we get a new well-defined
distribution ∆∗χ.
The original Weil problem can also be reformulated in the following way. Let i :
A∗ × A→ A be the multiplication map. It induces the direct image for function spaces
i∗ : D(A∗)⊗D(A)→ D(A), i∗(f ⊗ g) = f ∗ g =
∫
A∗
f(x−1y)g(y)
dµ(x)
|x| .
This map is a an extension of the convolution map on the group A∗. And the original
Weil problem is to find a distribution ∆χ ∈ D′(A) such that
∆χ(f ∗ g)) = ∆∗χ(f) ·∆χ(g), in other words i∗∆χ = ∆∗χ ⊗∆χ. (14)
Formula (13) also clarifies the relation between the Weil problem and the zeta-
function of C. Namely, when Re(s) > 1, s ∈ C, we have
∆| · |s(δO) = ζC(s),
provided that µ∗ is normalized as above. Indeed, by (13), the left hand side equals
∏
x∈C
∫
K∗x
|gx|sxδOx(gx)dµ∗x(gx) =
∏
x∈C
(∑
n≥0
q−nsdeg(x)
)
=
∏
x∈C
(1− q−sdeg(x))−1,
where | · |x := q−deg(x)νx(·) and we have used that Ox =
∐
n≥0 t
n
xO∗x .
An analogous calculation shows that
∆| · |s(δA(D)) = q
deg(D)sζC(s). (15)
Let us decompose the integral (13) into an integral over the quotient A∗/K∗ and
sums over fibers of the projection A∗ → A∗/K∗:
∆χ(f) =
∫
A∗/K∗
χ(g)δgK∗(f)dµ
∗(g), (16)
where f ∈ D(A), g runs over all cosets in A∗/K∗ and µ∗ denotes also the induced measure
on the quotient A∗/K∗ (recall that the restriction of χ to K∗ is trivial). In what follows
we will consider distribution valued integrals and thus will remove f from the integral
(16).
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The main difficulty with the Weil problem is that the formula (16) is not well-defined
when Re(χ) ≤ 1, since the integral does not converge. However, the integral∫
(A∗)>1/K∗
χ(g)δgK∗dµ
∗(g) (17)
over “half” of A∗/K∗ is well-defined for any character χ, where (A∗)>1 is the set of ideles
g ∈ A∗ with |g| ≥ 1. Indeed, as above, the integral (17) converges when Re(χ) > 1.
Besides, if |g| ≥ 1, then |χ(g)| ≤ |χ(g)||g|N for any N > 0, and we have Re(χ| · |N) > 1
for sufficiently large N . Hence, one can bound the integral (17) from above for any
character χ by the convergent integral associated to the character χ| · |s for a suitable s.
2.4 Regularization
To overcome the convergence problem in the integral (16) one introduces a regularization
of the integral.
Namely, let ϕ be a function on A∗/K∗ induced by a complex-valued function with
finite support on Z via the degree homomorphism
deg : A∗/K∗ → Z.
Thus, ϕ has compact support and is locally constant on A∗/K∗, in other words, ϕ ∈
D(A∗/K∗). Define
∆ϕχ :=
∫
A∗/K∗
ϕ(g)χ(g)δgK∗dµ
∗(g).
In can be easily seen that ∆ϕχ is well-defined for any character χ and that for any function
f ∈ D(A), the value of ∆ϕχ(f) is a Laurent polynomial in q−s.
Consider the limit distribution lim
ϕ→1
∆ϕχ, where ϕ tends to the constant function with
value 1, which means that ϕ(g) = 1 for all g with | deg(g)| ≤ N , for increasing values of
N . One can prove directly that if Re(χ) > 1, then this limit exists and is equal to ∆χ.
Now the idea is to show that the limit lim
ϕ→1
∆ϕχ exists for any χ, is an eigen-distribution
with respect to A∗, and also satisfies a certain functional equation.
It is convenient to consider the decomposition ϕ = ϕ− + ϕ+
8, where for any g ∈
A∗/K∗, we have ϕ−(g) = ϕ(g) if deg(g) < 0, ϕ−(g) = ϕ(g)/2 if deg(g) = 0, and
ϕ−(g) = 0 if deg(g) > 0. This defines uniquely the second function ϕ+.
We have
∆ϕχ = ∆
ϕ−
χ +∆
ϕ+
χ =
= ∆ϕ−χ +
∫
A∗/K∗
ϕ+(g)χ(g)δgKdµ
∗(g)− δ0 · c(ϕ+, χ),
8This corresponds to Riemann’s decomposition of the domain of integration of the integral defining
the zeta-function ζC(s) as the union of two pieces, t < 1 and t > 1, see above. More precisely, it
corresponds to an approximation of the domain of integration by the two intervals N−1 < t < 1 and
1 < t < N , with N →∞ at the end of the computation.
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where
c(ϕ+, χ) :=
∫
A∗/K∗
ϕ+(g)χ(g)dµ
∗(g) ∈ C.
Suppose in addition that ϕ is symmetric, that is, we have ϕ(g) = ϕ(g−1). It follows that
ϕ±(g) = ϕ∓(g
−1). Using the Poisson summation formula (8) and the decomposition
g−1K = g−1K∗ ∪ {0}, we obtain∫
A∗/K∗
ϕ+(g)χ(g)δgKdµ
∗(g) =
∫
A∗/K∗
ϕ+(g)χ(g)|g|−1Fδg−1Kdµ∗(g) =
=
∫
A∗/K∗
ϕ+(g)χ(g)|g|−1Fδg−1K∗dµ∗(g) + (Fδ0) · c(ϕ+, χ˘−1) =
=
∫
A∗/K∗
ϕ−(g)χ(g)
−1|g|FδgK∗dµ∗(g) + (Fδ0) · c(ϕ+, χ˘−1) = F∆ϕ−χ˘ + (Fδ0) · c(ϕ+, χ˘−1).
In the second row, we replaced g by g−1 and made use of the fact that dµ∗(g−1) = dµ∗(g).
Note that the Fourier transform is taken with respect to the self-duality of A provided
by a non-zero rational differential form ω and the self-dual additive measure µ on A (so
that, µ(A/K) = 1). Taking the sum, we get
∆ϕχ = ∆
ϕ−
χ + F∆
ϕ−
χ˘ + (Fδ0) · c(ϕ+, χ˘−1)− δ0 · c(ϕ+, χ). (18)
Since the integral (17) converges for any character χ, the limits ∆−χ := lim
ϕ→1
∆ϕ−χ and
F∆−χ˘ = limϕ→1
F∆
ϕ−
χ˘ are well defined for any character χ. In addition, for a given function
f ∈ D(A), the sequence ∆ϕ−χ (f) will stabilize when ϕ→ 1.
Furthermore, recall that the integral of a character on a compact commutative group
equals zero if the character is non-trivial and equals the volume of the group if the
character is trivial. This fact, together with a direct calculation, implies that c(ϕ+, χ) = 0
if χ is not equal to | · |s for some s ∈ C, and that
c(ϕ+, | · |s) = µ∗((A∗)(1)/K∗) ·
(∑
n∈Z
ϕ+(gn)q
−ns
)
,
where gn ∈ A∗/K∗ with deg(gn) = n. Therefore the limit c(χ) := lim
ϕ→1
c(ϕ+, χ) equals
zero unless χ = | · |s for some s ∈ C, and
c(| · |s) = µ∗((A∗)(1)/K∗) · 1 + q
−s
1− q−s .
It particular, c(χ) = −c(χ−1).
By (18), we obtain that the limit ∆χ := lim
ϕ→1
∆ϕχ is well defined and equals
∆−χ + F∆
−
χ˘ + (Fδ0) · c(χ˘−1)− δ0 · c(χ).
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Making use of formulas (11) and (12), we see that ∆χ is indeed an eigen-distribution
with the character χ. In addition, we obtain the functional equation for distributions
∆χ = F∆χ˘
9.
Note that up to scalar this equation also follows from formulas (11) and (12), and the
fact that ∆χ is an eigen-distribution. Thus we have shown that the Weil problem has a
solution for each character χ.
2.5 Applications
This has the following application to the zeta-function of C. First, since ∆| · |s(δO) = ζC(s)
for Re(s) > 1, we deduce that ζC(s) has a meromorphic continuation on the whole s-
plane. In addition, the formulas (10) and (15) imply that the functional equation
ζC(s) = q
g(C)−1q(2−2g(C))(s)ζC(1− s)
is satisfied, since deg((ω)) = 2g(C)− 2. Finally, it is easy to see that
µ∗((A∗)(1)/K∗) =
|Pic0(C)(Fq)|
q − 1 ,
provided that µ∗(O∗) = 1, where Pic0(C) is the group of isomorphism classes of degree
zero line bundles on C and Pic0(C)(Fq) its group of rational points. Indeed, one has the
exact sequence
1→ F∗q → O∗ → (A∗)(1)/K∗ → Pic0(C)(Fq)→ 1, (19)
the group O∗ is compact (a trivial assertion) and the group Pic0(C)(Fq) is finite (a much
less trivial one). Therefore, the only singularities of ζC(s) are two first order poles at
s = 0 and s = 1 with residues
ress=0ζC(s) = −|Pic
0(C)(Fq)|
q − 1 ln
−1 q
and
ress=1ζC(s) = q
1−g(C) |Pic0(C)|(Fq)
q − 1 ln
−1 q.
In addition, we can easily deduce the following presentation for ζC(s)
ζC(s) =
P (q−s)
(1− q−s)(1− q1−s)
where P (q−s) is a polynomial in the variable t = q−s of degree 2g(C) (see details
in [W2][ch. VII, §6, Theorem 4]). This polynomial satisfies the functional equation
9This equation shows that the RHS does not depend on the choice of the differential form ω, which
enters in the definition of the Fourier transform. This fact follows easily from the behavior of the
distribution under translation and from the triviality of the character χ on the subgroup K∗ .
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P (q−1t−1) = q−g(C)t−2g(C)P (t). Also, we can remove the singularities and get for ζC(s)
the presentation
−|Pic
0(C)(Fq)|
q − 1
1
1− q−s+q
1−g(C) |Pic0(C)|(Fq)
q − 1
1
1− q1−s+
∫
A∗
−
[|g|sf(g)+|g|1−sF−1f(g)]dµ∗(g).
where the integral over the ”domain” A∗− means the sum of integrals over {g ∈ A∗ : |g| >
1} and 1/2 of the integral over {g ∈ A∗ : |g| = 1}. The functions under the integral will
be f(g) = δO and F
−1f(g) = Ff(g) = q1−g(C)δA((ω)).
To see the analogy with the case of Riemann’s zeta function (4) we note that ln q/(1−
q−s) ∼ 1/s and ln q/(1 − q1−s) ∼ 1/(s− 1). We will refer to the presentation which we
obtain as the principal parts decomposition of the meromorphic function ζC(s).
In our discussion, we implicitly supposed that the group (A∗)(1)/K∗ is compact. This
fact is a non-trivial one. It includes both finiteness of the class number (for number fields
and Pic0(C)(Fq) in our case) and the Dirichlet theorem on units (see [A, W2]).
It is remarkable and very important that these finiteness results are consequences of
the analytical computations we have already carried out. Namely, we can apply both
parts of (18) to a given function f , set χ = | · |s and then the decomposition (18) can be
rewritten as
(polynomial in q−s) = (polynomial in q−s)− δ(0)(f)c(ϕ+, | · |s) + δ(0)(Ff)c(ϕ+, | · |1−s).
Choosing the function f in an appropriate way, we get
(polynomial of q−s) = (polynomial of q−s) + (nonzero polynomial of q−s)
∫
(A∗)(1)/K∗
1.
Thus, the volume of (A∗)(1)/K∗ is finite and the group itself is compact (see above, the
exact sequence (19) for this group). This observation was made by Iwasawa [I2].
Scholium 1. An important remark is that the entire analytical structure (“singular-
ities” and “principal parts”) and the symmetry properties of zeta- and L-functions can
be visualized without analytic continuation. They are present in their entirety even for
the regularized zeta-function before going to the final limit10.
3 Discrete versions and holomorphic tori
3.1 Analysis on discrete groups
Let C/Fq be again an algebraic curve defined over a finite field Fq. We have on C the
following (discrete) groups of divisors:
Γ = Div(C) ⊃ Γ0 = Div0(C) ⊃ Γl = Divl(C),
10That is, ϕ→ 1.
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where Div0(C) is the group of divisors of degree 0 and Divl(C) is the group of divisors
linearly equivalent to 0. As well known, Γ0/Γl is a finite group Pic
0(C)(Fq).
Before the Tate-Iwasawa approach had been developed, another method was known
for the case of algebraic curves. It was based on a direct application of the Riemann-
Roch theorem (see, for example, [D]). Denote by Γ+ = {D ∈ Γ : D ≥ 0} the subset of
effective divisors on C. One can write the zeta-function as the Dirichlet series converging
for Re(s) > 1
ζC(s) =
∑
D∈Γ+
Nm(D)−s, where Nm(D) = qdegD.
Assuming for simplicity that there is a point P ∈ C such that k(P ) = Fq and choosing a
finite set of representatives R of cosets of Γl in Γ0, we have the following decompositions:
Γ =
∐
R,n∈Z
(R + nP )Γl, Γ+ =
∐
R,n∈Z
(R + nP )Γl ∩ Γ+.
Therefore, the Dirichlet series can be transformed as11
ζC(s) =
∑
R,n∈Z
#{D ∈ Γ : D ∼ R + nP, D ≥ 0}q−ns =
∑
R,n≥0
ql(R+nP ) − 1
q − 1 q
−ns = − 1
q − 1
∑
R,n≥0
q−ns +
1
q − 1
∑
R,n≥0
ql(R+nP )q−ns =?
Now, we come to the main point, which is to use the duality and Riemann-Roch together:
l(R + nP ) = l(K − R − nP ) + n + 1 − g(C). Here, K = (ω), ω ∈ Ω1K is the canonical
class and we choose ω ∈ Ω1K such that K = (2g − 2)P + R0 with g = g(C), R0 ∈ {R}.
Note that {R0 − R} = {S} where S is another finite set of representatives of cosets of
Γl in Γ0. We continue the transformation of the zeta-series:
= − 1
q − 1
∑
R,n≥0
q−ns +
q1−g
q − 1
∑
R,n≥0
ql(R0−R+(2g−2−n)P )q−n(s−1) =
− 1
q − 1
∑
R,n≥0
q−ns +
q1−g
q − 1
∑
S,n≥0
q−n(s−1) +
q1−g
q − 1
∑
S,2g−2≥n≥0
(ql(R+(2g−2−n)P ) − 1)q−n(s−1).
At the end, we get sum of three terms. The first one has poles at the points of arithmetical
progressions 2πim/ ln q, m ∈ Z, the second has poles at the points of arithmetical
progressions 1 + 2πim/ ln q, m ∈ Z and the last one is a polynomial in q−s. Thus, we
made an analytic continuation of ζC(s) to the whole s-plane. It is also not difficult to
obtain the functional equation [D][§23]. It is worthwhile to compare this computations
with the ones made in the previous section. Elaborating this approach in the spirit of the
11Here we use the standard notations: ∼ for the linear equivalence of divisors and l(D) for dimension
of the space H0(C,OC(D)).
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Tate-Iwasawa method, one can also incorporate a function f = f(D) into the Dirichlet
series and study more general sums
ζC(s, f) =
∑
D∈Γ
f(D)Nm(D)−s.
We leave this to the reader but will now introduce and carefully study the necessary
tools: function spaces, the Fourier transform and the Poisson formula.
We filter the group Γ by the subgroups ΓS := DivS(C) = {divisors with support in
S}:
Γ = lim−→
S
ΓS = lim−→
S
⊕
x∈S
Γ(x) =
⊕
x∈C
Γ(x),
where the S are finite subsets of C and the Γ(x) = Z is the valuation group at the point
x.
On Z there are two important spaces: the space D(Z) of finitely supported func-
tions and the space D+(Z) of functions f such that f(n) = 0 for n ≪ 0 and f(n) =
const for n≫ 0.
The space D+(Z) is a linear span of the functions
δ(≥m)(n) =
{
1, n > m
0, n < m.
The function space which we’ve defined can be directly deduced from the Bruhat spaces
which we introduced above. The group Z = Γ(x) appears as K
∗
x/Oˆ∗x where Kx is the local
field at the point x ∈ C. Then Kx =
∐
n∈Z t
n
xOˆ∗x ∪ {0}. Thus, we have the isomorphism
D(Kx)Oˆ∗x ∼→ D+(Z), {f 7→ f(tnx)}, (20)
from the subspace of functions invariant under multiplication by Oˆ∗x onto the space of
functions on the group Z. In the same way, we have an isomorphism
D(K∗x)O
∗
x
∼→ D(Z),
where D(Z) is the space of functions on Z with finite support.
Just as in the case of Bruhat functions, we have the convolution map
∗ : D(Z)⊗D+(Z)→ D+(Z),
which sends f ⊗ g to the function f ∗ g defined by
f ∗ g(n) =
∑
m∈Z
f(n−m)g(m), f ∈ D(Z), g ∈ D+(Z)
and the space D+(Z) is a free D(Z)-module with generator δ(≥0).
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The Fourier transform F = Fx : D(Kx) → D(Kx) commutes with the action of the
group Oˆ∗x and consequently induces an analogue of the Fourier transform on the group
Z = Γ(x) at the point x:
Fx : D+(Z)→ D+(Z).
Recall that we use a self-dual measure on the local fieldKx to define the Fourier transform
Fx. Let kx := νx(ω) for ω ∈ Ω1K .Then, one can easily compute this map on the standard
functions
Fx(δ(≥m)) = q
−1/2kx−m
x δ(≥−kx−m).
Here we use that if νx(D) = nx then δKx(D) is mapped to δ≥−nx under the morphism (20)
(see section 2.2).
Let us now globalize these purely local considerations. We need spaces D(Γ) and
D+(Γ) for the group of all divisors. First, we change the notations for the standard
functions:
fx,D(nx) =
{
1, nx > νx(D)
0, nx < νx(D),
where nx ∈ Γ(x) and D runs through the divisors on the curve C. We will sometimes
denote this function by the old notation δ(≥n) where n = νx(D).
Taking finite products
fD((nx)x∈S) = ⊗x∈Sfx,D(nx),
we get functions on ΓS. We set
D(Γ) := {linear span of the functions fD = ⊗x∈SuppDfx,D ⊗x 6∈SuppD δ(0)},
where δ(0)(n) = 1 if n = 0 and = 0 if n 6= 0. This space consists of all finitely supported
functions on Γ. Also, we have the space
D+(Γ) := {linear span of the functions fD = ⊗x∈SuppDfx,D ⊗x 6∈SuppD δ(≥0)}
which is equal to the space of invariants D(A∗)O∗ where O∗ = ∏x∈C O∗x. The functions
fD correspond to the functions δA(−D) ∈ D(A)O∗.
The Poisson formula δgK(f) = |g|−1δg−1K(Ff) for the space D(A) can be formulated
in the new situation as follows 12. For simplicity, we first suppose that g = 1. Rewrite
the Poisson formula as
δ(0)(f) + δK∗(f) = δ(0)(Ff) + δK∗(Ff)
and assume that the function f belongs to the space D(A)O∗. The group Γ contains the
subgroup Γl, which is the group of divisors of functions g ∈ K∗. Thus, Γl = K∗/F∗q. This
means that the delta function δK∗(f) is equal to (q − 1) times the delta-function δΓl(f),
applied to f considered as a function on the space D+(Γ). What should we do with the
12Since −1 ∈ O∗ we have F = F−1 on the spaces D(Γ) and D+(Γ).
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functionals δ(0)(f) ? The zero subgroup in A does not correspond to any subset in Γ and
the functional can be defined in the following way:
δ(0)(f) =
∏
x
δ(0)(fx), if f = ⊗x∈Cfx,
with
δ(0)(fx) = lim
n→∞
fx(n).
The new Poisson formula for the functions f ∈ D+(Γ) reads
δ(0)(f) + (q − 1)δΓl(f) = δ(0)(Ff) + (q − 1)δΓl(Ff). (21)
More generally, when g 6= 1, g ∈ A∗, we get
δ(0)(f) + (q − 1)δγ+Γl(f) = δ(0)(Ff) + (q − 1)δ−γ+Γl(Ff) (22)
with γ ∈ Γ (which is the image of g under the natural map A∗ → Γ).
3.2 Extended group of divisors
The presence of the multipliers q − 1 can be avoided if we consider an extended adelic
group. Let Ox/mx = k(x) and let us set
Γ˜x := K
∗
x/(1 +mx).
We then have a canonical exact sequence:
1 −→ k(x)∗ −→ Γ˜x pi−→ Z −→ 0.
For a subset M ⊂ Z we define Γ˜x(M) := π−1(M). Then we introduce the following space
of functions on this new group
D+(Γ˜x) =
{
f ∈ F(Γ˜x) : f(γ) = const on Γ˜x (> n) for n > n1
f(γ) = 0 on Γ˜x (n) for n 6 n0
}
We can then introduce the global group Γ˜C =
∏′
x∈C Γ˜x, which fits into the exact sequence
1 −→ ∏
x∈C
k(x)∗ −→ Γ˜C −→
⊕
x∈C
Z −→ 0
‖
Div(C)
As above, fixing a differential form ω ∈ Ω1
Fq(C)
ω 6= 0, (ω) =∑ kx · x, we define the local
Fourier transforms F : D+(Γ˜x) ∼→ D+(Γ˜x) and its global counterpart. There is a map
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K∗ = Fq(C)
∗ → Γ˜C and if we set Γ˜l being the image of K∗ under this map, we have a
new Poisson formula (without additional multipliers (q − 1)):
δ(0)(f) + δγ+Γ˜l(f) = q
− deg(γ)δ(0)(Ff) + q
−deg(γ)δ−γ+Γ˜l(Ff)
with γ ∈ Γ˜/Γ˜l. Here, we can define the functionals δ(0)(f) as we did for the group Γ.
Indeed, inside the full adelic group we have subgroups K∗ ⊂A∗ and ∏
x
(1 + mx) =:
O∗1⊂A∗. Then Γ˜C = A∗/O∗1 and K∗ ∩ O∗1 = 1. This gives Poisson on AK for functions
f ∈ D(A)O∗1 = D+(Γ˜C).
There is a measure on Γ˜C , by counting on the discrete group ΓC = Div(C) and
integration over the compact group
∏
x
k(x)∗. We can then make the entire computation
of the zeta-function ζC(s) using only analysis on the group Γ˜C
13.
3.3 Holomorphic tori
The next step in our construction will be to consider the dual groups of the groups such
as Z = Γ(x) or ΓC . The usual Pontryagin definition is not adequate for our arithmetical
goals. We wish to consider the discrete groups as commutative group schemes over C.
Inside the category of commutative group schemes we have two subcategories, a category
T of commutative algebraic groups of toroidal type (such that the connected components
are tori isomorphic to several copies of Gm) and a categoryA of finitely generated abelian
groups (considered as the discrete group schemes). We have two functors between them:
Θ : T → A Φ(T ) = Hom(T,Gm),
Ψ : A → T Ψ(A) = Hom(A,Gm)
with the obvious definition of the corresponding maps on arrows. If G,G′ ∈ ObA and
f : G→ G′ is an arrow of A, we denote the dual map
fˇ : Ψ(G′)→ Ψ(G).
These functors satisfy by all the standard properties for the duality maps (see [SGA 3]).
The dual groups of our discrete groups will be complex tori:
T(x) := Hom(Γ(x),C
∗)
13 On the curve C/Fq, there is a Heisenberg group 1 −→
⊕
x∈C
k(x)∗ −→ ΓˆC −→ Γ˜C −→ 1 or
1 ⊕x Z ⊕x k(x)∗0 1 ∏x k(x)∗
0 0 1

if we put (nx) × (bx) 7−→ (bnxx ) for (nx) ∈
⊕
x Z, (bx) ∈
∏
x k(x), (b
nx
x ) ∈
⊕
x k(x). What is its
arithmetic meaning ? Are there some L-functions related to this group and, in particular, to characters
of its center?
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TΓ(or, simply T) = Hom(Γ,C
∗) := lim←−
S
Hom(ΓS,C
∗),
TPic := Hom(Γ/Γl,C
∗) ⊃ T0 := Hom(Γ/Γ0,C∗) = C∗,
where the inclusion is induced by the degree map: Γ
deg→ Γ/Γ0 = Z14.
We have a short exact sequence
1→ T0 → TPic → Hom(Div0(C)/Divl(C),C∗)→ 0
and therefore, TPic ∼= C∗×{finite group}. In the sequel, . we will denote the finite group
Div0(C)/Divl(C) by Φ and its dual group as Φˇ.
In order to consider the torus TΓ as a manifold one only needs to know the ring
of regular functions on TΓ. For this we introduce the projective system of tori TS :=
Hom(DivS(C),C
∗) =
∏
x∈S Hom(Γ(x),C
∗) =:
∏
x∈S T(x) with a natural projection
TS ← TS′, if S ⊂ S ′,
induced by embedding DivS(C) ⊂ DivS′(C).
Let us now consider the divisor DS with normal crossings on TS that consists of the
points in the product TS for which at least one component is the identity point in some
T(x). Let C+[TS] be the space of rational functions on TS that are regular outside DS
and may have poles of first order on DS. In particular, C+[T(x)] = C[T(x)](1− z)−1.
Then T := lim←−S TS and we set
C[T] := lim−→
S
C[TS ] =
⊗′
x∈C
C[T(x)] := {(⊗x∈Cfx) : fx ∈ C[T(x)] & fx = 1 for almost all x}
C+[T] := lim−→
S
C+[TS ] =
⊗′
x∈C
C+[T(x)] := {(⊗x∈Cfx) : fx ∈ C+[T(x)] & fx = (1−zx)−1 for almost all x}.
Here zx is a coordinate on T(x), namely, for χ ∈ T(x) we have zx = χ(1).
We can easily see that
1. C+[T] is a free module over the ring C[T] with generator (fx) where fx = (1 −
zx)
−1 for all x.
2. for all (finite) S, C+[TS ] ⊃ C[TS ] but nevertheless C+[T] 6⊃ C[T].
Let us now assume that we have an algebraic group T which is not necessarily con-
nected but whose connected component Te of the identity e is a torus, and for which
π0(T) = T/Te is a discrete group. Then we know that
C[T] =
⊕
h∈pi0(T)
C[hT],
and we set
C+[T] = C+[Te]
⊕
h∈pi0(T), h 6=e
C[hT].
14The complex structure on the set characters (with values in C∗) was considered by A. Weil in [W2].
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We would now like to describe the relation between the functions on the discrete
groups and on their duals. Certainly, this must be some kind of Fourier transform but to
distinguish it from the Fourier transform on the original discrete groups we will call the
corresponding transformation the Mellin transform15. If f ∈ F(Z) belongs to a function
space on Z then the Mellin transform Mf will be
Mf(z) =
∑
n∈Z
f(n)zn, (23)
where z ∈ Hom(Z,C∗) and zn is z(n). The Mellin transform respectively maps the
spaces D(Z) and D+(Z) isomorphically onto the spaces C[T(x)] and C+[T(x)]. These
isomorphisms allow us to define the Fourier transform, say Fnew, on the spaces C+[T(x)]
such that M ◦ Fold = Fnew ◦M16. The Fourier transforms of the standard functions on
T(x) can be computed in an explicit way. Starting from the equality
Fx(fx,D) = q
− 1
2
kx+nx
x fx,K−D
on the group Γx, where D =
∑
x nx · x, nx = νx(D) and K =
∑
x kx · x is the canonical
divisor, we get in the space C+[T(x)] = C[zx, z
−1
x ](1− zx)−1 for any m ∈ Z
Fx(z
m
x (1− zx)−1) = q−
1
2
kx−m
x z
−(kx+m)
x (1− zx)−1
since
Mfx,D = z
νx(D)
x (1− zx)−1 = znxx (1− zx)−1.
From the definition for the standard functions we can find the Fourier transform in the
general form, for an arbitrary function f from C+[T(x)]
Fx(f(zx)) = q
− 1
2
kx
x z
−kx
x (1− q−1x z−1x )(1− zx)−1f(q−1x z−1x ).
We now move to the global construction. Applying the Mellin transform to the
standard functions, we check that
C+[TS] = linear span of functions LfD, D ∈ DivS(C).
We also see that for almost all x ∈ C, Fx((1 − zx)−1) = (1 − zx)−1 in the space C[Tx].
These facts allows us to combine the local Fourier transforms Fx for all x into a global
one F on the torus TΓ
F: C+[TΓ]
∼→ C+[TΓ],
such that F(fx) = (Fxfx) and F ◦ F = Id.
The exact sequence
0→ Γ0 → Γ pi→ Γ/Γ0 → 0
15Certainly, this usage corresponds to the well known cases where the classical Mellin map has ap-
peared.
16Here, Fold is the Fourier transform on the space D+(Z). In the sequel, we will use the same notation
F for the Fourier transforms in all spaces.
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determines an embedding of tori:
πˇ : T0 → T.
If zx ∈ Tx = Hom(Z(x),C∗) and Div(C) =
⊕
x∈C Z(x), then the embedding πˇ : T0 → T
can be written as z 7→ zx = zdeg(x) where #k(x) = qx = qdeg(x).
The embedding induces a map of C+[TΓ] into some function space
C+[T]
pˇi∗−→ F(T0), (24)
where we still have to identify the target space ! By direct substitution, one gets
πˇ∗(LfD) =
∏
x∈C
(
zdeg(x)
)νx(D) (
1− zdeg(x))−1 =
= zdegD
∏
x
(
1− zdeg(x))−1 = zdeg(D)F (z) = FD(z)
and the product converges when |z| < 1. In addition, F (z) = ζC(s) for z = q−s and the
function F (z) will the function ZC(t) from the Grothendieck cohomology theory
17 when
we apply the substitution t = q−s.
From section 2, we know that
πˇ∗(LfD) = zdegD P (z)
(1− z)(1− qz) , (25)
and we may take as the target space in (24) the space C++[T0] of rational functions with
possible first order poles in the points z = 1 and z = q−1. Moreover, the image of the
map πˇ∗ can be identified with the space P (z)C++[T0]. This is easy to check by applying
the map πˇ∗ to the standard functions.
The first main result of these notes is the following statement: the diagram
C+[T]
F−−−→ C+[T]
pˇi∗
y pˇi∗y
C++[T0]
i∗−−−→ C++[T0]
(26)
commutes. Here i : T0 → T0 is the involution i(z) = q−1z−1 of the torus T0. To obtain
this commutativity we can consider the maps for the standard functions and verify the
property for them. Namely, we then have a diagram
fD = ⊗
x
fx,D = ⊗
x
z
vx(D)
x (1− zx)−1 pˇi
∗−−−→ FD = zdegDZC(z)
F
y i∗y
⊗
x
q
− 1
2
kx+vx(D)
x fx,K−D
pˇi∗−−−→ q−
1
2
deg K+degD
x zdeg K−degDZC(z)
17A brief review of the theory see below, in section 4.1.
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Since i∗FD(z) = FD(q
−1z−1) we have to check the following claim:
FD(q
−1z−1) = q−
1
2
degK+degDFK−D(z).
Indeed,
FD(q
−1z−1) = qdegDzdegDP (q−1z−1)(1− q−1z−1)−1(1− z−1) =
qdegDzdegD[q−gz−2g]P (z)]qz2(1− qz)−1(1− z)−1 =
q−
1
2
degK+degDz− deg K+degDP (z)(1− z)−1(1− qz)−1 =
q−
1
2
degK+degDFK−D(z)
where g = g(C) and we have used equality (25) and a relation for i∗P following from the
functional equation
ζC(s) = q
g(C)−1q−s(2g−2)ζC(1− s). (27)
for ζC(s) = ZC(q
−s) with z = q−s.
In other words, in each local space the Fourier transform has additional multipliers
which contribute to keeping the singularities of the functions at the prescribed points 1
and q−1x . The local Fourier transform does not correspond to any geometrical automor-
phism of the torus Tx. The situation will drastically change when we go to the global
space. In this case, the additional multipliers which we have for each local Fourier trans-
form will disappear when we multiply them over all the points of our curve C. Indeed,
we have ∏
x
1− q−1x z−1x
1− zx
∣∣∣∣∣
zx=zdeg x, qx=qdeg x
= ZC(z)ZC(q
−1z−1)−1 = q
1
2
degKzdeg K
and the last equality is exactly the functional equation.
We see that the functional equation is the symmetry with respect to the involution
i : z 7→ q−1z−1 once we identify the coordinate z on the torus T0 with the parameter
t = q−s from the Grothendieck theory. Then i(z) = q−1z−1 corresponds to the map
s 7→ 1− s since z = q−s.
The last remark which we will make in this section concerns the function spaces
and Fourier transforms on the connected component T0 of the torus TPic. The Mellin
transform connects the functions on the group ΓC/Γ0 = Z with the functions on this
torus. We have the following commutative diagram:
D++(Z) M−−−→ C++[T0]
F
y Fy
D++(Z) M−−−→ C++[T0]
where
D++(Z) =
{
f(n), n ∈ Z : f(n) = 0 for n ≪ 0∃a, b ∈ C s. t. f(n) = aqn + b for n ≫ 0
}
.
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and
(Ff)(n) = qnf(−n), for n ∈ Z, (28)
By our construction, this space is exactly the image π∗(D+(ΓC), where π : ΓC →
ΓC/Γ0 is the natural projection. We have then the commutative diagram
D+(ΓC) pi∗−−−→ D++(ΓC/Γ0)
M
y My
C+[TΓ]
pˇi∗−−−→ C++[T0]
(29)
Up to now, we considered what happens with the functions on torus TΓ when they
restricted to the connected component T0 of unity of the torus TPic. We have
TPic =
∏
χ∈Φˇ
χT0.
The torus TPic has the involution i : TPic → TPic which sends a character χ : Γ/Γl → C∗
to the character χ˘ := | · |χ−1 with |a| = q− deg(a). This involution coincides with the
previous involution i on the torus T0. We claim that again there exists a commutative
diagram
C+[T]
F−−−→ C+[T]
pˇi∗
y pˇi∗y
C++[TPic]
i∗−−−→ C++[TPic].
(30)
By the definition, the map πˇ : TPic → TΓ is given by the following formula
πˇ(χ) = (zx, x ∈ C) with zx = χ(tx),
where χ ∈ TPic ⊂ Hom(A∗,C∗) and tx is a local parameter at the point x ∈ C which
defines an element (. . . , 1, tx, 1, . . . ) in A
∗. Then, formally, the inverse image of the
standard function δ≥0 is equal to ∏
x∈C
(1− χ(tx))−1.
For any χ ∈ TPic we have the L-function LC(s, χ) which is defined as the product
LC(s, χ) =
∏
x∈C
(1− χ(tx)q−sx )−1 =
∏
x∈C
(1− χ(tx)tdeg x)−1,
where t = q−s. If χ|Φ 6= 1, then the product converges for all t and is a polynomial P (t)
in t of degree 2g. It satisfies the functional equation
P (t, χ) = χ((ω))qg−1t2g−2P (q−1t−1, χ−1),
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where ω ∈ Ω1K , ω 6= 0 is a rational differential form on C and (ω) is the canonical class in
Pic(C). This follows from the Tate-Iwasawa method since this L-function is a particular
case of the general L-functions from section 2.3. Since our character χ is an unramified
one, we may set f = δ≥0 in (13). See also, Theorem 6 in [W2][ch. VII, n 7].
We easily obtain that P (q−1, χ−1) = P (1, |·|χ−1) and thus P (1, χ) = χ((ω))qg−1P (1, |·
|χ−1). By definition, χ((ω)) =∏x χ(tx)νx(ω) =∏x zkxx and qg−1 =∏ q 12kxx . If we take into
account that P (1, χ) = πˇ(δ≥0)|χT0, we get for this inverse image the following identity
πˇ(δ≥0)|χT0 =
∏
x
zkxx q
1
2
kx
x πˇ(δ≥0)|χ˘T0 .
The same relation holds for the inverse images of the standard functions fD for any
divisor D. We can now repeat all the computations which were made above for the
component T0 and get the diagram (30).
Let us finally say a few words about the Weil problem for the functional ∆χ in this
new setting. The local component of the integral (13) will be an integral over K∗x that
equals to the arithmetical progression for (1 − zx)−1 and converges for |zx| < 1. Then
the functional ∆χ(fx) is well defined for all zx 6= 1 by the evaluation formula
∆χ : C+[Tx]→ C, ∆χ(fx) = fx(zx)
where the character χ corresponds to the complex number zx ∈ Tx. This will provide a
solution to the Weil problem for the functions on the local tori. Indeed, the structure of
D(Z)-module on the space D+(Z), defined by convolution (see section 2.3), goes to the
structure of C[Tx]-module on C+[Tx], defined by multiplication. On C[Tx] we have the
functional ∆χ, defined by the evaluation formula for all χ, and we are looking for ∆χ on
C+[Tx] such that
∆χ(f · g) = f(zx)∆χ(g), for all f ∈ C[Tx] and g ∈ C+[Tx],
see (14). The solution for χ 6= 1 was given above. When χ = 1 and thus zx = 1, we set
∆χ(fx) = res(1)(f(zx)ω),
where ω = dzx/zx. Concerning the global case see section 3.5 below.
3.4 The Poisson formula and residues
The involution i : T0 → T0 extends uniquely to a map on the projective compactification
T0 = P
1 of the torus T0 = C
∗. Let ω = dz/z. Then
i∗(ω) = d(q−1z−1)/q−1z−1 = dz−1/z−1 = −ω.
Let g ∈ C++[T0]. The divisor of poles has the support
Supp(g)∞ ⊂ {z = 0} ∪ {z = q−1} ∪ {z = 1} ∪ {z =∞}.
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Thus,
res(0)(gω) + res(q−1)(gω) + res(1)(gω) + res(∞)(gω) = 0.
Since resP (η) = resi(P )(i
∗η) for any differential form η and any point P ,
res(0)(gω) + res(1)(gω) = res(0)(i
∗g · ω) + res(1)(i∗g · ω). (31)
The torus T0 is a connected component of TPic and we have
TPic =
∐
χ∈Φˇ
χT0 ⊂ T¯Pic,
where the boundary of compactification T¯Pic has the following structure
∂T¯Pic =
∐
χ∈Φˇ
{0χ}
∐
χ∈Φˇ
{∞χ}.
Each component χT0 is isomorphic to C
∗ with a coordinate z and the points 0χ and
∞χ are defined as z = 0 and z = ∞ respectfully. The form ω on T0 is invariant under
translations and thus defines a canonical invariant form ω on TPic.
At last, we introduce the function space C++[TPic] on TPic as the direct sum of the
space C++[T0] and the spaces C[χT0] where χ ∈ Φˇ and χ 6= 1.
We now can obtain our second main result. Let f ∈ D+(Γ). We then have a sequence
of transformations
f 7→ Mf ∈ C+[T]Γ 7→ f˜ := πˇ∗Mf ∈ C++[TPic],
where the map π is again the natural projection onto the larger group Γ/Γl (see section
3.3).
We claim that the equality (where the residues at the points z = 1 are performed on
the torus T0)∑
χ∈Φˇ
res(0χ)(f˜ω) + res(1)(f˜ω) =
∑
χ∈Φˇ
res(0chi)(i
∗f˜ · ω) + res(1)(i∗f˜ · ω)
is equivalent to the Poisson formula (21) for the function f . Since #Φˇ = #Φ, this follows
from the facts:
1. i∗(f˜) = F˜f.
2.
∑
χ∈Φˇ res(0χ)(f˜ω) = #Φˇ δΓl(f).
3. res(1)(f˜ω) = #Φ/(q − 1) δ(0)(f).
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The first property follows from the commutative diagrams (26) and (30) we have
considered above.
The second property. For f ∈ D+(Γ) we have δΓl(f) = (π∗f)(0). We want to go from
the group Γ/Γl to the dual torus TPic.
In general, for a discrete group G and a function ϕ on G we have (Mϕ)(χ) =∑
g∈G ϕ(g)χ(g), where χ ∈ T and T is the dual group. Then, the following equality
holds
ϕ(0) =
∫
T
(Mϕ),
where the integral can be defined as∫
T
ψ = (#T)−1
∑
χ∈T
ψ(χ),
when the group T is finite and ∫
T
ψ = res(0)(ψdz/z),
when T ∼= C∗18. This immediately gives the property we need.
The third property. Let f = fD = ⊗x∈Cδ(≥nx) = ⊗x∈Cfx for a divisor D =
∑
x nx · x.
Then δ(0)(f) =
∏
x δ(0)(fx) =
∏
x limn→+∞ fx(n) = 1. Also as we saw, f˜ = z
deg DZ(z)
and from the computation of the residue of the zeta-function at the point s = 0 i.e. z = 1
(see above, section 2. 5) we get that res(1)(f˜ω) = #Pic
0(C)(Fq)/(q − 1). The general
case will follow by linearity, since any function f is a finite sum
∑
D cDfD.
Scholium 2. In the e´tale cohomology theory we have ζC(s) = ZC(t) with t = q
−s
and the parameter t appears in a purely formal manner (see section 4.1 below). Our
torus coordinate z does appear in a canonical way as a coordinate on the connected
component of the torus dual to the group Γ/Γ0 = Pic(C). We can say that t = z and
thus the function ZC(t) is naturally defined on P
1 ⊃ C∗, not only on the torus C∗.
We can also rewrite the more general Poisson formula in which the shifted δ-function
appears. Given g ∈ A∗, then the analog of the Poisson formula (22) with δgK will be the
following relation for residues:
res(0)(z
nf˜ω) + res(1)(f˜ω) = res(0)(z
−ni∗f˜ · ω) + res(1)(i∗f˜ · ω)
where n = deg γ and γ is the image of g in the group ΓC = A
∗/O∗.
3.5 Explicit formulas
The procedure we have carried out here is very similar to the way in which the so
called explicit formulas are deduced in analytic number theory. We will present here
18Compare with the maps α∗ and β∗ in diagram (2).
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the corresponding reasoning in our language and make a comparison with traditional
exposition in the next section.
Let P (z)(1 − z)−1(1 − qz)−1 = Z(z) = ζC(s) for z = q−s. Then ω = dZ/Z is a
logarithmic differential form on the projective line P1 and
Supp(ω)∞ ⊂ {z = 0} ∪ {z = q−1} ∪ ∪λ{z = λ−1} ∪ {z = 1} ∪ {z =∞},
where P (z) =
∏
λ(1−λz) is the spectral decomposition for the characteristic polynomial
of the Frobenius automorphism. Let h belong to C[T0] and come from a function f ∈
D(Z) via the Mellin transform (see (23)). Taking as above the sum of residues, we obtain
res(0)(hω) + res(q−1)(hω) +
∑
λ
res(λ−1)(hω) + res(1)(hω) + res(∞)(hω) = 0.
We want to compute all the members of this sum:
1. res(q−1)(hω) = −h(q−1).
2. res(λ−1)(hω) = h(λ
−1).
3. res(1)(hω) = −h(1).
4. res(∞)(hω) = res(0)(F˜fω) + (2− 2g(C))res(0)(F˜fdz/z).
5. res(0)(hω) = −
∑
x∈C,n≥1(deg x)f(−n deg(x)).
The first three properties follow directly from computation of logarithmic residues and
our knowledge of behavior of the function Z(z) at the points z = q−1, z = λ−1, z = 1.
To get the fourth property we apply the involution i, which transforms the point
z =∞ into the point z = 0, and use the invariance of the residue. Next, the functional
equation (27) implies that i∗(ω) = (2 − 2g(C))dz/z + ω and our diagram (26) gives us
that i∗h = F˜f if the original function h was produced from the function f .
To get the fifth property we have to start with the Euler product Z(z) =
∏
x(1 −
zdeg x)−1. We have in a neighborhood of the point z = 0
ω = d lnZ = −
∑
x∈C,n≥1
(deg x)z(n deg x)dz/z.
If h(z) =
∑
amz
m then we arrive at the finite sum
res(0)(hω) = −
∑
x∈C,n≥1
(deg x)a−n deg x,
where n deg x ≤ −ν(0)(h).
Since we have started from a function f defined on the group Γ/Γ0 = Z, we have
am = f(m), m ∈ Γ/Γ0 and the final formula will be
h(q−1)−∑P (λ−1)=0 h(λ−1) + h(1) =
(2− 2g(C))Ff(0)−∑x∈C,n≥1(deg x)[f(−n deg x) + Ff(−n deg x)] =
(2− 2g(C))f(0)−∑x∈C,n≥1(deg x)[f(−n deg x) + q−ndeg xf(n deg x)].
(32)
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Here, we could replace Ff(0) by f(0) and Ff(n) by qnf(−n) .
This is exactly the explicit formula for the case of function fields (see, [W3, C] and
compare with the case of number fields in [L1,VK]). The first explicit formula was found
by Riemann. It relates the distribution of prime numbers to a sum over critical zeros
of the zeta function. Later de la Valle´e Poussin and Hadamard added some arguments
from complex analysis and, after that, this formula leads to the prime number theorem.
In our case, the closed points x replace the prime numbers and the eigenvalues λ replace
the critical zeros of zeta function. The corresponding asymptotic law is also valid and
can be stated as follows:
#{x ∈ C : N(x) < N} ∼ N
lnN
as N →∞,
where N(x) = qx = q
deg x = #k(x).
To obtain this from the explicit formula (26) one chooses for f the test function
f = δ≥N . The de la Valle´e Poussin and Hadamard reasoning was to show that there are
no zeros of the zeta-function on the boundary ℜ(s) = 1 of the critical strip. In our case,
it is equivalent to the inequality |λ| < q (the critical strip will be q−1 ≤ z ≤ 1) which is
much weaker then the Riemann’s conjecture |λ| = q−1/2 (Weil’s theorem) .
Let us also note that by a simple computation the asymptotic law is equivalent to
the following asymptotic behavior for the number of rational points on the curve X :
X(Fqn)
qn
→ 1 when n→∞.
4 Trace formula and the Artin representation
4.1 Zeta functions and e´tale cohomology
Let X be a scheme of finite type over Z. We denote by |X| the set of closed points of
X . For every x ∈ |X| the residue field k(x) is a finite field. The zeta function of X is
defined as
ζ(X, s) :=
∏
x∈|X|
(1− (#k(x))−s)−1 , s ∈ C .
This expression is called the Euler product for the zeta-function. The Euler product
converges for Re(s) > dim(X).
The first examples are the following:
1. ζ(Spec(Fq), s) = (1− q−s)−1.
2. ζ(Spec(Z), s) = ζ(s), the Riemann zeta function.
3. Let X/Fq be a scheme over a finite field. Then
ζ(X, s) = exp
(
∞∑
m=1
#X(Fqm)
q−ms
m
)
(33)
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in the ring of formal power series and the series is absolutely convergent for Re(s) >
dim(X).
To prove 3. one takes the logarithmic derivative of both sides in the ring of formal power
series and uses the relation
#X(Fqm) =
∑
l|m
al l , m = 1, 2, . . . , (34)
where al denotes the number of closed points x ∈ X for which #k(x) = ql. This number
is finite. Also, the absolute convergence of the infinite product and of the power series
are equivalent.
If now X = AnFq , we see that ζ(X, s) = exp
(∑∞
m=1 q
m(n−s)/m
)
and the sum on the
right-hand side is absolutely convergent for |qn−s| < 1, i.e. for Re(s) > n = dim(X).
Furthermore, we see that
4. ζ(AnFq , s) = (1− qn−s)−1 .
In the general case, the convergence of the Euler product can be easily reduced to this
case. For projective varieties over Fq, the main tool for the study of the zeta (and also L-)
functions is the e´tale cohomology, or more precisely l-adic cohomology for some prime
number l such that (l, q) = 1. Let us fix such an l and a ground field k.
For every projective variety (actually, for much more general schemes) X/k, there
exists a family
H i(X,Ql), i = 0, 1, . . .
ofQl-vector spaces called the i-th l-adic cohomology groups with values inQl. The groups
H i(X,Ql) are finite dimensional vector spaces over Ql and are trivial for i > 2dim(X)
when the ground field k is algebraically closed.
The cohomology group H i(X,Ql) is contravariant with respect to morphisms of va-
rieties and there exist the usual cup product pairings which are non-degenerate (see
[SGA4, SGA4-1/2, SGA5] for the original sources, as well as the standard textbooks).
When k = C, these groups coincide with the groups H i(X,Q)⊗QQl, where H i(X,Q)
are the usual cohomology groups of the topological spaceX(C) (for the classical topology)
and many properties of the topological cohomology groups remain true in the l-adic
setting. In particular, there is the Lefschetz fixed point formula for a morphism f : X →
X of projective varieties defined over an algebraically closed field. We have∑
i
(−1)iTr(f : H i(X,Ql)→ H i(X,Ql)) =
∑
x∈X
#(Γf ∩∆)(x,x), (35)
assuming that the graph Γf of the morphism and the diagonal ∆ ⊂ X×X are in general
position in X ×X . If we assume that the subvariety Γf intersects ∆ transversally, then
all the multiplicities at the fixed points x ∈ X of f equal to 1 and we can conclude that
the formula counts the number of the fixed points:∑
i
(−1)iTr(f : H i(X,Ql)→ H i(X,Ql)) =
∑
x∈X:f(x)=x
1. (36)
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In order to show how this formula can be applied to the study of zeta-functions one needs
the Frobenius automorphism. It is well defined as an automorphism Fr : X¯ → X¯ of the
scheme X¯ = X ⊗Fq F¯q over F¯q for any scheme X over a finite field Fq. For the scheme
X over Fq, we define FrX as identity on the topological space X and qth power on the
structure sheaf OX . On the scheme X¯ , the Frobenius morphism Fr is FrX ⊗ 1F¯q . If the
scheme X is embedded into a projective space with coordinates (x0 : x1 : . . . : xn) then
we have an embedding of the scheme X¯ into the same projective space. The Frobenius
morphism will be then a restriction to X¯ of the map (x0 : x1 : . . . : xn) 7→ (xq0 : xq1 : . . . :
xqn). The following properties hold :
1. X¯Fr
n
= X(Fqn), where X¯
Frn denotes the subset of closed points of X¯ which are
fixed by Frn .
2. The set of closed points x of X can be identified with the set of orbits of Fr acting
on the set of closed points of X¯. The integer deg(x) = dimFqk(x) is equal to the
number of elements in the orbit corresponding to x.
3. #X¯Fr
n
=
∑
x∈X,#k(x)|n deg(x).
In our case of projective varieties, we have an induced action
Fr∗ : H i(X¯,Ql) → H i(X¯,Ql) .
The differential of Fr is the zero map. This implies that the graph of Fr intersects the
diagonal transversally, and the Lefschetz fixed point formula for l-adic cohomology now
states that for n = 1, 2, . . .
#X¯Fr
n
=
∑
0≤i≤2dim(X)
(−1)iTr((Fr∗)n : H i(X¯,Ql) → H i(X¯,Ql)) .
For an arbitrary linear operator F acting on a finite dimensional vector space V we have
the following relation in the ring of formal power series:
t
d
dt
log (det(1− Ft))−1 =
∞∑
n=1
Tr(F n)tn 19.
Using the relation (33) it makes sense to set ζ(X, s) = Z(X, t) with t = q−s. We get
t
d
dt
logZ(X, t) =
∑
n≥1
#X(Fqn)t
n =
∑
i≥0
(−1)i
∑
n≥1
Tr((Fr∗)n : H i(X¯,Ql) → H i(X¯,Ql)) =
19For the proof one can assume the base field to be algebraically closed. One then checks the 1-
dimensional case directly and uses additivity of the both sides of the formula with respect to short exact
sequences of vector spaces V .
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∑
i≥0
(−1)it d
dt
log
((
det(1− Fr∗t |H i(X¯,Ql))
)−1)
.
Therefore,
Z(X, t) =
∏
0≤i≤2dim(X)
(
det(1− Fr∗t |H i(X¯,Ql))
)(−1)i+1
= P (t)/Q(t) . (37)
This gives us a description of the zeta function in terms of l-adic cohomology and we
see immediately that ζ(X, s) is a rational function in q−s since the spaces H i(X¯,Ql) are
finite-dimensional.
In the case of an algebraic curve C, we have P (t) = det(1−Fr∗t |H1(C¯,Ql)) (a poly-
nomial of degree g(C)) and Q(t) = det(1− Fr∗t |H0(C¯,Ql)) det(1− Fr∗t |H2(C¯,Ql)) =
(1− t)(1− qt), as we have already found above.
The last remark is that Poincare´ duality holds in the l-adic cohomology and implies
the functional equation for zeta functions.
4.2 Local Artin representation
Let K be a local field (of dimension 1), i.e. the field of fractions of a complete discrete
valuation ring O, and L/K a finite normal extension. Then K ⊃ OK ⊃ mK with the
maximal ideal m of OK and k the residue field of K. Let l be the residue field of L. Let
g ∈ Gal(L/K). We set:
iG(g) = maximal integer i such that g acts trivially on OL/mi+1L .
We have i ≥ −1 and iG(e) = ∞.The function iG defines a filtration {Gi} of the group
Gal(L/K). An extension is unramified if and only if G0 = {e}, i.e. if iG(g) = −1 for all
g 6= e.
If g ∈ G0 then we can redefine the function
iG(g) = νL(g(t)− t), g 6= e,
where νL is the discrete valuation of the field L and t is a generator of the maximal ideal
mL.
The basic observation is that if we introduce the new function aG on G
aG(g) =
{ − iG(g)[l : k], g 6= e,∑
g 6=e iG(g)[l : k], g = e,
then this function will be a character of some (finite-dimensional) representation of the
group G over C. This fact can be proved in a very non-direct way and it is still an open
problem to define this representation, called the Artin representation, in an explicit
manner (see [S2]).
Let the residue field of K be a finite field Fq and the field K be a field of equal
characteristics. There is class field theory describing the Galois group of the maximal
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abelian extension of K [A, W2, S2]. We have the commutative diagram
O∗ −−−→ K∗ deg−−−→ Z
ϕ
y ϕy ϕy
Gal(Kab/F¯qK) −−−→ Gal(Kab/K) −−−→ Gal(F¯qK/K)
The system of groups Gi := Gψ(i) where ψ : Z → Z is the Herbrand function (see,
[A, W3, S2]) will be consistent in the tower of all finite normal extensions of the field
K. Thus, we can define the Artin representations of infinite extensions, including the
maximal abelian extension. The reciprocity map ϕ has the following property:
ϕ(1 +mi) = Gal(Kab/K)ψ(i).
This means that the Artin character can also be defined on the group K∗. The corre-
sponding function aK can then be considered as a distribution on the locally compact
group K∗ and aK ∈ D′(K∗). The definition is rather subtle but still very explicit:
aK(f) =
∫
O∗
f(g)− f(1)
|1− g| d
∗g +
∫
K∗−O∗
f(g)
|1− g|d
∗g, f ∈ D(K∗).
The integral without the substraction of a term f(1) can be divergent if f(1) 6= 0 and
the given formula contains a regularization required in order to define the integral for
any function belonging to the space D(K∗) (see [W3, C]).
Assume that the function f is invariant under O∗. Then the first term will be zero,
K∗ =
∐
n t
nO∗, and for the full character we get
aK(f) =
∫
K∗−O∗
f(g)
|1− g|d
∗g =
∑
n≥1
∫
tnO∗
f(tn)|1− g|−1d∗g +
∑
n≤−1
∫
tnO∗
f(tn)|1− g|−1d∗g =
∑
n≥1
f(tn)vol(O∗) +
∑
n≤−1
∫
tnO∗
f(tn)q−nvol(O∗) = vol(O∗)
∑
n≥1
[f(tn) + f(t−n)qn].
Here, we have used that |1− g| = 1 if |g| < 1 and |1− g| = |g| · |1− g−1| = |g| if |g| > 1.
Now we return to the global case. Let X be an algebraic curve (as usual irreducible,
projective and smooth) defined over a finite field Fq and let G be a finite group of
automorphisms of X . Also, we have the curve C = X/G and a finite covering map
ϕ : X → C. If L = Fq(X), K = Fq(C) are the fields of rational functions on the curves
then G = Gal(L/K) and for any point y ∈ X we have the decomposition group Dy ⊂ G,
defined by Dy = {g ∈ G : g(y) = y}. If x = ϕ(y) there is a finite normal extension of
local fields Ly/Kx with the Galois group Dy. Thus, we have the functions iG and aG on
the groups Dy which we denote by iy and ay.
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We can show that
iy(g) = νy(g(t)− t) = (Γg ·∆)(y,y).
where Γg is the graph of the automorphism g in the surface X ×X and ∆ is the diag-
onal. The first equality has already been mentioned. The second one follows from the
definition of the intersection multiplicity of Γg with ∆ at the point (y, y). Indeed, in
local coordinates u, t an equation for Γg is given by f1 = g(u)− t near the point (y, y)
and an equation for ∆ by f2 = u− t. By definition, (Γg ·∆)(y,y) = dimO(y,y)/(f1, f2) and
dimO(y,y)/(f1, f2) = dimOy/(g(u)− u).
For all y lying over a given x ∈ C the functions ay can be extended by zero to the
whole group G and then we can set
ax :=
∑
y 7→x
ay.
For any point y lying over x, the character ax will be induced by ay. The representation πx
of the Galois group G defined by the character ax will be called the Artin representation
at the point x ∈ C.
We arrive at the finale of this construction, an application of the Lefschetz trace
formula:
Tr(g)|H ·(X¯,Ql) = (2− 2g(C))#GδG(g)−
∑
x∈C
ax(g), (38)
where δG(g) = 0 for g 6= e and δG(e) = 1.
Proof. For g 6= e this is exactly the Lefschetz trace formula (35) applied to the
extension to the curve X¯ of the automorphism g. Also, use the computation of the
multiplicities made above. If g = e then we have the formula (2g(X) − 2) = [L :
K](2g(C)− 2)+ (local terms) for the behavior of the genus under a finite covering and
after base change of the ground field [T2]. For example, if our extension is only weakly
ramified (that is Gi = {e} for i > 1) then we have the Hurwitz formula
(2g(X)− 2) = [L : K](2g(C)− 2) +
∑
x∈C
(ex − 1),
where ex is the ramification index over the point x.
Basically this result was found by Andre Weil. Here, we have followed Serre’s expo-
sition in [S2].
4.3 Relation with the explicit formulas
We now want to combine the explicit formula of section 3.4 and the trace considerations
we have just discussed. Let us first review the explicit formulas, in Weil’s exposition
[W2]. We consider again an algebraic curve C, the field K = Fq(C) and its maxi-
mal abelian extension Kab. By the class field theory, there exists the reciprocity map
A∗C/K
∗ → Gal(Kab/K) and, also, the degree map deg : A∗C/K∗ → Z. We start with a
function f = f(n), n ∈ Z, where the group Z is the target of the degree map. Let us
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assume that f ∈ D(Z) so that its Laurent transform f˜ belongs to C[C∗]. With Weil, we
introduce the functional
S(f) =
∑
P (z)=0
f˜(z),
where P is the numerator of the zeta function of C. The degree map allows us to consider
the function f as a function on the group A∗C/K
∗. Also, since we have embeddings
K∗x ⊂ A∗C/K∗ we can restrict the function f to K∗x and get a function fx for each point
x ∈ C. We have the following distributions
Dx(f) =
∫
O∗x
fx(g)− fx(1)
|1− g| d
∗g +
∫
K∗x−O
∗
x
fx(g)
|1− g|d
∗g,
D(f) =
∫
A∗C/K
∗
f(g)[|g|1/2 + |g|−1/2]d∗g.
In our setting, the Weil explicit formula reads
S(f) = (2− 2g(C))δe(f) +D(f)−
∑
x∈C
Dx(f). (39)
By the definition, we have Dx(f) = ax(fx) and therefore we can compare the expressions
(39) and (38). For this , one needs to rewrite (38) for functions of the elements g ∈ G
.We see that S(f)−D(f) will correspond to the Lefschetz trace in the cohomology. The
first term S(f) corresponds to the trace on the group H1(X,Ql), and the second term
D(f) to the traces on the groups H0(X¯,Ql) and H
2(X¯,Ql).
The works [C, M, G] contains an interpretation of all terms in the Weil formula as
traces. Connes uses representations in the Hilbert spaces, Meyer in the Bruhat-Schwartz
spaces. Here, we give our own, much more elementary, version.
Consider the Lefschetz formula for integer powers of the Frobenius map. For any
n ≥ 1, we have (by (36)):
#C(Fqn) = #C¯
Frn = Tr((Fr∗)n| H•(C¯,Ql)
2− 2g(C) = Tr((Fr∗)0| H•(C¯,Ql)
q−n#C(Fqn) = q
−n#C¯Fr
n
= Tr((Fr∗)−n| H•(C¯,Ql).
(40)
Let f : Z → C be a function on Z with finite support. Recall that by the class field
theory 1 ∈ Z = A∗/A∗(1) corresponds to the Frobenius automorphism of the field F¯q over
Fq. We may thus introduce
f(Fr) :=
∑
n∈Z
f(n)Fr−n,
and conclude that∑
n≥1
f(n)q−n#C(Fqn)+(2−2g(C))f(0)+
∑
n≤−1
f(n)#C(Fq−n) = Tr(f(Fr)|H•(C¯,Ql).
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As usual, we denote by f˜(z) =
∑
n f(n)z
n the Laurent transform of the function f . The
RHS of the equation is equal to
f˜(1) + f˜(q)−
∑
P (z)=0
f˜(z).
On the LHS, we get∑
n≥1
(
∑
x∈C(Fqn)
1)q−nf(n) + (2− 2g(C))f(0) +
∑
n≤−1
(
∑
x∈C(Fq−n )
1)f(n) =
(2− 2g(C))f(0) +
∑
n≥1
∑
x∈C,deg(x)|n
deg(x)q−nf(n) +
∑
n≥1
∑
x∈C,deg(x)|n
deg(x)f(−n) =
(2−2g(C))f(0)+
∑
n≥1,x∈C
deg(x)q−n deg(x)f(n deg(x))+
∑
n≥1,x∈C
deg(x)f−(n deg(x)).
Here, we used the fact that, according to (34) from section 4.1, there is an equality
#C¯Fr
n
= #C(F¯qn) =
∑
x∈C,deg(x)|n deg(x). We arrive once more at the same explicit
formula (26) that was explained above.
5 Number fields (from C∗ to C)
It is certainly interesting to understand what corresponds to the constructions developed
above in the case of number fields. According to fundamental analogy between number
fields (= finite extensions of Q) and fields of algebraic functions of one variable over a
finite field (= fields of functions on algebraic curves) (see, for example, [P2]) we expect
that there will be some analogous constructions. Actually, the adelic approach to the
zeta- and L-functions developed by Tate and Iwasawa has realized this idea with respect
to the analytic properties of these functions (see especially the unified exposition by Weil
[W1]20). Thus what was said in section 2 can be transfered to the number field situation
with appropriate modifications21. The main problem is to deal with the archimedean
valuations of the fields.
If we wish to reconsider our duality constructions for the number fields then we must
first note that there is no the substitution t = q−s for the zeta-function since we no
longer have any q. The L- functions are very simple analytic functions in the case of
curves, since they are superpositions of a rational function and the exponential function.
This is already no longer for the Riemann’s zeta function. This means that we have to
reformulate our results on the s-plane, forgetting the variables such as z.
The map s 7→ z = q−s is a universal covering of the torus C∗ under an action of the
discrete group Z and the s-plane can be considered as Hom(Z,C) if we start from the
group Z. The action is generated by the map s 7→ s + 2πi/ ln q. We will discuss this
20At the same time, I. R. Shafarevich gave a course of lectures at Moscow University where a unified
exposition was also presented [Sh]. An interesting historical coincidence!
21Historically, the path was in the opposite direction!
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issue in more detail later in the text and will now simply rewrite our residue sum on the
s-plane.
Let f = δ(≥0) ∈ D+(Γ) for the group ΓC associated to a curve C. Then f˜ = ZC(z). If
we rewrite the sum of residues for f˜ω0 on the s-plane we meet the problem that there are
infinitely many poles lying on arithmetical progressions. The easiest way to overcome
this difficulty is to consider a fundamental domain for the group Z. We may take a
horizontal strip π/ ln q ≥ t ≥ −π/ ln q. The image of this strip will be exactly the open
subset C∗ of P1. We need to add to the strip two infinite points ±∞ and then we must
have
res(+∞)ζC(s)ds+ res(0)ζC(s)ds+ res(1)ζC(s)ds+ res(−∞)ζC(s)ds = 0.
In the ”open” strip, there are only two poles and we can observe that the integral over
the rectangle γ with edges γ1, γ2, γ3, γ4
γ1 = {A+ it : −π/ ln q ≤ t ≤ π/ ln q},
γ2 = {σ + iT : −A ≤ σ ≤ A},
γ3 = {−A+ it : −π/ ln q ≤ t ≤ π/ ln q},
γ4 = {σ + iT : −A ≤ σ ≤ A},
where s = σ + it and A is sufficiently large, will be zero. Of course, the integrals
over vertical boundaries of the strip do not depend on the choice of A. Thus the sum
makes sense without any additional infinite points and, certainly, the sum defined as this
integral will be equal to our previous sum of residues on the z-torus. This suggests what
to do in the case of a number field K. Denote by ξK(s) the ’complete’ zeta-function of
the field K. This is the Dedekind’s zeta function completed by the gamma-multipliers
attached to the archimedian places of the field K (see introduction for the case K = Q,
the appendix for the general case, and [W2],[L1]).
We wish to examine the following sum
res(0)ξK(s)ds+ res(1)ξK(s)ds− lim
A→+∞
A+i∞∫
A−i∞
ξK(s)ds+ lim
A→−∞
A+i∞∫
A−i∞
ξK(s)ds
and to show that it is equal to zero22. This is actually the case (see appendix) and we
see that our observation also has some meaning for the number fields. We then have to
describe what stands for function spaces and maps from section 3 in the number field
case.
Let K/Q be a finite extension of Q and AK be the adelic group (= adelic product of
all local fields Kv for all places v). We set
K∗v ⊃ Oˆ∗v for finite (non-archimedean) places v,
K∗v ⊃ Oˆ∗v := {±1} if Kv = R,
22This question was discussed during my lectures in Moscow. The ideas on how to deal with this sum
belong to Volodja Zhgun and Irina Rezvjakova.
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K∗v ⊃ Oˆ∗v := {|z| = 1} if Kv = C,
and Oˆ∗ =∏v Oˆ∗v . This is the maximal compact subgroup in A∗K . We may take
ΓK = ⊕vK∗v/Oˆ∗v = ⊕finite vZ⊕infinite vR = (discrete group of ideals)⊕(vector space over R).
We now have to define a space S(ΓK) and a map
S(AK)Oˆ∗ ∼→ S(ΓK).
The space S(AK) of Bruhat-Schwartz functions is well defined in [Br] (see also [Sch,
OP2]). On the local archimedean components Kv of AK , these spaces are the Schwartz
spaces and on the local non-archimedean components Kv of AK , they are the Bruhat
spaces D(Kv) (see the beginning of the introduction). For the local spaces S(Γv) one
may choose the spaces S(Kv)Oˆ∗v themselves, considering them as functional spaces on Γv.
In the case of finite places, the groups Γv are equal to Z and we can develop the theory
exactly as for the case of algebraic curves. Namely, we can introduce a holomorphic torus
Tv and the same functional spaces D(Γv) ∼= C[Tv] and D+(Γv) ∼= C+[Tv] as above. The
Fourier transform will be well defined in the same way but the numbers qv(= qx) are not
the powers of a single q. For example, if K = Q then the v correspond to all primes
p and qv = p. For this reason and (more importantly) by the structure of archimedian
places we are forced to consider the function spaces on the groups T¯v, universal coverings
of the tori Tv. Certainly, Tv ∼= C. For simplicity, we now consider the case K = Q23.
Then for the space D(Qp)Z∗p, we have the following space on C:
Fp(C) := {P (p−s)|P ∈ the space of Laurent polynomials, s ∈ C}
and, for the space D+(Qp)O∗p , the space
Fp,+(C) := {(1− p−s)−1P (p−s)|P ∈ the space of Laurent polynomials, s ∈ C}.
A more complicated problem is what to choose for the infinite, archimedian places. In
our case, Kv = R. The largest possible choice is the space S(R). The traditional choice
will be the much smaller subspace
D+(R) = {linear span of xn exp(−ax2), x ∈ R, n ∈ Z≥0, a ∈ R+}
and for the space of invariants under Oˆ∗v = {±} we restrict ourselves to the even powers
of x’s24.
The Fourier transform on the group R (see the introduction) will preserve the space
D+(R). Indeed, the function exp(−πx2) is invariant under the Fourier transform, so that
we get
F(exp(−πax2)) = 1√
a
exp(−πa−1x2).
23The interested reader can easily extend this discussion to a general number field using, for example,
[W2][ch. VII, nn 2, 6], [L1][ch. VII, n 4].
24Sergey Gorchinskiy has asked what is an analogue of the space D(Qp)? A good question!
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From the point of view of the analogy between the fields like Qp, Fp((t)) and R, it is
worth to compare this formula with the action of the Fourier transform on the standard
functions from the section 3.1: F(δ≥m) = q
−1/2k−mδ≥−k−m with k = 0.
More generally, for a polynomial P (x) we have
F(P (x) exp(−πax2)) = Q(x) exp(−πa−1x2)
with a new polynomial Q(x). See the details in [W2][ch. VII, n 2, prop. 3].
Now, we have to use the classical Mellin transform M:
Mv(f) =
∫
R∗+
|x|sf(x)dx/|x|, x ∈ Kv, f ∈ D+(Kv).
Using the standard integral presentation for the Γ-function, one gets that, for the field
Kv = R, v =∞,
M∞(x
2n exp(−ax2)) = a−na−s/2Γ(s/2 + n).
This suggests the following definition
F∞,+(C) := {linear span of a−s/2Γ(s/2 + n), s ∈ C, n ∈ Z≥0, a ∈ R+}25.
We now proceed along the line developed for the case of algebraic curves. We intro-
duce the whole space ⊗vFv,+(C), then we map a single copy of C into the product of
the C’s over all places v and, by restriction, we get a space F+(C). Then, the functional
equation for the zeta-function of the field K [L1],[W2] should imply the commutativity
of the diagram
D+(AK)Oˆ∗ F−−−→ D+(AK)Oˆ∗
M
y My
F+(C) i
∗−−−→ F+(C)
(41)
where the global Mellin map M is a product of the local ones Mv over all v and i : C→ C
with i(s) = 1 − s. One can also show that the Poisson formula becomes the residue
relation on s-plane we have stated above. We want nevertheless to finish with the
following
Question. Does there exist an analogue of the group dual to the group ΓK for a
number field K and how can one realize the whole analysis working entirely on this group
?
6 Appendix (Irina Rezvjakova) Residues of the
Dedekind zeta functions of number fields
Let Q be the field of rational numbers, K ⊃ Q be its finite extension of degree d = r1+2r2
and D be its discriminant.
25In classical analysis, the choice of smaller subspaces in S(R), with stronger conditions for growth
at infinity, implies better analytical properties of the Mellin transform (the so called Paley-Wiener type
theorems, see a clear short survey in [S][ch. VII, n 3.4]).
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The Dedekind zeta-function of the field K can be defined by the following formula
for Re(s) > 1:
ζK(s) =
∑
a
Nm(a)−s =
+∞∑
n=1
a(n)
ns
,
where
a(n) =
∑
a:Nm(a)=n
1.
Here, the summation in the first equality is done over all nonzero integral ideals a from
the ring of integers of the field K and Nm(a) denotes norm of the ideal a.
Starting from ζK(s) one can define the ξ-function
ξK(s) = G1(s)
r1G2(s)
r2ζK(s),
where
G1(s) = π
−s/2Γ(s/2), G2(s) = (2π)
1−sΓ(s).
(compare with the corresponding extension of Riemann’s zeta-function in section 1). This
function is meromorphic on the whole complex plane with first order poles at points s = 0
and s = 1. It satisfies the following functional equation [L1, W2]:
ξK(s) = |D| 12−sξK(1− s).
Let A > 1 and T be sufficiently large real numbers. Consider the rectangle Γ =
γ1 ∪ γ2 ∪ γ3 ∪ γ4:
γ1 = {A+ it : −T ≤ t ≤ T},
γ2 = {σ + iT : 1−A ≤ σ ≤ A},
γ3 = {1− A+ it : −T ≤ t ≤ T},
γ4 = {σ + iT : 1−A ≤ σ ≤ A},
where s = σ + it. By Cauchy’s theorem we get
1
2πi
∫
Γ
ξK(s)ds = ress=0ξK(s) + ress=1ξK(s).
We want to show that for the fixed A and T → +∞ the integrals over the paths γ2, γ4
will tend to zero. This can be done in four steps.
1) The Stirling formula for the Gamma function implies that in the domain |Re(s)| ≤
a, |Im(s)| ≥ 1 (s = σ + it)
|Γ(s)| ≪ |t|σ− 12 e−pi2 t,
(see, for example, [VK][appendix, §3]).
2) In the right half-plane, under the condition Re(s) ≥ 1+ ε (where ε is an arbitrary
small positive number) there holds the estimate
|ζK(s)| ≤ c = c(ε).
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Proof. Looking at the Dirichlet series ζK(s) =
∑
a
Nm(a)−s we can rewrite it as∑
n≥1,n∈Z
∑
a∩Z=(n)
Nm(a)−s.
This immediately reduces the problem to the corresponding estimate for the Riemann’s
zeta function where it is obvious.
3) From 1), 2) and the functional equation we get that the inequality
|ζK(s)| ≤ c1(ε)|t|d(
1
2
−σ)
is valid for −a ≤ Re(s) ≤ −ε, |Im(s)| ≥ 1.
4)To get a bound in the critical strip one has to apply the Phragmen-Lindelo¨f prin-
ciple.
To find the order of growth of Dedekind’s zeta-function in the domain −ε ≤ Res ≤
1 + ε one can use the Phragmen-Lindelo¨f principle: Let the function f be holomorphic
in a neighborhood of the strip a ≤ Res ≤ b where the estimate |f(s)| ≪ e|s|A holds with
some A ≥ 0. If
|f(a+ it)| ≤ ca(1 + |t|)α,
|f(b+ it)| ≤ cb(1 + |t|)β,
then, for a ≤ σ ≤ b, we have
|f(σ + it)| ≤ cl(σ)a c1−l(σ)b (1 + |t|)αl(σ)+β(1−l(σ)),
where l(σ) is a linear function such that l(a) = 1, l(b) = 0.
We apply this statement to the holomorphic function f(s) = (s−1)ζK(s) in the strip
with ends a = −ε, b = 1 + ε, with parameters α = d(1/2 + ε) + 1, β = 1 and function
l(σ) = − 1
1+2ε
σ + 1+ε
1+2ε
. Using the principle, we get that in the given strip
|f(σ + it)| ≪ε (1 + |t|)1+d(1/2+ε)(−
1
1+2ε
σ+ 1+ε
1+2ε) ≪ε (1 + |t|)1+d(−
σ
2
+ 1+ε
2 ).
Therefore, under −ε ≤ σ ≤ 1 + ε, |t| ≥ 1 there is the estimate
|ζK(σ + it)| ≪ε |t|d(
1−σ
2
+ ε
2).
Thus, in the domain Re(s) ≥ −a, |t| ≥ 1
|ζK(σ + it)| ≪ |t|d(
1+a
2 ),
5) Thus, the integrals of the function ξK(s) over the paths γ2, γ4 can be bounded from
above up to a constant depending only on A:
TA−
1
2 e−
pi
2
TT d(
1
2
+A) ≪ e−pi2 TT (d+1)(A+ 12 ) → 0 when T → +∞.
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Consequently, going to the limit where T → +∞, we get the equality:
1
2πi
∫
(A)
ξK(s)ds− 1
2πi
∫
(1−A)
ξK(s)ds = ress=0ξK(s) + ress=1ξK(s), (42)
where (A) denotes the line Re(s) = A.
Example. Let K = Q(
√−D) be an imaginary quadratic field, where −D ≤ −3.
Denote by h = h(−D) the class number of the field K and by ω the number of units
(recall that ω = 2 when D > 4). In this case, the ξ-function is equal to
ξK(s) = (2π)
−sΓ(s)ζK(s)
and satisfies
ξK(s) = D
1
2
−sξK(1− s).
Let us find values of the residues:
ress=1ξK(s) =
1
2π
ress=1ζK(s) =
h
ω
√
D
.
From the functional equation one obtains
ress=0ξK(s) = ζK(0) =
(
2π√
D
)−1
(−ress=1ζK(s)) = −h
ω
.
Now, we compute the values of integrals. Applying the functional equation and then the
Mellin transform, we come to
1
2πi
∫
(1−A)
ξK(s)ds =
1
2πi
∫
(1−A)
D
1
2
−sξK(1− s)ds = 1
2πi
∫
(A)
Ds−
1
2 ξK(s)ds
= D−
1
2
+∞∑
n=1
a(n)
1
2πi
∫
(A)
Γ(s)
(
2πn
D
)−s
ds = D−
1
2
+∞∑
n=1
a(n)e−
2pin
D = D−
1
2
∑
a
e−
2piNm(a)
D .
Also,
1
2πi
∫
(A)
ξK(s)ds =
+∞∑
n=1
a(n)e−2pin =
∑
a
e−2piNm(a).
We get that
h
ω
+
∑
a
e−2piNm(a) =
h
ω
√
D
+D−
1
2
∑
a
e−
2piNm(a)
D .
This equality also follows from the functional equation for the corresponding theta-series.
Namely, if A is a class of ideals, then for the function
θA(z) =
1
ω
+
∑
a∈A
e2piizNm(a), Imz > 0,
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the functional equation:
θA(z) =
i
z
√
D
θA−1
(
− 1
Dz
)
holds (see, for example, [H2]). Thus, the function θK(z) =
∑
A
θA(z) =
h
ω
+
∑
a
e2piizNm(a)
satisfies the analogous functional equation
θK(z) =
i
z
√
D
θK
(
− 1
Dz
)
.
This equality taken at the point z = i will be exactly the equality which we got from the
Cauchy formula.
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