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We apply the density of states approach to the Z3 spin model with a chemical potential μ. For 
determining the density of states we use restricted Monte Carlo simulations on small intervals of the 
variable for the density. In each interval we probe the response of the system to the variation of a free 
parameter in the Boltzmann factor. This response is a known function which we ﬁt to the Monte Carlo 
data and the parameters of the density are obtained from that ﬁt (functional ﬁt approach; FFA). We 
evaluate observables related to the particle number and the particle number susceptibility, as well as the 
free energy. We ﬁnd that for a surprisingly large range of μ the results from the FFA agree very well 
with the results from a reference simulation in the dual formulation of the Z3 spin model which is free 
of the complex action problem.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.1. Introductory comments
It is well known that at ﬁnite density Monte Carlo simulations 
of many lattice ﬁeld theories are plagued by the complex action 
problem (or sign problem). At non-zero chemical potential μ the 
action S acquires an imaginary part and the Boltzmann factor e−S
cannot be used as a probability weight. Several different strategies 
to overcome the complex action problem have been proposed over 
the years, among them the density of states (DoS) method, which 
is the topic of this letter.
Originally the DoS method was introduced to lattice ﬁeld the-
ories in [1] and for some recent applications and a critical review 
see, e.g., [2,3]. The key problem of DoS techniques is that the 
density of states ρ varies over many orders of magnitude. When 
applying DoS to ﬁnite-μ problems the density ρ is integrated over 
with a highly oscillating factor and the frequency of the oscilla-
tion increases exponentially with μ. Thus the numerical challenge 
is twofold: The density ρ has to be determined over many orders 
of magnitude and this determination has to be very precise since 
ρ is probed with a highly oscillating factor.
An interesting new approach to the accuracy problem in the 
DoS for lattice ﬁeld theories was presented in [4]. The idea is 
related to a proposal by Wang and Landau [5] and divides the vari-
able of the density ρ into small intervals where restricted Monte 
Carlo simulations are performed to determine ρ in that interval. 
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SCOAP3.This leads to exponential error suppression [4] and was shown to 
allow for a precise evaluation of observables in pure gauge theory 
and in SU(2) gauge theory with a Polyakov loop source [4]. Fur-
thermore, in [6] the density and the complex phase were studied 
in the Z3 spin model with chemical potential, which is a sim-
ple effective theory for the center degrees of freedom of QCD [7]. 
This model is particularly interesting since it can be mapped to a 
dual representation without complex action problem where pre-
cise Monte Carlo simulations at ﬁnite μ are possible [8].
In this letter we develop the DoS for the Z3 spin model further 
(functional ﬁt approach; FFA), using again the dual simulation [8]
as our reference data. We evaluate observables related to the quark 
number density, the quark number susceptibility as well as the 
free energy and show that the corresponding dual results can be 
reproduced for a surprisingly large range of the chemical potential. 
First results with the FFA were presented in [9].
2. Deﬁnition of the model and the density of states
The Z3 spin model in an external ﬁeld with strength κ , 
a chemical potential μβ (in units of the underlying QCD inverse 
temperature β) and an effective temperature parameter τ is de-
scribed by the action
S[P ] =
∑
x
[
τ
3∑
ν=1
(
P x Px+νˆ + c.c. − 2
)
+ κeμβ(Px − 1) + κe−μβ(P x − 1)
]
, (1) under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
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{1, ei2π/3, e−i2π/3}, living on the sites x of a 3-dimensional lattice 
with periodic boundary conditions. The action is normalized such 
that S[P ] = 0 if Px = 1 ∀x. The partition function is obtained by 
summing the Boltzmann factor over all conﬁgurations P , i.e., Z =∑
{P } eS[P ] . The ﬁrst and second derivatives of ln Z with respect to 
μβ have the interpretation of the quark number density and the 
quark number susceptibility. It is obvious that for ﬁnite chemical 
potential, μβ = 0, the action (1) has a non-zero imaginary part 
and the model has a complex action problem.
We remark at this point that for the Z3 spin model μ does 
not play the role of a chemical potential in the strict sense, since 
there is no conserved charge it couples to. Still, we refer to μ as 
the “chemical potential” due to its origin from the proper chemical 
potential of QCD and due to the fact that it generates the complex 
action problem in exactly the same way as in QCD. The connec-
tion of the effective Z3 model to QCD is obtained from a strong 
coupling expansion (see, e.g., [10]) combined with a hopping ex-
pansion of the fermion determinant. This connection also provides 
the physical interpretation of the spins and of the parameters: The 
spins Px correspond to the Polyakov loops of the underlying lattice 
QCD formulation, restricted to the center values of SU(3), i.e., the 
group Z3. The strong coupling expansion identiﬁes τ as a param-
eter which is an increasing function of the temperature T of the 
underlying lattice QCD theory, while the hopping expansion shows 
that κ is proportional to the number of quark ﬂavors and a func-
tion of the QCD quark mass m which decreases with increasing m.
For a convenient notation we introduce abbreviations for the 
total numbers of spins pointing in each of the three possible di-
rections as N0[P ] = ∑x δ (Px,1) and N±[P ] = ∑x δ (Px, e±i2π/3). 
Obviously N0[P ] + N+[P ] + N−[P ] = V , where V denotes the 
lattice volume, i.e., the total number of sites of the lattice. Us-
ing these we split the action into real and imaginary parts, i.e., 
S[P ] = SR [P ] + i S I [P ], with
SR [P ] = τ
∑
x
3∑
ν=1
(
P x Px+νˆ + c.c. − 2
)
+ κ 3(N0[P ] − V ) cosh(μβ),
S I [P ] = κ
√
3 sinh(μβ)
N[P ], (2)
where we have deﬁned 
N[P ] = N+[P ] − N−[P ] ∈ {−V , −V +
1, . . . , V }. The variables N+[P ], N−[P ] and 
N[P ] behave under 
complex conjugation of all spin variables Px → P∗x as N+[P ] →
N−[P ], N−[P ] → N+[P ], 
N[P ] → −
N[P ], and consequently 
S[P ] = SR [P ] − i S I [P ] = S[P ] . Exploring this relation the parti-
tion sum can be written as
Z =
∑
{P }
eS[P ] =
∑
{P }
eSR [P ] eiS I [P ] =
∑
{P }
eSR [P ] cos (S I [P ])
=
∑
{P }
eSR [P ] cos
(
κ
√
3 sinh(μβ) 
N[P ]
)
. (3)
We now deﬁne a weighted density of states (δ here denotes a 
Kronecker-delta),
ρ(d) =
∑
{P }
eSR [P ] δ (d − 
N[P ]) ,
d = −V ,−V + 1, . . . . V − 1, V . (4)
Exploring again the symmetry properties of the action one trivially 
ﬁnds that ρ(d) is an even function of d, i.e., ρ(−d) = ρ(d). Using 
the density of states, the partition sum (3) can be written asZ =
V∑
d=−V
ρ(d) cos
(
κ
√
3 sinh(μβ) d
)
. (5)
Expectation values of observables O (
N) which are a function of 

N are given by
〈O 〉 = 1
Z
V∑
d=−V
ρ(d)
[
cos
(
κ
√
3 sinh(μβ)d
)
O E(d)
+ i sin
(
κ
√
3 sinh(μβ)d
)
O O (d)
]
, (6)
where O E and O O denote the even and odd parts of O (
N).
The partition sum (5) and the expectation values (6) are ob-
tained by summing the density ρ(d) with the factors
cos
(
κ
√
3sinh(μβ)d
)
and sin
(
κ
√
3sinh(μβ)d
)
. While the den-
sity ρ(d) is strictly positive, these factor are oscillating with d and 
the frequency of oscillation increases exponentially with the chem-
ical potential μβ and linearly with the strength parameter κ . Thus 
for larger values of μβ (or κ ) the density ρ(d) has to be computed 
very accurately. This is how the complex action problem manifests 
itself in the density of states approach.
3. Computing the density of states
For the numerical computation we parameterize the density of 
states ρ(d) as
ρ(d) =
|d|∏
j=0
e−a j = exp
(
−
|d|∑
j=0
a j
)
,
d = −V ,−V + 1, . . . . V − 1, V , (7)
with real parameters a j . Note that this parameterization is exact in 
the sense that it contains V + 1 parameters, precisely the number 
of independent degrees of freedom ρ(d) has (remember that ρ(d)
is an even function). We also remark, that an overall normalization 
of ρ(d) can be chosen freely, since it cancels in the expectation 
values (6). Here we choose the normalization ρ(0) = 1, which cor-
responds to setting a0 = 0.
For the calculation of the coeﬃcients a j we deﬁne restricted 
expectation values 〈〈O 〉〉n(λ), n = 0, 1, . . . V − 1, which depend on 
a free parameter λ,
〈〈O 〉〉n(λ) = 1
Zn(λ)
∑
{P }
θn
(

N[P ]) eSR [P ] e λ 
N[P ] O (
N[P ]),
Zn(λ) =
∑
{P }
θn
(

N[P ]) eSR [P ] e λ 
N[P ]. (8)
Here we have deﬁned
θ0(d) =
{
1 for d = 0,1
0 otherwise
for n = 0,
θn(d) =
{
1 for |d − n| ≤ 1
0 otherwise
for n = 1,2, . . . V − 1. (9)
Varying the parameter λ in (8) probes the density in the interval 
set by θn(d) and the response of the system to changing λ can 
be used to determine the parameters of ρ(d) in that interval. In 
the restricted expectation values (8) only real and positive weight 
factors appear, such that they can be evaluated with a restricted 
Monte Carlo strategy which we will discuss below.
In particular we are here interested in the observable O  = 
N , 
and now use the density of states ρ(d) in the form of (7) to evalu-
ate the restricted expectation values 〈〈
N〉〉n(λ). A straightforward 
calculation gives
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N〉〉n(λ) − n for n = 0, 2, 10, 50, 100, 300, 600, 900, 950, 990, 995 and 998 as a function of λ. The data are for a 103 lattice with 
parameters τ = 0.16, κ = 0.01 and μβ = 1.0. The full curves are the ﬁts with the functions on the rhs. of (10). The resulting values for the corresponding coeﬃcients a j are 
given in the legend.〈〈
N〉〉0(λ) = e
λ−a1
eλ−a1 + 1 ,
〈〈
N〉〉n(λ) − n = e
2λ−an−an+1 − 1
e2λ−an−an+1 + eλ−an + 1 , n = 1, . . . V − 1.
(10)
The right hand sides are simple functions of λ: They are monotoni-
cally increasing (the derivatives with respect to λ are easily shown 
to be positive) and for n ≥ 1 have a single zero (limλ→−∞ is neg-
ative, limλ→+∞ is positive). Examples for different n are shown in 
Fig. 1.
Using Monte Carlo simulations we can evaluate 〈〈
N〉〉n(λ) − n
for different values λi , i = 1, 2, . . . Nλ (typically Nλ =O(10)) and 
ﬁt the results according to the right hand sides of (10). The one-
parameter ﬁt for 〈〈
N〉〉0(λ) determines the ﬁrst non-trivial co-
eﬃcient a1 (remember that we chose the normalization a0 = 0). 
The ﬁt value for a1 can then be inserted in the right hand side 
of (10) for n = 1 such that with another one-parameter ﬁt of 
〈〈
N〉〉1(λ) − 1 we can determine a2, which in turn is then in-
serted in the ﬁt function for 〈〈
N〉〉2(λ) − 2, which gives a3 from 
a one-parameter ﬁt, et cetera. Using this sequence of ﬁts we can 
determine all coeﬃcients a j from ﬁts of the Monte Carlo data with 
simple functions that depend on only a single parameter (compare 
Fig. 1). Thus we refer to our approach sketched in this letter as 
“functional ﬁt approach” (FFA).
We expect that this method has smaller statistical errors for 
the same numerical effort than iteration methods such as the LLR 
[4,6] or some general root ﬁnding procedure for the 〈〈
N〉〉n(λ) −n
(which also provides iterative equations for the a j ). The advantage 
of the FFA comes from the fact that all Monte Carlo data, i.e., the 
results for 〈〈
N〉〉n(λi) − n at all values λi of the parameter λ, are 
used to determine the coeﬃcients a j . Furthermore, it can be seen 
that possible instabilities from the statistical errors of the Monte 
Carlo data are minimized here.
4. Restricted Monte Carlo
The FFA variant of the DoS method described here is based 
on ﬁtting the Monte Carlo data for the restricted expectation val-ues 〈〈
N〉〉n(λ) as deﬁned in (8). For this purpose we ﬁrst need 
to generate an initial conﬁguration P of the spin variables, such 
that the constraint 
N[P ] ∈ {n − 1, n, n + 1} is obeyed.1 Such a 
conﬁguration can easily be constructed by hand, but of course 
needs to be equilibrated before taking measurements. For this 
and the subsequent computation of observables a slightly modiﬁed 
Monte Carlo update can be used. It contains an additional restric-
tion which rejects trial conﬁgurations that violate the constraint 

N[P ] ∈ {n −1, n, n +1}. The acceptance rate is very good through-
out and only for n very close to the maximum value of n = V (i.e., 
the cases n = V −2, V −1, V ) we observe a drop in the acceptance 
rate. In principle it is easy to compute ρ(d) for these largest val-
ues of d exactly with a low temperature expansion. However, since 
for the values of d where the quality of the Monte Carlo data de-
creases ρ(d) is already very small, we simply use the data as we 
obtain them from the simulation. In this letter we show results for 
lattice volumes of 103 and 163 and in both cases used 106 equili-
bration sweeps and a statistics of 106 measurements separated by 
100 sweeps for decorrelation, and all errors we display are statis-
tical errors.
In Fig. 1 we show the Monte Carlo results (symbols) for 
〈〈
N〉〉n(λ) − n with n = 0, 2, 10, 50, 100, 300, 600, 900, 950, 
990, 995 and 998 for several values of λ in the interval [−7, 7]. 
The data were generated on 103 lattices for the parameter values 
τ = 0.16, κ = 0.01 and μβ = 1.0. The ﬁgure demonstrates that the 
Monte Carlo data show the expected simple behavior as a function 
of λ and can easily be ﬁt (we use a standard χ2 procedure) with 
the functions given in the right hand sides of (10). In Fig. 1 the 
results of the ﬁts are shown as full curves and obviously describe 
the numerical data very well.
Once the coeﬃcients a j are determined from the ﬁts, we can 
build up the density of states ρ(d) as given in (7). Results for the 
density ρ(d) at different values of μβ are presented in Fig. 2. The 
data we show in the lhs. plot are for 163 lattices with τ = 0.16, 
κ = 0.01, while in the rhs. plot τ = 0.178, κ = 0.001 were used. 
1 This is the constraint for n > 0. The modiﬁcation to the n = 0 case is trivial and 
we omit the discussion of this special case.
548 C. Gattringer, P. Törek / Physics Letters B 747 (2015) 545–550Fig. 2. Results for the logarithm of ρ(d) as a function of d from a 163 lattice for different values of μβ . The data we show in the lhs. plot are for τ = 0.16, κ = 0.01. On the 
rhs. we use τ = 0.178 and κ = 0.001. The error bars are smaller than the line-width. Note the different vertical scales for the two plots.
Fig. 3. Results for the physical observables 〈M − M∗〉 (top row of plots) and χM−M∗ (bottom) on 163 lattices as a function of μβ . We use two sets of parameters, τ = 0.16, 
κ = 0.01 on the lhs., and τ = 0.178 and κ = 0.001 on the rhs. We show results from the FFA algorithm, the FFA algorithm combined with a ﬁt of ρ(d) and for comparison 
also the results from a simulation in the dual representation. (For interpretation of the references to color in this ﬁgure, the reader is referred to the web version of this 
article.)It is remarkable that the range of the values for ρ(d) strongly de-
pends on the parameters, including also μβ . This is due to the fact 
that the weighted density we use here also includes the Boltzmann 
factor eSR .
5. Results for physical observables
Having determined the density ρ(d) we can ﬁnalize the calcula-
tion and evaluate the expectation values of observables using (6). 
We consider 〈M − M∗〉 and χM−M∗ = 〈(M − M∗)2〉 − 〈M − M∗〉2, 
where
M =
∑
Px = N0[P ] − 1
2
(
N+[P ] + N−[P ]
)
x+ i
√
3
2
(
N+[P ] − N−[P ]
)
, (11)
such that M − M∗ = i√3(N+[P ] − N−[P ]) = i
√
3d. Thus for the 
evaluation of 〈M − M∗〉 only an odd part appears in (6) and thus 
this expectation value is real.
In Fig. 3 we show the results from the FFA for 〈M − M∗〉 and 
χM−M∗ on a 163 lattice as a function of μβ (red circles). We dis-
play results for two sets of parameters, τ = 0.16, κ = 0.01 on the 
lhs., and τ = 0.178, κ = 0.001 (rhs.). The data are for 163 lattices 
and the statistics is the same as used for the density discussed 
above. As reference data in Fig. 3 we also show the results from a 
dual simulation. For the τ = 0.178, κ = 0.001 data (rhs.) the FFA 
C. Gattringer, P. Törek / Physics Letters B 747 (2015) 545–550 549Fig. 4. Buildup of the contributions to 〈M − M∗〉/V for V = 163, τ = 0.16 and κ = 0.01 at μβ = 1.0 (lhs.) and μβ = 3.0 (rhs.). See the text for a discussion of the plots.
Fig. 5. Results for the free energy F (μβ) from the FFA method (circles) and from the dual simulation (crosses). The data are for V = 103 with τ = 0.16, κ = 0.01 (lhs.), and 
τ = 0.178, κ = 0.001 (rhs.)results agree well with the dual results for all values of μβ we 
show. However, for τ = 0.16, κ = 0.01 (lhs.) the dual and the plain 
FFA data disagree for μβ larger than 2. This discrepancy can be at-
tributed to the fact, that for this parameter set the sign problem 
is much harder than for τ = 0.178, κ = 0.001, as can, e.g., be seen 
in plots for the expectation value of the phase of the action (Fig. 1 
of [11]).
The numerical problems can be related to small statistical ﬂuc-
tuations of ρ(d) around its exact values [6]. However, it is straight-
forward to smoothen these local ﬂuctuations by using a ﬁt of ρ(d)
and then computing the observables (6) with the ﬁtted ρ(d). For 
the ﬁt we use a polynomial in d2 (note that ρ(d) is an even 
function and lnρ(0) = 0) for the logarithm of ρ(d), i.e., lnρ(d) =∑N
n=1 cn d 2n . In Fig. 3 we also display the results obtained from 
the ﬁtted ρ(d) with N = 15 (blue triangles) and ﬁnd that we ob-
tain a much larger range in μβ where FFA and dual simulation 
agree also for the τ = 0.16, κ = 0.01 data.
We stress that using a ﬁt to smoothen ρ(d) is of course not 
a fundamental ingredient of the FFA, and increasing the statis-
tics when determining ρ(d) will also improve the results. How-
ever, the source of the error is very clear: For large μβ the den-
sity ρ(d) is probed by the rapidly oscillating factors in (5) and 
(6) and the small ﬂuctuations in ρ(d) become dominant. On the 
other hand ρ(d) is a smooth function, such that a ﬁt is a much 
more cost eﬃcient method than a drastic increase of the statis-
tics.The inﬂuence of small ﬂuctuations of the density ρ(d) is stud-
ied in Fig. 4. In this plot we zoom into the lower values of d (note 
that d runs from 0 to V = 163 = 4096), and show as a function of d
the density ρ(d), the oscillating factor sin(κ
√
3sinh(μβ)d) and the 
cumulative sum S(d) = −2√3/V Z∑dj=1 ρ( j) sin(κ√3sinh(μβ) j) j, 
which for d = V sums up to 〈M − M∗〉/V . Thus studying the cu-
mulative sum S(d) as a function of d shows how 〈M − M∗〉/V is 
built up.
For the smaller value μβ = 1.0 shown in the lhs. plot, we ﬁnd 
that S(d) shows no sizable ﬂuctuations and approaches its asymp-
totic value without major ﬂuctuations. For μβ = 3.0, however, we 
observe that S(d) strongly picks up the now faster oscillations 
from sin(κ
√
3sinh(μβ)d) and crosses the value S(d) = 0 several 
times. This implies that large cancellations are necessary to reach 
the asymptotic value and small ﬂuctuations of the density ρ(d)
have a large impact. These ﬂuctuations are suppressed when ﬁt-
ting the density as discussed above.
As our ﬁnal observable we consider the free energy F (μβ)
deﬁned as F (μβ) = ln(Z(μβ)/Z(0)). In Fig. 5 we show the re-
sults for the free energy at two values of the couplings and 
again compare the FFA method with data obtained from a dual 
simulation. As for the other observables we ﬁnd excellent agree-
ment of the FFA results with the data from the reference sim-
ulation in the dual approach. It is remarkable that for the free 
energy this excellent agreement is achieved already without
550 C. Gattringer, P. Törek / Physics Letters B 747 (2015) 545–550ﬁtting the density, which was necessary for the bulk observ-
ables.
6. Summary
The key issue in the application of the density of states method 
is to determine the density ρ(d) as precise as possible, since in the 
expectation values (6) ρ(d) is summed over with a highly oscillat-
ing function. Thus it is necessary to optimize the strategy for the 
computation of ρ(d) in every possible way. In these notes we test 
a strategy (the functional ﬁt approach (FFA)) where in restricted 
Monte Carlo simulations on small intervals on d the response of 
the system to a free parameter in the Boltzmann factor is eval-
uated. The response is given by a known function which we ﬁt 
to the Monte Carlo data to determine the parameters of the den-
sity ρ(d).
The results from the DoS calculation for 〈M − M∗〉, χM−M∗
and the free energy F (μβ) are compared to reference data ob-
tained in a dual simulation. We show that when using a ﬁt for 
the density of states ρ(d) the observables agree very well with 
the dual results on a surprisingly large range of μβ values up to 
μβ ≈ 4.
Acknowledgements
We thank Biagio Lucini and Kurt Langfeld for interesting dis-
cussions. Pascal Törek is supported by the FWF Doktoratskolleg 
DK W 1203 “Hadrons in Vacuum, Nuclei and Stars”. Furthermore 
this work is partly supported by the Austrian Science Fund FWF 
Grant. Nr. I 1452-N27 and by DFG TR55, “Hadron Properties from 
Lattice QCD”.
Appendix A. Supplementary material
Supplementary material related to this article can be found on-
line at http://dx.doi.org/10.1016/j.physletb.2015.06.017.References
[1] A. Gocksch, Phys. Rev. Lett. 61 (1988) 2054.
[2] Z. Fodor, S.D. Katz, C. Schmidt, J. High Energy Phys. 0703 (2007) 121, arXiv:hep-
lat/0701022;
C. Schmidt, Z. Fodor, S.D. Katz, PoS LAT 2005 (2006) 163, arXiv:hep-lat/
0510087.
[3] S. Ejiri, Phys. Rev. D 77 (2008) 014508, arXiv:0706.3549;
Y. Nakagawa, et al., WHOT-QCD Collaboration, PoS LATTICE 2011 (2011) 208, 
arXiv:1111.2116;
S. Ejiri, et al., WHOT-QCD Collaboration, Cent. Eur. J. Phys. 10 (2012) 1322, 
arXiv:1203.3793;
S. Ejiri, et al., WHOT-QCD Collaboration, PoS LATTICE 2012 (2012) 089, 
arXiv:1212.0762, 2012;
S. Ejiri, Eur. Phys. J. A 49 (2013) 86, arXiv:1306.0295;
J. Greensite, J.C. Myers, K. Splittorff, J. High Energy Phys. 1310 (2013) 192, 
arXiv:1308.6712.
[4] K. Langfeld, B. Lucini, A. Rago, Phys. Rev. Lett. 109 (2012) 111601, arXiv:1204.
3243;
K. Langfeld, J. Pawlowski, B. Lucini, A. Rago, R. Pellegrini, PoS LATTICE 2013 
(2014) 198, arXiv:1310.8231;
R. Pellegrini, K. Langfeld, B. Lucini, A. Rago, PoS LATTICE 2014 (2014), arXiv:
1411.0655.
[5] F. Wang, D.P. Landau, Phys. Rev. Lett. 86 (2001) 2050.
[6] K. Langfeld, B. Lucini, Phys. Rev. D 90 (9) (2014) 094502, arXiv:1404.7187;
B. Lucini, K. Langfeld, PoS LATTICE 2014 (2014), arXiv:1411.0174;
K. Langfeld, B. Lucini, A. Rago, R. Pellegrini, L. Bongiovanni, arXiv:1503.00450.
[7] A. Patel, Nucl. Phys. B 243 (1984) 411;
A. Patel, Phys. Lett. B 139 (1984) 394;
T. DeGrand, C. DeTar, Nucl. Phys. B 225 (1983) 590;
J. Condella, C.E. DeTar, Phys. Rev. D 61 (2000) 074023;
M.G. Alford, S. Chandrasekharan, J. Cox, U.-J. Wiese, Nucl. Phys. B 602 (2001) 
61;
S. Kim, P. de Forcrand, S. Kratochvila, T. Takaishi, PoS LAT 2005 (2006) 166.
[8] Y.D. Mercado, H.G. Evertz, C. Gattringer, Phys. Rev. Lett. 106 (2011) 222001, 
arXiv:1102.3096;
Y.D. Mercado, H.G. Evertz, C. Gattringer, Comput. Phys. Commun. 183 (2012) 
1920, arXiv:1202.4293.
[9] Y.D. Mercado, P. Törek, C. Gattringer, PoS LATTICE 2014 (2014) 203, arXiv:
1410.1645.
[10] L.G. Yaffe, B. Svetitsky, Nucl. Phys. B 210 (1982) 423.
[11] E. Grünwald, Y.D. Mercado, C. Gattringer, Int. J. Mod. Phys. A 29 (2014) 32, 
1450198, arXiv:1403.2086;
E. Grünwald, Y.D. Mercado, C. Gattringer, PoS LATTICE 2013 (2014) 448, arXiv:
1310.6520, 2014.
