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14 EXISTENCE RESULTS FOR COMPRESSIBLE RADIATIONHYDRODYNAMIC EQUATIONS WITH VACUUM
YACHUN LI AND SHENGGUO ZHU
Abstract. In this paper, we consider the three-dimensional compressible isentropic
radiation hydrodynamic (RHD) equations. The existence of unique local strong solutions
is firstly proved when the initial data are arbitrarily large, contain vacuum and satisfy
some initial layer compatibility condition. The initial mass density does not need to
be bounded away from zero and may vanish in some open set. We also prove that if
the initial vacuum is not so irregular, then the initial layer compatibility condition is
necessary and sufficient to guarantee the existence of a unique strong solution. Finally,
we establish a blow-up criterion for the strong solution that we obtained. The similar
results also hold for the barotropic flow with general pressure law pm = pm(ρ) ∈ C
1(R
+
).
1. Introduction
The system of radiation hydrodynamic equations appears in high-temperature plasma
physics [14] and in various astrophysical contexts [15]. The couplings between fluid field
and radiation field involve momentum source and energy source depending on the spe-
cific radiation intensity driven by the so-called radiation transfer equation [19]. Sup-
pose that the matter is in local thermodynamical equilibrium (LTE), the coupled system
of Navier-Stokes-Boltzmann (RHD) equations for the mass density ρ(t, x), the velocity
u(t, x) = (u(1), u(2), u(3)) of the fluid and the specific radiation intensity I(v,Ω, t, x) in
three-dimensional space reads as [19]

1
c
It +Ω · ∇I = Ar,
ρt + div(ρu) = 0,(
ρu+
1
c2
Fr
)
t
+ div(ρu⊗ u+ Pr) +∇pm = divT,
(1.1)
where t ≥ 0 and x ∈ R3 are the time and space variables, respectively. pm is the material
pressure satisfying the equation of state:
pm = Aρ
γ , (1.2)
where A > 0 and γ > 1 are both constants, γ is the adiabatic exponent. T is the viscosity
stress tensor given by
T = µ(∇u+ (∇u)⊤) + λdivu I3, (1.3)
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where I3 is the 3 × 3 unit matrix, µ is the shear viscosity coefficient, λ + 23µ is the bulk
viscosity coefficient, µ and λ are both real constants satisfying
µ > 0, λ+
2
3
µ ≥ 0 (1.4)
which ensure the ellipticity of the Lame´ operator defined by
Lu = −divT = −µ△u− (λ+ µ)∇divu. (1.5)
v and Ω are radiation variables. v ∈ R+ is the frequency of photon, and Ω ∈ S2 is the
travel direction of photon. The radiation flux Fr and the radiation pressure tensor Pr are
defined by
Fr =
∫ ∞
0
∫
S2
I(v,Ω, t, x)ΩdΩdv, Pr =
1
c
∫ ∞
0
∫
S2
I(v,Ω, t, x)Ω ⊗ ΩdΩdv,
where S2 is the unit sphere in R3. The collision term on the right-hand side of the radiation
transfer equation is
Ar = S − σaI +
∫ ∞
0
∫
S2
( v
v′
σsI
′ − σ′sI
)
dΩ′dv′,
where I = I(v,Ω, t, x), I ′ = I(v′,Ω′, t, x); S = S(v,Ω, t, x) ≥ 0 is the rate of energy
emission due to spontaneous process; σa = σa(v,Ω, t, x, ρ) ≥ 0 denotes the absorption
coefficient that may also depend on the mass density ρ; σs is the “differential scattering
coefficient” such that the probability of a photon being scattered from v′ to v contained
in dv, from Ω′ to Ω contained in dΩ, and travelling a distance ds is given by σs(v
′ →
v,Ω′ · Ω)dvdΩds, and
σs ≡ σs(v′ → v,Ω′ · Ω, ρ) = O(ρ), σ′s ≡ σs(v → v′,Ω · Ω′, ρ) = O(ρ).
When there is no radiation effect, the local existence of strong solutions with vacuum
has been solved by many authors, we refer the reader to [3][5][6]. Huang-Li-Xin [12]
obtained the well-posedness of classical solutions with large oscillations and vacuum for
Cauchy problem [12] to the isentropic flow.
In general, the study of radiation hydrodynamics equations is challenging due to the
high complexity and mathematical difficulty of the equations themselves. For the Euler-
Boltzmann equations of the inviscid compressible radiation fluid, Jiang-Zhong [14] ob-
tained the local existence of C1 solutions for the Cauchy problem away from vacuum.
Jiang-Wang [13] showed that some C1 solutions will blow up in finite time, regardless of
the size of the initial disturbance. Li-Zhu [16] established the local existence of Makino-
Ukai-Kawashima type (see [18]) regular solutions with vacuum, and also proved that the
regular solutions will blow up if the initial mass density vanishes in some local domain.
For the Navier-Stokes-Boltzmann equations of the viscous compressible radiation fluid,
under some physical assumptions, Chen-Wang [2] studied the classical solutions of the
Cauchy problem with the mass density away from vacuum. Ducomet and Necˇasova´ [9][10]
obtained the global weak solutions and their large time behavior for the one-dimensional
case. Li-Zhu [17] considered the formation of singularities on classical solutions in multi-
dimensional space (d ≥ 2), when the initial mass density is compactly supported and
the initial specific radiation intensity satisfies some directional condtions. Some special
phenomenon has been observed, for example, it is known in contrast with the second law of
thermodynamics, the associated entropy equation may contain a negative production term
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for RHD system, which has already been observed in Buet and Despre´s [1]. Moreover, from
Ducomet, Feireisl and Necˇasova´ [8], in which they obtained the existence of global weak
solution for some RHD model, we know that the velocity field u may develop uncontrolled
time oscillations on the hypothetical vacuum zones.
The purpose of this paper is to provide a local theory of strong solutions (see Definition
2.1) to the RHD equations in the framework of Sobolev spaces. Via the radiation transfer
equation (1.1)1 and the definitions of Fr and Pr, system (1.1) can be rewritten as

1
c
It +Ω · ∇I = Ar,
ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇pm + Lu = −1
c
∫ ∞
0
∫
S2
ArΩdΩdv,
(1.6)
where L is the Lame´ operator defined by (1.5). We consider the Cauchy problem of (1.6)
with the following initial data
I|t=0 = I0(v,Ω, x), (ρ, u)|t=0 = (ρ0(x), u0(x)), (v,Ω, x) ∈ R+ × S2 × R3. (1.7)
For (1.6)-(1.7), inspired by the argument used in [3][6], we introduce a similar initial
layer compatibility condition (2.3), which will be used to compensate the loss of positive
lower bound of the initial mass density when vacuum appears. The key point is to get
a priori estimates independent of the lower bound of the initial mass density by this
compatibility condition. Then the existence of the local strong solutions can be obtained
by the approximation process from non-vacuum to vacuum. We also prove that if the
initial vacuum is not so irregular, then the compatibility condition of the initial data is
necessary and sufficient for the existence of a unique strong solution. Finally, we give a
blow-up criterion for the local strong solution: if T < +∞ is the maximal existence time
of the local strong solution (I, ρ, u), then
lim sup
t7→T
(‖I(t)‖L2(R+×S2;H1∩W 1,q(R3)) + ‖ρ(t) − ρ‖H1∩W 1,q + |u(t)|D1) = +∞,
where 3 < q ≤ 6 and ρ ≥ 0 are both constants. The similar results also hold for the
barotropic flow with general pressure law pm = pm(ρ) ∈ C1(R+).
Throughout this paper, we use the following simplified notations for standard homoge-
nous and inhomogeneous Sobolev spaces:
‖f(v,Ω, t, x, ρ(t, x))‖X1(R+×S2;X2(R3)) =
∥∥‖f(v,Ω, t, ·, ρ(t, ·))‖X2(R3)∥∥X1(R+×S2),
‖f(v,Ω, t, x, ρ(t, x))‖X1(R+×S2;X2([0,T ]×R3)) =
∥∥‖f(v,Ω, ·, ·, ρ(·, ·))‖X2 ([0,T ]×R3)∥∥X1(R+×S2),
‖(f, g)‖X = ‖f‖X + ‖g‖X , |‖g‖|X,T = |‖g(t, x)‖|X,T = sup
t∈[0,T ]
‖g(t, ·)‖X ,
‖f‖Wm,p = ‖f‖Wm,p(R3), ‖f‖s = ‖f‖Hs(R3), |f |p = ‖f‖Lp(R3),
Dk,r = {f ∈ L1loc(R3) : |∇kf |r < +∞}, Dk = Dk,2, D1 = {f ∈ L6(R3) : |∇f |2 <∞},
|f |Dk,r := ‖f‖Dk,r(R3) = |∇kf |r, |f |Dk := ‖f‖Dk(R3) = |∇kf |2, |f |D1 := ‖f‖D1(R3) = |∇f |2,
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where 0 < T < ∞ and 1 ≤ p ≤ ∞ are both constants, X, X1, and X2 are some Sobolev
spaces. The following inequalities will be used in our paper:
|u|6 ≤ C|u|D1 , |u|∞ ≤ C‖u‖D1∩D2 , |u|∞ ≤ C‖u‖W 1,q ,
where 3 < q ≤ 6 and ‖u‖X1∩X2 = ‖u‖X1 + ‖u‖X2 . A detailed study on homogeneous
Sobolev spaces may be found in [11].
Now we make some assumptions on the physical coefficients σa and σs. First, let
σs = σs(v
′ → v,Ω′ · Ω)ρ, σ′s = σ′s(v → v′,Ω · Ω′)ρ,
where the functions σs ≥ 0 and σ′s ≥ 0 satisfy

∫ ∞
0
∫
S2
(∫ ∞
0
∫
S2
∣∣∣ v
v′
∣∣∣2σ2sdΩ′dv′)λ1dΩdv ≤ C,∫ ∞
0
∫
S2
(∫ ∞
0
∫
S2
σ′sdΩ
′dv′
)λ2
dΩdv +
∫ ∞
0
∫
S2
σ′sdΩ
′dv′ ≤ C,
(1.8)
where λ1 = 1 or
1
2 , and λ2 = 1 or 2. Hereinafter we denote by C a generic positive constant
depending only on the fixed constants µ, λ, γ, q, T and the norms of S. Second, let
σa = σ(v,Ω, t, x, ρ)ρ,
then for ρi(t) (i = 1, 2) satisfying
‖ρi(t)− ρ‖H1∩W 1,q(R3) + ‖ρit(t)‖L2∩Lq(R3) <+∞, (1.9)
we assume that

‖σ(v,Ω, t, x, ρi)‖L2∩L∞(R+×S2;L∞(R3)) ≤M(|ρi(t)|∞),
‖∇σ(v,Ω, t, x, ρi)‖L2∩L∞(R+×S2;Lr(R3)) ≤M(|ρi(t)|∞)(|∇ρi(t)|r + 1),
‖σt(v,Ω, t, x, ρi)‖L2(R+×S2;L2(R3)) ≤M(|ρi(t)|∞)(|ρit(t)|2 + 1),
|σ(v,Ω, t, x, ρ1)− σ(v,Ω, t, x, ρ2)| ≤ σ(v,Ω, t, x, ρ1, ρ2)|ρ1(t)− ρ2(t)|,
‖σ(v,Ω, t, x, ρ1, ρ2)‖L∞∩L2(R+×S2;L∞(R3)) ≤M(|(ρ1, ρ2)(t)|∞),
(1.10)
for t ∈ [0, T ] and r ∈ [2, q], where M = M(·) : [0,+∞) → [1,+∞) denotes a strictly
increasing continuous function, and σ(v,Ω, t, x, ρi) ∈ C([0, T ];L2(R+ × S2;L∞(R3))).
Remark 1.1. These assumptions are similar to those in [14] for the local existence of
classical solutions to the Euler-Boltzmann equations with initial mass density away form
vacuum and the assumptions in [16] for the local existence of regular solutions with vacuum.
The evaluation of these radiation quantities is a difficult problem of quantum mechanics,
and their general forms are usually not known. The expressions of σa and σs used for
describing Compton Scattering process in [19] are given by
σa(v, t, x, ρ, θ) = D1ρθ
− 1
2 exp
(
− D2
θ
1
2
(v − v0
v0
)2)
, σs = σs(v → v′,Ω · Ω′)ρ, (1.11)
where v0 is the fixed frequency, Di(i = 1, 2) are positive constants and θ is the temperature.
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The rest of this paper is organized as follows. In Section 2, we give our main results
including the local existence of strong solutions with vacuum, the necessity and sufficiency
of the initial layer compatibility condition and the corresponding blow-up criterion for the
local strong solution that we obtained. In Section 3, we prove the existence and uniqueness
of local strong solutions via establishing a priori estimates independent of the lower bound
of ρ0. In Section 4, we show that the initial layer compatibility condition is necessary and
sufficient for the existence of a unique local strong solution. Finally in Section 5, we prove
the blow-up criterion that we claimed in Section 2.
2. Main results
We state our main results in this section. First, we give the definition of strong solutions
to Cauchy problem (1.6)-(1.7).
Definition 2.1 (Strong solutions). (I, ρ, u) is a strong solution on R+ × S2 × [0, T ]×R3
to Cauchy problem (1.6)-(1.7) if the following holds:
(1) (I, ρ, u) solves (1.6)-(1.7) in the following sense of distribution:
∫ ∞
0
∫
S2
∫ T
0
∫
R3
(1
c
Iξt + IΩ · ∇ξ
)
dxdtdΩdv +
∫ ∞
0
∫
S2
∫
R3
1
c
I0ξ(0)dxdΩdv
=−
∫ ∞
0
∫
S2
∫ T
0
∫
R3
ArξdxdtdΩdv;
∫ T
0
∫
R3
(
ρζt + ρu · ∇ζ
)
dxdt+
∫
R3
ρ0ζ(0)dx = 0;
∫ T
0
∫
R3
(
ρuϕt + ρu⊗ u : ∇ϕ+ pmdivϕ− µ∇u : ∇ϕ− (λ+ µ)divudivϕ
)
dxdt
=−
∫
R3
ρ0u0ϕ(0)dx+
1
c
∫ T
0
∫
R3
ArΩ · ϕdxdt;
(2.1)
for any test functions ξ = ξ(v,Ω, t, x) ∈ C∞c (R+ × S2 × [0, T )×R3), ζ = ζ(t, x) ∈
C∞c ([0, T )× R3) and ϕ ∈ R3 with ϕ ∈ C∞c ([0, T ) × R3).
(2) (I, ρ, u) satisfies the following regularities:
I ∈ L2(R+ × S2;C([0, T ];H1 ∩W 1,q(R3))), It ∈ L2(R+ × S2;C([0, T ];L2 ∩ Lq(R3))),
ρ ≥ 0, ρ− ρ ∈ C([0, T ];H1 ∩W 1,q), ρt ∈ C([0, T ];L2 ∩ Lq),
u ∈ C([0, T ];D1 ∩D2) ∩ L2([0, T ];D2,q), ut ∈ L2([0, T ];D1), √ρut ∈ L∞([0, T ];L2).
As has been observed in 3-D compressible isentropic Navier-Stokes equations [6], in
order to make sure that the Cauchy problem with initial mass density containing vacuum
is well-posed, the lack of a positive lower bound of the initial mass density ρ0 should be
compensated by some initial layer compatibility condition on the initial data (ρ0, u0). Now
considering the 3-D compressible isentropic radiation hydrodynamic equations (1.6), if we
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denote p0m = Aρ
γ
0 , S0 = S(v,Ω, t = 0, x), and
A0r =S0 − σa(v,Ω, t = 0, x, ρ0)I0 +
∫ ∞
0
∫
S2
( v
v′
σs(ρ0)I
′
0 − σ′s(ρ0)I0
)
dΩ′dv′,
σs(ρ0) =σs(v
′ → v,Ω′ · Ω, ρ0), σ′s(ρ0) = σs(v → v′,Ω · Ω′, ρ0),
then the main result of this paper on the existence of the unique local strong solutions
can be shown as
Theorem 2.1 (Local existence of strong solutions).
Let the assumptions (1.8)-(1.10) hold, and assume that
‖S(v,Ω, t, x)‖L2(R+×S2;C1([0,∞);H1∩W 1,q(R3)))∩C1([0,∞);L1(R+×S2;L1∩L2(R3))) < +∞.
If the initial data (I0, ρ0, u0) satisfy the regularities
I0(v,Ω, x) ∈ L2(R+ × S2;H1 ∩W 1,q(R3)),
ρ0 ≥ 0, ρ0 − ρ ∈ H1 ∩W 1,q, u0 ∈ D1 ∩D2,
(I0, ρ0, u0)→ (0, ρ, 0), as |x| 7→ ∞, ∀ (v,Ω) ∈ R+ × S2,
(2.2)
and the initial layer compatibility condition
Lu0 +∇p0m +
1
c
∫ ∞
0
∫
S2
A0rΩdΩdv =ρ
1
2
0 g1 (2.3)
for some g1 ∈ L2, then there exists a time T∗ > 0 and a unique strong solution (I, ρ, u) on
R
+ × S2 × [0, T∗]× R3 to Cauchy problem (1.6)-(1.7).
Remark 2.1. For the case that the rate of energy emission S depends on the mass density
ρ, that is, S = S(v,Ω, t, x, ρ), similar results can be obtained via the same argument as
the case S = S(v,Ω, t, x), if we assume, for ρi(t) (i = 1, 2) satisfying (1.9), that,

‖S(v,Ω, t, x, ρi)‖L2(R+×S2;L∞(R3))∩L1(R+×S2;Lr(R3)) ≤M(|ρi(t)|∞),
‖∇S(v,Ω, t, x, ρi)‖L2(R+×S2;Lr(R3)) ≤M(|ρi(t)|∞)(|∇ρ(t)|r + 1),
‖St(v,Ω, t, x, ρi)‖L1(R+×S2;L1∩L2(R3)) ≤M(|ρi(t)|∞)(|ρt(t)|2 + 1),
|S(v,Ω, t, x, ρ1)− S(v,Ω, t, x, ρ2)| ≤ S(v,Ω, t, x, ρ1, ρ2)|ρ1(t)− ρ2(t)|,
‖S(v, t, x, ρ1, ρ2)‖L1(R+×S2;L3(R3))∩L2(R+×S2;L2(R3)) ≤M(|(ρ1, ρ2)(t)|∞)
(2.4)
for t ∈ [0, T ] and r ∈ [2, q].
Our second result can be regarded as an explanation for the compatibility between (2.2)
and (2.3) when the initial vacuum is not so irregular. To be more precise, we denote by
V the initial vacuum set, i.e, the interior of the zero-set of the initial density in R3, and
define the Sobolev space D10(V ) as
D10(V ) = {f ∈ L6(V ) : |f |D1
0
= |∇f |L2 <∞, f |∂V = 0}.
Then we have
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Theorem 2.2 (Necessity and sufficiency of the compatibility condition).
Let conditions in Theorem 2.1 hold. We assume that either the initial vacuum set V is
empty or the elliptic system
Lφ = −µ△φ− (λ+ µ)∇divφ = 0 (2.5)
has only zero solution in D10(V ) ∩D2(V ). Then there exists a unique local strong solution
(I, ρ, u) satisfying
‖I(t) − I0‖H1∩W 1,q(R3) → 0, as t→ 0, ∀ (v,Ω) ∈ R+ × S2,
‖ρ(t) − ρ0‖H1∩W 1,q(R3) + |u(t)− u0|D1∩D2(R3) → 0, as t→ 0,
(2.6)
if and only if the initial data satisfy the initial layer compatibility condition (2.3).
Remark 2.2. From the regularities of the strong solution (I, ρ, u) in the Definition 2.1,
we know that
I(v,Ω, t, x) ∈ L2(R+ × S2;C([0, T ];H1 ∩W 1,q(R3))),
ρ(t, x)− ρ ∈ C([0, T ];H1 ∩W 1,q(R3)),
u(t, x) ∈ C([0, T ];D1 ∩D2(R3)).
But since the strong solution (I, ρ, u) satisfies the Cauchy problem only in the sense of
distribution, we only have I(v,Ω, t = 0, x) = I0, ρ(t = 0, x) = ρ0 and ρu(t = 0, x) = ρ0u0.
In the vacuum domain, the relation u(t = 0, x) = u0 maybe not hold. Theorem 2.2 tells
us that if the initial vacuum set V has a sufficiently simple geometry, for instance, it is a
domain with Lipschitz boundary, we then have u(t = 0, x) = u0.
Finally, we give a blow-up criterion for strong solutions obtained in Theorem 2.1.
Theorem 2.3 (Blow-up criterion for the local strong solution).
Let conditions in Theorem 2.1 hold. If T < +∞ is the maximal existence time of the local
strong solution (I, ρ, u) obtained in Theorem 2.1, then we have
lim sup
t7→T
(‖I(t)‖L2(R+×S2;H1∩W 1,q(R3)) + ‖ρ(t)− ρ‖H1∩W 1,q + |u(t)|D1) = +∞. (2.7)
Remark 2.3 (General barotropic flow). Similar results also hold for general barotropic
flow. Let (1.8) and (1.10) hold, pm = pm(ρ) ∈ C1(R+) and
‖S(v,Ω, t, x)‖L2(R+×S2;C1([0,∞);H1∩W 1,q(R3)))∩C1([0,∞);L1(R+×S2;L1∩L2(R3))) < +∞.
Assume that the initial data (I0, ρ0, u0) satisfy the regularity conditions
I0(v,Ω, x) ∈ L2(R+ × S2;H1 ∩W 1,q(R3)),
ρ0 ≥ 0, ρ0 − ρ ∈ H1 ∩W 1,q, u0 ∈ D1 ∩D2,
(I0, ρ0, u0)→ (0, ρ, 0), as |x| 7→ ∞, ∀(v,Ω) ∈ R+ × S2,
(2.8)
and the compatibility condition
Lu0 +∇p0m +
1
c
∫ ∞
0
∫
S2
A0rΩdΩdv =ρ
1
2
0 g2 (2.9)
for some g2 ∈ L2, where p0m = pm(ρ0), A0r is defined as before. Then the conclusions
obtained in Theorems 2.1-2.3 also hold for (1.6)-(1.7).
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3. The existence and uniqueness of local strong solutions
We prove Theorem 2.1 in this section, i.e., the existence and uniqueness of local strong
solutions. For the rate of energy emission S, we always assume that
‖S(v,Ω, t, x)‖L2(R+×S2;C1([0,∞);H1∩W 1,q(R3)))∩C1([0,∞);L1(R+×S2;L1∩L2(R3))) < +∞.
In order to prove the local existence of strong solutions to the nonlinear problem, we need
to consider the linearized system

ρt + div(ρw) = 0,
1
c
It +Ω · ∇I = Ar,
(ρu)t + div(ρw ⊗ u) +∇pm + Lu = −1
c
∫ ∞
0
∫
S2
ArΩdΩdv,
(3.1)
with the initial data (1.7), where w = w(t, x) ∈ R3 is a known vector, the terms Ar and
Ar are defined by
Ar =S − σa(ρ)I +
∫ ∞
0
∫
S2
( v
v′
σs(ρ)ψ − σ′s(ρ)I
)
dΩ′dv′,
Ar =S − σa(ρ)I +
∫ ∞
0
∫
S2
( v
v′
σs(ρ)I
′ − σ′s(ρ)I
)
dΩ′dv′,
where ψ = ψ(v′,Ω′, t, x) is a known function. We assume that
I0(v,Ω, x) ∈ L2(R+ × S2;H1 ∩W 1,q), ρ0 ≥ 0, ρ0 − ρ ∈ H1 ∩W 1,q, u0 ∈ D1 ∩D2,
w ∈ C([0, T ];D1 ∩D2) ∩ L2([0, T ];D2,q), wt ∈ L2([0, T ];D1),
ψ ∈ L2(R+ × S2;C([0, T ];H1 ∩W 1,q)), ψt ∈ L2(R+ × S2;C([0, T ];L2 ∩ Lq)),
(w,ψ)|t=0 = (u0, I0).
(3.2)
3.1. A priori estimates to the linearized problem away from vacuum.
We immediately have the global existence of a unique strong solution (I, ρ, u) to (3.1)
with (1.7) by the standard methods at least for the case that the initial mass density is
away from vacuum.
Lemma 3.1. Assume in addition to (3.2) that ρ0 ≥ δ for some constant δ > 0 and the
compatibility condition (2.3) holds. Then there exists a unique strong solution (I, ρ, u) to
Cauchy problem (3.1) with (1.7) such that
I ∈ L2(R+ × S2;C([0, T ];H1 ∩W 1,q(R3))) ∩ C([0, T ];L2(R+ × S2;L2 ∩ Lq(R3))),
It ∈ L2(R+ × S2;C([0, T ];L2 ∩ Lq(R3))),
ρ− ρ ∈ C([0, T ];H1 ∩W 1,q), ρt ∈ C([0, T ];L2 ∩ Lq), ρ ≥ δ,
u ∈ C([0, T ];H2) ∩ L2([0, T ];D2,q), ut ∈ C([0, T ];L2) ∩ L2([0, T ];H1), utt ∈ L2([0, T ];H−1),
for some constants 3 < q ≤ 6 and δ > 0.
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Proof. First, the existence and regularity of the unique solution ρ to (3.1)1 can be obtained
essentially according to the same argument in [6] for Navier-Stokes equations, and ρ can
be expressed by
ρ(t, x) = ρ0(U(0; t, x)) exp
(
−
∫ t
0
divw(s, U(s, t, x))ds
)
, (3.3)
where U ∈ C([0, T ]× [0, T ]× R3) is the solution to the initial value problem

d
ds
U(s; t, x) = w(s, U(s; t, x)), 0 ≤ s ≤ T,
U(t; t, x) = x, 0 ≤ t ≤ T, x ∈ R3,
(3.4)
so we can easily get the positive lower bound of ρ.
Second, (3.1)2 can be rewritten into
1
c
It +Ω · ∇I +
(
σa +
∫ ∞
0
∫
S2
σ′s(ρ)dΩ
′dv′
)
I = F (v,Ω, t, x), (3.5)
where
F = S +
∫ ∞
0
∫
S2
v
v′
σs(ρ)ψdΩ
′dv′ ∈ L2(R+ × S2;C([0, T ];H1 ∩W 1,q(R3))),
then we easily get the existence and regularity of a unique solution I to (3.5) such that
I ∈ L2(R+ × S2;C([0, T ];H1 ∩W 1,q(R3))), It ∈ L2(R+ × S2;C([0, T ];L2 ∩ Lq(R3))),
and according to the classical imbedding theory for Sobolev spaces, it is easy to show that
I ∈ C([0, T ];L2(R+ × S2;L2 ∩ Lq(R3))).
Finally, the momentum equations (3.1)3 can be written into
ut + w · ∇u+ ρ−1Lu = −ρ−1∇pm − 1
c
ρ−1
∫ ∞
0
∫
S2
ArΩdΩdv, (3.6)
then the existence and regularity of the unique solution u to the corresponding linear
parabolic problem can be obtained by standard methods as in [3][5]. 
In order to pass to the limit as δ → 0, we need to establish a priori estimates independent
of δ for the solution (I, ρ, u) to Cauchy problem (3.1) with (1.7) obtained in Lemma 3.1.
We fix a positive constant c0 sufficiently large such that
2 + ‖ρ0 − ρ‖H1∩W 1,q + |u0|D1∩D2 + ‖I0‖L2(R+×S2;H1∩W 1,q(R3)) + |g1|2
+ ‖S(v,Ω, t, x)‖L2(R+×S2;C1([0,∞);H1∩W 1,q(R3)))∩C1([0,∞);L1(R+×S2;L1∩L2(R3))) ≤ c0,
and
‖ψ‖L2(R+×S2;C([0,T ∗];H1∩W 1,q(R3))) ≤c1,
‖ψt‖L2(R+×S2;C([0,T ∗];L2∩Lq(R3))) ≤c2,
sup
0≤t≤T ∗
|w(t)|2
D1
+
∫ T ∗
0
|w(s)|2D2ds ≤c23,
sup
0≤t≤T ∗
|w(t)|2D2 +
∫ T ∗
0
(
|w(s)|2D2,q + |wt(s)|2D1
)
ds ≤c24,
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for some time T ∗ ∈ (0, T ) and constants ci (i = 1, 2, 3, 4) such that
1 < c0 ≤ c1 ≤ c2 ≤ c3 ≤ c4.
The constants ci (i = 1, 2, 3, 4) and T
∗ will be determined later and depend only on c0
and the fixed constants ρ, q, A, µ, λ, γ, c and T . As defined in assumption (1.10),
M = M(·) : [0,+∞) → [1,+∞) still denotes a strictly increasing continuous function
depending only on fixed constants ρ, q, A, µ, λ, γ, c and T .
We first give the a priori estimates for density ρ. Hereinafter, we use C ≥ 1 to denote
a generic positive constant depending only on fixed constants ρ, q, A, µ, λ, γ, c and T .
Lemma 3.2 (Estimates for the mass density ρ). For the strong solution (I, ρ, u) to
the Cauchy problem (3.1) with (1.7), there exists a time T1 > 0 such that
‖ρ(t)− ρ‖H1∩W 1,q + ‖pm(t)− p‖H1∩W 1,q ≤M(c0),
|ρt(t)|2 + |(pm)t(t)|2 ≤M(c0)c3, |ρt(t)|q + |(pm)t(t)|q ≤M(c0)c4,
for 0 ≤ t ≤ T1 = min(T ∗, (1 + c24)−1) and p = Aργ.
Proof. From the continuity equation and the standard energy estimates as shown in [6],
for 2 ≤ r ≤ q, we have
‖ρ(t) − ρ‖W 1,r ≤
(
‖ρ0 − ρ‖W 1,r +
∫ t
0
‖∇w(s)‖W 1,rds
)
exp
(
C
∫ t
0
‖∇w(s)‖W 1,qds
)
.
Therefore, the desired estimate for ρ follows by observing that∫ t
0
‖∇w(s)‖W 1,rds ≤ t
1
2
( ∫ t
0
‖∇w(s)‖2W 1,rds
) 1
2 ≤ C(c1t+ (c1t)
1
2 ),
for 0 ≤ t ≤ T1 = min(T ∗, (1 + c24)−1). The estimate for ρt is clear from ρt = −div(ρw).
Due to pm = Aρ
γ (γ > 1), then the estimate for pm follows immediately from above. 
Now we give the a priori estimates for I.
Lemma 3.3 (Estimates for specific radiation intensity I). For the strong solution
(I, ρ, u) to the Cauchy problem (3.1) with (1.7), there exists a time T2 > 0 such that
‖I‖L2(R+×S2;C([0,T2];H1∩W 1,q(R3))) ≤Cc0,
‖It‖L2(R+×S2;C([0,T2];L2∩Lq(R3))) ≤M(c0)c0,
(3.7)
for T2 = min(T
∗, (1 +M(c0)c
2
4)
−1).
Proof. Let 2 ≤ r ≤ q. First, multiplying (3.1)2 by r|I|r−2I and integrating over R3 with
respect to x, we have
d
dt
|I|r ≤ C|S|r +C|ρ|∞
∫ ∞
0
∫
S2
v
v′
|ψ|rσsdΩ′dv′, (3.8)
where we used the fact that σa ≥ 0 and σ′s ≥ 0. According to the assumptions (1.8)-(1.10)
and Ho¨lder’s inequality, it is not hard to deduce that
d
dt
|I|2r ≤C
(
|I|2r + |S|2r + |ψ|2L2(R+×S2;Lr)|ρ|2∞
∫ ∞
0
∫
S2
∣∣∣ v
v′
∣∣∣2σ2sdΩ′dv′)
≤C
(
|I|2r + |S|2r +M(c0)c21
∫ ∞
0
∫
S2
∣∣∣ v
v′
∣∣∣2σ2sdΩ′dv′),
(3.9)
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for 0 ≤ t ≤ T1.
Second, differentiating (3.1)2 β-times (|β| = 1) with respect to x, then multiplying the
resulting equation by r|∂βx I|r−2∂βx I and integrating over R3 with respect to x, we get
d
dt
|∂βx I|r ≤C
(|∂βxS|r + |σa|D1,q |I| qr
q−r
)
+ C|∇ρ|q|I| qr
q−r
∫ ∞
0
∫
S2
σ′sdΩ
′dv′
+ C
∫ ∞
0
∫
S2
v
v′
(
|ρ|∞|ψ|D1,rσs + |ρ|D1,r‖ψ‖W 1,qσs
)
dΩ′dv′,
(3.10)
where we also used the fact that σa ≥ 0 and σ′s ≥ 0.
Since r < qrq−r ≤ 3r3−r if 2 ≤ r ≤ 3 and r < qrq−r ≤ +∞ if 3 < r ≤ q, it follows
from Sobolev’s imbedding theorem that |I| qr
q−r
≤ C‖I‖W 1,r . From assumption (1.10) and
Lemma 3.2, we easily have
|σa|D1,q ≤ |∇σ|q|ρ|∞ + |∇ρ|q|σ|∞ ≤M(|ρ|∞)
(|ρ|∞|∇ρ|q + |ρ|∞ + |∇ρ|q). (3.11)
According to assumptions (1.8)-(1.10), estimates (3.10)-(3.11), and the Ho¨lder’s inequal-
ity, we obtain
d
dt
|∂βx I|2r ≤C
(
1 + |σa|D1,q + |∇ρ|q
∫ ∞
0
∫
S2
σ′sdΩ
′dv′
)‖I‖2W 1,r + C|∂βxS|2r
+M(c0)
∫ ∞
0
∫
S2
∣∣∣ v
v′
∣∣∣2σ2sdΩ′dv′ ·
∫ ∞
0
∫
S2
|ψ|2D1,rdΩ′dv′
+M(c0)
∫ ∞
0
∫
S2
∣∣∣ v
v′
∣∣∣2σ2sdΩ′dv′ ·
∫ ∞
0
∫
S2
‖ψ‖2W 1,qdΩ′dv′
≤M(c0)‖I‖2W 1,r + C|∂βxS|2r +M(c0)c21
∫ ∞
0
∫
S2
∣∣∣ v
v′
∣∣∣2σ2sdΩ′dv′
(3.12)
for 0 ≤ t ≤ T1. Then combining (3.9) and (3.12), it turns out that
d
dt
‖I‖2W 1,r ≤M(c0)‖I‖2W 1,r + C‖S‖2W 1,r +M(c0)c21
∫ ∞
0
∫
S2
∣∣∣ v
v′
∣∣∣2σ2sdΩ′dv′. (3.13)
From Gronwall’s inequality, we get
‖I(v,Ω, ·, ·)‖2C([0,T2 ];H1∩W 1,q(R3)) ≤ exp(M(c0)T2)‖I0‖2W 1,r
+ exp(M(c0)T2)
( ∫ T2
0
‖S‖2W 1,rds+M(c0)c21T2
∫ ∞
0
∫
S2
∣∣∣ v
v′
∣∣∣2σ2sdΩ′dv′), (3.14)
where T2 = min(T
∗, (1 +M(c0)c
2
4)
−1).
Then integrating the above inequality in R+ × S2 with respect to (v,Ω) and using
assumptions (1.8)-(1.10), we arrive at
‖I(v,Ω, t, x)‖2L2(R+×S2;C([0,T2];H1∩W 1,q(R3))) ≤ Cc20.
Finally, due to It = −cΩ · ∇I + cAr, the desired estimates for It are obvious. 
Now we give the a priori estimates for u.
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Lemma 3.4 (Estimates for velocity u). For the strong solution (I, ρ, u) to the Cauchy
problem (3.1) with (1.7), there exists a time T3 such that
|u(t)|2
D1
+
∫ t
0
(
|u(s)|2D2 + |
√
ρut(s)|22
)
ds ≤M(c0)c20,
|u(t)|2
D1∩D2 + |
√
ρut(t)|22 +
∫ t
0
(
|u(s)|2D2,q + |ut(s)|2D1
)
ds ≤M(c0)c103 ,
(3.15)
for 0 ≤ t ≤ T3 = min(T ∗, (1 +M(c0)c84)−1).
Proof. Step 1. The estimate of |u|D1 . Multiplying (3.1)3 by ut and integrating over R3,
we have ∫
R3
ρ|ut|2dx+ 1
2
d
dt
∫
R3
(
µ|∇u|2 + (λ+ µ)(divu)2)dx
=
∫
R3
(
−∇pm − ρw · ∇u
)
· utdx− 1
c
∫
R3
∫ ∞
0
∫
S2
Arut · ΩdΩdvdx
=
d
dt
Λ1(t)− Λ2(t) + EI ,
(3.16)
where
Λ1(t) =
∫
R3
(pm − p)divudx, Λ2(t) =
∫
R3
(
(pm)tdivu+ ρ(w · ∇u) · ut
)
dx.
According to Lemma 3.2, Ho¨lder’s inequality, Gagliardo-Nirenberg inequality and Young’s
inequality, we have
Λ1(t) ≤C|∇u|2|pm − p|2 ≤M(c0)|∇u|2,
Λ2(t) ≤C
(|∇u|2|(pm)t|2 + |ρ| 12∞|√ρut|2|w|∞|∇u|2)
≤M(c0)c3|∇u|2 +M(c0)c24|∇u|22 +
1
10
|√ρut|22,
for 0 < t ≤ T2.
Now we estimate the radiation term EI , where
EI =− 1
c
∫
R3
∫ ∞
0
∫
S2
Arut · ΩdΩdvdx
=− 1
c
∫ ∞
0
∫
S2
∫
R3
(
S − σaI +
∫ ∞
0
∫
S2
v
v′
σsI
′
tdΩ
′dv′
)
ut · ΩdxdΩdv
+
1
c
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
∫
R3
σ′sIut · ΩdxdΩ′dv′dΩdv =:
4∑
j=1
Jj .
We estimate Jj term by term. From Lemmas 3.2-3.3, Gagliardo-Nirenberg inequality,
Ho¨lder’s inequality, Young’s inequality and (1.8)-(1.10), for 0 ≤ t ≤ T2, we have
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J1 =− 1
c
∫ ∞
0
∫
S2
∫
R3
Sut · ΩdxdΩdv
=− 1
c
d
dt
∫ ∞
0
∫
S2
∫
R3
Su · ΩdxdΩdv + 1
c
∫ ∞
0
∫
S2
∫
R3
Stu · ΩdxdΩdv
≤− 1
c
d
dt
∫ ∞
0
∫
S2
∫
R3
Su · ΩdxdΩdv + C|u|D1
∫ ∞
0
∫
S2
|St| 6
5
dΩdv
≤− 1
c
d
dt
∫ ∞
0
∫
S2
∫
R3
Su · ΩdxdΩdv + Cc0|∇u|2,
J2 =
1
c
∫ ∞
0
∫
S2
∫
R3
σaIut · ΩdxdΩdv ≤ C|ρ|
1
2
∞
∫ ∞
0
∫
S2
|√ρut|2|σ|∞|I|2dΩdv
≤ 1
20
|√ρut|22 +C|ρ|∞
∫ ∞
0
∫
S2
|I|22dΩdv
∫ ∞
0
∫
S2
|σ|2∞dΩdv
≤ 1
20
|√ρut|22 +M(c0)c20,
J3 =− 1
c
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
∫
R3
v
v′
σsI
′ut · ΩdxdΩ′dv′dΩdv
≤C|√ρut|2|ρ|
1
2
∞
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
v
v′
σs|I ′|2dΩ′dv′dΩdv
≤M(c0)
∫ ∞
0
∫
S2
|I ′|22dΩ′dv′
(∫ ∞
0
∫
S2
(∫ ∞
0
∫
S2
∣∣∣ v
v′
∣∣∣2σ2sdΩ′dv′) 12dΩdv)2
+
1
20
|√ρut|22 ≤
1
20
|√ρut|22 +M(c0)c20,
J4 =
1
c
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
∫
R3
σ′sIut · ΩdxdΩ′dv′dΩdv
≤C|√ρut|2|ρ|
1
2
∞
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
σ′s|I|2dΩ′dv′dΩdv
≤M(c0)
∫ ∞
0
∫
S2
|I|22dΩdv
∫ ∞
0
∫
S2
(∫ ∞
0
∫
S2
σ′sdΩ
′dv′
)2
dΩdv +
1
20
|√ρut|22
≤ 1
20
|√ρut|22 +M(c0)c20.
Combining the above estimates for Λi and Jj, it turns out that
1
2
∫
R3
ρ|ut|2dx+ 1
2
d
dt
∫
R3
(
µ|∇u|2 + (λ+ µ)(divu)2)dx
≤M(c0)c24|∇u|22 +M(c0)c24 −
1
c
d
dt
∫ ∞
0
∫
S2
∫
R3
Su · ΩdxdΩdv.
(3.17)
Then integrating (3.17) over (0, t), we have∫ t
0
|√ρut(s)|22ds+ |∇u(t)|22
≤M(c0)(1 + c24t)|∇u(t)|22 +M(c0)c24t+ Cc20,
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for 0 ≤ t ≤ T2, where we have used the fact that∫ ∞
0
∫
S2
∫
R3
Su · ΩdxdΩdv ≤ C|u|D1
∫ ∞
0
∫
S2
|S| 6
5
dΩdv ≤ Cc0|∇u|2.
From Gronwall’s inequality, we have∫ t
0
|√ρut(s)|22ds+ |∇u(t)|22
≤(M(c0)c24t+ Cc20) exp (M(c0)(1 + c24t)t) ≤ Cc20, for 0 ≤ t ≤ T2.
(3.18)
According to Lemma 3.2, (3.18) and the standard elliptic regularity estimate, we have
|u(t)|D2 ≤C
(
|ρut|2 + |ρw · ∇u|2 + |∇pm|2 +
∫ ∞
0
∫
S2
|Ar|2dΩdv
)
(t)
≤(|ρ|
1
2
∞|√ρut(t)|2 + |ρ|∞|w|6|∇u(t)|3 +M(c0)c0)
≤M(c0)
(
|√ρut(t)|2 + c3|∇u|
1
2
2 |∇2u|
1
2
2 + c0
)
,
(3.19)
which means that
|u(t)|D2 ≤M(c0)
(|√ρut(t)|2 + c23c0). (3.20)
From (3.18) and (3.20), we know that∫ t
0
|u|2D2ds ≤C
∫ t
0
M(c0)
(|√ρut(t)|2 + c23c0)2ds ≤M(c0)c20. (3.21)
Step 2. The estimate of |u|D2 . Differentiating (3.1)3 with respect to t, we have
ρutt + Lut = −ρtut − (ρw · ∇u)t − (∇pm)t − 1
c
∫ ∞
0
∫
S2
(Ar)tΩdΩdv, (3.22)
multiplying (3.22) by ut and integrating the resulting equations over R
3, we obtain
1
2
d
dt
∫
R3
ρ|ut|2dx+
∫
R3
(µ|∇ut|2 + (λ+ µ)(divut)2)dx
≤C
∫
R3
(
|ρtw · ∇u · ut|+ |ρwt · ∇u · ut|+ |ρw · ∇ut · ut|+ | (pm)t||∇ut|
)
dx
−1
c
∫
R3
∫ ∞
0
∫
S2
(Ar)tut · ΩdΩdvdx =:
4∑
i=1
Ii + EII .
First, we estimate the fluid terms
∑4
i=1 Ii. According to Lemmas 3.2-3.3, Gagliardo-
Nirenberg inequality, Ho¨lder’s inequality and Young’s inequality, we easily have
I1 =
∫
R3
|ρtw · ∇u · ut|dx ≤ C|ρt|3|w|∞|∇u|2|ut|6 ≤M(c0)c64 +
µ
20
|∇ut|22, (3.23)
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I2 =
∫
R3
|ρwt · ∇u · ut|dx ≤ C|ρ|
1
2
∞|wt|6|∇u|2|√ρut|3
≤ 1
c24
|∇wt|22 +M(c0)c20c24|
√
ρut|2|√ρut|6
≤ 1
c24
|∇wt|22 +M(c0)c84|
√
ρut|22 +
µ
20
|∇ut|22,
I3 =
∫
R3
|ρw · ∇ut · ut|dx
≤C|ρ|
1
2
∞|w|∞|∇ut|2|√ρut|2 ≤M(c0)c24|
√
ρut|22 +
µ
20
|∇ut|22,
I4 =
∫
R3
| (pm)t||∇ut|dx ≤ C|(pm)t|2|∇ut|2 ≤M(c0)c24 +
µ
20
|∇ut|22.
(3.24)
Now we estimate the radiation term EII .
EII =− 1
c
∫
R3
∫ ∞
0
∫
S2
(Ar)tut · ΩdΩdvdx
=− 1
c
∫ ∞
0
∫
S2
∫
R3
(
St − (σa)tI − σaIt +
∫ ∞
0
∫
S2
v
v′
(σsI
′)tdΩ
′dv′
)
ut · ΩdxdΩdv
+
1
c
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
∫
R3
(σ′sI)tut · ΩdxdΩ′dv′dΩdv =:
9∑
j=5
Jj .
We estimate Jj term by term. From Lemmas 3.2-3.3, Gagliardo-Nirenberg inequality,
Ho¨lder’s inequality, Young’s inequality and (1.8)-(1.10), for 0 ≤ t ≤ T2 we have
J5 =− 1
c
∫ ∞
0
∫
S2
∫
R3
Stut · ΩdxdΩdv
≤C|ut|D1
∫ ∞
0
∫
S2
|St| 6
5
dΩdv ≤ µ
20
|∇ut|22 + Cc20,
J6 =
1
c
∫ ∞
0
∫
S2
∫
R3
(σa)tIut · ΩdxdΩdv ≤ C|ut|6
∫ ∞
0
∫
S2
|(σa)t|2‖I‖1dΩdv
≤ µ
20
|∇ut|22 + C
∫ ∞
0
∫
S2
‖I‖21dΩdv
∫ ∞
0
∫
S2
(|σt|22|ρ|2∞ + |σ|2∞|ρt|22)dΩdv
≤ µ
20
|∇ut|22 +M(c0)c44
∫ ∞
0
∫
S2
(|σt|22 + |σ|2∞)dΩdv
≤ µ
20
|∇ut|22 +M(c0)c44(|ρt|22|ρ|2∞ + |ρ|2∞) ≤
µ
20
|∇ut|22 +M(c0)c64,
where we used the fact that
∫ ∞
0
∫
S2
|(σa)t|22dΩdv ≤
∫ ∞
0
∫
S2
(|σt|22|ρ|2∞ + |σ|2∞|ρt|22)dΩdv ≤M(|ρ|∞)|ρ|2∞(|ρt|22 + 1).
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And similarly
J7 =
1
c
∫ ∞
0
∫
S2
∫
R3
σaItut · ΩdxdΩdv ≤ C|ρ|
1
2
∞|√ρut|2
∫ ∞
0
∫
S2
|σ|∞|It|2dΩdv
≤C|√ρut|22 +M(c0)
∫ ∞
0
∫
S2
|It|22dΩdv
∫ ∞
0
∫
S2
|σ|2∞dΩdv
≤C|√ρut|22 +M(c0)c24,
J8 =− 1
c
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
∫
R3
v
v′
(σsI
′)tut · ΩdxdΩ′dv′dΩdv
≤C|ut|D1 |ρt|2
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
v
v′
σs‖I ′‖1dΩ′dv′dΩdv
+ C|ρ|
1
2
∞|√ρut|2
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
v
v′
σs|I ′t|2dΩ′dv′dΩdv
≤M(c0)c24
∫ ∞
0
∫
S2
‖I ′‖21dΩ′dv′
(∫ ∞
0
∫
S2
(∫ ∞
0
∫
S2
∣∣∣ v
v′
∣∣∣2σ2sdΩ′dv′) 12dΩdv)2
+M(c0)
∫ ∞
0
∫
S2
|I ′t|22dΩ′dv′
(∫ ∞
0
∫
S2
(∫ ∞
0
∫
S2
∣∣∣ v
v′
∣∣∣2σ2sdΩ′dv′) 12dΩdv)2
+
µ
20
|ut|2D1 + C|
√
ρut|22 ≤
µ
20
|ut|2D1 + C|
√
ρut|22 +M(c0)c44,
J9 =
1
c
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
∫
R3
(σ′sI)tut · ΩdxdΩ′dv′dΩdv
≤C|ut|D1 |ρt|2
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
σ′s‖I‖1dΩ′dv′dΩdv
+ C|ρ|
1
2
∞|√ρut|2
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
σ′s|It|2dΩ′dv′dΩdv
≤M(c0)c24
∫ ∞
0
∫
S2
‖I‖21dΩdv
∫ ∞
0
∫
S2
(∫ ∞
0
∫
S2
σ′sdΩ
′dv′
)2
dΩdv +
µ
20
|ut|2D1
+M(c0)
∫ ∞
0
∫
S2
|It|22dΩdv
∫ ∞
0
∫
S2
( ∫ ∞
0
∫
S2
σ′sdΩ
′dv′
)2
dΩdv + C|√ρut|22
≤ µ
20
|ut|2D1 + C|
√
ρut|22 +M(c0)c44.
Combining the above estimates for Ii and Jj , it turns out that
1
2
d
dt
∫
R3
ρ|ut|2dx+ 1
3
∫
R3
(µ|∇ut|2 + (λ+ µ)(divut)2)dx
≤M(c0)c64 +
1
c24
|∇wt|22 +M(c0)c84|
√
ρut|22 +M(c0)c0|u|D2 .
(3.25)
Integrating (3.25) over (τ, t) for τ ∈ (0, t), we easily get
|√ρut(t)|22 +
∫ t
τ
|ut(s)|2D1ds
≤|√ρut(τ)|22 +
∫ t
τ
(
M(c0)c
8
4|
√
ρut|22 +M(c0)c0|u|D2
)
ds+M(c0)c
6
4t+ C.
(3.26)
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From the momentum equations (3.1)3, we have
|√ρut(τ)|22 ≤ C|ρ(τ)|∞‖∇w(τ)‖21|∇u(τ)|22 + C
∫
R3
|Φ(τ)|2
ρ(τ)
dx, (3.27)
where
Φ(τ) = ∇pm(τ) + Lu(τ) + 1
c
∫ ∞
0
∫
S2
Ar(τ)ΩdΩdv.
From the assumptions (1.8)-(1.10), Lemma 3.1, the regularity of S(v,Ω, t, x) and Minkowski
inequality, we easily have
lim
τ 7→0
∫
R3
( |Φ(τ)|2
ρ(τ)
− |Φ(0)|
2
ρ0
)
dx
≤ lim
τ 7→0
(1
δ
∫
R3
|Φ(τ)− Φ(0)|2dx+ 1
δδ
|ρ(τ)− ρ0|∞
∫
R3
|Φ(0)|2dx
)
= 0.
According to the compatibility condition (2.3), it is easy to show that
lim sup
τ→0
|√ρut(τ)|22 ≤ C|ρ0|∞‖∇u0‖21|∇u0|22 + C|g1|22 ≤ Cc50. (3.28)
Therefore, by letting τ → 0 in (3.26) and (3.21), we have
|√ρut(t)|22 +
∫ t
0
|ut(s)|2D1ds
≤
∫ t
0
M(c0)c
8
4|
√
ρut|22ds+M(c0)c64t+M(c0)c50,
(3.29)
for 0 ≤ t ≤ T2.
From Gronwall’s inequality, we get
|√ρut(t)|22 + µ
∫ t
0
|ut(s)|2D1ds
≤(M(c0)c64t+M(c0)c50) exp
(
M(c0)c
8
4t
) ≤M(c0)c50
(3.30)
for 0 ≤ t ≤ T3 = min(T ∗, (1 +M(c0)c84)−1). Combining (3.20) and (3.30) yields
|u(t)|D2 ≤M(c0)
(|√ρut(t)|2 + c23c0) ≤M(c0)c33.
Finally, from the standard elliptic regularity estimate (see [3]) and Minkowski inequality,
we conclude that∫ t
0
|u(s)|2D2,qds ≤
∫ t
0
(
|ρut|2q + |ρw · ∇u|2q + |∇pm|2q
)
(s)ds
+
∫ t
0
( ∫ ∞
0
∫
S2
|Ar|qdΩdv
)2
(s)ds ≤M(c0)c103
for 0 ≤ t ≤ T3. 
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Based on Lemmas 3.2-3.4, we obtain the following local (in time) a priori estimate
independent of the lower bound δ of the initial mass density ρ0:
‖ρ(t)− ρ‖H1∩W 1,q + ‖pm(t)− p‖H1∩W 1,q ≤M(c0),
|ρt(t)|2 + |(pm)t(t)|2 ≤M(c0)c3, |ρt(t)|q + |(pm)t(t)|q ≤M(c0)c4,
‖I‖L2(R+×S2;C([0,T∗];H1∩W 1,q(R3))) ≤M(c0)c0
‖It‖L2(R+×S2;C([0,T∗];L2∩Lq(R3))) ≤M(c0)c0,
|u(t)|2
D1
+
∫ T∗
0
(
|u|2D2 + |
√
ρut|22
)
(t)dt ≤M(c0)c20,
(|u(t)|2
D1∩D2 + |
√
ρut(t)|22
)
+
∫ T∗
0
(
|u|2D2,q + |ut|2D1
)
(t)dt ≤M(c0)c103 ,
(3.31)
for 0 ≤ t ≤ T3. Therefore, if we define the constants ci (i = 1, 2, 3, 4) and T ∗ by
c1 = c2 = c3 =M(c0)c0,
c4 =M(c0)c
5
3 =M
6(c0)c
5
0, and T
∗ = (T, (1 +M(c0)c
8
4)
−1),
(3.32)
then we deduce that
‖I‖L2(R+×S2;C([0,T ∗];H1∩W 1,q(R3))) ≤c1,
‖It‖L2(R+×S2;C([0,T ∗];L2∩Lq(R3))) ≤c2,
sup
0≤t≤T ∗
|u(t)|2
D1
+
∫ T ∗
0
(
|u|2D2 + |
√
ρut|22
)
(t)dt ≤c23,
ess sup
0≤t≤T ∗
(|u(t)|2
D1∩D2 + |
√
ρut(t)|22
)
+
∫ T ∗
0
(
|u|2D2,q + |ut|2D1
)
(t)dt ≤c24,
sup
0≤t≤T ∗
(‖ρ(t)− ρ‖H1∩W 1,q + ‖pm(t)− p‖H1∩W 1,q) ≤c1,
sup
0≤t≤T ∗
(|ρt(t)|2 + |(pm)t(t)|2 + |ρt(t)|q + |(pm)t(t)|q) ≤c24.
(3.33)
3.2. The unique solvability of the linearized problem with vacuum.
First we give the following key lemma for the proof of our main result - Theorem 2.1.
Lemma 3.5. Let (3.2) hold. If (I0, ρ0, u0) satisfies the compatibility condition
Lu0 +∇p0m +
1
c
∫ ∞
0
∫
S2
A0rΩdΩdv =ρ
1
2
0 g1 (3.34)
for some g1 ∈ L2, where p0m = Aργ0 , A0r = Ar(v,Ω, t = 0, x, ρ0, I0, I ′0), then there exists a
unique strong solution (I, ρ, u) to the Cauchy problem (3.1) with (1.7) such that
I ∈ L2(R+ × S2;C([0, T ∗];H1 ∩W 1,q(R3))), It ∈ L2(R+ × S2;C([0, T ∗];L2 ∩ Lq(R3))),
ρ ≥ 0, ρ− ρ ∈ C([0, T ∗];H1 ∩W 1,q), ρt ∈ C([0, T ∗];L2 ∩ Lq),
u ∈ C([0, T ∗];D1 ∩D2) ∩ L2([0, T ∗];D2,q), ut ∈ L2([0, T ∗];D1), √ρut ∈ L∞([0, T ∗];L2).
Moreover, (I, ρ, u) satisfies the local estimate (3.33).
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Proof. We divide the proof into three steps.
Step 1: Existence. Let δ > 0 be a constant, and for each δ ∈ (0, 1), define
ρδ0 = ρ0 + δ, (pm)δ0 = A(ρ0 + δ)
γ ,
Aδ0r = Ar(v,Ω, t = 0, x, ρδ0, I0, I
′
0).
Then from the compatibility condition (2.3) we have
Lu0 +A∇ργδ0 +
1
c
∫ ∞
0
∫
S2
Aδ0r ΩdΩdv = (ρδ0)
1
2 gδ1,
where
gδ1 =
( ρ0
ρδ0
) 1
2
g1 +A
∇(ργδ0 − ργ0)
(ρδ0)
1
2
− 1
c
∫ ∞
0
∫
S2
(A0r −Aδ0r )
(ρδ0)
1
2
ΩdΩdv.
It is easy to know from the assumptions (1.8)-(1.10), that for all small δ > 0,
1 + ‖ρδ0 − ρ− δ‖H1∩W 1,q + |u0|D1∩D2 + ‖I0‖L2(R+×S2;H1∩W 1,q(R3)) + |gδ1|2
+ ‖S(v,Ω, t, x)‖L2(R+×S2;C1([0,T ∗];H1∩W 1,q(R3)))∩C1([0,T ∗];L1(R+×S2;L1∩L2(R3))) ≤ c0.
Therefore, corresponding to initial data (I0, ρδ0, u0), there exists a unique strong solution
(Iδ, ρδ, uδ) satisfying the local estimate (3.33). Thus we can choose a subsequence of
solutions (still denoted by (Iδ, ρδ, uδ)) converging to a limit (I, ρ, u) in weak or weak*
sense. Furthermore, for any R > 0, thanks to the compact property [20], there exists a
subsequence (still denoted by (Iδ, ρδ, uδ)) satisfying
Iδ → I weakly in L2(R+ × S2;C([0, T ∗];H1 ∩W 1,q(R3))),
ρδ → ρ in C([0, T ∗];L2(BR)),
uδ → u in C([0, T ∗];H1(BR)),
(3.35)
where BR = {x ∈ R3 : |x| < R}. By the lower semi-continuity of norms (see [11]), it
follows from (3.35) that (I, ρ, u) also satisfies the estimate (3.33). For any ϕ ∈ C∞c (R+ ×
S2 × [0, T ∗]× R3), from (3.33), (3.35) and assumptions (1.8)-(1.10) we easily have∫ ∞
0
∫
S2
∫ T ∗
0
∫
R3
(Λ(v,Ω, t, x, ρδ)Iδ − Λ(v,Ω, t, x, ρ)I)ϕdxdtdΩdv → 0, as δ → 0,
where Λ = σa +
∫ ∞
0
∫
S2
σ′sdΩ
′dv′, and
∫ ∞
0
∫
S2
∫ T ∗
0
∫
R3
∫ ∞
0
∫
S2
v
v′
(
σs(ρ
δ)I ′δ − σs(ρ)I ′
)
ξdΩ′dv′dxdtdΩdv → 0, as δ → 0.
Then it is easy to show that (I, ρ, u) is a weak solution in the sense of distribution and
satisfies the following regularities:
I ∈ L2(R+ × S2;L∞([0, T ∗];H1 ∩W 1,q(R3))), It ∈ L2(R+ × S2;L∞([0, T ∗];L2 ∩ Lq(R3))),
ρ ≥ 0, ρ− ρ ∈ L∞([0, T ∗];H1 ∩W 1,q)), ρt ∈ L∞([0, T ∗];L2 ∩ Lq),
u ∈ L∞([0, T ∗];D1 ∩D2) ∩ L2([0, T ∗];D2,q), ut ∈ L2([0, T ∗];D1), √ρut ∈ L∞([0, T ∗];L2).
Step 2: Uniqueness. Let (I1, ρ1, u1) and (I2, ρ2, u2) be two solutions obtained in step 1
with the same initial data. Then by the same method as in [6] we can getρ1 = ρ2 and
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u1 = u2. Here we omit the details. It is easy to show that I1 − I2 satisfies the following
Cauchy problem:
1
c
(I1 − I2)t +Ω · ∇(I1 − I2) + Λ(I1 − I2) = 0, (I1 − I2)|t=0 = 0.
It follows immediately that I1 = I2.
Step 3: The time-continuity. The continuity of ρ can be obtained analogously to [6]. As
for I, by Lemma 3.2, for ∀ (v,Ω) ∈ R+ × S2 we have
I(v,Ω, ·, ·) ∈ C([0, T ∗];L2 ∩ Lq(R3)) ∩ C([0, T ∗];W 1,2 ∩W 1,q(R3)−weak).
According to (3.14), we have
lim sup
t→0
‖I(v,Ω, ·, ·)‖2W 1,r ≤ ‖I0‖2W 1,r , (3.36)
which implies that I(v,Ω, t, x) is right-continuous at t = 0 (see [21]). Similarly, form
Lemmas 3.3-3.4 we have
u ∈ C([0, T ∗];D1) ∩ C([0, T ∗];D2 − weak).
From equations (3.1)3 and Lemmas 3.2-3.4, we also know that
ρut ∈ L2([0, T ∗];L2), and (ρut)t ∈ L2([0, T ∗];H−1).
From Aubin-Lions lemma we then have ρut ∈ C([0, T ∗];L2). From
Lu = −ρut − ρw · ∇u−∇pm + 1
c
∫ ∞
0
∫
S2
ArΩdΩdv, (3.37)
and the standard elliptic regularity estimates (see [3]), we get u ∈ C([0, T ∗];D2). 
3.3. Proof of Theorem 2.1.
Our proof is based on the classical iteration scheme and the existence results for the
linearized problem obtained in Section 3.2. Like in Section 3.2, we define constants c0 and
c1, c2, c3, c4 and assume that
2 + ‖ρ0 − ρ‖H1∩W 1,q + |u0|D1∩D2 + ‖I0‖L2(R+×S2;H1∩W 1,q(R3)) + |g1|2
+ ‖S(v,Ω, t, x)‖L2(R+×S2;C1([0,T ∗];H1∩W 1,q(R3)))∩C1([0,T ∗];L1(R+×S2;L1∩L2(R3))) ≤ c0.
Let u0 ∈ C([0, T ∗];D1 ∩ D2) ∩ L2([0, T ∗];D2,q) be the solution to the linear parabolic
problem
ht −△h = 0 in (0,+∞) × R3 and h|t=0 = u0 in R3.
Let I0 ∈ L2(R+ × S2;C([0, T ∗];H1 ∩W 1,q(R3))) be the solution to the linear parabolic
problem
ft + cΩ · ∇f = 0, in R+ × S2 × (0,+∞)× R3 and f |t=0 = I0 in R+ × S2 × R3.
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Taking a small time T 1 ∈ (0, T ∗), we then have
‖I0‖L2(R+×S2;C([0,T1];H1∩W 1,q(R3))) ≤c1,
‖I0t ‖L2(R+×S2;C([0,T 1];L2∩Lq(R3))) ≤c2,
sup
0≤t≤T 1
|u0(t)|2
D1
+
∫ T 1
0
|u0(t)|2D2dt ≤c23,
sup
0≤t≤T 1
|u0(t)|2D2 +
∫ T 1
0
(|u0(t)|2D2,q + |u0t (t)|2D1)dt ≤c24.
We divided the proof of Theorem 2.1 into two cases: ρ > 0 and ρ = 0.
3.3.1. Case ρ > 0.
Proof. The proof of this case is divided into three steps.
Step 1. The existence of strong solutions. Let (I1, ρ1, u1) be the strong solution to Cauchy
problem (3.1) with (1.7) and (w,ψ) = (u0, I ′0). Then we construct approximate solutions
(Ik+1, ρk+1, uk+1) inductively as follows. Assume that (Ik, ρk, uk) was defined for k ≥ 1,
let (Ik+1, ρk+1, uk+1) be the unique solution to the Cauchy problem (3.1) with (1.7) with
(w,ψ)=(uk , I ′k):

ρk+1t + div(ρ
k+1uk) = 0,
1
c
Ik+1t +Ω · ∇Ik+1 = A
k
r ,
ρk+1uk+1t + ρ
k+1uk · ∇uk+1 +∇pk+1m + Luk+1 = −
1
c
∫ ∞
0
∫
S2
AkrΩdΩdv
(3.38)
with initial data
(Ik+1, ρk+1, uk+1)|t=0 = (I0, ρ0, u0),
where
A
k
r = S − σk+1a Ik+1 +
∫ ∞
0
∫
S2
( v
v′
σk+1s I
′k − (σ′s)k+1Ik+1
)
dΩ′dv′,
Akr = S − σk+1a Ik+1 +
∫ ∞
0
∫
S2
( v
v′
σk+1s I
′k+1 − (σ′s)k+1Ik+1
)
dΩ′dv′,
pk+1m = A(ρ
k+1)γ , σk+1a = σa(v,Ω, t, x, ρ
k+1),
σk+1s = σs(v
′ → v,Ω′ · Ω, ρk+1), (σ′s)k+1 = σs(v → v′,Ω · Ω′, ρk+1).
According to the arguments in Sections 3.1-3.2, we know that the solution sequence
(Ik, ρk, pkm, u
k) still satisfies the priori estimates (3.33).
Now we show that (Ik, ρk, uk) converges to a limit in a strong sense. Let
I
k+1
= Ik+1 − Ik, ρk+1 = ρk+1 − ρk, pk+1m = pk+1m − pkm, uk+1 = uk+1 − uk,
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then we have

ρk+1t + div(ρ
k+1uk) + div(ρkuk) = 0,
1
c
I
k+1
t +Ω · ∇Ik+1 +
(
σk+1a +
∫ ∞
0
∫
S2
(σ′s)
k+1dΩ′dv′
)
I
k+1
= L1,
ρk+1uk+1t + ρ
k+1uk · ∇uk+1 + Luk+1
= ρk+1(−ukt − uk−1 · ∇uk)− ρk+1uk · ∇uk −∇pk+1m + L2,
(3.39)
where L1 and L2 are given by
L1 =− Ik(σk+1a − σka)−
∫ ∞
0
∫
S2
(
(σ′s)
k+1 − (σ′s)k
)
IkdΩ′dv′
+
∫ ∞
0
∫
S2
( v
v′
(
σks I
′k
+ I ′k(σk+1s − σks )
))
dΩ′dv′,
L2 =− 1
c
∫ ∞
0
∫
S2
Ω
(
− σk+1a Ik+1 − Ik(σk+1a − σka)
)
dΩdv
− 1
c
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
Ω
v
v′
(
σk+1s I
′k+1
+ I ′k(σk+1s − σks )
)
dΩ′dv′dΩdv
− 1
c
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
−Ω
(
Ik
(
(σ′s)
k+1 − (σ′s)k
)
+ (σ′s)
k+1I
k+1
)
dΩ′dv′dΩdv.
First, we estimate sequence ρk+1. Multiplying (3.39)1 by ρ
k+1 and integrating over R3,
we have

d
dt |ρk+1|22 ≤ Akη(t)|ρk+1|22 + η|∇uk|22,
Akη(t) = C(|∇uk|2W 1,q + 1η |∇ρk|23 + 1η |ρk|2∞), and
∫ t
0 A
k
η(s)ds ≤ Ĉ + Ĉηt
(3.40)
for t ∈ [0, T 1], where 0 < η ≤ 110 is a constant and Ĉη is a positive constant depending on
1
η and constant Ĉ.
Second, we estimate sequence I
k+1
. Multiplying (3.39)2 by I
k+1
and integrating over
R
+ × S2 × R3, from (1.8)-(1.10) and the similar arguments used in Lemma 3.3 we have
d
dt
‖Ik+1‖2L2(R+×S2;L2(R3))
≤
∫ ∞
0
∫
S2
(
|σk+1|∞|Ik|∞|ρk+1|2|Ik+1|2 + |σk+1,k|∞|ρk|∞|Ik|∞||ρk+1|2|Ik+1|2
)
dΩdv
+
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
v
v′
σs
(
|ρ|∞|I ′k|2|Ik+1|2 + ‖I ′k‖W 1,q |Ik+1|2|ρk+1|2
)
dΩ′dv′dΩdv
+
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
σ′s‖Ik‖W 1,q |Ik+1|2|ρk+1|2dΩ′dv′dΩdv
≤Dkη (t)‖Ik+1‖2L2(R+×S2;L2(R3)) + |ρk+1|22 + η‖I
k‖2L2(R+×S2;L2(R3)),
(3.41)
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where we have used the facts σa ≥ 0 and σ′s ≥ 0. σk+1, σk+1,k and Dkη(t) are defined by
σk+1 = σ(v,Ω, t, x, ρk+1), σk+1,k = σ(v,Ω, t, x, ρk+1, ρk),
Dkη(t) = C
((
1 + |σk+1|2∞ + |σk+1,k|2∞
)‖Ik‖2L2(R+×S2;H1∩W 1,q(R3)) + 1η |ρ|2∞
)
.
From the estimate (3.33), we also have
∫ t
0 D
k
η (s)ds ≤ Ĉ + Ĉηt, for t ∈ [0, T 1].
Finally, multiplying (3.39)3 by u
k+1 and integrating over R3, we have
1
2
d
dt
|√ρk+1uk+1|22 + µ|∇uk+1|22 + (λ+ µ)|divuk+1|22
=
∫
R3
(
− ρk+1ukt · uk+1 − ρk+1(uk−1 · ∇uk) · uk+1 − ρk+1(uk · ∇uk) · uk+1
)
dx
+
∫
R3
(
−∇pk+1m · uk+1 + L2uk+1
)
dx =:
14∑
i=5
Ii.
For the fluid terms I5− I8, according to the Gagliardo-Nirenberg inequality, Minkowski
inequality and Ho¨lder’s inequality, it is not hard to show that
I5 = −
∫
R3
ρk+1ukt · uk+1dx ≤ C
∫
R3
|ρk+1||ukt ||uk+1|dx,
I6 = −
∫
R3
ρk+1(uk−1 · ∇uk) · uk+1dx ≤ C|ρk+1|2|∇uk+1|2‖∇uk‖1‖∇uk−1‖1,
I7 = −
∫
R3
ρk+1(uk · ∇uk) · uk+1dx ≤ C|ρk+1|
1
2
∞|√ρk+1uk+1|2‖∇uk‖1|∇uk|2,
I8 = −
∫
R3
∇pk+1m · uk+1dx =
∫
R3
pk+1m divu
k+1dx ≤ C|pk+1m |2|∇uk+1|2.
For the radiation related terms I9 − I14,
I9 =− 1
c
∫
R3
∫ ∞
0
∫
S2
Ω · uk+1
(
− σk+1a Ik+1
)
dΩdvdx
≤C|√ρk+1uk+1|2|ρk+1|
1
2
∞‖Ik+1‖2L2(R+×S2;L2(R3))‖σk+1‖2L2(R+×S2;L∞(R3)),
I10 =− 1
c
∫
R3
∫ ∞
0
∫
S2
Ω · uk+1
(
− Ik(σk+1a − σka)
)
dΩdvdx
≤C|ρk+1|2|∇uk+1|2‖Ik‖L2(R+×S2;H1(R3))‖σk+1‖L2(R+×S2;L∞(R3))
+ C|ρk|∞|ρk+1|2|∇uk+1|2‖Ik‖L2(R+×S2;H1(R3))‖σk+1,k‖L2(R+×S2;L∞(R3)),
I11 =− 1
c
∫
R3
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
v
v′
Ω · uk+1σk+1s I ′k+1dΩ′dv′dΩdvdx
≤C|√ρk+1uk+1|2|ρk+1|
1
2
∞‖Ik+1‖L2(R+×S2;L2(R3)),
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I12 =− 1
c
∫
R3
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
v
v′
Ω · uk+1I ′k(σk+1s − σks )dΩ′dv′dΩdvdx
≤C|∇uk+1|2|ρk+1|2‖Ik‖L2(R+×S2;H1(R3)),
I13 =
1
c
∫
R3
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
Ω · uk+1Ik
(
(σ′s)
k+1 − (σ′s)k
)
dΩ′dv′dΩdvdx
≤C|∇uk+1|2|ρk+1|2‖Ik‖L2(R+×S2;H1(R3)),
I14 =
1
c
∫
R3
∫ ∞
0
∫
S2
∫ ∞
0
∫
S2
Ω · uk+1(σ′s)k+1Ik+1dΩ′dv′dΩdvdx
≤C|√ρk+1uk+1|2|ρk+1|
1
2
∞‖Ik+1‖L2(R+×S2;L2(R3)).
Then combining the above estimates, we have
d
dt
|√ρk+1uk+1|22 + µ|∇uk+1|2
≤F kη (t)|
√
ρk+1uk+1|22 + F k2 (t)|ρk+1|22 +M(C(c0, c1))|ρk+1|22
+ F k3 (t)‖Ik+1‖2L2(R+×S2;L2(R3)) + η|∇uk|22 + C
∫
R3
|ρk+1||ukt ||uk+1|dx,
(3.42)
where
F kη (t) =C
(
1 +
1
η
|ρk+1|∞‖∇uk‖21
)
,
F k2 (t) =C
(‖∇uk−1‖21‖∇uk‖21 + ‖Ik‖2L2(R+×S2;H1(R3))(‖σk+1‖2L2(R+×S2;L∞(R3)) + 1))
+ C|ρk|2∞‖Ik‖2L2(R+×S2;H1(R3))‖σk+1,k‖2L2(R+×S2;L∞(R3)),
F k3 (t) =C|ρk+1|∞
(‖σk+1‖2L2(R+×S2;L∞(R3)) + 1),
and we also have
∫ t
0
(
F kη (s) + F
k
2 (s) + F
k
3 (s)
)
ds ≤ Ĉ + Ĉηt, for t ∈ [0, T 1].
To estimate
∫
R3
|ρk+1||ukt ||uk+1|dx, we need the following Lemma.
Lemma 3.6 (The lower bound of the mass density at far field).
There exists a sufficiently large R > 1 and a time T 2 ∈ (0, T 1) small enough such that
3
8
≤ ρk+1(t, x) ≤ 5
2
, ∀ (t, x) ∈ [0, T 2]×BCR ,
where the constants R > 0 and T 2 is independent of k, and B
C
R = R
3 \BR.
Proof. From ρ0− ρ ∈ H1 ∩W 1,q and the embedding W 1,q →֒ C0, where C0 is the set of all
continuous functions on R3 vanishing at infinity, we can choose a sufficiently large R > 1
such that
3
8
ρ ≤ ρ0 ≤ 5
2
ρ for x ∈ BCR . (3.43)
From the proof of Lemma 3.1 we know that
ρk+1(t, x) = ρ0(U
k+1(0; t, x)) exp
(
−
∫ t
0
divuk(s;Uk+1(s, t, x))ds
)
, (3.44)
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where Uk+1 ∈ C([0, T 1]× [0, T 1]× R3) is the solution to the initial value problem

d
dsU
k+1(s; t, x) = uk(s, Uk+1(s; t, x)), 0 ≤ s ≤ T 1,
Uk+1(t, t, x) = x, 0 ≤ t ≤ T 1, x ∈ R3.
(3.45)
The local estimate (3.33) leads to∫ t
0
|divuk(s, Uk+1(s, t, x))|ds ≤
∫ t
0
|∇uk|∞ds ≤ Ct1/2 ≤ ln 2. (3.46)
From the ODE problem (3.45), we get
|Uk+1(0; t, x) − x| = |Uk+1(0; t, x) − Uk+1(t; t, x)|
≤
∫ t
0
|uk(τ, Uk+1(τ ; t, x))|dτ ≤ Ct ≤ R/2,
(3.47)
for all (t, x) ∈ [0, T 2] × R3, where C is a positive constant independent of k, and T 2 is a
small positive time depending only on C and T 1. That means,
Uk+1(0, t, x) ∈ BCR/2, for (t, x) ∈ [0, T 2]×BCR .
Then combining (3.43), (3.44), (3.46) and (3.47), the desired conclusion is obtained. 
Based on Lemma 3.6, for t ∈ [0, T 2], we have∫
BR
|ρk+1||ukt ||uk+1|dx ≤ C|∇ukt |22|ρk+1|22 +
1
8
µ|∇uk+1|22, (3.48)
and ∫
BC
R
|ρk+1||ukt ||uk+1|dx ≤
C
√
ρk+1
|ρk+1|2|∇ukt |2|
√
ρk+1uk+1|3
≤ C|∇ukt |22|ρk+1|22 +
1
8
µ|∇uk+1|22 + C|
√
ρk+1uk+1|22.
(3.49)
Define
Γk+1 = sup
0≤t≤T 2
(
‖Ik+1(t)‖2L2(R+×S2;L2(R3)) + |ρk+1(t)|22 + |
√
ρk+1uk+1(t)|22
)
,
then from (3.40)-(3.42), (3.48) and (3.49) we have
Γk+1(T 2) + µ
∫ T 2
0
|∇uk+1|22dt
≤
∫ T 2
0
GkηΓ
k+1(t)dt+ 3η
∫ T 2
0
|∇uk(t)|22dt+ ηT 2 sup
0≤t≤T 2
‖Ik(t)‖2L2(R+×S2;L2(R3))
for some Gkη such that
∫ t
0 G
k
η(s)ds ≤ Ĉ + Ĉηt for 0 ≤ t ≤ T 2. By using Gronwall’s
inequality, we have
Γk+1(T 2) + µ
∫ T2
0
|∇uk+1|22ds
≤ exp (Ĉ + Ĉηt)
(
3η
∫ T2
0
|∇uk(t)|22dt+ ηT 2 sup
0≤t≤T 2
‖Ik(t)‖2L2(R+×S2;L2(R3))
)
.
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Since 0 < T 2 ≤ 1, we first choose η = η0 small enough such that
3η0 exp(Ĉ) ≤ min
{1
8
,
µ
8
}
,
then we choose T 2 = T∗ small enough such that
3η0 exp(Ĉη0T∗) ≤ 4.
So, when Γk+1 = Γk+1(T∗), we have
∞∑
k=1
(
Γk+1(T∗) + µ
∫ T∗
0
|∇uk+1|22ds
)
≤ Ĉ < +∞.
Therefore, the Cauchy sequence (Ik, ρk, uk) converges to a limit (I, ρ, u) in the following
strong sense:
Ik → I in L∞([0, T∗];L2(R+ × S2;L2(R3))),
ρk → ρ in L∞([0, T∗];L2(R3)),
uk → u in L2([0, T∗];D1(R3)).
(3.50)
Thanks to the local uniform estimate (3.33), the strong convergence in (3.50) and the
lower semi-continuity of norms, we also have (I, ρ, u) still satisfies the a priori estimates
(3.33). Then it is easy to show that (I, ρ, u) is a weak solution in the sense of distribution
satisfying the a priori estimates (3.33).
Step 2. The uniqueness of strong solutions. Let (I1, ρ1, u1) and (I2, ρ2, u2) be two strong
solutions to Cauchy problem (1.6)-(1.7) satisfying the a priori estimates (3.33). Denote
I = I1 − I2, ρ = ρ1 − ρ2, pm = pm(ρ1)− pm(ρ2), u = u1 − u2.
Let
Γ(t) = ‖I(t)‖2L2(R+×S2;L2(R3)) + |ρ(t)|22 + |
√
ρ1u|22.
By the same method for deriving (3.40)-(3.42), we similarly have
d
dt
Γ(t) + µ|∇u|22 ≤ H(t)Γ(t), (3.51)
where
∫ t
0 H(s)ds ≤ Ĉ, for t ∈ [0, T∗]. Then from the Gronwall’s inequality, we immediately
conclude that
I = ρ = ∇u = 0,
Since u(t, x)→ 0 as |x| → ∞, the uniqueness follows.
Step 3. The time-continuity of the strong solution. It can be obtained by the same method
used in the proof of Lemma 3.1.

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3.3.2. Case ρ = 0.
Proof. Multiplying the first equation in (3.39) by sign(ρk+1)|ρk+1| 12 and integrating over
R
3, we have

d
dt
|ρk+1|23/2 ≤ Bkη (t)|ρk+1|23/2 + η|∇uk|22,
Bkη (t) = C
(
|∇uk|W 1,q +
1
η
|ρk|2H1
)
, and
∫ t
0
Bkη (s)ds ≤ Ĉ + Ĉηt,
(3.52)
for t ∈ [0, T 1]. Similarly, we can establish the estimates

d
dt
|ρk+1|22 ≤ Akη(t)|ρk+1|22 + η|∇uk|22,
d
dt
‖Ik+1‖2L2(R+×S2;L2(R3))
≤ Dkη(t)‖Ik+1‖2L2(R+×S2;L2(R3)) + |ρk+1|22 + η‖I
k‖2L2(R+×S2;L2(R3)),
1
2
d
dt
|√ρk+1uk+1|22 + µ‖∇uk+1‖2
≤ F kη (t)|
√
ρk+1uk+1|22 + F k2 (t)|ρk+1|L2∩L 32 +M(C(c0, c1))|p
k+1
m |22
+F k3 (t)‖Ik+1‖2L2(R+×S2;L2(R3)) + η|∇uk|22 + C
∫
R3
|ρk+1||ukt ||uk+1|dx,
(3.53)
for t ∈ [0, T 1], and from the local a priori estimate (3.33) we have∫ t
0
(
Akη(s) +D
k
η(s) + F
k
η (s) + F
k
2 (s) + F
k
3 (s)
)
ds ≤ Ĉ + Ĉηt.
According to (3.52), the key term can be estimated by∫
R3
|ρk+1||ukt ||uk+1|dx ≤ C|∇ukt |22|ρk+1|23/2 +
1
8
µ|uk+1|22. (3.54)
We can also define the energy function by
Γk+1 = sup
0≤t≤T 1
(
‖Ik+1(t)‖2L2(R+×S2;L2(R3)) + |ρk+1(t)|22 + |
√
ρk+1uk+1(t)|22
)
.
Then from (3.52)-(3.54) and Gronwall’s inequality, we easily obtain
Γk+1(T 1) + µ
∫ T 1
0
|∇uk+1|22dt
≤
∫ T 1
0
GkηΓ
k+1(t)dt+ 3η
∫ T 1
0
|∇uk(t)|22dt+ ηT 1 sup
0≤t≤T 1
‖Ik(t)‖2L2(R+×S2;L2(R3))
for some Gkη such that
∫ t
0 G
k
η(s)ds ≤ Ĉ + Ĉηt for 0 ≤ t ≤ T 1.
The rest of the proof are analogous to the proof for the case ρ > 0. We omit the details
here. 
Thus the proof of Theorem 2.1 is finished.
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4. Necessity and sufficiency of the initial layer compatibility condition
We prove Theorem 2.2 in this section, that is, the initial layer compatibility condition is
not only sufficient but also necessary if the initial vacuum set is not very irregular. Since
the strong solution (I, ρ, u) only satisfies the Cauchy problem in the sense of distribution,
we only have
I(v,Ω, 0, x) = I0, ρ(0, x) = ρ0, ρu(0, x) = ρ0u0, x ∈ R3.
So, the key point of the proof is to make sure that the relation u(0, x) = u0 holds in the
vacuum domain. Now we give the proof of Theorem 2.2.
Proof. We prove the necessity and sufficiency, respectively.
Step 1: to prove the necessity. Let (I, ρ, u) be a strong solution of the Cauchy problem
(1.6)-(1.7) with the regularity as shown in Definition 2.1. Then from the momentum
equations in (1.6) we have
Lu(t) +∇pm(t) + 1
c
∫ ∞
0
∫
S2
Ar(t)ΩdΩdv =
√
ρ(t)G(t) (4.1)
for 0 ≤ t ≤ T∗, where G(t) = ρ 12 (t)(−ut − u · ∇u). Since
√
ρut ∈ L∞([0, T∗];L2), √ρu · ∇u ∈ L∞([0, T∗];L2),
we have G(t) ∈ L∞([0, T∗];L2). So there exists a sequence {tk}, tk → 0, such that
G(tk)→ g in L2 for some g ∈ L2.
Taking t = tk → 0 in (4.1), we obtain
Lu(0) +∇pm(ρ(0)) + 1
c
∫ ∞
0
∫
S2
Ar(0)ΩdΩdv =
√
ρ(0)g. (4.2)
Together with the strong convergence (2.6) and the construction of our strong solutions,
initial layer compatibility condition (2.3) holds with g1 = g.
Step 2: to prove the sufficiency. Let (I0, ρ0, u0) be the initial data satisfying (2.2)-
(2.3). Then there exists a unique strong solution (I, ρ, u) to the Cauchy problem (1.6)-(1.7)
with the regularity
I(v,Ω, t, x) ∈ L2(R+ × S2;C([0, T∗];H1 ∩W 1,q(R3))),
ρ(t, x)− ρ ∈ C([0, T∗];H1 ∩W 1,q), u(t, x) ∈ C([0, T∗];D1 ∩D2(R3)).
So we only need to verify the initial conditions
I(v,Ω, 0, x) = I0, ρ(0, x) = ρ0, u(0, x) = u0(x), x ∈ R3.
From the weak formulation of the strong solution, it is easy to know that
I(v,Ω, 0, x) = I0, ρ(0, x) = ρ0, ρ(0, x)u(0, x) = ρ0u0, x ∈ R3.
So it remains to prove that u(0, x) = u0(x), x ∈ V . Let u0(x) = u0(x)−u(0, x). According
to the proof of the necessity, we know that (I(v,Ω, 0, x), ρ(0, x), u(0, x)) also satisfies the
relation (2.3) for g1 ∈ L2. Then u0 ∈ D10(V ) ∩D2(V ) is the unique solution of the elliptic
problem (2.5) in V and thus u0 = 0 in V , which implies that u(0, x) = u0(x), x ∈ V . 
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Finally we remark that, for a special case that the mass density ρ(t, x) = 0 only holds
in some single point or only decay in the far field, u(0, x) = u0 obviously hold according
to our proof of the sufficiency.
5. Blow-up criterion of strong solutions
In this section, we prove Theorem 2.3 in which we establish a blow-up criterion for
strong solutions. Firstly we define the following two auxiliary quantities:
Φ(t) =1 + ‖I‖L2(R+×S2;C([0,t];H1∩W 1,q(R3))) + sup
0≤s≤t
‖ρ(s)− ρ‖H1∩W 1,q + sup
0≤s≤t
|u(s)|D1 ,
Θ(t) =1 + ‖I‖L2(R+×S2;C([0,t];H1∩W 1,q(R3))) + ‖It‖L2(R+×S2;C([0,t];L2∩Lq(R3)))
+ ‖ρ(t)− ρ‖H1∩W 1,q + |ρt(t)|L2∩Lq
+ |u(t)|D1∩D2 + |
√
ρut(t)|2 +
∫ t
0
(
|u(s)|2D2,q + |ut(s)|2D1
)
ds.
Then according to the definition of the maximal existence time T of the local strong
solution in Definition (2.1), we know that
Θ(t)→ +∞, as t→ T . (5.1)
Based on (5.1), our purpose in the following proof is to show that
Φ(t)→ +∞, as t→ T . (5.2)
Now we give the proof for Theorem 2.3.
Proof. Firstly, let (I, ρ, u) be the unique strong solution of the Cauchy problem (1.6)-(1.7)
with the regularities shown in Definition 2.1. Then from similar arguments as shown in
Lemmas 3.2 and 3.3, for 0 < t < T , we easily get
‖ρ(t) − ρ‖H1∩W 1,q ≤ C
(
1 +
∫ t
0
‖∇u‖H1∩W 1,qds
)
exp
( ∫ t
0
‖∇u‖W 1,qds
)
, (5.3)
and
‖I‖2L2(R+×S2;C([0,t];H1∩W 1,q(R3))) ≤ exp
(
tM(Φ(t))
)(
1 + tM(Φ(t))
)
. (5.4)
Directly from the continuity equation and the radiation transfer equation in (1.6), for
0 < t < T , we deduce that

|(ρt, (pm)t)(t)|2 ≤M(|ρ(t)|∞)
(
1 + |ρ(t)|∞|∇u(t)|2 + |u(t)|6|∇ρ(t)|3
)
,
|(ρt, (pm)t)(t)|q ≤M(|ρ(t)|∞)
(
1 + |ρ(t)|∞|∇u(t)|q + |u(t)|∞|∇ρ(t)|q
)
,
‖It(t)‖L2(R+×S2;C([0,t];L2∩Lq(R3))) ≤M(Φ(t)).
(5.5)
Secondly, for the velocity vector u of the fluid, standard energy estimates as shown in
Lemma 3.4 lead to
1
2
d
dt
∫
R3
ρ|ut|2dx+
∫
R3
(
µ|∇ut|2 + (λ+ µ)|divut|2
)
dx
≤C(1 + |ρ|3∞|∇u|42)|√ρut|22 + C(1 + |ρt|22|∇u|42 + |(pm)t|22)
+M(|ρ|∞)
(
1 + |ρ|∞)
(
1 + |ρt|22‖I(t)‖2L2(R+×S2;L2(R3)) + ‖It(t)‖2L2(R+×S2;L2(R3))
)
.
(5.6)
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Integrating (5.6) over (τ, t) for τ ∈ (0, t), and according to (5.3)-(5.5), we easily have
|√ρut(t)|22 +
∫ t
τ
|∇ut|22ds ≤C + |
√
ρut(τ)|22 + C
∫ t
τ
(1 + |√ρut|22)M(Φ)ds. (5.7)
According to Gronwall’s inequality, we have
|√ρut(t)|22 +
∫ t
τ
|∇ut(s)|22ds ≤CΘ(τ) exp
(
TM(Φ(t))
)
. (5.8)
Thirdly, we consider the higher order terms |u|D2 and |∇u|W 1,q . From the standard
elliptic regularity estimates and Minkowski inequality, we have
|u|D2 ≤C
(
|ρut|2 + |ρu · ∇u|2 + |∇pm|2 +
∫ ∞
0
∫
S2
|Ar|2dΩdv
)
≤C(1 + |ρ| 12∞|√ρut|2 + |ρ|∞|u| 32D1 |u| 12D2 +M(|ρ|∞)(|ρ|2 + ‖I‖L2(R+×S2;L2(R3)))).
This implies, by Young’s inequality, that,
|u(t)|D1∩D2 ≤C
(
1 + |√ρut(t)|2
)
M(Φ(t)) (5.9)
for t ∈ (τ, T ). Similarly, due to (5.9), for t ∈ (τ, T ), we have
|u(t)|D2,q ≤ C
(
(1 + |√ρut(t)|22)M(Φ(t)) + |∇ut(t)|2
)
. (5.10)
Finally, we combine (5.3)-(5.10) and conclude that for each t ∈ (τ, T ),
Θ(t) ≤C(1 + T )(1 + Θ(τ))2M(Φ(t)) exp (TM(Φ(t))). (5.11)
From (5.1), the blow-up criterion (2.7) as shown in Theorem 2.3 follows immediately by
letting t→ T in (5.11).

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