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1. Compute the following limit
lim
x→0
√
x4 + x2 − x
2x2 cosx
Solution:
Since limx→0(
√
x4 + x2 − x) = 0 and limx→0 2x2 cosx = 0 then limx→0
√
x4 + x2 − x
2x2 cosx
is an indetermi-
nate form of the type ”00”.
lim
x→0
√
x4 + x2 − x
2x2 cosx
= lim
x→0
x(
√
x2 + 1− 1)
2x2 cosx
=
= lim
x→0
x2 + 1− 1)
2x cosx(
√
x2 + 1 + 1)
=
= lim
x→0
x
2 cosx(
√
x2 + 1 + 1)
= 0.
2. For x ∈ R, find the solution y(t) of the Cauchy problem y′(x) =
y2 cosx− cosx
y + 1
y(0) = 2
.
and then compute limx→+∞ y(x).
Solution:
Since y = −1 is not in a solution one can simplify without loss the right hand side until the differential
equation is clearly separable
y′ = cosx(y − 1)
Thus the solution y(t) satisfies
∫ y(x)
y(0)
1
s− 1ds =
∫ x
0
cos sds
which implies
ln |y(x)− 1| = sinx
and then
|y(x)− 1| = esin x
The only branch of the absolute value that satisfies y(0) = 2 is
y(x) = esin x + 1
Finally, using the above expression one obtains that
limx→+∞ y(x) = 0 doesn’t exist since limx→+∞ sinx doesn’t exists.
3. Consider the function f(x) = ln
(
x
x− 1
)
. Does the limit for x→ 12 exist? Find the domain, the sign,
the asymptotes, maximum and minimum points, inflection points and sketch the graph.
Solution:
The limit for x→ 12 does not exist.
Domain: D = {x ∈ R : x < 0 ∨ x > 1}.
Sign: f(x) ≥ 0 x > 1.
First Derivative: f ′(x) =
1
x(1− x)
No critical points. The function is always decreasing.
Second Derivative: f ′′(x) =
2x− 1
(x2 − x)2 .
No inflection points. The function is convex for x > 1 and concave for x < 0.
4. Compute the following indefinite integral∫
(3x2 − 1) ln(x+ 1) dx
Solution:
Using the integration by parts formula you get
ln(x+ 1)(x3 − x)−
∫
x3 − x
x+ 1
dx+ C =
= ln(x+ 1)(x3 − x)−
∫
(x2 − x) dx+ C =
= ln(x+ 1)(x3 − x)−
∫
x3 − x
x+ 1
dx+ C =
= ln(x+ 1)(x3 − x)− x
3
3
+
x2
2
+ C.
5. Using the inverse matrix method, solve the following linear system
x− y + z = 6
2x+ y − z = −3
x− y − z = 0
Solution: The linear system rewrites as AX = b with
A =
1 −1 12 1 −1
1 −1 −1
 , b =
 6−3
0
 and X =
xy
z
 .
The matrix A is invertible since detA = −6. The inverse matrix is
A−1 = −1
6
−2 −2 01 −2 3
−3 0 3
 .
By multiplying by A−1 on both sides of the matrix equation, one gets X = A−1b. Therefore the
solution of the linear system is
x = 1 , y = −2 , z = 3 .
6. Find the eigenvalues and eigenvectors of the matrix A =
(
1 2
3 2
)
.
Solution:
A real number λ is an eigenvalue of A if and only if
det(A− λI) = 0 ⇐⇒ det
(
1− λ 2
3 2− λ
)
= 0 ⇐⇒
⇐⇒ λ2 − 3λ− 4 = 0 ⇐⇒ (λ− 4)(λ+ 1) = 0 .
Therefore the eigenvalues of A are λ1 = 4 and λ2 = −1.
A vector v = (x, y) 6= 0 is an eigenvector of A associated to the eigenvalue λ if and only if
(A− λI) v = 0 ⇐⇒
(
1− λ 2
3 2− λ
) (
x
y
)
= 0 .
For λ1 = 4 we obtain y =
3
2x, thus choosing for example x = 2 you get
(
x
y
)
=
(
2
3
)
.
For λ2 = −1 we obtain y = −x, thus choosing for example x = 1 you get
(
x
y
)
=
(
1
−1
)
.
7. Consider the function
f(x, y) = x2y +
√
2x− 2y
Compute its gradient and its Hessian matrix. Classify its critical points.
Solution:
∇f =
(
2xy +
√
2
x2 − 2
)
, H f =
(
2y 2x
2x 0
)
.
The critical points of f are the solutions of
∇f = 0 ⇐⇒ 2xy +
√
2 = 0, x2 − 2 = 0
From the second equation one gets x = ±√2 and then inserting these values into the first equation,
one finds that the previous system of equations has two solutions. Hence there are two critical points
x = ±
√
2, y = ∓1/2
In order to determine the nature of a critical point one can study the determinant of the Hessian
matrix: it is negative for both the crirical points, hence they are two saddle points.
8. Consider the functions
f(x, y) = xy , g(x, y) = x2 + 4y2 − 1 .
Use the method of Lagrange Multipliers to find the maximum point of f subject to the constraint
g(x, y) = 0.
Solution:
The Lagrangian is
L(x, y) = xy − λ(x2 + 4y2 − 1) .
Compute the critical points of L:
{
∇L(x, y) = 0
x2 + 4y2 − 1 = 0 ⇐⇒

y − 2λx = 0
x− 8λy = 0
x2 + 4y2 − 1 = 0
⇐⇒

λ = − 14
x = ±
√
2
2
y = ∓
√
2
4
∨

λ = 14
x = ±
√
2
2
y = ±
√
2
4
.
The Lagrangian has three critical points (corresponding to different values of λ). Since f is continuous
on the compact set {g = 0}, it admits minimum points and a maximum points. Therefore the critical
points of L are the extremal points of f . Since f(±
√
2
2 ,∓
√
2
4 ) = − 14 and f(±
√
2
2 ,±
√
2
4 ) =
1
4 then there
are two maximum points P1,2 =
(
±
√
2
2 ,±
√
2
4
)
and two minimum points P3,4 =
(
±
√
2
2 ,∓
√
2
4
)
.
9. Consider a dice with six faces and roll it twice.
a) Let us denote by A the event ”the first result is a divisor of 5” and B the event ”the sum gives
4”. Are A and B independent events? Justify your answer.
b) Let X be a random variable which takes value 20 if the sum of the two results is 5, −30 if the
sum of the two results is 3 and 10 otherwise. Compute the expected value of X.
Solution:
a) Let us start rewriting A and B explicitly:
A = {1, 5} × {1, 2, 3, 4, 5, 6}
B = {(1, 3), (3, 1), (2, 2)}
. Since the two dice rolls are independent, one computes
P (A) =
1
6
2 =
1
3
P (B) =
1
36
3 =
1
12
P (A ∩B) = P ({(1, 3)}) = 1
36
=
1
18
A and B are independent events, because P (A)P (B) = P (A ∩B).
b) The event X1=”the sum of the two results is 4” rewrites X1 = {(1, 3), (2, 2), (3, 1)}, hence it has
probability P (C) = 136 3.
The event X2=”the sum of the two results is 2” rewrites X2 = {(1, 1)}, hence it has probability
P (C) = 136 .
Therefore the expectation of X is:
E(X) = 30
3
36
− 30 1
36
+ 10
32
36
=
380
36
.
10. Let X be a random variable with binomial distribution with parameters n = 6 number of trials and
p =
1
3
probability of success.
a) Compute the probability to have a number of successes less or equal to 2.
b) Compute the expected value and the variance of the random variable Y = X2 .
c) Find a value δ > 0 such that
P
(∣∣∣∣X6 − 13
∣∣∣∣ ≥ δ) ≤ 1100 ;
justify your answer.
Solution:
Let us recall that the binomial distribution of parameters n = 4 and p = 14 is
P (X = k) =
(
6
k
)
1
3
k (2
3
)6−k
, k = 0, . . . , 6
a) P (X ≤ 2) = P (X = 2) + P (X = 1) + P (X = 0). Using the previous equation we get
P (X = 0) = (2/3)6, P (X = 1) = 6(1/3)(2/3)5, P (X = 2) = 15(1/3)2(2/3)4
then
P (X ≤ 2) = 7
3
(
2
3
)4
.
b) E(X) = np = 2; var(X) = np(1− p) = 43 then
E(Y ) =
E(X)
2
= 1, var(Y ) =
var(X)
2
=
1
3
c) Recall that the Chebyshev’s inequality applied to the binomial distribution gives:
P
(
|X
n
− p| ≥ δ
)
≤ p(1− p)
nδ2
.
Therefore you can choose δ > 0 such that
p(1− p)
nδ2
≤ 1
100
⇐⇒
1
3
2
3
6δ2
≤ 1
100
⇐⇒ δ ≥ 10
3
.
