We present an accurate and efficient method for Bayesian forecasting of two financial risk measures, Value-at-Risk and Expected Shortfall, for a given volatility model.
Introduction
The global financial crisis stressed the importance of appropriate risk management, which requires accurate forecasts of the market risk related to fluctuations of stock or index prices. It also emphasised the necessity of precise predictions of the long-term financial risk: as noted by The Volatility Laboratory (2012) 1 , the turbulent events of 2008 moved the focus of risk forecasting from solely short term horizons to longer ones. This is because most portfolios consist of assets that are held longer than just a few days, so that e.g.
excess leverage is likely to pose a much higher risk in the long run than in the short run (Engle, 2009) . Hence, increased attention has been recently devoted to risk forecasting for one-month-ahead or even one-year-ahead horizons, and not only the standard, 1-dayahead or 10-days-ahead measures required by Basel Committee on Banking Supervision (1995) .
One of the potential reasons why the main focus was previously on short run forecasts is the difficulty of obtaining precise risk predictions for long horizons. As noted by McNeil et al. (2015) and Embrechts et al. (2005) , a straightforward approach to risk forecasting based on the so-called scaling rule, suitable for short term risk, might be inappropriate for long-term forecasts 2 . Furthermore, Christoffersen et al. (1998) state that generally conventional parametric models are ill-suited for extreme events analysis because they focus on "average" scenarios in order to obtain a high goodness of fit. This misperformance may be even more severe when the horizon of analysis increases.
McNeil and Frey (2000) distinguish three main approaches to forecasting tail related measures: non-parametric historical simulations (HS); parametric methods based on an econometric model where the volatility dynamics are explicitly specified; methods based on extreme value theory (EVT). They argue that a parametric model of volatility is essential in order to capture the volatility dynamics exhibited by financial returns, which allows for prediction of risk based on the current volatility background. Moreover, parametric time series models provide a framework to extrapolate the analysis beyond the observed data -as opposed to the HS methods. For these reasons it is a natural starting point for our analysis to build upon parametric methods from the second group. As the main drawback of these models McNeil and Frey (2000) indicate their common conditional normality assumption, which seems to be invalid for most financial series. Hence, they apply EVT to estimate extreme quantiles of the distribution of the standardised residuals from a normal GARCH model. The EVT approach for capturing the properties of extreme tails was also suggested by Christoffersen et al. (1998) .
In this paper we decide to proceed differently: in order to address the issue of precise long-run risk evaluation we build upon the approach of Hoogerheide and van Dijk (2010) .
These authors suggest to forecast the probability of extreme events, for a given volatility model, via importance sampling (IS) based on a specially designed importance density focusing on the left tail. To cope with heavy tails of conditional return distributions
we consider volatility models with Student's t distributed error terms. We propose an accurate and efficient approach to forecasting two standard measures of market risk,
Value at Risk (VaR) and Expected Shortfall (ES), in a situation when the prediction horizon is long, e.g. 40, 100 or 250 days ahead. The latter is a noticeable contribution compared to Hoogerheide and van Dijk (2010) , who proposed a method suited for standard short-run analysis 3 . To this end we first redesign the original approach of Hoogerheide and van Dijk (2010) using a more flexible approximation algorithm. Second, we suggest a novel sequential construction of the importance density, feasible thanks to employing that new algorithm. The construction of importance densities allows for "guiding" of the subsequent simulated returns over time so that the cumulative return falls in the "high-loss" region, making the analysis of long horizons feasible. In our approach the properties of the subsequent conditional importance densities depend on the previous simulated returns in the sense that at each step we take into consideration the cumulative return up to that time point. This allows us to assess how much the situation still needs to deteriorate in order to qualify for being a "high-loss" scenario. We focus on the 99%
quantile of the profit-loss distribution, as required by the Basel Committee on Banking Supervision (1995) ; such an extreme tail is also more challenging to precisely predict than e.g. the 95% quantile, which is also commonly analysed.
It is important to stress that our method is universal, i.e. it can be applied for any chosen parametric volatility model. Hence, we abstract from the issue of model selection, but aim at a precise and efficient evaluation of risk implied by the given model. Nevertheless, our method is still highly advantageous in the context of model selection because by reducing the uncertainty related to the simulation noise the comparison between models is more likely to be based on their "true" quality.
As a variance reduction technique, IS has been already applied in the context of market risk evaluation. Importantly, Glasserman et al. (1999) , Glasserman et al. (2000) and Glasserman et al. (2002) combine IS with stratified sampling to obtain precise estimates of VaR. They, however, do not consider time series models and carry out barely a "numerical example", not an empirical study with real data. Furthermore, they restrict their attention to a 10-days-ahead horizon and analyse portfolio loss probabilities from the frequentist perspective. However, risk forecasting, and especially for long horizons, is subject to a considerable parameter uncertainty. That is why the Bayesian approach seems to be particularly suited for long run risk analysis. In addition, not only it naturally captures parameter uncertainty but also provides a convenient starting point for considering model uncertainty via Bayesian model averaging. Therefore we follow Hoogerheide and van Dijk (2010) and focus primarily on the analysis from the Bayesian perspective. However, to illustrate the merits and the flexibility of the proposed method, we demonstrate how the method can be adjusted to the frequentist case, for which we provide the counterparts of the Bayesian applications.
The outline of the paper is as follows. In Section 2 we first recall the approach of Hoogerheide and van Dijk (2010) to show how IS can be applied in the context of Bayesian risk forecasting; second, we present how our proposed method allows to mitigate the "curse of dimensionality", inherent to IS, to allow for more accurate and efficient long run VaR and ES forecasts. We illustrate the performance of our novel method in Section 3 with two workhorse models, commonly used by practitioners, i.e. the Generalized Autoregressive
Conditional Heteroscedasticity model (GARCH, Engle, 1982; Bollerslev, 1986 ) and the Generalised Autoregressive Score model (GAS, Creal et al., 2013) , both with Student's t innovations. In Section 4 we consider the alternative, frequentist method for long run prediction of VaR and ES: we discuss the necessary methodology modifications and pro-vide the frequentist counterparts of the Bayesian applications from Section 3. Section 5 concludes and presents an outline for the further research.
2 Bayesian risk evaluation using importance sampling
Let {y t } t∈Z be a time series of daily logreturns y t = 100(log p t − log p t−1 ) on a financial asset with price p t at the end of day t, with y 1:T := {y 1 , . . . , y T } denoting the observed data. We assume that {y t } t∈Z is subject to a dynamic stationary process parametrised by θ, on which we put a prior p(θ). Let y * 1:H = {y T +1 , . . . , y T +H } denote the vector of H future returns and consider the posterior predictive distribution of profit/loss P L(y * 1:H ) = 100 exp T +H t=T +1 y t /100 − 1 (converting the sum of the logreturns to the percentage return) defined as defined as
obtained by marginalisation over the parameter with respect to the posterior distribution p(θ|y 1:T ). We are interested in Bayesian forecasting of the 100α% VaR, i.e. the 100(1−α)% quantile of the posterior predictive distribution of profit/loss within a horizon of the next H trading days, i.e.
We also consider ES as an alternative risk measure, due to its advantageous properties compared to VaR, mainly sub-additivity (which makes ES a coherent risk measure in the sense of Artzner et al., 1999) . Given 100α% VaR, the conditional ES is defined as
Since (2.1) is usually analytically intractable, simulation based methods need to be applied in order to estimate VaR and ES. Following Hoogerheide and van Dijk (2010) we distinguish two approaches to that. The first one, which we will refer to as the direct approach, is straightforward:
1. draw a sample of model parameter θ (i) , i = 1, . . . , M , from the posterior distribution (using e.g. the Metropolis-Hastings algorithm);
2. generate the corresponding paths of H future log-returns y * (i) = {y
3. compute the resulting profits/losses P L(y * (i) );
4. sort in ascending order the values of P L(y * (i) ) to obtain the permutation P L (j) , j = 1, . . . , M ;
5. obtain the 100α% VaR and ES as
2)
3)
The Volatility Laboratory (2012) uses this direct approach for the non-Bayesian forecasting of long run VaR, where step 1 is replaced by frequentist estimation. The drawback of the direct approach is that it is subject to an inherent problem of rare events simulations,
i.e. that most of the generated scenarios are not the ones of the ultimate interest, the extremely negative ones. This makes direct estimators very inefficient and the only way to increase their precision is to consider many more draws. Obviously, the latter is costly, in terms of both computing time and computing resources (e.g. the available memory).
To illustrate the problem, let us introduce a toy example of white noise returns
where p is a conjugate prior distribution. Then, the future profits/losses follow P L(y * 1:H ) ∼ N (0, Hσ 2 ). If we treat σ 2 as known and equal to 1, i.e. under the assumption that the data were generated from a standard normal distribution, the value for the 10-daysahead 99% VaR is given by Φ −1 (0.01) √ 10 = −7.3566, for 100-days-ahead it is equal to −23.2635, while for 250-days-ahead to −36.7828. Figure 2 .1 presents the outcome of the direct approach for the shortest horizon of 10-days-ahead. One can see that -as discussed above -only a very small fraction of roughly 1/100 of the generated paths corresponds to the high losses that we are interested in, which indeed leads to a low efficiency.
4 In this example we consider for simplicity the cumulative logreturn over H = 10 days (instead of the percentage return), so that the profit/loss is just the sum of the H logreturns, i.e. P L(y * 
Tail focused importance density
To overcome the inefficiency of the direct approach, Hoogerheide and van Dijk (2010) suggest importance sampling (IS), a well known variance reduction technique. Its main merit is the potential focus on the important subspace by adopting an appropriate sampling density, which in the context of VaR and ES should be tail-focused. Hoogerheide and van Dijk (2010) propose the Quick Evaluation of Risk using Mixture of t approximations (QERMit) algorithm, where the key idea is to oversample the high-loss scenarios and to give them lower importance weights. The theoretical insight for their method comes from the properties of the optimal importance density for the Bayesian estimation off ≡ E [f (X)] for a variable X with density kernel p(x), outlined by Geweke (1989) 5 , which is given by
For the case of f (x) = I S (x), i.e. the indicator function of the set S, we have
and the optimal importance density is given by
Here, the optimality refers to minimisation, given the specified number of draws, of the numerical standard error of the IS estimator off ≡ E [f (X)] , where f is the function of interest of the random variable X, which has the densityp(x) with the kernel p(x).
where c is a constant, which results in
Condition (2.4) implies that half of the total probability mass of the importance distribution shall be located in the region of interest S, and the remaining half outside that region. Such a split is the consequence of using only the kernel of the target distribution and not its proper density, which makes it necessary to adequately normalise the importance weights via sampling from the whole domain instead of merely sampling high loss scenarios, which is the optimal method in the frequentist approach that we consider in the sequel of this paper. This is obtained by noting that
Notice that in the case of Bayesian forecasting of VaR and ES we have a joint density p(θ, y * 1:H |y 1:T ) of the parameters θ and future returns y * 1:H of which we have kernel p(θ, y * 1:H |y 1:T ) ∝ p(θ)p(y 1:T |θ)p(y * 1:H |θ, y 1:T ), the product of the posterior density kernel and the future returns' density. The IS estimator V aR IS of the 100(1 − α)% VaR is obtained by solving x in
which in practice can be done via the following procedure:
1. draw a sample of parameter vectors θ (i) and corresponding future returns y * (i)
2. compute the corresponding importance weights
3. compute the resulting profits/losses P L(y * (i)
4. sort in ascending order the values of P L(y * (i) 1:H ) to obtain the permutation P L (j) , j = 1, . . . , M , with the corresponding weights w (j) ;
and given V aR IS
Approximations by mixtures of Student's t distributions
The choice of the importance density is crucial for the performance of the IS estimation.
Clearly, as pointed out by Geweke (1989) , the importance density should resemble the target density and at the same time remain easy to sample from. Moreover, the tails of the importance density need to be thicker than those of the target density, in order to minimise the risk of omitting subsets of the target's support. Finding an appropriate importance density becomes particularly cumbersome when the shape of the target density is non-elliptical. As illustrated by Figure 2 .2, the optimal importance density for Bayesian
VaR estimation is generally bimodal.
A standard approach to overcome this problem is to approximate the target density with a mixture of basis densities 7 , for which Student's t densities are often chosen. Several methods to construct the approximating mixture of Student's t have been developed, see Peel and McLachlan (2000) , Svensén and Bishop (2005) , Hoogerheide et al. (2007) and Hoogerheide et al. (2012) . We employ the latter algorithm, Mixture of t by Importance
Sampling weighted Expectation Maximization (MitISEM). This is a noticeable distinction compared to Hoogerheide and van Dijk (2010) , whose original QERMit algorithm relies on another approximation algorithm, Adaptive Mixture of t (AdMit) of Hoogerheide et al. (2007) . Our main motivation behind this change is that the latter method cannot be applied to conditional or marginal densities, which makes it useless in our Bayesian analysis based on the factorisation of the joint target density of the parameters and future returns. We provide a more detailed comparison of both methods in the Online Appendix.
Sequential construction of importance densities
If the horizon of the future returns increases, then it becomes more difficult to obtain an appropriate importance density for the parameters and future returns. Hence, we want to construct an approximation "sequentially", in each future time period conditioning the properties of the current conditional importance density of the return on the simulated parameters and returns in the previous periods. Intuitively, the idea is to "guide" the draws to fall into the high-loss region: if so far certain losses have been recorded, we know by how much the situation must additionally deteriorate to end up in the tail. Such a sequential and conditional construction of the importance densities can be easily carried out using the Partial MitISEM (PMitISEM) method of Hoogerheide et al. (2012) . This algorithm aims at approximating the joint target density indirectly, by approximating the product of marginal and conditional target densities of subsets of model parameters -and in our case future returns.
To explain how the "guiding" process is carried out, below we discuss the details of PMitISEM. We express the joint target density p(θ) as a product of a marginal density and conditional densities:
where (θ 1 , . . . , θ S ) is a partition of a k-dimensional vector θ into S subsets with respective dimensions k s , s = 1, . . . , S, where naturally
Then it may be desirable to iteratively approximate each of the marginal and conditional densities due to the implied dimensionality reduction for each of the sub-problems. In general, the basic MitISEM could be applied to each of them to optimise the modes, scale matrices, degrees of freedom and weights independently for each subset. However, this would naturally result in a very poor joint importance density (unless the subsets θ s are independent) as the conditional structure would be neglected. In order to capture the interdependence between the subsets, in the PMitISEM algorithm the modes of the components in the subsequent conditional subsets are based on fitted values in the regression of the current subset parameters on (a function of) the parameters from the previous subsets (and potentially other "global" variables, e.g. functions of the data). PMitISEM optimises the regression coefficients for the conditional importance densities (corresponding to the subsets θ 2 , . . . , θ S ), instead of optimising their modes. Below we discuss the details of the regression.
The underlying idea comes from the basic result in multivariate regression theory. For the sake of simplicity of the exposition we restrict ourselves to the case S = 2; the extension to more subsets is straightforward. Consider the (asymptotically valid) approx-
T , where µ = arg max θ f (θ) and
The PMitISEM algorithm replaces both the marginal and conditional normal distributions with mixtures of Student's t distributions. The mixture for the marginal distribution for θ 1 is constructed with the basic MitISEM algorithm. The mixture for the conditional density for θ 2 given θ 1 is constructed with a modified version of the algorithm, based on a regression of the parameters θ 2 on a constant term and some functions of parameters from the subsequent subset θ 1 (and potentially the data), all kept in the matrix X. Then, the above mentioned modification pertains to the optimisation of the coefficients of regression β instead of the modes.
In the basic MitISEM algorithm the maximisation step for the modes and the covariance matrices of the c-th mixture component is given by Appendix. In the partial MitISEM algorithm, the maximisation step for the regression coefficients β and the covariance matrices (for the conditional densities) of the c-th mixture component becomes as follows
Notice that in the current partial setting each draw θ Let us return to the introductory toy example of white noise returns, with only one model parameter σ 2 and H other "parameters" corresponding to the future disturbances ε 1 , . . . , ε H . The sampling scheme is then as follows
To construct the conditional mixture importance densities q h with the PMitISEM algorithm we put for h = 2, . . . , H
i.e. a column of ones and the cumulative returns in the previous periods. The latter choice is motivated by our aim to keep track of the evolution of the returns, i.e. how bad the situation has become up to now. In order to construct the marginal and conditional importance densities in the PMitISEM approach we need a preliminary set of parameter draws and corresponding high loss paths of future returns. For this purpose we use the high loss paths (and corresponding parameter draws) of a preliminary run of the direct approach (illustrated in Figure 2 .1), which also yields a preliminary VaR forecast. Given the preliminary VaR, this can allow us to assess how much "down" we still need to go in order to get to the high loss region. In Figure 2 .3 this aim can be seen as ending up below the violet line. 
Empirical illustrations of Bayesian forecasting
In this section we discuss our key results for the 99% VaR and ES forecasting from the Bayesian perspective. We analyse two benchmark models of volatility, commonly employed by practitioners, the Generalized Autoregressive Conditional Heteroscedasticity model (GARCH, Engle, 1982; Bollerslev, 1986) and the Generalised Autoregressive Score model (GAS, Creal et al., 2013) , both with Student's t innovations.
The main purpose of our applications is to illustrate the proposed IS-based forecasting method, i.e. how it is implemented and what efficiency gains it can yield. Keeping this in mind we apply each model to a different dataset, one used in the original paper of Hoogerheide and van Dijk (2010) and another one consisting of more recent data. Importantly, the former is a tranquil series, collected shortly before the financial crisis of 2008, while the latter contains the "wild" period of that financial distress, which makes the analysis much harder. Nevertheless, we record considerable efficiency gains for all the considered horizons also for that difficult dataset.
GARCH(1,1)-t
As our first illustration we consider the most advanced application from Hoogerheide and van Dijk (2010) , where the authors apply the GARCH(1,1)-t model to the daily logreturns of the S&P 500, from January 2, 1998 to December 31, 2007 (2513 observations, Figure   3 .1) to evaluate the 10-days-ahead 99% VaR and ES. This is a natural starting point for our analysis, as with the AdMit algorithm employed in the original paper it was already difficult to obtain 10-days-ahead forecasts, while with the MitISEM algorithm "shorter" horizons, such as 10-day-ahead or 20-day-ahead, are easily reachable. Moreover, adopting the Partial MitISEM algorithm allows us to extend the original analysis much further, to record time-precision gains even for the one-year-ahead horizon. The model is specified as follows:
and we stack the model parameters into the vector θ = (ω, α, β, µ, ν). We put flat priors on ω > 0, α ∈ (0, 1), β ∈ (0, 1) with α + β < 1, to enforce that the conditional variance is positive and to ensure covariance stationarity, while for the degrees of freedom we set
an uninformative yet proper prior: ν − 2 ∼ Exp(0.01). Table 3 .1 presents the simulation results for the two direct approaches that we consider.
In the naive-direct approach the candidate density is based on a single Student's t distribution with the mode equal to the MLE, the scale matrix equal to minus the inverse of the Hessian of the loglikelihood function evaluated at the mode, and the number of degrees of freedom set to 3 to allow for fat tails (as suggested by Geweke, 1989) . To obtain the candidate with the adapted-direct approach we employ the MitISEM algorithm (Hoogerheide et al., 2012) to approximate the posterior of the model parameters with the resulting candidate being a two-component mixture of Student's t distributions. Here, and in the subsequent applications, computation times refer to computations performed on an Intel(R) Core(TM) i5-3470 processor with 3.20 GHz. The "adaptation" of the can- For the 99% VaR and ES evaluation we consider, next to both direct methods, two QERMit (i.e. IS-based) approaches. In these methods we apply different methods to approximate the "high-loss" density. The first one uses the basic MitISEM algorithm and targets the posterior predictive density as a whole. For this reason, it usually becomes infeasible to use for prediction horizons longer than 20, because then the covariance matrices of the Student's t components are hard to work with. The second approximation algorithm is PMitISEM, based on the sequential construction of the marginal and conditional importance densities as discussed in Section 2.3, which allows to extend the analysis way further than the basic QERMit of Hoogerheide and van Dijk (2010) . We refer to these two methods by subscripts mit and pmit, respectively. Table 3 .2 presents the properties of the partial mixture generated by PMitISEM for the 10-days-ahead case.
8 The inefficiency factor is defined as the variance of the parameter estimate divided by the variance in case the sampling scheme would generate independent posterior draws and it is the inverse of the relative numerical efficiency (see Pitt et al., 2012) . For a sample of draws of a parameter ζ we compute IF as IF(ζ) = 1 + 2
, where ρ τ (ζ) is the τ -th order autocorrelation in the sequence of draws of parameter ζ and L is the lowest order τ for which ρ τ is not significant. Similarly as in the "toy" example of white noise returns we regress the draws from the current conditional importance density s on
to update the mode of the current conditional density. The last column contains the weighted mode of the marginal importance density, i.e. for s = 1, and weighted coefficients of regression for the conditional importance densities, i.e. for s = 2, . . . , 10. The latter show how PMitISEM "guides" the subsequent draws into the "high-loss region".
As expected, the later the period, the more negative the regression coefficient (at the cumulative return up to period s−1), with a noticeable jump in the last period to guarantee that the whole scenario becomes a high-loss one. Naturally, for any method it holds that the longer the horizon, the lower the prediction accuracy. Also the advantage of the QERMit method over the direct approach diminishes when the horizon gets extended. The crucial question is then whether there is still a gain, in terms of the time-precision trade-off, of adopting a more accurate but also a more complex and time consuming method. To quantify that trade-off we consider the gain in precision (defined as the inverse of the variance) for one unit of computing time.
We refer to it as the slope, as it characterises the steepness of a function determining the dependence between precision and computing time. A method with a higher slope will eventually require less computing time to achieve a certain (high) precision, even after accounting for an inevitable fixed "investment cost" of time needed to construct a reliable importance density. The results of the investigation on this issue are presented in Table 3 .4, and the plots corresponding to the shortest and longest horizon are presented in Figure 3 .2 (the Online Appendix provides plots for all the horizons, with additional details on the plots construction). The QERMit based methods turn out to be not only more accurate but also more efficient than the direct approaches, in a sense that they require less computing time and fewer draws to achieve the same accuracy as the direct methods, or, stated differently, they yield higher precision in the same time and using the same number of draws. Importantly, the conditioning of partial MitISEM allows us to increase efficiency for all horizons, including the longest horizon of H = 250, for both, VaR and ES evaluations.
Finally, following Hoogerheide and van Dijk (2010) we also consider the benchmark of 1 digit precision with 95% confidence. It is defined as 1.96NSE ≤ 0.05, which corresponds to the required precision level of 1536. Then, the time required and draws required refer to the computing time and the number of draws necessary to achieve this precision level. Notice, that this benchmark is set somewhat arbitrarily and considering a higher confidence would mean a much higher required precision. For instance, changing of the confidence to 99% would raise it to 2654. Missing value (-): it was not possible to generate the particular result with the corresponding algorithm. Table 3 .3: Results for the 99% VaR and ES, in the GARCH(1,1)-t model, based on N = 10, 000 draws and 20 replications to obtain the numerical standard error (NSE) and the interquartile range (IQR). The RNE is the relative numerical efficiency, the inverse of the inefficiency factor. The results are obtained using the direct approach (with naive and adapted candidate distribution in the Metropolis-Hastings algorithm), and the QERMit method (with the basic MitISEM and PMitISEM methods), respectively. H = 250 the QERMit method is almost 2.5 times faster in estimating the 99% VaR with such a reasonable precision and requires over 4 times fewer draws to achieve that than the direct approach. For the ES the relative gain is even higher as QERMit turns out to be more than 5 times faster and nearly 8 times less draw-requiring than the naive direct approach. Notice that demanding a higher confidence on the precision would make QERMit even more advantageous relative to the direct approach. 750,193 -1,639,192 25,803,439 23,917,916 -3,228,229 Missing value (-): it was not possible to generate the particular result with the corresponding algorithm. * Slope = increase in precision per unit of computing time. * * Required for % estimate with 1 digit of precision (with 95% confidence). 
GAS(1,1)-t
Having referred to the benchmark GARCH application of Hoogerheide and van Dijk (2010) , in our second illustration we consider a more recently developed model for more recent data. Creal et al. (2013) We adopt the following basic specification of the GAS model, referred to as GAS(1,1)-t,
where we stack the model parameters into vector θ = (µ, ω, A, B, ν) T . Finally, we put flat priors on µ, ω, A and B, with ω > 0 and B ∈ (0, 1) to guarantee that the conditional variance is positive and to ensure covariance stationarity, and uninformative exponential prior on ν, ν − 2 ∼ Exp(0.01). Table 3 .5 presents the simulation results for the two direct approaches. This time, due to a bit longer series and a more complex volatility update formula, the adaptation of the direct candidate takes slightly more than 1.5 minutes. However, the resulting AR is much higher than in the previous application, reaching nearly 78%; it also exceeds the one obtained with the naive candidate, which somewhat exceeds 55%. The superiority of the adapted candidate is also reflected in lower IF values for all the parameters. Notice that the degrees of freedom for the observation disturbances ν are estimated at a lower level than in the previous application (around 7 compared to roughly 10 before), which corresponds to a much more volatile nature of the current dataset. Table 3 .6 presents the properties of the partial mixture generated by PMitISEM for the 10-day-ahead case. Given an uneasy character of the current time series it is interesting to notice that with the GAS model a lower number of mixture components was required by the PMitISEM algorithm to approximate the tails, compared to the previous application.
Now two or three components are sufficient while with the GARCH model as many as four to five components were necessary -and this was the case for much more regular data. Again, the last column presents decreasing values of the regression coefficient (at the cumulative return up to period s − 1) used to determine the modes of subsequent conditional mixtures, exhibiting the process of "guiding" of the draws to the tail by PMitISEM. Table 3 .7 reveals that also this time we observe substantial accuracy gains for our proposed methods for all horizons, for both the 99% VaR and ES (for the corresponding visualisation we refer to the Online Appendix ). For the VaR evaluations at H = 10, 20, 40 the NSE is around four times smaller, while for H = 100 and H = 250 it is roughly 2.5 times smaller.
Again, the ES turns out to be somewhat harder to precisely estimate than the VaR, yet also in this case we report considerable gains. For H ≤ 40 the computed NSEs are around three times lower with the PMitISEM based QERMit than with the direct approaches, while for the two longest horizons they diminish more than twice. Broadly speaking, a similar pattern pertains to the computed IQRs.
Finally, the most important results on time-precision trade-off are provided in Table 3.8 with the plots corresponding to the shortest and longest horizon presented in than in the case of the direct approach, often by more than one order of magnitude. Also basic MitISEM outperforms the direct approaches, but it is clearly inferior to PMitISEM.
Eventually PMitISEM requires less time (and fewer draws) to achieve the same precision as the direct approaches. For instance, when the 1 digit precision with 95% confidence is considered, to accurately evaluate the 99% VaR and ES, the PMitISEM based QERMit needs, respectively, almost 3 and over 4 times less time than the naive direct approach (which outperforms the adaptive direct method). Missing value (-): it was not possible to generate the particular result with the corresponding algorithm. Table 3 .7: Results for the 99% VaR and ES, in the GAS(1,1)-t model, based on N = 10000 draws and 20 replications to obtain the numerical standard error (NSE) and the interquartile range (IQR). The RNE is the relative numerical efficiency, the inverse of the inefficiency factor. The results are obtained using the direct approach (with naive and adapted candidate distribution in the Metropolis-Hastings algorithm), and the QERMit method (with the basic MitISEM and PMitISEM methods), respectively. -700,689 19,950,925 9,341,719 -3,448,462 250 8,028,977 12,485,292 -1,705,594 21,485,424 34,772,225 -3,837,372 Missing value (-): it was not possible to generate the particular result with the corresponding algorithm. * Slope =Slope = increase in precision per unit of computing time. * * Required for % estimate with 1 digit of precision (with 95% confidence). 
Empirical illustrations of frequentist QERMit
The theoretical reason for the 50%-50% formula (2.4) was that in Bayesian analysis usually only a kernel of the target density is available, i.e. the normalising constant for the posterior density is unknown, so that one needs to normalise the importance weights by their sum. If the target was known there would be no need to normalise the importance weights and the optimal sampling density would put all the probability mass into the region of interest. This is typically the case in frequentist inference, where we only need to simulate the future returns (or future innovations) of which we know the exact density (including the scaling constant) given the parameter vector θ. Let p(ε * ) denote the target density of future disturbances, ε * = (ε * 1 , . . . , ε * H ), and suppose that the vector of model parameters θ is fixed (this can be seen as either the "true" model parameters being known or the MLE being available). Then the optimal importance density is a function only of ε * , given θ, and it is constructed solely over the tail.
In general, the optimal candidate density for estimation of E p [g(X)] is given by
with the normalising constant C = 1/E p [|g(X)|] (see Kahn and Marshall, 1953) . In the case of estimating probabilityp of an event S we have g(x) = 1 S (x), hence
so it is a density proportional to the target over the set S. Then
where w(x) = p(x)/q opt (x), and its unbiased and consistent MC estimator is then given by 1 S (x) is constant (equal to E p [g(X)]). Hence, in the case when the target density is known, there is no limit on the potential relative gain in precision from using IS rather than direct simulation 10 , which means that the RNE can be unbounded. In practice, however, the problem is that to implement sampling based on q opt , one needs to know p, which obviously is infeasible as the evaluation ofp is the goal of the undertaken analysis in the first place. In the context of risk forecasting, using the previously introduced notation, we would need to know the 100α% VaR. Hence, similarly as in the Bayesian case, we can approximate q opt based on some preliminary value VaR prelim obtained with the direct approach. To this end we again use a mixture of Student's t distributions delivered by MitISEM.
As already noted in the introduction, the advantages of IS as a variance reduction technique in the frequentist case have already been noticed in the literature. Glasserman et al. (1999) and Glasserman et al. (2000) combine IS with stratified sampling to obtain precise estimates of VaR, while Glasserman et al. (2002) extend their analysis to also include ES.
They specify an importance density based on a quadratic "delta-gamma" approximation to the change in portfolio value. They, however, do not consider time series models and do not carry out an empirical study on the real data, which are of key interest to us.
Hence, we do not consider their approach in our research, although some insights from those studies might be useful in further research.
GARCH(1,1)-t
Below we discuss the frequentist counterpart of the Bayesian analysis of the GARCH(1,1)-t model from Section 3.1. We fix the model parameters to their MLE values (reported in where we simulate ε h directly from the target, which in this case is the standard Student's t density with roughly 10 degrees of freedom. The QERMit approaches are based on the approximations to the tail of the target, i.e. the tail of the predictive density. Table 4 .1 shows that also in the frequentist case we achieve noticeable improvements in the accuracy of the VaR and ES evaluations for all horizons (the corresponding plots are provided in the Online Appendix). This time, the NSEs for the VaR are four to eight times lower when computed using the PMitISEM based QERMit than in the case of direct sampling. For the ES PMitISEM outperforms the direct approach by more than three times. Notice that the RNEs for the QERMit based methods are astonishingly high, for the VaR ranging from over 3000 for H = 10, to 30 at H = 250, and for the ES from 250 to 10, respectively. This clearly demonstrates that in the frequentist case using IS rather than the direct simulation faces no limits on the relative precision gain and is "barely" constrained by our ability to construct an accurate candidate density.
Regarding the crucial time-precision trade-off, Table 4 .2 shows that once again the slopes for the QERMit-based methods are higher than these of the direct approach (the Online Appendix provides the corresponding plots for all the horizons), usually two to three times. For some horizons, however, the increase in the slope due to adopting our IS-based method is much higher (for H = 100 it is over 7 for the VaR and over 13 for the ES).
Interestingly, for H = 10 the superior algorithm turns out to be basic MitISEM and not PMitISEM, which delivers a slightly lower slope for the VaR than the direct approach.
An important remark must be made on the differences in sampling times between the Bayesian and the frequentist applications. Any frequentist method is extremely fast compared to any Bayesian method. Considering Table 3 .4 for the Bayesian case and Table 4 .2 for the frequentist case reveals that in the latter the sampling is usually faster by two orders of magnitude than in the former. The obvious reason for this speed of the frequentist sampling is that each logreturn draw y * (i) , i = 1, . . . , M , is based on the common value of the parameter θ, fixed at the MLE. Therefore, not only no time is spent on drawing parameters from the posterior, but also on calculating the implied time
T , necessary for prediction of the future volatilities. In the frequentist case the direct sampling time consists therefore barely of drawing i.i.d. variates from the Student's t target (i.e. ε (i) 1 , . . . , ε (i) H ) and running the H-step-ahead recursion implied by the model to obtain the final P L(y * (i) ) value. When the QERMit methods are adopted,
h , h = 1, . . . , H are no longer independently drawn from a univariate target, but from more complex densities with an inner dependence structure, which makes the sampling more time consuming.
The fact that the direct approach is so fast in the frequentist case results in PMitISEMbased QERMit methods requiring relatively more time to reach the benchmark 1 digit precision (with 95% confidence), even though they are characterised by higher slopes.
Fortunately, for QERMit based on basic MitISEM (when it is feasible) our method requires less time than the direct approach to achieve this benchmark precision level. Interestingly, however, both QERMit methods require far fewer draws than the direct approach to estimate 99% VaR and ES with the above specified precision, which again needs to be related to the differences in sampling time. Finally, recall once again that if more precise evaluations are required or a higher confidence for the precision is considered, the time required would of course change in favour of the QERMit-based methods, due to their higher slopes.
GAS(1,1)-t
Finally, we turn to the frequentist analysis of the GAS(1,1)-t model applied to the highly volatile "crisis" data from Section 3.2. As in the previous frequentist application we fix the model parameters at their MLE values (reported in Table 3 .5). Hence, now the future observation disturbances are drawn from the Student's t distribution with roughly 7 degrees of freedom. Missing value (-): it was not possible to generate the particular result with the corresponding algorithm. Missing value (-): it was not possible to generate the particular result with the corresponding algorithm. * Slope = increase in precision per unit of computing time. * * Required for % estimate with 1 digit of precision (with 95% confidence). with the length of the forecast horizon.
Regarding the time-precision trade-off, Table 4 .4 shows that for all the measure-horizon combinations we obtain considerable efficiency gains from adopting tail-focused densities (the visualisation of the results can be found in the Online Appendix). This translates to fewer draws being required to achieve the 1 digit precision by the QERMit methods. Due to the specific nature of the frequentist sampling time, the PMitISEM-based QERMit in some cases requires more time for that purpose, yet with MitISEM we obtain gains also in this regards. A more demanding precision requirement would make both QERMit methods more competitive compared to the direct sampling both in terms of time and draws required.
Conclusions
We have proposed an efficient importance sampling based method for the Bayesian risk forecasting, given a chosen model of volatility. We focus on two standard risk measures,
Value-at-Risk and Expected Shortfall. The proposed method enables an accurate forecasts even for long horizons, such as one-month or one-year-ahead. We have carried out two empirical studies for daily S&P 500 returns in different time periods, a tranquil period and a highly volatile crisis period. Both applications confirm that our method not only yields more accurate forecasts than the direct sampling approach, commonly used in practice (see The Volatility Laboratory, 2012), but also achieves this in a time efficient way, resulting in a considerable gain in terms of time-precision trade-off. This substantial extension of the applicability of importance sampling to the simulation of returns for long horizons is to be attributed to the sequential construction of the marginal and conditional importance densities, which are flexible mixtures of Student's t distributions.
The proposed method succeeds also for the frequentist applications, in terms of yielding a higher precision gain for a unit of computing time. However, due to generally very fast computations in the frequentist case, the advantage of the QERMit method relative to the direct approach depends on the required precision level or on the chosen confidence for the precision. We do stress that in the context of long run risk evaluation, Bayesian analysis provides a more natural framework due to accounting for parameter uncertainty. Missing value (-): it was not possible to generate the particular result with the corresponding algorithm. Missing value (-): it was not possible to generate the particular result with the corresponding algorithm. * *Slope = increase in precision per unit of computing time. * * Required for % estimate with 1 digit of precision (with 95% confidence). 
