We study a trust region a ne scaling algorithm for solving the linearly constrained convex or concave programming problem. Under primal nondegeneracy assumption, we prove that every accumulation point of the sequence generated by the algorithm satis es the rst order necessary condition for optimality of the problem. For a special class of convex or concave functions satisfying a certain invariance condition on their Hessians, it is shown that the sequences of iterates and objective function values generated by the algorithm converge R-linearly and Qlinearly, respectively. Moreover, under primal nondegeneracy and for this class of objective functions, it is shown that the limit point of the sequence of iterates satis es the rst and second order necessary conditions for optimality of the problem.
Introduction
The a ne scaling (AS) algorithm for linear programming was rst introduced by Dikin 6] in 1967 but remained unknown to the western community until the late 80's. The method was later rediscovered independently by Barnes 3] and Vanderbei et al. 44] . Since then, there have appeared a number of papers which study its global and local convergence 7, 8, 12, 21, 37, 38, 39, 41, 42, 43] , the behavior of its associated continuous trajectories 2, 4, 22, 24, 45] and its computational e ciency 1, 23] .
In 1980, Dikin 9] proposed the second order a ne scaling algorithm for convex quadratic programming (QP) problem, where the next iterate minimizes the objective function over the intersection of the feasible region with the ellipsoid centered at the current point and whose radius is a xed fraction 2 (0; 1) of the radius of the largest \scaled" ellipsoid inscribed in the nonnegative orthant. This method was later rediscovered by Ye 46] and Ye and Tse 48] after the introduction of Karmarkar's algorithm 17]. The above mentioned papers all assume that the QP problem is primal nondegenerate, an assumption that considerably simpli es the analysis of convergence. In the papers 46, 48] , an extra dual nondegeneracy assumption is also imposed. A global convergence proof of the second order AS algorithm which drops the primal nondegeneracy assumption but still keeps some sort of dual nondegeneracy assumption is given in Tsuchiya 40] for strictly convex QP with 2 (0; 1=8]. Sun 35] gives a global convergence proof for second order AS algorithm without imposing any nondegeneracy assumptions; however, his analysis is still restrictive since the algorithm only allows very small , i.e. = 2 ?O(L) , where L is the input size of the problem. Recently, Monteiro and Tsuchiya 25] proved the global convergence of the second order AS algorithm for convex QP for any 2 (0; 2=3] without imposing any nondegeneracy assumptions. For nonconvex QP problems, Ye 47] and Bonnans and Bouhtou 5] establish global convergence of the second order AS algorithm assuming primal nondegeneracy and some sort of dual nondegeneracy, which is satis ed by any strictly concave QP. As a special case of our results in this paper, we establish global convergence of this algorithm for any (not necessarily strictly) concave QP problem under primal nondegeneracy. Global convergence of the second order AS algorithm for inde nite QP problems under the assumption of primal nondegeneracy only is still an open question.
Computational results of the a ne scaling for solving general quadratic problems are reported in Bonnans AS algorithms for solving a linearly constrained convex program have been studied by Gonzaga and Carlos 14] and Sun 36] . The paper 14] analyzes a rst-order AS algorithm, where at each iteration a line search is performed along the scaled steepest descent direction computed using the rst order Taylor expansion of the objective function. Under primal nondegeneracy assumption, Gonzaga and Carlos 14] prove that every accumulation point generated by this algorithm is an optimal solution. Sun 36 ] studies a version of the second order AS algorithm for a certain class of convex functions whose Hessians satisfy a certain invariance property and establishes its global convergence without imposing any nondegeneracy assumption. At each iteration of his algorithm, an optimal displacement d k that minimizes the second order Taylor expansion of the objective function over the ellipsoid with a xed fraction > 0 is computed, and the next iterate x k+1 is determined by x k+1 = x k + d k = , where 1 is a constant which depends on the curvature of the objective function. As in his paper 35] , the convergence result of 36] is restrictive in the sense that the step-length has to be small, namely O("), to insure that the algorithm nds an "-optimal solution. Gonzaga 13 ] studies a trust region method which explores the shape of the trust regions to generate ellipsoidal regions adapted to the shape of the feasible region. Possible convergence results (including the case of convex objective function) of his algorithm under primal nondegeneracy assumption are given without any proofs.
In this paper, we study a version of the second order AS algorithm for solving a linearly constrained optimization problem in which the fraction k for the ellipsoid used at the k-th iteration is selected according to a trust region strategy. Trust region methods have been an important and well studied class of iterative methods for nonlinear optimization problems. They possess strong convergence properties and are reliable and e cient in the numerical solution of optimization problems (see for example 10, 11, 19, 20, 28, 29, 30, 31, 33, 34] ). Mor e 30] provides a comprehensive survey of trust region methods applied to unconstrained minimization problems, where ellipsoids of di erent shapes and sizes are used as trust regions. In the trust region methods studied by Mor e, the shape of the trust region (i.e., the scaling matrix used to de ne the region) is only explored for the purpose of attaining good scaling and preconditioning of the variables. Convergence results for trust region methods applied to unconstrained optimization problems are obtained by assuming that the condition numbers of the scaling matrices are uniformly bounded. On the other hand, AS algorithms for linearly constrained problems explore the shape of the trust region to adapt it to the shape of the feasible region so that feasibility is achieved automatically as a by-product. In contrast to the unconstrained case, the sequence of scaling matrices used by AS algorithms has unbounded condition number. It turns out that the general theory presented in Mor e 30] is also useful for the analysis of trust region methods with unbounded scaling matrices, as will be seen in the analysis of the algorithm presented in this paper.
The k-th iteration of the algorithm studied in this paper can be brie y described as follows. A quadratic approximation function which agrees with the objective function in value and gradient at the current iterate is minimized over an a ne scaling ellipsoid centered at the current iterate and with fraction k > 0. The fraction k+1 is then determined from k according to a standard trust region strategy: the fraction is increased or decreased depending on whether the minimizer of the quadratic approximation provides a good or bad prediction of the objective function. Assuming primal nondegeneracy and that the objective function is either convex or concave, we prove that every accumulation point of the sequence of iterates generated by the algorithm satis es the rst order necessary condition for optimality of the problem; in particular, if the objective function is convex we obtain the result that any accumulation point of the sequence of iterates is an optimal solution of the problem. Assuming that the Hessians of the quadratic approximation and the objective function agree at each iteration and that the (convex or concave) objective function satis es a certain invariance condition on its Hessian, it is shown that the sequence of iterates and objective function values converge R-linearly and Q-linearly, respectively. Moreover, if primal nondegeneracy is also assumed then it is shown that the limit point satis es the rst and second order necessary conditions for optimality of the problem. The paper is organized as follows. In Section 2, we state the assumptions used in this paper and describe the trust region AS algorithm. We also review some basic results about this method. In Section 3, we establish the global convergence of the algorithm for solving a linearly constrained convex or concave problem under the primal nondegeneracy assumption. This section is divided into three subsections. In Subsection 3.1, we review some results that are used in the convergence analysis of trust region methods for unconstrained problems. This discussion closely follows the presentation of Mor e 30]. In Subsection 3.2, by introducing a suitable change of variable, we are able to recast our algorithm into a special case of the algorithm considered in 30] and therefore use the analysis of this paper to obtain the conclusion that the complementarity product between the k-th iterate and its associated dual estimate converges to 0. Finally, in Subsection 3.3, we complete the convergence analysis of the trust region AS algorithm. In Section 4, we analyze the same algorithm under the assumption that the objective function satis es a certain invariance property and, at each iteration, the second order Taylor expansion is used for the quadratic approximation of the objective function. In Appendix A, we prove a technical result due to Gonzaga and Carlos 14] which is used in the analysis of Subsection 3.3. In Appendix B, we study some properties of the class of functions considered in Section 4.
In this paper, we make no attempt to verify the computational e ciency of the trust region AS algorithm for solving linearly constrained nonlinear problems. Our concern is mainly with the theoretical aspects of the method. However, based on the success of the a ne scaling algorithm for solving linear and quadratic programs (eg. 1, 23, 15] ) and the e ectiveness of trust region methods for solving nonlinear problems, we believe that the trust region AS algorithm will be quite successfull in solving linearly constrained nonlinear problems.
The following notation is used throughout the paper. Z + denotes the set of all the nonnegative integers. I R p , I R p + and I R p ++ denote the p-dimensional Euclidean space, the nonnegative orthant of I R p and the positive orthant of I R p , respectively. The set of all p q matrices with real entries is denoted by I R p q . For Q 2 I R p p , Q 0 (Q 0) means Q is positive (negative) semi-de nite and Q > 0 (Q < 0) means Q is positive (negative) de nite. The diagonal matrix corresponding to a vector u is denoted by diag (u). The i-th component of a vector u 2 I R p is denoted by u i and, for an index set f1; : : :; pg, the subvector u i ] i2 is denoted by u . If f1; : : :; pg, f1; : : :; qg and Q 2 I R p q , we let Q denote the submatrix Q ij ] i2 ;j2 ; if = f1; : : :; pg, Q is simply denoted by Q . Given u and v in I R p , u v means u i v i for every i = 1; : : :; p. For a vector u, the Euclidean norm, the 1-norm and the 1-norm are denoted by k k, k k 1 and k k 1 , respectively. Given a matrix Q 2 I R p q , we let Range (Q) fQv j v 2 I R q g and Null (Q) fv 2 I R q j Qv = 0g. We say that (B; N) is a partition of f1; : : :; pg if B N = f1; : : :; pg and B \ N = ;. The superscript T denotes transpose. If f k g and f k g are two sequences of real numbers, then the notation k = O( k ) means that there exists a scalar r 0 such that j k j r k for all k su ciently large.
Description of the Algorithm and Preliminary Results
In this section, we introduce the linearly constrained problem which will be the subject of our study and state the main assumptions that will be needed in our analysis. We then describe the trust region a ne scaling algorithm for solving the linearly constrained (convex or concave) problem and give some basic preliminary results that will be useful in the subsequent sections.
We consider the following linearly constrained problem minimize f(x) subject to Ax = b x 0;
where f : I R n ! I R is a twice continuously di erentiable function, A 2 I R m n and b 2 I R m . We denote the feasible region of problem (1) by P fx 2 I R n j Ax = b; x 0g and de ne the set P 0 fx 2 P j x > 0g, which is the relative interior of P whenever it is nonempty.
We make the following assumptions throughout the paper: Assumption 3 the function f is either convex or concave; Assumption 4 P is nondegenerate, i.e. AX 2 A T with X diag (x) is invertible for every x 2 P.
Assumptions 1 and 2 will be implicitly assumed in the statement of every result of this paper. On the other hand, explicit reference will be made to the other two assumptions whenever they are needed.
Assume that x k 2 P 0 denotes the current (the k-th) iterate generated by the algorithm. A rough description of how the next iterate is computed is given as follows. The function d 7 ! f(x k + d) ? f(x k ) is approximated by the quadratic function q k (d) de ned as . In practice, it is desirable to compute only an approximate solution of (2) since an exact solution may be hard to compute (e.g., see 5, 30, 31] ). In our presentation, we require that an approximate solution of (2) ) over an ellipsoidal trust region with the same scaling matrix and with radius~ k which is close to the speci ed k . Next the ratio between the actual reduction in f and the predicted reduction in q k is computed as r k
For some constant 1 2 (0; 1) (e.g., 1 = :25), if r k > 1 then we set x k+1 = x k + d k ; otherwise, we set x k+1 = x k . In both cases, k is updated. In the second case, k must be reduced so that the ratio at the next iteration is improved, that is, it becomes closer to 1. The details of the trust region a ne scaling algorithm for solving (1) S fk 2 Z + j r k > :25g:
The main goal of Section 3 is to show that if x 2 P is an accumulation point of the sequence generated by Algorithm 1 then x satis es the rst order necessary condition for optimality of (1), that is, for some ( y; s) 2 I R m I R n , A T y + s = rf( x); s 0; and X s = 0;
where X = diag ( x). Moreover, Section 4 shows that, for a certain class of convex or concave functions, x satis es the following second order necessary condition for optimality of (1):
where N fj j x j = 0g.
For the purpose of future reference, we note that an approximate solution d k of (2) satis es the rst order necessary conditions for optimality of subproblem (3), namely, for some y k + 2 I R m and k 2 I R,
Ad k = 0; (4) is always well-de ned.
The following relations can be easily derived using relations (7) and (8) together with Assumption 1.
Proposition 2.2 The following statements hold:
) and fx k g is bounded; (f) kX ?1 k d k k =~ k for every k 0 such that Q k 0. Proof. We rst prove (a). Using relations (7) and (8), we have for all k 0,
We now prove (b). Since (b) clearly holds if the k-th iteration is unsuccessful, we may assume that the k-th iteration is successful. Then, x k+1 = x k + d k and, by relations (3) and (10) (2) and (3), it follows that d k 2 arg minfrf(x k ) T d j Ad = 0; kX ?1 k dk ~ k g: (16) Using the assumption that q k (d k ) < 0 for all k 0 (see paragraph after Proposition 2.1) and the fact that the objective function of (16) is linear, it is easy to see that kX ?
3 Global Convergence
The purpose of this section is to establish the global convergence of Algorithm 1 for solving problem (1). This section is divided into three subsections. In the rst subsection, we review some results that are used in the convergence analysis of trust region methods for unconstrained problems. This discussion closely follows the presentation of Mor e 30], which analyzes a general trust region method in which ellipsoids of di erent shapes and sizes are used as trust regions. This general theory turns out to be useful for the convergence analysis of Algorithm 1. In the second subsection,
by introducing a suitable change of variables that eliminates the constraints Ax = b from problem x of the sequence fx k g generated by Algorithm 1 satis es the rst order necessary condition for optimality of problem (1); in particular, if f is convex then x is an optimal solution of (1).
Trust Region Algorithms for Unconstrained Problems
In this subsection we review some results discussed in Mor e 30] that play an important role in the analysis of Algorithm 1. Mor e 30] studies a general trust region method for minimizing a continuously di erentiable function h : I R p ! I R over I R p , in which the trust region subproblems are of the form minimize k (w) = rh(z k ) T w + 1 2 w T B k w subject to kD k wk k ; (18) where the minimization is with respect to the displacement vector w 2 I R p , z k denotes the kth iterate, B k 2 I R p p , the scaling matrix D k 2 I R p p is invertible (not necessarily diagonal or symmetric) and k > 0.
Since an exact optimal solution of problem (18) (19) The following ratio between the real reduction in h and its predicted reduction
is used to determine whether w k is accepted as the displacement vector: if k > :25, w k is accepted and we set z k+1 = z k + w k ; otherwise, we set z k+1 = z k .
We are now ready to state the complete algorithm studied in 30]. It is useful at this point to make a few observations about Algorithm 2. As in Algorithm 1, any constants 0 < 1 < 2 < 1 could be used in place of the numerical constants 0:25 and 0:75.
If, for some k, k (w k ) = 0 then it is easy to see that rh(z k ) = 0; in this case, having computed a critical point z k of h( ), Algorithm 2 terminates at the k-th iteration. From now on, we assume that k (w k ) < 0, and hence w k 6 = 0, for all k 0. At this point no restriction is imposed on the way the sequence of matrices fB k g and fD k g are updated; however, to obtain meaningful results about the behavior of Algorithm 2, some conditions on fB k g and fD k g will be needed (see (21) and Theorem 3.2 Let fz k g be the sequence generated by Algorithm 2. Assume that condition (21) holds and that fh(z k )g is bounded below. Then, lim inf
The application of the above result to the convergence analysis of Algorithm 1 would lead to the conclusion that lim inf k!1 kX k s(x k )k = 0. This result alone is not su cient to prove convergence of Algorithm 1. What is really needed is the stronger result that lim k!1 kX k s(x k )k = 0, which will be obtained by means of the result stated below. It is a modi cation of Theorem 4.14 of 30] in the sense that instead of assuming the condition: there exist constants 1 
Although the proof of the next result is a slight modi cation of the one given for Theorem 4.14 of 30], we include it here for the sake of completeness.
Theorem 3.3 Let fz k g be the sequence generated by Algorithm 2. Assume that (21) and (23) hold and that fz k g is bounded. Then
Proof. Assume for contradiction that (24) does not hold. Then there exists a constant " 1 > 0 such that the index set K fk j kD ?T k rh(z k )k " 1 g is in nite. In view of Theorem 3.2, for any given " 2 2 (0; " 1 ), it is easy to construct two index sequences fm i g K and fl i g such that for all i, m i < l i < m i+1 , kD ?T l i rh(z l i )k < " 2 ; and kD ?T k rh(z k )k " 2 ; for all k = m i ; : : :; l i ? 1:
Using the fact that z k+1 is either equal to z k or z k + w k and relations (19) and (21), we obtain
Using Lemma 3.1, relations (20) , (21), (25), (26) : (27) Since fh(z k )g is a nonincreasing sequence, h is continuous and the sequence fz k g is bounded, we have lim k!1 h(z k ) ? h(z k+1 ) = 0. In view of (27) 
The assumption that fz k g is bounded implies the existence of a constant 3 > 0 such that krh(z k )k 3 for all k. This together with (21), (25) and (28) for any " 2 2 (0; " 1 ), a contradiction.
Convergence of the Complementarity Product
In this section we show that Algorithm 1 can be recast as a special case of Algorithm 2 by means of a suitable change of coordinates. Using the analysis of the previous subsection, we then obtain the main result of this section, namely lim k!1 kX k s(x k )k = 0, where X k diag (x k ) and s( ) is de ned in (17) . We note that Assumptions 3 and 4 are not used to derive this result. Throughout this subsection and the next one, we make the following assumptions on the sequence of matrices fQ k g. The rst one is all we need for deriving the main result of this subsection;
the other assumption will be used in the next subsection, where we provide the complete convergence analysis of Algorithm 1. and de ne the sequences of (n ? m) (n ? m)-matrices fB k g and fD k g for all k 0 as
We have the following straightforward result whose proof is left to the reader.
Proposition 3.4 Assumption 5 holds if and only if the sequence fB k g = fH T Q k Hg is bounded.
Moreover, Assumption 6(a) (resp., 6(b)) holds if and only if B k 0 (resp., B k 0) for all k 0.
We next show that Algorithm 1 can be recast as a special case of Algorithm 2. We start by pointing out the relationship between the approximate solutions of the trust region subproblems (2) and (18). 
Our next goal is to show that the sequences fB k g, fD k g and fz k g satisfy conditions (21) and (23) 
The result now follows from the fact that the sequences fP(x k )g and fx k g are bounded.
We observe that the condition that the sequence fH T Q k Hg be bounded is independent of the choice of H, and hence, it is a property of the sequence fQ k g alone.
In the next four lemmas we show that the sequences fD k g and fz k g de ned in (30) and (32) Proof. To prove continuity of m, let fc k g cl C be a sequence converging to c. We will show that lim k!1 m(c k ) = m(c). We may assume that either fc k g C or fc k g cl C n C. If Proof. We rst show that the matrix-valued function x 7 ! P(x)X is continuous on the nonnegative orthant I R n + , where X diag (x). It is su cient to show that the assumptions of Proposition 3.9 is satis ed for the set C = I R n ++ and the function m(x) = P(x)X for all x 2 I R n + . It is obvious that m restricted to I R n ++ is continuous since the function x 7 ! P(x) is obviously continuous on I R n ++ . We now verify the other limiting assumption of Proposition 3.9. Let x 2 I R n + n I R n ++ be given and let fx k g I R n ++ be an arbitrary sequence converging to x. Let 
Condition (23) We are now ready to use Theorem 3.3 to obtain the conclusion that lim k!1 kX k s(x k )k = 0.
We observe that the result below does not require Assumptions 3 and 4 to hold.
Theorem 3.11 Suppose Assumption 5 holds and let fx k g be the sequence generated by Algorithm 1.
Proof. Consider the sequences fB k g, fD k g and fz k g de ned in (30) and (32) . In view of Proposition 3.6, Lemma 3.7, Lemma 3.10 and Theorem 3. which, in view of (17) and (33) , is equivalent to
Convergence Analysis of Algorithm 1
The purpose of this subsection is to complete the convergence analysis of Algorithm 1. The main result of this subsection (namely, Theorem 3.14) states that, under Assumptions 3, 4, 5 and 6, every accumulation point of the sequence fx k g generated by Algorithm 1 satis es the rst order necessary condition for optimality of problem (1); in particular, if f is convex, we obtain the result that every accumulation point of fx k g is an optimal solution of (1). Theorem 3.14 Suppose Assumptions 3, 4, 5 and 6 hold. Then every accumulation point of fx k g satis es the rst order necessary condition for optimality of (1). In particular, if f( ) is convex then any accumulation point of fx k g is an optimal solution of (1).
Proof. Since the accumulation point x of the sequence fx k g considered at the beginning of this subsection is arbitrary, it su ces to prove that x satis es the rst order necessary condition for optimality of (1). Let s s( x) and let y (A X 2 A T ) ?1 A X 2 rf( x); we will show that ( y; s) satis es (5) . By relation (17), we have rf( x) = s( x) + A T y = s + A T y. Moreover, continuity of s( ) over P and Theorem 3.11 imply that X s = 0. We next verify that s 0. Indeed, assume for contradiction that there exists an index l 2 N such that s l < 0. Then, x l = 0 since x l s l = 0. By Lemma 3.13, there exists an integer k > 0 such that (s k + ) l < 0 for all k k and k 2 S. Hence, in view of (7) and (11), we have d k l > 0, and hence, x k+1 l = x k l + d k l > x k l for all k k and k 2 S. Since x k+1 l = x k l for all k = 2 S, we conclude that x k+1 l x k l > 0 for all k k, a contradiction with the fact that x l = 0 is an accumulation point of fx k l g.
We conclude the section by noting that all the results in Section 3 hold if f( ) is assumed to be continuously di erentiable only. The assumption that f( ) is twice continuously di erentiable will be fully used in the next section.
Additional Results for a Class of Objective Functions
In this section, we consider the behavior of Algorithm 1 when Q k = r 2 f(x k ) for all k 0 and the objective function satis es the invariance property that the null space of r 2 f(x) is constant for every x 2 P. Under these conditions, we show that the sequence fx k g converges R-linearly to a point satisfying rst and second order necessary conditions for optimality of (1) and that the sequence ff(x k )g converges (monotonically and) Q-linearly.
Throughout this section we make the following assumptions. and by using the fact that a continuous function de ned on a compact set achieves a minimum and a maximum value.
The following lemma gives an alternative characterization for a function satisfying Assumptions 3 and 8. The class of functions satisfying the alternative condition of Lemma 4.2 has already been considered in Sun 36] . It is observed in his paper that any convex quadratic function or any convex function having positive de nite Hessian everywhere satis es this condition. More generally, it is easily seen that any function of the form f(x) = u(Ex) + c T x, where E 2 I R l n , c 2 I R n and u : I R l ! I R is a twice continuously di erentiable function such that r Proof. Follows immediately from relations (7), (8) and (12) 
If f( ) is concave then (a) and (e) of Proposition 2.2, Assumption 7, (12) and (40) imply 
Since fx k g L(x 0 ), which by Assumption 2 is a compact set, we conclude that frf(x k )g is bounded. This observation, relations (43) and (44) and Lemma 4.4 imply
The next corollary follows immediately from Lemma 4.7.
Corollary 4.8 Suppose Assumptions 3, 7 and 8 hold. Then
Proof. It follows immediately from Lemma 4.7, Proposition 2.2(c) and the fact that x k+1 = x k +d k if k 2 S and x k+1 = x k if k = 2 S. We next prove the geometric convergence of the subsequence ff(x k ) ? f 1 g k2S , where f 1 lim k!1 f(x k ). We rst state and prove two technical lemmas. Lemma 4.9 Let A fx 2 P j f(x) = f 1 g. Then 
where k 2 (0; 1). This relation, relation (4) and Lemma 4.7 imply
Using the continuity of r 2 f( ), the fact that lim k2K 1 kd k k = 0 and Proposition 2.2(e), it follows from the last expression that lim k2K 1 r k = 1. However, since k > k+1 for every k 2 K 1 , it follows from Algorithm 1(b) that r k < :75 for every k 2 K 1 , a fact that contradicts the conclusion that lim k2K 1 r k = 1.
We are now ready to establish the geometric convergence of the subsequence ff(x k ) ? f 1 g k2S . 
By second order Taylor expansion and the fact that x k 2 A, we have
for some z k lying on the line segment between x k and x k . Using the above two relations, relation (9) 
Using relations (12) , (48) The next theorem is an immediate consequence of Theorem 3.14 and 4.12. The next result is the main result of this section. Theorem 4.13 Suppose that Assumptions 3, 4, 7 and 8 hold. Then the sequence fx k g converges to a point satisfying the rst and second order necessary conditions for optimality of problem (1).
If f( ) is convex, then the limit point is an optimal solution of problem (1).
Proof. In view of Theorems 3.14 and 4.12, we conclude that lim k!1 x k = x and x satis es the rst order necessary condition for optimality of problem (1). In particular, when f( ) is convex, x is an optimal solution of problem (1) . We now prove that x satis es the second order necessary condition for optimality of problem (1) Recall that x denotes an accumulation point of fx k g, s s( x), N fi j s i 6 = 0g and B f1; : : :; ng n N. We de ne fx 2 P j x N = 0; f(x) = f( x)g:
The next ve lemmas establish the fact that every accumulation point of fx k g is in . Lemma 5. where \optimize" should be read as \minimize" when f( ) is convex, and, \maximize" when f( ) is concave. Hence, is the set of optimal solutions of (53). Since the set of optimal solutions of a minimization (maximization) problem with a convex (concave) objective function over a convex set must be convex, the result follows.
The next lemma is a well-known result in convex analysis. 2 j s l j: Hence, js l (x) ? s l j j s l j=2, which yields s l (x) 6 = 0, and hence,x l s l (x) 6 = 0. By Theorem 3.11, we must havex j s j (x) = 0 for all j, contradicting the earlier conclusion thatx l s l (x) 6 = 0.
Lemma 5.5 Suppose Assumptions 3, 4 and 5 hold. Then any accumulation point of fx k g is in .
Proof. Assume for contradiction that fx k g has an accumulation point not in . Then, in view of Lemma 5.4, this accumulation is not in . Since fx k g has accumulation points both in and outside the closed set , it is easy to see that there exists a subsequence fx k g k2K such that x k 2 and x k+1 6 2 for all k 2 K. Letx andx be accumulation points of fx k g k2K and fx k+1 g k2K , respectively. Obviously,x 2 andx 6 2 . By de nition of , we conclude thatx N 6 = 0. In view of Lemma 5.4 and the fact thatx 2 , we must havex 2 , and hence,x N = 0. Using this fact and letting k 2 K tend to 1 in Proposition 2.2 (b), we obtain 0 x N (1 + )x N = 0. But this contradicts the earlier conclusion thatx N 6 = 0.
We are now ready to prove Lemma 3.12 Proof of Lemma 3.12. By Assumption 4, we know that s(x) is a continuous function of x over P. This fact together with the boundedness of fx k g implies that the sequence fs(x k )g is bounded. Hence, it su ces to show that s is the only accumulation point of fs(x k )g. Indeed, letŝ be an accumulation point of fs(x k )g. Clearly, there exists an accumulation pointx of fx k g such that s = s(x). Using Lemma 5.5, we conclude thatx 2 . It then follows from Lemma 5.3 that s = s(x) = s.
6 Appendix B
In this appendix, we establish some properties of the class of functions considered in Section 4.
Lemma 6.1 Let U I R l be an open and connected set and let 1 : U 7 ! I R be a twice continuously di erentiable function such that r 2 1 (u) = 0 for all u 2 U. Then, there exist unique r 2 I R l and 2 I R such that 1 (u) = r T u + for all u 2 U. Lemma 6.2 Let U I R l be an open and connected set and let 1 : U 7 ! I R be a continuously di erentiable function such that r 2 (u) = 0 for all u 2 U. Then, 2 is a constant function on U. Lemma 6.3 Let g : R l 7 ! I R be a twice continuously di erentiable function and let C I R l be a relatively open convex set. Assume that for all x 2 C, the matrix r 2 g(x) 0 and that Null (r 2 g(x)) = N, where N is a subspace independent of x. Then, there exist a full row rank matrix E 2 R l 1 l such that the set E C fEx j x 2 Cg is open, a vector c 2 I R l and a twice continuously di erentiable mapping g 1 : E C 7 ! I R such that g(x) = g 1 (Ex) + c T x and r 2 g 1 (Ex) > 0; 8x 2 C: Proof. We divide the proof into two parts: we rst prove the lemma under the assumption that C is open and then use this conclusion to prove the lemma under the assumption that C is relatively open. Assume then that C is open. Let P = P 1 ; P 2 ] 2 I R l l be an orthogonal matrix such that the columns of P 1 2 I R l l 1 form a basis for N ? and the columns of P 2 2 I R l l 2 form a basis for N. Consider the function : I R l 7 ! I R de ned by (y) = g(Py). Letting Hence, the rst relation in (56) follows and hence, g 1 (y 1 ) is twice continuously di erentiable on D 1 .
Di erentiating this relation with respect to y 1 twice, we see that r The result thus follows.
