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We study the asymptotic behavior of the solution for a hydrodynamic model of
semiconductors where the energy equation is included. We study the case where the
flow is subsonic and the doping profile is close to a negative constant, depending
on the spacial variable x. We shall show that a given steady state solution is
asymptotically stable or unstable depending on whether or not the density of the
initial data satisfies P =0, where P is defined in (3.5).  1998 Academic Press
1. INTRODUCTION
We consider the stability and instability of steady state solutions for a
hydrodynamic model of semiconductors. The initial value problem we
discuss is given by
nt+(nv)x=0, (1.1)
(nv)t+(nv2+ p)x=&nF&
nv
{p
, (1.2)
Wt+(vW+vp)x=&nvF+(}Tx)x&
W&Wc
{w
, (1.3)
Fx=&n&nd (x), (1.4)
with the initial data
(n, v, W )(x, 0)=(no , vo , Wo)(x), (1.5)
where the state variables n, v, W and F are the electron concentration,
average velocity, total energy and electric field, respectively, and p and T
are pressure and carrier temperature, respectively.
The coefficients }, {p and {w are thermal conductivity, momentum relaxation
time and energy relaxation time, respectively. In this paper, we restrict our
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discussion to the case where }, {p and {w are positive constants, and
{w> 12{p . The thermal conductivity } is governed by the Wiedemann Franz
law [1] and generally depends on n and T. In the general case {p and {w
have the form {p=Cp(TTc ) and {w=Cw(TT+Tc)+ 12 {p , respectively.
Here Cp and Cw are physical constants, and the standard choice for  is &1.
In (1.4) nd (x) is the doping profile. We assume the following conditions
for nd (x):
(d-1) nd (x)=&do&+d1(x), where do is a positive constant
and d1(x) # B3(R).
(d-2) lim
x  \
nd (x)=d\ , where d\ are negative constants. (1.6)
(d-3) n$d (x), n"d (x) # L1(R).
In (1.6) + is a small constant which will be defined later.
The total energy W can be written as
W=ne+ 12 nv
2,
where e is the internal energy. We discuss the case where p and e are the
same as those for polytropic gas, namely,
p=knT, e= 32 kT,
where k is the Boltzmann’s constant. Wc denotes the rest energy and is
equal to 32 knTc , where Tc is the lattice temperature.
We multiply (1.2) by v and subtract it from (1.3) using (1.1). Then we
obtain
3
2
knTt&}Txx+
3
2
knvTx+knvxT=&
3kn(T&Tc)+nv2
2{w
+
nv2
{p
. (1.7)
The initial data become
(n, v, T )(x, 0)=(no , vo , To)(x), (1.8)
where
To(x)=
2
3kno \Wo&
1
2
nov2o+ (x).
The state space is G=[(n, v, T ): n>0, T>0]. In what follows, we study
the system (1.1), (1.2), (1.7), (1.4) and (1.8) instead of the system (1.1)(1.5).
The goal of this paper is to extend the result in [8] and discuss the
stability of steady state solutions for the above nonisentropic case. For this
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purpose we assume that the solution is in a steady state (n s , v s , T s)(x) for
t<0. We introduce a perturbation (no , vo , To)(x) at t=0. It turns out
that if
P =|
+
&
(n s&no)(x) dx=0,
then the steady state solution (n s , v s , T s)(x) is asymptotically stable. On
the other hand if P {0, (n s , v s , T s)(x) is not asymptotically stable any
longer and the solution approaches a different steady state. The main result
of this paper is given in Theorem 3.2 in Section 3, where we state in what
function space the stability is discussed and to which steady state the
solution approaches if P {0. From the main result we not only have a
simple criterium to determine the stability or instability of a steady state
solution, but also have an easy way to find a steady state solution which
is asymptotically stable. This is explained after the proof of Theorem 3.2.
To show the above result, we postulate an ansartz which is basically the
difference between the original variables and the steady state solutions. We
introduce an integrated variable and study the system satisfied by the
integrated variable. We obtain the main result using the energy method.
In [8], to discuss the stability and instability of steady state solutions, we
had in the ansartz a term which accounts for the relaxation in linear
momentum. It turns out that in the nonisentropic case we need another
term which accounts for the relaxation in temperature. The relaxation in
temperature is more complicated than that for linear momentum. This is
discussed in Section 3.
Recently the hydrodynamic models for semiconductors have received
more attention because they turn out to be finer models than the classical
drift diffusion model. Often the energy equation (1.3) is replaced with a
relation p(n)=n#, #>1 and eliminated from consideration. For this
simplified model (usually known as isentropic model), results have been
obtained in various literature. In the steady state case, Degond and
Markowich [3] discussed the existence and uniqueness of the steady state
solutions in the one-dimensional subsonic case. Gamba [6] discussed the
steady state solutions in the one-dimensional transonic case. Degond and
Markowich [4] also discussed the three dimensional steady state solutions.
In the dynamic case, Fang and Ito [5] discussed the existence of weak
solutions in the transonic case, using the vanishing viscosity argument.
Marcati and Natalini [14] considered the existence of weak solutions
based on the numerical schemes for hyperbolic conservation laws. Chen
and Wang [2] considered the convergence of a numerical scheme. The
system we study in this paper was first discussed by Jerome and Shu [11].
The general mathematical treatment of semiconductors is available in [15].
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This paper consists of 4 sections. In Section 2 we discuss the existence of
the steady state solutions and their properties including the relation between
different steady state solutions. We discuss the main result of this paper in
Section 3. Besides Theorem 3.2 we discuss the ansartz that we postulate
and the motivation for the ansartz. We also discuss the local existence.
Finally in Section 4 we prove the lemma leading to Theorem 3.1.
Notations. We list the notations we use in this paper.
[Bl (R)] the space of l-times bounded differentiable functions on R.
[L p(R)] the Lebesgue space over R with norm | } |p (1p).
For L2(a, b) we use & }&.
[Hk(R)] the L2-sense Sobolev space over R of order k with norm
& }&k (k0). Note that & }&=& }&0 .
[Cl (I; Hk(R))] the space of l-times continuously differentiable functions
on I (an interval in [0, )) with values in Hk(R).
[L2(I; H k(R))] the space of L2 functions on I with values in Hk(R).
2. STEADY STATE SOLUTIONS
In this section we show the existence of a steady state solution for the
system (1.1), (1.2), (1.7), (1.4) and (1.8), and then discuss its properties
under the assumption that nd (x) is close to a negative constant.
The steady state solution to the system (1.1), (1.2), (1.7) and (1.4)
satisfies:
\j
2
s
ns
+knsTs+x=&nsFs&
js
{p
, (2.1)
}Tsxx&
3
2
kjsTsx+
kjsTs
ns
nsx=&
j 2s
{p ns
+
3
2 kns(Ts&Tc)+
1
2nsv
2
s
{w
, (2.2)
Fsx=&ns&nd (x), (2.3)
where js=nsvs is a constant. We consider the case where js is close to zero
so that the flow is subsonic. Solving (2.1) for Fs and substituting it to (2.3),
we obtain
\ j
2
s
n3s
&
kTs
ns + nsxx+
js
{p n2s
nsx+ns&kTsxx
=\3 j
2
s
n4s
&
kTs
n2s + n2sx+
k
ns
nsxTsx&nd (x). (2.4)
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Rearranging (2.2), we have
}Tsxx+\&32 kjs+ Tsx+\&
3kns
2{w
(Ts&Tc)++kjsTsns nsx=\
1
2{w
&
1
{p+
j 2s
ns
.
(2.5)
Let
r=ns&do ,
%=Ts&Tc ,
(2.6)
where do is defined in (1.6). The equations (2.4) and (2.5) become
\ j
2
s
n3s
&
kTs
ns + rxx+
js
{pn2s
rx+r&k%xx=\3j
2
s
n4s
&
kTs
n2s + r2x
+
k
ns
rx%x++d1(x), (2.7)
}%xx+\&32 kjs+ %x+\&
3kns
2{w + %+
kjsTs
ns
rx=\ 12{w&
1
{p+
j 2s
ns
. (2.8)
Denote
C2=}&1 \&32 k+ ,
D2=}&1 \&3kns2{w + ,
A2=}&1
kTs
ns
,
B2=0,
F2=}&1 \ 12{w &
1
{p+
j 2s
ns
,
(2.9)
B1=\ j
2
s
n3s
&
kTs
ns +
&1
,
A1=B1 \ 1{pn2s +kA2+ ,
C1=B1 kC2 ,
D1=B1kD2 ,
F1=B1 _kF2+\3j
2
s
n4s
&
kTs
n2s + r2x+
k
ns
rx%x++d1(x)& .
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We obtain
rxx+jsA1rx+B1r+js C1%x+D1%=F1 , (2.10)
%xx+jsC2%x+D2%+jsA2 rx+B2r=F2 .
Lemma. For each given positive =, there exist positive constants jo and +o
such that for each | js |jo and |+|+o we have a unique solution r,
% # B3(R) for (2.10) and (2.11) satisfying
|rxxx , rxx , rx , r|=, (2.12)
|%xxx , %xx , %x , %|=, (2.13)
|Fsxxxx , Fsxxx , Fsxx , Fsx , Fs |=. (2.14)
Proof. In (2.9) Ai , Bi , Ci , Di and Fi (i=1, 2) are functions of ns and Ts .
Set
A i =Ai (do, Tc),
B i =Bi (do , Tc),
C i =Ci (do, Tc), (2.15)
D i =Di (do, Tc),
F i =Fi&js(Ai&A i) rx&(Bi&B i) r&js(Ci&C i) %x&(Di&D i)%,
for i=1, 2. Then (2.10) and (2.11) become
rxx+jsA 1rx+B 1r+js C 1%x+D 1%=F 1 , (2.16)
%xx+jsC 2%x+D 2%+jsA 2 rx+B 2r=F 2 . (2.17)
Or equivalently
\
r
rx
%
%x+x =\
0
&B 1
0
&B 2
1
&js A 1
0
&js A 2
0
&D 1
0
&D 2
0
&js C 1
1
&jsC 2+\
r
rx
%
%x++\
0
F 1
0
F 2+ . (2.18)
Let
u=\
r
rx
%
%x+ , A=\
0
&B 1
0
&B 2
1
&jsA 1
0
&js A 2
0
&D 1
0
&D 2
0
&jsC 1
1
&jsC 2+
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and
f=\
0
F 1
0
F 2+ .
(2.18) can be written as
du
dx
=Au+f (u). (2.19)
It is easy to show that the eigenvalues of A have nonzero real parts, provided
that js is sufficiently small. If E+ denotes the projection corresponding to
the eigenvalues of A of positive real parts and let E&=I&E+ , then from
the result of Henry [9] there are constants K>0 and _>0 such that
} e
AxE+u
eAxE&u}
Ke_x |E+u|
Ke&_x |E& u|
when x0,
when x0.
(2.20)
Furthermore, if u is bounded, then there exists a positive constant L such
that
} e
AxE+u
eAxE&u }
KLe_x |u|
KLe&_x |u|
when x0,
when x0.
(2.21)
Hence the solution of (2.19) satisfies
u(x)=|
x
&
eA(x&s)E& f (u(s)) ds+|
x
+
eA(x&s)E+ f (u(s)) ds, (2.22)
for all x # R. We consider the iteration given by
un+1=|
x
&
eA(x&s)E& f (un) ds+|
x
+
eA(x&s)E+ f (un) ds, (2.23)
where n # Z, the set of all non-negative integers. In what follows C denotes
a constant independent of js , + and =. We will complete the proof by the
following 3 steps, using the Fixed Point Theorem:
Step 1. There exist positive constants j1 , +1 and 41 such that for all
| js | j1 , |+|+1 and 441 , if the initial data of the iteration |uo |4,
then |un |4 for each n # Z.
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Proof of Step 1. By definition of f, we know that
| f (un)|=max( |F 1(un)|, |F 2(un)| ). (2.24)
F 2 has the form
F 2n=F2n& js(A2n&A 2n) rnx&(B2n&B 2n) rn
&js(C2n&C 2n) %nx&(D2n&D 2n)%n . (2.25)
By direct calculation, we know that
F2nC | js | 2,
js(A2n&A 2n) rnxC | js | |un | 2,
(B2n&B 2n) rn=0, (2.26)
js(C2n&C 2n)%nx=0,
(D2n&D 2n)%nC |un | 2.
Combining (2.25) and (2.26), we have
|F 2n |C( | js | 2+|un | 2+| js | |un | 2). (2.27)
Similarly, F 1n has the form
F 1n=F1n& js(A1n&A 1n) rnx&(B1n&B 1n) rn
&js(C1n&C 1n) %nx&(D1n&D 1n)%n . (2.28)
Again by direct calculation, we know that
F1nC( | js | 2+|un | 2+|+| ),
js(A1n&A 1n) rnxC | js | |un | 2,
(B1n&B 1n) rnC |un | 2, (2.29)
js(C1n&C 1n)%nxC | js | |un | 2,
(D1n&D 1n)%nC |un | 2.
So combining (2.28) and (2.29), we have
|F 1n |C( | js | 2+|un | 2+|+|+| js | |un | 2). (2.30)
Hence from (2.24), (2.27) and (2.30), we know
| f (un)|C( | js | 2+|un | 2+|+|+| js | |un | 2). (2.31)
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Thus
|un+1 |= }|
x
+
eA(x&s)E+ f (un) ds+|
x
&
eA(x&s)E& f (un) ds }
|
x
+
Ke_(x&s) |E+ f (un)| ds+|
x
&
e&_(x&s) |E& f (un)| ds
KL \}|
x
+
e_(x&s) ds }+ }|
x
&
e&_(x&s) ds }+ | f (un)|

2KLC
_
| f (un)|
2KLC
_
( | js | 2+|un | 2+|+|+| js | |un | 2). (2.32)
Choose
41=
_
8KLC
, j1=min(1, 41), +1=421 .
Then if | js |< j1 , |+|<+1 and |un |<41 , we have |un+1 |<41 .
Step 2. The iteration (2.23) is a contraction mapping near u=0.
Proof of Step 2. From (2.23), we see
un+2=|
x
+
eA(x&s)E+ f (un+1) ds+|
x
&
eA(x&s)E& f (un+1) ds. (2.33)
Hence
|un+2&un+1 | }|
x
+
eA(x&s)[E+ f (un+1)&E+ f (un)] ds }
+}|
x
&
eA(x&s)[E& f (un+1)&E& f (un)] ds }
|
x
+
|eA(x&s)E+[ f (un+1)&f (un)]| ds
+|
x
&
|eA(x&s)E&[ f (un+1)&f (un)]| ds

2KLC
_
| f (un+1)&f (un)|.
By definition of f, we know that
| f (un+1)&f (un)|=max( |F 1(un+1)&F 1(un)|, |F 2(un+1)&F 2(un)| ).
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Using the similar estimates as in (2.25)(2.31), we have
|F 2(un+1)&F 2(un)|C( | js | 2+| js |+|un | 2+|un+1 |2+|+| ) |un+1&un |,
|F 1(un+1)&F 1(un)|C( | js | 2+| js |+|un | 2+|un+1 |2+|+| ) |un+1&un |.
So
| f (un+1)&f (un)|C( | js | 2+| js |+|un | 2+|un+1 |2+|+| ) |un+1&un |.
Hence
|un+2&un+1 |
2KLC
_
( | js | 2+| js |+|un | 2+|un+1 |2+|+| ) |un+1&un |.
Choose
42=min \41 , 12 ,
KLC
10_ + , j2=422 , +2=422 .
Then if |un |42 , | js | j2 and |+|+2 , we have
:=
2KL
_
( | js | 2+| js |+|un | 2+|un+1 | 2+|+| )42 # (0, 1).
So
|un+2&un+1 |: |un+1&un |.
Therefore (2.23) is a contraction mapping.
Step 3. Show (2.12), (2.13) and (2.14).
Proof of Step 3. Differentiating (2.22), we have
(un+1)x=E& f (un)+A |
x
&
eA(x&s)E& f (un) ds
+E+ f (un)+A |
x
+
eA(x&s)E+ f (un) ds
=Aun+1+f (un)
\&A& 2KLC: +C+ ( | js | 2+|un | 2+|+|+| js | |un | 2+ . (2.34)
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Thus for each given =>0, if we choose 4, js and + sufficiently small,
|(un+1)x | <=. Differentiating (2.34) we have
(un+1)xx=A2un+1+f (un). (2.35)
And from (2.35) we know |(un+1)xx | <=, using the same method as in
(2.34). Thus (2.12) and (2.13) are proved. From (2.1), (2.3), (2.12) and
(2.13) we have (2.14).
Combining Step 1, 2 and 3, we complete the proof of Lemma 2.1.
Corollary 2.2. For each given positive =, there exist positive constants
jo and +o such that for each | js |jo and |+|+o we have a unique solution
ns , Ts , Fsx # B3(R) for (2.1)(2.3) satisfying
|nsxxx , nsxx , nsx , ns&do |=, (2.36)
|Tsxxx , Tsxx , Tsx , Ts&Tc |=, (2.37)
|Fsxxxx , Fsxxx , Fsxx , Fsx , Fs |=. (2.38)
Proof. Corollary 2.2 is a direct consequence of Lemma 2.1.
Lemma 2.3. There exists a positive constant =o>0 such that for all
0<==o the solution in Corollary 2.2 satisfies limx  \ nsx(x)=0 and
limx  \ Tsx(x)=0.
Proof. It suffices to show that there exists a positive constant =o>0
such that for all 0<==o , L2(R) norms of nsx , nsxx , Tsx , Tsxx are bounded.
Then Lemma 2.3 is an immediate result of Sobolev’s inequality.
Differentiate (2.4), multiply the resulting equation by nsx and integrate
over x. Then after integration by parts, we see
|
+
& \
kTs
ns
&
j 2s
n3s+ n2sxx(x) dx+|
+
& _1&\
kTs
n2s
&
3j 2s
n4s + nsxx& n2sx(x) dx
=C=+|
+
&
js
{pn2s \
n2sx
2 +x (x) dx&|
+
&
kTsxxnsxx(x) dx
&|
+
&
kTsx
ns \
n2sx
2 +x (x) dx+|
+
&
+d $1(x) nsx(x) dx.
By Cauchy’s inequality
|
+
&
kTsxxnsxx(x) dxk2 &nsxx&22+
1
2
&Tsxx&22 .
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Here 2 is an arbitrary positive constant. If we choose 2 sufficiently small,
k2&nsxx&22 can be absorbed into the first term of the left hand side. Thus
by Lemma 2.2,
&nsxx&22+&nsx &22C(=+&Tsxx &22).
Differentiate (2.5), multiply the resulting equation by Tsx and integrate
over x. Then after integration by parts, we see
|
+
&
}T 2sxx(x) dx+|
+
&
3kns
2{w
T 2sx(x) dx
=C=&|
+
&
3
2
kjs \T
2
sx
2 +x (x) dx&|
+
&
3k
2{w
(Ts&Tc) nsx Tsx(x) dx
&|
+
&
kjsTs
ns
nsx Tsxx(x) dx+|
+
& \
1
2{w
&
1
{p+
j 2s
n2s
nsx Tsx(x) dx.
Again by Cauchy’s inequality and Lemma 2.2, we have
&Tsxx&22+&Tsx &
2
2C(=+| js | &nsx&
2
2).
Choose = and js small enough, we have
&nsxx&22+&nsx &22+&Tsxx &22+&Tsx&22C=C=o .
Now differentiating (2.4) and (2.5) again, multiplying the resulting equation
by nsxx and Tsxx respectively and integrating over x, we can easily show the
similar results for nsxxx and Tsxxx , and thus complete the proof of Lemma 2.3.
Lemma 2.4. There exists a positive constant =o>0 such that for all
0<==o the solution in Corollary 2.2 satisfies
lim
x  \
ns(x)=&d\.
Proof. From (2.4) we have
ns+nd (x)=&\ j
2
s
n3s
&
kTs
ns + nsxx&
js
{p n2s
nsx+kTsxx
+\3j
2
s
n4s
&
kTs
n2s + n2sx+
k
ns
nsx Tsx .
From Lemma 2.3, &ns+nd (x)&1 is bounded. Hence using Sobolev’s inequality,
we obtain Lemma 2.4.
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Lemma 2.5. For each given positive =<=o , let (ns , Ts , Fs)(x) and
(n s , T s , F s)(x) be the steady state solutions in Corollary 2.2, corresponding to
js and } s , respectively. Then there exists a positive constant Ko , independent
of ms , m s and =, such that
&ns&n s&2+&(Ts&T s)x&2+&Ts&T s&Ko | js&} s |.
Proof. In the proof of Lemma 2.5, 2 denotes a constant that can be
arbitrarily small. From (2.6) it suffices to show that
&r&r &2+&(%&% )x&2+&%&% &Ko | js&} s |.
By (2.7) we have
\ j
2
s
n3s
&
kTs
ns + rxx+
js
{pn2s
rx+r&k%xx=\3j
2
s
n4s
&
kTs
n2s + r2x+
k
ns
rx%x++d1(x),
\ }
2
s
n 3s
&
kT s
n s + r xx+
} s
{pn 2s
r x+r &k% xx=\3}
2
s
n 4s
&
kT s
n 2s + r 2x+
k
n s
r x% x++d1(x).
Subtracting the above two equations we obtain
\ j
2
s
n3s
&
kTs
ns + (r&r )xx+
js
{pn2s
(r&r )x+(r&r )&k(%&% )xx
=&_\ j
2
s
n3s
&
kTs
ns +&\
} 2s
n 3s
&
kT s
n s +& r xx&_
js
{p n2s
&
} s
{pn 2s& r x
+_\3j
2
s
n4s
&
kTs
n2s + r2x&\
3} 2s
n 4s
&
kT s
n 2s + r 2x&+\
k
ns
rx%x&
k
n s
r x% x+ .
(2.39)
Multiply (2.39) by (r&r ) and integrate over x. Denote the left hand side
of the resulting equation by L1 L4 and the right hand side of the resulting
equation by R1R4 . After integrating by parts and using Cauchy’s inequality
if necessary, we know
L1|
+
& \
kTs
ns
&
j 2s
n3s+ (r&r )2x (x) dx&2 &r&r &21 ,
L22 &r&r &21 ,
L3=&r&r &2,
L42 &(r&r )x&2+C &(%&% )x&2,
365ASYMPTOTIC BEHAVIOR
File: DISTL2 338114 . By:CV . Date:18:03:98 . Time:09:28 LOP8M. V8.B. Page 01:01
Codes: 2707 Signs: 810 . Length: 45 pic 0 pts, 190 mm
R12 &r&r &2+2 &%&% &+2 | js&} s |,
R22 &r&r &2+2 | js&} s |,
R32 &r&r &2+2 &%&% &+2 | js&} s |,
R42 &r&r &21+2 &(%&% )x&
2.
Thus
&r&r &21C &(%&% )x&
2+2 &%&% &+2 | js&} s |. (2.40)
Differentiating (2.39), multiplying the resulting equation by (r1&r2)x and
integrating over x, we also obtain
&(r&r )x&21C &(%&% )x&21+2 | js&} s |+2(&%&% &+&(%&% )x&).
(2.41)
Combining (2.40) and (2.41) we have
&r&r &22C &(%&% )x&
2
1+2 | js&} s |+2(&%&% &+&(%&% )x&).
(2.42)
By (2.8) we know
}%xx+\&32 kjs+ %x+\&
3kns
2{w
%++kjsTsns rx=\
1
2{w
&
1
{p+
j 2s
ns
, (2.43)
}% xx+\&32 k} s) % x+\&
3kn s
2{w
% ++k} sT sn s r x=\
1
2{w
&
1
{p+
} 2s
n s
. (2.44)
Differentiating (2.43) and (2.44) we have
}%xxx+\&32 kjs+ %xx+\&
3kns
2{w
%x++kjsTsns rxx
=
3k
2{w
rx%&
kjs
ns
%xrx&\ 12{w&
1
{p+
j 2s
n2s
rx ,
}% xxx+\&32 k} s+ % xx+\&
3kn s
2{w
% x++k} sT sn s r xx
=
3k
2{w
r x% &
k} s
n s
% x r x&\ 12{w&
1
{p+
} 2s
n 2s
r x .
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Subtracting the above two equations we obtain
}(%&% )xxx&
3
2
kjs(%&% )xx&
3kns
2{w
(%&% )x+
kjs Ts
n
(r&r )xx
=
3
2
k( js&} s) % xx+
3k
2{w
(ns&n s) % x
&\kjsTsns &
k} sT s
n s + r xx+
3k
2{w
(rx%&r x% )
&\kjsns %xrx&
k} s
n s
% xr x+&\ 12{w&
1
{p+\
j 2s
n2s
rx&
} 2s
n 2s
r x+ . (2.45)
Multiply (2.45) by (%&% )x and integrate over x. Denote the left hand side
of the resulting equation by L1*L4* and the right hand side of the resulting
equation by R1*R6* . After integrating by parts and using Cauchy’s
inequality if necessary, we know
L1*=&} &(%&% )xx&2,
L2*2 &(%&% )x&21 ,
L3*=&|
+
&
3kns
2{w
(%&% )2x (x) dx,
L4*2 &(r&r )x&2+2 &(%&% )x&21 ,
R1*2 &(%&% )x&2+2 | js&} s |,
R2*2 &r&r &2+2 &(%&% )x&2,
R3*2 &r&r &2+2 &(%&% )x&2+2 &%&% &+2 | js&} s |,
R4*2 &(r&r )x&2+2 &(%&% )x&2+&%&% & ,
R5*2 &(r&r )x&2+2 &(%&% )x&2+2 | js&} s |,
R6*2 &r&r &21+2 &%&% &+2 | js&} s |.
Thus
&(%&% )x&212 &r&r &
2
1+2 &%&% &+2 | js&} s |. (2.46)
Differentiating (2.45), multiplying the resulting equation by (%1&%2)xx and
integrating over x, we also obtain
&(%&% )xx&21
2 &r&r &22+2 &(%&% )x&
2
1+2 &%&% &+2 | js&} s |. (2.47)
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Combining (2.46) and (2.47) we have
&(%&% )x&222 &r&r &
2
2+2 &%&% &+2 | js&} s |. (2.48)
Combining (2.42) and (2.48) we know
&r&r &22+&(%&% )x&
2
22 &%&% &+2 | js&} s |. (2.49)
Subtracting (2.44) from (2.43) we obtain
3kns
2{w
(%&% )=&
3k
2{w
(r&r )+}(%&% )xx&
3
2
k( js %x&} s % x)
+\kjsTsns rx&
k} sT s
n s
r x+&\ 12{w&
1
{p+\
j 2s
ns
&
} 2s
n s+ .
Hence
&%&% &C(&r&r &+&(r&r )x&+&(%&% )x &+&(%&% )xx&)
+2 | js&} s |.
Since H 2(R) is continuously embedded in C1(R), we know
&r&r &+&(r&r )x&C &r&r &2 ,
&(%&% )x &+&(%&% )xx &C &(%&% )x &2 .
Thus
&%&% &C(&r&r &2+&(%&% )x&2)+2 | js&} s |. (2.50)
Combining (2.49) and (2.50), we complete the proof of Lemma 2.5.
Lemma 2.6. For each given positive =<=o , let (ns , Ts , Fs)(x) and
(n s , T s , F s)(x) be the steady state solutions in Corollary 2.2, corresponding to
js and } s , respectively. Then the following compatibility condition holds:
1
{p
( js&j s) \ 1d+&
1
d&+=&|
+
&
(ns&n s)(x) dx. (2.51)
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Proof. From (2.1) and Lemma 2.3 we have
ns(\) Fs(\)=&
js
{p
. (2.52)
From Lemma 2.4 we have
ns(\)=&nd (\)=&d\. (2.53)
Combining (2.52) and (2.53) we see
Fs(+)=
js
{p d+
, Fs(&)=
js
{p d&
. (2.54)
From (2.3) we know that
Fs(+)&Fs(&)=&|
+
&
(ns+nd)(x) dx. (2.55)
Therefore, substituting (2.54) in (2.55), we obtain the compatibility
condition
js
{p \
1
d+
&
1
d&
)=&|
+
&
(ns+nd )(x) dx. (2.56)
Consider the steady state solution (n s , T s , Fs)(x) corresponding to } s , we
also have
} s
{p \
1
d+
&
1
d&+=&|
+
&
(n s+nd)(x) dx. (2.57)
Subtracting (2.57) from (2.56) we obtain (2.58)
1
{p
( js&} s) \ 1d+&
1
d&+=&|
+
&
(ns&n s)(x) dx. (2.58)
3. MAIN RESULT
We assume that the absolute values of js and } s appearing in Sections 3
and 4 are less than or equal to jo . First, we rewrite system (1.1), (1.2), (1.7)
and (1.4) in the following way:
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nt+mx=0, (3.1)
mt+\m
2
n
+knT +x=&nF&
m
{p
, (3.2)
Tt+
1
{w
(T&Tc)=
2}
3kn
Txx&
m
n
Tx&
2
3 \
mx
n
&
mnx
n2 + T+\
1
{p
&
1
2{w+
2m2
3kn2
,
(3.3)
Fx=&n&nd (x), (3.4)
where m=nv is the momentum. We look for the solution which approaches
equilibrium states as x approaches \.
We consider the initial value problem in which (n, m, T, F )(x, t)=
(n s , } s , T s , F s)(x) for t<0, where (n s , } s , T s , F s)(x) is the steady state
solution corresponding to } s . Define P by
P =&|
+
&
(no&n s)(x) dx. (3.5)
Let (ns , js , Ts , Fs)(x) be the steady state solution corresponding to js ,
where js is computed by
1
{p
( js&} s) \ 1d+&
1
d&+=P when d+{d& , (3.6)
js=} s when d+=d&. (3.7)
Define P by
P=&|
+
&
(no&ns)(x) dx. (3.8)
If P =0, we expect that the steady state solution (n s , } s , T s , F s)(x) is dynami-
cally stable. Note that in this case js=} s . On the other hand, if P {0, then
(n s , } s , T s , F s)(x) might not be stable any more. In this case, if d+{d& ,
from Lemma 2.6 we know that P=0. We expect that the steady state solu-
tion (ns , js , Ts , Fs)(x) is stable.
We will prove that the above expectation is in fact true. First we
postulate the following form for the solution [10]
n=q+ns ,
m=w+js+m ,
(3.9)
T=z+Ts+T ,
F=,+Fs ,
370 ZHU AND HATTORI
File: DISTL2 338119 . By:CV . Date:18:03:98 . Time:09:28 LOP8M. V8.B. Page 01:01
Codes: 2365 Signs: 1031 . Length: 45 pic 0 pts, 190 mm
where (q, z, w, ,) are the error terms. The terms m and T attribute to
the fact that js{} s and Ts(\){T s(\). We require that m and T
satisfy
(m)t=&
1
{p
m , (3.10)
(T)t+
1
{w
T=
2
3kn2s \
1
{p
&
1
2{w+ m(2js+m) (3.11)
so that we can eliminate ‘‘bad’’ terms in energy estimates. In Section 4 we
will see more clearly why we should choose m and T in this way; see
the explanation after (3.20) and i4 in Step 1 of Lemma 4.1. Solving (3.10)
and (3.11), we have
m=( } s&js) e&(t{p), (3.12)
T=(T s&Ts) e&(t{w)
+
4
3kn2s \
1
{p
&
1
2{w+\
1
{w
&
1
{p+
&1
( } s&js) js(e&(t{p)&e&(t{w))
&
1
3kn2s
( } s&js)2 (e&(2t{p)&e&(t{w)) if {w{{p , (3.13)
T=(T s&Ts) e&(t{w)+
4
3kn2s \
1
{p
&
1
2{w+ ( } s&js) js te&(t{w)
&
1
3kn2s
( } s&js)2 (e&(2t{p)&e&(t{w)) if {w={p .
Physically these terms represent the relaxation from the equilibrium
solution (n s , } s , T s , F s)(\) to (ns , js , Ts , Fs)(\) when P{0.
To discuss the stability of steady state solutions, we introduce the integrated
variable y satisfying
yx=q. (3.14)
Then,
y=|
x
&
q(!) d!=|
x
&
(n&ns)(!) d!
=&|
x
&
(Fx&Fsx)(!) d!=&(F&Fs)=&,, (3.15)
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and
yt=|
x
&
nt(!) d!=&|
x
&
mx(!) d!=&w. (3.16)
Substituting (3.9), (3.14)(3.16) into (3.2) and (3.3), and also using (3.10),
(3.11), we have
ytt+
1
{p
yt&_(&yt+js+m)
2
yx+ns
+k( yx+ns)(z+Ts+T)&x
=( yx+ns)(&y+Fs)+
js
{p
, (3.17)
zt+
1
{w
(z+Ts&Tc)
=
2}(zxx+Tsxx+(T)xx)
3k( yx+ns)
&
&yt+js+m
yx+ns
(zx+Tsx+(T)x)
&
2
3 \
&ytx
yx+ns
&
(&yt+js+m)( yxx+nsx)
( yx+ns)2 + (z+Ts+T)
+\ 1{p&
1
2{w+_
2(&yt+js+m)2
3k( yx+ns)2
&
2m(2js+m)
3kn2s & . (3.18)
Subtracting the steady state solution (2.1) and (2.2) from (3.17) and (3.18),
respectively, we see that
ytt+
1
{p
yt&_(&yt+js+m)
2
yx+ns
&
j 2s
ns
+k( yx+ns)(z+Ts+T)&knsTs&x
=( yx+ns)(&y+Fs)&nsFs , (3.19)
zt+
1
{w
z=
2}(zxx+Tsxx+(T)xx)
3k( yx+ns)
&
2}Tsxx
3kns
&_&yt+js+myx+ns (zx+Tsx+(T)x)&
js
ns
Tsx&
&_23 \
&ytx
yx+ns
&
(&yt+js+m)( yxx+nsx)
( yx+ns)2 + (z+Ts+T)
+
2jsTs
3n2s
nsx&+\ 1{p&
1
2{w+_
2(&yt+js+m)2
3k( yx+ns)2
&
2j 2s
3kn2s
&
2m(2js+m)
3kn2s & . (3.20)
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Because of T , the ‘‘bad’’ terms in the last bracket of (3.20) cancel
each other and the energy estimates can be carried out; see i4 in Step 1 of
Lemma 4.1.
Now the study of the system (1.1), (1.2), (1.7) and (1.4) is transformed
to the study of the system (3.19) and (3.20). Thus to show the existence of
the solution to the system (1.1), (1.2), (1.7) and (1.4), it suffices to show the
existence of the solution to the system (3.19) and (3.20); to study the stability
and instability of the steady state solutions of the former system, it suffices
to study the asymptotic behavior of the later one.
The initial data of (3.19) and (3.20) are given by
y(x, 0)=yo(x)#|
x
&
(no&ns)(!) d!,
yt(x, 0)=y1(x)#&novo+} s , (3.21)
z(x, 0)=zo(x)#To(x)&T s(x),
where for yo , y1 and zo we require that
yo # H 3(R), y1 # H 2(R), zo # H2(R). (3.22)
Note that this implies P=0. Note also that because of the inequality
&no&n s&2&no&ns&2+&ns&n s&2
and the right hand side is bounded by Lemma 2.5, (no&n s) also belongs
to H2(R). In other words both (no&n s) and (no&ns) belong to H2(R),
which ensures that the perturbations of both (no&ns) and (no&n s) are
small.
We define
E(t)= sup
0st
(& y(s)&23+& yt(s)&
2
2+&z(s)&
2
2),
F(t)=|
t
0
(& y(s)&23+& yt(s)&
2
2+&z(s)&
2
3) ds.
We also define a Banach space X(0, T ) as follows:
X(0, T )=[ y, z: y # C([0, T ); H 3(R)) & L2([0, T ); H3(R)),
yt # C([0, T ); H2(R)) & L2([0, T ); H 2(R)),
z # C([0, T ); H2(R)) & L2([0, T ); H 3(R))].
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The solution of (3.19)(3.22) will be sought in X(0, ). The main
theorem of this paper is stated as follows:
Theorem 3.1. For each 0<=<=o , there exists positive constant $ such
that if the initial data satisfies
& yo&23+& y1&
2
2+&zo&
2
2$,
then
1. There is a unique global solution for (3.19)(3.22) belonging
to X(0, ).
2. The solution approaches zero in H2(R) as t  , i.e.
lim
t  
(& y&2+& yt &1+&z&2)=0. (3.23)
3. The solution satisfies the energy estimate:
E(t)+F(t)Co(E(0)+| js&} s | =+C=). (3.24)
Proof. The a priori estimate (3.24) is proved in Lemma 4.1 in the next
section.
To show the existence of global solution, we need the existence of local
solution and the a priori estimate (3.24). The existence of local solution is
standard [12, 13]. Hence by standard continuation argument we obtain
the global existence.
(3.23) is the immediate result of (3.24) and Sobolev’s embedding
theorem. This completes the proof of Theorem 3.1.
In terms of the original variables (n, v, T, F ) and also using Lemma 2.5,
Theorem 3.1 implies
Theorem 3.2. Assume that (ns , js , Ts , Fs)(x) and (n s , } s , T s , F s)(x) are
the steady state solution obtained in Lemma 2.1 for =<=o .
1. If P =0, then
(a) the steady state solution (n s , } s , T s , F s)(x) is asymptotically
stable. Namely, there exists a positive constant $ such that if the initial data
(no , vo , To)(x) satisfies
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&no&n s &22$,
"|
x
&
(no&n s)(!) d!"
2
$,
&vo&v s&22$,
&To&T s&22$,
then there exists a unique global solution (n, v, T, F )(x, t) satisfying
(n&n s) # C([0, ); H2(R)) & L2([0, T ); H 2(R)),
(v&v s) # C([0, ); H2(R)) & L2([0, T ); H 2(R)),
(T&T s) # C([0, ); H2(R)) & L2([0, T ); H3(R)),
(F&F s) # C([0, ); H3(R)) & L2([0, T ); H 3(R)).
Note that in this case js=} s , which implies (ns , js , Ts , Fs)(x)#(n s , } s , T s , F s)(x).
(b) The solution approaches the steady state solution (n s , } s , T s , F s)(x)
in H1(R) as t  , i.e. limt  (&n&n s&1+&v&v s&1+&T&T s&2+
&F&F s&2)(t)=0.
2. If P {0 and d+{d& , then
(a) (n s , } s , T s , F s)(x) is not asymptotically stable. On the other
hand, (ns , js , Ts , Fs)(x) is asymptotically stable, where js is given by
( js& } s)
{p \
1
d+
&
1
d&+=&|

&
(no&n s)(x) dx.
Namely, there exists a positive constant $ such that if the initial data
(no , vo , To)(x) satisfies
&no&ns &22$,
"|
x
&
(no&ns)(!) d!"
2
$,
"vo& jsno"
2
2
$,
&To&T s&22$,
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then there exists a unique global solution (n, v, T, F )(x, t) satisfying
(n&ns) # C([0, ); H 2(R)) & L2([0, T ); H2(R)),
(nv&js&m) # C([0, ); H 2(R)) & L2([0, T ); H2(R)),
(T&Ts&T) # C([0, ); H 2(R)) & L2([0, T ); H3(R)),
(F&Fs) # C([0, ); H 3(R)) & L2([0, T ); H3(R)).
(b) The solution approaches the steady state solution (ns , js , Ts , Fs)(x)
in H1(R) as t  , i.e. limt  (&n&ns&1+&nv&js&m&1+&T&Ts&T&2
+&F&Fs&2)(t)=0.
Proof. In the case when P =0, from (3.6) and (3.7) we know that
js=} s , whether d+=d& or not. From Corollary 2.2 this implies
(ns , js , Ts , Fs)(x)#(n s , } s , T s , F s)(x). (3.25)
Applying Theorem 3.1 and also noticing (3.25), we obtain the result.
The result in the case when P {0 and d+{d& is a direct consequence
of Theorem 3.1. This completes the proof of Theorem 3.2.
Theorem 3.2 gives us a simple criterium to determine whether a steady
state solution is stable or not. Furthermore it also gives us an easy way to
find a steady state solution. Given a steady state solution (n s , } s , T s , F s)(x)
corresponding to } s , we compute the value of P from (3.5). If P =0 we
know that (n s , } s , T s , F s)(x) is stable. Otherwise (n s , } s , T s , F s)(x) is unstable.
In this case if d+{d&, we compute js from (3.6). We know that (ns , js ,
Ts , Fs)(x) is dynamically stable.
4. A PRIORI ESTIMATE
In this section we show the a priori estimate which proves Theorem 3.1.
One convention used in this section is as follows:
&a, b, c&2=&a&2+&b&2+&c&2.
We also use 2 to represent a positive constant that can be arbitrarily small.
Lemma 4.1. Suppose there exists a local solution to (3.19)(3.22) in
X(0, T ) for some T>0. Then, there exist positive constants $o and Co ,
independent of T, such that as far as E(t)12+=+| js&} s |$o ,
E(t)+F(t)Co(E(0)+| js&} s | =+C=)
holds.
Proof. The proof consists of five steps.
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Step 1. Multiplying (3.19) by yt and integrating over x and t, we obtain
_12 |
+
&
y2t (x, s) dx&
s=t
s=0
+|
t
0
|
+
&
1
{p
y2t (x, s) dx ds
=|
t
0
|
+
& _
(&yt+js+m)2
yx+ns
&
j 2s
ns&x yt(x, s) dx ds
+|
t
0
|
+
&
[k( yx+ns)(z+Ts+T)&knsTs]x yt(x, s) dx ds
+|
t
0
|
+
&
[( yx+ns)(&y+Fs)&nsFs] yt(x, s) dx ds
=I1+I2+I3 .
I1=|
t
0
|
+
& \
y2t
yx+ns+x yt(x, s) dx ds
+|
t
0
|
+
&
j 2s \ 1yx+ns&
1
ns+x yt(x, s) dx ds
&|
t
0
|
+
&
2( js+m) \ ytyx+ns+x yt(x, s) dx ds
&|
t
0
|
+
&
(2 jsm+m2)
yxx+nsx
( yx+ns)2
yt(x, s) dx ds
=I1A+I1B+I1C+I1D .
I1A=|
t
0
|
+
&
2yt ytx( yx+ns)&y2t ( yxx+nsx)
( yx+ns)2
yt(x, s) dx dsCE(t)12 F(t).
I1B=|
t
0
|
+
&
j 2s
yx ytx
( yx+ns) ns
(x, s) dx dsC=F(t).
I1C =|
t
0
|
+
&
2( js+m)
yt ytx
yx+ns
(x, s) dx dsC=F(t)+C | js&} s | F(t).
I1D=|
t
0
|
+
&
&(2js+m) m
yxx yt
( yx+ns)2
(x, s) dx ds
+|
t
0
|
+
&
&(2 js+m) m
nsx yt
( yx+ns)2
(x, s) dx ds
C | js&} s | F(t)+|
t
0
|
+
&
|2js+m | |m |
__n2sx+ y
2
t
( yx+ns)4& (x, s) dx ds
C | js&} s | F(t)+C | js&} s | =.
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I2=&|
t
0
|
+
&
[k( yx+ns)(z+Ts)&knsTs+kyxT] ytx(x, s) dx ds
+|
t
0
|
+
&
(knsT)x yt(x, s) dx ds
=&|
t
0
|
+
&
kyxzytx(x, s) dx ds&|
t
0
|
+
&
kTs yx ytx(x, s) dx ds
&|
t
0
|
+
&
knszytx(x, s) dx ds&|
t
0
|
+
&
kyxT ytx(x, s) dx ds
+|
t
0
|
+
&
knsx T yt(x, s) dx ds+|
t
0
|
+
&
kns(T)x yt(x, s) dx ds
&_|
+
&
kTs
2
y2x(x, s) dx&
s=t
s=0
+CE(t)12 F(t)+C=F(t)
+C | js&} s | F(t) dx ds+C=&|
t
0
|
+
&
knszytx(x, s)
+2 |
t
0
|
+
&
y2t (x, s) dx ds.
I3=|
t
0
|
+
&
(&yx y+Fs yx&ns y) yt(x, s) dx ds
=&|
t
0
|
+
&
yx yyt(x, s) dx ds+|
t
0
|
+
&
Fs yx yt(x, s) dx ds
&|
t
0
|
+
& \
ns y2
2 + t (x, s) dx ds
CE(t)12 F(t)+C=F(t)&_|
+
&
ns
2
y2(x, s) dx&
s=t
s=0
.
From the above result, we have
_|
+
& \
1
2
y2t +
kTs
2
y2x+
ns
2
y2+ (x, s) dx&
s=t
s=0
+|
t
0
|
+
& \
1
{p
&2+ y2t (x, s) dx ds
CE(t)12 F(t)+C=F(t)+C | js&} s | F(t)
+C | js&} s | =+C=&|
t
0
|
+
&
knszytx(x, s) dx ds.
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Hence
& yt , yx , y&2 (t)+|
t
0
& yt&2(s) ds
CE(0)+C(E(t)12+=+| js&} s | ) F(t)+C | js&} s | =+C=
&|
t
0
|
+
&
knszytx(x, s) dx ds.
Multiplying (3.20) with (3k( yx+ns) ns)2Ts z and integrating over x and t,
we obtain
|
t
0
|
+
&
3k( yx+ns) ns
2Ts
zzt(x, s) dx ds+|
t
0
|
+
&
3k( yx+ns) ns
2{wTs
z2(x, s) dx ds
=2} |
t
0
|
+
& _
zxx+Tsxx+(T)xx
3k( yx+ns)
&
Tsxx
3kns&
3k( yx+ns) ns
2Ts
z(x, s) dx ds
&|
t
0
|
+
& _
(&yt+js+m)(zx+Tsx+(T)x)
yx+ns
&
js
ns
Tsx&
_
3k( yx+ns) ns
2Ts
z(x, s) dx ds&|
t
0
|
+
& _
2
3 \
&ytx
yx+ns
&
(&yt+js+m)( yxx+nsx)
( yx+ns)2 + (z+Ts+T)+
2jsTs
3n2s
nsx&
_
3k( yx+ns) ns
2Ts
z(x, s) dx ds
+\ 1{p&
1
2{w+ |
t
0
|
+
& _
2(&yt+js+m)2
3k( yx+ns)2
&
2j 2s
3kn2s
&
2m(2js+m)
3kn2s &
3k( yx+ns)ns
2Ts
z(x, s) dx ds
=i1+i2+i3+i4 .
|
t
0
|
+
&
3k( yx+ns)ns
2Ts
zzt(x, s) dx ds
=|
t
0
|
+
&
3kns
2Ts
yxzzt(x, s) dx+|
t
0
|
+
&
3kn2s
2Ts
zzt(x, s) dx ds
_|
+
&
3kn2s
4Ts
z2(x, s) dx&
s=t
s=0
&CE(t)12 F(t).
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|
t
0
|
+
&
3k( yx+ns)ns
2{wTs
z2(x, s) dx ds
=|
t
0
|
+
&
3kns
2{wTs
yx z2(x, s) dx ds+|
t
0
|
+
&
3kn2s
2{wTs
z2(x, s) dx ds
|
t
0
|
+
&
3kn2s
2{wTs
z2(x, s) dx ds&CE(t)12 F(t).
i1=2} |
t
0
|
+
&
ns
2Ts
zxxz(x, s) dx ds
+2} |
t
0
|
+
& \
1
yx+ns
&
1
ns+
( yx+ns)ns
2Ts
Tsxxz(x, s) dx ds
+2} |
t
0
|
+
&
ns
2Ts
(T)xx z(x, s) dx ds
&|
t
0
|
+
&
}ns
Ts
z2x(x, s) dx ds+2 |
t
0
|
+
&
z2(x, s) dx ds
+CE(t)12 F(t)+C=F(t)+C | js&} s | F(t)+C=.
i2CE(t)12 F(t)+C=F(t)+C | js&} s | F(t)+C | js&} s | =+C=.
i3=&|
t
0
|
+
&
2
3
&ytx
yx+ns
Ts
3k( yx+ns)ns
2Ts
z(x, s) dx ds
&|
t
0
|
+
&
2
3
&ytx
yx+ns
(z+T)
3k( yx+ns)ns
2Ts
z(x, s) dx ds
&|
t
0
|
+
&
2
3
&(&yt+js+m) yxx
( yx+ns)2
(z+Ts+T)
_
3k( yx+ns)ns
2Ts
z(x, s) dx ds
&|
t
0
|
+
&
2
3
&(&yt+m)nsx
( yx+ns)2
(z+Ts+T)
3k( yx+ns)ns
2Ts
z(x, s) dx ds
&|
t
0
|
+
&
2
3
&jsnsx
( yx+ns)2
(z+T)
3k( yx+ns)ns
2Ts
z(x, s) dx ds
&|
t
0
|
+
&
2
3 _&
jsnsx Ts
( yx+ns)2
+
jsnsx Ts
n2s &
3k( yx+ns)ns
2Ts
z(x, s) dx ds
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=|
t
0
|
+
&
kns ytx z(x, s)dx ds+|
t
0
|
+
&
kns
Ts
ytx(z+T)z(x, s)dx ds
+|
t
0
|
+
&
kns
Ts
(&yt+js+m) yxx(z+Ts+T) z(x, s) dx ds
+|
t
0
|
+
&
kns(z+Ts+T)
( yx+ns)Ts
(&yt+m) nsxz(x, s) dx ds
+|
t
0
|
+
&
kns
( yx+ns)Ts
js nsx(z+T) z(x, s) dx ds
+|
t
0
|
+
&
k( yx+ns) ns js nsx \ 1( yx+ns)2&
1
n2s+ z(x, s) dx ds
|
t
0
|
+
&
kns ytxz(x, s) dx ds+CE(t)12 F(t)+C=F(t)
+C | js&} s | F(t)+C | js&} s | =+C=.
i4=\ 1{p&
1
2{w+ |
t
0
|
+
&
2j 2s
3k \
1
( yx+ns)2
&
1
n2s+
3k( yx+ns)ns
2Ts
z(x, s) dx ds
+\ 1{p&
1
2{w+ |
t
0
|
+
&
2y2t &4yt( js+m)
3k( yx+ns)2
3k( yx+ns)ns
2Ts
z(x, s) dx ds
+\ 1{p&
1
2{w+ |
t
0
|
+
&
2m(2js+m)
3k
_\ 1( yx+ns)2&
1
n2s+
3k( yx+ns)ns
2Ts
z(x, s) dx ds
CE(t)12 F(t)+C=F(t)+C | js&} s | F(t)+C | js&} s | =.
From the above result, we have
_|
+
&
3kn2s
4Ts
z2(x, s) dx&
s=t
s=0
+|
t
0
|
+
& \
3kn2s
2{wTs
&2+ z2(x, s) dx ds
+|
t
0
|
+
&
}ns
Ts
z2x(x, s) dx ds
CE(t)12 F(t)+C=F(t)+C | js&} s | F(t)+C | js&} s | =+C=
+|
t
0
|
+
&
knszytx(x, s) dx ds.
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Hence
&z&2(t)+|
t
0
&z, zx&2 (s) ds
CE(0)+C(E(t)12+=+| js&} s | ) F(t)+C | js&} s | =+C=
+|
t
0
|
+
&
kns ytxz(x, s) dx ds. (4.2)
Combining (4.1) and (4.2), we obtain
& yt , yx , y, z&2(t)+|
t
0
& yt , z, zx&2 (s) ds
CE(0)+C(E(t)12+=+| js&} s | ) F(t)+C | js&} s | =+C=. (4.3)
Step 2. Multiplying (3.19) by y and integrating over x and t, we obtain
|
t
0
|
+
&
ytt y(x, s) dx ds+
1
{p |
t
0
|
+
&
yt y(x, s) dx ds
=|
t
0
|
+
& _
(&yt+js+m)2
yx+ns
&
j 2s
ns&x y(x, s) dx ds
+|
t
0
|
+
&
[k( yx+ns)(z+Ts+T)&knsTs ]x y(x, s) dx ds
+|
t
0
|
+
&
[( yx+ns)(&y+Fs)&nsFs ] y(x, s) dx ds
=J1+J2+J3 .
|
t
0
|
+
&
ytt y(x, s) dx ds=_|
+
&
yt y(x, s) dx&
s=t
s=0
&|
t
0
|
+
&
y2t (x, s) dx ds.
1
{p |
t
0
|
+
&
yt y(x, s) dx ds=_ 12{p |
+
&
y2(x, s) dx&
s=t
s=0
.
J1 can be estimated in the same way as I1 in Step 1. So
J1C(E(t)12+=+| js&} s | ) F(t)+C | js&} s | =.
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J2 can be estimated in the same way as I2 in Step 1. So
J2&|
t
0
|
+
&
kTs y2x(x, s) dx ds+C(E(t)
12+=
+| js&} s | ) F(t)+C | js&} s |=+C=
+2 |
t
0
|
+
&
y2(x, s) dx ds+2 |
t
0
|
+
&
kns y2x(x, s) dx ds
+
1
2 |
t
0
|
+
&
knsz2(x, s) dx ds,
J3=|
t
0
|
+
&
(&yx y+yxFs&ns y) y(x, s) dx ds
CE(t)12 F(t)+C=F(t)&|
t
0
|
+
&
ns y2(x, s) dx ds.
From the above result, we have
_|
+
&
yt y(x, s) dx&
s=t
s=0
+_\ 12{p&2+ |
+
&
y2(x, s) dx&
s=t
s=0
+|
t
0
|
+
&
k(Ts&2ns) y2x(x, s) dx ds+|
t
0
|
+
&
ns y2(x, s) dx ds
|
t
0
|
+
&
y2t (x, s) dx ds+C(E(t)
12+=+| js&} s | ) F(t)
+C | js&} s | =+C=
+
1
2 |
t
0
|
+
&
knsz2(x, s) dx ds.
Hence
|
+
&
yt y(x, t) dx+& y&2(t)+|
t
0
& y, yx&2 (s) ds
CE(0)+C(E(t)12+=+| js&} s | ) F(t)+C | js&} s | =+C=
+|
t
0
|
+
&
y2t (x, s) dx ds+C |
t
0
|
+
&
kns z2(x, s) dx ds. (4.4)
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Combining (4.3) and (4.4), we obtain
& yt , yx , y, z&2(t)+|
t
0
& yt , y, yx , z, zx&2 (s) ds
CE(0)+C(E(t)12+=+| js&} s | ) F(t)+C | js&} s | =+C=. (4.5)
Step 3. Apply  jx ( j=1, 2) to (3.19), multiply the resulting equation by
 jx yt , and integrate over x and t. Then, we see
_12 |
+
&
( jx yt)
2 (x, s) dx&
s=t
s=0
+
1
{p |
t
0
|
+
&
( jx yt)
2 (x, s) dx ds
=|
t
0
|
+
&
 j+1x _(&yt+js+m)
2
yx+ns
&
j 2s
ns&  jx yt(x, s) dx ds
+|
t
0
|
+
&
 j+1x [k( yx+ns)(z+Ts+T)&knsTs] 
j
x yt(x, s) dx ds
+|
t
0
|
+
&
 jx[( yx+ns)(&y+Fs)&ns Fs] 
j
x yt(x, s) dx ds
=Ij1+Ij2+Ij3 .
Ij1=|
t
0
|
+
&
 j+1x \ y
2
t
yx+ns+  jx yt(x, s) dx ds
+|
t
0
|
+
&
j 2s 
j+1
x \ 1yx+ns&
1
ns+  jx yt(x, s) dx ds
&|
t
0
|
+
&
2( js+m)  j+1x \ ytyx+ns+  jx yt(x, s) dx ds
&|
t
0
|
+
&
(2jsm+m2) 
j
x \ 1yx+ns+  jx yt(x, s) dx ds
=Ij1A+Ij1B+ j1C+ j1D .
The estimate of Ij1 through Ij3 is similar to that of I1 through I3 . Below we
show the estimate of the terms needing attention. Others terms are easy to
estimate.
|
t
0
|
+
&
2yt j+1x yt
yx+ns
 jx yt(x, s) dx ds
=|
t
0
|
+
&
yt
yx+ns
[( jx yt)
2]x (x, s) dx ds
=&|
t
0
|
+
&
( jx yt)
2 _ ytxyx+ns&
yt( yxx+nsx)
( yx+ns)2 & (x, s) dx ds
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C(E(t)12+=) F(t).
&|
t
0
|
+
&
y2t 
j+2
x y
j
x yt
( yx+ns)2
(x, s) dx ds
=|
t
0
|
+
&
y2t 
j+1
x y
j+1
x yt
( yx+ns)2
(x, s) dx ds
+|
t
0
|
+
&
 j+1x y
j
x yt _ 2yt ytx( yx+ns)2
&
2y2t ( yxx+nsx)( yx+ns)
( yx+ns)4 & (x, s) dx ds
|
t
0
|
+
& {_
y2t (
j+1
x y)
2
2( yx+ns)2& t
&
1
2
( j+1x y)
2 _ y
2
t
( yx+ns)2& t= (x, s) dx ds+C(E(t)12+=) F(t)
=_12 |
t
0
|
+
&
y2t
( yx+ns)2
( j+1x y)
2 (x, s) dx ds&
s=t
s=0
&|
t
0
|
+
&
1
2
( j+1x y)
2 _ 2yt ytt( yx+ns)2&
2y2t ( yxx+nsx) ytx
( yx+ns)4 & (x, s) dx ds
+C(E(t)12+=) F(t)CE(0)+CE(t)2+C(E(t)12+=)F(t).
In the above estimation we have used (3.19) to estimate ytt .
|
t
0
|
+
&
j 2s
 j+1x y
j+1
x yt
( yx+ns)2
(x, s) dx ds
=|
t
0
|
+
&
j 2s {_ (
j+1
x y)
2
2( yx+ns)2& t+( j+1x y)2
ytx
( yx+ns)3= (x, s) dx ds
_j
2
s
2 |
+
&
( j+1x y)
2
2( yx+ns)2
(x, s) dx ds&
s=t
s=0
+CE(t)12 F(t)
C=& j+1x y&
2(t)+CE(0)+CE(t)12 F(t).
|
t
0
|
+
&
kTs j+2x y
j
x yt(x, s) dx ds
C(E(t)12+=) F(t)&_12 |
+
&
kTs( j+1x y)
2 (x, s) dx ds&
s=t
s=0
.
|
t
0
|
+
&
&ns jx y
j
x yt(x, s) dx ds=&_|
+
&
ns( jx y)
2 (x, s) dx ds&
s=t
s=0
.
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From the above result, we have
_12 |
+
&
( jx yt)
2 (x, s) dx&
s=t
s=0
+
1
{p |
t
0
|
+
&
( jx yt)
2 (x, s) dx ds
+_12 |
+
&
kTs( j+1x y)
2 (x, s) dx ds&
s=t
s=0
+_|
+
&
ns( jx y)
2 (x, s) dx ds&
s=t
s=0
&C= & j+1x y&2 (t)
CE(0)+C(E(t)12+=+| js&} s | ) F(t)+C | js&} s | =+CE(t)2+C=
&|
t
0
|
+
&
kTs  jxz
j+1
x yt(x, s) dx ds.
Hence
& jx yt , 
j
x y, 
j+1
x y&
2(t)+|
t
0
& jx yt &
2 (s) ds
CE(0)+C(E(t)12+=+| js&} s | ) F(t)+C | js&} s | =+CE(t)2
&|
t
0
|
+
&
kns jxz
j+1
x yt(x, s) dx ds. (4.6)
Apply  jx ( j=1, 2) to (3.20), multiply the resulting equation by
((3k( yx+ns) ns)2Ts)  jxz, and integrate over x and t. Then, we see
|
t
0
|
+
&
3k( yx+ns)ns
2Ts
 jxz
j
xzt(x, s) dx ds
+|
t
0
|
+
&
3k( yx+ns)ns
2{wTs
( jxz)
2 (x, s) dx ds
=2} |
t
0
|
+
&
 jx _zxx+Tsxx+(T)xx3k( yx+ns) &
Tsxx
3kns&
_
3k( yx+ns)ns
2Ts
 jxz(x, s) dx ds
&|
t
0
|
+
&
 jx _(&yt+js+m)(zx+Tsx+(T)x)yx+ns &
js
ns
Tsx&
_
3k( yx+ns)ns
2Ts
 jxz(x, s) dx ds
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&|
t
0
|
+
&
 jx _23 \
&ytx
yx+ns
&
(&yt+js+m)( yxx+nsx)
( yx+ns)2 +
_(z+Ts+T)+
2jsTs
3n2s
nsx& 3k( yx+ns)ns2Ts  jxz(x, s) dx ds
+\ 1{p&
1
2{w+ |
t
0
|
+
&
 jx _2(&yt+js+m)
2
3k( yx+ns)2
&
2j 2s
3kn2s
&
2m(2js+m)
3kn2s &
3k( yx+ns)ns
2Ts
 jxz(x, s) dx ds
=i1+i2+i3+i4 .
Using the similar methods as in Step 1 through Step 3, we have
_3kn
2
s
4Ts
( jxz)
2 (x, s) dx ds&
s=t
s=0
+|
t
0
|
+
& \
3kn2s
2{wTs
&2+ ( jxz)2 (x, s) dx ds
+|
t
0
|
+
&
}ns
Ts
( j+1x z)
2 (x, s) dx ds
C(E(t)12+=+| js&} s | ) F(t)+C | js&} s | =+C=
+|
t
0
|
+
&
kns( jxz)(
j+1
x yt)(x, s) dx ds.
Hence
& jxz&2 (t)+|
t
0
& jxz,  j+1x z&2 (s) ds
CE(0)+C(E(t)12+=+| js&} s | ) F(t)+C | js&} s | =+C=
+|
t
0
|
+
&
kns jxz
j+1
x yt(x, s) dx ds. (4.7)
Combining (4.6) and (4.7), we obtain
& jx yt , 
j
x y, 
j+1
x y, 
j
xz&
2 (t)+|
t
0
& jx yt , 
j
x z, 
j+1
x z&
2 (s) ds
CE(0)+C(E(t)12+=+| js&} s | ) F(t)+C | js&} s | =+CE2(t)+C=.
(4.8)
Step 4. Apply  jx ( j=1, 2) to (3.19), multiply the resulting equation by
 jxy, and integrate over x and t. Then, we see
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|
t
0
|
+
&
 jx ytt
j
x y(x, s) dx ds+
1
{p |
t
0
|
+
&
 jx yt
j
x y(x, s) dx ds
=|
t
0
|
+
&
 j+1x _(&yt+js+m)
2
yx+ns
&
j 2s
ns&  jx y(x, s) dx ds
+|
t
0
|
+
&
 j+1x [k( yx+ns)(z+Ts+T)&knsTs] 
j
x y(x, s) dx ds
+|
t
0
|
+
&
 jx[( yx+ns)(&y+Fs)&nsFs] 
j
x y(x, s) dx ds.
Using the similar method as in Step 1 through Step 3, we have
_|
+
&
 jx yt
j
x y(x, s) dx&
s=t
s=0
+_ 12{p |
+
&
( jx y)
2 (x, s) dx&
s=t
s=0
+|
t
0
|
+
&
k(Ts&2ns)( j+1x yx)
2 (x, s) dx ds
+|
t
0
|
+
&
ns( jx y)
2 (x, s) dx ds
|
t
0
|
+
&
( jx yt)(x, s) dx ds+C(E(t)
12+=
+| js&} s | ) F(t)+C | js&} s | =+C2E(t)+C=.
Hence
_|
+
&
 jx yt 
j
x y(x, s) dx&
s=t
s=0
+& jx y&2(t)+|
t
0
& j+1x y,  jxy&2 (s) ds
CE(0)+C(E(t)12+=+| js&} s | ) F(t)
+C | js&} s | =+CE2(t)+|
t
0
& jx y&2 (s) ds. (4.9)
Combining (4.8) and (4.9), we obtain
& jx yt , 
j
x y, 
j+1
x y, 
j
xz&
2 (t)+|
t
0
& jx yt , 
j
x y, 
j+1
x y, 
j
xz, 
j+1
x z&
2 (s) ds
CE(0)+C(E(t)12+=+| js&} s | ) F(t)
+C | js&} s | =+CE2(t)+C=. (4.10)
Step 5. Finally combining the estimates in Step 1 through Step 4, we
obtain
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E(t)+F(t)CE(0)+C(E(t)12+=+| js& } s | ) F(t)
+C | js&} s | =+CE(t)2+C=.
Therefore, there exist positive constants $o and Co such that if E(t)12+=
+| js& } s |$o , we have the a priori estimate
E(t)+F(t)Co(E(0)+| js& } s | =+C=).
Once the existence of local solutions and the a priori estimate are obtained,
we can apply the standard continuation argument such as in [13] to show
the existence of a unique global solution to (3.19) and (3.20) in X(0, )
satisfying (3.21).
Note added in proof. The condition P =0 in the first part of Theorem 3.2 turns out to be
redundant, because it is implied by the conditions &no&n s&22$ and &x& (no&n s)(!) d!&2$.
This does not change either the results or the proof.
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