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a b s t r a c t
Consider a system with m elements which is used to fulfill tasks. Each task is sent to one
element which fulfills a task and the outcome is either fulfillment of the task (‘‘1’’) or the
failure of the element (‘‘0’’). Initially, m tasks are sent to the system. At the second step, a
complex of length m1 is formed and sent to the system, where m1 is the number of tasks
fulfilled at the first step, and so on. The process continues until all elements fail and the
corresponding waiting time defines the lifetime of the binary sequence which consists
of ‘‘1’’ or ‘‘0’’. We obtain a recursive equation for the expected value of this waiting time
random variable.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In the following we present a brief explanation for the basic statements of the problem from [3]. Let
x1, x2, . . . (1)
be a sequence of binary trials with xi ∈ {0, 1} , i = 1, 2, . . . . Define ξ1 = (x1, . . . , xm) with fixed m and m1 = ‖ξ1‖, where
‖u‖ denotes the number of 1s (the weight) of the binary vector u.
We get the sequence of vectors
ξ1, ξ2, . . . (2)
from x1, x2, . . . in the following way. If m1 = 0, then the process of constructing sequence (2) is stopped and mt = 0, t =
1, 2, . . . . If m1 > 0, then ξ2 = (xm+1, . . . , xm+m1),m2 = ‖ξ2‖, and so on. That is, the length of the next vector in (2) is
determined by the total number of 1s in the previous vector. The vector
ξt = (xm+m1+···+mt−2+1, . . . , xm+···+mt−1),
t = 1, 2, . . . is referred to as the tth life cycle of sequence (1).
Define
V = min(t : mt = 0),
and
τ = V − 1.
The random variable τ represents the lifetime of sequence (1). For example, for the sequence 1101011100 and m = 4 we
havem1 = 3,m2 = 2,m3 = 1,m4 = 0 and hence τ = 3.
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The random variable τ is potentially useful in a systemwhich consists of elements for fulfilling particular tasks. As noted
in [2,3], consider a system with m elements which is used to fulfill tasks. Each task is sent to one element which fulfills a
task. The result is either fulfillment of the task (‘‘1’’) or the failure of the element (‘‘0’’). At the first step, m tasks are sent
to the system. At the second step, a complex of size m1 is formed and sent to the system, where m1 is the number of tasks
fulfilled at the first step, and so on.
Surikov [3] provided bounds for the expected value, E(τ ), of a lifetime random variable when the elements of (1) are
arbitrary binary trials and when they are Bernoulli trials. If sequence (1) consists of independent trials with p(xi = 0) = p,
and p(xi = 1) = 1− p, i.e. x1, x2, . . . are Bernoulli trials, then it was shown in [3] that
1− p
p
m−
i=1
1
i
≤ E(τ ) ≤

1− p
p
+ 1
 m−
i=1
1
i
.
In this note, we present both the distribution and the expected value of the randomvariable τ when sequence (1) consists
of Bernoulli trials. We also illustrate the use of τ under a scenario different from the system example given above.
2. Distribution and expected value of τ
If x1, x2, . . . is a sequence of Bernoulli trials with p(xi = 0) = p, and p(xi = 1) = 1 − p, then the sequence of integer-
valued random variablesm1,m2, . . . forms a homogeneous Markov chain with the initial distribution
P {m1 = k} =
m
k

(1− p)kpm−k, (3)
k = 0, 1, . . . ,m, and the transition probabilities
P {mi+1 = k | mi = l} =

l
k

(1− p)kpl−k, (4)
for l ≥ k and k = 0, 1, . . . ,m (see, e.g. [3]).
The following result is a direct consequence of (3) and (4).
Lemma 1. Let x1, x2, . . . be a sequence of Bernoulli trials with
p(xi = 0) = p, p(xi = 1) = 1− p, i ≥ 1.
Then mi has a Binomial distribution with mean m(1− p)i, i.e.
P {mi = k} =
m
k
 
(1− p)ik 1− (1− p)im−k ,
k = 0, 1, . . . ,m.
Proof. By conditioning onm1,
P {m2 = k} =
m−
l=k
P {m2 = k | m1 = l} P {m1 = l}
=
m−
l=k

l
k

(1− p)kpl−k
m
l

(1− p)lpm−l
=
m
k
 
(1− p)2k m−
l=k

m− k
l− k

[p(1− p)]l−k pm−l
=
m
k
 
(1− p)2k 1− (1− p)2m−k .
The probability P {mi = k} can be obtained similarly conditioning onmi−1. 
Corollary 1. Let x1, x2, . . . be a sequence of Bernoulli trials with
p(xi = 0) = p, p(xi = 1) = 1− p, i ≥ 1.
Then
P {τ < t} = P {mt = 0} =

1− (1− p)tm .
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Theorem 1. Let x1, x2, . . . be a sequence of Bernoulli trials with
p(xi = 0) = p, p(xi = 1) = 1− p, i ≥ 1.
Then
E(τ ) = vm − 1,
where vm can be obtained recursively from
vj = 11− (1− p)j

1+
j−1
i=1
vi

j
i

(1− p)ipj−i

,
j = 2, . . . ,mwith v1 = 1/p.
Proof. The proof is based on the first step analysis of Markov chains (see, e.g. [1]). Observe that
vm = E(V ) = E(V | m1 = m).
Because {mt , t ≥ 1} is a Markov chain
vm = 1+
m−
i=0
E(V | m2 = i)P {m2 = i | m1 = m} .
Since E(V | m2 = 0) = 0 and E(V | m2 = i) = vi
vm = 1+
m−
i=1
vi
m
i

(1− p)ipm−i.
Similarly,
vm−1 = E(V | m1 = m− 1)
= 1+
m−1−
i=1
E(V | m2 = i)P {m2 = i | m1 = m− 1}
= 1+
m−1−
i=1
vi

m− 1
i

(1− p)ipm−i−1.
Generally for j = 1, . . . ,m,
vj = 1+
j−
i=1
vi

j
i

(1− p)ipj−i.
Thus the proof follows since E(τ ) = E(V )− 1. 
The random variable τ might be indicative not only in the context of a system mentioned in Section 1 but also useful in
some particular situations. Suppose that a clinic starts a new treatment with a group of m patients. At the end of the first
monthm−m1 ofm patients withdraw from the treatment. At the end of the secondmonthm1−m2 ofm1 patients withdraw
from the treatment, and so on. The treatment continues until all patients withdraw from the experiment. Thus the random
variable τ + 1 represents the length of the treatment in terms of month. The expected length of treatment time is of special
importance for the clinic to make the optimal arrangement in terms of both staff and medicine. In such a case the initial
number of patientsm is not large and p is the withdrawal probability of one patient from the treatment.
In Table 1, we compute E(τ ) for various values of p andm.
2.1. Extension to the nonidentical case
Assume that for the tth life cycle
ξt = (xm+m1+···+mt−2+1, . . . , xm+···+mt−1),
of sequence (1) we have
p(xi = 0) = pt , p(xi = 1) = 1− pt , t ≥ 2,
for i = m+m1 + · · · +mt−2 + 1, . . . ,m+m1 + · · · +mt−1 and
p(xi = 0) = p1, p(xi = 1) = 1− p1,
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Table 1
Expected value of τ .
m p E(τ )
10 0.01 290.9299
0.1 27.2995
0.5 3.7256
0.9 0.7580
20 0.01 357.4721
0.1 33.6469
0.5 4.6904
0.9 1.0825
50 0.01 447.1672
0.1 42.2030
0.5 5.9910
0.9 1.4442
100 0.01 515.6397
0.1 48.7345
0.5 6.9838
0.9 1.7402
for i = 1, . . . ,m. That is, we have different probabilities for each life cycle. This is rational because at the next stage an
element may have a different probability of fulfilling a task since it has already been used in the previous stage. Under this
assumption the sequencem1,m2, . . . forms a nonhomogeneous Markov chain with the initial distribution
P {m1 = k} =
m
k

(1− p1)kpm−k1 ,
k = 0, 1, . . . ,m, and the transition probabilities
P {mi+1 = k | mi = l} =

l
k

(1− pi+1)kpl−ki+1,
for l ≥ k and k = 0, 1, . . . ,m. Similar to Lemma 1, it can be easily shown thatmi has a Binomial distribution with
P {mi = k} =
m
k
 i∏
j=1
(1− pj)
k 
1−
i∏
j=1
(1− pj)
m−k
,
k = 0, 1, . . . ,m. Thus we obtain
P {τ < t} =

1−
t∏
j=1
(1− pj)
m
.
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