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POISSON ALGEBRAS OF CURVES ON BORDERED SURFACES AND SKEIN
QUANTIZATION
WATARU YUASA
ABSTRACT. We define a (co-)Poisson (co)algebra of curves on a bordered surface. A bor-
dered surface is a surface whose boundary have marked points. Curves on the bordered
surface are oriented loops and oriented arcs whose endpoints in the set of marked points.
We define a (co-)Poisson (co)bracket on the symmetric algebra of a quotient of the vec-
tor space spanned by the regular homotopy classes of curves on the bordered surface by
generalizing the Goldman bracket and the Turaev cobracket. Moreover, we define a Pois-
son algebra of unoriented curves on a bordered surface and show that a quantization of the
Poisson algebra coincides with the skein algebra of the bordered surface defined by Muller.
1. INTRODUCTION
In this paper, we mainly discuss the Goldman Lie algebra of an oriented surface with
marked points in its boundary. We review the Goldman Lie algebra and some related
works. The Goldman Lie algebra of a closed oriented surface S was defined by Gold-
man [7]. He defined a Lie bracket, called the Goldman bracket, on the free Z-module
Zπˆ(S) spanned by the set of homotopy classes of oriented loops on S where Z is the ring
of integers. The Goldman bracket is defined topologically by using the local intersection
number and smoothing of two loops at intersection points. He also defined the Goldman
Lie algebra Zπ¯(S) of unoriented loops and embedded it into Zπˆ(S) as a Lie algebra. The
Lie algebra Zπ¯(S) was implicitly considered by Wolpert [19].
On the other hand, the space Hom(π1(S), G)/G of the conjugacy classes of repre-
sentations of the fundamental group of S to some Lie group G has a symplectic struc-
ture introduced by Goldman [6]. This is a generalization of Weil-Petersson form on the
Teichmüller space of S. Then C∞(Hom(π1(S), G)/G) has a Poisson bracket. Gold-
man constructed Lie algebra homomorphisms Zπˆ(S) → C∞(Hom(π1(S), G)/G) and
Zπ¯(S) → C∞(Hom(π1(S), G)/G) for some Lie group G. The definition of a Poisson
algebra is described in Appendix.
Roger and Yang [15] introduced a variation of the Goldman Lie algebra of unoriented
loops. They defined a Poisson algebra C(S, P ) of unoriented curves on an oriented surface
S with punctures P in intS by generalizing the Goldman bracket to unoriented arcs with
endpoints in P . Following the approach of Bullock, Frohman and Kania-Bartoszyn´ska [2],
they constructed a Poisson homomorphism C(S, P ) → C∞(T d(S)) by using the Weil-
Petersson structure of the decorated Teichmüller space T d(S) described by Mondello [13].
Another aspect of the Goldman Lie algebra appears as a quantization. Let C be the
field of complex numbers and C[h] the complex polynomial ring in one variable h. For a
complex vector space V , we denote by V [h] the set of all polynomials in one variable h
with coefficient in V .
Definition. A quantization of a Poisson C-algebra B with the Poisson bracket {·, ·}B is
an associative C[h]-algebra A such that
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(1) A is isomorphic to B[h] as C[h]-modules (A is a free C[h]-module),
(2) A/hA is isomorphic to B as a C-algebras and the isomorphism induces the Pois-
son algebra isomorphism.
If we denote the quotient map p : A→ A/hA, the above Poisson structure on A/hA is
defined by
{p(a), p(b)}A/hA = p
(
ab− ba
h
)
for any a and b in A. A quantization of B over the ring of complex formal power series
C[[h]] is similarly defined by making A a topological algebra and replacing the first con-
dition with topological freeness of A as C[[h]]-module. (See Drinfeld [3] for details about
the quantization.)
Turaev [17, 18] gave quantizations of the Poisson algebras associated with the Gold-
man Lie algebras of oriented and unoriented loops on an oriented surface. In his papers,
the freeness is not required in the definition of a quantization of a Poisson algebra. The
quantization was given by using a skein algebra of the surface. The skein algebra is the
module generated by the isotopy classes of links in the thickened surface with the skein
relation. The multiplication of the skein algebra is given by superposition of links. Hoste-
Przytycki [8] also considered the quantization of the Goldman Lie algebra. Turaev defined
a cobracket, called the Turaev cobracket, on the Z-module generated by the homotopy
classes of nontrivial loops on a surface in [17, 18]. He gave a co-quantization of the co-
Poisson coalgebra. Moreover, he showed that the Goldman bracket and the Turaev co-
bracket satisfied compatibility conditions of a Lie bialgebra and gave a bi-quantization of
the bi-Poisson bialgebra.
Bullock, Frohman and Kania-Bartoszyn´ska [2] gave a quantization of the ring of SL2(C)-
charactors of a compact oriented sruface by using the Kauffman bracket skein module of
the surface. Roger and Yang [15] defined the Poisson algebra C(S, P ) of unoriented curves
on punctured surface and gave a quantization by generalizing the Kauffman bracket skein
algebra.
In this paper, we will define a Poisson algebra PS(Σ)+ and a co-Poisson coalgebra
CS(Σ)+ of the regular homotopy classes of oriented curves on a bordered surface Σ. A
bordered surface Σ = (S,M) is an oriented surface S with the set of marked points M
in the boundary of S. The oriented curves on Σ is oriented loops and arcs with endpoints
in M . The Poisson bracket and the co-Poisson cobracket are generalizations of a regular
homotopy version of the Goldman bracket and the Turaev cobracket to those for oriented
loops and arcs with endpoints in M . The Goldman bracket and the Turaev cobracket
for regular homotopy classes of loops on a surface was considered by Turaev [18] and
Kawazumi [10]. The Poisson algebra is also a generalization of the swapping algebra de-
fined by Labourie [12]. We will also define a Poisson algebraPS(Σ)+ of unoriented curves
on Σ and construct a quantization of a quotient Poisson algebra Sk(Σ) of PS(Σ)+. This
quantization is given by using the skein algebra Skq(Σ) defined by Muller [14]. We denote
by Kh(Σ) the C[[h]]-algebra obtained by substituting q = exp(h/2) into C[q
1
2 , q−
1
2 ]-
algebra Skq(Σ)
Theorem (5.8). The map p˜ : Kh(Σ)→ Sk(Σ) gives a quantization of Sk(Σ).
On the other hand, a relation between Skq(Σ) and the quantum cluster algebra Aq(Σ)
obtained from a triangulation of Σ was shown by Muller [14]. (See Fomin and Zelevin-
sky [5] and Fomin, Shapiro and Thurston [4] for details about cluster algebras and Beren-
stein and Zelevinsky [1] about quantum cluster algebras.)
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Theorem (Theorem 9.8 of Muller [14]). If a bordered surface Σ is triangulable and has at
least two marked points in each boundary component, then
Aq(Σ) = Sk
o
q(Σ).
The above Skoq(Σ) is the localized skein algebra defined by Muller [14]. The special-
ization q = 1 of Aq(Σ) becomes a commutative cluster algebra and A1(Σ) = Sko1(Σ), see
Corollary 11.5(1) of Muller [14]. These results show that the Goldman Lie algebra of Σ is
related to the cluster algebra through the quantization.
This paper is organized as follows. Section 2 is preliminary definitions. Section 3 and
4 give the definitions of the Poisson algebra and the co-Poisson coalgebra of the regular
homotopy classes of oriented curves on a bordered surface. We define the Poisson algebra
of unoriented curves on a bordered surface and give its quantization in Section 5. Sec-
tion 6 is a review of definitions of Poisson algebras, co-Poisson coalgebras and bi-Poisson
bialgebras.
Acknowledgment. The author would like to express his gratitude to his adviser, Hisaaki
Endo, for his encouragement and helpful discussion and to Nariya Kawazumi for helpful
comments. The author was supported by JSPS KAKENHI Grant Number 12J01252.
2. PRELIMINARIES
This section gives definitions of main targets and notations which we treat in this paper.
We consider an oriented, compact, connected and smooth surface S with boundary. The
boundary ∂S contains a finite set M of marked points. For each marked point in M , we
fix an inward normal vector to ∂S. We call the pair Σ = (S,M) a bordered surface.
We allow a bordered surface which has boundary components with no marked points. We
define curves on a bordered surface Σ = (S,M).
Definition 2.1.
• A loop on Σ is an oriented immersed loop on intS = S \ ∂S whose self-
intersection points consists only of transverse double points. The set of loops
on Σ is denoted by Loops(Σ).
• An arc on Σ is an oriented immersed arc on S with endpoints in M whose interior
is disjoint from ∂S. Moreover, we require that self-intersection points of the arc in
intS are transverse double points and the arc is tangent to inward normal vector
on M at the endpoints. The set of arcs on Σ is denoted by Arcs(Σ).
• A curve onΣ is a loop or an arc on Σ. We denote the set of curves by Curves(Σ) =
Loops(Σ) ∪ Arcs(Σ).
• A subset X of Curves(Σ) is generic or generic curves if X has only finite trans-
verse double points in intS.
Remark 2.2. Dylan Thurston call generic subsets of Curves(Σ) curve diagrams on Σ and
elements of Curves(Σ) connected curve diagrams in his paper [16].
We consider the following equivalence relation onCurves(Σ). For generic subset {α, β}
ofCurves(Σ), the curveα is regularly homotopic to β if there is a finite sequence of generic
curves {f1, f2, . . . , fn} ⊂ Curves(Σ) such that fi+1 is obtained from fi by ambient iso-
topy of S fixing a collar of ∂S or one of the moves (Ω2-1), (Ω2-2), (Ω3) and (Ωb2-1)–
(Ωb2-4) illustrated in Figure 2. We denote the set of regular homotopy classes of curves
on Σ by πˆ(Σ)+.
We define the local intersection number of two curves on Σ. Let {α, β} ⊂ Curves(Σ)
be generic. We define the local intersection number of α and β at an intersection point p.
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FIGURE 1. intersections of curves
FIGURE 2. local moves of curves
Definition 2.3 (the local intersection number). If p is in S \ ∂S,
ε(p;α, β) =
{
1 if ,
−1 otherwise.
If p is a marked point in M ,
ε(p;α, β) =
{
1
2 if , , , ,
− 12 otherwise.
We next introduce notations which represent subarcs or based subloops of curves on Σ.
We take a curve α in Curves(Σ) and distinct points p and q on α.
• αqp : I = [0, 1] → S is obtained along α such that αqp(0) = p, αqp(1) = q and
p, q /∈ αqp(I \ ∂I).
If α ∈ Loops(Σ) and p is not a self-intersection point of α, then
• αp is the based loop at p obtained from α.
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If p is a self-intersection point of α, then we take two tangent vectors v1 and v2 of α at p
such that (v1, v2) coincides with orientation of S. For i = 1, 2, We can obtain the based
loop α(i)p which goes from p in the direction of vi along α and stops at the first meeting p.
Let α be in Arcs(Σ) and p a self-intersection point of α in intS, then we can define either
α
(1)
p or α
(2)
p . We call the self-intersection point p is type(I) (resp. type(II)) if we can define
α
(1)
p (resp. α(2)p ). (See Figure 3) For x, y in M , we can decompose an arc α = αyx on Σ to
three parts αpx, α
(1)
p (resp. α(2)p ) and αxp if p is type(I) (resp. type(II)).
FIGURE 3. subloops a(1)p and a(2)p
3. POISSON ALGEBRAS OF CURVES ON BORDERED SURFACES
We will define a Poisson bracket for two regular homotopy classes of curves on Σ in
this section. Let us denote by K a commutative associative ring with unit containing the
field of rational numbers, 〈t〉 the infinite cyclic group generated by t and K[t, t−1] = K〈t〉
the Laurent polynomial ring.
Let Kπˆ(Σ)+ be the free K-module on πˆ(Σ)+. The Laurent polynomial ring K[t, t−1]
acts on Kπˆ(Σ)+ such that the action of t (resp. t−1) on a curve on Σ is an insertion of a
positively (resp. negatively) oriented monogon into interior of the curve. Thus Kπˆ(Σ)+
is a K[t, t−1]-module. Then we define the K[t, t−1]-module Z(Σ)+ as the quotient of
Kπˆ(Σ)+ by the K[t, t−1]-submoduleC+M generated by monogons with vertices in M . The
monogons are contractible arcs on Σ which have no self-intersection points. We denote by
|α| the element of Z(Σ) represented by α in Curves(Σ). Let us denote by S(Σ)+ the
symmetric K[t, t−1]-algebra Sym(Z(Σ)+).
Remark 3.1.
(1) Let πˆ(Σ) be the set of homotopy classes of curves on Σ andCM the K-submodule
of Kπˆ(Σ) generated by contractible arcs on Σ. Then Z(Σ)+/(t − 1)Z(Σ)+ =
Z(Σ) = Kπˆ(Σ)/CM . We denote the symmetric K-algebra of Z(Σ) by S(Σ).
(2) A curve diagram is an generic immersion of a 1-manifold (X, ∂X) → (S,M)
which defined by Thurston [16]. In our own words, the set of curve diagrams is
the set of all generic curves on Σ. He define the commutative associative monoid
C(Σ) of regular homotopy classes of curve diagrams on Σ whose unit is the empty
diagram. The multiplication of two curve diagrams is given by the union of two
diagrams. A subset X of Curves(Σ) defines an element of Sym(Kπˆ(Σ)+) by
multiplication of regular homotopy classes of elements in X . The monoid ring
KC(Σ) is isomorphic to Sym(Kπˆ(Σ)+) through the above map.
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We next define a bracket on S(Σ)+. We take curves a and b in Loops(Σ) and γ = γyx
and η = ηwz in Arcs(Σ) such that {a, b, γ, η} is generic and x, y, z and w are in M . We
define a bracket {·, ·}′ : Curves(Σ)× Curves(Σ)→ S(Σ)+ as the following.
{a, b}′ =
∑
p∈a∩b
ε(p; a, b) |apbp| ,(3.1)
{a, η}′ =
∑
p∈a∩η
ε(p; a, η)
∣∣ηpzapηwp ∣∣ ,(3.2)
{γ, b}′ =
∑
p∈γ∩b
ε(p; γ, b)
∣∣γpxbpγyp ∣∣ ,(3.3)
{γ, η}′ =
∑
p∈γ∩η
ε(p; γ, η)
∣∣γpxηwp ∣∣ ∣∣ηpzγyp ∣∣(3.4)
=
∑
p∈γ∩η∩intS
ε(p; γ, η)
∣∣γpxηwp ∣∣ ∣∣ηpzγyp ∣∣
+ δx,zε(x; γ, η) |γ| |η|+ δy,wε(x; γ, η) |η| |γ| ,
where δ is the Kronecker delta function. We know that (3.1)–(3.4) are invariant under
local moves (Ω2-1) and (Ω3). (See Goldman [7].) We can also confirm that (3.1)–(3.4) are
invariant under (Ω2-2) and (3.4) is invariant under (Ωb2-1)–(Ωb2-4) by comparing terms
of the bracket coming from intersection points illustrated in diagrams of local moves. For
example,
the terms coming from {α, β}′ of = −
=t − t
=0,
the terms coming from {α, β}′ of = − 1
2
=
1
2
= the terms coming from {α, β}′ of .
When γ or η is a monogon with vertex in M , then the bracket vanishes. Therefore we
can define the K[t, t−1]-bilinear map ∇′ = {·, ·}′ : Z(Σ)+ ⊗t Z(Σ)+ → S(Σ)+. The
symbol ⊗t denotes the tensor product over K[t, t−1]. Using the Leibniz rule, the bracket
is extended to ∇ = {·, ·} : S(Σ)+ ⊗t S(Σ)+ → S(Σ)+.
We can easily prove the following lemma.
Lemma 3.2.
(1) If ∇′ is skew symmetric, then ∇ is skew symmetric.
(2) If∇′ is skew symmetric and satisfies the Jacobi identity, then∇ satisfies the Jacobi
identity.
Proof. Use the Leibniz rule and an induction on the degree of symmetric power. 
Proposition 3.3. ∇′ is skew symmetric and satisfies the Jacobi identity.
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Proof. We can see ∇′ is skew symmetric by the definition of the bracket and the local
intersection number. We prove the Jacobi identity. We take curves a, b and c in Loops(Σ)
and γ = γyx , η = ηwz and ζ = ζvu in Arcs(Σ) where x, y, z, w, u and v are in M . We assume
that {a, b, c, γ, η, ζ} is generic. For a, b and c, the Jacobi identity is satisfied because the
definition of ∇′ for loops coincides with the Goldman bracket. We have to prove three
equalities:
{{a, b}′, γ}′ + {{b, γ}′, a}′ + {{γ, a}′, b}′ =0,(3.5)
{{a, γ}′, η}′ + {{γ, η}′, a}′ + {{η, a}′, γ}′ =0,(3.6)
{{γ, η}′, ζ}′ + {{η, ζ}′, γ}′ + {{ζ, γ}′, η}′ =0.(3.7)
We can prove these equalities by direct calculation. We leave the readers the calculation of
(3.5) because it is simpler than (3.6) and (3.7). We will calculate (3.6) and (3.7) according
to the definition of the bracket using the Kronecker delta function. First, we calculate (3.6).
{{a, γ}′, η}′
=
∑
p∈a∩γ
∑
q∈γpx∩η∩intS
ε(p; a, γ)ε(q; γ, η)
∣∣γqxηwq ∣∣ ∣∣ηqzγpqapγyp ∣∣(3.8)
+
∑
p∈a∩γ
∑
q∈a∩η
ε(p; a, γ)ε(q; a, η)
∣∣γqxaqpηwq ∣∣ ∣∣ηqzapqγyp ∣∣(3.9)
+
∑
p∈a∩γ
∑
q∈γyp∩η∩intS
ε(p; a, γ)ε(q; γ, η)
∣∣γpxapγqpηwq ∣∣ ∣∣ηqzγyq ∣∣(3.10)
+ ( the terms of degree 1 of the Kronecker delta function),(δ1)
{{γ, η}′, a}′
=
∑
p∈γ∩η∩intS
∑
q∈γpx∩a
ε(p; γ, η)ε(q; γ, a)
∣∣γqxaqγpq ηwp ∣∣ ∣∣ηpzγyp ∣∣(3.11)
+
∑
p∈γ∩η∩intS
∑
q∈ηwp ∩a
ε(p; γ, η)ε(q; η, a)
∣∣γpxηqpaqηwq ∣∣ ∣∣ηpzγyp ∣∣(3.12)
+
∑
p∈γ∩η∩intS
∑
q∈ηpz∩a
ε(p; γ, η)ε(q; η, a)
∣∣γpxηwp ∣∣ ∣∣ηqzaqηpqγyp ∣∣(3.13)
+
∑
p∈γ∩η
∑
q∈γyp∩a
ε(p; γ, η)ε(q; γ, a)
∣∣γpxηwp ∣∣ ∣∣ηpzγqpaqγyq ∣∣(3.14)
+ ( the terms of degree 1 of the Kronecker delta function),(δ2)
{{η, a}′, γ}′
=
∑
p∈η∩a
∑
q∈ηpz∩γ∩intS
ε(p; η, a)ε(q; η, γ)
∣∣ηqzγyq ∣∣ ∣∣γqxηpqapηwp ∣∣(3.15)
+
∑
p∈η∩a
∑
q∈a∩γ
ε(p; η, a)ε(q; a, γ)
∣∣ηpzaqpγyq ∣∣ ∣∣γqxapqηwp ∣∣(3.16)
+
∑
p∈η∩a
∑
q∈a∩γ
ε(p; η, a)ε(q; a, γ)
∣∣ηpzaqpγyq ∣∣ ∣∣γqxapqηwp ∣∣(3.17)
+ ( the terms of degree 1 of the Kronecker delta function).(δ3)
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The sum of (3.8) and (3.10) is the sum of subset of curves obtained from a ∪ γ ∪ η by
smoothing at any pair of intersection points p ∈ a ∩ γ and q ∈ γ ∩ η with the sign
ε(p; a, γ)ε(q; γ, η). We remark that a subset {α1, α2, . . . , αn} of curves on Σ gives the
element |α1| |α2| · · · |αn| of S(Σ)+. The sum of (3.11) and (3.14) is also the sum of the
curves with the opposite sign ε(q; γ, η)ε(p; γ, a). Therefore, these sums cancel each other
out. Similarly, the sum of (3.15) and (3.17) cancels out the sum of (3.12) and (3.13).
Clearly, (3.9) is opposite in sign to (3.16). It is only necessary to confirm that the terms of
degree 1 of the Kronecker delta function vanishes.
(δ1) =
∑
p∈a∩γ
δy,wε(p; a, γ)ε(y; γ, η)
∣∣γpxapγyp ∣∣ |η|
+
∑
p∈a∩γ
δx,zε(p; a, γ)ε(x; γ, η) |η|
∣∣γpxapγyp ∣∣ ,
(δ2) =
∑
p∈γ∩a
δy,wε(p; γ, a)ε(y; γ, η)
∣∣γpxapγyp ∣∣ |η|
+
∑
p∈η∩a
δy,wε(p; η, a)ε(y; γ, η) |γ|
∣∣ηpzapηyp ∣∣
+
∑
p∈η∩a
δx,zε(p; η, a)ε(x; γ, η)
∣∣ηpzapηwp ∣∣ |γ|
+
∑
p∈γ∩a
δx,wε(p; γ, a)ε(x; γ, η) |η|
∣∣γpxapγyp ∣∣ ,
(δ3) =
∑
p∈η∩a
δw,yε(p; η, a)ε(w; η, γ)
∣∣ηpzapηwp ∣∣ |γ|
+
∑
p∈η∩a
δz,xε(p; η, a)ε(z; η, γ)
∣∣ηpzapηwp ∣∣ |γ| .
From the above, we see that the sum of (δ1) and (δ3) cancels out (δ2). Consequently, the
Jacobi identity (3.6) holds. Finally, we prove (3.7).
{{γ, η}′ζ}′ =
∑
p∈γ∩η∩intS
∑
q∈γpx∩ζ∩intS
ε(p; γ, η)ε(q; γ, ζ)
∣∣γqxζvq ∣∣ ∣∣ζquγpq ηwp ∣∣ ∣∣ηpzγyp ∣∣
(3.18)
+
∑
p∈γ∩η∩intS
∑
q∈ηwp ∩ζ∩intS
ε(p; γ, η)ε(q; η, ζ)
∣∣γpxηqpζvq ∣∣ ∣∣ζquηwq ∣∣ ∣∣ηpzγyp ∣∣(3.19)
+
∑
p∈γ∩η∩intS
∑
q∈ηpz∩ζ∩intS
ε(p; γ, η)ε(q; η, ζ)
∣∣γpxηwp ∣∣ ∣∣ηqzζvq ∣∣ ∣∣ζquηpqγyp ∣∣(3.20)
+
∑
p∈γ∩η∩intS
∑
q∈γyp∩ζ∩intS
ε(p; γ, η)ε(q; γ, ζ)
∣∣γpxηwp ∣∣ ∣∣ηpzγqpζvq ∣∣ ∣∣ζquγyq ∣∣(3.21)
+ (the terms of degree 1 of the Kronecker delta function)(δ4)
+ (the terms of degree 2 of the Kronecker delta function).(δδ)
The sum of (3.18) and (3.21) appears in a cyclic permutation of the symbols (γ, η, ζ) at
the sum of (3.19) and (3.20) with the opposite sign. We can confirm that the terms of
(3.7) which has no Kronecker delta function vanishes in the same way. We can calculate
POISSON ALGEBRAS OF CURVES ON BORDERED SURFACES AND SKEIN QUANTIZATION 9
remaining parts (δ4) and (δδ) as the following.
(δ4) =
∑
p∈γ∩ζ∩intS
δx,zε(x; γ, η)ε(p; γ, ζ)
∣∣γpxζvp ∣∣ ∣∣ζpuγyp ∣∣ |η|(3.22)
+
∑
p∈η∩ζ∩intS
δx,zε(x; γ, η)ε(p; η, ζ) |γ|
∣∣ηpzζvp ∣∣ ∣∣ζpuηwp ∣∣(3.23)
+
∑
p∈γ∩ζ∩intS
δy,wε(y; γ, η)ε(p; γ, ζ) |η|
∣∣γpxζvp ∣∣ ∣∣ζpuγyp ∣∣(3.24)
+
∑
p∈η∩ζ∩intS
δy,wε(y; γ, η)ε(p; η, ζ)
∣∣ηpzζvp ∣∣ ∣∣ζpuηwp ∣∣ |γ|(3.25)
+
∑
p∈γ∩η∩intS
δx,uε(x; γ, ζ)ε(p; γ, η)
∣∣γpxηwp ∣∣ |ζ| ∣∣ηpzγyp ∣∣(3.26)
+
∑
p∈γ∩η∩intS
δw,vε(w; η, ζ)ε(p; γ, η) |ζ|
∣∣γpxηwp ∣∣ ∣∣ηpzγyp ∣∣(3.27)
+
∑
p∈γ∩η∩intS
δz,uε(z; η, ζ)ε(p; γ, η)
∣∣γpxηwp ∣∣ ∣∣ηpzγyp ∣∣ |ζ|(3.28)
+
∑
p∈γ∩η∩intS
δx,zε(y; γ, ζ)ε(p; γ, η)
∣∣γpxηwp ∣∣ |ζ| ∣∣ηpzγyp ∣∣ .(3.29)
The opposite sign of (3.22) coincides with a cyclic permutation of (γ, η, ζ) at (3.28). Sim-
ilarly, (3.23), (3.24) and (3.25) correspond to (3.26), (3.27) and (3.29), respectively.
(δδ) =δx,zδx,uε(x; γ, η)ε(x; γ, ζ) |γ| |ζ| |η|(3.30)
+ δx,zδy,vε(x; γ, η)ε(y; γ, ζ) |ζ| |γ| |η|(3.31)
+ δx,zδz,uε(x; γ, η)ε(z; η, ζ) |γ| |η| |ζ|(3.32)
+ δx,zδw,vε(x; γ, η)ε(w; η, ζ) |γ| |ζ| |η|(3.33)
+ δy,wδx,uε(y; γ, η)ε(x; γ, ζ) |η| |γ| |ζ|(3.34)
+ δy,wδy,vε(y; γ, η)ε(y; γ, ζ) |η| |ζ| |γ|(3.35)
+ δy,wδz,uε(y; γ, η)ε(z; η, ζ) |η| |ζ| |γ|(3.36)
+ δy,wδw,vε(y; γ, η)ε(w; η, ζ) |ζ| |η| |γ| .(3.37)
In a similar way, (3.30), (3.31), (3.33) and (3.35) correspond to (3.32), (3.36), (3.34) and
(3.37), respectively. We finish proving the Jacobi identity (3.7). 
Lemma 3.2 and Proposition 3.3 tell us that the pair (S(Σ)+,∇) is a Poisson algebra.
We denote it by PS(Σ)+. When we put t = 1, we can obtain the Poisson structure on
S(Σ). We denote it by PS(Σ).
Remark 3.4.
(1) If M is the empty set, then the Poisson algebra PS((S,M)) is the Goldman Lie
algebra of S.
(2) Kawazumi-Kuno[11] defined an action of the Goldman Lie algebra of S on the
module generated by the homotopy set of Arcs(Σ). We can consider the action as
the inner derivatoin of PS(Σ).
(3) Labourie[12] defined the swapping algebra Lk(M) where M is a set of points of
the boundary of a diskD = {z ∈ C | |z| ≤ 1} and k any real number. PS((D,M))
coincides with the swapping algebra L0(M).
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4. CO-POISSON COALGEBRAS OF CURVES ON BORDERED SURFACES
LetC+O be the K[t, t−1]-submodule of Kπˆ(Σ)+ generated by a trivial loop with no self-
intersection. The submodule C+O is uniquely determined although we have two choices of
such a trivial loop, the positive or negative curl. We denote the quotient K[t, t−1]-module
Kπˆ(Σ)+/(C+M + C
+
O) by Z(Σ)
+
0 , the quotient map Curves(Σ) → Z(Σ)
+
0 by ‖ · ‖. The
symmetric K[t, t−1]-algebra S(Σ)+0 = Sym(Z(Σ)
+
0 ) has a commutative and associative
multiplication m and a cocommutative and coassosiative comultiplication ∆ which define
a bialgebra structure on it.
In this section, we define a cobracket of S(Σ)+0 which is a generalization of Turaev
cobracket [17, 18]. We show that the cobracket and the bialgebra structure on S(Σ)+0 are
compatible.
First, we define a cobracket on S(Σ)+0 . For any curve α on Σ, we denote the set of all
self-intersection points of α by ⋔ α. If α is in Arcs(Σ), then ⋔ α decomposes to two sub-
sets type(I) and type(II). We denote the subset of type(I) (resp. type(II)) self-intersection
points by ⋔(I) α (resp. ⋔(II) α). Let a in Loops(Σ) and γ in Arcs(Σ) be generic. We define
δ′ : Curves(Σ)→ S(Σ)+0 ⊗t S(Σ)
+
0 as the following.
δ′(a) =
∑
p∈⋔a
∥∥∥a(1)p ∥∥∥⊗t ∥∥∥a(2)p ∥∥∥− ∥∥∥a(2)p ∥∥∥⊗t ∥∥∥a(1)p ∥∥∥ ,(4.1)
δ′(γ) =
∑
p∈⋔(I)γ
∥∥∥γ(1)p ∥∥∥⊗t ∥∥γpxγyp∥∥− ∥∥γpxγyp∥∥⊗t ∥∥∥γ(1)p ∥∥∥(4.2)
+
∑
p∈⋔(II)γ
∥∥γpxγyp∥∥⊗t ∥∥∥γ(2)p ∥∥∥− ∥∥∥γ(2)p ∥∥∥⊗t ∥∥γpxγyp∥∥
=
∑
p∈⋔(I)γ∩intS
∥∥∥γ(1)p ∥∥∥⊗t ∥∥γpxγyp∥∥− ∥∥γpxγyp∥∥⊗t ∥∥∥γ(1)p ∥∥∥
+
∑
p∈⋔(II)γ∩intS
∥∥γpxγyp∥∥⊗t ∥∥∥γ(2)p ∥∥∥− ∥∥∥γ(2)p ∥∥∥⊗t ∥∥γpxγyp∥∥ .
We can confirm that δ′ defines the same element in S(Σ)+0 ⊗t S(Σ)+0 for local moves
(Ω2-1), (Ω2-2), (Ω3), (Ωb2-2) and (Ωb2-3). For example,
the terms coming from δ′(α) of = ⊗t − ⊗t
+ ⊗t − ⊗t
= ⊗t t − t ⊗t
+ ⊗t t − t ⊗t
=0.
We do not need to calculate local moves (Ωb2-1) and (Ωb2-4) because connected arcs have
no such self-intersections. If α is a curl or a monogon with vertex in M , then the value
δ′(α) vanishes. Therefore the map δ′ extends to δ : Z(Σ)+ → S(Σ)+0 ⊗t S(Σ)
+
0 and the
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extended map δ is a K[t, t−1]-linear map. Furthermore, we extend it to the K[t, t−1]-
linear map on S(Σ)+ by using the (m, δ)-compatibility. (See Appendix.) Consequently,
we obtain the K[t, t−1]-linear map δ : S(Σ)+0 → S(Σ)+0 ⊗t S(Σ)+0 .
Lemma 4.1.
(1) If δ′ is co-skew symmetric, then δ is co-skew symmetric.
(2) If δ′ satisfies the co-Leibniz rule, then δ satisfies the co-Leibniz rule.
(3) If δ′ is co-skew symmetric and satisfies the co-Leibniz rule and the co-Jacobi
identity, then δ satisfies the co-Jacobi identity.
Proof. Use the (m, δ)-compatibility and an induction on the degree of symmetric power.

Proposition 4.2. δ′ is co-skew symmetric and satisfies the co-Jacobi identity.
Proof. It is clear that the map δ′ is co-skew symmetric by definition. We directly calculate
(τ2+τ+ id⊗t3)◦(id⊗t δ′)◦δ′(α) to prove the co-Jacobi identity. If α is a loop on Σ, then
the map δ′ coincides with the Turaev cobracket. We have to confirm the co-Jacobi identity
when α is an arc on Σ.
Let γ = γyx is an arc on Σ with endpoints x and y in M . Then,
(id ⊗t δ′) ◦ δ′(γyx)
=
∑
p∈⋔(I)γ
∑
q∈⋔(I)γ
p
xγ
y
p
(∥∥∥γ(1)p ∥∥∥⊗t ∥∥∥(γpxγyp )(1)q ∥∥∥⊗t ∥∥(γpxγyp )qx(γpxγyp )yq∥∥
−
∥∥∥γ(1)p ∥∥∥⊗t ∥∥(γpxγyp )qx(γpxγyp )yq∥∥⊗t ∥∥∥(γpxγyp )(1)q ∥∥∥)
(4.3)
+
∑
p∈⋔(I)γ
∑
q∈⋔(II)γ
p
xγ
y
p
( ∥∥∥γ(1)p ∥∥∥⊗t ∥∥(γpxγyp )qx(γpxγyp )yq∥∥⊗t ∥∥∥γ(2)p ∥∥∥
−
∥∥∥γ(1)p ∥∥∥⊗t ∥∥∥γ(2)p ∥∥∥⊗t ∥∥(γpxγyp )qx(γpxγyp )yq∥∥)
(4.4)
−
∑
p∈⋔(I)γ
∑
q∈⋔γ
(1)
p
( ∥∥γpxγyp∥∥⊗t ∥∥∥(γ(1)p )(1)q ∥∥∥⊗t ∥∥∥(γ(1)p )2q∥∥∥
−
∥∥γpxγyp∥∥⊗t ∥∥∥(γ(1)p )2q∥∥∥⊗t ∥∥∥(γ(1)p )(1)q ∥∥∥)
(4.5)
+
∑
p∈⋔(II)γ
∑
q∈⋔γ
(2)
p
(∥∥γpxγyp∥∥⊗t ∥∥∥(γ(2)p )(1)q ∥∥∥⊗t ∥∥∥(γ(2)p )2q∥∥∥
−
∥∥γpxγyp∥∥⊗t ∥∥∥(γ(2)p )2q∥∥∥⊗t ∥∥∥(γ(2)p )(1)q ∥∥∥)
(4.6)
−
∑
p∈⋔(II)γ
∑
q∈⋔(I)γ
p
xγ
y
p
( ∥∥∥γ(2)p ∥∥∥⊗t ∥∥∥(γpxγyp )(1)q ∥∥∥⊗t ∥∥(γpxγyp )qx(γpxγyp )yq∥∥
−
∥∥∥γ(1)p ∥∥∥⊗t ∥∥(γpxγyp )qx(γpxγyp )yq∥∥⊗t ∥∥∥(γpxγyp )(1)q ∥∥∥)
(4.7)
−
∑
p∈⋔(II)γ
∑
q∈⋔(II)γ
p
xγ
y
p
( ∥∥∥γ(2)p ∥∥∥⊗t ∥∥(γpxγyp )qx(γpxγyp )yq∥∥⊗t ∥∥∥γ(2)p ∥∥∥
−
∥∥∥γ(1)p ∥∥∥⊗t ∥∥∥γ(2)p ∥∥∥⊗t ∥∥(γpxγyp )qx(γpxγyp )yq∥∥)
(4.8)
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where⋔ γ(i)p in (4.5) and (4.6) is the set of self-intersection points of the free loop obtained
by γ(i)p for i = 1, 2. Setting γpx∩(I)γyp = ⋔(I) γyx∩γpx∩γyp \{p}, we can obtain the following
decomposition⋔(I) γpxγyp = (⋔(I) γpx)∪(⋔(I) γyp )∪(γpx∩(I)γyp ). By using the decomposition,
(4.3) =
∑
p∈⋔(I)γ
∑
q∈⋔(I)γ
p
x
( ∥∥∥γ(1)p ∥∥∥⊗t ∥∥∥γ(1)q ∥∥∥⊗t ∥∥γqxγpqγyp∥∥− ∥∥∥γ(1)p ∥∥∥⊗t ∥∥γqxγpqγyp∥∥⊗t ∥∥∥γ(1)q ∥∥∥)
+
∑
p∈⋔(I)γ
∑
q∈⋔(I)γ
y
p
( ∥∥∥γ(1)p ∥∥∥⊗t ∥∥∥γ(1)q ∥∥∥⊗t ∥∥γpxγqpγyq ∥∥− ∥∥∥γ(1)p ∥∥∥⊗t ∥∥γpxγqpγyq ∥∥⊗t ∥∥∥γ(1)q ∥∥∥)
+
∑
p∈⋔(I)γ
∑
q∈γpx∩(I)γ
y
p
(∥∥∥γ(1)p ∥∥∥⊗t ∥∥∥γ(1)q ∥∥∥⊗t ∥∥γpqγqp∥∥− ∥∥γqxγyq ∥∥⊗t ∥∥γqxγyq ∥∥⊗t ∥∥γpqγqp∥∥).
We calculate (4.4)–(4.8) in the same way and we can confirm the co-Jacobi identity. 
By Lemma 4.1 and Proposition 4.2, the pair (S(Σ)+0 , δ) is a co-Poisson coalgebra. We
denote it by CS(Σ)+.
Remark 4.3. We can define the co-Poisson coalgebra CS(Σ) by substituting t = 1. To
explain more precisely, we denote by CO the K-submodule of Kπˆ(Σ) generated by the
trivial loop. The quotient Z(Σ)0 = Kπˆ(Σ)/(CM + CO) is Z(Σ)+0 /(t− 1)Z(Σ)
+
0 . Then
we can define the cobracket on the symmetric K-algebra S(Σ)0 = Sum(Z(Σ)0) which
induced from the above δ. We denote the co-Poisson coalgebra by CS(Σ).
Remark 4.4. The bracket on PS(Σ)+ induces a Poisson structure on S(Σ)+0 . Although
S(Σ)+0 has the bracket and the cobracket, they do not satisfy the compatibility conditions
of a bi-Poisson bialgebra. To be precise, the (∇,∆)-compatibility is not satisfied for two
arcs on Σ. We show a counter-example in Figure 4.
FIGURE 4. a counter-example of the (∇,∆)-compatibility
5. POISSON ALGEBRAS OF UNORIENTED CURVES AND ITS QUANTIZATION
LetΣ = (S,M) be a bordered surface. We define unoriented curves onΣ by identifying
oriented curves on Σ and its inverse. We denote the set of unoriented curves, loops and
arcs by Curves(Σ), Loops(Σ) and Arcs(Σ) respectively. We denote the set of regular
homotopy classes of unoriented curves on Σ by π¯(Σ)+. Let G = 〈 T | T 2 = 1 〉 be the
cyclic group of order 2, KG the group ring and (KG)π¯(Σ)+ the free KG-module with
basis π¯(Σ)+. The submodule C¯T of (KG)π¯(Σ)+ is generated by the elements T |α| −
|α′| for any α in Curves(Σ) where α′ is a curve obtained by inserting a monogon into
interior of α. We remark that we have two choices of α′ because α is two-sided and these
elements in π¯(Σ)+ may be different. The submodule C¯+M of (KG)π¯(Σ)+ is generated
by the unoriented monogons with vertices in M . Then the KG-module Z¯(Σ)+ is the
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quotient of (KG)π¯(Σ)+ by C¯T + C¯+M and PS(Σ)+ = Sym(Z¯(Σ)+). We use the same
symbol | · | for representing the quotient map Curves(Σ) → Z¯(Σ)+. For any subset X =
{a1, a2, . . . , an} of Curves(Σ), |X | denotes the element |a1| |a2| · · · |an| of PS(Σ)+.
Let {a1, a2, . . . , an} be a generic subset of Curves(Σ). We define local moves of
a1 ∪ a2 ∪ · · · ∪ an for n-tuple of generic unoriented curves (a1, a2, . . . , an). Let p be
an intersection point of ai and aj where 1 ≤ i < j ≤ n. A neighborhood of p has two
subarcs a′i of ai and a′j of aj . We give an orientation of the subarcs such that the pair of
tangent vectors at p obtained from (a′i, a′j) coincides with the orientation of the surface
S. Ep(a1, a2, . . . , an) denotes unoriented curves obtained by smoothing the crossing at
p under the given orientation. We define ep(a1, a2, . . . , an) as the unoriented curves ob-
tained by exchanging ai and aj of Ep(a1, a2, . . . , an). We illustrate the two eliminations
Ep and ep at the intersection point p in Figure 5. Let p1, p2, . . . , pm be intersection points
FIGURE 5. elimination of crossing at p
of distinct two curves in
⋃
1≤i≤n ai. Let us denote by Xp1Xp2 · · ·Xpm(a1, a2, . . . , an) un-
oriented curves obtained by performing the eliminations Xpi under the above rule where
the symbol X is E or e.
For any a and b in Curves(Σ), We define a bracket on S¯(Σ)+ by
{a, b} =
∑
p∈a∩b∩intS
|Ep(a, b)| − |ep(a, b)|
+
1
2
(n+(a, b)− n−(a, b)) |a| |b| .
(5.1)
In the above, n+(a, b) (resp. n−(a, b)) is the number of pairs of endpoints of a and b
such that the pairs of endpoints lie in the same marked point m in M and a is locally
located on the right (resp. left) side of b in the neighborhood of m. We can confirm
that the value of the bracket is invariant under the unoriented local moves (Ω¯1)–(Ω¯3) and
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FIGURE 6. the local moves of unoriented curves
(Ω¯b2) illustrated in Figure 6. Thus the bracket is defined on πˆ(Σ)+ and we extend it KG-
bilinearly. We obtain {·, ·} : (KG)π¯(Σ) ⊗G (KG)π¯(Σ) → S¯(Σ)+ where the symbol ⊗G
denotes the tensor product over KG. If a or b is a monogon with vertex in M , then the
bracket vanishes. We can also confirm that the bracket vanishes on (KG)π¯(Σ) ⊗G C¯T +
C¯T ⊗G (KG)π¯(Σ) because the bracket preserves monogons in the curves. Therefore, we
can define the bracket on Z¯(Σ)+ and extend to S¯(Σ)+ by the Leibniz rule.
We can easily show the following lemma by definition.
Lemma 5.1. Let {a1, a2, . . . , an} and {a, b} be generic subsets of Curves(Σ).
(1) Ep(a1, a2, . . . , ai, . . . , aj , . . . , an) = ep(a1, a2, . . . , aj, . . . , ai, . . . , an) for an in-
tersection point p of ai and aj .
(2) n+(a, b) = n−(a, b).
Proposition 5.2. The pair (S¯(Σ)+, {·, ·}) is a Poisson algebra.
Proof. Lemma 5.1 implies skew-symmetry of the bracket. We have to show the Jacobi
identity. Let us denote n+(a, b)− n−(a, b) by N(a, b). Let a, b and c be in Curves(Σ).
{{|a| , |b|}, |c|} =
∑
p∈a∩b∩intS
{|Ep(a, b)| , |c|} − {|ep(a, b)| , |c|}
+
1
2
N(a, b){|a| |b| , |c|}.
For any p in a ∩ b ∩ intS,
{|ep(a, b)| , |c|} =
∑
q∈a∩c∩intS
|Eqep(a, b, c)| − |eqep(a, b, c)|
+
∑
q∈b∩c∩intS
|Eqep(a, b, c)| − |eqep(a, b, c)|
+
1
2
(N(a, c) +N(b, c)) |Ep(a, b)| |c| ,
{|Ep(a, b)| , |c|} =
∑
q∈a∩c∩intS
|EqEp(a, b, c)| − |eqEp(a, b, c)|
+
∑
q∈b∩c∩intS
|EqEp(a, b, c)| − |eqEp(a, b, c)|
+
1
2
(N(a, c) +N(b, c)) |ep(a, b)| |c| .
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{|a| |b| , |c|} =
∑
q∈a∩c∩intS
|Eq(a, c)| |b| − |eq(a, c)| |b|
+
∑
q∈b∩c∩intS
|Eq(b, c)| |a| − |eq(b, c)| |a|
+
1
2
(N(a, c) +N(b, c)) |a| |b| |c| .
Taking the above calculations together,
{{|a| , |b|}, |c|}
=
∑
p∈a∩b∩intS
∑
q∈a∩c∩intS
|EqEp(a, b, c)| − |eqEp(a, b, c)| − |Eqep(a, b, c)|+ |eqep(a, b, c)|
(5.2)
+
∑
p∈a∩b∩intS
∑
q∈b∩c∩intS
|EqEp(a, b, c)| − |eqEp(a, b, c)| − |Eqep(a, b, c)|+ |eqep(a, b, c)|
(5.3)
+
∑
p∈a∩b∩intS
1
2
(N(a, c) +N(b, c))(|Ep(a, b)| |c| − |ep(a, b)| |c|)
(5.4)
+
∑
p∈a∩c∩intS
1
2
N(a, b)(|Eq(a, c)| |b| − |eq(a, c)| |b|)
(5.5)
+
∑
p∈b∩c∩intS
1
2
N(a, b)(|Eq(b, c)| |a| − |eq(b, c)| |a|)
(5.6)
+
1
4
N(a, b)(N(a, c)−N(b, c)) |a| |b| |c| .
(5.7)
Replacing the symbols (a, b, c) of (5.2) with (b, c, a),∑
p∈b∩c∩intS
∑
q∈b∩a∩intS
|EqEp(b, c, a)| − |eqEp(b, c, a)| − |Eqep(b, c, a)|+ |eqep(b, c, a)|
=
∑
q∈a∩b∩intS
∑
p∈b∩c∩intS
|eqEp(a, b, c)| − |EqEp(a, b, c)| − |eqep(a, b, c)|+ |Eqep(b, c, a)|
= −(5.3)
by using Lemma 5.1. Consequently, (5.2) and (5.3) vanish in {a, {b, c}}+ {b, {c, a}} +
{c, {a, b}}. We can show that (5.4) of {b, {c, a}} cancels the sum of (5.6) and (5.5) of
{c, {a, b}} by similar calculation. Finally, We can confirm that (5.7) of {a, {b, c}} +
{b, {c, a}}+ {c, {a, b}} vanishes by using N(a, b) = −N(b, a). 
We denote the Poisson algebra (S¯(Σ)+, {·, ·}) by PS(Σ)+.
We can consider variations of PS(Σ)+ by substituting T = 1 and T = −1 by the same
way as substituting t = 1 inPS(Σ)+ andCS(Σ)+. Let us denote these Poisson K-algebras
by PS(Σ)+|T=1 and PS(Σ)+|T=−1. If we substitute T = 1, then KG is replaced with K ,
Zˆ+(Σ) with Zˆ(Σ) = Kπˆ(Σ)/C¯M where πˆ(Σ) is the set of homotopy classes of curves
on Σ and C¯M is the submodule of Kπˆ(Σ) generated by the contractible arcs. Therefore
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PS(Σ)+|T=1 is the symmetric K-algebra of Z¯(Σ) with the Poisson bracket induced from
PS(Σ)+. We denote the Poisson algebra by PS(Σ).
We will discuss about the Poisson algebra PS(Σ)+|T=−1. Concretely speaking, we
will give a quantization of a quotient Poisson algebra of PS(Σ)+|T=−1. As a first step, we
define the skein algebra of Σ defined by Muller [14]. The skein algebra Skq(Σ) is given
by the quotient of the algebra of framed links in Σ × [0, 1] by the skein relators. Next,
we give the Poisson algebra Sk(Σ) which is a quotient of PS(Σ)+|T=−1 by the relations
corresponding to the skein relations. Finally, we will give a quantization homomorphism
from Skq(Σ) to Sk(Σ) by q → 1.
We give the definition of framed links on a bordered surface Σ combinatorially by using
link diagrams according to Muller [14].
Definition 5.3. Let D = {a1, a2, . . . , an} ⊂ Curves(Σ) be generic unoriented curves on
Σ. We consider D as the immersion a1 ∪ a2 ∪ · · · ∪ an from the disjoint union of domains
to S. We give a strict order “<” on D−1(p) for any intersection point p of D in intS. We
give a total order “≤” on D−1(m) for any intersection point m of D in M . We define the
link diagram D on Σ as generic curves D equipped with these ordered set, the crossing
data of D.
If the strictly ordered set D−1(p) = {p1, p2} has the order p1 < p2, then we can also
describe diagrammatically it in a neighborhood of p ∈ intS as Figure ??. We illustrate
the neighborhood of p ∈ intS by gapping the strand containing p2 at p. We call the strand
containing p1 (resp. p2) is the overcrossing (resp. the undercrossing) of p1 (resp. p2) at p.
If we take two elements m1 and m2 from the total ordered set D−1(m), we can also
describe the strand of m1 and m2 diagrammatically in a neighborhood of m in the same
way. We illustrate as the real crossing for m1 = m2. We call the strand of m1 is the
simultaneous-crossing with m2 at m.
FIGURE 7. the crossing data
Let us denote by D(Σ) the set of link diagrams onΣ. We define an equivalence relation,
regular isotopy, on D(Σ) according to the approach of Kauffman [9].
Definition 5.4. Link diagrams D and D′ are regularly isotopic if D is obtained from D′
by a finite sequence of ambient isotopy of S fixing collar of ∂S and preserving crossing
data and Reidemeister moves (R2), (R3), (Rb2-1) and (Rb2-2). See Figure 8. The set of
regular isotopy classes of link diagrams on Σ is denoted by L (Σ)+. A framed link is an
element in L (Σ)+ and we denote by [D] the framed link represented by the link diagram
D.
We remark that D(Σ) has the empty diagram ∅ and L (Σ)+ has the empty link [∅].
We can define the multiplication of two link diagrams D1 and D2 by superposition of link
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FIGURE 8. the Reidemeister moves
diagrams if D1 ∪ D2 is generic. Then we give crossing data on D1 ∩ D2 such that all
strands of D1 contained in neighborhoods of D1∩D2 are overcrossings and strands of D2
are undercrossings. We denote the multiplication by D1 · D2. Let L1 and L2 be framed
links onΣ. We can take representativesD1 ofL1 andD2 ofL2 such thatD1∪D2 is generic
curves on Σ. Then L (Σ)+ has the multiplicative structure defined by L1L2 = [D1 ·D2].
Next, we introduce the skein algebra ofΣ. Let us denote by K[q 12 , q− 12 ] the ring of Lau-
rent polynomials in one variable q 12 and K[q 12 , q− 12 ]L (Σ)+ the free K[q 12 , q− 12 ]-module
on L (Σ)+. The free module K[q 12 , q− 12 ]L (Σ)+ has the multiplication induced from
L (Σ)+. We prepare two sets r(b) and ℓ(b) to define a relation of the skein algebra for
any strand b contained in a neighborhood of M of a link diagram D. The elements of r(b)
(resp. ℓ(b)) is the simultaneous-crossings with b such that these simultaneous-crossings
are located on the right (resp. left) side of the simultaneous-crossing of b.
Let D be a link diagram. For an intersection point p ∈ intS of D, we define link
diagrams Dp0 and Dp∞ by eliminating the crossing at p as illustrated in Figure 9. The
crossing data on the intersection points of D0 and D∞ are naturally induced from the
crossing data of D. We assume that the crossing data D−1(m) on m ∈M has the order
· · · < a1 = a2 = · · · = ai < b = b1 = b2 = · · · = bj < c1 = c2 = · · · = ck < · · · .
Then we define link diagrams Db+ and Db− by changing the order of D−1(m). The link
diagrams Db+ and Db− have the same underlying immersion with one of D. The crossing
data of (Db+)−1(m) is
· · · < a1 = a2 = · · · = ai < b1 = b2 = · · · = bj < b < c1 = c2 = · · · = ck < · · ·
and the crossing data of (Db−)−1(m)
· · · < a1 = a2 = · · · = ai < b < b1 = b2 = · · · = bj < c1 = c2 = · · · = ck < · · · .
Definition 5.5. The skein algebra Skq(Σ) on Σ is the quotient of K[q
1
2 , q−
1
2 ]L (Σ) by the
ideal generated by the following relations:
(1) [D] = q [Dp0 ] + q−1 [Dp∞] for any link diagram D and its intersection point p in
intS (the Kauffman bracket skein relation),
(2) q 12 (#ℓ(b)−#r(b)) [Db−] = [D] = q 12 (#r(b)−#ℓ(b)) [Db+] for any link diagram D
and its intersection point m in M (the boundary skein relation),
(3) [O] = −(q2 + q−2) [∅] where O is the curl on intS,
(4) [Om] = 0 for any m in M where Om is the monogon with vertex m.
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FIGURE 9. link diagrams Dp0 and Dp∞
We remark that the ideal generated by the relationA = B means that the ideal generated
by A−B.
We prepare a Poisson algebra whose quantization is Skq(Σ). The Poisson algebra de-
noted by Sk(Σ) is obtained from PS(Σ)+|T=−1.
Definition 5.6. The Poisson K-algebra Sk(Σ) is the quotient of the algebra S¯(Σ)+|T=−1
by the ideal generated by the following relations:
(1) |D| = |Dp0 | + |Dp∞| for any underlying immersion of a link diagram D and its
intersection point p ∈ intS,
(2) |O| = −2.
We remark that the relation (1) is independent of the crossing data of D. We can easily
confirm that the ideal is the Poisson ideal of PS(Σ)+|T=−1. Therefore, we can obtain a
Poisson structure on Sk(Σ).
We calculate the Poisson bracket on Sk(Σ) according to the definition of Poisson bracket
(5.1). Let us denote by |D| the element of Sk(Σ) represented by generic curves D. Let
{a, b} ⊂ Curves(Σ) be generic curves. We assume that the intersection points of a and b
in intS is {p1, p2, . . . , pn}. Then,
|Epi(a, b)| =
∑
X∈{E,e}
|X1X2 · · ·Xi−1EiXi+1Xi+2 · · ·Xn(a, b)| ,
|epi(a, b)| =
∑
X∈{E,e}
|X1X2 · · ·Xi−1eiXi+1Xi+2 · · ·Xn(a, b)| ,
|a| |b| =
∑
X∈{E,e}
|X1X2 · · ·Xn(a, b)| .
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Therefore,
{ |a| , |b| } =
n∑
i=1
∑
X∈{E,e}
|X1 · · ·Xi−1EiXi+1 · · ·Xn(a, b)| − |X1 · · ·Xi−1eiXi+1 · · ·Xn(a, b)|
+
∑
X∈{E,e}
1
2
(n+(a, b)− n−(a, b)) |X1X2 · · ·Xn(a, b)| .
We observe a correspondence between the set of symbols X = {X1X2 · · ·Xn | X = E, e }
and E =
⊔n
i=1{X1X2 · · ·Xi−1EiXi+1 · · ·Xn | X = E, e }. Fix an element Y1Y2 · · ·Yn ∈
X , then the number of elements in E which coincide with Y1Y2 · · ·Yn is the number of
symbols Ei appearing in Y1Y2 · · ·Yn. Consequently, we can describe the bracket of Sk(Σ)
as the following,
{ |a| , |b| } =
∑
X∈{E,e}
(#{Xi = Ei} −#{Xi = ei}) |X1X2 · · ·Xn(a, b)|
+
∑
X∈{E,e}
1
2
(n+(a, b)− n−(a, b)) |X1X2 · · ·Xn(a, b)|
(5.8)
where #{Xi = Ei} (resp. #{Xi = ei}) is the number of {Ei | i ∈ {1, 2, . . . , n}} (resp.
{ei | i ∈ {1, 2, . . . , n}}) appearing in X1X2 · · ·Xn.
Let C[[h]] be the ring of complex formal power series in one variable h. We consider
the skein algebra of Σ with coefficient in C[[h]], that is, the quotient of C[[h]]L (Σ)+ such
that its skein relations are obtained by substituting q = exp(h/2). We denote by Kh(Σ)
the skein algebra with coefficient in C[[h]]. We also use the same symbol as a framed link
[D] to represent the element in Kh(Σ).
A simple multicurve D is an immersion of generic curves on Σ with no intersection
points in intS, no curls and no monogons with vertices in M . We define the framed link
of the simple multicurve D as a framed link [D] with only simultaneous-crossings. We
denote by SMulti(Σ) the set of links of simple multicurves on Σ.
Lemma 5.7 (Muller [14] Lemma 4.1.). The skein algebra Kh(Σ) is a topologically free
module.
Proof. We construct a C[[h]]-linear map from Kh(Σ) to the set of formal power series
with coefficient in CSMulti(Σ) where CSMulti(Σ) is the complex vector space spanned
by SMulti(Σ). For any link diagram D, we expand [D] in a series of links of simple
multicurves in Kh(Σ). First, we can eliminate intersection points in intS of D by using
the Kauffman bracket skein relation. Next, the crossings of D on M can be deformed into
simultaneous-crossings by using the boundary skein relation. Finally, we vanish curls and
monogons by relation (3) and (4) in Definition 5.5. Consequently, [D] can be expanded in
a formal power series with coefficient in CSMulti(Σ). The local moves of link diagrams is
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realized by the skein relation and the boundary skein relation;
=q + q−1
=q2 + + + q−2
=q2 − (q2 + q−2) + + q−2
= ,
=q + q−1
=q + q−1
=q + q−1
= ,
=q + q−1
=q
= .
Therefore, we get the same expansion of [D] for another link diagram D′ which is a repre-
sentative of the link [D].
We can describe any element f ∈ Kh(Σ) as
f =
∑
n≥0

 ∑
D∈D(Σ)
a
(n)
D [D]

 hn
where a(n)D ∈ C. By expanding [D] as the above, the element in CSMulti(Σ)[[h]] is
uniquely determined. We denote by Φ: Kh(Σ) → CSMulti(Σ)[[h]] the C[[h]]-linear ex-
tension of the above map where CSMulti(Σ)[[h]] is the formal power series with coeffi-
cient in CSMulti(Σ). The inverse map Ψ: CSMulti(Σ)[[h]] → Kh(Σ) is induced by the
composed map of the inclusion SMulti(Σ) into L (Σ)+ and the projection of L (Σ)+ to
Kh(Σ). It is clear that Φ ◦Ψ = idKh(Σ) and Ψ ◦Φ = idCSMulti(Σ)[[h]]. 
Theorem 5.8. The skein algebra Kh(Σ) gives a quantization of the Poisson algebra Sk(Σ).
Proof. We can construct the C-linear isomorphism Sk(Σ) → CSMulti(Σ) in the same
way as the construction of the map Φ in the proof of Lemma 5.7. Therefore, Kh(Σ) is
isomorphic to Sk(Σ)[[h]] through CSMulti(Σ)[[h]].
Comparing the relations of Kh(Σ) and Sk(Σ), the algebra homomorphism p˜ : Kh(Σ)→
Sk(Σ) is obtained by h 7→ 0 and [D] 7→ |D|. The algebra isomorphism p : Kh(Σ)/hKh(Σ)→
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Sk(Σ) is induced by p˜ because ker p˜ ∼= ker p˜ ◦ Ψ = hCSMulti(Σ)[[h]] ∼= hKh(Σ). We
need to confirm the equation {p˜(x), p˜(y)} = p˜((xy − yx)/h) for any x, y ∈ Kh(Σ). For
any link diagram D ∈ D(Σ), we can describe [D] ∈ Kh(Σ) as a sum of multiplications of
loops and arcs by using the skein relation and the boundary skein relation. Therefore, we
only have to calculate the commutator p˜(([a][b] − [b][a])/h) such that a and b are generic
curves in Σ. We define a link diagram D(a, b) as a link diagram replacing over and under
crossings of a · b with simultaneous-crossings at marked points. We denote the strands
contained in the neiborhood of M of D(a, b) by a1, a2, b1 and b2 where ai (resp. bi) is
contained in a (resp. b) for i = 1, 2. Then we obtaine the following equations by using
boundary skein relation:
[a][b] = [a · b] =q
1
2 (#ℓ(a1)−#r(a1))q
1
2 (#ℓ(a2)−#r(a2))[D(a, b)],
[b][a] = [b · a] =q
1
2 (#r(a1)−#ℓ(a1))q
1
2 (#r(a2)−#ℓ(a2))[D(b, a)].
We denote the intersection points of a and b in intS by {p1, p2, . . . , pn}. Then we elimi-
nate the crossings at pi of D(a, b) and D(b, a) by using the skein relation;
[D(a, b)] =
∑
εi∈{0,∞}
q#{εi=0}−#{εi=∞}[(· · · ((D(a, b)p1ε1 )
p2
ε2 ) · · · )
pn
εn ],
[D(b, a)] =
∑
ε′
i
∈{0,∞}
q#{ε
′
i=0}−#{ε
′
i=∞}[(· · · ((D(b, a)p1ε′1
)p2ε′2
) · · · )pnε′n ].
The elimination εi = 0 (resp. εi = ∞) of pi of D(a, b) coincides with the elimination
ε′i =∞ (resp. ε′i = 0) of pi of D(b, a) at the neighborhood of pi. Therefore,
[a][b]− [b][a] =
∑
εi∈{0,∞}
(qε+
1
2N − q−ε−
1
2N )[(· · · ((D(a, b)p1ε1 )
p2
ε2 ) · · · )
pn
εn ](5.9)
where ε = #{εi = 0}−#{εi =∞} and N =
∑2
i=1#{ℓ(ai)}−#{r(ai)}. We calculate
(5.9) by substituting q = exp(h/2) modulo h2Kh(Σ). Then,
[a][b]− [b][a] =
∑
εi∈{0,∞}
(
ε+
N
2
)
h[(· · · ((D(a, b)p1ε1 )
p2
ε2 ) · · · )
pn
εn ] (mod h
2
Kh(Σ)).
Considering underlying immersion of [(· · · ((D(a, b)p1ε′1 )
p2
ε′2
) · · · )pnε′n ], we get
p˜([(· · · ((D(a, b)p1ε′1
)p2ε′2
) · · · )pnε′n ]) = |Xpn · · ·Xp2Xp1 (a, b)|
where Xpi = Epi if εi = 0 and Xpi = epi if εi =∞. We can also show that
ε = #{Xpi = Epi} −#{Xpi = epi}
and
N = n+(a, b)− n−(a, b).
Therefore,
p˜
(
[a][b]− [b][a]
h
)
=
∑
X∈{E,e}
(#{Xi = Ei} −#{Xi = ei}) |X1X2 · · ·Xn(a, b)|
+
∑
X∈{E,e}
1
2
(n+(a, b)− n−(a, b)) |X1X2 · · ·Xn(a, b)|
={ |a| , |b| } by (5.8).
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Thus, the map p˜ induces an isomorphism of Poisson algebras Kh(Σ)/hKh(Σ) and Sk(Σ).

6. APPENDIX
In this section, we review the definition of a (bi-, co-)Poisson (bi-, co-)algebra.
Let R be a commutative ring with unit and S a module over R. We assume that S is
a commutative associative algebra equipped with a multiplication m : S ⊗ S → S and a
linear map ∇ = {·, ·} : S ⊗ S → S. The symbol ⊗ denotes the tensor product over R in
this section.
Definition 6.1. The pair (S,∇) is a Poisson algebra if it satisfies the following conditions.
(1) ∇ ◦ σ1,2 = −∇ (the skew symmetry),
(2) ∇ ◦ (∇⊗ id) ◦ (τ2 + τ + idS⊗3) = 0 (the Jacobi identity),
(3) ∇ ◦ (id ⊗m) = m ◦ (∇⊗ id + (id ⊗∇) ◦ σ1,2) (the Leibniz rule)
where σi,j is an linear operator which exchanges i-th and j-th tensor components and
τ = σ2,3 ◦ σ1,2. We call the linear map ∇ the Poisson bracket. We can describe above
conditions explicitly as the following. For any a, b, c in S
(1) {a, b} = −{b, a},
(2) {a, {b, c}}+ {b, {c, a}}+ {c, {a, b}} = 0,
(3) {a, bc} = {a, b}c+ b{a, c}.
Example 6.2. The symmetric algebra Sym(g) of a Lie algebra g over R is a Poisson
algebra. By using the Leibniz rule, the Lie bracket of g is extended to the Poisson bracket
on Sym(g).
We assume that S is a cocommutative coassosiative coalgebra equipped with a comul-
tiplication ∆: S → S ⊗ S and a linear map δ : S → S ⊗ S.
Definition 6.3. The pair (S, δ) is a co-Poisson coalgebra if it satisfies the following con-
ditions.
(4) σ1,2 ◦ δ = −δ (the co-skew symmetry),
(5) (τ2 + τ + idS⊗3) ◦ (id ⊗ δ) ◦ δ = 0 (the co-Jacobi identity),
(6) (id ⊗∆) ◦ δ = (δ ⊗ id + σ1,2 ◦ (id ⊗ δ)) ◦∆ (the co-Leibniz rule).
We call the linear map δ the Poisson cobracket. The definition of a co-Poisson coalgebra
is the dual of a Poisson algebra.
Definition 6.4. A bialgebra (S,m,∆) is a bi-Poisson bialgebra if S equips the above linear
maps ∇ and δ which satisfy condition (1)–(6) and the following compatibility conditions.
(7) ∆ ◦ ∇ = ∇S⊗S ◦ σ2,3 ◦∆S⊗S (the (∆,∇)-compatibility),
(8) δ ◦m = mS⊗S ◦ σ2,3 ◦ δS⊗S (the (m, δ)-compatibility),
(9) δ ◦ ∇ = ∇S⊗S ◦ σ2,3 ◦ δS⊗S (the (∇, δ)-compatibility)
wheremS⊗S = (m⊗m)◦σ2,3, ∆S⊗S = σ2,3◦(∆⊗∆),∇S⊗S = (∇⊗m+m⊗∇)◦σ2,3
and δS⊗S = σ2,3 ◦ (δ ⊗∆+∆⊗ δ).
Example 6.5. The symmetric algebra Sym(g) of a Lie coalgebra (g, δ) over R is a co-
Poisson bialgebra. The comultiplication of Sym(g) is defined by extending ∆(x) = x ⊗
1 + 1⊗ x for any x in g as an algebra homomorphism. By using the (m, δ)-compatibility,
the Lie cobracket of g is extended to the Poisson cobracket on Sym(g).
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