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多くの統計モデルにおいて誤差項は正規分布に従う確率変数と仮定され，そ
の下で目的母数の最尤推定が施行される。この場合，結果の理論的妥当性はデ
ータが正規性の仮定をみたす場合のみ保障されるため，実データに適用する場
合，その頑健性が一般に問題になる。この問題を回避する一つの手段として，
とくに異常値の混入等が想定される場合などに，初めから誤差項に対して正規
分布よりも裾の重い対称な分布を仮定し，その下で最尤推定を行う方向が考え
られる。但し，解析的な煩雑さが予想されるが， EMアルゴリズムの適用によ
り比較的容易に最尤法を施行できる。本稿の目的は，このための誤差項に与え
る分布のクラスを導入し，線形回帰モデル及び因子分析モデルヘの応用を考察
することである。
1. Normal/Independent Distributions 
Andrews, et al (1972), Andrews & Mallows (1974)は，正規分布以外
の誤差分布のモデルとして，裾が正規分布よりも比較的重く，単峰性かつ対称
分布の族を Normal/IndependentDistributions, 略して， NII分布として
次の定義を与えている：ここに， Uを標準正規分布に従う確率変数， qを“と
独立でかつ確率（密度）関数M (q)に従う確率変数とするとき， Z=uq-1/zで
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定義される scalednormalな確率変数 Zは， NII分布をもつ。
NII分布の族は， M(q)を具体的に与えることで，とくに次の 5つの分布を
含むことができる。
1. qが（ふ，・・・勾…，.:Im)をとる離散分布するとき， Zは，平均は 0' 分散
は1/勾で，分散のみ各々異なる m個の正規分布の混合分布に従う。と
くに， m=2,.:!1=1のとき， contaminatednormalと呼ばれる。
2. mqが自由度 mのが分布に従うとき， Zは自由度mのt分布に従う。
3. qが自由度1のが分布に従うとき， Zは Cauchy分布に従う。
4. M (q) = (1/2) q-2exp. [ -1/2q Jとするとき， Zの分布は doubleex-
ponential分布である。
00 
5. M(q)=~(-1)k-1がq-2exp.[ -k/2q]のとき， Zの分布は logistic分布
k=l 
である。
とくに， Uを正規分布と限定しない場合でも， このような scalemixture 
の分布はもとの変量の分布よりも裾が重くなることが Beale& Mallows 
(1959)により証明されている。
2. NII分布の下での線形回帰分析法
線形回帰モデル： Y=XP+eにおいて， aーlqは NII分布をすると仮定す
る。即ち，密度関数 M(q)に従う互いに独立な n個の確率変数 q,が存在し
て， q; の条件付きの下で， a―leは， N(O, W)に従う。ここに， W=diag.
{q1-1, …，Qn-1}である。
q=(q1, …, Qn)の条件付きの下で，モデルのパラメータ Pは，通常の重み付
き最小自乗法により推定される。ここでは， qは観測不可能な数量，即ち，欠
測値として取り扱う。 Dempster,Laird & Rubin (1977)による EMアル
ゴリズムの記法によれば， O=(q,Y) が観測不可能な完全データ， Yが観測
可能な不完全データとなる。 M(q)が， P,aとは無関係であるという仮定の
下で，観測データ Yに基づく P,a の最尤推定値の尊出がここでの目的であ
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る。これは， 以下に与える 0の対数尤度の Yが与えられた下での条件付き
期待値の最大化を通して実現される。
LCP, a) =logf(O) 
n n 
= (-n/2)1og(2冗)-nloga+ (1/2)1::log(qりー (1/2のLq1(Y1-X1fi)2
i-l i-l n 
+~log M(qり
i-1 
L(/3, a)の条件付期待値の評価を E-stepにおいて，また，目的パラメータ
に関する最大化を M-stepにおいて，各々実現する。
E-step: 観測データ Y,パラメータの暫定値 (fi<k)'a<k))の下で， L({i,a)
の条件付期待値 E[L(fi,a) I Y,(fi<kJ, a<kl)]を評価する。即ち，
q/k+l) = E[q; I Y,(fi<kJ, a<k) J 
を求めることに他ならない。
竺： E-stepで求めた q/k+I)が与えられたものとして， L(fi, a)の
パラメータに関する最大化を行う。即ち，
p<k+l)=(X1W-1X)-1 X1W-1Y, 
訊+!)=(Y-Xp<k+I))'w-1cY-XfiCk+I))fn 
により，パラメータの推定値を更新する。
上記の E-step, M-stepを適当な初期値の下に反復実行し， 目的パラメー
タの最大推定値を得る。 E-stepは， qに関する確率（密度）関数 M(q)を特
定することにより，具体化される。以下にその 2つの例を挙げる。
EX 1. (Contaminated Normal Case) 
M(q) T~': :ロ
0 , otherwise, ここに，ぇく1,0<0<1, ;., oは既知。
M(q)を上記の様に特定すれば， 6―'e1の分布として， N(O,1)とN(O,1/入）
の混合分布を仮定したこととなる。
ここで， Y とパラメータの暫定値(fi<k),a Ck)が与えられた下での qの条件
付分布を具体的に評価して，
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q/k+!) = E[q; 1 Y, cp<ki, 訥）］
=[1-o+oが+t/2exp{ (1-J)な/2]/[1-o+oi112ばp,{(1-J)な/2]
をえる。ここに， Z;= (y;-X;p<k)) / a<k)で与えられる。
EX 2. (Univariate t Case) 
qmを自由度m のx2分布とおくと， 6―le;は，自由度 mの t分布に従
うことになる。このとき，
q; <k+I) = E[q; 1 Y, cp<k). 訥）］
=(m+1)/(m+Z;2) 
をえる。ここに， Z;=(y;-X;p<k))/訥，である。
上記の q/k+!)は，何れも， ロバスト回帰分析で用いられる重み関数 w(Z)
の性質：正値，単調非増加， w(Z;)=w(-Z;)をみたしている。ロバスト回帰分
析では，適当な重み関数を与えて，重み付き最小自乗法と残差 Zの計算，その
下での重みの更新を繰り返すアルゴリズム： IRLS (Iteratively Reweighted 
Least Squares)が頻用されている。
一般に， Z=a―leに適当な分布 d(Z)を仮定した際に， IRLSによる推定量
が最尤推定量となるための条件は， 重み関数が以下で与えられることが An-
drews(1974), Beaton et. al.(1974)によって導かれている：
w(Z) = {―d'(Z)/Zd(Z) for ZrO, 
lim -d'(Z)/Zd(Z) for Z=O. 
Z→O 
従って，先述の q/k+I)は上式から直接求めることもできる。
Dempster, Laird & Rubin(1980)において，とくに d(Z)が NII分布
の場合に一般に成立する性質として，以下が与えられている：
Z=f,Oに対して，
(1) zの下での qの条件付分布は存在する。
(2) E[l I Z]< 00, for k>-1/2 
(3) w(Z) = E[q I ZJ 
(4) w'(Z) = -Z var (q I Z) 
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(5) w(Z) =w(-Z), w (Z)は，正の有界な単調非増加関数
(6) Z=Oに対して， Zの下での qの条件付分布は， E[qt12J<ooのとき，
またそのときに限り存在する。
(7) w(O)は E[qs/2]くOO のとき，またそのときに限り存在し，かつ有限
である。また， Z=l=Oに対して， w(O)>w(Z)
(8) w'(O)は E[q町<ooのとき，またそのときに限り存在しかつ有限で
ある。
上記から， qの条件付期待値が，重み関数として有効に作用することがわか
る。
3. 因子分析モデルにおけるロバスト推定法
一般に，多因子モデルは，
Y=a+pz+e, (1) 
で表現される。ここに， Yは (pXl)の各個人の応答ベクトル， Zは (qXl)
の共通因子に関する因子得点ベクトル， a は(pxl)の Z の平均ベクトル，
P・ は (pxq)の因子負荷行列， eは (pxl)の特殊因子ベクトル又は，誤差ベ
クトルで， Zと eは独立を仮定する。
通常，因子分析モデルにおける最尤推定法は，共通因子Zと特殊因子eに関
する多変量正規性の仮定の下で構築される。これに関して， Flettcher-Powell
型やNewton-Raphson型等種々．の方向から，最尤推定量の求解アルゴリズム
が提唱されている。上述のEMアルゴリズムの銀点からも， Rubin& Thayer 
(1982)が一つの方法を提唱している。 しかしながら， 彼らの論文の最後の一
文： Of course, the entire issue of the sensitivity of results to the 
assumption of multivariate normality is important for the wise appl-
ication of thetechnique in practice. にもみられるように， 実データの分
析に無条件に多変量正規性の仮定おくことにはやや無理があろう。
本節では，多変量正規性を前述の NII分布でおきかえ， 比較的外れ値の影
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響を受けにくい推定ア）レゴリズムの構築を試みる。また，提唱されるア）レゴリ
ズ・ムにより郡かれる推定値は，もしデータに外れ値が含まれず，即ち，多変量
正規性の仮定が有効な下では，正規性を仮定したときの最尤推定値に近い値で
あることが期待できる。
多因子モデル(1)は，多変量 (p変量）重回帰モデルにおいて，説明変数の観
測値がすべて欠測している場合とみなすことができる。つまり，対象集団の各
個人は，本来 Y,zについての応答値をもち， その YとZの間の関係が，
(1)の回帰モデルで説明されると考える。この場合，データに外れ値が含まれる
可能性のモデルとして，次の 2つが考えられる：
モデル（イ）：集団が最初から均質ではなく，一部の異常な能力を有する個体の
存在が想定される，つまり， Y,Z ともに，他から外れた値が混入
している場合。
モデル（口）：集団の潜在能力自身は均質であるが，顕在応答 Yが観測される
時点で，外れ値の混入がある場合。もともと，特殊因子は，誤差も
含めて多くの要因の混合の結果であるから，特殊因子の分布の仮定
としては，単一正規分布よりも， 正規分布の scalemixture等の
NII分布をあてるほうがより現実的なモデルであろう。
［モデル（イ）の場合］
Z とeは各々 NII分布をする。つまり，ある M(q)に従う正の確率変数q
が存在して， qが与えられた下で， Zは，平均0, 共分散行列 R/qの正規分
布に従い，また， eは平均〇，共分散行列阿/q,1/"=diag {¢ ぃ・・，<j;p}の正規分
布に従う。 qの下で， W'=(Y',Z')は，平均 (a',O)', 共分散行列 I:;/qの正
規分布となる。ここに，
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戸=(~yy~YZ)でI+7ff f,R :Ezy~zz 邸'』
107 
である。
-EMア）レゴリズムにおける完全データは， X=(q,Y, Z)で，不完全データ
は Yを指す。この場合，完全データにおける十分統計量は
q, q Y,qZ, q YY', qZY'qZZ'. (2) 
である。
この場合の E-step,M-stepを各々，以下で具体化する：
E-step: Y と (J<kJ={a<kl, p<kl, R<kl, 宵叫のもとで， (2)の各々の条件付
期待値を求める。
E(ql Y; (J(k)亨 w(k)
E(qZI y; fj(k) =E(qE(Zlq, y; (J(k) I y; (J(k) 
＾ =w<k) E(ZI q, Y; fJCk>)亨 w<k)ZCk)E(qZZ'I y; f)Ck) = E(qE(ZZ'I q, y; fJCk) I y; f)Ck) 
 ＾=E(q{Z(k)ZCk)'+Cov(Zlq; Y, o<k>)} I Y; fJCk>) 
(3) 
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w=[l-o+o?. 註P12exp)(l-,l)が/2)J/[1-o+o入p/2exp{(l一入）が/2)],
となる。ここに，
-1 
d2=(Y-a)'I:; (Y-a)である。
YY 
EX 2. (Multivaviate t Case) 
2 
匹 ~x
”‘ 
のとき，
(I)はt ((~), I;, m), つまり，平均ベクトル(~). 分散共分散行
列I:;, 自由度 mの多変量 t分布に従う。 ここに， x~t(μ, ~. m), とは，
Dunnett & Sobel (1954, 1955) の定義によれば， X が μ+s―lgと同じ分
布をもつことである。ここに， yと s2は独立， y~N(O,~), ms2~x2mで
ある。
この場合， w=(m+p)/(m+dりとなる。
M-step: £-stepで評価した(3)の値を用いて，
n 
logL(O) = log lT J(q;, Y;,~ り
i=l 
” =CーがogI 7/! I・IR I +P Z:logq , l n 
2 i=l 2 
匹r.[qバ可—I(
•=1 
(Y;-a)(Y;-a)'ー (Y;-a)Z/f,'+ f,Z名'f,')+R-1.z. 名'}J 
の条件付期待値の最大化をパラメータ間の種々の制約の下に行う。
因子分析モデルでは，モデ）レ自身の identifiabilityを保障するために，パ
ラメータ間に制約が付されるのが普通である。ここでは制約式を Rubin& 
Thayer (1982)より一般化した下で，統一的な推定法を達く：
パラメータの制約として，
(i) 
(ii) 
(ii) 
aが部分的に既知
?
II 
Rは既知または未知
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(iv) ｛丸，ifr2,…，も｝は， 同じ値をもついくつかの群に分かれ， その
うちのある群は既知の値をもつ。
の4通りの組み合せを考える。
予め，以下の記法を定義しておく：
??? ??
??? ?ー
???ー?
?? ????
??
?
??
.'
•9 
? ? ?
??
?
?
Cyzい［ふy-YY'
Czz Szy-Z:P 
n 
I:w;Y;Z;'/w。
i-1 
” :I::w;Z;Z;'/w。
i-1 
Syz-YY') 
Szz-ZZ1, 
ここに，
n 
Woデ:Ew;.
•=1 
n 
Z=I;w名/wo,
i-1 
” Y=I;wぷ/wo,
i=l 
(1) a=(::~J 砂は未知，｀砂は既知， P は全て未知のときの場合。
＾＾＾ R=Szzwo/n, ;,<0=C c2> c-1 Y Z ZZ' p<2> =C* c2) s-1 y zz zz' 
＾ 砂 =Ym-紅 z,薪0>=diag. {Cy<oyo> -Cy叫 c-1zzCzy叫 /n,
が =diag.{C*yC2)yC2l-C*yC2lzS-1zzC*zyC2)) /n, 
ここに
である。
刃は，
ばよい。
y(I) f3CI) 剪(!)。
Y=(yc2J /3=い）， 7JT= (。 ）は， (aCll)に対応する分割、哲(2) aC2) 
C*y c2i Y c2i = Cy c2i Y c2i + (yc2i -a<2J) (yc2i _ a<2i),, 
C*y<2iz=Cy叫 +(Ym-ac2i)'Z,
各要素を推定し， 予め規定した同一群ごとにその平均値を求めれ
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(2) 
a-(::). a"'• 既知， P-~::i-(:::::) の場合ここに，
: pmツ(1): 未知
＾ R=Szz, 
pc!)ツ(2): 既知
p(2)p(l) : 未知
p<2) p (2): 既知とする。
ft(!)ツ(!)=(Cy(!)vZ(l) _f,(1)ツ(2)か z0>)c-i z(I) z<2>, 
食(2)p (!)= (C*y(2) pZ(I) -f,<2) p (2)8_坪 z<l))S-1z0) z<2>, 
ふl)=Y-p呟
w(I) =diag.(Cy0>y<2>-2Cy<1>zf,'(I) +肉Czzf,'(1))
炉 =diag.(C*y<2>y<2)-2C*y0> zf,1<2> +和Szzf,1<2>)
zo) 
ここに，Z=( )は P m Pv p'2)に対応する分割である。
zc2) V p > 
［モデル（口）の場合］
多因子モデル(1)に対して， Z~N(O,R), そして， eのみ NII分布を仮
定する。つまり， q~M(q)に対して， qの条件付の下で， e~N(O,可/q)
とする。
(:EYY工YZ P邸＋寛/qPR 
エ=:Ezy :EzJ ""'(邸1 R) 
と主くとき， qの下で，W=(:)は， N(:).~)に従う。
このとき，完全データ X=(q, Y, Z)に対して，十分統計量は，
q, qY, qZ, qYY, qZY', qZZ', ZZ'(4) 
である。
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至： Y, (JCk) = (aCk), fJCk), 寛(k),RCk))の下での(4)の条件付期待値の計
算を行う。モデル（イ）の場合と異なり， E(ZIq, y; (JCk) 等が， qの
係数となるため，少し，複雑となる。
EX. 1. (Contaminated Normal Case) 
1-0, if q::1, 
M(q)-{ 8 , ifq-l, 
0 , otherwise. ここに， Aく1.
このとき， qの条件付分布 h(qlY, fJ) は，以下で与えられる。
h(lJY, fJ)=(l-O)J工*1-112/[Cl-O) II!* Iー1!2+0J:EJ-!/2か］呻1
hOIY, fJ)=OI工1-1/2か/[C1-o)I工*1-112+01工1.:.12か］呻2
ここに， I!= {JR{J'+ 1J'/ l, I!*= {JR{J'+寛，
である。
D2 = exjJ.[ (1/2) { o-1wー可）•エサ・が］，
が=(y-a)I!*ー1(y-a)'
上記の条件付確率 P1,加を利用して，以下を得る。
E(ql Y, fJ) =[Cl-0) J:EJ-1!2+入OJ工*J-1/2かJ/[Cl-O)I工lー1/2
+OJ工*Iー1/2か］亨w
E(qZJ Y, fJ) ={JR'[p1I!*ー1丑'P2エ→](Y-a) 
E(qZZ'I Y, fJ) =wR + R{J1[p1~ ー1(-I+(Y-a)(Y-a)'工＊ー 1)
+lP2エ→(-I+(Y-a)(Y-a)'l: か）]R{J, 
E(ZZ'I Y, fJ)=R+R{J'[p1工＊ー1(-I+(Y:-a)(Y-a)'工＊ー1)
+P2E→ (-I+(Y-a)(Y-a)'ェ—l)JR{J,
” M-step: R=四E(ZZ'IY, fJ)/n, 他はモデル（イ）の場合と同じになる。
i=l 
多変量 t分布の場合は， E-stepにおいて，数値積分が必要になる。なだら
かにスソをひくような分布をあてはめたいときには，分散行列の異なる複数の
111 
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正規分布の混合を考えた方が，計算上は有効であろう。
4. 結
?
本稿において，データに外れ値等が含まれる場合の誤差項に関する分布型の
仮定として正規分布よりも適当と考えられる一つの分布族を NII分布として
導入した。また，その下での最尤法を一般の線形回帰モデルにおいて概説し，
更に，因子分析モデルにおける適用を提唱した。
ここでの最尤法構築のための接近法は，従来，正規性の仮定に縛られていた
多くの統計手法に応用が可能である。また，目的パラメーターの推定値ととも
に，個々のデータに関する当該モデルからの乖離度を測る数値が重み関数の最
終的な実現値として得られるため，データ自身の診断にも有効である。これら
の数値的な検証が今後の課題となる。
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