Abstract. The present paper introduces Audioworld, a novel game-like application for goal-oriented computer-supported learning (CSL). In Audioworld, participants localize sound emitting objects depending on their spatial position. Audioworld serves as a flexible low cost test bed for a broad range of human cognitive functions. This comprises the systematic training of spatial navigation and localization skills, but also of verbal skills and phonetic knowledge known to be essential in grammar literacy, for example. The general applicability of Audioworld was confirmed in a pilot study: users rated the overall application concept novel, entertaining, and rewarding.
Introduction
Multimodal human-computer interfaces make use of the synergetic effects of human vision and auditory perception. In visual tasks, for example, sound enables the user to monitor the state of background processes while remaining focused on the visual task [1, 2] . Sound thus reduces the demands on visual attention and increases the efficiency in common multiple task situations during computer use (e.g., [3] ). In addition to the complementary function of hearing, audio enhanced interfaces grant access to digital information when visual input is either not available or impossible (e.g., textto-speech utilities for users with special needs [4] ).
The present study continues and extends the latter line of research, yet focuses on intact vision. We introduce Audioworld, a software application for standard consumer hardware, which aims at providing a tool for multifaceted audio-based learning in a game-like environment. In Audioworld, sound is the main sensory mode for navigation and orientation. By using their spatial hearing abilities, players navigate a desktop virtual environment to localize sound emitting objects (e.g., musical instruments or verbal information).
Binaural Hearing, Modeling, and Rendering Spatial Audio
Processing spatially presented auditory cues requires binaural hearing, which mirrors stereoscopic vision [5, 6] . Interaural Time and Level Differences (ITD, ILD) are the essential cues in human binaural source localization. These cues arise from the separation of the ears on the head and their resonant and reflective anatomical characteristics. ITDs and ILDs are affected by stimulus features like frequency and intensity, offsets in the interaural baseline, and imposition of amplitude modulation.
Spatial audio in virtual 3D environments (VE) is either based on the perceptual systems or the physical systems approach [7, 8] . Physical auditory VE systems require direct sound and early reflections to be calculated on the basis of environment geometry and acoustic properties of the individual listener. Perceptual auditory VE systems employ signal-processing algorithms without specific individualized physical models. Volume panning methods model a sound field with different intensities according to the direction of the virtual source [7, 8] . Volume panning is implemented in most toolkits targeted at the consumer entertainment market (e.g., Microsoft's DirectSound ® ). Though volume panning has certain limitations (e.g., see [7] ), the Audioworld application presented in this paper is based on this method. This was mainly done because we were focusing on evoking specific auditory perceptions, not on physical accuracy. In addition, it was our goal to use only off-the-shelf hardware.
The Audioworld Concept
The main task in Audioworld requires localization of meaningful sound emitting objects distributed across a spatial 2D array. Sound localization is the result of complex cognitive processing. It requires binaural hearing in order to determine the direction and distance to a target object. Additionally, distracting noise or competing sounds need to be suppressed in order to maintain the focus of attention on the auditory target dimension specified by the task. Finally, actions have to be initiated towards the target object location (i.e., moving one's own body or the body of an avatar). At the same time, movements towards lures (e.g., irrelevant sound emitting objects) have to be avoided.
Technological Aspects
We designed Audioworld using the 3D Game Studio (3DGS; Conitec, http://www.conitec.com) authoring suite for 2D and 3D real-time applications based on Microsoft's DirectX ® graphics rendering standard. Audioworld uses a first person camera perspective. In addition to its binaural hearing requirements, the first person perspective specifically engenders psychological identification with the main acting character, a major aspect of cognitive and emotional learning (i.e., perspective taking [9] ).
