There is a growing gap between the output of new generation of massively parallel sequencing machines and the ability to process and analyze the resulting data. Sequencing throughput has recently been increasing at a rate of about 5-fold per year, while computer power follows "Moore' Law," doubling only every 18 or 24 months. Single server's computation power has been already exhausted, parallel applications on supercomputers are the only technology to handle big data in bioinformatics. Scalability, however, is the primary metric to prove its feasibility. 
Shenzhen Institutes of Advanced Technology, CAS Email：{jt.meng, yj.wei, jf.cheng, sz.feng}@siat.ac.cn 
References:
A scalable assembly strategy and computational model are equally important for a highly scalable and efficient parallel assembler. The main contributions of this work are listed as below:  Multi-step bi-directed graph (MSG)
1. Multi-step bi-directed graph of a given string set S is:
MSG is the first scalable mathematical abstraction of genome assembly. MSG has two propertys: a). full-extended edges * are contigs, b). edge merging operation ⊕ is associative , Q( V0, ⊕) is a semigoup. here, a grantees the equivalence of contigs and full-extended edges, and b bridges the genome assembly problem with semi-group computing. 
Small World Asynchronous Parallel Model (SWAP)
SWAP is designed primarily for computation in semigroup. The schedule of SWAP is: a). Lock action is applied to lock operation (a, b) and elements a, b. b). Computing will be performed for operation (a, b) , and the values of a, b are updated accordingly. c). Unlock action will be triggered after computing step to release operation (a,b) and a, b. SWAP makes a tradeoff between BSP and LogP with small world synchronization instead of global synchronization in BSP and peer synchronization in LogP. We use a Perl script to generate the following two datasets: 50x coverage of Yeast chromosomes containing 17 million reads, and 50x coverage of C.elegans chromosomes containing 141 million reads. The error rate is set to be 1%, and the length of reads ranges from 36bp to 50bp. The primary goal of this experiment is to demonstrate the scalability of SWAP model on handling largescale graphs using parallel system with distributed memory.
The runtime of SWAP-Assembler on Yeast dataset is displayed in Figure 4 ,and the time usage is divided into three phases, Parallel File I/O, graph construction, and edge merging. The runtime is dominated by the third phase, where hundreds of processors are locking their neighbors, merging edges, deleting semi-extended nodes and edges, and unlocking their neighbors. Figure 4 shows that this phase has good scalability. The speedup is about 50 when the number of processor scales from 10 to 640 and the overall runtime of assembler on Yeast dataset is reduced by a factor of 30. For C.elegants dataset, Figure 5 . shows the total speedup is 20 when the number of processors scales from 10 to 640.
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