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Abstract
Most causal models of interest involve longitudinal exposures, confounders and mediators. However, in
practice, repeated measurements are rarely available. Then, practitioners tend to overlook the time-
varying nature of exposures and work under over-simplified causal models.
In this work, we investigate whether, and how, the quantities estimated under these simplified models
can be related to the true longitudinal causal effects. We focus on two common situations regarding
the type of available data for exposures: when they correspond to (i) “instantaneous” levels measured at
inclusion in the study or (ii) summary measures of their levels up to inclusion in the study.
Our results state that inference based on either “instantaneous” levels or summary measures usually re-
turns quantities that do not directly relate to any causal effect of interest and should be interpreted with
caution. They raise the need for the availability of repeated measurements and/or the development of
sensitivity analyses when such data is not available.
Keywords: Causal inference, mediation analysis, longitudinal model, identifiability, strucural causal
model.
1 Introduction
Epidemiology is concerned with the study of potential causes of chronic diseases based on observational
data. Over the years, it has notably been successful in the identification of links between lifestyle
exposures and the risk of developing cancer. Remarkable examples are tobacco smoke, alcohol and
obesity that are now established risk factors for the development of a number of site-specific cancers
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[1, 3, 10]. Moreover, an accumulating body of biomarker measurements and -omics data provide important
opportunities for investigating mechanisms underlying observed exposure-cancer relationships and cancer
epidemiology is now increasingly concerned with the identification of such biological mechanisms. As a
result, mediation analysis [16, 18], which allows the decomposition of the total effect of a cause as the sum
of a direct and an indirect effect has become popular in epidemiology. It has been applied repeatedly to
investigate the role of pathways related to inflammation, insulin, sex steroid hormones, etc., as potential
mediators in some lifestyle exposure-cancer relationships [7, 8, 15].
When based on observational data, the causal validity of such analyses relies on strong assumptions,
which have been formally described in the causal inference literature [5, 14]. In particular, the causal
model has to be correctly specified. Most often, e.g., when studying lifestyle exposures such as tobacco
smoke, alcohol and obesity, but also biomarkers, the true causal model involves time-varying risk factors.
Appropriate statistical approaches have been developed for such longitudinal causal models and can
be applied to derive valid causal effects when repeated measurements are available for these variables,
[16, 18]. However, repeated measurements are not always available in large observational studies and
practitioners most often consider simplified models that involve time-invariant variables only.
Little is known on the relationship between estimates derived under these misspecified models and causal
quantities of interest under the true longitudinal causal model. Filling this gap is the main objective
of our work, where we will study total effects, controlled direct effects as well as natural direct and
indirect effects. We will focus on the case of an outcome Y measured at one single time point, say T .
Two situations will be considered regarding the available information for the exposures, which include
the exposure of interest as well as potential mediators and confounders. First, we consider the situation
where available data for the exposures correspond to their “instantaneous” levels at the inclusion time in
the study. This can be considered as the most common case, but also the worst one since information
regarding one single time point of the full exposure history is available. Then, we will turn our attention
to a seemingly more favorable situation where the available information for each exposure corresponds
to a summary measure of its levels up to inclusion in the study. To motivate this choice, we shall recall
that even when only instantaneous levels of time-varying exposures are available, epidemiologists and
other practitioners often implicitly assume that they correspond to (possibly noisy) measures of lifetime
exposure, that is noisy measures of such summary variables. For instance, this is the case when applying
Mendelian Randomization (we will come back to this specific point in the Discussion). In addition,
summary measures are sometimes derived from repeated measurements of exposures, when available
[2, 9]. These constructed summary measures are then considered as the exposure variable of interest,
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overlooking the underlying time-varying nature of the genuine exposure. We shall stress that we only
consider the “ideal” setting where summary variables are perfectly measured, i.e. they are measured
without error. As will be seen in Section 3, our results are mostly negative and they could only be even
more negative if the observed variables actually corresponded to a noisy version of the true summary
variable.
The rest of the article is organized as follows. Section 2 presents our results in the situation where
instantaneous levels of exposures are available. Section 3 is devoted to the situation where summary
variables are available. In Section 4 we will present some concluding remarks and recommandations.
Most technical derivations are presented in the web Appendix accompanying this article.
2 Situation 1: exposure variables are measured at inclusion in the
study only
2.1 Notations
For any positive integer i, we will use the notation 0i and 1i for vectors (0, . . . , 0) ∈ Ri and (1, . . . , 1) ∈ Ri
respectively. We will consider the setting that is classically adopted when working with time-varying
predictors in causal inference [4, 16]. More precisely, we assume that time-varying exposures, including
the exposure of interest as well as potential mediators and confounders, are observable at discrete times
over the time-window J1;T K := {1, . . . , T} for some T > 1. For any t ∈ J1;T K, we let Xt denote the
exposure of interest variable at time t. Adopting the notations of VanderWeele [16], we further denote
the exposure history until time t by X¯t = (X1, X1, . . . , Xt), while x¯t stands for a specific (fixed) history
for the exposure of interest. Full exposure history variable is denoted by X¯ = X¯T = (X1, X2, . . . XT ).
Similar notations are used for mediator processes (Mt) and confounder processes (Wt). We will also
assume, unless otherwise stated, that Xt, Mt and Wt are binary variables for all t. We will further
denote by t0 ∈ J2;T K the inclusion time in the study. While causal inference should generally rely
on the observations of the full history of exposures (X¯, M¯ , W¯ ), or at least their full history prior to
inclusion (X¯t0 , M¯t0 , W¯t0), we will assume in this section that the available information at time t0 consists
in (Xt0 ,Mt0 ,Wt0) only. Recall that Section 3 will be devoted to the case where we have access to some
summary measure of (X¯t0 , M¯t0 , W¯t0).
For any observable variable Z, we will denote by ZU=u the corresponding counterfactual variable that
would have been observed in the counterfactual world following the hypothetical intervention do(U = u),
3
X1 X2 . . . Xt0 . . . XT Y
Xt0 Y
(L) (CS )
Figure 1 – (L) Longitudinal model with a time-varying potential cause and no confounder. (CS ) Over-
simplified cross-sectional model associated with the longitudinal model given in Figure 1 (L).
for any random variable U and potential value u of U . We will work under the setting of Structural
Causal Models [14], which especially entails that consistency conditions hold: for instance, U = u implies
Z = ZU=u . In addition, we will assume that positivity conditions hold. Let EMod
(
ZU=u
)
be the
expectation of variable ZU=u under causal model (Mod). We will mostly consider such expectations for
Mod set to either the true causal longitudinal model or the over-simplified model used for the analysis.
A key quantity in our work is ATEL (x¯t; x¯∗t ) = EL
(
Y X¯t=x¯t − Y X¯t=x¯∗t
)
, for any two given histories for
the exposure of interest x¯t and x¯∗t . This quantity is one measure of the total effect of exposure up to time
t on the outcome variable Y under a given longitudinal causal model L (as the one detailed in the next
paragraph). Because this quantity generally depends on the particular values for x¯t and x¯∗t , averaged
total effects can be defined as
∑
x¯t
∑
x¯∗t
ATEL (x¯t; x¯
∗
t )ω(x¯t, x¯
∗
t ) for appropriate weights ω(x¯t, x¯∗t ), and
where the two sums are over {0, 1}t.
Finally note that because observed variables are generated by the true causal longitudinal model, expec-
tations and probabilities involving observed variables only will always be computed under this true causal
model; for simplicity, we will therefore simply use notations like E(Z) and P(Z = z) for any observable
variable Z.
2.2 Total effect
We start by studying the impact of model misspecification on the estimation of total effects under a
simple longitudinal causal model with no confounder. In the absence of confounding, the most general
causal model where a time-varying exposure potentially causes an outcome Y can be depicted as in Figure
1 (L). At each time t ∈ J1;T K, Xt is a potential cause of Y and is potentially caused by all components
of X¯t−1. In this context, causal effects can be defined by considering hypothetical interventions on the
full exposure history do(X¯ = x¯). However, epidemiologists are often interested in the assessment of the
predictive role of the exposure of interest, in which case a more natural measure of the causal effect of
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exposure on the outcome is
ATEL
(
x¯t0 ; x¯
∗
t0
)
= EL
(
Y X¯t0=x¯t0 − Y X¯t0=x¯∗t0
)
, (1)
for x¯t0 and x¯∗t0 in {0, 1}t0 any given exposure histories up to time t0. As Y X¯t0=x¯t0 ⊥ X¯t0 under model
(L) of Figure 1, this quantity reduces to E
(
Y | X¯t0 = x¯t0
)−E (Y | X¯t0 = x¯∗t0), which involves observable
variables only. This causal effect can then be estimated if data on past histories X¯t0 are available,
assuming that positivity conditions 0 < P(X¯t = x¯t) < 1 and 0 < P(X¯t = x¯∗t ) < 1 hold (we recall that
such positivity conditions will be assumed to hold throughout this work).
However, when data regarding exposure is available at time t0 only, ATEL
(
x¯t0 ; x¯
∗
t0
)
cannot be estimated.
Then, it is common practice to (i) overlook the time-varying nature of exposure, (ii) work under the
over-simplified causal model depicted in Figure 1 (CS ), and (iii) consider the causal effect ATECS =
ECS
(
Y Xt0=1 − Y Xt0=0) as the causal measure of interest.
If model (CS ) were correct, the ignorability condition Y Xt0=x ⊥ Xt0 would hold, and therefore ATECS
= E (Y | Xt0 = 1) − E (Y | Xt0 = 0). However, ATECS generally differs from EL
(
Y Xt0=1 − Y Xt0=0)
because X¯t0−1 is a confounder for the Xt0 − Y relationship under model (L). Then, because ATECS
would typically still be estimated in practice, a natural question is whether - and how - this quantity
relates to causal effects such as ATEL(x¯t0 ; x¯∗t0) when model (CS ) is incorrect. Under model (L), simple
algebra yields
ATECS =
∑
x¯∗t0−1
∑
x¯t0−1
[
EL
(
Y X¯t0=(x¯t0−1,1)
)
− EL
(
Y
X¯t0=
(
x¯∗t0−1,0
))]
× P (X¯t0−1 = x¯t0−1 | Xt0 = 1)
× P (X¯t0−1 = x¯∗t0−1 | Xt0 = 0) ,
=
∑
x¯t0−1,x¯
∗
t0−1
ATEL
(
(x¯t0−1, 1) ;
(
x¯∗t0−1, 0
))× P (X¯t0−1 = x¯t0−1 | Xt0 = 1)
× P (X¯t0−1 = x¯∗t0−1 | Xt0 = 0) , (2)
where the sums are over all possible values of X¯t0−1 in {0, 1}t0−1. See Appendix 4.1 for the detailed
derivation of Equation (2). This equation states that ATECS is a weighted sum of the longitudinal total
effects that compare any possible pairs of two exposure histories up to time t0, one of which terminates
with Xt0 = 0 and the other one with Xt0 = 1.
At this point it is instructive to inspect which causal effect might be of interest if we were able to observe
the full past history of exposure over J1; t0K. Longitudinal causal effects given in Equation (1) would
all be identifiable, but there are 2t0−1(2t0 − 1) such causal effects (neglecting their sign). Considering a
weighted sum of these 2t0−1(2t0 − 1) longitudinal causal effects as a measure of the “overal” causal effect
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of the exposure on Y then seems reasonable. However, it is generally not clear why we would want to
compute the average of the longitudinal causal effects comparing any possible pair of exposure histories
terminating with Xt0 = 1 and Xt0 = 0 respectively. In particular, we would generally not want to give a
positive weight to terms like ATEL ((0t0−1, 1); (1t0−1, 0)). As a result, Equation (2) shows that ATECS
is generally not a quantity of interest and has to be interpreted with caution when the true model is that
of Figure 1 (L).
There are at least two noticeable exceptions where ATECS is informative. The first one is when exposure
does not affect the outcome. In this case Y X¯t0=x¯t0 ⊥ X¯t0 and ATEL
(
x¯t0 ; x¯
∗
t0
)
= 0 for any x¯t0 and x¯∗t0 in
{0, 1}t0 , so that ATECS equals zero too. In other words, ATECS equals zero under the null hypothesis
of no effect of the exposure on the outcome. However, we shall stress that ATECS may also be null in
situations where exposure does affect the outcome. The second situation where ATECS is informative
is when exposure is “stable”, where stability here refers to the situation where Xt = 1 ⇒ Xt′ = 1 for
all t′ ≥ t. This is notably the case for exposures such as diabetes, and, at least approximately, obesity
for instance. Under this stability assumption, the only exposure history that terminates with xt0 = 0 is
x¯t0 = 0t0 and Equation (2) then reduces to
ATECS =
t0−1∑
i=0
ATEL ((0i,1t0−i);0t0)× P
(
X¯t0−1 = (0i,1t0−i−1) | Xt0 = 1
)
.
The stability assumption then guarantees that ATECS is a weighted sum of all the longitudinal causal
effects comparing the ever-exposed profiles to the single never-exposed profile. Weights involved in
the expression of ATECS appear as quite natural as they correspond to the actual proportions of
subjects with exposure profiles (0i,1t0−i) among the subpopulation of exposed individuals at time t0.
Therefore, ATECS is meaningful under the stability assumption. In particular, ATECS × P(Xt0=1) =
E(Y ) − E(Y X¯t0=0t0 ), and it corresponds to the difference between the actual outcome expectation and
the outcome expectation had exposure been eliminated. Considering binary outcomes, this result implies
that repeated measurements are not required for the estimation of the population attributable fraction
P(Y = 1)− P(Y X¯t0=0t0 = 1)
P(Y = 1)
under the stability assumption. Moreover, the fact that ATECS is mean-
ingful under the stability assumption extends to the situation where a time-invariant confounder W is
present and observed; see Appendix 4.3. However, if the confounder is time-varying and only its value at
time t0 is observed, then ATECS has to be interpreted with caution even when both the exposure and
confounder processes are stable. We refer to Appendix 4.3 for more details.
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2.3 Mediation analysis
We now turn our attention to a simple longitudinal causal model involving a mediator process; see
Figure 2 (L.Med). At each time t ∈ J1; t0K, Mt is a potential cause of Y , and is potentially caused by
all components of M¯t−1 and X¯t, whereas Xt is a potential cause of Y and is potentially caused by all
components of X¯t−1. First consider controlled direct effects, which are defined as
CDEL.Med
(
(x¯t0 , x¯
∗
t0), m¯t0
)
= EL.Med
(
Y X¯t0=x¯t0 ,M¯t0=m¯t0 − Y X¯t0=x¯∗t0 ,M¯t0=m¯t0
)
for some given x¯t0 , x¯∗t0 and m¯t0 in {0, 1}t0 .
Under model (L.Med) of Figure 2, this counterfactual quantity is identifiable (see Equation (11) in
Appendix 4.2.1) and can be estimated if data on X¯t0 and M¯t0 are available from a representative sample
of the population. But when the exposure of interest and the mediator are only measured at time t0,
practitioners are again usually tempted to overlook the time-varying nature of the exposure of interest and
the mediator and work under the over-simplified causal model depicted in Figure 2 (CS.Med). Then, they
would consider CDECS.Med ((1; 0),mt0) = ECS.Med
(
Y Xt0=1,Mt0=mt0 − Y Xt0=0,Mt0=mt0), for some given
mt0 in {0, 1}, as the quantity of interest. Under model (CS.Med), Y Xt0=xt0 ,Mt0=mt0 ⊥ {Xt0 ,Mt0} so that
CDECS.Med ((1; 0),mt0) = E (Y | Xt0 = 1,Mt0 = mt0) − E (Y | Xt0 = 0,Mt0 = mt0). However, model
(CS.Med) is generally misspecified under model (L.Med) since X¯t0−1 is a confounder in the Xt0 − Y ,
Mt0 − Y and Xt0 −Mt0 relationships, and M¯t0−1 is a confounder in the Mt0 − Y relationship. Then, a
natural question is how CDECS.Med ((1; 0),mt0) relates to quantities such as CDEL.Med
(
(x¯t0 ; x¯
∗
t0), m¯t0
)
when model (CS.Med) is not the correct one. In Appendix 4.2.1 we show that
CDECS.Med ((1; 0),mt0) =
∑
x¯t0−1
∑
m¯t0−1
[
EL.Med
(
Y X¯t0=(x¯t0−1,1),M¯t0=(m¯t0−1,mt0 )
)
×P (X¯t0−1 = x¯t0−1, M¯t0−1 = m¯t0−1 | Xt0 = 1,Mt0 = mt0)
−EL.Med
(
Y X¯t0=(x¯t0−1,0),M¯t0=(m¯t0−1,mt0 )
)
×P (X¯t0−1 = x¯t0−1, M¯t0−1 = m¯t0−1 | Xt0 = 0,Mt0 = mt0) ].
Consequently, under model (L.Med), CDECS.Med ((1; 0),mt0) can generally not be related to any sensible
longitudinal controlled direct effect. Yet, with the additional assumption of stability for both the exposure
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of interest and the mediator (with stability defined as in Section 2.2), we show in Appendix 4.2.1 that
CDECS.Med ((1; 0), 0) =
t0−1∑
i=0
CDEL.Med
(
((0i,1t0−i);0t0) ,0t0
)
×P (X¯t0−1 = (0i,1t0−i) | Xt0 = 1,Mt0 = 0) .
Under this stability assumption, CDECS.Med ((1; 0), 0) is a weighted sum of the longitudinal controlled
direct effects comparing the single never-exposed profile to all ever-exposed profiles, while fixing the time-
varying mediator to 0t0 . As for total effects above, weights P
(
X¯t0−1 = (0i,1t0−i) | Xt0 = 1,Mt0 = 0
)
appear as a quite natural choice. Even if other weights could be considered, CDECS.Med ((1; 0), 0) is
then meaningful under the "double stability" assumption as it equals a quantity that could legitimately
be considered even if longitudinal data were available. We shall stress that CDECS.Med ((1; 0), 1) cannot
be reduced to such a weighted controlled direct effect (see Appendix 4.2.1).
Now, let us turn our attention to natural direct and indirect effects, which are defined as
NDEL.Med(x¯t0 ; x¯
∗
t0) = EL.Med
(
Y X¯t0=x¯t0 ,M¯t0=M¯
x¯t0
t0 − Y X¯t0=x¯∗t0 ,M¯t0=M¯
x¯t0
t0
)
, (3)
NIEL.Med(x¯t0 ; x¯
∗
t0) = EL.Med
(
Y X¯t0=x¯
∗
t0
,M¯t0=M¯
x¯t0
t0 − Y X¯t0=x¯∗t0 ,M¯t0=M¯
x¯∗t0
t0
)
, (4)
with M¯ x¯t0t0 denoting the mediator history variable that would be observed in the counterfactual world
following do(X¯t0 = x¯t0).
Under model (L.Med) of Figure 2, the natural direct and indirect effects are identifiable and can
be estimated provided data about X¯t0 and M¯t0 are available; see Equations (12) and (13) in Ap-
pendix 4.2.2. However, when working under the over-simplified causal model depicted in Figure 2
(CS.Med), practitioners usually consider NDECS.Med = ECS.Med
(
Y Xt0=1,Mt0=M
1
t0 − Y Xt0=0,Mt0=M1t0
)
and NIECS.Med = ECS.Med
(
Y Xt0=0,Mt0=M
1
t0 − Y Xt0=0,Mt0=M0t0
)
instead. Under (CS.Med), the fol-
lowing ignorability conditions hold: Y Xt0=xt0 ,Mt0=mt0 ⊥ {Xt0 ,Mt0}, Y Xt0=xt0 ,Mt0=mt0 ⊥ M
Xt0=x
∗
t0
t0
and
M
Xt0=x
∗
t0
t0
⊥ Xt0 . As a result, we have
NDECS.Med =
∑
mt0
[E(Y | Xt0 = 1,Mt0 = mt0)− E(Y | Xt0 = 0,Mt0 = mt0)]× P(Mt0 = mt0 | Xt0 = 1),
NIECS.Med =
∑
mt0
E(Y | Xt0 = 0,Mt0 = mt0)× [P(Mt0 = mt0 | Xt0 = 1)− P(Mt0 = mt0 | Xt0 = 0)] .
However, for the same reasons as above, model (CS.Med) is generally misspecified under model (L.Med).
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X1 X2
M1 M2
. . .
. . .
Xt0
Mt0
Y
Xt0 Y
Mt0
(L.Med) (CS.Med)
Figure 2 – (L.Med) Longitudinal model with time-varying exposure and mediator, and no confounder.
(CS.Med) Over-simplified cross-sectional model associated with the longitudinal model given in Figure 2
(L.Med).
X¯t0−1 Xt0
Y
M¯t0−1 Mt0
X¯t0−1 Xt0
Y
M¯t0−1 Mt0
X¯t0−1 Xt0
Y
M¯t0−1 Mt0
(a) (b) (c)
Figure 3 – Absence of mediation under model (L.Med) of Figure 2: (a) Exposure process (Xt) has no
effect on (Mt). (b) The process (Mt) has no effect on Y . (c) Combination of the previous two cases.
Again, a natural question is whether - and how - NDECS.Med and NIECS.Med that are estimated in
practice relate to NDEL.Med
(
x¯t0 ; x¯
∗
t0
)
and NIEL.Med
(
x¯t0 ; x¯
∗
t0
)
when model (CS.Med) is incorrect.
Under model (L.Med), we can show (see Appendix 4.2.2) that neither NDECS.Med nor NIECS.Med
expresses as an average of longitudinal (in)direct effects. For instance, we have
NDECS.Med =
∑
x¯t0−1
∑
m¯t0
[
EL.Med
(
Y X¯t0=(x¯t0−1,1),M¯t0=(m¯t0−1,mt0 )
)
×P (M¯t0 = (m¯t0−1,mt0) | X¯t0 = (x¯t0−1, 1))× P (X¯t0 = (x¯t0−1, 1))P (Xt0 = 1,Mt0 = mt0)
−EL.Med
(
Y X¯t0=(x¯t0−1,0),M¯t0=(m¯t0−1,mt0 )
)
×P (M¯t0 = (m¯t0−1,mt0) | X¯t0 = (x¯t0−1, 0))× P (X¯t0 = (x¯t0−1, 0))P (Xt0 = 0,Mt0 = mt0)
]
×P(Mt0 = mt0 | Xt0 = 1),
while
NDEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
m¯t0
[
EL.Med
(
Y X¯t0=x¯t0 ,M¯t0=m¯t0
)
− EL.Med
(
Y X¯t0=x¯
∗
t0
,M¯t0=m¯t0
)]
×P (M¯t0 = m¯t0 | X¯t0 = x¯t0) .
Then, the meaning of NDECS.Med and NIECS.Med is generally not clear when model (L.Med) is the
true one and these quantities have to be interpreted with great caution.
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In Appendix 4.2.2, we further show that their interpretations remain unclear even if both processes (Xt)
and (Mt) are stable. Also, in the complete mediation case, that is when the effect of the exposure process
one the outcome is entirely mediated by the mediator process, NDECS.Med generally differs from zero and
is therefore misleading (see Appendix 4.2.2). Now, let us consider the absence of mediation under model
(L.Med). This situation arises in case of (i) the absence of an effect of the exposure on the mediator, as
depicted on Figure 3 (a) and/or (ii) the absence of an effect of the mediator on the outcome, as depicted
on in Figure 3 (b). Of course, NIEL.Med(x¯t0 ; x¯∗t0) equals zero in both cases, for any x¯t0 and x¯
∗
t0 ; see
Appendix 4.2.2. Regarding NIECS.Med we show in Appendix 4.2.2 that it is null under case (a) (and
(c)), but generally not under case (b). This is because besides of being a confounder for the Xt0 − Y
relationship, X¯t0−1 is also a confounder for the Xt0−Mt0 relationship under case (b), and Y ⊥6 Mt0 | Xt0 .
For illustration, consider a simple longitudinal causal model involving Gaussian variables, with t0 = 2.
Assume that X1, εX2 , εM1 , εM2 and εY are four independent N (0, 1) random variables, and that the
structural causal model defining variables X2, M1, M2 and Y writes
X2 = δXX1 + εX2 , (5)
M1 = α1X1 + εM1 ,
M2 = α2X2 + δMM1 + εM2 ,
Y = γ1X1 + γ2X2 + εY ,
for some real numbers δX , α1, α2, δM , γ1 and γ2. The structural equation defining the outcome Y
in Equation (5) involves neither M1 nor M2 so that this causal model is an example of case (b) (with
continuous Xt and Mt, for t = 1, 2, and under the special case where M2 ⊥ X1 | {X2,M1}). We show in
Appendix 4.2.3 that for any x2 6= x∗2
NIECS.Med(x2;x
∗
2) =
γ1α1δM (x2 − x∗2)
[
α2(1 + δ
2
X) + α1δMδX
]
(1 + δ2X)
[
1 + δ2M (1 + α
2
1) + δ
2
X(1 + δ
2
M )
] ,
which is typically non null. Figure 4 illustrates the behavior of NIECS.Med as a function of δX inJ−10, 10K, δM ∈ {−5,−2,−1, 0, 1, 2, 5}, α1 = α2 ∈ {0, 1.25, 2.5, 3.75, 5} and for the particular choice
γ1 = 0.8. Figure 4 especially illustrates that NIECS.Med is zero when X1 is not a confounder of the
M2 − Y relationship, which is the case when (i) X1 does not cause M2 (α1 = α2 = 0 or δM = 0) or (ii)
X1 is not a direct cause of Y (γ1 = 0). Figure 4 also illustrates that NIECS.Med is a non-monotonic
function of δX and that NIECS.Med → 0 as |δX | → ∞. This latter result can be explained by the fact
that Cor(X1, X2) → 1 as |δX | → ∞: conditioning on X2 tends to reduce to conditioning on X1 and Y
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Figure 4 – Analytic values of NIECS.Med(1; 0), for δX ∈ J−10, 10K, δM ∈ {−5,−2,−1, 0, 1, 2, 5}, α1 =
α2 ∈ {0, 1.25, 2.5, 3.75, 5} and γ1 = 0.8, under the causal model described in Equation (5).
then tends to be independent of M2 given X2.
In Appendix 4.4 we show that the nullity of NIECS.Med when the exposure of interest does not affect the
mediator is still guaranteed in the presence of an observed time-invariant confounder. However, it is not
guaranteed anymore if the true causal model involves a time-varying confounder observed at inclusion
only.
3 Situation 2: summary variables of past exposures are available
We will now turn our attention to a slightly different situation where data collected at time t0 concerns
summary measures of past exposures. We assume that these summary measures capture the whole effect
of past exposures on the outcome. This is of course a quite strong assumption, but it is often implicitly
made in epidemiology.
We will first consider the estimation of total effects in the absence of confounding, and will then move to
more realistic and complex settings.
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X1 X2 . . . Xt0 X Y X Y
(L) (SV )
Figure 5 – (L) Longitudinal model without confounder and with a time-varying exposure that is possibly
affecting the outcome only through some summary variable. (SV ) Simplified model associated with the
longitudinal model given in Figure 5 (L).
3.1 Total effects in the no-confounding case
Let us assume that the whole exposure history X¯t0 only affects the outcome through some summary
variable X, as depicted in Figure 5 (L). Depending on the application, the summary variable can be
thought of as X =
∑t0
t=t′ Xt, X = 1{
∑t0
t=t′ Xt ≥ τ}, or X =
∑t0
t=t′ 1{Xt ≥ τ} for some 1 ≤ t′ ≤ t0, etc.,
where 1l{·} denotes the indicator function.
For any given x, distinct exposure histories x¯t0 leading to X = x can be seen as distinct versions of
“treatment” X = x. We are then in the situation of a compound treatment, with versions of the treatment
preceding the treatment. In this first simple model, the versions of the treatment are irrelevant [6, 17],
in the sense that all versions x¯t0 leading to X = x also lead to the same effect on the outcome. More
precisely, we have ATEL
(
x¯t0 ; x¯
∗
t0
)
= EL
(
Y X=x − Y X=x∗) for any exposure histories x¯t0 and x¯∗t0 leading
to X = x and X = x∗, respectively.
Because the summary variable captures the whole effect of X¯t0 , it is natural to consider ATEL (x;x∗) =
EL
(
Y X=x − Y X=x∗), for some given x 6= x∗, as the causal effect of interest. When only data concerning
X are considered, most practitioners would work under model (SV ) of Figure 5. Because exposure
history X¯t0 is not confounding the X − Y relationship under model (L), X¯t0 can actually be neglected
and model (SV ) can be safely considered instead of model (L). Then ATEL (x;x∗) = ATESV (x;x∗) =
E (Y | X = x) − E (Y | X = x∗) since Y X=x ⊥ X under both models. Consequently, considering X is
sufficient to estimate the causal effect of interest under this simple model.
3.2 Total effects in the presence of a time-varying confounder
More realistic configurations where confounding is present are now considered. We will focus on a time-
varying confounder that will be supposed to affect the outcome only through the exposure history and
some summary variable, denoted byW. The case of a time-invariant confounder is presented in Appendix
4.5.
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X1 X2 . . . Xt0 X
W1 W2 Wt0 W. . .
Y
X¯t0 X
W¯t0 W
Y
X Y
W
(L) (L.compact) (SV )
Figure 6 – (L) Longitudinal model with time-varying exposure and with time-varying confounder not
affected by the exposure, that possibly affect the outcome only through some summary variables.
(L.compact) Compact representation of model (L) given in Figure 6. (SV ) Over-simplified model as-
sociated with the longitudinal model given in Figure 6 (L).
3.2.1 Confounder not affected by exposure
We first assume that the confounder is not affected by the exposure of interest. See Figure 6 (L), or
Figure 6 (L.compact) for a more compact representation of the same model. In Appendix 4.6, we show
that ATEL (x;x∗) = ATEL(x¯t0 ; x¯∗t0) for any x¯t0 and x¯
∗
t0 leading to X = x and X = x
∗ respectively.
In other words, model (L) of Figure 6 is another example of a compound treatment where treatment
versions are irrelevant. It is then natural to consider ATEL (x;x∗) , x 6= x∗, as the causal effect of
interest.
When only X and W are considered (and data on X¯t0 and W¯t0 are not), practitioners can be tempted
to (i) overlook the time-varying nature of exposure of interest and confounder, (ii) work under the over-
simplified causal model depicted in Figure 6 (SV ), and (iii) consider the causal effect ATESV (x;x∗) =
ESV
(
Y X=x − Y X=x∗), for any given x 6= x∗, as the quantity of interest. Model (SV ) is misspecificed
because W does not cause X under model (L) in Figure 6. However, W blocks all back-door paths
between X and Y under both models. As a result, the conditional ignorability condition Y X=x⊥ X |W
holds under models (L) and (SV ), and ATEL (x;x∗) = ATESV (x;x∗).
Therefore, when the exposure of interest has no effect on the confounder and past exposures affect the
outcome only through observable summary variables, the causal effect estimated when working under the
misspecified model (SV ) is the same as the one we would target if longitudinal data were fully available
and considered. In other words, observing X and W is sufficient to infer the causal effect of X¯t0 under
model (L) of Figure 6.
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3.2.2 Confounder affected by exposure
Now consider a situation where the confounder is affected by the exposure of interest, as in Figure 7 (L).
Unlike the models considered in Sections 3.1 and 3.2.1, model (L) of Figure 7 is an exemple of a compound
treatment where the versions are relevant. Indeed, we typically have ATEL(x¯t0 ; x¯∗t0) 6= ATEL(x¯′t0 ; x¯
′∗
t0)
even if both x¯t0 and x¯′t0 lead toX = x and both x¯
∗
t0 and x¯
′∗
t0 lead toX = x
∗. This is because under model
(L) of Figure 7, the exposure has an effect on the outcome through the confounder, so that even if x¯t0 and
x¯
′
t0 are two exposure histories leading to X = x, W
X¯t0=x¯t0 and WX¯t0=x¯
′
t0 would typically be different,
and so would Y X¯t0=x¯t0 and Y X¯t0=x¯
′
t0 . In this context, the quantity ATEL(x;x∗) = EL
(
Y X=x − Y X=x∗)
does not have any concrete interpretation. Even if other weights could be thought of, it seems natural
to consider the quantity
∑
x¯t0
∑
x¯∗t0
ATEL(x¯t0 ; x¯
∗
t0)× P(X¯t0 = x¯t0 | X = x)× P(X¯t0 = x¯∗t0 | X = x∗), (6)
as the causal effect of interest. It corresponds to the difference between the expectation of the outcome
in the following two counterfactual populations. In the first one, for each x¯t0 leading to x, a proportion
P(X¯t0 = x¯t0 | X = x) of the individuals undergo the intervention do(X¯t0 = x¯t0), which is a natural way
to “implement” do(X = x) in the population. In the second one, for each x¯∗t0 leading to x
∗, a proportion
P(X¯t0 = x¯
∗
t0 | X = x∗) of the individuals undergo the intervention do(X¯t0 = x¯∗t0), which is again a
natural way to “implement” do(X = x∗) in the population.
As before, when only data on X andW only are considered, practitioners may be tempted to work under
a simplified causal model. Regarding (Wt) mainly as a confounder, they could then be tempted to work
under model (SV.Conf ) of Figure 7. This model is misspecified because (i) W does not cause X in model
(L) of Figure 7 and (ii) X¯t0−1 is a confounder for the X − Y relationship. Working under this model
anyway, the causal effect of interest would be ATESV.Conf (x;x∗) = ESV.Conf
(
Y X=x − Y X=x∗), for any
x 6= x∗. Since Y X=x ⊥ X|W under model (SV.Conf ), we have
ATESV.Conf (x,x
∗) =
∑
w
[E (Y |W = w,X = x)− E (Y |W = w,X = x∗)]× P(W = w).
It is easy to show that this quantity is equal to ATEL(x;x∗) but, as mentioned above, ATEL(x;x∗)
has no clear interpretation under model (L) of Figure 7. In particular, it is typically different from the
quantity presented in Equation (6) and different from ATEL(x¯t0 ; x¯∗t0) for any two histories x¯t0 and x¯
∗
t0
leading to X = x and X = x∗ respectively. See Appendix 4.7 for more details.
14
W1 W2 . . . Wt0 W
X1 X2 . . . Xt0 X
Y
X Y
W
X Y
W
(L) (SV.Conf ) (SV.Med)
Figure 7 – (L) Longitudinal model with time-varying exposure and time-varying confounder affected by
the exposure, that potentially affect the outcome only through some summary variables. (SV.Conf )
Over-simplified model associated with the longitudinal model given in Figure 7 (L). (SV.Med) Other
over-simplified model associated with the longitudinal model given in Figure 7 (L).
In some cases, practitioners may be tempted to regard (Wt) mainly as a mediator and consider the over-
simplified model given in Figure 7 (SV.Med) instead. This model is still misspecified because (i) X does
not causeW in model (L), and (ii) X¯t0−1 is a confounder for the X−Y relationship. Working under this
model, the causal effect of interest would be ATESV.Med (x;x∗) = ESV.Med
(
Y X=x − Y X=x∗), for any
x 6= x∗. Since Y X=x⊥X under model (SV.Med), ATESV.Med(x;x∗) = E (Y | X = x)−E (Y | X = x∗)
and again this quantity is typically different from the one presented in Equation (6) and different from
ATEL(x¯t0 ; x¯
∗
t0) for any x¯t0 and x¯
∗
t0 leading to X = x and X = x
∗ respectively. See Appendix 4.7 for
more details.
To recap, when the exposure of interest affects the confounder, inference based on summary variables X
and W leads to quantities that differ from quantities of interest. We now provide numerical examples
to illustrate the magnitude of these differences. We consider a causal model of the same form as the
one depicted on Figure 7 model (L), with t0 = 5, binary variables Xt and Wt for all t = 1, . . . , 5, and a
continuous outcome Y . For any variable U involved in this model, denote the exogeneous variable and
structural function corresponding to U by ξU and fU , respectively. We consider the causal model where
ξY ∼ N (0, 1) while all other exogeneous variables are univariate random variables uniformly distributed
on [0, 1] and
fW1 (ξW1) = 1l {W1 ≤ 0.1} , (7)
fX1 (W1, ξX1) = 1l {X1 ≤ expit (αW1 + cW1)} ,
fWt
(
W¯t−1, X¯t−1, ξWt
)
= 1l
{
Wt ≤ expit
(
γ
∑
t′<t
Wt′ + ραXt−1 + cWt
)}
,∀t ∈ J2; t0K,
fXt
(
W¯t, X¯t−1, ξXt
)
= 1l
{
Xt ≤ expit
(
α
∑
t′≤t
Wt′ + βXt−1 + cXt
)}
, ∀t ∈ J2; t0K,
fY (X,W, ξY ) = µ0 + µXX − µWW + ξY .
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Here expit denotes the sigmoid function, X = 1
(∑t0
t=1Xt ≥ 3
)
and W = 1
(∑t0
t=1Wt ≥ 3
)
. Constant
terms cW1 , cWt , and cXt were chosen so that prevalences of Xt and Wt are about 0.1 for all t and
any combination of the parameters α, β, γ and ρ. For instance, we set cW1 = logit(0.1) −
0.1
α
, with
logit(p) = log[p/(1− p)], for p ∈ [0, 1].
In this model, parameter α governs the strength of the effect of Wt on Xt′ for t′ ≥ t, while the strength
of the effect of Xt on Wt+1 is governed by the product ρα. The special case ρ = 0 corresponds to
the scenario where the confounder is not affected by the exposure of interest (pure confounding), while
α = 0 corresponds to the case where the exposure of interest and the confounder are not causally related
(no mediation, no confounding). On the other hand, as parameter ρ increases, we get closer to the
pure mediation setting as the effect of the “confounder” on the exposure of interest gets more and more
negligible compared to the effect of the exposure on the “confounder”. For negative values of parameter α,
this simple causal model could be regarded as a simplified version of the causal model describing obesity
on the age interval, say, [20-30] (process Xt), physical activity on the same age interval [20-30] (process
Wt) and blood pressure at, say, 35 years old (Y ).
Simple algebra allows the derivation of the analytic expression of ATEL(x¯t0 ; x¯∗t0) for any pair of exposure
histories (x¯t0 ; x¯∗t0) leading to X = 0 and X = 1, respectively. It further allows the derivation of the
analytic expression of the weighted average of interest given in Equation (6), of ATESV.Conf (0; 1) and
of ATESV.Med (0; 1). These values are presented on Figure 8, for α ∈ [−3, 3], ρ ∈ {0, 0.1, 0.5, 1, 2, 5, 10}
and µW ∈ {0.5, 1, 2}. The other parameters were set γ = β = 1, µ0 = 1 and µX = 1.
When ρ = 0 (pure confounding), ATESV.Conf (x;x∗) equals ATEL
(
x¯t0 ; x¯
∗
t0
)
for any x¯t0 and x¯∗t0 leading
to X = x and X = x∗, as expected, and thus equals the quantity of interest given in Equation (6) as
well. This also happens when α = 0, which corresponds to the “no mediation and no confounding” case.
Moderate differences between ATESV.Conf and the quantity of interest are generally observed for ρ ≤ 1,
unless µW or α are large. Differences between ATESV.Conf and the quantity of interest are generally
larger for larger values of ρ. On the other hand, large enough values of ρ correspond to situations close
to “pure mediation”, and then ATESV.Med is typically close to the quantity of interest.
3.3 The pure mediation setting
We now provide details about the pure mediation setting. We denote the time-varying mediator by (Mt),
and we assume that it does not affect the exposure of interest. We will mostly focus on the case where no
confounding is present. The general configuration we study here is the one depicted in Figure 9 (L.Med).
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Figure 8 – Analytic values of ATESV.Conf (0; 1) (in black), ATESV.Med (0; 1) (in green), ATEL(x¯t0 ; x¯∗t0)
(in grey) for each couple of exposure histories leading to X = 0 and X = 1 and the weighted average (6)
of all these possible comparisons (in blue) under the causal model described in Equation (7).
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At each time t ∈ J1; t0K, Mt is a potential cause of Y through M only, and is potentially caused by all
components of M¯t−1 and X¯t. In addition, at each time t ∈ J1; t0K, Xt is a potential cause of Y through
X and M only, while it is potentially caused by all components of X¯t−1. We will first focus on the total
effect, and we will then study natural direct and indirect effects.
3.3.1 Total Effect
Model (L.Med) of Figure 9 is another example of a compound treatment where versions are relevant
because exposure has an effect on the outcome through X but also through M. Because quantities
ATEL.Med(x¯t0 ; x¯
∗
t0), for different pairs of exposure histories (x¯t0 , x¯
∗
t0) leading to X = x and X = x
∗, can
be quite different, a causal effect of natural interest is again given by their weighted average
∑
x¯t0
∑
x¯∗t0
ATEL.Med(x¯t0 ; x¯
∗
t0)× P(X¯t0 = x¯t0 | X = x)× P(X¯t0 = x¯∗t0 | X = x∗), (8)
just as in Section 3.2.2. However, practitioners that would focus on data regarding Y , X and M would
typically work under the over-simplified causal model depicted in Figure 9 (SV.Med), and consider the
total effect ATESV.Med (x;x∗) = ESV.Med
(
Y X=x − Y X=x∗), for x 6= x∗, as the quantity of interest. Be-
cause Y X=x⊥X under model (SV.Med), it comes ATESV.Med (x;x∗) = E (Y | X = x)−E (Y | X = x∗).
Model (SV.Med) is misspecified because X does not cause M in model (L.Med) given in Figure 9 and
X¯t0 is confounding the X − Y relationship. Then, a natural question is whether and how ATESV.Med
relates to causal quantities of potential interest under model (L.Med) of Figure 9. We show in Appendix
4.8 that it actually equals the quantity given in (8), which formally establishes what our numeric results
in Section 3.2.2 already suggested: focusing on summary variables X andM is sufficient to infer the total
causal effect of X¯t0 on Y in the pure mediation case. In the next paragraph, we will study whether we
can go one step further and identify the decomposition of this total effect into natural direct and indirect
effects.
In Appendix 4.9, we show that focusing on summary variables still returns a meaningful total causal effect
if an additional time-invariant pure confounder (not affected by the exposure of interest, either directly
or through the mediator) is present. In this case, ATESV.Med expresses as a weighted average of stratum
specific longitudinal total effects, where strata are defined according to the levels of the confounder [5].
However, when the additional pure confounder is time-varying, we show in Appendix 4.10 that focusing
on summary variables is insufficient to derive meaningful estimates of the total causal effect. Notice
that these results differ from the ones presented in Section 3.2.1. The later state that in the absence of
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Figure 9 – (L.Med) Longitudinal model with time-varying exposure and time-varying mediator not affect-
ing the exposure, that potentially affect the outcome only through some summary variables. (L.compact)
Simplified representation of model (L.Med) given in Figure 9. (SV.Med) Over-simplified model associ-
ated with the longitudinal model given in Figure 9 (L.Med).
a time-varying mediator, summary variables are sufficient to derive an interpretable total causal effect,
even if a time-varying confounder is present (but not affected by the exposure). However in the situation
presented in Appendix 4.10, because of the presence of a time-varying mediator and of a time-varying
confounder, W is no longer sufficient to block all back-door paths between X¯t0 and Y (unless W¯t0 is not
acting directly on M¯t0). As a result, it is not possible to infer the causal quantity of interest anymore.
This situtation has to be emphasized, because even if time-varying mediators are generally overlooked
when the focus is on total effects, they are likely to exist. When a time-varying confounder exists too,
summary variables are then insufficient to derive an interpretable total causal effect.
3.3.2 Natural Direct and Indirect Effects
Under model (L.Med) of Figure 9, natural direct and indirect effect measures of interest would typically
involve NDEL.Med(x¯t0 ; x¯∗t0) as defined in Equation (3) and NIEL.Med(x¯t0 ; x¯
∗
t0) as defined in Equation
(4), for two histories x¯t0 and x¯∗t0 leading toX = x andX = x
∗, respectively. However, because treatment
versions are relevant, quantities of natural interest are defined as
∑
x¯t0
NDEL.Med(x¯t0 ; x¯
∗
t0)× P
(
X¯t0 = x¯t0 | X = x
)
, (9)
for any x¯∗t0 such that X = x
∗, and
∑
x¯t0
∑
x¯∗t0
NIEL.Med(x¯t0 ; x¯
∗
t0)× P
(
X¯t0 = x¯t0 | X = x
)× P (X¯t0 = x¯∗t0 | X = x∗) . (10)
Note that the sum of these two quantities equals the total effect defined in Equation (8).
When only data on X and M are considered, many practitioners would work under the over-simplified
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causal model depicted in (SV.Med) of Figure 9, and would then estimate NDESV.Med(x;x∗)
= ESV.Med
(
Y x,M
x − Y x∗,Mx) and NIESV.Med(x;x∗) = ESV.Med (Y x∗,Mx − Y x∗,Mx∗), for any x 6=
x∗. If model (SV.Med) were true, we would have Y X=x,M=m ⊥ {X,M}, Y X=x,M=m ⊥ MX=x∗ and
MX=x
∗ ⊥ X . Consequently,
NDESV.Med(x;x
∗)=
∑
m
[E (Y | X = x,M = m)− E (Y | X = x∗,M = m)]×P (M = m | X = x) ,
NIESV.Med(x;x
∗) =
∑
m
E (Y | X = x∗,M = m)× [P (M = m | X = x)− P (M = m | X = x∗)] ,
Even if model (SV.Med) is generally misspecified (X does not cause M under model (L.Med) of Figure
9 and
{
X¯t0 , M¯t0
}
is confounding the X − Y and the M − Y relationships), NDESV.Med (x;x∗) and
NIESV.Med (x;x
∗) equal the quantities given in (9) and (10), respectively; see Appendix 4.11. Therefore,
under a configuration such as the one given in Figure 9 (L.Med), considering X andM only and working
under model (SV.Med), is therefore sufficient not only to estimate the total causal effect but also to infer
the amount of this effect that is mediated by M¯t0 .
In Appendix 4.12, we show that NDESV.Med and NIESV.Med are still meaningful in the presence of a
time-invariant pure confounder. Both quantities then express as weighted averages of stratum specific
natural direct and indirect effects, with strata defined according to the levels of the confounder. However,
if the pure confounder is time-varying, we show in Appendix 4.13 that considering summary measures is
insufficient to recover meaningful natural direct and indirect effects, as was already the case for the total
effect.
4 Discussion
The longitudinal nature of risk factors is most often overlooked in epidemiology. In this article, we
investigated whether causal effects derived when working under simplified, hence generally misspecified,
models could still be related to causal effects of potential interest. We focused on two situations regarding
exposures: when inference is based on (i) their “instantaneous” levels measured at inclusion in the study,
and (ii) some summary measures of their levels up to inclusion in the study, assuming that these summary
measures capture the whole effect of the exposure processes on the outcome and are measured without
noise.
In the first situation, our results are mostly negative: in general, causal inference based on single measure-
ments of the exposures leads to quantities that can not be related to true causal effects under longitudinal
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causal models. Practitioners should therefore be extremely cautious when interpreting results of such
analyses. A noticeable exception is when estimating the total effect or one version of the controlled direct
effect under some stability assumption, and in the absence of any time-varying confounder.
We obtain more positive results in the situation where summary measures are available. In particular,
in the absence of time-varying confounding, inference based on summary measures returns meaningful
quantities for total effects as well as natural direct and indirect effects. However, as soon as time-varying
confounders exist, problems arise. A notable exception is for the estimation of total effects, if the time-
varying confounder is not affected by the exposure of interest and if no time-varying mediator exists.
Nevertheless, we shall stress that even if time-varying mediators are generally overlooked when the focus
is on total effects, they are likely to exist in most cases. As soon as time-varying confounders exist too,
summary variables are no longer sufficient to derive meaningful estimates for both total causal effects
and natural direct or indirect effects.
Our results further allow to shed light on the value of some common approaches. For instance, Mendelian
Randomization (MR) is often applied to evaluate causal effects of time-varying exposures, while over-
looking their time-varying nature. For illustration, consider an MR study targeting the causal effect of
alcohol intake on some outcome Y . Denote alcohol intake at time t by Xt, for t ∈ J1, T K, and by G a
genetic marker considered as a valid instrument for alcohol intake. Then, G is directly related to Xt for all
t, and applying MR with one single measurement Xt0 is typically not valid. Indeed, unless Xt0 captures
all the effect of lifetime alcohol intake on Y , the effect of G on Y is not entirely mediated by Xt0 since
it also goes through Xt for t 6= t0, and pleiotropy is present [19]. Therefore, an implicit assumption of
Mendelian Randomization when applied to time-varying exposures is that the exposure measure is some
summary of lifetime exposure that captures all its effect on the outcome. But then all the limitations
raised by our results would apply to MR as well. In particular, MR can lead to misleading results when
both a time-varying confounder and a time-varying mediator exist (even if the latter is not considered at
all) or in the presence of a time-varying confounder affected by the exposure of interest.
Overall, our results are in line with, and complete, those of previous works, which established the necessity
of applying appropriate statistical methods on repeated measurements of exposures when the true causal
model is longitudinal [4, 11, 12]. We believe that forthcoming observational studies should plan the
collection of such repeated measurements, in particular for biomarkers. In addition, the development of
sensitivity analyses would be required for epidemiological studies conducted on single measurements of
exposures. Following these recommandations is likely even more critical when considering time-varying
outcomes as in survival analysis, and when targeting causal effects defined on multiplicative scales such
21
as relative risks and odds-ratios.
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Technical details for the situation where instantaneous levels at inclusion
in the study are available
Thereafter, Xt
′
t = (Xt, Xt+1, . . . , Xt′) will denote exposure history from time t to time t′ (t ≤ t′).
4.1 Total Effect with Over-Simplified Cross-Sectional Configuration
Under model (L) given in Figure 1, for any xt0 in {0, 1}, we have
E(Y | Xt0 = xt0) =
∑
x¯t0−1
E
(
Y |X¯t0−1 = x¯t0−1, Xt0 = xt0
)× P (X¯t0−1 = x¯t0−1 | Xt0 = xt0) ,
=
∑
x¯t0−1
EL
(
Y X¯t0=(x¯t0−1,xt0)
)
× P (X¯t0−1 = x¯t0−1 | Xt0 = xt0) ,
where the sum is over all possible values of X¯t0−1 in {0, 1}t0−1. This yields the formula of ATECS under
model (L).
4.2 Mediation with Over-Simplified Cross-Sectional Configuration
4.2.1 Controlled Direct Effect with Over-Simplified Cross-Sectional Configuration
Under model (L.Med) of Figure 2, we have Y Xt0=xt0 ,Mt0=mt0⊥ {Xt0 ,Mt0}, and then, EL.Med
(
Y X¯t0=x¯t0 ,M¯t0=m¯t0
)
=
E
(
Y | X¯t0 = x¯t0 , M¯t0 = m¯t0
)
. For any x¯t0 , x¯∗t0 and m¯t0 in {0, 1}t0 , the controlled direct effect then writes
CDEL.Med
(
(x¯t0 ; x¯
∗
t0), m¯t0
)
= E
(
Y | X¯t0 = x¯t0 , M¯t0 = m¯t0
)− E (Y X¯t0 = x¯∗t0 , M¯t0 = m¯t0) . (11)
In addition, for any xt0 and mt0 in {0, 1} we have
E (Y | Xt0 = xt0 ,Mt0 = mt0) =
∑
x¯t0−1
∑
m¯t0−1
E
(
Y | X¯t0 = (x¯t0−1, xt0), M¯t0 = (m¯t0−1,mt0)
)
×P (X¯t0−1 = x¯t0−1, M¯t0−1 = m¯t0−1 | Xt0 = xt0 ,Mt0 = mt0) ,
=
∑
x¯t0−1
∑
m¯t0−1
EL.Med
(
Y X¯t0=(x¯t0−1,xt0 ),M¯t0=(m¯t0−1,mt0 )
)
×P (X¯t0−1 = x¯t0−1, M¯t0−1 = m¯t0−1 | Xt0 = xt0 ,Mt0 = mt0) ,
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For any mt0 in {0, 1}, it follows that
CDECS.Med ((1; 0),mt0) =
∑
x¯t0−1
∑
m¯t0−1
[
EL.Med
(
Y X¯t0=(x¯t0−1,1),M¯t0=(m¯t0−1,mt0 )
)
×P (X¯t0−1 = x¯t0−1, M¯t0−1 = m¯t0−1 | Xt0 = 1,Mt0 = mt0)
−EL.Med
(
Y X¯t0=(x¯t0−1,0),M¯t0=(m¯t0−1,mt0 )
)
×P (X¯t0−1 = x¯t0−1, M¯t0−1 = m¯t0−1 | Xt0 = 0,Mt0 = mt0) ].
The term P
(
X¯t0−1 = x¯t0−1, M¯t0−1 = m¯t0−1 | Xt0 = xt0 ,Mt0 = mt0
)
could also be written
P
(
X¯t0−1 = x¯t0−1 | Xt0 = xt0 ,Mt0 = mt0
)× P (M¯t0−1 = m¯t0−1 | X¯t0 = (x¯t0−1, xt0),Mt0 = mt0) .
Under the additional assumption of “double stability”, for the exposure and the mediator, we have
P
(
X¯t0−1 = 0t0−1 | Xt0 = 0,Mt0 = mt0
)
= 1 and P
(
M¯t0−1 = 0t0−1 | X¯t0 = (x¯t0−1, xt0),Mt0 = 0
)
= 1.
Thus
E (Y | Xt0 = 1,Mt0 = 0) =
t0−1∑
i=0
EL.Med
(
Y X¯t0=(0i,1t0−i),M¯t0=0t0
)
×P (X¯t0−1 = (0i,1t0−i−1) | Xt0 = 1,Mt0 = 0) ,
E (Y | Xt0 = 1,Mt0 = 1) =
t0−1∑
i=0
t0−1∑
k=0
EL.Med
(
Y X¯t0=(0i,1t0−i),M¯t0=(0k,1t0−k)
)
×P (X¯t0−1 = (0i,1t0−i−1), M¯t0−1 = (0k,1t0−k−1) | Xt0 = 1,Mt0 = 1) ,
E (Y | Xt0 = 0,Mt0 = 0) =
t0−1∑
i=0
EL.Med
(
Y X¯t0=0t0 ,M¯t0=0t0
)
,
and
E (Y | Xt0 = 0,Mt0 = 1) =
t0−1∑
k=0
EL.Med
(
Y X¯t0=0t0 ,M¯t0=(0k,1t0−k)
)
×P (M¯t0−1 = (0k,1t0−k−1) | Xt0 = 0,Mt0 = 1) .
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Finally
CDECS.Med ((1; 0), 1) =
t0−1∑
k=0
[
t0−1∑
i=0
{
EL.Med
(
Y X¯t0=(0i,1t0−i),M¯t0=(0k,1t0−k)
)
×P (X¯t0−1 = (0i,1t0−i−1), M¯t0−1 = (0k,1t0−k−1) | Xt0 = 1,Mt0 = 1)}
−EL.Med
(
Y X¯t0=0t0 ,M¯t0=(0k,1t0−k)
)
×P (M¯t0−1 = (0k,1t0−k−1) | X¯t0 = 0t0 ,Mt0 = 1)
]
,
and
CDECS.Med ((1; 0), 0) =
t0−1∑
i=0
EL.Med
(
Y X¯t0=(0i,1t0−i),M¯t0=0t0
)
×P (X¯t0−1 = (0i,1t0−i−1) | Xt0 = 1,Mt0 = 0)
−EL.Med
(
Y X¯t0=0t0 ,M¯t0=0t0
)
,
=
t0−1∑
i=0
[
EL.Med
(
Y X¯t0=(0i,1t0−i),M¯t0=0t0
)
− EL.Med
(
Y X¯t0=0t0 ,M¯t0=0t0
)]
×P (X¯t0−1 = (0i,1t0−i−1) | Xt0 = 1,Mt0 = 0) ,
=
t0−1∑
i=0
CDEL.Med (((0i,1t0−i);0t0),0t0)
×P (X¯t0−1 = (0i,1t0−i) | Xt0 = 1,Mt0 = 0) .
4.2.2 Natural Effects with Over-Simplified Cross-Sectional Configuration
Under model (L.Med) given in Figure 2, Y X¯t0=x¯t0 ,M¯t0=m¯t0 ⊥ {X¯t0 , M¯t0}, Y X¯t0=x¯t0 ,M¯t0=m¯t0 ⊥ M¯ X¯t0=x¯∗t0t0
and M¯
X¯t0=x¯
∗
t0
t0
⊥ X¯t0 . Natural effects then write
NDEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
m¯t0
[
E
(
Y | X¯t0 = x¯t0 , M¯t0 = m¯t0
)− E (Y | X¯t0 = x¯∗t0 , M¯t0 = m¯t0)] (12)
×P (M¯t0 = m¯t0 | X¯t0 = x¯t0) ,
NIEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
m¯t0
E
(
Y | X¯t0 = x¯t0 , M¯t0 = m¯t0
)
(13)
× [P (M¯t0 = m¯t0 | X¯t0 = x¯t0) − P (M¯t0 = m¯t0 | X¯t0 = x¯∗t0)] ,
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for any x¯t0 and x¯∗t0 in {0, 1}t0 . In addition, for any xt0 and mt0 in {0, 1}, under model (L.Med) we have
E (Y | Xt0 = xt0 ,Mt0 = mt0) =
∑
x¯t0−1
∑
m¯t0−1
E
(
Y | X¯t0 = (x¯t0−1, xt0), M¯t0 = (m¯t0−1,mt0)
)
×P (X¯t0−1 = x¯t0−1, M¯t0−1 = m¯t0−1 | Xt0 = xt0 ,Mt0 = mt0) ,
=
∑
x¯t0−1
∑
m¯t0−1
EL.Med
(
Y X¯t0=(x¯t0−1,xt0 ),M¯t0=(m¯t0−1,mt0 )
)
×P (X¯t0−1 = x¯t0−1, M¯t0−1 = m¯t0−1 | Xt0 = xt0 ,Mt0 = mt0) ,
=
∑
x¯t0−1
∑
m¯t0−1
EL.Med
(
Y X¯t0=(x¯t0−1,xt0 ),M¯t0=(m¯t0−1,mt0 )
)
×P
(
X¯t0 = (x¯t0−1, xt0), M¯t0 = (m¯t0−1,mt0)
)
P (Xt0 = xt0 ,Mt0 = mt0)
,
=
∑
x¯t0−1
∑
m¯t0−1
EL.Med
(
Y X¯t0=(x¯t0−1,xt0 ),M¯t0=(m¯t0−1,mt0 )
)
×P (M¯t0 = (m¯t0−1,mt0) | X¯t0 = (x¯t0−1, xt0))
× P
(
X¯t0 = (x¯t0−1, xt0)
)
P (Xt0 = xt0 ,Mt0 = mt0)
.
This leads to the formulas for NDECS.Med and NIECS.Med, which cannot be expressed in terms of either
NDEL.Med or NIEL.Med. Indeed
NDECS.Med =
∑
x¯t0−1
∑
m¯t0
[
EL.Med
(
Y X¯t0=(x¯t0−1,1),M¯t0=(m¯t0−1,mt0 )
)
×P (M¯t0 = (m¯t0−1,mt0) | X¯t0 = (x¯t0−1, 1))× P (X¯t0 = (x¯t0−1, 1))P (Xt0 = 1,Mt0 = mt0)
−EL.Med
(
Y X¯t0=(x¯t0−1,0),M¯t0=(m¯t0−1,mt0 )
)
×P (M¯t0 = (m¯t0−1,mt0) | X¯t0 = (x¯t0−1, 0))× P (X¯t0 = (x¯t0−1, 0))P (Xt0 = 0,Mt0 = mt0)
]
×P(Mt0 = mt0 | Xt0 = 1),
and
NIECS.Med =
∑
x¯t0−1
∑
m¯t0
EL.Med
(
Y X¯t0=(x¯t0−1,1),M¯t0=(m¯t0−1,mt0 )
)
×P (M¯t0 = (m¯t0−1,mt0) | X¯t0 = (x¯t0−1, 1))× P (X¯t0 = (x¯t0−1, 1))P (Xt0 = 1,Mt0 = mt0)
× [P(Mt0 = mt0 | Xt0 = 1)− P(Mt0 = mt0 | Xt0 = 0)] .
Note that developing terms like P(Mt0 = mt0 | Xt0 = xt0), xt0 ∈ {0, 1} does not help here. Under the
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assumption of stability for both the exposure of interest and the mediator, using the quantities previously
computed in Appendix 4.2.1, we have
NDECS.Med =
t0−1∑
i=0
t0∑
k=0
[{
EL.Med
(
Y X¯t0=(0i,1t0−i),M¯t0=(0k,1t0−k)
)
× 1
P(Mt0 = 1{k 6=t0} | Xt0 = 1)
×P (M¯t0 = (0k,1t0−k) | X¯t0 = (0i,1t0−i))}
−
{
EL.Med
(
Y X¯t0=0t0 ,M¯t0=(0k,1t0−k)
)
× 1
P(Mt0 = 1{k 6=t0} | Xt0 = 0)
×P (M¯t0 = ((0k,1t0−k)) | X¯t0 = 0t0)}
]
×P (X¯t0−1 = (0i,1t0−i) | Xt0 = 1)× P(Mt0 = 1{k 6=t0} | Xt0 = 1),
and
NIECS.Med =
t0∑
k=0
EL.Med
(
Y X¯t0=0t0 ,M¯t0=(0k,1t0−k)
)
× 1
P(Mt0 = 1{k 6=t0+1} | Xt0 = 0)
×P (M¯t0 = ((0k,1t0−k)) | X¯t0 = 0t0)
× [P(Mt0 = 1{k 6=t0+1} | Xt0 = 1)− P(Mt0 = 1{k 6=t0+1} | Xt0 = 0)] .
Again, these “cross-sectional” natural effects, NDECS.Med and NIECS.Med, cannot be expressed in terms
of longitudinal natural effects, and their meaning is unclear.
Now consider two special cases. First, when neither the exposure of interest nor the mediator affects the
outcome, as depicted in Figure 10 (a), we have {Xt0 ,Mt0}⊥ Y , so that NDECS.Med = NIECS.Med = 0.
Second, consider the case of complete mediation where the exposure of interest has an effect on the
outcome only through the mediator; see Figure 10 (b). Let x¯t0 and x¯∗t0 two exposure histories in {0, 1}t0 .
Under model (b) of Figure 10, Y ⊥ X¯t0 | M¯t0 , and then
NDEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
m¯t0
[
E
(
Y | M¯t0 = m¯t0
)− E (Y | M¯t0 = m¯t0)]× P (M¯t0 = m¯t0) ,
= 0.
Nevertheless, under model (b) of Figure 10, Y ⊥6 Xt0 |Mt0 but Y ⊥ Xt0 |
{
M¯t0 , X¯t0−1
}
. As a result for
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X¯t0−1 Xt0
Y
M¯t0−1 Mt0
X¯t0−1 Xt0
Y
M¯t0−1 Mt0
(a) (b)
Figure 10 – (a) Exposure process (Xt) and mediator process (Mt) have no effect on Y . (b) Complete
mediation under model (L.Med): the process (Xt) has no direct effect on Y .
any xt0 ∈ {0, 1}
NDECS.Med =
∑
xt0−1
∑
m¯t0
E(Y | X¯t0−1 = x¯t0−1, M¯t0 = m¯t0)× P(Mt0 = mt0 | Xt0 = 1)
× [ P (X¯t0−1 = x¯t0−1, M¯t0−1 = m¯t0−1 | Xt0 = 1,Mt0 = mt0)
−P (X¯t0−1 = x¯t0−1, M¯t0−1 = m¯t0−1 | Xt0 = 0,Mt0 = mt0) ] ,
which is generally non-null.
Let us now investigate whether NIECS.Med is zero in the absence of mediation under model (L.Med).
The three possible cases of absence of mediation are depicted in Figure 3 (a), (b) and (c). Consider x¯t0
and x¯∗t0 in {0, 1}t0 . Becaues M¯t0 ⊥ X¯t0 in cases (a) and (c) of Figure 3, we get
NIEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
m¯t0
E
(
Y | X¯t0 = x¯t0 , M¯t0 = m¯t0
)×[P (M¯t0 = m¯t0)− P (M¯t0 = m¯t0)] ,
= 0.
In case (b) of Figure 3, we have Y ⊥ M¯t0 | X¯t0 , and then
NIEL.Med
(
x¯t0 ; x¯
∗
t0
)
= E
(
Y | X¯t0 = x¯t0
)×∑
m¯t0
[
P
(
M¯t0 = m¯t0 | X¯t0 = x¯t0
)−P (M¯t0 = m¯t0 | X¯t0 = x¯∗t0)] ,
= 0.
Let us now check whether NIECS.Med is zero under model (L.Med) in the absence of mediation. Under
cases (a) and (c) of Figure 3, Mt0 ⊥ Xt0 , so that, for any xt0 in {0, 1}, we have
NIECS.Med =
∑
mt0
E(Y | Xt0 = 1,Mt0 = mt0)× [P(Mt0 = mt0)− P(Mt0 = mt0)] ,
= 0.
Then, considering the simplified version of the causal model leads to unbiased estimates of natural indirect
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effects under cases (a) and (c). Under case (b), we have Y ⊥ Mt0 | X¯t0 but Y ⊥6 Mt0 | Xt0 . Thus, for any
xt0 in {0, 1}
NIECS.Med =
∑
x¯t0−1
∑
mt0
E(Y | Xt0 = 1, Xt0−1 = xt0−1,Mt0 = mt0)
×P(X¯t0−1 = x¯t0−1 | Xt0 = 1,Mt0 = mt0)
× [P(Mt0 = mt0 | Xt0 = 1)− P(Mt0 = mt0 | Xt0 = 0)] ,
=
∑
x¯t0−1
∑
mt0
E(Y | Xt0 = 1, X¯t0−1 = x¯t0−1)
×P(X¯t0−1 = x¯t0−1 | Xt0 = 1,Mt0 = mt0)
× [P(Mt0 = mt0 | Xt0 = 1)− P(Mt0 = mt0 | Xt0 = 0)] . (14)
This quantity is generally non-null. Therefore, under case (b) of the absence of mediation, considering
the simplified version of the causal model typically leads to a non zero indirect effect.
The fundamental difference between case (a) and case (b) is the presence of a confounder in the Xt0 −
Mt0 relationship (besides the presence of a confounder in the Mt0 − Y relationship). There is no such
confounder under case (a), so thatMt0⊥ Xt0 and NIECS.Med is zero. On the other hand, under case (b),
X¯t0−1 is a confounder in the Xt0 −Mt0 relationship so that, generally, Y ⊥6 Mt0 | Xt0 and NIECS.Med is
non-null.
4.2.3 Illustrative Example for the Absence of Mediation
As an illustrative example of the results of the previous subsection, consider the following simple longi-
tudinal causal model with t0 = 2 and Gaussian variables. We assume that X1, εX2 , εM1 , εM2 and εY
are four independent N (0, 1) random variables. Recall that the structural causal model (already given
in Equation (5)) defining variables X2, M1, M2 and Y writes
X2 = δXX1 + εX2 ,
M1 = α1X1 + εM1 ,
M2 = α2X2 + δMM1 + εM2 ,
Y = γ1X1 + γ2X2 + εY ,
for some real numbers δX , α1, α2, δM , γ1 and γ2. Since Y does not depend on either M1 or M2, this
structural equation model of the form of model (b) of Figure 3, with continuous variables Xt and Mt and
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in the special case where M2 ⊥ X1 | {X2,M1}.
We also have

X1
X2
M1
M2
Y

∼N (05,Σ) , with Σ =

1 cov(X1, X2) cov(X1,M1) cov(X1,M2) cov(X1, Y )
V(X2) cov(X2,M1) cov(X2,M2) cov(X2, Y )
V(M1) cov(M1,M2) cov(M1, Y )
V(M2) cov(M2, Y )
V(Y )

,
where
V(X2) = 1 + δ
2
X ,
V(M2) = α
2
2(1 + δ
2
X) + δ
2
M (1 + α
2
1) + 2α1α2δMδX + 1,
cov(X1, X2) = δX ,
cov(X1,M2) = α2δX + α1δM ,
cov(X2,M2) = α2(1 + δ
2
X) + α1δMδX .
By analogy with Equation (14), for any x2 and x∗2 we get
NIECS.Med (x2) =
∫
x1
∫
m2
E(Y | X2 = x2, X1 = x1)× fX1|X2=x2,M2=m2(x1)
×
[
fM2|X2=x2(m2)− fM2|X2=x∗2(m2)
]
dm2dx1.
First, E(Y | X2 = x2, X1 = x1) = γ1x1 + γ2x2. Thus:
∫
x1
E(Y | X2 = x2, X1 = x1)× fX1|X2=x2,M2=m2(x1) dx1 = γ1E(X1 | X2 = x2,M2 = m2) + γ2x2.
Now let us turn our attention to the term E(X1 | X2 = x2,M2 = m2). The random variable X1 |
{X2 = x2,M2 = m2} is Gaussian, with expectation given by
x2 (cov(X1, X2)V(M2)− cov(X1,M2)× cov(X2,M2))
V(X2)× V(M2)− cov(X2,M2)2
+
m2 (cov(X1,M2)× V(X2)− cov(X1, X2)× cov(X2,M2))
V(X2)× V(M2)− cov(X2,M2)2 .
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As a result
NIECS.Med (x2) = γ1
cov(X1,M2)× V(X2)− cov(X1, X2)× cov(X2,M2)
V(X2)× V(M2)− cov(X2,M2)2
× [E(M2 | X2 = x2)− E(M2 | X2 = x∗2)] .
Then, M2 | X2 = x2 is also Gaussian and E(M2 | X2 = x2) = x2 cov(X2,M2)V(X2) . In the same way,
E(M2 | X2 = x∗2) = x∗2
cov(X2,M2)
V(X2)
. Finally
NIECS.Med (x2) =
γ1(x2 − x∗2)cov(X2,M2)
V(X2)
× cov(X1,M2)V(X2)− cov(X1, X2)cov(X2,M2)
V(X2)× V(M2)− cov(X2,M2)2 . (15)
Moreover, by replacing each of the terms by the formulas given above, it can be shown that:
cov(X1,M2)× V(X2)− cov(X1, X2)× cov(X2,M2) = α1δM .
As a result, the numerator in (15) equals γ1α1δM (x2 − x∗2)
(
α2(1 + δ
2
X) + α1δMδX
)
, which is non-null.
However, when α1 = α2 = 0, that is when the exposure does not affect the mediator (this corresponds to
case (c)), we get NIECS.Med (x2) = NIECS.Med (x∗2) = 0. Moreover, if δM = 0 (M1 does not cause M2),
or if γ1 = 0 (X1 does not cause directly Y ), or just if α1 = 0 (X1 does not cause M1), NIECS.Med is also
zero. Indeed, in a more general configuration such a the one given in Figure 3 (b), whenever X¯t0−1 does
not cause directly Y , or whenever X¯t0−1 does not cause Mt0 (both directly and through M¯t0−1), we have
Y ⊥ Mt0 | Xt0 , which guarantees that NIECS.Med is zero.
4.3 Total Effect with Over-Simplified Cross-Sectional Configuration, in the Presence
of Confounding
X¯t0−1 Xt0
W
Y
Xt0
W
Y X¯t0−1 Xt0
W¯t0−1 Wt0
Y
Xt0
Wt0
Y
(L-a) (CS-a) (L-b) (CS-b)
Figure 11 – (L-a) Longitudinal model with time-varying exposure and time-invariant confounder. (CS-a)
Over-simplified cross-sectional model associated with the longitudinal model given in Figure 11 (L-a).
(L-b) Longitudinal model with time-varying exposure and confounder (not affected by the exposure).
(CS-b) Over-simplified cross-sectional model associated with the longitudinal model given in Figure 11
(L-b).
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Configurations where confounding is present are now studied ; see Figures 11 (L-a) and (L-b). A measure
of the causal effect of exposure on the outcome is given by equation (1). In the setting of Figure 11 (L-a)
where we assume the presence of a time-invariant confounder W , we have
ATEL−a
(
x¯t0 ; x¯
∗
t0
)
=
∑
w
ATEL−a|W=w
(
x¯t0 ; x¯
∗
t0
)× P(W = w),
=
∑
EL−a
(
Y X¯t0=x¯t0 − Y X¯t0=x¯∗t0 |W = w
)
× P(W = w),
for any x¯t0 and x¯∗t0 in {0, 1}t0 and where the sum is over all possible values of W . As Y X¯t0=x¯t0 ⊥
X¯t0 |W , this quantity reduces to
∑
w
[
E
(
Y | X¯t0 = x¯t0 ,W = w
)− E (Y | X¯t0 = x¯∗t0 ,W = w)]× P(W =
w). However, when data on the exposure of interest is only available at time t0, ATECS−a =
ECS−a
(
Y Xt0=1 − Y Xt0=0) is considered as the causal measure of interest because we usually work un-
der the model given Figure 11 (CS-a). Under this over-simplified model, Y Xt0=x ⊥ Xt0 | W , so that
ATECS−a is indentified through
∑
w E (Y | Xt0 = 1,W = w)−E (Y | Xt0 = 0,W = w)×P(W = w). But
under model (L-a), we have
E(Y | Xt0 = xt0 ,W = w) =
∑
x¯t0−1
E
(
Y |X¯t0−1 = x¯t0−1, Xt0 = xt0 ,W = w
)
× P (X¯t0−1 = x¯t0−1 | Xt0 = xt0 ,W = w) ,
=
∑
x¯t0−1
EL−a
(
Y X¯t0=(x¯t0−1,xt0) |W = w
)
× P (X¯t0−1 = x¯t0−1 | Xt0 = xt0 ,W = w) ,
where the sum is over all possible values of X¯t0−1 in {0, 1}t0−1. As a result
ATECS−a =
∑
w
∑
x¯t0−1
∑
x¯∗t0−1
ATEL−a|W=w
(
(x¯t0−1, 1); (x¯
∗
t0−1, 0)
)× P (X¯t0−1 = x¯t0−1 | Xt0 = 1,W = w)
×P (X¯t0−1 = x¯t0−1 | Xt0 = 0,W = w)× P(W = w),
which can be seen as a weighted average of stratum specific (with strata defined according to the level of
the confounder W ) longitudinal causal effects comparing all exposure histories terminating respectively
by Xt0 = 0 and Xt0 = 1. Again, this quantity is not of direct interest.
Under the additional assumption of stability of the exposure of interest, we get
∑
w
t0−1∑
i=0
ATEL−a|W=w ((0i,1t0−i) ;0t0)× P
(
X¯t0−1 = (0i,1t0−i−1) | Xt0 = 1,W = w
)× P(W = w).
Therefore, under this stability assumption, ATECS−a is a weighted sum of stratum specific longitudinal
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causal effects comparing the single never-exposed profile to all ever-exposed profiles.
We now assume the presence of a time-varying confounder and consider the model given in Figure 11
(L-b). Under such configuration, we have
ATEL−b
(
x¯t0 ; x¯
∗
t0
)
=
∑
w¯t0
ATEL−b|W¯t0=w¯t0
(
x¯t0 ; x¯
∗
t0
)× P(W¯t0 = w¯t0),
=
∑
EL−b
(
Y X¯t0=x¯t0 − Y X¯t0=x¯∗t0 | W¯t0 = w¯t0
)
× P(W¯t0 = w¯t0),
for any x¯t0 and x¯∗t0 in {0, 1}t0 and where the sum is over all possible values
of W¯t0 in {0, 1}t0 . As Y X¯t0=x¯t0 ⊥ X¯t0 | W¯t0 , this quantity then reduces to∑
w¯t0
[
E
(
Y | X¯t0 = x¯t0 , W¯t0 = w¯t0
)− E (Y | X¯t0 = x¯∗t0 , W¯t0 = w¯t0)] × P(W¯t0 = w¯t0). However, when
data on the exposure of interest is only available at time t0, we are tempted to work under the model
given Figure 11 (CS-b) and to consider ATECS−b = ECS−b
(
Y Xt0=1 − Y Xt0=0) as the causal measure of
interest. If model (CS-b) were true, we would have Y Xt0=x⊥ Xt0 |Wt0 and ATECS−b would be identified
through
∑
wt0
E (Y | Xt0 = 1,W = w)−E (Y | Xt0 = 0,Wt0 = wt0)×P(Wt0 = wt0). Nevertheless, model
(CS-b) is misspecified because it neglects the fact that {W¯t0−1, X¯t0−1} is also a confounder for the
Xt0 − Y relationship. Under model (L-b), for any xt0 and wt0 in {0, 1}, we have
E(Y | Xt0 = xt0 ,Wt0 = wt0) =
∑
w¯t0−1
∑
x¯t0−1
E
(
Y | X¯t0−1 = x¯t0−1, Xt0 = xt0 , W¯t0−1 = w¯t0−1,Wt0 = wt0
)
× P (W¯t0−1 = w¯t0−1 | Xt0 = xt0 ,Wt0 = wt0)
× P (X¯t0−1 = x¯t0−1 | Xt0 = xt0 , W¯t0−1 = w¯t0−1,Wt0 = wt0) ,
=
∑
w¯t0−1
∑
x¯t0−1
EL−b
(
Y X¯t0−1=x¯t0−1,Xt0=xt0 | W¯t0−1 = w¯t0−1,Wt0 = wt0
)
× P (W¯t0−1 = w¯t0−1 | Xt0 = xt0 ,Wt0 = wt0)
× P (X¯t0−1 = x¯t0−1 | Xt0 = xt0 , W¯t0−1 = w¯t0−1,Wt0 = wt0) ,
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where the sums are over all possible values of X¯t0−1 and W¯t0−1 in {0, 1}t0−1, respectively. As a result
ATECS−b =
∑
w¯t0
∑
x¯t0−1
∑
x¯∗t0−1
[
EL−b
(
Y X¯t0−1=x¯t0−1,Xt0=1 | W¯t0−1 = w¯t0−1,Wt0 = wt0
)
×P (W¯t0−1 = w¯t0−1 | Xt0 = 1,Wt0 = wt0)
−EL−b
(
Y X¯t0−1=x¯
∗
t0−1,Xt0=0 | W¯t0−1 = w¯t0−1,Wt0 = wt0
)
×P (W¯t0−1 = w¯t0−1 | Xt0 = 0,Wt0 = wt0) ]× P(Wt0 = wt0)
×P (X¯t0−1 = x¯t0−1 | Xt0 = 1, W¯t0−1 = w¯t0−1,Wt0 = wt0)
×P (X¯t0−1 = x¯∗t0−1 | Xt0 = 0, W¯t0−1 = w¯t0−1,Wt0 = wt0) ,
and it is not possible to express it in terms of longitudinal total effects or longitudinal stratum specific
effects. ATECS is not an average of longitudinal total effects and therefore has to be interpreted with
caution. Note that the stability assumption for the exposure does not really help here. Indeed in this
case, we get
ATECS−b =
∑
w¯t0
t0−1∑
i=0
[
EL−b
(
Y X¯t0−1=(0i,1t0−i) | W¯t0−1 = w¯t0−1,Wt0 = wt0
)
×P (W¯t0−1 = w¯t0−1 | Xt0 = 1,Wt0 = wt0)
−EL−b
(
Y X¯t0−1=0t0 | W¯t0−1 = w¯t0−1,Wt0 = wt0
)
×P (W¯t0−1 = w¯t0−1 | Xt0 = 0,Wt0 = wt0) ]× P(Wt0 = wt0)
×P (X¯t0−1 = (0i,1t0−i−1) | Xt0 = 1, W¯t0−1 = w¯t0−1,Wt0 = wt0) .
Stability of the time-varying confounder does not help either.
4.4 Natural Effects with Over-Simplified Cross-Sectional Configuration, in the Pres-
ence of Confounding
As cross-sectional quantities NDECS.Med and NIECS.Med were already misleading when considering
models given in Figure 2, we do not carry on the general study in the presence of time-invariant or time-
varying confounding. We will restrict our attention to the cases were neither the exposure of interest nor
the mediator affects the outcome and to the absence of mediation. See Figure 12 and Figure 15.
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4.4.1 Presence of a Time-Invariant Confounder
Under a longitudinal configuration such as the one given in Figure 12 (L.Med), Y X¯t0=x¯t0 ,M¯t0=m¯t0 ⊥{
X¯t0 , M¯t0
} |W , Y X¯t0=x¯t0 ,M¯t0=m¯t0 ⊥ M¯ X¯t0=x¯∗t0t0 |W and M¯ X¯t0=x¯∗t0t0 ⊥ X¯t0 |W . Thus for any x¯t0 and x¯∗t0
in {0, 1}t0
NDEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
w
∑
m¯t0
[
E
(
Y | X¯t0 = x¯t0 , M¯t0 = m¯t0 ,W = w
)
−E (Y | X¯t0 = x¯∗t0 , M¯t0 = m¯t0 ,W = w) ]
×P (M¯t0 = m¯t0 | X¯t0 = x¯t0 ,W = w)× P(W = w),
NIEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
w
∑
m¯t0
E
(
Y | X¯t0 = x¯∗t0 , M¯t0 = m¯t0 ,W = w
)
× [P (M¯t0 = m¯t0 | X¯t0 = x¯t0 ,W = w)
− P (M¯t0 = m¯t0 | X¯t0 = x¯∗t0 ,W = w)]× P(W = w).
X¯t0−1
M¯t0−1
Xt0
Mt0
Y
W
Xt0 Y
Mt0
W
(L.Med) (CS.Med)
Figure 12 – (L.Med) Longitudinal model with time-invariant confounder, time-varying exposure and time-
varying mediator not affecting the exposure (CS.Med) Over-simplified cross-sectional model associated
with the longitudinal model given in Figure 12 (L.Med).
Nevertheless, practitioners most often consider the simplified version of the causal model given by model
(CS.Med) in Figure 12. Accordingly they are interested in NDECS.Med and NIECS.Med, which reduce
to
NDECS.Med =
∑
w
∑
mt0
[ E(Y | Xt0 = 1,Mt0 = mt0 ,W = w)− E(Y | Xt0 = 0,Mt0 = mt0 ,W = w) ]
×P(Mt0 = mt0 | Xt0 = 1,W = w)× P(W = w),
and
NIECS.Med =
∑
w
∑
mt0
E(Y | Xt0 = xt0 ,Mt0 = mt0 ,W = w)× P(W = w)
× [P(Mt0 = mt0 | Xt0 = 1,W = w)− P(Mt0 = mt0 | Xt0 = 0,W = w)] ,
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because Y Xt0=xt0 ,Mt0=mt0 ⊥ {Xt0 ,Mt0} |W , Y Xt0=xt0 ,Mt0=mt0 ⊥ M
Xt0=x
∗
t0
t0
|W andMXt0=x
∗
t0
t0
⊥ Xt0 |W
under model (CS.Med) of Figure 12.
When neither the exposure of interest nor the mediator affects the confounder, the true longitudinal
model reduces to the one given in Figure 13. In this case, Y ⊥ {X¯t0 , M¯t0} |W , so that
NDEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
w
∑
m¯t0
[E (Y |W = w)− E (Y |W = w)]× P (M¯t0 = m¯t0 | X¯t0 = x¯t0 ,W = w)
×P(W = w),
= 0,
and
NIEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
w
E (Y |W = w)× P(W = w)×
∑
m¯t0
[
P
(
M¯t0 = m¯t0 | X¯t0 = x¯t0 ,W = w
)
− P (M¯t0 = m¯t0 | X¯t0 = x¯∗t0 ,W = w)] ,
= 0.
However, under the model given in Figure 13, we further have Y ⊥ {Xt0 ,Mt0} |W , which leads to
NDECS.Med =
∑
w
∑
mt0
[ E(Y |W = w)− E(Y |W = w) ]× P(Mt0 = mt0 | Xt0 = 1,W = w)
×P(W = w),
= 0,
and
NIECS.Med =
∑
w
E(Y |W = w)× P(W = w)
×
∑
mt0
[P(Mt0 = mt0 | Xt0 = 1,W = w)− P(Mt0 = mt0 | Xt0 = 0,W = w)] ,
= 0.
As a result, in the presence of time-invariant confounder, and if neither the exposure of interest nor the
mediator affects the outcome, NDECS.Med and NIECS.Med are zero just as the longitudinal measures.
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X¯t0−1 Xt0
Y
W
M¯t0−1 Mt0
Figure 13 – The situation where the exposure process (Xt) and the mediator process (Mt) have no effect
on Y , in the presence of a time-invariant confounder.
Let us now study the more general case of the absence of mediation in the presence of a time-invariant
confounder; see Figure 14
X¯t0−1
M¯t0−1
Xt0
Mt0
Y
W
X¯t0−1
M¯t0−1
Xt0
Mt0
Y
W
X¯t0−1
M¯t0−1
Xt0
Mt0
Y
W
(a) (b) (c)
Figure 14 – Absence of mediation under model (L.Med) of Figure 12: (a) Exposure process (Xt) has no
effect on (Mt). Variable W has an effect on Y , Xt and Mt at any time t. (b) The process (Mt) has no
effect on Y . Variable W has an effect on Y , Xt and Mt at any time t. (c) Combination of the previous
two cases.
Under model (L.Med), straightforward algebra shows that longitudinal natural indirect effects NIEL.Med
equal zero in each of these three cases. Let us now turn our attention to the quantity NIECS.Med in each
of the three configurations. First, in cases (a) and (c), we have Mt0 ⊥ Xt0 |W , so that
NIECS.Med(xt0) =
∑
w
∑
mt0
E(Y | Xt0 = 0,Mt0 = mt0 ,W = w)× P(W = w)
× [P(Mt0 = mt0 |W = w)− P(Mt0 = mt0 |W = w)] ,
= 0.
On the other hand, in case (b), we have Y ⊥ Mt0 | X¯t0 , but Y ⊥6 Mt0 | Xt0 . As a result, for any xt0 in
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{0, 1}, we get
NIECS.Med =
∑
w
∑
x¯t0−1
∑
mt0
E(Y | Xt0 = 0, X¯t0−1 = x¯t0−1,Mt0 = mt0 ,W = w)× P(W = w)
×P(X¯t0−1 = x¯t0−1 | Xt0 = 0,Mt0 = mt0 ,W = w)
× [P(Mt0 = mt0 | Xt0 = 1,W = w)− P(Mt0 = mt0 | Xt0 = 0,W = w)] ,
=
∑
w
∑
x¯t0−1
∑
mt0
E(Y | Xt0 = xt0 , X¯t0−1 = x¯t0−1,W = w)× P(W = w)
×P(X¯t0−1 = x¯t0−1 | Xt0 = xt0 ,Mt0 = mt0 ,W = w)
× [P(Mt0 = mt0 | Xt0 = 1,W = w)− P(Mt0 = mt0 | Xt0 = 0,W = w)] ,
6= 0
4.4.2 Presence of a Time-Varying Confounder
Consider model (L.Med) given in Figure 15. Under such a configuration, Y X¯t0=x¯t0 ,M¯t0=m¯t0⊥ {X¯t0 , M¯t0} |
W¯t0 , Y X¯t0=x¯t0 ,M¯t0=m¯t0 ⊥ M¯
X¯t0=x¯
∗
t0
t0
| W¯t0 and M¯
X¯t0=x¯
∗
t0
t0
⊥ X¯t0 | W¯t0 . Thus
NDEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
w¯t0
∑
m¯t0
[
E
(
Y | X¯t0 = x¯t0 , M¯t0 = m¯t0 , W¯t0 = w¯t0
)
−E (Y | X¯t0 = x¯∗t0 , M¯t0 = m¯t0 , W¯t0 = w¯t0)]
×P (M¯t0 = m¯t0 | X¯t0 = x¯t0 , W¯t0 = w¯t0)× P(W¯t0 = w¯t0),
NIEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
w¯t0
∑
m¯t0
E
(
Y | X¯t0 = x¯∗t0 , M¯t0 = m¯t0 , W¯t0 = w¯t0
)
× [P (M¯t0 = m¯t0 | X¯t0 = x¯t0 , W¯t0 = w¯t0)
− P (M¯t0 = m¯t0 | X¯t0 = x¯∗t0 , W¯t0 = w¯t0)]× P(W¯t0 = w¯t0),
for any x¯t0 and x¯∗t0 in {0, 1}t0 .
X¯t0−1
M¯t0−1
Xt0
Mt0
Y
W¯t0−1 Wt0
Xt0 Y
Mt0
Wt0
(L.Med) (CS.Med)
Figure 15 – (L.Med) Longitudinal model with time-varying exposure, time-varying mediator not affect-
ing the exposure and time-varying confounder affected by neither exposure of interest nor mediator.
(CS.Med) Over-simplified cross-sectional model associated with the longitudinal model given in Figure
15 (L.Med).
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However, considering the over-simplified model depicted in Figure 15 (CS.Med), we get
NDECS.Med =
∑
wt0
∑
mt0
[E (Y | Xt0 = 1,Mt0 = mt0 ,Wt0 = wt0)
−E (Y | Xt0 = 0,Mt0 = mt0 ,Wt0 = wt0)]× P (Mt0 = mt0 | Xt0 = 1,Wt0 = wt0)
×P(Wt0 = wt0),
and
NIEL.Med =
∑
wt0
∑
mt0
E (Y | Xt0 = 0,Mt0 = mt0 ,Wt0 = wt0)
× [P (Mt0 = m¯t0 | Xt0 = 1,Wt0 = wt0) − P (Mt0 = mt0 | Xt0 = 0,Wt0 = wt0)]
×P(Wt0 = wt0),
because Y Xt0=xt0 ,Mt0=mt0 ⊥ {Xt0 ,Mt0} | Wt0 , Y Xt0=xt0 ,Mt0=mt0 ⊥ M
Xt0=x
∗
t0
t0
| Wt0 and
M
Xt0=x
∗
t0
t0
⊥ Xt0 |Wt0 under model (CS.Med) of Figure 15.
When neither the exposure of interest nor the mediator affects the confounder, the true longitudinal
model reduces to the one given in Figure 16. In this case, it is again easy to show that both NIEL.Med
and NIEL.Med are zero. Unfortunately under model given in Figure 16, Y ⊥ {Xt0 ,Mt0} | W¯t0 but
Y ⊥6 {Xt0 ,Mt0} |Wt0 . Thus
NDECS.Med =
∑
w¯t0
∑
mt0
E(Y | W¯t0 = w¯t0)× P(Mt0 = mt0 | Xt0 = 1,Wt0 = wt0)× P(Wt0 = wt0)
× [P (W¯t0−1 = w¯t0−1 | Xt0 = 1,Mt0 = mt0 ,Wt0 = wt0)
−P (W¯t0−1 = w¯t0−1 | Xt0 = 0,Mt0 = mt0 ,Wt0 = wt0)] ,
and
NIECS.Med =
∑
w¯t0
E(Y | W¯t0 = w¯t0)× P(Wt0 = wt0)
×
∑
mt0
[P(Mt0 = mt0 | Xt0 = 1,W = w)− P(Mt0 = mt0 | Xt0 = 0,W = w)] ,
×P (W¯t0−1 = w¯t0−1 | Xt0 = 0,Mt0 = mt0 ,Wt0 = wt0) .
These two quantities are usually non-null. As a result, in the presence of time-varying confounding,
NDECS.Med and NIECS.Med can thus suggest that the exposure of interest have a direct and/or indirect
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effect on the outcome, even though it is not the case.
X¯t0−1 Xt0
Y
M¯t0−1 Mt0
W¯t0−1 Wt0
Figure 16 – Exposure (Xt) and mediator (Mt) have no effect on Y , in the presence of a time-varying
confounder.
We now study the more general case of the absence of mediation in the presence of a time-varying
confounder; see Figure 17.
X¯t0−1
M¯t0−1
Xt0
Mt0
Y
W¯t0−1 Wt0
X¯t0−1
M¯t0−1
Xt0
Mt0
Y
W¯t0−1 Wt0
X¯t0−1
M¯t0−1
Xt0
Mt0
Y
W¯t0−1 Wt0
(a) (b) (c)
Figure 17 – Absence of mediation under model (L.Med) of Figure 15: (a) Exposure process (Xt) has no
effect of (Mt). Variable Wt has an effect on Y , Xt0t and M
t0
t at any time t. (b) The process (Mt) has
no effect on Y . Variable Wt has an effect on Y , Xt0t and M
t0
t at any time t. (c) Combination iof the
previous two cases.
Under model (L.Med), it is easy to show that longitudinal natural indirect effects NIEL.Med equal zero
in each of the three cases above. In cases (a) and (c) depicted in Figure 17, Mt0 ⊥ Xt0 | W¯t0 , but
Mt0 ⊥6 Xt0 |Wt0 , and then
NIECS.Med =
∑
wt0
∑
w¯t0−1
∑
mt0
E(Y | Xt0 = 0,Mt0 = mt0 ,Wt0 = wt0)× P(Wt0 = wt0)
× [P(Mt0 = mt0 | W¯t0−1 = w¯t0−1,Wt0 = wt0)
×P(W¯t0−1 = w¯t0−1 | Xt0 = 1,Wt0 = wt0)
−P(Mt0 = mt0 | W¯t0−1 = w¯t0−1,Wt0 = wt0)
×P(W¯t0−1 = w¯t0−1 | Xt0 = 0,Wt0 = wt0)
]
,
6= 0.
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In case (b) of Figure 17, we have Y ⊥ Mt0 |
{
X¯t0 , W¯t0
}
, but Y ⊥6 Mt0 | {Xt0 ,Wt0}. Thus
NIECS.Med =
∑
wt0
∑
w¯t0−1
∑
x¯t0−1
∑
mt0
E(Y | Xt0 = 0, X¯t0−1 = x¯t0−1, W¯t0−1 = w¯t0−1,Wt0 = wt0)
×P(X¯t0−1 = x¯t0−1, W¯t0−1 = w¯t0−1 | Xt0 = 0,Mt0 = mt0 ,Wt0 = wt0)
× [P(Mt0 = mt0 | Xt0 = 1,W = w)− P(Mt0 = mt0 | Xt0 = 0,W = w)]
×P(Wt0 = wt0),
6= 0
In conclusion, in presence of a time-varying confounder NIECS.Med can be non zero in every case, even
though there is no mediation in the true longitudinal configuration.
Technical details for the situation where summary measures of past ex-
posures are available
4.5 Total Effect with time-invariant Confounder
We assume that at each time t ∈ J1; t0K, Xt is a potential cause of Y through X, and can be caused by
all components of X¯t−1. In addition we assume that variable W is a common cause of Y and of Xt at
any time t in J1; t0K. Such configuration with confounding is depicted in Figure 18 (L). Here, only W is
acting as a confounder for the X−Y relationship, and X contains all the relevant information regarding
X¯t0 . Thus, neglecting exposure history and considering model (SV ) of Figure 18 instead of model (L)
has no consequence.
If model (SV ) is considered, the quantity of interest is typically ATESV (x;x∗) =
ESV
(
Y X=x − Y X=x∗), for any x and x∗ possible values for the summary variable X. More-
over, conditional ignorability holds (Y ⊥ X |W ) under both models, so that ATESV (x;x∗) =∑
w [E (Y | X = x,W = w)− E (Y | X = x∗,W = w)] × P(W = w) = ATEL (x;x∗). Finally, for any
exposure history x¯t0 leading to X = x, we have E (Y | X = x,W = w) = E
(
Y | X¯t0 = x¯t0 ,W = w
)
un-
der model (L) and then EL
(
Y X=x
)
= EL
(
Y X¯t0=x¯t0
)
, which leads to ATESV (x;x∗) = ATEL (x;x∗) =
ATEL
(
x¯t0 ; x¯
∗
t0
)
, with any exposure histories x¯t0 and x¯∗t0 respectively such that X = x and X = x
∗:
having data on X and W is sufficient to infer the causal effect of the exposure of interest.
X1 X2 . . . Xt0 X
W
Y
X Y
W
42
(L) (SV )
Figure 18 – (L) Longitudinal model with time-invariant confounder and time-varying exposure that
possibly affecs the outcome only through some summary variable. (SV ) Over-simplified model associated
with the longitudinal model given in Figure 18 (L).
4.6 Total Effect with Time-Varying Confounder not Affected by the Exposure
Under model (L) given in Figure 6, because Y ⊥ X¯t0 | W¯t0 , for any two given exposure histories x¯t0 and
x¯∗t0 in {0, 1}t0 we have
ATEL
(
x¯t0 ; x¯
∗
t0
)
=
∑
w¯t0
[
E
(
Y | X¯t0 = x¯t0 , W¯t0 = w¯t0
)− E (Y | X¯t0 = x¯∗t0 , W¯t0 = w¯t0)]× P(W¯t0 = w¯t0),
with the sum over all possible values of W¯t0 . On the other hand, under model (L) given in Figure 6, we
also have Y ⊥ X |W. Then for any x 6= x∗ we have
ATEL (x;x
∗) =
∑
w
[E (Y |W = w,X = x)− E (Y |W = w,X = x∗)]× P(W = w).
Observe then that for any possible values x and w for X and W, we have
E (Y | X = x,W = w) = E (Y | X¯t0 = x¯t0 , W¯t0 = w¯t0) ,
for any x¯t0 and w¯t0 “leading to” X = x and W = w. In addition
P(W = w) =
∑
w¯t0/W=w
P(W¯t0 = w¯t0),
with the sum done over all possible values w¯t0 of W¯t0 in {0, 1}t0 leading to W = w. This yields
ATEL (x;x
∗) =
∑
w
∑
w¯t0
/W=w
[
E
(
Y | X¯t0 = x¯t0 , W¯t0 = w¯t0
)− E (Y | X¯t0 = x¯∗t0 , W¯t0 = w¯t0)]× P(W¯t0 = w¯t0),
= ATEL(x¯t0 ; x¯
∗
t0),
for any x¯t0 and x¯∗t0 leading to X = x and X = x
∗. The second equality comes from the fact that the
sums
∑
w
∑
w¯t0/W=w
reduce to the sum
∑
w¯t0
over all possible histories of the confounder.
43
Now under model (SV ) given in Figure 6 we also have that Y ⊥ X |W, so that for any x 6= x∗
ATESV (x;x
∗) =
∑
w
[E (Y |W = w,X = x)− E (Y |W = w,X = x∗)]× P(W = w),
and ATESV (x;x∗) = ATEL (x;x∗).
4.7 Total Effect with Time-Varying Confounder Affected by the Exposure
Note first that under model (L) given in Figure 7, because Y X¯t0=x¯t0 ⊥ Xt | {X¯t−1, W¯t} for each time
t ∈ J1; t0K, we have
ATEL
(
x¯t0 ; x¯
∗
t0
)
=
∑
w¯t0
[
E
(
Y | X¯t0 = x¯t0 , W¯t0 = w¯t0
)× t0∏
t=1
P
(
Wt = wt | W¯t−1 = w¯t−1, X¯t−1 = x¯t−1
)
(16)
−E (Y | X¯t0 = x¯∗t0 , W¯t0 = w¯t0)× t0∏
t=1
P
(
Wt = wt | W¯t−1 = w¯t−1, X¯t−1 = x¯∗t−1
)]
,
for any given exposure histories x¯t0 and x¯∗t0 in {0, 1}t0 (the sum is again over all possible values of W¯t0).
In addition, for any possible values x and w for X and W respectively, we have
E (Y | X = x,W = w) = E (Y | X¯t0 = x¯t0 , W¯t0 = w¯t0) ,
for any x¯t0 and w¯t0 leading to X = x and W = w. Moreover,
P(W = w) =
∑
w¯t0/W=w
P(W¯t0 = w¯t0),
with the sum done over all possible values of W¯t0 in {0, 1}t0 leading to W = w.
If the misspecified model (SV.Conf ) is considered under model (L), we get
ATESV.Conf (x;x
∗) =
∑
w
∑
w¯t0
/W=w
[
E
(
Y | X¯t0 = x¯t0 , W¯t0 = w¯t0
)− E (Y | X¯t0 = x¯∗t0 , W¯t0 = w¯t0)]× P(W¯t0 = w¯t0),
=
∑
w¯t0
[
E
(
Y | X¯t0 = x¯t0 , W¯t0 = w¯t0
)− E (Y | X¯t0 = x¯∗t0 , W¯t0 = w¯t0)]× P(W¯t0 = w¯t0),
=
∑
w¯t0
[
E
(
Y | X¯t0 = x¯t0 , W¯t0 = w¯t0
)− E (Y | X¯t0 = x¯∗t0 , W¯t0 = w¯t0)]
×
t0∏
t=1
P(Wt = wt | W¯t−1 = w¯t−1),
for any x¯t0 and x¯∗t0 leading to X = x and X = x
∗. This quantity generally differs from ATEL
(
x¯t0 ; x¯
∗
t0
)
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for any x¯t0 and x¯∗t0 leading to X = x and X = x
∗. Indeed, regarding ATESV.Conf we have weights
P(Wt = wt | W¯t−1 = w¯t−1), whereas for ATEL we have weights P
(
Wt = wt | W¯t−1 = w¯t−1, X¯t−1 = x¯t−1
)
or P
(
Wt = wt | W¯t−1 = w¯t−1, X¯t−1 = x¯∗t−1
)
, for each t in J1; t0K. Theses weights are different, unless the
X does not affect W (that is, when W is a pure confounder).
On the other hand, if the misspecified model (SV.Med) is considered, we get ATESV.Med (x;x∗) =
E (Y | X = x)− E (Y | X = x∗). Then under model (L)
ATESV.Med (x;x
∗)=
∑
x¯t0
∑
x¯∗t0
[
E
(
Y | X = x, X¯t0 = x¯t0
)− E (Y | X = x∗, X¯t0 = x¯∗t0)]
×P(X¯t0 = x¯t0 | X = x)× P(X¯t0 = x¯∗t0 | X = x∗),
=
∑
x¯t0
∑
x¯∗t0
∑
w¯t0
[
E
(
Y | X = x, X¯t0 = x¯t0 , W¯t0 = w¯t0
)× P(W¯t0 = w¯t0 | X¯t0 = x¯t0)
−E (Y | X = x∗, X¯t0 = x¯∗t0 , W¯t0 = w¯t0)× P(W¯t0 = w¯t0 | X¯t0 = x¯∗t0)]
×P(X¯t0 = x¯t0 | X = x)× P(X¯t0 = x¯∗t0 | X = x∗),
=
∑
x¯t0
∑
x¯∗t0
∑
w¯t0
[
E
(
Y | X = x,W = w, X¯t0 = x¯t0 , W¯t0 = w¯t0
)× P(W¯t0 = w¯t0 | X¯t0 = x¯t0)
−E (Y | X = x∗,W = w, X¯t0 = x¯∗t0 , W¯t0 = w¯t0)× P(W¯t0 = w¯t0 | X¯t0 = x¯∗t0) ]
×P(X¯t0 = x¯t0 | X = x)× P(X¯t0 = x¯∗t0 | X = x∗),
=
∑
x¯t0
∑
x¯∗t0
∑
w¯t0
[
E
(
Y | X = x,W = w, X¯t0 = x¯t0 , W¯t0 = w¯t0
)
×
t0∏
t=1
P(Wt = wt | W¯t−1 = w¯t−1, X¯t0 = x¯t0)
−E (Y | X = x∗,W = w, X¯t0 = x¯∗t0 , W¯t0 = w¯t0)
×
t0∏
t=1
P(Wt = wt | W¯t−1 = w¯t−1, X¯t0 = x¯∗t0) ]
×P(X¯t0 = x¯t0 | X = x)× P(X¯t0 = x¯∗t0 | X = x∗),
with w the value taken by W when W¯t0 = w¯t0 . In view of Equation (16), it follows that
ATEL
(
x¯t0 ; x¯
∗
t0
)
=
∑
w¯t0
[
E
(
Y | X = x,W = w, X¯t0 = x¯t0 , W¯t0 = w¯t0
)
×
t0∏
t=1
P
(
Wt = wt | W¯t−1 = w¯t−1, X¯t−1 = x¯t−1
)
−E (Y | X = x∗,W = w, X¯t0 = x¯∗t0 , W¯t0 = w¯t0)
×
t0∏
t=1
P
(
Wt = wt | W¯t−1 = w¯t−1, X¯t−1 = x¯∗t−1
)
] ,
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with x and x∗ the values taken by X when X¯t0 = x¯t0 and X¯t0 = x¯∗t0 , respectively, and w the value taken
by W when W¯t0 = w¯t0 . The average given in (6) is equal to
∑
x¯t0
∑
x¯∗t0
∑
w¯t0
[
E
(
Y | X = x,W = w, X¯t0 = x¯t0 , W¯t0 = w¯t0
)× t0∏
t=1
P
(
Wt = wt | W¯t−1 = w¯t−1, X¯t−1 = x¯t−1
)
−E (Y | X = x∗,W = w, X¯t0 = x¯∗t0 , W¯t0 = w¯t0)× t0∏
t=1
P
(
Wt = wt | W¯t−1 = w¯t−1, X¯t−1 = x¯∗t−1
) ]
×P(X¯t0 = x¯t0 | X = x)× P(X¯t0 = x¯∗t0 | X = x∗),
with w the value taken by W when W¯t0 = w¯t0 .
Again, the weights of ATESV.Med differ from those appearing in ATEL and from those of the average
(6), unless W does not affect X (that is when W is a pure mediator). When W is a pure mediator,
Wt⊥ Xtt0 | X¯t−1 for any t ∈ J1; t0K and thus ATESV.Med (x;x∗) = ∑x¯t0 ∑x¯∗t0 ATEL (x¯t0 ; x¯∗t0)×P(X¯t0 =
x¯t0 | X = x) × P(X¯t0 = x¯∗t0 | X = x∗), which is the quantity given in Equation (6) that would
be targeted if longitudinal data were available. Note that if W is a pure mediator, the average of
comparisons is still needed as the exposure has an effect on the outcome not only through X, but also
through W¯t0 (and thus through W), so that the version irrelevance does not hold.
As a result, unless W is a pure confounder or a pure mediator (and the over-simplified model is chosen
in accordance, so that the correct identified formula of ATESV is used), the causal effect estimated when
working under this misspecified model is not the quantity that would be of interest if longitudinal data
were available and is thus misleading.
4.8 Total Effect with a Time-Varying Mediator and no Confounding
Under model (L.Med) given in Figure 9, as Y X¯t0=x¯t0 ⊥ X¯t0 , we get
ATEL.Med
(
x¯t0 ; x¯
∗
t0
)
= E
(
Y | X¯t0 = x¯t0
)− E (Y | X¯t0 = x¯∗t0) ,
for x¯t0 and x¯∗t0 in {0, 1}t0 any given exposure histories up to time t0. Moreover
E (Y | X = x) =
∑
x¯t0
E
(
Y | X = x, X¯t0 = x¯t0
)× P(X¯t0 = x¯t0 | X = x).
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Note that the presence of the term P(X¯t0 = x¯t0 | X = x) restricts the sum to values of X¯t0 leading to
X = x. In addition,
EL.Med
(
Y X¯t0=x¯t0
)
= E
(
Y | X¯t0 = x¯t0
)
,
=
∑
x
E
(
Y | X = x, X¯t0 = x¯t0
)× P(X = x | X¯t0 = x¯t0),
= E
(
Y | X = x, X¯t0 = x¯t0
)
,
with x the value taken by X when X¯t0 = x¯t0 . As a result
E (Y | X = x) =
∑
x¯t0
EL.Med
(
Y X¯t0=x¯t0
)
× P(X¯t0 = x¯t0 | X = x).
Finally,
ATESV.Med (x;x
∗) =
∑
x¯t0
∑
x¯∗t0
[
EL.Med
(
Y X¯t0=x¯t0
)
− EL.Med
(
Y X¯t0=x¯
∗
t0
)]
× P(X¯t0 = x¯t0 | X = x)
×P(X¯t0 = x¯∗t0 | X = x∗),
=
∑
x¯t0
∑
x¯∗t0
ATEL.Med(x¯t0 ; x¯
∗
t0)× P(X¯t0 = x¯t0 | X = x)× P(X¯t0 = x¯∗t0 | X = x∗).
4.9 Total Effect with a Time-Varying Mediator and a time-invariant Confounder
Under model (L.Med) of Figure 19, as Y X¯t0=x¯t0 ⊥ X¯t0 |W , we get
ATEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
w
[
E
(
Y | X¯t0 = x¯t0 ,W = w
)− E (Y | X¯t0 = x¯∗t0 ,W = w)]× P(W = w),
for any x¯t0 and x¯∗t0 in {0, 1}t0 (the sum is over all possible values of W ). Because the version irrelevance
does not hold here, the quantity of interest could be a weighted average of all possible comparisons of
exposure histories leading respectively to two different values of X, like
∑
x¯t0
∑
x¯∗t0
ATEL.Med(x¯t0 ; x¯
∗
t0)× P(X¯t0 = x¯t0 | X = x)× P(X¯t0 = x¯∗t0 | X = x∗).
Alternatively, we could consider an average of stratum-specific effects like
∑
w
∑
x¯t0
∑
x¯∗t0
ATEL.Med|W=w(x¯t0 ; x¯
∗
t0)× P(X¯t0 = x¯t0 | X = x,W = w)× P(X¯t0 = x¯∗t0 | X = x∗,W = w)
×P(W = w).
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(L.Med) (SV.Med)
Figure 19 – (L.Med) Longitudinal model with time-invariant confounder, time-varying exposure and
time-varying mediator not affecting the exposure, that all affect the outcome through some summary
variables. (SV.Med) Over-simplified model associated with the longitudinal model given in Figure 19
(L.Med).
If the over-simplified causal model that is considered is the one given in Figure 19 (SV.Med), the measure
of interest regarding causal effect is ATESV.Med (x;x∗) = ESV.Med
(
Y X=x − Y X=x∗) for any given x 6=
x∗. Because Y ⊥ X |W under model (SV.Med), practitioners who would work under this model would
then identify ATESV.Med as
∑
w [E (Y | X = x,W = w)− E (Y | X = x∗,W = w)] × P(W = w). But
model (SV.Med) is misspecified under model (L.Med) as for example X does not cause M.
Observe that, under model (L.Med), we have
EL.Med
(
Y X¯t0=x¯t0
)
=
∑
w
EL.Med
(
Y X¯t0=x¯t0 |W = w
)
× P(W = w),
=
∑
w
E
(
Y | X¯t0 = x¯t0 ,W = w
)× P(W = w),
=
∑
w
∑
x
E
(
Y | X¯t0 = x¯t0 ,X = x,W = w
)× P(X = x | X¯t0 = x¯t0)× P(W = w),
=
∑
w
E
(
Y | X¯t0 = x¯t0 ,X = x,W = w
)× P(W = w),
with x the value taken by X when X¯t0 = x¯t0 . Then
E (Y | X = x,W = w) =
∑
x¯t0
E
(
Y | X¯t0 = x¯t0 ,X = x,W = w
)× P(X¯t0 = x¯t0 | X = x,W = w),
=
∑
x¯t0
EL.Med
(
Y X¯t0=x¯t0 |W = w
)
× P(X¯t0 = x¯t0 | X = x,W = w).
Indeed, because of P(X¯t0 = x¯t0 | X = x,W = w), the sum is done only over exposure histories x¯t0 such
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that X = x. As a result
ATESV.Med (x;x
∗) =
∑
w
∑
x¯t0
∑
x¯∗t0
[
EL.Med
(
Y X¯t0=x¯t0 |W = w
)
− EL.Med
(
Y X¯t0=x¯
∗
t0 |W = w
)]
×P(X¯t0 = x¯t0 | X = x,W = w)× P(X¯t0 = x¯∗t0 | X = x∗,W = w)
×P(W = w),
=
∑
w
∑
x¯t0
∑
x¯∗t0
ATEL.Med|W=w
(
x¯t0 ; x¯
∗
t0
)× P(X¯t0 = x¯t0 | X = x,W = w)
×P(X¯t0 = x¯∗t0 | X = x∗,W = w)× P(W = w).
This is one of the potential quantities of interest if longitudinal data were available.
4.10 Total Effect with a Time-Varying Mediator and a Time-Varying Confounder
Under model (L.Med) of Figure 20, a quantity of interest is given in (8). Because Y X¯t0=x¯t0 ⊥ X¯t0 | W¯t0 ,
we have
ATEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
w¯t0
[
E
(
Y | X¯t0 = x¯t0 , W¯t0 = w¯t0
)− E (Y | X¯t0 = x¯∗t0 , W¯t0 = w¯t0)]× P(W¯t0 = w¯t0),
for any x¯t0 and x¯∗t0 in {0, 1}t0 . Note that the sum is over all possible values of W¯t0 .
One could also be interested in an average a stratum specific effects such as
∑
w¯t0
∑
x¯t0
∑
x¯∗t0
ATEL.Med|W¯t0=w¯t0
(x¯t0 ; x¯
∗
t0)× P(X¯t0 = x¯t0 | X = x, W¯t0 = w¯t0)
×P(X¯t0 = x¯∗t0 | X = x∗, W¯t0 = w¯t0)× P(W¯t0 = w¯t0).
X¯t0
M¯t0
X
M
W¯t0 W
Y
Y
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M
W
(L.Med) (SV.Med)
Figure 20 – (L.Med) Longitudinal model with time-varying exposure, time-varying mediator not affecting
the exposure and time-varying confounder not affected by exposure and/or mediator, that affect the out-
come through some summary variables. (SV.Med) Over-simplified model associated with the longitudinal
model given in Figure 20 (L.Med).
If the causal model that is considered is the one given in Figure 20 (SV.Med), the measure of interest
regarding causal effect is ATESV.Med (x;x∗) = ESV.Med
(
Y X=x − Y X=x∗), for any given x 6= x∗. Be-
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cause Y ⊥ X | W under model (SV.Med), practitioners who would work under this model would then
identify ATESV.Med as
∑
w [E (Y | X = x,W = w)− E (Y | X = x∗,W = w)] × P(W = w). However
under model (L.Med) we have
EL.Med
(
Y X¯t0=x¯t0
)
=
∑
w¯t0
EL.Med
(
Y X¯t0=x¯t0 | W¯t0 = w¯t0
)
× P(W¯t0 = w¯t0),
=
∑
w¯t0
E
(
Y | X¯t0 = x¯t0 , W¯t0 = w¯t0
)× P(W¯t0 = w¯t0),
=
∑
w¯t0
∑
x
∑
w
E
(
Y | X¯t0 = x¯t0 , W¯t0 = w¯t0 ,X = x,W = w
)× P(W¯t0 = w¯t0)
×P(X = x | X¯t0 = x¯t0)× P(W = w | W¯t0 = w¯t0),
=
∑
w¯t0
E
(
Y | X¯t0 = x¯t0 , W¯t0 = w¯t0 ,X = x,W = w
)× P(W¯t0 = w¯t0),
with x the value taken by X when X¯t0 = x¯t0 , and w the value taken byW when W¯t0 = w¯t0 . In addition,
for any x and w, we have
E (Y | X = x,W = w) =
∑
x¯t0
∑
w¯t0
E
(
Y | X¯t0 = x¯t0 , W¯t0 = w¯t0 ,X = x,W = w
)
×P(X¯t0 = x¯t0 , W¯t0 = w¯t0 | X = x,W = w),
=
∑
x¯t0
∑
w¯t0
EL.Med
(
Y X¯t0=x¯t0 | W¯t0 = w¯t0
)
×P(X¯t0 = x¯t0 , W¯t0 = w¯t0 | X = x,W = w).
The presence of the term P(X¯t0 = x¯t0 , W¯t0 = w¯t0 | X = x,W = w), restricts the sums over x¯t0 and w¯t0
such that X = x and W = w. As a result
ATESV.Med (x;x
∗) =
∑
w
∑
w¯t0
[∑
x¯t0
EL.Med
(
Y X¯t0=x¯t0 | W¯t0 = w¯t0
)
× P(X¯t0 = x¯t0 | X = x, W¯t0 = w¯t0)
×P(W¯t0 = w¯t0 | X = x,W = w)
−
∑
x¯∗t0
EL.Med
(
Y X¯t0=x¯
∗
t0 | W¯t0 = w¯t0
)
× P(X¯t0 = x¯∗t0 | X = x∗, W¯t0 = w¯t0)
×P(W¯t0 = w¯t0 | X = x∗,W = w)
]
× P(W = w).
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We further have
ATESV.Med|W=w (x;x
∗) =
∑
w¯t0
[∑
x¯t0
EL.Med
(
Y X¯t0=x¯t0 | W¯t0 = w¯t0
)
× P(X¯t0 = x¯t0 | X = x, W¯t0 = w¯t0)
×P(W¯t0 = w¯t0 | X = x,W = w)
−
∑
x¯∗t0
EL.Med
(
Y X¯t0=x¯
∗
t0 | W¯t0 = w¯t0
)
× P(X¯t0 = x¯∗t0 | X = x∗, W¯t0 = w¯t0)
×P(W¯t0 = w¯t0 | X = x∗,W = w)
]
However, because the terms P(W¯t0 = w¯t0 | X = x,W = w) and P(W¯t0 = w¯t0 | X = x∗,W = w) are
generally different, it is not possible to write these quantities in terms of any sensible longitudinal (or
stratum specific longitudinal) total effect measures. The meaning of ATESV.Med remains thus unclear
and this quantity has to be interpreted with caution in this setting.
4.11 Natural Effects without Confounding
Under model (L.Med) of Figure 9, Y X¯t0=x¯t0 ,M¯t0=m¯t0 ⊥ {X¯t0 , M¯t0}, Y X¯t0=x¯t0 ,M¯t0=m¯t0 ⊥ M¯ X¯t0=x¯∗t0t0 and
M¯
X¯t0=x¯
∗
t0
t0
⊥ X¯t0 . Natural effects then write
NDEL
(
x¯t0 ; x¯
∗
t0
)
=
∑
m¯t0
[
E
(
Y | X¯t0 = x¯t0 , M¯t0 = m¯t0
)− E (Y | X¯t0 = x¯∗t0 , M¯t0 = m¯t0)]
×P (M¯t0 = m¯t0 | X¯t0 = x¯t0) ,
NIEL
(
x¯t0 ; x¯
∗
t0
)
=
∑
m¯t0
E
(
Y | X¯t0 = x¯t0 , M¯t0 = m¯t0
)
× [P (M¯t0 = m¯t0 | X¯t0 = x¯t0) − P (M¯t0 = m¯t0 | X¯t0 = x¯∗t0)] ,
for any x¯t0 and x¯∗t0 in {0, 1}t0 . Recall that the quantities of interest regarding natural effects are given
in (9) and (10).
Observe that under model (L.Med), Y ⊥ {X,M}, so that E (Y | X = x,M = m) = EL.Med
(
Y X=x,M=m
)
.
It is also equal to EL.Med
(
Y X¯t0=x¯t0 ,M¯t0=m¯t0
)
for any x¯t0 such thatX = x and any m¯t0 such thatM = m.
On the other hand, as M ⊥ {X¯t0 ,X} | M¯t0 , M¯t0 ⊥ X | X¯t0 and M¯ X¯t0=x¯∗t0t0 ⊥ X¯t0 , it follows that
P (M = m | X = x∗) =
∑
x¯∗t0
∑
m¯t0
P
(
M = m | X = x∗, X¯t0 = x¯∗t0 , M¯t0 = m¯t0
)
×P (M¯t0 = m¯t0 | X = x∗, X¯t0 = x¯∗t0)× P (X¯t0 = x¯∗t0 | X = x∗)
=
∑
x¯∗t0
∑
m¯t0
P
(
M = m | M¯t0 = m¯t0
)× P(M¯ X¯t0=x¯∗t0t0 = m¯t0)
×P (X¯t0 = x¯∗t0 | X = x∗) .
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Then∑
m E (Y | X = x,M = m)× P (M = m | X = x∗)
=
∑
x¯∗t0
∑
m
∑
m¯t0
/M=m
EL.Med
(
Y X¯t0=x¯t0 ,M¯t0=m¯t0
)
× P
(
M¯
x¯∗t0
t0
= m¯t0
)
× P (X¯t0 = x¯∗t0 | X = x∗) ,
for any x¯t0 leading to X = x. The sums
∑
m
∑
m¯t0/M=m
reduce to
∑
m¯t0
over all possible values for
M¯t0 . As a result,
∑
m
E (Y | X = x,M = m)×P (M = m | X = x∗) =
∑
x¯∗t0
EL.Med
(
Y x¯t0 ,M¯
x¯∗t0
t0
)
×P (X¯t0 = x¯∗t0 | X = x∗) ,
for any x¯t0 leading to X = x. Thus
NDESV.Med ((x,x
∗);x) =
∑
x¯t0
[
EL.Med
(
Y x¯t0 ,M¯
x¯t0
t0 − Y x¯∗t0 ,M¯
x¯t0
t0
)]
× P (X¯t0 = x¯t0 | X = x) ,
for any x¯∗t0 such that X = x
∗. Similarly, we have
NIESV.Med (x
∗; (x,x∗)) =
∑
x¯t0
∑
x¯∗t0
[
EL.Med
(
Y x¯
∗
t0
,M¯
x¯t0
t0 − Y x¯∗t0 ,M¯
x¯∗t0
t0
)]
× P (X¯t0 = x¯t0 | X = x)
×P (X¯t0 = x¯∗t0 | X = x∗) .
Finally
NDESV.Med ((x,x
∗);x) =
∑
x¯t0
NDEL.Med
(
(x¯t0 , x¯
∗
t0); x¯t0
)× P (X¯t0 = x¯t0 | X = x) ,
for any x¯∗t0 such that X = x
∗, and
NIESV.Med (x
∗; (x,x∗)) =
∑
x¯t0
∑
x¯∗t0
NIEL.Med
(
x¯∗t0 ; (x¯t0 , x¯
∗
t0)
)× P (X¯t0 = x¯t0 | X = x)
×P (X¯t0 = x¯∗t0 | X = x∗) .
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4.12 Natural Effects with a time-invariant Confounder
Under model (L.Med) of Figure 19, Y X¯t0=x¯t0 ,M¯t0=m¯t0 ⊥ {X¯t0 , M¯t0} |W , Y X¯t0=x¯t0 ,M¯t0=m¯t0 ⊥ M¯ X¯t0=x¯∗t0t0 |
W and M¯
X¯t0=x¯
∗
t0
t0
⊥ X¯t0 |W . Thus for any x¯t0 and x¯∗t0 in {0, 1}t0
NDEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
w
∑
m¯t0
[
E
(
Y | X¯t0 = x¯t0 , M¯t0 = m¯t0 ,W = w
)
−E (Y | X¯t0 = x¯∗t0 , M¯t0 = m¯t0 ,W = w)]
×P (M¯t0 = m¯t0 | X¯t0 = x¯t0 ,W = w)× P(W = w),
NIEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
w
∑
m¯t0
E
(
Y | X¯t0 = x¯∗t0 , M¯t0 = m¯t0 ,W = w
)
× [P (M¯t0 = m¯t0 | X¯t0 = x¯t0 ,W = w)
− P (M¯t0 = m¯t0 | X¯t0 = x¯∗t0 ,W = w)]× P(W = w).
Keep in mind that the quantities of interest regarding natural effects could be given by (9) and (10).
Alternatively, one might consider
∑
w
∑
x¯t0
NDEL.Med|W=w
(
x¯t0 ; x¯
∗
t0
)× P (X¯t0 = x¯t0 | X = x,W = w) (17)
×P(W = w),
for any x¯∗t0 such that X = x
∗, and
∑
w
∑
x¯t0
∑
x¯∗t0
NIEL.Med|W=w
(
xt0 ;x
∗
t0
)× P (X¯t0 = x¯∗t0 | X = x∗,W = w) (18)
×P (X¯t0 = x¯t0 | X = x,W = w)× P(W = w),
which are averages of stratum specific natural direct and indirect effects, with weights depending on the
stratum.
When assuming that only X, M and W are observed, it is tempting to (i) overlook the time-
varying nature of exposure and mediator, (ii) work under the over-simplified causal model depicted
in Figure 19 (SV.Med), and (iii) consider NDESV.Med (x;x∗) = ESV.Med
(
Y x,M
x − Y x∗,Mx) , and
NIESV.Med (x;x
∗) = ESV.Med
(
Y x
∗,Mx − Y x∗,Mx∗
)
, for any x 6= x∗, as the measures of interest regard-
ing natural effects. If model (SV.Med) were true, Y X=x,M=m⊥ {X,M} |W , Y X=x,M=m⊥MX=x∗ |W
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and MX=x∗ ⊥ X |W would hold. Then, it follows that
NDESV.Med (x;x
∗) =
∑
w
∑
m
[E (Y | X = x,M = m,W = w)− E (Y | X = x∗,M = m,W = w)]
×P (M = m | X = x,W = w)× P(W = w),
NIESV.Med (x;x
∗) =
∑
w
∑
m
E (Y | X = x∗,M = m,W = w)× P(W = w)
× [P (M = m | X = x,W = w)− P (M = m | X = x∗,W = w)] .
Now, observe that under model (L.Med), E (Y | X = x,M = m,W = w) =
E
(
Y | X¯t0 = x¯t0 , M¯t0 = m¯t0 ,W = w
)
, for any x¯t0 and m¯t0 such that X = x and M = m
respectively. In addition, Y X=x,M=m ⊥ {X,M} | W holds under model (L.Med), so that
EL.Med
(
Y X=x,M=m
)
= EL.Med
(
Y X¯t0=x¯t0 ,M¯t0=m¯t0
)
. Moreover, as M ⊥ {X¯t0 ,X,W} | M¯t0 ,
M¯t0 ⊥ X |
{
X¯t0 ,W
}
and M¯
X¯t0=x¯
∗
t0
t0
⊥ X¯t0 |W , we have
P(M = m | X = x∗,W = w)
=
∑
x¯∗t0
∑
m¯t0
P
(
M = m | X = x∗, X¯t0 = x¯∗t0 , M¯t0 = m¯t0 ,W = w
)
×P (M¯t0 = m¯t0 | X = x∗, X¯t0 = x¯∗t0 ,W = w)× P (X¯t0 = x¯∗t0 | X = x∗,W = w)
=
∑
x¯∗t0
∑
m¯t0
P
(
M = m | M¯t0 = m¯t0
)× P(M¯ X¯t0=x¯∗t0t0 = m¯t0 |W = w)
×P (X¯t0 = x¯∗t0 | X = x∗,W = w) .
Then∑
w
∑
m E (Y | X = x,M = m,W = w)× P (M = m | X = x∗,W = w)× P(W = w)
=
∑
w
∑
x¯∗t0
∑
m
∑
m¯t0
/M=m
E
(
Y | X¯t0 = x¯t0 , M¯t0 = m¯t0 ,W = w
)× P(M¯ x¯∗t0t0 = m¯t0 |W = w)
×P (X¯t0 = x¯∗t0 | X = x∗,W = w)× P(W = w),
=
∑
w
∑
x¯∗t0
∑
m¯t0
EL.Med
(
Y X¯t0=x¯t0 ,M¯t0=m¯t0 |W = w
)
× P
(
M¯
x¯∗t0
t0
= m¯t0 |W = w
)
×P (X¯t0 = x¯∗t0 | X = x∗,W = w)× P(W = w),
=
∑
w
∑
x¯∗t0
EL.Med
(
Y X¯t0=x¯t0 ,M¯
x¯∗t0
t0 |W = w
)
× P (X¯t0 = x¯∗t0 | X = x∗,W = w)× P(W = w),
for any x¯t0 such that X = x. As a result
NDESV.Med (x;x
∗) =
∑
w
∑
x¯t0
[
EL.Med
(
Y x¯t0 ,M¯
x¯t0
t0 |W = w
)
− EL.Med
(
Y x¯
∗
t0
,M¯
x¯t0
t0 |W = w
)]
×P (X¯t0 = x¯t0 | X = x,W = w)× P(W = w),
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for any x¯∗t0 such that X = x
∗. Similarly,
NIESV.Med (x;x
∗) =
∑
w
∑
x¯t0
∑
x¯∗t0
[
EL.Med
(
Y x¯
∗
t0
,M¯
x¯t0
t0 |W = w
)
− EL.Med
(
Y x¯
∗
t0
,M¯
x¯∗t0
t0 |W = w
)]
×P (X¯t0 = x¯∗t0 | X = x∗,W = w)
×P (X¯t0 = x¯t0 | X = x,W = w)× P(W = w).
Finally, we have
NDESV.Med (x;x
∗) =
∑
w
∑
x¯t0
NDEL.Med|W=w
(
x¯t0 ; x¯
∗
t0
)× P (X¯t0 = x¯t0 | X = x,W = w)
×P(W = w),
for any x¯∗t0 such that X = x
∗, and
NIESV.Med (x;x
∗) =
∑
w
∑
x¯t0
∑
x¯∗t0
NIEL.Med|W=w
(
x¯t0 ; x¯
∗
t0
)× P (X¯t0 = x¯∗t0 | X = x∗,W = w)
×P (X¯t0 = x¯t0 | X = x,W = w)× P(W = w).
Theses quantities are the quantities of potential interest introduced in Equations (17) and (18) above, so
that NDESV.Med (x;x∗) and NIESV.Med (x;x∗) appear as “natural” measures of the direct and indirect
effects of X¯t0 under model (L.Med) in this setting.
4.13 Natural Effects with a Time-Varying Confounder
We now consider the model depicted in Figure 20 (L.Med), in the context of mediation analysis. As
before, the exposure has an effect on the outcome as well through the mediator, so that the versions
of treatment are relevant: both NDEL.Med
(
x¯t0 ; x¯
∗
t0
)
and NIEL.Med
(
x¯t0 ; x¯
∗
t0
)
typically depend on the
chosen exposure histories x¯t0 and x¯∗t0 , even when focusing on histories leading to X = x and X = x
′.
Consequently, if longitudinal data were available, quantities of potential interest are those presented in
Equations (9) and (10). Other averages could also be considered; for instance
∑
w¯t0
∑
x¯t0
NDEL.Med|W¯t0=w¯t0
(
x¯t0 ; x¯
∗
t0
)× P (X¯t0 = x¯t0 | X = x, W¯t0 = w¯t0) (19)
×P(W¯t0 = w¯t0),
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for any x¯∗t0 such that X = x
∗, and
∑
w¯t0
∑
x¯t0
∑
x¯∗t0
NIEL.Med|W¯t0=w¯t0
(
xt0 ;x
∗
t0
)× P (X¯t0 = x¯∗t0 | X = x∗, W¯t0 = w¯t0) (20)
×P (X¯t0 = x¯t0 | X = x, W¯t0 = w¯t0)× P(W¯t0 = w¯t0),
with
NDEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
w¯t0
∑
m¯t0
[
E
(
Y | X¯t0 = x¯t0 , M¯t0 = m¯t0 , W¯t0 = w¯t0
)
−E (Y | X¯t0 = x¯∗t0 , M¯t0 = m¯t0 , W¯t0 = w¯t0)]
×P (M¯t0 = m¯t0 | X¯t0 = x¯t0 , W¯t0 = w¯t0)× P(W¯t0 = w¯t0),
NIEL.Med
(
x¯t0 ; x¯
∗
t0
)
=
∑
w¯t0
∑
m¯t0
E
(
Y | X¯t0 = x¯∗t0 , M¯t0 = m¯t0 , W¯t0 = w¯t0
)
× [P (M¯t0 = m¯t0 | X¯t0 = x¯t0 , W¯t0 = w¯t0)
− P (M¯t0 = m¯t0 | X¯t0 = x¯∗t0 , W¯t0 = w¯t0)]× P(W¯t0 = w¯t0),
as Y X¯t0=x¯t0 ,M¯t0=m¯t0 ⊥ {X¯t0 , M¯t0} | W¯t0 , Y X¯t0=x¯t0 ,M¯t0=m¯t0 ⊥ M¯ X¯t0=x¯∗t0t0 | W¯t0 and M¯ X¯t0=x¯∗t0t0 ⊥ X¯t0 | W¯t0
under model (L.Med) of Figure 20.
But when working under the over-simplified causal model depicted in Figure 20 (SV.Med), practi-
tioners would consider NDESV.Med (x;x∗) = ESV.Med
(
Y x,M
x − Y x∗,Mx) , and NIESV.Med (x;x∗) =
ESV.Med
(
Y x
∗,Mx − Y x∗,Mx∗
)
, for any x 6= x∗, as the measures of interest regarding natural effects.
Under model (SV.Med), Y X=x,M=m ⊥ {X,M} |W, Y X=x,M=m ⊥ MX=x∗ |W and MX=x∗ ⊥ X |W.
Thus
NDESV.Med (x;x
∗) =
∑
w
∑
m
[E (Y | X = x,M = m,W = w)− E (Y | X = x∗,M = m,W = w)]
×P (M = m | X = x,W = w)× P(W = w),
NIESV.Med (x;x
∗) =
∑
w
∑
m
E (Y | X = x∗,M = m,W = w)× P(W = w)
× [P (M = m | X = x,W = w)− P (M = m | X = x∗,W = w)] .
Yet model (SV.Med) is misspecified under model (L.Med) of Figure 20 as W does not cause neither
X nor M; as well X does not cause M, and
{
X¯t0 , M¯t0 , W¯t0
}
is confounding the X − Y and M − Y
relationships. Generally, NDESV.Med (x;x∗) and NIESV.Med (x;x∗) differ from NDEL.Med
(
x¯t0 ; x¯
∗
t0
)
and NIEL.Med
(
x¯t0 ; x¯
∗
t0
)
for any x¯t0 and x¯∗t0 leading to X = x and X = x
∗. They also differ from the
quantities given in (9) and (10) and from the ones given in (19) and (20), and it is actually not possible
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to relate them to any sensible longitudinal natural direct or indirect effects.
Indeed, under model (L.Med) of Figure 20, we have E
(
Y | X¯t0 = x¯t0 , M¯t0 = m¯t0 , W¯t0 = w¯t0
)
=
E (Y | X = x,M = m,W = w), for any x¯t0 , m¯t0 and w¯t0 leading to X = x, M = m and W = w.
In addition
P (M = m | X = x∗,W = w)
=
∑
m¯t0
∑
x¯∗t0
∑
w¯t0
P(M = m |W = w,X = x∗, W¯t0 = w¯t0 , X¯t0 = x¯∗t0 , M¯t0 = m¯t0)
×P(M¯t0 = m¯t0 |W = w,X = x∗, W¯t0 = w¯t0 , X¯t0 = x¯∗t0)
×P(X¯t0 = x¯∗t0 |W = w,X = x∗, W¯t0 = w¯t0)
×P(W¯t0 = w¯t0 |W = w,X = x∗),
=
∑
m¯t0
∑
x¯∗t0
∑
w¯t0
P(M = m | M¯t0 = m¯t0)× P(M¯t0 = m¯t0 | W¯t0 = w¯t0 , X¯t0 = x¯∗t0)
×P(X¯t0 = x¯∗t0 | X = x∗, W¯t0 = w¯t0)
×P(W¯t0 = w¯t0 |W = w,X = x∗),
because M ⊥ {X¯t0 ,X, W¯t0 ,W} | M¯t0 , M¯t0 ⊥ {X,W} | {X¯t0 , W¯t0} and X¯t0 ⊥ W | W¯t0 (and X¯t0 ⊥ W |{
W¯t0 ,X
}
as well). As a result, for any x¯t0 leading to X = x, we have∑
m E (Y | X = x,M = m,W = w)× P (M = m | X = x∗,W = w)
=
∑
m
∑
m¯t0
/M=m
∑
x¯∗t0
∑
w¯t0
E
(
Y | X¯t0 = x¯t0 , M¯t0 = m¯t0 , W¯t0 = w¯t0
)× P(M¯t0 = m¯t0 | W¯t0 = w¯t0 , X¯t0 = x¯∗t0)
×P(X¯t0 = x¯∗t0 | X = x∗, W¯t0 = w¯t0)× P(W¯t0 = w¯t0 |W = w,X = x∗),
=
∑
m¯t0
∑
x¯∗t0
∑
w¯t0
EL.Med
(
Y X¯t0=x¯t0 ,M¯t0=m¯t0 | W¯t0 = w¯t0
)
× P
(
M¯
X¯t0=x¯
∗
t0
t0
= m¯t0 | W¯t0 = w¯t0
)
×P(X¯t0 = x¯∗t0 | X = x∗, W¯t0 = w¯t0)× P(W¯t0 = w¯t0 |W = w,X = x∗),
=
∑
x¯∗t0
∑
w¯t0
EL.Med
(
Y X¯t0=x¯t0 ,M¯t0=M¯
X¯t0
=x¯∗t0
t0 | W¯t0 = w¯t0
)
×P(X¯t0 = x¯∗t0 | X = x∗, W¯t0 = w¯t0)× P(W¯t0 = w¯t0 |W = w,X = x∗).
Finally, in each stratum defined by W = w, we have
NDESV.Med|W=w (x;x
∗) =
∑
w¯t0
∑
x¯t0
NDEL.Med|W¯t0=w¯t0
(
x¯t0 ; x¯
∗
t0
)× P (X¯t0 = x¯t0 | X = x, W¯t0 = w¯t0)
× P(W¯t0 = w¯t0 | X = x,W = w),
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for any x¯∗t0 leading to X = x
∗. We could also write
NDESV.Med (x;x
∗) =
∑
w
∑
w¯t0
∑
x¯t0
NDEL.Med|W¯t0=w¯t0
(
x¯t0 ; x¯
∗
t0
)× P (X¯t0 = x¯t0 | X = x, W¯t0 = w¯t0)
× P(W¯t0 = w¯t0 | X = x,W = w)
× P(W = w),
for any x¯∗t0 such that X = x
∗, or as well
NDESV.Med|W=w (x;x
∗) =
∑
w¯t0
∑
x¯t0
∑
x¯∗t0
NDEL.Med|W¯t0=w¯t0
(
x¯t0 ; x¯
∗
t0
)× P (X¯t0 = x¯t0 | X = x, W¯t0 = w¯t0)
×P (X¯t0 = x¯∗t0 | X = x∗, W¯t0 = w¯t0)
× P(W¯t0 = w¯t0 | X = x,W = w),
or
NDESV.Med (x;x
∗) =
∑
w
∑
w¯t0
∑
x¯t0
∑
x¯∗t0
NDEL.Med|W¯t0=w¯t0
(
x¯t0 ; x¯
∗
t0
)× P (X¯t0 = x¯t0 | X = x, W¯t0 = w¯t0)
×P (X¯t0 = x¯∗t0 | X = x∗, W¯t0 = w¯t0)
× P(W¯t0 = w¯t0 | X = x,W = w)
× P(W = w).
NDESV.Med (x;x
∗) is thus a weighted average of longitudinal stratum-specific natural direct effects.
However, even if it can be expressed in terms of one of the quantities we could be interested in, having
weights P(W¯t0 = w¯t0 | W = w) instead of P(W¯t0 = w¯t0 | X = x,W = w) could have seemed more
natural here. And in each stratum w of W
NIESV.Med|W=w (x;x
∗) =
∑
x¯t0
∑
w¯t0
[
E
(
Y X¯t0=x¯
∗
t0
,M¯t0=M¯
X¯t0
=x¯t0
t0 | W¯t0 = w¯t0
)
×P(X¯t0 = x¯t0 | X = x, W¯t0 = w¯t0)
×P(W¯t0 = w¯t0 |W = w,X = x)
]
−
∑
x¯∗t0
∑
w¯t0
[
E
(
Y X¯t0=x¯
∗
t0
,M¯t0=M¯
X¯t0
=x¯∗t0
t0 | W¯t0 = w¯t0
)
×P(X¯t0 = x¯∗t0 | X = x∗, W¯t0 = w¯t0)
×P(W¯t0 = w¯t0 |W = w,X = x∗)
]
,
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which cannot be expressed in terms of longitudinal effects or stratum-specific longitudinal effect.
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