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Abstract
Learning with a convex loss function has been a dominating paradigm for many years. It
remains an interesting question how non-convex loss functions help improve the general-
ization of learning with broad applicability. In this paper, we study a family of objective
functions formed by truncating traditional loss functions, which is applicable to both shal-
low learning and deep learning. Truncating loss functions has potential to be less vulnerable
and more robust to large noise in observations that could be adversarial. More importantly,
it is a generic technique without assuming the knowledge of noise distribution. To justify
non-convex learning with truncated losses, we establish excess risk bounds of empirical risk
minimization based on truncated losses for heavy-tailed output, and statistical error of an
approximate stationary point found by stochastic gradient descent (SGD) method. Our
experiments for shallow and deep learning for regression with outliers, corrupted data and
heavy-tailed noise further justify the proposed method.
1. Introduction
A fundamental problem in machine learning can be described as follows. Let Z = (X,Y ) ∼
D denote a random data following an unknown distribution of D, whereX ∈ X ⊆ Rd denotes
a random input and Y ∈ Y ⊆ R denotes its corresponding output. Let H = {h : X → Y}
denote a hypothesis class and ℓ(·, Y ) denote a loss function. Given a set of training data
{(xi, yi), i = 1, . . . , n}, the problem is to find a hypothesis hn ∈ H close to a hypothesis
that minimizes the expected risk P (h) := EZ [ℓ(h(X), Y )]. A state-of-the-art approach is
empirical risk minimization (ERM):
hn = argmin
h∈H
Pn(h) :=
1
n
n∑
i=1
ℓ(h(xi), yi)). (1)
For large-scale problems with large n, the above problem could be efficiently solved by
stochastic algorithms, e.g., stochastic gradient descent (SGD) method (Bottou, 2010). A
central question in learning theory is to characterize how close is the learned hypothesis
hn to the optimal hypothesis h∗ ∈ H that minimizes P (h). In machine learning commu-
nity, one is usually concerned with the excess risk P (hn)− P (h∗). In statistics community,
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one usually assumes a statistical model between Y and X, e.g., Y = h∗(X) + ε, where
h∗ ∈ H, and ε is a zero-mean random noise, and studies the statistical error ‖h − h∗‖
measured in some norm. There are extensive results of excess risk bounds and statis-
tical error bounds of ERM based on a convex loss function (e.g., logistic loss, square
loss) when data (X,Y ) and noise ε have sub-Gaussian tails (e.g., Gaussian, bounded sup-
port (Bartlett and Mendelson, 2006; Boucheron et al., 2005; Massart, 2007; Van de Geer,
2000; Koltchinskii, 2011; Lecue´ and Mendelson; Mehta and Williamson, 2014; Zhang et al.,
2017)). However, when distribution of data or noise deviates from sub-Gaussian, minimizing
the standard convex loss functions might yield poor performance (Brownlees et al., 2015).
Previous works for handling this issue either suffer from requiring strong knowledge of
deviation or has high computational costs (see Related Work). In practice, it is rarely the
case that the knowledge of data abnormality is given a-prior. Thus, the methods assuming
these knowledge are not applicable. In this paper, we consider a generic method by mini-
mizing truncated losses. The intuition is that if a particular data (Xi, Yi, εi) deviates from
normal behavior, the loss ℓ(h(Xi), Yi) could be very large and therefore can be truncated to
mitigate its effect on misleading the learning process. In particular, we consider a family of
non-convex truncated function φ(ℓ) with varied truncation level, and minimize the following
ERM problem with truncated loss:
hˆn = argmin
h∈H
Pˆn(h) :=
1
n
n∑
i=1
φ(ℓ(h(xi), yi))). (2)
There are several noticeable merits of this method: (i) the truncation can be used with any
standard convex loss functions (e.g., square loss, absolute loss); (ii) the problem is still of a
finite-sum form which enables one to employ simple SGD to solve it; (iii) it does not depend
on knowledge of abnormality. Although minimizing truncated losses has been considered
and adopted by practitioners (Belagiannis et al., 2015), several challenging questions have
not been well addressed: (i) what is the excess risk round of hˆn under abnormality of
data; (ii) how to quantitively understand the benefit of truncation; (iv) if SGD is stuck
at stationary points, what can be said about the performance of stationary points; (v) if
SGD is employed to solve (2) with non-smooth loss functions, what convergence guarantee
can be established. Our analysis will revolve around these questions. In particular, our
contributions are summarized below:
• We establish excess risk bounds of hˆn. We show that the empirical minimizer for min-
imizing the average of truncated losses can enjoy an excess risk bound of O(1/
√
n) for
heavy-tailed Y . This result is applicable to both Lipschitz loss functions ℓ(z, y) (e.g.,
absolute loss) and square loss function, linear models and non-linear models.
• For learning a linear model by truncating square losses, we establish a statistical error
bound of an approximate stationary point found by SGD that depends on the noise
distribution. We quantitively analyze the benefit of truncation. In particular, our analysis
shows that within a certain range of truncation levels, larger truncation could yield smaller
statistical error. More importantly, truncation can tolerate much higher noise for enjoying
consistency than without truncation.
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• We consider the convergence of SGD for minimizing truncated Lipschitz losses without
smoothness assumption. We show that SGD can still converge to points that are close to
ǫ-stationary points with an iteration complexity of O(1/ǫ4), which is the same as SGD
for minimizing smooth functions.
• We conduct experiments for both linear models and non-linear deep models for regression
with corrupted data and heavy-tailed noise to justify the effectiveness of the considered
method.
2. Related Work
Recent advances have sparked increasing interests in non-convex learning (NCL) (i.e., learn-
ing with non-convex objective functions and/or constraints). Below we will focus on review
of non-convex learning for tackling data abnormality, in particular corruptions in Y and X,
heavy-tailed noise ε.
Numerous studies have considered corruptions in the output Y (Nguyen and Tran,
2013a; Bhatia et al., 2017; Bhatia et al.; Nguyen and Tran, 2013b; Dalalyan and Chen, 2012).
A well-studied corruption model is to assume that y = Xw∗ + ε + b ∈ Rn, where X =
(x1, . . . ,xn)
⊤, ε = (ε1, . . . , εn)⊤ are sub-Gaussian noises, and b = (b1, . . . , bn)⊤ is a sparse
vector with non-zero components corresponding to corrupted outputs. Recently, Bhatia et al.
(2017); Bhatia et al. have studied minimizing a non-convex problem for recovering w∗ for
sub-Gaussian inputs xi. For example, the method proposed in (Bhatia et al., 2017) based on
iterative hard-thresholding is motivated by solving a non-convex problem minw,‖b‖0≤k∗ ‖X⊤w−
y − b‖22 = min‖b‖0≤k∗ ‖(I − PX)(y − b)‖22, where PX = X(XX⊤)−1X⊤, where k∗ is a as-
sumed sparsity level of b. Consistency of the learned model was proved in (Bhatia et al.,
2017).
Several corruption models of inputX have been considered (Loh and Wainwright, 2012a;
McWilliams et al., 2014). For example, Loh and Wainwright (2012a) considered three dif-
ferent corruption models, i.e., additive noise, multiplicative noise, and missing values. They
proposed to minimize a non-convex quadratic objective based on estimates of XX⊤ ∈ Rd×d
and XX⊤w∗ using the knowledge of noise distribution. The statistical error of the global
optimum to the non-convex problem was established and it was also shown that projected
gradient descent will converge in polynomial time to a small neighborhood of global mini-
mizers.
The methods mentioned above could achieve superior performance when the corruption
of data indeed follows the assumed model. However, in practice it is usually not clear how
data is corrupted. A weaker assumption is to consider that the distribution of X or Y or
ε is heavy-tailed with bounded moments. Several approaches with excess risk guarantee
have been developed based on two popular mean estimators for heavy-tailed data, namely
Catoni’s mean estimator (Catoni, 2012; Audibert and Catoni, 2011) and median-of-means
estimator (Nemirovsky and Yudin, 1983; Alon et al., 1999). Brownlees et al. (2015) learn a
hypothesis based on minimizing Catoni’s mean estimator µˆ(h), i.e.,
min
h∈H
µˆ(h), s.t.
α
n
n∑
i=1
φ((ℓ(h(xi), yi)− µˆ(h))/α) = 0, (3)
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where α > 0 is a parameter and φ(·) = sign(x) log(1+|x|+x2/2). They established O(1/√n)
excess risk bound. However, their method is computationally expensive. In particular, it
needs to find a scalar µˆ(h) that satisfies the equality in (3) given a h ∈ H, then to search
for h that minimizes µˆ(h). Although SGD can be used for the root finding problem (3), the
minimization of µˆ(h) does not have a nice structure to allow for an efficient solver. Some
studies have provided efficient algorithms based on different estimators for learning with
heavy-tailed data (Hsu and Sabato, 2014, 2016). But their results are only applicable in
restrictive settings (e.g., for smooth and strongly convex losses), which preclude learning
with non-convex objectives (e.g., deep learning).
Audibert and Catoni (2011) proposed a method for learning a linear model based on
solving a non-convex min-max problem and proved an excess risk bound of O(1/n) for
heavy-tailed data with a bounded fourth-order moment for noise and a bounded fourth-
order moment for input. They proposed a polynomial time algorithm based heuristics
to solve the non-convex min-max problem. However, it is unclear whether the approxi-
mate solution found by the heuristics-based approach satisfy the claimed excess risk bound.
There also exist a bulk of studies focusing on understanding the excess risk bound of
(regularized) ERM under certain conditions for unbounded loss (e.g., small ball condi-
tion, Bernstein condition, v-central condition, etc.) or in restricted settings (e.g., linear
least-squares regression) (Audibert and Catoni, 2011; Cortes et al., 2013; Mendelson, 2014;
Liang et al., 2015; Lecue´ and Mendelson, 2012; Mendelson, 2017; Lecue´ and Mendelson,
2018, 2017; Gru¨nwald and Mehta, 2016; Dinh et al., 2016).
Different from these aforementioned studies, this paper focus on understanding the
model learned by minimizing truncated losses without prescribing strong assumptions on
data corruption. We note that truncating the loss functions is not first considered in this
paper. In robust statistics, M-estimators based on non-convex truncated losses have been
studied (e.g., Tukey’s biweight (Maronna et al., 2006), Cauchy loss (Black and Anandan,
1996)). However, conventional analysis of these estimators is usually restricted to asymp-
totic consistency of global minimizers of learning linear models (Chang et al., 2018). In
contrast, we provide excess risk bounds for learning general non-linear models as well,
which is applicable to deep learning. The truncation function was also exploited in recent
studies through different ways from ERM (Brownlees et al., 2015; Audibert and Catoni,
2011). However, none of these studies have addressed the computational issues carefully.
In contrast, we employ SGD to solve the non-convex truncated losses and analyze the sta-
tistical error of a model learned by SGD. Finally, we note that statistical error was also
analyzed for high-dimensional robust M-estimator in (Loh, 2015). Their analysis focus on
understanding the sufficient conditions for robust linear regression such that the statistical
error can be established for local stationary points. However, it is still unclear how trunca-
tion helps improve the performance of without truncation given that Audibert and Catoni
(2011) has established the statistical error of linear least-squares regression without trun-
cation. In contrast, our results are complementary, which not only establish the excess risk
bounds for learning non-linear models, but also exhibit that truncation can tolerate much
larger noise than without truncation (e.g., it allows noise increase as the number of samples
but still maintains consistency).
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3. Non-convex Learning with Truncated Losses
3.1. Preliminaries and Notations
We present some notations and preliminaries in this section. For simplicity of presentation,
we define F = {Z → ℓ(h(X), Y ) : h ∈ H} and minh∈H P (h) is equivalent to the following
problem:
f∗ = argmin
f∈F
P (f) := EZ∼D[f(Z)]. (4)
Let T be a (pseudo) metric space and D be a distance metric. An increasing sequence
of (An) of partitions of T is said to be admissible if for all n = 0, . . . ,#An ≤ 22n . For
any t ∈ T , let An(t) be the unique element of An that contains t. Denote by ∆(A,D) the
diameter of the set A ⊂ T under the metric D. Define
γβ(T, d) = infAn
sup
t∈T
∑
n≥0
2n/β∆(An(t),D),
where the infimum is taken over all admissible sequences. It is notable that γβ(F ,D) ≤∫ 1
0 logN(F , ǫ,D)1/βdǫ (Talagrand, 2005).
We will consider several distance metrics for the class F . For f, g ∈ F , let dm(f, g),
de(f, g), and ds(f, g) be defined as follows:
dm(f, g) = max
Z∈Z
|f(Z)− g(Z)|, de(f, g) = (E[f(Z)− g(Z)]2)1/2,
ds(f, g) =
[
1
n
n∑
i=1
(f(Zi)− g(Zi))2
]1/2
Let N(F , ǫ, d) be ǫ-covering number of the class F under the distance metric d, i.e., the
minimal cardinality N of any set {f1, . . . , fN} ⊂ F such that for all f ∈ F there exists
fi ∈ {f1, . . . , fN} with d(f, fi) ≤ ǫ. Let ∆(F , de) be diameter of the class F under the
distance metric de.
Throughout the paper, we will focus on regression tasks and use the following statistical
model between Y and X to demonstrate our results:
Y = h∗(X) + ε (5)
where ε ∈ R is random noise independent of X, whose distribution is not necessarily sub-
Gaussian. It is notable that the above model also capture some corruption models in X.
For example, if h∗(x) = w⊤∗ x, then with an additive corruption model x̂ = x+ xn we have
Y = w⊤∗ X +w⊤∗ Xn + ε = w⊤∗ X + εˆ.
We consider the following definition of a truncation function.
Definition 1 A function φα : R+ → R+ is a truncation function parameterized by
α > 0 if (i) φα(·) is smooth, (ii) φ′α(x) = 1 if x = 0 and φ′α(x) = 0 if x → ∞, (iii) φ′α(x)
is a monotonically decreasing function, i.e., φ′α(x1) ≥ φ′α(x2) if x1 ≤ x2; (iv) there exists
a universal constant M > 0 such that |φα(x) − x| ≤ Mx2α , and for any α1 ≤ α2, we have
φ′α1(x) ≤ φ′α2(x).
5
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Figure 1: Visualization of different truncation losses with different α.
According to the definition, we can see that φ′′α(x) ≤ 0, which implies the non-convexity of
φα. The parameter α determines the truncation level, i.e., the larger the α the smaller the
truncation. From (v) of the definition, we can see that when α = ∞, we have φα(x) = x
meaning no truncation. Below, we will give some examples of truncation function.
Example 1. φ
(1)
α (x) = α log(1 +
x
α). Applying this truncation to a square loss yields
Cauchy loss for regression (Black and Anandan, 1996). We can verify that it is a truncation
function and |φα(x)− x| ≤ x22α (see supplement).
Example 2. φ
(2)
α (x) = α log(1+
x
α+
x2
2α2
). This truncation has been considered by Brownlees et al.
(2015) for computing a mean estimator under heavy-tailed distribution of data. One could
consider a more general function φ
(m)
α (x) = α log(1 +
∑m
k=1
xk
αkk!
). See supplement for veri-
fication of this function.
Example 3. The following function can be shown to be a truncation function (see supple-
ment):
φhα(x) =
{
α
3
[
1− (1− xα)3
]
if 0 ≤ x < α
α
3 else
We plot the curves of the three truncation functions with varying α in Figure 1.
3.2. Excess Risk Bounds of NCL with Truncated Losses
This section concerns the excess risk bounds of NCL with truncated losses. Define:
f̂ = argmin
f∈F
Pn(φα(f)) :=
1
n
n∑
i=1
φα(f(Zi)). (6)
Our analysis and results in this section are based on the following assumption.
Assumption 1 There exists a constant σ > 0 such that E[f(Z)2] ≤ σ2 for any f ∈ F .
Remark. Please notice that the random function f(Z) is not necessarily bounded, but
it is reasonable to have a bounded mean and variance so that its second order moment
is bounded. This assumption also made in many previous works (Brownlees et al., 2015;
Hsu and Sabato, 2016; Bubeck et al., 2013; Cortes et al., 2013). Next section will use a
relaxed assumption for learning a linear model. Below, we will use the statistical model (5)
to demonstrate the above assumption could hold under heavy-tailed distribution of Y .
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Theorem 1 Under Assumption 1 and φα(·) is a truncation function, for any α > 0 with
a probability at least 1− δ, we have
P (f̂)− P (f∗) ≤ Cβ(F , α) log(1/δ)
(
γ2(F , de)√
n
+
γ1(F , dm)
n
)
+
2Mσ2
α
where C is a universal constant, M is a constant appearing in Definition 1, β(F , α) ∈ (0, 1]
is a non-decreasing function of α.
To understand the above result, we first present a corollary and an example below.
Corollary 2 Under the same condition in Theorem 1, and ℓ(z, y) is a Lipschitz continuous
function w.r.t the first argument and maxX∈X ,h,h′∈H |h(X)− h′(X)| is bounded. By setting
α ≥ Ω(√n), with a probability at least 1− δ, we have
P (f̂)− P (f∗) ≤ O
(
log(1/δ)√
n
)
.
Let us consider the statistical model (5). To learn a predictive function, we can use an
absolute loss function ℓ(z, y) = |z − y|. By assuming that suph∈H,X∈X h(X) < ∞ and
E[Y 2] ≤ σ2 (please note that the distribution of Y or ε could be heavy-tailed), then we
have E[f(Z)2] ≤ 2E[h(X)2] + 2σ2 and the conditions in Corollary 2 hold. As a result, the
empirical minimizer f̂ of (6) with α ≥ Ω(√n) has an excess risk bound of O˜(1/√n). Other
loss functions that are Lipchitz continuous for a regression problem include ǫ-insensitive
loss (Rosasco et al., 2004), piecewise-linear loss (Koenker, 2005), and huber loss (Huber,
1964). In comparison, Brownlees et al. (2015) have derived a similar order of excess risk
bound for Lipschitz continuous losses. However, their solution is based on solving a difficult
problem (3), while our solution is empirical minimizer of the truncated losses.
It is notable that the result in Theorem 1 is restricted to Lipschitz continuous loss
functions, which precludes some non-Lipschitz continuous loss functions for heavy-tailed
data. One example is the square loss for regression ℓ(z, y) = (z − y)2. The reason for this
restriction is that the analysis for Theorem 1 hinges on the covering number of F under the
metric dm. Next, we present a result that relies on metrics de and ds, which could imply
an O˜(1/
√
n) excess risk bound of f̂ for square loss.
Theorem 3 Under the same condition in Theorem 1, for any δ ∈ (0, 1), let Γδ satisfy
Pr(γ2(F , ds) > Γδ) ≤ δ/8. With a probability at least 1− 3δ, we have
P (f̂)− P (f∗) ≤ Cβ(F , α)max(Γδ,∆(F , de))
√
log(8/δ)
n
+
2Mσ2
α
Remark: It is not difficult to see that the above result only uses distance metrics de and ds
of F , which makes it possible to derive an O˜(1/√n) excess risk bound of f̂ for least-squares
regression without the Lipschitz continuous assumption.
In particular, let us consider the regression model (5) and assume that E[Y 4] ≤ σ2
(heavy-tailed) and suph∈H,X∈X h(X) ≤ ∞. Let ℓ(h(X), Y ) = (h(X)−Y )2. Then E[f(Z)2] ≤
8σ2+8 suph∈H,X∈X h(X)4 , σ2f . By setting Γδ = 2
√
2
√
∆2(H, dm) + E[Y 2] +
√
8σ2
nδ γ2(H, dm),
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it was shown (Brownlees et al., 2015) that Pr(γ2(F , ds) > Γδ) ≤ δ/8 and Γδ ≥ ∆(F , de).
By assuming suph∈H,X∈X h(X) ≤ ∞, then ∆2(H, dm) γ2(H, dm) are bounded. As a result,
Theorem 3 implies an excess risk bound of O˜(1/
√
n) for truncating the square loss to learn
f̂ with α >
√
n.
For comparison, we compare this result with that by Audibert and Catoni (2011), which
focuses on learning a linear model with a square loss function. They obtained an O˜(d/n)
bound of regular ERM based on square losses for sufficiently large n, and also obtained
O˜(1/n) bound for a non-convex min-max estimator. In contrast, our bound is worse but it
is applicable to non-linear models and our formulation could enjoy faster solver, e.g., SGD.
For linear models using a square loss function, in next section we will establish a stronger
result than that by Audibert and Catoni (2011).
Finally, we mention how the truncation level parameter α enters into the excess risk
bounds in Theorems 1, 3. In particular, let us compare learning with truncation and
without truncation. Indeed, β(F , α) is related to Lipchitz constant of φα(f) in terms of
f . Without truncation α = ∞, the first term in both bounds dominates and β(F , α) = 1.
With truncation (e.g., α ≤ ∞), the first term could be scaled down by β(F , α), making it
possible to lower the overall bound. However, it is difficult to quantify β(F , α) due to that
the analysis is based on a uniform bound for any f ∈ F . To address this issue, we will
present a different analysis below to demonstrate the benefits of truncation.
3.3. Statistical Error of SGD for Learning a Linear Model with Truncated
Square Loss
One shortcoming of excess risk bound analysis in last section is that it is restricted to the
empirical minimizers f̂ , which might not be obtained in practice due to the problem (6) is
non-convex. It is well-known that non-convex problems could have bad local minimum or
stationary points, and commonly used solvers (e.g., SGD) may stuck at local minimum and
even stationary points. In this section, we provide a direct analysis of SGD for solving (6)
to show that truncation has a clear advantage for reducing statistical error. It should be
noted that it will be difficult to analyze SGD for a general problem (6). Instead, we consider
a statistical model yi = w
⊤∗ xi+ εi, (i = 1, . . . , n), and minimizing truncated square losses:
min
w∈Rd
Fα(w) =
1
2n
n∑
i=1
φα
(
(w⊤xi − yi)2
)
, (7)
The update of SGD for minimizing (7) is wt+1 = wt− ηt2 ∇φα((w⊤t xit − yit)2), where it is a
random sampled index. Considering εi is independent of xi, then w∗ is the global minimizer
of minw∈Rd E[(w⊤xi − yi)2)]. We first show that SGD can find an approximate stationary
point of Fα(w) with O(1/ǫ
4) iteration complexity.
Proposition 1 Assume φα is a truncation function satisfying that there exists a constant
κ > 0 such that |x2φ′′α(x2)| ≤ κ for any x, ‖xi‖2 ≤ R and E[‖∇φα((w⊤t xit − yit)2) −
∇Fα(wt)‖2] ≤ σα for all t = 1, . . .. Then SGD finds an approximate stationary point
E[‖∇Fα(wα)‖2] ≤ ǫ2 with a complexity of O(σ2α/ǫ4).
Remark: The condition |x2φ′′α(x2)| ≤ κ can be satisfied by the three examples presented
before. The variance condition can be verified. Indeed, we can prove wt reside in a bounded
8
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ball meaning this condition holds. In order to focus on our theme, we omit detailed discus-
sion here.
Next, we present a result showing the statistical error of an approximate stationary
solution found by SGD that depends on the distribution of ε for α < ∞. For ease of
understanding, we present a result for a particular truncation function. The result can be
generalized to other truncation functions such that |x2φ′′α(x2)| ≤ κ as done in (Loh, 2015).
Theorem 4 Suppose SGD returns an approximate stationary point wα such that ‖wα −
w∗‖2 ≤ r and ‖∇Fα(wα)‖ ≤ ǫ. Assume xi follows a sub-Gaussian distribution with pa-
rameter σ2x and covariance matrix Σx, whose minimal eigen-value λmin(Σx) > 0, φα(x) =
α log(1 + x/α), n ≥ Ω(d log d) and the noise εi follows a distribution such that
cσ2x(Pr(ε
2
i ≥ T 2/4)1/2 + exp(−c′T 2/(2σ2xr2))) ≤
λmin(Σx)
20
(8)
for T ≤ √α/2, then with high probability 1− c exp(−c′ log d) we have
‖wα −w∗‖2 ≤ O
(√
αd log d
n
+
d log d
n
T 2
r
+ ǫ
)
(9)
Remark: The proof of above theorem builds on some results established in (Loh, 2015).
Here, we focus on new insights brought by the above results to justify truncation.
First, it is notable that the noise εi could be heavy-tailed. The condition (8) imposes a
lower bound for α due to the constraint T ≤ √α/2 (i.e., truncation could not be arbitrarily
large). An appropriate value should depend on the distribution of noise. Within a certain
truncation level, the statistical error bound in (9) implies that smaller α may yield a smaller
error.
Second, we show that the above result of an approximate stationary point to minimizing
truncated square losses can achieve a similar order of statistical error as linear least-squares
regression without truncation established by Audibert and Catoni (2011) under similar as-
sumptions. In particular, under the assumptions that E[ε4i ] ≤ σ and a boundedness as-
sumption of inputs, they achieved F (ŵ) − F (w∗) ≤ O(d/n), where F is expected square
loss, ŵ is the optimal empirical solution to minimizing square losses. Under an eigen-value
condition λmin(Σx) > 0 as in above theorem it implies that ‖ŵ−w∗‖2 ≤ O(
√
d/n). In con-
trast, assuming E[ε4i ] ≤ σ, we have Pr(ε2i ≥ T 2/4) ≤ 4E[ε
2
i
]
T 2
≤ 4σ2/T 2 by Markov inequality.
Therefore by choosing a large enough α (e.g., α = Θ(max(1/λmin(Σx), log(1/λmin(Σx)))),
we can make (8) holds by setting T =
√
α/2. Then the statistical error bound of wα
becomes O(
√
d log d/n), which is comparable to ŵ. We note that mismatch of the log d
factor is caused by different assumptions on the inputs. Nevertheless, O(
√
d log d/n) is the
minimax optimal rate when εi follows a Gaussian distribution (Bhatia et al., 2017).
Lastly, we show that the result in Theorem 4 is stronger than previous results on heavy-
tailed noise (including Audibert and Cantoni’s results), especially with large noise. In
particular, we could let E[εki ] (where k ∈ 2N+) grows as n. For example, assume that
E[εki ] = n
c. Let us set α = nβ with β < 1 and T = nβ/2/2. By Markov inequality, we have
Pr(ε2i ≥ T 2/4) ≤ O(E[ε
k
i
]
T k
) ≤ O(nc−βk/2) Assuming that c < βk/2 and n is large enough, the
inequality in (8) could hold. As a result, the statistical error becomes O(
√
d log d/n1−β),
9
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which still implies consistency of a stationary solution to minimizing the truncated losses.
In contrast, most previous results on heavy-tailed noise assume E[εki ] is bounded by a
constant (Brownlees et al., 2015; Hsu and Sabato, 2016; Bubeck et al., 2013; Cortes et al.,
2013; Audibert and Catoni, 2011).
3.4. Finding Stationary Points of Truncated Losses by SGD
Finally, we briefly discuss the complexity of SGD for finding stationary points of averaged
truncated losses beyond the setting of square loss and linear model as in last section. We
assume the hypothesis is characterized by w and denote the loss function by ℓ(w;x, y) and
the objective function in (2) becomes Fα(w) = 1/n
∑n
i=1 φα(ℓ(w;xi, yi)). Note that Fα(w)
is non-convex due to that φα is non-convex. We consider two cases depending on whether
ℓ(w;x, y) is a convex function or not.
The complexity of SGD has been extensively studied in literature, especially when Fα(w)
is smooth. When ℓ(w;x, y) is a non-convex function of w (e.g., for learning deep neural
networks), if it is a smooth and Lipschitz continuous function of w, then by the smoothness
of φα(·) we can show that Fα(w) is a smooth function with Lipschitz continuous gradient.
Hence it can find a ǫ-stationary point satisfying E[‖∇Fα(w)‖2] ≤ ǫ2 with a complexity of
O(1/ǫ4) (Ghadimi and Lan, 2013).
If ℓ(w;x, y) is non-smooth and non-convex, characterizing the complexity of SGD be-
comes difficult, though is was shown that SGD can still converge to stationary points for
a broad family of non-smooth non-convex functions (Davis et al., 2018). Nevertheless, if
ℓ(w;x, y) is a non-smooth convex function, e.g., for learning a linear model with abso-
lute loss, ǫ-insensitive loss, piecewise linear loss, we can still characterize the complexity
of SGD even without smoothness of the loss function. It is notable that gradient of non-
smooth non-convex function may not be defined at some points. However, we can define
sub-differentiable of a non-smooth non-convex function g(w). Let ∂g(w) denote the sub-
differentiable of g(w), which consists of a set of points v satisfying:
g(u) ≥ g(w) + v⊤(u−w) + o(‖u−w‖), as u→ w
For a convex function ℓ(w) and a smooth truncation function φα(ℓ), we have ∂φα(ℓ(w)) =
φ′α(ℓ(w))∂ℓ(w). With this, we can define ∂Fα(w) = 1/n
∑
i ∂φα(ℓ(w
⊤xi − yi)). A point
w is said to be stationary point of Fα(w) if dist(0, ∂Fα(w)) = 0, where dist denotes the
distance from a point to a set. For our problem, we can establish the following convergence
result of SGD for minimizing Fα(w) with Lipschitz continuous convex losses.
Proposition 2 Assume ℓ(w;x, y) is convex and satisfies ‖∂ℓ(w⊤xi − yi)‖ ≤ G, then
SGD for minimizing Fα(w) can find a point wα that is close to a point w˜α such that
E[‖wα − w˜α‖22] ≤ ǫ2, and E[dist(0, ∂Fα(w˜α))2] ≤ ǫ2 with a complexity O(1/ǫ4).
Remark: The result implies even for non-smooth loss functions, SGD for learning with
truncated losses can converge to a point that is close to an approximate stationary point.
The idea for proving this result is that we prove Fα(w) is a weakly convex function and then
the result of SGD for minimizing weakly convex function is applicable (Davis and Drusvyatskiy,
2018).
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Figure 2: Comparisons of Testing Error for w/ and w/o truncation with varying noise level.
4. Experiments
We provide some empirical results to demonstrate the effectiveness of of the proposed ap-
proach for learning both linear and deep models. We use SGD to solve ERM with truncation
and without truncation. A standard regularization term λ‖w‖2 is also added to ERM. The
values of λ and α are selected by cross-validation. Two loss functions will be considered,
namely absolute loss and square loss. The truncation function is φ
(1)
α . Other truncation
functions offer similar trend as reported results.
Synthetic data. We conduct experiments on synthetic data first because it allows us
to add different corruptions with varying noise level. We consider a linear regression model
yi = w
⊤∗ xi + εi, and two loss functions, i.e., square loss and absolute loss. We generate a
random data matrix X ∈ Rntrain×d with ntrain = 1000 and d = 1000. The entries of X and
w∗ are generated independently with a standard Gaussian and a uniform distribution U [0, 1],
respectively. Then we add several types of noise into the statistical model for generating
outputs. (a) student-t noise where the noise ε follows a Student’s t-distribution with
degrees of freedom 1/β ∈ {2, 5, 10, 15, 30}. (b) Pareto noise whre the noise ε follows
a Pareto distribution with tail parameter of 1/β ∈ {2.01, 3.01, 4.01, 5.01, 6.01}, and then
following by Brownlees et al. (2015), it is appropriately recentered in order to have zero
mean. (c) Corrupted output: following by Bhatia et al. (2015), a randomly generated
sparse vector b is added to Gaussian noise ε for generating y. The non-zero entries of b
follow a uniform distribution U [−β, β] with β ∈ {10, 20, 30, 40, 50}. The sparsity is set to
be 80%. (d) Corrupted input: following by Loh and Wainwright (2012b), x is corrupted
by z = x + xξ where xξ is independent of x and follows a uniform distribution U [−β, β]
with β ∈ {10, 20, 30, 40, 50}. Note that these corruptions have been considered in previous
works and β controls noise level in the corruption. A testing dataset with the sample size
of ntest = 1000 is generated following the true model y = w
⊤∗ x for evaluation. We report
the testing mean-square-error (MSE) for different noise levels averaged over 5 random trials
in Figure 2. The results clearly show that the performance of learning with truncation by
SGD are better than learning without truncation.
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Table 1: Statistics of Datasets
data Pred.Date Pred. Period ntrain n
s
test n
i
test
P1 24, Apr 02-08, May 588956 410 2689
P2 01, May 09-15, May 586761 405 2523
P3 08, May 16-22, May 576386 397 2561
P4 15, May 23-29, May 564145 398 2775
Table 2: Comparison of Testing Error On Real Datasets
Model Data Absolute loss (MAE) Square loss (MSE)
# w/o trunc. w/ trunc. w/o trunc. w/ trunc.
linear model house 6.8931 5.1561 66.4300 23.8871
P1 15.196 14.113 1482 1167
deep model P2 17.766 16.797 2210 1806
(item-SKU level) P3 22.104 18.642 2375 2049
P4 20.648 14.176 2323 1032
P1 76.459 74.190 11726 9515
deep model P2 87.276 81.292 38618 15247
(suppllier level) P3 121.95 99.161 28396 17571
P4 137.06 82.542 33106 11913
Real data. We use a real dataset housing from libsvm website1 with sample size n = 506
to train a linear model. We randomly select ntrain = 253 as for training and cross-validation
and the remaining as testing. We also investigate a real-world application of learning
deep neural networks in e-commerce, and demonstrate that our theoretical results can be
effectively applied to learning a deep non-linear model. The task is to forecast the weekly
sales (e.g., future two weeks) of certain products and the statistics of datasets are shown in
Tabel 1). In online retailing, accurate forecasting is crucial since it helps the platform to
design the promotion activities as well as online sellers to optimize the inventory strategies.
A dataset of four continuous weeks in May 2017 is used for the experimental demonstration
(denoted by P1∼ P4). A total of 324 features including previous sales, consumer preference,
and other useful information are collected. The statistics of each weekly data are included in
supplement for reference. The DNN model has 5 layers, and ReLu is used as the activation
function. In each hidden layer, the number of units is 80, and both input and output layers
contain 50 units. For models learned with absolute losses, mean-absolute-error (MAE) is
used to measure the performance, while for model learned with square losses, MSE is used.
The results are shown in Table 2, which again demonstrate that the performance of learning
with truncation has a significant improvement over that without truncation transformation
for both linear and non-linear models. We also provide the Q-Q plots of the prediction error.
Q-Q plot is a graphical method for comparing two probability distributions by plotting their
quantiles against each other (Wilk and Gnanadesikan, 1968). If the two distributions are
1. https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
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Figure 3: Q-Q plots on housing data
similar, the points in the Q-Q plot will approximately lie on the red line. These results are
presented in Figure 3, showing the heavy-tailed nature of the house data.
5. Conclusions
In this paper, we have considered non-convex learning with truncated losses from various
perspectives and justified the benefit of truncation in the presence of large noise in data.
For future work, we will consider analyze the statistical error of stationary points for other
losses and develop stochastic algorithms for solving the involved problem with better time
complexity.
Appendix A. Properties of truncation functions
In this section, we first verify that three examples of trunction functions satisfy Definition
1.
Example 1. φ
(1)
α (x) = α log(1 +
x
α). We have φ
′(1)
α (x) =
1
1+x/α . Then it is easy to
check it satisfies condition (ii), (iii), and for any α1 ≤ α2, we have φ′α1(x) ≤ φ′α2(x). Since
φ
′′(1)
α (x) = − 1/α(1+x/α)2 , then |φ
′′(1)
α (x)| ≤ 1/α, indicating that it satisfies condition (i).
Example 2. φ
(2)
α (x) = α log(1 +
x
α +
x2
2α2
). We have φ
′(2)
α (x) =
1+ x
α
1+ x
α
+ x
2
2α2
= 1 −
1
1+2α/x+2α2/x2
. Then it is easy to check it satisfies condition (ii), (iii), and for any α1 ≤ α2,
we have φ′α1(x) ≤ φ′α2(x). Since φ
′′(2)
α (x) = − 1α
x
α
+ x
2
2α2
(1+ x
α
+ x
2
2α2
)2
, then |φ′′(2)α (x)| ≤ 1/α, indicating
that it satisfies condition (i).
Example 3.
φhα(x) =
{
α
3
[
1− (1− xα)3
]
if 0 ≤ x < α
α
3 else
Then we have
φ
′h
α (x) =
{
(1− xα)2 if 0 ≤ x < α
0 else
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Then it is easy to check it satisfies condition (ii), (iii), and for any α1 ≤ α2, we have
φ′α1(x) ≤ φ′α2(x). Since
φ
′′h
α (x) =
{ − 2α(1− xα) if 0 ≤ x < α
0 else
then |φ′′hα (x)| ≤ 2/α, indicating that it satisfies condition (i).
Next, we will verify the condition |x− φ(2)α (x)| ≤ Mx2α .
Proposition 3 For any α > 0 and x ≥ 0, we have
|x− φ(1)α (x)| ≤
x2
2α
and |x− φ(2)α (x)| ≤
x2
2α
. (10)
Proof We first need the following result to prove the proposition:
exp(y) ≥ 1 + y + y
2
2
for all y ≥ 0. (11)
Let’s first condsider φ
(1)
α (x), to prove |x− α log(1 + x/α)| ≤ 12αx2, we have to show |x/α−
log(1 + x/α)| ≤ 1
2α2
x2. Let y = x/α ≥ 0, we only need to show |y − log(1 + y)| ≤ y22 .
By the inequality (11) we know that log(1 + y) − y ≤ 0, so we only need to show f(y) :=
y − log(1 + y) − y22 ≤ 0 for all y ≥ 0. Since f ′(y) = − y
2
1+y ≤ 0, then we know f(y) is a
decreasing function on y ≥ 0 thus f(y) ≤ f(0) = 0, which give the first inequality in (12).
Next let’s consider φ
(2)
α (x). Similarly, we only need to show f(y) := y − log(1 + y +
y2/2) − y22 ≤ 0 for all y ≥ 0. Since f ′(y) = −y+y
2/2+y3/2
1+y+y2/2 ≤ 0, then we know f(y) is a de-
creasing function on y ≥ 0 thus f(y) ≤ f(0) = 0, which give the second inequality in (12).
Proposition 4 For any α > 0 and x ≥ 0, we have
|x− φhα(x)| ≤
x2
α
, (12)
Proof Let first consider 0 ≤ x < α, then we want to show ∣∣x− α3 [1− (1− xα )3]∣∣ ≤ Mx2α ,
or equivalently
∣∣ x
α − 13 [1− (1− xα)3]
∣∣ ≤ Mx2
α2
. Let y = xα ∈ [0, 1), we only need to show∣∣y − 13 [1− (1− y)3]∣∣ ≤My2.
(i) When y− 13 [1−(1−y)3] > 0, then we need to show f(y) := y− 13 [1−(1−y)3]−My2 ≤ 0.
In fact, f ′(y) = 1− (1−y)2−2My = 2(1−M)y−y2, By setting M ≥ 1, we know f ′(y) < 0.
Therefore, f(y) ≤ f(0) = 0 for all 0 ≤ y < 1.
(ii) When y− 13 [1−(1−y)3] ≤ 0, then we need to show f(y) := 13 [1−(1−y)3]−y−My2 ≤ 0.
In fact, f ′(y) = (1− y)2− 1− 2My = −(1+ 2M)y− (1− y)y < 0, then f(y) ≤ f(0) = 0 for
all 0 ≤ y < 1.
Next we consider x ≥ α, then we want to show
∣∣x− α3 ∣∣ ≤ Mx2α , or equivalently∣∣ x
α − 13
∣∣ ≤ Mx2
α2
. Let y = xα ≥ 1, we only need to show
∣∣y − 13 ∣∣ ≤ My2. Since y > 1,
we must show y − 13 ≤ My2. By setting M ≥ 1, this trivially holds. In summary, we can
choose M = 1, which complete the proof.
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Appendix B. Proof of Theorem 1
We will use the following lemma to prove this theorem. The proof of this lemma can be
found later.
Lemma 2 Under the same setting as Theorem 1, with a probability at least 1 − 3δ, we
have
sup
f∈F
|Λ(f)− Λ(f∗)| ≤ Cβ(F , α) log(2/δ)
(
γ2(F , de)√
n
+
γ1(F , dm)
n
)
,
where Λ(f) = P (φα(f))− Pn(φα(f)), C is a universal constant.
Proof [Proof of Theorem 3] By (6), we know f̂ = argminf∈F Pn(φα(f)), and thus Pn(φα(f̂))−
Pn(φα(f
∗)) ≤ 0, where f∗ = argminf∈F P (f). Then we have
P (f̂)− P (f∗) =[P (f̂)− P (φα(f̂))] + [P (φα(f̂))− Pn(φα(f̂))] + [Pn(φα(f̂))− Pn(φα(f∗))]
+ [Pn(φα(f
∗))− P (φα(f∗))] + [P (φα(f∗))− P (f∗)]
≤[P (f̂)− P (φα(f̂))] + [P (φα(f̂))− Pn(φα(f̂)) + [Pn(φα(f∗))− P (φα(f∗))]
+ [P (φα(f
∗))− P (f∗)]
≤[P (φα(f̂))− Pn(φα(f̂))] + [Pn(φα(f∗))− P (φα(f∗))] + 2Mσ
2
α
.
where the last inequality is derived using the fact that E[|X − φα(X)|] ≤ E
[
M
2αX
2
]
for a
random variable X. Then by Lemma 2, with a probability at least 1− 3δ,
P (f̂)− P (f∗) ≤ Cβ(F , α) log(2/δ)
(
γ2(F , de)√
n
+
γ1(F , dm)
n
)
+
2Mσ2
α
.
B.1. Proof of Lemma 2
Proof This proof is similar to the analysis in Proposition 5 and Lemma 6 from (Brownlees et al.,
2015). For completeness, we include it here. For any f, f ′ ∈ F , we first know that
n(Λ(f)−Λ(f ′)) is the summation of the following independent random variables with zero
mean:
Ci(f, f
′) = φα(f(Zi))− φα(f ′(Zi))− [E[φα(f(Z))]− E[φα(f ′(Z))]] ≤ 2β(F , α)dm(f, f ′),
where the last inequality is due to φα is Lipschitz continuous and β(F , α) = supf,Z φ′α(f(Z)).
On the other hand,
n∑
i=1
E[Ci(f, f
′)2] ≤
n∑
i=1
E[φα(f(Zi))− φα(f ′(Zi))]2 ≤ nβ(F , α)2de(f, f ′)2.
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Then by using Bernstein’s inequality we have for any f, f ′ ∈ F and θ > 0,
Pr(|Λ(f)− Λ(f ′)| > θ) ≤ 2 exp
(
− nθ
2
2(β(F , α)2de(f, f ′)2 + θβ(F , α)dm(f, f ′)/3)
)
.
Then by using Theorem 12 and inequality (14) from (Brownlees et al., 2015), let f ′ = f∗
we get
sup
f∈F
|Λ(f)− Λ(f∗)| ≤ Cβ(F , α) log(2/δ)
(
γ2(F , de)√
n
+
γ1(F , dm)
n
)
,
where C is a constant.
Appendix C. Proof of Corollary 2
Proof By assumption we know that there exists a constantD > 0 such that maxX∈X ,h,h′∈H |h(X)−
h′(X)| ≤ D. Then for any X ∈ X , by the Lipschitz continuity of ℓ function, we know that
|ℓ(h(X), Y )− ℓ(h′(X), Y )| ≤ L|h(X)− h′(X)| ≤ LD.
where L is the Lipschitz constant of ℓ() with respect to its first argument. By the definition
of H, Since for any f, f ′ ∈ F , we have dm(f, f ′) ≤ Ldm(h, h′), where f = ℓ(h(·), ·) and
f ′ = ℓ(h′(·), ·). Hence an ǫ/L-cover of H under the metric dm induces an ǫ-cover of F under
the metric dm. Therefore, we have
logN(F , ǫ, dm) ≤ logN(H, ǫ/L, dm).
Since H is a compact set under distance measure dm by the assumption, its covering number
is finite (Cucker and Smale, 2002). Then
γ1(F , dm) ≤
∫ 1
0
logN(F , ǫ, dm)dǫ ≤
∫ 1
0
logN(H, ǫ/L, dm)dǫ <∞.
Similarly,
γ2(F , de) ≤
∫ 1
0
logN(F , ǫ, de)1/2dǫ ≤
∫ 1
0
logN(F , ǫ, dm)1/2dǫ ≤
∫ 1
0
logN(H, ǫ/L, dm)1/2dǫ
≤ ∞
By setting α ≥ Ω(√n) in Theorem 1, we get the result.
Appendix D. Proof of Theorem 3
We will use the following lemma to prove this theorem. The proof of this lemma can be
found later.
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Lemma 3 Under the same setting as Theorem 3, with a probability at least 1 − 3δ, we
have
sup
f∈F
|Λ(f)− Λ(f∗)| ≤ Cβ(F , α)max(Γδ,∆(F , de))
√
log
(
8
δ
)
n
,
where Λ(f) = P (φα(f))− Pn(φα(f))], C is a universal constant.
Proof [Proof of Theorem 3] Similar to the proof of Theorem 1, we have
P (f̂)− P (f∗) ≤ [P (φα(f̂))− Pn(φα(f̂))] + [Pn(φα(f∗))− P (φα(f∗))] + 2Mσ
2
α
.
Then by Lemma 3, with a probability at least 1− 3δ,
P (f̂)− P (f∗) ≤ Cβ(F , α)max(Γδ,∆(F , de))
√
log
(
8
δ
)
n
+
2Mσ2
α
.
Then by setting α ≥
√
nσ2/(2 log(1/δ)), we get
P (f̂)− P (f∗) ≤ O
(
max(Γδ,∆(F , de))
√
log(8/δ)
n
)
.
D.1. Proof of Lemma 3
Proof This proof is similar to the analysis in Theorem 7 from (Brownlees et al., 2015).
For completeness, we include it here. First, we assume Γδ ≥ ∆(F , de). Let (Z ′1, . . . , Z ′n) be
an independent copies of (Z1, . . . , Zn), and we define
Wi(f) =
1
n
φα(f(Zi))− 1
n
φα(f(Z
′
i)).
For any f ∈ F , we define
W (f) =
n∑
i=1
εiWi(f),
where ε1, . . . , εn are independent Rademacher random variables. Based on Hoeffding’s
inequality, we have for all f, g ∈ F and any θ > 0,
Pr(|W (f)−W (g)| > θ) ≤ 2 exp
(
− θ
2
2ds,s′(f, g)
)
,
where the probability is taken over Rademacher variables conditional on Zi and Z
′
i, and
ds,s′(f, g) =
√∑n
i=1(Wi(f)−Wi(g))2. Then by using Proposition 14 of (Brownlees et al.,
2015), we have for all λ > 0, and a universal constant C
E
[
exp
(
λ sup
f∈F
|W (f)−W (f∗)|
)]
≤ 2 exp (λ2C2γ(F , ds,s′(f, f∗))2/4) , (13)
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By the definition of ds,s′(f, g), we have
ds,s′(f, g) =
√√√√ n∑
i=1
(Wi(f)−Wi(g))2
=
(
1
n2
n∑
i=1
[φα(f(Zi))− φα(f(Z ′i))− (φα(g(Zi))− φα(g(Z ′i)))]2
) 1
2
≤ 1
n
(
n∑
i=1
[φα(f(Zi))− φα(g(Zi))]2
) 1
2
+
1
n
(
n∑
i=1
[φα(f(Z
′
i))− φα(g(Z ′i))]2
) 1
2
≤ 1√
n
β(F , α)
(
1
n
n∑
i=1
[f(Zi)− g(Zi)]2
) 1
2
+
1√
n
β(F , α)
(
1
n
n∑
i=1
[f(Z ′i)− g(Z ′i)]2
) 1
2
,
where the second inequality uses the fact that φα(x) is Lipschitz continuous. Thus, we have
γ(F , ds,s′(f, g)) ≤ 1√
n
β(F , α)γ(F , ds(f, g)) + 1√
n
β(F , α)γ(F , ds′ (f, g)). (14)
Then we have
Pr
(
sup
f∈F
|W (f)−W (f∗)| ≥ θ
)
≤Pr
(
sup
f∈F
|W (f)−W (f∗)| ≥ θ | γ(F , ds) ≤ Γδ and γ(F , ds′) ≤ Γδ
)
+ 2Pr (γ(F , ds) > Γδ)
≤E
[
exp
(
λ sup
f∈F
|W (f)−W (f∗)|
)
| γ(F , ds) ≤ Γδ and γ(F , ds′) ≤ Γδ
]
exp(−λθ) + 2Pr (γ(F , ds) > Γδ)
≤2 exp (λ2C2Γ2δ/n) exp(−λθ) + 2Pr (γ(F , ds) > Γδ)
≤2 exp
(
λ2C2Γ2δ
n
− λθ
)
+
δ
4
where the second inequality uses Markov inequality, the third inequality uses the results
of (13) and (14), where the last inequality is due to the definition of Γδ which satisfies
Pr(γ(F , ds) > Γδ) ≤ δ/8.
Let θ = 2Cβ(F , α)Γδ
√
log(8/δ)
n and λ =
√
n log(8/δ)
Cβ(F ,α)Γδ then
λ2C2Γ2δ
n
− λθ = λ
2C2Γ2δ
n
− 2CΓδ
√
log(8/δ)
n
λ = − log(8/δ).
Therefore,
Pr
(
sup
f∈F
|W (f)−W (f∗)| ≥ θ
)
≤ δ
4
+
δ
4
=
δ
2
18
Non-Convex Truncated Losses
By Lemma 3.3 from (Geer, 2000), we get
Pr
(
sup
f∈F
|Λ(f)− Λ(f∗)| ≥ 2θ
)
≤ 2Pr
(
sup
f∈F
|W (f)−W (f∗)| ≥ θ
)
≤ δ
and for any f ∈ F , Pr (supf∈F |Λ(f)− Λ(f∗)| ≥ θ) ≤ 12 . On the other hand, by using
E[Λ(f)− Λ(f∗)] = 0 and Lipschitz continuous of φα(x), we have
Var(Λ(f)− Λ(f∗))
θ2
≤ β2(F , α)E[f(Z) − f
∗(Z)]2
nθ2
≤ β2(F , α)∆
2(F , de)
nθ2
.
By applying Chebyshev’s inequality, it suffices to get
θ ≥
√
2/nβ(F , α)∆(F , de).
If we assume C > 1 and choose δ < 1/3, then Cβ(F , α)Γδ
√
log(8/δ)
n ≥
√
2/nβ(F , α)∆2(F , de).
Therefore, we get
Pr
(
sup
f∈F
|Λ(f)− Λ(f∗)| ≥ 2Cβ(F , α)Γδ
√
log(8/δ)
n
)
≤ δ
We can get the similar result for Γδ < ∆(F , de) instead of Γδ by using the similar analysis.
We then complete the proof.
Appendix E. Proof of Proposition 1
Proof Let define zi = w
⊤xi − yi, then ∇Fα(w) = 1n
∑n
i=1 φ
′
(α)(z
2
i )zixi and ∇2Fα(w) =
1
n
∑n
i=1 2φ
′′
(α)(z
2
i )z
2
i xix
⊤
i +φ
′
(α)(z
2
i )xix
⊤
i . By the assumptions, there exists a constant κ > 0,
such that ‖∇2Fα(w)‖ ≤ (2κ + 1)R2, indecating that Fα(w) has a (2κ + 1)R2-Lipschitz
continous gradient. Then we have
Fα(wt+1) ≤Fα(wt) +∇Fα(wt)⊤(wt+1 −wt) + (2κ + 1)R
2
2
‖wt+1 −wt‖2
=Fα(wt)− ηt∇Fα(wt)⊤φα((w⊤t xi − yi)2) +
(2κ + 1)R2η2t
2
‖φα((w⊤t xi − yi)2)‖2
=Fα(wt)− ηt∇Fα(wt)⊤φα((w⊤t xi − yi)2)
+
(2κ + 1)R2η2t
2
‖∇φα((w⊤t xi − yi)2)−∇Fα(wt) +∇Fα(wt)‖2
Taking expectation on both sides we have
E[Fα(wt+1)− Fα(wt)] ≤(2κ + 1)R
2η2t − 2ηt
2
E[‖∇Fα(wt)‖2] + (2κ + 1)R
2η2t σα
2
≤− ηt
2
E[‖∇Fα(wt)‖2] + (2κ+ 1)R
2η2t σα
2
,
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where the last inequality uses the fact that ηt ≤ 1(2κ+1)L2 . Summing up t over 1, . . . , T , we
have
T∑
t=1
ηtE[‖∇Fα(wt)‖2] ≤ 2(Fα(w1)− Fα(w∗)) +
T∑
t=1
(2κ + 1)R2η2t σα. (15)
By setting ηt =
1
(2κ+1)R2
√
T
, we have
ER[E[‖∇Fα(wt)‖2]] ≤ 2(2κ+ 1)R
2(Fα(w1)− Fα(w∗))√
T
+
σα√
T
, (16)
where R is a uniform random variable supported on {1, . . . , T}. To achieve an approximate
stationary point E[‖∇Fα(wt)‖2] ≤ ǫ2, the iteration complexity is T = O(σ2α/ǫ4).
Remark. The condition of
∣∣x2φ′′α(x2)∣∣ ≤ κ for three different truncation functions pre-
sented in Preliminaries subsection can be easily checked. Example 1:
∣∣∣x2φ′′(1)α (x2)∣∣∣ =∣∣∣− x2/α(1+x2/α)2 ∣∣∣ ≤ 1; Example 2: ∣∣∣x2φ′′(2)α (x2)∣∣∣ = ∣∣∣ x4/α2+x6/(2α3)(1+x2/α+x4/(2α2))2 ∣∣∣ ≤ 1; Example 3: ∣∣x2φ′′hα (x2)∣∣ =∣∣∣2x2(1−x2/α)α ∣∣∣ ≤ α|1 − α| when 0 ≤ x ≤ α, otherwise ∣∣x2φ′′hα (x2)∣∣ = 0.
Appendix F. Proof of Theorem 4
Proof We will use the following lemma in our proof.
Lemma 4 (Loh et al., 2017) Under the assumption of Theorem 4, the following inequality
holds for any w1,w2 ∈ {w : ‖w −w∗‖2 ≤ r} with probability 1− c exp(c′ log d),
(∇Fα(w1)−∇Fα(w2))⊤(w1 −w2) ≥ αTλmin(Σx)
16
‖w1 −w2‖22 − τ
log(d)
n
‖w1 −w2‖21,
(17)
where αT := min|u|≤T φ′′α(u) > 0, τ =
C(αT+κ2)
2σ2xT
2
r2
, and κ2 satisfies φ
′′
α(u) ≥ −κ2 for all
u.
Then let’s start our proof. It is easy to show that |φ′α(u2)| = | u1+u2/α | ≤
√
α
2 and φ
′′
α(u
2) =
1−u2/α
(1+u2/α)2
≥ −18 , then κ2 = 18 . Let T ≤
√
α/2, then αT =
12
25 . Then
(∇Fα(wα)−∇Fα(w∗))⊤(wα −w∗) ≥ a‖wα −w∗‖22 − τ
log(d)
n
‖wα −w∗‖21, (18)
where a = 3λmin(Σx)100 and τ =
Cσ2xT
2
r2
and C is a constant. Suppose SGD returns an approx-
imate stationary point wα such that ‖wα −w∗‖2 ≤ r and ‖∇Fα(wα)‖2 ≤ ǫ. Since wα is a
stationary point and w∗ is feasible, we have
∇Fα(wα)⊤(w∗ −wα) ≥ −ǫ‖w∗ −wα‖2 (19)
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By Proposition 1 of (Loh et al., 2017), we have
∇Fα(w∗)⊤(wα −w∗) ≥ −c
√
α
2
σx
√
log(d)/n‖wα −w∗‖1 (20)
Combining inequalities (18) (19) and (20), we have
a‖wα −w∗‖22 ≤ǫ‖w∗ −wα‖2 + c
√
α
2
σx
√
log(d)/n‖wα −w∗‖1 + τ log(d)
n
‖wα −w∗‖21
≤ǫ‖w∗ −wα‖2 + c
√
α
2
σx
√
d log(d)/n‖wα −w∗‖2 + τ d log(d)
n
‖wα −w∗‖22
≤ǫ‖w∗ −wα‖2 + c
√
α
2
σx
√
d log(d)/n‖wα −w∗‖2 + τrd log(d)
n
‖wα −w∗‖2
Then we get
‖wα −w∗‖2 ≤ O
(√
αd log d
n
+
T 2d log d
rn
+ ǫ
)
Appendix G. Proof of Proposition 2
Proof For similicity, let ℓ(w) = ℓ(w;x,y). By the defination of truncation function, we
know that φα(x) is smooth, i.e., for any w,v ∈ Rd, there exists a constant Lα such that
φα(ℓ(v)) +φ
′
α(ℓ(w))(ℓ(w)− ℓ(v))− Lα2 |ℓ(w)− ℓ(v)|2 ≤ φα(ℓ(w)). Since ℓ is convex, i.e. for
any w,v ∈ Rd, ℓ(w) ≥ ℓ(v) + ∂ℓ(v)⊤(w − v), then
φα(ℓ(w))− φα(ℓ(v)) ≥φ′α(ℓ(w))∂ℓ(v)⊤(w − v)−
Lα
2
|ℓ(w)− ℓ(v)|2
≥φ′α(ℓ(w))∂ℓ(v)⊤(w − v)−
G2Lα
2
‖w − v‖2
where the first inequality uses φ′α(ℓ(w)) ≥ 0; the second inequality uses the fact that
‖∂ℓ(w;xi, yi)‖ ≤ G. That is, Fα(w) is G2Lα-weakly convex. Finally, by employing the
result of Theorem 2.1 from (Davis and Drusvyatskiy, 2018), we can complete the proof.
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