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There has been considerable interest in applying the gauge/gravity duality to condensed matter
theories with particular attention being devoted to gravity duals (Lifshitz spacetimes) of theories
that exhibit anisotropic scaling. In this context, black hole solutions with Lifshitz asymptotics
have also been constructed aiming at incorporating finite temperature effects. The goal here is to
look at quantum polarization effects in these spacetimes, and to this aim, we develop a way to
compute the coincidence limit of the Green’s function for massive, non-minimally coupled scalar
fields, adapting to the present situation the analysis developed for the case of asymptotically anti
de Sitter black holes. The basics are similar to previous calculations, however in the Lifshitz case
one needs to extend previous results to include a more general form for the metric and dependence
on the dynamical exponent. All formulae are shown to reduce to the AdS case studied before once
the value of the dynamical exponent is set to unity and the metric functions are accordingly chosen.
The analytical results we present are general and can be applied to a variety of cases, in fact, to
all spherically symmetric Lifshitz black hole solutions. We also implement the numerical analysis
choosing some known Lifshitz black hole solutions as illustration.
I. INTRODUCTION
Ramifications of the AdS/CFT correspondence have
been used to try to extend to non-relativistic condensed
matter systems the idea that a strongly coupled theory
can be described in terms of a gravitational weakly cou-
pled dual (see Refs. [1, 2] for reviews). One such non-
relativistic incarnation of the correspondence has focused
on the possibility of constructing a dual description of a
class of critical phenomena in which phase transitions are
governed by fixed points with dynamical scaling [3, 4],
t→ λzt, x→ λx, z 6= 1, (1)
where z is the dynamical exponent. The prototypical
field theoretical example exhibiting the above anisotropic
scaling is the Lifshitz field theory
S =
∫
d3x
[
φ¨− κ (∇2φ)2] (2)
that is invariant under (1) with z = 2.
From the point of view of the duality, the question is
then to find a general class of spacetimes that are dual to
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theories with non-trivial exponents z 6= 1. This problem
has been addressed in Ref. [3], where the following gravity
solutions
ds2 = ℓ2
(−r2zdt2 + r2dx2 + r−2d2r) , (3)
have been singled out. In the above coordinate system
0 < r <∞, dx2 = dx21 + · · ·+ dx2d and ℓ is the curvature
scale of the geometry. For z = 1 the metric reduces to
AdSd+2. Ref. [3] focuses on the case z = 2 and d = 2,
appropriate to describe gravitational duals of 2 + 1 di-
mensional field theories, like (2). The geometry (3) is
nonsingular, and is invariant under the scale transforma-
tion
t→ λzt, r → r
λ
, x→ λx, z 6= 1 . (4)
Spacetimes like (3) can be obtained as a solution of Ein-
stein gravity augmented by a negative cosmological con-
stant plus two- and three-form fields. Some details have
been studied in Ref. [3], where the two-point function and
the holographic renormalization group flow have been
worked out.
Follow-up work, aiming at incorporating effects of fi-
nite temperature, has concentrated in finding Lifshitz
black hole solutions, i.e. black holes asymptoting to the
Lifshitz spacetime (3). The general Euclidean form for a
Lifshitz black hole can be expressed as
ds2 = ℓ2
(
r2zf(r)dτ2 + r−2u(r)d2r + r2d2Ω2
)
, (5)
2with τ = it and which has the correct Lifshitz asymp-
totics (3) if f → 1 and u→ 1 as r →∞. The coordinate
τ will also be regarded as periodic with period β = 1/Tbh
with Tbh being the black hole temperature. Explicit solu-
tions have been constructed in a variety of models mostly
using numerical approximations, with some examples ob-
tained analytically (see, for example, Refs. [4–11]). Black
hole solutions with Lifshitz asymptotics were constructed
in Ref. [4] and later generalized in Ref. [5]. Ref. [6] ob-
tained black hole solutions for z = 2 and d = 2 by means
of numerical approximation in the same model field the-
ory proposed in [3] (Einstein gravity with a cosmological
constant plus two- and three-form gauge fields). A class
of Lifshitz topological black holes were obtained in [7] also
for z = 2 and d = 2. Lifshitz black holes with arbitrary
z were obtained in Refs. [8]. Other analytical solutions
were found in Ref. [9]. Charged solutions with arbitrary
z have been obtained in Ref. [10] and generalizations ob-
tained in Ref. [11]. Solutions with z = 3/2 have been
obtained in Ref. [12]. All the above cited solutions have
the structure of Eq. (5).
In this work we will take the general solution (5) as
a starting point and we will develop a method to obtain
the coincidence limit of the Green function (the quan-
tum vacuum polarization, 〈φ2〉) for a bulk scalar φ on the
background (5). Such quantity is often taken as a start-
ing point for the evaluation of the full quantum energy-
momentum tensor and it is a useful preliminary step to
investigate quantum fluctuations. Calculating the quan-
tum vacuum polarization is usually technically complex
and much work has been done to develop approximation
schemes and numerical methods. Christensen [13] was
the first to deal with this problem by calculating the vac-
uum expectation value of the stress-energy tensor in a
curved background through the covariant point-splitting
method. Further developments were carried by Candelas
and Howard [14, 15] and later on by Anderson and col-
laborators [16, 17]. Some more recent calculations of 〈φ2〉
in different geometries can be found in [18–21], for exam-
ple. In the present case, the calculation of 〈φ2〉 should be
adapted to the Lifshitz asymptotic structure. The case
mostly relevant for us is that of asymptotically anti de
Sitter solutions, for which the quantum vacuum polar-
ization has been calculated in Ref. [22] and that we will
follow closely here.
The starting point of our calculation is the known for-
mula for the Green’s function expressed as an infinite
sum over the mode functions. The difficulties in evaluat-
ing its coincidence limit arise mainly due to the diverging
behavior that prevent a direct numerical evaluation of the
sums. A second problem arises due to the fact that exact
solutions to the wave equation can only be found in some
special cases (see Ref. [23] for a recent example studying
rotating black holes with subtracted geometry for which
the vacuum polarization can be calculated analytically).
The impossibility of finding explicit solutions translates
into a difficulty of regularizing the coincidence limit and,
in turn, into the impossibility of carrying out a direct nu-
merical evaluation. A natural and widely used alterna-
tive is to approximate the solutions to the wave equation
and use the approximate solutions to extract the diver-
gences. This can be done by adopting some approxima-
tion scheme, like the WKB approximation, that proves to
be sufficient to do the job. We should remark that while
any approximation scheme for the solutions provides per
se a way to approximate the vacuum polarization (or the
energy-momentum tensor), a slow (or lack of) conver-
gence can influence the result. In our case, the evaluation
will be carried out exactly and the use of the WKB ap-
proximation serves only as intermediate step to extract
the divergences. In the following sections we will detail
the computations and report the intermediate steps that
may ease the comparison with the asymptotically AdS
case and serve as a check. While the method is valid for
any black hole of the form (5) with Lifshitz asymptotics,
the numerical computation will be performed for some
known solutions, thus specifying the form for the func-
tions f and u and the value of the dynamical exponent
z.
II. GREEN’S FUNCTION IN A LIFSHITZ
SPACETIME
Moving on to the problem at hand, let us consider a
scalar field propagating on the Lifshitz black hole geom-
etry (5). The relevant action is
S =
1
2
∫
d4x
√
g
[
gµν∂µφ∂νφ+m
2φ2 + ξRφ2
]
, (6)
where we included both a mass term m and a coupling
to the curvature. In the following, we will limit ourselves
to consider a probe scalar, therefore the underlying the-
ory leading to the solution (5) will be unimportant. The
form of the metric functions f and u will not be specified
(except for their asymptotic behavior) and the analytical
results that we will present are valid in general. Also,
the computations will be carried out for a general value
of z, which we will only specify at the end in the numer-
ical evaluations, used to illustrate the results for specific
examples. The method presented here refines and gener-
alizes a similar one developed to compute the same quan-
tity for anti de Sitter black holes [22] that corresponds to
z = 1 and f = u−1 and which the more general results
presented here should reproduce.
The Euclidean Green’s function satisfies
(
−m2 − ξR)GE(x, x′) = −δ(x, x′)√
g
, (7)
with g being the determinant of the metric tensor. Spher-
ical symmetry allows one to express the Green’s function
as
GE(x, x
′) =
1
β
∑
n,l
2l+ 1
4π
eiωn(τ−τ
′)Pl(cos γ)Gnl(r, r
′) ,
(8)
3where ωn =
2πn
β are the Matsubara frequencies, and
cos γ = cos θ cos θ′ + sin θ sin θ′ cos(ϕ − ϕ′). Using the
relation δ(τ, τ ′) = 1β
∑
n e
iωn(τ−τ
′), it is easy to express
the differential equation for the radial Green function:
[
d2
dr2
+
(
3 + z
r
+
f ′
2f
− u
′
2u
)
d
dr
− u
r2
(
ω2n
r2zf
+
l(l + 1)
r2
+m2 + ξR
)]
Gnl(r, r
′) = −
√
u
f
δ(r′ − r)
rz+3
. (9)
We have set ℓ = 1, thus fixed our units according to
this choice. The solutions to the above equation can be
expressed in terms of those of the homogeneous equation
denoted here by Sln(r), where n and l are the radial
and angular quantum numbers, respectively. There are
two regions which are particularly important: near the
horizon, and at infinity. In the latter case, the geometry
has to recover the Lifshitz solution so f → 1 and u→ 1.
Therefore, in the asymptotic region, the homogeneous
equation becomes[
d2
dr2
+
3 + z
r
d
dr
−
(
m2 + ξR∞
r2
)]
S
∞
nl (r) = 0 . (10)
where R∞ = −2(z + 1)2 − 4 is the Ricci scalar at large
distance. The solution asymptotically is then
S
∞
nl (r) ∼ r∆± (11)
where
∆± = −z + 2
2
±
√(
z + 2
2
)2
+m2 + ξR∞ (12)
Some care should be paid in selecting the correct solu-
tions, or, in other words, the correct range of parameters.
In the present case, one can easily observe that the pa-
rameters m, ξ and z (we assume z ≥ 1 and ξ ≥ 0) must
satisfy the relation
m2 ≥ −
(
z + 2
2
)2
+ 2ξ
(
(z + 1)2 + 2
) ≡ µ2⋆, (13)
and, in order for the solution asymptoting for r∆− to fall
off sufficiently rapidly, the condition
m2 ≤ 2ξ ((z + 1)2 + 2) = µ2⋆ +
(
z + 2
2
)2
(14)
should also be satisfied. Within the region µ2⋆ ≤ m2 ≤
µ2⋆+((z+2)/2)
2 both solutions are acceptable, while for
m2 ≥ µ2⋆ + ((z + 2)/2)2 only the ∆− solution falls off
sufficiently rapidly. Setting z = 2 and ξ = 0 recovers
known bounds. In the following, we will assume that
the parameters satisfy the second inequality and take the
solution relative to ∆− as the only one acceptable.
In the near horizon limit, we expect that gττ = r
2zf →
0 and grr = u/r
2 →∞ while at the same time gττgrr =
r2z−2fu ∼ 1. One way to find a solution in this limit is
to rescale the coordinates as
dr∗ = dr/f
∗ (15)
with
f∗ = rz+1
√
f
u
, (16)
which allows us to rewrite the homogeneous equation in
the form[
d2
dr2∗
− (r2zf)
(
l(l+ 1)
r2
+ f∗
′ rz+1√
f u
+m2 + ξR
)
−ω2n
]
(rSnl(r)) = 0 , (17)
where the derivative is with respect to the variable r.
Thus the horizon limit implies that[
d2
dr2∗
− ω2n
]
(rS hnl(r)) = 0 , (18)
leading to
S
h
nl(r) ∼
e±ωnr∗
r
. (19)
The case with the + sign is the solution regular at the
horizon.
Following the usual notation, the solutions will be in-
dicated as pnl(r) and qnl(r) according to the regularity
at the horizon and at infinity, respectively, in which case
the radial Green function can be shown to have the form
Gnl(r
′, r) =
1
rz+3
√
u
f
pnl(r<)qnl(r>)
qnlp′nl − pnlq′nl
(20)
where r> and r< denote respectively the highest and low-
est of the set {r′, r}, and where the primes denote dif-
ferentiation with respect to the variable r. The Green
function can thus be expressed in the following form
GE(x, x
′) =
1
β
∑
l,n
2l+ 1
4π
eiωn(τ−τ
′)Pl(cos γ)
× 1
rz+3
√
u
f
pnl(r<)qnl(r>)
qln(r)p′ln(r) − pln(r)q′ln(r)
. (21)
As we have explained, due to the diverging behavior, it
is not possible to evaluate numerically the above expres-
sion before regularization. To by-pass this problem we
4shall adopt the usual procedure of approximating the so-
lutions by means of the WKB approach and cast (21) in
a form suitable for renormalization. The WKB form of
the solutions is
Sln(r) = r
aW b exp
(
±
∫ r
rs
W c(u)χ(u)du
)
, (22)
where χ(u) = udge(u)fo(u). The + and − signs refer
to the solutions regular the horizon and infinity, respec-
tively. By inserting this ansatz in the homogeneous equa-
tion, we are left with the associated differential equation
for the functionW . We choose the powers of each term in
Eq. (22) in such a way so as to eliminate the terms with
(±)-signature. Additionally, we require that the term ra
be consistent with the limit of Eq. (11). All of these
restrictions amount to setting
a = −(z + 2)/2 , b = −1/2 , c = 1 ,
d = −1 , e = 1/2 , o = −1/2 ,
and the homogeneous equation becomes
W 2 = ̟ + σ + a1
W ′
W
+ a2
W
′2
W 2
+ a3
W
′′
W
, (23)
where
̟ =
[(
l +
1
2
)2
− 1
4
]
f
r2
+
ω2n
r2z
,
σ =
(
m2 + ξR
)
f +
(z
2
+ 1
)2 f
u
+
r
2
(
1 +
z
2
) f ′
u
− r
2
(
1 +
z
2
) fu′
u2
,
and
a1 =
r
2
f
u
− r
2
4
f
u
[
u′
u
− f
′
f
]
,
a2 = −3r
2
4
f
u
,
a3 =
r2
2
f
u
.
One may notice that the ansatz (22) follows the correct
asymptotic behavior and all the above formulae reduce
to the those for AdS in the appropriate limit z = 1 and
f = u−1.
It is now possible to express the solution iteratively
W =W (0) +W (1) + · · · . (24)
Following [22], we will work at next-to-leading order in
the WKB, and approximate the solutions as follows
1
W˜n(l)
=
1
Φ(l)1/2
− Ψ(l)
4Φ(l)3/2
, (25)
with W˜n(l) representing the approximated value ofWn(l)
and
Φ(l) = ̟ + σ ,
Ψ(l) = a1
Φ′
Φ
+
(
a2 − a3
2
)(
Φ′
Φ
)2
+ a3
Φ
′′
Φ
, (26)
where, for future convenience, we have adopted the nota-
tion W˜n(l) and Φ(l) which makes explicit the argument l
while carrying an implicit dependence on r. The deriva-
tives are also taken with respect to the variable r.
III. REGULARIZATION OF THE
COINCIDENCE LIMIT
In this section we will construct the regulated coin-
cidence limit of the Green’s function. First of all, we
take the partial coincidence limit (r′,Ω′) → (r,Ω), de-
fine α = 2π/β and insert the WKB ansatz Eq. (22) in
Eq. (21) to obtain
GE(x, x
′) =
α
8π2
∞∑
n=−∞
einαε
∞∑
l=0
(l + 1/2)
rz+2Wn(l)
, (27)
where we have defined ε = τ − τ ′. Both sums, over l and
n, are divergent. We first deal with the l-summation by
noticing that, since the complex exponential is essentially
δ(ε), the Green function is devoid of divergences so long
as ε 6= 0, or equivalently X 6= X ′. Thus we are free to
add multiples of δ(ε), which as long as ε 6= 0 will still be
0 so the final result will not be altered. As in Ref. [22],
we may choose multiples of the form
α
8π2
∑
n
einαε
∑
l
Rl(r) (28)
where Rl(r) is arbitrary and independent of n. Subtract-
ing this term in Eq. (27) and looking at the asymptotic
behavior of Wn(l) for large l
Wn(l) ∼ W˜n(l) ∼
(
l +
1
2
) √
f
r
+O
[(
l +
1
2
)−1]
(29)
we see that it is enough to set Rl(r) = 1/(r
z+1
√
f) in
order to cancel the asymptotic terms and thus removing
the divergence in the summation over l, resulting in
GE(x, x
′) =
α
8π2
∞∑
n=−∞
einαε
∞∑
l=0
[
l+ 1/2
rz+2Wn(l)
− 1
rz+1
√
f
]
.
(30)
While the divergences due to the l summation can be
eliminated without the need for renormalization, the
more serious divergences appear in the coincidence limit
ε → 0 due to the summation over n. These UV diver-
gences can be traced back to fact that the coincident limit
of the Green’s function comes from the product of quan-
tum fields which are being evaluated at the same space-
time point. Such divergences can be cured by subtrac-
tion of appropriate counter-terms. The problem of isolat-
ing the divergent terms for a general spherical symmetric
metric has been addressed in general in Ref. [13], where
general formulae have been obtained. In the present case,
5the divergent terms are given by the limit ε = 0 of the
following expression
GE div.(x, x
′) =
1
16π2
{
4
ε2fr2z
+
(
m2 +
(
ξ − 1
6
)
R
)
×
×
(
ln
[
m2fε2r2z
4
]
+ 2γ
)
−m2 + r
2
6u
f ′2
f2
− r
2
6u
f ′′
f
+
zr
6u
u′
u
+
r2
12u
f ′
f
u′
u
− r
2u
f ′
f
− 2z
3u
}
. (31)
where γ is Euler’s constant. Some finite terms are also
included, as is common practice, although for practical
purposes they are irrelevant.
In order to renormalize the coincidence limit of the
Green function, we must subtract the above expression
from Eq. (30) in the limit ε = 0. While formally finite, it
is convenient to recast the counter-terms in a form more
suitable for the subsequent evaluation by means of the
Abel-Plana summation formula, as done, for instance, in
[16], leading to
lim
x′→x
GE div.(x, x
′) =
α
8π2
[
∆1 +∆2 +∆3 +∆4
−
∞∑
n=1
(
2ωn
r2zf
+
[
m2 −
(
ξ − 1
6
)
R
]
1
ωn
)]
. (32)
In the above expression we have defined
∆1 ≡ −
∞∑
n=1
[
2
r2zf
(√
ω2n +m
2r2zf − ωn − m
2r2zf
2ωn
)
+
(
ξ − 1
6
)
R
(
1√
ω2n +m
2r2zf
− 1
ωn
)]
and
∆2 ≡ m
2
2α
ln
(
m2r2zf
)− m2
α
ln
(
α+ (α2 +m2r2zf)1/2
)
+
2i
r2zf
∫ ∞
0
dt
e2πt − 1
([
(1 + it)2α2 +m2r2zf
]1/2 − [(1− it)2α2 +m2r2zf]1/2) ,
∆3 ≡
(
ξ − 1
6
)
R
[
ln
(
m2r2zf
)
α
− 2
α
ln
(
α+ (α2 +m2r2zf)1/2
)
+
1√
α2 +m2r2zf
+2αi
∫ ∞
0
dt
e2πt − 1
(
1
[(1 + it)2α2 +m2r2zf ]
1/2
− 1
[(1− it)2α2 +m2r2zf ]1/2
)]
,
∆4 ≡ 1
2α
(
r2
6u
f ′2
f2
− r
2
6u
f ′′
f
+
zr
6u
u′
u
+
r2
12u
f ′
f
u′
u
− r
2u
f ′
f
− 2z
3u
−m2
)
.
From the above results, the coincidence limit is readily obtained by subtracting the divergent expression (32) from
the non-renormalized result (30). After subtraction, the coincidence limit can be safely taken leading to a regular
(finite) expression for the coincidence limit
〈φ2(x)〉 = G(ren.)E (x, x)
=
α
8π2
{ ∞∑
l=0
(
l + 1/2
rz+2W0(l)
− 1
rz+1
√
f
)
+
∞∑
n=1
[
2
∞∑
l=0
(
l + 1/2
rz+2Wn(l)
− 1
rz+1
√
f
)
+
2ωn
r2zf
+
[
m2 −
(
ξ − 1
6
)
R
]
1
ωn
]
−∆1 −∆2 −∆3 −∆4
}
. (33)
IV. REGULARITY AND SUMMATIONS
A. General procedure
Although Eq. (33) is finite by construction, the renor-
malized vacuum polarization, as written in (33) is not yet
suitable for straightforward numerical evaluation. First
of all, individual pieces are divergent. Thus, it is more
than instructive to see how these can be combined in or-
der for the divergences to cancel. Secondly, the summing
over the angular and radial eigenvalues is numerically
nontrivial, and it can expedited by appropriately express-
ing the sums. In this section, we will prove the regularity
6and outline how the summations are performed.
A useful way to proceed is to add and subtract the
WKB counterpart of 〈φ2(x)〉. While this manipulation is
only formal, it is clear that the reminder of the WKB ap-
proximation, δ〈φ2(x)〉 = 〈φ2(x)〉−〈φ2(x)〉WKB, is regular
and can be calculated numerically, modulo a convenient
combination of the individual terms as we will describe
below. Following previous work [16, 22], we write
〈φ2(x)〉 = α
8π2
{Υ0 +Σ1 +Σ2 −∆} (34)
where we have defined ∆ = ∆1 +∆2 +∆3 +∆4,
Σ1 ≡
∞∑
l=0
(
l +
1
2
)(
1
rz+2W0(l)
− 1
rz+2W˜0(l)
)
+2
∞∑
n=1
∞∑
l=0
(
l +
1
2
)(
1
rz+2Wn(l)
− 1
rz+2W˜n(l)
)
,
Σ2 =
∞∑
n=1
[
2Υn +
2ωn
r2zf
+
[
m2 −
(
ξ − 1
6
)
R
]
1
ωn
]
(35)
and
Υn ≡
∞∑
l=0
(
l + 1/2
rz+2W˜n(l)
− 1
rz+1
√
f
)
. (36)
Every term except for Σ2 is explicitly finite, so we need
only to verify that all the divergences in this term can-
cel. Obvious divergences come from the second and third
terms, proportional to ωn and ω
−1
n , in (35) and should
cancel with terms coming from Υn. In order to isolate
these diverging terms, we can apply once more the Abel-
Plana formula and recast Υn as
Υn =
1
rz+2
{
1
4W˜n(0)
+
[∫ ∞
0
(
τ + 1/2
W˜n(τ)
− r√
f
)
dτ − r
2
√
f
]
+i
∫ ∞
0
dτ
e2πτ − 1
(
iτ + 1/2
W˜n(iτ)
− −iτ + 1/2
W˜n(−iτ)
)}
. (37)
The first term in Eq. (37) can be expressed in terms of
the following Epstein-Hurwitz ζ-function
Zq ≡
∞∑
n=1
(
ω2n + r
2zσ(r)
)−q/2
(38)
as some straightforward calculations show
1
2rz+2
∞∑
n=1
1
W˜n(0)
=
1
4r2
{
2Z1 + zr2z−2
[
a1r − 2z
(
a2 − a3
2
)
− (2z + 1)a3
]
Z3
−r4z−2
[(
a1r
2
− 2
(
a2 − a3
2
)
z
)
(2zσ + rσ′)− a3
(
z(2z + 1)σ − r
2σ′′
2
)]
Z5
−
(
a2 − a3
2
)
r4z
2
(
2zσrz−1 + rzσ′
)2 Z7
}
. (39)
Having expressed the result in terms of the above
Epstein-Hurwitz ζ-function, isolating the divergences is
only a matter of simple power-counting. In Eq. (39),
only the term multiplied by Z1 is responsible for the
divergences, that can be extracted by expanding Z1 in
powers of ωn and retaining the terms proportional to
c1ωn + c2ω
−1
n . Simple steps lead to the divergent piece
of (39), denoted by div1
div1 =
1
2r2ωn
. (40)
The next contribution to Σ2 is the term in square
brackets in Eq. (37), namely
2
rz+2
∞∑
n=1
[∫ ∞
0
(
τ + 1/2
W˜n(τ)
− r√
f
)
dτ − r
2
√
f
]
= A1 +A2(41)
that we have rearranged as the sum of two pieces
A1 ≡ 2
rz+2
∞∑
n=1
[∫ ∞
0
(
τ + 1/2
Φ(τ)1/2
− r√
f
)
dτ − r
2
√
f
]
,
A2 ≡ − 1
2rz+2
∞∑
n=1
∫ ∞
0
(τ + 1/2)Ψ(τ)
Φ(τ)3/2
dτ .
The first term above can be easily evaluated by direct
integration leading to
A1 = − 2
r2zf
Z−1 , (42)
from which the divergent contribution div2 can be ex-
tracted:
div2 =
2
r2zf
(
ωn +
r2zσ
2ωn
)
(43)
For the other term, A2, inserting the explicit expression
for Ψ, integrating over τ , and summing over the frequen-
cies gives
7A2 =
a1
6f
{(
4 + 2z
r
− 2f
′
f
)
Z1 − r2z−1(2zσ + rσ′)Z3
}
−a2 − a3
60f
{(
4(3z2 + 4z + 8)
r2
− 8(z + 4)
r
f ′
f
+ 8
f ′2
f2
)
Z1
−4r2z−1
(
(3z + 2)
r
− f
′
f
)
(2zσ + rσ′)Z3 + 3r4z−2(2zσ + rσ′2)Z5
}
− a3
6f
{(
12 + 2z(2z + 1)
r2
− 8
r
f ′
f
+ 2
f ′′
f
)
Z1 − r2z−2(2z(2z + 1)σ − r2σ′′)Z3
}
. (44)
In this case to, the only divergent contribution div3,
which simple steps allow us to isolate, comes from Z1:
div3 =
1
6ωn
{
z(4− z)
2u
− z
2
r
u
f ′
f
− r
2
u
f ′′
f
+
r2
2u
f ′2
f2
+
r
2u
u′
u
(
r
f ′
f
− (z + 2)
)}
. (45)
The last term in Eq. (37) to consider is
A3 ≡ 2i
rz+2
∞∑
n=1
∫ ∞
0
dτ
e2πτ − 1
(
iτ + 1/2
W˜n(iτ)
− −iτ + 1/2
W˜n(−iτ)
)
.
(46)
Observing that the dominant contribution to the integral
comes from the τ ∼ 0 region of integration, we make the
expansion(
iτ + 1/2
W˜n(iτ)
− −iτ + 1/2
W˜n(−iτ)
)
= −i
∞∑
j=1
cnjτ
2j−1 (47)
for small τ and proceed by direct integration. Some cal-
culations give
A3 =
1
rz+2
∞∑
n=1
∞∑
j=1
(−1)j−1
2j
cnjB2j (48)
where B2j are the Bernoulli numbers and the coefficients
cnj are those coming from the Taylor expansion of the
integrand in Eq. (46),
cnj ≡ i
2j
(j − 1)!
dj−1
dxj−1
(
2
W˜n(x)
− 1
j
W˜ ′n(x)
W˜ 2n(x)
) ∣∣∣∣
x=0
. (49)
Identification of the divergent part in Eq. (48) is pos-
sible by looking at the asymptotic behavior of the coeffi-
cients cnj for large n. Using Eqs. (25)-(26) it is straight-
forward to see that for n ≫ 1 only the j = 1 term in
Eq. (49) leads to a divergence,
cn1 = −2r
z
ωn
. (50)
Then, simple steps give the divergent contribution div4
arising from (46)
div4 = − 1
6r2ωn
. (51)
From here it is a trivial exercise to sum (40), (43), (45)
and (51) and prove that the final expression is regular.
B. Numerical computations
Having demonstrated the regularity of the results, the
left-over task is to compute the summations over n, a
problem that we can approach exactly as done for the
AdS case and that we repeat here for the reader’s con-
venience. Practically the problem has been reduced to
calculating the zeta functions Zq. Only Z1 and Z−1 con-
tain divergences, and, using the proof of the regularity,
we can simply regulate these functions by subtracting the
corresponding diverging contributions. This translates to
the following definition
Z˜−1 = α
∞∑
n=1
(√
n2 + v2 − n− v
2
2n
)
, (52)
Z˜1 = α−1
∞∑
n=1
(
1√
n2 + v2
− 1
n
)
, (53)
with v2 ≡ r2zσα2 . Numerical evaluation can then be per-
formed in different ways, depending on the magnitude
of v2. For large v2, one may adopt the Chowla-Selberg
formula [24, 25] to recast the zeta-functions as
Zq = α−q
(
− v
−q
2
+
√
π Γ((q − 1)/2)
2Γ)(q/2)
v1−q
+
2πq/2
Γ(q/2)
v(1−q)/2
∞∑
p=1
p(q−1)/2K(q−1)/2(2πpv)
)
,
which is regular for any q 6= −1, 1. For either q = −1, 1,
following the logic we have explained before, one may
simply subtract the divergent portion obtaining
Z˜−1 = α
(
1
12
− v
2
+
v2
4
[1− 2 ln(v/2) + γ]
− v
π
∞∑
p=1
K−1(2πpv)
p
)
, (54)
and
Z˜1 = − 1
α
(
1
2v
+ ln(v/2) + γ − 2
∞∑
p=1
K0(2πpv)
)
. (55)
Owing to the presence of the Bessel functions, the eval-
uation of the sums can be carried out numerically very
easily.
8When the value of v2 is small, then we may proceed by
splitting the summation range in two parts: one up to a
value n¯ ≫ v2 plus a reminder. We can then expand the
reminder for small v2 and complete the infinite sums by
adding and subtracting appropriate terms. The proce-
dure is identical to that developed in Ref. [22] where the
reader is addressed to check the details. The other reg-
ular term, involving spurious divergent summations over
n is ∆1 that can also be treated along the same lines de-
scribed above, i.e. expressing it in terms of regularized
zeta functions.
The numerical procedure can be implemented straight-
forwardly and essentially it comes down to calculating
every term of (34). The contributions ∆1, ∆2, ∆3, ∆4
and Υ0 do not pose any particular complication and their
evaluation can be carried out directly. The term Σ1 de-
scribes basically the reminder of the WKB approximation
and it can be calculated by first solving the homogeneous
equation numerically, followed by the subtraction of the
approximate result using the WKB expansion up to lead-
ing order. The WKB expansion improves for large l and
n, however, computationally, this term is the most expen-
sive to calculate. For Σ1 we expedited this procedure by
using a sampling method to compute the sums. Finally,
the term Σ2 consists of the sum of P1, P2 and P3. Since
we have explicitly shown its regularity, we may substi-
tute the diverging functions Zq (for q = −1, 1) with their
regularized counterparts (53), while the functions Zq (for
q > 1) can be evaluated easily due to the fast convergence
of the sums over the Bessel functions. With these pre-
liminaries, the terms P1 and P2 can, then, be calculated
directly. The remaining term P3 can be calculated by
adding and subtracting the expansion (47) to (46) and
using the WKB approximation for the terms containing
Wn, which are then expanded in a Taylor series up to
some order jmax. The advantage of using this approach
is that the subtraction term quickly drops to zero for rel-
atively small value of jmax, leading to a faster numerical
convergence.
So far the treatment has been independent of the ex-
plicit form of the metric functions, so now we must spec-
ify them. Some examples are illustrated in Figs. 1 and 2,
where we considered
f =
1
u
= 1−
(rh
r
)z+3
(56)
for which the black hole temperature is given by
Tbh =
1
4π
g00,1√
g11 g00
∣∣∣∣
r=rh
=
z + 3
4π
rzh . (57)
The plots for the vacuum polarization are for the specific
values ξ = 0, m = 0.01, with z = 1 and z = 2, for
different values of horizon radius r0.
As a simple consistency check, we may investigate the
asymptotic values for large values of the radial coordinate
in the case z = 1. In such a limit, it is readily seen that
the metric functions reduce to an AdS type, for which we
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Figure 1: Vacuum polarization for ξ = 0, m = 0.01 and
z = 1.
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Figure 2: Vacuum polarization for ξ = 0, m = 0.01 and
z = 2.
know that the analytic asymptotic value of the vacuum
polarization is given by
〈φ2〉AdS ≈ −
1
48π2
. (58)
We verify that this is indeed the value obtained in our
case as well.
V. CONCLUSIONS
Lifshitz black holes are black hole solutions exhibit-
ing scaling. These solutions are important ingredients
in the construction of gravitational dual of Lifshitz field
theories, allowing one to investigate finite temperature
effects. In this paper we have addressed the problem of
calculating the coincidence limit of the Green function
for a massive, non-minimally coupled bulk scalar field,
i.e., the vacuum polarization 〈φ2〉. The computation of
quantum vacuum effects is a notoriously difficult task
and, here, we have adapted the methodology used in the
case of asymptotically anti-de Sitter black holes to the
case of Lifshitz black holes.
9The basic approach relies on the use of the WKB ap-
proximation and point splitting regularization together,
allowing us to express the full solution as a WKB ap-
proximated part plus a remainder. This proves to be
very effective to explicitly confirm the cancellation of di-
verging parts, while at the same time providing a regular
set up for a numerical calculation. The WKB part is di-
rectly computed by using the analytic results expressed
in terms of regulated generalized zeta functions, which
in turn converge very rapidly due to the fast decay of
the modified Bessel functions appearing in them. The
remainder part is calculated by numerically solving the
mode equation and subtracting the WKB counterparts.
The convergence in this case is quite fast as well, since
this component is of order O(l−5, n−5).
We have dealt with the most general case of spheri-
cally symmetric Lifshitz solutions. We then have consid-
ered a particular form for the metric functions in order
to obtain a numerical result. We chose a function which
asymptotes to an AdS case, for which an analytic result
had already been calculated, and used it to check with
our results which correctly reproduced the expected be-
havior.
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