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INTRODUÇÃO 
Na presente dissertação, estudamos questões relacionadas 
ao comportamento assintótico das soluções de determinados tipos de 
equações diferenciais, a saber, equações diferenciais ordinárias, 
alguns tipos de. equações à derivadas parciais e também equações 
diferenciais funcionais. O trabalho se desenvolveu em torno do seguinte 
objetivo: explorar, em casos particulares, alguns resultados gerais 
sobre comportamento assintótico das órbitas de um determinado sistema 
dinâmico. Mais precisamente, alguns resultados que dão inf'ormações a 
respeito do conjunto w-limite de soluções, o qual é importante neste 
estudo, pois o conhecimento deste conjunto determina o comportamento 
assintótico das soluções. 
Passamos agora a detalhar o que foi feito em cada 
capitulo. Iniciamos o capitulo zero com uma apresentação dos resultados 
básicos e fundamentais da análise funcional, e nos restringimos apenas 
aos resultados que foram utilizados na dissertação. No parágraf'o 2 do 
mesmo capitulo, introduzimos algumas topologias no espaço !lf(X,M) das 
funções definidas em X e tomando valores no espaço métrico M. O 
objetivo neste ponto foi introduzir a topologia compacto-aberta, a qual 
veremos ser a topologia natural de se considerar quando tratarmos de um 
fluxo associado à equação diferencial ordinária não-autônoma X=f(t,x) 
Um outro tópico, imprescindível ao se estudar equações a 
derivadas parciais, são os espaços de Sobolev, o qual incluímos no 
parágrafo 3. Neste ponto, decidimos não apenas apresentar os resultados 
principais, como também mostrar o quão natural é a consideração destes 
espaços. 
Já nos parágrafos 4 e 5 do capítulo zero, colocamos 
alguns resultados sobre a teoria de semigrupos, os quais serão 
utilizados para justificar, no capítulo 1, exístência e unicidade de 
soluções para uma classe de equações diferenciais. 
i 
No capitulo 2, começamos introduzindo o conceito de 
sistemas dinâmicos e colocamos resumidamente os assim chamados 
"principias de invariância", mais precisamente, as proposições 1.5, 1.7 
e 1. 10. No parágrafo 2 do mesmo capitulo, estudamos sistemas dinâmicos 
gerados por equações autônomas. Aqui, basicamente ilustramos algumas 
dificuldades com respeito à hipótese de compacidade do fluxo na 
proposição 1.5. Fazemos isto para a equação do calor, tanto o caso 
linear quanto o não-linear. Também fazemos este estudo para a equação 
da onda com atrito, sendo que aqui aprofundamos um pouco mais e obtemos 
decaimento a zero das soluções usando técnicas do ~arágrafo 2. 1. No 
final da dissertação, damos um exemplo que ilustra muito bem a 
relevância do caráter autônomo da equação. Finalizamos o parágrafo 2 
analisando o caso das equações diferenciais funcionais. 
No parágrafo 3 tratamos das equações diferenciais 
ordinárias não-autônomas utilizando ainda os principias de invariância 
do parágrafo l. O principal resultado nessa parte é o teorema 25, o 
qual dá informações a respeito das soluções de x' = f(t,x) via 
• informações a respeito das eguacÕes limites x' = f (t,x) associadas à 
f. 
Terminamos essa introdução crm alguns comentários a 
respeito .·da extensão mais ou menos natural das idéias contidas na 
dissertação. Por exemplo, no final do parágrafo 2 tínhamos inicialmente 
colocado apenas um resultado que garantia compacidade do fluxo n(t,~) = 
= x (·,rp) associado à equação di:ferencial retardada x' (t) = f(x) com 
t t 
x = ~e C{[-r,O],IRn). Mas decidimos colocar um resultado um pouco mais 
o 
geral, a saber que, sob certas condições, o semigrupo T(t) gerado por 
tal equação se decompõe em T(t) :: S(t) + U(t), onde S(t) é uma 
contração e U(t) é compacta. Isto dá exemplo de uma a-contração, 
conforme terminologia usada em [ 13], e essas aplicações são casos 
particulares de uma classe mais geral, as aplicações assintóticamente 
suaves, para as quais se tem uma série de resultados. Por exemplo, em 
[13] mostra-se que para certos semigrupos T(t) assintóticamente suaves 
existe um atrator global, isto é, um conjunto compacto, invariante e 
ii 
maximal com respel to a essas duas propriedades. O atrator global é 
relevante porque contém mui tas das informações importantes sobre o 
fluxo. Além disso, o atrator global tem a vantagem de mudar pouco sob 
perturbações de T( t). Com essas observações, percebe-se que pode ser 
muito frutifero, no estudo de sistemas dinâmicos em espaços não 
localmente compactos, entender primeiro o fluxo restrito ao atrator 
global. 
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CAPÍTULO ZERO 
PRELIMINARES 
1. ALGUNS RESULTADOS BÁSICOS DA ANÁLISE FUNCIONAL 
TEOREMA 1.1 {Hahn-Banach) 
Sejam X um espaço vetorial real e p 
satisfazendo: 
{
(I) 
(2) 
p(ÀX) = Àp(x) V X E X v À > o 
p(x + y) < p(x) + p(y) v X, y E X 
Seja ainda G c X um subespaço vetorial e g 
uma aplicação linear tal que g(x) ~ p(x) V x E G . 
X 
Então existe uma forma linear f X --7 ~ que prolonga 
g, isto é, tal que fiG = g, e mais ainda, f(x) ~ p(x) V x E X. 
Demonstração: Veja Brezis [1). 
Sejam [x, u. ux] e [v. I! ·lly J espaços vetoriais 
Denotaremos por !(X, Yl o conjunto de todas as aplicações 
contínuas de X em Y, munido da norma usual, isto 
IITIIw 
.l.(X, Y) 
= sup 
JJ xll =1 
X 
UTxUY , para T E .f( X, Y). 
normados. 
lineares 
é 
Escreveremos simplesmente U ·li para qualquer uma das 
normas 11·11 e 11 ·H 
X y 
• 
Usaremos .f(X) para denotar .f(X,X) , e X para X(X,~), o 
dual topológico de X . 
<f,x> para designar f(x). 
• Também, dadas f E X e x E X, escreveremos 
I 
Corolário 1.2: Seja X um espaço vetorial norrnado (e.v.n), G c X um 
subespaço e g : G -----t IR linear e continua. 
Então existe f : X ~ ~ linear e continua tal que 
fie= g e llfJJx• = llgll 
Demonstração: É só aplicar Hahn-Banach com p(x) = l!gll • . llx!l . 
G 
• Corolário 1.3: Para todo x
0 
no e.v.n.X existe f
0 
E X tal que 
2 
<fo·V ·llxall e llroll/ ·llxall 
• 
Demonstração: É só aplicar o corolário 1.2 com G = 1Rx
0 
e g(tx
0
) = 
= t.Ux
0
11
2 
TEOREMA 1.4 (Banach-Steinhauss, ou da limitação uniforme) 
Sejam X e Y dois espaços de Banach e {r,} c 2(X,Y) . 
lEI 
Se sup 
lEI 
llr
1
x!l < oa 'rJ x E X então sup 
lEI 
Demonstração: Ver [1], pág. 16. 
TEOREMA 1.5 (da aplicação aberta) 
< ~ . 
Sejam X e Y dois espaços de Banach e T E !(X,Y) 
sobrejetor. Então T é aberta, isto é, leva abertos de X em abertos de 
Y. 
2 
Demonstração: Ve~ [1}, pág. 18. 
Co~olário 1.6; Sejam X e Y espaços de Banach e TE f(X,Y) bijeto~. 
Então -T-1 E f(Y, X). 
Demonstração: É imediato, 
-1 
pois T (que existe por- T ser-
continua se e só se T é abe~ta, e esse é o caso já que T 
sob~ejeto~. 
TEOREMA 1. 7, {do gráfico fechado) 
Sejam X e Y como antes e T : X ~ Y linear. 
bijeto~) é 
e f( X, Y) é 
:Se- D -.wáf'ico G(T) de T é fechado em XxY então T é 
continua. 
Demonstração: Ver !1], .página 20. 
Vejamos mais algumas definições. 
Definição 1.8 (Operador Linear Não-Limitado): 
Sejam X e Y espaços de Banach. Chamamos operado~ linear 
não-limitado a toda aplicação linear A : ~(A) c X ~ Y definido sobre 
um subespaço vetorial V(A) de X com valores em Y. ~(A) é o domínio de 
A. 
Se existe constante c õ?:. O tal que IIAull :!: cllull V u E 'I.JA) 
dizemos que A é limitado. 
Às vezes diz-se simplesmente operador linear, sem o 
adjetivo não-limitado. 
Definição 1.9 (operador fechado): Dizemos que o operador linear A : 
'I.J(A) c X --4 Y é fechado se G(A) (o gráfico de A) é fechado em X x Y. 
3 
Definição 1.10 (Noção de Adjunto) 
Seja A : V(A) c X --7 Y um operador linear e densamente 
• • definido, isto é, V{A) =X. Vamos definir um operador linear A : V(A ) 
• • c Y --7 X como segue. Colocamos 
• • 
'I!( A ) = { y' e Y 3 c~ O tal que [<y' ,Ax>[ :s c.!Jx!J . 'V x E V(A)} . 
• • 
Lógico que V(A ) é um subespaço vetorial de Y . 
Definamos agora 
consideremos a aplicação ~ = ~ ~ 
y • 
• 
• 
A y' 
,'IJ(A) 
para y' 
c X ----> 
• 
e V(A ). Para isso 
IR pondo rp ( x) =- <y', Ax> . 
Como y' E 'D(A ) obtemos que I~Cx) J :s c.llxll 'V x e, :V(A), ou seja 
tp : 'D(A) c X --7 lR é contínua. Assim podemos considerar a (única) 
• 
extensão continua ~ de t.p ao fecho 1J{A) = X . Colocamos A y' = ~ . t 
• • • • • 
claro que A resulta linear. O operador A 'D(A ) c Y ----> X é 
chamado adJunto de ft 
• Temos a relação fundamental abaixo que liga A e A 
• • 
<A y', X > = <y', Ax > 'V X E :V(A), V y' E Y x•,x Y*,Y 
TEOREMA 1.11 (Lax-Milgram) 
Seja H um espaço de Hilbert e a : H x H --7 ~ uma forma 
bilinear, continua e coerciva (i. é, existe constante o: > O tal que 
2 
a(v,v) i: allvll , V v e H). 
• 
Então, dado rp E H , existe um único u = u(rp) E H tal que 
a{u,v) = rp{v) V v E H. 
Mais ainda, seª é simétrica (i. é, a(u,v) = a(v,u) V u,v 
E H) então u é caracterizado por 
1 2 a(u,u) - ~(u) = min 
vEH 
4 
{ ~ a(v,v) 
Demonstração: Brezts [1}, página 84. 
Notação: Dado 1 :5 p :5 co , denotamos p' o número real estendido 
tal que 1/p + 1 ~· = 1 . Chamamos p' o con.iugado de p. 
TEOREMA 1.12: (da Representação de Riesz) 
N • Seja O c IR aberto e 1 < p < oo . Então, dado T E LP(n) , 
existe uma única f = f E Lp' (0:) tal 
T 
que Tv = J fv, V v~ e LP(Q) 
Q 
. Mais 
Demonstração: Ver [1], página 61. 
Definição 1.13 (Operador Compacto) 
Sejam X, Y espaços de Banach eTet{X,Y). Dizemos que T 
é comQacto se T{B) é relativamente compacto em Y,onde B={x E X: llx!l:> 1}. 
Quando h· 11 . 111] e h· \1•112) são espaços de Banach e 
X c X dizemos que a inclusão X c X e compacta se a aplicação 
1 2 1 2 
1: X ~ X dada por i(x) = x é compacta. 
1 2 
Definição 1.14: Seja A : 1J(A) c X ~X linear. O con.junto resolvente 
de A é denotado e definido por p(A) ~ {À e C 
e este resulta limitado}. Denotaremos R(À:A) = (ÀI -A)-1 para À e p(A). 
Definimos também o espectro de ~por ~(A) = C ~ p(A) . 
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2' TOPOLOGIAS EM ~(X,Ml 
2.1: Topologia da Convergência Simples 
Sejam X um conjunto e (M,d) um espaço métrico. Denotemos 
por ~(X,M) o conjunto das funções de X em M. Vamos tntroduzir em ~(X,M) 
a topologia da convergência simples, a qual será denotada por~ (X,M) . 
• 
~(X,M) pode ser visto como o produto n M , onde M ~M para todo x E X. 
X X 
xex 
Definição 2.1.1: 'J (X,M) é o conjunto n M munido da topologia 
s xEX X 
produto. A topologia de 'J (X, M) é chamada topologia da convergência 
s 
simples pelo seguinte motivo. 
Proposição 2. 1. 2: c '!f (X,M).Então f ~ f em '!J {X,M) 
• n • 
se e somente se f (x) ~ f(x), V x E X. 
n 
Demonstração: Imediata . • 
2. z, Topologia da Convergência Uniforme 
Vamos agora introduzir a topologia '!J (X;M). Para isso, 
u 
dadas f, g e '!J(X;M) coloquemos p(f,g) = sup{d(f(x),g{x)); x e X}. 
Definamos, para f e g em ~(X,M), a relação f"" g <==* p(f,g) < m . É 
claro que - é uma relação de equivalência em ~{X;M). Vamos denotar por 
~ (X;M) a classe de equivalência do elemento f E ~(X;M). t lógico que 
f 
se c : X~ M é uma aplicação constante qualquer então $ (X;M)=$(X;M), 
o 
6 
onde ~(X;M) ={f : X~ M; f é limitada}. 
Seja A um sistema de representantes para as classes de 
equivalência. Então temos ~(X;Ml = lJ :Ba:(X;M), onde lJ indica união 
"e A 
disjunta. t: lógico que ($ (X;M),p) é métrico \:J a. e A, e portanto faz 
" 
sentido definirmos a seguinte topologia em ~(X,M), a qual será chamada 
topologia ~ convergência uniforme: 
"U c ~{X,M) é aberto~ u n 'Ba:(X,M) é aberto, 'r/.a. E A". 
Em suma, os abertos dessa topologia consistem dos 
abertos de cada 'B (X;M) e suas uniões. Em particular, cada :B (X;M) é um 
" " 
aberto de ~ (X; Ml. Também, como J3 (X;M) () 'B (X;M} ~ 4> quando a. *- cr 
: o: cr u 
então cada :B (X;M) é também fechado em~ (X;M). t lógico também que a 
" u 
topologia que ~ (X;M) induz em 'B (X;M) coincide com a topologia gerada 
u " 
pela métrica p em 'Ba.(X;M). Em geral, temos que ~ ~ 'B(X;Ml ~ ~u(X;Ml, a 
menos que X seja finito, ou então que a métrica de M seja limitada. 
Logo, em geral temos que~ {X;M) é um espaço topológico desconexo, pois 
u 
~(X;M) é um subconjunto próprio e não-vazio de ~ {X;M), o qual é aberto 
u 
e fechado simultaneamente. 
Em geral diz-se que um espaço topológico Y é a soma 
topológica de uma família de subespaços [v"] quando Y = U Ya , 
a.eA CI..EA 
se a. *- {3, cada Y é aberto (e consequentemente fechado). 
" 
Logo, ~ (X;M) é a soma topológica dos 'B (X;M), a. e A, onde A é sistema 
u a 
de representantes, como dito acima. Numa soma topológica tudo se passa 
como se, em vez de subespaços do mesmo espaço Y, os subespaços Y 
a 
fossem totalmente independentes um do outro. Por exemplo, nenhum ponto 
de y E Y pode ser limite de pontos pertencentes aos demais Y 
a a 
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Topologia da Convergência Uniforme Numa Famllia De 
Partes 
Sejam X espaço topológico e Y espaço métrico. 
Já conhecemos duas topologias em ~(X:M), a saber 
~ (X;M} e ~ (X;M). Seja agora dada uma coleção ~de subconjuntos de X. 
• u 
Introduziremos uma topologia em :'J(X;M), denotada por :'J!:'f(X;M), onde a 
convergência f -~ f 
n 
em tal topologia vai significar f ~f 
n 
uniformemente em cada S E '5'. Veremos ainda que '!J (X; M) e ~ (X; M), e 
' u 
outras, são casos particulares desta. Para isso introduzamos o conceito 
abaixo. 
Dados X um conjunto, Y um espaço topológico e ~:X --7 Y, 
a topologia induzida por rp em X é a mais fraca (ou menos fina) 
topologia em X que contém a classe -I !• (A); A c Y aberto} de 
subconjuntos de X. Ou seja, essa topologia é a mais fraca topologia em 
X que torna rp X --7 Y continua. 
Consideremos agora a familia de espaços topológicos 
(:i' IS;M)) ~ 
u SE::t 
Seja Y: s~!:'f :'Ju(S;M), munido da topologia produto. Seja 
rp : ,.(X M) --7 Y dada por rp(f) = [rJ
5
] , e considere em :1(X;M) a 
SE !i' 
topologia induzida por~- Esta é, por definição, a topologia '!J!:'f(X;M). 
t imediato verificar que a convergência f --7 f em 
n 
:1!:1(X;M) significa que fn --7 f uniformemente em cada SE !:1. 
Vê-se em [7] que vale a: 
Proposição 2.3.1: '!J!:'f(X;M) é Hausdorff ~ !:1 cobre X. 
Demonstração: [7], página 260. 
Alguns casos particulares: 
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(a) !! toQologia da convergência uniforme: ~ (X; M) = ~l\'(X;M) quando 
u 
!j' = {X). 
( b) !! to)2ologia da convergência simg)es: ~ (X;M) = ~!1(X;M) quando • 
~ é a coleção das partes de X que se reduzem a um ponto. 
(c) ª topologia da convergência uniforme nas partes compactas de 
~: quando ~ é a coleção das partes compactas de X. Escreve-se, nesse 
caso, ':F (X;M). 
o 
(d) ª topologia da convergência uniforme nas partes 1 imitadas: 
quando X for um espaço métrico e ~ a coleção das partes limitadas de X. 
Nesse caso escrevemos ~ (X;M). Observe que quando X= ~n temos~ (X;M)= 
b o 
= ~ (X; M). 
b 
Indicaremos com C~(X; M) o subespaço de ~l\'(X;M) 
const1tuido das aplicações continuas do espaço topológico X no espaço 
métrico M. O símbolo C(X; M) indicará apenas o conjunto das aplicações 
continuas de X em M, sem considerar topologia. 
Temos agora a: 
Proposição 2.3.2: Quando~ é uma cobertura enumerávf' de X, o espaço 
:f!;'(X;M) é metrizável. Mais precisamente, se §'
0
-= {5
1
, 5
2
, ..•.. } é uma 
cobertura enumerável tal que ~r;(X;M) = ~!;' (X;M) então a topologia de 
o 
Y!;'(X;M) pode ser definida pela métrica 
p(f.g) =:L 
n=l 
métrica de M. 
1 
z" 
sup d(f(x),g(x)) 
xES 1 + d(f(x),g(x)) 
n 
Demonstração: Ver [7], página 262. 
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ondedéa 
Topologia compacto-aberta 
Veremos agora que a topologia da convergência uniforme 
nas partes compactas de X pode ser caracterizada sem que a métrica de M 
seja mencionada diretamente. Para isso colocaremos a seguinte notação: 
dados P c X e Q c Y, seja A(P,Q) ={f E C(X,Y) : f(P) c Q}. Temos então 
Proposição 2.4.1: Sejam X espaço topológico e M métrico A topologia 
do espaço C (X;M) é gerada pelos A(K;V), onde K c X é compacto e V c M 
' 
é aberto. 
Demonstração: [7], página 274. 
Como a métrica de M não foi mencionada diretamente na 
proposição acima, isso sugere a seguinte generalização: 
De:finição 2.4.2:Sejam X, Y espaços topológicos. A topologia em C(X;Y) 
gerada pela família {A(K;V); K c X compacto e V c Y aberto} é chamada 
topologia compacto-aberta, e o espaço correspondente é denotado por 
C (X; Y). ,. 
Segue então da proposição 2.4. 1 que seM é métrico temos 
C (X;M) :C (X;M). 
' '" 
Mais adiante, quando estivermos tratando das equações 
diferenciais ordinárias do tipo x = f(t,x), onde f: ~ x W n ----7 ~ , com 
n W c IR aberto, será útil considerar a topologia compacto-aberta em 
C(IR x W; ut}. Assim, como !Rn é métrico e como IR x W admite uma 
cobertura enumerável por compactos de IR x W segue que tal topologia em 
C(!R x W; !Rn) é metrizável. 
Para finalizar vejamos as duas proposições abaixo. 
!O 
Proposição 2.4.3: A topologia compacto-aberta é mais fina que a 
topologia da convergência simples. Em outras palavras, sejam quais 
forem os espaços topológicos X e V, a aplicação identidade 
! ' C (X;Y) --7 C (X;Y) é continua. 
ca s 
Demonstração: Basta ver que a topologia de C {X, V) c yX é gerada pelos 
• 
conjuntos A({x},V), onde x E X e V percorre os abertos de V, pois os 
-1 
A( {x}, V) são as "fatias" p (V), imagem inversa de V pela projeção 
X 
p {f) = f{x). Como cada conjunto {x} é compacto a proposição segue. 
X 
Proposição 2.4.4: Se V é Hausdorff então C (X, Y) é Hausdorff, 
c a 
qualquer que seja o espaço topológico X. 
Demonstração: Ora, 
X como C (X, V) c Y , e como Y é Hausdorff então 
s 
C (X, Y) é Hausdorff' (produto de Hausdorff' é Hausdorf'f}. Agora, como a 
• 
topologia de C (X, V) é mais fina que a topologia de C (X, Y) segue o 
ca s 
resultado. 
" 
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3.1 
INTRODUÇÃO-MOTIVAÇÃO AOS ESPAÇOS DE SOBOLEV 
RESULTADOS PRINCIPAIS 
Motivação: 
Ao se estudar o problema das pequenas vibrações 
transversais de ·uma corda flexível obtém-se a seguinte equação 
integral: 
~ Jb p(x)u (t,x)dx = J.b 
dt a l 
onde: 
-r(t)u (t,x)dx 
" 
h(t,x,u)dx 
1 
[ 3. I) 
2 . u: !R -? IR é uma função das variáveis reais t e x representando a 
posição do ponto x da corda no instante t; 
p(x) é a densidade da corda no ponto x; 
T(t) é a componente horizontal da tensão; 
h (t,x,u) é a densidade linear das f rças externas, como por 
1 
exemplo, a gravidade, a resistência ao movimento imposta pelo meio onde 
está a corda, ou ainda forças tendentes a restaurar a posição de 
equilíbrio da corda. 
O problema físico está bem representado pela equação 
(3.1), e poder-se-ia até mesmo tentar obter a função incógnita u a 
partir dela. No entanto, é um costume tradicional supor que a função u 
tenha mais regularidade do que aquela essencial para satisfazer (3. 1) e 
passar-se a uma equação diferencial. 
Por exemplo, no nosso caso, 
continua podemos escrever 
12 
se supormos que u é 
H 
J
b 
p(x)utt(t,x)dx =t -r(t)u (t,x)dx + "' J
b 
h
1
{t,x,u)dx, 
• • • 
e como a equação acima vale para quaisquer a,b e~ têm-se 
e que 
-r(t)u (t,x) + h
1
(t,x,u) 
"' 
No caso em que h ::; O, isto é, não há 
l 
-r(t) /p(x) é uma constante positiva, digamos 
(3.2) 
forças externas, 
c
2 
(isto ocorre 
quando a corda for homogênea, i. é, densidade constante, e quando as 
tensões -r(t) são constantes), ficamos com a equação 
2 
u = c u 
l l XX 
(3.3) 
Obs.: Normalmente estuda-se o caso em que c = 1. Esta 
suposição não particulariza nada, pois caso c ~ 1 trocamos x por x/c e 
ficamos com a equação u = u na nova variável x. 
tl XX 
Mas note que soluções com essa regularidade são 
conseguidas às custas de hipóteses adicionais - e porque não dizer 
artificiais? - sobre os dados do problema. 
De fato, o problema de Cauchy (clássico) abaixo: 
u (t,x) - u (t,x) =O 
tl XX 
X E !R, t > 0 
(3.4) 
u(D, x) = f(x) ut(O.x) = g(x) X E • 
tem solução clássica u(t,x) (isto é, existe função 
n C(lR+x lR))que satisfaz (3.4)) desde que f E C
2
(lR) e 
ainda, essa solução é dada pela fórmula de D'Alembert 
2 ++ 
u E C (IR x IR) f'\ 
g E dCIR), e mais 
13 
u( t, xJ f(xH) + f(x-tl = 
2 
+ 1 
2 J
'+l 
,_, g(s)ds (3.5) 
No entanto, às vezes é necessário tratar do problema 
{3.4} sem pedir os graus de derivabilidade acima para f e g. Inclusive, 
é de interesse tratar casos em que f e g são até mesmo descontinuas. 
O que se faz para resolver esse problema é o seguinte: 
vamos introduzir o conceito de sol ucão fraca da equação da ond~. Uma 
determinada função será uma solução fraca se satisfizer uma determinada 
equação integral. Mais ainda, toda solução forte (clássica) será uma 
solução fraca. Uma primeira vantagem é que aumentamos o universo das 
funções soluções (podendo ganhar, entre outras coisas, compli tude do 
espaço), e uma outra é que estamos, num certo sentido, resolvendo o 
problema na forma original, pois voltamos à equação integral. 
3.2 Derivadas Generalizadas 
Nosso objetivo nesse parêntesis é generalizar o conceito 
de derivada. Iremos, após esse parágrafo, falar em derivada de uma 
1 
função qualquer de L 
lo o 
Isso será, sem dúvida nenhuma, uma ótima 
generalização, pois 
1 
L 
'" 
engloba "todas" as funções que estamos 
imaginando, muitas das quais não tendo derivadas no sentido clássico. 
Comecemos com n c ~n aberto, e defina 
' 
como sendo o conjunto das funções u:O ~ ~ de classe C00 e com suporte 
compacto contido em n. 
Definamos uma noção de convergência como segue (como 
:D(Q) é espaço vetorial basta definir o que significa uma sequência 
( ~ ) .. 
n nE"' 
c V(n) convergir a zero (função identicamente nula em n)), 
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Definição 3. 2.1: Seja ( ~ n ) nElN c :O(Q). Dizemos que ~ 
" 
converge à função nula em :0(0} se: 
(1} Existe compacto K c n tal que supp ~ c K, Vn. 
" 
( 1i} Para cada a E IJ't, Da <f! -----t O uniformemente em 
m 
x, isto é, dado c > O e a E IJ'l, existe N(c, o::} e IN tal que se 
m ~ N(c,a) então IDa~ (xll <c, V x E n. 
m 
Definição 3. 2. 2: (DistribuiçÕes} 
Uma distribuição é um funcional linear e continuo em 
:0(0), isto é, é uma aplicação T::O(Q) ----4 ~ (ou C) linear e tal que se 
«>m ~O em :0(0) então T(~ml ~ O em IR (ou C). 
Vejamos alguns exemplos. 
Exemplo 3.2.3: Se f e L1 (0), defina T ::O(Q) 
loc f 
~ IR por 
"' ) = r f(x) tp(x)dx . 
JQ 
Em primeiro lugar é lógico que Tf está bem definida, 
pois IJ f(xltj>(x)ctxl ~ J lflxl 1-ltplxl lctx ~ 
Q • 
M 
~-' 
-Jirlxll 
' 
K = supp~eM 
~ .. = max 
XEK 
IHxl I (o qual existe porque 
particular continua, e K é compacto). 
É lógico também que Tr é linear. 
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dx < 1;0, onde 
~ é C ço em 
Verifiquemos que Tr é contínua. Para isso consideremos 
~ ----? O em :O {O). 
n 
Devemos provar que j<T, ~>I ---'O. 
f n 
Ora, 
I<T • ~ >I f n = li f(x)~ (x)dxl n n <I lflxll·l~ (xlldx =I lflxll-1~ (xlldx O n t.: n 
onde K é um compacto de O tal que supp ~ c K V n = 1,2, .... 
n 
Portanto, I <T • ~ >I < 
f n 
Ilrlx) ldx = 
' 
!lfll 1 
L (k) 
onde M~ = max 
xEK 
1~ lxl I · Agora, como ot> n ---'o em Zl(Q) então n 
n,< 
~ (x) =- D(O, ..• ,o)4> (x) 
n n 
quando n -7 oo 
Logo, 
distribuição. • 
-7 O uniformemente em Q, e portanto Mq, ----7 O 
n,k 
Portanto <T , q, > -7 O, como queríamos. 
f n 
do que vimos acima segue que T 
f 
é uma 
O conjunto de todas as distribuições será denotado por 
1>' (O). 
Não é difícil mostrar que a aplicação 
f E L1 {Q) -7 Tf E TJ' (Q) é injetora. 0 que isso está dizendo é que 
lne 
podemos pensar numa função de como sendo uma distribuição, ou, 
abusando da linguagem, podemos dizer que L
1 
(Q) c :D' (nJ. 
loe 
Uma pergunta que surge é a seguinte: 
Será que toda distribuição é da forma Tf, com f e 
L 1 (n)? Ou, 
I oe 
abusando novamente da linguagem, será que = 1>' (n)? 
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A resposta é não, e um contra-exemplo é o que se vê a 
seguir: 
Exemplo 3.2.4 (Distribuição de Dirac): 
<li .~> = ~(a). 
a 
v f E L 1 (n). 
100 
Seja a E Q fixo e coloque 
Não é difícil ver que li E:il'(Q) 
a 
pondo 
e que õ :;t T 
a f 
Para atingir o nosso objetivo (definir derivada para 
qualquer fnnção 
1 de L (n) )faremos o 
)oo 
seguinte: definiremos uma operação 
de derivação em V'(O) que será sempre possível de realizar qualquer que 
seja T E :D' (Q), e daí, como L1 c 
loo 
:D'(Q), tal operação ficará bem 
definida para os elementos de L 
1 
()l). 
loc 
Para que essa derivada 
generalizada (ou derivada fraca, ou ainda derivada no sentido das 
distribuicões) generalize de fato o conceito de derivada clássica (que 
nem sempre existe), estas deverão coincidir no caso da derivada 
clássica existir. "Coincidir" aqui significa T = Da(T ) . 
a f 
regular f 
D f 
Com isso em mente tomemos primeiro uma função "bastante" 
0 c ~n ~ ~ e~ E ~(0). Vale então a igualdade 
~(x)dx = (-1)1al J f(x) Da~(x)dx 
Q 
(3.2.1) 
onde o::= {o:: , ••• ,o::) e INn é um multi-índice e jo::j 
1 n 
o:. + ... + o:. seu 
1 n 
comprimento. 
Mas (3.2.1) diz que< T 
17 
a 
D f 
•• > =(-1)1alcr 
f 
a 
• D ~ >, 
e portanto, se quisermos que T 
o"r 
derivada da distribuição como segue: 
Definição 3.2.5 {Derivada de Distribuição) 
tePemos que definir a 
Seja T : V(Q) ~ ~ (ou t) uma distribuição, e a e ~n 
Definimos D"J : V(Q) ~ ~ (ou C) pondo 
E de fácil verificação que a expressão acima define, de 
fato, uma distribuição. 
·Foi dito no inicio da seção 
1 
que L (Q) 
loo 
é "bem grande". 
Para não ficarmos apenas com essa afirmação superficial vejamos a: 
Proposição 3.2.6: 
p 
L (ll) c paPa todo 1 ~ p ~ w 
Em particular temos o conceito de derivada generalizada 
p 
para os espaços L (Q) , 1 ~ p ~ w 
Demonstração da proposição 3.2.6: 
Dada f E LP(Q), devemos verificar que f E L1 {K) V K c n 
compacto. Seja então K c n compacto. 
IB 
Se p = co não há o que fazer, pois I jf(x) Jctx :s 
' 
= llfll co,.., J..t(K) , onde 
J.. (u) 
J..t(K) é a medida de Lebesgue de 
n K em~. a qual é finita pois K é compacto. 
Consideremos o caso 1 :s p < co Escrevemos I jf(x) Jdx = 
' 
f lf(x) ldx + f lf(x) lctx , onde A = {x e K ' lf(x) l<!l e 8 = K"" . 
A B 
Então ficamos com 
p f lf(x) lctx ~ f 1dx + f lf(x) I dx s ~ (A) + 
< A B 
3.3 Espaços de Sobolev 
De~inição 3.3.1 (Espaços de Sobolev) 
p 
llfll p,.., 
L (~d 
Sejam n c ~N e p e ~ com 1 :s p :s co 
O espaço de Sobolev W1'P(Q) é definido por 
au 
ax 
l 
as derivadas acima são no sentido das distribuições. 
• 
O que queremos dizer acima é que u E W1 'P{O) se 
a (T ) = ax
1 
u 
T •, para alguma {única) g1 E LP(O), i = 1,. . .,N. 
Isto é, 
19 
ô < 
óx
1 
T ,4l > = <T , 
'1 
~>.V~ E V{O), V 1 
" 
>= <T ~ > v ~ E V(Q). v i. 
g 1 
1 p 
ou seja, u e W ' (Q) ~ f u(x) 
Q 
a~ 
Bx (x)dx = 
1 
=f g (x)~{x)dx, V • e V(Q), Vi. 
n 1 
De agora em diante abandonaremos a notação T para 
r 
identificar a distribuição associada à função f, mas isso não vai 
causar confusão. Dessa maneira escreveremos simplesmente 
de a ax 
1 
(T). 
u 
Denotaremos 
1 p 
Munimos o espaço W ' (Q) da norma 
' 
!lullwl'p(Q) = lluiiLP(n) + [ 
l = 1 
norma equivalente 
1/P 
[llull :P(Q) + 
N 
II:P(Q)l l: 11 au ax 
i "'1 
Temos então o: 
se 1 
au 
ax ao invés 
1 
ou da 
• p < 00 
TEOREMA 3. 3. 2: O espaço W
1'P(O) é um espaço de Banach para 1 ~ p ~ oo. 
W
1
'P(Q) é reflexivo para 1 < p < oo e separável para 
1 ~ p < lXI • 
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Demonstração: Ver Brezis [1) 
Quando p = 2 a norma + 
H 
L 
I :1 
11 au 
ax 
1 
1 
exatamente a norma associada ao produto interno em H dado por 
<u, v> := <u, v> + 
1 2 
H L 
H 
L 
I =1 
au 
< ax 
I 
a v 
ax 
I 
> 
2 
L 
é 
Portanto o espaço H
1
(0) é um espaço de Hilbert, 
rellexivo e separável. 
Podemos definir ainda os espaços if''P(Q), m inteiro ~ 2, 
por indução em m. 
Definição 3.3.3: 
ou equivalentemente 
. " E ~H com jaj , m, 
" u D ~ " (-1) jaj J 
" Denotaremos D u = 
o 
au 
ax 
1 
existe 
O espaço ~·P(O) é munido da norma 
p 
g E L (Q) tal 
a 
llull m,p"" 
w 
(1 :S p :S oo) ou da 
equivalente 
21 
norma 
1/P 
[ os I~•· JJo"{P] sel:!>p<lll 
Como no caso m = 1, temos também que Wm'P(Q) é de Banach 
m , ,o 2 para todo m ~ 2. Denotaremos, como antes, H (n) = w' (0). 
Também observamos que a norma 
ao produto interno abaixo em Hm(Q) 
" <D u, 
Listaremos agora uma série de resultados que serão 
utilizados mais adiante. Apenas alguns serão demonstrados. 
- • b Notaçao: Dado Q c 1R a erto, diremos que um aberto w é 
fortemente incluso em n, e escreveremos w c c Q, se w é compacto e w c 
n. 
TEOREMA 3.3.4: (Friedrichs). Seja u E W1 'P(Q) com 1 :!; p < ~ 
Então existe sequência (u ) em 
o 
___, u em 
22 
tal que 
n I 
p N 
~ Vu em L (w) , 
w w 
para todo w c c n . (2) ~u 
Demonstração: Brezis, página 151. • 
Proposição 3.3.5:. SeJam o;: [RN aberto limitado, u e LP(Q} com l<p <D'.l, 
p' o conjugado de p, e c ~ O uma constante. 
Se IJ u o"~l ~ 
n 
C llipll P' 
L 
\I tp E Cw (O) e 
c " e 
com 1<>1 ~ m, Mais ainda, llullwm,p(Q) :s M.c para 
alguma constante M ~ O. 
Demonstração: Fix~ a € ~N com la I :s m. Queremos mostrar que existe 
Para isso 
T(~) t -1 l I"' I I u por = 
n 
continua. 
Então 
continuidade. 
= (-1)1•1 I f~, V~ e 
n 
definamos T = T [c=tnl, I!.!JLpénJ] _____, u,a 
" D • . Logo T resulta linear. Além disso T 
em 
-----> O, donde 
23 
R 
é 
a 
Assim T e c;<rn .. Pelo teorema de Hahn-Banach existe 
- P' ~ 
extensão T de T ao espaço L (fi). Mais ainda, UTIILP(n) • = IITIIcoo(n) • 
' 
Agora, do teorema da representação de Riesz sabemos que 
existe uma única f = f E 
u, a 
ou seja, f 
u,a 
LP (0) com as propriedades TCv) = J fv 
n 
isto é, 
Em particular temos que 
(-ll 1•1 J u n" ~ 
n 
= I f ~ 
n 
é a derivada distribucional Do:u E LP(Q), 
V lo: I :s m, donde sal que u E \f•P(n). Mais ainda, como tn~l I = 
então 
então 
L. C. 
para alguma constante L ~ O, e como a expressão acima define uma norma 
equivalente à usual em ~·P (0) obtemos que 
ll ujj ::: M. C para alguma constante M ~ O. '"r·P(m • 
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Corolário 3.3.6: Sejam: 
N 
. O c IR aberto limitado; 
p 
, u e L (O) com 1 < p < w 
e suponhamos ainda que li u Da•l ' 
Q 
Então 
alguma constante M ~ O. 
e 
Demonstração: É só usar a proposição acima com C - K llrll 
- . L'[n) 
C00 (O) 
o 
para 
Vejamos agora uma caracterização das funções de W1 'P(O). 
TEOREMA 3.3. 7, Seja u E LP{Q) com 1 < p < oo . São equivalentes: 
[!i) Existe constante C tal que para todo w c c Q e 
todo h E IRN com llh11 < P,ist(w, Qc) têm-se 
Mais ainda, podemos tomar C = llvull 
LP[n) 
25 
Obs.' Com llvull 
Lp( nJ 
queremos denotar llrpll , 
Lp(Q) 
com 
dada por rp(x) == 11\lu(x)ll , onde para< 
p 
1/p 
colocamos 111;11 = 
p [1~:11p + + I~:Jj .Equivalentemente, 
IIVuiiLp(n) [11 ~~ r +. . + 11 au r r = ax 1 Lp n Lp 
Demonstração: ( 1) '9 ( 1 i): Suponhamos inicialmente que u e C
00 
(lRN). 
' 
Seja h e IRN e coloque v(t) = u(x + th) , t e !R 
v' (t) =h . Vu{x + th), e dai vem u(x + h) - u(x) = v(l) 
1 
= Iv'(t)dt 
o 
1 
=I h.Vu(x + th)dt . 
o 
' 
Logo J•hu(x) - u(x)J = Jf h.Vu(x + th)cttJ ' 
o 
Então 
v(O) = 
1 1 
'IIH·IIvucx + th)ll ctt' IH[fllvucx + thfr. onde na última 
o o 
desigualdade usamos HOlder com as funções llhll.ll'ilu(x + th)!l e LP(O, 1) e 
p' 
leL (0,1). 
1 
Logo j<hu(x) - ucxlj" ' IHP I llvu(x + thJ/I"ctt. 
o 
Logo, 
26 
Agora, fixando llhll < dist (w, r{), existe aberto w'c c O 
tal que w + th c w' V tE [0,1), e portanto 
Agora, quando u E \./ 1 ,p(n), 1 < p < oo , sabemos que 
existe uma sequéncia (u ) em C00 (ffiN) tal que u I ---7 u em LP(Q) e 
(2.3.1) 
n ' n n 
vale para as funções u , e tomando 1 imite quando n ---7 oo 
n 
obtemos a desigualdade desejada. A convergência no limite acima se 
explica pelas seguintes desigualdades: 
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quando n -7 co , donde sai que 
Também, 
donde sai que lim 
n_,., 
têm-se 
{ii) -7 (i) 
a~ 
ax 
1 
lim 
n_,., 
I )
+ llun-uiiLP(w) ---> O 
h+W 
• 
f: suficiente provar que 'r/ 1p e Cco(Q) 
' 
i=l,2, ... ,N. 
Seja então 1p e C00 (il), e w um aberto de ~N tal que supp 1p c w c c n . 
' 
Consideremos h e IRN com !J h li < dist ( w, nc). Por Hõ lder temos 
I I (Thu- u) ~ I ~ 11 Thu 
w 
(2.3.2) 
e da hipótese sai que 
28 
e portanto 
obtemos 
C.llhll . (2.3.3) 
De (2.3.2) e (2.3.3), mais o fato que supp ~c w obtemos 
Agora, 
~(y-h) - ~(y) 
llhll 
(2.3.4) 
(2.3.5) 
Tomando h= te
1
, i = 1, ... ,N, tE~. e fazendo t --4 O, 
In u(yl i= 1,2, ... ,N, (2.3.6) 
como queriamos. • 
Proposição 3.3.8: (Fórmu,la de Mudança de Variáveis em Integrais) 
Sejam Q e Q' N abertos de !R e H: 0:' ~ Q uma aplicação 
bijetora, X = H(y), tal que H E C1 (rl'), H-l e C1 (n), JacH e L co{Q' )NxN 
[obs. ' JacH denota a matriz jacobiana 
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a H 
l 
ay 
J l 
Seja u e W1 'P(Q). Então 
a 
(uoH)(y) • 
ay, 
N 
I= 1 
Demonstração: Brezis [11, pág. 156. 
au 
ax 
1 
(H(y)) . 
3.4. Operadores de Prolongamento 
BH 
1 
ay 
J 
(y),Vj. 
Em geral é mais cômodo estabelecer as propriedades das 
funções de W1 'P(fl) começando pelo caso n = IRN. É útil portanto saber 
prolongar uma função de W1'Ptn) a uma função U e W1'P(IRN). Isso nem 
sempre é possivel. No entanto, se O é "regular" podemos construir tal 
prolongamento. Comecemos por precisar a noção de aberto regular. 
Notações: 
N 
Dado X E IR escreveremos x = (x' ,x) 
N 
N-1 
x' e IR , x' = ( x , ..... , x ) 
1 N-1 
, e colocamos llx' 11 
[ 
N-1 ]1/2 
• ~1X~ 
Denotamos também 
com 
R' • {x • (x', X ) X > o} ,Q = {x = { x' , X ) llx'll < I e Jx J < I} ' • N N N N 
Q • Q f\ [RN e Q = {x • (x'' x,J llx' 11 < I e X = o} . • • o N 
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Deflnlção 3.4.1 (regularidade de abertos) 
N m 
Dizemos que um aberto n c ut é de classe C , m inteiro 
i!: 1, se para todo x E an existe uma vizinhança N U de x em ut e uma 
aplicação H:Q ~ U 
H(Q ) = o n u e H(Q l = an n u . 
• o 
Obs. : Dada f : O C ~N ~ ut denotaremos f 
a função definida por 
_ { f(x), x E n 
f (x) = N 
o, xeut'-.D 
a 
8x1 
D f t d d r'c"') e a o, a a I{! E .._ 11\ temos que 
a~ 
ax 
1 
a~ 
ax 
1 
o 
= J U. [ ~X 
Q 1 
H-
= -I [ 
Q 
au 
--a • u ax
1 
a a 
ax 
1 
~ l = 
J~ . 
A mesma conclusão se verifica se, ao invés de supor 
a e 1 1 N w N) C (g), tomamos a: E C (IR ) n L (IR , com íJrx E 
o 
N 
iR , r, onde r = an . 
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esuppac 
Vejamos agora o: 
TEOREMA 3.4.2 (operador de prolongamento) 
Suponha que Q é de classe c1 com r=an 
então Q = ~N ). Então existe um operador de prolongamento 
• 
linear e tal que para todo u E W1 'P(Q) valem: 
(i!) 
( ii i) 
onde C é urna constante que só depende de Q . 
limitado (ou 
Para a demonstração comecemos por um lema simples, mas 
fundamental, relacionado ao prolongamento por reflexão . 
Lema 3.4.3: 
isto é, 
• 
u (x', 
• 
defina u 
X ) = N 
{ 
u(x' ,xN) se x 
• N 
u(x', - x ) se 
N 
Q 
> o 
• 1 p 
Então u E W ' (Q), e mais ainda, 
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~ lR por reflexão, 
Demonstração do 
( I ) 
(2) 
onde definimos, 
lema 3.4.3.' 
• au 
ax 
1 
• au 
ax. 
para 
= 
f
0
(x', 
• 
[ au l ax 1 
f dada 
x.) = 
Verifiquemos inicialmente que 
para todo I , I , N-1 ' e que 
em Q+ 
{ f(x', X ) se X > o • • -f(x', -x ) se X < o 
N N 
Disso seguirá resultado, pois au LP(Q+) o como ax e 
1 
• 
V I 1, ... , N-1, então é fáci 1 verificar que [ au l LP(Q) = ax e e 1 
• • • 
11[:~ 1 ]IIL., 0 ,' 2 11 
au 
IIL.(Q Dai, como 
au [ au l temos ax ax ~ ' ax 1 1 1 • 
• • Bu E LP(Q) 11 ~~ L 2 11 au li ' v i 1, ... ,N-1. que Bx e s = ax 
1 i L {Q) i Lp ( Q l 
• 
Para 1 ~ N usa-se {2) e obtém-se o mesmo resultado, donde sai que 
e 
Agora, para demonstrarmos ( 1) e (2) consideremos a 
® 
sequência (~) c C(~) dada por ~k(t) = n(kt), te~ e k = 1,2, ...... , 
k k 
onde ~ é uma função fixada em C00 (ffi) tal que 
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se t < 1/2 
se t > I 
S U
• 
Provemos (1). Devemos provar que 
Q 
-s [ ~~·]~. 
Q I 
1 :s 1 :s N-1, e v ~e C1 [QJ. Para isso seja ~ e c'lQJ. 
' 
Então, para 
' 
1 :s 1 s N-1 temos que 
(3) 
que supp 
entanto, 
( 4) 
a 
ax 
I 
a~ I ax, = o onde 
• 
1 É claro que ~ é de classe C , mas não é verdade em geral 
~ c Q • Logo 1/J não pode ser usada como função teste. No 
a 
• 
função 
L • 
au 
ax
1 
T)k 1./1 . 
Mas a 
[ "k ~ l ax " "k 
I 
L a~ "-I 
au u" ax ax k 
Q 
• • 
c' lQ l 
' . e portanto 
a~ e consequentemente ax 
I 
lJk l/1 . 
I 
Passando ao llmi te em ( 4) quando k ~ oo (usando o 
teorema da convergência dominada de Lebesgue) obtemos que 
[5) 
a.p 
ax 
I =-I 
Q 
• 
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t • 8~ : u ax 1 
t • a~ u 8x = N 
{6) 
onde 
Afirmação: 
{7) 
{8) 
Combinando (3) e { 5) vem 
-J au ~ -J [ ~~J~ : como queriamos. ax 1 o o • 
Provemos agora a afirmação (2). Devemos verificar que 
-I l ~~,r c' ~ v ~ e {Q). ' 
o 
Seja então~ E C1 (Q). Temos então que 
' 
a~ J axN = u 
o • 
aK 
ax 
N 
= ,!x', x) - ~(x', -x) 
N N 
Existe constante M:: O tal que jK(x', xN) 1:5 H. jxNJ em Q. 
De fato, 
: K [{x' ,O)+{O,x )] = 
N 
8K BK 
=K{X' ,0) + ôx' {x' ,0}.0 + Bx {x' ,0) xN + p(JxNJl,com 
lim 
X-> 0 
n 
p{jx /) 
N lx I 
N 
N 
: o 
De (8) segue que existe ó E (0,1) tal que jp!J xN.Ill :5 
• lx I sempre que o • lx I • õ N n 
Agora, como K(x' ,0) = O, tiramos de (7) que 
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(9) ( , ) 8K K.X X =-
• N ax 
N 
(x' ,Olx, + p( lx,l ). 
Logo, para ó :S como K e são cont i. nuas 
em Q tiramos que 
(lO) 
onde 
para isso 
IPílx,IJI < IKlx' .x,l I + I ~: (x' ,0) I lx,l <A+ 
N 
A:::::. - K . máxll 
Q 
e 
tomar 
Agora, A+ Blx,l s K. lx, 1 • v ó s lx. I s 1 
K = A + Bó ~ o , donde sai 
ó 
que 
IPllx. IJI • K. lxN I • v ó 
Logo, de {9) sai que 
+ lx,l = (8+1l-lx.l. 
V ó • lx I • 1 
N 
s lx. I • 1 
V o • lx I • ó 
N 
Blx I 
N 
bastando 
donde sai que [K(x' ,xN) [ :S M.[xNj , V O :s jxN] :s 1 , bastando para 
isso tomar M = máx {B + 1, K }, o que conclui a afirmação. 
( 11) 
Agora, como ~ K E C1 (Q ) temos 
k ' + 
au 
ax 11K K 
N 
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Mas 
( 12) 
Mostremos que J uk~' (k 
o • 
De fato, 
BK 
= kn' (kx h:: + 11 -
N k axN 
XN)K 
temos 
~O quando k 
que 
lu!. x dx 
N 
---> ~ ( 13) 
MC. I l 
O<x < 
!u!dx , onde 
N k 
C= sup {1~· (t) I , te [D,I]} donde segue (13) . 
(14) 
e (14) que 
Logo tiramos de (11), (12) e (13) que 
I u 
BK 
ax = 
N o • 
Também, como 
I . 8rp ~ u axN -o 
-I 
o 
L 
Bu 
-K ax 
N 
• 
au I [~~,r ~. -K = segue ax 
N o • 
como queríamos. 
de ( 6) 
Isso termina a demonstração do lema. A mesma coisa pode 
ser feita se substituimos Q~ por ~: (sem mudar a demonstração), o que 
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estabelece o teorema (2.4.2) para o caso ~· . • 
Antes de demonstrar o teorema (2.4.2) precisamos 
introduzir o: 
Lema 3.4.4 (Partição da Unidade) 
S J r C •• t u u e am U'\ compac o e , , I 2 .... , uk abertos de 
k 
tais que r c v 
I= 1 
u 
I 
Então existem funções a 
0 
, a 
1 
, •••• , a k em 
tais que: 
(I) 
(I!) 
e 
o~ a ~ 1 v i= o, 1,2, ... ,k 
I 
e 
{ 
supp a é compacto e supp 8 c U
1 i i 
supp 
k 
L e, = 1 N em IR • 
i =0 
Vi=1,2, .... ,k 
Mais ainda, quando O é um aberto limitado e r= 8Q então 
coo (Q) . 
o 
Demonstração: Ver [EX] . 
A técnica de usar uma partição da unidade para passar de 
um resultado demonstrado sobre IRN (ou Q ) à mesma conclusão sobre um 
• • 
aberto regular n é muito utilizada. Abaixo teremos ocasião de observar 
essa técnica na demonstração do teorema (3.4.2). 
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Demonstração do teorema (3.4.2): 
Corno r= an é um compacto de classe C1 , existem abertos 
[U l de o:IN tais que 1 
i:S!:Sk 
r c ' uU 
l 
e existem aplicações 
i =1 
bijetivas tais que 
H ( Q ) = o " U
1 
e H ( Q J = r " U
1 l + l o 
Consideremos as funções 9
0
, 9 , .... ,e 
I ' 
lema (2.4.4). Dada u E W1'P(n) escrevemos 
onde u = 9 u 
l l 
1=0 
Vamos prolongar cada uma das u a IRN, 
l 
e o caso 1 ::s i ::s k. 
introduzidas no 
distinguindo o 
(a) Prolongamento de u0. 
Definimos o Prolongamento de u
0 
a 
, X E n 
por 
Recorde que e E 
porque tem suporte compacto e supp 
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Logo, segue da observação anterior ao enunciado do 
a e 
teorema (3.4.2) que e que o axl u 
(b) 
:s C. llull 
wl'p(il) 
Prolongamento de u
1
, 1 ~i :s k 
Consideremos a restrição de u a U A O 
' 
e transportemos 
essa função a Q+ via aplicação H .Mais precisamente, colocamos 
parayeQ 
• 
Usando a fórmula de mudança de 
variáveis para integrais do f 3.3 tiramos que v E 1J1'P(Q ).Consideramos ' . • 
então o prolongamento por reflexão de v (lema 3.4.3), digamos v 
' • W1''CQJ. • Desse lema sabemos que v e Retransportamos agora v 
' I 
H-1 • -1 sobre u via digamos w (x) o v (H
1 
(x)), x e u 
I ' ' ' ' 
Temos então da fórmula de mudança de variáveis que w
1 
E 
sobre U n O 
' 
e 11 w,ll,,, < 
w tu ) 
' 
Finalmente, colocamos para x e ~N 
{
e (x)w (x) 
I i 
ü
1
(x) o 
o 
de maneira que 0
1 
E W1 'P(~N) (da observação anterior ao teorema 3.4.2}, 
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Colocando ago~a Pu = u 
o 
p~op~iedades citadas no teo~ema (2.4.2). • 
3.5 O Espaço ,l::Sp<oo 
Def'inição: Seja 1 ~ p < oo • 
obtemos todas as 
com a no~ma induzida de W1 'P(Q). Denotaremos H1 (n) = W1' 2 (Q). 
o o 
Obse~vações: 
( 1) Como é denso em então 
(2) Verifica-se que C00 (Q) é denso em W1 'P(Q) de fo~ma 
' o • 
que podemos usar indife~entemente C00 (Q) ao invés de C1 (Q) na definição 
' ' 
TEOREMA 3.5.1 (Desigualdade de Poincaré) 
Suponha que Q c ~N é aberto limitado. Então existe uma 
constante C (dependendo de n e p) tal que 
(l:sp<oo) 
4! 
Em particular, a expressão lloull define uma norma 
L• tnl 
em equivalente à norma e sobr-e 
expressão J Vu . Vv define um produto interno cuja norma associada é 
equivalente à norma Jlull 
1 
"o 
Demonstração: Brezis [1], página 174. 
No teorema abaixo, dado x e ~ colocaremos [x] = 
máx{n e Z n ~ x}, ié, [x] é a parte inteira de x. 
Temos agora os seguintes resultados: 
TEOREMA 3.5.2: Seja Q c ~N aberto de classe C1 com r = 80 limitado, ou 
N se rn - -> O temos, 
p colocando k = [m - ~] 
c Ck(Q) (módulo a escolha de um representante contínuo, é claro). 
Demonstração: Veja Brezis, pág. 169. 
TEOREMA 3. S. 3, Seja n c N IR aberto 1 imitado de classe c'. Então 
inclusão Hm(Q) c Hn(Q) é compacta V m > n, m,n E~ • 
Demonstração; Veja [14], página 144. 
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a 
4, SEMIGRUPOS DE OPERADORES LINEARES LIMITADOS 
Utilizaremos aqui as notações e resultados sobre 
semigrupos {T(t) : t ~ O} fortemente continuo de operadores lineares 
limitados de Pazy, referência [8]. Colocaremos neste parágrafo somente 
alguns resultados mais importantes tais como o teorema de 
Hille-Yosida-Phillips e alguns casos particulares. 
Definição 4. 1: Seja (X, 11 ·li) um espaço de Banach. Uma farni lia a um 
parâmetro {T(t) : t ~ 0} de operadores lineares limitados de X em X é 
chamada um semigrupo de operadores lineares limitados se: 
(1) T{O) = I (operador identidade de X em X). 
(ii) T(t+s) = T(t)T(s) V t,s ~O (propriedade de semigrupo) 
Definição 4.2: O gerador infinitesimal de um semigrupo {T(t) t ~ O} é 
o operador linear A,7J(A) c X --7 X dado por 
Ax= lim 
T( t )x - X 
t"' 
t 
onde V(A) = {x E X: existe o 1 imite acima (na norma de X)}. t imediata 
a verificação de que V(A) é subespaço vetorial de X e que A é linear. 
Definição 4.3: O semigrupo {T(t) t ~O} c f(X) é dito ser: 
(a) uniformemente contínuo na origem se lim 
t•o 
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[[TttJ - r[[ =o 
.f(XJ 
(b} fortemente continuo se lim T(t)x = x , V x e X Neste 
t•o 
caso diz-se também que T(t) é um C0- semigrupo de operadores lineares 
llml tados. 
(c) uniformemente limitado se IIT(t)ll :S M , V t õ?:. O . 
t(X) 
TEOREMA 4.4, Seja {T(t) : t õ?:. O} um C
0
- semigrupo em X. Então existem 
constantes w?:. O e M ?:. 1 tais que IIT(t}ll :S Mewt V t ?:. O. 
t(Xl 
Demonstração: Ver Pazy, página 4. 
Coralário 4.5: Se {T(t} : t ?:. 0} c f(X) é C0 - semigrupo então, para 
todo x E X fixado, a aplicação t ~ T(t)x de [0, w) em X é continua. 
Demonstração: Ver Pazy, página 4. 
TEOREMA 4. s, Seja {T(t) ' t o ?:. O} c .f(X) um C - semigrupo e A seu 
gerador infinitesimal. Então: 
l•h 
(a) Para todo x E X ternos T(t)x = lim k I T(s)xds V t?:.O 
h ..O 
l 
(quando t= O consideramos h ~ 0+). 
h 
(b) Para todo x e X temos I T(s)xds e ~(A), V h • O 
o 
(c} Se x E V(A) então T(t)x E V(A) V t ?:. O (isto é, o 
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dominio do gerador é invariante pelo semigrupo). Mais ainda, 
~t[T[t)x] = A.T(t)x = T(t).Ax 
ObservaçÕes: 
(i) Tomando t=O no item (a) do teorema 4.6 obtemos 
x = 11m 
h..O' 
~ [T(s)xds; 
o 
agora do item (b) de 4.6 sabemos que 
~ [T(s)xds 
o 
e V(A), donde saí que x e V{A). Resumindo: todo gerador de 
C0- semigrupos em f{X) é densamente definido em X. 
(ii) O item (c) do teorema 4.6 afirma que o 
problema de encontrar uma função u: [O,oo] ~ X contínua em [O, co), 
diferenciável em (O,oo), com u{t) E V(A) para todo t >O e tal que 
{ 
u(t) = Au(t) , 
(!) ufl) = u E :V(A) 
D 
t > o 
tem solução se A for o gerador infinitesimal de um C0 - semigrupo T(t) 
em X. Neste caso a solução é dada por u(t) = T(t)u . Convém reforçar 
D 
que o fato de A gerar C0- semigrupo é apenas condição suficiente para 
existência de solução de (1). 
Da observação (ii) acima vemos que é importante um 
resultado que decida se um determinado operador linear A gera ou não 
C0- semigrupo em X, e para isso temos o: 
45 
TEOREMA 4.7: (Hille-Yosida-Phillips) 
Um operador linear A:V(A) c X ~ X é o gerador 
o infinitesimal de um C - semigr-upo {T(t) : t ~ 0} c !f(X) satisfazendo 
llT(t)ll ::s Mewt se e somente se as condições (i) e (li) abaixo se 
verificam: 
(i) A é fechado e densamente definidc em X; 
(i i) o conjunto resol vente de A, p (A), contém o 
semi- eixo (w,w), e, para ~ > w 
para todo n = 1,2, ..... 
Mais ainda, todo ~ e lf: tal que ReÀ > w 
pertence a p{A) e llR{À:A) 0 ll ::s M. (ReÀ -w)-n para todo n = 1,2,., .. 
Demonstração: Ver Pazy, página 20. 
Definição 4.8: Uma familia a um parâmetro T(t), -w < t < w, de 
o operadoies lineares limitados num espaço de Banach X é um C- grupo de 
operadores lineares limitados se: 
[i) T[O) = !; 
(iii) lim T(t)x = x 'rJ x e X. 
t..O 
[ii) T[t+s) = T[t}T[s} 'rJt,seiR e 
De maneira análoga ao caso de semigrupos define-se 
gerador infinitesimal para grupos, com a observação de que agora não é 
necessária a restrição t ~ O~ . 
t: fáci 1 ver que se T( t) é um C0- grupo de operadores 
limitados ~ A é seu gerador in:finitesimal então {T(t) : t ~ O} é C0 -
semigrupo com o mesmo gerador. Também é claro que, para t ~ O, S(t) = 
= T(-t) define um C0- semigrupo de operadores limitados com gerador -A. 
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Reciprocamente, se A e -A são geradores infinitesimais 
o de C- semigrupos T (t) e T (t) respectivamente, então A é gerador . -o 
1nflniteslmal de um C- grupo T{t) dado por 
> o 
{ 
T (t) se t 
T(t) = T:{-t) se t ~O 
Veremos agora uma motivação que leva a outras condições 
suficientes para que determinado operador linear A em X seja gerador de 
o um C - semigrupo. Para isso consideremos o caso em que X é Hilbert com 
produto <·, ·>, M = 1 e w = O no teorema 4. 7 (isto é, T{t) é de 
contrações num espaço de Hilber-t). Então, se !R+ c p(A), a condição 
IIR(;\:A)II :s 1/i\ 'V;\> O é equivalente a Re<Au,u> :s O 'V u e Zl(A). De 
'V ;\ > O ~ i\llull :s 11 (;\-A)ull ~ u e :D( A) e 
't/ ;\ > O ~ ;\2 <u, u> :s <(i\ -A)u, (i\ -A)u> 'V u e V( A) e V À > O ~ 
Re<Au,u> :s 1/À <Au,Au> 'V u e V(A) e V À> O~ Re<Au,u> :s O. 
Def'inição 4. 9: Um operador 1 inear A : 1l(A) c H ~ H no espaço de 
Hilbert H é dissipativo se Re<Au,u> :s O V u e 1l(A). 
Uma motivação para esse nome segue do fato abaixo: 
Suponha que u(t) resolve a equação llCt) = Au(t). Temos 
que ~t(ux(t)11 2] = ~t <x(t), x(t)> = 2<X{t),x{t)> = 2<Ax(t),x(t)>. 
Assim, dAft (ux(t)ll 2) • o= <Ax(t),x(t)>, o, e a propriedade 
d,;ât [nx{t)ll 2) ;!; O bem justifica o nome operador dissipativo para A. 
TEOREMA 4.10 {Lumer-Phillips): Seja A : 7.J(A) c H ~ H linear e 
densamente definido no espaço de Hilbert H. Se existe i\
0 
> w ~ O tal 
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que H = lm{À0 -A) e se Re<Ax,x> :5 wllxll
2 V x e Z>(A) então A é gerador 
o ~ 1n:f1n1tes1mal de um C- semigrupo T(t) em H tal que JIT(t)ll :s e . Em 
particular, o mesmo ocorre quando A é disslpativo. 
Demonstração: Veja Pazy, página 14. 
Corolário 4.11: Seja A linear e densamente definido no espaço de 
Hilbert H. Se Re<Ax, x> = O V x e :D(A} e se existe À o > O tal que 
Jm(À ± A) = H então A gera C
0
- grupo de contrações em H. 
o 
Demonstração: Imediata. 
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5: SEMIGRUPOS ANALÍTICOS E POTÊNCIAS FRACIONÁRIAS DE OPERADORES 
Definição 5.1; Seja A = {z : so1 < arg z <I(J,comcp<O<cp} 2 1 ,2 e, para 
cada z e A, seja T(z) e .f(X) X um espaço de Banach. A familia 
{r(z) : z e A} é um semigrupo analitico em A se: 
(1) z --7 T(z) de I:J. em f(X) é analitica; 
(i!) 
(i v) 
T(O) = I (i ii) lim T(z)x = x 'V x e X , e 
z-.o 
ZEI> 
T ( z + z ) = T( z )T ( Z ) 'tJ z
1
, z
2 
E à 
1 2 1 2 
Um semigrupo {T( t) : t ~ O} será chamado anal f ti co se 
existir uma extensão anal i tica a um setor /::,. contendo o eixo real 
não-negativo. O próximo teorema dá condições suficientes para que um 
operador linear gere semigrupo analítico. 
TEOREMA 5. 2: Seja A V(A) c X -7 X linear, 1J(A) = X. Se: 
(i J o c o njunto reso l vente de A contém o setor 
larg Àl < ~ + n/2} com O<~< n/2 e 
(i i) IIR(À : AJII :s. M/ I i\ I V i\ e S , então A gera 
~ 
semigrupo analítico {T(t) 
A~= {z E C : larg zl < ~} 
t ?:. O} com extensão anal i tica ao setor 
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Demonstração: Ver Frledman, {9]. 
No restante desse parágrafo objetivamos apenas 
apresentar o material necessário sobre potências fracionárias de 
operadores, material este que será utilizado num exemplo posterior 
sobre compacidade do fluxo de um determinado sistema dinâmico. Como 
esse é o único objetivo seremos breves na exposiçã.o, e a maioria dos 
resultados não serão demonstrados. O leitor interessado nos detalhes 
pode consultar [Lecture Notes in Math., 840, Dan Henry]. 
Definição 5.3: Seja X Banach e A:~(A) c X ~ X linear. Dizemos que A 
é setorial se A é fechado, densamente definido e tal que existem 
constantes ~ E (O,rr~2), M ~ 1 e a e ~ de sorte que o setor 
S ={À: ~ s larg(Ã-a)l s n, À~ a} está contido em p(A) e, para À e 
··~ 
Note da definição que se A é setorial então -A gera 
semigrupo analitico. De fato, temos S c p(A), donde -5 c - p(A) = 
;,., ip a,(/J 
= p{-A), e portanto a-S c a+ p(-A) = p(al 
··~ 
B = ai - A temos p{B) ~ a-S ~ s
8 
com 9 
··~ 
temos 
n 
E (Q, 2 
A), ou seja, chamando 
- ~). Também, para 
pois 
5.2 segue que B gera semigrupo analítico S(t). Agora, colocando 
T(t) = e-atS(t) temos que T(t)' é analítico e -A é seu gerador 
infinitesimal. Na verdade podemos concluir mais que isso, como diz o 
teorema abaixo. 
Se A é setorial então -A gera semigrupo analítico em X. 
Mais ainda,se Re ~(A) > a, isto é, se Re À > a para todo À E ~(A), então 
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Ç -at 
t e para todo t > O e alguma constante C. 
Demonstração: Para as estimativas acima veja [10), página 21. 
Definição S.B (Potências Fracionárias) 
Seja A setorial no espaço de Banach X e suponha que 
Re ~(A) > O. Então, para ex > O coloque 
-~ 
A = 
1 
rl~l · 
[ t~-l .-Al dt, 
o 
onde r é a função gama. 
Observação: Em [ 10] prova-se que quando A é como acima 
-~ então, para cada « > O, A é um operador linear limitado em X, o qual 
-IX -/3 
é injetor e satisfaz A . A = A-(o::+/3) para todos o: > O e /3 > O. 
Assim, faz sentido a definição de potências fracionárias positivas, 
como abaixo. 
Definição 5.7: (continuação da definição 5.6) 
~ 
Para A como antes e o: > O definamos A = (inversa de 
-0: IX -IX O A ), com V(A ) = Im(A ). Colocamos também A = (identidade em X). 
Consideraremos agora uma topologia nos espaços Xa: = 
= V(Aa:) e apresentaremos um resultado sobre inclusão compacta. 
Definição S. 8: Seja A setorial no espaço de Banach (X, li ·li), e defina, 
para cada a: :::: o, X~ = com a norma do gráf'ico, isto é, 
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llxl[a: = [[A~xl]• onde A1 ; A+ ai, comª escolhido de modo queRe o-{A1) >O 
É evidente que existe talª' pois A é seto~ial e o-(A +ai)= a+ o-{A). 
Obse~vação: Escolhas distintas de ª e IR nos dão normas 
equivalentes 
a em X , de modo que vamos omitir a dependência com a 
escolha de ª' Temos ago~a o: 
TEOREMA 5.9: Seja A seto~ial no espaço de Banach X. Então [xo:. ll·llo::] 
é Banach para o:: ~ O. Mais ainda, pa~a o:: ~ {3 > O, Xr:t. é um subespaço 
denso de x13 com inclusão contínua. Além disso, se A tem resolvente 
compacto, a inclusão Xr:t. c x13 é compacta se r:t. > {3 ~ O. 
Demonstração: Veja [lO], página 29. 
Para finaliza~ esta secção 
abaixo que será utilizado posteriormente. 
colocaremos o resultado 
TEOREMA 5.10: Seja A:V(A) c X ~X seto~ial e suponha que Re o-(A) > 
> & > O. Então: 
( l) Pa~a 
ve-·'JI -a -ot ~ c t e 
f(X) a 
(li) 
-At 
e 
a , o existe constante c 
a 
'r/ t > o 
X ~ ~(Ao::) V t > O e V a 
A
O:: -At 
e x 
a 
'r/xe~(A). 
Demonstração: Ver [101 pág. 26 e/ou Pazy, pág. 74. 
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< ~ tal que 
, o 
CAPÍTULO UM 
APLICAÇÃO ÀS EQUAÇÕES DIFERENCIAIS 
1.0: PROBLEMAS DE EVOLUÇÃO ABSTRATOS 
1. o. lo O Problema de Cauchy Homogêneo 
Seja X Banach e A : V(A) c X ~ X linear. Dado x e X o 
problema de Cauchy abstrato com condição inicial x consiste em 
encontrar uma solução u{t) para o problema 
( 1) 
{ 
du(t) 
dt = 
u(O) = x 
Au(t) t > o 
onde por solução entendemos uma função u: [O,T) ~X, O< T ~ ~, com u 
continua em [O,T), diferenciável em (O,T), u(t) E V(A) para todo t E 
(O,T) e tal que (1) fica satisfeita. Do que vimos no parágrafo 4, mais 
precisrunente no teorema 4.6, sabemos que se A gera C0 - semigrupo T(t) 
então (1) tem solução para todo x E V(A). Mais ainda, u(t) = T(t)x 
resolve (1). Não é dificil provar que para x E V(A) , u(t) = T(t)x é a 
única solução de (1). 
Observação: Vê-se em Pazy, página 104, que se A é o 
gerador infinitesimal de um semigrupo diferenciável {isto é,t --7 T(t)x 
é diferenciável para todo x E X) então (1) tem solução única V x E X. 
Em particular o mesmo ocorre se A gera semigrupo analitico, pois se 
t ~ T{t)x é analítica V x E X então t --7 T(t)x é diferenciável V x 
e X. Quando A gera C0- semigrupo T(t) que não é diferenciável então em 
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geral, se x i V{A), o problema (1) não tem solução. Nesse caso a função 
t ~ T(t}x é tida como uma solução fraca de (1), a qual chamamos 
solucão m1ld. 
1.0.2 O Caso Semi-Linear 
onde A é o 
Consideraremos nessa seção a equação semi-linear 
du( t) 
dt 
= Au(t) + f(t,u(t)) , t > t 
o 
gerador infinitesimal de um Co- semigrupo T(t) e 
f: (0, T) x X ---> X. Por solução de (2) entendemos uma aplicação 
u: [ t , t + T) o o -----7 X a qual é continua em [ t , t + T), diferenciável o o 
e u(t) E 2l(A) em (t ,t + T) e tal que (2) se verifica. o o 
Suponhamos que (2) tem solução diferenciável u e 
considere, para t e ( t , t + T) fixo a aplicação g: [ t , t l ~ X dada 
o o o 
por g(s) = T(t-s)u(s). Então g' (s) = T(t-s)f(s,u(s)), e integrando de 
t 
t
0 
a t obtemos u(t) = T(t-t
0
)x + J T(t-s)f(s,u(s))ds. Note que esta 
t 
expressão está bem definida 
o 
1 bastando para isso que f e L ( t , t + T: X). 
o o 
Neste caso pode acontecer que ela não seja solução de (2) conforme a 
definição acima, mas apesar disso é natural considerá-la como uma 
solução fraca de (2). Definimos então: 
Definição 1.0.2.1: o Seja A o gerador infinitesimal de um C - semigrupo 
T(t) em X, seja x E X e f E L1 (t , t + T : 
o o 
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X). A função u e 
t 
C([t
0
,t
0
+T):X) dada por u(t) = T(t-t )x + 
o I Tlt-s)f(s,u(s))ds 
t 
é chamada 
o 
solução mild de (2). 
Tal expressão é conhecida como fÓrmula da variacão das 
constantes. Observe que quando f = O a definição de solução mlld 
coincide com a definição já dada para o caso homogêneo. 
TEOREMA 1.0.2.2:· Se f : (0, T) x X ---7 X é contínua e localmente 
lipschltziana na segunda variável [isto é, dado (t
0
, x
0
) E (0, T) x X 
existem fT > O e K > O tais que llf(t,xl - f(t,y)ll :s K llx-yll para todo 
lt-t
0
l :s u, llx-x
0
11 ;:;;: u e !ly-x
0
11 :s o-] então, dado {t
0
,x
0
) E (O,T) x X 
existem t
1 
> t
0 
e uma solução mild u l t , t ] ---7 X do problema (2). o l 
Mais ainda, se U [t
0
,t
1
J ----?X é uma outra solução mild de (2) 
então u(t) = U(t) V te [t , min {t ,t }). 
o l l 
Demonstração: Veja [ 10]. 
Observação: De modo análogo às EDO's obtemos que para 
cada ( t , X ) o o 
existe um intervalo maximal I t • t l o l de definição da 
solução u(t), e mais ainda, se f (0, rol x X ---7 X leva conjuntos 
limitados em conjuntos limitados então t < 00 
l 
implica que 
limsup llu(t )H = oo 
l7l-
isto é, u{t) deixa qualquer compacto. Essa 
1 
propriedade é útil para verificarmos se a solução, quando existe, está 
definida para todo t 2: t . o 
Uma condição suficiente é, por exemplo, 
verificar que u( t) é 1 imitada. Em geral, a técnica ut 11 izada para 
demonstrar limitação de soluções é lançar mão dos funcionais de 
Lyapunov. Nos capítulos 1 e 2 que seguirão faremos isso em detalhes num 
exemplo concreto, a saber, numa equação da onda com termo dissipativo. 
O teorema abaixo dá agora condições suficientes para 
existência de solução forte. 
----·~~ 
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TEOREMA 1. O. 2. 3 Seja A V(A) c X ~ X setorial, O :S a: < 1, e 
a 
f : U ~X, com U c~ x X aberto. Suponhamos que f(t,x) é localmente 
Hõlder continua em t e localmente Lipschitziana em x, isto é, dado 
(t ,X) e U existe vizinhança V c U de (t ,x) tal que para todo {t,x} 
o o o o 
e V e (s,y) e V vale 
11 f(t,x) - f(s,y)ll s L [it-si
9 
+ llx-yiiJ 
para algumas constantes L > O, 8 > o. Então, para qualquer (t ,x ) e U 
o o 
existe T = T(t
0
,x
0
) > O tal que o problema 
(3) {
~ 
dt 
u( t ) 
o 
+ Au(t) 
= u 
o 
= f(t,u(t)), t > t 
o 
tem uma única solução, isto é, existe uma única u : [ t , t + Tl 
o o 
___, X 
tal que u(t ) 
o 
u
0
, (t,u(t)) e U e u(t)) E V( A) para t
0 
< t < t
0 
+ T, 
du/dt existe, t ---7 f(t,u(t)) é localmente Hõlder continua, 
t •P I 0 llf(t,u(t))lldt < w para algum p > O, e (3) se verifica em 
to 
Demonstração: Veja Lecture Notes in Math. , 840, página 54. 
Vale a mesma observação anterior sobre o intervalo 
maximal das soluções. 
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1.0.3 Equações Diferenciais funcionais com Retardamento (EDFR) 
Sejam r <: O e C = C([-r,O]; IRn) o espaço das funções 
continuas de [-r,O] em ~n • munido da topologia da convergência 
uniforme, ié, munido com a norma do supremo 
-r :s: 8 s o} 
onde 11 •li denota qualquer norma em IRn. Dados A > O e x : [-r, A] ------). IRn, 
definiremos Xt E C para t E [O,A] pondo xt(8):=x(t+9) para -r :S: 8 S 0. 
Seja ainda f : C --7 IRn. 
Definição 1.0.3.1: Uma eguaçao diferencial funcional retardada (EDFR) é 
uma relação da forma 
[ 1) XCtl = r<x l 
' 
t E [O, A) 
onde a derivada no extremo é a derivada à direita. 
Definição 1.0.3.2: Uma solUcao de ill com condlcao inicial ~e C é uma 
função x{·) = x(·,lfl) : [-r,A) ~ IRn , A> O a qual é derivável em 
[-r,A), X(t) =f(:\) 'rJ te [O, A), e tal que x
0 
= t,p, isto é, X{8) = t,p(S} 
v-r:seso. 
TEOREMA 1.0.3.3 (Existência e Unicidade de Solução): 
Seja Q c C aberto e f : " Q --7 [R continua. Se rp e n 
então existe uma solução x(·) = x(·.~) de (1) com condição inicial rp. 
Mais ainda, se f for lipschitziana em cada compacto K c 
n então para cada rp e n existe uma única tal solução. 
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Demonstração: Veja (3}, páginas 41 e 42. 
TEOREMA 1.0.3.4: (Dependência contínua com relação 
iniciais) 
' as condiçÕes 
Seja Q c C ab~rto, ~c E n e f : n ~ ~n continua. 
o 
Suponha que x é solução de X=f{x ) com condição inicial 
t 
o • o 
f! , a qual suporemos ser única e definida em [-r,A). Seja W c n o 
compacto definido por Wc = {x: : tE (O, A]}, e Vc uma vizinhança de Wc 
na qual f é limitada. Se [~kl satisfaz ~k 
k2:1 
em n quando k ~ w, 
então existe k
0 
. k 
e~ tal que, se k ~ k
0
, a equação x = f(xt) com x
0 
= ~ 
k tem so 1 ução x 
em [-r,A}. 
Demonstração: 
= xk( ·, f!k) definida em [-r, A] e xk ~ x c uniformemente 
Veja [ 31. página 41. 
TEOREMA 1.0.3.5: Seja n c C aberto e f n ----7 IRn continua. Se 
[-r,A), O < A < co , é o intervalo maximal de definição da solução de 
X = f{x) {isto ê, não existe solução definida em [-r,B) com B > A) 
t 
então, para todo compacto K c n existe t tal que x E K para todo 
K t 
t s t < A. 
K 
Demonstração: Veja [3], página 42. 
O teorema acima dá uma condição suficiente para que a 
solução x(·) = x(·,~) esteja definida para todo t;::: O, a saber, basta 
verificar a compacidade de {xt : O ~ t < A} . 
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Lb Regularidade das soluçÕes de ~u - âu = f 
O objetivo deste parágrafo é mostrar que o conjunto 
resolvente de A contém {À e~ ' À • O}, onde 
N 
IJ. = L 8/ax~ é o operador Laplaciano, e mais ainda, que R( À: A) 
I ::ol 
resulta compacto para todo À ~ O. 
Existência de Solução Fraca para o Problema 
{!) 
{ 
ÀU - llu = f 
u = o 
em 
em 
Q 
r = an 
onde f E L 
2
(Q) é dada, e Q c ol é um aberto de classe C2 com r = 80 
limitado (ou O= IR") . 
• 
Vamos iniciar tornando preciso o conceito de solução 
fraca de (1) comentada no início do parágrafo 3 do capítulo O. 
obtemos 
Digamos que u : n ~~é uma solução clássica de (1). 
Então 
V~ E :D(Q) = C00 (Q). 
o 
Usando integração por partes e o fato que u = O em r 
J À u ~ + J ~u.~~ = J f~ 
Q Q Q 
V ~ e :D(Q) 
1 Também, usando o fato que V(il) é denso em H (il) obtemos 
o 
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(2) 
Isso sugere a: 
Definição 1 (Solução Fraca para (1)) 
Dizemos que u e solução fraca de (1} se (2) é 
satisfeita para t·ada função v e H1 (O). 
o 
Do que foi feito acima é claro então que toda solução 
clássica é solução fraca. 
TEOREMA 1 
de (!). 
Quem garante que a definição acima é boa é o: 
(Existência e Unicidade de Solução Fraca para (1)) 
Dada f e L2 (Q) existe uma única u e H1(n) solução fraca 
o 
Demonstração: É só usar o teorema de Lax- Milgram (veja teorema 1.11) 
com a(u,v) = J ~u.~v 
Q 
+ J À u v, o qual é claramente 
o 
bilinear e com o 
funcional linear ~ = ~r H~(Q) __. R dado por <~, v> = J fv, o qual 
o 
está bem definido e é contínuo pela desigualdade de Hôlder. Basta 
verificar que a é continua e coerciva. A coercividade é imediata, pois 
11{, V V E A 
o 
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continuidade também sal fácil usando a caracterização por sequênc1as. • 
Podemos então pensar na aplicação T : L2 (Q) ~ H~(Q) 
que para cada f e L2 (Q) associa a única função u = Tf e H~(Q) solução 
fraca de {1). 
É fácil ver, usando o teorema do gráfico fechado, que T 
resulta continua. 
De fato, seja (f ' u ) n n 
Devemos verificar que f e L2(0), o que é claro, e que u = Tf. Ora, 
para cada n temos que 
'ilu . 'ilv 
n 
logo, no limite obtemos, 
u v 
n 
J Qu.Qv +À. J uv 
Q Q 
=L fn V 
= J f. v 
Q 
ou seja, u = Tf . Temos então o: 
V v e 
V v e H~(Q) 
Corolário 1: Dada f e L2{Q) então a única solução fraca de (1) 
satisfaz IJuJJ
81
(Q) :!i c.IJfJJL
2
(Q) para alguma constante C~ O independente 
o 
de f. 
Alternativamente, podemos concluir a continuidade de T 
do seguinte modo: 
kll,. 
"o 
llull, 
"o 
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isto é, 
agora, como • llrll 2·IH 2 
L L 
então kll • llrll 2 
L 
Mais geralmente (e não com mais esforço) temos o: 
TEOREMA 2 (Equação Eliptica de 2a. Ordem) 
Seja n c ~N aberto limitado. Dadas as funções a
11
(x) E 
c1 (Õ) , 1 ::;: i,j ::5 N verificando a condicão de elipticidade 
N 
(3) L 'V X E 0 , N Vi;; E !R, com a: > O , 
e dada função a (x) E C(O), a (x) ~O V x e n, então o problema de 
o o 
encontrar uma função u : n ---7 ~ satisfazendo 
( 4) 
a 
ax 
J 
+ À a u = f em n 
o 
u = o em an 
admite uma única solução fraca, isto é, existe uma única u € H~(Q) tal 
que 
N 
+ À I ao (5) t L 8u a v =I f v V V E H~(Q) a 8x ax u v ij I J 1 1 j::l n n 
Observação: o problema ( I ) é um caso particular, no 
qual a ~ o v i :F. j a ~ I v 1 e a " I 1 J 11 ' 
62 
Demonstração do Teorema 2: Basta usar Lax - Milgr'am com o funcional 
linear continuo ~ = ~, H
1 (n) ____, ~ dado pOr' <~. v> = I f v e o 
Q 
• 
com a forma bilinear a(u,v) =[ a v Bx 
J 
+ À I a
0
uv , a qual 
Q l ' J = 1 
é continua e coerciva, sendo que a coerclvldade é consequêncla da 
condição de ellpticldade junto com a desigualdade de Poincaré. 
1.1.2: 
TEOHEHA 3, 
(6) 
De maneira análoga à anterior, mostra-se que 
IH,~ 
H 
Regularidade das SoluçÕes Fracas 
Seja O ç ~· aberto limitado de classe 
Q = ~·). e seja f E L 2(0). Então 
u e H'(Ql o verificando 
I Vu.V~ + ÀI u~ = V ~ e H'!Ol o 
Q Q 
c2 (ou n 
a única 
• 
= [RH OU 
+ 
função 
onde C é uma constante que 
SÓ depende de 0 , 
Ou seja, o teorema (3) está dizendo que a aplicação 
À I - A 
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é invertivel e tem inversa continua. 
Demonstração: Consideremos inicialmente ;\ > o. Dividiremos a 
demonstração em três casos, a saber: 
Caso (a): 
D u 
h 
(a) !l = ~· (b) !l = ~· e (c) Caso Geral. • 
Usaremos o método das translaçÕes 
Dado h E ~N' {0} e u 0 --7 ~ definimos 
por 
Dhu(x) = (u(x+h) - u(x)J/Ihl . É de fácil verificação as identidades 
J Pw=-JDw -h h 
I vD D w = -h h JD v.D w h h 
Também é claro que H1 (~N) é invariante por translações, 
o 
isto é, u E H1 (~N) implica D u e H1(1RN). Logo, levando rp = D (D u) em 
o h o -h h 
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( 6) ficamos com 
I ~u. ~~ ~· 
= I <V[O u) , V[ Ou)> 
h h 10 N 
~· . 
Por outro lado, 
= ~ I u. o D u = ~ I o u. o u = -h h h h 
IRN IRN 
o o [ au J 
-h h ax 
k 
[ 7) 
[8) 
Portanto, de (7) e (B) vemos que (6) se transforma em 
[9) 
e usando a desigualdade de Hõlder no segundo membro vem 
[lO) 
Por outro lado, usando o teorema (3.3.7) do parágrafo 3 
com p = 2 e D u 
h 
no lugar de u obtemos 
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'I W CC [RN 
N Como w cc lR é arbitrário vem 
< llvcn u)ll 
h L 2(lRN) 
Dai (10) fica 
( 11) 
Agora, tomando C= máx{l, 1/À} ~icamos com 
isto é , (12) 
Agora, 
~ llnA 1 ~ c llrllz 
H L 
'I i= 1,2, ... ,N (13) 
Logo, usando novamente o teorema {3.3.7) do parágrafo 3 
com p = 2 e au~ax em lugar 
1 
de u 
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obtemos que E 
'rJ 1 = 1, ... ,N, isto é, u e H2 (0). Temos também que llull 2..s M llrll 2 para 
H L 
alguma constante M ~O. De fato, tomando h= lhlek em (13) com 
k e {1,2, ... ,N}, e fazendo lhl ____,o vem JJ a
2
u 
ax ax I! :5 c . L2 k I 
V 1 ::S l,k :s N . 
donde sal que 
Caso b: 
mas somente 
Agcira, do corolário (1) sabemos que lluiiH
1 
H 
JJuiJ 2 = Jlull, + 
H H 
I 11 
1 • J=l 
a2u 11 
ax ax L2 
I J 
M.llrJI 2' 
L 
cqd • 
Q = IRN • Usaremos novamente o método das translações, 
+ 
nas direções tangenciais ao bordo de n, isto é, 
para h e IRN-l x {O}, h~ O. Para tais h escreveremos h/Jr, e diremos 
que h é paralelo ao bordo. É lógico que se u E H1 (n} então ~ u E H1 (n) 
o h o 
V h/Jr, isto é invariante por translações tangenciais. Agora, 
tomando h/ A" com h 'I: O e tp = D (D u), onde 
-h h 
u 
função que satisfaz {6), e levando tal ~em (6) obtemos, como no item 
[a), 
Lema 1: 
Demonstração: 
Precisaremos agora do: 
m Começamos com v E C (n) 
c 
[14) 
e copiamos a demonstração do 
teorema (3.3.7) do parágrafo 3. Daí, tendo estabelecido o lema para v e 
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c:(n), o caso em que v E H~(O) sal da seguinte maneira. Pelo teorema 
de Friedricks existe sequência v em Cw(~N) tal que 
n o 
em L2 (w) para todo w CC n 
n w w 
parágrafo 3), e tomando limite quando n 4 w obtemos: 
arbitrário obtemos o lema 1. • 
Logo, obtemos de (14) que 
f.D (Dul 
-h h 
e 
em 
Da1, como 
como W CC Q é 
( 15) 
Daí, tomando C = máx {1, 1/Ã} conseguimos, como no caso 
(a), que s c.ilrll 2 
L 
Sejam agora 1 :::s: j :5 N, 1:5k:5N-1, 
~ E C00 (Q) . É fácil ver que 
o f D [ 8u J~ = -f u D [ 8~ J h Bx -h ax o J o J 
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(16) 
e 
• e portanto 
~ c.llrll 2 ·11~11 2 ,onde usamos (16) na última desigualdade. 
L L 
Assim, tomando limite quando lhl ~ O 
convergência dominada, obtemos que 
e usando 
82~ 
ax ôx 
k J 
c.llrll 2 'rJ 1 ::!: j :5 N, 'rJ 1 :5 k :5 N - 1. 
L 
Mostremos agora que também temos 
li u 
82~ 
s M. llrll 2 11~11 2 para alguma constante M ~ O. 8x2 L L n N 
De (6) obtemos que -I u llfJ+À. Ju~=Jr ~ 
n Q Q 
V ~ E c® 
o 
(O), donde 
I u 82~ = À • t w -I f~ -tI u 82~ 8x2 8x2 o N o 1=1 n i 
e portanto, 
li u 
a2~ I ~ IÃJ u~- I r~l + ~' I I u 82~ • M.llrll 2·ll~ll 2 8x2 ax2 L L o N n n 1 =1 n i 
Logo conseguimos que IJ u 
a2~ • K. llrll 2-II~L 8x ax 
o k J L L 
V 1 :5 k,j :5 N, para alguma constante K ~O. 
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Também lemos que 
IJ u ~~ I = IJ au ~ I s 11 au L II~IIL2 s ax ax 
n J n J J L 
s llull, 11~11 2 s M.llrll2 · 11~112 ~ ~ e cw (O) e ~ J = 1, ... , N . 
' H L L L 
L.ogo temos provado que 
Assim, usando a proposição (3. 3. 5) do parágrafo 3, ou 
mais especificamente o seu corolário, concluimos que u e H2 (Q) e que 
(c) Caso Geral: 
Usaremos uma part' :;ão da unidade e escreveremos 
k 
u = ~ a
1
u como no teorema (3.4.2) do parágrafo 3. Nosso objetivo é 
1 =0 
provar então que e
1
u e H2 (Q) para todo i=O,l, ... ,k. 
(c. 1) Estimativas no interior (i = 0): 
então a função a u prolongada como 
o 
1 N sendo zero fora de Q pertence a H (~ ) (veja observação anterior ao 
teorema 2 do parágrafo 3. 4). 
fraca (sobre ~N) da equação 
Verifica-se facilmente que s
0
u é solução 
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isto é, 
Observação: 
(17) 
Como 9 u = O fora de O podemos realizar as 
o 
integrais acima apenas em n. Mesmo assim omitiremos o simbolo n ou ~N 
sob o sinal da integral. A afirmação (16) segue então como. abaixo 
(integração por partes 
terceira parcela). 
na 
(expandindo a 3a.parcela) 
= Jr(a0~)- J<ve0,Vu>~ + J<va0 ,V~>u = [usando que e0~ e H~(~"J e que u 
é solução fraca de Àu- àu ~f obtemos] 
e, expandindo a 
primeira parcela e reduzindo os termos obtemos, 
como queriamos. 
Logo, do caso (a) tiramos que e
0
u e H2(1RN) e lle0ull 2 :s; 
H 
~ c.llgll 2 ~ M.llrll 2 
L L 
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(c.2J 
H: Q ___, u 
1 
Estimativas Numa Vizinhança do Bordo: 
Trata-se de 2 provar que 9 u e H (n) 
1 
i=1,2, ... ,k. 
Recordemos que 9
1 
e C
00 
(U ) e 
' 1 
que temos uma bijeção 
tal que H(Q)=OnU 
• 1 
e 
Escreveremos x = H(y) e y = H-1 (x) = J(x) 
É fácil ver que H1 (OnU ) o 1 e que v é 
solução fraca (sobre Ur\U ) 
1 
da equação - àv = 8 f- 8 u- 2<V8 ,Vu>-
1 1 1 
- (lle )u = g e L2(0nU ) . 
1 1 
Essa verificação é análoga à feita no caso 
(c.l). Também é fácil ver que llgll ~ c.llrll 
L
2
(0nu ) L2(0nU) 
Vamos agora 
1 1 
transportar equação acima em QnU para uma equação em Q . Chamaremos 
1 • 
w(y) = v(H(y)), y e Q+ , isto é, w(Jx) = v(x) para x e QnU 
1 
O lema abaixo mostra que a equação 
I <Vv, 
OnU 
1 
V~> dx = I g ~ dx 
OnU 
1 
V ~ e H1 (OnU ) 
o 1 
se transporta sobre Q+ a uma equação elíptica de ordem 2. 
Lene 2: Com as notações introduzidas acima temos W E 
N I a,l I g I aw aw dy ~ dy • v w e H1 (Q J ay• = ayl o • 
k,t"'l .o o • • 
onde - (g o HJ. !Jac HI e L2 (Q J e onde são funções em g = a,l • 
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(18) 
H' (Q ) e o • 
(19) 
c' cõ J • 
que verificam a condição de elipticidade. 
Demonstração: Seja 1/J e H~{Q); denotemos 9'(x) = 1/J(Jx) para x e Or\U • 
I 
Então 
Logo 
L 
N aJ aJl 
I k = ax ax 
J,k,i=1 J J 
+ 
de variáveis em integrais. 
obtemos 
I <Vv,V9'>dx 
nAU 
I 
É lógico que 
= 
N 
=I 
k=l 
aw 
ay 
k 
I t nr.u J,k,i=l 
I 
aJ 
k 
ax 
J 
aJ 
k 
ax 
J 
N 
=I 
i=l 
aw 
a· yk 
a~ dx 
ayt 
= 
8w a~ . !Jac Hldy pela fórmula de mudança 
ay• aye 
N aJ aJl 
Chamando I k IJac Hl akl = ax ax 
J =1 
J J 
N 
J akl = I aw a~ dy {20) ayk ayt 
k,bi Q 
+ 
1 -
bastando aleC{Q) para isso olhar 
k + 
para a fórmula que os define e lembrar queHeJsão de classe C2 . 
Vejamos que a condição de elipticidade está satisfeita. Ora, dado Ç E ~N 
e y E Q temos 
I[I 
J k 
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t 
onde B(x) é a matriz (Jac J(x)) . Assim, se considerarmos a função 
f ' Q. X (OAUI) X sn-l ____,R dada por f(y, X, I;) = IJac H(y) IJJs!xli;JI:. 
temos que f é continua. 
Também, como Q X (tlf"\U ) X Sn-l é compacto (pois é 
• I 
produto de compactos), 
= min f(y,x,Ç). ·Verifiquemos agora que f(y,x,Ç) >O V (y,x,Ç) e Q X • 
(OtlU )x Sn-l . 
I 
Por hipótese temos que !Jac H(y)l > o V y e Q. • 
Afirmamos que IJacH(y) I>O V y e Q De fato, se não fosse assim, 
• 
existiria y e Q' tal que IJac H(y) I = O, e sequência y e Q tal que 
• n • 
yn ~ y. Como a função !Jac H(•JI é em particular continua, temos 
IJac H(y ) I ----> IJac H(y) I = O 
n 
Agora, chamando x = H(y ) , temos 
n n 
IJac J(x ) I 
n 
!Jac H(y li= 1, donde sai que !Jac J(x li ---7 m quando 
n n 
n ~co, o que contradiz o fato de IJac J(•JI estar em c' !Ü l. 
I 
Da 
mesma maneira prova-se que B(x) é invertivel para todo x e (Q n u
1
) 
2 
Verifiquemos agora que ]ir :xlç]] >O V (x, Ç) E (Q.r\U )x Sn-l. 
I 
Ora, se IIB{x)~~~lRN =O então B{x).~ =O, e daí. sendo B(x) invertivel, 
n-1 
obtemos Ç = O, contradizendo o fato Ç E S . 
Do fato que !Jac H(y) I > O V y E Q• e IIB(x)l;ll > O 
R" 
V{x,Ç) E { OnU } X Sn-l sai que 
I 
f(y,x,Ç) > O V (y,x,Ç') E Q+ X 
x { nnu ) x Sn-l = D, como queriamos. Logo, existe constante 
I 
a>O 
N tal que f{y,x,Ç)>oc, V{y,x,Ç} e D. Seja agora y E Q ,x = H{y) e Ç e lR • 
• 
Temos então que f(y,x,Ç/IIÇII) >a, isto é, IJacH{y)I·IIB(y).Ç/IIÇIIII:N 2: a:, 
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ou ainda 
el1pticidade. 
I g(x)~(x)dx 
nnu, 
Por outro lado, 
=I g(H(y)).~(H(y)). 
o • 
Jac H(y) dy 
donde sai a condição de 
-I g(y). ~(y)dy 
o • 
(21) 
Assim, de (18), (20) e (21) obtemos o lema 2. • 
Vamos mostrar agora que a função w(y) = v(H(y)), y e Q , 
• 
está em H2 (Q ) , e que 
• llwll 2 • c.ll &11 2 . Isto implicará, ao retornarmos 
tangenciais. 
H L 
Hz(Or\Ul) e I! alui! z :S 
H 
c. llrll 2 • 
L 
Utilizaremos, como no caso b, o método das translações 
Em ( 19), tomando Y, = D (D w) com h//Q
0 
e llhll pequeno 
-h h 
o suficiente para termos ~ e H~(Q~), obtemos 
Agora, 
:,Jnhw](y)dy = J g(y)D_h!Dhw)(y)dy 
o • 
(23) 
(22) 
onde usamos Hõlder na primeira desigualdade e o lema 1 do caso b na 
segunda. Por outro lado temos a identidade 
75 
aw ( ) 
ay Y 
k 
(24) 
e consequentemente, levando-a em (22) obtemos 
[1~ membro de (22)] =A+ B (25) 
onde A = L I a.e(y+h). ~Y.~hw(y)J. ~Y)ohw(y)Jdy e 
k,t. Q 
• 
L I [oha.e(y)J. aw ~Y Johw] (y)dy B = 8 (y). yk 
k,t Q 
• 
z 
Agora, A ~ «·llv(Dh w)ll 
2 
, onde se usou a condição de 
el!ptlc!dade com ~ = V(D w)(y). 
h 
L (Q 
• 
aw 8 (y). (usando des. de Hõlder) yk 
11 ~ [ohw]ll z • c. IH 1 llv(Dhw)ll 2 · 
Yt L(Q) H(Q) L(Q} 
• • • 
Portanto, obtemos de (23) que 
• 
- c.IJwll, 
H (Q 
• 
= [1~ membro de (22)] = A + B 
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(26) 
De (26) tiramos que JJv(DhwJ\\L 2 • c.[\\{, + \\s\\L 2) e 
como llw\\
1
::s L.J\g\\ (veja observação após teorema 2 do parágrafo 1. 1) 
H 2 
obtemos ~V(D hw)~L2(Q o M. ~g~L2(Q (27) 
• • 
Agora, com j e {1,2, ... ,N-1}, e~ e C"(Q) 
o • 
É fácil ver que 
IJ ~;. 
Q 
• 
.D_h ~~ = IJ nh( ~~. )·~ !• 
Q 
• 
(por Hõlder) 
ou seja, 
IJ 
Q 
D ~ I • -h (28} 
• 
Tomando limite quando llhll ----7 O em (28) vem 
e V J e {1,2, ... ,N-1}. Assim, se mostrarmos que (29) também vale para 
(k,J) = (N,N) teremos conseguido que 
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8y 8y 
k J I = IJ 
Q 
• 
aw 
8y 
k 
e V (k,j). Mais ainda, temos que 
m 
, ~ ~ E C (Q ) 
o + 
e 
com 1«1 s 2 (os casos 1«1 =O e 1«1 = 1 são imediatos). 
(30) 
(31) 
Logo, usando a proposição (3.3.5) do parágrafo 3 obtemos 
e como queríamos. 
Vejamos então que (29) vale para (k,j) = (N,N). 
Para isso substituímos 1/J por 1/J /aNN na equação (19), 
o que é possível, pois da condição de elipticidade com Ç= e= (0, ... ,1) 
N 
temos que 
com (32) 
a (y) <= a > O 
NN 
= I ai . 
NN 
I 
V y E Q Obtemos então que 
• 
~w .~+J~~ ·" I 
YN NN L 
(k,l)::t(N,N) 
a . 
aw 
a· Y, 
(k,l)::t(N,Nl 
I ~ Y, 
Usando (30) com akt 1/J /a no lugar de 1/J e NN 
tiramos que 
IJ aw a~ • c. (11wt1H1 + nguL2 ).111/li!Lz ay. ay N 
. Q 
• 
e como llwll 1 • "·llilll 2 (pois w é solução fraca de -~w 
H L 
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'L + 
a 
NN 
(32) 
combinando 
+ ÀW = g) 
obtemos o desejado. Isso conclui o teorema de regularidade para ~ > O. 
O caso ~ = O segue agora fácil. De fato, dada f e 
existe uma única 
1 
u e H
0
((l) solução fraca de -Au = f, isto é, 
tal que Lvu.Vv =L f v ' 'r/ v E H~(n), bastando para isso usar Lax 
- Milgram com a forma bilinear a(u,v) 
continuo rp r dado por 
=I Vu.Vv e o funcional 
n 
~,(v) =I f v. 
n 
Ora, -àu = f ~ -âu + I = f + I onde mas -u 2c u, 2c 
qualquer constante positiva, Logo, u é solução fraca de -Au + ÀU 
onde ~ l/2c > o g = f + 1 e L2(n), donde = e -u sai que u e 2c 
linear 
c é 
= g, 
H2(Q) 
e JJuJJ 2 ~ K.JJgll 2 = K.JJf +~c uJJ 2 ~ K.JJfll 2 + 
K 
2c .JJuJJ 2 · Tomando 
H L L L L 
c = K obtemos llull 2 
H 
sK.jjfjj2+ 
L 
~ ·IH 2 
H 
, isto é, llull 2 • 
L 
2K·IIfll 2 
L 
como queriamos. • 
Corolário: L2 ~L2 e" t V' O -- ~ compac o 1\ 2:: • 
Demonstração: Seja B c L2 limitado, digamos llfll ~ M para toda f E B. 
L 
-1 
Temos então que UR(~:â)fll 2 = U(À-â) fll ~ C.llfll 2 :s CM V f e B, ou 
H H L 
seja, R(~: A) (B) é 1 imitado em H2 , e como a inclusão H2 c L 2 é compacta 
segue que .ft{~:A)(B) é relativamente compacto em L2. • 
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1. 2• Equação do Galor 
N k Seja Q c ~ aberto limitado de classe C , k ~ 1. 
Consideremos o problema de determinar- uma função real 
u(t,x), t ~ O, x e n. satisfazendo 
( 1 l. 
t > o, 
{ 
:~ (t,x) = Au(t,x) , 
u(O,X) = U (x), X E Q, 
o 
u(t,x) = O , t > O, 
x e n 
Trataremos o problema (1) de uma outra forma, a saber, 
vamos vê-lo como uma equação diferencial em L2 (n}. Para isso 
definiremos, a cada t ~ O fixado, u(t) : n --7 ~ por 
u(t)(x) = u(t,x) : = (solução de (1), se existir). 
Assim, o problema ( 1) se transforma na equação 
diferencial 
(2) 
âu( t) 
{ 
U:(t) = 
u(O) = u
0 
v t > o 
onde, dada u
0 
e L
2
{n), pergrmtamos se existe função u(t) E il(A) = 
"" lfcn> n H~(n) para todo t > O e tal que (2) fica satisfeita. t 
uf . 1 t d • • .2 H
1 L2 s 1c en e provar que o opera or u : H n --7 gera 
2 
analitico T(t) em L. 
Afirmação: 
o 
A = -A : H2 n H1 ---7 L 2 é setorial. 
o 
semigrupo 
Logo, usando o teorema 5.4 do capítulo zero obtemos que 
ll gera semigrupo analitico T(t) em L
2
(D), e da observação feita no 
parágrafo 1.0.1 deste capitulo segue que u(t) "" T(t}u
0 
é a única 
solução (forte) de (2). 
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Prova da afirmação: é lógico que -6 é fechado e 
densamente definido. Sabemos também que o espectro u(A) do operador A 
2 2 2 consiste de uma seqüência O > -Ã1 > -Ã ~ -i\ ~ .... , e portanto o 2 3 
espectro u(A) de A consiste da seqüência O< i\2 < i\2 ~ i\2 ~ •••• , pois 
I 2 3 
cr(A) = u(-A) = -u(A). Logo podemos tomar a = O e fP e (0, n:/2) 
arbitrário na definição de operador setorial que teremos S c p(A). 
o,~ 
Vejamos agora que para todo À E 5 vale 11 (i\ - A)-111 s 
o.~ 
alguma constante M ~ 1. Isso é equivalente a mostrar que li\l s 
'V v e L
2 
com llvll 2 = 1. 
L 
Ora, mas para i\ E S temos 
o,~ 
s 11 (i.+A)vll 2 ' 
L 
e portanto lXI ::S (sen ~)- 1 .jj(i\+A)vlj 2 , 
L 
donde tomamos 
-I M = (sen fP) , o que prova a afirmação. Do teorema 5.10 do capitulo O 
-Al 2 
sabemos particularmente que o semigrupo T(t) = e sai de L e chega 
em :D(Am) v m E ~ e v t > o. Logo a solução u( t l At pertence = e u a 
o 
!l"(nJ V m e ~ e v t > o, e usando o teorema 3.5.2 do parágrafo 3 do 
capítulo o tiramos que u( t) E c•( !1l v k e ~. ou seja, u(t) e Cm(Q}. 
Essa é uma propriedade muito interessante, pois mesmo que o dado 
inicial u(O) = u e L2 não tenha nenhuma regularidade, u(t) resulta Cm 
o 
para qualquer t > O. 
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Equação da Onda 
• k Seja n c IR aberto limitado de classe C , k i!: 2. 
Consideremos o problema de determinar uma função real u{t,x), t i!: O, x 
E Q, satisfazendo: 
u{t) 
(1) 
{ u (t,x) = Au(t,x), t > o, X E Q tt 
u(t,x) = o • t > o, X E ao 
u(O,x) = u
0
(x) u (O,x) = v (x) • X E Q t o 
Chamando v(t,x) = au at (t,x) obtemos o sistema 
(2) 
{ 
u (t,x) = v(t,x) 
t , t ) 0, X E 0. 
vt(t,x) = âu(t,x) 
cadat~O fixado, se definirmos Assim, para 
IR e v(t) n ---) IR como na seção anterior, então o 
problema (1) acima consiste em encontrar uma função w(t) = (u(t), v(t)) 
E :D(A) = W(ll) n H~(ll) x H~(ll) tal que a equação (3) abaixo fica 
satisfeita: 
semigrupo 
(3) 
{ w(t) = A w(t) ' t > o 
w(O) = w = (u,v)EH= H' X L2 o o o o 
Perguntamos agora se o o operador A anterior gera C -
emH=H1 xL2 o • onde neste consideramos o produto interno 
<u u )•(v v ) 1' 2 Hl 1' 2 L 2 = J Vu Vu dx +J v v dx. 1 2 1 2 
Q Q 
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Estudemos inicialmente o resolvente p(A) de A. Para isso sejam dadas 
1 2 
(f
1
,f
2
) E H= H
0 
X L. Queremos (u,v) E :D(A) única tal que 0.-A}(u,v) = 
= (f ,f), Lé, tal que Ãu - v = f e Ãv - l!.u = f
2
• Equivalentemente, 
1 2 1 
Ã
2u - Au = 1
2 
+ Ã1
1 
e v = ÀU - 1
1
. Ora, basta então que Ã2 não seja 
negativo e teremos a existência e unicidade de u (e portanto de v) 
garantida, pois· Ã
2 
não negativo 2 implica i\ e p(A). Mais ainda, u 
dependerá continuamente de 1
1 
e 1
2 
(e portanto v também). Logo, basta 
que À satis1aça Rei\ ~ O que teremos i\ e p(A), pois Rei\ ~ O implica i\ 2 
~(-oo, O). Em particular existe À > w = O tal que Im(i\ ± A) = H. 
o o 
Também temos que 
<A(u,v), (u,v~ = <:(v,Au), (u,v;> = J VvVu dx +I Auvdx 
H 
H Q Q 
e usando integração por partes mais o fato que v E H1 (Q) obtemos que 
o 
I Auvdx 
Q 
=-I VuVvdx, donde resulta <A(u,v),(u,v;> =O V (u,v) E V(AJ. 
Q H 
Logo do corolário 4.11 do teorema de Lumer-Phillips segue que A gera 
C
0
- grupo T(t) de contrações em H, ou seja, o problema (3) tem solução 
(mild) de1inida para todo t E ~. e esta é dada por w(t) = T(t)w 
o 
1.4: 
real u 
(a) 
Equação da Onda com Termo Dissipativo 
Consideremos agora o problema de determinar uma função 
(O,oo) x Q ~ ~ satisfazendo: 
(4) u (t,x) = Au(t,x) - a(x)q(u (t,x)), (t,x) E~ 
tt t 
(5) u(t,xl = O 
(6) u(O,x) = u (x) 
o 
.. (t,x) E lR x an 
u (O,x) =v (x) 
t o X E f! 
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.. 
X Q 
onde 
N 
O c ~ é aberto limitado regular e conexo; 
a e C1(n) , a(x) ~ O V x e n e a(x ) > O para algum x e O; 
c o o 
q e C 1 (~.~) , q é estritamente crescente, q(O)=O e q' E 
Podemos olhar o problema {a) como uma equação 
diferencial semi.-linear no espaço de Hilbert H = 
2 x L (Q), este 
munido do mesmo produto interno considerado no caso anterior, bastando 
para isso usar os mesmos artificios do caso da equação da onda sem 
atrito. Isto é, chamamos v(t,x) = u (t,x), definimos u(t) 
t 
v(t) : O ~ ~ como antes, e transformamos (a) no problema (b): 
(b) 
{ 
d~~t) = Aw(t) + f(w(t)) , : 
w(O) = w = (u ,v ) E H= H o o o o 
> o 
' 2 onde w(t) = (u(t),v(t)) , F : H
0 
x L é a aplicação dada 
por F(~.~)= (O, -a(·)qo~), e A[~.~)= [~.à~) para todo par(~.~) e 
Il(A) = (H2 n H1) x H1 c H1 x L2 = H . 
o o o 
t claro que A está bem definida. Vejamos que o mesmo 
ocorre com F. Basta verificar que a(·)q(~(·)) e L2 (Q). Mas note que as 
hipóteses sobre q nos garante que lq(y) 1 ~ MIYI para todo y e ~- De 
fato, dado y e ~ temos lq[y) - q[O) I = lq' (~Y) I· ly-OJ para algum ~Y 
entre O e y, e como q(O) =O e q• E L
00
(1R,IR) vem lq(y) I ::s M.IYI· Vy e~-
Assim I a2(x)q2 [~(x)dx < c. 
Q 
vez I q2(~(x))dx 
Q 
84 
pois a E C1 (Q) 
c 
donde sal 
Por sua 
a boa 
definição de F. 
Agora, vimos em 1.3 (eq. da onda sem atrito} que A gera 
C0- grupo de contrações T(t) em H= H1 x L2. 
o 
Verificaremos agora que F é localmente L1psch1tz1ana. 
De fato, temos: 
2 o 2 
F[ ::J -F[ ::1 = [-a(.) [qOI/' (.) - qoW2(·)l = 
1 
H H 
2 I a2(x). [qcw, (x)) = a(·)[qoW
1
(·) - qoW21·>] = - qiW,(xll r dx • 2 L o 
s c.-~- I h(x) 2 2 - W2(x)] dx = K2·11w, - w2ll 2 s L 
Q 
s K
2. [llw,- w2( 2 + 11~, - ~2(,] s K2. [llw, - w2IIL2 • lk - ~211J = 
-- K
2·11 [ ~'] - [ ~2]11
2 
t/Jl I/J2 H 
, como queríamos. 
Assim, usando o teorema 1.0.2.2 do capítulo 1 concluímos 
que (b) tem uma única solução mild w(t) = (u(t),v(t)), e esta é dada 
t 
pela fórmula da variação das constantes w(t)•T(t)w
0 
+I T(t-s)F(w(s))ds. 
o 
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CAPÍTULO 2 
SISTEMAS DINÂMICOS E COMPORTAMENTO ASSINTÓTICO 
1• Alguns Conceitos e Resultados 
Nesta seção, X denotará um espaço métrico e~: (a,b} --7X 
uma aplicação. 
Definição 1.1: (Ponto limite) Dizemos que q e X é um ponto limite 
positivo de f> se existe seqüência de números reais t --7 b de modo 
n 
que fJ(t) ----t q. De maneira análoga, q e X é ponto limite negativo de rP 
n 
se existe seqüência t 
n 
• ___, a tal que f/1( t ) ----t q. 
n 
Observação: quando b = ~os pontos limites positivos são 
também chamados de pontos w-limites de 1/J , e quando a = -oo os pontos 
limites negativos de rP são chamados de pontos «-limites de rP • 
Definição 1.2: (Sistemas Dinâmdcos) 
Um sistema dinâmico em X é uma aplicação n 
com as propriedades: 
(l) n(O,x) = x para todo x e X ; 
( 11) 
( 11i) 
n(t + s,x) = n{t,n{s,x)) • VxeX,Vt,seiR; 
n é continua. 
Para cada x e X fixo podemos imaginar a aplicação 
t e ~+ ~ ~(t) = n(t,x) como sendo o estado de um determinado sistema 
(fisico, químico, biológico, etc.) no instante t, dado que no instante 
inicial (t : 0) o estado era x. Chamamos tal função como sendo o fluxo 
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Observação: em problemas concretos pode acontecer do 
fluxo n:{ ·, x) não estar definido para todo t ~ O, e sim apenas num 
subconjunto I(x) = [O,b{x)), O < b(x) s ~ . Define-se então o conceito 
de sistemas dinâmicos locais. Não o faremos aqui, pois objetivamos 
estudar o comportamento assintótico de sistemas dinàrnicos, isto é, o 
que acontece com n:( t, x) quando t ---t c:o , e para isso é necessário 
termos l(x) = R+. O leitor interessado pode consultar Dynamlcal 
Systems - An International Symposium - Volume I - edited by Lamberto 
Cesari, Jack K. Hale, Joseph P. La Salle à página 212. 
Proposição 1.3: Seja (X,d) um espaço métrico (p ) seqüência em X tal 
n 
que p ---t p , e n um sistema dinfunico em X. Então a seqüência de 
n 
funções [n(·,pn)) converge para n(·,p), sendo a convergência uniforme 
n 
• em subconjuntos compactos J c ~ 
Usaremos as seguintes notações. Dado p E X e o fluxo 
• associado n(·,p) : ~ ~X escreveremos: 
Q(p) :={pontos w-Iimites de n(·,p)} ; 
r+(p) := {n{t,p);t~O} , órbita {positiva) por x 
• H(p) : = 7 (p) , chamado "hull de p segundo n" 
Derinição 1.4: Seja X métrico e n sistema dinâmico em X . 
(a) M c X é dito ser n-invariante • se n:{~ ,p) c M para 
todo p e M. 
(b) Dizemos que o fluxo n( ·,p) é compacto se n(IR+,p) 
for pré-compacto (i.e., n{IR+,p) está contido num compacto de X). 
Proposição 1.5.: Sejam X e n como acima. Então: 
(a) Q(p) é n-invariante; 
(b) Se n( · ,p) é compacto então O:(p) é não-vazio, 
pré-compacto, n-invariante e conexo. 
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Demonstração: {a) Se O(p) = ~não há o que fazer. Se O(p) ~ ~seja q e 
O (p) e t 2: O. Devemos provar que n(t,q) e O{p). Ora, como q e O(p) 
existe seqüências ~ w tal que n(s ,p) ~ q. Logo, da continuidade 
n n 
do fluxo temos que n(t,n(s ,p)) ~ n(t,q). Mas n(t,n(s ,p}) = 
n n 
= n:(t+s ,p}, e portanto, 
n 
tomando t = t + s temos que t ~ ro e 
n n n 
n:(t ,p) ~ n(t,q), donde resulta n(t,q} e O(p). 
n 
(b) Sendo n:( ·, p) compacto, existe K c X compacto tal que 
• n:(!R ,p) c K. Seja então (t ) seqUência de reais com t ~ ro 
n n 
Temos 
então que n:(t ,p) é seqüência em K, e sendo K compacto podemos supor 
n 
que n(t ,p) ~ q E K. Logo q E O(p) , e portanto Q(p) ~ tP 
n 
Provemos agora que O(p) é pré-compacto. De fato, seja z 
e Q(p). Então existe seqüência t ~ ro tal que n(t ,p) ~ z . Agora, 
n n 
como n:(t ,p) E K para todo n, onde K c X é um compacto, segue que z E 
n 
K = K, donde sai que O(p) c K. 
Vejamos agora a conexidade de Q(p). Suponhamos por 
absurdo que O(p) = A v B com A, B abertos, disjuntos, Q(p) n A ~ tP e 
O(p) n B ~ tP. Sejam x E Q(p) n A e y E Q{p) n B. Logo existem 
seqüências t ~ ro e 
n 
s ------7 ro de 
n 
modo que :rr( t , p) ------7 x e 
n 
:rr(s , p) ------7 y . Para cada n, seja T entre t e s de modo que nh , p) 
n n n n n 
e (A v B)c: . É lógico então que T --------7 ro . Também, como n( ·, p) é 
n 
compacto, podemos supor que n("f ,p) ~ z . Logo z E O(p). Também, 
n 
como (A v B)e é fechado e n:('t , p) E (A v B)c para todo n, então z e 
n 
(A v B)c. Logo z e O(p) n (A v B)c , contradição. • 
Definição 1.6: (Função de Lyapunov) 
Sejam n: sistema dinâmico no espaço métrico X, G c X e 
V : G --------7 ~ uma função. Dizemos que V é uma função de Lyapunov 
para n: em G se: 
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(1) V é continua, e 
(11) Se ll([O,b],p) c G então V(ll(t,p)) é não-crescente 
com relação ate [O,b]. 
Dado c E IR 
= {q e G ll(R•,q) c vc} 
denotaremos e M = 
c 
Proposição 1.7: Sejam n, X, G e V como antes. Se n(·,p) é compacto e 
n(IR+,p) c G então O(p) c M para alguma constante c= c(p). 
c 
Demonstração: Seja q e O(p). Então existe seqUência t ~ CXJ de modo 
n 
que n(t ,p) -----7 q . Em particular temos q e G, pois n(t ,p) e G V 
n n 
n = 1,2, ... Falta provar que se t ~ O então n(t,q) E V para 
c 
alguma constante c E IR. Seja então t ~ O. Como n(t ,p) -----7 q 
n 
então 
n(t + t , p) -----7 tt(t,q), bastando para isso usar a continuidade de n e 
n 
sua propriedade de semigrupo. Também, da continuidade de V sal que 
+ -
V(n(t + t ,p}) -----7 V(tt(t,q)). Agora, como n(IR ,p) c G n K para algum 
n 
+ compacto K c X, sai que a função t ~ V(n(t,p)) de IR em IR é limitada 
(em particular limitada inferiormente). Como além disso 
não-crescente (pois V é de Lyapunov) obtemos que V(n(s,p)) -----7 c 
quando s -----7 lXI Em particular, temos V(n(t + t ,p)) ~c 
n 
n -----7 lXI. Logo V(n{t,q)) =c, l.é, n(t,q) e v-1 (c). 11 
ela é 
= c(p) 
quando 
Lema 1.8: Seja n sistema dinâmico em X. Então a função V : G ~ IR 
é uma função de Lyapunov para n em G se e somente se V é contínua e 
V(p) ~O V p e G, onde V(p) = l!m !nf V(,.(h,p)) - V(p) 
+ h-----7 o h 
89 
Demonstração: A parte "somente se" é imediata. Para a outra parte 
• devemos verificar que a função V(n(·,p)) : ~ ~~é não-crescente. É 
suficiente provar que se ~ : ~+ --7 ~ é continua e satisfaz ~(t0 ) s O V 
t
0
e ~+ então ~ é não-crescente, onde ~(t0 ) := 
Dai, para concluir o lema é s6 usar a afirmação acima com ~( ·) = 
= V(n(·,p)). A pr~va dessa afirmação será fe!ta em duas etapas: 
( I ) Suponhamos ~(t ) < O V t e ~+. 
o o 
Disso sai que f/J é não-crescente. De fato, se não 
o fosse existiriam t
1
, t
2 
e lR+ com t
1 
< t
2 
e rp(t
1
) < rp(t
2
). Como rp é 
continua existe ~ > O tal que rp(t ) < ~(t) V t e [t- ~. t ] 
1 2 2 
Afirmo 
que existe ~ e [t , t - o J de 
1 2 
modo que q:~(Ç) < q:~(t 1 ), pois se não 
fosse assim teríamos q:~(t 1 ) s ~(t) V te [t ,t - ~ ], donde resultaria 1 2 
~(t 1 ) ~O, o que é contradição. Temos então que rp é contínua em 
[,;,t
2
] e~(,;) <a= rp(t
1
) < q')(t
2
). Logo existe a e [Ç, t
2
] tal que 
rp(~) =a. Podemos então considerar o real t
0
= sup{a e [Ç,t
2
]:rp(a) =a}. 
o que 
é ainda uma contradição. Logo f/J é não-crescente, como queríamos. • 
(ii) Suponhamos agora que ~(t0 ) s O 
Provaremos que rpJ" é não-crescente, qualquer que 
seja o compacto k c lR+. Da arbi tr8.riedade de K seguirá o resultado. 
Para isso seja então K c ~+ compacto e definamos 1/J : K ~ ~ pondo 
1/J(t) = ~p(t) - ~~ t, onde JKJ é o diâmetro de K e c é um real positivo. 
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- c < 
TKT O V t 0 e K. De (i) segue então 
que ~ é não-crescente em K, isto é, ~(t ) ~ ~(t ) V t , t e K 
1 2 1 2 
com 
equivalentemente, c • ~(t ) + 1j[T (t - t ) • ~(t ) 
1 1"'"1 2 1 1 
+ c 
V t
1
, t
2 
e K com t
1 
::s t
2
, e como c > O é arbitrário concluímos que 
rp(t) :Srp{t
1
) V t
1
, t
2 
e K tal que t
1 
:S t
2 
, donde segue que rp é 
não-crescente em K, como queríamos. • 
Lema 1.9: Sejam n e V como no lema acima. Então M c M, onde M é o 
' 
maior subconjunto invar-iante em E = {q e G : V c q) = 0}, 
• UAn(~+,p), onde A= {p : n(~+.p) c E }. 
pe 
i. é, H • 
Demonstração: Em primeiro lugar é lógico que o maior subconjunto 
n-invariante em E é UA n:(~+,p). Provemos então a inclusão M c M. Para 
pE • 
isso seja q E M. Então q E G e n:(~+,q) c V para algum c e ~ . Assim . ' 
• + + 
temos V(n(~ ,q)) =O, ou seja, n(~ ,q) c E. Logo q eM, pois q = n(O,q) 
e n(!R+,q) c UA n:(IR+,p) = M. 
pe • 
Proposição 1.10:Seja n sistema dinâmico em X e V : G ~R uma função 
de Lyapunov para nem G. Se n(•,p) é compacto e n(R+,p) c G então Q(p) 
c H. 
Demonstração: É imediato da proposição 1.7 e dos lemas 1.8 e 1.9. • 
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2: Sistemas Dinâmicos Gerados por Equações Autônomas 
Nesta secção aplicaremos a teoria do parágrafo anterior 
no estudo de sistemas dinâmicos que vem de equações autônomas. Dentre 
outras coisas ilustraremos algumas dificuldades com relação à hipótese 
de compacidade do fluxo no item (b) da proposição 1.5. Quando n define 
n 
um sistema dinâmico em ~ , por exemplo, não há dificuldade alguma, pois 
basta verific::ar _que o fluxo é limitado. A dificuldade aparece quando n 
define sistema dinâmico num espaço de Banach de dimensão lnflni ta. No 
entanto, vencida essa eventual dificuldade de verificar compacidade do 
fluxo, têm-se em mãos todas as informações contidas nas proposições 
1.5, 1.7 e 1.10. Estas serão utilizadas para obter decaimento a zero da 
solução da equação da onda com atrito, como veremos no exemplo 2.4. 
Exemplo 2.1: (Equações Diferenciais Ordinárias) 
Seja f 
determinar uma função x 
( 1) 
!Rn ----7 !R e consideremos o problema de 
I c ~ ----7 !Rn diferenciável e tal que 
{ 
x'(t) = f(x(t)) 
x(O) = x 
o e ~· 
t e I 
onde I é um intervalo da reta contendo zero. Suponhamos que f tem 
condições que garantem existência e unicidade de solução para (1), bem 
como continuidade dessas com relação às condições iniciais. Então, 
denota.I)do por f/>(·, O, x
0
) I(x
0
) -----7 !Rn a única solução de (1), onde 
I (x ) é o intervalo maximal de definição, temos então um primeiro 
o 
exemplo de sistema dinâmico local 
n em IR , a saber n:(t,x) := q>(t,O,x ). 
o o 
Ê bem conhecido dos cursos tradicionais de EDO's que se f é localmente 
1 ipschitziana então temos garantidas a existência, unicidade e 
dependência continua das soluções com relação às condições iniciais. 
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Uma condição suficiente para que n defina um sistema dinâmico em ~n é 
verificar a limitação da solução, graças ao resultado, também clássico, 
de que se I(x
0
) é da forma l(x
0
) = [0, b) com b < co então 11m llx(t)ll = co ,_, 
Exemplo 2. 2: (Abstrato) Seja (X, 11 ·li) um espaço de Banach e {T(t): t 2: 0} 
o 
um C- semigrupo de operadores lineares limitados em X. Então a 
aplicação n : ~· x X~ X dada por n(t,x) = T(t)x define um sistema 
dinâmico em X. ·Basta verificar a continuidade de n, pois as outras 
propriedades são imediatas. Para verificarmos a continuidade seja 
• (t ,x ) seqüência em~ x X tal que (t ,x ) ~ (t,x). n n n n Então temos: 
wl 
s Me 
n Jk - xJJ + JJT(tn)x - T(t)xJJ para algumas constantes w ~ O e 
wt 
M ~ 1 • Agora, M e n]lxn - x]] = o quando 
Também, como a aplicação t ~ T(t)x é contínua de ~· em X para todo x 
e X fixo temos também que J]ntn)x - T(t)x\\ ~O quando n ~ m, donde 
segue a continuidade de n. Tal sistema dinâmico está associado à 
. 
equação diferencial u = Au, u(O) = x, onde A é o gerador infinitesimal 
de T(t). O próximo exemplo é um caso particular. 
Exemplo 2.3: (Equação do Calor) 
em 
Na secção .1.2 do capítulo 1 tratamos da equação do calor 
e este dá exemplo de um sistema dinâmico 
At 
e u 
o 
Verificaremos agora a compacidade do fluxo n(•,u
0
), 
2 qualquer que seja u0 e L {0). Vimos em 1.2 que o operador A = -à é 
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a setorial e Re ~(A) > O . Logo podemos definir A para todo a > O, com 
dominlo If = :V(Aa) e norma llull = IIA«ull 2 a L 
c !! é compacta se a > ~ > o . pois A= -A 
Af'lrmamos 
At Ha ---> que e 
compacto. De fato, seja B c Ho:: limitado, 
para todo u E B. Temos então que 
(3) = liA eA'ull 2 = IIA1-a . eAtAa 
L 
• e temos que 
tem resolvente 
Ha • t > o • 
digamos llull 
a 
a inclusão Jf 
compacto. 
o • a < 1 é 
a 
== liA ull ~ K 
L 
• c 
1-a 
a-1 
t 
-llt 
e . K = M . K , onde usamos o teorema 5. 10 do a,t 
At 1 capitulo zero. Logo obtemos que e (B) é limitado em H= 7)(A) = 
1 a 
e como H ~ H é compacta segue o resultado. 
Disso podemos concluir, em particular, a compacidade do 
{ 
At 
e u · o • 
= 
At 
e "o em De fato, precisamos verificar que 
2 
é relativamente compacto em L. Ora, 
= {eb.tu
0 
O :s t :s 1} U {elltu0 ; t > 1} .Agora, como [0,1] é compacto e 
t ~ e.Atu
0 
é contínua obtemos que {e.Atu
0 
; O :s: t ::s 1} é compacto em 
L2. Também, como B = {uo} é limitado temos [usando a desigualdade (3) 
é limitado 
1 em H, 1 a e como H Y H é compacta para O :s a. < 1 então 
é relativamente compacto em Ho:: , e em particular 
2 
relativamente compacto em L . 
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Exemplo 2.3•: (um caso não-linear) 
Veremos agora que a propriedade de compacidade do 
exemplo 2.3 ainda vale no seguinte caso não-linear: 
f(u) t>O 
(4) 
eH=L2 (nJ 
com a seguinte hipótese na função f : 
(5) 
{ 
f : Ha ~ H para algum O ~ a < 1 , 
Uf(u)- f(v)ll
8 
~ K.llu- vila 
A condição acima diz que f é Lipschitzlana, e o fato de 
a < 1 obriga f estar definida num espaço "maior" que V( A). 
O teorema 0.2.3 do capítulo um diz em particular que 
(4) admite uma única solução local u(t) definida em [O,T) com u(t) e 
V(A) para t > O. Supondo que T = ~ temos, colocando u(t) = T(t)u
0
, que 
T(t) : Ha ~ H" é um semi-grupo fortemente contínuo de operadores. 
Se T(t) leva conjuntos limitados em conjuntos limitados 
para tem compactos de [O.~). então T(t) : ~ ~ Ha é 
t > o. 
compacto para 
Demonstração: Sabemos que (fórmula da variação das constantes) u(t) = 
t 
ilt I Att.-s) ( ( ) = T(t) u = e u + e f' T s)u ds, 
o o o o 
denotará o operador -A, como antes. 
para t ~Deu EHa.. A 
o 
Tome H limitado em Ha. Devemos provar que T(t)(M) é 
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relativamente compacto em H" para t > o fixado. Ora, T(t)(M) = 
l 
= { At e u + I /l.(t-s) f(T(s)u0)ds u e M} c M + M onde o o o I 11 
M= { At M} M { s: eàct-sl f(T{s)uo) ds : M} e u u e e = u e I o o ll o 
É claro que M é I pré-compacto, pois já sabemos que 
eAt ·• H" ·~H" é . t V j M t bé é é t -------r compac o. e amos agora que am m pr -compac o 
11 
em H". Em primeiro lugar é lógico que MII= {J:e68f(T(t-s)u
0
)ds' u
0 
eM} 
Seja agora c e ~ com O < c < t. Logo M
1 1 
c Me + M
111
, 
onde 
M ={ (eà8 f(T(t-s)u )ds:u 
c o o 
o 
eM} e M ={ Jte.âsf(T(t-s)u )ds: u eM}= 
111 o o 
c 
à{ s-E:) e f(T(t-s)u
0
)ds . Afirmamos que M
111 
é pré-
compacto em ~- De fato, por hipótese temos que 
{T(t-s)u
0
: u
0 
eM e O :s s :s t} é limitado em H" . Logo, como f 
é Lipschitziana obtemos que · u eM • o 
limitado em L2 • Digamos llf(T(t-s)u
0
)11 
2
:!: R V u
0 
e M e V O :!: s :s t. 
L 
Obtemos então que 
= 
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é 
ao teorema 5.10 do capitulo O, onde C < =. Agora, 
" 
Jt "' -a Ca K{s-c) ds = c 
que {( e.à(s-c>f(T{t-s)u )ds o 
{t-c) 1-a 
1-a < ca Portanto obtemos 
limitado em e como 
e.Ac : g« ~ g« é compacto (já provamos o caso linear) segue que M
111 
é 
relativamente comPacto, como afirmamos. 
Resumindo, temos visto que T(t)(M) c MI + M c M + M + 
li I C 
" M e provamos que MI e M são pré-compactos em H • Vamos agora III Ill 
estimar o diâmetro de M c 
1-« 
~ u
0 
e M. Logo diam Me $ C c 
=V( 
o 
-« 
s 
e.Asf(T(t-s)u
0
)11 
2 
:s 
L 
K ds = C 
" 
1-« 
K c 
1-« 
" Disso segue que T(t){M) é relativamente compacto em H . 
Basta mostrar que para todo ó > O existe uma O-rede para T(t)(M). Ora, 
temos visto que T(t)(M) c M1 
+ M + M com M e M 111pré-compactos. c III I 
k 
Logo existem {x:1,x2, · · · ,xk} c M + M tais que M + M c u I III I III 1=:1 
s[x,,õ/4] onde s[x,,õ/4] = {y es" lly - x.ll < ó/4 } Também 
" 
escolhendo c > O tal 1-« õ/4 temos que M c s(xo; õ/4] que CC < c 
qual quer que seja X e M Logo h xt, ... 'xk} é tal que T( t )(M) c o c 
cs[xo: õ/4] • ,Y1 B[x,, õ/4] = ,Y1 [s(xo: o/4 ] •B[x., õ/& 
e temos que diam[s[xo; ó/4) + s[xl. ó/4)] ::5 diam s[xo; ó/4) + 
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+ diam a(x
1
, 6/4) = ~+~=O, ou seja, {x1, ... ,xk} é uma O-rede 
para T(t)(M), como queriamos. • 
Corolário: 
o 
Se o C- semigrupo T(t) anterior satisfaz a condição do 
teorema acima então o fluxo n(t,u ) 
o 
a = T(t)u em H é compacto, V Qsa<l. 
o 
Demonstração: Anâloga à feita no caso linear. • 
Exemplo 2.4: Equação da Onda com Atrito 
Na secção 1.4 do capitulo 1 tratamos da equação da onda 
com atrito como uma equação diferencial em x L2 . Lá vimos que 
esse problema tem uma única solução mild w(t) = (u(t, ·), v(t, ·)) = 
t 
= T(t)w + J T(t-s}F(w(s))ds = S(t)w . Verificaremos agora que o fluxo 
o o o 
1 2 = (u ,v} é compacto em Hx L o o o 
H
1 x L 2. o 
Para isso devemos provar que {u(t,·) 
compacto em H1(Q) e que {ut(t,·) ~ v(t, ·} t o 
compacto em L2(n). Suponhamos inicialmente que 
o dominio do gerador do semigrupo T( t) em H~ 
qualquer que seja w
0 
e 
t > o} 
" o} 
2 
X L. 
é relativamente 
é relativamente 
H' o' 
Então, como esse 
dominio é invariante pelo semigrupo segue que {u(t, •), v(t,·)) e 
O mecanismo dissipativo se manifesta pela integral de 
energia da equação 
(6) a saber 
98 
(7) =t [E(u(t,·l. v(t,·ll] = -J
0 
a(x)q(u,(t,x)lu,(t,x)dx • O onde 
(8) E(~.~) V ( •'•) H1 x L2 ' ~ .• e o 
H1 x L2 ~ IR 
o O funcional E : ac 1 ma é chamado de 
energia, pois para cada t ~O rixado, E(u{t, ·), ut(t, ·)) dá a energia 
mecânica do sistema no instante t. Para detalhes consulte por exemplo 
[4) à página 139. 
(9) 
Agora, com v = ut a equação (6) fica 
v = Au - a(x)q(v) 
t 
e derivando com relação a t obtemos 
( 10) 
( 11) 
v = /lv - a(x)q' (v)v . 
" t 
d 
dt 
Assim, a integral de energia de (lO) fica 
[E(v(t,·), v (t, ·))] = -J a(x)q'(v(t.x)Jv2 (t,x)dx s O. , 
0 
, 
A equação (11) nos diz que {v(t,·) 
em H1(Q), De fato, 
o 
t ~ O} é limitado 
2 2 [ 
JJv(t, ·lJJH, = J
0 
JJ~v(t,xlJJ dx s J
0 
v,(t,x)
2 
• IJ~v(t,x)f]dx = 
o 
= 2E(v(t,·l.v,(t,•)) s 2E[v(O,·). v,(O,·)J = M, pois (11) diz que E 
é não-crescente ao longo do fluxo (v(t, •), vt(t, ·)). 
Logo, como a imersão H1(Q) c L2(n) é compacta, segue que o 
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(12) 
(13) 
(14) 
y e IR. 
c • 
{v(t, ·) t ~o} é relativamente compacto em L2 (0). 
Também, como 
2 v (t,x) dx 
t 
M , segue que 
{ v(t,·) t . 
2 é 11m i tado em L (O) . 
Logo, de (6) segue que 
{ Au(t, ·) t ~O} é limitado em L2(Q). 
De fato, da hipótese sobre q tiramos que q
2{y) s K2y2 V 
Assim, como a(·) e c1 (Q) 
c 
vem J 2 2 a (x)q (v(t,x))dx o 
2 
llv(t, ·)li 2 
L 
2 
::: B2 • []v(t, · >]]
1 
~ B2M = L, pois já sabemos que {v(t, ·) t ~ O) é 
"o 
limitado em H~(Q). Ternos provado então que 
( 15) v t ;::; o 
De {9), (13) e (15) obtemos 
+ a(·)q(v(t,·))ll2< llv,(t,·)ll2•lla(·)q(v(t,·))ll2< 
donde segue (14) 
Agora, {~u(t,·) 
L L L 
t ~ o} limitado em L2 (n) implica que 
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{u(t, ·) , t ~o} 
é compacta obtemos que {u(t,·) : t ~o} é relativamente compacto em 
H1 {0). Essa afirmação, junto com (12) nos dá que o fluxo n(t,u ,v) é 
o o o 
compacto em 1 2 H (0) x L (O), como queriamos. 
o 
O caso em que (u , v ) e: :V( A) segue facilmente usando-se o o 
d "'tAl -- H
1 
X L
2
• o fato e que ~ • o 
Tendo verificado a compacidade do f'luxo n( ·, u , v ) = 
o o 
1 2 
= (u(t, ·), v(t, ·)) em H= H x L, usaremos agora essa propriedade para 
o 
mostrar que rr(t,u ,v) --7 O quando t ~co em H
0
1 
x L
2 
, ou seja, que 
o o 
as soluções da equação da onda com atrito decaem a zero quando t ~co, 
qualquer que seja a condição inicial (u ,v). 
o o 
Bem, como n(·,u ,v) é 
o o 
compacto então o conjW1to w-limite Q(u, v ) é não-vazio. Verificamos o o 
acima que o funcional energia E H~ ~ dado por E(~.~) = 
::: ~ . J
0
[ljl(x) 2+jjvrp(x)(]ctx é uma função de Lyapunov para n: em H. Logo, 
como funções de Lyapunov são constantes nos conjuntos w-limite obtemos 
Agora. como o integrando em (1) é não-negativo em quase 
toda parte de n (isto é, a menos de um conjunto com medida de Lebesgue 
nula) temos que 
(2) a(x).q(v(t,x)).v(t,x) =o V t ~ O e V X E A = 0 ' N , onde 
~(N) = O (~ = medida de Lebesgue em ~n). 
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Dessa forma temos que VCt,x) = O vt~o e V'xE 
spt(a(·)) nA= B, onde spt(a(·)) = {x: a(x) ~O}. Em particular Q é 
solução da equação da onda sem atrito. De fato, Utt(t,xl = â Uct,x) -
- a(x)q(v(t,x)). Agora, dado x E 0 temos X E B OU X e 0 '- B. Se 
x e B então V(t,x) = O, donde sai que a(x).q(V(t,x)) = O pois q(O) =O, 
e portanto Qtt {t,x) = âO(t,x). Também é fácil ver que se x e n ' B 
então a(x).q(V(t,x) =O, e portanto O (t,x) = âO(t,x). 
tl 
Ou seja, em 
qualquer situação temos que a equação da onda sem atrito é satisfeita 
por Q(t,x). Então, usando o método de separação de variáveis obtemos a 
seguinte expressão para O(t,x): 
(3) Q(t,x) = Re I .~, e n w (x) 
n 
n:l 
onde {o > \ > À ~ À ~ •• ·} 2 3 é o espectro do Laplaciano e w são as n 
auto-funções associadas, isto é, 
em n 
(4) 
em r = an 
Assim obtemos 
(5) o= v(t,x) = 
V' t ~ 0, V' X E B. 
ú (t,x) 
t 
m 
i~ t.e11Í\1 '.w (x) , 
n n 
n=l 
Agora, para cada x e B fixado, (5) está dizendo que 
iÀ w (x) são os coeficientes de Fourier da função identicamente nula, e 
n n 
portanto w (x) "" O 
n 
Yn=1,2, ... Como x é arbitrário tiramos 
que w =O em B Y n = 1.2, .... Agora, como as soluções de (4) são 
n 
analíticas em n e Q é conexo, segue que w (x) = O V' x E O 
n 
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Portanto 
(O.{t,·), V(t, ·)) "" {O, O) V t ô!!: O e V x e O. O que temos provado 
então é que 0{u
0
,v
0
) = {O}. Portanto toda solução da equação da onda 
tende a zero quanto t ~ oo , qualquer que seja a condição inicial 
1 2 (u
0
,v
0
) E H
0 
x L . 
Exemplo 2.5 [EDFR) 
Neste ponto assumiremos que as soluções de x'(t) ""f(x) 
t 
com condição inicial x
0 
= rp e C([-r,Ol;IRn) existem, dependem 
continuamente de rp e estão definidas para todo t ô!!: O. Já vimos no 
capitulo 1 teoremas que dão condições suficientes em f para termos tais 
propriedades. Agora, colocando T(t)rp = x (·,rp), temos que T(t):C ~C 
t 
é um semigrupo não-linear que possui a seguinte propriedade de 
compac 1 dade: 
TEOREMA 2.5.1' 
Se f:C ~ IRn é limitada e T(t):C ~ C (t ô!!: O) é 
limitada para t em compactos de [O,m) então: 
(1) T(t) é compacta para t ~r 
(2) T(t) não é compacta para O ~ t < r, mas existe uma norma 
equivalente em C tal que 
T(t) = S(t) + U(t) 
onde S(t) é uma contração e U(t) é compacta. 
Antes da demonstração coloquemos o: 
Lema 2.5.2: Sejam (X, 11 ·li } um espaço de Banach e A : X ~ X 1 inear e 
1/n 
limitado. Denotemos r* o raio espectral de A, isto é, r* = lim llAn\l = n-1/n 
= inf 1\An\\ . Então, dado c > O existe uma norma 1·1 em X equivalente 
n~l 
à norma 11·11 e tal que IAI ::S r*+ e. 
!03 
(Obs. : Sem per-igo de confusão continuaremos a usar I· I 
para denotar a nor-ma do oper-ador A). 
Demonstração do lema: Definamos I · I : X 
lxl = L 
n=O 
• ~IR por 
A série acima converge, pois: 
o ~ IIA
0
11.11xll 
(r* + c)n 
V n e ver-emos que 
m 
L 
n=O 
!In 
conver-ge pelo cr-itério da r-aiz. De fato, como r• = inf j]Anjj temos 
n~l 
1/n 
que jjAnjj< r• + c / 2 V n ~ N{c). 
e dai r 'tJ n ~ N, o que dá 
[ IIAnll rn < r• + c / 2 < 1 n r* + c (r* + c) 
m 
Logo número real lxl l: 
IIAnxll 
é bem o = 
n=O {r* + c)" 
definido para todo x e X, e é imediato verificar que I· I define uma 
norma em X. 
Agora, é claro que llxli ~ lxl para todo x e X, e pelo que 
vimos acima temos 
lxl =l: 
n=O 
n 
(r* + c) 
K.llxll 'tJ X e X 
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ou seja, I· I é equivalente a 11·11 . 
temos 
IAxl = L 
n=O 
Falta agora ver que IAI ~ r• + c . Ora, para todo x e X 
IIAn+lxll 
(r• + c)n 
= (r• + c) L :S ( r• + c) . I x I 
n=O 
ou seja, IAI :!: r-* + c , o que completa a prova do lema. • 
Demonstração do teorema: Provemos ( 1). Para isso sejam t ~ r e 8 c C 
limitado. Devemos provar que T(t)B é relativamente compacto em C, i.é, 
que {xt(·.~) I ~e s} é relativamente compacto em C. Pelo teorema de 
Ascoli - Arzelá é suficiente mostrar que: 
( u{x, (9, ~) 
para todo B E [-r, 0], e 
n é relativamente compacto em IR , 
~E 8} é equicontinuo. 
A propriedade (i)é imediata, pois como T(t)B é limitado 
existe constante M > O tal que jjxt(·,rp)ll :S M para toda rp E B. Assim 
{xt(e, rp) ; rp e s} é limitado em Rn, donde relativamente compacto em 
~n V 9 e [-r, O]. 
A propriedade (11) segue como abaixo: 
Seja c > O. Queremos O > O tal que se la - 9 I< O 
1 2 
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1 
u9 
d 
(x(s, ~)Jdsl = 1t" 1 f(x ( ·, ~))dsl = = (.a t ds • 
2 t+92 
= I ti f(T(s)~)dsl ~ t•91 lf(T(s)~) lds ~ L./et - a2J ' pois sendo 
u9 •9 
2 2 
D = {r(s)~ ; ~ e· B e t + 82 ~ s ~ t + e1} limitado em C então f(D) é 
n 
llmitado em IR , donde lf'(T(s)q>l s L V q> e B e t+e ::s:s:st+e 
2 I 
para alguma constante L > O. Logo basta tomar ó = c~L que teremos o 
desejado. 
Observe que foi importante termos t ~ r pelo seguinte 
fato: sendo t ~ r então os números t + 9 e t + a são ~ O para todo 
I 2 
81, e2 e [-r,O]. Logo é licito tomarmos a derivada d~s (x(s,q>)) para 
s ~O, pois só temos certeza da diferenciabilidade de x(·, q>) em [O,oo). 
Em [-r,O) não podemos afirmar nada, pois ai temos x(·,q>) = q>(·), a qual 
pode ser apenas continua, e não diferenciável. 
Provemos agora a afirmação 2: 
Pela fórmula da variação das constantes temos 
rt. 
9) se -r ::s: t + 9 • o 
T(t)~(9) = x(t + B,q>) = t+9 
~(O) + J f(T(s)~)ds se t + 9 ~ o 
o 
e portanto colocando, para cada t ~ O fixo, 
se -r :s t + a :s o 
S(t)~(9) 
se t + a ~ o 
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temos que S(t) : C ~C é claramente linear e limitado, e mais ainda, 
S(t + t ) = S(t ) o S(t ) para todo t , t ~ O. Em particular temos 
1 2 1 2 1 2 
S(nt) = S(t)n para todo inteiro n ~ 1 (observe que não é verdade que 
S(o) = 1). 
Calculemos o raio espectral r• = r•(t) do operador S(t). 
Temos r• = lim 
1/n 
[[sctl"[[ 
n __,., 
Agora, se t > r então S(t ) = O , pois t > r implica 
o o o 
t + a ~ 0 para todo a E [-r,OJ 
o 
Ora, mas para n suficientemente 
grande temos nt > r, donde S(nt) = O, donde r•(t) = O para todo t > O. 
Pelo lema anterior, dado c= 1/2 existe norma I· 1 em C equivalente à 
norma do supremo 11·11 tal que IS(t) I => 1/2 < 1 , ou seja, S(t) : (C, 1·1) 
é uma contração. Agora, dado que S(t) foi definido como acima então 
U(t) = T(t) - S(t) é dado por 
U(t)~(9) {
~(o) se 
= t+B 
ff!(o) + Jo 
-r,...;:t+9:...;:0 
E(T(s)~)ds se t + 8 ~ o 
e é fácil concluir a compacidade de U(t). o :s t s r, via Ascoli -
Arzelá de maneira análoga ao item (1) para T(t). Agora, para t > r 
fazemos o seguinte: Seja B c C limitado. Temos U(t}B = U(t-r)U(r)B 
agora, como U(r)B é relativamente compacta e U(t-r) continua então 
U(t-r)U(r)B é relativamente compacto, como queríamos. • 
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2.3 
( 1) 
onde f ~ X W 
Equações Diferenciais Ordinárias Não-Autônones 
Comportamento Assintótico 
Nesta seção estaremos estudando equações do tipo 
n n 
~ R é continua, com W c R aberto e x e W. 
o 
Defin.ição 1: Uma so 1 ucão de { 1) é uma função x I c IR -t IRn 
definida num intervalo aberto I contendo zero, a qual é diferenciável 
em I e satisfaz x' (t) = f(t,x(t)) para todo te I e x(O) = x
0
. 
Definição 2: Diremos que f : IR x W ~ IRn é admissível se o problema 
(1) tem solução única, e se esta depende continuamente de x
0
. Neste 
caso escreveremos~(·, x
0
, f) para denotar a solução. 
Definição 3: Dada f : IR x W ~ ~n e ~ ~ O definimos a transladada 
--? IRn de f por f (t,x) = f(t + ~. x). 
' 
n 
~ -r temos que f (t,x) = f(t + T, xl 
T n 
Se T 
n 
f(t + '[, x) = f (t, x), 
' 
com convergência uniforme em subconjuntos 
compactos de IR x W, portanto tornaremos em C(IR x W, IRn) a topologia 
compacto-aberta, e denotaremos tal topologia por C (IR x W, 
'" 
ou 
simplesmente Cca quando não houver confusão. No conjunto '!i ={f-r:-r ~o} 
c C (IR x W; IRn) 
o a 
consideraremos a topologia induzida de c e 
oa 
denotaremos esta topologia por ~ 
o a 
Em X = W X '!i 
o a 
consideramos a topologia produto (obs.: 
a topologia de W é a induzida de IR 0 ). Desse modo X é metrizàvel, e uma 
métrica que gera tal topologia é dada por 
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(2) 
onde 11 ·li é a norma euclidiana em ~n. e p é uma métrica básica em C 
co' 
isto é, p é uma métrica em C(~ x W; ~n) que gera a topologia 
compacto-aberta. Por exemplo, p pode ser a dada abaixo: 
Seja [Kn] uma seqüência de compactos de !Rn+l tal que 
. n~l 
~ 
IR x W = U K . Então a aplicação p 
n=l n 
C(IR X W; IRn) x C (IR x W; IRn) --7 
C(IR x W, IRn) dada por p(f,g) I 
2n 
sup 
X E K 
llf(x) - g(x)ll 
D=' 1 n 
I + llf(x) - g(x)ll 
é claramente bem definida e, pela proposição 2.3.2 do capitulo zero, 
gera a topologia compacto-aberta em C(IR x W; IRn). 
Observamos que existem outras normas equivalentes à 
acima e que ainda geram a topologia compacto-aberta. A escolha de uma 
delas depende da conveniência. 
Observação: daqui em diante estaremos considerando 
somente funções admissíveis f ~ X W n --7 IR que satisfazem a 
propriedade da existência global. isto é, com a propriedade de que a 
solução ~(t,x ,I) esteja definida para todo t ~O. 
o 
Com isso fica bem definida a aplicação n 
dada por n(t, x
0
,f) : (~(t, x
0
, C), ft) 
IR+ x X ~X 
(3) 
Provaremos agora que a aplicação n acima define um 
sistema dinâmico em X : W x ~ Antes necessitamos do: 
ca 
Lema 4: (Kamke) 
4.1; Seja (g ) c C e g = lim g , onde a convergência é na 
n ca n 
topologia compacto-aberta. Seja, para cada n, uma solução de 
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X'"" gn(t,x) com flln(O) ~ x0 e W. Então existe uma subseqUência de 
(fll) que converge para uma solução fll de x' c g(t,x) que satisfaz 
n 
~(O) = x , e a convergência é uniforme em subconjuntos compactos J c 
o 
V(~). o domínio de fll. 
Se as soluções de x'= g(t,x) são únicas então ~ = 11m ~n 
sendo a convergência uniforme em subconjuntos compactos J c V(fll). 
Demonstração: Veja [ 16] . 
TEOREMA 5: A aplicação n(t,x0,f) = (fll(t,x0,f),ft) de C:t X W X ':/ca 
em W x '§ é um sistema dinâmico. 
c a 
Demonstração: As propriedades n{O, X o' f) = (xo, f) e n( t + s,x0,f) = 
= n(t. n (s, xo' n) são imediatas, sendo que esta última é 
conseqüência da propriedade de unicidade das soluções. Vejamos a 
questão da continuidade de n. Para isso seja [t •. x , f ) seqüência em n T 
n 
!R+ X W X ~ tal que [t •. X, r, J ____. [t. X o' r,J· Devemos provar que ca n 
n 
7l[tn, X, r,) n 
n 
A convergência 
____. u(t. 
~[t ,X ,f l n n T 
n 
Kamkecomg =f eg=f 
n T T 
n 
xo' r,] 
n 
em ~ 
em w X '!f 
e que f 
t + ' n n 
. isto 
c a 
____. f 
t+T 
é, 
em 
x , f ] se 
O T 
verifica pelo lema 
que 
c a 
de 
Só falta então verificar que f ____. 
t + T 
n n 
ft+L em Cca(~ x W; !Rn)· Para isso fixemos então J x K c !R x W, onde J 
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e K são compactos. Devemos verificar que ~ --> ~ 
t +T t+T 
uniformemente 
n n 
em J x K. Seja então c > O. -Procuramos por N = N(c} E IN de modo que se 
n ~ N então l[ft +T (s,x) -
n n 
~ (s, xlll 
t<T 
< c para todo (s, x} e J x K. 
Ora, como t ~ t, existe compacto J ~ J tal que 
n 
= 1,2, ... } c ~ '. 
n 
n = 
E IN de modo que se n > n 
1 
então llr, (Ã,x)- ~,(Ã,x)ll < c/2 ~ (À, x) 
n 
E J x K. Em particular temos 
(3) + s,x) - f (t + 
T n 
'ri n ~ n e 'ri (s, x) e J x K. 
1 
Também, como f e C(IR x W; !Rn) então f é uniformemente 
T T 
contínua em J x K. Logo existe éi > O tal que se ls- ti + Ux- yll < õ 
então llfT(s,x) - f'"t(t,yl[[ <; Agora, como { t +s, x) ~ ( t+s, x), 
n 
existe n
2 
= n
2
(c) E ~ de modo que se n ~ n
2 
então 
(4) 
vale 
seja, 
+ s,x) - f (t 
T 
+ s,xl[[ < ~ 'ri (s, x) e J x K. 
Logo, tomando N = máx {n
1
, n,J obtemos que para n ~ N 
+ 
(s,x) e J X K, ou 
f --> ~, uniformemente e J x K, como queríamos. 
t + T + T • 
n n 
Nosso objetivo é obter informações de soluções da 
equação x' = f(t,x) estudando propriedades da dinâmica topol6gica de n. 
No entanto, muitos resultados em dinâmica topol6gica se apeiam no fato 
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do espaço-base X ser completo. Isso não acontece com o espaço ~ e em 
ca' 
particular, não acontece com X. Mas esse problema se resolve, pois com 
• 
a métrica básica p o espaço C resulta completo. Logo, tomando ~ = 
ca ea 
• = ~ , o fecho de ~ na topologia compacto-aberta, ':J resulta um 
ca ea ca 
espaço métrico completo. A questão agora é ver se o sistema dinâmico n 
• 
em W x ~ tem extensão a W x ~ 
ca ca 
• • 
Lema 6: A aplicação n ~· X c ----> c dada por n (<,f) = f 
' c a c a 
define um sistema dinâ.mico em c 
c• 
Demonstração: É imediata, com exceção da continuidade, cuja 
• 
demonstração está incluida na demonstração do teorema 5, pois n é uma 
projeção de n. • 
• 
Agora, como ~ 
co 
é um subconjunto de c 
c a 
que é n -
• • 
invariante, então o fecho ~ de ~ também é n - invariante, e 
co co 
• • • 
portanto a restrição de n a 'if ainda tem imagem em ~ Assim a 
c a c a 
aplicação definirá um sistema 
• 
dinâmico em W x ':J desde que toda f 
• • 
e ':J seja admissivel. 
c a c• 
• 
Continuaremos a denotar a extensão de n a W x ':J por n, 
c a 
• 
e ainda escreveremos X para denotar W x ~ 
'" 
C(IR x W; 
O próximo teorema dá uma condição suficiente em f E 
• • para que toda f e '!f seja admissível. Neste caso 
c a 
diremos que f é regular. 
TEOREMA 7, Seja f e C(IR X W; 
compacto existe constante positiva 
f!t) com a 
C = C(K) tal 
condição: "Dado K c W 
que 
llf(t,x) - f(t,y)ll ~ Cllx-yll V x,y E K, V te IR." 
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Demonstração: 
• • Então toda f e ~ é admissivel. 
c a 
• Seja f • E '!f 
c a 
• 
• 
Provemos que f é admissivel. Faremos 
isso verificando que f satisfaz a mesma desigualdade que f, a qual 
sabemos ser uma condição suficiente para existência e unicidade de 
soluções. 
n Para isso seja K c IR compacto. • • Como f E '!J , existe 
c a 
• seqtiêncla f em '!F tal que f _____, f . Logo, se I c ~ é compacto, 
' c a ' n n 
• 
f _____, f uniformemente em I X K. Logo, dado c > o existe 
' n 
"d(s,z)elxK. Assim, escolhendo n ~ n temos que 
o 
+ 
V t e I. 
Agora, como c > O é arbitrário, obtemos que 
Também, como I c ~ é um compacto arbitrário obtemos que 
V x,y E K, V t e IR como 
queriamos. • 
A hipótese de que f satisfaça uma condição de Lipschitz 
com constante Lipschi tziana independente de t dada no teorema 7 não 
pode ser abandonada, como mostra o exemplo abaixo: 
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Exemplo 8: 
f RxiR~IRédadapor 
Consideremos a equação x'= f(t,x) onde 
{ ~ lxl • -2t t ~ f(t,x) e E = -t 
lxl 
-2t 
t ~ e • e E 
As soluções de x' = f(t,x) são únicas, pois f é 
claramente continua e localmente Lipschitz1ana na segunda variável. No 
entanto, a função f • ( t, x) = ~ está em 'j • e não é adm1sS1 vel. De 
c a 
fato, pois tanto ~(t) = O quanto 
• t • o f ( t, x) 
são soluções de 
{ 
x' = 
x(O) = O 
e é 
t < o 
claro que <P :F- 1/1 • Para verificar que f'•(t,x) =~pertence a 'j• 
c a 
basta tomar t = n 
n 
n = 1,2, ... , que teremos f'acilmente a 
• convergência f'l ~I unif'ormemente em compactos de IR x W. • 
n 
Antes de analisarmos o comportamento dinâmico-topológico 
das soluções de x' = f'(l,x) via o semi-fluxo tt vamos analisar o 
• • • • comportamento da projeção n IRx'j ~'j 
c:a c:a 
' 7r (t,f) = f'l. 
O primeiro resultado abaixo é óbvio: 
Proposição 9: 
• {a) f e C {IR x W; IRn) é um ponto fixo de n ~ f é autônoma; 
c a 
• {b) O f'luxo tt (·,f) é periódico~ I{t,x) é periódica em t. 
Demonstração: Imediata. • 
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• Queremos saber agora quando é que um f'1 uxo tt (·,f) é 
compacto, ou positivamente compacto. Isto é, quando é que r(f) ou r~(f) 
são relativamente compactos em C (~ x W; IRn). 
oa 
Quem responde a essa pergunta é o teorema de 
Ascoli-Arzelâ abaixo: 
TEOREMA 10: Sejam X e Y espaços métricos, com X separável e Y 
completo. Um subconjunto U c C(X, Y) é relativamente 
compacto na topologia compacto-aberta se e somente se 
(1) {f(x); f eU} é relativamente compacto em Y, V x e X 
e (11) Ué eqUlcontinuo. 
Demonstração: [H. L. Royden, Real Analysis, Macmillan, New York, 1963, 
pág. 155]. 
Com isso temos então o: 
TEOREMA 11: 
• (a) O fluxo n (·,f) é compacto (na topologia compacto-
n 
aberta de C(IR x W; IR )) se e somente se f é limitada e uniformemente 
continua em todo conjunto da forma ~ x M, onde M c W é compacto . 
• (b) O fluxo 11: (·,f) é positivamente compacto (na 
topologia compacto-aberta de C(~ x W; ~n) se e somente se f é limitada 
• e uniformemente contínua em todo conjunto da forma ~ x M, onde M c W é 
• compacto e~ = {t e~; t ~ 0} . 
Demonstração: • n ( · , f) é compacto 
relativamente compacto em C (IR x 
'" 
em C (IR x W; ~n) ~ {f : T E IR} é 
oa ' 
W; ut). Mas pelo teorema de Asco li -
Arzelá isso é equivalente a dizer que 
{1) {rT(t,x); T ~ o} é relativamente· compacto em ~n. V (t,x) E IR x W e 
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T ~o} é localmente eqUicontinuo. 
Mas (i} é equivalente a dizer que {f(t + T,x}; T ~ O} é 
limitado em •", 1 J (t ) " w LI\ qua quer que se a ,x e 11\ x ; ou seja, (I) é 
equivalente a dizer que f(t,x) é limitada em t e ~ qualquer que seja x 
e W. 
isto é, 
t . 
o 
(I) 
Agora (ii) diz que dado (t , x) e ~ x W e c > O, existe o o 
'ti T e ~ 
't/ 't" E ~ (2) 
Isto demonstra que ô pode ser escolhido independente de 
Logo (2) é equivalente a dizer que f é uniformemente 
contínua em m x M, onde M c W é compacto . (3) 
• Portanto vimos que :n: (·,f) é compacto em C ~ (1) e 
ca 
(3). 
Mas como (1) e (3) é equivalente a dizer que f é 
limitada e uniformemente continua em ~ x M, 't/ M c W compacto, segue o 
resultado. 
A demonstração de (b) é análoga. • 
A próxima proposição relaciona a solução~(·, x, f) com 
o fluxo n( ·, x, f). 
Proposição 12: Considere f e C (R x W; ~n) admissível tal que toda f 
• e '!i 
c a 
seja admissível. Então: 
c a 
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• 
(a) Se o fluxo n(·, x, f) é 
• • 
o fluxo n (·,f) em~ é 
"' 
correspondente~(·, x, f) é 
• • 
{
positivamente compacto} 
compacto 
periódico 
{
positivamente compacto } 
compacto , 
periódico 
{
positivamente compacta} 
compacta 
periódica 
(b) Se o fluxo tt (·,f} em~ é 
então 
e a solução 
{
positivamente compacto} 
compacto 
então a solução~(·, x, f) é 
{
positivamente compacta} se e somente se {positivamente compacto} 
o fluxo n( ·, x, f} . 
compacta é compacto 
Demonstração: Imediata. • 
Antes de ver o próximo resultado relacionando ~(·,x,f} e 
n(·,x,f) vejamos o lema abaixo. Para isso precisamos de algumas 
notações e conceitos. 
Seja f E C (IR X Y; IRn) regular e n o sistema dinâmico 
"' • local em Y x ~ Já mencionado. Denotemos 
'" 
• P' W X~ 
o a 
• 
--> w e Q 
as projeções em W e ~ respectivamente. 
o a 
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• • 
Yx~ ~:1 
O fluxo n( • ,x,f) está definido para todo t ~ O se e 
somente se a solução ~(·,x,f) está definida para todo t ~O. Nesse caso 
o conjunto w-limi te n 
(x,rl 
do fluxo n(·,x,f) está definido, embora 
possa ser vazio. 
Definimos o conJunta~~ da solução ~(·,x,f) 
como 
- P[n J (x,f) 
• A proposição abaixo mostra que quando o fluxo n (·,f) é 
positivamente compacto então essa definição coincide com a definição Já 
conhecida do parágrafo 1 deste capitulo. 
n • Proposição 13: Seja f e C (~ x W; ~) regular e suponha que n (·,f) é 
ca 
positivamente compacto. Então um ponto X está no conjunto limite 
• positivo L da solução ~(·,x,f) se e somente se existe seqüência 1: 
(x,f) n 
de números reais tal que 1: ~ oo e ~(T , x, f) ~ X. 
n n 
Demonstração: Digamos inicialmente que x e = P(Q ) . 
(x,f) 
Então 
• existe f E , tal que (i,t) E Q . 
ca (x,f) 
Mas (x,t) e Q 
(x,f) 
implica que existe seqüência T ~ oo de modo que 
n 
n(T ,x,f) ~ (X:,t}, isto é, (~h ,x,f). f ~ (X:,t). Em particular 
n n ' 
temos ~(T ,x,f) ~X, como queríamos. 
n 
n 
Reciprocamente, seja T seqüência de reais com T ~ oo 
n n 
e ~(1: ,x,f) ~ X 
n 
subseqüência de 
• Como n (·,f) é positivamente compacto, existe 
• que converge em 'fi , 
c a 
digamos que 
n 
Então n(T ,x,f) ~(X,t), donde sai que (X,tJ e Q , donde segue que 
n (x,f) 
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. 
x e • 
Temos agora o: 
TEOREMA 14, 
n Seja f e C (IR x W; IR ) regular e suponhamos que o fluxo 
'" • u (·,f) seja positivamente compacto (na topologia compacto - aberta). 
Seja ~(·,x,f) uma solução positivamente compacta de x' = f(t,x). Então 
• 
o conjunto w-limlte Q do fluxo n:( • ,x,f) em W x 'fi é não - vazio, 
(x,fl ca 
• • • • compacto e invariante. Se (x ,f) E O então a solução f~!(•,x ,f) 
(x,fl 
• de x'= f (t,x) é compacta. Além disso, o conjunto limite positivo 
• 
L+ é não-vazio e compacto em W. Também, se x e L• 
{x.fl 
então 
(x,f) 
• • 
~(t,x ,f ) e para • todo t, onde f • é alguma função em 'fi 
c• 
• • 
Demonstração: Sendo n: (·,f) positivamente compacto em ':J e (fl(·,x,f) 
c a 
positivamente compacta em IRn então n( ·, x, f) é positivamente compacto 
• em IRn x ':; . Logo segue que O é não-vazio, compacto e invariante. 
ca {x,f) 
Logo L+ é não - vazio, 
Cx,f} 
pois L• = P(n l (x,f) (x,f) 
vazio. Também, como a projeção P é continua sai que 
• • 
e n 
lx,f) 
é não 
• L é compacto. 
{x,f) 
Seja agora (x ,f ) e n 
(x,f) 
Então, como n 
{x,O 
• • 
é 
invariante pelo fluxo temos que n(t, x , f ) e n V t ~ O, e em 
(x,f) 
particular, • • • ~(t, X , f ) e L 
(x,f) 
V t ~ O. Agora, como L• 
(x,f) 
é compacto 
• • segue que ~(·,x ,f) é 
Também, 
• • 
compacta. 
• se x e L• 
{X, f) 
• então existe f 
(x , f ) e n 
(x,f) 
Logo • • n(t,x ,f ) e n v t ~ 
(x,f) 
• • 
~( t, X , f ) E P(O(x,f)) = L• 
(x,f} 
'V t ~ o . • 
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• 
E '9- tal que 
c a 
O, e portanto 
EQUAÇÕES LIMITES 
Introduziremos agora o conceito de equação limite para 
x' = f(t,x), o qual se revelará muito útil no estudo do comportamento 
assintótico das soluções. Para isso consideremos f e C (IR x W; IRn). 
'" 
Nem regularidade ou admissibilidade são importantes aqui . 
• 
para x' = 
• =f (t,x), 
que o fluxo 
Denotaremos nf o conjunto w - limite de f pelo fluxo 
• 
Se nf * tP diremos que o con,1unto das equaçÕes limites 
f(t, x) é o conjunto de todas as equações da forma x' 
• • 
= 
onde f e nr. 
• 
Uma condição suficiente para que Or seja não - vazio é 
• n (t,f) = ft seja positivamente compacto 
Seja agora f e c (~ 
c a 
X W· • 
• 
em '!F 
co 
tal que seja 
positivamente compacto. 
Definição 15: (Assintoticamente Autônoma) 
unitário. 
• Dizemos que f é assintoticamente autônoma se nr é 
O nome "assintoticamente autônoma" se justifica, pois 
• • • • • 
sabemos que se nr :{f}, então f é ponto fixo de n , e portanto f é 
autônoma. 
Definição 16: (Assintoticamente PeriÓdica) 
• Dizemos que f é assintoticamente periódica se Cr 
consiste de urna única órbita periódica. 
Da mesma forma que antes o nome se justifica, pois se 
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• então f é periódica em t. 
Assim, se f é assintoticamente autônoma o conjunto das 
equações limites 
• 
x' = 
• 
f(t,x) consiste da única equação diferencial 
x' =f (x), onde {f ) 
Também, se f é assintoticamente periódica o conjunto das 
equações limites para x' = f(t,x) consiste das seguintes equações 
diferenciais 
• x' = f (t + ~. x) T e [0, T) 
• • • onde f E nr e f é periódica em t com período (mínimo) T. 
Lema 17: 
O próximo lema é útil em algumas aplicações: 
n Seja f e C (m x W; m ) e assuma que f = g + h com g, h 
o a 
E C (IR X W; llt). 
o a 
Suponhamos ainda que h{ t, · ) ~ O quando t ~ (I) em 
C (W; lRn), isto é, h(t,x) ~O uniformemente nas partes compactas de 
oa 
W quando t --4 m . 
As seguintes afirmações são verdadeiras: 
(A) As equações limites de x' = f(t,x) e x' = g(t,x) são as mesmas. 
• • (B) Se n (·,g) é compacto então n (·,f) é positivamente compacto; 
(C) Se g é autônoma então f é assintóticamente autônoma; 
(D) Se g é periódica em t então f é assintoticamente periódica; 
121 
Demonstração: 
(A) 
tal que f ---+ 
y 
n 
• Devemos provar que Qr 
• Para isso seja f 
• • 
f em !I • isto co 
• • n f 
é, f 
• = n 
' 
. Então existe seqüência T 
n 
• 
---+ m 
(t, x) ---+ f (t,x) uniformemente 
y 
n 
em todo I X K c ~ X W compacto. 
Mas r, (t,x) = f(t + y x) = g(t + y 'x) + h(t +-r .• xl= • n n n 
n 
= g (t,x) + h(t + 1: , x) , e como h(t + T , ·) ~ O uniformemente em 
y n n 
n 
• K c W temos que f = 11m f 
y 
n 
= lim g 
y 
n 
( lim! te na topologia compacto 
aberta), 
(B) 
• 
e portanto f 
• 
• n 
' 
• donde sai que n 
f 
• 
c n 
' 
A outra inclusão prova-se de maneira análoga . 
• Sendo n: ( • , g) compacto segue do teorema 11 que g é 
limitada e uniformemente contínua em todo conjunto da forma ~ x M, onde 
M c W é compacto. Agora, f(t,x) = g(t,x) + h(t,x), e como h(t,x) é 
continua e h(t, ·) ~ O em C (W; Jt) quando t ~ m 
oa 
então h é 
limitada e uniformemente contínua em todo conjunto da forma 11t" x M, 
onde M c W é compacto, donde segue que f também é limitada e 
• uniformemente contínua em IR x M, e de novo do teorema 11 concluímos 
• que n: (·,f) é positivamente compacto (na topologia compacto- aberta). 
(C) Digamos que g(t,x) = ~(x). Então g é limitada e 
uniformemente contínua em todo IR x M, com M c W compacto. Do teorema 11 
então segue 
• que n: (•,f) 
• que n (·,g) é compacto, e do item (B) desse 
• 
é positivamente compacto, donde sai que Qr 
• • 
teorema segue 
:t. t/J • Vejamos 
agora que n · é unitário. Para isso seja f 
f 
• e n 
r 
• . Veremos que f já 
• • • está bem determinada, mais ainda, que f = ~ . De fato, como f e nr e 
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como existe seqüência " ---> ~ n tal que 
• 
• ---> f na 
topologia compacto aberta, isto é gT (t,x) ~f (t,x) uniformemente em 
n 
I x K c IR x W compacto. 
Mas g-c (t,x) = g(t + 
n 
"· n x) = Ç(x) , e portanto f 
• = ç . 
como queriarnos. 
( D) Devemos provar que e [O,T]} para alguma 
• f e algum T E: IR. 
• 
Em primeiro lugar vejamos que nr * ~- De fato, como g é 
periódica em t existe T >O tal que g(t+T,x) = g(t,x), V (t,x) e IR x W. 
Agora, como g é continua em [O, T] x K (K c W compacto) então g é 
uniformemente continua e limitada em {O,T] x K. Logo, da periodicidade 
de g em t segue que g é limitada e uniformemente continua em IR x K, 
• para todo K c: W compacto. Logo, do teorema 11 segue que n { ·, g} é 
• compacto, e do item (B) desse teorema sai que n (·,f) é positivamente 
• compacto, donde segue Qr ~ ~-
modo que fT 
n 
(0, T]. 
• Seja agora f • E n 
f 
. Então existe seqüência T ~ m de 
n 
• • 
---7 f em 71 
'" 
• Veremos que se v 
• • Ora, como v ~ nr 
• • e n então v 
; 
• = (f ) 
" 
para algum -c e 
• existe seqüência u ~ m com f ~ v 
n o-
n 
• em '!i ,. Podemos supor, sem perda de generalidade, que ~ ~ -r V n n n 
Temos então (todas as convergências abaixo são na 
topologia compacto - aberta) que 
• 
v = lim f = IIm f T +(U -T agora, para todo n = 1, 2, ... n .. n ) . 
n n n n 
podemos escrever .. - " = K . T + r com K e ~ e r E [0, T). • n n n n n n 
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• Logo v ~ 11m f e como 
n T +1. T+r ' 
f é T-periódica vem 
• v = 11m f 
n T +r 
n n 
n n n 
= 11m 
n 
(f 
T 
n 
) 
' n 
= 11m 
n 
• n (r 
n' 
) 
Agora, com r é seqüência no compacto [O,T), 
n 
podemos 
supor que r --t T e [0, T). 
n 
• • 
Logo temos r ~Te [O,T] e f -----?f em '9 e 
n T ca 
n 
• • • • • como n é continua obtemos n (r f ) ---> Tr (T, f = (f ) ou ' n T T 
n 
• • 
seja, v = (f )T com T e [O, Tl, como quer i amos. • 
O próximo teorema é importante. Ele ilustra bem a 
relevância do conceito de equações limites para x' = f(t,x), pois o 
estudo das equações limites pode levar-nos a tirar conclusões da 
equação diferencial original. Isso de modo geral é bom, pois se o 
estudo direto de x' = f(t,x) é muito complicado têm-se a alternativa de 
estudar as equações limites, às quais podem vir a ser mais simples . 
TEOREMA 18' 
• Seja f e C (IR x W; l!t} regular e suponha que n (·,f) ,. 
seja positivamente compacto • em ~ 
c a 
Seja rp(t,x,f) uma solução 
• • positivamente compacta de x' = f(t,x). Então, para todo ponto (x ,f) 
• • e O(x,f) a solução ~(t,x ,f ) é compacta. Mais ainda, existe seqüência 
• • 
-r ---? o:~ tal que cp(t + T , x, f) ---7 cp(t, x, f ) uniformemente em 
n n 
compactos da reta. 
Demonstração: Com exceção da última afirmação, tudo já foi demonstrado 
no teorema 14. Quanto à última afirmação, esta segue da proposição 1.3 
do capitulo 2. 
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Vejamos detalhadamente: 
• • Como {x ,f ) e O(x,f), existe seqUência T ----+- co tal que 
• • n(T ,x,f) ~ (x ,f ). 
n 
Logo, da proposição 
• • 
n 
citada acima segue que 
n(t,n{T ,x,f)) ----+- n(t,x ,f ) com convergência uniforme em 
n 
compactos 
• • J c IR. Ou seja, n(t + T ,x,f) ~ n(t,x ,f ), e tomando a projeção 
n 
p • X '!J ----+- IRn 
c a 
obtemos • • rp{t + T,x,f)----+- rp(t,x ,f), 
n 
com 
convergência ufiiforme em compactos J c IR. • 
O corolário abaixo é apenas a contra-positiva do teorema 
acima: 
Corolário 19: Seja f e C {IR x W; IR.n) regular e suponha que o fluxo 
c a 
• • "(·.f) seja positivamente compacto em 'if . Se existe uma equação 
c a 
• limite x' = f (t,x) que não tem solução compacta então a equação dada 
x' = f{t,x) não tem solução positivamente compacta. 
Pode ocorrer que a equação x' = f(t,x) não tenha nenhuma 
solução positivamente compacta enquanto que as equações lim1 tes tem 
somente soluções compactas, como vemos no exemplo abaixo. 
Exemplo 20: 
por 
por x( t) = 
Seja a equação x' = f(t,x), onde f iR+ x W ~ IR é dada 
f(t,x) X + 1 = m 
As so 1 uções de 
(1+x}t+x 
o o 
onde W = (-1,1) ~IR. 
x' = f(t,x) com x(o) = x e W são dadas 
o 
as quais são todas não-compactas. 
No entanto, como veremos abaixo, existe uma única 
• • equação limite, a saber x' =f (t,x), com f =O. Logo, toda solução da 
equação 1 i roi te é 
Vejamos agora que 
positivamente 
• n = {O). 
r 
compacta, como queriamos exemplificar. 
125 
Ora, f(t,x) = 1 t+l X + 1 r+T , ou seja, f é da forma 
f(t,x) = g(t,x) + h(t,x) com g(t,x) = 1 w X e h(t,x) = 
1 
t+1 
17 e portanto 
Agora é 
• • n = n 
f ' 
claro que g e h satisfazem as condições 
• e é fácil verificar que n = {O} 
' 
do lema 
O que vimos no exemplo anterior ocorre quando a equação 
diferencial deixa .de ter certas propriedades de estahil idade. Vamos 
agora investigar o comportamento assintótico de soluções sob certas 
condições de estabilidade. Antes porém introduzamos os seguintes 
conceitos: 
Seja f e C (IR x W; IRn) regular, onde W c !Rn é aberto c• 
contendo a origem, e suponha ainda que f(t,O) = O 'V t ~ O. Portanto 
• • • 
~(t,O,f) =O. Também é claro que f (t,O) =O V f e nr e V te IR . 
Definição 21: 
o. 
(a) 
(b) 
(c) 
Seja f E C (IR X W; !Rn) admissivel com f(t, O) = O V t ~ 
" 
Dizemos que a solução nula ~(t,O,f) = O é 
ESTÁVEL se llcp(t,x,f)U ::5 a{llxll) V 11xll :S a e V t ~O, 
onde a: [O, a] ~ ~ é uma função contínua, não-negativa, 
crescente, com a(O) = O 
UNIFORMEMENTE ESTÁVEL ( u. e) se 
V !)x~ :: a , V t i!: O e V 'r ?:: O 
ASSINTOTICAMENTE ESTÁVEL (a. e. l 
quando t ----? oo 
llxll s a e T ~ O 
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llrp(t,x,f )11 s a(llxll) 
T 
onde o; é como em (a}; 
se é estável e se 
qualquer que seja 
( d) UNIFORMEMENTE ASSINTOTICAMENTE ESTÁVEL (u.a.e) se existe 
função o:: como em (a) e função CT: [O, co) ~ IR continua, 
positiva, decrescente, com u(t) ~ O quando t ~ co, e 
tal que 
Jl~p(t,x,f )11 :s a(llxll).o-(t) 'r/ llxll ::s a, V t ~O e 'r/ T ~O . .. 
É 1_6gico das definições que (b) '* (a), (d) '* (b), (d) ~ 
(c), (c} '* {a), e nada mais além disso pode ser afirmado. 
Lema 22: 
Vejamos agora o: 
Seja a: [O, a} x (O,ro) ~IR uma função 
(r,t) ~ a(r,t) 
não-negativa. Seja f e C (IR x W; IRn) regular. 
'" 
Se as soluções de 
x' =f (t,x) satisfazem llrp(t,x,f )II::S a(llxll, t) 'r/ llxll s a e V t,T;:; O, .. .. 
• • 
então as soluções de x' =f (t,x) satisfazem llrp(t,x,f )11 ::S o::(llxll,t) 
• • 
V llxll :s a e V t 01!. O, qualquer que seja f e nr 
• • Demonstração: Seja f e n e c > o dado. 
f 
• • .. ---7 + 00 tal que f ---7 f em '!} (podemos 
n .. c a 
n 
= 1,2, ... ). 
• Então temos (x, f .. ) ------7 (X, f ) 
n 
• 
Então existe seqüência 
supor .. ~ o ~ n = 
n 
• em W x '!} 
c a • e portanto 
n(t,x,fT ) --? n(t,x,f ) v t ~ o. Mais ainda, a convergência é 
n 
uniforme para t em compactos J c ut. Em particular, 
• 
~(t,x,fT ~ ~(t,x,f ) uniformemente em compactos J c ~·. 
n 
Assim temos • 11rp(t,x,f )11 
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• < ll~(t,x,f ) - ~(t,x,f )11 + .. 
n 
• + Ucp(t,x,f-r )li, e como U1p(t,x,f ) - q>(t,x,f't )11 < c para todo n i!: n
0
(c) 
n n 
• 
e "rr te J obtemos Ucp(t,x,f )11 < c+ a(llxll, t) V llxll ~a e v t e J. 
• Como c > O é arbitrário obtemos que ll~(t,x,f )11 • 
:S a(llxll,t), V llxll :S a e V te J. 
Também, como o compacto é arbitrário vem 
• 
llcp(t,x,f )11 :S a(ltxll,t), V llxll :s a e V t ~O. • 
Observação: Note que no lema anterior não precisamos 
• 
assumir que o fluxo n (·,f) seja positivamente compacto. Se ele não for 
positivamente • compacto então o conjunto w- limite n 
c 
pode ser vazio, 
mas nesse caso o lema é vacuamente satisfeito. Observe que o teorema 
• abaixo também não requer compacidade positiva do fluxo n (·,f). 
TEOREMA 23: Seja f e C (~ x W; ~n) regular, com f(t,O) : O V t ~ O. c• 
(A) Se a solução nula de x' = f(t,x) é uniformemente 
• estável, então a solução nula de toda equação limite x' = f (t,x) é 
uniformemente estável. 
(B) Se a solução nula de x' = f(t,x) é uniformemente 
assintoticamente estável, então a solução nula de toda equação limite é 
uniformemente assintoticamente estável. 
Demonstração: É uma conseqüência imediata do lema anterior. • 
O conceito de estabilidade para urna solução arbitrária 
pode ser reduzido ao conceito acima por uma técnica padrão. A saber, se 
fJ é urna soluç5.o de x' = f(t,x), dizemos que rp é ", .... estável" se 
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a solução nula de x' = g(t,x) é " ..... estável", onde g{t,x) = f(t,x + 
+ ~(t)) - f(t, ~(t)). 
o teorema anterior admite agora a seguinte 
generalização: 
TEOREMA 24: . Seja f e C (" X W, •") 1 Se I t 1 •-n 11\ regu ar. ex s e uma so uçg,v 
'" 
positivamente compacta tp(t,x,f) de x' = f(t,x) que ê uniformemente 
estável (ou uniformemente assintoticamente estável) então toda equação 
• limite x' = f (t,x) tem uma solução compacta que é uniformemente 
estável (respectivamente, uniformemente assintoticamente estável). 
Demonstração: Se q>(t) = fP(t,x,f) é positivamente compacta então é 
• claro que toda equação limite x' = f (t,x) admite solução compacta, 
• • • bastando para isso tomar uma condição inicial x tal que (x , f ) e 
O(x,f) (veja teorema 18 atrás). [Observamos que O(x,f) - ~. pois sendo 
lp(t,x,f) compacta então esta se define para todo t ~ O; também, como 
• O - tfJ (do contrário o teorema é vacuamente satisfe~to), segue que 
f 
n!x.fl ~ ~ l. 
Agora, como f(t,x,f) ê u.e. (u.a.e) então a solução nula 
de x'= g(t,xl é u.e. (u.a.e), onde g(t,xl=f(t.x + ~(t)) - f(t, ~(t)). 
Logo, do teorema 23 segue que a solução nula de toda equaçao limite 
• x'= g (t,x) é u.e (u.a.e). 
• • Mas g é da forma g = lim gT para alguma seqUência 
n 
T ---+ w • Agora, 
n 
n n n 
+ T , x, f)), e do teorema 18 podemos escolher T (isto é:, podemos 
n n 
• escolher g ) 
uniformemente 
• • + ~(t.x .r )) 
u.e. {u.a.e). 
de tal forma que • • f(t + T , x, f) -----t tp(t,x • f ) 
n 
• • em compactos de IR, donde sai que g (t,x) = f (t,x + 
• • • • • - f (t, cp(t,x ,f )), ou seja, a solução cp(t,x ,f ) é 
.. 
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Vimos nos dois teoremas anteriores que se a equação dada 
tem uma solução estável então as equações limites também o tem. No 
entanto, o problema de tirar conclusões sobre estabilidade para 
soluções da equação original a partir de hipóteses da equação limite é 
uma questão delicada. O exemplo 20 ilustra essa dificuldade, pois nele 
vimos que x' = f(t,x) não tinha nenhuma solução estável, e no entanto 
as equações limites só tinham soluções estáveis. No entanto temos o 
seguinte resultado para estabilidade assintótica. 
TEOREMA 25; 
n 
Seja f E C (IR x W; IR ) regular, com f(t,O) = O V t ~ 
c a 
• 
O. Suponhamos também que o fluxo n (·,f) seja positivamente compacto 
(na topologia compacto - aberta). Se: 
(1) A solução nula de x' = f(t,x) é u.e., e 
(2) A solução nula de toda equação limite é a. e. (num sentido 
• 
uniforme), isto é, ll~(t,x,f lll --->O quando t---> ~sempre que 11x11 ~a 
então a solução nula de x' = f(t,x) é a. e. 
Antes de demonstrarmos o teorema acima precisamos de 
mais alguns conceitos e resultados auxiliares. 
(a) 
(b) 
(c) 
Dado espaço métrico (X,d) e M c X escreveremos: 
d(x,M):= inT {d(x,y)}, distância de x e X ao conjunto M; 
y"'! 
S(M;r):= {x e X I d(x;M} <r} 
B(M;r):= {x E X I d(x,M) ~r} 
SeJa n um sistema dinâmico local em X e M c X um 
subconjunto não-vazio, compacto e invariante por n, isto é, n(I(p),p) c 
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M para todo p e M. (em particular I(p) :;, l!t}. 
Definição 26: Dizemos que M é: 
(a) (positivamente) estável se, para cada c > O, existe ~ > O tal que 
7•(y) c S(M; c) sempre que y e S{M; ~). 
(b) um atrator (positivo) se existe ~ > O de modo que se y E S(M;~) 
então O:(y) * f/1 e Cl(y) c M Oembre que Cl{y) é o conjunto w-l1mite 
do fluxo n:(•,y)). 
(c} (positivamente) assintoticamente estável 
estável, isto é, se (a) e (b) ocorrem. 
se M for um atrator 
Analogamente define-se estabi 1 idade negativa e atrator 
negativo, no entanto não os consideraremos adiante, e por isso 
omitiremos o adjetivo "positivo" quando estivermos falando em 
estabilidade e atrator. 
Definição 27: (Região de Atração) 
Seja M c X não-vazio, compacto e x-invariante. 
A região de atração A(M) de M é o conjunto 
A(M) := (união de todas as trajetórias com a propriedade 
de que seus conjuntos limites positivos são não-vazios e contidos em 
M). 
É :fàcil ver que M é um atrator se e somente se A(M) é 
uma vizinhança de M. 
Vejamos agora o: 
Lema 28: Se M é um atrator então A(M) é aberto e invariante. 
131 
Demonstração: A invariância é clara da definição. Vejamos que A(M) é 
aberto. Para isso seja y e A(M). Queremos vizinhança V = V de y tal 
y 
que V c A(M). Ora, como M é atrator existe 6 > O tal que se z e S(M;6) 
então O(z) *~e O(z) c M. É claro que temos M c S(M;6) c A(M). Agora, 
como y e A(M) = S(M;5) u [A(M) 'S(M;5)] então y e S(M;5) ou y e A(M) ' 
S(M;6). Se y e S(M;6) podemos tomar V= S(M;õl. Senão fazemos assim: 
como y e A(M) 'S(M;õ), existe T >O de modo que n(T,y) e S(M;õ) 'M, o 
quel é aberto .. Logo existe vizinhança aberta U tal que n(-r,y) E U c 
S(M, 6) ' M. Tomemos então V = n( -'t, U). É lógico que y E V e que V é 
y y y 
-1 
aberto, pois V = VJ (U), onde fJ = n: , isto é, VJ é a inversa do 
y -· 
homeomorfismo n't : X ---7 X dado por n:T(x) = n:(-r,x}. Vejamos agora que 
V c A(M). Ora, como V c S(M;õ) c A(M) temos O(n:(-'t,V )} = O(V) c 
y y y y 
O{S(M;õ)) c M, o que nos diz que n:(-T,V) c A(M), como queriamos. • 
y 
Lema 29: Seja M c X não-vazio, compacto e n:-invariante. 
Suponhamos que M seja um atrator. São equivalentes: 
(a) M é estável; 
(b) A(M) não contém pontos a-limite de órbitas em 
A(M) ' M. 
Demonstração: Ver [6] à página 63. • 
Demonstração do teorema 25: 
Objetivo: Mostrar que a solução nula de x' = f(t,x) é 
assintoticamente estável, isto é, que é estável e que llqJ(t,x,f )li ---7 O • 
quando t ---7 011 V -r 1!:: O e V llxll ~ á para algum â > O. A estabilidade já 
se tem da hipótese. Vejamos a segunda afirmação. 
Ora, do enunciado sabemos que existe a > O e o: E 
C([O,a]);lR) não-negativa, não-decrescente, com a:(O) =O e llrp(t,x,f )11 ~ • 
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• s a(llxll), V t,T ~O e V Jlxll s a.Logo,do lema 22 segue que llrp(t,x,:f )li ::s 
•a(llxll) v t ~ o • • V llxll s a e V f e Dr 
Consideremos agora a restrição do fluxo local n em W x 
• • 
' ao subconjunto W X n . Ainda denotaremos a restrição por n. 
•• f 
• Seja M = {O) c W x ~ . Verifica-se facilmente que 
•• • M é um atrator estável segundo o :fluxo n em W x nr 
Sabemos também que a região de atração A( M) de M é um 
• subconjunto aberto e positivamente invariante em W x nr , e é claro que 
contém um subconjunto da forma {<x.f•) Juxll :s à e r• e n;} para 
algum à > O . 
Mostremos agora que llrp(t,x,f )11 ---7 O quando t ------7 oo 
1: 
para llxll :::s a e todo 't" ~ O . 
Para isso seja -r 2: O fixado e considere a solução 
rp(t,x,fT), com llxll suficientemente pequeno de modo que llxll :s a e a{llxll) 
::5 à . Como llxll ::5 a, a solução q>(t,x,fL) é positivamente compacta (de 
fato, pois llqJ(t,x,f )li :s a(llxll) :s â, V t :e 0). Logo o fluxo n(•,x,f) 
1: 1: 
• 
é positivamente compacto {pois n (·,f) é compacto por hipótese), e dai 
o conjunto w-limite O= Q(x,fT) do fluxo n(·,x,f'T) é um subconjunto 
• 
não-vazio e compacto de W x nr Também, como ~(t,x,f ) satisfaz 
T 
• llfP(t,x,fT)II :S à, o conjunto w-limite O(x,fT) fica contido em {(x,f): 
• • 
llxll :S à, f e Or} , o qual está contido em A(M). Corno n é compacto, 
• • todo flUXo em O é compacto. Portanto, se (x ,f ) e O(x,f }, teremos que 
• • 1: 
o cojunto a-limite do fluxo n(·,x ,f) é não-vazio e fica contido em 
O c A(M). Agora, 
• o c M = {O} x nr 
como M é um atrator estável, segue do 
Portanto • L (x f ) = {O) 
' 1: 
e dai 
~(t,x,fT) ~O quando t ~ w, como queríamos. • 
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lema 29 que 
segue que 
Para finalizar esta dissertação vamos enfatizar que os 
resultados obtidos no Capitulo 1 dependem fortemente do caráter 
autônomo das equações. Por exemplo, mostramos no parágrafo 1.4 que as 
soluções de 
{
u = u - a(x)u 
tt XX t 
u(t,O) = u(t,n) =O 
tendem a zero, quando t ~ +~, se a(x) ~ O e a(x
0
) > O para algum x
0 
No caso não autônomo podemos tomar 
a{t,x) = a(t) = 2 + et > 2 > o 'r/ t, 'r/ X 
e verificar que u(t,x) = (1 + e-t) senx é solução de 
{
u - u - a(t,x)u 
tt - XX t 
u(t,O) = u(t,n) = O 
que não tende a zero, quando t ~ +~ . 
Quando a(t,x) = {3(t) a(x) com j3(t) > O periódica, a(x) 
satisfazendo as hipóteses acima, temos resul lados análogos ao caso 
autônomo. Veja [ 11], [ 12]. 
A generalização para equações não autônomas mais gerais 
tem recebido uma consic ~rável atenção na literatura, sendo que a 
generalização mais direta é o conceito de "processo" cuja def"inição é 
motivada, a partir do problema de valor inicial 
{ 
u = f(t,u) 
u(o-} = x 
Se ~(t,cr,x) é solução definida para t ~ o- tal que 
~{cr,cr,x) = x, colocamos u(t,o-,x) = ~{t + u,u,x) como sendo um processo, 
isto é: 
Def'inição: 
uma aplicação 
Se X é um espaço métrico completo, um processo em X é 
u ~+ X ~ X X ~ X satisfazendo: 
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1) ué contínua 
ii) u(O,s,x) = x 
iii) u{t + T, s, x) = u(t, T + s, u(T,s,x)). 
Denotando por W o conjunto de todos os processos e por 
~(t} a translação (u{T)U)(t,s,x) = u(t, T + s, x) 
a-(0) = I 
O"(t + T) = O"{t) U(T) 
e podemos definir 
n:( t) : X X w ~ X X w 
n(t) (x,u) = (u(t,O,x), o-(t)u) 
e não é difícil verificar que 
n( o) = I 
n:(t + T) = n(t) n(T). 
temos que 
Resta portanto analisarmos a contlnuidade. Equipando W 
com uma métrica, nós não podemos esperar que n(t)(x,u) seja contínua em 
t,x,u, para u variando em todo W, mas podemos esperar que 
( *) n( t) : X X V ~ X X V 
seja contínua num sub-espaço métrico completo V de W. Quando (*) é 
satisfeito dizemos que n(t), t ~O é um skew- produto de processos. 
A existência de skew - produtos tem sido mostrada pw~a 
problemas particulares (veja [13, pag. 60}) em especial para a classe 
de processos compactos u, caracterizados pela propriedade que 
{u(T)U; L E [0,~)} 
satisfaz: V (T ) 
n 
existe subseqüência (T ) e v 
nk 
R+ x R x X ---7 X 
tal que 
quando k 
+ 
~ oo e t E R , s E R , x e X. 
Exemplos de processos compactos são: 
caso autônomo, u(t, s, x) é independente de s; 
processos periódicos, u(t, s + w, x) "' u(t, s, x) para 
algum w > O. 
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. processos quase - periódicos e asslntotlcarnente quase -
per16d1cos, veja [111 e [13] para maiores detalhes 
Realmente (ainda) temos que estudar bastante se fôssemos 
atacar estes problemas. 
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