Dimensionality reduction of ECG signals is considered within the framework of sparse representation. The approach constructs the signal model by selecting elementary components from a redundant dictionary via a greedy strategy. The proposed wavelet dictionaries are built from the multiresolution scheme, but translating the prototypes within a shorter step than that corresponding to the wavelet basis. The reduced representation of the signal is shown to be suitable for compression at low level distortion. In that regard, compression results are superior to previously reported benchmarks on the MIT-BIH Arrhythmia data set.
Introduction
Electrocardiography (ECG) is the process of recording the electrical activity of the heart over a period of time. The overall goal of the test is to obtain information about the structure and function of that organ. Dimensionality reduction of ECG signals is relevant to techniques for analysis and classification of this type of data. Such techniques are subject of ongoing research [1] [2] [3] [4] [5] [6] [7] [8] [9] , which includes methodologies based on the theory of compressive sensing [10] [11] [12] [13] [14] .
Compressive sensing enhances the concept of sparsity by associating it to a new framework for digitalization [15, 16] . Producing sparse representation of ECG signals is the central aim of the present work. This implies to represent an ECG record as superposition of as few elementary components as possible. The same goal was traditionally accomplished by disregarding the least significant terms in the wavelet transform of the signal [17] . However, as shown in this work, much less elementary components are necessary if they are selected from a redundant wavelet dictionary rather than from a wavelet basis. This allows us to project an ECG record onto a subspace of lower dimensionality, in comparison to the dimension of the signal, and still reconstruct the record at low level distortion.
The main contributions of the paper are listed below:
• A number of wavelets dictionaries, based on existing families of wavelet bases, are developed.
• Each dictionary is shown to render much higher levels of sparsity for representing ECG signals than the corresponding basis. The tests are performed on the MIT-BIH Arrhythmia data set consisting of 48 records each of which of 30 min length.
• A strategy for storing the reduced representation of an ECG signal is considered. The resulting file is shown to render higher compression ratio than previously reported benchmarks on the same data set.
• MATLAB software for constructing the dictionaries, as well as for reproducing results, has been made available on a dedicated website [18] .
The paper is organized as follows: Sec. 2 recalls the main ideas involved in the construction of wavelet dictionaries for Cardinal Spline Spaces. Sec. 3 introduces all the elements to build the model for dimensionality reduction of an ECG signal, and describes a strategy to store the reduced representation. Sec. 4 presents the numerical results. The conclusions are summarized in Sec. 5.
Wavelet Dictionaries
The proposed wavelet dictionaries are inspired on the construction of dictionaries for Cardinal Spline Spaces (CSS) as discussed in previous works [19] [20] [21] . Let us denote V j , j ≥ 0 to the CSS of order m with simple knots at the equidistant partition of the interval [c, d] having distance 2 −j between two adjacent knots. A basis for V j arises from the restriction of the functions
to the interval [c, d], which we expressed as 2 j/2 φ(2 j x − k)| [c,d] . The function φ(x) ≡ φ 0,0 (x) is called scaling function. For a CSS φ(x) is the cardinal B-spline of order m associated with the uniform simple knot sequence 0, 1, . . . , m [22] φ(
where (
The complementary wavelet subspace W j on [c, d] is constructed in order to fulfil
so that
For a given value of j a wavelet basis for W j arises as
and the elimination of some redundancy introduced by the cutting process at the borders of the interval. Different constructions of mother wavelets ψ ≡ ψ 0,0 give rise to different wavelet bases.
Within the multi-resolution framework, dictionaries for a CSS are simply constructed from the result asserting that if for l ∈ Z +
then [21] span{W j,l } = V j+l .
This result facilitates a tool for designing dictionaries of wavelets of different support spanning the same CSS. A multi-resolution-like dictionary D j,l spanning V j is constructed as
with
The top graph of Fig. 1 shows consecutive wavelets in a cubic Chui-Wang4 [23] wavelet basis and consecutive wavelets in a dictionary for the same CSS. Notice that the wavelet functions at the finest scale in the dictionary are broader than those at the finest scale in the basis.
Piecewise model of an ECG signal
In the discrete case dictionaries can be constructed in a very simple manner: A redundant dictionary for the Euclidean space R N is simply any set of normalized vectors {d i ∈ R N , d i = 1} M i=1 such that N of them are linearly independent and M > N. Inspired by the results for CSS we construct a dictionary for R N simply by discretization of the functions in the wavelet dictionary. Moreover, since ECG signals are commonly superimposed to a smooth background we enrich a wavelet dictionary adding a few low frequency components from a discrete cosine basis.
Assuming that an ECG record is given as an array f of dimension N we divide the signal into Q disjoint segments f q ∈ R N b , q = 1, . . . , Q and construct an approximation f kq for each segment as the k q -term 'atomic decomposition'
where the elements d ℓ q n , called 'atoms', are chosen from a given dictionary through a greedy pursuit strategy. Here for the selection process we adopt the Optimized Orthogonal Matching Pursuit (OOMP) method [24, 25] which is stepwise optimal in the sense of minimizing the residual norm f q − f kq at each iteration. The algorithm evolves by selecting the atoms one by one until for fixed tolerance parameter, ρ say, the condition f − f kq < ρ is reached. For the reader convenience in Appendix A we have described the approximation algorithm, as it is implemented in the software supporting the paper. The complexity of the method, dominated by the selection of atoms, is
Once all the segments f q have been approximated, the approximation of the whole signal is obtained by assembling the approximation of the segments as f r =Ĵ Q q=1 f kq , whereĴ is the concatenation operation.
Encoding the signal model
For the reduced representation of the signal (10) to be suitable for storage and transmission purposes it is necessary to encode it within a small file in relation to the size of the original record. For this end, firstly the absolute value coefficients |c q (n)|, n = 1 . . . , k q , q = 1, . . . , Q, are converted into integers as follows:
where ⌊x⌋ indicates the largest integer number smaller or equal to x and ∆ is the quantization parameter. The signs of the coefficients, represented as s q , q = 1, . . . , Q, are encoded separately using a binary alphabet. For creating the strings of numbers to encode the the signal model we proceed as in [26, 27] .
The indices of the atoms in the atomic decompositions of each block f q are first sorted in ascending order ℓ q i →l q i , i = 1, . . . , k q , which guarantees that, for each q value,l q i <l q i+1 , i = 1, . . . , k q − 1. s order of the indices induces order in the unsigned coefficients, c ∆ q →c ∆ q and in the corresponding signs s q →s q . The ordered indices are stored as smaller positive numbers by taking differences between two consecutive values. By defining δ q i =l q i −l q i−1 , i = 2, . . . , k q the follow string stores the indices for block q with unique recoveryl q 1 , δ q 2 , . . . , δ q kq . The number '0' is then used to separate the string corresponding to different blocks and entropy code a long string, st ind , which is built as
The corresponding quantized magnitude of the coefficients are concatenated in the strings st cf as follows:
Using '0' to store a positive sign and '1' to store negative one, the signs are placed in the string, st sg as
In the first instance, for the test in Sec. 4.2, we store these strings in hierarchical data format [28] , simply using the MATLAB instruction save. For further improvement, when comparing compression performance in the test of Sec. 4.3, an entropy encoding step to store the strings at fixed bit depth is included. 
The Dictionary
As already mentioned, for approximating ECG signals the dictionaries we use are constructed as
Here we fix M = 10.
In the next section we perform the numerical tests by considering a number of different wavelet dictionaries, all obtained from previously derived wavelets bases.
For the sake of comparison we have built dictionaries for the following wavelet families.
Semi-orthogonal spline wavelets were already mentioned in a previous section. Their construction was proposed by C. Chui and J. Wang in [23] . Semi-orthogonal wavelets, also called prewavelets, are not orthogonal if the wavelets are at the same scale level, but orthogonality of wavelets at the different levels is preserved. Here we consider the cubic and linear cases, which are indicated as CW4 and CW2 respectively. The wavelet prototypes corresponding to this family are given the 1st and 2nd graphs in the 1st row Fig. 2 .
Cohen-Daubechies-Feauveau biorthogonal wavelets were built in [29] . In this case both primal and dual wavelets have compact support. Wavelets from this family with 9 and 7 taps filters (CDF97) and with 5 and 3 taps filters (CDF53) are used in the JPEG2000 compression standard.
The corresponding prototypes are given in the 3rd and 4th graphs if the 1st row of Fig. 2 .
Daubechies wavelets were built by I. Daubechies as first orthonormal compactly supported continuous wavelets in [32] . They have the shortest possible support for the given number of vanishing moments and they have extremal phase. Here we consider the four vanishing moments and indicate it as Db4. This wavelet prototype is displayed in the 1st graph of the 2nd row of Fig. 2 .
Coiflets were suggested by R. Coifman as orthonormal wavelet systems with vanishing moments for both scaling functions and wavelets. They were first constructed by I. Daubechies in [33] . We consider two vanishing moments used exact values of scaling and wavelet parameters from [34] and indicate the family as Coif. The mother wavelet is displayed in the 2nd graph in the 2nd row of Fig. 2 .
Symlets are modified version of Daubechies wavelets. They have also the shortest possible support for the given number of vanishing moments, see [33] . We consider four vanishing moments.
The prototype wavelet for the family Sym is given in the 3rd graph in the 2nd row of Fig. 2 .
Spline wavelets with short support are obtained if the local support of dual wavelets is not required. They were designed in [30, 31] . Here we consider quadratic splines and indicate them as
Short3. The prototype for this family is plotted in last graph of the 2nd row of Fig. 2 .
Numerical tests
The numerical tests we present here use the full MIT-BIH Arrhythmia database [35] which contains 48 ECG records. Each of these records is of 30 min length, consisting of N = 650000 11-bit samples at a frequency of 360 Hz.
All our results have been obtained in the MATLAB environment using a notebook 2.9GHz dual core i7 3520M CPU and 4GB of memory.
Assessment Metrics
The quality of the signal approximation is assessed with respect to the PRD calculated as follows,
where, f is the original signal and f r is the signal reconstructed from the approximated segments.
Since the PRD strongly depends on the background of the signal, the PRDN, as defined below, is also a relevant metric.
where, f indicates the mean value of f.
For a fixed value of PRD the sparsity of a representation is measure by the sparsity ratio (SR)
where N is the total length of the signal and K = Q q=1 k q , with k q the number of atoms in the atomic decomposition (10) The quality score (QS), reflecting the tradeoff between compression performance and reconstruction quality, is the ratio:
Since the PRD is a global quantity, in order to detect possible local changes in the visual quality of the recovered signal, we consider the local PRD as follows. Each signal is partitioned in Q segments f q , q = 1 . . . , Q of L samples. The local PRD with respect to every segment in the partition is indicate as prd(q), q = 1, . . . Q, calculated as
where f r q is the recovered portion of the signal corresponding to the segment q. In all the numerical test of the next section the OOMP approximation is carried out up to a fixed value ρ so as to achieve the same value of prd for all the segments in the records. Assuming that the target prd before quantization is prd 0 we set ρ = prd 0 f q /100. The second column in Table 1 gives the mean value SR, after quantization, with respect to the 48 records in the data set. The standard deviation is given in the 3rd column. The approximation with all the families is carrier out to obtain the same mean value of PRD (PRD = 53). For this test the quantization parameter is fixed. For all the records and all the dictionaries ∆ = 35. The 4th column gives the mean value CR and the fifth column the corresponding standard deviation. The 1st column lists the different wavelet families which are considered to build the dictionary D W . The subscript B is used to indicate the wavelet basis and the subscript D to indicate the corresponding As seen in Table 1 the best results in relation to dimensionality reduction (largest values of SR) and compression (largest values of CR) are for CDF97 D , CDF53 D and Short3 D . In terms of dimensionality reduction all the wavelet bases perform poorly in comparison to the dictionaries. The difference in CR is not so pronounced though. This is because, in spite of the fact that the approximation using a dictionary involves much less elementary components in the signal decomposition, the dispersion of indices corresponding to the atoms in the decomposition is larger if using a dictionary.
Test I
Since the storage strategy we have adopted benefits from the concentration in the location of indices, the gain in CR is not as significant as the gain in SR. The latter quantity is relevant to methodologies relying on dimensionality reduction of ECG signals for classification and recognition tasks [36, 37] . For further information in Table 2 we provide the figures of the evaluation metrics for each of the 48 records in the dataset.
The 2nd column of Table 2 shows the values of PRD for the records listed in the 1st column. The 3rd column shows the values of SR after quantization. The CR is given in the 4th column and the 
Test II
In this test we compare compression results with previously reported benchmarks on the MIT-BIH Arrhythmia database. Table 3 compares CRs obtain with CDF97 B , CDF97 D , CDF53 B , CDF53 D , Short3 B and Short3 D against those reported in [38] and [39] for the same mean values of PRD.
As anticipated, for further improvement in CR we add now an entropy coding step to save the strings described in Sec. 3.1 at a fixed bit depth using Huffman coding. The implementation of the step is realized using the off-the-shelf MATLAB function Huff06 available on [40] . The corresponding outcomes are indicated in Table 3 is substantial: On average an improvement of 115%, with respect to the results in [38] , and an improvement of 66% with respect to the results in [39] . 
Conclusions
A method for dimensionality reduction of ECG signals has been proposed. The approach was designed within the framework of sparse representation. A number of wavelet based dictionaries have been introduced to undertake the signal model via the OOMP greedy strategy. The resulting representation was shown to require significantly less elementary component than those needed when using a wavelet basis. The method was proven to be useful for ECG compression at low level distortion.
The compression results largely surpass recently reported benchmarks on the MIT-BIH Arrhythmia database.
The MATLAB software for constructing the dictionaries and reproducing the results in the paper has been made available on a dedicated website. Although the numerical construction of the signal model is computationally intensive it can be effectively realized, even in the MATLAB environment, where it typically takes 30 s to compress a 30 min record and 1 s to recover the signal from the compressed file. Moreover, since the approximation is carried out independently in every segment of the signal partition, there is room for straightforward parallelization using multiprocessors.
Appendix A. OOMP method
Since ECG records are normally superimpose to a smooth background, we have initialized the OOMP algorithm by assuming that the constant atom is always one of the elements in (10) . Hence, for each q we set k q = 0, Γ q = ∅, ℓ q 1 = 1, and w q 1 = b 1,q
indicates the Euclidean inner product), and r 1 q = f q − f 1 q . From the above initialization the OOMP approach for selecting the elements d ℓ q n , n = 2, . . . , k q in (10) and calculating the corresponding coefficients c q (n), n = 1, . . . , k q , iterates as follows.
1) Upgrade the set Γ q ← Γ q ∪ ℓ kq+1 , increase k q ← k q + 1, and select the index of a new atom for the approximation as kq n , f q , n = 1, . . . , k q . Otherwise repeat steps 1) -5).
Note: Since for the adopted initialization the constant atom d 1 is forced to be in the signal decomposition, there is no need for storing the index ℓ 1 = 1. Moreover, since the magnitude of the concomitant coefficients c q (1), q = 1, . . . , k q are normally much larger than the magnitude of the other coefficients, these are quantized with a parameter 2∆ and stored in a single string. After a shift of indices the remaining coefficients are stored as indicated in Sec. 3.1.
