We provide a new upper bound for traveling salesman problem (TSP) in cubic graphs, i. e. graphs with maximum vertex degree three, and prove that the problem for an n-vertex graph can be solved in O(1.2553 n ) time and in linear space. We show that the exact TSP algorithm of Eppstein, with some minor modifications, yields the stated result. The previous best known upper bound O(1.251 n ) was claimed by Iwama and Nakashima [Proc. COCOON 2007]. Unfortunately, their analysis contains several mistakes that render the proof for the upper bound invalid.
Introduction
It is an outstanding open problem whether the traveling salesman problem (TSP) and the closely related Hamiltonian cycle problem can be solved in O(c n ) time for graphs on n vertices, for some constant c < 2. Recently Björklund et al. [3] have shown that the classical Bellman-Held-Karp exact algorithms [2, 10] for solving TSP can be modified to run in time O((2−ε) n ), where ε > 0 depends only on the maximum vertex degree. This provides the first upper bound on the time complexity of TSP that lies below 2 n for a broad class of graphs such as bounded degree graphs. Particularly, applying the result of [3] for graphs with maximum vertex degree three, also called cubic graphs, one gets that TSP can be solved in time 2 3n/4 n O(1) = O(1.682 n ). On the other hand, the problem of testing whether a cubic graph has a Hamiltonian cycle and consequently the decision version of TSP remain NP-complete even if the graphs are restricted to be planar [8] .
Exact algorithms for TSP for special classes of bounded degree graphs, in particular for cubic graphs, have been the subject of separate studies. The motivation for the study comes both from theoretical concerns and from practical applications, e. g. in computer graphics [1, 6] . The first exact algorithm for TSP in cubic graphs running faster than in time 2 n was proposed by Eppstein [5] . His algorithm solves the problem in 2 n/3 n O(1) = O(1.260 n ) time and linear space and additionally it is easy to implement. Thus, although the technique by Björklund et al. improves the upper bound 2 n for any degree bounded ≥ 3, for specific bounds, like e. g. 3, better methods exist.
Eppstein's algorithm is a sophisticated recursive branch-and-bound search, which takes advantage of small vertex degrees in a graph. To speed-up searching, the algorithm uses the fact that in cubic graphs a selection of an edge to a recursively constructed Hamiltonian cycle forces several further edges to be in the cycle or not. In [11] Iwama and Nakashima slightly modify Eppstein's algorithm and provide a new interesting method to bound the number of worst-case branches in any path of the branching tree corresponding to recursive subdivisions of the problem. As a consequence, Iwama and Nakashima claim O(1.251 n ) to be an upper bound for the run-time of the algorithm. Unfortunately, their paper contains several serious mistakes that render the proof for the upper bound invalid (for details, see Section 6) . After reformulating the key lemma of [11] to be correct and then using the lemma to solve the recurrences derived in [11] in a proper way one could prove the upper bound O (1.257 n ) that still beats the bound O(1.260 n ) by Eppstein.
Our Result
In this article we provide a new upper bound for TSP in cubic graphs. We show that Eppstein's algorithm with some minor modifications, similar to those used in [11] , yields the stated result:
◮ Theorem 1. The traveling salesman problem for an n-vertex cubic graph can be solved in O(1.2553 n ) time and in linear space.
Our proof techniques are based on ideas used by Eppstein [5] and Iwama and Nakashima [11] and a new, more careful study of worst-case branches in the tree of recursive subdivisions of the problem performed by the algorithm. Thus, our main contribution is more analytical than algorithmic. Nevertheless, we have implemented our algorithm and verified its easy implementability and good performance for graphs up to 114 vertices (for the experimental results see [12] ).
Related Work
Applying the result by Björklund et al. for an n-vertex graph with maximum degree four one gets that TSP can be solved in O(1.856 n ) time and exponential space. Eppstein [5] showed that the problem can be solved in O(1.890 n ) time but using only polynomial space. Next, Gebauer [9] proposed an algorithm that runs in time O (1.733 n ). This algorithm can also list the Hamiltonian cycles but it uses exponential space. Very recently, Cygan et al. [4] have shown a Monte Carlo algorithm with constant one-sided error probability that solves the Hamiltonian cycle problem in O (1.201 n ) time for cubic graphs and in O(1.588 n ) time for graphs of maximum degree four. Though the technique presented in [4] works well for the Hamiltonian cycle problem, it is not usable for TSP.
Paper organization
In Section 2 we recall Eppstein's algorithm and in Section 3 main ideas of our proof techniques are sketched. In Section 4 we specify our modifications of Eppstein's algorithm and provide its analysis. Section 5 presents the proof of our main technical result on the number of worst-case branches of the branching tree. Finally, Section 6 discusses some issues concerning the paper by Iwama and Nakashima and the last section presents our conclusions.
Hamiltonian cycles which are determined by a set of forced edges F . The goal is to find the set F which coincides with H min . In each recursion step, an edge e ∈ G\F is chosen (Step 3). Obviously, e either belongs to H min or not. Thus, the algorithm makes two recursive calls: once e is added to F (Step 4), assuming e ∈ H min , and once e is removed from G (Step 5), assuming e ∈ H min . The better solution to these two subproblems will then be returned (Step 6) .
At the beginning of each recursive call, G and F are simplified iteratively (Step 1). If F contains two edges meeting at a single vertex v, the third edge incident to v cannot be part of H min , and therefore it is removed from G. If G contains a vertex with degree two, both incident edges have to be in H min , thus, they are added to F . If G contains parallel edges, one of the edges is removed from G depending on the weight and on F . Next, if G contains a cycle of four unforced edges, two opposite vertices of which are each incident to a forced edge outside the cycle, like here , then all non-cycle edges that are incident to a vertex of the cycle are added to F . Furthermore, triangles are contracted to a single vertex by adjusting the weights of attached edges. These techniques reduce the size of the recurrence tree of the algorithm and enforce G to be simple, cubic and triangle-free. Simultaneously, it is verified whether the current set of forced edges F leads to a contradiction: e. g. F might contain three edges meeting at a single vertex or F contains a non-Hamiltonian cycle. Then the algorithm returns a None-value.
Another idea to reduce the size of the recurrence tree is to stop the recursion when G \ F consists of a set of non-connected 4-cycles. Then a solution is found by constructing a minimum spanning tree on some helper graph G ′ (Step 2) . The choice of an edge e (Step 3) which specifies two subproblems for the recursive calls, plays a crucial role in our analysis. Splitting the problem into two subproblems determined by e will be called a branch (for an example see Fig. 1 ). A newly formed subproblem may induce several further changes to G and F by Step 1, as shown in Fig. 1 . Here, and in the rest of this paper, the bold black line indicates an edge in F , the bold gray line an edge selected to be added to F by the current branch or forced to be be added to F in Step 1 directly after the branch, and the dotted line indicates an edge removed by the branch or forced not to appear in a cycle.
To reduce the size of the recursion tree, the following prioritisations are used. First, if G \ F contains a 4-cycle, two vertices of which are adjacent to edges in F , like here , then a non-cycle edge of G \ F that is incident to a vertex of the cycle is chosen (Step 3(a) ). If there is no such 4-cycle, but F is nonempty, then an edge in G\F which is adjacent to an edge in F is chosen (Step 3(b) ). If F is empty, then any edge in G is chosen.
To analyse the time complexity of the algorithm, Eppstein derives a recurrence
the solution of which can be used to bound the number of iterations of the algorithm 1 . The recurrence uses the variable s defined as
where C denotes the set of 4-cycles of G that form connected components of G \ F . The solution is T (s) = O(2 s/3 ) and since in an n-vertex graph s is at most n this gives the bound O(2 n/3 ) on the run-time of the algorithm.
Main Ideas of our Analysis
In this section we present basic notions and main ideas of our analysis of Eppstein's algorithm. Our technique largely relies on exploiting ideas due to Iwama and Nakashima [11] and on a new, more careful analysis of the branching tree. The worst-case component 2T (s − 3) in the recurrence relation (1) corresponds to the situations when the algorithm reduces the problem of size s to two subproblems each of size s − 3. Eppstein proves that there are two cases leading to such situations. In the first case the algorithm chooses in Step 3(b) an edge yz to be adjacent to a forced edge xy and neither yz nor yw -the third edge of G incident to y -is adjacent to a second edge in F . In the second case, an edge yz chosen in Step 3(b) belongs to a length-six cycle of unforced edges, each vertex of which is also incident to a forced edge. In their paper Iwama and Nakashima call the branches of the algorithm corresponding to these cases respectively Aand B-branches. Branches which are neither of type A nor B are called D-branches. Results of performing these branches are shown in Fig. 2 . Since A-and B-branches have the biggest impact on worst-case performance, the idea is to find an upper bound on the number of such branches. Iwama and Nakashima observed that performing an A-branch results in subproblems for which the number of free vertices in the graph is decreased by four. A vertex is called free if it is not incident to an edge in F . This implies that the total number of A-branches along any path of the backtrack tree cannot exceed n/4 for any n-vertex input graph. Thus, an important challenge now is to bound the worst-case number of occurrences of B-branches and then to incorporate these information by introducing new variables into a recurrence equation. The solution of the recurrence equation can then be used to bound the run-time of the algorithm.
In our approach we will count, similarly as in [11] , A-branches and B-branches together. We prove that if P is a single path of the backtrack tree and a, resp. b, denotes the number of A-, resp. B-branches, then 3a + 7b ≤ n holds for any n-vertex input graph. This bound will play a crucial role in our analysis.
To prove the estimation above we use some ideas due to Iwama and Nakashima for analysing 6-cycles and a new, more careful technique to analyse B-branches. We show that along any path P containing b B-branches the algorithm selects at least 4b edges which are neither selected by A-nor by B-branches. Since any A-and any B-branch selects three edges, the inequality 3a + 3b + 4b ≤ n follows.
Modification of Eppstein's Algorithm and the Analysis
We make a minor modification in the algorithm of Eppstein, and add a prioritisation (introducing a new Step 3(a ′ ) between Step 3(a) and 3(b)) destroying structures leading to B-branches. A similar modification was used before by Iwama and Nakashima in [11] . The modification facilitates the analysis of the branching trees and enables to increase the lower bound on the number of edges selected by D-branches.
A 6-cycle in G is called live if none of its six cycle edges are selected, and a 6-cycle which is not live is called dead.
If there is no 4-cycle and if G \ F contains a live 6-cycle with a vertex y which has a neighboring edge in F (that is not a cycle edge but an attached one), let z be one of y's neighboring vertices (on the cycle). If two or more such live 6-cycles exist, then select a 6-cycle such that most attached edges are already selected. If there is more than one such edge yz in the 6-cycle, choose yz so, that z also has a neighboring edge in F .
It is easy to see, that the correctness as well as the analysis presented by Eppstein are not affected by this modification. Now our aim is to provide a recurrence equation which incorporates information about A-and B-branches. The solution of this recurrence equation will then bound the run-time of the algorithm.
The Recurrence
For our analysis of the run-time of the algorithm, we define a multivariate recurrence equation in the variables n, s, x, y, and f . Variable n denotes the number of vertices of the input graph and will not be modified by the recurrence. Variable s is defined in a similar way as in [5] (cf. equation (2) in a previous section); we let
where C is the set of 4-cycles as defined in Section 2. Next, let
where a, resp. b, is the number of A-branches, resp. B-branches, made by the algorithm along the current backtrack path 2 . Finally, f is the number of free vertices in G. We can bound the worst-case number of leaves of the backtrack tree as the solution of the following recurrence defined for non-negative integers n, s, x, y, f as follows:
The recurrence is based on the branch cases given in [5] and can be shown to describe correctly the reductions of the problem. This can be done in an analogous way as in the proof of Lemma 7 in [5] with the modification that we now consider additionally free vertices (parameter f ) in each situation. For Eppstein's case of 2T (s − 3), we distinguish three subcases in the recurrence above: A-and B-branches are covered by the first, resp. second line, and branches caused by Step 3(a) are included in the fifth line. Note, that due to different definitions of parameter s in our recurrence the branch caused by Step 3(a) decreases the variable s in the reduced subproblems by 3 and by 4 (and not by 3 and 3 as in [5] ). For Eppstein's case of T (s − 2) + T (s − 5), we include the third and fourth line. He omits the case T (s − 4), since it is dominated by the other cases.
To complete the definition of the recurrence we need to determine base cases describing termination conditions. Obviously, if s = 0 then the algorithm reaches the bottom of the recurrence tree. Thus, we define the first base case as T (n, 0, x, y, f ) = 1, for any n, x, y, f . The bottom of the recursion is also reached by the algorithm, if s > 0 and no further branch can be applied. This implies the second base case:
A value of zero terminates impossible branches: one of these termination conditions is reached when f < 0 or s < 0. Thus, we define T (n, s, x, y, f ) = 0 if f < 0 or s < 0.
The last termination condition, which plays a crucial role in keeping the size of the tree small, occurs when 3x + 7y < 3 4 n. We define:
The correctness follows from our main technical result bounding the number of A-and B-branches along any path of the backtrack tree.
◮ Proposition 2. Let P be a single path of the backtrack tree and suppose that there are b B-branches on P . Then along P the algorithm selects at least 4b edges which are neither selected by A-nor by B-branches.
We will prove this proposition in the next section.
◮ Corollary 3. The invariant of the algorithm running on an input graph with n vertices is that 3a + 7b ≤ n or equivalently that 3x + 7y ≥ Proof. By definition, each A-branch and each B-branch selects 3 edges. Thus, for any single path P of the backtrack tree from this property and from Proposition 2 it follows that 3a + 7b ≤ n, where a, resp. b, denotes the number of A-branches, resp. B-branches, on P and n denotes the number of vertices of the input graph. The inequality above can be rewritten as 3x + 7y ≥ 
Solving the Recurrence
To bound the solution for the recurrence (3) we use a function of the form R(n, s, x, y, f ) = 2 αs+β(x+ Thus, we have to minimize α + β/3 + γ with constraints T (n, s, x, y, f ) ≤ R(n, s, x, y, f ). For the function R of the form as above we get first the following dependencies deduced from the recurrence equation (3):
From this we conclude that a solution is valid under the constraints
Minimizing α + β/3 + γ under (5) gives a rational approximation α = 
Proof of Proposition 2
This section is organized as follows. We start with some preliminaries. Next, Subsection 5.2 presents main steps of the proof and in Subsection 5.3 proofs of our key lemmata are given. Finally, Subsection 5.4 provides an auxiliary result needed for the proofs.
Preliminary Observations
Recall, that any B-branch is caused by a length-six cycle of unforced edges, each vertex of which is also incident to a forced edge (i. e. a selected edge stored in F ). Let C(i), with 0 ≤ i ≤ 6, denote a live 6-cycle such that i edges of its six attached edges have already been selected. Thus, each B-branch is caused by a C(6)-cycle. We start with the following fact concerning C(i)-cycles which was observed by Iwama and Nakashima in the proof of Lemma 1 in [11] .
◮ Lemma 5 ([11]). Let C be a (live) C(3)-, C(4)-or C(5)-cycle and assume a single branch of the algorithm increases the number of selected edges that are incident to C but still leaves C live (thus, e. g. C(4) changes to C(5) or C(6)). Then the branch is a D-branch.
Proof. Let C be a C(i)-cycle as stated in the lemma and assume Q is a branch increasing the number of selected edges that are incident to C and still leaves C live. If Q is performed in Step 3(a) then we are done since branches performed due to this step are D-branches. If
Step 3(a) cannot be applied, Q has to be done due to Step 3(a ′ ) since in the current situation there exists at least one live 6-cycle, namely C. But to leave C live, there has to exist at least one additional (live) C(j)-cycle, with j ≥ i ≥ 3, since otherwise Q would transform C making it dead.
Thus, assume Q affects in Step 3(a
Obviously, Q cannot be a B-branch because such branches cannot change the degree of another C(i)-cycle. We will show that Q cannot be an A-branch as well, which will complete the proof of the lemma. Assume, to the contrary, that Q is an A-branch. Figure 3 shows results of performing an A-branch affecting a live 6-cycle C ′ . We can see, that at least four of the vertices of C ′ have to be free, since otherwise the branch would select more than three edges. Thus, it follows directly that C ′ can be at most a C(2)-cycle. We get a contradiction, since branch Q has to transform a C(j)-cycle, with j ≥ 3. ◭
The simple fact below has also been used in [11] , although it was not stated explicitly in the paper. ◮ Fact 6. Let P be a single path of the backtrack tree and let C and C ′ be any cycles which become C(6) on P . Then there is no edge in G \ F which is attached both to C and to C ′ and which is added to F by the algorithm. Moreover, the cycles C and C ′ are disjoint, i. e. they have no common cycle edges.
Proof.
Assume e is an attached edge to both C and C ′ when it is added to F , i. e. that the situation is like the one shown in Fig. 4 . Then it is easy to see that this can happen only in the case when the initial branch chooses the edge e and next adds it to F . But after this step C or C ′ becomes dead before reaching C (6) . Thus, we get a contradiction that C and C ′ are C(6) somewhere on P . It is also easy to see that cycles C and C ′ cannot have common cycle edges. Otherwise the first transition which makes one of such cycles a C(6)-cycle makes at the same time the other cycle dead before it becomes C(6) -a contradiction. ◭ Using the fact above one can show, for example, that for any single path P if there are b B-branches on P then along P the algorithm selects at least 6b + 3b edges. Thus, one can conclude that for any n-vertex graph, along any path P at most n/9 B-branches can occur. This is a better bound than n/7 shown in Section 4.1 but it seems to be useless to our analysis. From Fact 6 we can conclude also: ◮ Corollary 7. Let P be a single path of the backtrack tree and let C be any cycle which became C(6) on P . Then any attached edge of C is selected by an A-or D-branch, but not by a B-branch.
Outline of the Proof of Proposition 2
To prove the proposition we will associate with each C(6)-cycle on a path P at least four edges which are selected neither by A-nor by B-branches. Fact 6 and Corollary 7 suggest the following approach, which in fact was used in [11] : for any 6-cycle C which becomes C(6) on P , count the number of attached edges of C which have been selected by D-branches. Using Lemma 5 one can show easily that for any such cycle there exists at least one edge selected by a D-branch. In their paper [11] Iwama and Nakashima claim that the number of edges can be increased to three. Unfortunately, this claim is false and one can show that there exist cubic graphs such that for some paths P there exists a C(6)-cycle on P having only two attached edges selected by D-branches and the remaining four edges are selected by A-branches (for more details see Section 6).
Thus, to associate with each C(6)-cycle at least four edges selected by D-branches, we need to extend significantly the approach above. We will consider different types of cycles. Obviously, if a C(6)-cycle has already at least four edges selected by D-branches (we will call such cycles B 1 -cycles), then we are done. The bad cases, i. e. cycles having more than two attached edges selected by A-branches, will be divided into two subcases called B 2 -and B 3 -cycles.
◮ Definition 8. Let P be a single path of the backtrack tree and let C be a C(6)-cycle somewhere on P . We call C a B 1 -cycle if at most two attached edges have been selected by A-branches. We call C a B 2 -cycle if more than two attached edges have been selected by A-branches and it changes on P from C(0) to C(3) and then from C(3) to C(6) (directly or indirectly). We call C a B 3 -cycle if more than two edges have been selected by A-branches and C becomes C(6) by changes on P from C(0) to C(6) without becoming C(3) in between. We call an edge a B-attached edge if it is an edge attached to a B 1 , B 2 or B 3 -cycle.
Below we illustrate how B 2 -and B 3 -cycles can transform from C(0) to C(6) (a letter A, resp. D, indicates a direct A-, resp. D-branch):
Now, assume P is a path of the backtrack tree which contains b i B i -cycles, for i = 1, 2, 3. Our aim is to prove that there exist 4b 1 + 4b 2 + 4b 3 edges on P which are selected by D-branches. We summarize first the case of B 1 -cycles.
◮ Lemma 9 (B 1 -cycles). Let P be a single path of the backtrack tree and let C be a B 1 -cycle on P . Then four attached edges of C have been selected by D-branches.
Since B-branches do not select an attached edge of another live 6-cycle, the lemma follows directly from the definition of B 1 -cycles. Thus, the first intermediate conclusion is that if on a path P there are b 1 B 1 -cycles then there exist at least 4b 1 edges selected by D-branches. This follows from the lemma above and Fact 6 that we do not count the edges twice.
The tricky part of the proof involves B 2 -and B 3 -cycles.
◮ Definition 10. Let P be a single path of the backtrack tree. A B 2 -cycle C is called active
. Additionally, we say that a cycle C is activated by a branch Q, if C was not active right before Q and is active right after performing Q. Now, we proceed as follows. We follow path P from the root to a leaf and analyse B 2 -and B 3 -cycles occurring along P . The needed edges are identified when a currently analysed B 2 -, resp. B 3 -cycle, is active. The lemma below guarantees that we do not count edges twice, i. e. that all of the edges we find are pairwise disjoint.
◮ Lemma 11. Let P be a single path of the backtrack tree. Then it is true that (1) Fig. 5.) . Note that from the lemma above follows that B 2 -cycles and B 3 -cycles cannot be active simultaneously on P . Before we show the main result of this section, we define an internal edge as a selected edge with certain properties.
◮ Definition 12. Let P be a single path and Q 1 , Q 2 , . . . denote the branches along P which are not B-branches. Let E j be the set of edges selected as direct consequence of branch Q j along P . These are the edges selected by the branch itself and edges selected by subsequent iterations of Step 1. Note that the contraction of adjacent edges does not modify E j . Be further E P = j E j . Then an edge is called an internal edge, if it is (i) selected by a Dbranch and has two adjacent edges in E P or (ii) selected by Step 2 to a resulting Hamiltonian cycle. For an example of internal edges see Fig. 6 . Along a path P the algorithm chooses an edge yz in a C(4)-cycle (left) in Step 3(a ′ ). Note that this leads to a D-branch. The figure shows a fragment of a path following a recursive call on G, F ∪ {yz}. The configuration to the right shows the situation after the branch (including subsequent iterations of Step 1). The red edges are internal since they are selected by a D-branch and each red edge has two adjacent edges which could not be selected by a B-branch.
An essential property of an internal edge is, that it is neither a B-attached edge nor an edge selected by A-or B-branches. By definition, we know that any B 2 -cycle becomes C(3) before becoming C (6) . Hence, from Lemma 5 we get that any B 2 -cycle has three attached edges selected by D-branches. Since an internal edge can be neither a B-attached edge nor an edge selected by A-or Bbranches, from Lemma 13 and from Lemma 9 we can conclude that if on a path P there are 
Proofs of Lemmata 11, 13 and 14
Proof of Lemma 11. We first claim that cycles can be activated only by A-branches. By definition a B 2 -cycle C changes on P from C(0) to C(3) and then from C(3) to C(6) and it is activated, when it becomes C(3). Due to Lemma 5 the last three attached edges are selected by D-branches. Since a B 2 -cycle has more than two attached edges selected by A-branches, the first three attached edges have to be selected by A-branches when the cycle was transformed form C(0) to C(3) and the claim follows. In case of B 3 -cycles that, recall never become C(3), we can conclude that such a cycle C gets activated by a direct transition C(i) → C(j), with 0 ≤ i ≤ 2 and 4 ≤ j ≤ 6. Since C has more than two attached edges selected by A-branches and since, from Lemma 5, the last 6 − j attached edges have to be selected by D branches, we get that the transition C(i) → C(j) has to be performed due to an A-branch Q. The second part (2) of the lemma follows now easily. Firstly, as shown in the proof of Lemma 5 (cf. Fig. 3) , if an A-branch affects a C(j)-cycle then j ≤ 2. Secondly, due to the prioritisation used in Step 3(a ′ ), if the algorithm selects in this step a C(j)-cycle, with j ≤ 2, then there exists no C(i)-cycle, with i > j. This implies that, at the moment Q is performed, there is no active B 2 -or B 3 -cycle. Consequently, no A-branch can be performed when a B 2 -or B 3 -cycle remains active and thus, no other cycle can be activated at that time. Therefore all B 2 -and B 3 -cycles which are active at the same time have to be activated by a single A-branch Q.
A proof of the first part (1) requires more involved arguments. We show first that by an A-branch only one B 3 -cycle can be activated. For this aim we use the property that the only way in which the algorithm makes a B 3 -cycle active is via an A-branch transition C(2) → C(4) which has to be directly followed by a branch due to Step 3(a). This property is stated in Lemma 15 and proven in the next subsection.
Thus, activating a B 3 -cycle C, an A-branch Q attaches two of three selected edges to C. Since attached edges of C(6)-cycles are disjoint, these two edges do not activate another cycle. Moreover, from the property above we know that the third edge has to be attached to a 4-cycle, let us call itC, which forces to perform Step 3(a) acting onC (see Fig. 8 for configurations resulting by application of Step 3(a) and the recursive calls). To see that the third edge cannot be attached to some B 2 -or B 3 -cycle C ′ , too, we proceed as follows.
Assume, for a contradiction, that the 4-cycleC and a B 2 -or B 3 -cycle C ′ share an attached edge e selected by Q and that, by the property above, the next branch performed by the algorithm is due to Step 3(a) acting onC. We get thatC and C ′ also share two cycle edges adjacent to e. Further there is a vertex in which the cycles split up, meaning there is a cycle edge of C ′ which is adjacent toC. Since
Step 3(a) acting onC is performed next, two cases can occur. Firstly, if the algorithm is recursively called on G, F ∪ {yz}, where yz is an edge chosen in Step 3(a) (see Fig. 8(a) ), all attached edges ofC are selected and thereby also cycle edge of C ′ . Hence, C ′ becomes dead and cannot become C(6) anymore. Secondly, if the algorithm is recursively called on G \ {yz}, F (see Fig. 8(b) ), the cycle edges ofC are either selected or removed, thus making C ′ dead, too. Thus, we summarize that a single A-branch activates a B 3 -cycle by selecting two attached edges, B 2 -and B 3 -cycles do not share any attached edge, and finally that the third edge selected by the A-branch cannot be an attached edge of any further B 2 -or B 3 -cycle. Therefore we can conclude that by a single A-branch only one B 3 -cycle can be activated.
It remains to show, that at most two B 2 -cycles can be activated by an A-branch Q. Assume, for a contradiction, that Q activates three B 2 cycles. From Fact 6 we know that the cycles have to be pairwise disjoint, i. e. they cannot have common edges. Next, since Q selects only three edges, all of the three B 2 -cycles have to be C(2) right before the branch and Q acts on a fourth C(2)-cycle, which in turn will become dead after the branch (see Fig. 7 ). However, for this branch case it is not possible to attach the three edges selected by Q at three disjoint C(2)-cycles. In particular the edges f a and ed in Fig. 7 cannot be attached to two disjoint C(2)-cycles. Therefore, we get a contradiction and conclude that we can activate at most two B 2 -cycles by a single A-branch Q. Note, that by a such branch it can still be possible to get more than two non-disjoint C
(3)-, C(4)-or C(5)-cycles. ◭
Proof of Lemma 13. Let P be a single path of the backtrack tree. Due to Lemma 11 we know, that at most two B 2 -cycles can be active at the same time and have to become dead, before other B 2 -cycles can be activated. Let Q be a fixed branch which activates one or two B 2 -cycles. We consider the maximal subpath of the path P which starts with Q and along which at least one of the active B 2 -cycles is still live. Along this subpath we examine all subsequent branches which transit an active B 2 -cycle from C(i) to C(j), with 3 ≤ i < j ≤ 6. We denote them by Q 1 , Q 2 , . . . , Q t . From Lemma 5 we know that all these branches are D-branches. An additional important property is that the branches Q ℓ are performed by
Step 3(a) or 3(a ′ ), but not by Step 3(b). Our aim is to show that during by Q 1 , Q 2 , . . . , Q t at least two internal edges are selected if Q activates two B 2 -cycles and at least one internal edge is selected if Q activates a single B 2 -cycle. By the property above, to prove this claim it is sufficient to analyze changes due to any possible branch performed by Step 3(a) or 3(a ′ ). A resulting situation after completing such a branch, including subsequent iterations of Step 1, will be called a configuration, for short.
Figure 8
Configurations resulting from an application of Step 3(a) and recursive calls on G, F ∪ {yz}, resp. on G \ {yz}, F .
In our proof we will therefore analyze all possible configurations which can occur due to applications of Step 3(a) or Step 3(a ′ ) and subsequent iterations of Step 1. Figure 8 shows the only two configurations due to Step 3(a), Fig. 9 shows all possible pairwise non-equivalent configurations due to Step 3(a ′ ). Speaking more precisely, the figures show fragments of configurations illustrating the essential parts of graph G and forced edges F after a recursive call either on G, F ∪ {yz} or on G \ {yz}, F , where yz is the edge chosen in Step 3(a), resp.
Step 3(a ′ ). The configurations will be discussed in detail in the following points. Note that the number of possibilities for cases involving C(3) and C(4) is reduced due to our modification of the algorithm. Figure 9 All possible configurations, resulting from an application of Step 3(a ′ ) and subsequent iterations of Step 1 on a C(k)-cycle such that, in the end, a new edge is added to a B2-cycle C(i) (not seen in the figure), with 3 ≤ i ≤ k ≤ 5.
After performing of Step 3(a) and the subsequent application of Step 1 two configurations can occur, as shown in Fig. 8 . Note, that a B 2 -cycle C(i), which becomes a C(j)-cycle at the end of these steps, is not seen in the figure. We call a 4-cycle isolated, if all cycle edges are in G \ F and all adjacent edges are in F . Let us first consider the left configuration of the figure where the edge yz is selected. In consequence another edge attached to the 4-cycle is selected by Step 1. Since the 4-cycle became isolated, two internal edges will be selected by Step 2 at the end of path P . Let us consider the right configuration of Fig. 8 where the edge yz is removed from G. In consequence a second attached edge and one cycle edge are removed and three of the cycle edges are selected by iterations of Step 1. These three cycle edges are internal edges. Thus, any branch Q ℓ performed due to Step 3(a) selects at least two internal edges and we are done if such a branch exists in the sequence Q 1 , Q 2 , . . . , Q t .
Suppose then, that none of the branches Q 1 , Q 2 , . . . , Q t is performed due to Step 3(a). Therefore, all of the branches have to be performed by an application of Step 3(a ′ ). Our aim is to show that if two B 2 -cycles are active, at least one of the branches selects two internal edges, or two of them select at least one internal edge each, or otherwise if only one B 2 -cycle is active, one of the branches selects at least one internal edge. We will examine all possible configurations resulting from an application of Step 3(a ′ ) and subsequent iterations of Step 1. The configurations are as shown in Fig. 9 . If one of the branches Q ℓ leads to a configuration (a), (b), (d), (e), (g), or (h), then it is obvious that Q ℓ selects at least two internal edges (cf. also Fig. 6 ). Hence, we are done.
Let us assume that a branch Q ℓ yields configuration (c). Obviously there is one internal edge in this configuration. To find the second internal edge, assume one of the four edges which are attached to the 6-cycle in (c) has been selected by a D-branch. Since this edge is adjacent to two unforced cycle edges before the configuration occurs, it was not considered as internal edge so far. By applying Q ℓ that yields (c), the edge will be adjacent to another selected edge and can be counted as internal edge now. Hence, we have two internal edges selected for this configuration. Assume all four edges attached to the 6-cycle in (c) are selected by A-branches. Then the 6-cycle must have been at most C(2) and became the C(4) in (c) while activating the B 2 -cycles by Q. Obviously this 6-cycle and a B 2 -cycle cannot share any selected attached edges, thus two edges selected by Q are attached to the 6-cycle in the configuration and the third edge selected by Q can activate at most one B 2 -cycle, but not two. Hence, in this case, for the single active B 2 -cycle we assign the internal edge from configuration (c).
The rest of the proof will handle the remaining cases, namely (f), (i), and (j). We will proceed as follows. We fix a B 2 -cycle activated by Q and denote it by C. Then we analyze a sequence of configurations resulting from applications of branches Q 1 , Q 2 , . . . , Q t , until C changes to C (6) . Obviously, if one of the configurations (a)-(e), (g), (h) occurs in this sequence we are done as shown above. Our aim is to prove, that if none of them occurs, meaning that the sequence contains only configurations (f), (i), and (j), then we can assign to C one internal edge and this edge will not be counted twice. To this aim we will consider three cases, namely C transforms from C(3) directly to C(4), or to C(5), or to C (6) . We will denote these direct transformations as C(3) → C(j), with 4 ≤ j ≤ 6, for short.
Assume first the case C(3) → C(4) that means C once becomes C(4). Let C
′ denote a C(k)-cycle, with 4 ≤ k ≤ 5, used by a branch Q ℓ to perform the next transition of C from C(4) to C (5) or to C (6) . Obviously, this means that the C(k) will become dead after the branch is finished. Note that such a C(k)-cycle exists since the branch has to be done due to Step 3(a ′ ). If C ′ is a C(5)-cycle, then we are done, since performing branch Q ℓ on C(5) yields configuration (a). Assume C ′ is a C(4)-cycle. If performing branch Q ℓ on C(4) leads to one of the configurations (b)-(e), we are done as well. Thus, the only case we have to consider is that Q ℓ leads to configuration (j). In this case it is easy to see that both edges selected by the configuration have to be attached to C. In Fig. 10 A-branches. Thus, the transition C(3) → C(4) of cycle C again has to be due to one of the configurations (a)-(e). Last we assume that one of the edges which are not shared with C, e. g. edge e 1 , was selected by a D-branch. Then this edge is neither a B-attached edge nor was it counted as internal edge before, since it is adjacent to two unforced edges before the changes in configuration (j). Thus, we can consider this edge to be the internal edge we are looking for. Moreover, due to configuration (j) one can only select edges attached to a single B 2 -cycle, leaving the other B 2 -cycle unchanged. Therefore we have found one internal edge for a B 2 -cycle and this edge will not be counted for a second activated B 2 -cycle, if such a cycle exists.
If the case C(3) → C(5) occurs, meaning that C once becomes C (5), then only configuration (a) can be applied to change C(5) further to C(6) and we are done. Thus, the only case which remains to be considered is a direct transition of C from C(3) to C(6) without becoming C(4) or C(5) in between. Recall that an occurrence of the configurations (a)-(e), (g) and (h) selects three internal edges, so that only (f), (i) and (j) are left to discuss for this change. We can conclude, that occurrence of (i) or (j) cannot enforce the change C(3) → C (6) , since in the configurations at most two edges are selected. Due to configuration (f) at least one internal edge is selected. On the other hand, three additional edges are selected due to this configuration. Thus, at most one B 2 -cycle changes from C(3) to C(6) and an internal edge for this cycle is found. However, we have to be careful in this case. As explained at the beginning of the proof, Fig. 9 shows only fragments of configurations illustrating the essential parts of G and F . Thus, in particular some graphs in Fig. 9 do not show necessarily all edges selected during iterations in Step 1. In case of (f), for example, if an adjacent edge to a newly selected one is in F then we can obtain a configuration like the one presented in Fig. 11 . Thus, it is possible that configuration (f) can be extended by some patterns to select more edges than just three. Some of these edges can be attached to further B 2 -cycles. Below, we analyse this case in detail. The reader who is not interested in the details can skip it.
configuration (f). Then the branch selects at least one internal edge that we can assign to C.

Moreover, if some other B 2 -cycle is still active then there exists another branch selecting an additional internal edge.
Proof of the Claim. We have the case that C changes from C(3) to C(6) without becoming C(4) or C(5) in between. Since we want to count the total number of edges selected in the configuration we have to analyze how the configuration can possibly be extended and thereby select more edges than shown in Fig. 9(f) . There are two patterns which can occur in combination with the configuration, shown in Fig. 12 . The pattern from Fig. 12(a) occurs, if an edge selected in the configuration is adjacent to an edge in F . Then the third edge incident to the same vertex is removed and two more edges are selected. This pattern can also occur in a chain multiple times. However, if this pattern is found one edge selected by the configuration or by the pattern itself can be considered as internal edge, since one adjacent edge is in F and the other one is removed. Thus, a single occurrence of Pattern 1 lets us find two internal edges for configuration (f) and we are done. The pattern from Fig. 12(b) occurs, if a selected edge is part of a 4-cycle, while the two adjacent cycle edges are in F . Due to edge contraction, the three edges will be contracted to a single edge and then form a parallel edge to the fourth cycle edge. The unforced cycle edge will be removed and two further edges selected. The first selected edge can be considered as internal edge. Thus, if this pattern occurs twice we are done. Therefore let us assume, that this pattern occurs only once.
If there is only one B 2 -cycle active, then one internal edge selected by (f) is sufficient. If there are two B 2 -cycles active, both have to be C(3), since otherwise (f) cannot be applied. Since at most five other edges are selected by (f), only one of the two B 2 -cycles can perform the change C(3) → C (6) . The other cycle either stays C(3) or becomes C(4) or C (5) . If it stays C(3), then one internal edge was selected to change one B 2 -cycle to C(6) and then only one B 2 -cycle is left, so that (f) would select again one internal edge or one of the other configurations has to be applied as discussed before. If the cycle becomes C(4) or C(5), also the discussion above applies.
◭ Summarizing, our analysis shows that for any path P of the backtrack tree the following property holds. Let P ′ be a maximal subpath of P such that along P ′ at least one B 2 -cycle is active. Then some D-branch on P ′ selects at least one internal edge if a single B 2 -cycle is active on P ′ and otherwise some D-branches along P ′ select at least two internal edges. We have proven this property analyzing all possible configurations which can occur due to applications of Step 3(a) or Step 3(a ′ ) and subsequent iterations of Step 1. From Lemma 11 we know that along P ′ there are at most two active B 2 -cycles. Thus, for every subpath P ′ defined as above, the number of internal edges selected by D-branches along P ′ is greater or equal to the number of B 2 -cycles which are active in P ′ . Finally, we can conclude that if on P there are totally b 2 B 2 -cycles then at least b 2 internal edges are selected on P . This follows from the property that every B 2 -cycle has to be activated once on path P and that subpaths P ′ do not overlap. ◭
Proof of Lemma 14.
We proceed analogously as in the proof of Lemma 11 to show that a single A-branch can activate at most one B 3 -cycle. Again, we use the property stated in Lemma 15 that the only way in which the algorithm makes a B 3 -cycle active is via an A-branch transition C(2) → C (4) . Then, the first part of the lemma follows easily. Indeed, since C becomes C(4) on the path, from Lemma 5 we know that the last two attached edges to C are edges selected by D-branches. Next, we show the second part. From Lemma 15 we also know that after performing the branch Q which activates C, a branch due to Step 3(a) has to be directly followed. Let us denote byC a 4-cycle affected by Step 3(a) and by yz an edge chosen in this step. Then the algorithm recursively calls on G, F ∪ {yz} and on G \ {yz}, F (see Fig. 8(a) and 8(b) ). In the first case, we get an isolated 4-cycle for which, in Step 2, the shortest Hamiltonian cycle is found based on a graph representing the isolated 4-cycles. The solution corresponds then to a Hamiltonian cycle, which selects exactly two cycle edges of each isolated 4-cycle. Thus, in this case, we can associate with C two of four edges ofC. If a recursive call is made on G \ {yz}, F , then in consequence three cycle edges ofC are selected by iterations of Step 1 and all of them are internal edges.
◭
An Auxiliary Result
◮ Lemma 15. Let P be a single path of the backtrack tree and let C be a B 3 -cycle on P .
Then the only way in which the algorithm makes C active on P is via an A-branch transition C(2) → C(4) which has to be directly followed by a branch due to Step 3(a).
Proof. Recall, that if C is a B 3 -cycle, it becomes C(6) without becoming C(3) in between and at least three attached edges of C are selected by A-branches. We will show that in most cases, when transforming a 6-cycle C from C(0) to C(6) (without C(3) in between), at least four attached edges of C are selected by D-branches, which means C is a B 1 -cycle and not a B 3 one. Moreover, we will prove that the only exception is the case when initially C(0) is transformed to C(2) by (one or two) A-branches and next, a single transition C(2) → C(4) via an A-branch is made that is immediately followed by a branch due to
Step 3(a). Remaining transitions, if needed, are done by D-branches (this is a consequence of Lemma 5). This will prove the lemma.
Assume a 6-cycle C transforms along a path P from C(0) to C(6) without becoming C(3) in between. If C becomes also neither C(4) nor C(5), it has a direct change from C(0), C(1) or C(2) to C (6) . In all these cases at least four edges are selected in a single branch, hence, the branch has to be a D-branch and C cannot be a B 3 -cycle. Thus, we assume that C becomes C(6) with becoming C(4) or C(5) in between, but, of course, without becoming C(3). We will therefore discuss the following direct transitions of C:
Since every branch which selects more than three edges has to be a D-branch, three of these cases indicate immediately that C cannot be a B 3 -cycle. Thus, only the transitions
have to be discussed further. Our aim is to show, that these transitions have to be made by D-branches, with the exception as described above. Since the case C(2) → C(4) is the most involved, we will discussed it as the last one.
Let us assume that the transitions (6) were made by A-branches. Since Step 3(a) can only result in a D-branch and because immediately before starting to branch, G\F contains a live 6-cycle (e. g. cycle C), an edge zy used for the recursive call has to be chosen by Step 3(a ′ ). Let C ′ denote the live 6-cycle containing edge zy which in turn will become dead after the branch is finished. Since we assume that an A-branch was applied, we can conclude that C ′ is a C(j)-cycle, with 1 ≤ j ≤ 2. This follows from the fact shown in the proof of Lemma 5 (cf. Fig. 3 ), stating that if an A-branch affects a C(j)-cycle then j ≤ 2.
Case C(1) → C(4). Let us call the branch Q. A resulting configuration of the branch is shown in Fig. 3 . Since the transition changes C from C(1) to C(4), all edges selected by the branch have to be attached edges of C. Two of the edges are adjacent to each other and, thus, will be contracted to a single edge by Step 1, before the next branch will be performed. If this edge then forms a triangle, the edge will be removed and cannot be an attached edge of a C (4) . Hence these two edges have to be attached to opposite vertices of C. Due to symmetry, we can assume the third selected edge to be attached to any of the four other vertices of C. The pattern we have concluded to so far is shown in Fig. 13(a) . The naming of the vertices y and z is chosen in a consistent way with the notation used for the A-branch in Fig. 3 . Next, our aim is to determine the missing edges adjacent to C. We will see that the solution is unique. Starting with the situation as presented in Fig. 13(a) (including the edge shown as a dotted line), we establish first edges which had to belong to the cycle C ′ , before Q made it dead. Obviously, the chosen edge zy and the adjacent dotted edge were cycle edges of C ′ . The next cycle edge was one of the two selected edges adjacent to the dotted edge. To determine the remaining edges, we proceed as follows. For each candidate vertex v, assuming it belongs to C ′ , we determine a distance from z to v on a path along the cycle C ′ starting from z in direction to y. We will see the distance values are unique. Thus, z has distance 0. Vertex y is the only vertex having distance 1 and the vertex incident to the both selected edges is the only vertex having distance 2. It is easy to verify that its both adjacent vertices must have distance value 3, meaning that only one of them could belong to C ′ . The distances for the remaining vertices are 4 or 5. We claim that the unique values are as presented in Fig. 13(a) . Indeed, the vertices marked with distance 4 cannot have distance 5 since from those vertices no direct edge to z can exist (this could imply degree four of z). Next, since at least one vertex has to be of distance 5, the claim follows. Now, the missing edge of C ′ , let us call it ab, have to join a vertex of distance 4 with that one of distance 5. Since ab may not form a triangle with edges of C, we get as solution a graph as shown in Fig. 13(b) . Thus, the only possible cycle C ′ which could enable branch Q resulting in configuration in Fig. 13(a) , is the cycle containing the vertices z, y, vertex of distance 2, vertex of distance 3, a, and b.
In this way we were able to determine the missing edges of C. Since, before branch Q, the cycle was a C(1)-cycle, the last edge has to be the forced edge and it has to be incident with the only vertex left with a degree lower than three. Thus, the graph in Fig. 13(b) is the only configuration which can be obtained after the transition C(1) → C (4) . Now, for C to become C(6) from C(4), the edge ab has to be selected by some further branch. Since this edge is not adjacent to any edge in F , F is not empty, and there exists a 4-cycle, two vertices of which are adjacent to edges in F , only Step 3(a) can choose this edge and add it to F . It is also not possible, that ab gets selected in a consequence of some other branches due to Step 1, since its adjacent edges have to stay unforced. To choose ab by Step 3(a), there must be a 4-cycle of unforced edges attached to ab. However, there is no such 4-cycle, so that C can never become C (6) . Thus, if a 6-cycle C becames C(4) through an A-branch C(1) → C(4), then C cannot be a B 3 -cycle.
Case C(2) → C(5). Due to prioritisation used in
Step 3(a ′ ), the cycle C ′ used by the branch Q has to be C(2) (see Fig. 14(a) ). Note that the second selected attached edge of C For changing C from C(2) to C(5) all three edges selected by the A-branch Q have to be attached edges of C. Therefore, the edges ab and cd have to be cycle edges of C. Since c is incident to an edge in F , bc is also a cycle edge of C. Consider the path along the cycle C starting from a over b and c to d. The path has to visit g and then complete the 6-cycle by returning to a. Since de and eg get contracted, the path from d to g has to have at least three edges as shown in Fig. 14(b) . Otherwise, a triangle contraction would be performed on C. Thus, we have a path length of three from a to d and a path length of at least three from d to g. With at least one more edge to get from g back to a the cycle C has a length of at least seven, which is a contradiction to C being a 6-cycle. Therefore, we conclude that the transition C(2) → C(5) cannot be performed by an A-branch. Case C(2) → C(4). Let us call the branch Q. Obviously, after the branch cycle C becomes C (4) . Then it can happen that either C is the only C(4)-cycle at that moment or some other cycle becomes C(4), too. In the analysis below we will consider these two subcases separately.
Subcase: one C(4)-cycle after branch Q. Assume C is the only cycle becoming C(4) by Q. Then, to be a B 3 -cycle, the next branch directly after Q has to be done due to
Step 3(a). If this is not the case, then after Q, Step 3(a ′ ) is performed. Since C is the only C(4)-cycle, and because there exists no C(5) cycle (this fact can be seen easily), a branch due to Step 3(a ′ ) makes C dead and, thus, C cannot be B 3 . By Fig. 15 we provide an example, showing that it is possible to activate a cycle C by an A-branch transition C(2) → C(4) followed by Step 3(a). The first transition from C(0) to C(2) has been done by an A-branch and then A-branch Q performs transition C(2) → C(4). Next, using a branch due to Step 3(a) the last two attached edges of C are selected, making C a B 3 -cycle. Subcase: two C(4)-cycles after branch Q. Let us consider the case of two 6-cycles C andĈ becoming C(4) by Q. The A-branch Q selects at most three attached edges to these 6-cycles. Since C andĈ both are live after branch Q, any vertex which belongs to a cycle and is incident to an attached edge selected by Q is also incident to two unforced cycle edges. In branch Q, as shown in Fig. 3 , only one of the two vertices of each selected edge fulfills this condition, so that each selected edge can be attached only at one end to a cycle and not at both ends. For the transitions of C andĈ, at least four attached edges have to be selected by Q. Hence, the attached edges are not disjoint. The cycles C andĈ have to share at least one attached edge which gets selected by Q and its two adjacent cycle edges. We consider different cases depending on how many attached edges are shared between C andĈ. In the first case, C andĈ share only one attached edge and, thus, its both adjacent edges are common cycle edges of C andĈ. Figure 16 shows the cycles immediately after Q has been completed. Both cycles C andĈ have to be at least C (4) , so that all non-cycle edges have to be selected. We observe that removing or selecting an arbitrary edge ofĈ will also select or remove an edge of C. Therefore, C becomes dead and not C (6) . In the second case, C andĈ share two attached edges, as shown in Fig. 17 . If these two shared attached edges are not neighboring, the cycles share four cycle edges and we have a situation as shown in Fig. 17(a) . Note, that right before Q starts, both shared attached edges have do be forced. Obviously, these two 6-cycles cannot both become C (4) . If the shared attached edges are neighboring, we have the situation as shown in Fig. 17(b) . Now, observe that since there is no C(i), with i > 2, right before branch Q starts, on each path from a to b of length 3 at most one edge can be selected. On the other hand, after Q has been completed, two edges on each of these paths have to be selected in order to get two C(4)'s. An A-branch selects exactly three edges, so that right before Q starts, on each a − b path exactly one edge has to be selected. Furthermore, if all three edges selected by an A-branch are attached to C andĈ, as required in this case, two attached edges selected by Q need to have a distance of three. Thus, the forced edges right before Q starts, have to be attached to C andĈ as shown in Fig. 17(b) . Recall that, by assumption, Q is an A-branch acting on a C(2)-cycle C ′ (Fig. 3) . Up to symmetries, there are two possibilities to attach the three edges selected by Q to C andĈ, as shown in Fig. 18 . We can observe, that in no case branch Q can be an A-branch.
In the third case, C andĈ have three shared attached edges. Assume that these shared edges are not neighboring. Then C is entered and exited byĈ at least two times at disjoint vertices, i. e. C has at least four vertices for entering and leaving. Additionally, C has three vertices with the shared attached edges. This is a contradiction, since C has exactly 6 vertices. Thus, the three shared edges have to be neighboring. Figure 19 shows C andĈ immediately after Q has been completed. Then the graph contains a 4-cycle with opposite attached edges that are selected. Due to Step 1(i), the edges a and b are selected and C cannot become C (6) . For the last case, assume that C andĈ share more than three attached edges. Then they share at least six vertices and thus have to be identical. This contradicts to the assumption, that C will become C(6) whenĈ becomes dead.
Summarizing, we found that it is not possible to create two C(4) by an A-branch Q, where one C(4) becomes C(6) in a subsequent step. Therefore Q has to be a D-branch. ◭
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Conclusions
In this paper we have provided a new upper bound O(1.2553 n ) for TSP in cubic graphs which consequently also applies for the Hamiltonian cycle problem. We have shown that the exact algorithm of Eppstein with some minor modifications, yields this result. An interesting open problem is to further improve this bound. One could try e. g. to find a new algorithm and prove a better asymptotic time complexity than O(1.2553 n ). On the other hand, we believe that the worst-case time complexity of Eppstein's algorithm is much smaller than the current upper bound. Hence, another approach to resolve the problem would be to improve the analysis of the algorithm.
Our upper bound follows from the main technical contribution of this paper that estimates the number of worst-case branches, so called A-and B-branches, along any path of the backtrack tree. However, constructing backtrack trees containing a worst-case path we have observed that they result in very 'unbalanced' trees: out of the worst-case paths, the remaining paths are short. Thus, one direction in improving our upper bound could be to improve the estimation of the worst-case number of A-and B-branches in the whole tree and incorporate this information in an analysis of the worst-case size of the backtrack tree.
Our experimental analysis [12] has confirmed that Eppstein's algorithm with our modification is easily to implement and that the algorithm has good performance. Additionally we have shown a gap between our upper bound on the tree size and actual sizes for graphs up to 112 vertices. This could indicate that the worst-case complexity of Eppstein's algorithm is much smaller than O(1.2553 n ).
We analyzed the number of branches made by the implementation for random graphs with up to 112 vertices. For each graph size, five random graphs were generated. Since the algorithm is randomized, we run the implementation three times for each input graph. Figure 20 shows the results of these calls using a logarithmic scale. The maximum number of branches used for the 5 random graphs of size n is shown by the red line. The orange line shows the average of the calls. We further used (3, g)-cages, i. e. 3-regular graphs of girth g of minimum order ( [13] , see [7] for a survey), with girth values from 3 to 11 as input for our implementation. The branches used in these calls are indicated by the brown line in the figure. The graphs have up to 112 vertices for a girth of 11. Finally, a family of graphs presented by Eppstein in [5] was examined. The family, indexed by their number of vertices n, is constructed such that any n-vertex graph of the family has 2 n/3 Hamiltonian cycles. The results for running the implementation on these graphs is indicated by the purple line for up to 114 vertices.
The blue line gives the results for the recurrence function T (n, s, x, y, f ) for the start condition deduced by the analysis. The analytical upper bound, given by the function R in our analysis, is shown by the dashed black line. We can observe that the upper bound is a good approximation for T .
The number of branches needed to process a cage is higher than the corresponding number for random graphs. However, the ratio seems to be bounded by a constant factor. The same observation can be made for the comparison of the maximum case and the average case for several random graphs of the same size. The worst-case of the tested random graphs stays within a constantly bounded ratio to the average. If we compare the growth of the number of branches with our upper bound of O(1.2553 n ), the experimental results indicate a much better bound of O(1.15 n ), at least for most of the input graphs. Although the graph class corresponding to the purple line has a large number of Hamiltonian cycles, the algorithm needs only a small number of branches and even less branches than some random 
Figure 21
The input graph is shown in Fig. (a) . Figures (b) -(e) show resulting configurations, i. e. G and F , along a path of the backtrack tree performed by the algorithm of Iwama and Nakashima presented in [11] . The C(6)-cycle seen in Fig. (e) has four attached edges selected by A-branches.
