Having a good length function on a group is the main ingredient in a recent combined memory/length approach to solving random equations in that group. Currently, the groups of greatest interest in this respect are Artin's braid groups.
Introduction
Fix a natural number N. Artin's braid group B N is the group generated by the generators σ 1 , . . . , σ N −1 , with the relations
This presentation is inspired by the interpretation of the elements of this group as braids with N strings, where each generator σ i performs a half-twist on the strings i, i + 1. Generalizing this to allowing halftwists on arbitrary pairs of strings i, j, Birman, Ko, and Lee introduced an alternative presentation of B N that is more efficient than Artin's presentation in several respects [2] . The purpose of this note is to demonstrate the usefulness of the Birman-Ko-Lee (BKL) presentation in solving random equations in B N . Assume that a finitely generated group G is given together with its generators a 1 , . . . , a m . In Section 3, each generator a i will be a word in the generators of some larger group. We therefore use the term sentence to denote an arbitrary finite product of elements a ±1 i . A random n-sentence in G with respect to a given distribution D on the set {a 1 , . . . , a m } ±1 is a product of n elements of the set {a 1 , . . . , a m } ±1 , where each element is chosen independently according to the distribution D. The main case in applications (e.g., [1, 9] ) is where D is the uniform distribution. We consider the following problem.
The second author is supported by the Koshland Center for Basic Research. Problem 1 (Probabilistic equations). Assume that G = a 1 , . . . , a m , A ∈ G is unknown, and X ∈ G is a random n-sentence (chosen independently of A). Let M be a positive integer. Given n and C := XA, find a list of M elements of the group G, each element presented as a sentence in the generators of G, such that X appears in the list with a significant probability. Some comments concerning Problem 1 are in place. When D is the uniform distribution, there is a trivial algorithm for solving it with success probability at least M/(2m) n : Simply, generate M many nsentences. This probability increases when the entropy of D decreases. However, in the intended applications [1, 9] , M is determined by the available computational power, and M/(2m) n (or even M/(2m) n/4 , etc.) is negligible [6, 10] .
The knowledge of n is not necessary if it is likely to fall into a small set of possibilities: One can try them all. (In fact, by inspection of the algorithm in the sequel one can see that it suffices that we have a reasonable upper bound for n.) For the same reason, we may assume that X has no shorter presentation as an element of G, and so we henceforth will. In the worst case, this will increase the complexity of the search for X (and the size of the final list of candidates) by a factor of n. There are also situations where the knowledge of n can be traded for some other extra information on A [6] .
Finally, in many situations [6] , each suggested solution in a list can be checked, so that finding a short list containing a solution is equivalent to finding a solution.
The potential usefulness of length functions for solving Problem 1 was identified in [8] . This was extended in [6] to the following algorithm.
Assume that a length function ℓ is defined on G such that ℓ(abw) tends to be greater than ℓ(w) if w is a random sentence and a, b ∈ {a 1 , . . . , a m } ±1 are chosen independently, according to the distribution D.
The memory/length-based algorithm. Let X = a ǫ 1 j 1 a ǫ 2 j 2 . . . a ǫn jn . The algorithm generates an ordered list of M sequences of length n, such that with a significant probability, the sequence ((j 1 , ǫ 1 ), (j 2 , ǫ 2 ), . . . , (j n , ǫ n )) (which codes X) appears in the list, and tends to be its first member.
Step 1. For each j = 1, . . . , m and each ǫ ∈ {1, −1}, compute a −ǫ j C = a −ǫ j XA, and give (j, ǫ) the score ℓ(a −ǫ j C). Keep in memory the M elements (j, ǫ) with the lowest scores.
Steps s = 2, 3, . . . , n. For each sequence ((j 1 , ǫ 1 ), . . . , (j s−1 , ǫ s−1 )) out of the M sequences stored in the memory, each j s = 1, . . . , m and each
, and assign this score to the sequence ((j 1 , ǫ 1 ), . . . , (j s , ǫ s )). Keep in memory only the M sequences with the lowest scores.
The complexity of this algorithm is n(n + 4m + 1)M/2 group operations and evaluations of ℓ [6] . For this algorithm to be meaningful and useful, one must have a good and efficiently computable length function on the group G.
The mixed BKL length
Let ∆ denote the fundamental element of B N with respect to Artin's presentation. The Garside left normal form of an element w ∈ B N is the unique presentation of w in the form ∆ −r · p 1 · · · p k , where r ≥ 0 is minimal, p 1 , . . . , p k are permutation braids with p k = 1, and for each i = 1, . . . , k − 1, p i is the longest possible permutation braid in a factorization of p i p i+1 · · · p k into permutation braids. For a positive braid word p, let |p| denote the number of Artin generators in a presentation of p as a positive braid. The Garside length of an element w ∈ B N is the number of Artin generators needed to write w in its Garside left normal form: If w = ∆ −r · p 1 · · · p k is in Garside left normal form, then the Garside length of w is r · |∆| + |p 1 | + · · · + |p k |.
The mixed (or symmetric) left canonical form of an element w ∈ B N , with respect to Artin's presentation, is the unique The mixed Garside length is exactly the reduced Garside length defined in [7] , as can be seen in the discussion before Definition 2.2 in [7] and the proof of Lemma 9.3.5 in [5] . Let w = ∆ −r N · p 1 · · · p k be the Garside normal form of w. Then the mixed Garside length of w can be obtained by removing 2 min(r,k) i=1 |p i | from the Garside length of w [7] .
The whole description right from the beginning of this section can now be read again with the following replacements: "δ" instead of "∆"; "BKL" instead of "Garside" (or "Artin"); and "canonical factors" instead of "permutation braids" [2] . This defines the BKL left canonical form and the mixed BKL left canonical form, which induce the BKL length and the mixed BKL length. 1 For the Artin presentation, it is shown in [7] that the mixed Garside length is much better than the Garside length, at least with regards to solving random equations with difficult parameters. Our initial experiments showed that this is also the case for the BKL presentation: the mixed BKL length is better than the BKL length.
In the initial phase of this project, we have compared various length functions induced by various alternative ways of measuring lengths of elements, and found out that only the mixed BKL length outperforms the mixed Garside length when the problem's parameters are getting difficult. The remainder of this note is therefore dedicated to the comparison of the these two leading candidates.
A detailed comparison
We adopt the basic framework of [1, 6, 7] : The equations are in a finitely generated group G = a 1 , . . . , a ng ≤ B ns , where ns denotes the number of strings and ng denotes the number of generators of G. Each generator a i is a word in B ns obtained by multiplying wl (word length) independent uniformly random elements of {σ 1 , . . . , σ ns−1 } ±1 . In G, we build a sentence X of length sl (sentence length): X = a 1 a 2 · · · a sl (For the while, we restrict sl ≤ ng).
We begin with a description of a test suitable for groups G which are close to being free. For each i ∈ {1, . . . , ng} and each ǫ ∈ {1, −1}, we give the generator a ǫ i the score ℓ(a −ǫ i X), sort the generators according to their scores (position 1 is for the shortest length), and reorder each block of identical scores by applying a random permutation. We then keep in a histogram the position of a 1 . We do one such computation for each sample of G and X.
While a 1 a 2 · · · a sl is not the way a random sl sentence in G was defined, this does not make the problem easier: We use each group G to produce only one such sentence.
To partially compensate for the fact that G need not be free, we do the following. There could be several i ∈ {1, . . . , ng} such that X = a i a 1 · · · a i−1 a i+1 · · · a sl . Let COR denote the set of these a i , the correct first generators. After sorting all generators as above, instead of looking for the position of a 1 , we look at the lowest position an element of COR attained.
Remark 3. A more precise, but infeasible, way to construct COR would be to find all shortest presentations of X as a product of elements from {a 1 , . . . , a m } ±1 , and let COR be the set of the first generators in these presentations. For the parameters we have checked, we believe that this should not make a big difference. The results in Section 3.4 support this hypothesis.
We have also checked one case where sl > ng. In this case we defined X = a i 1 a i 2 · · · a isl , where i j = (j − 1 mod ng) + 1 for j = 1, . . . , sl, and made the obvious adjustments. In summary, for each set of parameters (ns, wl, ng, sl) mentioned below, and for ℓ being either the mixed Garside or the mixed BKL length, we have repeated the following at least 1, 000 times: Choose a 1 , . . . , a ng , compute X, compute COR, sort all generators a ǫ i according to the lengths ℓ(a −ǫ i X), find the lowest position attained by an element of COR, and store this position number in the histogram.
After dividing the numbers in the histogram by the numbers of samples made, we obtain the distribution of the best position of a correct generator. In light of the intended application described in Section 1, a natural measure to the effectiveness of ℓ is the graph of the accumulated probability, showing for each x = 1, . . . , 2ng the probability that some correct generator attained a position ≤ x.
The results of our experiments are divided into 4 sets such that in each set of experiments, only one parameter varies. This shows the effect of that parameter on the difficulty of the problem. The varying parameter takes 3 possible values, so we have 3 pairs (since there are two length functions) of graphs. Each pair of graphs has its own line style, so to allow plotting all 6 graphs on the same figure.
For all pairs, one of the graphs is always above or almost the same as the other. Fortunately, in all former cases, it is the mixed BKL length which is above the mixed Garside length, so there is no need to supply this information in the figure.
Finally, since the accumulated distributions all reach 1 for x = 2ng, the graphs are more interesting for the smaller values of x. We therefore plot only the first 35 values of x.
3.1. When the sentence length varies. Fix ns = 64, wl = 8, ng = 128. Figure 1 shows the accumulated probabilities for sl ∈ {32, 64, 128}. Figure 2 . The problem gets easier when wl increases, since this way G gets closer to a free group (where the length approach is optimal). The remarkable observation is that the harder the problem becomes (by making wl smaller), the greater the improvement of the mixed BKL length over the mixed Garside length becomes.
3.3.
When the number of generators varies. Now set ns = sl = 64, wl = 8, and let ng ∈ {32, 64, 128}. The graphs appear in Figure  3 . Here too, the more difficult the problem becomes (by increasing the Moreover, the graphs show that doubling ng has little influence on the performance of the mixed BKL length, whereas it seriously degrades the performance of the mixed Garside length.
3.4.
When the number of strings varies. Finally, set wl = 8, sl = 64, ng = 128, and let ns ∈ {16, 32, 64}. Here, the problem becomes easier when we increase ns (Figure 4 ). This is not in accordance with earlier results in [7, 6] , and is probably due to the fact that we allow any correct generator, whereas in the earlier works we only counted a 1 a success. Indeed, the more strings there are, the greater the chances are that words of length 8 commute. On the other hand, the graphs show that while the BKL approach benefits a great deal when the number of strings is doubled, this is not quite so for the Artin approach. This means that the improvement in success rates due to commuting generators is not substantial. Our experiments show that in every respect, the mixed BKL length outperforms the mixed Garside length. This is surprising, given that the latter length function was shown in [7] to substantially outperform the canonical Garside length.
The question whether one can find a yet better length function is an intriguing challenge. It would be equally interesting to find rigorous 
