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Abstract: We consider the Bardeen–Cooper–Schrieffer free energy functional for par-
ticles interacting via a two-body potential on a microscopic scale and in the presence
of weak external fields varying on a macroscopic scale. We study the influence of the
external fields on the critical temperature. We show that in the limit where the ratio
between the microscopic and macroscopic scale tends to zero, the next to leading order
of the critical temperature is determined by the lowest eigenvalue of the linearization of
the Ginzburg–Landau equation.
1. Introduction
In 1950 Ginzburg and Landau [10] gave an explanation of the phenomenon of super-
conductivity. Their model is phenomenological and macroscopic, describing supercon-
ductivity in terms of an order parameter, which is a complex-valued function of a single
position variable. In 1957Bardeen et al. [2] introduced amicroscopic theory of supercon-
ductivity based on a pairingmechanism of the underlying quantum-mechanical particles.
Close to a certain critical temperature, the macroscopic Ginzburg–Landau (GL) theory
is expected to be a good approximation to the microscopic Bardeen–Cooper–Schrieffer
(BCS) theory. The validity of this approximation was discussed by Gor’kov [11] and,
later, by de Gennes [3] and Eilenberger [4]. In our previous work [6] (see also [7,8])
we identified a precise parameter regime where this approximation is valid and we gave
the first mathematical derivation of GL theory from BCS theory with quantitative error
bounds. In this paper we continue our investigation and discuss the critical temperature
in the BCS model.
To be more precise, we consider a macroscopic sample of a fermionic system of
particles interacting via a two body potential in the presence of weak external mag-
netic and electric fields. We make the realistic assumption that the external fields vary
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only on the macroscopic scale, say the size of our metal, or box of gas. The particles,
however, interact on the microscopic scale. The ratio between the microscopic and the
macroscopic scales will be denoted by the small parameter h. Our main result in [6]
about the connection between BCS and GL theory says that in the limit of small h
the BCS free energy functional separates into two parts, namely, a translation invariant
BCS functional describing the microscopic structure and a GL functional involving the
macroscopic objects. In particular, if we normalize scales so that the macroscopic scale
is of order one (and therefore the microscopic scale is of order h), the BCS-minimizing
Cooper-pair wave function α is to leading order of the form
α(x, y) ≈ h1−d α∗
(
x − y
h
)
ψ
( x + y
2
)
, (1.1)
provided the temperature T is such that (Tc−T )/Tc is of order h2. Here, Tc is the critical
temperature of the translation invariant BCS system without the external fields and α∗
is a universal function defined in terms of this system. Most importantly, ψ in (1.1) is a
GL-minimizer. Thus, translation invariant BCS theory describes the relative coordinate
of the Cooper pair wave function and GL theory the center of mass coordinate. The
critical temperature Tc in translation invariant BCS theory has been studied in detail in
[5,12,14,15].
In this paper we investigate the critical temperature of the full BCS functional in-
cluding (weak) external fields. More precisely, we define two critical temperatures Tc(h)
and Tc(h) such that for all temperatures below Tc(h) one has superconductivity and for
no temperatures above Tc(h) one has superconductivity. Clearly, Tc(h) ≤ Tc(h), but
in general we do not know whether this inequality is an equality. (A strict inequality
would correspond to a range of temperatures, where superconductivity disappears and
then reappears as the temperature is increased, which, in principle, is a conceivable pos-
sibility.) Our task here will be to compute the deviation of Tc(h) and Tc(h) from Tc in
the limit of small h.
Our analysis in [6] identifies one of the coefficients entering the GL functional to be
proportional to
D = T − Tc
h2Tc
.
The main result of the present paper (Theorem 2.4) is that
Tc(h) = Tc(1 − Dch2) + o(h2), Tc(h) = Tc(1 − Dch2) + o(h2) (1.2)
as h → 0, where the parameter Dc is determined as the critical value of the parameter
D for which the GL functional has a non-trivial minimizer. Note that this implies, in
particular, that Tc(h) − Tc(h) = o(h2), hence the possibility of disappearance and
reappearance of superconductivity in BCS theory mentioned above is a higher order
effect that cannot be understood in terms of GL theory.
We note that the appearance and characterization of Dc is somewhat analogous to
that of Tc in the translation-invariant case. In fact, as shown in [12] (see also Proposition
2.2 below), the critical value Tc can be characterized by the fact that a certain linear
operator depending on T has 0 as its lowest eigenvalue. The linear operator in question
is the linearization of the translation invariant BCS functional around the normal state.
Similarly, Dc can be characterized by the fact that the linearization of the GL functional
around zero has 0 as lowest eigenvalue (see Lemma 2.5).
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2. Description of the Model and Main Result
Throughout the following we assume that d ∈ {1, 2, 3}. The configuration space of the
system is
C = [0, 1]d = (R/Z)d ,
where by the last equality we mean that we identify opposite sides of [0, 1]d and that C
does not have a boundary. Periodicity will always mean periodicity with period one.
2.1. The BCS model. Consider a system of fermionic particles with two-body interac-
tions. These particles could be electrons in a solid, or atoms in a cold gas. The interactions
are either local or effective non-local arising from other degrees of freedom like from
phonons as in the original BCS paper [2]. Here for definiteness we stick to local poten-
tials but the result can easily be translated to the nonlocal case. For cold atomic gases
consisting of neutral particles the notion of superconductivity has to be replaced by su-
perfluidity. By analogy we still refer to the external fields as magnetic or electric; such
effective fields can, indeed, be artificially created in a lab.
The BCS functional depends on both macroscopic and microscopic parameters. The
microscopic parameters are the interaction potential V : Rd → R, the chemical potential
μ ∈ R and the temperature T = β−1 ≥ 0. The macroscopic parameters are the external
electric potential W : Rd → R and the external magnetic potential A : Rd → Rd .
Finally, there is a parameter h > 0 which describes the ratio between the microscopic
and the macroscopic scale and which will tend to zero in our study.
The following are our precise assumptions concerning the microscopic and macro-
scopic potentials.
Assumption 2.1. We assume that V is reflection-symmetric (i.e., V (x) = V (−x) for
all x ∈ Rd ) and belongs to L p(Rd), where p = 1 for d = 1, p > 1 for d = 2 and
p = 3/2 for d = 3.
We assume that W and A are periodic and that their Fourier coefficients satisfy∑
p∈(2πZ)d
(|Ŵ (p)| + (1 + |p|)| Â(p)|) < ∞.
We say that an operator  on L2(Rd) ⊕ L2(Rd) is an admissible BCS state if it is
periodic, i.e, it commutes with translations by 1 in all d coordinate directions, satisfies
0 ≤  ≤ 1,
UU † = 1 −  with U =
(
0 1
−1 0
)
(2.1)
and its entry γ = 11 satisfies Tr(− + 1)γ < ∞. In (2.1),  = CC , where C
denotes complex conjugation, that is, in terms of integral kernels, (x, y) = (x, y) for
all x, y ∈ Rd . We will usually write  as a 2 × 2 operator-valued matrix,
 =
(
γ α
α∗ 1 − γ˜
)
, (2.2)
and then admissibility implies that α and γ are periodic, satisfy 0 ≤ γ ≤ 1 and α∗ = α
(that is, in terms of integral kernels, α(x, y) = α(y, x) for all x, y ∈ Rd ) and γ˜ = γ .
(We note that we do not include spin variables here. The full, spin-dependent Cooper-
pair wave function is the product of α with an anti-symmetric spin singlet. Since α
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is symmetric, the full, spin-dependent pair wave function is thus anti-symmetric, as
appropriate for fermions.) We refer to [1] for background on admissible BCS states and
their connection to quasi-free states.
Finally, the BCS functional for the free energy is defined by
FT,h() = Tr hhγ − T S() +
∫∫
C×Rd
V (h−1(x − y))|α(x, y)|2 dx dy (2.3)
for admissible states  of the form (2.2). Here
hh = (−ih∇ + hA)2 + h2W − μ (2.4)
is the one-particle Hamiltonian1 (which is a self-adjoint operator in L2(Rd)) and
S() = −Tr  ln
denotes the entropy of, where Tr denotes the trace per unit volume, defined in Sect. 3.1.
Usually, the dependence on h is understood and we suppress it in the notation, abbrevi-
ating FT () = FT,h() and h = hh . We refer to [6] for an explanation why the ratio of
scales parameter h enters into the free energy in the way it does and for a discussion of
the fact that direct and exchange term of the particle interaction have been neglected.
In this paper we are concerned with the minimization problem
inf
{FT,h() :  admissible}
and, in particular, whether this infimum is realized for  with α ≡ 0 (normal state)
or with α ≡ 0 (superconducting state). We study this question in dependence of the
temperature T in the limit where h → 0. We observe that, if α ≡ 0, then
FT,h
((
γ 0
0 1 − γ
))
= Tr hhγ + T Tr (γ ln γ + (1 − γ ) ln (1 − γ )) ,
and it is well known that
FT,h
((
γ 0
0 1 − γ
))
≥ −T Tr ln
(
1 + e−hh/T
)
= F (0)T,h
with equality if and only if γ = 1
1+eβhh
. Thus, the normal state is
0 =
(
1
1+eβhh
0
0 1
1+e−βhh
)
and its free energy is F (0)T,h as defined above. Note also that
hh = (−ih∇ − hA)2 + h2W − μ. (2.5)
The question formulated above leads naturally to the following two definitions of a
critical temperature in the BCS model,
Tc(h) = inf{T > 0 : FT ′,h() > F (0)T ′,h for all T ′ > T and all  = 0}
1 This operator is denoted by k in [6].
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and
Tc(h) = sup{T > 0 : inf

FT ′,h() < F (0)T ′,h for all T ′ < T }.
On other words, Tc(h) is the smallest temperature above which only the normal state
minimizes the free energy and Tc(h) is the largest temperature below which a supercon-
ducting state has a lower free energy than the normal state. Clearly, Tc(h) ≤ Tc(h), but
in general we do not know whether this inequality is an equality. A priori it is not even
clear that Tc(h) is finite, but this is a consequence of the following proposition. More
importantly, it says that as h → 0, Tc(h) and Tc(h) both converge to the same number,
for which there is an explicit characterization. In particular, if there is a discrepancy
between Tc(h) and Tc(h), then it vanishes as h → 0.
To state this result, we need to introduce for T > 0 the function
KT (p) = p
2 − μ
tanh
(
p2−μ
2T
) , p ∈ Rd .
Moreover, for T = 0, K0(p) = |p2−μ|. As usual, this defines an operator KT (−i∇)
in L2(Rd) which acts as multiplication operator by KT in Fourier space. Since the
function KT is real and reflection-symmetric, the operator KT (−i∇) leaves the subspace
L2symm (R
d) of reflection-symmetric functions invariant. Since V is reflection-symmetric
by Assumption 2.1, the same is true for the operator KT (−i∇) + V (x).
Proposition 2.2. Under Assumption 2.1 one has
Tc = lim
h→0 Tc(h) = limh→0 Tc(h),
where the number Tc ≥ 0 is uniquely characterized by the fact that
inf specL2symm (Rd ) (KT (−i∇) + V (x)) < 0 for all 0 ≤ T < Tc
and
KTc(−i∇) + V (x) ≥ 0 on L2symm (Rd).
Remarks. (1) We emphasize that Tc only depends on the ‘microscopic’ parameters V
and μ and is independent of the ‘macroscopic’ parameters W and A.
(2) If W ≡ 0 and A ≡ 0 and if one considers FT,h() only for translation-invariant
, then this proposition is a result of [12]. (The restriction to reflection-symmetric
functions is not present in [12], but the arguments there remain valid also in this
case.) In fact, our proof of the lower bound on Tc(h) uses the results in [12].
(3) Since KT (p) is increasing with respect to T for every fixed p ∈ Rd , the variational
principle implies that inf spec (KT (−i∇) + V (x)) is non-decreasing with respect to
T . Moreover, it is easy to see that inf specL2symm (Rd ) (KT (−i∇) + V (x)) → ∞ as
T → ∞. This shows that Tc is uniquely determined.
(4) By Assumption 2.1 on V the essential spectrum of KT (−i∇)+V (x) in L2symm (Rd)
is [2T,∞) if μ ≥ 0 and [|μ|/ tanh(|μ|/2T ),∞) if μ < 0. Thus, if Tc > 0, then
the eigenvalue 0 of KTc(−i∇) + V (x) in L2symm (Rd) has finite multiplicity and is
isolated from the rest of the spectrum.
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Proposition 2.2 follows from Propositions 4.1 and 4.4, which contain the proofs of
the lower bound on Tc(h) and the upper bound on Tc(h), respectively, and can be found
in Sect. 4.
In order to proceed we will work under the following
Assumption 2.3. The number Tc from Proposition 2.2 satisfies Tc > 0 and the zero
eigenvalue of the operator KTc(−i∇) + V (x) in L2symm (Rd) is simple.
We shall denote a reflection-symmetric eigenfunction of KTc(−i∇) + V (x) corre-
sponding to the eigenvalue zero by α∗.2 Clearly, α∗ can be chosen real. Moreover, for
the sake of concreteness, we assume that ‖α∗‖ = 1. Let
t∗(p) = −2(2π)−d/2
∫
Rd
V (x)α∗(x)e−i p·x dx, p ∈ Rd . (2.6)
We now define a matrix 	0 ∈ Rd×d and constants 	1,	2,	3 ∈ R in terms of t∗. These
constants will be important for the statement of our main result and in the definition of
the Ginzburg–Landau functional. We need the functions
g1(z) = e
2z − 2zez − 1
z2(1 + ez)2
and g2(z) = 2e
z(ez − 1)
z(ez + 1)3
. (2.7)
We also set Tc = β−1c . Then
(	0)i j = β
2
c
16
∫
Rd
t∗(p)2
(
δi j g1(βc(p
2 − μ)) + 2βc pi p j g2(βc(p2 − μ))
) dp
(2π)d
,
(2.8)
	1 = β
2
c
4
∫
Rd
t∗(p)2 g1(βc(p2 − μ)) dp
(2π)d
, (2.9)
	2 = βc
8
∫
Rd
t∗(p)2 cosh−2(βc(p2 − μ)/2) dp
(2π)d
, (2.10)
	3 = β
2
c
16
∫
Rd
t∗(p)4
g1(βc(p2 − μ))
p2 − μ
dp
(2π)d
. (2.11)
Note that 	2 > 0 and 	3 > 0, since the integrands are pointwise positive. Moreover,
one can show that the matrix 	0 is positive definite, see [6, Sec. 1.4].
2.2. Refined asymptotics of the critical temperature. Aswe have seen in Proposition 2.2,
to leading order the critical temperatures Tc(h) and Tc(h) coincide and are independent
of the external potentials W and A. We now compute the next to leading order change
of the critical temperatures due to the external fields. We set
Dc = 	−12 inf specL2(C)
(
(−i∇ + 2A)∗ 	0 (−i∇ + 2A) + 	1W
)
,
where the operator in parentheses is considered with periodic boundary conditions in
L2(C). The following is the main result of this paper.
2 This function is denoted by α0 in [6], but since this conflicts with the notation α of the off-diagonal
entry of H for  = 0, we chose to write α∗ here. Also our normalization of α∗ here is different from that in
[6].
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Theorem 2.4. Under Assumptions 2.1 and 2.3, the critical temperatures satisfy
−TcDc = lim
h→0 h
−2 (Tc(h) − Tc) = lim
h→0 h
−2 (Tc(h) − Tc
)
. (2.12)
Remarks. (1) Clearly, Dc depends non-trivially on W and A, so the external fields do
change Tc(h) and Tc(h) to order h2. This influence is the same on both temperatures
and so, in particular, Tc(h) − Tc(h) = o(h2).
(2) Through simple examples one can see that Dc can be positive, zero or negative.
So external fields can both increase and decrease the critical temperature in the
BCS system. If W ≡ 0, however, then, since 	0 ≥ 0, we always have Dc ≥ 0.
Moreover, for any fixed W , the Dc with A ≡ 0 is never smaller than the Dc with
A ≡ 0. The latter statement follows from the diamagnetic inequality since	0 is real
and positive. In other words the magnetic field decreases the critical temperature.
(3) The role of Dc can be understood as arising via a linearization of GL theory, as will
be explained in the next subsection.
(4) Note the factor 2 in front of A in the definition of Dc, as compared to the 1 in h.
This comes from the fact that ψ describes Cooper pairs.
(5) Our proof of (2.12) is constructive and leads to quantitative error bounds. In fact,
we shall show that
−Dc − Ch ≤
Tc(h) − Tc
h2Tc
≤ Tc(h) − Tc
h2Tc
≤ −Dc + CR, (2.13)
where
R =
⎧⎪⎨
⎪⎩
h1/3 if d = 1,
h1/3(ln(1/h))1/6 if d = 2,
h1/5 if d = 3.
(2.14)
The proof of Theorem 2.4 is given in Sects. 5 (lower bound) and 6 (upper bound).
Notation. In (2.13) and everywhere else in this paper C denotes various generic con-
stants that depend only on some fixed, h-independent, quantities like μ, Tc, V , W , A,
for instance. Also, we write x  y to denote x ≤ Cy with a generic constant C .
2.3. Connection to Ginzburg–Landau theory. Using the matrix 	0 and the coefficients
	1,	2 and 	3 defined in (2.8), (2.9), (2.10) and (2.11), as well as another parameter
D ∈ R we now introduce the Ginzburg–Landau functional
ED(ψ)=
∫
C
(
(−i∇+2A) ψ · 	0 (−i∇+2A) ψ+	1W |ψ |2−	2D|ψ |2+	3|ψ |4
)
dx .
We consider this functional for ψ ∈ H1per(Rd), the periodic functions in H1loc(Rd). The
Ginzburg–Landau functional has been studied extensively and we refer to [9,19,20] and
references therein for aspects of its mathematical theory.
We now characterize Dc in terms of infψ ED(ψ). The argument is well-known (see,
e.g., [9]) and included here for the sake of completeness.
Lemma 2.5. The critical value Dc is uniquely characterized by infψ ED(ψ) = 0 for
D ≤ Dc and infψ ED(ψ) < 0 for D > Dc.
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Proof. Clearly, we have infψ ED(ψ) ≤ ED(0) = 0 for any D ∈ R, so we have to show
that infψ ED(ψ) < 0 if and only if D > Dc.
Let us denote LD = (−i∇ + 2A)∗ 	0 (−i∇ + 2A) + 	1W − 	2D, considered as
a self-adjoint operator in L2(C) with periodic boundary conditions. Since 	3 ≥ 0, we
have for any ψ ∈ H1per(Rd),
inf
t∈R
ED(tψ) < 0 if and only if 〈ψ |LD|ψ〉 < 0.
Thus,
inf
ψ∈H1per(Rd )
ED(ψ) < 0 if and only if 〈ψ |LD|ψ〉 < 0 for some ψ ∈ H1per(Rd).
By the variational principle, the latter condition is equivalent to inf specL2(C) LD < 0.
Since
inf specL2(C) LD = 	2 (Dc − D)
and 	2 > 0, we infer that inf specL2(C) LD < 0 is equivalent to D > Dc, as claimed.unionsq
Let us discuss the similarities and differences between this paper and our previous
paper [6]. In [6] it was shown that for T = Tc(1 − h2D)
inf

FT,h() − F (0)T,h = h−d+4
(
inf
ψ∈H1per(Rd )
ED(ψ) + o(1)
)
, (2.15)
as h → 0. In [6] this was shown for D > 0, but in [8] it was remarked that the same
proof works even for D ≤ 0, provided the normalization of α∗ is changed accordingly.
The result (2.15) neither implies nor is implied by our Theorem 2.4 here.
Indeed, if D > Dc, then the asymptotics (2.15) together with Lemma 2.5 imply that
lim sup hd−4
(
inf FTc(1−h2D),h() − F (0)Tc(1−h2D),h
)
< 0, which, in turn, implies that
lim inf h−2
(
Tc(h) − Tc
)
≥ −DTc, so lim inf h−2
(
Tc(h) − Tc
)
≥ −DcTc. Asymp-
totics (2.15) does not imply, however, that lim inf h−2
(
Tc(h) − Tc
) ≥ −DcTc. More
explicitly, superconductivity could fail for values of T smaller than Tc by reasons that
have nothing to do with Ginzburg–Landau theory. This possibility is ruled out by our
Proposition 2.2.
On the other hand, if D ≤ Dc, then from the asymptotics (2.15) we know that
lim inf hd−4
(
inf FTc(1−h2D),h() − F (0)Tc(1−h2D),h
)
= 0, but this is not enough to con-
clude that we actually have an exact equality inf FTc(1−h2D),h() = F (0)Tc(1−h2D),h for
all sufficiently small h > 0. This exact equality is necessary to deduce that one has
lim sup h−2
(
Tc(h) − Tc
)
≤ −DTc, and to show this equality is one of the main contri-
butions of this paper.
Conversely, Theorem 2.4 does not imply (2.15). For instance, (2.15) depends on the
coefficient 	3, whereas the assertion of Theorem 2.4 is independent of this coefficient.
(It was crucial in the proof of Lemma 2.5 that 	3 ≥ 0, however.)
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3. Preliminaries
3.1. Definition of trace and norms. Let A be a bounded periodic operator on either
L2(Rd) or L2(Rd;C2), i.e., an operator that commutes with translations by a unit length
in any of the d coordinate directions. The trace per unit volume of A is defined as the
trace of χ Aχ , where χ is the characteristic functions of a unit cube, i.e., the projection
onto functions supported in this cube. Obviously, the location of the cube is irrelevant.
For p ≥ 1 we also denote the p-norm of A by
‖A‖p =
(
Tr
(
A∗A
)p/2)1/p
. (3.1)
Here and in the remainder of this paper, Tr denotes the trace per unit volume. We also
use the notation ‖A‖∞ for the standard operator norm.
Standard properties, like cyclicity, Hölder’s inequality, Klein’s inequality and the
Lieb–Thirring inequality are valid for the trace per unit volume, see [6, Sec. 3].
For a periodic operator A on L2(Rd ;C2) we define
Tr0 A = Tr [P0AP0 + Q0AQ0] (3.2)
with
P0 =
(
1 0
0 0
)
and Q0 =
(
0 0
0 1
)
(3.3)
Note that if A is locally trace class, then Tr0 A = Tr A. This identity also holds for all
non-negative operators A, in the sense that either both sides are infinite or otherwise
equal.
We define the H1 norm of a periodic operator A by
‖A‖2H1 = Tr
[
A∗
(
1 − h2∇2
)
A
]
. (3.4)
In other words, ‖A‖2
H1
= ‖A‖22 + h2‖∇A‖22. Note that this definition depends on h and
is not symmetric, i.e., ‖A‖H1 = ‖A∗‖H1 in general.
For functions ψ on C, we use the short-hand notation ‖ψ‖p for the norm on L p(C)
and we often abbreviate ‖ψ‖ = ‖ψ‖2. Likewise, 〈 · | · 〉 denotes the inner product on
L2(C). By Hkper(Rd), k = 1, 2, we denote the space of periodic functions in Hkloc(Rd)
and we use the norms ‖ · ‖Hk (C).
3.2. Key identity. Let us recall the definition of the operator h = hh in (2.4) and the
formula (2.5) for h = hh . For any periodic operator  on L2(Rd) satisfying  = ∗
(that is, in terms of integral kernels (x + 1, y + 1) = (x, y) = (y, x) for all
x, y ∈ Rd ) we introduce the operators
H =
(
h 
 −h
)
(3.5)
and
 = (1 + exp(βH))−1 . (3.6)
Note that this notation is consistent with the notation 0 for the normal state, for which
 ≡ 0.
The following identity turns out to be very useful. It was already used in [6]; we
present its proof here for completeness.
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Lemma 3.1. Let  be admissible and denote α = 12. Let  be a periodic operator
satisfying  = ∗ and define α˜ for x, y with V (h−1(x − y)) = 0 by
(x, y) = 2 V (h−1(x − y)) α˜(x, y). (3.7)
Assume that the function |V (h−1(x−y)|1/2α˜(x, y) is in L2(C×Rd) and that the diagonal
entries of ln
(
1 + e−βH
) − ln (1 + e−βH0) are locally trace class. Then
FT () − FT (0) = −T
2
Tr0
[
ln
(
1 + e−βH
)
− ln
(
1 + e−βH0
)]
+
T
2
H0(, ) −
∫∫
C×Rd
V (h−1(x − y))|α˜(x, y)|2 dx dy
+
∫∫
C×Rd
V (h−1(x − y)) |α˜(x, y) − α(x, y)|2 dx dy, (3.8)
where H0(, ) denotes the relative entropy
H0(, ) = Tr0 [ (ln − ln) + (1 − ) (ln (1 − ) − ln (1 − ))] . (3.9)
Note that α˜ is only defined when V (h−1(x − y)) = 0, but this is enough to make the
right side of (3.8) well-defined.
In our applications below, the operator  will be of the form
 = −h
2
(ψ(x)t∗(−ih∇) + t∗(−ih∇)ψ(x)) , (3.10)
where t∗ was defined in (2.6) and ψ is some function, which we choose differently in
different situations. In this case, Lemma 3.1 says that
FT () − FT (0) = −T
2
Tr
[
ln
(
1 + e−βH
)
− ln
(
1 + e−βH0
)]
+
T
2
H0(, ) −
∫∫
C×Rd
V (h−1(x − y))|α(ψ)GL (x, y)|2 dx dy
+
∫∫
C×Rd
V (h−1(x − y))
∣∣∣α(ψ)GL (x, y) − α(x, y)
∣∣∣2 dx dy, (3.11)
where
α
(ψ)
GL =
h
2
(ψ(x)α̂∗(−ih∇) + α̂∗(−ih∇)ψ(x)) . (3.12)
Indeed, the integral kernel of  is of the form (3.7) with
α˜(x, y) = h
1−d
2(2π)d/2
(ψ(x) + ψ(y)) α∗( x−yh ) = α(ψ)GL (x, y).
We emphasize that the equation of α∗ has not been used in the derivation of (3.11), so
α∗ here could be replaced by any other function, modifying t∗ accordingly.
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Proof of Lemma 3.1. We begin with a remark about the entropy of an admissible state.
Recall the condition (2.1) for admissibility. SinceU is unitary and complex conjugation
is anti-unitary, we learn that
S() = − 12 Tr [ ln + (1 − ) ln(1 − )] . (3.13)
Here, Tr could as well be replaced by Tr0, the sum of the traces per unit volume of the
diagonal entries of a 2× 2 matrix-valued operator defined in (3.2), since the operator in
question is non-positive.
The second preliminary remark is that if  is a periodic operator satisfying  = ∗
then  is admissible. This follows from the fact that UHU † = −H, which implies
that UU † = 1 − . In particular, (3.13) is valid for  = .
We have
H − H00 =
(
h(γ − γ0) + α hα + (1 − γ )
γ + hα h(γ − γ0) + α
)
(3.14)
and hence
Tr h(γ − γ0) = 12 Tr0 (H − H00) − Tr α. (3.15)
The last term equals
Tr α = 2
∫∫
C×Rd
V (h−1(x − y)) α˜(x, y)α(x, y) dx dy. (3.16)
A simple calculation, using βH = ln(1 − ) − ln, shows that
 ln + (1 − ) ln(1 − ) − 0 ln0 − (1 − 0) ln(1 − 0)
= −βH + βH00 − ln (1 + exp (−βH)) + ln (1 + exp (−βH0)) . (3.17)
Hence
FT () − FT (0)
= Tr h(γ − γ0) − T S() + T S(0) +
∫∫
C×Rd
V (h−1(x − y))|α(x, y)|2 dx dy
= 12 Tr0 H ( − ) − T S() + T S()
− T
2
Tr
[
ln
(
1 + e−βH
)
− ln
(
1 + e−βH0
)]
−
∫∫
C×Rd
V (h−1(x − y))|α(ψ)GL (x, y)|2 dx dy
+
∫∫
C×Rd
V (h−1(x − y))
∣∣∣α(ψ)GL (x, y) − α(x, y)
∣∣∣2 dx dy. (3.18)
The terms in the first line on the right side combined yield T2 H0(, ). This completes
the proof. unionsq
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3.3. Klein’s inequality. Here we present a general estimate for the relative entropy ap-
pearing in (3.9). In this subsection H0 and 0 ≤  ≤ 1 are arbitrary self-adjoint operators
in a Hilbert space of the form H ⊗ C2, not necessarily coming from BCS theory. The
regularized trace Tr0 is defined as in (3.2) and we assume that the operator P0 there
(considered as an operator in H⊗C2) commutes with H0. Let 0 := (1 + exp(H0))−1.
It is well-known that
H0(, 0) = Tr
[

(
ln − ln0
)
+ (1 − )
(
ln(1 − ) − ln(1 − 0)
)]
= Tr
(
H0 +  ln + (1 − ) ln(1 − ) + ln
(
1 + exp(−H0)
))
is non-negative, and equals zero if and only if  = 0. (This can be proved for example
using Klein’s inequality; see, for instance, [21].) The following lemma quantifies the
positivity of H0 and improves an earlier result from [13]. Its proof can be found in [6,
Lemma 1].
Lemma 3.2. For any 0 ≤  ≤ 1 and any 0 of the form 0 = (1 + eH0)−1 commuting
with P0 in (3.3),
H0(, 0) ≥ Tr0
[
H0
tanh(H0/2)
(
 − 0
)2]
+
4
3
Tr
[
(1 − ) − 0(1 − 0)
]2
.
(3.19)
3.4. Semi-classics. One of the key ingredients in the proof of Theorem 2.4 is semiclas-
sical analysis. For any ψ ∈ H2per(Rd) and any ‘sufficiently regular’ function t on Rd let
 be the operator
 = −h
2
(ψ(x)t (−ih∇) + t (−ih∇)ψ(x)) . (3.20)
It has the integral kernel
(x, y) = − h
1−d
2(2π)d/2
(ψ(x) + ψ(y)) tˇ(h−1(x − y)). (3.21)
Our convention for the Fourier transform is that f̂ (p) = (2π)−d/2 ∫
Rd
f (x)e−i p·x dx
and gˇ(x) = (2π)−d/2 ∫
Rd
g(p)eip·x dp. By ‘sufficiently regular’ we mean that
∂γ t ∈ L2p/(p−1)(Rd) (3.22)
with p from Assumption 2.1 and that
∫
Rd
|∂γ t (q)|2
1 + q2
dq < ∞ for all γ ∈ {0, 1 . . . , 4}d . (3.23)
For simplicity, we also assume that t is reflection-symmetric and real-valued. For the
function t∗ in (2.6), these assumptions are satisfied, as shown in [6, App. A].
Let H be the operator (3.5) on L2(Rd) ⊗ C2, with A and W satisfying Assump-
tion 2.1. In the following, we will investigate the trace per unit volume of functions of
H. Specifically, we are interested in the effect of the off-diagonal term  in H, in
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the semiclassical regime of small h. The functions of H we are considering are not
actually locally trace class, in general, but their diagonal entries are; see the discussion
in [6, Sec. 4]. Therefore we need to use the regularized trace Tr0 from (3.2).
In order to state our theorem about semi-classical asymptotics, we introduce the
functions
f (z) = − ln (1 + e−z) and g0(z) = f
′(−z) − f ′(z)
z
= tanh
( 1
2 z
)
z
. (3.24)
We also recall the definition of the functions g1 and g2 in (2.7). They are related to the
functions f and g0 by
g1(z) = −g′0(z) =
f ′(−z) − f ′(z)
z2
+
f ′′(−z) + f ′′(z)
z
= e
2z − 2zez − 1
z2(1 + ez)2
(3.25)
and
g2(z) = g′1(z) +
2
z
g1(z) = f
′′′(z) − f ′′′(−z)
z
= 2e
z (ez − 1)
z (ez + 1)3
. (3.26)
These functions appear in the coefficients of the semi-classical expansion.
Theorem 3.3. If Assumption 2.1 is satisfied, then, for any β > 0, the diagonal entries
of the 2× 2 matrix-valued operator f (βH)− f (βH0) are locally trace class, and the
sum of their traces per unit volume equals
hd
β
Tr0 [ f (βH) − f (βH0)] = h2E1 + h4E2 + O(h5)
(
‖ψ‖4H1(C) + ‖ψ‖2H1(C)
)
+ O(h6)
(
‖ψ‖6H1(C) + ‖ψ‖2H2(C)
)
, (3.27)
where
E1 = −β
2
‖ψ‖22
∫
Rd
t (p)2 g0(β(p
2 − μ)) dp
(2π)d
(3.28)
and
E2 = −β
8
d∑
j,k=1
〈∂ jψ |∂kψ〉
∫
Rd
t (q)
[
∂ j∂k t
]
(q) g0(β(q
2 − μ)) dq
(2π)d
+
β2
8
d∑
j,k=1
〈(∂ j + 2i A j )ψ |(∂k + 2i Ak)ψ〉
×
∫
Rd
t (q)2
(
δ jk g1(β(q
2 − μ)) + 2βq jqk g2(β(q2 − μ))
) dq
(2π)d
+
β2
2
〈ψ |W |ψ〉
∫
Rd
t (q)2 g1(β(q
2 − μ)) dq
(2π)d
+
β2
8
‖ψ‖44
∫
Rd
t (q)4
g1(β(q2 − μ))
q2 − μ
dq
(2π)d
. (3.29)
The error terms in (3.27) of order h5 and h6 are bounded uniformly with respect to β
for β in compact intervals of (0,∞). They depend on t only via upper bounds on the
expressions (3.22) and (3.23).
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The expressions E1 and E2 are the first two non-vanishing terms in a semi-classical
expansion of the left side of (3.27). They can be obtained, in principle, from well-known
formulas in semiclassical analysis [16,18]. The standard techniques are not directly
applicable in our case, however. This has to do, on the one hand, with our rather minimal
regularity assumptions on W , A, ψ and t and, on the other hand, with the fact that we
are working with the trace per unit volume of an infinite, periodic system. For the proof
of Theorem 3.3 we refer to [6, Theorem 2].
Our second semi-classical estimate concerns the upper off-diagonal term of  from
(3.6). We shall be interested in its H1 norm, defined in (3.4). A proof of the following
theorem can be found in [6, Theorem 3].
Theorem 3.4. If Assumption 2.1 is satisfied, then, with the notation α = ()12,
∥∥α − h2 (ψ(x)ϕ(−ih∇) + ϕ(−ih∇)ψ(x))
∥∥
H1  h
3−d/2 (‖ψ‖H2(C) + ‖ψ‖3H1(C)
)
,
(3.30)
where
ϕ(p) = β
2
g0(β(p
2 − μ)) t (p). (3.31)
More precisely, one has
∥∥∥∥α− h2 (ψ(x)ϕ(−ih∇)+ϕ(−ih∇)ψ(x))−η1
∥∥∥∥
H1
 h3−d/2
(
‖ψ‖H1(C) +‖ψ‖3H1(C)
)
,
(3.32)
where
η1 = h
4π i
∫
ϒ
(
1
z − k0 [ψ, k0]
t (−ih∇)
z2 − k20
+
t (−ih∇)
z2 − k20
[ψ, k0] 1
z + k0
)
dz
1 + eβz
(3.33)
and
‖η1‖H1  h3−d/2‖ψ‖H2(C). (3.34)
In (3.33), ϒ denotes the contour {Im z = ±π/(2β)} and k0 = −∇2 −μ. The constants
in (3.30), (3.32) and (3.34) are bounded uniformly in β for β in compact intervals in
(0,∞). They depend on t only via upper bounds on the expressions (3.22) and (3.23).
In order to appreciate the bound of Theorem 3.4 one should note that
∥∥ h
2 (ψ(x)ϕ(−ih∇) + ϕ(−ih∇)ψ(x))
∥∥
H1  h
1−d/2.
4. A Priori Bounds on the Critical Temperature
In this section we prove Proposition 2.2. We always work under Assumption 2.1.
BCS Critical Temperature — September 25, 2015 203
4.1. Lower bound on Tc(h). In this subsection we shall prove
Proposition 4.1. As h → 0, Tc(h) ≥ Tc(1 − o(1)).
Proof. Clearly, we may assume that Tc > 0. We shall show that for every 0 < T0 < Tc
there is a constant h0 > 0, depending on ‖W‖∞, ‖A‖C1 and Tc − T0, such that for all
0 ≤ T ≤ T0 and all 0 < h < h0,
inf

FT,h() < F (0)T,h .
We shall construct a translation-invariant trial state . In order to do so, let us consider
the functional
F˜T (˜) =
∫
Rd
((
p2 − μ
)̂˜γ (p) − T s (̂˜(p))) dp +
∫
Rd
V (x)|α˜(x)|2 dx, (4.1)
defined for matrix-valued functions ˜ on Rd of the form
˜ =
(
γ˜ α˜
α˜ 1 − γ˜
)
,
where γ˜ and α˜ satisfy γ˜ (−x) = γ˜ (x) and α˜(−x) = α˜(x) for all x ∈ Rd and their
Fourier transforms satisfy for all p ∈ Rd
∣∣∣̂α˜(p)∣∣∣2 ≤ ̂˜γ (p) (1 − ̂˜γ (p)) .
In (4.1), we used the notation
s
(̂˜
(p)
)
= −TrC2 ̂˜(p) ln ̂˜(p).
Let us set
F˜ (0)T = −
1
β
∫
Rd
ln
(
1 + e−β(p2−μ)
)
dp.
(This is the infimumwhen F˜T (˜) is minimized over ˜’s with α˜ ≡ 0.) In [12] it is shown
that for any 0 ≤ T < Tc one has inf ˜ F˜T (˜) < F˜ (0)T and F˜T has a minimizer ˜T with
α˜T ≡ 0.3 We claim that
sup
0≤T<Tc
∫
Rd
(p2 + 1)̂˜γT (p) dp < ∞. (4.2)
In fact, this follows from [12, Eq. (3.1)] (and its immediate extension to d = 1, 2).
We now use ˜T to construct a trial state for the non-translation-invariant functional
FT,h . We set
T = ̂˜T (−ih∇), that is, T (x, y) = h−d (2π)−d/2 ˜T (h−1(x − y)).
3 The analysis in [6] extends easily to dimensions d = 1, 2 and to the reflection-symmetry constraints
imposed above.
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This state is clearly admissible and we find
FT,h(T ) = (2πh)−d
(
F˜T (˜T ) + h2
∫
Rd
̂˜γT (p) dp
∫
C
(
A2 + W
)
dx
)
≤ (2πh)−d
(
F˜T (˜T ) + Ch2
)
. (4.3)
There is no linear term in A since
∫
Rd
p ̂˜γT (p) dp is well-defined and zero by (4.2) and
the reflection-symmetry of ̂˜γT . The inequality in (4.3) comes from (4.2) and Assumption
2.1.
As an infimum over affine functions, T → inf ˜ F˜T (˜) is concave and, since it is
bounded from below for T = 0 (see [12]) and from above at T = Tc (in fact, there it is
equal to F˜ (0)Tc ), it is continuous on [0, Tc]. Clearly T → F˜
(0)
T is continuous on [0, Tc] as
well and so by compactness, for every T0 < Tc there is an δ > 0 such that
F˜T (˜T ) = inf
˜
F˜T (˜) ≤ F˜ (0)T − δ for all 0 ≤ T ≤ T0. (4.4)
We are now going to show that there is a constantC > 0 such that for all 0 ≤ T ≤ Tc
and all sufficiently small h > 0,
Tr ln
(
1 + e−βhh
)
≤ (2πh)−d
(∫
Rd
ln
(
1 + e−β(p2−μ)
)
dp + Ch
)
, (4.5)
That is,
(2πh)−d F˜ (0)T ≤ F (0)T,h + Ch−d+1.
Combining this with (4.3) and (4.4) we obtain
FT,h(T ) ≤ F (0)T,h − (2πh)−d (δ − Ch) for all 0 ≤ T ≤ T0.
The right side is strictly less than F (0)T,h for h < δ/C , as claimed in the proposition.
Thus, it remains to prove (4.5). By the Schwarz inequality and Assumption 2.1 we
have, for any 0 < ε ≤ 1,
hh ≥ (1−ε)(−ih∇)2+h2
((
1−ε−1
)
A2+W
)
−μ ≥ (1−ε)(−ih∇)2 − h2ε−1C−μ.
Thus,
Tr ln
(
1 + e−βhh
)
≤ Tr ln
(
1 + e−β
(
(1−ε)(−ih∇)2−h2ε−1C−μ))
=
∫
Rd
ln
(
1 + e−β
(
(1−ε)(hp)2−h2ε−1C−μ)) dp
(2π)d
= (2πh)−d
∫
Rd
ln
(
1 + e−β
(
(1−ε)p2−h2ε−1C−μ)) dp.
It is easy to see that with the choice ε = h the last integral is bounded from above by∫
ln
(
1 + e−β(p2−μ)
)
dp + Ch. This proves (4.5) and finishes the proof of the
proposition. unionsq
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Remark 4.2. One can show that inf ˜ F˜T (˜) ≤ F˜ (0)T − c(T − Tc)2− for some c > 0, so
the previous proof actually gives Tc(h) ≥ Tc
(
1 − Ch1/2).
Remark 4.3. Using a translation invariant trial state of the form (3.6) with  =
−ht∗(−ih∇) (where t∗ was defined in (2.6)) one can show that there are constants
C > 0 and T0 ∈ (0, Tc), depending on ‖W‖∞ and ‖A‖C1 , such that for all T0 ≤ T ≤
Tc(1 − Ch2) and all sufficiently small h > 0,
inf

FT,h() < F (0)T,h .
This, together with Proposition 4.1 implies the optimal bound Tc(h) ≥ Tc(1 − Ch2).
We emphasize that this proof does not use Assumption 2.3. Since the proof uses similar
arguments as in Sect. 5, we omit it.
4.2. Upper bound. Our goal in this subsection is to prove the following
Proposition 4.4. There is a constant C, depending on ‖W‖∞, and ‖A‖C1 , such that for
all sufficiently small h > 0,
Tc(h) ≤ Tc(1 + Ch2).
Proof. We recall that Tc is defined in Proposition 2.2. Clearly, for the proof we may
assume that Tc < ∞. Then we need to show that there is a constant C such that for all
admissible  = 0 and all sufficiently small h > 0, we have
FT () − FT (0) > 0 for all T > Tc(1 + Ch2). (4.6)
We rewrite the left side using Lemma 3.1 with  ≡ 0 and obtain
FT () − FT (0) = 12T H0(, 0) +
∫∫
C×Rd
V (h−1(x − y))|α(x, y)|2 dx dy. (4.7)
According to Lemma 3.2 [with H0 = βH0, where H0 is defined in (3.5)] we can bound
the relative entropy H0(, 0) from below by
T H0(, 0) ≥ Tr0
[
H0
tanh
(β
2 H0
) ( − 0)2
]
.
The off-diagonal entries of H0 vanish, and its diagonal entries are given by h and −h
from (2.4) and (2.5), respectively. Hence also the off-diagonal entries of H0/ tanh(
β
2 H0)
vanish and its diagonal entries are given by βK A,WT and βK
A,W
T , where
K A,WT =
h
tanh( β2 h)
= (−ih∇ + hA(x))
2 − μ + h2W (x)
tanh
(
β
2
(
(−ih∇ + hA(x))2 − μ + h2W (x))) . (4.8)
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Therefore,
Tr0
[
H0
tanh
(β
2 H0
) ( − 0)2
]
= Tr K A,WT
(
(γ − γ0)2 + αα
)
+ Tr K A,WT
(
(γ − γ0)2 + αα
)
= 2 Tr K A,WT (γ − γ0)2 + 2 Tr αK A,WT α. (4.9)
In the last equality we used the fact that the left side is real-valued. The first term on the
right side of (4.9) is non-negative and can be dropped for a lower bound. To summarize,
we have shown that
FT () − FT (0) ≥ Tr αK A,WT α +
∫∫
C×Rd
V (h−1(x − y))|α(x, y)|2 dx dy. (4.10)
If we identify the operator α with a two-particle wave function, we can identify the right
side of (4.10) with∫
C
〈α(·, y)|
(
K A,WT + V (h
−1(· − y))
)
|α(·, y)〉 dy,
where, for every fixed y ∈ C, K A,WT + V (h−1(· − y)) acts as a single particle operator
in L2(Rd). Thus, in order to prove (4.6), it remains to show that there is a constant C
such that for all y ∈ C and for all sufficiently small h > 0,
K A,WT + V (h
−1(· − y)) > 0 for all T > Tc(1 + Ch2). (4.11)
(In fact, if we have shown this, we can conclude that FT () ≤ FT (0) implies α ≡ 0.
Since 0 is the unique minimizer of FT among admissible states with vanishing off-
diagonal entries, we conclude that either FT () > FT (0) or else  = 0.)
Recall that, by definition of Tc and by scaling and translation invariance, we have
K 0,0Tc + V (h
−1(· − y)) ≥ 0. It was shown in the proof of [6, Lemma 2] that
K A,WT + V (h
−1(· − y)) ≥ 1
8
(
K 0,0T + V (h
−1(· − y))
)
− C ′h2, (4.12)
for all T ≥ Tc with a constantC ′ depending only on ‖W‖∞, and ‖A‖C1 . (The statement
of [6, Lemma 2] says that the constant depends on h−2(T − Tc), but the proof shows
that it actually only depends on a lower bound on h−2(T − Tc) through [6, Eq. (5.22)].)
Aswehave already discussed in the remarks followingProposition 2.2, the eigenvalue
zero of KTc(−i∇) + V in L2symm (Rd) has finite multiplicity and is isolated in the spec-
trum of this operator. Since T → KT (p) is an increasing function with non-vanishing
derivative for each p ∈ Rd , analytic perturbation theory [17] implies that
KT (−i∇) + V ≥ c(T − Tc)
for all T ∈ [Tc, T ′] and some c > 0 and some T ′ > Tc. Thus, we can bound
K 0,0T + V (h
−1(· − y)) ≥ K 0,0min{T,T ′} + V (h−1(· − y)) = c
(
min{T, T ′} − Tc
)
.
This together with (4.12) yields (4.11) and completes the proof. unionsq
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5. Proof of the Main Result: Lower Bound on Tc(h)
Throughout this section we work under Assumption 2.1 and assume that Tc > 0. We
shall show that there are constants C > 0 and T0 ∈ (0, Tc) such that, for all sufficiently
small h > 0,
inf

FT,h() < F (0)T,h for all T0 ≤ T < Tc
(
1 − h2 (Dc + Ch)
)
. (5.1)
Since Proposition 4.1 takes care of the remaining range 0 ≤ T < T0, this will prove
Tc(h) − Tc
h2Tc
≥ −Dc − Ch,
which yields one of the two bounds in Theorem 2.4.
In order to prove (5.1) we construct an admissible trial state  of the form (3.6)
with H of the form (3.5) and  of the form (3.10). Concerning the function ψ entering
the definition (3.10) we assume at this point only that ψ ∈ H2per(Rd).
We apply Lemma 3.1 with  =  and obtain (see (3.11))
FT () − FT (0) = − 1
2β
Tr0
[
ln(1 + e−βH) − ln(1 + e−βH0)
]
−
∫∫
C×Rd
V (h−1(x − y))|α(ψ)GL (x, y)|2 dx dy
+
∫∫
C×Rd
V (h−1(x − y))
∣∣∣α(ψ)GL (x, y) − α(x, y)
∣∣∣2 dx dy.
(5.2)
Here we use the notation α(ψ)GL from (3.12). We now discuss the three terms on the right
side separately. As we will see, the first two terms are main terms and the third one is a
remainder term.
Let us begin with the first term. We know from Theorem 3.3 that
− 1
2β
Tr0
[
ln(1 + e−βH) − ln(1 + e−βH0)
]
=h
−d+2
2
E1(β) +
h−d+4
2
E2(β)
+ O(h−d+5)‖ψ‖2H2(C),
where we use the same notation as in that theorem but make the dependence of the
coefficients on β explicit. The above asymptotics are uniform in T ∈ [Tc/2, 2Tc].
For the second term on the right side of (5.2) we use the bounds from [6, (4.10)–
(4.13)]. Using the equation for α∗ we obtain
−
∫∫
C×Rd
V ( x−yh )|α(ψ)GL (x, y)|2 dx dy = −
h−d+2
2
E1(βc) +
h−d+4
2
E2,1(βc)
+ O(h−d+6)‖ψ‖2H2(C),
where E2,1(βc) denotes the first term on the right side of (3.29) (including the minus
sign). (Note that [6, (4.10)–(4.13)] is independent of T .)
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For the third term on the right side of (5.2) we use the bounds from [6, (4.14)–(4.18)]
and obtain ∫∫
C×Rd
V ( x−yh )
∣∣∣α(ψ)GL (x, y) − α(x, y)
∣∣∣2 dx dy
= O
(
h−d+6 + h−d+2(T − Tc)2
)
‖ψ‖2H2(C).
As a first step towards the proof of (5.1) let us show that there is a T0 ∈ (0, Tc) and
an C ′ > 0 such that
inf

FT,h() < F (0)T,h for all T0 ≤ T < Tc
(
1 − C ′h2
)
. (5.3)
From the above discussion we recall that we have
FT () − FT (0) = h
−d+2
2
(E1(β) − E1(βc))
+ O
(
h−d+4 + h−d+2(T − Tc)2
)
‖ψ‖2H2(C). (5.4)
Since the derivative of tanh is strictly positive, we have
E1(β) − E1(βc)
= −1
2
‖ψ‖2
∫
Rd
t∗(p)2
(
tanh(β(p2 − μ)/2)
p2 − μ −
tanh(βc(p2 − μ)/2)
p2 − μ
)
dp
(2π)d
≤ c(T − Tc)‖ψ‖2
for some c > 0 and all T ≤ 2Tc, say. This, together with (5.4), implies the existence of
constants T0 and C ′ such that (5.3) holds.
Thus, it remains to prove
inf

FT,h() < F (0)T,h for all Tc
(
1 − C ′h2
)
≤ T < Tc
(
1 − h2 (Dc + Ch)
)
. (5.5)
The proof of this is essentially already contained in [6] and we only sketch the main
steps. We set D = (Tc − T )/(Tch2), which we may assume to lie in the range [Dc,C ′].
We can expand
E1(β) = E1(βc)+dE1
dβ
(βc)(β −βc)+O(h4)=E1(βc)+βcDh2 dE1
dβ
(βc)+O(h
4) (5.6)
and
E2(β) = E2(βc) + O(h2). (5.7)
Noting that
ED(ψ) = 1
2
βcDh
2 dE1
dβ
(βc) +
1
2
E2(βc) +
1
2
E2,1(βc), (5.8)
we obtain
FT () − FT (0) = h−d+4ED(ψ) + O(h−d+5)‖ψ‖2H2(C).
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We know from Lemma 2.5 that ED(ψ) can be made negative for D > Dc. Thus, in order
to finish the proof, we need to make sure that this term can be made so negative that it
compensates the remainder term O(h−d+5)‖ψ‖2
H2(C).
Let ψ∗ be a normalized eigenfunction of (−i∇ + 2A)∗ 	0 (−i∇ + 2A) + 	1W with
periodic boundary conditions in L2(C) corresponding to its eigenvalue 	2Dc. It easily
follows from Assumption 2.1 that ψ∗ ∈ H2per(Rd). We choose ψ = θψ∗ with θ ∈ R so
that ED(θψ∗) is minimal. More explicitly, we compute (recall that D ≥ Dc)
inf
θ∈R
ED(θψ∗) = inf
θ∈R
(
θ2	2(Dc − D) + θ4	3‖ψ∗‖44
)
= −	
2
2(D − Dc)2
2	3‖ψ∗‖44
,
where the infimum is achieved for θ2 = 	2(D − Dc)/(2	3‖ψ∗‖44). With this choice of
ψ we obtain
FT () − FT (0) = −h−d+4
(
	22(D − Dc)2
2	3‖ψ∗‖44
− O(h(D − Dc))
)
.
The right side is negative if D−Dc > Ch for someC > 0, proving (5.5). This completes
the proof of (5.1). unionsq
Remark 5.1. We emphasize that only Assumption 2.1 was used in the above lower bound
on Tc(h). In general, if Assumption 2.3 does not hold and zero is a degenerate eigenvalue
of KTc(−i∇) + V , any choice of eigenfunction leads to a (possibly different) definition
of Dc (which depends on the choice of the eigenfunction through the function t∗), and
our proof shows that the lower bound on Tc(h) holds with any such definition. The non-
degeneracy of the zero eigenvalue of KTc(−i∇) + V will only enter in the proof of the
upper bound on Tc(h).
6. Proof of the Main Result: Upper Bound on Tc(h)
Throughout this section, we work under Assumptions 2.1 and 2.3.
6.1. Decomposition of α. The next proposition shows that any with free energy below
that of the normal state has a canonical form, up to a small remainder.
Proposition 6.1 (Decomposition lemma). Let T = Tc(1 − Dh2) for some D ∈ R and
let  be an admissible state with FT,h() ≤ F (0)T,h. Then α = 12 can be decomposed as
α = h
2
(ψ(x)α̂∗(−ih∇) + α̂∗(−ih∇)ψ(x)) + ξ, (6.1)
where
‖∇ψ‖  ‖ψ‖  1 (6.2)
and
‖ξ‖H1  h2−d/2‖ψ‖H1(C). (6.3)
The implied constants are uniform for D in a compact interval.
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To appreciate the bound on ξ one should note that
∥∥∥∥h2 (ψ(x)α̂∗(−ih∇) + α̂∗(−ih∇)ψ(x))
∥∥∥∥
H1
 h1−d/2‖ψ‖H1(C). (6.4)
Proof. The proof of Proposition 6.1 is essentially contained in [6, Sec. 5], although not
all bounds (in particular, their dependence on ψ) are stated explicitly. We only sketch
the additional details. Recall that ψ was defined [6, (5.36)] by
ψ(y) = (2π)d/2h−1
∫
Rd
α∗(h−1(x − y))α(x, y) dx .
The first and second bound in (6.2) are discussed in the paragraph after the proof of [6,
Lemma 3] and in the paragraph after the proof of [6, Lemma 4], respectively.
The definition of ψ defines ξ by (6.1) and as in [6, (5.37)] we also let
ξ0(x, y) = α(x, y) − h
1−d
(2π)d/2
ψ(y) α∗(h−1(x − y)). (6.5)
Then, using some a-priori bounds, we deduced that
‖ξ‖2  h‖α‖2, ‖ξ0‖2  h‖α‖2, (6.6)
see the remarks after [6, (5.39)] and after [6, (5.38)]. Since (see [6, (5.42)])
‖α‖2  h1−d/2‖ψ‖, (6.7)
we obtain the bounds
‖ξ‖2  h2−d/2‖ψ‖2, ‖ξ0‖2  h2−d/2‖ψ‖2. (6.8)
It remains to prove ‖∇ξ‖2  h1−d/2‖ψ‖H1 . (Recall that our definition of the H1-
norm involves −ih∇, not only −i∇.) We shall prove this first with ξ0, defined in (6.5),
in place of ξ . Combining (6.7) and the second bound in (6.8) with [6, (5.63)] yields
‖∇ξ0‖2  h1−d/2‖ψ‖2. To deal with ξ , it suffices to note that on the right sides of [6,
(5.64) and (5.65)] one can replace O(h2−d) by O(h2−d)‖∇ψ‖2. This completes the
proof of (6.3). unionsq
As in [6], in order to proceed we need a modification of the decomposition in Propo-
sition 6.1, depending on a parameter ε, which we will assume to satisfy
h ≤ ε ≤ 1. (6.9)
Let θ be the Heaviside function, that is, θ(t) = 1 for t ≥ 0 and 0 otherwise.4 We define
ψ< by
ψ̂<(p) = ψ̂(p) θ(εh−1 − |p|)
and ψ> = ψ − ψ<. It follows from (6.2) that
‖ψ<‖H1(C) + ‖ψ>‖H1(C) ≤ 2‖ψ‖H1(C)  1. (6.10)
4 We herewith correct a typo in [6] in the line after (6.1).
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The reason for introducing ε is that ψ< ∈ H2per(Rd) with
‖ψ<‖H2(C)  εh−1‖ψ<‖H1(C)  εh−1. (6.11)
Also, for later purposes, we note that, by (6.2),
‖ψ>‖ ≤ ε−1h‖∇ψ‖  ε−1h‖ψ‖, (6.12)
which implies that
‖ψ<‖2 ≥ (1 − Cε−2h2)‖ψ‖2. (6.13)
With ξ from (6.1) we define
σ = h
2
(ψ>(x)α̂∗(−ih∇) + α̂∗(−ih∇)ψ>(x)) + ξ, (6.14)
so that (6.1) becomes
α = h
2
(ψ<(x)α̂∗(−ih∇) + α̂∗(−ih∇)ψ<(x)) + σ. (6.15)
It follows from (6.3) and a computation analogous to (6.4) using (6.12) that5
‖σ‖H1  ε−1h2−d/2‖ψ‖H1(C). (6.16)
6.2. Comparison with . We now begin with the proof of the upper bound on Tc(h)
asserted in Theorem 2.4. We shall show that for any given constant C ′ < Dc there is a
constant C > 0 such that, for all sufficiently small h > 0,
FT,h() > F (0)T,h if Tc
(
1 − h2 (Dc−CR)
)
<T ≤ Tc
(
1 − h2C ′
)
and  = 0,
(6.17)
where R was defined in (2.14). Since Proposition 4.4 takes care of the remaining range
T > Tc
(
1 − h2C ′), this will prove
Tc(h) − Tc
h2Tc
≤ −Dc + CR,
which is the remaining bound in Theorem 2.4.
For the proof of (6.17) we shall show that there is a constant C such that if for
some admissible  and some Tc
(
1 − h2(Dc − CR)
)
< T ≤ Tc
(
1 − h2C ′) we have
FT,h() ≤ F (0)T,h , then  = 0. Clearly, to prove this we may assume that
Tc
(
1 − h2Dc
)
≤ T ≤ Tc
(
1 − h2C ′
)
. (6.18)
Let  be admissible with FT,h() ≤ F (0)T,h . Then by Proposition 6.1 and the discussion
following this proposition we obtain the decomposition (6.15) of α = 12 for every
h ≤ ε ≤ 1.
5 This argument simplifies the analysis in [6, Section 6], leading to the same conclusion.
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With t∗ introduced in (2.6) let us set
 = −h
2
(ψ<(x)t∗(−ih∇) + t∗(−ih∇)ψ<(x)) . (6.19)
This defines H by (3.5) and  by (3.6). The intuition of the proof is that the free
energy in the state  is close to that in the state . Since  has the form required for
our semi-classical theorems, we can use them to compute its free energy. Thus, we will
get a good approximation to the free energy of  itself.
Let α = ()12. Then, by Theorem 3.4 and the equation defining α∗,
α = h
2
(ψ<(x)α̂∗(−ih∇) + α̂∗(−ih∇)ψ<(x)) + φ (6.20)
with
‖φ‖H1  h3−d/2
(
‖ψ<‖H2(C) + ‖ψ<‖3H1(C)
)
 εh2−d/2‖ψ‖H1(C). (6.21)
The last inequality used (6.10) and (6.11). Decomposition (6.20) for α should be
compared with decomposition (6.15) for α.
We now use the key identity (3.8) (with the  that we just defined) to obtain
FT () − FT (0)
= −T
2
[
ln
(
1 + e−βH
)
− ln
(
1 + e−βH0
)]
− h2−2d
∫∫
C×Rd
V (h−1(x − y)) 14 |ψ<(x) + ψ<(y)|2 |α∗(h−1(x − y))|2
dx dy
(2π)d
+ 12T H0(, ) +
∫∫
C×Rd
V (h−1(x − y))|σ(x, y)|2 dx dy. (6.22)
It follows from Theorem 3.3 that
−T
2
[
ln
(
1 + e−βH
)
− ln
(
1 + e−βH0
)]
= h
2−d
2
E1(β) +
h4−d
2
E2(β)
+ O(h5−d + h4−dε2)‖ψ<‖2H1(C),
where we use the same notation as in the proof of the lower bound on Tc(h). We also
used (6.10) and (6.11) for the terms of orders h5−d and h6−d in Theorem 3.3.
We now proceed as in the proof of the upper bound. That is, using our a-priori bound
(6.18) we expand E1 and E2 as in (5.6) and (5.7), as well as
h2−2d
∫∫
C×Rd
V (h−1(x − y)) 14 |ψ<(x) + ψ<(y)|2 |α∗(h−1(x − y))|2
dx dy
(2π)d
= h
2−d
2
E1(βc) +
h4−d
2
E2,1(βc) + O(h
4−dε2)‖ψ<‖2H1(C),
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where E2,1(βc) is the first term on the right side of (3.29) (including the minus sign).
Moreover, we used (6.11) and [6, Eq. (4.13)] to bound the remainder term. Thus, the
terms of order h2−d on the right side of (6.22) cancel and, using (5.8), we obtain
FT () − FT (0) = h4−dED(ψ<) + O(h5−d + h4−dε2)‖ψ<‖2H1
+ 12T H0(, ) +
∫∫
C×Rd
V (h−1(x − y))|σ(x, y)|2 dx dy
(6.23)
with D = (Tc − T )/(h2Tc). For the proof of the lower bound we may drop the non-
negative quartic term and obtain
ED[ψ<] ≥
〈
ψ<|(−i∇ + 2A)∗	0(−i∇ + 2A) + 	1W − 	2D|ψ<
〉
≥ 	2 (Dc − D) ‖ψ<‖2.
Recall that D ≤ Dc. Therefore, (6.2) and (6.13) (note that ε−1h2 ≤ h) imply that
ED[ψ<] ≥ c (Dc − D) ‖ψ‖2H1(C)
for some c > 0.
In Lemma 6.2 below we bound the last two terms on the right side of (6.23) from
below. Combining this bound with (6.23) we obtain
FT () − FT (0) ≥ h4−d‖ψ‖2H1(C)
(
c (Dc − D) − C
(
ε−1h + ε + ε−2hr
))
,
where
r =
⎧⎪⎨
⎪⎩
1 if d = 1,√
ln(ε/h) if d = 2,√
ε/h if d = 3.
(6.24)
We now choose ε = h1/3 if d = 1, ε = h1/3(ln(1/h))1/6 if d = 2 and ε = h1/5 if d = 3
and obtain finally
FT () − FT (0) ≥ h4−d‖ψ‖2H1(C) (c (Dc − D) − CR)
with R from (2.14). Recall that we assume FT ()−FT (0) ≤ 0. Thus, if c(Dc−D) >
CR, that is, T > Tc(1 − h2(Dc − (C/c)R)), then necessarily ψ ≡ 0. According to
(6.1) and (6.3), this implies α ≡ 0. Since 0 is the unique minimizer of FT among
admissible states with vanishing off-diagonal entries, we conclude that  = 0. As
explained before (6.18), this proves (6.17).
Therefore, to complete the proof of Theorem 2.4 it remains to prove the following
bound.6
6 This Lemma is essentially the content of [6, Subsec. 6.2]. However, since we are able to simplify the
argument, we include some details here.
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Lemma 6.2. Assume that an admissible  satisfies FT () ≤ F (0)T and define σ and 
by (6.14) and (6.19). Then, with r from (6.24),
1
2T H0(, ) +
∫∫
C×Rd
V (h−1(x − y))|σ(x, y)|2 dx dy
 −h4−d
(
ε−1h + ε + ε−2hr
)
‖ψ‖2H1(C).
The constant is uniform for T as in (6.18).
Proof. We know from [6, Eqs. (6.21), (6.22) and (6.23)] that
1
2T H0(, ) ≥ (1 − δ)Tr(α − α)KT (−ih∇)(α − α)
with
δ  hr. (6.25)
The key ingredients in the proof of this inequality are Klein’s inequality, a replacement
of K A,WT by KT (−ih∇) and the fact that ψ< ∈ L∞(C) with ‖ψ<‖∞  r .
We now recall from (6.15) and (6.20) that α−α = σ −φ and that, by the positivity
of KT (−ih∇),
Tr(α − α)KT (−ih∇)(α − α) = Tr(σ − φ)KT (−ih∇)(σ − φ)
≥ Tr σKT (−ih∇)σ − 2Re Tr φKT (−ih∇)σ.
Thus, in order to prove the lemma, we shall bound
(1 − δ)Tr σKT (−ih∇)σ +
∫∫
C×Rd
V (h−1(x − y))|σ(x, y)|2 dx dy
 −ε−2h5−dr‖ψ‖2H1(C) (6.26)
and
−2(1 − δ)Re Tr φKT (−ih∇)σ  −h4−d
(
ε−1h + ε
)
‖ψ‖2H1(C). (6.27)
For the proof of (6.26) we bound
(1 − δ)KT (−ih∇) + V = (1 − 2δ)(KT (−ih∇) + V ) + δ(KT (−ih∇) + 2V )
≥ −2Tc(Dc)+h2 − Cδ  −hr.
Here we used the fact that V is relatively bounded with respect to KT (−ih∇) to bound
KT (−ih∇) + 2V ≥ −C and we used KT (−ih∇) ≥ KTc(−ih∇) − 2(Tc − T )+ ≥
KTc(−ih∇) − 2h2Tc(Dc)+ for the first one. We also used the lower bound (6.18) on T .
The last inequality follows from (6.9) and (6.25). Thus, (6.26) follows from the bound
(6.16) on σ .
For the proof of (6.27) we use the precise decomposition in Theorem 3.4. According
to this we can write φ = η1 + (φ − η1), where η1 is explicitly given by (3.33) with ψ
replaced by ψ< and where
‖φ − η1‖H1  h3−d/2
(
‖ψ<‖H1(C) + ‖ψ<‖3H1(C)
)
 h3−d/2‖ψ‖H1(C). (6.28)
Note that the latter bound is independent of ε in contrast to the bound (6.21) on φ. This
should be compared with the decomposition σ = (σ − ξ) + ξ from Proposition 6.1,
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where again ξ satisfies a better bound (6.3) than σ in (6.16). The key observation now
is that
Tr η1KT (−ih∇)(σ − ξ) = 0.
This follows from the fact that the supports of ψ̂< (which appears in η1) and ψ̂> (which
appears in σ − ξ ) are disjoint using the explicit form of η1. We deduce that
Re Tr φKT (−ih∇)σ = Re Tr
(
φ − η1
)
KT (−ih∇)(σ − ξ) + Re Tr φKT (−ih∇)ξ
 ‖φ − η1‖H1
(‖σ‖H1 + ‖ξ‖H1) + ‖φ‖H1‖ξ‖H1

(
ε−1h5−d + εh4−d
)
‖ψ‖2H1(C).
Here we used (6.3), (6.16), (6.21) and (6.28). This proves (6.27). unionsq
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