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WELCOME TO THE VII WCDANM | 2020
Dear participants, colleagues and friends,
it is a great honour and a privilege to give you all a warmest welcome to
the VII Workshop on Computational Data Analysis and Numerical Methods
(VII WCDANM), which is organized by the Polytechnic Institute of Tomar
(located in the center of Portugal in the beautiful city of Tomar), with the
support of some Portuguese research centers, hoping that the final result
may exceed the expectations of the participants, sponsors and organizers.
Due to the worldwide pandemic caused by the COVID-19 virus, for the
first time, this meeting will be transmitted through videoconference (web-
minar). Nevertheless, the important contributions of Adélia Sequeira (Uni-
versity of Lisbon, Portugal), Sílvia Barbeiro (University of Coimbra, Portu-
gal), Malay Banerjee (Indian Instituto of Techonology Kampur, India) and
Indranhil Ghosh (University of North Carolina at Wilmington, USA) as Ple-
nary Speakers, the high scientific level of oral and poster presentations and
an active audience will certainly contribute to the success of the meeting.
Part of the accepted papers (theoretical and applied) by the VII WCDANM
involve big data, data mining, data science and machine learning, in different
areas of research, some giving emphasis to coronavirus. A very special thanks
to this small, yet important, scientific community, since this event could not
be possible without any of these essential and complementary parts.
This year, there is also the possibility to attend a course on ŞModeling
Partial Least Squares Structural Equations (PLS-SEM) using SmartPLSŤ
given by Christian M. Ringle ((TUHH) Hamburg University of Technology,
Germany), who kindly and readily accepted our invitation and to whom we
are very grateful.
A special acknowledgment is also due to the Members of the Executive,
Scientific and Organizing Committees. In particular, Anuj Mubayi (Arizona
State University, USA), Milan Stehlík (Johannes Kepler University, Austria),
Ana Nata, Isabel Pitacas and Manuela Fernandes (hosts from the Polytechnic
Institute of Tomar, Portugal), A. Manuela Gonçalves (University of Minho,
Portugal), Teresa Oliveira (Aberta University) and Fernando Carapau (Uni-
versity of Évora, Portugal) have been relentless in search for a balanced,
broad and interesting program, having achieved an excellent result.
For the third consecutive year, the Journal of Applied Statistics (Taylor
& Francis) and Neural Computing and Applications (Springer) are also as-
sociated to the event, being extremely important in the dissemination of the
scientific results achieved at the meeting.
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Given the above, it is a pleasure to be ”together” with all of you in
this web conference, hoping it may provide an intellectual stimulus and an
opportunity for the scientific community to jointly work and disseminate
scientific research, namely presenting approaches that may contribute to the
solution of the pandemic we are experiencing in the expectation that the
present might be past in the near future!
Tomar, September 10-12, 2020.
Chairman of the Executive committee of VII WCDANM,
Luís Miguel Grilo
Instituto Politécnico de Tomar, Portugal
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Emergence of stationary pattern in
Rosenzweig-MacArthur model
Malay Banerjee
Department of Mathematics & Statistics
IIT Kanpur, Kanpur, India
E-mail address: malayb@iitk.ac.in
The spatio-temporal Rosenzweig-MacArthur (RM) model with self-diffusion terms
only is capable of producing a wide range of dynamic patterns, namely traveling
wave, periodic traveling wave, spatio-temporal chaos. The RM type reaction kine-
tics is suitable for a wide range of resource-consumer type population interactions
where the constituent species exhibit stationary distribution over their habitat.
However, the spatio-temporal RM model fails to produce stationary Turing pat-
terns as the requisite conditions for Turing instability are not satisfied. A slightly
modified version of the spatio-temporal RM model is capable of producing a sta-
tionary Turing pattern. The main objective of this talk is to explain how Turing
pattern can emerge for spatio-temporal RM model by incorporating (i) nonlocal
consumption of resources by prey and (ii) density dependent cross-diffusion of
both the population. These mechanisms are responsible for generation of Turing
patterns for a wide range of prey-predator models.
Keywords
Pattern Formation, Turing Instability, Nonlocal Interaction.
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Mathematical models for elastography
Sílvia Barbeiro
University of Coimbra, CMUC, Department of Mathematics, Coimbra, Portugal
E-mail address: silvia@mat.uc.pt
In this talk we discuss a mathematical model to reconstruct the mechanical pro-
perties of an elastic medium, for the elastography imaging technique. We start
by addressing the numerical simulation of the mechanical wave propagation and
induced displacements. This direct problem is the computational basis to solve
the inverse problem which consists of determining the set of parameters that
characterize the mechanical properties of the medium, knowing the displacement
fields for a given excitation.
Keywords
Elastography, Coupled Acoustic Wave Propagation, Elastic Displacement Model, Inverse
Problem.
The investigation reported in this talk arrises in the framework of ElastoOCT project
[1] where the development an optical coherence elastography (OCE) technique for imaging
in vivo the mechanical properties of the retina is proposed. OCE is an emerging medi-
cal imaging modality created to visualize tissue elasticity non-invasively. This procedure
combines mechanical excitation of the medium with optical coherence tomography (OCT)
for measuring the corresponding elastic displacement. When using acoustic loading, an
ultrasound source is coupled with an OCT device to this end. Usually, the mechanical
properties of pathological tissue are distinct from those of healthy tissue, therefore elas-
tography opens the prospect of the discovery of biomarkers for the early detection, before
clinical manifestations, of neurodegenerative processes.
We are interested in applying OCE to the human retina. The mathematical simula-
tion of this process includes the propagation of the acoustic wave from the source through
the eye, the interaction of the acoustic pressure to generate an elastic wave in the retina
and the propagation of the elastic wave in the retina, namely the induced displacements
in the retinal tissue [2]. Having in mind the application, we investigate a process for ob-
taining the mechanical properties of the retina given the displacement field, that is, to
solve the inverse problem of elastography. In our approach [3], we formulate the inverse
problem as an optimization program, using mathematical model for solving the direct
problem. The inverse problem consists of determining the set of parameters that charac-
terize the mechanical properties of the medium knowing the displacement field for a given
excitation. In practice, the objective is to infer the parameters that characterize the me-
chanical properties so that the difference between simulated displacements obtained with
the mathematical model for the direct problem with those parameters and the data are
minimized.
We present several computational results and discuss the performance of the methods.
Acknowledgements: This work was partially supported by the Centre for Mathema-
tics of the University of Coimbra - UIDB/00324/2020, funded by the Portuguese Go-
vernment through FCT/MCTES, and by FCT (Portugal) research project PTDC/EMD-
EMD/32162/2017, COMPETE and Portugal2020.
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A class of skewed distributions with applications in
environmental data
Indranil Ghosh1 and Hon Keung Tony Ng2
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2Southern Methodist University, Dallas, Texas, USA
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Keywords
Maximum Likelihood, Moments, Monte Carlo Simulation, Skewed Distribution, Trunca-
tion.
In environmental studies, many data are typically skewed and it is desired to have a
flexible statistical model for this kind of data. In this article, we study a class of skewed dis-
tributions by invoking skewness into some known distributions. In particular, we consider
using the logistic kernel to derive a class of univariate distribution called the truncated-
logistic skew symmetric (TLSS) distribution. We provide some structural properties of
the pro- posed distribution and develop the statistical inference for the TLSS distribution.
A simulation study is conducted to investigate the efficacy of the maximum likelihood
method. For illustrative purposes, two real data sets from environmental studies are used
to exhibit the applicability of such a model.
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Modeling and simulation of the cardiovascular
system: a mathematical challenge
Adélia Sequeira
Departamento de Matemática. Instituto Superior Técnico, Universidade de Lisboa,
Portugal
Centro de Matemática Computacional e Estocástica (CEMAT- IST/ULisboa), Portugal
E-mail address: adelia.sequeira@tecnico.ulisboa.pt
Cardiovascular diseases, such as heart attack and strokes, are the major causes of
death in developed countries, with a significant impact in the cost and overall status of
healthcare. Understanding the fundamental mechanisms of the pathophysiology and treat-
ment of these diseases are matters of the greatest importance around the world. This gives
a key impulse to the progress in mathematical and numerical modeling of the associated
phenomena governed by complex physical laws, using adequate and fully reliable in silico
settings.
In this talk we describe some mathematical models of the cardiovascular system and
comment on their significance to yield realistic and accurate numerical results, using stable,
reliable and efficient computational methods [1]. Results on the simulation of some image-
based patient-specific clinical cases will also be presented [2].
Acknowledgements: Research partially supported by National Funds through FCT—
Fundação para a Ciência e a Tecnologia, projects UIDB/04621/2020, UIDP/04621/2020
(CEMAT-IST/ULisboa) .
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Course on partial least squares structural equation
modeling (PLS-SEM) using SmartPLS
Christian M. Ringle
(TUHH) Hamburg University of Technology, Germany
E-mail address: c.ringle@tuhh.de
This online course is based on the be book ”A Primer on Partial Least Squares
Structural Equation Modeling” by Joe Hair, Tomas Hult, Christian M. Ringle,
and Marko Sarstedt.
Course topics:
• Foundations of structural equation modeling (SEM) and partial least squares
SEM (PLS-SEM)
• Introduction to PLS-SEM and the SmartPLS software
• Assessing measurement model results (reflective and formative) & SmartPLS
exercises
• Assessing structural model results & SmartPLS exercises
• Advanced model evaluation: Prediction-oriented assessment of PLS-SEM re-
sults










Organized Session 1 15
Singular multinomial distribution and discriminant
analysis
Isaac Akoto1,2, João T. Mexia1,3, Dário Ferreira4,5 and
Gracinda R. Guerreiro1,3
1FCT NOVA, Universidade NOVA de Lisboa, Campus de Caparica, Portugal
2Department of Mathematics and Statistics, University of Energy and Natural
Resources, Sunyani, Ghana
3Center of Mathematics and its Applications, FCT NOVA, Universidade NOVA de
Lisboa, Campus de Caparica, Portugal
4Department of Mathematics, University of Beira Interior, Covilhã, Portugal
5Center of Mathematics and Applications, University of Beira Interior, Covilhã, Portugal
E-mail addresses: i.akoto@campus.fct.unl.pt; jtm@fct.unl.pt; grg@fct.unl.pt; dario@ubi.pt
Applying Discriminant Analysis to discrete variables usually leads to an enormous
number of possible states if compared to the number of objects under study. This
makes the models have a low performance due to the high number of parameters
to be estimated. Moreover, usually an incorrect allocation of an element to a
certain class has associated costs.
In this work, we address the problem of classifying an individual into one of several
populations by considering “statistical decision functions” and derive a two-phase
allocation rule, which minimizes the average allocation cost. This approach ena-
bles us to avoid having to consider a great number of cases. We apply our results
to HIVDR to classify patients into two a priori defined classes of treatment.
Keywords
Decision Theory, Discrimination, HIVDR
Acknowledgements: This work was partially supported by the Portuguese Foundation
for Science and Technology through the projects UIDP/MAT/00212/2020 and
UIDP/MAT/00297/2020.
References
[1] P. J. Brown, T. Fearn and H. S. Haque. Discrimination with many variables. Journal
of the American Statistical Association 94: 448, 1320–1329, 1999.
[2] P. L. Cooley Bayesian and Cost. Considerations for Optimal Classification with Dis-
criminant Analysis. The Journal of Risk and Insurance, 277–287, 1975.
[3] L. Flury, B. Bourkai and B. D. Flury. The discrimination subspace model. Journal of
the American Statistical Association 92(438): 758–766, 1997.
[4] M. Lavine and M. West. A Bayesian method for classification and discrimination.
Can J Stat 20(4): 451–461, 1992.
[5] S. S. Ferreira and D. Ferreira and C. Nunes and J. T. Mexia. Discriminant Analysis
and Decision Theory. Far East Journal of Mathematical Sciences 51(1): 69–79, 2011.
[6] S. Srivastava, M. R. Gupta and B. A. Frigyik. Bayesian Quadratic Discriminant
Analysis, Journal of Machine Learning Research 8: 1277–1305, 2007.
16 Organized Session 1
Bi-additive models, adjustment, confidence
ellipsoids and prediction intervals
Patrícia Antunes1, Sandra S. Ferreira1,2, Dário Ferreira1,2 and
João T. Mexia3
1Center of Mathematics and Applications, University of Beira Interior, Covilhã, Portugal
2Department of Mathematics, University of Beira Interior, Covilhã, Portugal
3Center of Mathematics and its Applications, Faculty of Science and Technology, New
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E-mail addresses: antunes.patricia03@gmail.com; sandraf@ubi.pt; dario@ubi.pt;
jtm@fct.unl.pt
Models given by




where the Zi are independent, with independent and identically distributed com-
ponents, are bi-additive models, since their covariance matrices are the sum of
the corresponding matrices for the XiZi, i = 1, ..., w. This structure enable the
use of cumulants in the estimation of model parameters.
Besides this Edgeworth Expansions were obtained and used to derive Confidence
Ellipsoids for the model distribution and Prediction Intervals for ”future” obser-
vations.
Keywords
Cumulants, Inference, Mixed Models.
Acknowledgements: This work has received funding from the Portuguese Foundation
for Science and Tecnhology under the project UIDB/MAT/00212/2020 and UIDB/MAT/
00297/2020.
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Sums of squares in prime factorial designs
Dário Ferreira1, Sandra Ferreira1, Célia Nunes1 and João T. Mexia2
1Department of Mathematics and Center of Mathematics and Applications, University of
Beira Interior, Portugal
2Centre of Mathematics and its Applications, FCT, New University of Lisbon, Portugal
E-mail addresses: dario@ubi.pt; sandraf@ubi.pt; celian@ubi.pt; jtm@unl.fct.pt
Prime factorial designs are pn designs, where p is a prime number or a power of
a prime. Since [7], these designs have been studied over the years. An example
of a recent study is [3], where results about tests for hypotheses, in models with
orthogonal block structure, were applied to prime factorial designs. These kind of
models have the advantage of allowing the simultaneous study of a larger number
of interactions compared to classical approaches. In this work we show how to
use recurrence relations in order to obtain the sums of squares, for cases with
any number of factors and levels, even when it is neither a prime or a power of a
prime. An example is included.
Keywords
Inference, Mixed Models, Recurrence Method.
Acknowledgements: This work was partially supported by the Portuguese Founda-
tion for Science and Technology, FCT, through the projects UIDB/MAT/00212/2020 and
UIDB/MAT/00297/2020.
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Asymptotic results for the discrete case
Sandra Ferreira1, Isaac Akoto2, Célia Nunes1, Dário Ferreira1 and
João T. Mexia3
1Department of Mathematics and Center of Mathematics and Applications, University of
Beira Interior, Portugal
2FCT NOVA, Universidade NOVA de Lisboa, Campus de Caparica, Portugal
3Center of Mathematics and its Applications FCT, New University of Lisbon, Portugal
E-mail addresses: sandraf@ubi.pt; celian@ubi.pt; dario@ubi.pt; i.akoto@campus.fct.unl.pt;
jtm@unl.fct.pt
Given an experiment with m possible results, the corresponding samples follow
the discrete multinomial distribution. We present for these distributions normal
asymtotics distributions. We show how to write quadratic forms as inner products
in order to obtain confidence ellipsoids and simultaneous confidence intervals for
the vector of the results probabilities. We apply our approach to inference on
single and pair of samples.
Keywords
Asymtotics Distributions, Confidence Ellipsoids, Inference.
Acknowledgements: This work was partially supported by the Portuguese Founda-
tion for Science and Technology, FCT, through the projects UIDB/MAT/00212/2020 and
UIDB/MAT/00297/2020.
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Asymptotic results for the discrete case - Part II
João T. Mexia1, Isaac Akoto2, Sandra Ferreira3, Célia Nunes3 and
Dário Ferreira3
1Center of Mathematics and its Applications, FCT, New University of Lisbon, Portugal
2FCT NOVA, Universidade NOVA de Lisboa, Campus de Caparica, Portugal
3Department of Mathematics and Center of Mathematics and Applications, University of
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Continuing the study of inference we consider structured families of models. The
samples are assumed to be independent and corresponding to the same set of
results. In the pairs of samples we compare homologue probabilities and linear
combinations of probabilities but we go further and we will consider samples of a
structured family that corresponds to the treatments of a fixed effects model. We
study the action of the factors in the base design, on linear combinations of the
results probabilities.
Keywords
Asymtotics Distributions, Inference, Structured Family.
Acknowledgements: This work was partially supported by the Portuguese Founda-
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COVID-19: How to estimate the percentages of
asymptomatic and immune individuals
Manuela Oliveira1,2, João T. Mexia4,5, Eugénio Garção3 and
Luís M. Grilo5,6,7,8
1Universidade de Évora, Departamento de Matemática, Portugal
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Epidemiology focuses on the identification of patterns in disease occurrence in
order to provide information that may be useful to help prevent it. The research of
how a disease may be transmitted is influential for that identification. In the case
of COVID-19 this research should focus on the relations between the disease and
the populations of susceptible individuals that might be infected. In this context,
we propose an approach based on a stratified sampling scheme to estimate the
percentages of asymptomatic and immune persons per region in Portugal.
Keywords
COVID-19, Asymptomatic Percentage, Immune Percentage, Sampling Design.
Acknowledgements: Research partially supported by National Funds through FCT—
Fundação para a Ciência e a Tecnologia, projects UIDB/MAT/04674/2020 (CIMA).
References
[1] Entidade Reguladora da Saúde (ARS). Estudo sobre as Unidades de Saúde Familiar
e as Unidades de Cuidados de Saúde Personalizados, 2016.
[2] J. L. Fernandes, V. L. Costa, P. Oliveira and A. Almeida. Impact of patient panel
size on the quality of care provided for family phsicians . Acta Médica Aceite para
publicação, 2020.
[3] W. G. Cochran, Sampling Techniques 3rd Edition. John Wiley and Sons, New York.
1977.
22 Organized Session 2
Selecting the most efficient model in predicting
financial resources
Andressa Contarato Rodrigues1, Pedro Ivo Rodrigues1 and
Marco Aurélio dos Santos Sanfins1
1Universidade Federal Fluminense, Brazil
E-mail addresses: andressacontarato@gmail.com; pir.pedro@gmail.com;
marcosanfins@id.uff.br
Finance encompasses a set of processes, markets, and institutions, among others,
with the purpose of transferring funds between people, companies and even the
Government. Given its importance, it is always necessary to use sophisticated
analysis and complex algorithms to understand the market, in order to predict
future conditions that may affect from the life of a person to an entire country.
Models widely used in this field come from the area of Time Series [4]. However,
an area gaining great importance is that of Artificial Intelligence. This is used in
several scientific articles, and it is being more and more applied, with the advent
of large volumes of data, the Big Data. Within Artificial Intelligence, there is the
branch of Machine Learning, and in this, Deep Learning. Machine Learning has
been widely used in Finance, as well as Artificial Intelligence and its history is old.
Machine Learning has become an essential technique in the area of Finance, due
to the growing number of data used, such as historical records by year, month,
day, hours and even seconds. Thus, the purpose of this work is to make use of
models from the area of Time Series and Artificial Intelligence and compare their
performance.
Keywords
Finance, Time Series, Machine Learning, Financial Market.
Objective: Identify which model best fits the resource data, looking at the RMSE and
its accuracy, to finally predict the best time series. Analyzing the nature of the series used
in the study, the bibliographic survey of the models, their construction and application, to
finally compare the results, with the possible choice of one or more models for each series
approached.
Financial Resources: Share is defined as the smallest portion of capital stock of
companies or even corporations. It can be considered an equity title, granting the share-
holders all rights and duties of a partner, within the limit of the shares held [1]. Another
type of financial resource that has been gaining strength is cryptocurrencies. With the
advent of technology and the most varied forms of payment and receipt of money, the
so-called cryptocurrencies were created.
Time Series: Monitoring resources in the financial market can be made daily, weekly,
etc. Understanding how an asset will behave tomorrow, or after a certain cycle, is of great
relevance for investors. This idea of monitoring observations in a certain period of time
is called time series [2]. Regarding the definition of time series, stochastic processes can
be defined as a set of observations ordered by time [4]. As for the models created by
Box and Jenkins (1970), such linear models were designed to capture autocorrelation and
create models with one part showing how much the past affects the present and another
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part, demonstrating how much errors can affect the present. These, ARIMA, SARIMA ...
When they were created, the objective of autoregressive models with conditional heteros-
cedasticity was to estimate the variability of inflation. Examples of these models are the
GARCH.
Artificial intelligence: Artificial intelligence (AI) is divided into two more parts:
Machine Learning and Deep Learning. As the names show, the first defines machine lear-
ning and the second, deep learning, in the field of neural networks. In this work, the
machine learning model called Support Vector Regression (SVR) was used, whose objective
is to trace hyperplanes in order to stipulate an optimal function for the data. The Artificial
Neural Network (ANN), in the field of Deep Learning, is a structure based on a biological
neuron, called multilayer perceptron, with 3 layers, one of them being hidden [1].
Database: Database was composed by 6 different types of actions: MSFT: Microsoft;
SBUX: Starbucks; IBM: IBM company; AAPL: Apple; GSPC: Active; AMZN: Amazon.
And, three different types of cryptocurrencies, namely: BTC-USD: Bitcoin; ETH-USD:
Ethereum; and LTC-USD: Litecoin.
Results: The results analyzed show that the AI models had a better performance.
In the asset series, the SVR was the best, while in the Cryptocurrencies series, the ANN
stood out as the best fit.
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Image analysis using neural convolutional network
in health
Andressa Contarato Rodrigues1 and Gleici da Silva Castro Perdoná1
1Universidade de São Paulo, Brazil
E-mail addresses: andressacontarato@gmail.com; pgleici@fmrp.usp.br
Artificial Intelligence, previously considered only as a theoretical area with lit-
tle applicability, has been developing with the advent of Big Data and powerful
computers. One of the techniques within the Artificial Intelligence area is Deep
Learning, which contains studies in the area of so-called Neural Networks. A Neu-
ral Network is based on a biological neuron, which becomes a basic unit of the
human brain, being a special cell in the transmission of instructions. One of the
neural networks that has been designed with great efficiency in its application in
several areas of knowledge are the Convolutional Neural Networks - CNN [2].
Keywords
Artificial Intelligence, Deep Learning, Convolutional Neural Network, Health, Respiratory
Diseases.
Objective: Although, according to the WHO [3], the disease called pneumonia is a
type of acute respiratory infection that mainly affects the lungs. The aim of this work
is to detect and differentiate a normal patient from one who has respiratory disease.
Pneumonia can, in the current scenario, be confused with Covid-19 and influence the
patient’s condition.
Methodology: The structure of a CNN is a neural network that uses layers with a
convolution filter [2]. These neural networks showed results both in the field of computer
vision and in several problems of Natural Language Processing (NLP). The neural network
starts with the input, inside it there are the convolution layers, each convolutional layer
tries to understand the basic patterns. In the first, the network tries to learn patterns and
borders of the images, in the second, it tries to understand the shape/color and so on.
Database: Initially, we will consider the Chest-X Ray Images base present on the
Kaggle platform [4], to develop the structure of the CNN. The base is composed of a
set of images, these from chest radiography (anteroposterior) that were selected from
retrospective cohorts of pediatric patients from one to five years old at the Guangzhou
Women and Children Medical Center.
Results: Partial results were obtained, with 91.3% accuracy in detecting and iden-
tifying pneumonia compared with x-ray images of patients without respiratory diseases.
And it is on process to improve.
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Impacts caused by COVID-19 in the Brazilian
educational sector: An application of exploratory
factor analysis
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The year 2020 was marked by the beginning of a pandemic caused by the new
coronavirus (COVID-19). This virus with easy and fast contagion impacted se-
veral sectors around the world, as well as countless countries, and Brazil seeks
to minimize such impacts. Due to the ease of contamination, restrictive mea-
sures needed to be adopted, such as social distancing. The educational sector
was severely affected, and it was extremely necessary to implement measures that
would allow the school year to continue. That said, applying factor analysis, this
work aims to measure the impacts caused by COVID-19 in the educational scope.
The data were collected through a virtual questionnaire, which made it possible
to analyse the effects of such scenario on the lives of education professionals. The
results were satisfactory, showing factors that directly influence the performance
of professionals during this challenging period.
Keywords
Coronavírus, Education, Educational Impact.
At the end of 2019, a new virus called Coronavirus (COVID-19) spread across Wuhan
(China) a disease with fast and easy contagion that became the latest global threat
(SOUTO, 2020) [1]. On December 31, the World Health Organization (WHO) was no-
tified of the occurrence of an outbreak of pneumonia in the city of Wuhan caused by
the new coronavirus (SARS-COV-2). A disease that challenges health professionals, re-
searchers and government leaders, something unknown that quickly impacted the Chinese
population, despite the adoption of some restrictive measures in 2020. The disease spread
to many countries, and as of February of the same year, there were already approximately
80 thousand cases disease and 2,838 deaths in 53 countries (CRODA, 2020) [2]. It did not
take long for the disease to take on overwhelming proportions in the world, arriving in
Brazil, with its first case confirmed on February 26, 2020(CRODA, 2020)[2]. The country
was on the alert and measures needed to be taken to minimize contamination of the popu-
lation, thus requiring the implementation of social distancing. This resulted in the closure
of industries, businesses, schools, leisure areas and everything not considered essential, in
order to try to reduce the number of cases. Such restrictive measures directly impacted
several sectors such as economy and education, among others. The educational sector was
extremely affected, requiring the implementation of a plan that would allow the conti-
nuation of the school year, but the time for planning was short, and immediate measures
needed to be applied. As an initial proposal, the July vacations were brought forward,
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but long-term measures were necessary. After this period of early recess, education profes-
sionals together with government leaders proposed the use of technology, already used in
distance learning (DE) , as a tool to help students and teachers, making possible through
remote classes the continuity of the school period. The use of technology enabled the con-
tinuity of classes online, becoming essential to mitigate the consequences of the pandemic
in the educational field. The scenario is still challenging for students and teachers, more
functions were added to the roles of professionals, as it is necessary to rethink and inno-
vate teaching methods, in order to guarantee a quality education that meets the academic
demand. That said, the present work aims to measure, through descriptive statistics and
statistical methods, such as factor analysis [3] and chi-square test, the impact of the pan-
demic caused by the new coronavirus on the lives of educators. This study allows us to
observe which factors most impacted the lives of professionals of education and what are
the effects on the way of teaching. The analysis is conducted by a total sample of 107
education professionals. The research was developed through a virtual questionnaire, the
data collection period took place from April to August 2020, and the sample inclusion
criteria was to be a professional in the educational sector. For a better analysis of the
collected data, they were coded and categorized. With the application of factor analy-
sis, it was possible to identify that students and professionals are striving to maintain a
good academic performance, but factors such as the lack of technological resources and
an increase in the student workload is an additional obstacle for the already complex and
challenging scenario.
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Statistical modelling of the performance of
Portuguese granites exposed to salt mist: the cases
of RA and SPI granites
Isabel Borges1, Cristina Dias2, Carla Santos3 and Maria Varadinov4
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The development of methodologies and models of degradation to predict the useful
life of natural stones used as building materials or as ornamental stones assumes an
unquestionable importance for the optimization of its choice, application criteria
and maintenance in the short and long-term period of time. The analysis of the
behavior of granites exposed to salt mist artificial weathering, simulated by acce-
lerated aging tests, allows us to obtain data that when analyzed with the proper
techniques of statistical prevision modelling, provide us a precious information
about their expected performance over time.
Keywords
Aggressive Environments, Laboratorial Data, Natural Stones, Polynomial Regression Ana-
lysis.
Material and methods
Despite the common held belief that granite is not as prone to weathering as other
natural stones, even granite is susceptible to it when exposed to aggressive environments,
such as, for instance, soluble salts present in coastal areas. According to several authors
salt mist is widely recognized as a promoter of alteration and degradation of natural stone
present in coastal areas, leading to notable damage also in the stone-built heritage. The
influence of this natural phenomena could spread to zones up to about 20 km from the
shoreline, being able to accelerate the weathering process by a factor of 1.59. In order to
modelling the degradation by salt mist of two Portuguese granites, widely used as con-
struction materials and also as ornamental stones, fourteen samples of each litology were
subject to 150 cycles of a salt mist atmosphere, according to the EU standards, and the
variation in their masses recorded.
Results and discussion
A polynomial regression analysis was applied to the laboratorial data obtained and it
was possible to verify that the pattern of the degradation curve for the two granites is quite
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similar, with a ”S” shape and both present very high values of coefficient of determination,
meaning a very good fit of the laboratorial data to this model.
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Multivariate collective risk models.
Inference and special case
Ana Cantarinha1,2, Elsa Moreira3,4 and João T. Mexia3,4
1University of Évora, Portugal
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Univariate collective models have played an important role in Actuarial Mathe-
matics. The inference about these models is usually made for the totals of claims.
We now present a multivariate version of these models that may be of interest,
as a special case, for application in forest fires. The inference in this case is now
made for the total burnt area and the number of fires.
Keywords
Collective Models, Asymptotic Distributions, Confidence Intervals, Risk Theory.
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Analysis of adaptability and production stability of
common wheat genotypes
Cristina Dias1, Carla Santos2, Isabel Borges3 and Maria Varadinov4
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Corn, along with rice and wheat, is one of the three most important crops in the
world, in terms of area under cultivation and total production. It is a versatile
crop, being grown on all continents, with a wide number of cultivars adapted to
local conditions. This work had the objectives of (i) comparing the values of the
genotype-environment interaction (GA) obtained using the model of the main
additive effects and multiplicative interaction (AMMI) and in the analysis of the
linear regression (RL),(ii) comparing the production stability of common wheat
genotypes.
Keywords
Cultivars, Genotype-Environment Interaction, AMMI Model, Linear Regression Analysis.
Material and methods
Twenty-two genotypes were evaluated in different environments (combinations of lo-
cation and year) in Elvas, Beja, Herdade da Abobada (Serpa), Portugal, based on the
analysis of data obtained in field trials that took place in the period from 2015 to 2019.
The experimental design used was randomized blocks, with two repetitions.
Results and discussion
The sum of squares (SQ) of the regressions only explained 21,6% of the SQ of the
GA interaction, while the first component (CP1) of the analysis of the main components
explained 46.3%. The SQ of CP1 was greater than twice the SQ of all combined regressions
(joint, genotypic and environmental). Therefore, the AMMI analysis was more efficient in
describing the GA interaction than the RL. Cultivars 8, 11, 14, 16, 19 are the most stable,
with the highest yield, revealing considerable adaptability to the region. Cultivars 7, 13,
20 and 22 are also quite stable with high medium yield. The cultivars, 12 and 21 are
highly stable, with production above average, revealing wide adaptability to the region,
the remaining cultivars are more unstable with production below average.
Acknowledgements: This work is funded by national funds through the FCT - Fundação
para a Ciência e a Tecnologia, I.P., under the scope of the project UIDB/00297/2020
(Center for Mathematics and Applications).
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The likelihood ratio test of independence for
random sample sizes - power studies and
computational issues
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In this work the test of independence of two groups of variables is addressed in
the case where the sample size is not known in advance. This assumption lead us
to assume the sample size as a realization of a random variable N .
We consider the sampling scheme in which N follows a Poisson distribution. For
the case of two groups with p1 and p2 variables, it is shown that when either p1
or p2 (or both) are even the exact distribution of the test statistic corresponds to
an infinite mixture of Exponentiated Generalized Integer Gamma distributions.
In this case a computational module is made available for the cumulative dis-
tribution function of the test statistic. When both p1 and p2 are odd, the exact
distribution may be represented as an infinite mixture of products of indepen-
dent Beta random variables which density and cumulative distribution functions
do not have a manageable closed form. Thus, a computational approach for the
evaluation of the cumulative distribution function is given based on a numerical
inversion formula developed for Laplace transforms. Simulation studies are pro-
vided in order to assess the power of the test, allowing us to analyze the properties
of the testing procedure when using the random sample size approach.
Keywords
Laplace Transform Inversion, Series Expansions, Characteristic Function, Mixtures, Simu-
lations, Power Studies.
Acknowledgements: This work was partially supported by the Fundação para a Ciência
e a Tecnologia (Portuguese Foundation for Science and Technology) through projects
UIDB/00212/2020 and UIDB /00297/2020.
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On the optimization of unbiased linear estimators
in models with orthogonal block structure
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1Polytechnic Institute of Beja, Portugal
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In a special class of models with orthogonal block structure, a necessary and
sufficient condition for its least squares estimators to be best linear unbiased
estimators is that the variance-covariance matrix commutes with the orthogonal
projection matrix on the space spanned by the mean vector. As an alternative to
the requirements for this purpose, established when this particular class of linear
models was introduced, to ensure commutability we resort to U-matrices and use
the fundamental partition of the observations vector.
Keywords
U-matrices, Best Linear Unbiased Estimators, Mixed Models, Models With Commutative
Orthogonal Block Structure
Models with orthogonal block structure, OBS, are linear mixed models whose cova-
riance matrices are the positive definite linear combinations of known pairwise orthogonal
orthogonal projection matrices (POOPM) that add up to the identity matrix [1]. OBS have
estimators with good behaviour for estimable vectors and variance components, however
we can achieve best linear unbiased estimators, for estimable vectors, considering a parti-
cular class of OBS, those of models with commutative orthogonal block structure (COBS).
COBS are based on the commutativity between the orthogonal projection matrix (OPM)
on the space spanned by the mean vector, and the POOPM, belonging to the principal
basis of the commutative Jordan algebra of symmetric matrices, associated to the model.
Regarding estimation in COBS, a necessary and sufficient condition for its least squares
estimators to be best linear unbiased estimators is that the OPM on the space spanned by
the mean vector commutes with the variance-covariance matrix, which is ensured by the
commutativity condition mentioned above or, alternatively, resorting to U-matrices and
using the fundamental partition of the observations vector, constituted by the sub-vectors
corresponding to the different sets of the levels of the fixed effects factors, [2].
Acknowledgements: This work was partially supported by the Fundação para a Ciência
e a Tecnologia (Portuguese Foundation for Science and Technology) through the project
UIDB/00297/2020 (Centro de Matemática e Aplicações) and UIDB/00212/2020
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Multivariate APC model in the analyses of the
logistics activities within agri-food supply chains
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The Reverse Logistics is associated with a growing awareness of people and institu-
tions to environmental problems, the worrying shortage of raw materials globally
and the increase of ”green” products, that are environmentally friendly. So, there
is the need to manage a RL flow to the traditional forward flow (between the point
of final consumption and the point of origin). The goal is to conduct a study to
analyze the practices and characteristics of RL within agri-food enterprises in
Portugal.
Keywords
Agri-Food Supply Chains, Reverse Logistics, End-Of-Use Products, Methodologies.
Material and methods
The goal is to conduct a study, using descriptive research methods, to analyze the
practices and characteristics of RL within agri-food enterprises in Portugal in the various
agri-food sectors (e.g., agrarian, production, transformation, recycling), through an online
questionnaire with closed questions. A quantitative study is developed, using a webpage
and electronic mailing to promote the online questionnaire to the companies representative
of agri-food sector registered in the INE database and that operate and reside in Portugal.
Results and discussion
As a result, this study can contribute to the knowledge and the perception by the
Portuguese agri-food managers to the RL processes and it can help with the criteria that
influence decision making for RL implementation, either as driver or as barrier to the
development of RL systems in agri-food companies.
Acknowledgements: Research partially funded by FCT- Fundação para a Ciência e a
Tecnologia, Portugal, through the project FCT-UID/ECI/04028/2020.
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Coefficient of variation: properties, bounds and
monotony
Carla Santos1,2, Cristina Dias2,3, Isabel Borges3, Maria Varadinov3
and João Tiago Mexia4
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The widespread use of the standard deviation as dispersion measure, in most
investigations that use statistical methods, has disregarded the coefficient of va-
riation, not taking advantage of its potentialities as measure of risk sensitivity, to
represent the reliability of trials or in the assessment of the accuracy of experi-
ments. In this work, we revisit the coefficient of variation definition and properties
and investigate the case of samples with binomial distribution.
Keywords
Coefficient of Variation, Dispersion, Binomial Distribution.
The coefficient of variation of a distribution is a useful descriptive measure for des-
cribing variability or dispersion. Although, in many research fields, the most common
measure of dispersion is the standard deviation, in agriculture, finance and others, the
coefficient of variation has emerged in a prominent place as measure of risk sensitivity,
to represent the reliability of trials or in the assessment of the accuracy of experiments.
This relevance comes from the advantage of being a unit-free measure, allowing to compare
data from different distributions or data in different scales. The sample coefficient of varia-
tion is usually used as an estimator of the population coefficient of variation, however,
in many situations, it is interesting to consider interval estimation. Due to its practical
interest, point estimation and confidence intervals for coefficient of variation has been well
addressed in the literature. Theoretical investigation of properties of the sample coefficient
of variation has provided limits for this measure, especially in a Normal distribution. In this
work we consider the case of samples with binomial distribution in which the coefficient
of variation is monotone decreasing both with n and p. For finding n we obtain bound for
that coefficient.
Acknowledgements: This work was partially supported by the Fundação para a Ciência
e a Tecnologia (Portuguese Foundation for Science and Technology) through the project
UIDB/00297/2020 (Centro de Matemática e Aplicações).
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Basic models with orthogonal structure
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Today several techniques exist for treating a series of studies on the Joint Analysis
of Tables. The presented formulation allows us to make inference about the series
of studies, since the results presented in this work can be applied to matrices
of Hilbert-Schmidt products that are very important in first step of the Statis
methodology. The models we consider are based in the spectral decomposition of
the mean matrices. These models gave the basis to perform inference for isolated
matrices and for structured matrix families. In these families, the matrices, all
of the same order, correspond to the treatments of base models. An application
to legislative elections held in mainland Portugal is presented. Our results point
towards to the existence of a common structure of degree one.
Keywords
Treatments, Base Design, ANOVA, Statis Methodology.
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Comparing COVID-19 case fatality ratios through
Marascuilo Procedure
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To understand the severity of COVID-19, identify populations at risk and guide
policy, it is critical to measure associated mortality. This information can be
obtained through case fatality ratio (CFR). To assess the differences between the
COVID-19 CFR of European Union countries, we used World Health Organization
data on COVID-19 infections and deaths, until August 26. Rejecting the null
hypothesis of equality of CFR, we proceeded to the comparisons between all
pairs of countries by carrying out Marascuilo’s multiple comparison procedure.
We found evidence of significant differences in CFR between different countries
in Europe.
Keywords
CFR, COVID-19, Marascuilo’s procedure, European Union countries, Severity.
The appropriate metric for determining the true severity of a disease is the IFR (In-
fection fatality ratio), however, the accuracy of its calculation has enormous limitations
and, for the moment, for most countries in the world the information available only allows
to know the CFR (case fatality ratio). Although reliable values of the CFR can only be
obtained at the end of a pandemic, and the value of the CFR tends to vary considerably
in the course of that pandemic and be overestimated at certain times [4], the knowledge
of the CFR constitutes an important contribution to the knowledge of the characteristics
of the pandemic [2]. Alluding to the imprecise nature of CFR values, while an epidemic is
going on, [1], used simulation and COVID-19 data available on April 5th, for United States
of America, Italy, Spain, Germany, France, United Kingdom, The Netherlands and Korea,
arguing that the differences found between CFR are due to different evolutionary stages of
the pandemic in these countries and that, at the end of the pandemic, the CFR will tend to
be similar. More than eight months after the beginning of the dissemination of COVID-19,
it is important to evaluate the CFR values. In this study we look at the countries of the Eu-
ropean Union, aiming to compare the CFR in these countries. The data used in this study
were the cumulative frequencies of infections and deaths by COVID-19, until August 26th,
which are part of the WHO’s records, published on https://covid19.who.int/region/euro.
Rejecting the null hypothesis of equality of proportions by chi-square test it is concluded
that not all population proportions are equal. Focusing on differences in proportions, we
carried out Marascuilo’s multiple comparison procedure [3] , which enables us to make
comparisons between all pairs of countries. We found evidence of significant differences in
CFR between different countries in Europe.
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The need to manage a RL flow to the traditional
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A survey using descriptive and empiric methods is outlined. It aims at consulting
on the implementation of RL practices in European agri-food companies, includ-
ing the current mechanisms influencing RL activities (e.g., economic, social, and
legislative factors). The study will allow a comparative analysis with the existing
results and studies conducted in other countries. The expected results will indi-
cate the relevance given by agri-food companies for the implementation of RL
processes. Namely, the existence (and the extension) of environmental concerns,
the economic motives, the customer needs, the satisfaction practices on the service
level, or other specific items within the agri-food SC.
Keywords
Agri-food companies, Supply Chains, Reverse Logistics, End-Of-Use Products, RL pro-
cesses.
Material and methods
In this study is outlined 1) a specific analysis to highlight the corporate events in
Portuguese agri-food companies; 2) We also propose to check other studies (of the same
scope) developed in other countries; and the proxy variables (e.g., as economic, social and
legislative factors) to be identified by their level of importance, 3) We also propose for
correlation, and checking, the relevance given by agri-food managers to RL as an impor-
tant tool for decision making, and 4) It is also intended to verify if RL can take part
of the companies’s management (in the near future; and in an autonomous/permanent
way). The statistical analysis thus involves measures of descriptive statistics: both abso-
lute frequencies and relative frequencies; averages and the associated standard deviations.
Statistical analysis is prepared with SPSS-Statistical Package for the Social Sciences for
MS Windows.
Results and discussion
The study results can contribute either for decision aiding or for the integration of
RL at management level. In this way, allowing the implementation of the RL system,
realizing competitive advantages for agri-food companies, as well as giving the possibility
to consider RL in the long term.
Acknowledgements: Research partially funded by FCT- Fundação para a Ciência e a
Tecnologia, Portugal, through the project FCT-UID/ECI/04028/2020.
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Efficient image segmentation and machine learning
algorithms for improved malaria detection from
blood smear images
Viraj Boreda1, Kirthi Kumar2, Soraya Ngarnim3, Nathalia Peixoto3
and Padmanabhan Seshaiyer3
1Thomas Jefferson High School for Science and Technology, Virginia, USA
2University of California, Berkeley, California, USA
3George Mason University, Virginia, USA
E-mail addresses: virajboreda514@gmail.com; kirthikumar50@gmail.com;
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Malaria is one of the deadliest endemic diseases in developing countries with
millions of cases recorded each year. Having widespread access to efficient malaria
detection would help reduce malaria cases in these countries. In recent years,
several computational algorithms have been applied to detect malaria from a
variety of approaches, including analysis of blood smear images and presence of
protein biomarkers in urine and saliva. For blood smear images, recent literature
employs a combination of image segmentation techniques and machine learning
classifiers. While multiple techniques have been suggested, and advances are being
made, there is still work that needs to be done to identify the best combination
of these algorithms.
The aim of this study was to perform a comparative analysis of four different ima-
ge segmentation techniques and five machine learning classifiers on a dataset of
roughly 27,000 blood smear images, half of which were infected with malaria. The
focus of the work involved identifying combinations of image segmentation and
machine learning algorithms that resulted in the highest accuracy in classifying a
blood smear image as infected or uninfected, leading to improved malaria detec-
tion. For our computational algorithms, the Python programming language with
the libraries OpenCV and Scikit-learn were used for the implementation of the
computational algorithms developed in this work. The resulting confusion matri-
ces helped to identify efficient combinations of image segmentation techniques and
machine learning classifiers. We will discuss the accuracy of the various machine
learning algorithms employed in this work and make suitable recommendations.
Keywords
Malaria Detection, ML Classifier, Image Segmentation and Blood Smear.
Acknowledgements: This work was supported in part by the George Mason University’s
2020 Aspiring Summer Scientist Internship Program.
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Deep learning with neural networks for airborne
spread of COVID-19 in enclosed spaces
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The COVID-19 pandemic has caused more than 16 million cases and 600,000
deaths worldwide in little over half a year. Most epidemic models studying the
virus have focused on the macro scale, evaluating the progression of infected cases
across large regions. Alarmingly, there is a severe lack of coronavirus-specific lite-
rature that models the medium to long term progression of infections in enclosed
spaces like schools, aircraft, and hospitals. This work develops a general framework
but focuses on hospitals, imagining a a two-week scenario of infectious spread
across several connected hospital wards. The airborne infectivity of COVID-19
has led to important public policy questions about safety measures in enclosed
spaces like schools, aircraft, and hospitals.
In this work, we introduce a novel framework that combines the Wells-Riley air-
borne infection model, the SEIR epidemiological model, and an infectious concen-
tration transport model. We make use of two fundamental models including the
SEIR compartmental model, which follows a population to evolve through four
stages of infection, and the Wells-Riley model of indoor airborne infection, which
relates probability of infection to parameters describing the air in the enclosed
space. We apply it to a benchmark application, and then perform parameter es-
timation with Physics Informed Neural Networks via Deep Learning. We show
that the technique performs well with limited and noisy data. We also study the
performance of method on the number of layers as well as the level of noise in the
data. The novelty of this work is in extending standard epidemiological models
for parameters of airborne infection models to include an infectious concentration
transport model. Our computational results show that the method presented in
this work is efficient and reliable for supervised learning while respecting cons-
traints defined by 15 coupled ODEs.
Keywords
Deep Learning, COVID-19, Modeling, Airborne, Parameter Estimation.
Acknowledgements: This work is supported in part by the National Science Foundation
DMS 2031027 and DMS 2031029.
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Computational mathematics for solving real-world
problems arising from COVID-19
Padmanabhan Seshaiyer
George Mason University, Virginia, USA
E-mail address: pseshaiy@gmu.edu
Computational mathematics, which comprises of modeling, analysis and simu-
lation has served as a foundation for solving most multidisciplinary problems in
science and engineering. These real-world problems often involve complex dynamic
interactions of multiple physical processes which presents a significant challenge,
both in representing the physics involved and in handling the resulting coupled
behavior. If the desire to control the system is added, then the complexity in-
creases even further. Hence, to capture the complete nature of the solution, a
coupled multidisciplinary approach is essential. In this work, we will present ex-
amples of real-world challenges related to infectious diseases such as COVID-19
modeled via coupled system of differential equations and present methodologies
to solve them using deep learning frameworks
Through our research in this field, we have come to appreciate that developing and
solving a mathematical model from a real-world system requires a combined theo-
retical and computational approach. Theory is needed to guide the performance
and interpretation of the mathematical model while computation is necessary to
synthesize the results. The focus of the work will therefore be to discuss how
research and education programs can be developed around computational mathe-
matics that can not only help solve several challenging multidisciplinary appli-
cations such as those related to COVID-19 but also will help to train the next
generation STEM (Science, Technology, Engineering and Mathematics) workforce
to solve real-world challenges. Specifically, we will describe how research focus can
be integrated with education programs where the primary goal will be to engage
students to apply these well-developed research concepts in engineering, computer
science, and mathematics. Incorporating concepts developed herein, into new or
existing inter-disciplinary computational mathematical courses and also by men-
toring students at the graduate, undergraduate and high school level as well as
teachers through workshops, seminars and other enrichment activities will also be
discussed.
Keywords
Mathematical Modeling, Computational Mathematics, COVID-19.
Acknowledgements: This work is supported in part by the National Science Foundation
DMS 2031027 and DMS 2031029.
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to assist recovering Opioid addiction patients
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Opioid addiction rates in the United States have long been on the rise, but
the expansion of rehabilitation programs have been falling behind. In 2013, an es-
timated 20.4 million people out of 22.7 million who required treatment for illicit
drug addiction failed to receive proper treatment at specialty facilities. Without
proper rehabilitation, patients can often fall back into a cycle of substance abuse.
Considering the societal stigma of addiction and seeking treatment therefore, tech-
nological rehabilitation provides a more conservative alternative for these patients
in terms of cost, privacy, and convenience.
The goal of this mathematical modeling project is to develop a discrete wea-
rable device that will determine whether an opioid rehabilitation patient is having
a response to a stressor, which indicates the potential for a relapse event. In this
project, we created a prototype with a heart rate sensor and Raspberry Pi Zero
with the Python module scikit-learn to measure heart rate and use deep learning
to perform data analysis that would evaluate Heart Rate Variability (HRV) and
make complex predictions. This project has helped us to provide insight on how
technology can be used for opioid addiction treatment, and has also examined
how heart rate (HR) values can be used to evaluate HRV, a more accurate deter-
minant of emotional responses to stimuli. We hope to further develop and deploy
our prototype with the user community to validate the mathematical model and
computational algorithms. The deep learning algorithms developed were validated
and used to perform data analysis to evaluate heart rate variability and for com-
plex predictions.
Keywords
Opioid Epidemic, Machine Learning, Wearable Technology, Rehabilitation.
Acknowledgements: This work was supported in part by George Mason University’s
Aspiring Scientists Summer Internship Program. We also thank graduate mentors Andy
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Extreme value theory (EVT) helps us to potentially control disastrous events.
Floods, fires, hurricanes and other extreme occurrences have provided impetus
for new developments of EVT. Generalized means (GM) have recently been used
with success in the estimation of a positive extreme value index (EVI). Due to the
specificity of the Weibull tail coefficient (WTC), and its deep link to a positive
EVI, we shall now make use of GM in the estimation of the WTC.
Keywords
Extreme Value Theory, Semi-Parametric Estimation, Weibull Tail-Coefficient.
The Weibull tail-coefficient (WTC) is the parameter θ in a right-tail function of the
type
F (x) := 1− F (x) =: e−H(x), H ∈ RV1/θ, θ ∈ +, (1)
where the notation RVβ stands for the class of regularly varying functions at infinity with
an index of regular variation equal to β, i.e. positive measurable functions g such that
lim
t→∞
g(tx)/g(t) = xβ, for all x > 0. We are thus working with models with a regularly
varying cumulative hazard function, H(x) = − ln(1− F (x)).
With the notation U(t) := F←(1 − 1/t), t ≥ 1, F←(t) := inf {x : F (x) ≥ y} , the
generalized inverse function of F , Equation (1) is equivalent to saying that
U(et) = H←(t) ∈ RVθ ⇐⇒ U(t) =: (ln t)θL(ln t),
with L ∈ RV0, a slowly varying function.
Moreover, a model F is said to have a heavy right-tail if and only if there exists a
positive real ξ such that F ∈ RV−1/ξ ⇐⇒ U ∈ RVξ. The parameter ξ is the well-known
extreme value index (EVI), the primary parameter in statistics of extremes.







Vi,k, Vi,k := lnXn−i+1:n − lnXn−k:n, k = 1, 2, . . . , n− 1, (2)
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where Xi:n, 1 ≤ i ≤ n denotes the i-th ascending order statistic associated with a random






Vi,k = ln(n/k)Hk,n, (3)
with Hk,n defined in (2).
The interesting performance of EVI-estimators based on generalized means (GM),
leads us to consider a simple generalization of the Hill EVI-estimators, in (2), studied in
[1], among others, under a second-order framework. Indeed, since the H EVI-estimators
are the logarithm of the geometric mean (or mean-of-order-0) of Uik := exp(Vi,k) =
Xn−i+1:n/Xn−k:n, 1 ≤ i ≤ k, with Vi,k given in (2), we can more generally consider the
mean-of-order-p of Ui,k, being led to the mean-of-order-p (MOp) EVI-estimators (see also
[2], where these estimators are dealt with under a third-order framework). More generally
than θ̂k,n, in (3), we can base the WTC-estimation on the MOp EVI-estimators, or even on
other GM EVI-estimators. Consistency and asymptotic normality of the estimators under
study is proved. The performance of the new estimators for finite samples is illustrated
through a Monte-Carlo simulation.
Acknowledgements: Research partially supported by National Funds through FCT -
Fundação para a Ciência e a Tecnologia, projects UIDB/MAT/0006/2020 (CEA/UL),
UIDB/MAT/0297/2020 (CMA/UNL) and UIDB/MAT/04674/2020 (CIMA).
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Comparison of different estimators for a reflective
SEM: burnout syndrome in Portuguese workers
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Structural equation modeling (SEM) is considered a family of statistical tech-
niques that investigates the relationships between observed/manifest and latent
variables. Mostly SEM methods require manifest variables to be quantitative
(measured on interval or ratio scales), but in many studies they are qualitative
and measured in an ordinal scale, such as variables that operationalize latent vari-
ables (i.e. not directly observable) as stress and burnout syndrome. However, if
this scale is well presented (symmetrical and with equidistant categories), it can
approach an interval-level measurement, and the corresponding variables can be
used in SEM, which is a common situation in the specialized literature. In this
study, a theoretical reflective SEM was proposed and a model was estimated using
the consistent Partial Least Squares (PLSc) estimator. This model was also esti-
mated using the estimators: maximum likelihood estimator (ML), the robust ML
(MLM) and the weighted least square mean and variance adjusted (WLSMV),
used for SEM with categorical variables. The results obtained were compared
showing strong similarities.
Keywords
Likert Scale, Non-Normal Distribution, Primary Data, Stress, WLSMV Estimator.
Chronic stress damages the immune system, which is a serious problem because we
need it strong to fight diseases and also unknown bacteria and viruses (like COVID-19,
since there are people who have no symptoms) [1]. This condition can even lead to burnout
syndrome which can be considered as a limit situation of depression. The Copenhagen Psy-
chosocial Questionnaire (COPSOQ) has been used in an increasing number of countries,
namely to assess workers’ burnout syndrome [3]. The manifest variables available in the
validated COPSOQ are expressed on a 5-point Likert scale. In this study, the primary
data collected in a Portuguese company violates the multivariate normal distribution and
almost all variables are not approximately symmetric and/or mesokurtic. To apply SEM,
two types of methods are available, covariance based (CB) and variance based (VB). Al-
though they complement each other, they differ statistically and have different objectives
and requirements. Among CB-and-VB estimators, PLSc (which corrects bias to consis-
tently estimate SEM with common factors), ML, MLM (robust standard error estimate)
and WLSMV (based on polychoric correlations) were used to assess which latent variables
have the greatest impact on stress and burnout [2–6]. Based on the outputs produced by
SmartPLS, AMOS and R (Lavaan package) software algorithms, the measurement and
structural (sub)models were accessed. The estimated values for the path coefficients and
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the coefficients of determination are almost equal, with the endogenous latent variable
burnout having a R2 ≈ 85%.
Acknowledgements: This work is funded by national funds through the FCT - Fundação
para a Ciência e a Tecnologia, I.P., under the scope of the project UIDB/00297/2020
(Center for Mathematics and Applications).
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Six distribution sensitive estimators of the index of regular variation are con-
sidered. Given that the observed random variable is Pareto the first of them
is unbiased, consistent, asymptotically efficient and asymptotically normal. The
second one is asymptotically equivalent to the first one. It has faster rate of con-
vergence, however, it is biased. Analogous results for the case when the observed
random variable is Log-logistically distributed follow. In cases when it is Fréchet
or Hill-Horror distributed the last two estimators are consistent, however, their
asymptotic unbiasedness and asymptotic efficiency are still open problems.
The talk is based on two papers [3] and [4]. A very extensive study on these and
similar results could be found in [2].
Keywords
Point Estimators, Order Statistics, Heavy Tails.
Given that the observed random variable has a distribution in the max-domain of
attraction of a fixed Generalized Extreme Value Distribution in 1995 [1] proposed three
semi-parametric estimators of the tail index. By using the second-order regular variation
parameter [1] investigated the most appropriate choices of the scale parameter in the
sequence (in our talk it is s) which minimizes the asymptotic mean square error, bias
and variance of the estimator. Then, the rate of convergence was investigated and the
asymptotic normality and strong consistency of the estimators were proved.
In [3] we found two very simple, unbiased and asymptotically efficient estimators of the
index of regular variation given that the observed random variable X is Pareto distributed
with parameter α > 0. More precisely if X1, X2, ..., Xn are n independent observations
on a random variable X with order statistics X(1,n) ≤ X(2,n) ≤ ... ≤ X(n,n), the first
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. It is clear that both
are asymptotically equivalent, however, the first one is unbiased. This approach allowed
us to find the exact explicit formula for the probability density function and variance of
the estimators and to compute small sample confidence intervals, for example when the
sample size n = 89.
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that the observed random variable is Log-logistic for the first two of them, Fréchet dis-
tributed in the third case or Hill-Horror distributed for the last one. The transformations
of order statistics are chosen in such a way that we can obtain unbiased or at least
asymptotically unbiased or strongly consistent estimators. Moreover, first two of them are
asymptotically normal and asymptotically efficient. Note that for one and the same α they
are not asymptotically equivalent to the corresponding estimators in Pareto case.
We have obtained the exact formulae for the probability densities of the estimators and
although their formulae look different we have observed that the plots of these densities,
at least in case α = 1, are approximately symmetric with respect to the center of the
distribution and have properties which are similar to the corresponding normal one. The
last conclusions are very useful when we compute small sample confidence intervals of the
parameter. They are consequences of the asymptotic normality of the estimators which
is useful only for working with large samples. In the Fréchet and Hill-Horror cases the
asymptotic unbiasedness and asymptotic efficiency are still open problems.
We show that the proposed estimators could be useful for achieving a better precision
in the estimation of the quantiles outside the range of the data.
Acknowledgements: This work has received funding from Bulgarian National Science
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delling for extremes in ecology and finance, Contract number 01/8, 23/08/2017 and WTZ
Project BG 09/2017.
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We formulate the ill-posedness of inverse problems of estimation and prediction for
COVID-19 outbreaks from statistical and mathematical perspectives. These leave us with
a plenty of possible statistical regularizations, thus generating plethora of sub-problems.
We can mention the as examples stability and sensitivity of peak estimation, starting
point of exponential growth curve, or estimation of parameters of SIR model. We also
illustrate that several country-specific covariates, like social structure, or air pollution,
can play crucial way in regularization of the estimators. We will illustrate this on example
of Chile, where start of exponential growth, grounded on microbiological-epidemiological
model was severely underestimated. Moreover, in a specific country, one can define several
social groups which can contribute in a heterogeneous way to whole country epidemiolog-
ical curves. Moreover, each parameter has its own specific sensitivity, and naturally, the
more sensitive parameter deserves a special attention. E.g. in SIR (Susceptible-Infected-
Removed) model, parameter β is more sensitive than parameter γ. In simple exponential
epidemic growth model, b parameter is more sensitive than a parameter. We provide sen-
sitivity and illustrate it on the country specific data. We also discuss on statistical quality
of COVID-19 incidence prediction, where we justify an exponential curve considering the
microbial growth in ideal conditions for epidemic. We model number of infected in Iowa
State, USA, Hubei Province in China, New York State, USA. All empirical data justi-
fies an exponential growth curve for initial prediction during epidemics. We also discuss
peculiarities of COVID-19 prediction in Chile and Slovak Republic. For more details see
[1].
Acknowledgements:Author acknowledge support of WTZ Project BG 09/2017 (Austria-
Bulgaria)
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In this work we study how the Entrepreneurial Framework Conditions indicators
from Global Entrepreneurship Monitor, are associated with Entrepreneurial Be-
haviour and Attitudes. Data from 34 European Countries between 2001 and 2019
is modeled by using the General Method of Moments estimator.
Keywords
Entrepreneurship Intentions, Entrepreneurial Activity, GEM, longitudinal data, GMM
model.
Global Entrepreneurship Monitor (GEM) is a large-scale database for internatio-
nally comparative entrepreneurship that includes information about many aspects of en-
trepreneurship activities of a large number of countries. It is based on collecting primary
data through an Adult Population Survey (APS) of at least 2000 randomly selected adults
(18-64 years of age) in each economy. Additionally, national teams collect experts’ opinions
about components of the entrepreneurship ecosystem through a National Expert Survey
(NES) [3]. Entrepreneurship Intentions are defined as the entrepreneurial orientation, voca-
tional aspirations and the desire to own a business [7]. In GEM, this indicator is measured
as the percentage of adult-age population who are latent entrepreneurs and who intend to
start a business within three years. The early stage Entrepreneurial Activity (TEA) index
indicates how many of adult-age population are actively involved in the early-stage en-
trepreneurial process, either actively trying to start new firms or as owner-managers of new
start-ups that are less than 42 months old. This study intents to contribute to the under-
standing of this emerging concept that plays a vital role on economic development, job cre-
ation and innovation ([6], [5]). We aim to understand which GEM Framework Conditions
have impact on entrepreneurial intentions (EI) and on TEA. The database used in this
work contains the GEM indicators, corresponding to the Entrepreneurial Behaviour and
Attitudes (EBA) and Entrepreneurial Framework Conditions (EFC). In particular, we an-
alyze how twelve EFC’s indicators relate to EI and TEA through a longitudinal study of an
unbalance data on 34 European countries between 2001 and 2019. Entrepreneurship is het-
erogeneous across countries, according to past GEM data analyses. Hence, it is important
to take into account intra-country specificity when conducting this type of analyses, since
company performance can variate regarding the economic level of the country. We control
for possible endogeneity and unobserved heterogeneity by using a General Method of Mo-
ments (GMM) estimator proposed by [1]. This model analyzes autoregressive-distributed
lagged models from unbalanced panels with many cross-sectional units observed for rel-
atively few time periods. Similarly to the work of [4] we control for per-capita GDP, to
capture overall economic and social context, since country’s wealth has a significant effect
on the character of its entrepreneurial activity [8]. As instrumental variable we consider
the size of country’s population since it is likely to impact the supply of individuals that
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can be active in the labor force, thus impacting entrepreneurship rates, as explained by
[2]. For model diagnostic the Arellano-Bond tests and Hansen J-test were applied. Results
show that only a reduce number of EFC’s are associated with Entrepreneurship intentions
and Early Stage Entrepreneurial Activity.
Acknowledgements: This work has been partially supported by national funds through
FCT - Fundação para a Ciência e Tecnologia through project UIDB/04728/2020.
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In a randomly varying environment, we can describe the evolution of a fished
population size using stochastic differential equations. For the logistic and the
Gompertz stochastic growth models, we have previously (see [2,3]) compared the
profit performance of two harvesting policies, one with variable harvesting effort,
called optimal policy, and the other with constant harvesting effort, called optimal
sustainable policy. The former is characterized by fast and abrupt variations of
the harvesting effort associated with the frequent variations in population size due
to the random environmental fluctuations. This type of policy is inapplicable due,
for instance, to the logistics of the fisheries being incompatible with abrupt and
frequent changes in the harvesting effort. It also poses social problems during the
periods of no or low harvesting effort. Furthermore, this type of policy requires
the knowledge of the population size at each instant and estimating population
size is an inaccurate, lengthy and expensive task. The optimal sustainable poli-
cy considers the constant application of the same harvesting effort and leads to
population sustainability, as well as to the existence of a stationary probability
density for the population size (see [1]). This policy has the advantage of being
easily applicable and there is no need to estimate the population size at every
instant. The performance of the two policies was compared in terms of the profit
over a finite time horizon. Using data based on a real fished population, we show
that there is only a slight reduction in profit by using the optimal sustainable po-
licy (based on constant effort) instead of the inapplicable optimal policy (based
on variable effort).
Since the optimal variable effort policy is not applicable, we present here stepwise
policies (see [4]), which are sub-optimal policies where the harvesting effort is
determined at the beginning of each year (or of each biennium) and kept constant
throughout that year (or biennium). These policies are not optimal and pose so-
cial problems common to the optimal policies, but have the advantage of being
applicable, since the changes in harvesting effort are much less frequent and are
compatible with the fishing activity. Furthermore, even though estimating popu-
lation size is still required, that needs to be done less frequently. We present the
comparison in terms of profit of these stepwise policies with the two previously
mentioned policies.
Keywords
Fisheries Management, Stochastic Differential Equations, Profit Optimization, Stepwise
Effort.
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Entrepreneurship has been pointed out as a key contributor to sustained eco-
nomic growth and development as it not only creates employment, but increases
spending in markets, knowledge transfers, employment and innovation, according
to Quadrini and Vincenzo in [5]. Global Entrepreneurship Monitor (GEM) has
been tracking rates of entrepreneurship across multiple phases of entrepreneurial
activity, assessed the characteristics, motivations and ambitions of entrepreneurs
and explored the attitudes societies have towards this activity in a wide range
of countries, according to 2017/2018 Global Report. GEM data has been used in
numerous studies on entrepreneurship [1,3,4] as well as studies that highlight the
important role of GEM in the area [2]. This research focuses on fifteen indicators
of Business Behavior and Attitudes defined by GEM in forty countries in the
year of 2018. The main objective is to apply the multivariate statistical technique
called clustering to identify homogeneous groups of countries, in order to discover
patterns in the indicators of entrepreneurship in groups of countries.
The results obtained were quite satisfactory: twelve of the fifteen indicators al-
lowed a good distinction between the two clusters formed, according to the para-
metric ANOVA test. The second cluster has three times fewer countries than the
first cluster and has nine of the fifteen indicators above the average, in contrast to
the first cluster, which only has eight. The results also show that on the one hand,
in the first cluster the indicator that is significantly above the average is Business
Services Sector and in the second cluster is the Entrepreneurial Intentions. On
the other hand, the Entrepreneurial Intentions and Income Level indicators are
significantly below the average for the both clusters.
Keywords
Entrepreneurial Activity , Entrepreneurship Indicators , Global Entrepreneurship Monitor,
Hierarchical Cluster Analysis , K-means Cluster Analysis , Multivariate Statistics.
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In this work GEM 2018 data indicators are considered, in particular is studied En-
trepreneurial Framework Conditions (EFC) significance in Income Level of coun-
tries, using multivariate discriminant analysis and factor analysis.
The results shown that it appears that many indicators probably do not contribute
to discriminate Income Level, and also multicolinearity problems are observed.
Thus a Factor Analysis for EFC is considered and it was observed that Factor
1, including Physical and services infrastructure, Internal market openness, Fi-
nancing for entrepreneurs, R & D transfer, Governmental programs, Commercial
and professional infrastructure, is significant to discriminate Level Income, being
possible correctly classify 69,8% of original grouped cases.
Keywords
Entrepreneurship, GEM Framework Conditions, Global Entrepreneurship Monitor, Mul-
tivariate Discriminant Analysis, Factor Analysis.
Entrepreneurship is highly recognized as an important international subject, often
defined as largely responsible for new jobs, new projects and boosting economies, as de-
scribed by Wach et al. (2016) [12].
Valliere (2010) [11] defined Entrepreneurial Framework Conditions as the environ-
mental conditions that encourage and support entrepreneurial activity at the national
level. In this work the 2028 GEM Framework Conditions indicators from GEM are con-
sidered. GEM (Global Entrepreneurship Monitor) is an investigation program about the
entrepreneurship around the world. Datasets from this project are considered by several
authors, [1,4,5,8–10], and it allows describe, analyze and compare the entrepreneurship
for the different economies. GEM project began in 1999 and is conceived to analyse the
phenomenon of entrepreneurship conducting two tipes of surveys: the Adult Population
Survey (APS) and the National Expert Survey (NES). The GEM Framework Conditions
from GEM includes Entrepreneurship Behavior and Attitudes (EBA) and Entrepreneurial
Framework Conditions (EFC). EFC includes: Financing For Entrepreneurs, Governmen-
tal Support And Policies, Taxes And Bureaucracy, Governmental Programs, Basic School
Entrepreneurial Education And Training, Post School Entrepreneurial Education And
Training, R and D Transfer, Commercial And Professional Infrastructure, Internal Mar-
ket Dynamics, Internal Market Openness, Physical And Services Infrastructure, Cultural
And Social Norms and Business Services Sector.
In particular this study focuses on the role of EFC indicators in Income Level of
countries.
The approach presented in this work is part of a more general work about the effects of
other GEM Framework Conditions in Entrepreneurship Intentions (EI) and Income Level
(EL) of countries, [3,6,7].
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Bosma and Kelley (2019) [2] underline the importance of Income Level, because dif-
ferent regions of the world has different economies. Thus the significance of framework
conditions in Income Level is studied using multivariate discriminant analysis and GEM
2018 data indicators are considered. Observing the tests, for a significance level of 5%, it
appears that many variables probably do not contribute to discriminate Income Level, and
also multicolinearity problems are observed. Thus a Factor Analysis for EFC is considered
and it was observed that Factor 1, including Physical and services infrastructure, Internal
market openness, Financing for entrepreneurs, R & D transfer, Governmental programs,
Commercial and professional infrastructure, is significant to discriminate Level Income,
being possible correctly classify 69,8% of original grouped cases.
In future a cluster analysis would be also a possibility in order to identify countries
with similar Entrepreneurship Intentions. Other possibility can be to do the same study
using a longitudinal approach, both in regression and cluster analysis.
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under the project UID/GES/04728/2020
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Several evolutionary algorithms are described in the literature, but few try to
mimic the predator-prey behavior. A novel Predator-Prey Algorithm is presented
here, where several species may prey each other and reproduce, pushing the overall
population to the best solutions of the cost function. This algorithm not only
proved to be capable of finding solutions, but a niching behavior emerged from
the algorithm itself, which is very desirable in multiobjective problems.
Keywords
Optimization, Evolutionary Algorithms, Predator-prey Model, Benchmark Functions.
Evolutionary strategies play a crucial role in optimization algorithms. Both because of
the complexity of the problems or of the unavailability of a better alternative, approaches
like Genetic Algorithms, Particle Swarm Algorithms, Bee Swarm Algorithms, Firefly Al-
gorithms, and Ant Colony Algorithms, among many others, are often used [1]. All of them
are nature-inspired, make use of swarm intelligence, and usually are capable of finding a
global solution.
Of the different evolutionary strategies available, few try to mimic the predator-prey
bahavior. In one of the most relevant works on the subject, a set of agents evolve based
on the mutation of the worst candidate from a prey to a predator, which then pushes the
overall population in a descent direction [2]. In the approach of Li et al. [3], a lattice is
used to support the PPA operations in a multi-objective problem. Another example of the
use of a PPA strategy in a multi-objective problem is presented in the work of Laumanns
et al. [4].
In this work, a novel strategy is proposed. It is based on the assumption that the
search space is the habitat of the species and that the fitter the species get (i.e. closer
to a solution), the more sedentary it gets. A species is a set of agents with particular
characteristics such as sight range, nominal locomotion speed, longevity, and feeding rate.
The position of an agent is the set of parameters to be optimized. The sight range is a
sphere centered on the agent position and is used to identify predators from which to run
away and other members of the species to approach because they are breeding candidates.
Longevity refers to the number of iterations an agent of a given species is alive. To balance
the decision between hunting and reproduction, the probability for an agent to hunt is
P(Hunting) = Hunger × Feeding Rate × Prey Availability.
This probability is directly related to the hunger, prey availability and feeding rate,
defined as the rate a species must eat. As already said, the agent becomes more sedentary,
the more its location is closer to the solution. The displacement of the agent (step) is given
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by the multiplication of the nominal locomotion speed of the species and a function f(x),
which penalizes the speed.






where x is the position of the agent, f(xbest) the best overall solution found so far,
and d the direction vector.
Four benchmark functions were used to confirm the convergence of the method: Gold-
stein Price, Egghold, Ackley, and Shubert. To proceed with the evaluation, 3 species were
defined, all with the same characteristics, i.e., 30 agents each, sight range of 0.3, a feeding
rate of 0.1, and a nominal locomotion speed of 0.1. For all the Benchmark functions the
proposed PPA was able to converge to the absolute minimum. The next step will be to
apply the proposed method to pratical optimization problems.
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In classical data analysis, data is usually represented as an array where rows repre-
sent individuals and columns represent the variables (or attributes). It is possible
to represent the data in a two-dimensional array of n rows and p columns be-
cause only one single value, numerical or categorical, is recorded for each variable
and for each individual. However, when data is grouped to a higher level, the
classical solution which consists in using the mean, median or mode to represent
each group leads to a loss of information, especially the variability present in each
group. In situations as such, Symbolic Data Analysis [3,2] provides a framework
to represent data with inherent variability by using special variables. Among these
representations, the focus in this work is on interval-valued data. A combination
of existing dynamic clustering techniques [1] and the Interval Distributional (ID)
regression model [4] for interval-valued data is proposed. A uniform distribution
is assumed within each observed interval, which is then represented by the corres-
ponding quantile function. The error between predicted and observed intervals is
evaluated using the Mallows Distance. The proposed approach consists in clus-
tering the data, and for each cluster, fit a regression model. The data is then
re-partitioned, by verifying which regression model fits each observation best.
This algorithm is iterated until the best clusters and corresponding regression
models fit the data, locally optimizing a criterion that measures the fit between
the model associated with each cluster and its members. The process is replicated
for different initial partitions. The obtained solutions may be evaluated by diffe-
rent criteria, e.g. weighted Coefficient of Determination [4], (adapted) Silhouette
Coefficient [3] or Root Mean Square Errors. The final clusters can then be used to
predict target intervals for new observations. The developed model is applied on
real interval-valued data to illustrate the behaviour and success of the proposed
method.
Keywords
Data With Variability, Interval-Valued Variables, Symbolic Data Analysis, Interval
Distributional Regression Model.
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We introduce a scheme for supervised and unsupervised learning based on succes-
sive decomposition of random inputs by means of wavelet basis. To each successive
layer corresponds a different wavelet basis with more null moments than its prede-
cessor. The random wavelet coefficients are supposed to be Gaussian distributed
and constitute the inner representation of the world in the scheme. We consider
two types of operations in the scheme: firstly, a input signal treatment phase –
the awake phase – and, secondly, a reorganizing phase of the random wavelet
coefficients obtained in the previous awake phase – the asleep phase. The next
awake phase input treatment will include a feedback from the previous asleep
phase. We show that in the case of a constant average value of the inputs in each
successive awake phases, the mean value of the feedback converges to a multiple
of the constant average value of the inputs.
Keywords
Neural Networks, Supervised Learning, Unsupervised Learning, Wavelets.
(Ω,F , ) is a complete probability space.The first awake phase for a NNS with two levels
is given by a realization indexed by ω ∈ Ω of a single input f(ω) – for f :  
→  –
decomposed by a wavelet L2() basis (ψ1ij)i,j with n1 null moments in the first layer of
the NNS, as:














f̂1,1ij (ω) : ω ∈ Ω
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. A cut-off threshold δ1 > 0
and define:
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and its decomposition by another wavelet L2() basis (ψ2ij)i,j with n2 > n1 null moments
in the second layer of the NNS, is:















f̂2,1ij (ω) : ω ∈ Ω
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. First asleep phase for a
NNS with two levels is the structuring given by (1ij)i,j and (1ij)i,j obtained in the
first awake phase. Joint distributions of (1,1ij )i,j and (
2,1
ij )i,j are Gaussian and 
1,1 ≡











of 1,1 and 2,1 is Gaussian N (ν1, /Θ1). Second awake phase is similar as the first but
the inputs wavelet analysis will be modified by a feedback influence of the second level
upon the first, given by 
[

1,1 | 2,1]. After 2 steps in the training phase, the first level































Theorem 1 (Stabilization of the feedback restructuring) Suppose that all the
inputs f are Hölder continuous with exponents bounded by 0 < ρ < 1, and that for some
constant c, ∀x, y ∈  , |f(x)− f(y)| ≤ c |x− y|ρ. Consider the feedback recursion given




n,i,j with 0 < α < 1 and





and, for constants Aij and Bij , ∀k ≥ 1 ,
∣∣∣μ1,kij ∣∣∣ ≤ Aij
and
∣∣∣(σ2)1,kij ∣∣∣ ≤ Bij . Then, the sequence (∣∣ [Zαn,i,j]∣∣)n≥2 has a subsequence that
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The purpose of this study was to investigate the relationship between Portuguese
students’ mathematics and science test scores and the characteristics of students
and schools themselves. The results showed that the index of the socioeconomic
status of the student, being a male student and the average index of the socio-
economic status of the student in school, positively influence the students’ perfor-
mance in mathematics and science. On the other hand, the grade repetition had a
negative influence on the performance of the Portuguese student in mathematics
and science.
Keywords
Multilevel Models, Bivariate Models, PISA Data.
Multilevel regression models are well-suited to the analysis of educational data because
they recognize the hierarchical structure of the data with students nested in schools. These
models simultaneously investigates relationships within and between hierarchical levels of
grouped data, thereby making it more efficient at accounting for variance among variables
at different levels than other existing analyses [2].
This study using data from the Programme for International Student Assessment
(PISA) [1] investigates the factors from both student and school perspectives, that impact
the mathematics and science achievement of 15-year-old Portuguese students.
To conduct the analysis, a bivariate two-level linear model was used to model the
variation in mathematics and science achievements as a function of student - (level 1)
and school - (level 2) factors. Using this bivariate model it is possible to compare the
associations between students’ characteristics or school resources and their performances
in mathematics and science achievements [3].
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The theory and methods of construction of survival functions of any dimension k
is mainly based on earlier developed general theory of bivariate probability dis-
tributions. So, given k (k = 3, 4, ... ) univariate survival functions, we present
the method of construction of classes of k-variate probability distributions whose
marginals are those, originally given, univariates. This is a nice fact that in many
cases the obtained k-variate distributions can be, in a sense, reduced to the bi-
variates earlier analyzed. Namely, the joiner of the k-variate model can be ob-
tained as a simple sum of the formerly investigated bivariate joiners. The analytic
conditions for such k-variate joiners, to be proper once, will be presented. As
a special case we analyze the situation when k = 3. The analytical “situation”
turns out to be very interesting. Namely, the two possible modes of stochastic
dependences emerge. For the first mode three random variables are pairwise
dependent but then, as we will show, they must be “3 - independent” (the no-
tion defined throughout). Consequently, the 3-dependence totally exclude any
bi-dependence. Similarly, in higher dimensions, any r-dependence (r not greater
than k) exclude occurring any (r - 1) - dependence among the r random variables
which are subjected to the r - dependence. This fact significantly simplifies the
stochastic dependences structure, the phenomena, probably, unknown in the cur-
rent literature. Some analytical conditions for existence of the so defined models
will also be presented. Remarkably, this kind of stochastic modeling for higher
than two or three dimensions by means of the joiners seems evidently be easier,
as well as more accurate in applications, than that by means of copulas.
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Given, initially, any two marginal probability distributions, the general form of
(all) bivariate distributions (in the form of two-dimensional survival functions)
as the universal form via joiner representation will be presented. In addition,
methods of the construction of any such bivariate model is described. Generality
of the model’s form, which is universal, allows to consider it as competitive to
the copula methodology. Also, in many cases our method of the construction is
evidently simpler and more efficient than the construction by the use of copulas.
Especially important fact is that, in most of practical problems, the association
between a modeled physical reality and a joiner, which determines the stochastic
model (probability distribution), is much more straightforward than when the
copula methodology is applied. On the other hand, unlike in the case of copulas,
not every joiner fits to a given pair of marginal distributions. Therefore, metho-
ds of determining classes of joiners (so the models) that fit to a given pair of
univariate distributions will be presented. In most of the important cases, such
classes (or subclasses) of the models turn out to be easy determined. In the so
defined “continuous cases” , a “canonical ” class of bivariate survival functions,
given two marginal hazard rates is automatically given. In all the, mentioned
above, constructions the (only) initial data required are two marginal survival
functions. Other form of bivariate models, that also will be presented, is given by
the baseline distributions representation which, in general, are different than the
marginal. These two baseline distributions (as the input data) are very often met
in practical situations. The relationship between the baseline and the marginal
representations of the same bivariate model will be presented too.
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Vítor Braga1
1CIICESI, ESTG, Politécnico do Porto
2NIPE, Universidade do Minho
E-mail addresses: 8080214@estg.ipp.pt; eos@estg.ipp.pt; sis@estg.ipp.pt;
vbraga@estg.ipp.pt
Exporting involves sunk costs and the increase in exports is an important com-
ponent for companies. The footwear industry is no exception. Exporting 95% of
its production, it is one of the sectors that most positively contributes to the
trade balance. This study aims to analyze the determining factors of exports of
a shoe exporting company, as well as the trend of seasonality of sales. For this
real data of the company from January 2017 to June 2020 is considered. As for
the econometric study, 42-month sample, a time series was formed considering se-
veral theoretically relevant explanatory variables found in the literature, namely
productivity, Equity, number of workers, wages and lagged sales variable.
To explain the evolution of exports, two econometric models are presented. Model
1 explores the determining factors that influence exports. The results show that
the variables productivity, number of workers, equity and sales lag have an im-
pact on the value of exports. However, the wage variable was not statistically
significant. In model 2, the fixed effects of time were added in order to control
time specific effects and to analyse the seasonality trend. The results showed that
the sales lag is no longer significant. However, the time series exhibits seasonality,
shown be statistical coefficient for the months relative to the production of the
winter collection.
Keywords
Seasonality, Determinants of Export, Econometric Study.
In a growing global world and with an increase in international trade, it is important to
increase the competitive capacity of economies and companies in order to guarantee their
success in an increasingly demanding foreign market. The Portuguese footwear industry
is one of the most competitive in the world, exporting its products to the five continents.
In the present econometric study, the value of the company’s exports (values in Euros)
for the 42-month period from January 2017 to June 2020 is used as the dependent variable.
Based on the literature review, several explanatory variables were considered, namely
Productivity (Prod) more productive companies are better able to explore export markets,
this plays an important role in companies and intensifies exports[4]; Number of workers
(NTr) the more workers a company has, the more likely it is to be an exporter and
therefore have higher levels of production, resources and capacity [1]; Wages (Rem) studies
like that of Srinivasan and Archana [2] that argue that higher wages cause an increase
in production costs and thus decrease the company’s production and competitiveness;
Equity (CP) companies with higher equity are more likely to export [3], because it has a
greater capacity to finance itself, showing that the company is financially healthy; Sales
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lag (LagExp), companies that export in a previous period are more likely to export in the
future than those that previously do not export [1]; Fixed time effect(Dtempo) in order to
analyze the seasonal trend, a fixed time effect was added to the model, in order to control
macroeconomic shocks and other unobservable effects that may exist and were not taken
into account.
Thus, the econometric models developed were as follows:
EXPt = β1 + β2Prodt + β3NTrt + β4Remt + β5CPt + β6LagExpt + ut (4)
EXPt = β1 + β2Prodt +β3NTrt + β4Remt+ β5CPt + β6LagExpt+ β7Dtempo+ut (5)
Regarding the model 4, it was found that the explanatory variables Prod, NTr, CP and
LagExp present statistically significant coefficients. Regarding the coefficient obtained for
the explanatory variable productivity, the increase of one percentage point in productivity
causes a positive impact on the value of exports, keeping everything else constant.The
results obtained for the explanatory variable NTr show that the increase of one employee
in the company has a positive impact in the value of exports, ceteris paribus. However,
the coefficient of the variable CP has a negative impact on the dependent variable, that is,
the increase of in equity causes a decrease in the value of exports. Lagged exports are very
significant for the estimated model, suggesting that exports from previous years increase
the likelihood of increasing the value of exports today.
The fixed effect of time added to the model 5 in to control the specific time effects,
it also allows us to draw some conclusions regarding the seasonality trend of sales. It
is concluded that there are seven months (from March to September) whose coefficient
are statistically significant. Note that these months refer to the production of the winter
collection.
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Ontological and probabilistic aspects of assessing
predictors quality
Sergey Frenkel
Federal Research Center ”Computer Science and Control” of Russian Academy of Science
E-mail address: fsergei51@gmail.com
At present, an impressive range of programs is known that implement the func-
tions of predictors of future values of various sequentially presented data sets (for
example, predictors from known cloud resources (MS AWS Azure Machine Lear-
ning, Google Cloud Machine Learning, etc)). The quality of prediction by one or
another predictor depends along with the prediction algorithm also on the proper-
ties of the predicted data and prediction goals. For example, for relatively highly
correlated numerical data (time series), prediction of absolute values is performed
fairly well by regression (ARIMA) predictors. However, if the predicted values
are included (from the user’s point of view) in rather complex ontology described
with data of various types, then the choice of the predictor is not so unambiguous.
The paper analyzes the possibility of evaluating the properties of popular predic-
tors as predictors of binary sequences or binary classifiers, regarding data corres-
ponding to a specific user ontology.
Keywords
Data Prediction, Probabilistic Models, Ontological Models.
Let x1, x2, , xn be some (as a sequence), xt ∈ A = {A1, ..Ak}, t = 1, ..n, A be some
alphabet, for example, {0, 1}. At the moment t, the prediction function f of previous
(known) values is used, i.e. it computes the following value bt+1 = f{x1, x2, , xt}, where
bt+1 is an estimation of xt+1 from the observed sequence x1, x2, , xt of length t, bt+1 may
not coincide with xi+1. The algorithm for calculating functions f can be based either
on probabilistic or on semantic-ontological models [1]. There are known approaches to
forecasting and classification based on the use of semantic and ontological models sup-
plemented by some probabilistic estimates [2]. Let knowledge about data (semantics) be
presented as an ontology, i.e. triplet O = {T, Rel, F}, where T is the set of concepts of the
subject area described by the ontology, Rel is many relationships between concepts, F is
an interpretation functions set on entities and/or relations of ontology. For example, let
the sequentially observed data set is an alternation of traffic intensity values, and let the
data set is a network traffic. Then, for example, A1 = L (small change in the volume of
traffic), and A2 = H (high value of change), or as Low, and as High and, respectively, can
be represented as binary sequence {Low(0), High(1)}. So, we can consider the concepts of
the network traffic ontology as "trafic intensity", and the order of alternation of intensity
patterns as a relation between the concepts. Then the user can try to develop a model to
predict the concepts that appear in the ontology based on "historical data", which which
predicts the appearance of the concept of ontology O at time t + 1 using only the data
available at time t (in fact, the transition of the ontology state is predicted at the moment
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t). For this, estimates can be done according to the "historical" data of the probabilities
of the presence of ontology concepts. If we consider the relationship in an ontology as
ordering rule (see example outlined above) then a prediction pattern (0 or 1) matches a
sequence of events within an event sequence if 1) the events within the prediction pattern
match events within the event sequence (say, in the majority branches of decision tree),
2) the ordering constraints expressed in the prediction pattern are obeyed, and 3) the
events involved in the match occur within the pattern duration. This information enables
prediction rules to be constructed, for example, such as the rule: if 3 (or more) 0 events
and 4 (or more) 1 events occur within a sequence window (a 4-bit window, for example),
then predict the target event. However, the only way to do this is to draw on the theory of
a given ontology, which consists of axioms and inference rules. The analysis of many mod-
ern predictors, e.g. Random Forest Algorithm-based, shows they the actually use of the
ontology of the predicted area with the probabilities of certain concept. But all knowledge
about the applied domain of predicted (classified) data is reduced to knowledge about the
features and their possible meanings in the predictors mathematical models. Therefore,
the important question is how to assess the predictive power of the prescript used online
to predict the future value of the incoming data. For this, it is possible to interpret the
results of predictions obtained to this moment as the result of the successful use of in-
formation contained in the ontology, in which the predicted data is interpreted. In other
words, we assume that there is ontology (in the above sense) that can be better or worse
predicted by a specific predictor, and, accordingly, there are more or less "light" ontology
for this predictor. Let us pose the question, which representation of the ontology will be
the simplest from the point of view of the algorithm implementation. The answer is ob-
vious if there are only two features that take a binary value of 0 or 1, with probabilities
of values p0 and p1. Obviously, in this case, predicting the ontology concept at time t +
1 from known data at previous times is equivalent to predicting the Bernoulli sequence.
It is known that the optimal according to the Hamming loss criterion ("incorrectly
predicted the next bit-lost everything" predictor of the Bernoulli sequence is an algorithm
which, for the Bernoulli distribution parameter p1 ≥ 0.5, predicts the future value xt+1 =
1, and xt+1 = 0 for p1 ≤ 0.5 [3]. Suppose we use a predictor f , to predict the value of a
binary time series at time t+ 1, knowing the predicted values at times {t− k, ...t}, where
k is the window size (training window).




{t − k, ...t}, Nf is the number of correct predictions by the predictor f (more strictly,
biased Laplace estimate to estimate the number of correct predictions in Bernoulli’s trials
can be used, that is Nf+1
k+2
). Then, if SRf does not differ statistically significantly from the
success rate calculated under the assumption that the predictor u is the optimal predictor
for the Bernoulli sequence, then we can conclude that the predictor is ineffective for the
ontology. In this case, we can also talk about the difference some predictor binary sequence
fp predictor of the simplest ontology as by the estimated value SRf , and by the structure
errors, that is, according to the error ratio "0 instead of 1" and "1 instead of 0".
Acknowledgements: Research partially supported by the Russian Foundation for Basic
Research under grants RFBR 18-07-00669 and 18-29-03100.
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The role of perceptual variables and country-level
culture on international entrepreneurship
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International Entrepreneurship is a largely investigated theme in the last decades
[3–8]. Based on that growing interest in this subject, in this work [1] approach is
considered and updated, using the international entrepreneurship current data,
obtained through GEM (Global Entrepreneurship Monitor). First an ”Interna-
tional Entrepreneurship” variable was created. This variable was then chosen to be
studied as dependent in this research, which intends to make an analysis about the
influence of three groups of variables on the international entrepreneurial choices:
Demographic and economic variables; Perceptual variables and Country-effects
variables.
In a first phase of literary review, a set of opinions about the variables that
influence the choice to entrepreneurship and international entrepreneurship is
made, making it possible to create the hypothesis of study. Moving on to a second
phase, with the objective of understand which variables presented by the literature
are significant to explain the dependent variable, are performed logistic regression
models, using the software SPSS. The primordial objective of this study is to
understand the effect of perceptual variables and individual characteristics in the
International Entrepreneurship.
Keywords
International Entrepreneurship, Perceptual variables, Country-level.
There are a lot of policies and stimulus for entrepreneurship, however they do not
produce the same effects on different people, being so important to study the role of
the perceptual variables in entrepreneurship. [2], thus is also intended to fill this gap in
the literature. In addition to the demo-economic variables, when making decisions with
respect to their employment, individuals also consider a set of subjective perceptions
about entrepreneurship that they form based on knowing other entrepreneurs, confidence
in one’s skills and abilities, risk propensity, and alertness to unexploited opportunities.
After all, entrepreneurship is about people [1]. Evidence across many countries indicates
that subjective perceptions about one’s own skills, the existence of opportunities and
knowing other entrepreneurs are all highly and positively correlated to the decisions to
start businesses and internationalize. The fear of failure, instead, is strongly but negatively
correlated to being a international entrepreneur. Thus, in addition to the demo-economic
and personal characteristics, we include the different individuals’ environment as a further
component of entrepreneurial behavior and consider the possibility of country specific
effects.
There are several entrepreneurs’ characteristics associated with motivations and per-
ceptions which can be identified in early internationalization. Some of these motivations
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are related to the entrepreneurs’ needs and personality, while others depict the competi-
tive landscape of the venture’s environment. Identifying entrepreneurs’ motivations can be
crucial for understanding how resources and strategic decisions are managed. Our paper
contributes to the research in this field providing a more accurate analysis of what vari-
ables are statistically significant in the creation of international entrepreneurs, including
three different groups of variables and using data that is well suited for the study, because
they provide information about individuals who are in the process of starting a new busi-
ness. Our results find that both perceptual variables and country-effects are significant
and correlated to the international entrepreneurship and improve the model of study.
Acknowledgements: This research has received funding from FEDER funds through
P2020 program and from national funds through FCT - Fundação para a Ciência e Tec-
nologia under the project UID/GES/04728/2020.
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TBATS models and linear regression models
approaches for forecasting daily weather time series
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The main aim of this work is to estimate and forecast daily weather variables in
real time in the field of agriculture irrigation at a particular site (a farm). Weather
time series have strong correlation and high-frequency seasonal patterns. How to
best model and forecast these patterns has been a long-standing issue in time
series analysis. In this study we perform a state space modelling framework using
exponential smoothing, the TBATS (Trigonometric Seasonal, Box-Cox Transfor-
mation, ARMA errors, Trend and Seasonal Components) models and linear re-
gression models with correlated errors.
Keywords
Time Series Analysis, Forecasting, TBATS, Regression With Correlated Errors, Weather
Variables.
Predicting and forecasting weather has always been a difficult field of research analysis
with a very slow progress rate over the years. Weather data consider the noises and outliers
and therefore investigation in this area may not be accurate. The main aim of this work
is to estimate and forecast daily weather variables in real time at a particular site (a farm
located in Carrazeda de Ansiães, in the district of Bragança in the North of Portugal), in
the field of agriculture irrigation. Like many other environmental time series, weather time
series have strong correlation and complex/high-frequency seasonal patterns. How to best
model and forecast these patterns has been a long-standing issue in time series analysis.
This way, we perform a state space modelling framework using exponential smoothing
by incorporating Box-Cox transformations, ARMA residuals, Trend and Seasonality -
the TBATS (Trigonometric Seasonal, Box-Cox Transformation, ARMA errors, Trend and
Seasonal Components) models [1,3]. In particular, this study presents a comparison of
the modelling and forecasting performances of forecasting methods of the TBATS models
and the classical approach of the linear regression models with correlated errors ([2,3]) for
weather time series.
Acknowledgements: This work was partially supported by the Portuguese FCT (FCT
- Fundação para a Ciência e a Tecnologia) Projects UIDB/00013/2020 and UIDP/00013/
2020 of CMAT-UM. This work was also supported by the Center for Research and Deve-
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To describe individual growth dynamics, regression methods are inappropriate.
So, we use stochastic differential equation (SDE) models that, in the most general
form, can be written as dY (t) = β(α− Y (t))dt+ σdW (t), where Y (t) = h(X(t))
with X(t) being the weight of an animal at age t and h an appropriate strictly
increasing C1 function. The parameters are α = h(A), where A is the maturity
weight of the animal, β the rate of approach to maturity and σ the intensity
parameter of the random fluctuations. W (t) is a standard Wiener process. We
have previously (see [2], [4], [3]) studied estimation, prediction and optimization
issues using cattle weight data from females of Mertolengo cattle breed.
In this new project, we have adjusted and extended the methodologies and applied
them to the weight data of males of Mertolengo cattle breed and Alentejana
cattle breed. Since model parameters may vary from animal to animal and that
variability can be partially explained by their genetic differences, we introduce
the extension of the study to SDE mixed models in order to incorporate the effect
of environmental variability and genetic effects. For this, we consider that the
parameters of the model may now depend on the genetic values of the animal.
The estimation of parameters for this type of models may present some difficulties,
in particular, the assumption of approximate normality of the maximum likelihood
estimators may fail when sample sizes are not large enough. So, we also obtain
the parametric bootstrap estimators, which can be used to compare with the
maximum likelihood estimators, correct their possible biases and improve their
confidence intervals (see [1] for a similar approach).
The SDE methodology is much more appropriate, and therefore more precise.
The farmer’s expected profit as a function of the animal’s selling age can now
be determined on an individual animal basis by considering the animal’s genetic
values, thus improving profit optimization.
Keywords
Application To Cattle Data, Bootstrap Estimation, Genetic Values, Maximum Likelihood
Estimation, Mixed Models.
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A preliminary study on the transportation of
non-urgent patients by a fire station
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Abstract
Non-urgent patients requiring transportation services carry out by institutions have to be
picked from their homes and transported to the health care appointments on time. Using
the Vehicle Routing Problem (VRP) solver developed by [2], the present work intends to
study its performance in solving real transportation of non-urgent patients performed by
a fire station. The differences between the real distance travelled by the vehicles and the
routes obtained using the solver on five instances are analysed.
Keywords
Vehicle Routing Problem; Transport; Statistics.
The transport of non-urgent patients is part of the daily life of the Portuguese fire-
fighters. This type of organization seeks to optimize the allocation of resources to reduce
its expenses and maximize the availability of resources. In this work, the needs of a fire
station that intends to minimize the number of route and the distances taken by the am-
bulances transporting non-urgent patients is addressed. This problem can be seen as a
Vehicle Routing Problem with Time Windows (VRPTW) in which each vehicle leaves the
fire station, travels to the residence of non-urgent patients and, after reaching its maxi-
mum capacity in terms of maximum number of passengers or maximum time, transports
the patients to the clinic where treatments are carried out. There is a vast literature on
VRP (see e.g. [3]). Furthermore there are specific studies of practical problems such as
for e.g. Bektas [1], that seeks to optimize the routes taken by school buses, and the trans-
portation of non-urgent patients by the Portuguese Red Cross [4]. Erdoğan [2] presents
an open source tool Spreadsheet Solver for VRP and demonstrates its application in case
studies of two real-world, namely to the healthcare and tourism sectors. In the present
work, five days of transport of non-urgent patients performed by the fire station are ana-
lysed concerning the transport of 213 patients. The methodology proposed in [2] is used
in five real instances for minimizing the distance traveled by ambulances that carry out
this type of scheduled transportation. The statistics of the obtained preliminary results
are presented. For each instance the differences between the real distance travelled by
the vehicles and the routes obtained using the solver will be analysed. Furthermore, the
existence of the time violations and waiting times will also be examine. Some limitations
have already been found, such as violation of the time windows, therefore in the future
extensions of the proposed methodology will be carried out.
Acknowledgements: This work has been partially supported by national funds through
FCT - Fundação para a Ciência e Tecnologia through project UIDP/04728/2020.
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Stochastic model to analyze the changes in the
fisheries catch and species composition due to
varying oceanic temperature along the Colombian
Pacific coast
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The fishing activity in the Colombian Pacific coast together, with the forestry,
form the primary income of the inhabitants of the sector. According to the UN
intergovernmental panel, Colombia along with countries such as Ecuador, the
Southeast United States, among others, make up the group of most vulnerable
countries in the world affecting fishing resources due to global warming. The
consequence of climate change is likely to increase the sea surface temperature,
modifying the availability of the fishery resources. Based on these claims, diffe-
rent research groups have posted the following question: Is there a real change in
environmental variables due to climate change that will affect the fisheries species
catch and its composition in the Pacific Colombian coast?
In this work, a stochastic model is proposed in order to analyze the behavior over
time, between the observed changes in sea surface temperature and its relation-
ship with the catch and abundance of the Goldfish species, in a specific area of the
Colombian Pacific. Statistical analysis and estimation methods such as maximum
likelihood and the Euler-Maruyama method are applied in order to estimate the
model parameters and estimate values of sea surface temperature, species abun-
dance and catch per unit of effort for the species under study, between the years
2000-2012. Finally, the simulation results of the exposed model are presented and
a sensitivity analysis is developed for the estimated parameters.
Keywords
Stochastic Differential Equations, Ornstein Uhlenbeck Process, Mean Reversion, Maxi-
mum Likelihood Estimation, Euler-Maruyama Method.
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Deep learning method to identify fire ignitions
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The SAFe project aims to create and implement a set of innovative operations that
minimize the time of forest ignitions identification contributing to the develop-
ment of the Trás-os-Montes region. Thus, it is intended to locate a set of sensors
in the forest, data information will be collected, and the artificial intelligence
algorithm Deep Learning will be applied to achieve the intended end. Numerical
results demonstrated the approach reliability.
Keywords
Artificial Intelligence. Learning algorithms. Forest Ignitions.
The forest fires are a continuous worldwide problem since a sufficiently effective solu-
tion has not yet been found. One of the major problems of this theme in our country is the
fact that the Portuguese forest has a very tight vegetation, thus limiting the use of image
sensors, which according to [1] are the best option for the detection of forest ignitions.
Once this surveillance option is excluded and considering that the first 20 minutes are
essential to minimize the damage caused by the fire, innovative approaches must be study
and implemented [2].
For that, SAFe project presents a solution that implements a set of innovative opera-
tions that minimize the identification time of forest ignitions and contribute to the develo-
pment of the Trás-os-Montes region. Thus, it is intended to locate a set of sensor modules
in the forest, data information will be collected from them, and artificial intelligence
algorithms will be applied to send alerts to the surveillance agents.
The prototype of the wireless sensor module is composed by the central element based
on a microcontroller which will send the data through a wide area network communica-
tion.The nodes, through LoRaWAN, connect to the gateways that send the acquired data
to the application server where the processing will be done. The level of data transmission
will also be a simpler process as there is no need to transmit images, producing only data
in numerical format. The data generated will be in massive quantities since the sensors
collect with an interval of two minutes between them [3]. This system will allow to obtain
an immediate control thus facilitating the task of processing and later alerting within the
time window necessary to minimize the damages caused by the fire. Taking into account
the amount of data on a daily basis, it is possible to apply artificial intelligence, more
precisely, the method of deep learning. This system will become more intelligent each
hour, due to constant training with values of daily values which will consequently result
in a more credible system day after day. The prototype of the node will consist of several
elements, namely, a microcontroller, through LoRaWAN communication, sends data from
five infrared sensors, air temperature and humidityThis type of sensors will be a more
economical solution both in terms of money and energy consumption when compared to
image sensors [1].
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In this work, the data obtained from five infrared sensors were analysed. The Deep
learning algorithm was implemented using the predefined MatLab functions and it was
used to predict the behaviour of the sensors data. It is possible to verify, in 1, the final
alert, combined from the individual alerts of each of the five sensors, identifying the forest
ignition.
Fig. 1. Alert chart.
Future work will involve the use of more types of sensors and not just flame sensors,
in order to combat any false alert given by them. Thus making the software even more
reliable.
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Firms’ in industrial clusters need a certain combination of organizational and
collective skills to grow rapidly on foreign markets. This study aims to evaluate
the role played by network clustering and organizational ambidexterity on the
clustered firms internationalization speed. Adopting a paradoxical perspective,
we argue that there are two opposite orientations (exploitation and exploration)
differentially linked to the output variable (speed). We test the developed hypothe-
ses against 1467 Portuguese’s manufacturing firms obtained by the Community
Innovation Survey (CIS). Our results suggest that network clustering increases
the number of international markets explored by agglomerated firms (scope) and,
contrary to was verified in the exploitative capability, the adoption of explorative
activities strengthens this relationship. This study contributes to shape ambidex-
trous orientations and to consider internationalization speed as a springboard for
the strategic intent to continuously and recursively outperform global competi-
tion.
Keywords
Industrial Clusters, Networks, Geographical Diversity, Exploitation, Exploration.
The speed of internationalization is receiving considerable attention from the litera-
ture, playing an important role in the global strategy research [1]. However, theoretical
and practical knowledge on how clustered firms address their speed is still scant [2,3].
Drawing on International Business (IB) literature, the aim of this study is to shed light on
how networks embedded in industrial clusters help agglomerated firms to grow faster inter-
nationally, exploring the influence of each organizational orientation on this relationship.
For accomplish the research purpose, we employed the Partial Least Squares Structural
Equation Modelling (PLS-SEM) in order to maximize the explanation of variance (R2)
for internationalization speed in a latent model. After evaluating the selection criteria, we
choose this approach since its assumptions are less restrictive and yield in littler identi-
fication problems as estimates are more robust against violations of normality, minimum
sample size and maximum model complexity. Moreover, in recent stimulation studies,
PLS-SEM has proven to provide greater statistical power (i.e., lower levels of type-II er-
ror) [4]. Therefore, the estimated SEM model allows to attain a better understanding of the
variables with potential effects on firms’ internationalization speed. The total explained
variance of the target construct (speed) is R2 = 13.2%. Our findings suggest that network
clustering (national and international ties) positively influence agglomerated firms willing-
ness to pursue explorative strategies. The two network dimensions can produce synergistic
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effects when it comes to international exploration. Furthermore, beyond network cluste-
ring has a significant impact on explorative capabilities, it also explains the firms’ presence
in different geographical regions. The outcomes also indicate that a higher orientation to
exploration positively relates with the enlargement of territorial scope. Hence, if affiliated
firms intend to achieve a long-term growth, they should allocate resources to exploration
in a higher extant than those devoted to exploitation. This trade-off is extremely impor-
tant in international markets since the adoption of ambidextrous strategies can produce
different results in terms of businesses’ development.
Acknowledgements: CIICESI, ESTG, Polytechnic of Porto. This research has received
funding from FEDER funds through P2020 program and from national funds through
FCT - Fundação para a Ciência e Tecnologia (Portuguese Foundation for Science and
Technology) under the project UID/GES/04728/2020.
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Many optimization mathematical problems [1] are based on the minimization of a
cost function formed by a sum of quadratic terms representing the quantification
of the errors between a mathematical model and a measured set of experimental
data [2], which is usually accompanied by measurement uncertainties. The objec-
tive is mainly to achieve the best estimation of numerical model parameters from
this data. Many optimization studies adopt this methodology; however they focus
only on using the ordinary least squares function presented in (1). This equation
is defined as a sum of quadratic terms of the differences between a mathematical
function as a set of data which are only represented in Y-axis. In engineering [3],
[4], it is considered the easiest method for the application of the least squares
approach, due to its uncomplicated calculations. Nonetheless, the ordinary least
squares method does not consider the measurement uncertainties contained by
the variable in X-axis, since it only focuses on calculating the vertical distances.
This could lead to non-accurate and non-precise model parameters estimation.
This work presents a new approach to solve the total least squares problem repre-
sented in equation (2) which considers the measurement uncertainties contained
in both x and y variables. This approach is also applicable in the case of the
fitting of an implicit non-linear function. A simulation study of the five parame-
ters photovoltaic cell model is presented along with a comparative study with the












[(yk − ŷk)2 + (xk − x̂k)2] (7)
Keywords
Least Squares Approach, Ordinary Least Squares, Simulation.
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This work presents a comparative study of two models to estimate the maximum
temperature in real time: the linear state space models (associated to the Kalman
filter) and linear regression models. The goal is to improve short-term forecast of
the maximum temperature, obtained from the website weatherstack.com, in the
context of increasing the efficiency of daily water use in irrigation systems.
Keywords
Time Series Analysis, State Space Model, Kalman Filter, Calibration, Meteorological Va-
riables.
The challenge of the To Chair project is to study the behaviour of humidity in the
soil by mathematical/statistical modelling in order to find optimal solutions to improve
the efficiency of daily water use in irrigation systems [1].
The procedure proposed is based on the state space modelling ([3]) that provides a very
flexible tool for analysing dynamic phenomena and evolving systems, and has significantly
contributed to extending the classical domains of application of statistical time series
analysis [2].
In this study, the objective is to calibrate the short-term forecasts in real time, ob-
tained from the weatherstack website through the state space modelling in order to improve
the accuracy of the initial h-steps-ahead, considering a six days temporal window of fore-
casts of the maximum temperature. For this purpose, two calibration models were adjusted
considering models with a deterministic calibration factor (linear regression models) and
a stochastic calibration factor (state space models associated to the Kalman filter).
The linear regression model has been the most applied approach when a predict model
is needed. However, statistical models with fixed effects are unlikely to yield a good predic-
tive accuracy, particularly in situations where the predictor and predictand relationship
changes over time [3].
This methodology is applied to a data set that includes observations of daily maximum
temperature in a farm, Senhora da Ribeira, located in the municipality of Carrazeda de
AnsiÃčes in the North of Portugal, between February 20 and October 11, 2019.
Acknowledgements:This work has received funding from FEDER/COMPETE/NORTE
2020/POCI/FCT funds through grants UID/EEA/-00147/20 13/UID/IEEA/00147/
006933-SYSTEC, project and To CHAIR - POCI-01-0145-FEDER-028247. This work
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To explain and compare the variability of PPD between diabatic and non diabetic
subjects, GAMLSS models were fitted to data of 79 diabetic and 79 non diabetic
individuals. The results suggest a U-shaped relatioship between HDL levels and
PPD more pronounced in the diabetic, together with a significant impact of age
and HDL on PPD.
Keywords
Periodontitis, Diabetic, GAMLSS models.
Introduction: Periodontitis is a chronic inflammatory destructive process in the sup-
porting tissues of the teeth associated with gram negative bacteria present in a biofilm on
the surface of the teeth, and is one of the main causes of tooth loss in adulthood. Promoting
a low level endotoxemia [1], appears to sustain a low-grade systemic inflammation asso-
ciated to dyslipidemia, yet whether periodontitis causes an increase in levels of plasma
lipids or whether hyperlipidemia is a risk factor for periodontal infection. The probing
pocket depth (PPD) is a clinical parameter for periodontal destruction/inflammation.
Generalized additive models for location, scale and shape (GAMLSS), are an ex-
tension of the classical GAM approach, introduced by Hastie and Tibshirani [2]. Besides
modelling the conditional mean (location) of the response variable distribution also, model
the variance (scale) and the shape parameters (skewness and kurtosis) which may depend
on explanatory variables.Under the GAMLSS framework, we assume that independent











vector of p parameters of Y being μ, σ, υ and
τ for location, scale, skewness, and kurtosis, respectively. The aim of this work is to assess
non-linear relationships between mean PPD and HDL, age in diabetic and nondiabetic
subjects.
Material and methods: Data on lipid profile, and socio-demographic from 79 dia-
betic and 79 non-diabetic individuals matched by age and gender.
The dependency of PPD on HDL levels (mg/dl) and age (years) in both groups was
modeled using exGAUS (convolution of normal and exponential distributions) and Gamma
distributions truncated between 0 and 6 (TexGAUS[0, 6] and TGA[0,6]) in the diabetic
and non-diabetic groups, respectively.
The data was processed with R software [3] using the GAMLSS Package [2] .
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Results and Conclusion: The best fits of diabetic TexGAUS[0, 6] and non diabetic
TGA[0, 6] models were: μ̂=cs(HDL)+cs(Age), log(σ̂) = Age, and log(ν̂); and μ̂=cs(HDL)
+cs(Age), and log(σ̂) = Age, respectively (tables 1 and 2). Where cs are cubic-splines .
Our results suggest a U-shaped relationship between PPD and HDL, similar to that
founded by Madsen et al [4] between HDL and risk of infectious disease. The gamlss mod-
eling framework revealed versatile enough to undercover non linear relationships between
PPD and the independent variables.
References
[1] O. Andrukhov, H. Haririan, K. Bertl, W. D. Rausch, H. P. Bantleon, A. Moritz, et al.
Nitric oxide production, systemic inflammation and lipid metabolism in periodontitis
patients: possible gender aspect. J Clin Periodontol; 40(10): 916-23, 2013.
[2] T. J. Hastie and R. J. Tibshirani, Generalized additive models. CRC Press, 1990.
[3] R Core Team. R: A language and environment for statistical computing. R Foundation
for Statistical Computing, Vienna, Austria. https://www.R-project.org/. 2018.
[4] C. M. Madsen and A. Varbo. A. Tybjærg-Hansen, R. Frikke-Schmidt, B. G. Nordest-
gaard, U-shaped relationship of HDL and risk of infectious disease: two prospective
population-based cohort studies. European Heart Journal, 20, 1–11, 2017.
106 Contributed Talks
Modelling spreading process of a wildfire in
heterogeneous orography, fuel distribution and
environmental conditions - a complex networks
approach
Sara Perestrelo1, Maria Grácio1,3, Nuno Ribeiro1,4 and Luís Lopes2,3
1Universidade de Évora, Portugal
2ISEL – Instituto Superior de Engenharia de Lisboa, Portugal
3CIMA – Centro de Investigação em Matemática e Aplicações, Portugal
4MED – Mediterranean Institute for Agriculture, Environment and Development,
Portugal
E-mail addresses: belperes@uevora.pt; mgracio@uevora.pt; nmcar@evora.pt;
luismariolopes@gmail.com
Forest fires are phenomena that represent a great danger for the population
and have severe environmental consequences. The greatest efforts in regard to
direct confrontation require a large investment in terms of both financial and
human resources, partly due to the unpredictability of fire behaviour and the fuel
distribution that feeds its growth and spread. To deal with this unpredictability in
a more efficient manner, our work focuses around the establishment of an optimal
fire-break structure whose purpose is to block the spread along the landscape, at a
minimal cost. It’s a preventative approach, which acts as a complement to direct
confrontation and contributes to the reduction of material, economic and human
losses. For the establishment of this optimal fire-break structure it is necessary to
model fire spreading process and, for that, we use the multilayer network model,
within the area of complex networks. We aim the construction of a network of
networks that allows us to simulate the fire spreading process both at a local scale
and at a more global scale.
Keywords
Forest Fires, Spreading Process, Graph Theory, Geographic Information Systems (GIS),
Multilayer Network Model.
We perform computational simulations that test fire spreading at the national scale.
Records of fires occurred in previous years provide us the area and perimeter of the burnt
area, which we use for calibration. These simulations start with an ignition point and
require input parameters. Once calibrated, we intend to study properties of this network,
such as the connectivity and robustness, among others. Finally, to establish the fire-break
structure, we sequentially eliminate several combinations of edges and evaluate the respec-
tive effect in the neutralization of the spreading process. Computational tools: ArcGIS,
a GIS software for the construction and visualization of maps; Python 3, a programming
language that is the basis of the ArcGIS software and that serves us for data processing,
simulations and graph construction.
Acknowledgements: This is one of the subprojects within the project CILIFO (Forest
Fires Fight and Investigation Center), supported by the international European fund Inter-
reg, which acts in three POCTEP euroregions, Alentejo, Algarve and Andaluzia. Research
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Tecnologia, Portugal-FCT, under the project UIDB/04674/2020 (CIMA).
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Fig. 1. Map of a section of Portalegre, Portugal. Each closed line forms a polygon. Green
polygons: different fuel types; brown polygons: burnt area of a 2017 fire. From the burned
area we construct a network, by associating each polygon to a node.
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In this paper we consider for the diffusion process based on brody curve [4,2] with
exogenous factors [2]. After building the model, an exhaustive study of its main
characteristics is presented, so how to get the estimations of the parameters of
the process and theirs characteristics functions is presented in this paper. Finally,
the ability of the new process to model economic data are shown by means of an
application to simulated data.
Keywords
Diffusion Process, Maximum Likelihood, Optimization Methods and Economic Data.
References
[1] L. M. Ricciardi. Diffusion Processes and Related Topics in Biology, Springer Verlag,
1977.
[2] R. Gutiérrez, R. Gutiérrez-Sánchez and A. Nafidi. Electricity consumption in Morocco:
stochastic Gompertz diffusion analysis with exogenous factors, Applied Energy 83(10):
1139–1151, 2006.
[3] S. Brody. Bioenergetics and Growth, Reinhold Publishing Corporation: New York,
1945.
Contributed Talks 109
Modeling analysis and numerical estimation of a
stochastic epidemic SEIR model with
environmental stochasticity
Andrés Ríos-Gutiérrez1, Viswanathan Arunachalam1 and
Anuj Mubayi2
1Universidad Nacional de Colombia, Colombia
2PRECISIONheor, Los Angeles, USA
E-mail addresses: asriosg@unal.edu.co; varunachalam@unal.edu.co;
anujmubayi@yahoo.com
Studying the spread and transient behavior of an infectious disease outbreak over
time is vital for all public health departments. It allows health departments to
identify disease control thresholds and design timely and effective intervention
measures such as implementing vaccine- and treatment-related policies. In the
last decade, we have seen many global outbreaks are directly and indirectly di-
rectly transmitted infectious diseases such as Zika, Chikungunya, Dengue, Leish-
maniasis, influenza H1N1, SARS, Ebola, and more recently, Coronavirus SARS
CoV-2.
The present study develops and analyzes a stochastic epidemic SEIR model
(Susceptible-Exposed-Infectious-Recovered) with environmental stochasticity ba-
sed on random perturbations [2,5,6]. The random perturbations in the model allow
us to capture the impact of variations due to external factors such as changes in
environmental conditions that may impact an infectious disease. The stochastic
epidemic model is analyzed and four fundamental aspects of its dynamics; 1) exis-
tence and uniqueness of the solution, 2) eventual extinction of the infection states,
3)persistence of infection in the mean, and 4) existence of the stationary distri-
bution of the infectious state [3,4]. The mathematical analysis suggests sufficient
and necessary conditions for existence and stability via methods from probability
theory. The numerical simulations of different scenarios in the parameters’ region
are studied. The model parameters are estimated by using the Euler-Maruyama
approximation and maximum likelihood estimators [1]. Finally, we illustrate nu-
merical simulations using data from the year 2003-2004 SARS outbreak in China.
Keywords
Stochastic perturbations, Infectious diseases, Brownian Motion, Random perturbations
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Breaks in water consumption records can represent apparent losses, that is, vo-
lumes of water that are consumed but not billed. These losses may be associated
with water theft by its consumers, billing anomalies, data handling errors, and
metering errors. The study is basead of simulation data and described herein eva-
luates the utilization of changepoint methods for the detection of different breaks
in water consumption time series, which are being incorporated in a software for
water meter surveillance. The simulated data were based on real data, applying
different probabilistic distributions with different decreasing breaks on the mean
in order to validate the effectiveness of the methods considered. Root Mean Square
Error (RMSE) and Mean Absolute Error (MAE) were used as performance mea-
surement criteria. The results indicate that the breakpoint method implemented
in strucchange R package presents a higher performance in the detection of struc-
tural breaks.
Keywords
Water Losses, Apparent Losses, Structural Breaks, Probability Distribution.
Apparent losses have a major economic impact on the water company’s revenue and,
although they occur in small quantities, they are difficult to quantify [1]. In order to try
to minimize this type of loss, the Águas do Norte company seeks solutions to support the
water meter replacement process, minimizing unnecessary losses and expenses inherent in
their replacement. To assist the company in detecting the meters malfunction, a software
will be created incorporating an algorithm with several methods that detect an abnormal
decrease in water consumption time series, that we intend to validate in this study. This
software will give an alert for the company at the moment a meter is working abnormaly,
thus helping in the decision process of replacing the meters.
The methods used for analysis in this study were the breakpoint method incorporated
in the package strucchange, the binary segmentation and the PELT method of the
package changepoint.
As the data provided were few and short in time horizon, and we had no guarantees
that in that period there was a malfunction of the meter, we simulated data from the
actual data provided, using the R software package fitdistrplus version 1.1-1. Parameter
estimates were obtained after adjusting the data to each probabilistic distribution based
on the maximum likelihood estimate [2]. The data were simulated based on probabilis-
tic distributions such as Weibull, Log-Logistic, Gamma and Log-normal suggested in the
literature for the simulation of data in water consumption by [3] and [4]. The simulated
datasets, corresponding to daily consumption data and 914 days were simulated. To vali-
date the effectiveness of the methods used, we introduced decreasing breaks on the mean
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for each dataset simulated of 5%, 10%, 25%, and 50% magnitudes, varying the parame-
ters of each distribution every 6 months. For each distribution, 100 datasets were created
for each type of break, with a total of 3600 synthetic datasets. Root Mean Square Error
(RMSE) and Mean Absolute Error (MAE) were used as performance measurement cri-
teria, with the criterion that the number of points detected is the same, or close to the
simulated points. In order to validate the performance of the methods under analysis, we
determined the ratio between the number of true break points and the number of esti-
mated break points, which is multiplied by 100 to obtain the percentage. For the methods
with a performance of 100% we calculated the RMSE and the MAE to quantify the dis-
tance between the estimated break from the methods under evaluation, and the simulated
break. The results show that the RMSE and the MAE are lower for the simulated breaks
with a decreasing magnitude of 50% on the mean, with the exception of the log-logistic
distribution in which the 25% magnitude breaks are the ones with the lowest RMSE and
MAE. In conclusion, although most of the methods were successful in identifying breaks
in water consumption related to water meter malfunction, the method that obtains the
best results is strucchange, with the lowest RMSE and MAE in all break magnitudes and
water consumption distributions simulated.
Acknowledgements: This work has been partially supported by national funds through
FCT - Fundação para a Ciência e Tecnologia through project UIDB/04728/2020 and
UIDB/00013/2020.
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Daily the health professionals make numerous diagnoses that can be wrong con-
sidering different reasons. To avoid errors in medical diagnosis, an application was
developed to support health professionals in diagnostic procedures. The applica-
tion is based on training, through the classification algorithm, Support Vector
Machine, and testing a learning procedure with the health data set to identify
clusters and patterns in human symptoms. The application begins with a ques-
tionnaire, where health professionals fill key questions with the patient medical
results. The application will indicate a suggested diagnosis with a percentage
associated. Until now, the application considers diagnosis associated with heart
disease, dementia, and breast cancer. On average, the application will indicate a
correct diagnosis in 84% of the cases.
Keywords
Artificial Intelligence, Support Vector Machine, Classification Algorithm.
Currently, there is greater availability of data, a greater variety of data analysis tech-
niques, and an increase in the information processing capacity, which allows for a paradigm
shift in several areas. Derived from this, Artificial Intelligence (AI), Machine Learning, and
Deep Learning are evolving in the medical industry, to support physicians in different do-
mains and applications, such as the study of disease transmission and risk identification
of disease, among others [3].
A domain supported by these computer sciences is medical diagnosis, through the
identification or prediction of diseases [3]. Daily, health professionals are sought out by
patients, which causes them to make numerous diagnoses that can be wrong for several
reasons [1].
In order to support healthcare professionals in the diagnosis, an application called
ProSmartHealth was developed, which manages to provide diagnostic suggestions, so far,
of three diseases: dementia, heart disease, and breast cancer.
The ProSmartHealth is based on three model codes performed to identify each disease
individually. It is necessary to have a set of labeled data. at least of 100, in which each data
needs a set of parameters that represents it. The application performs depends largely on
the number of input parameters taken into account.
The data set was obtained through the University of Wisconsin, the Cleveland database,
and the Open Access Series of Imaging Studies (OASIS). Table 1 shows the data sets used
to train and test each disease identification model.
For the tests, it was divide the database into two databases: training and testing. The
training database has 85% of the numerical data, and testing database has 15% of the
numerical data.
The models are trained and tested in 100 interactions through the classification al-
gorithm, Support Vector Machine, the type of classification to be used depends on the
number of diagnostics possibles of obtain.
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Table 1. Indicates the data set used for each disease.
Disease Patient Parameters Data collection
Heart disease 303 14 Banco de dados de Cleveland
Breast cancer 569 10 Universidade de Wisconsin
Dementia 150 5 Open Access Series of Imaging Studies
To train the model for heart disease and breast cancer it was used the linear binary
classification combined with the SMO (Minimum Sequential Optimization) algorithm,
since there are only two possible diagnoses, presence or absence, and malignant or benign
nodule, respectively. In the end, an accuracy of 82.22% was obtained for heart disease and
84.71% for breast cancer.
The model trained for dementia was carried out through “one vs one” method of
the ECOC of the multi-class classification because it gets three different diagnoses, not
demented, converted, and demented. A final precision of 86.36% had obtained.
The application begins with a questionnaire associated to the parameters corres-
ponding to the chosen disease, as soon as questions are answered with the patient’s medical
results, the application will indicate a diagnostic suggestion associated with a percentage
rate.
In the future, the ProSmartHealth application may be applied to a set of data with
symptoms that covers a greater number of diseases, which will allow a suggestion of diag-
nosis with the percentage of contracts each of these diseases that can be observed with
the data entered in the questionnaire.
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European economies clustering based on the
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In this work, the twelve Entrepreneurial Framework Conditions (EFCs) indicators
of the entrepreneurial ecosystem, deïňĄned by the Global Entrepreneurship Mo-
nitor (GEM) project, are used to cluster the European economies between 2010
and 2019. Several multivariate cluster analysis techniques are used to group the
European economies based on the expertsâĂŹ perceptions on the EFCs of their
home country with the aim of establishing a comparative analysis between the
reality of the European countries since 2010.
Keywords
Internal Validation Measures, Unsupervised learning, Global Entrepreneurship Monitor
Project.
Entrepreneurship has a crucial role in the development and well-being of the society,
since entrepreneurs create jobs, while drive and shape innovation. Thus it is critical for
the economic growth of a country and for increasing its competitiveness. With the aim of
studying the entrepreneurial dynamics in the world’s economies, the Global Entrepreneur-
ship Monitor (GEM) project has gathered information on entrepreneurship since 1997 [4].
The large amount of data that has been gathered was been studied by a large number of
researchers (see e.g [2]).
In this work, the twelve indicators of the entrepreneurial ecosystem of GEM, i.e.
the Entrepreneurial Framework Conditions (EFCs), are used to cluster the European
economies since 2010.
Clustering is an unsupervised learning technique that will assign each economy into a
cluster based on some similarity measure, so that the within-cluster variations are small
when compared with the variation between clusters. In this work four clustering algorithms
are considered, namely: the Hierarchical Agglomerative Clustering (HAC) algorithm, with
Euclidean distance and Ward method; the iterative method K-means; the Partitioning
Around Medoids (PAM); and the Fanny algorithm which performs fuzzy clustering.
For assessing the quality of the clustering connectivity, Dunn’s index and silhouette
width are used [3]. These are functions of three very often used internal validation measures
(IVM): connectivity - which indicates the extension to which observations are placed in the
same cluster as their nearest neighbors; compactness - which evaluates cluster homogeneity
recurring to the intra-cluster variance; and separation - which quantifies the degree of
separation between clusters, that is typically by measured by the distance between the
centroids of the clusters [1].
The results show that the best results for the majority of the years are obtained using
HAC and the best number of clusters is two. More precisely, in terms of connectivity,
the best results are obtained using HAC with the European economies divided into two
clusters, for all years from 2010 to 2019. The same is observed in terms of silhouette,
except for 2013 - for which the best results are obtained using K-Means with two clusters;
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for 2019, for which the best results is obtained using PAM also with two clusters; and for
2015 with three clusters using HAC. Futhermore, HAC yields the best result in terms of
Dunn’s index for 2011, 2012, 2013 and 2018, with two clusters for 2011 and 2012 and five
for the remaining years.
Acknowledgements: This work has been partially supported by national funds through
FCT - Fundação para a Ciência e Tecnologia through project UIDB/04728/2020.
References
[1] R. C. De Amorim and C. Hennig. Recovering the number of clusters in data sets with
noise features using feature rescaling factors. Information Sciences 324: 126–145,
2015.
[2] D. M. Hechavarría and A. E. Ingram. Entrepreneurial ecosystem conditions and gen-
dered national-level entrepreneurial activity: a 14-year panel study of GEM. Small
Business Eco- nomics 53(2): 431–458, 2019.
[3] J. Ledolter. Data mining and business analytics with R. John Wiley & Sons, 2013.
[4] S. Singer, M. Herrington and E. Menipaz. Global entrepreneurship monitor: Global
report, 2017/18, 2018.
Contributed Talks 117
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In 2018, 70% of the Portuguese companies produced thousands of Standard Audit
Files for Tax purpose (SAF-T Portuguese Version). These files contain valuable
information that can represent an important tool for analytical procedures to sup-
port decision-making processes. For this purpose, a Business Intelligence System
based on SAF-T files was created. Next, Statistical and Data Mining techniques
were employed to create knowledge. In this particular case, a new approach of Re-
cency (R), Frequency (F) and Monetary (M) criterion was implemented. Other
attributes were suggested for customer segmentation as Age (A), Item average (I),
Debt (D) and Customer Life Value (CLV) index. Next, various Clustering tech-
niques were used to perform the customer segmentation in four different groups.
Finally, the k-means classification was cross-validated by Linear Discriminant
Analysis (LDA). Results show that accuracy is superior to 98% when R and CLV
are not considered.
Keywords
Intelligent Control Systems, Data Warehousing, SAF-T (PT), Clustering, Linear Discri-
minant Analysis.
According to the Portuguese Institute of Statistics (INE), in 2018, 99% of the Por-
tuguese companies were Small or Medium-sized Enterprises (SMEs) and 96% of these were
Micro-companies, that is, companies that employ less than ten individuals and bill less
than two million euros per year. From another perspective, since 2017, the Portuguese
Tax Authority (PTA) requires all companies that have organized accounting (approx.70%
of all) to monthly submit the Standard Audit File for Tax Purposes (SAF-T (PT)) for
validation.
Generally, those companies have a disorganized or immature digital level and have
significant difficulties for implementing intelligent control systems or Business Intelligence
(BI) systems once resources are limited in a technical or human perspective or simply be-
cause they do not have data management policies that allow them to access to consistent
and current data. Usually, these premises are the cause of the non-return in a BI invest-
ment. In fact, one of the biggest challenges for the implementation is in the data itself.
Due to its lack of maturity, the implementation of the BI system can be compromised and
the risk of error in the decision-making process increased.
To minimize this problem the SAF-T (PT) were considered, once they are standard
documents for representing companies’ accounting data regardless of the operational soft-
ware, used for capturing business events. Although simple, these documents provide the
basis for using a standard data representation to create a skeleton of data storage sys-
tems that can be further enriched to support more business requirements. In this way
data standardization, its historical and evolutionary perspective can be used to provide
knowledge to the company [1]. This was our motivation for this particular study that
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aims to achieve Customer Segmentation based on SAF-T (PT) attributes and facilitate
the decision making process from the user’s perspective, once owners do not need to have
technical background to interpret the data provided by the systems’ interface.
To address this challenge, firstly, the data warehouse was created based on SAF-T
(PT) attributes and data was simulated for companies. Then, Statistical and Data Mining
techniques were applied to perform customer segmentation using a new approach of the
Recency (R), Frequency (F) and Monetary (M) criterion. In the pre-processing phase
product lines and invoices were aggregated, variables were transformed and normalized
and a company randomly chosen. The result is a consistent data set with 52 customers
and 7 attributes where: (R) Recency is the period after the last purchase; (F) Frequency,
the count of purchases in a given period; (M) Monetary is the amount spent in that
period; (A) Age, the period since the first purchase (age of relationship); (I) Item is the
average number of item purchased by a customer; (D) Debt is the credit amount in the
same period; and, finally, (C) CLV is the Customer Life Value Index that measures the
importance of a particular client for the company. The CLV index was created based on a
weighted criterion of the values of the previous attributes where weights from 1 to 5 were
applied, considering the quintiles of each distribution and the importance of each to the
company.
In the modelling phase, various Clustering techniques were performed. First, an ex-
ploratory analysis based on three hierarchical clustering methods was used - Single, Ward
and Complete linkage - to identify groups and define a range of solutions for the num-
ber of clusters (k). Second, the k-means clustering was implemented and k was optimized
considering the literature and based on measures as the Dunn Index, the Silhouette, the
Connectivity and finally the R-squared. The value of k clusters was then established at
k=4. Finally the clustering results were validated by the Linear Discriminant Analysis
(LDA) and assumptions were validated as performed by Marôco [2]. Results show that
98% of the cases where correctly classified and the percentage is 96.2 %, when using
cross-validation.
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A new kind of stability for the Bessel equation: the
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The main aim of the work is to seek adequate conditions to derive a different
kind of stability for the Bessel equation and for the modified Bessel equation
considering a perturbation of the trivial solution. We identify the σ-semi-Hyers-
Ulam stability as in-between the two well known stabilities of Hyers-Ulam-Rassias
and Hyers-Ulam. Sufficient conditions are obtained in order to guarantee Hyers-
Ulam-Rassias, σ-semi-Hyers-Ulam and Hyers-Ulam stabilities for those equations.
The results are obtained mostly based on convenient majorations and the use of
integral techniques.
Keywords
Bessel Equation, Modified Bessel Equation, Hyers-Ulam Stability, σ-semi-Hyers-Ulam Sta-
bility, Hyers-Ulam-Rassias Stability.
We will analyse Hyers-Ulam, Hyers-Ulam-Rassias and the so-called σ-semi-Hyers-
Ulam stabilities for the Bessel equation
x2y′′(x) + xy′(x) + (x2 − α2)y(x) = 0, (8)
and for the modified Bessel equation
x2y′′(x) + xy′(x)− (x2 + α2)y(x) = 0,
by using initial conditions
y(a) = y′(a) = 0,
with y ∈ C2([a, b]), for x ∈ [a, b] where a and b are fixed positive real numbers and α ∈ R
or α is a pure imaginary number.
We define the new stability, introduced in [5] (see also [4]), in the following way:
Let σ be a non-decreasing function defined on [a, b]. If for each function y satisfying∣∣x2y′′(x) + xy′(x) + (x2 − α2)y(x)∣∣ ≤ θ, x ∈ [a, b],
where θ ≥ 0, there is a solution y0 of the Bessel equation (8) and a constant C > 0
independent of y and y0 such that
|y(x)− y0(x)| ≤ C σ(x), x ∈ [a, b]
then we say that the Bessel equation (8) has the σ-semi-Hyers-Ulam stability.
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The increase in globalization has led to greater competitiveness, so that com-
panies are successful they need to increase their competitive advantages, that is,
develop new strategies to remain competitive in the market. Therefore, innovation
is essential for the performance of firms [1]. In the innovation process, cooperation
plays an important role. It helps to release internal restrictions on innovation, fa-
cilitating access to knowledge sources that facilitate the entire innovation process
[2]. According to Freel and Harrison in [3], product innovations are influenced by
cooperation with customers and institutions, while process innovations are driven
by cooperation with suppliers and universities. Cooperation then serves as a mech-
anism to maximize the company’s value because the greater the collaboration with
partners, the greater the chance of obtaining more innovative products [4]. Tak-
ing into account the constant degradation of the environment, it is necessary that
companies adopt major innovations in an environmentally sustainable way to be
able to respond to the growing consumer demand for sustainable products and
services [5]. Eco-innovation refers to innovation directed towards sustainability
[6], being a type of innovation that causes new products that use clean energy,
are less polluting and have less impact on the environment [7]. Eco-innovation
is a way of addressing future environmental problems, taking into account the
reduction of energy / resources / waste / consumption, through sustainable eco-
nomic activities [8]. In addition to the concern for the environment, companies
can adopt eco-innovation practices to improve their company’s reputation, achieve
cost savings, respond to market demand, enter new markets, act correctly or sim-
ply, to meet regulatory requirements [7,5]. The main objective of this study is
to understand the influence of cooperation on innovation and the factors that
contribute to decision making by companies to choose innovations with environ-
mental benefits. Using the CIS 2014 database and the MANOVA multivariate
techniques and Linear Regression, we found that there is a relationship between
innovation and cooperation. Since the more innovation there is, the greater the
existing cooperation in companies. The results also show that the factors that
most contribute to the adoption of innovations with environmental benefits are
essentially the current or expected demand in the market for environmental in-
novations, the improvement of the company’s reputation and the high costs of
energy, water or materials. This study presents several contributions, both from
a theoretical and practical perspective. In theoretical terms, this study responds
to a gap in the literature because there is no study using the three variables (eco-
innovation, cooperation and innovation) simultaneously. In practical terms, this
study aims to help companies realize the advantages that cooperation provides
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operations
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The Portuguese Navy supported THEMIS project to bulid a decision support
system (DSS) to optimize short time decisions under a disaster context, allowing
to improve the performance of tasks execution with a reduction of costs.
In [4,3], the authors have considered the facilities and high qualified staff of Por-
tuguese Navy and proposed a variant of the Delphi method, a method that is
exceptionally useful where the judgments of individuals are considered as an im-
portant information source. They proposed a system that prioritize certain teams
for specific incidents taking into account the importance of each team that acts
in case of emergency.
In the present work we propose the application of multidimensional statistical
techniques to create an importance index of experts opinion complementing the
method used in [4,3].
In this manuscript we re-weight the experts experience that contributes to DSS.
The results are obviously distinct the ones presented in [4,3].
Keywords
Decision Support System, Catastrophe, Hierarchical Classification, Discriminant Analysis,
Multidimensional Scaling.
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In this work, an empirical study of a Portuguese company in the industrial sector
is presented. The main objective of this work is to model the aluminium extrusion
process, with the aim of minimizing the production of scrap.
Keywords
Aluminium Extrusion, Scrap, Sustainability, Extrusion Variables, Multiple Linear Regres-
sion.
In the discussion on environmental policies, the notion of eco-efficiency is often used.
Eco-efficiency is defined as the delivery of products and services with competitive values,
while reducing the ecological impacts and satisfying human needs. In the area of Environ-
mental Policies, the Sustainability and the Eco-efficiency issues are becoming increasingly
important, both for safeguarding the environment, through the awareness of power and
society, as for the competitiveness of the companies [2,3].
In an environment of great competitiveness in which the companies operate, the im-
provements in the productive process is one of the differentiating factors for guaranteeing
a strong competition. Also it is essential rationalizing energy consumption and natural
resources [1,2,4]. For this it is necessary to understand the main operations and dynamics
of the company.
This work presents an empirical study of a Portuguese company in the industrial
sector. The problematic here presented is based on the company’s growing concern to
reduce the amount of scrap produced. From the literature research that was performed,
a strong dependence relation between the different variables in the extrusion process was
found. The main objective of this work is to model the aluminium extrusion process, with
the aim of minimizing the production of scrap. For this several variables involved in the
process are taking into account. Using statistical techniques, in particular multiple linear
regressions, it was possible to identify the importance of the variables under study for the
scrap production.
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Univariate collective models have played an important role in Actuarial Mathe-
matics. We extend the theory to structured families of multivariate collective
models.
We develop an application to forest fires in Portugal, where in these families we
consider that for each treatment of a linear orthogonal model there is a multi-
variate collective model, which will able us to study of the influence of several
factors on these models parameters.
Keywords
Collective Models, Risk Theory, Structured Families.
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A specific modified constitutive equation for a third-grade fluid is proposed so that
the model be suitable for applications where shear-thinning or shear-thickening
may occur. For that, we use the Cosserat theory approach reducing the exact
three-dimensional equations to a system depending only on time and on a single
spatial variable. This one-dimensional system is obtained by integrating the linear
momentum equation over the cross-section of the tube, taking a velocity field
approximation provided by the Cosserat theory. From this reduced system, we
obtain the unsteady equations for the wall shear stress and mean pressure gradient
depending on the volume flow rate, Womersley number, viscoelastic coefficient
and flow index over a finite section of the tube geometry with constant circular
cross-section.
Keywords
Cosserat Theory, One-dimensional Model, Mathematical Fluid Dynamics.
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An average of statistics Si can be regarded as the logarithm of the geometric
mean, or the power mean of order p = 0, of exp(Si), 1 ≤ i ≤ k. Instead of such
a geometric mean, we can more generally consider the power mean of order p
(MOp) of those statistics, p ∈ , and to build a class of MOp-estimators. The
Hill estimators, average of the log-excesses, are the most popular extreme value
index (EVI) estimators for heavy right tails. We here consider associated MOp
EVI-estimators, under the so-called non-regular framework.
Keywords
Generalized Means, Non-Regular Frameworks, Semi-Parametric Estimation, Statistics of
Extremes.
The extreme value index (EVI), denoted by ξ, is the main parameter in extreme value
theory (EVT), measuring the heaviness of the right-tail function (RTF), F (x) := 1−F (x).
The heavier the right-tail, the larger ξ is. For Pareto-type models, with a positive EVI,
the classical EVI-estimators are the Hill (H) estimators ([4]), which are the averages of
the log-excesses, Vik := lnXn−i+1:n − lnXn−k:n, 1 ≤ i ≤ k < n, where Xi:n, 1 ≤ i ≤ n,





















, 1 ≤ i ≤ k < n,
i.e. the Hill estimator is the logarithm of the geometric mean (or mean-of-order-0) of the
statistics Uik. More generally, the mean-of-order-p (MOp) of Uik was recently considered,
together with the class of EVI-functionals,











/p, if p = 0
H(k), if p = 0,
(9)
a highly flexible class of functionals, dependent on a tuning parameter p ∈  (see, [1,2],
among others).
In the area of statistical EVT and whenever working with large values, a cumulative
distribution function (CDF), F , is often said to be heavy-tailed whenever the RTF F ∈
R−1/ξ , ξ > 0, where Rα denotes the class of regularly varying functions with an index of
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regular variation α. Then, F is in the max domain of attraction of the EVξ CDF, and the
notation F ∈ DM (EVξ)ξ>0 =: D+M is used. Reciprocally, if F ∈ D+M, we necessarily have
F ∈ R−1/ξ , the so-called first-order condition (FOC). Also, with the notation F←(t) :=
inf{x : F (x) ≥ t} for the generalised inverse function of F , the reciprocal tail quantile
function U(t) := F←(1− 1/t) is in Rξ. The second-order parameter ρ (≤ 0) controls the
rate of convergence in the FOC, which is ruled by A(t), such that |A| ∈ Rρ.
To have consistency of the Hp EVI-estimators, in all D+M, we not only have to work
with intermediate values of k, i.e. a sequence of integers k = kn, 1 ≤ k < n, such that
k = kn → ∞ and kn = o(n), as n → ∞, but also to have p < 1/ξ, in (9). Under
the aforementioned second-order condition (SOC), ruled by the function A, and with
σp(ξ) := ξ(1− pξ)/√1− 2pξ, bp(ξ|ρ) := 1− pξ/(1− pξ − ρ),
Hp(k)
d
= ξ + σp(ξ) N (p)∞ (0, 1)/
√
k + bp(ξ|ρ) A(n/k) + op(A(n/k))
holds for all p < 1/(2ξ) and ρ ≤ 0, with N (p)∞ (0, 1) asymptotically standard normal.
But the simulated mean values, at optimal levels, of Hp(k), p = 1/ξ, provide very
interesting results, for a large variety of underlying models and different values of ξ. Such
a behaviour was theoretically investigated in [3]. We here consider large-scale simulations,
under non-regular frameworks, i.e. for p > 1/(2ξ), and illustrations with simulated random
samples from known heavy-tailed models and for real data in the field of environment.
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In Economics, particularly in the retail segment, sales forecasting supports most of
the strategic planning decisions and its accuracy is crucial to ensure profitability.
The main purpose of this work is to compare the accuracy of various proposed
forecasting methods applied to a monthly retail sales time series in Portugal from
2000 to 2018 in order to identify the most appropriate methodologies.
Keywords
Retail Sales, Time Series, Forecast, Accuracy, Evaluation Measures.
Like many other economic time series, retail sales present strong trend and seasonal
patterns. How to best model and forecast these patterns has been a long-standing issue in
time series analysis. This study compares the forecasting performance of economic time
series based on ARMA models and their extensions [2], on classical decomposition time
series associated with multiple regression models with correlated errors [1], and on expo-
nential smoothing methods as the Holt-Winters method [4]. These methods are applied
because of their ability to model trend and seasonal fluctuations present in economic data,
particularly in retail sales data.
In this work, these models’ formulations are performed to the same economic dataset:
monthly indexes of turnover (total, TOVT) of retail trade in Portugal, collected in the
EUROSTAT retail databases [3,2]. The collected data were divided into two sets: training
data (in-sample data) and testing data (out-of-sample data) in order to test the accuracy
of the suggested forecasting models. The selected training period was from January 2000
to December 2016 (the first 204 observations), and the test period was from January 2017
to February 2018 (the last 14 observations). To evaluate the predictive capacity of the
three methodologies adopted, several evaluation measures are used, namely MSE, RMSE,
and U-Theil statistic.
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and Technology (FCT- Fundação para a Ciência e a Tecnologia) Projects UIDB/00013/
2020 and UIDP/00013/2020 of CMAT-UM, and is also supported by the Center for Re-
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In this paper, we aim to present a review of the theoretical foundations of the
Geographically Temporal Weighted Regression Model, considering a panel data
approach, suitable for modeling COVID-19 data at the local level - Municipalities
of Mainland Portugal.
Keywords
Geographically and Temporally Weighted Regression, COVID-19
With the number of cases of infections by COVID-19 growing, modeling the transmis-
sion dynamics, identifying possible factors and estimating its development are crucial to
providing decisional support for public health departments and healthcare policy makers.
There is some literature reporting statistical analyzes and future scenarios of the
COVID-19 epidemic based on logistic regression models, without considering the spatial
component or temporal correlation.
Spatial regression models can effectively estimate the influence of independent factors
on target variables by differentiating the spatial dependence by including the lag and error
components of independent features [2,4]. Geographically Weighed Regression (GWR) [1]
is a local form of linear regression to model the spatially varying association between
dependent and independent variables. And it is also the most frequently used method
to study spatial nonstationary. With the Geographically Temporal Weighted Regression
Approach [3], the temporal correlation of the data can also be integrated in the model.
Because one of the most important properties of epidemics is their spatial spread, which
is conditioned by factors that vary spatially and temporal, and that can be spatially and
temporal correlated, the use of models that accommodate spatial and temporal effects
allows results to be more consistent with the actual data.
In this paper, we will review the theoretical foundations of the Geographical Time
Weighted Regression Model considering a panel data approach, and discuss its application
to data on confirmed cases of COVID-19 in the Municipalities of Mainland Portugal.
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Charts for attribute control will be explored, considering: (i) the number of defec-
tive items, named np-charts; (ii) means of the proportion (p) of defective items,
named p-charts; (iii) u-charts; (iv) c-charts. An update and some recent ideas
on the subject based on lifetime distributions will be presented, as well as the
advantages and disadvantages of each kind of these charts. Implementations in
software R will be discussed through examples in different contexts.
Keywords
Life Distributions, Control Charts, R Software.
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The objective of this study is to verify if it is possible to reproduce the mechani-
cal behavior of the skin subject to indentation tests. An indentation test allows
to relate the pressure force with the maximum deformation which is got when
the maximum pain is reached, taking into account the moment when the pain
threshold occurs (onset of pain).
An analysis of variance [4] was applied to the experimental data and verifies that
the limits of load application in safety and comfort remain stable for a group of
individuals, following the work presented in [1,2].
The approximation to the experimental data produced adequate indicators, in ac-
cordance with [3]. The behavior of strength and deformation at the pain threshold
and at maximum bearable pain were modeled, having distinct profiles between
men and women.
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Portuguese expatriates (on their own initiative or at the decision of the companies
they work for) face various difficulties in their personal and professional lives in
the destination countries [1,6]. To assess this situation, a survey was conducted
through a questionnaire validated in previous studies on the topic. The answers
to the questions were expressed on a Likert-type scale with seven categories and
generated a dataset of 207 observations. In order to build a model based on the
perceptions of workers, implicit in their responses, on global satisfaction with ex-
patriation, the multivariate statistical technique Structural Equation Modeling
(SEM) was used. Based on the specialized literature and empirical knowledge,
a reflective theoretical model, that reflects a set of structural relationships, was
proposed. The estimated model was obtained using the consistent Partial Least
Squares (PLSc), which provides a correction for estimates and relaxes the de-
mands on data, like the strong assumption of multivariate normality [2–5]. The
latent exogenous construct satisfaction with the destination country has a direct
effect on the constructs personal satisfaction and global satisfaction. The latent
construct job satisfaction has a direct effect on personal satisfaction and an indi-
rect effect on the endogenous global satisfaction, through the mediator construct
personal satisfaction. These findings allow a better understanding of the relation-
ship between the variables under study and the impact they have on the global
satisfaction of Portuguese expatriate workers.
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