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RESUMEN 
En los últimos años surgió el término Big 
Data, en el contexto de Data Mining, para 
referirse a conjuntos de datos tan grandes 
y complejos que se vuelven difíciles de 
procesar en un tiempo razonable con 
aplicaciones tradicionales de análisis de 
datos. En general, los analistas necesitan 
analizar datos con variabilidad, por ej., 
datos que resultan de la agregación de 
registros individuales en grupos de 
interés, o datos que representan entidades 
abstractas como especies biológicas, o 
regiones como un todo. El Análisis 
Simbólico de Datos, al ofrecer la 
posibilidad de agregación de datos al 
nivel de granularidad elegido por el 
usuario, mientras se mantiene la 
información sobre la variabilidad 
intrínseca, puede desempeñar un papel 
importante en este contexto. Esta 
metodología resulta particularmente 
interesante para el estudio de Economía y 
Gestión, Marketing, Ciencias Sociales, 
Geografía, estadísticas sobre datos 
oficiales, así como para Biología y 
análisis de datos Geológicos.  
Por otra parte, existen campos de la 
actividad humana; tales como economía, 
meteorología, administración de 
empresas; donde parte de los problemas y 
su solución se presentan en un contexto 
dinámico. Esto requiere analizar las 
variables relevantes del problema a 
resolver a partir de datos recogidos 
secuencialmente a intervalos regulares de 
tiempo. 
 El presente proyecto tiene como 
finalidad investigar sobre las 
metodologías estadísticas apropiadas para 
el tratamiento de grandes bases de datos; 
en particular del Análisis Simbólico de 
Datos; como así también estudiar 
modelos aleatorios para el tratamiento de 
variables indexadas en el tiempo. Es claro 
que existen problemas provenientes de 
diversas áreas del conocimiento donde se 
necesita de ambos tipos de herramientas, 
por ejemplo cuando aparecen series 
temporales o de espacio-tiempo que 
toman valores en intervalos o incluso 
distribución de valores. Las metodologías 
se aplicarán a datos reales. 
. 
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CONTEXTO 
El proyecto Herramientas estadísticas 
para Data Mining y modelos dinámicos 
se encuentra en su segundo año de 
ejecución. Es un proyecto acreditado, de 
carácter bi-anual y financiado por la 
UNSJ. Tiene como unidades ejecutoras 
en primer lugar el departamento de 
Matemática de la FFHA y en segundo 
lugar el Instituto de Informática de la 
FCEFN de la UNSJ.  La línea de 
investigación corresponde a minería de 
datos, en un marco más general de 
Ciencia de los Datos. 
 
1. INTRODUCCIÓN 
En la actualidad, gracias a los avances en 
tecnología y recursos informáticos, es 
sencillo almacenar información, lo que 
lleva a tener grandes bases de datos. 
Respuestas referentes a cuestiones 
formuladas sobre estas bases se pueden 
dar mediante Data Mining.  
 
Data Mining [13] es una poderosa 
tecnología con gran potencial para ayudar 
a las compañías a concentrarse en la 
información más importante de sus Bases 
de Datos. Las herramientas de minería de 
datos predicen futuras tendencias y 
comportamientos, permitiendo tomar 
decisiones proactivas en los negocios y 
conducidas por un conocimiento acabado 
de la información.  Permiten responder a 
preguntas de negocios que 
tradicionalmente consumen demasiado 
tiempo para ser resueltas y a las que los 
usuarios de esta información casi no están 
dispuestos a aceptar. Estas herramientas 
exploran las bases de datos en busca de 
patrones ocultos, encontrando 
información predecible que un experto no 
puede llegar a encontrar porque se 
encuentra fuera de sus capacidades 
debido a la complejidad dada por el 
volumen de información. 
Las técnicas de Data Mining se pueden 
implementar rápidamente en 
plataformas ya existentes de software y 
hardware para acrecentar el valor de 
las fuentes de información existentes y 
se pueden integrar con nuevos 
productos y sistemas. 
Data Mining está soportado por 
tres tecnologías: 
 Recolección masiva de datos.  
 Potentes computadoras con 
multiprocesadores.  
 Algoritmos de Data Mining. 
 
En los últimos años surgió el término 
“Big Data”, en el contexto de Data 
Mining, para referirse a conjuntos de 
datos tan grandes y complejos que se 
vuelven difíciles de procesar en un 
tiempo razonable con aplicaciones 
tradicionales de análisis de datos. El 
Análisis Simbólico de Datos, al ofrecer la 
posibilidad de agregación de datos, 
desempeña un rol importante, tal como se 
comentó en el resumen.  
Por otra parte, al analizar datos, éstos 
pueden aparecer secuencialmente, lo que 
lleva a considerar variables que dependen 
del tiempo y, por ende, surge la necesidad 
de trabajar con modelos dinámicos. En 
este tipo de situaciones, las propiedades 
evolutivas que muestran las distintas 
variables son muy diferentes y, en 
consecuencia, son también muy distintos 
los modelos que pueden determinar estas 
variables en función de variables 
explicativas. 
 El conocimiento y caracterización 
diferenciada de la evolución de las 
diversas variables relevantes, así como el 
conocimiento y asimilación de los 
modelos (probabilísticos) que las pueden 
explicar, constituyen información 
imprescindible a la hora de tomar 
decisiones. 
Lo antes mencionado justifica la 
necesidad de investigar sobre las 
metodologías estadísticas apropiadas para 
el tratamiento de grandes bases de datos 
(Big Data); en particular del Análisis 
Simbólico de Datos; como así también 
estudiar modelos de naturaleza 
estocástica. Existen problemas 
provenientes de diversas áreas del 
conocimiento donde se necesita de ambos 
tipos de herramientas, por ejemplo 
evolución de datos financieros, de 
variables meteorológicas, evolución de 
indicadores socio- demográficos, es decir 
variables que toman valores en intervalos 
o incluso distribución de valores. 
 
1. LINEAS DE INVESTIGACIÓN 
Y DESARROLLO 
La ciencia de datos, considerada como 
una ciencia en sí misma, es en términos 
generales, la extracción de conocimiento 
de los datos [16]. Data Mining es una 
poderosa tecnología con gran potencial 
para extraer tal conocimiento. Sin 
embargo, desde el punto de vista 
estadístico, sus herramientas sólo han 
sido desarrolladas para trabajar con 
matrices de datos clásicas, es decir, donde 
cada unidad es individual y las variables 
toman un único valor para cada individuo. 
El análisis de datos simbólicos (SDA, por 
sus siglas en inglés) [9, 10] brinda una 
nueva forma de pensar en Data Science al 
extender la entrada estándar a un conjunto 
de clases de entidades individuales. Por lo 
tanto, las clases de una población dada se 
consideran unidades de una población de 
nivel superior a estudiar. Tales clases a 
menudo representan las unidades reales 
de interés. Para tener en cuenta la 
variabilidad entre los miembros de cada 
clase, las clases se describen por 
intervalos, distribuciones, conjunto de 
categorías o números que a veces se 
ponderan y similares. De esa manera, 
obtenemos nuevos tipos de datos, 
llamados "simbólicos", ya que no se 
pueden reducir a números sin perder 
mucha información. El primer paso en 
SDA es construir la tabla de datos 
simbólicos donde las filas son clases y las 
variables pueden tomar valores 
simbólicos. El segundo paso es estudiar y 
extraer nuevos conocimientos de estos 
nuevos tipos de datos mediante al menos 
una extensión de Estadística 
Computacional y Data Mining a datos 
simbólicos. 
SDA es un nuevo paradigma que abre un 
vasto dominio de investigación y 
aplicaciones al proporcionar resultados 
complementarios a los métodos clásicos 
aplicados a los datos estándar. SDA 
también brinda respuestas a los grandes 
volúmenes de datos (big data) y datos 
complejos, ya que los primeros se pueden 
reducir y resumir por clases y los datos 
complejos, con múltiples tablas de datos 
no estructurados y las variables no 
apareadas se pueden transformar en una 
tabla de datos estructurada con variables 
apareadas de valores simbólicos. 
En este proyecto trabajamos con ambos 
enfoques, Data Mining y SDA para la 
extracción de conocimientos.  
1.  RESULTADOS 
OBTENIDOS/ESPERADOS 
El presente proyecto tiene como finalidad 
investigar sobre las metodologías 
estadísticas apropiadas para el tratamiento 
de grandes bases de datos; en particular 
del Análisis Simbólico de Datos; como 
así también estudiar modelos aleatorios 
para el tratamiento de variables indexadas 
en el tiempo y aplicarlas a datos reales. 
En el primer año de desarrollo del 
proyecto se ha trabajado 
fundamentalmente con el estudio de 
Series Simbólicas de intervalo y de 
histograma, como así también de 
Regresión Lineal Simbólica, en 
seminarios internos de investigación 
desarrollados por los integrantes del 
proyecto. 
 Las metodologías propuestas en papers 
relacionados se han aplicado a datos 
provenientes de Economía y Finanzas. En 
particular, para el caso de series 
simbólicas de intervalo se han usado 
técnicas de pronóstico de indicadores 
macroeconómicos. Se han aplicado 
distintos métodos de regresión simbólica 
de intervalo y comparado sus 
performances, usando medidas de error 
adaptadas al caso simbólico, en un 
problema de costos. 
Por otra parte se han aplicado técnicas del 
Análisis Simbólico de Datos a datos 
provenientes de la Encuesta Permanente 
de Hogares del Gran San Juan, 
correspondientes al tercer trimestre del 
año 2016, con el objetivo de caracterizar a 
éstos hogares y  analizar la situación 
laboral en el Gran San Juan en relación al 
Nivel de Estudio. 
Los resultados obtenidos se han 
presentado en congresos nacionales e 
internacionales. 
En este segundo año de ejecución se 
espera profundizar el estudio de 
herramientas del SDA (Resultados del 
Workshop Advances in Data Science for 
Big and complex data, University Paris 
Duphine, January 2019) y aplicar me 
todologías de Clustering Simbólico, 
Regresión Simbólica y Series de Tiempo 
simbólicas a datos reales o simulados. 
1. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de investigación está 
formado por docentes investigadores de 
dos facultades de la UNSJ, algunos de 
ellos son jóvenes investigadores. En el 
marco del proyecto desarrolla su beca de 
iniciación a la investigación una egresada 
de Licenciatura en Matemática, que fue 
alumna adscripta en el proyecto anterior y 
actualmente cursa su segundo año en la 
carrera Maestría en Matemática de la 
Universidad Nacional de San Luis. Entre 
los integrantes del proyecto hay cuatro 
maestrandos, que aplicarán en sus 
trabajos de tesis las herramientas objeto 
de la presente investigación.  
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