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Abstract
Randomized clinical trials (RCTs) are ideal for estimating causal effects, because the dis-
tributions of background covariates are similar in expectation across treatment groups. When
estimating causal effects using observational data, matching is a commonly used method to
replicate the covariate balance achieved in a RCT. Matching algorithms have a rich history
dating back to the mid-1900s, but have been used mostly to estimate causal effects between
two treatment groups. When there are more than two treatments, estimating causal effects
requires additional assumptions and techniques. We propose several novel matching algorithms
that address the drawbacks of the current methods, and we use simulations to compare current
and new methods. All of the methods display improved covariate balance in the matched sets
relative to the pre-matched cohorts. In addition, we provide advice to investigators on which
matching algorithms are preferred for different covariate distributions.
Keywords: Causal inference; Matching; Multiple treatments; Generalized propensity score; Ob-
servational data.
1 Introduction
1.1 Overview
Multi-arm randomized clinical trials have been proposed as an efficient trial design to compare
multiple treatments simultaneously. The efficiency stems from the fact that comparisons between
multiple treatments can be observed in one trial, rather than performing several trials each com-
paring only two treatments at a time [1, 2]. This efficiency is more pronounced when multiple
treatments are compared to a control group, where multiple control groups would be required
when conducting each two-arm trial separately. However, multi-arm trials can be more complex
to design, conduct, and analyze [3]. One design complication is that in multi-arm trials all of
the arms are required to follow a similar protocol with similar inclusion and exclusion criteria as
well as primary and secondary outcomes. This is in contrast to multiple binary trials that may
have different protocols for comparing each pair of treatments [4]. Another design challenge with
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multi-arm trials is to ensure that there is no bias in the comparison of multiple treatments, which
can be introduced through imbalances in units’ allocations [4]. A possible analysis complication is
whether to make a statistical correction for the fact that multiple primary hypotheses are tested
in the analysis [5]. Cook and Farewell (1996) [6] stated that when the examined hypotheses are
prespecified, represent orthogonal contrasts, and are analyzed separately, then it is reasonable to
not adjust for multiplicity. On the other hand, Bender and Lange (2001) [7] argue that experiments
with multiple arms should always adjust for multiplicity when multiple significance tests are used
as primary hypotheses in a confirmatory setting.
These complications are exacerbated when comparing multiple treatments in non-randomized
settings, because those receiving one treatment may differ from those receiving another with respect
to the covariates, X, which may also influence the outcome [8]. The propensity score (PS), which
is the probability of receiving treatment conditional on a set of observed covariates, is a common
metric used in non-randomized observational comparisons to adjust for observed differences in
covariates between two treatment groups. Matching on the propensity score has been shown in
theory [9, 10, 11] and in application [12, 13] to be a design technique that can generate sets of units
with similar covariates’ distributions on average.
Propensity score matching is commonly employed using a greedy nearest-neighbor algorithm
that does not guarantee optimal balance among covariates [14]. Full matching was proposed a
possible algorithm to minimize the total sum of distances between matched units [15]. This algo-
rithm is a special case of the minimum cost flow problem and can be solved in polynomial time.
Cardinality matching is another matching method that maximizes the cardinality or size of the
matched sample subject to constraints on covariates’ balance [16]. Cardinality matching solves a
linear integer programming problem which may be computationally intensive.
For more than two treatment groups, the generalized propensity score (GPS) vector represents
each unit’s probability of receiving any one of the treatments, conditional on the covariates [17, 18].
Comparison of units with similar GPS vectors provides unbiased unit-level estimates of the causal
effects between multiple treatments. While the literature on matching for estimating causal ef-
fects of binary treatments is extensive ([16, 19, 20, 21, 22, 23], to name a few), generalizations
and applications for multiple treatments remain limited, and currently no optimal matching algo-
rithm has been proposed. Moreover, optimally matching for multiple treatments, also known as
k-dimensional matching, was shown to be a NP-hard problem [24], and the computational com-
plexity of such methods may make them impractical in problems with many units and multiple
treatments.
In this paper, we propose several novel techniques for generating matched sets when estimating
the causal effects between multiple treatments. We compare the performance of the new and previ-
ously proposed matching algorithms in balancing covariate distributions using simulation analyses.
We also present a case study in which we compare the performance of different matching algorithms
to estimate the effects of being released to different nursing homes from Rhode-Island hospital on
patients propensity to be rehospitalized.
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1.2 Framework
For Z possible treatment groups, Wi ∈ W = {1, . . . , Z} denotes the treatment group identification
for unit i ∈ {1, . . . , n}. Let nw denote the size of treatment group w such that
∑Z
w=1 nw = n,
and Tiw is an indicator function that is equal to 1 if Wi = w and to 0 otherwise. In addition, let
Yi = {Yi(1), . . . , Yi(Z)} be the set of potential outcomes for unit i, where Yi(w) is the potential
outcome for unit i if it were exposed to treatment w. In practice, only the potential outcome
corresponding to the intervention that affected unit i is observed. The other potential outcomes
cannot be observed because they correspond to treatment assignments that did not occur [25, 26].
Assuming the Stable Unit Treatment Value Assumption (SUTVA) [27], the observed outcome for
unit i can be written as
Y obsi = Ti1Yi(1) + · · ·+ TiZYi(Z).
Because we cannot directly observe the causal effect for unit i, we need to rely on multiple units
of which some are exposed to each of the other Z − 1 possible treatments. For drawing causal
inference, there are variables that are unaffected by Wi, the covariates Xi = (Xi1, . . . , XiP ). A
crucial piece of information that is needed for causal effect estimation is the assignment mechanism,
which is the probability for each unit to receive one of the Z treatments. If the n units represent a
random sample from an infinite super-population, then the assignment mechanism is individualistic
[8], and it is unconfounded if
P (Wi = w | Xi,Yi, φ) = P (Wi = w | Xi, φ) ≡ r(w,Xi)
for all i = 1, . . . , n [8], where r(w,Xi) is referred to as the generalized propensity score (GPS)
for treatment w and unit i [18], and φ is a vector parameter governing the distribution. The
assignment mechanism is probabilistic if 0 < P (W = w | X,Y) for all w. We assume that the
assignment mechanism is probabilistic and unconfounded throughout, so that comparing individuals
with similar R(X) ≡ (r(1,X), . . . , r(Z,X)) results in well-defined causal effects.
Commonly, R(Xi) is unknown and only an estimate of it, Rˆ(Xi), is available. Thus, the observed
data for unit i comprise the vector {Y obsi ,Xi,Wi, Rˆ(Xi)}.
1.3 Estimands
Causal effect estimands are functions of unit-level potential outcomes on a common set of units
[25, 26]. With Z treatments, possible estimates of interest are the
(
Z
2
)
pairwise population average
treatment effects (ATE) between treatments j and k, τjk ≡ E(Y (j) − Y (k)), for (j, k) ∈ W2 and
j 6= k, where expectation is taken over the entire population. The pairwise ATEs are transitive,
such that τik − τij = τjk ∀ i 6= j 6= k ∈ W. One possible extension of τjk would be to contrast
treatments among a subset of units in the population receiving one of the Z treatments and obtain
the population average treatment effect on the treated (ATT) [28], τ tjk ≡ E(Y (j)− Y (k) |W = t).
For reference treatment group W = t, the ATTs are also transitive, such that τ tik − τ tij = τ tjk, but
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transitivity of the ATTs does not extend to conditioning on different reference treatment groups.
For example, τ1ik − τ2jk is generally not equal to τ1ij [8].
In observational studies, some units may have very low propensity to receive certain treatments.
These units violate the positivity assumption of the assignment mechanism. One method to over-
come this limitation is to restrict the analysis only to units that may receive all of the possible
treatments. Lopez and Gutman (2017) [8] proposed to include in the analysis only units that are
in the rectangular common support region rˆ(w,X) ∈ (rˆmin(w,X), rˆmax(w,X)) ∀ w ∈ W, where
rˆmin(w,X) = max{min(rˆ(w,X |W = 1)), . . . ,min(rˆ(w,X |W = Z))}
rˆmax(w,X) = min{max(rˆ(w,X |W = 1)), . . . ,max(rˆ(w,X |W = Z))}.
Letting Ei denote the indicator for all treatment eligibility:
Ei =
1, if rˆ(w,Xi) ∈ (rˆmin(w,Xi), rˆmax(w,Xi)) for all w ∈ W0, otherwise
Then ATTs for units within this rectangular region are defined as
τ t,Ejk = E(Y (j)− Y (k) |W = t, Ei = 1).
These estimands may restrict the analysis to a specific part of the population that may not be
generalizable to the entire population who received treatment t. However, this restricted population
is the one for whom all Z treatment have positive probability of being administered and for which
an equipoise between all Z treatment exists. In that sense, these estimands sacrifice some external
validity to improve the internal validity [29]. In many causal inference questions, having a credible
and precise answer for a subpopulation is considered more important than having a controversial
imprecise answer for the entire target population [29].
The estimands τjk and τ
t
jk can be approximated using the sample average treatment effects:
τˆjk ≡ 1
n
n∑
i=1
(Yi(j)− Yi(k)), τˆ tjk ≡
1
nt
n∑
i=1
Tit(Yi(j)− Yi(k)).
These approximations are hypothetical, because one can only observe one of the potential outcomes
for each unit. Matching procedures have been proposed as one possible solution to this problem
[8, 30].
1.4 Distance measures
To define the similarity between patients receiving different treatments, a distance measure is
required. The linear GPS is one distance measure that can be used in the multiple treatment
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setting,
|logit(r(w,Xi))− logit(r(w,Xj))|, i 6= j ∈ {1, . . . , n}, w ∈ {1, . . . , Z}.
Using the transformed GPS is preferred to a distance measure with the untransformed r(w,Xi)
because matching on the logit transformation has been shown to produce lower bias in matched
samples [8, 31, 32]. One limitation of this distance is that it only compares one component of the
GPS at a time. Matching only on a single component may not necessarily result in similar values
for all of the other components of the GPS vector. This limitation is exacerbated as the number of
treatment groups increases.
The Euclidean distance is a multivariate matching metric that is the sum of the squared dif-
ferences between vector’s components. Formally, the Euclidean distance between vectors Vi =
(vi1, . . . , viP ) and Vj = (vj1, . . . , vjP ) is
{(Vi −Vj)T(Vi −Vj)}1/2 =
√√√√ P∑
k=1
(vik − vjk)2,
where P is the dimension of Vi. A limitation of the Euclidean distance as a matching metric is its
sensitivity to the correlation structure of the vector’s components [33, 34].
This sensitivity to the correlation of covariates is mitigated with the Mahalanobis distance
[19, 35, 36]. The Mahalanobis distance between Vi and Vj is
{(Vi −Vj)TΣ−1(Vi −Vj)}1/2,
where Σ is the covariance matrix of Vi. Commonly, Σ is unknown and an estimate of it, Σˆ,
is used instead. With binary treatment, matching on the Mahalanobis distance of the covariates
performs well in reducing covariate bias between the two treatment groups when the covariates’
space is small. However, the reduction in bias is less than optimal when the covariates are not
normally distributed or there are many covariates [37, 38]. When defining similarity of units with
multiple treatments, the Euclidean and the Mahalanobis distances can be applied to either the
original covariates, the untransformed estimated GPS vector, or the transformed estimated GPS
vector. Because the Mahalanobis distance is frequently preferred to the Euclidean distance, the
latter distance was not examined in our simulation analysis.
2 Matching algorithms
2.1 Basic matching algorithms
Matching procedures for causal inference attempt to find units that are “close” to each other in
terms of X, but receive a different treatment. It is relatively straightforward to perform matching
when only a single covariate influences the assignment to treatment, but this task can become more
complex as the number of covariates increases.
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The basic matching with replacement algorithm identifies for unit i, the units with the shortest
distances from each of the other treatment groups. Because this algorithm identifies matches to
all of the units, some of the matches may not be very close in terms of the distance measure. One
possible solution is to restrict all of the matches to have a distance that is smaller than a pre-defined
threshold (caliper).
The basic matching algorithm with reference treatment t ∈ W is summarized as follows:
1. Estimate R(Xi), i = 1, . . . , n using a multinomial logistic regression model.
2. Drop units outside the common support (e.g., those with Ei = 0), and re-fit the model once.
3. For all t′ 6= t, match those receiving t to those receiving t′ using a pre-specified distance
measure and a caliper.
4. Units receiving t who were matched to units receiving all treatments w 6= t, along with their
matches receiving the other treatments, comprise the final matched cohort.
Yang et al. [30] have implemented this procedure with the Mahalanobis distance of the covari-
ates and the linear GPS in step 4, but with a slight modification to step 2. Instead of removing
all units with Ei = 0, they proposed to keep only units for which
∑Z
w=1
1
r(w,Xi)
≤ λ, where λ
is a predefined threshold parameter. Under the assumptions of constant treatment effects and
homoscedasticity, threshold λ is estimated such that the variances of each pairwise treatment ef-
fect are minimized. A possible limitation of the trimming procedures is that units with different
R(Xi) may be dropped, resulting in dropped units with different covariates distributions. Thus,
we compared all of the methods only to units with Ei = 1.
2.2 Vector matching (VM)
The basic matching algorithm relies on a distance measure that aggregates individual component
differences over the entire vector. In some cases, it may result in some components of the matched
vector that are far apart and other components that are relatively close. Vector matching (VM)
is a possible algorithm for matching units in observational studies with multiple treatments that
addresses this limitation [8]. VM uses k-means clustering to group units such that within each
cluster, units are roughly similar on Z − 2 components of the GPS, and it performs the matching
on the remaining component using the linear GPS only among units that are in the same cluster.
The matching mehthod proposed by Yang et al. [30] is a special case of VM when k = 1. However,
for k > 1, VM provides a valid estimate of the average treatment effects because it ensures that
units which are matched to one another are nearly perfect on one component of the GPS and
roughly similar on the other components [8].
For a reference treatment t ∈ W, the VM procedure is summarized as follows:
1. Estimate R(Xi), i = 1, . . . , n using a multinomial logistic regression model.
2. Drop units outside the common support (e.g., those with Ei = 0), and re-fit the model once.
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3. For all t′ 6= t:
(a) Partition all units using k-means clustering on logit(Rˆt,t′(X)) ≡ (logit(rˆ(w,X)) ∀ w 6=
t, t′). This forms K strata of units with relatively similar components of the GPS vectors.
(b) Within each strata k ∈ {1, . . . ,K}, match all units receiving t to those receiving t′ on
logit(rˆ(t,Xi)) with replacement using a caliper of  ∗ sd(logit(rˆ(t,Xi))), where  = 0.5.
4. Units receiving t who were matched to units receiving all treatments w 6= t, along with their
matches, comprise the final matched cohort.
VM was shown to yield the lowest average maximum pairwise bias in comparison to other
nearest neighbor matching and weighting methods for multiple treatments, while retaining a high
percentage of units matched [8].
VM has several potential limitations. First, it is a 1:1:· · · :1 nearest neighbor matching algorithm.
While this ensures that each unit will be paired with its best match, this could leave units outside
the final matched cohort, resulting in larger sampling errors. However, the increase in sampling
error is usually minimal as long as the reference group stays the same size and only the compared
groups decrease in size [39, 40]. In addition, the gain in power may be hindered by increasing
bias that arises from the introduction of poorer matches. Second, using an identical caliper for all
units could result in significant loss of units in the reference group that are left without matches in
the other Z − 1 groups. Third, when the number of treatments increases, it is harder for VM to
ensure that the matched sets are balanced across all components of the GPS vector, because it only
performs close matching on one component of R(X). Fourth, because VM uses k-means clustering
to classify units in step 3(a), possible matches that are on the boundaries of different clusters may
not be considered, which may result in increased bias.
2.3 Extensions to VM
We examine several variations of VM that attempt to address the limitations described in Sec-
tion 2.2. To address the first limitation, we examined VM with two matches for each unit
(e.g., 1:2:2 matching for Z = 3) (VM2), and VM using matching without replacement in step
3(b) (VMnr). To address the second limitation, we examined omitting the caliper in step 3(b)
(VMnc). To address the third limitation of VM, we examined using the Mahalanobis distance of
{logit(rˆ(t,X)), logit(rˆ(t′,X))} in step 3(b) with and without a caliper (KM and KMnc). To address
the fourth limitation of VM, we used fuzzy clustering instead of k-means clustering in step 3(a)
(VMF). To address limitations 2-4 simultaneously, we combined fuzzy clustering in step 3(a) with
the Mahalanobis distance of {logit(rˆ(t,X)), logit(rˆ(t′,X))}in Step 3(b) with and without a caliper
(FM and FMnc).
In contrast to k-means clustering which assigns units to only one cluster, fuzzy clustering assigns
each unit a probability to be in a cluster. A common fuzzy clustering algorithm is the fuzzy c-
means clustering algorithm [41]. With K clusters, the c-means algorithm minimizes the generalized
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least-squared errors functional
Jm(U, v) =
n∑
i=1
K∑
k=1
(uik)
m||Vi − vk||2,
where m is a predefined weighting component, U = [uik] is a fuzzy c-partition of a matrix V, and
v = (v1, . . . , vK) is a vector of centers. Complete fuzzy clustering occurs when each unit has equal
membership for all clusters (i.e., each membership coefficient is 1/K), and a hard clustering occurs
when each unit has a membership coefficient of 1 for one of the clusters.
We consider several procedures to match units when using fuzzy clustering. First, we modify
VM such that we classify all units using fuzzy clustering on logit(Rˆt,t′(X)). Because fuzzy clustering
does not explicitly assign a cluster to any unit, we assign a unit to cluster k ∈ K if its membership
coefficient for that cluster is at least 1/K. Units assigned to multiple clusters can be matched to
other units that share at least one cluster with them. Second, we examined matching on the Ma-
halanobis distance of {logit(rˆ(t,X)), logit(rˆ(t′,X))}, within fuzzy clusters of logit(Rˆt,t′(X)). Third,
we examined the effect of a caliper on these matching procedures.
The fuzzy clustering procedures have similar steps 1, 2, and 4 as VM. Step 3 is modified to
include fuzzy clustering based on the Mahalanobis distance. For a reference treatment t ∈ W, these
procedures can be summarized as follows:
1. Estimate R(Xi), i = 1, . . . , n using a multinomial logistic regression model.
2. Drop units outside the common support (e.g., those with Ei = 0), and re-fit the model once.
3. For all t′ 6= t:
(a) Partition all units using fuzzy clustering on logit(Rˆt,t′(X)). A unit is part of cluster k if
its membership coefficient is at least 1/K.
(b) Within each strata k ∈ {1, . . . ,K}, match those receiving t to those receiving t′ on either
the linear GPS (VMF), or the Mahalanobis distance of {logit(rˆ(t,X)), logit(rˆ(t′,X))}
with replacement and a caliper of 0.5 standard deviations (FM). FMnc performs the
matching on the Mahalanobis distance of {logit(rˆ(t,X)), logit(rˆ(t′,X))} without a caliper.
4. Units receiving t who were matched to units receiving all treatments w 6= t, along with their
matches receiving the other treatments, comprise the final matched cohort.
We summarize and explicate each of the matching algorithms in Table 1. All VM-related
algorithms use the linear GPS as the distance measure, whereas clustering is performed using either
k-means (VM, VM2, VMnc, VMnr) or fuzzy (VMF) clustering. The second class of algorithms
used an initial clustering step using either k-means clustering (KM, KMnc) or fuzzy clustering (FM,
FMnc) followed by matching on the Mahalanobis distance of {logit(rˆ(t,X)), logit(rˆ(t′,X))} as the
distance measure within clusters. The last class of methods, including LGPSM, LGPSMnc, and
COVnc, are basic matching algorithms that do not use any initial clustering.
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Table 1: List of matching algorithms used
Label Distance Caliper (Y/N) Clustering
VM[8] linear GPS Y k-means
VM2 linear GPS Y k-means
VMnc linear GPS N k-means
VMnr linear GPS Y k-means
VMF linear GPS Y fuzzy
KM Mahalanobis logit(rˆ(t,X), rˆ(t′,X)) Y k-means
KMnc Mahalanobis logit(rˆ(t,X), rˆ(t′,X)) N k-means
FM Mahalanobis logit(rˆ(t,X), rˆ(t′,X)) Y fuzzy
FMnc Mahalanobis logit(rˆ(t,X), rˆ(t′,X)) N fuzzy
LGPSM Mahalanobis logit GPS vector Y NA
LGPSMnc Mahalanobis logit GPS vector N NA
COVnc Mahalanobis covariates N NA
3 Simulations
3.1 Evaluating balance of matched sets by simulation
To compare the performance of the different matching algorithms described in Section 2, we per-
formed extensive simulations. Simulation configurations were either known to the investigator or
can be estimated from the data. A P -dimensional X was generated for n = n1 + · · · + nZ units
receiving one of Z ∈ {3, 5, 10} treatments, W = {1, . . . , Z}. For Z = 3, we generated sample sizes
such that n2 = γn1 and n3 = γ
2n1. For Z = 5, we generated similar sample sizes for n1, n2, and
n3 as for Z = 3, and we set n4 = n2 and n5 = n3. For Z = 10, the treatment group sample sizes
for n1, . . . , n5 were the same as for Z = 5, and the sizes of treatment groups 6-10 were ni+5 = ni,
i = 1, . . . , 5.
The values of X were generated from multivariate skew-t distributions such that
Xi | {Wi = w} ∼ Skew-tdf,P (µw,Σw,η).
For Z ∈ {3, 5}, µw = vec(1P ⊗ bw), where 1P is a P × 1 vector of 1s, and bw is the Z × 1 vector
such that the w value is equal to b and the rest are zeros. In addition, the covariance matrices Σ1,
Σ2, Σ3, Σ4, and Σ5 have respective diagonal entries of 1, σ
2
2, σ
2
3, σ
2
2, and σ
2
3, and λ elsewhere. For
Z = 10, bw is a 10 × 1 vector such that the w value is equal to b and the rest are zeros, and the
covariates matrices Σw, w = 1, . . . , 10 have respective diagnonal entries of 1, σ
2
2, σ
2
3, σ
2
2, σ
2
3, 1, σ
2
2,
σ23, σ
2
2, and σ
2
3, and λ elsewhere. This was done in order to reduce the running time when dealing
with a large number of treatments.
The simulation design assumes a regular assignment mechanism that depends on the factors
listed in Table 2, resulting in a 24 × 34 × 5 factorial design for Z ∈ {3, 5}, and a 27 × 5 factorial
design for Z = 10. For each configuration, 100 replications were produced. For Z ∈ {3, 5} we
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discarded configurations where P = 20 and n1 = 600, and for Z ∈ {3, 5, 10} when P = 20 and
b = 1, because of the small number of units that can be matched across all treatment arms. After
discarding these configurations, there were 5,184 simulation configurations for Z ∈ {3, 5}, and 576
simulation configurations for Z = 10. The simulation design is an extension to the ones described
in Lopez and Gutman (2017) [8]. The main differences between the simulation designs are the
inclusion of more covariates as well as more possible interventions.
Table 2: Simulation factors
Factor Z ∈ {3, 5} levels Z = 10 levels
n1 {600, 1200} 900
γ {1, 2} {1, 2}
b {0, 0.25, 0.50, 0.75, 1} {0, 0.25, 0.50, 0.75, 1}
λ {0, 0.25} {0, 0.25}
σ22 {0.5, 1, 2} {1, 2}
σ23 {0.5, 1, 2} {1, 2}
η {−3.5, 0, 3.5} {0, 3.5}
df {7,∞} {7,∞}
P {5, 10, 20} {10, 20}
To estimate the GPS model we used two different multinomial logistic regression models. The
first model includes all of the covariates, Xi, as explanatory variables. The second model includes
all of the covariates as well as the square of all covariates, X2i . Throughout, we will refer to the
first model as the first-order GPS model and to the second model as the second-order GPS model.
All of the simulations were conducted using R Studio software [42], and all matching algorithms
were implemented using the Matching package [43].
3.2 Simulation metrics
Let ψiw be the number of times that unit i serves as a match to other units in treatment group
w, and let nwm be the number of units from treatment group w in the matched sample, including
units that are used as a match more than once. The weighted mean of covariate p, p = 1, . . . , P ,
at treatment w, is defined as X¯pw, such that
X¯pw =
1
nwm
n∑
i=1
XpiTiwψiw.
We define the standardized bias at each covariate p for each pair of treatments as
SBpjk =
X¯pj − X¯pk
δpt
,
where δpt is the standard deviation of Xp in the full sample among units receiving the reference
treatment W = t. As in McCaffrey et al. (2013) [28] and Lopez and Gutman (2017) [8], we extract
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the maximum absolute standardized pairwise bias at each covariate,
Max2SBp = max (|SBp12|, |SBp13|, |SBp23|, . . . ) .
This metric reflects the largest discrepancy in estimated means between any two treatment groups
for covariate p. McCaffrey et al. (2013) [28] advocated a cutoff of 0.20, but maintained that larger
cutoffs may be appropriate for different applications.
For matching algorithms with a caliper, a second metric that is used to measure matching
performance is the proportion of units from the eligible population with W = 1 that were included
in the final matched set, Prop.Matched. When estimating τ tjk, scenarios with Prop.Matched ≈ 1
and low Max2SBp for all p are optimal, because most of the units in the population of interest
are retained, and the covariates’ distributions are similar on average across treatment groups. By
design, matching algorithms without a caliper have Prop.Matched = 1.
A third metric that is used to measure balance among matched sets is the ratio of the variances
of covariates between each treatment group [38, 44]. In the multiple treatment setting, we extract
the maximum absolute pairwise difference between variances at each covariate, measured on the
natural logarithm scale,
Max2logp = max
(∣∣∣∣log(V ar(Xp1)V ar(Xp2)
)∣∣∣∣ , ∣∣∣∣log(V ar(Xp1)V ar(Xp3)
)∣∣∣∣ , ∣∣∣∣log(V ar(Xp2)V ar(Xp3)
)∣∣∣∣ , . . .) ,
where
V ar(Xpw) =
∑n
i=1(Xpi − X¯pw)2Tiwψiw
nwm
.
This metric summarizes the balance of the second moments of covariate p among all treatment
groups. For binary treatment, Rubin [44] classified the ratio of variances between treatment groups
that is in [4/5, 5/4] as ”good,” variance ratios in [1/2, 4/5) or (5/4, 2] as ”of concern,” and variance
ratios below 1/2 or above 2 as ”bad.” These thresholds correspond to cutoffs of 0.22 and 0.69 on
the absolute log scale.
For each configuration, at each replication, we calculate Max2SBp and Max2logp for all
p, and Prop.Matched. We summarize Max2SBp for all P covariates using MaxMax2SB ≡
maxp=1,...,P (Max2SBp) and Max2SB ≡ (1/P )
∑P
p=1Max2SBp, and we summarized Max2logp for
all P covariates using MaxMax2log ≡ maxp=1,...,P (Max2logp). Lastly, we averaged MaxMax2SB,
Max2SB, and MaxMax2log across the 100 replications.
We provide results for MaxMax2SB because it represents the largest imbalance among all
covariates, and it is not as affected as Max2SB by increasing the number of covariates with no
biases. Results for Max2SB show similar trends and are available in the Appendix.
3.3 Simulation results, Z = 3
Figure 1 shows boxplots of MaxMax2SB across simulation factors for Z = 3, for the pre-matched
cohort of eligible units and the ten matching algorithms, when using a first-order GPS model. Each
11
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Figure 1: MaxMax2SB for pre-matched cohort and by matching algorithms, Z = 3
point in the boxplots represents the maximal bias at one factors’ configuration. The best-performing
method is VMnr with only 12% of the configurations above 0.2. It is followed by LGPSM and FM,
with 17% and 18% of the configurations above 0.2, respectively. COVnc has the worst performance,
with MaxMax2SB exceeding 0.2 in 38% of configurations.
When using a second-order GPS model, the best-performing method with second-order GPS is
VMnr with 38% of the configurations above 0.2. It is followed by COVnc, LGPSM, and FM, with
MaxMax2SB exceeding 0.2 in 39%, 45%, and 45% of configurations, respectively.
Figure 2 depicts Prop.Matched across configurations for matching algorithms with a caliper.
VMF has the highest median Prop.Matched with 99.8% of the reference group units being matched
on average. VM and VM2 have the second and third highest median Prop.Matched, with 99.3% and
98.1% of the reference group units matched on average, respectively. VMnr has the lowest median
Prop.Matched, with only 64% of the reference group units matched on average. Thus, while VMnr
generally yields the lowest bias in the matched cohort, it is at the expense of generalizability,
because the matched cohort is less representative of the original sample.
To identify factors with the largest influence on the performance of each matching algorithm,
we rank them by their MSE for MaxMax2SB (as in [8, 35, 45]). For a first-order GPS model,
initial covariate bias, b, explains the largest portion of variation in MaxMax2SB, accounting for
at least 35% of the variability for each algorithm (data not shown). The number of covariates,
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Figure 2: Prop.Matched for algorithms that used a caliper, Z = 3
P , explains the second largest portion of variation in MaxMax2SB, accounting for at least 20%
of the variability for most of the procedures, except for VMnr. Other influential factors include
the interaction between b and P , and the ratio of units with W = 2 to units with W = 1 (γ),
though these do not account for as much variability in MaxMax2SB as b or P . Similar trends are
observed for the second-order GPS (data not shown).
Table 3 shows MaxMax2SB based on different levels of b, P , and the two GPS models. In set-
tings with low covariate bias, all ten matching algorithms appear to balance the covariates properly,
regardless of the number of total covariates or GPS model order. As b increases, MaxMax2SB
increases for all algorithms, though it increases more rapidly for matching on the Mahalanobis dis-
tance of the covariates (COVnc) when P ≥ 10. For P = 5, MaxMax2SB increases at roughly the
same rate for all matching algorithms as b increases. Except for COVnc, the median MaxMax2SB
for each algorithm is higher across b and P when using a second-order GPS model. Among the
methods that retain all of the units in W = 1, LGPSMnc has the lowest overall bias for most of
the configurations and it is comparable to VMnr.
The MaxMax2log for sets obtained using either VM, FMnc, LGPSMnc, or COVnc are depicted
in Figure 3. For each algorithm, the median MaxMax2log is significantly larger than the 0.22 cutoff
when using the first-order GPS. When including the square of the covariate terms in the GPS model,
the MaxMax2log is lower for each algorithm that uses the GPS for matching. VM, FMnc, and
13
Table 3: Median MaxMax2SB across levels of b, P , and GPS model order, Z = 3 (smallest
MaxMax2SB in italics)
First-order GPS model
P = 5
b VM VM2 VMnc VMnr VMF KM KMnc FM FMnc LGPSM LGPSMnc COVnc
0.00 0.09 0.07 0.09 0.06 0.09 0.08 0.08 0.08 0.08 0.08 0.08 0.04
0.25 0.11 0.09 0.11 0.08 0.11 0.10 0.10 0.10 0.10 0.10 0.10 0.06
0.50 0.13 0.11 0.13 0.11 0.13 0.11 0.12 0.11 0.11 0.11 0.11 0.10
0.75 0.17 0.15 0.17 0.15 0.16 0.13 0.14 0.13 0.13 0.13 0.13 0.15
1.00 0.22 0.20 0.23 0.21 0.21 0.17 0.18 0.16 0.17 0.16 0.17 0.21
P = 10
b VM VM2 VMnc VMnr VMF KM KMnc FM FMnc LGPSM LGPSMnc COVnc
0.00 0.08 0.06 0.08 0.05 0.08 0.08 0.08 0.07 0.07 0.07 0.07 0.07
0.25 0.09 0.07 0.09 0.06 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.13
0.50 0.12 0.10 0.12 0.09 0.12 0.11 0.11 0.11 0.11 0.11 0.11 0.21
0.75 0.18 0.16 0.18 0.13 0.17 0.15 0.16 0.15 0.16 0.15 0.16 0.31
1.00 0.27 0.24 0.27 0.18 0.26 0.24 0.25 0.23 0.24 0.22 0.23 0.41
P = 20
b VM VM2 VMnc VMnr VMF KM KMnc FM FMnc LGPSM LGPSMnc COVnc
0.00 0.13 0.09 0.12 0.08 0.12 0.12 0.12 0.11 0.12 0.11 0.12 0.10
0.25 0.15 0.12 0.15 0.10 0.15 0.14 0.14 0.14 0.14 0.13 0.14 0.19
0.50 0.24 0.21 0.25 0.16 0.24 0.22 0.24 0.21 0.23 0.21 0.22 0.32
0.75 0.43 0.38 0.44 0.26 0.43 0.39 0.42 0.39 0.41 0.37 0.40 0.46
Second-order GPS model
P = 5
b VM VM2 VMnc VMnr VMF KM KMnc FM FMnc LGPSM LGPSMnc COVnc
0.00 0.12 0.10 0.13 0.09 0.14 0.11 0.11 0.11 0.11 0.11 0.11 0.04
0.25 0.13 0.11 0.13 0.11 0.17 0.11 0.12 0.11 0.12 0.11 0.12 0.06
0.50 0.15 0.13 0.15 0.13 0.20 0.12 0.13 0.12 0.13 0.12 0.12 0.10
0.75 0.18 0.17 0.19 0.18 0.26 0.15 0.16 0.14 0.15 0.15 0.15 0.15
1.00 0.24 0.23 0.24 0.24 0.34 0.19 0.21 0.18 0.20 0.18 0.19 0.21
P = 10
b VM VM2 VMnc VMnr VMF KM KMnc FM FMnc LGPSM LGPSMnc COVnc
0.00 0.16 0.14 0.17 0.12 0.18 0.15 0.16 0.15 0.15 0.15 0.15 0.07
0.25 0.18 0.15 0.18 0.14 0.20 0.16 0.17 0.16 0.17 0.16 0.17 0.13
0.50 0.23 0.21 0.24 0.17 0.26 0.21 0.22 0.21 0.22 0.20 0.21 0.22
0.75 0.33 0.30 0.34 0.24 0.36 0.29 0.31 0.29 0.30 0.27 0.29 0.32
1.00 0.47 0.42 0.49 0.32 0.50 0.42 0.46 0.41 0.44 0.39 0.43 0.42
P = 20
b VM VM2 VMnc VMnr VMF KM KMnc FM FMnc LGPSM LGPSMnc COVnc
0.00 0.19 0.16 0.19 0.14 0.19 0.19 0.19 0.19 0.19 0.18 0.19 0.10
0.25 0.23 0.21 0.24 0.15 0.25 0.22 0.23 0.22 0.23 0.22 0.22 0.19
0.50 0.36 0.32 0.36 0.21 0.37 0.34 0.36 0.34 0.35 0.33 0.34 0.32
0.75 0.57 0.50 0.58 0.31 0.57 0.53 0.58 0.53 0.57 0.50 0.54 0.46
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Figure 3: MaxMax2log for pre-matched cohort across matching algorithms, Z = 3
LGPSMnc yield MaxMax2log below 0.22 for 24%, 34%, and 34% of configurations, and below 0.69
for 93%, 92%, and 93% of configurations, respectively.
The most influential simulation factors for MaxMax2log were σ22 and σ
2
3 for both GPS models.
Table 8 in the Appendix shows the median MaxMax2log based on different levels of σ22, σ
2
3, and
the two GPS models. For VM, FMnc, and LGPSMnc, MaxMax2log is smallest when σ22 = σ
2
3 = 1.
This configuration implies that the initial variances are equal for all three treatment groups across
all of the covariates. MaxMax2log is largest when the distance between σ22 and σ
2
3 is largest, such
as when σ22 = 2.0 and σ
2
3 = 0.5 or vice-versa. These trends are observed for both GPS models,
though MaxMax2log was smaller overall for each level of σ22 and σ
2
3 when using a second-order
GPS model. Because COVnc only uses the GPS model in defining the region of common support,
it is only slightly impacted by the choice of GPS model. Thus, the smaller bias in the covariates
when using COVnc is at the expense of larger variance ratios.
3.4 Simulation results, Z = 5
Figure 4 shows boxplots of MaxMax2SB across simulation factors for Z = 5, for each of the ten
matching algorithms and in the pre-matched cohort of eligible units. VM exceeds 0.2 for the ma-
jority of the configurations. The algorithms without a caliper (KMnc, FMnc, LGPSMnc, COVnc)
perform more favorably for five treatments, with the majority of the configurations yielding a
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Figure 4: MaxMax2SB for pre-matched cohort and by matching algorithms, Z = 5
MaxMax2SB below 0.20. KM and FM also perform favorably, with 57% and 55% of configura-
tions yielding a MaxMax2SB below 0.20, respectively.
Similar to Z = 3, when using a second-order GPS model, the best-performing methods are
similar to those when using a first-order GPS model, though MaxMax2SB is generally higher (data
not shown). The algorithms without a caliper which use a first-order GPS model (KMnc, FMnc,
LGPSMnc) yield a MaxMax2SB below 0.20 for 41%, 41%, and 44% of configurations, respectively.
KM and FM perform similarly, with 47% and 45% of configurations yielding a MaxMax2SB below
0.20, respectively. COVnc performs the best when using a second-order GPS model, with 56% of
configurations yielding a MaxMax2SB below 0.20.
The only matching algorithms with a caliper that yield a median Prop.Matched exceeding
0.90 are the VM with replacement algorithms and FM (Figure 5). FM matches more than 75% of
reference group units in 68% of configurations, and VM with-replacement algorithms match more
than 75% of the units in the reference group in 98% of the configurations.
Similar to Z = 3, initial covariate bias explains the highest portion of variability inMaxMax2SB,
accounting for at least 25% of the variability for each algorithm (data not shown). The number of
covariates, P , explains the second largest portion of the variability in MaxMax2SB for most of
the algorithms. The ratio of treatment group sample sizes explains the third largest portion of the
variability in MaxMax2SB.
16
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0.00
0.25
0.50
0.75
1.00
VM VM2 VMnr VMF KM FM LGPSM
Method
Pr
o
p.
M
at
ch
ed
Figure 5: Prop.Matched for algorithms that used a caliper, Z = 5
Table 4 shows the median MaxMax2SB for different levels of b, P , and the two GPS models.
Overall trends for b, P , and GPS model are similar to those observed for Z = 3. However, VM
algorithms have the worse performance with increasing b. The medians MaxMax2SB for these
algorithms are larger than 0.20 for b > 0 across all levels of P . Algorithms which match on the
Mahalanobis distance of the logit GPS or the Mahalanobis distance of a subset of the logit GPS
have medians MaxMax2SB that exceed 0.20 for b = 1 when P = 5, and for b ≥ 0.50 when
P ∈ {10, 20}.
The MaxMax2log for sets generated using each of VM, FMnc, LGPSMnc, and COVnc are
depicted in Figure 6. Including the square of the covariates in the GPS model results in smaller
MaxMax2log for all algorithms. VM has the highest median MaxMax2log overall for both GPS
models. LGPSMnc with second-order GPS model has the lowest median MaxMax2log, and 95%
of the configurations with less than 0.69.
Table 9 in the Appendix shows MaxMax2log based on different levels of σ22, σ
2
3, and GPS order.
Similar to Z = 3, MaxMax2log increases as the absolute difference between σ22 and σ
2
3 increases.
All of the methods that match on the GPS have medians MaxMax2log that are smaller than 0.53
when using the second-order GPS model. COVnc has median MaxMax2log that reaches 0.64.
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Table 4: Median MaxMax2SB across levels of b, P , and GPS model order, Z = 5 (smallest
MaxMax2SB in italics)
First-order GPS model
P = 5
b VM VM2 VMnc VMnr VMF KM KMnc FM FMnc LGPSM LGPSMnc COVnc
0.00 0.14 0.12 0.14 0.11 0.14 0.11 0.10 0.11 0.11 0.08 0.08 0.04
0.25 0.33 0.31 0.33 0.31 0.33 0.13 0.13 0.14 0.14 0.10 0.10 0.07
0.50 0.54 0.53 0.54 0.53 0.56 0.15 0.15 0.17 0.17 0.12 0.13 0.12
0.75 0.70 0.69 0.70 0.71 0.73 0.18 0.19 0.20 0.21 0.14 0.18 0.17
1.00 0.82 0.81 0.83 0.86 0.86 0.24 0.25 0.25 0.26 0.18 0.24 0.24
P = 10
b VM VM2 VMnc VMnr VMF KM KMnc FM FMnc LGPSM LGPSMnc COVnc
0.00 0.17 0.13 0.17 0.13 0.16 0.14 0.14 0.14 0.14 0.14 0.12 0.08
0.25 0.35 0.33 0.35 0.32 0.36 0.16 0.16 0.17 0.16 0.17 0.15 0.15
0.50 0.54 0.52 0.54 0.52 0.56 0.21 0.21 0.21 0.21 0.21 0.20 0.24
0.75 0.69 0.66 0.70 0.67 0.71 0.29 0.31 0.30 0.31 0.30 0.29 0.35
1.00 0.85 0.81 0.86 0.79 0.84 0.44 0.48 0.47 0.50 0.45 0.44 0.47
P = 20
b VM VM2 VMnc VMnr VMF KM KMnc FM FMnc LGPSM LGPSMnc COVnc
0.00 0.16 0.13 0.16 0.12 0.16 0.14 0.14 0.14 0.14 0.14 0.13 0.11
0.25 0.35 0.33 0.35 0.32 0.36 0.17 0.17 0.17 0.18 0.17 0.16 0.21
0.50 0.53 0.51 0.54 0.48 0.54 0.27 0.29 0.28 0.30 0.26 0.26 0.35
0.75 0.74 0.69 0.75 0.62 0.73 0.52 0.56 0.53 0.60 0.48 0.48 0.50
Second-order GPS model
P = 5
b VM VM2 VMnc VMnr VMF KM KMnc FM FMnc LGPSM LGPSMnc COVnc
0.00 0.17 0.15 0.18 0.14 0.19 0.14 0.15 0.14 0.15 0.13 0.14 0.04
0.25 0.37 0.35 0.37 0.35 0.38 0.13 0.15 0.14 0.15 0.11 0.13 0.07
0.50 0.55 0.53 0.55 0.54 0.60 0.15 0.16 0.15 0.16 0.12 0.15 0.12
0.75 0.70 0.69 0.70 0.70 0.76 0.17 0.20 0.18 0.19 0.15 0.20 0.17
1.00 0.83 0.82 0.83 0.86 0.90 0.22 0.26 0.23 0.26 0.19 0.27 0.24
P = 10
b VM VM2 VMnc VMnr VMF KM KMnc FM FMnc LGPSM LGPSMnc COVnc
0.00 0.21 0.18 0.21 0.17 0.22 0.18 0.18 0.18 0.18 0.17 0.17 0.08
0.25 0.38 0.36 0.39 0.35 0.40 0.19 0.20 0.20 0.20 0.18 0.18 0.15
0.50 0.57 0.54 0.57 0.56 0.62 0.24 0.25 0.24 0.25 0.24 0.23 0.25
0.75 0.71 0.68 0.71 0.68 0.78 0.34 0.37 0.35 0.38 0.33 0.33 0.36
1.00 0.85 0.81 0.86 0.80 0.93 0.51 0.57 0.53 0.59 0.48 0.50 0.49
P = 20
b VM VM2 VMnc VMnr VMF KM KMnc FM FMnc LGPSM LGPSMnc COVnc
0.00 0.21 0.19 0.22 0.18 0.23 0.22 0.22 0.22 0.22 0.20 0.20 0.11
0.25 0.39 0.37 0.39 0.36 0.41 0.24 0.25 0.25 0.26 0.24 0.23 0.21
0.50 0.56 0.53 0.57 0.52 0.62 0.35 0.38 0.37 0.40 0.35 0.34 0.35
0.75 0.77 0.73 0.79 0.64 0.84 0.65 0.67 0.66 0.71 0.57 0.56 0.51
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Figure 6: MaxMax2log for pre-matched cohort across matching algorithms, Z = 5
3.5 Matching for Z = 10 treatments
We implemented VM, FMnc, LGPSMnc, and COVnc for Z = 10. We only included the non-
caliper versions of the latter three algorithms because for Z = 5 we observed larger biases when
these algorithms were implemented with calipers.
The MaxMax2SB for sets generated using each of the four algorithms with a first-order GPS
model are depicted in Figure 7. The median MaxMax2SB for VM is significantly larger than the
0.20 cutoff with only 4% of configurations yielding MaxMax2SB lower than 0.20. The median
MaxMax2SB is 0.25 and 0.27 for FMnc and LGPSMnc, respectively. Comparing to configurations
with Z = 3 and Z = 5, MaxMax2SB is trending upward for LGPSMnc. These results are similar to
the results for matching on the Mahalanobis distance of the covariates for binary treatments, where
the performance of matching on the Mahalanobis distance deteriorate with increasing P [37, 38].
For FMnc, 19% of configurations yields MaxMax2SB below 0.20, with an interquartile range of
(0.21, 0.32). VM is the only algorithm that used a caliper, and it yields a median Prop.Matched
of 0.99. Similar to Z = 3 and Z = 5, MaxMax2SB was higher overall when using a second-order
GPS model (data not shown).
Table 5 shows the median MaxMax2SB for different levels of b, P , and the two GPS models.
Similar to Z = 5, VM is more sensitive to an increase in b. For each algorithm, using either a first-
or a second-order GPS model does not appear to influence MaxMax2SB as much as it did for
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Figure 7: MaxMax2SB for pre-matched cohort and by matching algorithms, Z = 10
Z ∈ {3, 5}. FMnc and GPSnc have medians MaxMax2SB ≤ 0.20 only for b = 0.00 and P = 10,
though the median MaxMax2SB exceeds 0.30 only for b ≥ 0.75.
The MaxMax2log for sets generated using each of VM, FMnc, LGPSMnc, and COVnc are
depicted in Figure 8. Results are similar to those observed for Z = 5, where the medians
MaxMax2log of VM, FMnc, and LGPSMnc are smaller when using a second-order GPS model,
and the MaxMax2log for LGPSMnc is the smallest.
4 An application to the evaluation of nursing home performance
4.1 Nursing home data
The evaluation of providers’ performance based on patient outcomes has played an important role
in the analysis and development of health care programs in the United States [46]. To estimate
the effects of providers on patients’ outcomes, the populations of patients should be similar across
all providers, also referred to as similar “case-mix.” While randomly assigning patients to different
providers would be ideal, it would not be practical because patients may seek a provider that
specializes in a particular condition [47].
Rehospitalization rate is a common measure to compare the performance and quality of skilled
nursing facilities (SNF) [48, 49]. One possible method to compare SNF rehospitilization rate is
20
Table 5: Median MaxMax2SB across levels of b, P , and GPS model order, Z = 10 (smallest
MaxMax2SB in italics)
First-order GPS model
P = 10
b VM FMnc LGPSMnc COVnc
0.00 0.22 0.19 0.14 0.10
0.25 0.39 0.20 0.16 0.14
0.50 0.62 0.23 0.23 0.22
0.75 0.84 0.29 0.31 0.31
1.00 1.03 0.37 0.42 0.42
P = 20
b VM FMnc LGPSMnc COVnc
0.00 0.25 0.21 0.21 0.19
0.25 0.43 0.24 0.24 0.26
0.50 0.65 0.30 0.31 0.38
0.75 0.87 0.42 0.44 0.53
Second-order GPS model
P = 10
b VM FMnc LGPSMnc COVnc
0.00 0.23 0.20 0.18 0.09
0.25 0.37 0.21 0.21 0.14
0.50 0.60 0.24 0.29 0.22
0.75 0.80 0.28 0.37 0.31
1.00 0.99 0.36 0.47 0.42
P = 20
b VM FMnc LGPSMnc COVnc
0.00 0.29 0.26 0.24 0.18
0.25 0.43 0.28 0.28 0.25
0.50 0.65 0.33 0.36 0.38
0.75 0.87 0.48 0.48 0.52
risk adjustment using regression modeling [47, 50]. However, regression-based risk adjustment is
limited to cases for which the regression model is correctly specified or the covariates are balanced
across the different providers [35, 51, 52]. Because the risk model is generally unknown and may
suffer from model misspecification, it is important to ensure that the distribution of patients across
providers is similar in order to avoid extrapolation and biased estimates [46].
A different method to compare the rehospitalization rate among providers is to estimate each
patient’s outcome if they attended each of the available SNFs. To do this, one could match pa-
tients admitted to different SNFs who have similar sets of covariates, and impute patients’ missing
rehospitalization status for an unadmitted SNF using the observed rehospitalization values of the
matched units.
We apply the current and newly proposed matching algorithms to a dataset consisting of Medi-
care enrollees linked to the Minimum Data Set (MDS) who were discharged from Rhode Island
Hospital (RIH) over a nine-year period beginning on January 2, 1999, and assigned to a nearby
nursing home in Rhode Island or Massachusetts. The outcome of interest is whether a patient
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Figure 8: MaxMax2log for pre-matched cohort across matching algorithms, Z = 10
was re-admitted to RIH within 30 days of their initial discharge. For each patient, demographic
and clinical characteristics at discharge were recorded. The demographic characteristics include
patient’s age, gender, and year of admission. The clinical characteristics include the primary ICD-9
diagnosis code for the hospital admission. We have also included in the analysis inflation-adjusted
reimbursement for the hospital stay which serves as a proxy for the intensiveness of the stay, as
well as intensive care unit (ICU) use and SNF use in the 120 days prior to hospitalization. More
than half of the 257 nursing homes in the dataset had fewer than ten patients. We focus on the
five nursing homes with the most patients. The number of patients in these SNFs ranges from 670
to 1211, and we define the reference group as the nursing home with the largest number of patients
(referred to as “nursing home 1”).
We estimated the GPS vector using a multinomial logistic regression model and generated
matched sets using five of the algorithms examined in previous sections: VM, FM, FMnc, LGPSMnc,
and COVnc. Figure 9 reports the maximum absolute standardized pairwise bias, Max2SBp, for
each of the 30 baseline covariates in the original, unmatched sample, and for the five matched sam-
ples generated by the aforementioned procedures. In the original sample, 12 of the 30 covariates
have Max2SBp that exceed 0.20, with the largest being prior nursing home use (0.77). LGPSMnc
yields the most improved balance with 29 out of 30 covariates having Max2SBp smaller than 0.20
in the matched cohort, while FM and FMnc yield 27 out of 30 covariates having Max2SBp smaller
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Figure 9: Max2SBp for baseline covariates across matching algorithms (Z = 5)
than 0.20.
Table 6 shows MaxMax2SB and Prop.Matched across the five algorithms, compared to the
pre-matched cohort. LGPSMnc yields the lowest MaxMax2SB of 0.23, followed by FMnc and
FM with 0.24 and 0.25, respectively. VM and FM, the two algorithms which used a caliper, retain
close to 100% of the reference group units in the matched cohort. Matching on the Mahalanobis
distance of the covariates, COVnc, yields the largest MaxMax2SB.
Estimated differences in 30-day patient rehospitalization rates are given in Table 7 using each
of the five matching algorithms for the five nursing homes. Pairwise comparisons between nursing
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Table 6: MaxMax2SB and Prop.Matched for pre-matched and matched samples, nursing home
data
Method MaxMax2SB Prop.Matched
Pre-matched 0.77 –
VM 0.30 0.99
FM 0.25 0.96
FMnc 0.24 1.00
LGPSMnc 0.23 1.00
COVnc 0.61 1.00
homes 1 and 4 yielded uniformly positive and statistically significant differences in 30-day rehos-
pitalization rates, with the effect size ranging from a 4.42% (VM) to a 7.28% (COVnc) higher
rehospitalization rate for nursing home 1. Pairwise comparisons between nursing homes 1 and
2 yielded uniformly small and non-statistically significant differences in 30-day rehospitalization
rates.
Table 7: Estimated outcomes (standard errors in parenthesis) for nursing home data, Z = 5
Nursing Home Comparison
Algorithm 1 vs 2 1 vs 3 1 vs 4 1 vs 5
VM 0.02 (0.02) -0.02 (0.02) 0.04 (0.017)∗ 0.04 (0.02)∗
FM 0.00 (0.02) 0.01 (0.02) 0.06 (0.01)∗ 0.04 (0.01)∗
FMnc 0.00 (0.02) 0.01 (0.02) 0.06 (0.01)∗ 0.04 (0.01)∗
LGPSMnc 0.01 (0.02) 0.06 (0.02)∗ 0.07 (0.02)∗ 0.02 (0.02)
COVnc 0.03 (0.02) 0.04 (0.02)∗ 0.07 (0.02)∗ 0.06 (0.02)∗
∗Significant at the 0.05 level.
Notable differences in estimated outcomes obtained from different matching algorithms appear
when comparing nursing homes 1 and 3, and nursing homes 1 and 5. When comparing nursing
homes 1 and 3, FM and FMnc yield smaller pairwise differences in 30-day rehospitalization rates
in comparison to the other methods. When comparing nursing homes 1 and 5, LGPSMnc yields a
smaller pairwise difference in 30-day rehospitalization rates, while VM, FM, and FMnc all yield an
estimated difference of approximately 3.7%.
We further detail the comparisons of nursing home 1 versus nursing homes 2 through 5 by
comparing standardized pairwise bias for each covariate. Tables 10–13 in the Appendix compare
SBp1k, k ∈ {2, 3, 4, 5}, for each matching algorithm. In matching nursing home 1 patients to
nursing home 3 patients, FM and FMnc yield greater SBp13 for the reimbursement and admission
years 2003 and 2007, and COVnc yields greater SBp13 for gender, age, and the circulatory disease
and poisoning indicators. In matching nursing home 1 patients to nursing home 5 patients, FM
and FMnc yield greater SBp15 for the ICU and gender covariates, and COVnc yields greater SBp15
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for the age, ICU, circulatory disease indicator, and poisoning indicator, in comparison to the other
methods. LGPSMnc yields similar or smaller SBp13 and SBp15 for all covariates, findings that are
similar to the simulation results for Z = 5, in which LGPSMnc displays smaller MaxMax2SB on
average. With the exception of COVnc, SBp12 and SBp14 are less than 0.20 for all of the covariates
and for all of the matching algorithms that were examined.
5 Discussion
Many applications in public health, medicine, and social sciences involve comparing multiple treat-
ment groups. Matching is a useful tool for researchers looking to make causal statements between
treatment groups. We proposed several new matching algorithms when evaluating multiple treat-
ments. We compared the performance of the newly proposed algorithms to previously proposed
matching algorithms in terms of bias reduction in the covariates’ distributions in different treatment
groups.
Vector matching (VM) is shown to result in the lowest covariate bias in comparison to other
methods when estimating causal effects with three treatments, similar to the findings for three
treatments in Lopez and Gutman (2017) [8]. Using simulations, we examine several extensions
of VM that use different clustering methods, distance measures, and calipers. When comparing
three treatments, VM without replacement has the smallest bias; however, it also discards a large
number of units receiving the reference treatment, thus sacrificing generalizability for minor gains
in bias reductions. Moreover, as the number of treatment groups increases, VM and its extensions
based on the linear GPS have the worst performance in terms of bias reduction compared to the
other methods that were examined.
KM and FM are matching algorithms that match on the Mahalanobis distance of pairs of
GPS vector components, within strata created by k-means or fuzzy clustering of the remaining
components, respectively. While simulations show that FM had slightly better performance in
terms of balancing covariates, the differences in performance were slight, especially when no caliper
was used (KMnc and FMnc). The proportion of reference group units matched is generally higher
when using FM, because fuzzy clustering allows for units to be assigned to multiple clusters. Each of
these algorithms perform significantly better than VM-like algorithms for five or more treatments,
indicating that matching on the Mahalanobis distance within clusters results in better covariate
balance than using the linear GPS.
For three and five treatment groups, when there is a small number of covariates or the bias of
the covariates is small, matching on the Mahalanobis distance of the covariates (COVnc) provides
the best method in terms of bias reduction. However, the performance of this method deteriorates
significantly as the number of covariates with initial biases increases. Thus, this method is not
recommended for many practical applications, where a large number of covariates with different
degree of initial biases is expected. Matching on the Mahalanobis distance of the logit GPS vector
with and without a caliper (LGPSM and LGPSMnc) generally have the largest reduction in bias
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while maintaining most of the units in the reference group. Matching with a caliper on the Maha-
lanobis distance of the logit GPS vector (LGPSM) has slightly lower average bias, but it discards
more units than matching without a caliper. FM and FMnc have similar trends to LGPSM and
LGPSMnc, but with slightly larger covariates’ bias.
For 10 treatment groups, FMnc displays the largest reduction in covariates’ bias. This implies
that as the number of treatments increases, matching on the Mahalanobis distance of the logit
GPS vector becomes less effective. Thus, our recommendation with more than 5 treatments is to
rely on methods such as FM or FMnc that partition the cohort into clusters using fuzzy clustering
and match units using the Mahalanobis distance within these clusters. In general, as the number
of treatments increases, balancing the covariates across all treatment groups is a harder task and
imbalances across treatment groups may still remain even after matching. A possible limitation with
matching for 10 or more treatment groups is that because of the large number of comparisons being
made, it can be difficult to detect significant differences in treatment outcomes after adjustments
for multiple comparisons. This problem arises for both randomized and non-randomized studies
and it depends on the overall effect sizes, variability of the outcomes in the populations, and the
number of units within the different treatment groups.
When matching on a GPS model that includes squared covariates, larger biases in the original
covariates are observed, in comparison to a GPS model that only included the covariates. This
is because the GPS model with squared terms balances more variables. However, when using a
GPS model that includes squared terms, the variance ratios between different treatment groups are
significantly lower. For binary treatment, differences in covariates’ variance are shown to have large
influence on the operating characteristics of causal estimates [52]. Thus, it is important to ensure
that the ratios of variances are similar across treatment groups. Our simulations show that this
can be accomplished by including squared terms in the GPS model with relatively minor increases
in covariates’ biases.
Applying the different matching algorithms to examine the effect of admission to one of five
SNFs reinforced the simulation results. Matching on the Mahalanobis distance of the logit GPS
vector without a caliper has the largest reduction in bias while maintaining all of the units in the
largest SNF. Based on these results we can identify that residing in certain SNFs can result in a
lower chance of being readmitted to a hospital within 30 days. One limitation of this analysis is that
it assumes that all of the covariates that influence admission to one of the SNFs are available, or
formally, that the assignment mechanism is unconfounded. This is a limitation of any observational
study, and it will generally have a larger effect on many of the currently employed risk adjustment
techniques as well. Developing sensitivity analyses to this assumption with multiple treatment
groups is an area of future research. In addition, health provider profiling generally involves the
comparison of thousands of SNFs simultaneously, and development of matching methods in this
scenario is also an area of further research. Nonetheless, most patients can only choose from a
limited number of possible SNFs. Thus, the proposed matching procedures can provide a viable
analysis option for estimating the causal effects of residing in one SNF versus others.
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In conclusion, we compared several new and previously proposed matching procedures when
attempting to estimate the causal effects from observational studies with multiple treatments.
Based on our simulations, for 3-5 treatments matching on the Mahalanobis distance of the logit
GPS vector with (LGPSM) or without caliper (LGPSMnc) provide the largest reduction in initial
covariate bias. However, as the number of treatments increases, matching methods that are based
on the Mahalanobis distance and fuzzy clustering (FM and FMnc) provide better reduction in initial
covariates’ bias. In addition, matching methods that include the squared term of the covariates in
the GPS model result in greater reduction in covariates’ variance ratios between treatment groups
at the expense of slightly larger covariates’ bias.
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Appendix
Additional Tables and Figures
Table 8: Median MaxMax2log across levels of σ22, σ
2
3, and GPS model order, Z = 3
σ22 σ
2
3 VM FMnc LGPSMnc COVnc
First-order GPS
0.5 0.5 0.77 0.76 0.77 0.67
0.5 1.0 0.78 0.77 0.77 0.66
0.5 2.0 1.40 1.38 1.38 0.70
1.0 0.5 0.77 0.77 0.76 0.63
1.0 1.0 0.27 0.25 0.25 0.34
1.0 2.0 0.81 0.80 0.80 0.38
2.0 0.5 1.39 1.36 1.36 0.66
2.0 1.0 0.81 0.80 0.80 0.38
2.0 2.0 0.81 0.80 0.80 0.20
Second-order GPS
0.5 0.5 0.37 0.38 0.37 0.61
0.5 1.0 0.34 0.34 0.33 0.61
0.5 2.0 0.37 0.33 0.32 0.63
1.0 0.5 0.33 0.32 0.32 0.59
1.0 1.0 0.22 0.20 0.20 0.34
1.0 2.0 0.28 0.23 0.23 0.38
2.0 0.5 0.35 0.31 0.30 0.61
2.0 1.0 0.28 0.24 0.24 0.38
2.0 2.0 0.23 0.22 0.22 0.20
32
Table 9: Median MaxMax2log across levels of σ22, σ
2
3, and GPS model order, Z = 5
σ22 σ
2
3 VM FMnc LGPSMnc COVnc
First-order GPS
0.5 0.5 0.75 0.69 0.63 0.65
0.5 1.0 0.75 0.71 0.61 0.65
0.5 2.0 1.25 1.17 0.98 0.67
1.0 0.5 0.76 0.72 0.59 0.61
1.0 1.0 0.32 0.31 0.28 0.36
1.0 2.0 0.77 0.76 0.62 0.41
2.0 0.5 1.25 1.20 0.95 0.64
2.0 1.0 0.77 0.75 0.62 0.42
2.0 2.0 0.78 0.76 0.63 0.41
Second-order GPS
0.5 0.5 0.42 0.40 0.34 0.60
0.5 1.0 0.44 0.37 0.31 0.61
0.5 2.0 0.53 0.40 0.35 0.64
1.0 0.5 0.40 0.36 0.31 0.58
1.0 1.0 0.29 0.26 0.24 0.36
1.0 2.0 0.44 0.29 0.26 0.41
2.0 0.5 0.53 0.39 0.34 0.63
2.0 1.0 0.46 0.30 0.26 0.42
2.0 2.0 0.36 0.29 0.26 0.43
33
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
lll
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
0.00
0.20
0.50
Pre VM VM2 VMnc VMnr VMF KM KMnc FM FMnc LGPSM LGPSMnc COVnc
Method
M
ax
2S
B
Figure 10: Max2SB for pre-matched cohort and by matching algorithms, Z = 3
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Figure 11: Max2SB for pre-matched cohort and by matching algorithms, Z = 5
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Figure 12: Max2SB for pre-matched cohort and by matching algorithms, Z = 10
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Table 10: SBp12 for nursing home data
Variable VM FM FMnc LGPSMnc COVnc
Reimbursement 0.07 0.01 0.01 0.05 0.16
ICU 0.02 0.00 0.02 0.05 0.13
NH Stay 0.02 0.01 0.01 0.03 0.07
SNF Admission 0.10 0.03 0.03 0.00 0.00
Gender 0.05 0.01 0.01 0.02 0.23
Age 0.13 0.01 0.00 0.08 0.21
Infectious 0.00 0.05 0.06 0.03 0.00
Neoplasms 0.00 0.07 0.07 0.01 0.02
Blood 0.06 0.02 0.03 0.06 0.02
Mental 0.02 0.01 0.02 0.00 0.09
Nervous 0.00 0.01 0.02 0.05 0.01
Circulatory 0.03 0.02 0.01 0.04 0.20
Respiratory 0.01 0.05 0.04 0.07 0.03
Digestive 0.00 0.00 0.01 0.07 0.04
Genitourinary 0.02 0.01 0.02 0.02 0.03
Skin 0.05 0.06 0.06 0.03 0.05
Muscle 0.01 0.02 0.01 0.03 0.04
Ill Defined 0.08 0.03 0.03 0.00 0.12
Poisoning 0.02 0.01 0.00 0.01 0.09
External 0.06 0.01 0.02 0.00 0.00
Supplementary 0.03 0.02 0.04 0.05 0.00
Admission 1999 0.04 0.02 0.01 0.02 0.00
Admission 2000 0.04 0.01 0.01 0.03 0.00
Admission 2001 0.02 0.05 0.05 0.03 0.01
Admission 2002 0.03 0.02 0.02 0.02 0.02
Admission 2003 0.03 0.02 0.01 0.07 0.01
Admission 2004 0.01 0.03 0.03 0.02 0.02
Admission 2005 0.08 0.03 0.03 0.02 0.03
Admission 2006 0.07 0.03 0.04 0.10 0.02
Admission 2007 0.03 0.00 0.01 0.00 0.01
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Table 11: SBp13 for nursing home data
Variable VM FM FMnc LGPSMnc COVnc
Reimbursement 0.07 0.18 0.12 0.04 0.13
ICU 0.02 0.10 0.08 0.10 0.07
NH Stay 0.00 0.06 0.06 0.03 0.23
SNF Admission 0.05 0.01 0.01 0.03 0.00
Gender 0.04 0.02 0.01 0.06 0.12
Age 0.01 0.02 0.02 0.08 0.28
Infectious 0.02 0.05 0.04 0.06 0.07
Neoplasms 0.06 0.06 0.04 0.02 0.04
Blood 0.05 0.00 0.01 0.01 0.01
Mental 0.02 0.03 0.03 0.00 0.08
Nervous 0.05 0.02 0.05 0.13 0.01
Circulatory 0.04 0.01 0.02 0.01 0.11
Respiratory 0.07 0.02 0.01 0.09 0.06
Digestive 0.03 0.06 0.05 0.06 0.09
Genitourinary 0.06 0.02 0.02 0.05 0.01
Skin 0.06 0.07 0.05 0.00 0.08
Muscle 0.14 0.11 0.09 0.05 0.06
Ill Defined 0.07 0.01 0.02 0.06 0.11
Poisoning 0.04 0.01 0.01 0.03 0.15
External 0.04 0.07 0.08 0.04 0.06
Supplementary 0.19 0.13 0.11 0.03 0.00
Admission 1999 0.02 0.05 0.04 0.01 0.00
Admission 2000 0.01 0.02 0.02 0.02 0.00
Admission 2001 0.01 0.03 0.04 0.02 0.02
Admission 2002 0.01 0.09 0.07 0.01 0.01
Admission 2003 0.11 0.05 0.04 0.16 0.00
Admission 2004 0.08 0.18 0.17 0.08 0.01
Admission 2005 0.17 0.12 0.11 0.14 0.01
Admission 2006 0.09 0.07 0.05 0.06 0.01
Admission 2007 0.12 0.14 0.13 0.12 0.02
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Table 12: SBp14 for nursing home data
Variable VM FM FMnc LGPSMnc COVnc
Reimbursement 0.16 0.09 0.03 0.01 0.00
ICU 0.14 0.00 0.03 0.04 0.16
NH Stay 0.26 0.01 0.01 0.01 0.38
SNF Admission 0.03 0.02 0.06 0.03 0.00
Gender 0.04 0.00 0.00 0.07 0.09
Age 0.13 0.01 0.03 0.05 0.06
Infectious 0.05 0.02 0.01 0.00 0.05
Neoplasms 0.04 0.05 0.05 0.01 0.04
Blood 0.04 0.04 0.03 0.07 0.03
Mental 0.09 0.04 0.04 0.03 0.13
Nervous 0.01 0.03 0.03 0.00 0.00
Circulatory 0.12 0.03 0.03 0.13 0.29
Respiratory 0.05 0.02 0.02 0.01 0.10
Digestive 0.04 0.01 0.00 0.09 0.08
Genitourinary 0.01 0.07 0.07 0.03 0.10
Skin 0.08 0.08 0.07 0.11 0.11
Muscle 0.00 0.06 0.03 0.03 0.08
Ill Defined 0.03 0.08 0.08 0.04 0.12
Poisoning 0.02 0.02 0.02 0.05 0.06
External 0.03 0.03 0.02 0.02 0.04
Supplementary 0.01 0.06 0.05 0.00 0.00
Admission 1999 0.06 0.02 0.02 0.06 0.01
Admission 2000 0.06 0.00 0.01 0.04 0.02
Admission 2001 0.16 0.05 0.05 0.05 0.00
Admission 2002 0.01 0.03 0.02 0.05 0.00
Admission 2003 0.05 0.05 0.03 0.07 0.02
Admission 2004 0.03 0.02 0.02 0.09 0.00
Admission 2005 0.10 0.12 0.11 0.06 0.00
Admission 2006 0.04 0.03 0.04 0.03 0.01
Admission 2007 0.05 0.10 0.10 0.05 0.01
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Table 13: SBp15 for nursing home data
Variable VM FM FMnc LGPSMnc COVnc
Reimbursement 0.07 0.01 0.07 0.04 0.12
ICU 0.07 0.10 0.12 0.05 0.16
NH Stay 0.05 0.06 0.06 0.01 0.02
SNF Admission 0.04 0.01 0.00 0.03 0.00
Gender 0.04 0.13 0.12 0.01 0.04
Age 0.05 0.07 0.04 0.04 0.16
Infectious 0.03 0.01 0.01 0.13 0.05
Neoplasms 0.07 0.07 0.07 0.08 0.10
Blood 0.04 0.05 0.06 0.03 0.05
Mental 0.01 0.02 0.01 0.02 0.08
Nervous 0.01 0.10 0.10 0.06 0.02
Circulatory 0.07 0.03 0.03 0.07 0.22
Respiratory 0.02 0.03 0.03 0.01 0.05
Digestive 0.05 0.07 0.08 0.03 0.07
Genitourinary 0.05 0.02 0.02 0.03 0.00
Skin 0.05 0.04 0.05 0.01 0.10
Muscle 0.02 0.02 0.04 0.01 0.07
Ill Defined 0.02 0.09 0.08 0.05 0.09
Poisoning 0.04 0.08 0.06 0.04 0.17
External 0.00 0.02 0.03 0.02 0.01
Supplementary 0.02 0.03 0.01 0.03 0.00
Admission 1999 0.03 0.01 0.01 0.02 0.01
Admission 2000 0.01 0.02 0.02 0.01 0.01
Admission 2001 0.04 0.03 0.04 0.05 0.01
Admission 2002 0.05 0.06 0.05 0.02 0.02
Admission 2003 0.07 0.13 0.11 0.05 0.02
Admission 2004 0.10 0.07 0.07 0.02 0.04
Admission 2005 0.14 0.13 0.13 0.00 0.03
Admission 2006 0.02 0.05 0.05 0.02 0.02
Admission 2007 0.16 0.06 0.07 0.01 0.01
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Nursing home data codebook
• Reimbursement – inflation-adjusted reimbursement (2000$)
• ICU – any ICU during hospitalization
• NH Stay – Nursing home stay within 120 days before inpatient admission
• SNF Admission – SNF admission (yes/no)
• Gender – beneficiary sex (1=male, 2=female)
• Age – beneficiary age
• Infectious – primary ICD-9 diagnosis 001–139: infectious and parasitic diseases
• Neoplasms – primary ICD-9 diagnosis 140–239: neoplasms
• Blood – primary ICD-9 diagnosis 280–289: diseases of the blood and blood-forming organs
• Mental – primary ICD-9 diagnosis 290–319: mental disorders
• Nervous – primary ICD-9 diagnosis 320–389: diseases of the nervous system and sense organs
• Circulatory – primary ICD-9 diagnosis 390–459: diseases of the circulatory system
• Respiratory – primary ICD-9 diagnosis 460–519: diseases of the respiratory system
• Digestive – primary ICD-9 diagnosis 520–579: diseases of the digestive system
• Genitourinary – primary ICD-9 diagnosis 580–629: diseases of the genitourinary system
• Skin – primary ICD-9 diagnosis 680–709: diseases of the skin and subcutaneous tissue
• Muscle – primary ICD-9 diagnosis 710–739: diseases of the musculoskeletal system and con-
nective tissue
• Ill Defined – primary ICD-9 diagnosis 780–799: symptoms, signs, and ill-defined conditions
• Poisoning – primary ICD-9 diagnosis 800–999: injury and poisoning
• External – primary ICD-9 diagnosis E: external causes of injury
• Supplementary – primary ICD-9 diagnosis V: supplemental classification
• Admission 1999 – Nursing home year of admission in 1999
• Admission 2000 – Nursing home year of admission in 2000
• Admission 2001 – Nursing home year of admission in 2001
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• Admission 2002 – Nursing home year of admission in 2002
• Admission 2003 – Nursing home year of admission in 2003
• Admission 2004 – Nursing home year of admission in 2004
• Admission 2005 – Nursing home year of admission in 2005
• Admission 2006 – Nursing home year of admission in 2006
• Admission 2007 – Nursing home year of admission in 2007
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