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ABSTRACT 
The key critical role played by Central Banks’ monetary policy and government macroeconomic 
policy relies on precise and timely forecasts on economic growth along the business cycle periods. 
In the past, many emerging countries have been facing problems of high escalating inflationary 
prices. This dissertation is set out to examine the influence of inflation on output growth and 
unemployment considering the global financial crisis in BRICS countries using annual data 
collected over the period 1980 to 2016. The study is divided into two sections; namely 
macroeconomic policy and monetary policy principles. The empirical analyses are computed 
through using the Autoregressive Distributed Lag (ARDL) approach proposed by Pesaran et al. 
(2001). The macroeconomic policy findings show that there is a negative long run relationship 
between inflation and economic growth in Russia and South Africa. The study’s ARDL bounds 
test for cointegration results also indicated that there is statistically significant long run co-
movement between inflation and economic growth in all BRICS countries. The study results also 
provided that there is an existence of a negative short run relationship between inflation and 
economic growth in South Africa. The Phillips curve results indicated that a positive long run 
trade-off between inflation and unemployment is found and no short run relationship discovered. 
It is also revealed that the long run co-movement between inflation and unemployment only exists 
in Russia and South Africa. The study is significant because it contributes to the empirical 
determinants of long term prosperity of the BRICS partners.    
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CHAPTER ONE 
 
INTRODUCTION 
 
1.1 Background and problem statement of the study 
BRICS is an international political organisation of emerging countries with the potential for being 
the fastest growing economies and was initially called BRIC with the exclusion of South Africa 
which collaborated later in 2006 (Matovska, Siljanovska & Trajkoska, 2014). 
Jim O’Neil originally grouped BRICS in 2001, and during that time it consisted of Brazil, Russia, 
India, and China as having the potential of growing economies in future. According to O’Neil 
(2001), BRIC’s countries were large emerging economies with the potential of growing much 
more than the G7. However, the G7 consisted of Canada, France, Germany, Italy, Japan, United 
Kingdom and United States, and was originally discovered in 1975. Moreover, it was forecasted 
that the BRIC’s gross domestic product (GDP) would inflate by almost 1.7 percent, which was 
predicted to be more than the G7. 
During its rise, China was the second largest growing economy following the United States, while 
India was ranked at fourth place. However, by the end of the year 2000 some of the BRIC’s 
countries GDP current prices was higher than the other G7 countries such that their GDP size 
contributed 23 percent towards the world’s GDP. More specifically, China alone contributed about 
3.7 percent of world GDP, exceeding both Italy and Canada at the end of 2000 (O’Neil, 2001). 
Although Brazil and Russia had stable economies, they were also expected to grow their GDP 
between year 2001 and 2002.   
 Naturally, at the time, China and India had large populations, the presence of unskilled labour and 
poverty. China and Russia had proper financial systems but did not conform to transparency, while 
Brazil and India were not financially stable such that the BRIC’s countries collaboration was put 
at risk. This led to an increasing likelihood of a financial crisis in the world economy. Russia was 
facing a large demographic decline, a large population of above average age and many people were 
affected by diseases such that they would not be able to participate appropriately in the integrating 
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economies. China had fastest growing population, which led to an adoption of a one-child policy 
(James, 2006). 
In the year 2001, it was forecast that the BRIC’s economies could continue to grow for the next 
10 years. In the presence of China’s healthier fiscal and monetary policy, strong real GDP and 
growth performance, BRIC’s economies were expected to grow more than G7. Despite their low 
inflation, some of the G7 countries were expected to have negative growth in the year 2002 while 
China, India and Russia persisted with strong real GDP growth. However, among all four BRICs 
countries Brazil was the only country forecast to experience weak growth more like the G7’s 
performances (O’Neil, 2001).  
According to Gur (2015), the impact of the global financial crisis that took place at the beginning 
of the year 2008 had impacted negatively towards the BRICs partners’ expectations of becoming 
the biggest economies in the world. However, all BRICs countries experienced declining economic 
growth reaching the lowest level of all time. According to Centre for the study of governance 
innovation   (2014), BRICS’s GDP growth experienced a sharp decreasing trend after the year 
2008 financial meltdown.   
South Africa officially joined the collaboration of Brazil, Russia, India and China, then the 
acronym was extended to BRICS. The invitation was granted by the Minister of Foreign Affairs 
of the People’s Republic of China, Yang Jiechi (Besada, Tok & Winters, 2013). The main objective 
for such collaboration was the integration of emerging economies with a common goal of 
improving their economic growth and overcoming economic challenges such as high levels of 
unemployment. Moreover, the collaboration was to significantly promote trade and peace among 
countries on gross domestic product (GDP) and international development (Matovska, Siljanovska 
& Trajkoska, 2014).                      
The term BRIC is the collaboration of four emerging countries coin by Jim O’Neil in the year 
2001, with the objective of increasing their global economies in the next 40 years. However, South 
Africa was invited to join the organisation, then the acronym extended to BRICS in December 
2010. Moreover, the BRICS countries occupy almost 40 percent of world’s population and account 
for the 25 percent of the global GDP (Behera & Mishra, 2016). Furthermore, will all that being 
said, BRICS countries have been facing a global economic problem of high inflation, as evidenced 
in Figure 1.1. 
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Figure 1.1: BRICS countries Inflation Rate, Economic Growth and Unemployment Rate for 
period 1980 to 2016 Prior to BRICS formation in 2001 
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Figure 1.1 reports the trends of inflation, economic growth and unemployment prior to the coining 
of the BRICS coalition. The trends of their economic growth are shaped in a similar way in all 
countries.  Brazil’s trends appear to have the most declines, followed by India, South Africa, China 
and Russia at 12, 10, 8, 6 and 5 times, respectively. In Brazil, the negative lowest economic growth 
decline can be seen in 1981, at below -4.3; In India it occurs at -14.5 in the period 1992; and in 
South Africa it reached the value of approximately -2.1 output growth. On the other side India and 
China’s economic growth values have been asymptotic to negative values, by reaching the lowest 
value at almost 1.1 percent in year the 1991. 
The graphical illustration also depicts the highest peak of economic growth that has been reached. 
China reaches the highest economic growth output growth value at 15.13 percent in 1984 followed 
by India at 10.26 percent in 2010, Russia at 10 percent in the year 2000, Brazil at 7.99 percent in 
the year 1986 and South Africa at 5.6 percent in 2006. In general, all countries’ economic growth 
prosperity has been seen during the periods of 2000, 2004, 2006 and before the global financial 
crisis in 2007 (Boujelbène & Ksantini, 2014).     
In terms of the inflation rate, once again the inflation rate trends depict the up and down trend as 
illustrated in Figure 1.1. Noticeably, Russia’s inflation trend shows the sharp decline from period 
1993 (875 %) to 2012 (5.40%). In Brazil, the inflation rate increased strongly from 1981 (101%) 
reaching the highest peak of all time in 1990 (2947.73%) then decreased quickly in the next period 
to 432.9 percent. As shown, after 1994, the inflation rate decreased again to the lowest rate ever 
of 3.64 percent in 2007.  
Apparently, India’s inflation has been fluctuating up and down at the highest peak of 13. 87 percent 
and lowest decline of 3.26 percent in the period from 1991 to 1989, respectively. In South Africa, 
the inflation trend reached the highest peak in 1986 (18.65%) and the lowest decline in 2004 
(1.39%). China’s inflation rate trend has two noticeable peaks in 1988 and 1994 at 18.73 and 24.24 
percent then it began declining to an average of 2.89%.  
According to the Phillips curve trade-off between inflation and unemployment, looking at Figure 
1.1, it can be observed that Brazil reached the maximum point of their inflation rate in 1990 
(2947.73 %), followed by Russia in 1993(874.62%), China in 1993 (24.24%), South Africa in 
1985(18.65%) and India in 1991(13.87%). Noticeably, all these highest inflation peaks occurred 
before the adoption of the inflation targeting policy by the Central Banks. Comparatively, South 
5 
 
Africa highest unemployment rate occurred in year 2003 (27, 14%), followed by Brazil in 
1998(14.74%), also Russia in the same period at (13.26%), China in 1991(4.89%) and India in 
2005(4.4%). The trends for inflation and unemployment show moderate ups and downs between 
1991 and 2016, except for Brazil’s inflation rate which indicated a strong declining trend.  
 Notwithstanding the above trends, the study will also attempt to point out the connection of these 
macroeconomic indicators taking into account the economic phenomena that took place over the 
period of study. For example, in Brazil when inflation was at its highest peak in the late 80s, the 
economic growth rate was at its lowest of approximately 3 percent. In Russia, notably, the inflation 
rate, unemployment and economic growth have decreased sharply since1991, then surprisingly 
both unemployment and economic growth began to increase simultaneously during 1993, while 
inflation increased after reaching its lowest peak in 1997.  
Another notable connection occurred in India. In 2010, inflation and economic growth reached 
one its highest peak of almost 12 and 10 percent, respectively. On the other hand, during the same 
period, unemployment was at its lowest value of approximately 3.5 percent. This emphasises the 
importance of macroeconomic policy and central banks’ objectives of pursuing the common goal 
successfully. Similarly, in China while economic growth was at its highest peak of almost 14 
percent in 2007, both unemployment and inflation were at their lowest values. More specifically, 
China is the only country in the acronym that never experienced a negative growth rate and also 
boasts the lowest values of inflation and unemployment. Lastly, in South Africa from 2005 to 
2009, economic growth increased steadily while the unemployment rate decreased slowly.        
1.2 Proposed Research Questions 
Given that BRICS countries’ economies were expected to grow for the next 40 years after the 
coalition had been coined by Jim O’Neil in year 2001, how did inflation affect the economic 
growth output and unemployment in the context of BRICS countries?  
1.3 Objectives of the Study  
The key objective of the study is to investigate the effects posed by inflation on economic growth 
and unemployment over the period from 1980 to 2016 in the context of BRICS countries. In order 
to achieve this, these are the following specific objectives: 
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1.3.1 Macroeconomic policy objectives 
 To find whether there is a significant positive or negative relationship between inflation 
and economic growth in the following countries: 
i. Brazil 
ii. Russia 
iii. India 
iv. China 
v. South Africa 
 Explore the long run and short run relationship between inflation and economic growth 
in the following countries: 
i. Brazil 
ii. Russia 
iii. India 
iv. China 
v. South Africa 
 Examine the co-movement between inflation and economic growth in the  long run in the 
below listed countries: 
i. Brazil  
ii. Russia 
iii. India 
iv. China 
v. South Africa 
1.3.2 Monetary policy by Central Banks 
 To identify whether there is a significant positive or negative relationship between 
inflation and unemployment in the following countries: 
i. Brazil 
ii. Russia 
iii. India 
iv. China 
v. South Africa 
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 To investigate the long and short run relationships between inflation and unemployment 
in the below listed countries: 
i. Brazil 
ii. Russia 
iii. India 
iv. China 
v. South Africa 
 
 To examine the co-movement between inflation and unemployment in the long run in the 
below listed countries: 
i. Brazil 
ii. Russia 
iii. India 
iv. China 
v. South Africa 
 To make necessary monetary and growth policy suggestions based on the outcome of the 
study.  
Many empirical studies, such as Thayaparan (2014), Umair and Ullah (2012), Singh and Verma 
(2013), Fei and Qjanyi (2013), have found insufficient results due to the time series problem such 
as non-stationarity or unit root and the insignificance of the final results.  
1.4 Hypotheses of the Study 
The study aims to investigate the dynamic interaction of inflation on economic growth and 
unemployment in individual BRICS countries. The study therefore seeks to test for the following 
null hypotheses: 
1.4.1 Hypothesis formulation I (inflation and economic growth) 
a) Hypotheses 1 
H0: There is no long or short run relationship between inflation and economic growth. 
H1: There is a long or short run relationship between inflation and economic growth. 
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b) Hypotheses 2 
H0: There is a positive long and short run relationship between inflation and economic growth 
H1: There is a negative long and short run relationship between inflation and economic growth  
c) Hypotheses 3 
H0: There is a significant effect of global financial crisis shocks on inflation and economic growth. 
H1: There is no significant effect of global financial crisis shocks on inflation and economic 
growth. 
 1.4.2 Hypotheses formulation II (Inflation and unemployment) 
a) Hypotheses 1 
H0: There is no relationship between inflation and unemployment. 
H1: There is a relationship between inflation and unemployment. 
b) Hypotheses 2 
H0: There is a direct relationship between inflation and unemployment.  
H1: There is an inverse relationship between inflation and unemployment. 
1.5 The Proposed Significance of the Study  
The study set out to examine the impact of inflation on both economic growth and unemployment 
in BRICS countries. The findings of the study will be utilised to evaluate the formulation of both 
monetary and macroeconomic policies. This study will make use of the recommended theoretical 
methods such as Gordon’s (1990), Solow and Swan’s (1956), Mundell’s (196) and various types 
of Phillips curves. The current study tries to point out the short-comings of previous studies by 
applying the following unique features: the study focuses on the sub-periods such as the Asian and 
global financial crisis. In addition, the study examines the situation between pre and post inflation 
targeting implementation. Moreover, the study also applies relevant and significant control 
variables that ought to determine the selected economic indicators.        
In addition to this, there are current conflicting theoretical and empirical findings on the 
relationship between inflation, growth and unemployment.  
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1.6 The Organisation of the Dissertation 
The study is structured in seven Chapters. Following the introductory chapter, is the presentation 
of a review of the monetary and macroeconomic policies in the context of BRICS countries. 
Chapter three presents the empirical literature on inflation, economic growth and unemployment. 
Chapter four discusses the methodological procedure and the econometric modelling. In this 
chapter, econometric techniques that are used in the study are discussed in detail. Chapters five 
and six present the empirical results. The empirical results of inflation on economic growth are 
presented in chapter five using methods explained in the previous chapter. This is followed by the 
conclusion which provides the summary of the empirical results, policy implications and 
recommendations. 
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CHAPTER TWO 
THE REVIEW OF THE MONETARY AND MACROECONOMIC POLICY IN BRICS 
COUNTRIES 
2.1 Introduction  
The purpose of this chapter is to present an overview of the macroeconomic and monetary policies 
in individual BRICS countries by highlighting the international perspective, the stages of the 
monetary policy in the context of BRICS countries as well as the monetary policy system adopted 
in BRICS countries. The monetary policy plays a decisive role in the stabilisation of the economy, 
more especially to the cycle of economic activities. An objective of this chapter is to explain how 
monetary policy regulation has impacted on inflation, unemployment and economic growth in the 
context of BRICS countries.  
This chapter will examine the history of monetary policy in each of the BRICS countries as well 
as the impact of the transition to the different policies adopted. More importantly, the chapter will 
emphasise the reactions of the central bank and policy makers towards the failure of the monetary 
policy such as inflationary pressure, low economic growth output and increasing unemployment. 
Moreover, the chapter will highlight the current monetary policy adopted in each of the BRICS’s 
countries and their impact towards the economy.     
In addition, the chapter will re-visit the history of the adoption of monetary policy used in all 
individual BRICS countries with an aim to stimulate gross domestic product (GDP), price stability, 
reduce the balance of payment deficit as well as the lowering of unemployment. However, the 
most popular monetary policy used in BRICS countries is known as Inflation-Targeting (IT) 
adopted by the Central Bank and monetary policy authorities. In General, all BRICS countries 
adopted the inflation targeting policy as their monetary policy instrument; however, China is the 
only country that joined later after it had been  debated among central bank authorities, economists 
and policy makers. 
2.2 International Monetary Policy History  
This section will discuss the monetary policy adopted by individual BRICS countries as well as 
international perspectives in the light of the financial global crisis that took place in 2007. 
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However, many studies depict that the monetary policy plays a vital role in promoting economic 
growth, which is popularly known as investment via monetary easing (Jawadi, Mallick & Sousa, 
2011). Despite any government’s influence on the macroeconomy, the monetary policy objective 
is to reduce inflation and increase output to a potential level. Moreover, the monetary policy 
instrument has been operating over the past centuries along with the development of a money 
economy (Bordo, 2007).  
With that being said, monetary policy has been controlled and monitored by the central bank 
authority (Bordo, 2007). However, it is assumed that the public thinks of the central banks as the 
most influential drivers of the economy but some countries such as Australia, Canada and New 
Zealand do not utilise monetary policy. According to Schenk and Staumann (2014), central banks 
were charged with manipulating internal price stability, issuing of currency and promoting well-
functioning financial markets. 
In the context of inflation targeting, New Zealand’s central bank was the first to adopt an inflation 
targeting policy in 1990 after experiencing an increasing inflation rate of almost 20 percent in 
1985. Singh (2014) explains that the failure of central bank monetary policy to keep inflation low 
had led to some debatable negotiations between the introductions of the inflation targeting policy 
in New Zealand before the policy gained momentum worldwide. Moreover, New Zealand’s 
inflation targeting policy ranges between 1 to 3 percent in the medium term.  
According to the Reserve Bank of New Zealand, the oil expansion shock during the 1980s which 
led to double digits of inflation, led to many talks and negotiations from the monetary policy 
authorities to introduce the inflation targeting policy. However, an increasing inflation rate was 
bad for public opinion and perceived as a distortion (Brash, 1998).      
The key role of the central banks is to develop monetary policy to achieve price stability and keep 
inflation low and in a stable condition to assist the economy to prosper. However, the policy 
framework within the central banks has experienced periodic changes over the past decades. Prior 
to policy changes, the popular monetary policies that were adopted worldwide by developed and 
emerging countries were as follows:    
2.2.1 Bretton Woods system  
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The Bretton Woods system (BWS) is one of the international monetary systems introduced by the 
1944 Articles of Agreement. This was aimed to design a  monetary order for the post war period 
during the global conference by the U.S Treasury at the Mount Washington Hotel in Bretton 
Woods, New Hampshire. The article embodied a compromise between the American plan of Harry 
Dexter White and the British plan of John Maynard Keynes. The conference created an adjustable 
peg system based on the U.S dollar into an equivalent value of $35 per ounce of gold. This was 
created to combine the advantages of the fixed exchange of the pre-World War I gold standard 
with some flexibility to tackle large real shocks (Bordo, 2017).   
However, after the remarkable economic performance improvement, the BWS was declared to 
have only lasted 12 years from 1959 to 1971. The BWS could tackle the fundamental problems 
such as inflation policies, gold exchange standard of adjustments, confidence and liquidity. It could 
also influence the balance of payments deficits, nominal rigidities, currency crisis and recession. 
Dammasch (2000) states that the development of the system was inspired by the fact that every 
country wanted to increase the competitiveness of their exports, reduce the balance of payments 
deficit, reduce unemployment and tackle hyperinflation in the affected countries. In terms of the 
U.S’s role, the BWS has been dominated and controlled by the United States of America. However, 
it was declared that the Bretton Woods system collapsed in the early 1970’s.    
2.2.2 Milton Friedman’s View  
The dollar crisis led to the Bretton Woods system’s collapse, such that other industrialised 
countries had to shift to other systems. The fixed exchange rate policy states that a currency value 
is fixed either at the value of one single currency to other currencies, or at another measured value; 
for example, gold as a commodity. Kato and Uctum (2003) argued that the probability of shifting 
to a flexible or intermediate regime over a fixed regime increases with the traditional variables. 
This includes the size of the economy, exchange rate risk, capital movements, inflation and low 
trade openness.    
In 1982, Denmark adopted the fixed exchange system, initially against the D-mark, then in 1999 
it moved to the euro (Spange and Toftdah, 2014).  The motivation behind the movement was 
because the monetary policy objective in Denmark is to keep inflation low but close to 2 percent. 
The direct impact of the exchange rate regime on inflation performance is similar to the role of an 
exchange rate anchor in addressing the credibility deficit of the monetary authorities in countries 
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with high inflation rates (Ghanem, 2010). In terms of fixed exchange rates, being highly visible 
provides incentives for high macroeconomic and financial performance so as to control confidence 
in the fixed exchange rate. This policy is a monetary system that allows the exchange rate to be 
derived by supply and demand.  Wray (2008) argues that the central bank’s flexible exchange rate 
regime functions with an overnight interest rate target, which eliminates possible discretionary 
control over bank reserves. Many Keynesian and Post Keynesian economists have never 
abandoned the idea that fixed exchange rates are superior to flexible rates. However, the free 
movement of capital and instability, escalated this system to be more prone to crisis than the 
previous Bretton Woods regime. In addition, there was no effective mechanism that could remove 
trade imbalances so long as compensating capital flows were weakening exchange rates. However, 
the fixed rates would require, therefore, a thorough reform of the international economic system, 
which should either reintroduce the old controls or invent new ways to limit capital mobility.  
2.2.3 Money supply targeting 
Mishkin (2000) addresses three important monetary targeting policy aspects: First, reliance 
information conveyed by a monetary aggregate to conduct monetary policy. Secondly, 
announcement of targets for monetary aggregates. Last, some accountability mechanism to 
preclude large and systematic deviations from the monetary targets. However, the equilibrium 
interest rate falls when federal bank increases its money supply target, which increases the 
aggregate and is also known as expansionary monetary policy. Historically, the monetary supply 
targeting was initially implemented in several industrialised countries such as the United States, 
Canada and United Kingdom. However, it was proved unsuccessful in these countries, but it 
become successful in Germany and Switzerland.     
Karmakar (2016) stresses that the main concerning matter with money supply is that it brings into 
focus the uncertainty faced by the monetary authorities. He added that if uncertainty is due to an 
unpredictable shift of the IS curve caused by sudden and unexpected shift in private investment 
(in fixed assets and in residential construction) and consumer purchases of durable goods, a money 
supply target is superior to an interest rate target. 
2.2.4 Inflation targeting policy 
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In 1990 an inflation targeting policy was first adopted in New Zealand then later in Canada and 
Australia after several debates on the existing monetary policy. These countries were experiencing 
high inflation and challenges with their monetary policy that led to uncertainty. Brash (1998) 
stresses the importance of the implementation of the inflation targeting regime in New Zealand 
that was motivated by historical factors such as the oil prices shock that caused inflation to increase 
to double digits in 1980. The main objective of the adoption of the inflation targeting policy was 
to reduce inflation to between zero to 2 percent over the period 1987 to 1991. In fact, many 
economists and policy makers at the time saw a fall in nominal interest rates and exchange rates, 
economic output was low and there was an increase in unemployment. In the second phase, 
economic growth output began to pick up and unemployment fell drastically between 1992 to 
1996. Moreover, after inflation targeting accomplishment was observed in New Zealand, other 
countries such as Canada (1991), UK (1992), Sweden (1993), Australia (1993), Czech Republic 
(1997), Israel (1997), Brazil (1999) and South Africa (2000) also adopted the inflation targeting 
policy (Carare and Stone, 2003). 
2.3 The review of the Monetary Policy Stages in the BRICS Countries  
2.3.1 Brazil  
The Central Bank of Brazil is responsible of the regulation and the control of the progress of 
monetary policy. In terms of the Brazilian economy, from 1996 until 2006 four different policies 
had been functioning. These stages included a stabilisation strategy, government intervention and 
price freezing. Then an international community and financial liberalisation movement took place 
in 1990 and a real plan was functioning in early 1994. In addition to the monetary policy, the Brazil 
economy frequently used a policy which included overall bank deposits – demand, savings and 
time deposits (Nakane, Rocha & Takeda , 2003). However, from year 1996 to 1999 the monetary 
policy was more concerned with the regulation of the exchange rate float and the evolution to 
exchange rate floating (Lima, Maka & Mendonca, 2007).  
Bach, Machado and Kudlawicz (2017) argue the importance of the monetary policy as a tool to 
reduce inflation and the stabilisation of prices. In addition to that, monetary policy also helps with 
currency and the control of Brazil’s credit, fluctuation of interest rates, assists in eliminating 
unemployment, improves gross domestic product and international competitiveness. Historically, 
Brazil experienced the effects of hyperinflation during the period 1980 to 1995, with an 
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approximate figure of 20 percent monthly average (Garcia et al, 2015). However, the inflation rate 
began to slow down after 1996 until 1998 with the monthly average at 0.6 percent.   
Generally, Brazil’s economy underwent the problem of high inflation and failure to stabilise prices 
from 1980 to 1999. The adoption of the inflation targeting policy in 1999 reduced the inflation rate 
to the lowest possible level. However, the impact of the Brazil financial crisis has led to some 
debates around the Monetary Policy Committee (MPC) regarding the announcement of the 
adoption of inflation targeting policy (Fraga, 2000). Among all the monetary policies adopted by 
the Brazilian economy, only the real plan adopted in 1994 and the inflation targeting policy were 
able to reduce inflation (Dornbush, 1997).  
Brazil’s economy has been functioning under the inflation targeting policy since 1999 with the 
result that inflation and public debts were reduced. Ever since the introduction of the inflation 
targeting policy in Brazil there were improvements in economic activities just before the global 
financial crisis that took place in 2008 (Loureiro, Moreiral, Sachsida & Soares, 2011).         
According to Bogdanski, Da Costa, Werlang, and Tombini (2000), Brazil’s government policy 
framework reflects that the floating exchange rate system was replaced by the inflation targeting 
policy because it could not meet the central bank’s objectives. Following this, the monetary policy 
adoption was able to assist policy makers with the forecasting of future inflation based on current 
economic growth. However, policy makers used economic modelling tools to guide them through 
decision making, uncertainty as well as the nature of shocks that were consistently hitting the 
economy.      
In terms of the Brazilian central bank, the inflation targeting regime includes numerical range 
values of 4.5 percent and negative 1.5 percent for the mid-term publication such that it should also 
be announced publicly and promote  transparency as well as accountability. The Brazilian 
economy suffered from the growth, high real interest rates, and balance of payment challenges 
increasing inflation before the introduction of its economic reform structure and Import 
Substitution and Industrialisation (ISI) policy (Behera & Mishra, 2016). This was during the period 
1980 to 2007 just before the financial global crisis whereby average growth dropped to 2.7 percent 
compared to 8.7 percent during 1970 to 1979. 
2.3.2 Russia 
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The main goal around the monetary policy adoption in Russia was to regulate money supply, 
interest rates, and price stability as well as to intervene in the fluctuation of exchange rates. 
According to Rytila (1994), the primary objective of the Central Bank of Russia’s (CBR) economic 
policy was to improve economic growth, stabilise monetary policy and reduce unemployment. In 
terms of the monetary policy, the final objective focused on low price inflation, maintaining price 
stability and fixing the exchange rates. Historically, the Russian economy has been facing 
challenges of increasing uncertainty, low growth rate levels and inflation benchmarks (Central 
Bank of Russia, 2015).  
Generally, the Brazil monetary policy background has been characterised by the liberalisation of 
foreign exchange control that functioned during the period from 1995 to 2004. However, after the 
inflation targeting policy was introduced in 2005, many policy makers discovered that the 
monetary policy adopted before was inefficient (Vymyatnina, 2005). The inflation targeting policy 
of the Russian Federal Bank controlled inflation better that the previous monetary policies that 
were implemented previous years (Drobyshevsky & Trunin, 2008).   
The Bank of Russia’s aim with the monetary policy is to achieve low inflation, predictable interest 
rates for investment plan purposes (Monetary policy guidelines, 2017). However, its primary goal 
is aiming at keeping the inflation rate below 4 percent which is crucial for external factors and 
people’s standard of living. It was discovered that over a number of years the popularity of the 
inflation targeting policy has gain momentum worldwide (Vdovichenko & Voronina, 2004). Thus, 
inflation targeting policy is favourable for investment growth and structural changes in the 
economy.  
2.3.3 India 
The Reserve Bank of India (RBI) has traditionally used the exchange rates and interest rates to 
keep inflation under control. Over a number of year India was faced with the challenges of high 
inflation and a low growth rate (White, 2014). The RBI used the Wholesale Price Index (WPI) and 
Consumer Price Index (CPI) as the indicators of inflation. According to Benes, Clinton, George, 
John, Kamenik, Mitra, Nadhanael, Wang and Zhang (2017), the Flexible Inflation Targeting (FIT) 
policy was introduced in India on June 2016. Many economists and policy makers have seen 
inflation targeting adoption in India as a ‘good move’ (Worstall, 2015).   
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In 2015 the Reserve Bank of India signed a monetary policy agreement to change to the new 
monetary policy framework. The main reason behind this is the fact that India has been facing 
challenges with regard to price stability, high inflation and money supply shocks in previous years 
(Chakraborty & Varma, 2015). From 2005 to 2008, the Indian inflation rate depicted an increasing 
trend; however, this declined  due to the global financial crisis that took place from 2008 (White, 
2014).  
However, the Reserve Bank of India has targeted inflation between 4 percent and negative 2 
percent until 2021 (The Economics Times, 2016). In addition to that, there was speculation that 
inflation targeting had allowed a reduction in interest rates which stimulated the growth rate in 
India. Singh (2014) also suggested that inflation targeting was a good idea for the Indian economy, 
nonetheless. He stated that reducing the inflation rate to below 6 percent would be very difficult 
in the year 2016.  Recently, the monetary framework committee targeted 4 percent for the period 
2017 to 2018, but they failed meet the target over three consecutive quarters between 2015 to 2016.       
2.3.4 China 
The People’s Bank of China (PBC or PBOC) is the central bank of the People’s Republic of China 
that regulates the monetary policy and financial institutions in mainland China. From period 1991 
to 1995 known as the 8th Five-year plan, China accomplished an impressive 12 percent growth rate 
along with an increasing inflation rate such that the consumer price index grew at an annual rate 
of 12.9 percent. However, this persisted and in 1994 the CPI reached a peak of 24.1 percent. In 
addition to that, broad money increased substantially, reaching a peak of almost 34.1 percent; 
nonetheless there was a drop at the beginning of 1995. This led to a discussion between the Central 
Committee of the Communist Party of China (CPC) to make monetary policy adjustments (Gen-
you, 2001). In the period 1996 to 2000, the 9th Five-year plan was introduced with a significant 
role of reducing the rising inflation rate and tightening fiscal policy. However, during 1998 there 
was an Asian financial crisis, which caused the CPC to reduce the interest rates, adjust the deposit 
reserve ratio and adjust  credit policy.   
Wakatabe (2016) argues there was speculation by many economists and policy makers that China 
should adopt inflation targeting. This followed the adoption of an inflation targeting policy 
implemented in Japan in 2013. Nevertheless, China was experiencing deflation with a consumer 
price index of 1.2 percent and a negative producer price index of 5.9 percent. However, many 
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policy makers saw a need for the introduction of inflation targeting as they claimed that there 
would be transparency within the People’s Bank of China, as well as improvements in efficiency 
and a move to a flexible exchange rate regime. Moreover, in the presence of all the above, China’s 
central bank would experience an inflow of investors. Mehrotra & Sánchez-Fung (2010) state that 
China does not use the inflation targeting policy but can only regulate the consumer price index 
growth announced by the Central Economic Working Conference. 
The PBC had been operating without an inflation targeting policy until its adoption in late 2016. 
The People’s Bank of China set their inflation rate between 3 percent and 9 percent.  Xie (2004) 
states that China has been experiencing an improvement in economic growth and low inflation; 
hence the reason why Chinese monetary policy did not pay much attention to an inflation targeting 
policy. Thus, between 1998 to 2010, Chinese monetary policy was focusing more on growth, 
money supply and open market operations. Mehrotra and Sanchez-Fung (2010) discuss the 
importance of monetary policy  as keeping inflation low is crucial for the public and business.   
2.3.4 South Africa  
In 1919 the South African Reserve Bank (SARB) was founded under the Currency and Banking 
Act (Mbuya, 2008). In terms of South African history, in 1970 South was experiencing high 
escalating inflation when the consumer price index rose at an annual rate of 7.5 percent and the 
GDP increased relative to money supply with an annual rate of 3.7 percent. However, the central 
bank’s reaction was limited back then to the extent that the money supply was only controlled by 
banks. Moreover, the central bank could only control the interest rates. Kahn (2009) stresses the 
importance of inflation targeting adoption by different countries such that it provides transparency 
in the same way, no matter whether the country is developing or developed.    
During 1960 South Africa adopted the direct monetary policy aimed at reducing credit as well as 
regulating credit, the credit ceiling and deposit rates. Therefore, on 1 September 1960, the South 
African Reserve Bank replaced the direct control policy with the monetary policy framework with 
an objective of revising the interest rates of the borrowed funds. Again in 1986 there was an 
introduction of a money supply regulation as the monetary policy framework. Following this there 
was an implementation of a money supply target that aimed to set a low-profile which was also 
adjustable. In 1994 the SARB committee dropped the exchange rate control policy just after the 
first democratic election. In 2000, the South African policy authorities announced the inflation 
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targeting policy set at the range between 3 to 6 percent per annum. This was when the policy had 
gained popularity worldwide following the adoption in New Zealand in 1991. During the global 
financial crisis there was some speculation that inflation targeting should be adjusted (Rossouw, 
2009).   
2.4 The Review of the Macroeconomic Policy used in the BRICS Countries   
2.4.1 Brazil  
Both monetary and fiscal policy had played a vital role in stabilising the Brazilian economy since 
the mid-1990 (Afonso, Araujo & Fajardo, 2016). However, these policies were adopted or 
implemented to solve both internal and external crisis factors impacting the economy. In terms of 
monetary policy Brazil’s central bank had adopted an inflation targeting policy in 1999 after the 
financial crisis that took place between 1999-2002. During this period the Brazilian government 
also experienced  a depreciation of exchange rates. 
 Although inflation was relatively high during the period from 1994 to 1999, the Brazilian 
government increased domestic interest rates to attracted foreign investment as well as to combat 
inflation but that was before the adoption of an inflation targeting policy. In addition, another 
objective for such a strategy was to reduce current account deficits and net public debt. However, 
after implementation of the inflation targeting policy, there was an improvement in both inflation 
rates as well as economic growth (Barbosa-Filho, 2008). Furthermore, countries such as Argentina 
and Mexico’s objectives regarding the reduction of inflation and public debt were similar to 
Brazil’s just before the implementation of their inflation targeting policy in 1999. However, during 
the period of 1997 to 1998, these countries suffered from the East Asian currency crisis that took 
place in 1997 and the Russian currency crisis in 1999 such that Brazil’s current account debt 
reached almost 4.5 percent of its gross domestic production (GDP). The Brazil economy remained 
unstable from the impact of the currency crisis which expanded to international financial turmoil 
and culminated with the Russian moratorium in August 1998 (Bogdanski et al., 2000).    
2.4.2 Russia 
In terms of Russia’s economy, the Soviet Union was dominated mostly by Russia just after the 
membership dropped to 15, whereby each member was an independent state operating under its 
own economic policy and institutional structure (Balino, Hoelscher & Horder, 1997). However, 
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the Russian authorities found it important to implement their own measures to restructure the 
economy and one of the measures was aimed at liberalising the economic markets. Thus, the 
implementation of the overall macroeconomic policy during 1991 to 1995 was inconstant such 
that the measures adopted by the authorities aimed at reforming the economic policies, required 
tight demand management policies. This led to a slow process towards functioning of the country’s 
economic policies.       
According to the Central Bank of the Russian Federal system (CBR), the Russian bank was faced 
with numerous challenges that led to geopolitical problems, increases in uncertainty, and the 
impact of a decline in external economic conditions and economic growth. Therefore, the rise in 
uncertainty led to an increase in inflation, crucially towards long-term investments and structural 
challenges of economic growth. With regard to long-term investments, one of the bank’s key 
functions was to ease price stability. However, the price stability key objective was to maintain 
the Consumer Price Index (CPI) in such a way that price growth would be promoted. This could 
lead to low inflation and an increase in the standard of living for the Russian citizens.  
One monetary policy objective was to achieve low inflation as well as an increase in economic 
growth. Behera and Mishra (2016) state that the impact of the implementation of the economic 
reforms and tightening of fiscal policy contributed positively towards both the inflation and the 
exchange rates. Moreover, this stimulated household consumption and fixed capital investments 
such that there was a growth of almost 10 percent per year on both aspects. During the time the 
main drivers of the economy were exports such that the economic reforms led to a substitution of 
these demand drivers. 
With regard to the global financial crisis, it is important to highlight the economic problems, 
stagnation and unconventional macroeconomic policy. According to Mau and Ulyukaev (2015), 
the global financial crisis and challenges for Russian economic development stress how reform 
policies and anti-crisis policies would be ineffective. However, many policy makers found the 
need to investigate how long the existing policies would take to be effective towards declining 
growth rates and risk of inflation.  
2.4.3 India 
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The monetary policy in India has been focusing mostly on the reduction of poverty, economic and 
political structures, growth improvements and the development of the institutions and markets 
(Goyal, 2011). However, India’s monetary policy mainly focuses on controlling the high density 
of the population more especially in the rural areas. In terms of growth and inflation, the Indian 
financial market was stable during the time of independence such that interest rates were market 
determined and flexible.  
According to the Reserve Bank of India (RBI) and the Government of India (GOI), inflation 
targeting has been debated regarding the monetary policy framework (Singh, 2014). Historically, 
countries such as New Zealand, Canada and the UK had been in agreement with the International 
Monetary Fund (IMF) with regard to the implementation of the Inflation Targeting policy. 
However, after its adoption there was improvement in inflation and growth. Although there was 
some improvement initially, during the global financial crisis that changed everything. Many 
policy makers and economists had to discover new strategies in order to overcome the challenges 
of the risk of recession.   
Behera and Mishra (2016) argue that the Indian economy focused more on labour productivity 
rather than macroeconomic policy strategy. These reform structures included population control, 
an Import Substitution strategy as well as focusing on the agricultural sector such that the Indian 
economy grew at an annual rate of 4.6 percent. Thus, just before the Indian balance of payments 
crisis, the agricultural sector and industry sector contributed about 58 percent towards gross 
domestic product (GDP) while the services sector contributed only 42 percent. 
Mahajan, Saha and Singh (2014) stress the importance of inflation targeting (IT) stating that it is 
the better monetary policy to be used by the central banks for monitoring inflation between specific 
criteria or ranges. However, keeping the inflation rate between the required criteria by central 
banks and monetary policy are duties or responsible of the Central Bank. Moreover, New Zealand 
was the first country to successfully adopt inflation targeting in 1990, such that many countries 
followed. It was argued that many emerging economies’ monetary policy strategy of inflation 
targeting was more likely to be anti-thetic and an inefficient transmission mechanism. 
Notwithstanding, some other emerging economies found an inflation targeting policy to be a good 
strategy.       
2.4.4 China 
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According to Behera and Mishra (2016), China has sustained a stable gross domestic product 
(GDP) per capita growth for more than three decades such that this was supported by the decline 
in the population growth rate after the implementation of the birth control policy. Chinese 
monetary policy reform structures included the adoption of an export-led growth whereby the 
labour focus has been shifted from the agricultural sector to industry services. With regard to that, 
the share in agriculture declined and the industry services increased. Another Chinese policy 
reform includes the implementation of trade and investments and incentives which led to Foreign 
Direct Investment (FDI).  
Zhou (2015) states that the impact of the implementation of the monetary policy for macro-
economic regulation in China after the 1930 Great Depression, ended up being unsuccessful. 
However, the Keynesian  theory suggested that other policies should be adopted, and these include 
a proactive fiscal policy and other easy monetary policies. Moreover, one of the policies that 
helped the United States of America during the recession to prosperity, was suggested and adopted 
later in Roosevelt’s New Deal. 
The Chinese economy experienced the greatest achievement since the establishment of the reform 
policy. However, the People’s Bank of China began to operate independently from The Central 
Bank from 1 January 1984. The People’s Bank of China aimed at maintaining the values of the 
currency and promoting economic growth. The monetary policy regulation by the Chinese played 
an important role in the following areas: inflation, economic growth, employment rates and 
balance of payments (Zhou, 2015). Historically, the Chinese monetary policy regulation and 
control experienced three stages; namely, during the first stage during the period 1984 to 1992, the 
Chinese monetary policy was still in exploration and loose or tight monetary policies were taken. 
Then the second stage took place from 1993 to 1996 whereby the monetary policy was optimised 
and maintained by tight policies resulting in better performance. The last stage began from 1997 
up to the present, such that the monetary policy is mature and forecastable.  
Meng (2006) mentions the momentum and popularity that the inflation targeting policy has gained 
worldwide ever since it was adopted in New Zealand in 1990, such that emerging economies 
should consider adopting the inflation targeting policy.  
2.4.5 South Africa  
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The monetary policy in South Africa is monitored by the South African Reserve Bank (SARB) 
and is aimed at controlling inflation between the specified ranges and stimulating economic 
growth. Since the introduction of the SARB on 17 December 1920, the country’s monetary policy 
has experienced many changes. The South African monetary policy changed in 1970 when new 
measures and  a new philosophy were permanently applied. Generally, the South African monetary 
policy history comprised seven phases from the period 1925 to 1994.  
The Growth Employment and Redistribution (GEAR) policy is one of the long-term 
macroeconomic strategies, which aims to redistribute income among South African citizens, 
improve competition, and create employment and increased growth. Prior to 1994, the South 
African government began to prioritise the importance of speedily improving economic growth, 
reducing the fiscal deficits and keeping inflation as low as possible, maintaining exchange rate 
stability, reducing barriers to trade and liberalising capital flows. Therefore, the GEAR policy’s 
objective was to reduce the macroeconomic imbalances in the South African economy; for 
example, reducing budget deficit and keeping inflation low. In addition, the secondary objective 
was to project and obtain a 6 percent annual growth by 2000 and increase investment 
performances. The third objective was redistributing wealth, job creation and labour market 
improvements (Khamfula, 2004).  
The New Growth Path (GNP) was implement in 2010 just after South Africa joined the BRICS 
coalition. The main objective was to enhance growth, employment as well as equity distribution. 
However, the policy was targeted to create employment for the next ten years to 10 million South 
African citizens (Hendrik, 2012). However, after the adoption of the GNP programme in 2010, 
unemployment, inequality and poverty continued to increase rapidly. The secondary objective of 
the policy was to remove all structural challenges and achieve higher economic growth.  
The National Development Plan (NDP) was implemented in early 2013 as part of the long-term 
socio-economic development strategy. Prior to the introduction of the NDP, the objective of the 
policy was more like the previous policies, which included reducing poverty, redistributing of 
wealth equally among the South African population. In addition to that, a secondary objective 
involves addressing the socio-economic imbalances, and improvement of the economic growth 
rate as per the target of the roadmap by year 2030 (South African History Online , 2014).  
2.5 The Macroeconomic Policy Objectives in the BRICS Countries 
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This section will highlight the objectives of the monetary policies in the context of the BRICS 
counties by explaining the role played by the policy. The monetary policy plays an important role 
in driving the economy such that it influences the nominal rates, currency and the level of the 
inflation rate. However, the central bank reacts to economic conditions by adjusting its monetary 
policies to achieve GDP growth and reduction of unemployment. Moreover, inflation targeting has 
been identified as the main factor to determine macroeconomic policy (Niculae, 2013). Harris 
(2001) emphasises the importance of the adjustments made to monetary policy to satisfy the 
particular country’s problems. Regarding the monetary policy aims, they should focus more on 
stabilisation, distribution equity, achieving social goals, education, and health and create 
sustainable economic growth. In addition to that, all central banks should prioritise protecting the 
economic system and avoiding deflation.    
2.5.1 Brazil 
In the past centuries, the Brazilian economy has undergone a relative slower growth rate than the 
period 1958 to 1980, such that it was below the other emerging countries such as China, Chile and 
South Korea. Other than growth, the Brazilian economy has been experiencing increasing inflation 
rates, current account deficits, high interest rates and low exchange rates such that monetary policy 
was regarded as inefficient. In addition, the Brazil central bank’s role is to adjust the monetary 
policy in order to overcome such fundamental problems. However, inflation pressure led to hikes 
in costs due to changes in the nominal exchange rates (Oreiro, 2011). Serrano and Summa (2011) 
suggest that the central bank’s monetary policy should have reacted to  controlling the inflation 
rate at acceptable levels, and improving GDP, income and wealth distribution as well as reducing 
poverty. However, some economists have indicated that during the improvement of economic 
growth, the central bank was willing to substitute economic growth and rather push inflation down 
(Johnston, Lefebvre & Weisbrot, 2014).   
2.5.2 Russia 
The Russian economic background is characterised by the remarkable financial crises that took 
place in 1998 and 2009. The pre and post financial crisis states that the annual average growth 
rates were 6.9 percent from period 2000 to 2009 and 1 percent from period 2009 to 2013. Thus, 
the acceleration of the inflation rate has resulted since increase in the oil prices after the 1998 
financial crisis (Gurvich & Kudrin, 2015). Prior to the financial crises, the central bank’s objective 
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was to reduce the inflationary pressure especially the  oil prices (Karpia, 2015). The monetary 
policy objective was to respond to both crises in order to avoid Brazil’s fundamental problems. 
Mau (2013) claims that the monetary policy transition to a floating exchange rate saved the central 
bank’s international currency reserves. However, the ultimate goal for the monetary policy was to 
achieve an inflation targeting policy and reduce inflation to 4 percent in 2018.  
2.5.3 India 
Historically, the Indian economy has been characterised by a macroeconomic policy which 
focused mainly on financing the public deficit. However, the monetary policy was operating on a 
closed economy with artificial interest rates and a particular scale towards financing the public 
deficit (Shah, 2008). The economic recovery that took place in 1980 to 1990 was stimulated by 
the early adoption of an expansionary macroeconomic policy. Simultaneously, the investment rate 
began to increase steadily which continued to be substantially influenced by government decisions 
given the nature of the economy (Chandrasekhar and Jayati, 2006).  In terms of the balance of 
payments, despite the economic conditions, the macroeconomic policy has maintained the aim of 
keeping the inflation rate as low as possible during the periods of the financial and currency crises. 
In addition to that, the macroeconomic policy also contributed to improving the growth rate of 
income by increasing investment and productivity (Joshi and Sanyal, 2004).  
The macroeconomic policy in India includes keeping output close to population capacity, low 
inflation, avoiding crises and increasing investment capacity along with GDP.   
2.5.4 China 
China’s macroeconomic performance has been stable over the past centuries regardless of the 
crises that took place. The Chinese government intervened on decision making towards achieving 
the high growth rates in year 1992. The macroeconomic policy’s main objectives were to 
contribute to interest rate adjustments to effectively improve investments and preparing for 
potential problems that might arise such as the economic crises (Ling-yun and Xin, 2003). 
According to Prasad and Zhang (2013), the Chinese monetary policy previously contributed to 
nominal exchange rates such that during the global financial crisis, they allowed their currency to 
appreciate against the dollar from 2010.  
2.5.5 South Africa 
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Prior to 1994, the South African government began to prioritise the importance of speedy 
improving economic growth, reducing the fiscal deficits and keeping inflation as low as possible, 
maintaining exchange rate stability, reducing barriers to trade and liberalising capital flows. In 
view of the macroeconomic policy in South Africa, the macroeconomic policy objectives after 
1994 were more likely the same for all ASGISA, GEAR, NGP and NDP policies. In this regard, 
the global financial crisis that took place in 2008 slowed down the policy’s performance. In terms 
of the NDP, the objectives that formulate the socio-economic long-term roadmap to 2030 include: 
overcoming the structural challenges, removing obstacles and providing the long-term strategic 
framework plan (SAHO, 2014).    
2.6 Conclusion  
The monetary policy regulation plays an important role in improving the economy of the BRICS 
countries. However, the implementation of the monetary policy aims at regulating inflation, 
promoting economic growth rates, stabilising the exchange rates as well as monitoring the balance 
of payment. All BRICS partners’ monetary policy frameworks are regulated by the following 
central banks: Brazil Central Bank (BCB) which adopted inflation targeting in 1999, while Russia 
adopted IT in 2005. The Reserve Bank of India (RBI) adopted inflation targeting in 2016 between 
4 percent and negative 2 percent, then the People’s Bank of China (PBC or PBOC) adopted IT in 
2016 between the range of 3 to 9 percent. Lastly, the South African Reserve Bank (SARB) adopted 
inflation targeting in 2000, set between 3 and 6 percent per annum. Thus is is clear that one of the 
most popular monetary policies adopted by central banks and authorities in the BRICS countries 
is known as Inflation Targeting. Inflation targeting regulates the inflation rate rather than the price 
levels, such that it assumes price stability criteria as follows: an explicit mandate, specified 
quantitative targets for public announcements, is also based on the forecast’s transparency and 
accountability mechanisms are in place. Historically, the inflation targeting policy was initially 
and successfully adopted in New Zealand in 1990, Canada in 1990, and the UK (1992). Thereafter 
the popularity grew to worldwide countries. In the context of China is the only country that adopted 
an inflation targeting policy later than the other members, perhaps because China has not been 
worried about inflation. In the context of the macroeconomic policy objective, BRICS countries’ 
two main objectives include keeping inflation as low as possible and the improving economic 
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growth. In the South African economy the government is also worried about the structural 
challenges such as poverty, unemployment and inequality.          
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CHAPTER THREE 
 LITERATURE REVIEW 
3.1 Introduction 
This chapter presents a review of the literature relevant to the study. Previously, many studies had 
been conducted to examine the theoretical and empirical aspects of the relationship between 
inflation, economic growth and unemployment. The purpose of this chapter is to extend the 
conversation between different studies conducted in later centuries. This will be done by 
highlighting the outcomes obtained from the relationship between inflation, economic growth and 
unemployment in developed and developing countries in the context of the BRICS countries. The 
various panel studies related to the study will be properly investigated regarding the contribution 
of the study. Notably, the relationship between inflation and unemployment was discovered by 
Phillips (1958). There are several explanations for the existence of the relationship between 
inflation and unemployment such that this chapter will pay more attention to the final assumptions 
made by other economists. This chapter also attempts to discuss the theories of inflation-growth 
and inflation-unemployment models. This is achieved identifying and highlighting different 
growth theories and various types of Phillips curve models.      
This chapter will be structured into three section. The first part includes the inflation-output 
theories and various types of Phillips curve models. The second part will discuss the panel studies 
made in later centuries on inflation and economic growth; then the last part will focus on inflation 
and unemployment. In addition to that, each section will be divided into the selected developed 
and developing countries to meet the purpose of the study.  
3.2 Theoretical Review on Inflation and Economic Growth  
In general, the relationship between inflation and economic growth has caused some conflicting 
discussions among different economists due to differing opinions and theoretical model outcomes. 
In a nutshell, the theoretical models analyses the interrelationship between inflation and economic 
growth. However, further analyses are provided by the discussion around growth theories models 
by popular economists such as Solow and Swan, the Mundell-Tobin effect, Stockman, Cool and 
Hansen, Sedrauski and others. There have been different relationship outcomes regarding these 
inflation-growth models such as positive, negative and neutral outcomes.  
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Solow (1956) and Swan (1956) assume that savings do not affect wealth depending on the ratio 
that welfare saves towards its wealth and also taking consumption into consideration. Here the 
growth process could be broken down into two problems: firstly, the determination of the real 
variables, along with the growth rate in the economy. Secondly, is the determination of the 
monetary variables. The Solow-Swan model presents the diminishing returns to labour and capital 
separately, while both variables exhibits constant returns. However, it emphasises that change in 
technology is the primary factor to determine long-term growth.  
Mundell (1963) was the first economists to discover or introduce the model explaining inflation 
and output growth separately. Thus, Mundell’s model states that an increase in inflation or 
expected inflation immediately reduces people’s wealth. This means that the wealth effect is weak 
compared to inflation and predicted inflation. Therefore, this means the rate of return on an 
individual’s real money balances, falls. Mundell’s model further suggests that individuals should 
increase their wealth, save more money by switching to assets that appreciate, increase their price 
and reduce real interest rate. 
Tobin (1965) presented money in the form that public debt could be a good substitution of savings 
by investment injections that could promote a higher growth rate. However, the Mundell-Tobin 
effect emphasises that some inflation can be harmful to growth, in that it’s forecasted that changes 
from money holdings to financial assets could lead to a decrease in interest rates and stimulate 
economic activity. In summary, this means that higher inflation will enforce people to better use 
their money in the form of financial assets or saving which will reduce interest rates and increase 
capital accumulation. They argued that inflation could lead to uncertainty in economic activity and 
reduce investments such that macroeconomic policy should look after inflation. Dimand and 
Durlauf (2008) raised the question whether money growth rates have a long-term effect on the 
interest rate, capital, output and society? However, the Tobin effect could not answer the statement. 
Friedman (1968) states that the money growth rate should be greater than output in order for the 
economy to operate smoothly.          
Sedrauski (1967) attempts to explore how welfare choices around money growth patterns 
economic growth accumulation. He showed the role of money growth by introducing a money 
utility function inter-temporally optimising household expenditure and suggested that money 
growth will not have an impact on welfare and only a higher money growth rate can enhance 
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inflation. The neutrality of the monetary policy is seen as the problem. However, the standard 
macroeconomic model states that if prices are flexible and increased wealth does not lead to high 
savings, then the quantity of money will not impact on the variables of the money system. The 
ultimate outcome of Sedrauski’ s work states that an increase in inflation will not affect steady 
capital stock if the discount value is taken into account. In other words, the monetary expansion is 
equivalent to the increase in government transfers to the private sector.   
Stockman (1981) discovered the model that indicates an increase in inflation will lead to a lower 
steady level of output and reduce people’s welfare. His model suggests that money is 
complementary to capital and depicts a negative relationship between a steady-state level of output 
and inflation rate. However, Stockman’s insight explains that some firms save some of their money 
to finance their long-term investment projects. In a nutshell, the Stockman models states that as 
inflation reduces the purchasing power of money balances, people also consider reducing 
consumption and capital when inflation rates increase.         
According to the theories by Cooley and Hansen (1989), inspired by the input of the capital 
accumulation, they argued that the marginal product of capital directly related to the quantity of 
labour. Therefore, the decrease in the quantity of labour after taking inflation into account, causes 
a  decline in the return to capital, and the quantity of capital and output will also fall. They also 
pointed out that the level of output permanently falls as the inflation rate increases.  
3.3 Theoretical Review of Phillips Curve 
This section will show the analyses between inflation and unemployment using the popular models 
by Phillips (1958). This section will thus include six different Phillips curve analyses which 
include: Original Phillips curve, Expectation Based Phillips curve, Triangular Phillips curve, New 
Keynesian Phillips curve and Hybrid New Keynesian Phillips curve.  
3.3.1 Original and Expectation Based Phillip curve 
The negative relationship between inflation and unemployment was initially studied by Phillips’ 
(1958) paper “The Relation between Unemployment and the Rate of Change of Money Wage 
Rates in the United Kingdom, 1861 – 1957.” The main objective of the study was to see whether 
the statistical evidence supporting unemployment levels is explained by the rate of change of 
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money rates in the United Kingdom. However, many studies examining inflation found that there 
is an inverse relationship while the expected base inflation shows a positive relationship.  
3.3.2 Triangular Phillips curve 
According to Gordon (2013) the Triangular Philips curve model attempts to show that the puzzle 
of missing deflation is in fact no puzzle. The overall failure of the Phillips curve was observed 
during the 1970s when inflation turned out to be positively rather than negatively related to 
unemployment. This happened while trying to recognise the macroeconomics laws and rules such 
as simple demand and supply curves by studying how price and quantity demanded can be 
positively or negatively related to each other. In 1975 a new research team investigated whether 
their possibility of a negative correlation with demand factors such as the unemployment rate had 
to be true as well for the macroeconomic inflation rate, because of aggregate supply shifts.        
3.3.3 Keynesian Phillips curve 
According to Gordon (1990), any impact of output or unemployment, no matter what the level or 
percentage rate, would be consistent with stable inflation rates. However, the acceleration or 
deceleration of inflation, as well as the changes in output, are completely independent of the level 
of de-trended output such that even during the great depression, the  economy could experience 
increasing inflation and high levels of unemployment. The relationship between inflation and 
unemployment has been one of the main challenges in macroeconomics. According to Chowdhury 
and Sarkar (2014), the Hybrid New Keynesian Phillips (HNKP) curve was introduced to overcome 
the shortcomings that were observed from the traditional Phillips Curve. However, the NKPC uses 
micro foundation to derive relationships between inflation, forecasted inflation and the current 
value of the cyclical indicator. 
3.3.4 New Classical Phillips Curve  
Phiri (2014) explains that the development of the New Classical Phillips curve (NCPC) found its 
popularity in case studies by Phelps (1967), Friedman (1968) and Lucas and Rapping (1969). 
However, these economists argued that there were problems with the original Philips curve such 
as misspecifications and the absence of the trade-off between inflation and unemployment. They 
further pointed out that the labour market equilibrium is derived by real wages rather than nominal 
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wages. They also argued that the expected real wage should be taken into account as well and be 
used as a useful variable.  
3.4 Empirical Literature on Inflation and Economic Growth  
This section presents the literature of the previous studies which investigated the relationship 
between inflation and economic growth on selected developed and BRICS countries. This section 
will attempt to figure out the analysis and different opinions of the economists on these variable 
relationships and further analyse the long run equilibrium. Generally, there have been various 
research studies conducted on the relationship between inflation and economic growth, but there 
are still unresolved issues.      
3.4.1 Developed countries 
The study that was carried out by Watanabe (1996) investigated the relationship between the GDP 
gap and inflation from 1980 to 1996 in Japan. The Phillips curve was employed to explain the 
existence of the relationship. The purpose of the study was to examine whether there is a 
relationship between the output gap and inflation rate. Secondly, in the presence of the relationship, 
the study checked whether inflation increases with general prices or not. Lastly, the study 
investigated whether the change in the output gap is related to the inflation rate. Notably, the results 
proved that there is a relationship between the output gap and the inflation rate in Japan’s economy 
such that the  inflation rate will increase gradually as the GDP gap improves. Moreover, the second 
objective’s results indicated that it is quite critical to show whether the current level of GDP is 
below or above the natural rate.  
Barro (2003) attempted to investigate inflation and economic growth in a large sample of 100 
countries. The objective of the study was to analyse the impact of inflation on economic growth 
performance using the data collected from 1960 to 1990. The empirical evidence proved that the 
effects of an increase in annual average inflation by 10 percent points reduces the growth rate of 
real GDP per capita by 0.2 to 0.3 percentage points per year and a decrease in the ratio of 
investment to GDP by 0.4 to 0.6 percentage points. Thus these statistical results indicated that 
there is a negative relationship between inflation and economic growth. It was suggested that 
monetary policy shifts have affected real GDP for over 30 years by 4 to 7 percent.  
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The study carried out by Saaed (2007) investigated the relationship between inflation and 
economic growth in Kuwait using the data collected from 1985 to 2005. The study’s objective was 
to conduct some analysis using real GDP and CPI and applying the cointegration and error 
correlation approach. The empirical evidence of the study proved that there is a statistically 
significant existence of a long-term negative relationship between inflation and GDP growth, 
hence the variables affecting employment are real GDP and CPI. It was suggested that policy 
makers and Kuwait central bank should effectively apply monetary policy.       
Dwyer’s (2001) study examined the relationship between money growth and inflation in the United 
States of America over the period 1953 to 1997. The Vector Autoregressive (VAR) model was 
employed to estimate whether money growth is a good predictor for inflation. Four variables were 
used in the econometric model; namely a logarithm of nominal income, logarithm of the price 
level, the interest rate on 3-month Treasury bills and a logarithm on the money stock. The results 
of the study indicated that money is uninformative as an indicator of inflation such that there is a 
relationship between nominal income and money growth.  
Li’s (2005) study investigated the inflation-growth relationship in Canada from 1961 to 2004. The 
study further analysed the mechanism that indicates the relationship of these variables in the long 
run. The study’s outcome indicated evidence of a strong nonlinear relationship between inflation 
and economic growth. However, the nonlinear method also revealed that the negative effect of 
inflation on growth reduces as the inflation rate increases.  
3.4.2 Developing countries 
This section provides a brief overview of the literature review on the argument between different 
economists regarding the relationship between inflation and economic growth on the selected 
developing countries. Ghosh and Phillips (1998) investigated how inflation might be harmful to 
economic growth. This was accomplished by using a panel regression and allowing for the 
nonlinear specification. However, the results indicated that there is a significantly negative 
relationship between inflation and economic growth such that this relationship is not interpreted 
easily. This finding revealed that the correlation between disinflation and growth is unique to the 
normal inflation-growth relationship.      
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Izuchukwu and Patricia (2015) explored the relationship between inflation and economic growth 
in Nigeria from 2000 to 2009. A quantitative research design was employed, and the variables 
were simplified to consumer price index (inflation) and gross domestic product (economic 
growth). After the Ordinary Least Squares (OLS) method was used,  the results proved that there 
is  a strong positive relationship between the variables used in the model. In addition to that, this 
study concluded that higher interest rates are harmful to investment.  
Gokal and Hanif (2004) carried out a study to investigate the relationship between inflation and 
economic growth in Fiji and the study panel data was used for the period 1970 to 2003. The study 
used an econometric method which includes the unit root rest to accomplish ADF, PP and Granger 
causality. The study outcome indicated that there is a weak negative correlation between inflation 
and economic growth.   
Isik Jelilov and Obasa (2016) conducted a study to investigate the relationship between economic 
growth, inflation and unemployment from 2001 to 2014 in ten selected countries. The study used 
the Ordinary Least Squares method where the dependent variable was identified as inflation and 
the independent variable as unemployment. The results of the OLS model revealed that monetary 
and fiscal policy are suitable tools to control inflation and unemployment as the coefficient 
determination R2=0.5 was significant. 
Vinayagathasan (2013) investigated the existence of the relationship between inflation and 
economic growth of the Asian economies for the period 1980 to 2009. The econometric results 
indicated that there is a non-linear relationship between inflation and economic growth in 32 Asian 
countries. The important analysis of the study says that an inflation threshold of approximately 
5.43 percent occurs at 1 percent level of significance. The study also indicated inflation is harmful 
to economic growth such that central bank authorities should pay more attention to inflation 
targeting.   
Izuchukwu and Patricia (2016) explored the relationship between inflation and economic growth 
in Nigeria using data collected from 1985 to 2013. The Engel-Granger two-step approach and 
Error Correction Model (ECM) were used as the methods of estimation. The empirical evidence 
results from the Ordinary Least Squares (OLS) indicated evidence of cointegration between 
inflation and economic growth. In addition, the estimation results of the error correlation model 
indicated evidence that the proxy for inflation and GDP series converge to a long run equilibrium. 
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Kasidi and Mwakanemela (2013) examined the relationship between inflation and economic 
growth in Tanzania for the period 1990 to 2011. The objective of the study was to promote 
economic growth and keep the inflation rate as low as possible. The results of the coefficient 
correlation and the cointegration technique indicated that there is an existence of a relationship 
between inflation and GDP. In addition to that, the coefficient of elasticity was used to measure 
the degree of responsiveness of changes in GDP to changes in general price levels. The relationship 
between inflation and GDP was concluded to be negative and further analyses proved that there is 
no long-term relationship between inflation and economic growth in Tanzania.      
The study carried by Thayaparan (2014) examined the effect of inflation and economic growth on 
unemployment by investigating the causality of the mentioned variables in Sri Lanka. However, 
the outcomes of the unit root unit presented that only gross domestic product (GDP) has 
stationarity while inflation and unemployment have unit root problems or produce insufficient 
results. 
Anning, Tuama and Darko (2017) recently analysed the impact of inflation and unemployment on 
economic growth in Iraq from 1990 to 2014. The study employs the Vector Autoregressive (VAR) 
on the following variables: inflation rate, money supply, GDP, unemployment and interest rates. 
The results of the study concluded that there is an equilibrium impact between unemployment and 
inflation with approval of the Phillips curve hypothesis. 
Idih and Olul’s (2015) study explores the relationship between inflation rate and economic growth 
in Nigeria using the annual data collected from 1980 to 2013. The Ordinary Least Squares (OLS) 
logged multiple regression method was employed on gross domestic product (GDP) and the 
dependent inflation rate (INFR), exchange rate (EXCHR), input of labour as the independent 
variable. The empirical evidence results indicated that the inflation rate in line with a priori 
expectations, has a positive but non-significant relationship with the economic growth rate. Further 
analysis suggested that as GDP increases, inflation increases so that monetary policy such as 
inflation targeting was not considered as effective towards keeping inflation rates low. However, 
the study recommended that to achieve economic growth improvements, the central bank authority 
should stabilise the inflation level.       
Gylfason (2001) attempted to investigate the cross country link between exports, inflation and 
economic growth. The study involved a cross country study, which included 170 developing and 
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developed countries for the period 1985 to 1994. The relationship between inflation and economic 
growth in some countries which used export determinants including investments were scrutinised 
the same way. The study concluded that high inflation and an abundance of natural resources are 
related with low exports and slow growth.    
Umair and Ullah’s (2012) study analysed the relationship between inflation and GDP as well as 
the relationship between inflation and unemployment in Pakistan’s economy. Their study results 
indicated that inflation was found as insignificantly influential and GDP and unemployment had a 
negative correlation.  
Behera’s (2014) study analysed the relationship between inflation and economic growth in seven 
South Asian countries: evidence from panel data analysis using annual data 1980 to 2013. The 
study’s results indicated that there is a negative relationship between inflation and economic 
growth in seven South Asian countries. The Pedronic cointegration tests method was used and the 
results stated that there is a long-term relationship between the employed variables. Then the 
causality test showed that there is unidirectional causality between CPI and GDP in all seven South 
Asian Countries.       
3.4.3 BRICS countries 
Libanio (2010) investigated the relationship between monetary policy and economic performance 
in Brazil over the period 1996 to 2006. The purpose of the study was to analyse the growth effects 
of the inflation targeting regime through its effects on aggregate demand. The empirical results of 
the research indicated that increases in inflation have negative real effects on output growth and 
employment. It was also recommended that central banks should consider more seriously the real 
effects of their monetary policy on economic growth and employment.  
The study carried out by Hwang and Wu (2011) explored the nonlinear effects of inflation on 
economic growth in China using annual data over the period 1986 to 2006. The study employed 
the explanatory variable as gross provincial product and consumer price index (CPI). The results 
of the study indicated that the inflation threshold effect is highly significant and robust in China. 
Further analysis showed that a one percent change in inflation rate impedes output growth by 0.61 
percent. However, it was discovered that high inflation harms economic growth whereas controlled 
inflation improves growth.    
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Madhukar and Nagarjuna (2011) attempted to examine the transitional economic relationship 
between inflation and growth in both China and India using annual data over the period 1979 to 
2009. The finding of the study implied that inflation does affect growth rates in the longrun in both 
India and China. Further analysis indicated that there is a negative relationship between inflation 
and growth in both countries.  Therefore, it is recommended that higher fiscal deficit is associated 
with higher inflation as its results lower growth.  
Gopakumar and Silian (2008) explored the relationship between inflation and GDP growth in India 
using annual data from 1972 to 2007. Therefore, the objective of the study was to examine the 
inflation-growth connection. The results of the study indicated that there is a long-term negative 
relationship between inflation and GDP growth rates in India. However, ever inflation is regarded 
as harmful to GDP growth such that it is recommended that policy makers should consider 
monitoring the inflation rate.    
Mokgola’s (2015) study investigated the effects of the inflation targeting policy on using annual 
data from 1982 to 2010. The unit-root testing method indicated that there is a negative relationship 
between economic growth and lagged inflation rates in the long run. However, the co-integration 
test results showed that there is co-integration between the variables in the model, but not in the 
long run relationship.  
3.5 Empirical Literature on Inflation and Unemployment   
This section presents the literature on the impact of inflation on unemployment by using the panel 
studies that were conducted in later decades. This section is structured into studies that were 
conducted to investigate the relationship between inflation and unemployment in developed and 
developing countries with the assistance of the Phillips curve.  
3.5.1 Developed countries 
Zoega’s (2002) study examined inflation and unemployment in Iceland in the light of natural rate-
theory over the period 1990 to 1998. The study was motivated by the high increase in 
unemployment in Iceland that took place in 1990.  In 1995 unemployment reached the highest 
peak level then began to decline reaching levels equivalent to price stability. However, the study 
results were inconclusive and misleading for the following reasons: first reason was because low 
income earners are assumed under voluntary employment such that they did contribute towards 
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total employment. Secondly, the increase of the foreign workers impacted on inflationary pressure. 
Therefore, altogether this affected the demand for labour causing labour force adjustments 
confusing the relationship between inflation and unemployment over the cycle.   
Karanassou, Sala and Snower (2007) attempted to explore the connection between inflation and 
unemployment in the United States from 1960 to 2005. The objective of the study was to evaluate 
the real effects giving rise to a long run equilibrium inflation-unemployment trade-off. The study 
found that the increase in money growth put more pressure on inflation and also on substantial 
unemployment.  
Florea (2014) investigated the relationship between inflation and unemployment in Romania for 
the age group between 20-24 years. The study used annual data collected from 1996 to 2012 in the 
method of Phillips curve. The findings of the study concluded that the relationship between 
inflation and unemployment for the age-group 20-24 is either direct or vice versa.  Further analysis 
found an inverse relationship presented by the Phillips curve.   
Kitov’s (2006) study investigated the link between inflation and unemployment in the United 
States of America using data collected from 1960 to 2004. The model of the study measured 
inflation as consumer price index (CPI of GDP deflator), unemployment and changes in the labour 
force. The findings of the study pointed out that the sharp increase in inflation related with the 
high employment induced by the high inflation period two years before. Further analysis suggested 
that unemployment can be predicted in the following two years within the accuracy of inflation 
measurement. The study recommended that monetary policy authorities and social policy makers 
should focus on controlling inflation and economic growth using the labour policy.      
Kitov (2012) explored the relationship between inflation and unemployment in Japan from 1980 
to 2050. The variables used in the model were both taken to the first derivate. The objective of the 
model was to explain accurate descriptions of disinflation in Japan that took place in the 1990s as 
well as the deflationary period during the 2000s. However, the Phillips curve correlation estimation 
results of (R2=0.68) indicated that there is a negative relationship between inflation and 
unemployment. Moreover, the study also proved that increases in unemployment in 1982 resulted 
in a decline in inflation. 
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Another study was carried out by Kitov (2010) to examine the relationship between inflation, 
unemployment and labour force change rates in France over the period 1971 to 2004. The study 
used the cointegration method to test for the relationship in two separate approaches: the first 
approach method is the Engle Granger approach based on the unit root test in the residual of 
Ordinary Least Squares (OLS) regression associated with specification tests. The second method 
involves Johansen cointegration rank test associated on a VAR model. The study concluded that 
from 1995, France’s policy has been applied incorrectly by fixing the monetary growth to the 
reference value between 4.5 percent.  
Guibourg, Nilsson and Soderstrom (2013) conducted a study to investigate the connection between 
inflation, unemployment and monetary policy. The objective of the study was to analyse the 
relationship between inflation and unemployment, the role of unemployment and employment 
towards the monetary policy framework. The data was collected from 1970 to 2012 on both 
monthly and annual bases in the context of Sweden’s economy. The conclusion of the study 
pointed out that there is a long-term relationship between inflation and unemployment which 
conflicted with the traditional economic theory. However, it was recommended that monetary 
policy should pay more attention to unemployment and employment as the indicators of future 
inflation.   
3.5.2 Developing countries 
Cashell’s (2004) study examined the connection between inflation and unemployment. The study 
used panel data from 1970 to 2003. The Phillips curve method analysis was conducted to 
investigate the results of the study. The study concluded that as the inflation rate increases, it can 
also take time to respond to any labour market slack, making disinflation a costly process that 
might better be avoided altogether.  
Israel (2015) attempted to examine the long-term relationship between inflation and 
unemployment in the context of the developed countries; namely: France, Germany, United 
Kingdom (UK) and United States (U S). The study used annual data from 1960 to 2000.  The 
empirical evidence of the study indicated strong positive correlations between the present price 
inflation and future unemployment which explains the direct causal relationship. In the use of the 
Phillips curve, an empirical relationship provided a trade-off between inflation and unemployment 
in the short run and long run neutrality. Further analysis indicated that Germany, France, United 
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Kingdom and the United States show some evidence for the short run Phillips curve trade-off as 
well as neutrality in terms of positive link to unemployment in the long run.     
Greenwood and Huffman (1987) investigated the inflation and unemployment dynamic 
equilibrium in North-Holland. The aim of the study was to determine the covariance properties 
between inflation and unemployment, both conditioned and unconditioned along the exogenous 
real and monetary factors. The results of the study indicated that there is a negative relationship 
between inflation and unemployment. The implications of the study suggested that policy makers 
should pay more attention to a negative sloped Phillips curve.  
Al-Zeaud (2014) examined the trade-off relationship between unemployment and inflation in the 
Jordanian economy using annual data collected from 1984 to 2011. The study employed the 
Granger-causality test to point out the relationship between the variables and direction of the 
causation. In addition to that the ADF and PP tests were used to establish the stationarity, 
integration and co-integration of the variables whereas the Johansen-Juselius procedure was 
applied to examine the existence of co-integration of the variables. The statistical results indicated 
that there is no causal relationship between inflation and unemployment in Jordan which states 
that there is no trade-off relationship between the two variables. The implication of the study 
suggested that policy makers should pay attention to these findings when they react against 
unemployment.   
Bhutto, Butt, Domki, Katria and Khalid (date) attempted to examine the trade-off between inflation 
and unemployment in the case of SAARC countries in reference to the Phillips curve. The SAARC 
members incorporate Afghanistan, Bangladesh, Bhutan, India, Maldives, Nepal, Pakistan and Sri 
Lanka and six expected members China, Russia, Indonesia, Iran, Myanmar and South Africa. The 
annual data used in the study was collected from 1980-2010. The findings of the study concluded 
that there is a negative relationship between inflation and unemployment in SAARC countries in 
evidence of the Phillips curve. It was suggested that a combination of monetary and fiscal policies 
may be used to stabilise the business cycle.  
The study carried out by Resurreccion (2014) investigated the relationship between inflation and 
unemployment in the Philippines using the data collected from 1980 to 2009. The objective of the 
study used the Okun’s Law and the Phillips curve to determine the connection between 
unemployment and inflation and economic growth. The unit root tests approach was employed to 
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test the relationship which used on Ordinary Least Squares (OLS) regression method. The White’s 
test and VIF were conducted to test for heteroscedasticity and collinearity, respectively. The 
empirical results indicated that unemployment is negatively related to inflation and economic 
growth. Further analysis showed that the coefficient determination for the model was 72.7 percent.  
3.5.3 BRICS countries 
Ponzoni and Zilli (2015) studied the relationship between inflation and unemployment in Brazil 
for 2002 to 2015. The main purpose of the study was to investigate the existence of an 
interrelationship between these two variables in the Brazilian economy and see how policy makers 
make macroeconomic decisions. The Autoregressive Dickey Fuller was used to achieve the unit 
root test to determine whether the variables follow a stationary stochastic process.   However, the 
objective of the study was to use the Phillips cure to analyse and highlight the dynamics of 
Brazilian inflation. In the presence of the outcome the decision will be made on the adjustment of 
inflation or explanation to the Brazilian government. 
Alisa’s (2015) study used the Phillips curve to investigate the relationship between inflation and 
unemployment in Russia’s federal economy for the period of 1999 to 2015. The results of the study 
revealed that there is a connection between inflation and unemployment. However, many 
economists agreed that only an inverse relationship exists during a short-term period such that in 
the long run there is no relationship. 
Fei and Qjanyi (2013) analysed the relationship between the inflation rate and unemployment rate 
in China’s economy. However, the study investigated the correlation of coefficient and causality 
between the inflation rate and unemployment rate for the period of 1978 to 2011. Unexpectedly, 
the use of the Phillips curve could not prove that there is causality between the two variables. 
Another study carried out by Singh and Verma (2015), examined the trade-off between inflation 
and unemployment in the Indian economy over the period 2009 to 2015. The study’s outcome 
showed that the coefficient of unemployment variable is positive and statistically significant while 
inflation is negative but unemployment has no significant impact on real gross domestic product 
(GDP). 
Vermulen’s (2017) study attempted to investigate the relationship between inflation and 
unemployment in South Africa with the evidence of a Phillips curve. The panel data was used over 
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the period 2000 to 2015. The study’s results proved that there is no evidence of a trade-off between 
inflation and the unemployment rate; however, there is conflicting evidence of a positive 
relationship between inflation and employment growth. Further analysis revealed that a long run 
estimation finds strong evidence of a negative relationship between inflation and employment 
which states that inflation is bad for employment.   
   
3.6 Conclusion 
In this chapter the empirical research and theoretical literature has been properly discussed on the 
previous panel studies carried out on inflation and economic growth as well as inflation and 
unemployment. The various developed and developing countries were selected to explain the 
objectives of the study. The different methodologies and approaches were used by economists to 
achieve the purpose of their studies which include: ARDL, VAR, VEC, OLS and other techniques. 
The Phillips curve has been used in various studied conducted to explain the relationship between 
inflation and unemployment. The evidence on the relationship between inflation and economic 
growth indicated a positive relationship although some developed countries contradicted the 
results obtained in developing countries, while the inflation-unemployment relationship shows a 
negative relationship. The theoretical review between inflation and economic growth includes 
output-growth models theories developed by economists in later centuries which include Tobin 
(1965), Mundell (1963), Stockman (1981), Sedrauski (1967) and Solow-Swan (1956). On the other 
hand, inflation and unemployment theories include the six types of Phillips curve which include: 
Original Phillips curve, Expectation Based Phillips curve, Triangular Phillips curve, New Classical 
Phillips curve, New Keynesian Phillips curve and Hybrid New Keynesian Phillips curve.   
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CHAPTER FOUR 
RESEARCH METHODOLOGY 
4.1 Introduction  
This chapter gives an outline of the research methods that were followed to achieve the study’s 
requirements.  In this study, the time series data is used to analyse the relationship between 
inflation on growth and unemployment in BRICS countries between 1980 to 2016. Given that, the 
study will be classified into two sections. The first section investigates the relationship between 
inflation and economic growth and the second one examines the different types of Phillips curves.  
4.2 Model Specification 
As mentioned previously, two separate econometric models for inflation are developed to achieve 
the objectives of the study. These models will be used to determine the short and long run 
relationship of inflation on economic growth and unemployment.   
4.2.1 The growth equations   
GDPt = β0 + β1INFt         (1a)  
      
GDPt = β0 + β1INFt + β2AsianDummy      (1b) 
 
GDPt = β0 + β1INFt + β2GlobalDummy      (1c)  
    
GDPt = β0 + β1INFt + β2INVt + β3GEt + β4TOTt + β5URBt    (1d)  
   
GDPt = β0 + β1INFt + β2INVt + β3GEt + β4TOTt + β5URBt + β6AsianDummyt (1e) 
 
GDPt = β0 + β1INFt + β2INVt + β3GEt + β4TOTt + β5URBt + β6GlobalDummyt (1f)  
Where, 
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GDPt= Gross domestic production 
INFt = Inflation rate 
β0= Intercept of the model. It is constant 
β1, β2, β3, β4, β5, β6 = Slope and the coefficient specified 
INVt= Investments 
GEt= Government expenditure 
TOTt= Terms of trade 
URBt= Urbanisation 
AsianDummyt= Asian Crisis dummy variable, {1, 0} 
GlobalDummyt= Global financial crisis dummy variable, {1, 0} 
4.2.2 The inflation equation 
i. INFt = β0+ β1UNEt         (2a) 
 
ii. INFt = β0+ β1GDPGAPt        (b) 
         
iii. INFt = β0+ β2UNEGAPt        (c) 
            
iv. INFt = β0+ β2+UNEGAPt + β3Oilprt       (2d) 
 
v. INFt = β0+ β2+GDPGAPt + β3Oilprt       (2e) 
 
Where,  
INFt = Inflation rate 
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GDPGAPt= (Actual GDP- Potential GDP) 
UNEGAPt= (Actual Unemployment-Potential Unemployment) 
β0= Intercept of the model. It is constant 
β1, β2, β3 = Slope and the coefficient specified 
Oilprt= Global oil crude price (Supply shock) 
4.3 Research Design, Data Collection 
 According to Drijvers (2003), research design is conducted for several reasons which indicate 
how the study will be structured and the activities that will carried out through the study. These 
include tasks to be utilised in answering the how? When? What? research questions stated in the 
first Chapter. It also elaborates the issues, plan, protocol, limitations and reliability that were 
experienced in accomplishing the study. 
 The time series data used in the study are numerical, thus the econometric analysis will follow the 
quantitative data. Therefore, this implies that comparing of the variables and econometric 
techniques will be achieved through hypothesis of the actual numerical values. The study also 
makes use of secondary data. The study time frame of 1980 to 2016 was obtained from World 
Development Indicators ((WDI,2016).    
4.4 Research Population  
According to Fridah (2002), the research population is referred to as the objects, people, or 
specified group of preference to be carried out through the study. The research population of the 
study targets the BRICS countries from 1980 to 2016.  The time series annual data includes 
inflation, economic growth, unemployment, investment, government expenditure, terms of trade 
and urbanisation population.  
4.5 Data Distribution 
Nicolas (2006) believes the descriptive statistics such as central tendency and dispersion allow the 
researcher to covert larger data series into smaller meaningful numeric values. The first section 
includes the analysis of the mean and the dispersion of the data around its mean using the 
descriptive statistics method.  
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4.6 Trend Analysis 
In order to analyse and identify the trend patterns the study makes use of graphical illustration 
presentations.  
4.7 Correlation Summary 
Taylor (1990) postulates that the correlation analysis is the most common and popular statistical 
method to examine the relationship between two different types of variables. The study will 
determine the correlation coefficient of the two variables to measure the degree or strength of the 
relationship. The study will also interpret whether the expected sign of the correlation variable is 
negative or positive. 
4.8 Stationarity Testing Analysis  
In econometric analysis when time series are used, the preliminary statistical step is to derive the 
order integration of each time series. One of the popular tests for stationarity (or non-stationarity) 
that has gained popularity over the past years is known as the unit root test. As a result, the 
stationarity estimation is very important because applying the OLS on the non-stationary variables 
produces misleading parameter results between the relationships of the employed variables. This 
study employs three methods to test for the unit root; namely Augmented Dickey-Fuller (ADF), 
Phillips-Perron (PP) and Dickey-Fuller General Least Squares (DF GLS). These methods will be 
discussed below: 
4.8.1 Augmented Dickey-Fuller (ADF) 
The ADF test was developed since the serial correlation in the residuals of the Dickey-Fuller test 
biases results were suggested. The motive was to eliminate the serial correlation in the residuals 
suggested in the DF test by applying the lagged dependent variables. Thus, there are numerous 
approaches on how to choose the sufficiency in the model. However, one of the lag selection 
criteria can be used or begin by choosing the larger number of lags then test them down until they 
are all significant. Alternatively, testing all the residuals one by one will enable the researcher to 
observe whether the serial correlation still exists. The testing procedure for the ADF unit root test 
is applied to the following model: 
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The Augmented Dickey-Fuller (ADF) test for autoregressive unit root tests the null hypothesis H0: 
μ=0 against the one sided alternative H1: μ< 0 in the regression: 
  (1) 
Under the null hypothesis μ=0, Yt has a unit root; under the alternate hypothesis, Yt is stationary. 
The ADF statistic is the OLS t-statistic testing μ=0 in the equation above. If instead the alternate 
hypothesis is that Yt is stationary around a deterministic linear time trend, then this trend t (the 
period number), must be added as an additional regressor in which case the Dickey-Fuller 
regression becomes: 
  (2) 
4.8.2 Phillips Perron (PP) 
The Phillips Perron (1988) is the most popular unit root test used as an alternative to the ADF test. 
As seen before, the ADF test suggests that the DF test assumes there is serial correlation in the 
error term, then adding the lagged difference of the dependent variable will get rid of the serial 
correlation. Thus, the Phillips Perron (PP) applies the nonparametric statistical methods to take 
care of the serial correlation and the heteroscedasticity of the error term without adding a lagged 
dependent variable. The advantage of this test is that it assumes there are no functional forms of 
the error process of the variable. The disadvantage is that the test relies on the asymptotic theory. 
This intends that the test favours the larger sample to the relatively small sample.     
If the data suffers from serial correlation and heteroscedasticity in the error terms, then the 
Phillips-Perron (PP) (Phillips & Perron, 1988) non parametric test is used: 
       (3)  
Where ɸ is the parameter for the lagged value of Y. All variables and parameters are as 
previously defined. 
The estimated unit root statistics Zɸ and Zɸ are presented in equations (4) and (5) below: 
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  (4) 
   (5) 
Where:     
        (6) 
And  
         (7) 
Are estimators of short-run and long-run variances of U, respectively. 
 
To ensure the robustness or consistency of the results obtained from the ADF and PP, the DF-GLS 
(Elliot, Rothenberg and Stock, 1996) stationary test can be used.  
4.8.3 Dickey-Fuller generalised least squares (DF-GLS) 
The study also makes use of the modified Dickey–Fuller test proposed by Elliott et al. (1996). 
Essentially the test is an augmented Dickey–Fuller test except that the time series is transformed 
via a generalised least squares (GLS) regression before performing the test. Elliott, Rothenberg 
and Stock and previous studies have shown that this test has significantly greater power than the 
previous versions of the augmented Dickey–Fuller test.  
DF-GLS performs the test for the series of models that include 1 to k lags of the first difference, 
detrended variable, where k can be set by the user. The test is performed on equation 1 above as 
the ADF test except that it uses detrended data. The null hypothesis of the test is that Yt is a random 
walk, possibly with drift while the alternative hypothesis is that Yt is stationary. 
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   (8) 
Where ɛt is a pure white noise error term and ∆Yt-1 = (Yt-1-Yt-2), ∆Yt-2= (Yt-1-Yt-2), etc.  
4.9 Optimal Lag Determination 
In this section, the study determines the optimal lag of the series. The study employs the Schwarz 
information criterion (SIC) (Schwarz, 1978). The selected criterion is consistent and provides more 
parsimonious models when the sample size increases immensely as the probability of selecting the 
best model emerges to unity. The equation expressed below: 
        (9)   
4.10 Estimation Technique 
The study employs the Augmented regressive distributed lag (ARDL) econometric technique to 
accomplish the study objective. In econometric analysis, the Granger (1981), Engle and Granger 
(1987), ARDL cointegration technique provided by Pesaran and Shin (1999), Pesaran et al. (2001) 
and Johansen and Juselius (1990) are the recommended and popular techniques to estimate a long 
run relationship between variables as well as reparametrising them to the Error Correction Model 
(ECM) (Nkoro et al., 2016).  
In the case of the existence of the cointegration vector, the econometric technique recommended 
is the Pesaran et al. (1996) proposed ARDL approach for cointegration or bounds test procedure 
for long run equilibrium rather than Johansen and Juselius (1990). In addition, the ARDL will 
provide realistic results regardless of whether the series are cointegrated in I (0) or I (1) or even in 
the case of the combinations. The next step is to define the model specification.  
The ARDL(p,q1,q2......qk) model specification is given as follows: 
k 
Ф(L,p)yt =Σβ(,x(4.1)        (10) 
Lq) + δwt+ut  
iiit 
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i=1 
where 
Ф(L,p) = 1-Ф1L -Ф2L2-….-ФpLp 
β(L,q) =1-β1L -β2L2-….-βqLq, for i=1,2,3…….k, ut~ iid(0;δ2). 
And 
L is a lag operator such that L0yt=Xt, L1yt=yt-1, and wt is a sx1 vector of deterministic variables 
such as the intercept term, time trends, seasonal dummies or exogenous variables with the fixed 
lags. P=0,1,2…,m, q=0,1,2….,m, i=1,2…., k: namely a total of(m+1)k+1different ARDL models. 
The maximum lag order, m, is chosen by the user. Sample period, t = m+1, m+2….,n. 
4.11 The Study Limitation  
According to Nkoro et al. (2016), the ARDL would give spurious or unrealistic results in the 
presence of the unit root. Therefore, it is necessary to apply the first difference integration method 
to avoid such problems. Also, the ARDL approach does not apply if the variables are integrated 
of order two or more.  
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CHAPTER 5: INFLATION ON ECONOMIC GROWTH EMPIRICAL RESULTS 
RESULTS AND DATA DISCUSSIONS 
5.1 Introduction 
The annual time series data in this dissertation which were taken from World Development 
Indicators (WDI) covering the  period 1980 to 2016 is utilised in the study. The first section will 
provide the summary statistics insights which include the mean and standard deviation of the 
variables used. This will be followed by a graphical illustration and the trend analysis discussions. 
The correlation matrix will be presented to identify the substantial level of relationships among 
the variables used.  
In the first step, the study applies three conventional unit root tests i.e. ADF, PP and DFGLS to 
see whether the time series are stationary either in I (0) or I (1) at 1%, 5% and 10% level of 
significance. In the second step, the study conducts the ARDL bounds cointegration test to detect 
the presence of the long run relationship of the dependent (economic growth) and the employed 
independent variables (inflation, investments, government expenditure, terms of trade and 
urbanisation). All these tests are sufficient at 5% and 10% level of significance. 
In addition, to investigate the impact of the Asian and global financial crisis, the study makes use 
of the dummy variables at period 2000 and 2008. For a good specification of the ARDL model, 
the order of lags will automatically be chosen using E-Views 9.2 by Schwartz Information Criteria 
(SIC). The maximum lag order is 4.    
Given the requirements of the ARDL bounds test for cointegration that no I (2) variables are 
involved. Having confirmed that all variables are cointegrated in I (0) or I (1), the next phase is to 
test for the existence of a cointegration relationship among the proxies of Panel A-F models. This 
is done by comparing the F-statistics and the asymptotic critical values provided by Pesaran (2001) 
at 5% and 10% level of significance. 
Another step, if there is a cointegration relationship among the variables, then the long and short 
run relationship models are derived. To determine the speed of adjustment from the previous year’s 
shock back to the long run equilibrium of the current year, the study will conduct the error 
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correction model. Finally, the stability and diagnostic tests will be conducted to ensure the 
goodness of the chosen model.  
The empirical results, in tabular and graphic form are provided from Section 5.2 below. 
5.2 Empirical Results and Discussion  
5.2.1 Descriptive summary 
Table 5.1 Descriptive statistics of the variables in BRICS (1980-2016) 
Country  GDP INF INV GE TOT URB 
 
Brazil 
Mean 2.48 326.10 19.62 16.70 21.36 78.07 
s.d 3.44 689.28 2.52 3.92 4.53 6.32 
Obs 37 36 37 37 37 37 
 
Russia 
Mean 0.63 73.04 23.62 18.09 54.22 73.03 
s.d 6.66 184.61 5.12 1.80 14.36 1.07 
Obs 27 24 28 28 28 37 
 
India 
Mean 6.35 8.03 29.29 11.06 29.25 27.63 
s.d 2.13 3.10 6.59 0.72 14.90 2.91 
Obs 37 37 37 37 37 37 
 
China 
Mean 9.66 5.32 39.90 13.95 37.21 35.70 
s.d 2.72 6.60 4.60 0.97 14.28 11.54 
Obs 37 30 37 36 37 37 
 
South Africa 
Mean 2.34 9.29 20.43 18.45 52.47 56.15 
s.d 2.31 4.47 4.09 1.79 8.38 5.35 
Obs 37 37 37 37 37 37 
The study purpose is to estimate 37 observations. Missing observation can be seen in Brazil, Russia and China. Most missing 
variables can be seen in Russia, notably in inflation, foreign direct investment, economic growth and the terms of trade. Notes: 
GDP (economic growth), INF (inflation rate), INV (investments), GE (government spending), TOT (terms of trade) and URB 
(Urbanisation population).     
Source: Author’s computation from WDI (2017). 
Table 5.1 presents the summary statistics for the BRICS countries on the selected variables which 
include the mean and standard of deviation over the period 1980 to 2016. However, it is declared 
that the variables are comparable. In terms of economic growth, China has the highest average 
output growth followed by India, Brazil, South Africa and Russia at 9.66, 6.35, 2.48, 2.31 and 0.63 
percent, respectively. Based on the inflation rate, Brazil has the relatively highest average inflation 
rate followed by Russia, South Africa, India and China at 326.10, 73.04, 9.29, 8.03 and 5.32 
percent, respectively. 
In terms of the inflation targeting policy threshold by the central banks, the inflation rate in Brazil 
averaged at 326.10 percent above the targeted maximum value of 4.50 percent, in Russia the 
inflation rate averaged at the value of 73.04 against the target of 4 percent. Notably, in India 
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(8.03%) and South Africa (9.29%) the inflation rate has been averaging above but close to the 
threshold value of (-2% to 4%) and (3% to 6%), respectively. In addition, the People’s Bank of 
China targets inflation between 3% and 9% such that its inflation rate has been averaging within 
the required intervals at the value of 5.32 percent.    
However, the standard deviation explains a substantial degree of variation among the means. As 
can be seen in Table 5.1, the spread of inflation standard of deviation from its mean is higher than 
the spread of economic growth, irrespective of the country’s origin. This confirms that the 
estimated linkages between the variables will depend on the specified degree of variation. The next 
step is to assess the trends among the variables.   Table 5.2 below depicts the results.     
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5.2.2 Graphical illustration and Discussion 
Table 5.2 Time series plots of the variables 
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Table 5.2 continued.  
   
   
   
   
   
Figure 5.1. GDP growth, Inflation, Investment, Government expenditure, Terms of grade and Global price of Brent crude oil in 
BRICS’s countries for 1980-2016 period  
Source: Drawn from Eviews using data from WDI (2017) 
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5.2.3 Trend Analysis  
(a) Economic growth trends 
The trends of the economic growth are shaped in a similar way in all countries.  Brazil’s trends 
appear to have most declines followed by India, South Africa, China and Russia at 12, 10, 8, 6 and 
5 times, respectively. In Brazil, the negative lowest economic growth decline can be seen in 1981 
at below -4.3; In India it occurs at -14.5 in period 1992; and in South Africa it reached the value 
of approximately -2.1 output growth. On the other side India and China’s economic growth values 
have been asymptotic to negative values, by reaching the lowest value at almost 1.1 percent. 
The graphical illustration also depicts the highest peak of economic growth that has been reached. 
China’s reaches the highest economic growth output value at 15.13 percent in 1984 followed by 
India at 10.26 percent in 2010, Russia at 10 percent in year 2000, Brazil at 7.99 percent in year 
1986 and South Africa at 5.6 percent in 2006. In general, all countries’ economic growth prosperity 
have been seen during periods 2000, 2004, 2006 and before the global financial crisis in 2007 
(Boujelbène & Ksantini, 2014).     
(b) Inflation rate trends 
Once again, the inflation rate trends depict the up and down trend as illustrated in Table 5.2. 
Noticeably, Russia’s inflation trend shows a sharp decline from period 1993 (875 %) to 2012 
(5.40%). In Brazil, inflation rates increased strongly from 1981 (101%) reaching the highest peak 
of all time in 1990 (2947.73%) then decreased quickly in the next period to 432.9 percent. As 
shown, after 1994 the inflation rate decreased again to the lowest rate ever of 3.64 percent in period 
2007.  
Apparently, India’s inflation has been fluctuating up and down at the highest peak of 13. 87 and 
lowest decline of 3.26 percent. In South Africa, the inflation trend reached the highest peak in 
1986 (18.65%) and the lowest decline in 2004 (1.39%). China’s inflation trend rate has two 
noticeable peaks in 1988 and 1994 at 18.73 and 24.24 percent then it began declining at an average 
of 2.89 percent.    
5.1.2.2 Linkage between economic growth and control variables trends 
(a) Investment Trends 
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In terms of investment, South Africa’s trend exhibits a decreasing fluctuating trend from time to 
time. The trend decreases from a maximum peak in 1981 (34.12%) to a minimum value in 1993 
(15.16%), then began to increase in an accelerating rate until it reached another peak value in 1999 
(17.99%) and 2008 (23.15%), then began to fluctuate from time to time. Turning to China and 
India, the investment trend shows a similar increasing trend fluctuating from time to time where it 
reached the maximum value in 2007 (42.48%) and 2011(47.69%) then declined slowly.  
The Brazilian trend shows the fluctuations from time to time. The trend began by decreasing 
sharply from 1980 (23.35%) to 1984 (15.74%) then increased reaching the maximum value of 
26.70% in 1989. After that, the trend began to decrease again reaching 17.29% in 1995 before it 
fluctuated again. Another notably increasing trend occurred from 2007 (19.82%) to 2011(21.82%), 
then began to decline sharply reaching 15.39% in 2016. In Russia, the trend exhibits a decreasing 
and increasing trend from 1989 to 2016. The first minimum value is reached in 1999 (14.93%) 
then the trend increased to 25.50% in 2008, then began to fluctuate from time to time reaching 
23.23 in 2016.     
(b) Terms of trade (OPENESS) 
The terms of trade trend exhibits similar trends in India and China. Notably, the trend increased in 
early 1980 then began to increase with an accelerated rate in 2000 reaching the highest values in 
2010 (55.79) and 2006 (65.62), respectively. After that, it began to decrease sharply. Another time 
series plot that depicts similar trends can be seen in Brazil and South Africa. These trends exhibit 
up and down shapes reaching a maximum peak in 2004 (26.68) and 2008 (72.87) then continues 
to fluctuate from time to time. The trend in Russia decreased in 1989 (42.91) reaching a minimum 
value in 1991 (26.26). Then in the next period it began to increase sharply to the highest maximum 
value of 110.58. After that it decreased again sharply to 47.25 then fluctuated around those 
averages until period 2016.       
(c) Government Expenditure 
As illustrated in table 5.2, the government expenditure trends depict similar up and down trends in 
Russia, India and China. Moreover, in 2000 the India and China trends reached the maximums of 
12.45 and 16.33 percent. On the other hand, Brazil and South Africa also showed a similar trend 
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which accelerated sharply from 1980 to 1990 (19.27) and 1993 (19.60), respectively. Then it began 
to fluctuate slowly around those values.    
(d) Urbanisation Population 
The urbanisation trend exhibits a similar linear increase trend from 1980 to 2016 for all countries. 
Notably, the trend began to accelerate sharply just after 2008 for all countries. Thus in Russia, the 
trend increased at an accelerated rate from 1980 to 1988 then began to fluctuate slowly around the 
value of 73 percent until 2016 where it reached 74 percent.     
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5.2.4 Correlation Statistics  
Table 5.3 Correlation matrix (1980-2016) 
  
GDP INF INV GE TOT URB 
 
Brazil 
GDP 1 -0.08 0.14 -0.05 0.05 0.07 
INF -0.08 1 0.39 -0.06 -0.42 -0.31 
INV 0.14 0.39 1 -0.21 -0.31 -0.20 
GE -0.05 -0.06 -0.21 1 0.42 0.87 
TOT -0.05 -0.42 -0.31 0.42 1 0.71 
URB 0.07 -0.31 -0.20 0.87 0.71 1 
 
 
Russia 
GDP 1 -0.54 -0.25 -0.66 0.24 0.05 
INF -0.54 1 0.41 0.28 0.43 -0.27 
INV -0.25 0.41 1 0.43 -0.35 0.23 
GE -0.66 0.28 0.43 1 -0.56 0.11 
TOT 0.24 0.43 -0.35 -0.56 1 -0.63 
URB 0.05 -0.27 0.23 0.11 -0.63 1 
 
 
India 
GDP 1 -0.10 0.53 -0.23 0.40 0.39 
INF -0.10 1 -0.18 0.21 -0.15 -0.27 
INV 0.53 -0.18 1 -0.18 0.91 0.82 
GE -0.23 0.21 -0.18 1 -0.27 0.08 
TOT 0.40 -0.15 0.91 -0.27 1 0.93 
URB 0.39 -0.27 0.82 0.08 0.93 1 
 
China 
GDP 1 0.28 0.16 -0.10 0.32 -0.12 
INF 0.28 1 0.02 -0.42 -0.33 -0.50 
INV 0.16 0.02 1 -0.53 0.52 0.76 
GE -0.10 -0.42 -0.53 1 -0.04 -0.11 
TOT 0.32 -0.33 0.52 -0.04 1 0.71 
URB -0.12 -0.50 0.76 -0.11 0.71 1 
 
South Africa 
 
GDP 1 -0.36 0.16 -0.17 0.37 0.11 
INF -0.36 1 0.44 -0.60 -0.24 -0.80 
INV 0.16 0.44 1 -0.78 0.27 -0.40 
GE -0.17 -0.60 -0.78 1 0.09 0.77 
TOT 0.37 -0.24 0.27 0.09 1 -0.61 
URB 0.11 -0.80 -0.40 0.77 -0.61 1 
Source: Author’s computation 
Table 5.3 reports the correlation matrix analysis over the period 1980 to 2016. The study focuses 
on the expected sign of the coefficients between the dependent (economic growth) and independent 
variable (inflation, investment, government expenditure, terms of trade and urbanisation) rather 
than the presence of the issues of the multicollinearity. In absolute values, weak correlations can 
be seen when r is less or equal 0.36, moderate when 0.36 is less or equal to 0.67 and strong when 
0.67 is greater or equal 1 (Taylor, 1990).  
Based on economic growth and inflation, notably China is the only country that shows a positive 
relationship at the value of 0.28, while other expected coefficient signs appears to be negative at -
0.08 (Brazil), -0.54 (Russia), -0.10 (India) and -0.36 (South Africa), respectively. In addition, only 
Russia and South Africa show moderate correlation while other show weak correlations. This also 
happens between economic growth and investment, where Russia is the only country that indicates 
a negative outcome at -0.25 while others show the values 0.14 (Brazil), 0.53 (India), 0.16 (China) 
and 0.16 (South Africa), respectively. Thus, India is the only country that indicates moderate 
correlation.     
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5.2.5 Stationarity unit-root tests 
The results of the Augmented Dickey Fuller (ADF), Phillips Perron (PP) and Dickey Fuller general 
least squares (DF-GLS) tests are presented in Table 5.4. The null hypothesis of a random walk 
(H0: µ=0) against the alternate hypothesis of a stationary process (H1: µ<0) is tested.      
Table 5.4 Unit root tests with ADF, PP and DF-GLS (1980-2016) 
  ADF PP DF-GLS 
Countries Variable I I.T I I.T I I.T 
 
 
 
Brazil 
 level 1st diff level 1st diff level 1st diff level 1st diff level 1st diff level 1st diff 
GDP -4.99*** -10.69*** -4.92*** -10.74*** -4.99*** -11.07*** -4.92*** -13.18*** -1.89* -1.20 -4.29*** -1.88 
INF -1.99 -2.48 -4.29** -2.31 -3.07** -13.91*** -3.30* -14.86*** -1.95 -2.52** -2.51 -2.51 
INV -3.14** -6.49*** -3.15 -6.38*** -3.14** -6.99*** -3.18 -6.85*** -2.64*** -6.56*** -3.07* -6.56*** 
GE -3.06*** -3.60** -2.08 -4.23** -1.77 -5.51*** -1.58 -5.62*** -0.65 -3.31*** -1.49 -3.72*** 
TOT -1.40 -5.66*** -2.35 -5.56*** -1.40 -5.65*** -2.35 -5.54*** -1.42 -5.33*** -2.20 -5.68*** 
URB -7.53*** -0.70 -0.14 -2.12 -7.53*** -0.70 -0.14 -2.12 -0.87 -0.02 -1.99 -2.00 
 
 
Russia 
GDP -2.34 -7.01*** -2.49 -4.47*** -2.33 -7.56*** -2.40 -8.24*** -2.33** -7.11*** -2.62 -7.13*** 
INF -11.68*** -2.88* -6.39*** -1.95 -32.68*** -19.62*** -74.30*** -18.27*** 0.12 1.39 0.08 -0.41 
INV -2.39 -5.19*** -2.09 -5.19*** -2.34 -5.30*** -1.86 -6.38*** -1.70* -4.89*** -2.00 -5.91*** 
GE -3.38*** -6.10*** -4.25*** -6.18*** -3.50** -8.31*** -3340* -8.33*** -3.38*** -6.10*** -3.38*** -6.10*** 
TOT 0.60 -1.70 -2.17 -6.18*** -4.50*** -12.14*** -5.35*** -17.04*** -4.30*** -1.02 -4.68*** -6.38*** 
URB -2.99** -1.94 -4.30*** -0.98 -5.65*** -1.94 -3.94** -1.21 0.12 -0.95 -2.78 -0.96 
 
 
India 
GDP -4.96*** -5.70*** -5.81*** -5.61*** -4.95*** -21.80*** -6.75*** -23.48*** -4.99*** -9.12*** -5.74*** -9.32*** 
INF -3.71*** -6.59*** -3.84** -6.47*** -3.67*** -9.13*** -3.82** -9.13*** -3.41*** -7.67*** -3.88*** -6.60*** 
INV -1.43 -6.22*** -2.72 -6.34*** -1.49 -6.24*** -1.56 -6.32*** -1.04 -6.20*** -2.99* -6.47*** 
GE -3.29** -3.66*** -3.42* -3.52* -2.33 -3.74*** -2.60 -3.61** -1.74* -3.73*** -2.92* -3.65*** 
TOT -0.40 -4.76*** -1.35 -4.99*** -0.87 -5.00*** -1.80 -4.93*** -0.40 -4.76*** -1.35 -4.99*** 
URB 1.51 -0.20 -0.52 -1.44 4.30 -0.56 1.38 -3.41* 0.43 -0.88 -2.21 -1.11 
 
 
China 
GDP -4.47*** -5.82*** -4.65*** -5.77*** -2.61 -5.81*** -2.44 -6.14*** -3.91*** -4.95*** -4.45*** -5.70*** 
INF -3.67** -4.82*** -4.02** -5.31*** -2.09 -5.75*** -2.59 -6.68*** -3.67*** -3.38*** -4.38*** -4.23*** 
INV -2.14 -4.33*** -3.15 -4.26*** -1.40 -4.16*** -2.42 -4.04** -1.89* -3.92*** -3.28** -4.25*** 
GE -3.52** -3.83*** -3.46* -3.76** -2.32 -3.37*** -2.29 -3.32* -3.50*** -3.34*** -3.54*** -3.76*** 
TOT -1.80 -4.02*** -1.37 -4.24** -1.80 -4.02*** -0.89 -4.27*** -1.18 -4.05*** -1.76 -4.38*** 
URB -0.84 -1.07 -3.90** -0.46 5.54 -1.06 -1.45 -1.12 -1.52 -0.78 -4.09*** -1.53 
 
South 
Africa 
 
GDP -4.31*** -7.04*** -4.40*** -6.94*** -4.32*** -8.91*** -4.39*** -8.62** -3.22*** -6.88*** -3.77** -7.12*** 
INF -1.49 -2.73* -1.10 -4.98*** -1.45 -8.00*** -2.81 -9.11*** -1.47 -1.47 -2.82 -2.26 
INV -2.97** -6.95*** -2.51 -7.82*** -3.09** -6.87** -2.45 -7.71*** -1.34 -5.50*** -1.92 -6.42*** 
GE -3.39*** -6.06*** -3.40* -6.33*** -3.93*** -6.07*** -3.61** -6.38*** -0.79 -5.75*** -2.20 -6.49*** 
TOT -1.79 -5.91*** -3.12 -5.93*** -1.81 -6.39*** -3.08 -8.70*** -1.64* -5.43*** -2.37 -6.04*** 
URB 0.43 -3.50** -4.95*** -3.12 2.23 -3.00** -6.73*** -1.95 -1.74* -1.18 -1.63 -2.44 
Notes: the intercept and the trend terms are included in the test equation and the SIC is used to select the optimal lag length in all 
three equations. *denote at 1%, ** denotes 5% and *** denotes 10% significance level. H0: Series has unit root. The (*), (**) and 
(***) indicate rejection of the null hypothesis at 10%, 5%, and 1% level of significance, respectively. 
Source: Author’s estimation using Eviews 9.2 
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(a)  Augmented Dickey Fuller unit root test 
The results of the ADF test are reported in Table 5.4, the variables are stationary either at I (0) or 
I (1). Notably, the urbanisation series in India at level and level & trend contains the unit root 
therefore the null hypothesis cannot be rejected at 1%, 5% and 10% level of significance. The 
terms of trade (openness) series in Russia also appear to be non-stationary at levels and stationary 
first differences at all significance levels. This can be also seen in Brazil’s urbanisation series 
where it becomes non-stationary at intercept and trend for both levels and first difference at all 
level of significance.     
(b) Phillips Perron unit root test  
The PP test results are presented in Table 5.4. The results suggest that the variables are stationary 
at levels or first difference. The following remarks were noted: the urbanisation series in China 
has the unit root at both levels and intercept and trend; therefore the null hypothesis cannot be 
rejected at all levels of significance. Another one appears in the urbanisation series in India at 
levels, and becomes non-stationary at both levels and intercept and trend. Lastly, the urbanisation 
series in Brazil has been declared non-stationary at intercept in levels and first difference. Thus, 
these results also occurred in the ADF test appeared to the be non-stationary.  
(c) Dickey Fuller generalised least squares unit root test 
The DF-GLS results are disclosed in Table 5.4, where it is apparent that this unit root test contains 
many series that have unit root compared to the ADF and PP. The following variables contains 
unit root; in other words they are non-stationary; namely: Urbanisation (Brazil and India), Terms 
of trade and inflation (Russia) and Inflation (South Africa). Moreover, this means that the null 
hypothesis cannot be rejected at both levels and first difference at all levels of significance. In 
addition, the use of more than one unit root test is to ensure the robustness of the results. Given 
that these series are stationary to each ADF, PP and DF-GLS unit root tests, the study proceeds to 
the bound testing procedure.      
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5.3 Bi-variate, Tri-variate and Multi-variate ARDL estimation results  
5.3.1 Bounds test for cointegration  
The study will conduct the ARDL bounds test for cointegration which compares the F-statistics 
with the asymptotic critical values provided by Pesaran (2001). The null hypothesis of a 
cointegration test (H0: There is no cointegration between variables) against the alternate hypothesis 
(H1: There is cointegration) is evaluated.         
Table 5.5 ARDL Bounds tests for cointegration 
Country Estimated Model  F-stat 90% 95% Conclusion 
   I(0) I(1) I(0) I(1) Cointegration/No Cointegration 
PANEL A: BI-VARIATE 
Brazil F(GDPinf) 8.75 4.04 4.78 4.94 5.73 Cointegration 
Russia F(GDPinf) 7.25 4.04 4.78 4.94 5.73 Cointegration 
India F(GDPinf) 12.06 4.04 4.78 4.94 5.73 Cointegration 
China F(GDPinf) 8.23 4.04 4.78 4.94 5.73 Cointegration 
South Africa F(GDPinf) 14.46 4.04 4.78 4.94 5.73 Cointegration 
PANEL B: TRI-VARIATE 
Brazil F(GDPinf/AsianDummy) 5.78 3.17 4.14 3.79 4.85 Cointegration 
Russia F(GDPinf/AsianDummy) 4.59 3.17 4.14 3.79 4.85 Cointegration @ 10% 
India F(GDPinf/AsianDummy) 8.04 3.17 4.14 3.79 4.85 Cointegration 
China F(GDPinf/AsianDummy) 5.54 3.17 4.14 3.79 4.85 Cointegration 
South Africa F(GDPinf/AsianDummy) 9.42 3.17 4.14 3.79 4.85 Cointegration 
PANEL C: TRI-VARIATE 
Brazil F(GDPinf/GFCDummy) 5.00 3.17 4.14 3.79 4.85 Cointegration 
Russia F(GDPinf/GFCDummy) 4.68 3.17 4.14 3.79 4.85 Cointegration @ 10% 
India F(GDPinf/GFCDummy) 8.63 3.17 4.14 3.79 4.85 Cointegration 
China F(GDPinf/GFCDummy) 2.91 3.17 4.14 3.79 4.85 No Cointegration 
South Africa F(GDPinf/GFCDummy) 10.90 3.17 4.14 3.79 4.85 Cointegration 
PANEL D: MULTI-VARIATE 
Brazil F(GDP/INF/INV/GE/URB/TOT) 2.26 2.26 3.35 2.62 3.79 No Cointegration 
Russia F(GDP/INF/INV/GE/URB/TOT) 9.50 3.06 4.15 2.39 3.38 Cointegration 
India F(GDP/INF/INV/GE/URB/TOT) 8.88 2.26 3.35 2.62 3.79 Cointegration 
China F(GDP/INF/INV/GE/URB/TOT) 28.44 3.06 4.15 2.39 3.38 Cointegration 
South Africa F(GDP/INF/INV/GE/URB/TOT) 3.78 2.26 3.35 2.62 3.79 Cointegration 
PANEL E: MULTI-VARIATE 
Brazil F(GDP/INF/INV/GE/URB/TOT/ASIAN DUMMY) 3.53 2.12 3.23 2.45 3.61 Cointegration @ 10% 
Russia F(GDP/INF/INV/GE/URB/TOT/ASIAN DUMMY) 26.21 2.12 3.23 2.45 3.61 Cointegration 
India F(GDP/INF/INV/GE/URB/TOT/ASIAN DUMMY) 4.22 2.12 3.23 2.45 3.61 Cointegration 
China F(GDP/INF/INV/GE/URB/TOT/ASIAN DUMMY) 4.77 2.12 3.23 2.45 3.61 Cointegration 
South Africa F(GDP/INF/INV/GE/URB/TOT/ASIAN DUMMY) 15.28 2.12 3.23 2.45 3.61 Cointegration 
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Table 5.5 Continued.  
PANEL F: MULTI-VARIATE 
Brazil F(GDP/INF/INV/GE/URB/TOT/GTC DUMMY) 8.28 2.12 3.23 2.45 3.61 Cointegration 
Russia F(GDP/INF/INV/GE/URB/TOT/GTC DUMMY) 27.01 2.12 3.23 2.45 3.61 Cointegration 
India F(GDP/INF/INV/GE/URB/TOT/GTC DUMMY) 4.02 2.12 3.23 2.45 3.61 Cointegration 
China F(GDP/INF/INV/GE/URB/TOT/GTC DUMMY) 5.11 2.12 3.23 2.45 3.61 Cointegration 
South Africa F(GDP/INF/INV/GE/URB/TOT/GTC DUMMY) 5.58 2.12 3.23 2.45 3.61 Cointegration 
Notes: I (0) and I (1) critical values are obtained from Pesaran et al. (2001).  
Source: Author’s estimation using Eviews 9.2  
Table 5.5 presents the estimated results for the bounds test for the cointegration for Panels A to F. 
In terms of Panel A, the results confirm that there is cointegration between economic growth and 
inflation for all countries. The F-statistics results are (8.75 in Brazil), (7.25 in Russia), (12.06 in 
India), (8.23 in China) and (14.46 in South Africa). The calculated F-statistics provided by Pesaran 
(2001) is greater than the critical values [I (0) =3.17] and I (1) =4.14] and [I (0) =4.94 and I (1) 
=5.73] at 5% and 10%, respectively. This suggests the presence of a long run co-movement 
between inflation and economic growth.  
Moving to Panel B results, the F-statistic results presented as follows: (F =5.66 in Brazil), (F=5.94 
in Russia), (F=7.91 in India), (F=5.66 in China) and (F=9.35 in South Africa). The null hypothesis 
is rejected only if the calculated F-statistics is greater than the critical values [I (0) =4.04] and I (1) 
=4.78] and [I (0) =3.79 and I (1) =4.85] at 5% and 10%, respectively. Therefore, it is evident that 
there is cointegration between inflation, economic growth and the applied Asian crisis dummy at 
5% and 10% level of significance. Moreover, in Russia the null hypothesis cannot be rejected at 
10% level of significance. 
The Panel C results present the bounds test for cointegration between economic growth, inflation 
and global financial crisis dummy variables. According to the results obtained, there is the 
existence of long run co-movement between the variables at 5% and 10% level of significance. 
Once again, Russia’s calculated F-statistic of the value 4.68 falls below the asymptotic critical 
values [I (0) =3.79 and I (1) =4.85] at 5%. Therefore, this indicates that the null hypothesis cannot 
be rejected.  
Turning to Panel D, this section tested for the cointegration between economic growth, inflation, 
investment, government expenditure, urbanisation and terms of trade. The results indicate that 
there is no cointegration between the variables in Brazil. In other countries, the computed F-
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statistics are greater than the critical values at both 5% and 10% level of significance. The results 
in Panel E and F are inclusive of the Asian and financial crisis dummy variable shock, respectively. 
However, the cointegration test results from the bounds F-statistics reveal that all the variables i.e. 
economic growth, inflation, investment, government expenditure, urbanisation, terms of trade and 
Asian crisis dummy, or global financial crisis dummy variable, do co-move in the long run. In 
terms of Panel E results in Brazil, the derived F-statistics is equal to 3.53 and falls below the 
asymptotic critical values [I (0) =2.45 and I (1) =3.61] at 5% level of significance. Therefore, the 
null hypothesis cannot be rejected. The next step is to estimate the existence of the short and long 
run relationship between economic growth and selected variables.      
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5.3.2 Long run relationship  
Table 5.6 Long run equilibrium relationship analysis for the model GDPt 
Country Variables Coefficient S.E t-ratio p-values Significance levels Norm BG ARCH RESET CUSUM CUSUM.SQ 
Panel A: BI-VARIATE 
Brazil INF -0.0004 0.001 -0.36 0.72 Insignificant 0.58 0.02 0.77 0.73 S S 
Russia INF -0.01 0.007 -1.82 0.08 Significant 10% 0.26 0.18 0.84 0.03 S S 
India INF -0.06 0.16 -0.34 0.73 Insignificant 0.65 0.96 0.44 0.66 S S 
China INF -0.06 0.22 -0.29 0.77 Insignificant 0.21 0.06 0.50 0.61 S I 
SA INF -0.27 0.10 -2.61 0.01 Significant 5% 0.98 0.31 0.39 0.34 I I 
Panel B: TRI-VARIATE 
Brazil Inf -0.0003 0.001 -0.30 0.76 Insignificant 0.64 0.02 0.75 0.79 S I 
 AsianDummy 2.59 1.46 1.78 0.09 Significant 10%       
Russia Inf -0.01 0.007 -1.89 0.07 Significant 10% 0.21 0.13 0.98 0.02 S S 
AsianDummy 9.99 2.56 3.90 0.00 Significant 1%       
India Inf -0.10 0.17 -0.58 0.57 Insignificant 0.72 0.53 0.55 0.45 S S 
 AsianDummy -4.06 1.42 -2.86 0.01 Significant 5%       
China Inf -0.06 0.22 -0.29 0.77 Insignificant 0.21 0.07 0.49 0.62 S S 
 AsianDummy -0.61 0.74 -0.72 0.48 Insignificant       
SA Inf -0.26 0.11 -2.48 0.02 Significant 5% 0.99 0.36 0.33 0.32 S S 
 AsianDummy 1.75 0.75 2.33 0.03 Significant 5%       
Panel C: TRI-VARIATE 
Brazil Inf -0.0005 0.002 -0.32 0.75 Insignificant 0.76 0.76 0.08 0.22 S I 
GFCDummy 5.82 3.00 1.94 0.06 Significant 10%       
Russia Inf -0.32 0.26 -1.20 0.26 Insignificant 0.69 0.15 0.07 0.36 S I 
GFCDummy 5.27 14.86 0.35 0.73 Insignificant       
India Inf -0.03 0.18 -0.19 0.85 Insignificant 0.71 0.24 0.23 0.41 I I 
GFCDummy -4.20 1.90 -2.22 0.03 Significant 5%       
China Inf 0.009 0.16 0.06 0.96 Insignificant 0.69 0.93 0.25 0.80 I S 
GFCDummy -0.04 3.55 -0.01 0.99 Insignificant       
SA Inf -0.30 0.11 -2.74 0.01 Significant 5% 0.77 0.74 0.01 0.39 I S 
GFCDummy -5.65 2.65 -2.14 0.04 Significant 5%       
Panel D: MULTIVARIATE 
Brazil             
INV 3.16 3.82 0.83 0.46 Insignificant     S S 
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 GE 1.89 2.21 0.85 0.44 Insignificant       
URB 0.93 2.91 0.32 0.77 Insignificant       
TOT 1.88 2.64 0.71 0.51 Insignificant       
 
 
Russia 
INF -0.001 0.03 -0.05 0.96 Insignificant 0.40 0.34 0.83 0.17 S S 
INV -0.19 1.01 -0.18 0.86 Insignificant       
GE 2.20 2.09 1.05 0.31 Insignificant       
URB -12.86 8.14 -1.57 0.14 Insignificant       
TOT 0.78 0.54 1.45 0.17 Insignificant       
 
 
India 
INF 0.04 0.09 0.46 0.65 Insignificant 0.73 0.39 0.38 0.09 S I 
INV 0.17 0.10 1.73 0.10 Insignificant       
GE -1.46 0.38 -3.85 0.00 Significant 1%       
URB 0.86 0.20 4.26 0.00 Significant 1%       
TOT -0.16 0.06 -2.45 0.02 Significant 5%       
 
 
China 
INF 0.05 0.13 0.40 0.70 Insignificant 0.92 0.06 0.18 0.52 S S 
INV 0.41 0.21 1.94 0.11 Insignificant       
GE 0.91 0.33 2.73 0.04 Significant 5%       
URB -0.69 0.11 -6.13 0.00 Significant 1%       
TOT -0.10 0.03 -3.09 0.03 Significant 5%       
 
 
SA 
INF 0.16 0.12 1.31 0.21 Insignificant 0.80 0.31 0.14 0.89 S S 
INV -0.59 0.16 -3.75 0.00 Significant 1%       
GE -0.58 0.31 -1.89 0.08 Significant 10%       
URB -1.33 1.00 -1.33 0.21 Insignificant       
TOT 0.23 0.07 3.22 0.01 Significant 5%       
Panel E 
 
 
 
Brazil 
INF -0.002 0.0004 -4.81 0.00 Significant 1% 0.28 0.02 0.98 0.73 S S 
INV 0.57 0.07 8.51 0.00 Significant 1%       
GE 0.85 0.25 3.40 0.01 Significant 5%       
URB -1.12 0.34 -3.31 0.01 Significant 5%       
TOT 0.05 0.18 0.26 0.80 Insignificant       
AsianDummy 29.48 6.31 4.67 0.00 Significant 1%       
 
 
Russia 
INF -0.007 0.03 -0.29 0.77 Insignificant 0.42 0.73 0.65 0.10 S S 
INV -0.80 1.00 -0.79 0.44 Insignificant       
GE 3.68 2.66 1.39 0.19 Insignificant       
URB 7.02 10.12 0.69 0.50 Insignificant       
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 TOT 1.36 0.82 1.66 0.11 Insignificant       
AsianDummy -33.70 10.48 -3.21 0.01 Significant 5%       
 
 
 
India 
INF -0.14 0.12 -1.17 0.25 Insignificant 0.86 0.17 0.81 0.26 S S 
INV 0.39 0.09 4.29 0.00 Significant 1%       
GE -1.23 0.47 -2.60 0.02 Significant 5%       
URB 0.61 0.28 2.16 0.04 Significant 5%       
TOT -0.21 0.08 -2.49 0.02 Significant 5%       
AsianDummy -1.10 0.84 -1.31 0.20 Insignificant       
 
 
 
China 
INF 0.04 0.22 0.16 0.87 Insignificant 0.97 0.29 0.04 0.34 S S 
INV 0.77 0.26 2.95 0.01 Significant 5%       
GE 1.57 0.68 2.33 0.04 Significant 5%       
URB -0.68 0.17 -4.11 0.00 Significant 1%       
TOT -0.005 0.06 -0.08 0.94 Insignificant       
AsianDummy 0.52 0.91 0.57 0.58 Insignificant       
 
 
 
S.A 
INF -0.56 0.07 -8.05 0.00 Significant 1% 0.37 0.45 0.67 0.75 S S 
INV 0.64 0.18 3.56 0.00 Significant 1%       
GE -0.36 0.25 -1.45 0.17 Insignificant       
URB -0.29 0.13 -2.18 0.05 Significant 10%       
TOT -0.04 0.06 -0.80 0.44 Insignificant       
AsianDummy 3.84 2.16 1.78 0.10 Significant 1%       
PANEL F 
 
 
 
Brazil 
INF -0.001 0.0006 -1.91 0.07 Significant 10% 0.17 0.62 0.43 0.68 S S 
INV 0.43 0.30 1.45 0.16 Insignificant       
GE 0.38 0.28 1.37 0.19 Insignificant       
URB -0.13 0.23 -0.57 0.57 Insignificant       
TOT 0.86 0.39 2.23 0.04 Significant 5%       
GFCdummy 10.39 4.30 2.42 0.03 Significant 5%       
 
 
 
Russia 
INF -0.14 0.02 -5.78 0.03 Significant 5% 0.00 0.32 0.16 0.59 S S 
INV 1.64 0.28 5.94 0.03 Significant 5%       
GE 0.74 0.87 0.85 0.48 Insignificant       
URB -15.01 1.81 -8.29 0.01 Significant 5%       
TOT 0.97 0.14 7.06 0.02 Significant 5%       
GFCdummy -11.09 2.85 -3.89 0.06 Significant 5%       
India INF -0.14 0.09 -1.50 0.15 Insignificant 0.64 0.19 0.17 0.11 S S 
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 INV 0.37 0.07 5.56 0.00 Significant 1%       
GE -1.74 0.46 -3.77 0.00 Significant 1%       
URB 0.53 0.25 2.10 0.05 Significant 5%       
TOT -0.19 0.07 -2.75 0.01 Significant 5%       
GFCdummy -0.83 1.36 -0.61 0.55 Insignificant       
 
 
 
China 
INF 0.32 0.14 2.21 0.04 Significant 5% 0.47 0.09 0.60 0.56 S S 
INV 0.48 0.26 1.87 0.08 Significant 10%       
GE 1.96 1.05 1.86 0.08 Significant 10%       
URB -0.29 0.07 -4.00 0.00 Significant 1%       
TOT 0.28 0.05 5.17 0.00 Significant 1%       
GFCdummy -3.59 1.19 -3.01 0.00 Significant 1%       
 
 
 
SA 
INF -0.47 0.06 -8.39 0.00 Significant 1% 0.72 0.90 0.26 0.19 S I 
INV 0.32 0.06 5.24 0.00 Significant 1%       
GE -0.56 0.29 -1.93 0.07 Significant 10%       
URB -0.27 0.14 -1.97 0.06 Significant 10%       
TOT 0.02 0.04 0.61 0.55 Insignificant       
GFCdummy -1.25 0.53 -2.35 0.03 Significant 5%       
Note: NORM is the Jarque-Bera normality test, BG is the Breusch-Godfrey LM test for autocorrelation, RESET is the Ramsey-
Reset test for the model specification and ARCH is the Autoregressive conditional heteroscedasticity test to verify the presence of 
the heteroscedasticity. AsianDummy denotes (Asian Crisis dummy variable) and GFCdummy denotes (Global financial crisis 
dummy variable). Notes: S denotes Significant and I denote Insignificant.   
Source: Author’s estimation using Eviews 9.2  
The long run results for panel A-F models are presented in Table 5.6. In terms of Panel A, the 
estimated results indicate that there is a long run linkage between inflation and economic growth 
in Russia and South Africa. However, the diagnostic tests were carried out to confirm the quality 
of the models used. The Breusch Godfrey test results confirm that there is the presence of a serial 
correlation (Brazil model) because the p-value is 2%, and below the level of significance. This was 
also confirmed in Gopakumar and Silian’s (2008) study findings, provided that there is an 
existence of the negative long run relationship between inflation and output growth in India. 
Hence, the result provided also indicated a negative relationship but insignificant at all level of 
significance.   
According to the cumulative sum of recursive residuals, CUSUM and the CUSUM of square 
(CUSUMSQ) test results suggest there is stability on the Brazil model with evidence that the plot 
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of CUSUM and CUSUMSQ fall beyond the critical bands of 5% confidence interval of parameter 
stability (see Appendix: Panel A). As presented in Panel A, the estimated long run coefficients 
confirm that there is a negative long run relationship between the variables. It is found that a 1 
percent increase in Russia’s and South Africa’s inflation rate will lead to 0.01 and 0.27 percent 
long run decreases in economic growth, respectively. 
For Panel B, the dummy variable was added in the model. The long run results suggest that there 
is significant evidence of the impact of the Asian crisis on economic growth in Brazil, Russia, 
India and South Africa. The Asian dummy variable coefficient is becoming positive and significant 
in Brazil and Russia and significant, while in India is appears negative and significant. Thus, the 
inflation coefficient continues to show a negative relationship between variables which is 
statistically significant at 5% level of significance. This suggests that a 1 percent increase in 
inflation will result in a 0.29 percent decrease in economic growth. For example, in South Africa 
the coefficient on inflation rates and the Asian crisis dummy variable is -0.26 and 0.75. Therefore, 
a 1 percent increase in the inflation rate and Asian crisis shock will result in a 0.26 decrease in 
economic growth and 0.75 increase due to the shock applied at 5% level of significance.    
This is also seen in Panel C results, where the model includes the dummy variable to investigate 
the impact of the global financial crisis. The long run estimated results indicate that there is global 
financial crisis shock on economic growth and appears to be positively statistically significant in 
Brazil at 10% and negative in India and South Africa at 5% level of significance. For example, in 
South Africa, a 1 percent increase in inflation in light of the global financial crisis will lead to 0.3 
percent decrease in economic growth. However, the CUSUM and CUSUMSQ coefficient results 
indicate that the model is correctly specified (see Appendix Panel: C).   
In terms of Panel D, the multivariate model which includes control variables; namely Inflation, 
Investments, Government expenditure, Urbanisation and the Terms of trade. The long run results 
confirm that there is a negative significant relationship between economic growth and public 
spending and terms of trade (openness) and a positive relationship on Urbanisation in India. In the 
long run, there is a negative significant relationship between economic growth and urbanisation 
with terms of trade while it is positive with public spending.   In South Africa, there is a negative 
significant long run linkage between economic growth on investment and public spending while 
the trade openness indicates a positive relationship.  
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For example, in China the coefficient for public spending is 0.91. This is suggesting that 1 percent 
in government spending increases economic growth by 0.91, and a 1 percent increase in 
urbanisation and terms of trade (openness) deceases economic growth by 0.58 and 0.10 percent, 
respectively. This is evident at 5%, 1% and 5% level of significance. Both diagnostic tests and 
model stability tests appear to be significant (See Appendix: Panel D). 
Moving to Panel E results, after including the Asian crisis dummy variables some variables 
becomes significant. In Brazil, there is a positive significant long run relationship between GDP 
and investment, public spending and Asian crisis shock, while negative with inflation rate. In India, 
there is a positive and significant relationship between economic growth with investment and 
public spending, and negatively significant with urbanisation. In China, the negative long run 
linkage appears between economic growth with urbanisation and terms of trade while public 
spending shows a positive significant relationship. In South Africa, economic growth is positively 
related to investment and Asian Crisis shock, and also negatively related to inflation rate and 
urbanisation in the long run.  
For example, in the case of South Africa, a 1 percent increase in inflation rate, investment, 
urbanisation and Asian crisis shock will increase GDP by 0.64 and 3.84 percent and also decrease 
GDP by 0.56 and 0.29 percent at 1% and 10% level of significance in the long run, respectively. 
In terms of Panel E, the study includes the global financial crisis shock in the multi-variate model 
presented in Panel D. The results obtained in Brazil indicate that there is positive significance 
between GDP with global financial crisis shock and terms of trade while it is negative with 
inflation rate. In Russia, there is a negative significant connection between GDP with inflation, 
urbanisation and the global financial crisis shock while positive with investment and trade 
openness. In India, GDP is positively related with investment and urbanisation while negatively 
related with public spending and terms of trade. In China, all multivariables included appear to be 
statistically significant. Therefore, only urbanisation and global financial crisis shock are 
negatively related to GDP while all other are positively related. In South Africa, the results show 
that there is a negative significant relationship between economic growth with inflation, public 
spending, urbanisation and global financial crisis shock while positive with investment.                      
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5.2.3 Short run relationship  
Table 5.7 Short run equilibrium analysis for the model GDPt 
 SIC Variables Coefficient S.E t-ratio p-values Significance levels 
Panel A 
Brazil (1,0) GDP(-1) 0.16 0.21 0.76 0.45 Insignificant 
  INF -0.0003 0.0009 -0.36 0.72 Insignificant 
Russia (1,0) GDP(-1) 0.43 0.18 2.44 0.02 Significant 5% 
  INF -0.007 0.005 -1.42 0.17 Insignificant 
India (1,0) GDP(-1) 0.14 0.17 0.79 0.43 Insignificant 
  INF -0.05 0.14 -0.34 0.74 Insignificant 
China (2,0) GDP(-1) 0.87 0.23 3.78 0.00 Significant 1% 
  GDP(-2) -0.38 0.20 -1.89 0.07 Significant 10% 
  INF -0.03 0.100 -0.32 0.75 Insignificant 
SA (1,0) GDP(-1) 0.28 0.17 1.61 0.12 Insignificant 
  INF -0.20 0.07 -2.76 0.01 Significant 5% 
Panel B 
Brazil (1,0,0) GDP(-1) 0.17 0.21 0.80 0.43 Insignificant 
  Inf -0.0003 0.001 -0.30 0.76 Insignificant 
  AsianDummy 2.15 0.80 2.70 0.01 Significant 5% 
Russia (1,0,0) GDP(-1) 0.39 0.18 2.18 0.04 Significant 5% 
  Inf -0.007 0.005 -1.48 0.15 Insignificant 
  AsianDummy 6.12 1.17 5.24 0.00 Significant 1% 
India (1,0,0) GDP(-1) 0.18 0.18 0.99 0.33 Insignificant 
  Inf -0.08 0.14 -0.55 0.58 Insignificant 
  AsianDummy -3.34 0.64 -5.22 0.00 Significant 1% 
China (2,0,0) GDP(-1) 0.87 0.23 3.70 0.00 Significant 1% 
  GDP(-2) -0.38 0.21 -1.85 0.08 Significant 10% 
  Inf -0.03 0.10 -0.32 0.75 Insignificant 
  AsianDummy -0.31 0.48 -0.65 0.52 Insignificant 
SA (1,0,0) GDP(-1) 0.28 0.18 1.49 0.12 Insignificant 
  Inf -0.19 0.07 -2.59 0.01 Significant 5% 
  AsianDummy 1.25 0.36 3.47 0.00 Significant 1% 
Panel C 
Brazil (1,0,2) GDP(-1) 0.37 0.17 2.10 0.04 Significant 5% 
  Inf -0.0003 0.001 -0.31 0.76 Insignificant 
  GFCDummy 1.28 0.71 1.80 0.08 Significant 10% 
  GFCDummy(-1) -3.58 0.62 -5.80 0.00 Significant 1% 
  GFCDummy(-2) 5.99 0.84 7.10 0.00 Significant 1% 
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Table 5.7 Continued. 
Russia (2,4,3) GDP(-1) 0.60 0.25 2.37 0.05 Significant 10% 
  GDP(-2) 0.744 0.14 5.43 0.00 Significant 1% 
  Inf 0.04 0.02 1.79 0.00 Significant 1% 
  Inf(-1) 0.16 0.03 6.18 0.00 Significant 1% 
  Inf(-2) -0.06 0.02 -3.29 0.01 Significant 5% 
  Inf(-3) -0.07 0.01 -6.98 0.00 Significant 1% 
  Inf(-4) 0.04 0.01 4.63 0.00 Significant 1% 
  GFCDummy -3.66 1.14 -3.21 0.01 Significant 5% 
  GFCDummy(-1) -16.10 0.64 -25.34 0.00 Significant 1% 
  GFCDummy(-2) 7.45 3.42 2.18 0.06 Significant 10% 
  GFCDummy(-3) 10.51 2.15 4.49 0.00 Significant 1% 
India (1,0,0) GDP(-1) 0.22 0.17 1.26 0.00 Insignificant 
  Inf -0.03 0.15 -0.18 0.86 Insignificant 
  GFCDummy -3.29 0.80 -4.11 0.00 Significant 1% 
China (2,4,1) GDP(-1) 1.39 0.21 6.63 0.00 Significant 1% 
  GDP(-2) -0.75 0.20 -3.70 0.00 Significant 1% 
  Inf 0.08 0.07 1.23 0.24 Insignificant 
  Inf(-1) -0.17 0.08 -2.00 0.06 Significant 10% 
  Inf(-2) 0.13 0.10 1.31 0.21 Insignificant 
  Inf(-3) 0.08 0.09 0.82 0.43 Insignificant 
  Inf(-4) -0.12 0.05 -2.13 0.05 Significant 10% 
  GFCDummy -3.68 0.69 -5.34 0.00 Significant 1% 
  GFCDummy(-1) 3.67 0.92 3.99 0.00 Significant 1% 
SA (1,0,1) GDP(-1) 0.29 0.19 1.54 0.13 Insignificant 
  Inf -0.21 0.07 -2.83 0.01 Significant 5% 
  GFCDummy 0.51 0.75 0.67 0.51 Insignificant 
  GFCDummy(-1) -4.53 0.29 -15.44 0.00 Significant 1% 
Panel D 
Brazil (4,4,3,4,4,3) GDP(-1) 0.31 0.63 0.50 0.64 Insignificant 
  GDP(-2) 0.93 0.81 1.14 0.32 Insignificant 
  GDP(-3) -0.84 0.35 -2.39 0.08 Significant 10% 
  GDP(-4) -0.50 0.26 -1.93 0.13 Insignificant 
  Inf -0.002 0.004 -0.50 0.64 Insignificant 
  Inf(-1) 0.002 0.003 0.77 0.48 Insignificant 
  Inf(-2) -0.003 0.001 -2.39 0.08 Significant 10% 
  Inf(-3) -0.003 0.002 -1.57 0.19 Insignificant 
  Inf(-4) -0.002 0.002 -1.14 0.32 Insignificant 
  INV 2.67 0.49 5.45 0.01 Significant 5% 
  INV(-1) -1.04 1.50 -0.69 0.52 Insignificant 
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  INV(-2) -0.83 0.58 -1.43 0.23 Insignificant 
  INV(-3) 2.72 1.05 2.59 0.06 Significant 10% 
  GE 2.12 0.80 2.67 0.06 Significant 10% 
  GE(-1) -0.95 0.81 -1.18 0.30 Insignificant 
  GE(-2) -0.24 0.59 -0.41 0.70 Insignificant 
  GE(-3) 2.39 0.61 3.90 0.01 Significant 5% 
  GE(-4) -1.21 0.88 -1.37 0.24 Insignificant 
  URB 39.27 12.54 3.13 0.03 Significant 5% 
  URB(-1) -34.32 11.73 -2.93 0.04 Significant 5% 
  URB(-2) 2.20 21.70 0.10 0.92 Insignificant 
  URB(-3) 19.24 16.39 1.17 0.31 Insignificant 
  URB(-4) -25.36 11.41 -2.22 0.09 Significant 10% 
  TOT -0.36 0.41 -0.87 0.43 Insignificant 
  TOT(-1) 0.46 0.34 1.33 0.25 Insignificant 
  TOT(-2) 1.00 0.51 1.97 0.12 Insignificant 
  TOT(-3) 1.00 0.64 1.55 0.19 Insignificant 
Russia (1,0,1,0,1,1) GDP(-1) 0.28 0.22 1.25 0.23 Insignificant 
  Inf -0.001 0.02 -0.04 0.96 Insignificant 
  INV 1.23 0.34 3.61 0.00 Significant 1% 
  INV(-1) -1.36 0.66 -2.05 0.06 Significant 10% 
  GE 1.59 1.25 1.26 0.23 Insignificant 
  URB 99.22 45.61 2.32 0.04 Insignificant 
  URB(-1) -108.49 45.69 -2.37 0.03 Significant 5% 
  TOT 0.71 0.45 1.60 0.13 Insignificant 
  TOT(-1) -0.15 0.17 -0.87 0.40 Insignificant 
India (1,1,3,3,,0,0) GDP(-1) -0.51 0.19 -2.78 0.01 Significant 5% 
  INF -0.17 0.13 -1.31 0.21 Insignificant 
  INF(-1) 0.23 0.07 3.14 0.00 Significant 1% 
  INV 0.52 0.10 5.09 0.00 Significant 1% 
  INV(-1) 0.26 0.24 1.08 0.29 Insignificant 
  INV(-2) -0.27 0.13 -2.16 0.04 Significant 5% 
  INV(-3) -0.25 0.09 -2.85 0.01 Significant 5% 
  GE -2.34 0.72 -3.26 0.00 Significant 1% 
  GE(-1) 2.32 0.81 2.85 0.01 Significant 5% 
  GE(-2) -0.49 1.03 -0.48 0.63 Insignificant 
  GE(-3) -1.90 0.77 2.21 0.04 Insignificant 
  URB 1.30 0.30 4.27 0.00 Significant 1% 
  TOT -0.23 0.10 -2.38 0.03 Significant 5% 
China (3,2,2,3,3,3) GDP(-1) 1.00 0.08 12.21 0.00 Significant 1% 
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  GDP(-2) -1.71 0.21 -8.17 0.00 Significant 1% 
  GDP(-3) -0.93 0.29 -3.20 0.02 Significant 5% 
  INF -0.13 0.16 -0.80 0.46 Insignificant 
  INF(-1) -0.01 0.14 -0.09 0.93 Insignificant 
  INF(-2) 0.28 0.07 -0.09 0.01 Significant 5% 
  INV -0.83 0.28 3.74 0.03 Significant 5% 
  INV(-1) 1.61 0.21 -2.97 0.00 Significant 1% 
  INV(-2) 0.31 0.23 7.61 0.24 Insignificant 
  GE -1.28 0.98 1.34 0.25 Insignificant 
  GE(-1) 3.74 0.68 -1.31 0.00 Significant 1% 
  GE(-2) 1.66 1.07 5.49 0.18 Insignificant 
  GE(-3) -1.71 0.60 1.55 0.04 Significant 5% 
  URB -14.73 6.41 -2.86 0.07 Significant 10% 
  URB(-1) 50.67 9.79 -2.30 0.00 Significant 1% 
  URB(-2) 8.22 13.42 5.17 0.57 Insignificant 
  URN(-3) -45.99 12.98 0.61 0.02 Significant 5% 
  TOT -0.90 0.14 -3.54 0.00 Significant 1% 
  TOT(-1) 0.22 0.09 2.39 0.06 Significant 10% 
  TOT(-2) 0.17 0.06 2.55 0.05 Significant 5% 
  TOT(-3) 0.25 0.04 6.74 0.00 Significant 1% 
SA (3,4,4,1,1,0) GDP(-1) -0.40 0.19 -2.14 0.05 Significant 10% 
  GDP(-2) -0.35 0.17 -2.00 0.06 Significant 10% 
  GDP(-3) 0.22 0.14 1.58 0.14 Insignificant 
  IINF -0.40 0.11 -3.79 0.00 Significant 1% 
  INF(-1) -0.07 0.11 -0.63 0.54 Insignificant 
  INF(-2) 0.19 0.18 1.03 0.32 Insignificant 
  INF(-3) 0.09 0.17 0.52 0.61 Insignificant 
  INF(-4) 0.44 0.08 5.29 0.00 Significant 1% 
  INV 0.24 0.19 1.24 0.24 Insignificant 
  INV(-1) -0.25 0.19 -1.32 0.21 Insignificant 
  INV(-2) -0.17 0.13 -1.37 0.19 Insignificant 
  INV(-3) -0.23 0.17 -1.30 0.21 Insignificant 
  INV(-4) -0.49 0.17 -2.89 0.01 Significant 5% 
  GE -0.21 0.43 -0.51 0.62 Insignificant 
  GE(-1) -0.67 0.46 -1.47 0.16 Insignificant 
  URB 5.97 3.77 1.58 0.14 Insignificant 
  URB(-1) -8.00 2.98 -2.68 0.02 Significant 5% 
  TOT 0.34 0.09 4.04 0.00 Significant 1% 
Panel E 
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Table 5.7 Continued.  
Brazil (3,3,0,3,3,2,2) GDP(-1) -0.30 0.08 -3.71 0.00 Significant 1% 
  GDP(-2) -0.38 0.12 -3.25 0.01 Significant 5% 
  GDP(-3) -0.18 0.19 -0.96 0.36 Insignificant 
  INF -0.004 0.0004 -7.42 0.00 Significant 1% 
  INF(-1) 0.0009 0.0005 1.75 0.11 Insignificant 
  INF(-2) 0.0002 0.0003 0.58 0.58 Insignificant 
  INF(-3) -0.001 0.0005 -2.14 0.06 Significant 5% 
  INV 1.07 0.19 5.69 0.00 Significant 1% 
  GE 0.18 0.28 0.67 0.52 Insignificant 
  GE(-1) -0.80 0.20 -2.98 0.01 Significant 5% 
  GE(-2) -0.53 0.29 -1.82 0.10 Insignificant 
  GE(-3) 2.54 0.51 5.01 0.00 Significant 1% 
  TOT -0.11 0.18 -0.63 0.55 Insignificant 
  TOT(-1) -0.67 0.17 -4.02 0.00 Significant 1% 
  TOT(-2) 0.52 0.18 2.82 0.02 Significant 5% 
  TOT(-3) 0.35 0.19 1.86 0.09 Significant 5% 
  URB 133.62 25.23 5.30 0.00 Significant 1% 
  URB(-1) -286.45 56.19 -5.10 0.00 Significant 1% 
  URB(-2) 150.74 31.14 4.84 0.00 Significant 1% 
  AsianDummy 6.22 1.02 6.09 0.00 Significant 1% 
  AsianDummy(-1) 44.63 8.69 5.14 0.00 Significant 1% 
  AsianDummy(-2) 4.03 0.83 4.87 0.00 Significant 1% 
Russia (1,0,1,0,0,0,1) GDP(-1) 0.47 0.09 5.03 0.00 Significant 1% 
  INF -0.004 0.01 -0.29 0.78 Insignificant 
  INV 1.50 0.27 5.55 0.00 Significant 1% 
  INV(-1) -1.92 0.45 -4.26 0.00 Significant 1% 
  GE 1.95 1.22 1.59 0.13 Insignificant 
  URB 3.71 5.30 0.70 0.49 Insignificant 
  TOT 0.72 0.42 1.72 0.11 Insignificant 
  AsianDummy -8.08 2.12 -3.81 0.00 Significant 1% 
  AsianDummy(-1) -9.74 1.43 -6.80 0.00 Significant 1% 
India (1,0,0,2,0,0,0) GDP(-1) -0.14 0.13 -1.11 0.27 Insignificant 
  INF -0.16 0.14 -1.10 0.28 Insignificant 
  INV 0.44 0.10 4.62 0.00 Significant 1% 
  GE -2.05 0.67 -3.08 0.00 Significant 1% 
  GE(-1) 3.00 1.13 2.64 0.01 Significant 5% 
  GE(-2) -2.35 0.92 -2.56 0.02 Significant 5% 
  URB 0.69 0.30 2.31 0.03 Significant 5% 
  TOT -0.24 0.09 -2.69 0.01 Significant 5% 
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  AsianDummy -1.25 0.91 -1.38 0.18 Insignificant 
China (2,2,1,2,2,1,0) GDP(-1) 0.99 0.22 4.47 0.00 Significant 1% 
  GDP(-2) -1.21 0.28 -4.37 0.00 Significant 1% 
  INF -0.07 0.15 -0.48 0.63 Insignificant 
  INF(-1) -0.23 0.16 -1.40 0.19 Insignificant 
  INF(-2) 0.35 0.09 3.88 0.00 Significant 1% 
  INV 0.007 0.21 0.03 0.97 Insignificant 
  INV(-1) 0.94 0.36 2.64 0.02 Significant 5% 
  GE -0.79 1.51 -0.53 0.61 Insignificant 
  GE(-1) 4.11 1.81 2.27 0.05 Significant 5% 
  GE(-2) -1.39 1.06 -1.30 0.22 Insignificant 
  URB -10.84 13.53 -0.80 0.44 Insignificant 
  URB(-1) 42.34 22.48 1.88 0.09 Significant 10% 
  URB(-2) -32.34 11.06 -2.92 0.02 Significant 5% 
  TOT -0.50 0.16 -3.10 0.01 Significant 5% 
  TOT(-1) 0.50 0.15 3.28 0.01 Significant 5% 
  AsianDummy 0.63 1.09 0.58 0.58 Insignificant 
SA (2,1,2,1,2,3,3) GDP(-1) -0.51 0.20 -2.49 0.03 Significant 5% 
  GDP(-2) -0.65 0.15 -4.24 0.00 Significant 1% 
  INF -0.68 0.17 -4.10 0.00 Significant 1% 
  INF(-1) -0.53 0.21 -2.56 0.02 Significant 5% 
  INV 0.76 0.21 3.54 0.00 Significant 1% 
  INV(-1) 0.39 0.19 2.06 0.06 Significant 10% 
  INV(-2) 0.23 0.16 1.38 0.19 Insignificant 
  GE 0.10 0.43 0.24 0.81 Insignificant 
  GE(-1) -0.88 0.37 -2.36 0.03 Significant 5% 
  URB 25.03 8.39 2.98 0.01 Significant 5% 
  URB(-1) -10.32 11.57 -0.89 0.39 Insignificant 
  URB(-2) -15.33 5.13 -2.99 0.01 Significant 5% 
  TOT 0.19 0.07 2.80 0.01 Significant 5% 
  TOT(-1) -0.04 0.09 -0.44 0.67 Insignificant 
  TOT(-2) -0.05 0.05 -1.00 0.33 Insignificant 
  TOT(-3) -0.19 0.05 -3.56 0.00 Significant 1% 
  AsianDummy -0.44 0.91 -0.49 0.63 Insignificant 
  AsianDummy(-1) 1.57 1.22 1.29 0.22 Insignificant 
  AsianDummy(-2) 3.67 1.68 2.19 0.05 Significant 5% 
  AsianDummy(-3) 3.52 0.98 3.59 0.00 Significant 1% 
PANEL F 
Brazil (3,0,1,0,1,1,3) GDP(-1) 0.24 0.10 2.34 0.03 Significant 5% 
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  GDP(-2) 0.12 0.13 0.94 0.36 Insignificant 
  GDP(-3) -0.32 0.11 -2.89 0.01 Significant 5% 
  INF -0.00 0.0006 -1.77 0.09 Significant 10% 
  INV 0.81 0.17 4.83 0.00 Significant 1% 
  INV(-1) -0.39 0.23 -1.74 0.10 Significant 10% 
  GE 0.35 0.25 1.45 0.16 Insignificant 
  URB 17.22 5.54 3.11 0.00 Significant 1% 
  URB(-1) -17.35 5.52 -3.14 0.01 Significant 5% 
  TOT 0.03 0.18 0.15 0.88 Insignificant 
  TOT(-1) 0.80 0.20 4.00 0.00 Significant 1% 
  GFC Dummy 0.89 0.96 0.93 0.36 Insignificant 
  GFC Dummy(-1) -2.70 1.12 -2.41 0.03 Significant 5% 
  GFC Dummy(-2) 7.93 1.52 5.23 0.00 Significant 1% 
  GFC Dummy(-3) 3.86 1.38 2.80 0.01 Significant 5% 
Russia (1,2,2,2,2,2,2) GDP(-1) -0.97 0.29 -3.31 0.08 Significant 10% 
  INF -0.29 0.08 -3.41 0.08 Significant 10% 
  INF(-1) -0.04 0.04 -1.10 0.39 Insignificant 
  INF(-2) 0.04 0.03 1.57 0.26 Insignificant 
  INV 3.44 0.32 10.85 0.01 Significant 5% 
  INV(-1) 0.38 0.93 0.41 0.72 Insignificant 
  INV(-2) -0.59 0.28 -2.14 0.17 Insignificant 
  GE 1.08 1.07 1.01 0.42 Insignificant 
  GE(-1) 1.93 0.38 5.12 0.04 Significant 5% 
  GE(-2) -1.54 0.46 -3.37 0.08 Significant 10% 
  URB -67.48 24.89 -2.71 0.11 Insignificant 
  URB(-1) 363.84 51.36 7.08 0.02 Significant 5% 
  URB(-2) -325.99 29.49 -11.05 0.01 Significant 5% 
  TOT 2.96 0.51 5.86 0.03 Significant 5% 
  TOT(-1) -0.45 0.27 -1.88 0.20 Insignificant 
  TOT(-2) -0.59 0.28 -2.09 0.17 Insignificant 
  GFC Dummy -12.65 2.48 -5.10 0.04 Significant 5% 
  GFC Dummy(-1) 5.08 3.69 1.38 0.30 Insignificant 
  GFC Dummy(-2) -14.32 2.24 -6.38 0.02 Significant 5% 
India (1,0,0,3,0,0,0) GDP(-1) -0.30 0.19 -1.59 0.13 Insignificant 
  INF -0.18 0.13 -1.37 0.18 Insignificant 
  INV 0.49 0.11 4.44 0.00 Significant 1% 
  GE -2.41 0.96 -2.52 0.02 Significant 5% 
  GE(-1) 2.26 1.05 2.16 0.04 Significant 5% 
  GE(-2) -0.54 1.42 -0.38 0.71 Insignificant 
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  GE(-3) -1.57 1.11 -1.41 0.17 Insignificant 
  URB 0.69 0.34 2.02 0.05 Significant 5% 
  TOT -0.25 0.10 -2.61 0.02 Significant 5% 
  GFC Dummy -1.08 1.67 -0.65 0.52 Insignificant 
China (2,2,0,0,0,2,0) GDP(-1) 0.73 0.23 3.12 0.01 Significant 5% 
  GDP(-2) -0.78 0.31 -2.49 0.03 Significant 5% 
  INF 0.12 0.14 0.83 0.42 Insignificant 
  INF(-1) -0.07 0.11 -0.59 0.56 Insignificant 
  INF(-2) 0.25 0.14 1.99 0.07 Significant 10% 
  INV 0.50 0.28 1.81 0.09 Significant 10% 
  GE 2.05 1.17 1.76 0.10 Insignificant 
  URB -0.31 0.09 -3.51 0.00 Significant 1% 
  TOT 0.02 0.06 0.35 0.73 Insignificant 
  TOT(-1) 0.06 0.07 0.97 0.35 Insignificant 
  TOT(-2) 0.21 0.07 2.89 0.01 Significant 5% 
  GFC Dummy -3.77 1.11 -3.39 0.00 Significant 1% 
SA (2,1,0,1,2,3,0) GDP(-1) -0.39 0.17 -2.27 0.04 Significant 5% 
  GDP(-2) -0.47 0.16 -2.95 0.01 Significant 5% 
  INF -0.45 0.09 -4.84 0.00 Significant 1% 
  INF(-1) -0.43 0.16 -2.67 0.02 Significant 5% 
  INV 0.60 0.13 4.81 0.00 Significant 1% 
  GE 0.27 0.40 0.67 0.50 Insignificant 
  GE(-1) -1.31 0.42 -3.12 0.01 Significant 5% 
  URB 15.46 5.63 2.74 0.01 Significant 5% 
  URB(-1) -4.72 9.58 -0.49 0.63 Insignificant 
  URB(-2) -11.24 4.83 -2.33 0.03 Significant 5% 
  TOT 0.22 0.07 2.93 0.00 Significant 1% 
  TOT(-1) -0.05 0.08 -0.56 0.58 Insignificant 
  TOT(-2) 0.01 0.04 0.14 0.89 Insignificant 
  TOT(-3) -0.13 0.03 -3.46 0.00 Significant 1% 
  GFC Dummy -2.33 0.89 -2.61 0.02 Significant 5% 
Source: Author’s estimation using Eviews 9.2  
The results of the short run analysis Panel A to F are reported in Table 5.7. The short run results 
in Panel A reveal that there is the existence of a relationship between economic growth and 
inflation in South Africa. The negative and significant (5% level of significance) result implies 
that a 1 percent increase in inflation will result in a 0.20 decrease in economic growth in the short 
run. However, the CUSUMSQ value exceeds the critical value lines, and this shows that the model 
79 
 
is unstable (see Appendix A: Chapter 5). Similar studies that also provided the similar results were 
conducted by Barro (2003), Li (2005), Gokal et al. (2004), Behera (2014), Umair et al. (2012), 
Mogola (2015), Madhukar et al. (2011), Hwang (2011) and Libanio (2010).  
 In addition to Panel A, other significant coefficients can be seen in Russia (first lagged economic 
growth) and China (first and second lagged economic growth). In terms of Panel B, with inclusion 
of the Asian crisis coefficient variables, the Asian crisis shock becomes statistically significant in 
Brazil, Russia, India and South Africa in the short run. In terms of Panel C, the global financial 
crisis dummy variable is added in the model presented in Panel A. The results indicate that the 
global financial crisis impact had a negative and statistically significant impact in Brazil (first 
period lagged), Russia, India, China and South (first lagged period).  
Moving to Panel D short run results, the Brazil multi-variate model results show that all the 
coefficients are statistically significant either on lagged values or actual coefficients. In Russia, 
only coefficients INV, INV (-1) and URB (-1) are statistically significant. Once again, short run 
results in India and China show that all variables are statistically significant either on actual 
coefficient or lagged period while in South Africa, public spending is insignificant.     
According to Panel E short run results, the Asian crisis shock coefficient becomes negative and 
significant in Russia. On the other hand, in Brazil the same coefficient appears to be positive and 
statistically significant including first and second lagged periods, while in South Africa it is the 
second and third lagged period of the Asian crisis dummy variable. In terms of Panel F, in Brazil 
the global financial crisis shock appears to be statistically significant at first, second and third 
lagged period. In Russia GFC dummy variables (-2) have a negative impact on GDP. Then in 
China and South Africa, the global financial crisis dummy variable also has a negative impact on 
economic output. 
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5.3.4 Error Correction Model 
Table 5.8 Error correction term results for the model INFt 
Country 
 
Variables Coefficient S.E t-ratio p-values Significance 
levels 
Panel A 
Brazil ECT(-1) -0.84 0.21 -4.04 0.00 Significant 1% 
Russia ECT(-1) -0.57 0.18 -3.27 0.00 Significant 1% 
India ECT(-1) -0.86 0.17 -4.93 0.00 Significant 1% 
China ECT(-1) -0.51 0.24 -2.12 0.04 Significant 5% 
SA ECT(-1) -0.72 0.18 -4.13 0.00 Significant 1% 
Panel B 
Brazil ECT(-1) -0.83 0.21 -3.88 0.00 Significant 1% 
Russia ECT(-1) -0.61 0.18 -3.44 0.00 Significant 1% 
India ECT(-1) -0.82 0.18 -4.61 0.00 Significant 1% 
China ECT(-1) -0.51 0.25 -2.08 0.05 Significant 5% 
SA ECT(-1) -0.72 0.18 -4.03 0.00 Significant 1% 
Panel C 
Brazil ECT(-1) -0.63 0.18 -3.62 0.00 Significant 1% 
Russia ECT(-1) 0.34 0.29 1.17 0.28 Insignificant 
India ECT(-1) -0.78 0.17 -4.52 0.00 Significant 1% 
China ECT(-1) -0.36 0.16 -2.24 0.04 Significant 5% 
SA ECT(-1) -0.71 0.19 -3.81 0.00 Significant 1% 
Panel D 
Brazil ECT(-1) -1.11 1.66 -0.67 0.54 Insignificant 
Russia ECT(-1) -0.72 0.22 -3.23 0.01 Significant 5% 
India ECT(-1) -1.51 0.19 -8.18 0.00 Significant 1% 
China ECT(-1 -2.64 0.44 -6.00 0.00 Significant 1% 
SA ECT(-1) -1.53 0.34 -4.44 0.00 Significant 1% 
PANEL E 
Brazil ECT(-1) -1.86 0.29 -6.44 0.00 Significant 1% 
Russia ECT(-1) -0.53 0.09 -5.65 0.00 Significant 1% 
India ECT(-1) -1.14 0.13 -9.09 0.00 Significant 1% 
China ECT(-1 -1.23 0.21 -5.89 0.00 Significant 1% 
SA ECT(-1) -2.16 0.24 -8.83 0.00 Significant 1% 
PANEL F 
Brazil ECT(-1) -0.96 0.23 -4.24 0.00 Significant 1% 
Russia ECT(-1) -1.97 0.29 -6.71 0.02 Significant 5% 
India ECT(-1) -1.30 0.19 -6.88 0.00 Significant 1% 
China ECT(-1 -1.05 0.20 -5.29 0.00 Significant 1% 
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Table 5.8 Continued.  
SA ECT(-1) -1.86 0.23 -8.06 0.00 Significant 1% 
Source: Author’s estimation using Eviews 9.2 
The error correction term outcomes are provided in Table 5.8 from Panel A to F. The results from 
Panel A- F suggest that the models are significant at either 1 or 5 % significance level, but 
insignificant at Panel C (Russia) and D (Brazil). Notably, in Panel D, China shows the highest 
speed of adjustment (-3.20) towards the equilibrium and appears to be statistically significant.   
5.4 Conclusion 
This chapter set out to analyse the empirical linkage between economic growth and inflation using 
the annual data series from 1980 to 2016 obtained from WDI. The study further includes the 
control variables; namely investment, government expenditure, terms of trade and urbanisation as 
the main determinants to determine the patterns of economic growth in BRICS countries. In order 
to investigate the impact of the economic crisis that took place in Asia, the study makes use of the 
dummy variables. The study outcome declared that in the long run, inflation negatively affected 
economic growth in Russia. These findings are consistent with the previous studies conducted in 
developed and developing countries. 
 The ARDL model was used in assessing the short and long effect of selected determinants on 
economic growth. The study findings revealed that in the short run and long run inflation has a 
negative impact on economic growth in South Africa. In the case of the Asian crisis, the positive 
impact on economic growth occurred in Brazil, Russia and South Africa while it was negative in 
India in the short and long run. In terms of the global financial crisis analysis, the negative impact 
can be seen in India and South Africa, while Brazil showed a positive impact.   
In terms of the Multivariate model, investment contributed positively to economic growth in South 
Africa only. On the other hand, public spending by government had negative effects on economic 
growth in India and South Africa while it was positive in China. The international trade openness 
negatively affects the economic growth in both China and India while it reacts favourably in South 
Africa. The population urbanisation was found to contribute positively in India and negatively in 
China.  
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CHAPER 6: INFLATION ON UNEMPLOYMENT EMPIRICAL RESULTS 
RESULTS AND DATA DISCUSSION 
6.1 Introduction  
The annual data in this section has been collected from World Development Index (WDI) over the 
period 1980 to 2016. In this section, the study’s objective is to determine the dynamics of the 
different types of Phillips curve. In addition, in order to explain the disparity between total actual 
values inflation on unemployment and possible total values over the business cycle period, the 
research makes use of the Hodrick-Prescott (HP) filter (Hodrick and Prescott, 1997). To achieve 
the study objectives, the study includes the following variables; inflation (dependent variable) first 
period lagged inflation, economic growth, output gap, unemployment, unemployment gap and 
global Brent crude oil price (independent variables).  
For the good specification of the Auto regressive distributed lag (ARDL) model, the study 
performs the optimal lag length by limiting the comparison of the numerous combinations of 
ARDL(p,q,r,) up to four, using the Schwarz Information Criterion (SIC) with the maximum lag 
order of four. The ARDL results are based on both bi-variate and tri-variate models presented from 
Panel A-E.   
This chapter is reported in three sections. The first section includes descriptive statistics, graphical 
illustration and discussions, a correlation summary and unit root test. The second section provides 
the bounds test for cointegration, estimation of long run relationships, results of the short run 
relationships and error correction terms. The third section concludes the chapter as the whole.    
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6.2 Empirical results and interpretations   
6.2.1 Descriptive summary 
Table 6.1 Descriptive Summary of the variables in BRICS (1980-2016) 
  INF INFt-1 GDP GDPGAP UNE UNEGAP OILPR 
Brazil Mean 326.10 335.17 2.48 -2.02 10.85 -7.52 41.80 
s.d 689.28 297.16 3.44 3.05 2.27 1.18 30.71 
Obs 36 35 37 37 26 26 37 
Russia Mean 73.04 8.11 0.63 2.50 7.99 -6.54 41.80 
s.d 184.61 3.10 6.66 4.08 2.48 1.66 30.71 
Obs 24 36 27 27 26 26 37 
India Mean 8.02 8.11 6.35 -2.15 3.92 -1.27 41.80 
s.d 3.10 3.10 2.13 1.88 0.30 0.19 30.71 
Obs 37 36 37 37 26 26 37 
China Mean 5.32 5.44 9.66 -8.29 4.43 -1.61 41.80 
s.d 6.59 6.68 2.72 2.37 0.24 0.16 30.71 
Obs 30 29 37 37 26 26 37 
South Africa Mean 9.29 9.37 2.34 -5.59 24.05 -1.70 41.80 
s.d 4.47 4.50 2.31 1.93 2.25 1.89 30.71 
Obs 37 36 37 37 26 26 37 
The study purpose is to estimate 37 observations. Missing observation can be seen in Brazil, Russia and China. Most missing 
variables can be seen in unemployment variable for all the countries. Notes: INF denotes (inflation), INFt-1 denotes (First lagged 
period of Inflation), GDP denotes (economic growth), GDPGAP denotes (Outputgap), UNE denotes (unemployment rate), 
UNEGAP denotes unemployment gap and OILPR denotes (Oil prices).    
Source: Author’s computation from WDI (2017) 
Table 6.1 presents the descriptive statistics summary from 1980-2016. The results show the mean 
and standard deviation values of the series. Table 6.1 shows Brazil with the highest average 
inflation rate value of 326.28 against an average unemployment rate value of 10.85. Then in 
Russia, India and China the average inflation rate appears to be above the average unemployment 
at 73.04, 8.02 and 5.32 against 7.99, 3.92 and 4.43, respectively. However, the results obtained in 
South Africa appear to be opposite, where average unemployment is greater than the average 
inflation rate.   
This also can be seen in the standard deviation values that show the spread of average inflation 
from its mean is higher than the spread of unemployment rate. This occurred in the following 
countries: Brazil (689.29 greater than 2.27), Russia (184.64 greater than 4.08), India (3.10 greater 
than 0.30), China (6.59 greater than 0.24) and South Africa (4.47 greater than 2.25). This means 
84 
 
that unemployment exhibits a smaller dispersion and inflation rate shows a higher dispersion. 
Notably, Brazil and Russia display the high dispersion.  
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6.2.2 Graphical illustrations and Discussions 
Table 6.2 Time series plots of variables 
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Table 6.2 Continued.  
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Table 6.2. Inflation, lagged inflation, Economic growth gap, Unemployment gap, Brent crude oil in BRICS’s countries for 1980-
2016 period  
Source: Drawn from Eviews using data from WDI (2017) 
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6.2.3 Variables Trend Analysis 
Table 6.2 presents the graphical illustration of the inflation, unemployment, economic growth, 
economic growth gap, unemployment gap and global Brent crude oil prices.  
(a) The Interaction of Inflation and Unemployment 
Table 6.2 shows that Brazil reaches the maximum point of inflation rate in 1990 (2947.73 %) 
followed by Russia in period 1993(874.62%), China in period 1993 (24.24%), South Africa in 
period 1985(18.65%) and India in period 1991(13.87%). Noticeably, all these highest inflation 
peaks occurred before the adoption of the inflation targeting policy by the Central banks, 
respectively. Comparatively, South Africa’s highest unemployment rate occurred in year 2003 (27, 
14%), followed by Brazil in period 1998(14.74%), also Russia in the same period at (13.26%), 
China in period 1991(4.89%) and India in year 2005(4.4%). The trends of inflation and 
unemployment show moderate ups and downs from 1991 to 2016 except for Brazil’s inflation rate 
which indicates a strong declining trend.        
(b) The Trends of Supply Shocks  
Trends of the global oil prices depict a decreasing trend from 1980 reaching the minimum of 
$12.71 per barrel in 1998 then increasing again to the first highest peak of $97.66 per barrel in 
2008. Then this declined slowly reaching $61.86 per barrel in the next period, after that it began 
to increase at a rapid pace reaching the maximum point of $111.96 per barrel in 2012 then 
decreasing sharply again. According to Onour (2016), the sharp decline was due to oversupply of 
crude oil during the global financial crisis.  
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6.2.4 Correlation Statistics 
Table 6.3 Correlation matrix (1980-2016) 
  
INF INFT-1 GDP GDPGAP UNE UNEGAP OILPR 
 
Brazil 
INF 1 0.53 0.18 0.25 0.004 -0.09 -0.35 
INFT-1 0.53 1 0.14 0.20 -0.09 0.26 -0.39 
GDP 0.18 0.14 1 0.86 -0.05 -0.47 0.15 
GDPGAP 0.25 0.20 0.86 1 -0.31 -0.51 0.25 
UNE 0.004 -0.09 -0.05 -0.31 1 0.70 -0.76 
UNEGAP -0.09 -0.26 -0.47 -0.51 0.70 1 -0.40 
OILPR -0.35 -0.39 0.15 0.25 -0.76 -0.40 1 
 
 
Russia 
INF 1 0.33 -0.54 -0.22 -0.08 -0.47 -0.36 
INFT-1 0.33 1 -0.34 -0.05 0.09 0.24 0.19 
GDP -0.54 -0.34 1 0.82 -0.03 0.02 0.29 
GDPGAP -0.22 -0.05 0.82 1 0.003 -0.06 0.13 
UNE -0.08 0.09 -0.03 0.003 1 0.71 -0.68 
UNEGAP -0.47 0.24 0.02 -0.06 0.71 1 -0.16 
OILPR -0.36 0.19 0.29 0.13 -0.68 -0.16 1 
 
 
India 
INF 1 0.53 -0.17 -0.08 -0.20 -0.15 0.10 
INFT-1 0.53 1 -0.002 0.14 -0.23 -0.12 0.09 
GDP -0.17 -0.002 1 0.93 -0.25 -0.23 0.23 
GDPGAP -0.08 0.14 0.93 1 -0.16 -0.28 0.06 
UNE -0.20 -0.23 -0.25 -0.16 1 0.68 -0.48 
UNEGAP -0.15 -0.12 -0.23 -0.28 0.68 1 -0.009 
OILPR 0.10 0.09 0.23 0.06 -0.48 -0.009 1 
 
China 
INF 1 0.75 0.56 0.59 -0.11 -0.42 -0.22 
INFT-1 0.75 1 0.26 0.22 0.13 -0.09 -0.24 
GDP 0.56 0.26 1 0.90 -0.69 -0.81 -0.20 
GDPGAP 0.59 0.22 0.90 1 -0.65 -0.91 -0.05 
UNE -0.11 0.13 -0.69 -0.65 1 0.84 -0.32 
UNEGAP -0.42 -0.09 -0.81 -0.91 0.84 1 -0.05 
OILPR -0.22 -0.24 -0.20 -0.05 -0.32 -0.05 1 
 
South Africa 
 
INF 1 0.75 -0.54 -0.40 -0.26 -0.01 -0.30 
INFT-1 0.75 1 -0.71 -0.60 -0.16 0.14 -0.47 
GDP -0.54 -0.71 1 0.88 -0.16 -0.30 0.17 
GDPGAP -0.40 -0.60 0.88 1 -0.30 -0.40 0.16 
UNE -0.26 -0.16 -0.16 -0.30 1 0.94 0.08 
UNEGAP -0.01 0.14 -0.30 -0.40 0.94 1 -0.12 
OILPR -0.30 -0.47 0.17 0.16 0.08 -0.12 1 
Notes: INF denotes (inflation), INFt-1 denotes (First lagged period of Inflation), GDP denotes (economic growth), GDPGAP 
denotes (Outputgap), UNE denotes (unemployment rate), UNEGAP denotes unemployment gap and OILPR denotes (Oil prices).    
Source: Author’s computation 
Table 6.3 presents the correlation matrix summary of the presented variable. In this section, the 
study pays more attention to the expected sign between the dependent variables and the 
independent variables rather than the issues of the multicollinearity. The expected sign between 
inflation and unemployment is expected to be positive in Brazil at the value of 0.004 then negative 
in the other countries. In summary, in terms of the coefficient correlation insights observed 
between inflation and unemployment, in descending order, South African correlation coefficient 
is at the value of -0.26 followed by India (-0.20), China (-0.11) and India (-0.08).  
In terms of the results obtained between inflation and global oil prices. The results indicate that 
the correlation coefficient appears to be positive in India at the value of 0.10. On the other hand, 
Brazil exhibits the expected value of -0.35, Russia (-0.36), China (-0.22) and South Africa has the 
value of -0.30.  
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6.2.5 Stationarity unit root tests 
The results of the Augmented Dickey Fuller (ADF), Phillips Perron (PP) and Dickey Fuller general 
least squares (DF-GLS) tests are presented in Table 5.4. The null hypothesis of a random walk 
(H0: µ=0) against the alternate hypothesis of a stationary process (H1: µ<0) is tested.      
Table 6.4 Unit root tests with ADF, PP and DF-GLS (1980-2016) 
  ADF PP DF-GLS 
Countries Variable I I.T I I.T I I.T 
 
 
 
Brazil 
 level 1st diff level 1st diff level 1st diff level 1st diff level 1st diff level 1st diff 
INF -1.99 -2.48 -4.29** -2.31 -3.07** -13.91*** -3.30* -14.86*** -1.95* -2.51** -2.51 -2.51 
INFT-1 -3.03** -5.22*** -3.37* -5.19*** -3.04** -13.50*** -3.25* -14.83*** -3.03*** -5.31*** -3.35** -5.37*** 
GDP -4.99*** -10.69*** -4.92*** -10.74*** -4.99*** -11.07*** -4.92*** -13.18*** -1.89* -1.20 -4.29*** -1.89 
GDPGAP -4.90*** -11.26*** -4.78*** -5.08*** -6.29*** -18.43*** -6.26*** -20.09**** -2.29** -1.08 -5.19*** -2.17 
UNE -1.73 -3.16** -1.66 -2.92 -1.49 -3.21** -1.82 -2.96 -1.76* -2.78*** -1.84 -3.19* 
UNEGAP -2.71* -3.53** -2.35 -3.60* -1.94 -3.53** -1.74 -3.60*** -2.79*** -3.19*** -2.13 -3.80*** 
OILPR -1.32 -5.28*** -1.87 -5.20*** -1.41 -5.27*** -2.01 -5.19*** -1.33 -5.33*** -1.78 -5.35*** 
 
 
Russia 
INF -11.68*** -2.87* -6.39*** -1.95 -32.68*** -19.62*** -72.30*** -18.27*** 0.12 1.39 0.08 -0.41 
INFT-1 -3.72*** -6.48*** -3.80** -6.33*** -3.68*** -8.98*** -3.78** -9.02*** -3.45*** -6.17*** -3.84*** -6.35*** 
GDP -2.33 -7.01*** -2.49 -4.47*** -2.34 -7.56*** -2.40 -8.24*** -2.33** -7.11*** -2.62 -7.13*** 
GDPGAP -5.01*** -5.01*** -4.92*** -4.88*** -5.01*** -13.49*** -4.94*** -11.96*** -4.16*** -7.49*** -4.77*** -7.73*** 
UNE -1.77 -6.52*** -4.23** -6.61*** -2.41 -6.06*** -2.67 -6.17*** -1.77* -2.78*** -4.40*** -4.20*** 
UNEGAP -3.91*** -7.51*** -3.80** -7.26*** -4.02*** -7.51*** -4.00** -7.26*** -3.52*** -2.77*** -4.41*** -4.35*** 
OILPR -1.32 -5.28*** -1.87 -5.20*** -1.41 -5.27*** -2.01 -5.19*** -1.33 -5.33*** -1.78 -5.35*** 
 
 
India 
INF -3.71*** -6.89*** -3.84*** -6.47*** -3.67*** -9.13*** -3.82*** -9.13*** -3.41*** -7.67*** -3.88*** -6.60*** 
INFT-1 -3.72*** -6.48*** -3.80** -6.33*** -3.68*** -8.98*** -3.78** -9.02*** -3.45*** -6.17*** -3.75*** -6.35*** 
GDP -4.96*** -5.700*** -5.81*** -5.61*** -4.95*** -21.80*** -6.75*** -23.48*** -4.99*** -9.12*** -5.74*** -9.32*** 
GDPGAP -6.28*** -5.25*** -6.19*** -5.08*** -14.17*** -25.22*** -14.36*** -24.75*** -6.12*** -9.31*** -6.28*** -5.94*** 
UNE -2.58 -6.32*** -3.52* -6.54*** -2.58 -13.17*** -3.46* -22.12*** -2.66** -6.35*** -3.65** -6.74*** 
UNEGAP -6.02*** -7.02*** -5.89*** -6.86*** -6.14*** -20.67*** -6.00*** -19.80*** -6.03*** -6.77*** -6.13*** -7.12*** 
OILPR -1.32 -5.28*** -1.87 -5.20*** -1.41 -5.27*** -2.01 -5.19*** -1.33 -5.33*** -1.78 -5.35*** 
 
 
China 
INF -3.67*** -3.38*** -4.28*** -4.23*** -2.09 -5.75*** -2.59 -6.68*** -3.67*** -3.38*** -4.28*** -4.23*** 
INFT-1 -1.13 -5.25*** -1.34 -5.19*** -2.04 -4.76*** -2.56 -4.69*** -3.61*** -3.42*** -4.23*** -4.18*** 
GDP -3.91*** -4.95*** -4.45*** -5.70*** -2.61 -5.81*** -2.44 -6.14*** -3.91*** -4.95*** -4.45*** -5.70*** 
GDPGAP -5.04*** -6.15*** -5.00*** -6.04*** -3.02** -6.97*** -2.90 -6.89*** -4.98*** -4.78** -5.04*** -5.84*** 
UNE -2.67* -5.82*** -2.34 -5.66*** -2.75* -6.03*** -2.44 -5.83*** -2.05** -3.76*** -2.30 -5.08*** 
UNEGAP -3.73*** -6.38*** -3.70** -6.15*** -3.81*** -11.98*** -3.77** -11.60*** -3.03*** -3.92*** -3.47** -5.34*** 
OILPR -1.32 -5.28*** -1.87 -5.20*** -1.41 -5.27*** -2.01 -5.19*** -1.33 -5.33*** -1.78 -5.35*** 
 
South 
Africa 
 
INF -1.49 -2.73* -1.10 -4.98*** -1.45 -8.00*** -2.81 -9.11*** -1.47 -1.47 -2.81 -2.26 
INFT-1 -0.53 -2.86* -1.38 -5.03*** -1.22 -8.99*** -2.86 -9.26*** -1.35 -1.82* -2.89 -2.18 
GDP -4.31*** -7.04*** -4.40*** -6.94*** -4.32*** -8.91*** -4.39*** -8.62*** -3.22*** -6.88*** -3.77** -7.12*** 
GDPGAP -4.60*** -5.15*** -4.45*** -5.07*** -6.18*** -16.33*** -6.45*** -16.35*** -4.28*** -7.33*** -4.88*** -7.43*** 
UNE -2.15 -4.00*** -2.68 -3.98*** -2.14 -4.40*** -2.47 -4.27*** -2.19** -4.10*** -2.69 -4.19*** 
UNEGAP -3.26** -4.33*** -3.33* -4.36*** -2.78* -4.95*** -2.71 -4.79*** -2.90*** -4.44*** -3.12* -4.57*** 
OILPR -1.32 -5.28*** -1.87 -5.20*** -1.41 -5.27*** -2.01 -5.19*** -1.33 -5.33*** -1.78 -5.35*** 
Notes: the intercept and the trend terms are included in the test equation and the SIC is used to select the optimal lag length in all 
three equations. *denote at 1%, ** denotes 5% and *** denotes 10% significance level. H0: Series has unit root. The (*), (**) and 
(***) indicate rejection of the null hypothesis at 10%, 5%, and 1% level of significance, respectively. 
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(a)  Augmented Dickey Fuller unit root test 
Table 6.4 displays the results of the ADF unit root test. The results indicate that the series are either 
stationary at I (0) or I (1). Based on the inflation rate series in Brazil, the outcome shows that the 
variable has the unit root at levels for both intercept and intercept & trend. Therefore, this means 
that the null hypothesis cannot the rejected at 1%, 5% and 10% level of significance. Another 
series that contains unit root can be seen in the unemployment variable in Brazil, where it becomes 
non-stationary at first difference for both intercept and intercept & trend.        
(b) Phillips Perron unit root test  
The results of the PP unit root test are reported in Table 6.4. After testing the unemployment series 
in Brazil, the results indicated that the variable becomes non-stationary at first difference for both 
intercept and trend. Therefore, it is safe to not reject the null hypothesis at 1%, 5% and 10% level 
of significance. However, by comparing the results obtained for both ADF and PP unit root tests, 
they both accepted the existence of the unit root at level of significance. Other than that, other 
variables are either stationary at I (0) or I (1). However, being stationary means that that the 
variable has zero mean, constant variance and thus the residuals are not correlated over time.     
(c) Dickey Fuller generalised least squares unit root test 
The DF-GLS unit root test results are provided in Table 6.4. The results suggest that there is an 
existence of the two unit-root series. After testing for the unit root, inflation series appears to non-
stationary at both level and first difference in Russia and South Africa. Therefore, this means that 
the null hypothesis cannot be rejected for the mentioned variables at level of significance. Then it 
is evident to declare that these variables are non-stationary. Another non-stationary trend can be 
seen after testing the Brazil inflation variable. The results indicate that the series is non-stationary 
at first difference for both intercept and intercept & trend at all levels of significance. However,  
other results indicate that the series is either stationary at I (0) or I (1). To ensure the robustness of 
the unit root tests, the study conducted three unit root tests.      
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6.3 Bi-variate and Tri-variate ARDL Estimations  
6.3.1 Bounds test for cointegration 
Table 6.5. ARDL Bounds test for cointegration 
Country Function F-stat 90% 95% Conclusion 
   I(0) I(1) I(0) I(1)  
Panel A (Phillips Curve) 
Brazil F(Uneinf) 1.98 4.04 4.78 4.94 5.73 No Cointegration 
Russia F(Uneinf) 32.46 4.04 4.78 4.94 5.73 Cointegration 
India F(Uneinf) 2.06 4.04 4.78 4.94 5.73 No Cointegration 
China F(Uneinf) 2.06 4.04 4.78 4.94 5.73 No Cointegration 
South Africa F(Uneinf) 6.76 4.04 4.78 4.94 5.73 Cointegration 
Panel B: Bi-variate 
Brazil F(inf/Inft-1/gdpgap) 4.56 4.04 4.78 4.94 5.73 No Cointegration 
Russia F(inf/Inft-1/gdpgap) 310.33 4.04 4.78 4.94 5.73 Cointegration 
India F(inf/Inft-1/gdpgap) 7.74 4.04 4.78 4.94 5.73 Cointegration 
China F(inf/Inft-1/gdpgap) 1.29 4.04 4.78 4.94 5.73 No Cointegration 
South Africa F(inf/Inft-1/gdpgap) 4.21 4.04 4.78 4.94 5.73 No Cointegration 
Panel C: Bi-variate 
Brazil F(inf/Inft-1/unegap) 2.59 4.04 4.78 4.94 5.73 No Cointegration 
Russia F(inf/Inft-1/unegap) 241.24 4.04 4.78 4.94 5.73 Cointegration 
India F(inf/Inft-1/unegap) 4.95 4.04 4.78 4.94 5.73 Cointegration (10%) 
China F(inf/Inft-1/unegap) 1.93 4.04 4.78 4.94 5.73 No Cointegration 
South Africa F(inf/Inft-1/unegap) 6.25 4.04 4.78 4.94 5.73 Cointegration 
Panel D: Tri-variate 
Brazil F(inf/Inft-1/unegap/SS) 6.15 3.17 4.14 3.79 4.85 Cointegration 
Russia F(inf/Inft-1/unegap/SS) 28.25 3.17 4.14 3.79 4.85 Cointegration 
India F(inf/Inft-1/unegap/SS) 3.45 3.17 4.14 3.79 4.85 No Cointegration 
China F(inf/Inft-1/unegap/SS) 1.21 3.17 4.14 3.79 4.85 No Cointegration 
South Africa F(inf/Inft-1/unegap/SS) 4.20 3.17 4.14 3.79 4.85 No Cointegration 
Panel E: Tri-variate 
Brazil F(inf/Inft-1/gdpgap/SS) 3.56 3.17 4.14 3.79 4.85 No Cointegration 
Russia F(inf/Inft-1/gdpgap/SS) 4.95 3.17 4.14 3.79 4.85 Cointegration 
India F(inf/Inft-1/gdpgap/SS) 4.99 3.17 4.14 3.79 4.85 Cointegration 
China F(inf/Inft-1/gdpgap/SS) 0.93 3.17 4.14 3.79 4.85 No Cointegration 
South Africa F(inf/Inft-1/gdpgap/SS) 2.75 3.17 4.14 3.79 4.85 No Cointegration 
Notes: I (0) and I (1) critical values are obtained from Pesaran et al. (2001).  
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The results for cointegration are presented in Table 6.5. The findings in Panel A confirm an 
existence of a long run relationship between inflation and unemployment appears only in Russia 
and South Africa. The F-statistic estimated is greater than the upper bounds at 5% and 10%. The 
Panel B results indicate that there is a long run existence of inflation and output gap in Russia and 
India with the F-statistics greater than the critical values for both I(0) and I(1) at values 310.33 and 
7.74, respectively. This is evident at 5% and 10% level of significance.  
In terms of Panel C outcomes, the significant long run relationship between inflation and 
unemployment gap is seen in Russia and India. Based on the estimated F-statistic values of 241.24 
and 4.95, respectively we can declare the presence of co-movement between the variables in the 
long run, but in India it appears to be significant only at 10% level of significance. It is therefore 
concluded that the co-integration between the variables in the model, and thus, the long run 
relationship does exist. 
According to Panel D, the tri-variate model is estimated. This is done by adding the global oil price 
shock variable, thus, the results confirm that there is an existence of a long run relationship between 
inflation with unemployment gap and global oil prices in Brazil and Russia. The estimated F-
statistic is greater than the critical values at I (0) and I (1) at 6.15 and 28.25, respectively. In this 
case, we can conclude that there is a long run co-movement between inflation, unemployment and 
global oil price at 5% and 10% level of significance.   
With regard to the Panel E report, the results suggest that there is cointegration between inflation 
with output gap and global oil prices in Russia and India both at I (0) and I (1). The estimated F-
statistic values are 4.95 and 4.99, respectively which appear to be greater than the asymptotic 
critical values provided by Pesaran (2001). Therefore, it is sufficient to declare that there is long 
run co-integration between the variables at 5% and 10% level of significance.  Given this, the study 
will continue to estimate the long and short run relationship for Panel A to E models between 
inflation and the selected determinants.   
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6.2.2 Long run relationship 
Table 6.6 Long-run equilibrium relationship analysis for the model INFt 
Country Variables Coefficient S.E t-ratio p-values Significance levels Norm BG ARCH RESET CUSUM CUSUM.SQ 
Panel A: Phillips Curve 
Brazil Une 19.48 19.400 1.00 0.33 Insignificant 0.00 0.00 0.001 0.00 I I 
Russia Une 4.74 0.61 7.77 0.00 Significant 1% 0.65 0.89 0.68 0.00 S S 
India Une -1.91 3.31 -0.58 0.57 Insignificant 0.67 0.58 0.23 0.03 I S 
China Une -3.77 12.04 -0.31 0.76 Insignificant 0.00 0.41 0.14 0.51 S S 
SA Une -0.62 0.41 -1.49 0.15 Insignificant 0.93 0.06 0.31 0.25 S S 
Panel B: Bi-variate 
Brazil gdpgap -78.75 139.41 -0.56 0.48 Insignificant 0.00 0.16 0.00 0.00 S I 
Russia gdpgap 0.89 2.02 0.44 0.66 Insignificant 0.00 0.11 0.62 0.13 S I 
India gdpgap 1.52 1.19 1.28 0.21 Insignificant 0.93 0.91 0.77 1.00 S I 
China gdpgap 0.20 2.43 0.08 0.94 Insignificant 0.02 0.85 0.17 0.70 I I 
SA gdpgap 5.24 5.03 1.04 0.31 Insignificant 0.88 0.42 0.16 0.75 S S 
Panel C: Bi-variate 
Brazil D(unegap) 53.53 85.50 0.63 0.54 Insignificant 0.00 0.00 0.00 0.00 I I 
Russia D(unegap) 10.69 9.54 1.12 0.28 Insignificant 0.00 0.07 0.54 0.15 I I 
India D(unegap) -3.06 4.33 -0.71 0.49 Insignificant 0.74 0.56 0.24 0.03 I I 
China D(unegap) -19.17 21.20 -0.90 0.37 Insignificant 0.00 0.60 0.51 0.06 S S 
SA D(unegap) -0.62 0.55 -1.12 0.28 Insignificant 0.98 0.05 0.22 0.28 S S 
Panel D: Tri-variate 
Brazil D(unegap) -1566.84 1253.09 -1.25 0.23 Insignificant 1.00 0.43 0.83 0.00 S I 
 D(Oilpr) -43.16 32.11 -1.34 0.20 Insignificant       
Russia D(unegap) 6.55 1.29 5.07 0.00 Significant 1% 0.68 0.53 0.51 0.00 S S 
 D(Oilpr) -0.21 0.04 -5.55 0.00 Significant 1%       
India D(unegap) -3.03 4.32 -0.70 0.49 Insignificant 0.62 0.49 0.26 0.04 S S 
 D(Oilpr) 0.01 0.03 0.30 0.76 Insignificant       
China D(unegap) -20.06 22.72 -0.88 0.39 Insignificant 0.00 0.55 0.48 0.03 S S 
 D(Oilpr) -0.63 0.66 -0.97 0.35 Insignificant       
SA D(unegap) -0.63 0.66 -0.97 0.35 Insignificant 0.98 0.06 0.23 0.28 S S 
 D(Oilpr) 0.007 0.04 0.16 0.87 Insignificant       
Panel E: Tri-variate 
Brazil D(gdpgap) -57.64 125.20 -0.46 0.65 Insignificant 0.00 0.19 0.00 0.00 S I 
 D(Oilpr) -6.63 4.11 -1.61 0.12 Insignificant       
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Table 6.6 Continued.  
Russia D(gdpgap) 1.24 8.61 0.14 0.89 Insignificant 0.57 0.05 0.08 0.00 S I 
 D(Oilpr) -0.13 0.53 -0.24 0.82 Insignificant       
India D(gdpgap) 1.51 1.21 1.24 0.22 Insignificant 0.95 0.92 0.78 1.00 S S 
 D(Oilpr) 0.002 0.02 0.11 0.91 Insignificant       
China D(gdpgap) 0.90 2.44 0.37 0.72 Insignificant 0.08 0.98 0.13 0.68 S I 
 D(Oilpr) -0.07 0.09 -0.81 0.42 Insignificant       
SA D(gdpgap) 6.77 9.32 0.73 0.47 Insignificant 0.84 0.40 0.17 0.81 I S 
 D(Oilpr) 0.07 0.20 0.35 0.73 Insignificant       
Note: NORM is the Jarque-Bera normality test, BG is the Breusch-Godfrey LM test for autocorrelation, RESET is the Ramsey-
Reset test for the model specification and ARCH is the Autoregressive conditional heteroscedasticity test to verify the presence 
of the heteroscedasticity. 
As illustrated in Table 6.5, the results show that there is a positive long run relationship between 
inflation and unemployment and statistically significant at 1% level of significance. This confirms 
that a 1 percent increase in unemployment will result in a 4.74 percent increase in the inflation rate 
in the long run. According the RESET, the model is incorrectly specified because the p-value is 
0.00 below all three significance levels. The study conducted by Alisa (2015) also confirmed that 
there is a linkage between inflation and unemployment in Russia between 1999 to 2014.         
With reference to Panel B results, Sek el al.’s (2015) study results also showed that there is no 
significant long-run relationship between domestic output and oil prices on the inflation rate. In 
addition, the long run Panel D results show that the global oil price coefficient is positive and 
significant at 1% percent level of significance in Russia. According to a similar study by Alekhina 
and Yoshino (2018) investigating the impact of the global oil prices on energy exporting, the result 
revealed that there is a significant relationship between oil prices and economic growth, inflation 
rates, interest rates and exchange rates. In summary, their study contradicts the results obtained in 
Table 6.5.  
Another study was done in G7 countries, which examined the expected sign between oil prices 
and the inflation rate from 1986 to 2016 by Banikhalid (2017). Thus, the outcome proved that that 
there is a non-linear and significant relationship between world oil prices and the inflation rate in 
G7 countries such that the impact is negative when price is set below 34.5 dollars per barrel, then 
positive when the price is above that.   
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6.2.3 Short run relationship 
Table 6.6 presents the short run relationship.  
Table 6.7 Short run equilibrium analysis for the model INFt 
 SIC Variables Coefficient S.E t-ratio p-values Significance levels 
Panel A        
Brazil (2,0) Inf(-1) 0.35 0.28 1.24 0.23 Insignificant 
  Inf(-2) 0.08 0.15 0.52 0.61 Insignificant 
  Une 11.21 10.02 1.12 0.28 Insignificant 
Russia (4,1) Inf(-1) -0.41 0.19 -2.14 0.05 Significance 10 % 
  Inf(-2) -0.19 0.12 -1.67 0.12 Insignificant 
  Inf(-3) -0.26 0.15 -1.72 0.11 Insignificant 
  Inf(-4) 0.12 0.06 1.89 0.08 Significance 10 % 
  Une 3.45 2.14 1.61 0.13 Insignificant 
  Une(-1) 4.84 2.62 1.85 0.09 Significance 10 % 
India (1,0) Inf(-1) 0.52 0.19 2.70 0.01 Significance 5 % 
  Une -0.92 1.80 -0.51 0.61 Insignificant 
China (2,3) Inf(-1) 1.03 0.29 3.50 0.00 Significance 1% 
  Inf(-2) -0.28 0.17 -1.65 0.12 Insignificant 
  Une -4.14 3.48 -1.19 0.25 Insignificant 
  Une(-1) -7.45 1.91 -3.90 0.00 Significance 1% 
  Une(-2) 9.10 5.97 1.52 0.15 Insignificant 
  Une(-3) 1.52 8.20 0.19 0.86 Insignificant 
SA (2,0) Inf(-1) 0.80 0.25 3.24 0.00 Significance 1% 
  Inf(-2) -0.18 0.22 -0.78 0.44 Insignificant 
  Une -0.23 0.15 -1.55 0.14 Insignificant 
Panel B 
Brazil (1,0) Inf(-1) 0.56 0.31 1.78 0.08 Significant 10% 
  GDPGAP -34.57 49.33 -0.70 0.49 Insignificant 
Russia (1.1) Inf(-1) 0.37 0.03 11.13 0.00 Significance 1% 
  GDPGAP 6.83 4.75 1.44 0.17 Insignificant 
  GDPGAP(-1) -0.08 5.69 -0.01 0.99 Insignificant 
India (1,3) INF(-1) 0.44 0.13 .34 0.00 Significant 1% 
  GDPGAP 0.11 0.25 0.43 0.67 Insignificant 
  GDPGAP(-1) -0.31 0.21 -1.47 0.15 Insignificant 
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Table 6.7 Continued.  
 SIC Variables Coefficient S.E t-ratio p-values Significance levels 
  GDPGAP(-2) 0.52 0.19 2.71 0.01 Significant 5% 
  GDPGAP(-3) 0.54 0.30 1.79 0.08 Significant 10% 
China (1,4) INF(-1) 0.81 0.15 5.37 0.00 Significant 1% 
  GDPGAP -0.31 0.50 -0.61 0.55 Insignificant 
  GDPGAP(-1) 2.32 0.68 3.39 0.00 Significant 1% 
  GDPGAP(-2) -2.06 0.75 -2.73 0.01 Significant 5% 
  GDPGAP(-3) 0.73 0.62 1.18 0.25 Insignificant 
  GDPGAP(-4) -0.64 0.45 -1.43 0.17 Insignificant 
SA (1.1) INF(-1) 0.90 0.08 11.37 0.00 Significant 1% 
  GDPGAP -0.005 0.23 -0.02 0.98 Insignificant 
  GDPGAP(-1) 0.55 0.18 3.11 0.00 Significant 1% 
Panel C 
Brazil (2,0) INF(-1) 0.35 0.28 1.26 0.22 Insignificant 
  INF(-2) 0.08 0.15 0.58 0.57 Insignificant 
  UNEGAP 30.19 47.32 0.64 0.53 Insignificant 
Russia (2,1) INF(-1) 0.06 0.26 0.22 0.82 Insignificant 
  INF(-2) 0.11 0.10 1.16 0.27 Insignificant 
  UNEGAP 8.30 5.26 1.58 0.14 Insignificant 
  UNEGAP(-1) 3.23 6.85 0.47 0.64 Insignificant 
India (1,0) INF(-1) 0.53 0.18 2.79 0.01 Significant 5% 
  UNEGAP -1.43 2.31 -0.62 0.54 Insignificant 
China (2.3) INF(-1) 0.92 0.23 3.97 0.00 Significant 1% 
  INF(-2) -0.19 0.17 -1.11 0.29 Insignificant 
  UNEGAP -7.95 4.82 -1.65 0.12 Insignificant 
  UNEGAP(-1) -9.14 1.99 -4.59 0.00 Significant 1% 
  UNEGAP(-2) 8.16 4.90 1.67 0.11 Insignificant 
  UNEGAP(-3) 3.77 2347 0.40 0.70 Insignificant 
SA (2.0) INF(-1) 0.82 0.26 3.18 0.00 Significant 1% 
  INF(-2) -0.15 0.23 -0.66 0.52 Insignificant 
  UNEGAP -0.20 0.17 -1.23 0.23 Insignificant 
Panel D 
Brazil (4,2,4) INF(-1) -0.59 0.17 -3.56 0.00 Significant 1% 
  INF(-2) -0.43 0.13 -3.33 0.01 Significant 5% 
  INF(-3) -0.27 0.11 -2.53 0.04 Significant 5% 
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Table 6.7 Continued 
 SIC Variables Coefficient S.E t-ratio p-values Significance levels 
  INF(-4) 0.19 0.06 3.04 0.01 Significant 1% 
  UNEGAP 1.46 4.72 0.31 0.77 Insignificant 
  UNEGAP(-1) 3.06 7.22 0.42 0.68 Insignificant 
  UNEGAP(-2) 9.29 4.19 2.22 0.06 Significant 10% 
  Oilpr -0.37 0.22 -1.67 0.14 Insignificant 
  Oilpr(-1) 0.10 0.27 0.36 0.73 Insignificant 
  Oilpr(-2) 0.15 0.26 0.60 0.57 Insignificant 
  Oilpr(-3) -0.06 0.16 -0.34 0.74 Insignificant 
  Oilpr(-4) -0.27 0.10 -2.75 0.03 Significant 5% 
Russia (4,3,4) INF(-1) 0.31 0.02 12.87 0.00 Significant 1% 
  INF(-2) 0.37 0.04 9.64 0.00 Significant 1% 
  INF(-3) 0.29 0.03 8.96 0.00 Significant 1% 
  INF(-4) 0.09 0.02 5.29 0.01 Significant 5% 
  UNEGAP -1.27 0.73 -2.97 0.06 Significant 10% 
  UNEGAP(-1) -4.01 0.33 -12.00 0.00 Significant 1% 
  UNEGAP(-2) 0.96 0.57 1.69 0.19 Insignificant 
  UNEGAP(-3) -6.65 0.63 -10.60 0.00 Significant 1% 
  Oilpr 0.00 0.02 0.21 0.84 Insignificant 
  Oilpr(-1) 0.14 0.02 6.42 0.01 Significant 5% 
  Oilpr(-2) 0.05 0.02 3.00 0.06 Significant 10% 
  Oilpr(-3) -0.08 0.01 -5.56 0.01 Significant 5% 
  Oilpr(-4) 0.11 0.02 5.63 0.01 Significant 5% 
India (1,0,0) INF(-1) 0.53 0.19 2.79 0.01 Significant 5% 
  UNEGAP -1.43 2.32 -0.62 0.54 Insignificant 
  Oil 0.0005 0.02 0.29 0.77 Insignificant 
China (2,3,0) INF(-1) 0.92 0.24 3.89 0.00 Significant 1% 
  INF(-2) -0.20 0.20 -1.00 0.33 Insignificant 
  UNEGAP -7.92 4.91 -1.61 0.13 Insignificant 
  UNEGAP(-1) -9.29 2.19 -4.24 0.00 Significant 1% 
  UNEGAP(-2) 8.08 4.95 1.63 0.12 Insignificant 
  UNEGAP(-3) 3.54 9.78 0.36 0.72 Insignificant 
  Oilpr -0.002 0.02 -0.15 0.88 Insignificant 
SA (2,0,0) INF(-1) 0.83 0.27 3.03 0.01 Significant 5% 
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Table 6.7 Continued.  
 SIC Variables Coefficient S.E t-ratio p-values Significance levels 
  INF(-2) -0.14 0.23 -0.62 0.54 Insignificant 
  UNEGAP -0.20 0.16 -1.25 0.22 Insignificant 
  Oilpr 0.002 0.01 0.17 0.86 Insignificant 
PANEL E 
 SIC Variables Coefficient S.E t-ratio p-values Significance levels 
Brazil (1,0,0) INF(-1) 0.51 0.33 1.56 0.13 Insignificant 
  GDPGAP -28.38 52.37 -0.54 0.59 Insignificant 
  Oilpr -3.27 1.91 -1.71 0.10 Insignificant 
Russia (2,3,4 INF(-1) 0.22 0.38 0.60 0.56 Insignificant 
  INF(-2) 0.10 0.15 0.63 0.54 Insignificant 
  GDPGAP 1.15 2.07 0.55 0.59 Insignificant 
  GDPGAP(-1) -2.93 2.83 -1.03 0.33 Insignificant 
  GDPGAP(-2) 3.01 2.88 1.05 0.32 Insignificant 
  GDPGAP(-3) -0.39 3.43 -0.11 0.91 Insignificant 
  Oilpr -0.14 0.53 -0.27 0.79 Insignificant 
  Oilpr(-1) 0.48 0.59 0.81 0.44 Insignificant 
  Oilpr(-2) -1.07 0.88 -1.22 0.25 Insignificant 
  Oilpr(-3) 0.92 0.99 0.93 0.37 Insignificant 
  Oilpr(-4) -0.28 0.87 -0.32 0.76 Insignificant 
India (1,3,0) INF(-1) 0.44 0.14 3.22 0.00 Significant 1% 
  GDPGAP 0.11 0.25 0.43 0.67 Insignificant 
  GDPGAP(-1) -0.31 0.21 -1.48 0.15 Insignificant 
  GDPGAP(-2) 0.51 0.20 2.51 0.02 Significant 5% 
  GDPGAP(-3) 0.54 0.31 1.75 0.09 Significant 10% 
  Oilpr 0.001 0.01 0.11 0.91 Insignificant 
China (1,4,0) INF(-1) 0.75 0.14 5.27 0.00 Significant 1% 
  GDPGAP -0.30 0.49 -0.60 0.55 Insignificant 
  GDPGAP(-1) 2.33 0.65 3.58 0.00 Significant 1% 
  GDPGAP(-2) -1.94 0.74 -2.61 0.01 Significant 5% 
  GDPGAP(-3) 0.73 0.61 1.19 0.25 Insignificant 
  GDPGAP(-4) -0.61 0.46 -1.33 0.20 Insignificant 
  Oilpr -0.02 0.02 -0.89 0.38 Insignificant 
SA (1,1,0) INF(-1) 0.92 0.10 9.33 0.00 Significant 1% 
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Table 6.7 Continued.  
 SIC Variables Coefficient S.E t-ratio p-values Significance levels 
  GDPGAP 0.002 0.24 0.007 0.99 Insignificant 
  GDPGAP(-1) 0.55 0.18 3.05 0.00 Significant 1% 
  Oilpr 0.006 0.01 0.51 0.61 Insignificant 
 
The short run results are reported in Table 6.7 from Panel A to E. In terms of Panel A results, there 
is a  short run positive and significant connection between inflation and first lagged inflation period 
in India, China and South Africa while Russia’s results show a negative relationship. This means 
a 1 percent increase in inflation (t-1) result in a 0.53, 0.92 and 0.83 percent increase in current 
period inflation at 5%, 1% and 1% level of significance, respectively. Moreover, another 
significant relationship occurs between inflation and first lagged period of unemployment where 
a 1 percent increase in unemployment will result in a 4.84 increase and 7.45 percent decrease in 
inflation in Russia and China at 10% and 1% level of significant. According to Phillips (1958), 
generally there is a negative relationship between inflation and unemployment. Other studieswhich 
indicated that there is a direct or positive relationship between inflation and unemployment include 
Haug et al. (2011), Berentsen et al. (2011), Favour et al. (2017), Zoega (2002), Karanassou et al. 
(2007), Florea (2014), Kitov (2006), Guibourg et al. (2013, Phillip (2014), Bhutto et al. (2011) 
and Israel (2015). 
The list of studies that support the Phillips curve negative or inverse relationship between inflation 
and unemployment includes Imoh and Ikechukwu (2014), Bell et al. (2014), Greenwood and 
Huffman (1987), and also Al-Zeaud (2014).   
Turning to Panel B, the results reveal that there is a relationship between inflation and the output 
gap in India, China and South Africa. The results are as follows: in India, a 1 percent increase in 
output gap (t-2) and (t-3) leads to 0.52 and 0.54 percent decrease in inflation rate at 5% and 10% 
level of significance, respectively. In China, a 1 percent increase in output gap (t-1) and (t-2) is 
associated with 2.32 increase and 2.06 percent decrease in inflation at 1% and 5% level of 
significance, respectively. The study by Georgescu & Titan (2013) investigated the relationship 
between output gap on inflation and unemployment in Bulgaria, Hungary, Poland and Romania. 
However, the study outcomes indicated that there is a negative relationship in Romania while the 
other countries reveal the presence of a positive connection.  In  another study by Claus (2000), 
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the results proved that there is a direct relationship between inflation and output gap in New 
Zealand. Watanabe’s (1996) study in Japan also confirmed that the GDP gap and inflation have a 
positive or direct relationship.     
With regard to Panel C, a negative and significant relationship can be seen in China where a 1 
percent increase in unemployment gap first lagged period leads to a 9.14 percent decrease in 
inflation in the short run period at 1% level of significance. Other than that, the other countries’ 
unemployment gap results are insignificant.   
In short run results, the Panel D model estimates inflation on unemployment gap and global oil 
prices. It is evident that a $1 percent increase in oil prices for period (t-4) will result in a 0.27 
percent decrease in current inflation in Brazil sufficient at 1% level of significance. In terms of 
Russia’s results, positive and significant oil price coefficients appear in period (t-1, t-2 and t-4) 
while t-3 shows a negative coefficient. Therefore, a $1 increase in oil price (t-1), (t-2) and (t-4) 
will result in 0.14, 0.05 and 0.11 increase in the inflation rate significant at 1%, 10% and 5% level 
of significance. On the other hand, a $1 increase in oil price in period (t-3) will lead to a 0.08 
decrease in inflation significant at 5% level of significance.  
According to Panel E, the short run results show the impact of inflation on output gap and global 
oil prices. The short run results indicated that there is no significant oil price coefficient for all the 
countries. In terms of the previous studies conducted, the short run results indicated that there is a 
significant impact on the domestic output, exchanges rate,s inflation rate on the oil price 
fluctuations (Sek et al., 2015). Other studies, such as Kasabov et al. (2017), examined the New 
Keynesian Phillips curve in Bulgaria. The results indicated that the supply shocks (oil prices) have 
an effect on core inflation such that the output gap also makes a slight contribution.       
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6.2.4 Error correction model   
Table 6.8 Error correction term results for the model INFt 
Country Variables Coefficient Standard error t-ratio p-values Significance levels 
Panel A 
Brazil ECT(-1) -0.57 0.24 -2.44 0.02 Significant 5% 
Russia ECT(-1) -1.75 0.31 -5.69 0.00 Significant 1 % 
India ECT(-1) -0.48 0.19 -2.48 0.02 Significant 5% 
China ECT(-1) -0.26 0.15 -1.66 0.12 Insignificant 
SA ECT(-1) -0.37 0.13 -2.77 0.01 Significant 5% 
Panel B 
Brazil ECT(-1) -0.44 0.31 -1.39 0.17 Insignificant 
Russia ECT(-1) -0.64 0.03 -18.71 0.00 Significant 1 % 
India ECT(-1) -0.56 0.13 -4.27 0.00 Significant 1 % 
China ECT(-1) -0.19 0.15 -1.29 0.21 Insignificant 
SA ECT(-1) -0.10 0.08 -1.32 0.20 Insignificant 
Panel C 
Brazil ECT(-1) -0.56 0.23 -2.41 0.02 Significant 5% 
Russia ECT(-1) -0.63 0.03 -19.08 0.00 Significant 1% 
India ECT(-1) -0.47 0.18 -2.55 0.02 Significant 5% 
China ECT(-1) -0.27 0.16 -1.72 0.10 Insignificant 
SA ECT(-1) -0.33 0.13 -2.51 0.02 Significant 5% 
Panel D 
Brazil ECT(-1) 0.27 0.27 1.00 0.33 Insignificant 
Russia ECT(-1) -2.11 0.28 -7.59 0.00 Significant 1% 
India ECT(-1) -0.47 0.19 -2.51 0.02 Significant 5% 
China ECT(-1) -0.28 0.15 -1.92 0.07 Significant 10% 
SA ECT(-1) -0.32 0.17 -1.90 0.07 Significant 10% 
Panel E 
Brazil ECT(-1) -0.49 0.33 -0.46 0.65 Insignificant 
Russia ECT(-1) -0.68 0.25 -2.74 0.02 Significant 5% 
India ECT(-1) -0.56 0.14 -4.16 0.00 Significant 1% 
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Table 6.8 Continued.  
China ECT(-1) -0.25 0.14 -1.74 0.10 Insignificant 
SA ECT(-1) -0.08 0.10 -0.83 0.41 Insignificant 
 
The results of the error correction term for Panel A to E are reported in Table 6.7. The speed of 
adjustments are negative values as they imply the convergence rates for the inflation series move 
towards the equilibrium. In terms of Panel A the Brazil, Russia, India and South Africa error 
correction term (-1) requires the magnitude of -0.57, -1.75, -0.48 and -0.37, respectively, (which 
shows the speed of adjustment towards equilibrium) which appears to be statistically significant 
at 5%, 1%, 5% and 5% level of significance, respectively.  
Moving to Panel B, the error correction term (-1) values are negative and significant in Russia and 
India, therefore this implies a long run relationship between the variables. The values are -0.64 
and -0.56 which indicate a rapid adjustment process, with almost the whole equilibrium of the 
previous year’s shock adjusting back to the long run equilibrium in the current year. However, it 
is sufficient that both models are statistically significant at 1% level of significance.   
Turning to Panel C, the estimated results declare that all negative and sufficient error correction 
terms (-1) can be found in Brazil, Russia, India and South Africa models. Therefore, the speed of 
the adjustment is determined by the magnitude of the coefficient which is 56%, 63%, 47% and 
33%, respectively, and the shock rate of inflation is adjusted annually. In other words, in case of 
the disequilibrium, inflation will return to its long run equilibrium path.    
In terms of Panel D, the error correction model results indicate that negative and sufficient 
coefficients are in Russia, India, China and South Africa at 1%, 5%, 10% and 10% level of 
significance, respectively. Finally, Panel E results present that only Russia and India have negative 
and sufficient coefficient error correction terms (-1). Therefore, this is interpreted as the speed of 
adjustment towards the long run equilibrium after the shock. Other than that, some of the error 
correction model results confirm the results obtained in the cointegration test results presented in 
Table 6.5. 
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6.4 Conclusion 
The study set out to investigate the effects of inflation on unemployment in BRICS countries using 
the ARDL approach. In this chapter, with the use of E-Views the study analysed and discussed the 
estimated results in tables and graphical illustrations. The study applied the five types of Phillips 
curve models to achieve and obtain the nexus between inflation and the selected variables. 
The findings of the original Phillips curve do not confirm the theory by Philips (1958) or explain 
the dynamics of the Phillips curve. The study outcomes show that in the short run (first period 
lagged unemployment) and long run there is a direct positive relationship between inflation and 
the patterns of unemployment in Russia. The study further confirmed that there is no significant 
long run relationship between inflation and output gap nor the unemployment gap in all countries. 
In terms of the New Keynesian Phillips curve, in the long run the patterns of the global crude oil 
prices negatively impacted on inflation.  
 
 
 
 
 
 
 
 
 
 
 
 
 
104 
 
CHAPTER 7 
SUMMARY, CONCLUSION AND POLICY IMPLICATIONS 
7.1 Introduction 
The paper set out to investigate the impact of inflation on economic growth and unemployment in 
light of the aftermath of the global financial crisis in BRICS countries between 1980 and 2016. In 
order to achieve this, the study divided the empirical literature and results into two sections; 
namely: inflation on economic growth and inflation and unemployment. The ARDL model is used 
in assessing the short and long run relationship of both sections. In doing so, the study measured 
these variables in depth by applying the Bi-variate, Tri-variate and Multi-variate models 
throughout the study. Moreover, to estimate the output and unemployment gap series, the Hodrick-
Prescott (HP) filter of smoothing data is employed. Furthermore, the dissertation makes use of 
dummy variables to measure the impact of an Asian crisis and global financial crisis. To ensure 
the reliability and realism of the study results, different unit root, stability and diagnostics tests 
were applied.   
This chapter provides a general summary of empirical findings, policy implications and 
recommendations. Lastly, a possible direction for the further research in BRICS countries context 
is provided. 
7.2 Summary of the Empirical Findings  
As mentioned before the study will be divided into two sections as follows: 
7.2.1 Inflation on economic growth empirical findings 
The bounds test results suggested that there is an existence of a long run co-movement of the 
variables in the following panels and counties: 
 Panel A - economic growth and inflation (BRICS1). 
 Panel B - economic growth, inflation, Asian crisis shock (BRICS). 
 Panel C - economic growth, inflation, global financial crisis shock (BRIS2). 
                                                          
1 BRICS denotes: (Brazil, Russia, India, China and South Africa) 
 
2 BRIS denotes: (Brazil, Russia, India and South Africa)  
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 Panel D- economic growth, inflation, investment, government expenditure, urbanisation 
and terms of trade (RICS3). 
 Panel E - economic growth, inflation, investment, government expenditure, urbanisation, 
terms of trade and Asian crisis shock (BRICS). 
 Panel F- economic growth, inflation, investment, government expenditure, urbanisation, 
terms of trade and global financial crisis shock (BRICS). 
 
In summary, after adding the global financial shock in Panel A, the co-movement of the variables 
in the long run becomes insignificant. In Contrast, the opposite occurred in Panel D, where the 
Brazil multivariate becomes significant which means the aforementioned variables converged to a 
long run equilibrium path when they deviated from it in the short run.   
 
The objective of the study is to estimate the long run and short run relationship dynamics of the 
mentioned models in BRICS countries. The results suggest that there is a negative long run 
relationship between economic growth and inflation in Russia and South Africa, while other 
counties’ results are insignificant. After adding the mentioned shocks, both inflation and global 
financial crisis contributed negatively to South African output growth. In contrast, a positive long 
run relationship was found between economic growth and the Asian crisis in Russia, and in Brazil 
on both shocks. In India, a negative and significant long run relationship was found between 
economic growth and both Asian and global financial crisis shocks.   
 
With reference to Panel D multivariate model, there was a significant relationship between 
economic growth and government expenditure in India (negative), China (positive) and South 
Africa (negative). Another significant relationship between economic growth and urbanisation is 
found positive in India, negative in both China and South Africa. Moreover, a negative statistically 
significant relationship between economic growth and trade openness is found in India and China 
and positive in South Africa. Lastly, in South Africa economic growth and investment show 
positive and significant long run linkages.   
 
                                                          
3 RICS denotes: (Russia, India, China and South Africa) 
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7.2.2 Inflation on unemployment empirical findings 
The estimated cointegration bounds test model results proved that the following countries and 
variables converge in the long run after the short run shock deviation: 
 Panel A - inflation and unemployment (Russia and South Africa)   
 Panel B - inflation and output gap (Russian and India) 
 Panel C - inflation and unemployment gap (Russia India and South Africa) 
 Panel D - inflation, unemployment gap and global oil prices (Brazil and Russia) 
 Panel E - inflation, output gap and global oil prices (Russia and India) 
Notably, Russia appears to be consistent with the aforementioned bounds test models. In contrast, 
China and Brazil’s results are all found to be insignificant.  
 
The positive significant long run relationship between inflation and unemployment is found in 
Russia. On the other hand, after including the oil price shock on Panel C, the results indicated that 
there is a significant negative long-run relationship between inflation the global oil prices and the 
unemployment gap becomes positively related. In the short run relationship between inflation and 
unemployment, the first period lag of inflation is found to be statistically significant in Russia, 
India China and South Africa while unemployment is found to be statistically insignificant.    
7.3 Policy Implications and Recommendations 
The study provides the significance of the monetary and growth policies recommendations for 
BRICS countries and prior government macroeconomic reform policies and central bank 
decisions. The possible adoption of inflation targeting has been a common mechanism to promote 
growth and stabilise the economy in most emerging countries. Notably, China is the only country 
that has not paid more attention to inflation rather than economic growth. Based on the 
dissertation’s findings, the following recommendations will be divided into macroeconomic policy 
and central bank monetary policy and presented as follows: 
7.3.1 Macroeconomic policy  
Government and policy makers should gear up their policies to fight inflation and stimulate 
growth. This means the Central reserve banks need to maintain low inflation and expected 
inflation. Moderate inflation is conducive to promoting macroeconomic stability and growth i.e. 
in China inflation has been kept consistently within the required threshold. In terms of the control 
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variables included in the estimation, the results proved that investment, public spending, 
urbanisation and openness to trade can harm or promote economic growth in the context of BRICS 
countries. Government policies should focus on creating jobs through building infrastructure such 
as ports, building and bridges, as by doing so, they would be stimulating economic growth and 
attracting investments.       
7.3.2 Monetary policy 
The study findings show that there is no trade-off between inflation and unemployment, rather, the 
positive and significant long run relationship is found in Russia. Therefore, the South African 
unemployment rate is relatively high compared to other countries in the study. Government might 
want to achieve moderate inflation, perhaps the most compelling reason for rapid growth given 
that there are other factors that affect growth. The monetary policy of the BRICS Central banks 
differs from the implementation of ad hoc inflation targeting, explicit control on money supply, 
price stability, exchange rates and interest rates mechanisms. Therefore, it is necessary that each 
central bank needs to simultaneously monitor all determinants of inflation and unemployment. 
 7.4 Summary of Research and Direction of Future Studies 
In terms of the macroeconomic policy, the further studies need to investigate the relationship 
between inflation and the other variables prior to the adoption of the inflation targeting policy 
period. With reference to the control variables, further studies need to also include life expectancy, 
population and exports rather than openness of trade. In the case of monetary policy, further studies 
should also examine the causality between inflation and unemployment. This study should be also 
applied into some other developed and developing countries where unemployment and 
employment are used as the indicators of future inflation. Most importantly, economists and 
authors should also take into account the factors such as exchange rates, interest rates and money 
supply along the business cycle periods for their further studies.     
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