Globally Hyperbolic Regularization of Grad's Moment System by Cai, Zhenning et al.
ar
X
iv
:1
20
3.
03
76
v1
  [
ma
th-
ph
]  
2 M
ar 
20
12
Globally Hyperbolic Regularization of Grad’s Moment
System
Zhenning Cai∗, Yuwei Fan†, Ruo Li‡
October 30, 2018
Abstract
In this paper, we propose a globally hyperbolic regularization to the general Grad’s
moment system in multi-dimensional spaces. Systems with moments up to an arbitrary
order are studied. The characteristic speeds of the regularized moment system can be
analytically given and only depend on the macroscopic velocity and the temperature.
The structure of the eigenvalues and eigenvectors of the coefficient matrix is fully
clarified. The regularization together with the properties of the resulting moment
systems is consistent with the simple one-dimensional case discussed in [1]. Besides,
all characteristic waves are proven to be genuinely nonlinear or linearly degenerate,
and the studies on the properties of rarefaction waves, contact discontinuities and
shock waves are included.
Keywords: Grad’s moment system; regularization; global hyperbolicity; characteris-
tic wave
1 Introduction
The kinetic gas theory, which is based on the Boltzmann equation, is one of the funda-
mental tools in modelling non-equilibrium processes. Nevertheless, in most cases, a direct
numerical discretization of the Boltzmann equation leads to unacceptable computational
costs. In 1940s, Grad [7] proposed the moment approximation of the distribution func-
tion, trying to establish a series of intermediate models between the fluid dynamics and
the kinetic theory. However, due to a number of defects in Grad’s 13-moment equations,
such as the appearance of unphysical subshocks, nonexistence of an entropy function, and
lack of global hyperbolicity, not much attention is paid to the moment method in the last
century.
In the recent twenty years, as the investigation into the moment method becomes
deeper, various “regularizations” are proposed to challenge the traditional accusations on
the moment method. A list of relevant publications can be found in the references of
[13]. Recently, we are interested in the large moment system together with its numerical
methods [2, 5, 4, 3], and it is found that the lack of the well-posedness due to the loss
of global hyperbolicity is a major obstacle in our simulations, especially for large Mach
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number gas flows [5]. Torrilhon [14] provided a 13-moment hyperbolic moment system
based on multi-variate Pearson-IV distributions, but it seems unlikely to extend the same
technique to systems with large number of moments. As discussed in [13], Levermore [9]
gave a partial answer to the question of hyperbolicity of large moment system based on
a maximal entropy distribution function. However, the analytical forms of Levermore’s
equations cannot be obtained once the number of moments is greater than 10. While
exploring the method ensuring the hyperbolicity of the moment system, we discovered [1]
that the structure of the characteristic polynomial of Grad’s moment equations with one-
dimensional microscopic velocity is rather simple; thus a globally hyperbolic regularization
can be achieved by simply adding two terms to the equation of the highest order moment.
In this paper, the results in [1] are extended to the multi-dimensional space. For
multi-dimensional moment systems, the regularization method is consistent with the one-
dimensional case. Due to the complexity of the moment systems, this paper is mainly
devoted to a rigorous proof of the hyperbolicity of regularized moment system for any
space dimensions and an arbitrary order of moments. The result is obtained by firstly
restricting the spatial variable in the one-dimensional space, and then it is generalized
to the multi-dimensional space using the rotation invariance of the regularized system.
For the case of one-dimensional spatial variable, the structure of the coefficient matrix
is similar as the Hessenberg matrix, which enables us to calculate the eigenvectors for a
given eigenvalue. Then, the hyperbolicity of the moment system follows by counting the
number of linearly independent eigenvectors. At the same time, the expressions of all
characteristic speeds are obtained, each of which is a sum of the macroscopic velocity and
the square root of the temperature scaled by a zero of the Hermite polynomial. Besides, we
prove that each characteristic filed of the hyperbolic moment systems is either genuinely
nonlinear or linearly degenerate, and some properties of the rarefaction waves, the contact
discontinuities and the shock waves are investigated.
The rest of this paper is arranged as follows: in Section 2, a brief review on the
moment methods of Boltzmann equation and the results in [1] are presented. Section
3 gives the globally hyperbolic regularization for moment system with one-dimensional
spatial variable and multi-dimensional microscopic velocities. And in Section 4, the result
for full multi-dimensional moment system is proved. The study on the characteristic waves
is carried out in Section 5.
2 Preliminaries
In this section, a concise introduction of the Boltzmann equation is presented. And then
some results of the work on the moment method in [5, 1] are briefly reviewed.
2.1 Moment methods for Boltzmann equation
Let the motion of particles be depicted by the distribution function f(t,x, ξ) governed by
the Boltzmann transport equation
∂f
∂t
+
D∑
j=1
ξj
∂f
∂xj
= Q(f, f), t ∈ R+, x, ξ ∈ RD, (2.1)
where t denotes the time, x = (x1, · · · , xD) and ξ = (ξ1, · · · , ξD) stand for the spatial
coordinates and the microscopic velocity, respectively. The right hand side Q(f, f) is the
2
collision term describing the interaction between particles. In this paper, we are focus-
ing on the transportation part, thus the collisionless Boltzmann equation with vanished
Q(f, f) is considered.
The moment method proposed by Grad [7] approximates the distribution function by
a finite set of moments. To achieve this, we expand f into the Hermite series as in [2]:
f(t,x, ξ) =
∑
α∈ND
fα(t,x)Hθ(t,x),α
(
ξ − u(t,x)√
θ(t,x)
)
, (2.2)
where α = (α1, · · · , αD) is aD-dimensional multi-index, and the basis functions are defined
as
Hθ,α(z) =
D∏
d=1
1√
2π
θ−
αd+1
2 Heαd(zd) exp
(
−z
2
d
2
)
, z = (z1, · · · , zD) ∈ RD, (2.3)
where Hek is the k-th degree Hermite polynomial:
Hek(x) = (−1)k exp
(
x2
2
)
dk
dxk
exp
(
−x
2
2
)
, k ∈ N. (2.4)
In (2.2), u(t,x) = (u1(t,x), · · · , uD(t,x)) and θ(t,x) denote the macroscopic velocity and
temperature, respectively, and they are related to f by
ρ(t,x) =
∫
RD
f(t,x, ξ) dξ,
ρ(t,x)u(t,x) =
∫
RD
ξf(t,x, ξ) dξ,
ρ(t,x)|u(t,x)|2 +Dρ(t,x)θ(t,x) =
∫
RD
|ξ|2f(t,x, ξ) dξ,
(2.5)
where ρ stands for the density of the gas. The following relations can be deduced from
the orthogonality of Hermite polynomials:
f0 = ρ, fej = 0,
D∑
d=1
f2ed = 0, j = 1, · · · ,D, (2.6)
where ej is the D-dimensional multi-index with its j-th component to be the only nonzero
one and equals to 1.
The moment system has been deduced in [5], and here we directly present the result
therein:(
∂fα
∂t
+
D∑
d=1
∂ud
∂t
fα−ed +
1
2
∂θ
∂t
D∑
d=1
fα−2ed
)
+
D∑
j=1
(
θ
∂fα−ej
∂xj
+ uj
∂fα
∂xj
+ (αj + 1)
∂fα+ej
∂xj
)
+
D∑
j=1
D∑
d=1
∂ud
∂xj
(
θfα−ed−ej + ujfα−ed + (αj + 1)fα−ed+ej
)
+
1
2
D∑
j=1
D∑
d=1
∂θ
∂xj
(
θfα−2ed−ej + ujfα−2ed + (αj + 1)fα−2ed+ej
)
= 0, ∀α ∈ ND.
(2.7)
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In this equation, fβ is taken as zero if any components of β is negative. Some special
choices of α lead to the classic hydrodynamic equations:
∂ρ
∂t
+
D∑
j=1
(
uj
∂ρ
∂xj
+ ρ
∂uj
∂xj
)
= 0, (2.8a)
ρ
∂ui
∂t
+
D∑
j=1
(
ρuj
∂ui
∂xj
+
∂pei+ej
∂xj
)
= 0, i = 1, · · · ,D, (2.8b)
D
2
ρ
∂θ
∂t
+
D∑
j=1
(
D
2
ρuj
∂θ
∂xj
+
∂qj
∂xj
)
+
D∑
i=1
D∑
j=1
pei+ej
∂ui
∂xj
= 0, (2.8c)
where pei+ej is the pressure tensor
1 and qj is the heat flux. They are defined as
pei+ej =
∫
RD
(ξi − ui)(ξj − uj)f dξ = δijρθ + (1 + δij)fei+ej , (2.9a)
qj =
1
2
∫
R
|ξ − u|2(ξj − uj)f dξ = 2f3ej +
D∑
d=1
fej+2ed , (2.9b)
where δ is Kronecker’s delta symbol. We refer the readers to [5] for the detailed derivation
of (2.8).
Since (2.7) forms an infinite set of moment equations which are not suitable for practical
use, the moment closure is in need. The simplest way is to select an integer M > 3 and
force fα = 0 if |α| > M , and the result is the Grad-type system with
(
M+D
D
)
moments.
2.2 Regularization with 1D velocity space
It is well known that the lack of global hyperbolicity is one of the major defects of Grad’s
moment equations. For the thirteen moment case, the hyperbolicity region has been
analytically obtained in [11]. The construction of globally hyperbolic moment systems
is very meaningful to the robustness of fluid simulation using moment approximation.
In this direction, a general method by Levermore in [9] on the construction of symmetric
hyperbolic moment systems is proposed. Later, Torillhon [14] raises a clever idea to enlarge
the hyperbolicity region of the 13-moment system by using Pearson-IV-distributions. In
[1], we have studied the general 1D moment systems and found a way to make globally
hyperbolic regularization based on the characteristic speed correction. Here we are going
to give a brief review on the results therein.
When D = 1, the multi-index α becomes a natural number. Substituting (2.8b) and
(2.8c) into (2.7), we can eliminate the time derivative of the velocity and temperature.
Thus the M -th order Grad’s moment system can be written in the form of a quasi-linear
system
∂w
∂t
+A(w)
∂w
∂x
= 0, (2.10)
where A is a matrix dependent on w, and
w = (ρ, u, θ, f3, · · · , fM ). (2.11)
In [1], we have obtained the following results:
1In some literatures, the pressure tensor is denoted as pij , i, j = 1, · · · , D. Here the special subscript
ei + ej is used to match the form of general moments fei+ej for convenience in later use.
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1. The characteristic polynomial of A(w) is
|λI−A| = θM+12 HeM+1
(
λ− u√
θ
)
− (M + 1)!
2ρ
[(
(λ− u)2 − θ) fM−1 + 2(λ− u)fM] . (2.12)
2. By adding the regularization term based on characteristic speed correction
RM = M + 1
2
(
2fM
∂u
∂x
+ fM−1
∂θ
∂x
)
(2.13)
to the right hand side of the last equation of (2.10), the system is turned to be
globally hyperbolic and the eigenvalues of the regularized moment system are
u+Cj,M+1
√
θ, j = 1, · · · ,M + 1, (2.14)
where Cj,k is the j-th root of the Hermite polynomial Hek(x), noticing that Hek(x), k ∈
N has k different zeros, which read C1,k, · · · ,Ck,k and satisfy C1,k < · · · < Ck,k.
The second result gives a practical implementation of a globally hyperbolic regularization.
2.3 Reformulation of the moment system
In order to facilitate the studying of the moment system when D ≥ 2, we rewrite (2.7) in
another form. Let p = ρθ, then p = 1D
∑D
d=1 p2ed , and we have
∂θ
∂xj
= −θ
ρ
∂ρ
∂xj
+
1
Dρ
D∑
d=1
∂p2ed
∂xj
, j = 1, · · · ,D. (2.15)
By substituting (2.8) and (2.15) into (2.7), the following equation is obtained with some
simplification:
∂fα
∂t
+
D∑
j=1
(
θ
∂fα−ej
∂xj
+ uj
∂fα
∂xj
+ (αj + 1)
∂fα+ej
∂xj
)
+
D∑
j=1
(
− θ
2ρ
C
(j)
θ,α
)
∂ρ
∂xj
+
D∑
j=1
D∑
d=1
∂ud
∂xj
(
θfα−ed−ej + (αj + 1)fα−ed+ej −
Cα
Dρ
pej+ed
)
+
D∑
j=1
D∑
d=1

(−fα−ed
ρ
)
∂pej+ed
∂xj
+
C
(j)
θ,α
2Dρ
∂p2ed
∂xj

+ (−Cα
Dρ
) D∑
j=1
∂qj
∂xj
= 0,
(2.16)
where Cα and C
(j)
θ,α are defined as
Cα =
D∑
k=1
fα−2ek , (2.17a)
C
(j)
θ,α =
D∑
k=1
(
θfα−2ek−ej + (αj + 1)fα−2ek+ej
)
. (2.17b)
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Then collecting (2.8), (2.16) and (2.9a), we get
∂p2ei/2
∂t
+
D∑
j=1
uj
∂p2ei/2
∂xj
+
D∑
j=1
(
1
2
+ δij
)
ρθ
∂uj
∂xj
+
D∑
j=1
D∑
d=1
(2δij + 1)f2ei−ed+ej
∂ud
∂xj
+
D∑
j=1
(2δij + 1)
∂f2ei+ej
∂xj
= 0, i = 1, · · · ,D.
(2.18)
The (2.8) together with (2.18) and (2.16) form a moment system with infinite number of
equations, which is equivalent to (2.7).
3 System in 1D Spatial Space
In order to derive the regularization term to achieve the hyperbolicity of the moment
systems as in Section 2.3, we first consider in this section the special case with homogeneous
dependence of the distribution function on spatial coordinate x except for x1 direction.
Since the velocity space is multi-dimensional, the result in this section is essential different
from [1]. The general case in multi-dimensional spatial space is studied in the next section
based on the results herein and the Galilean invariance of the regularization.
In 1D spatial space, the distribution function f(t, x1, ξ) satisfies
∂f
∂t
+ ξ1
∂f
∂x1
= 0, t ∈ R+, x1 ∈ R, ξ ∈ RD. (3.1)
The moment system in Section 2.3 degenerates to a simpler form. The conservation of
mass, momentum and energy (2.8) turn into
∂ρ
∂t
+ u1
∂ρ
∂x1
+ ρ
∂u1
∂x1
= 0, (3.2a)
ρ
∂ui
∂t
+ ρu1
∂ui
∂x1
+
∂pe1+ei
∂x1
= 0, i = 1, · · · ,D, (3.2b)
D
2
ρ
∂θ
∂t
+
D
2
ρu1
∂θ
∂x1
+
∂q1
∂x1
+
D∑
i=1
pe1+ei
∂ui
∂x1
= 0. (3.2c)
The moment equations (2.16) become
∂fα
∂t
+ θ
∂fα−e1
∂x1
+ u1
∂fα
∂x1
+ (α1 + 1)
∂fα+e1
∂x1
− θ
2ρ
C
(1)
θ,α
∂ρ
∂x1
+
D∑
d=1
∂ud
∂x1
(
θfα−ed−e1 + (α1 + 1)fα−ed+e1 −
Cα
Dρ
pe1+ed
)
+
D∑
d=1

−fα−ed
ρ
∂pe1+ed
∂x1
+
C
(1)
θ,α
2Dρ
∂p2ed
∂x1

− Cα
Dρ
∂q1
∂x1
= 0,
(3.3)
where Cα and C
(1)
θ,α are defined in (2.17). The governing equations of p2ei (2.18) turn into:
for i = 1, · · · ,D,
∂p2ei/2
∂t
+ u1
∂p2ei/2
∂x1
+ (
1
2
+ δi1)ρθ
∂u1
∂x1
+
D∑
d=1
(2δi1 + 1)f2ei−ed+e1
∂ud
∂x1
+ (2δi1 + 1)
∂f2ei+e1
∂x1
= 0.
(3.4)
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Analogously to the moment system in Section 2.1, let fα = 0, |α| > M for M ≥ 3, and
then (3.2) and (3.3), together with (3.4) form a closed moment system corresponding to
(3.1).
To facilitate the reading below in studying the moment system, some notations are
introduced as follows:
if a = (a1, · · · , an) ∈ Rn, then a(i :j) = (ai, · · · , aj), (3.5a)
if A = (aij)n×n ∈ Rn×n, then A(i, j :k) = (ai,j, · · · , ai,k), (3.5b)
A(i : l, j :k) =


ai,j ai,j+1 · · · ai,k
ai+1,j ai+1,j+1 · · · ai+1,k
...
...
. . .
...
al,j al,j+1 · · · al,k

 , (3.5c)
D = {1, 2, · · · ,D}, α˜ = (0, α2, · · · , αD), (3.6a)
αˆ = (α2, · · · , αD) ∈ ND−1, α! =
D∏
i=1
αi!, |α| =
D∑
i=1
αi, (3.6b)
SD,M = {α ∈ ND | |α| ≤M}, SD,M (αˆ) = {β ∈ SD,M | βˆ = αˆ}. (3.6c)
We permute the elements of SD,M by lexicographic order. Then for any α ∈ SD,M ,
ND(α) =
D∑
i=1
(∑D
k=D−i+1 αk + i− 1
i
)
+ 1 (3.7)
holds, where ND(α) is the ordinal number of α in SD,M , and the cardinal number of set
SD,M is N = ND(MeD) =
(
M+D
D
)
, which is total number of moments if a truncation with
|α| ≤M is introduced. In addition, it is clear that for each α, β ∈ SD,M and αˆ 6= βˆ,
SD,M (αˆ)
⋂
SD,M (βˆ) = ∅, SD,M =
⋃
α∈SD,M
SD,M (αˆ), (3.8)
simultaneously hold.
3.1 Structure of coefficient matrix
Similar to the 1D case, a truncation with |α| ≤M,M ≥ 3 is applied. Let w ∈ RN and for
each i, j ∈ D, and i 6= j,
w1 = ρ, wND(ei) = ui, (3.9a)
wND(2ei) =
p2ei
2
, wND(ei+ej) = pei+ej , (3.9b)
wND(α) = fα, 3 ≤ |α| ≤M. (3.9c)
Combining (3.2) with (3.4) and (3.3), we obtain
∂w
∂t
+AM
∂w
∂x1
= 0, (3.10)
where AM depends on (3.2), (3.4) and (3.3).
Clearly, all the matrix AM for any D ∈ N+, 3 ≤M ∈ N are well-defined though quite
complex. Here we first give some simple examples and conclude a few basic properties of
the matrix AM .
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Example 1. If D = 2, the ordinal number of α in SD,M is ND(α) = (α1+α2+1)(α1+α2)2 +
α2 + 1. The permutation of w is showed in Fig. 2(a). As the simplest case, the matrix
A3 is
A3 =


u1 ρ 0 0 0 0 0 0 0 0
0 u1 0 2ρ
−1 0 0 0 0 0 0
0 0 u1 0 ρ
−1 0 0 0 0 0
0 32p1 0 u1 0 0 3 0 0 0
0 2f1,1 p1 0 u1 0 0 2 0 0
0 p2 f1,1 0 0 u1 0 0 1 0
ρθ2−2θp1
2ρ 4f3,0 0 θ 0
2f2,0
ρ u1 0 0 0
−3θf1,12ρ 3f2,1 3f3,0 −
f1,1
2ρ
ρθ−f2,0
ρ
3f1,1
2ρ 0 u1 0 0
−12θ2 2 f1,2 2f2,1 2f2,0ρ − f1,1ρ θ 0 0 u1 0
− θf1,12ρ f0,3 f1,2 f1,12ρ f2,0ρ f1,12ρ 0 0 0 u1


, (3.11)
whereas p1 = p2e1 , fm,n = fme1+ne2. If M > 3, for any α ∈ N2, and 3 < |α| ≤M ,
AM (1:10, 1:10) = A3, (3.12a)
AM (ND(α),ND(α)) = u1, (3.12b)
AM (ND(α),ND(α− e1)) = θ, if α1 > 0, (3.12c)
AM (ND(α),ND(α+ e1)) = α1 + 1, if |α| < M, (3.12d)
AM (ND(α), 1:9) = (− θ
2ρ
C
(1)
θ,α, θfα−2e1 + (α1 + 1)fα −
Cα
2ρ
p2e1 ,
θfα−e1−e2 + (α1 + 1)fα+e1−e2 −
Cα
2ρ
pe1+e2 ,
− 2fα−e1
ρ
+
C
(1)
θ,α
2ρ
, − fα−e2
ρ
,
C
(1)
θ,α
2ρ
,−3Cα
2ρ
, 0, − Cα
2ρ
),
(3.12e)
where Cα and C
(1)
θ,α are defined in equation (2.17). We remark that
• an entry AM (i, j), if not defined above, is taken as zero;
• for |α| = 4, some AM (i, j) may be double defined in (3.12c) and (3.12e), the value
of which is the sum of the both expressions.
Fig. 1 gives the sparse matrix pattern of AM with M = 8 and D = 2. It is observed
that there is no more than one nonzero component of AM (i, i + 1 :N), for each i = 1,
· · · , N . Precisely, there is a unique nonzero component as 1 ≤ i ≤ ND((M − 1)eD)
and AM (i, i + 1 : N) = 0 as i > ND((M − 1)eD). Noticing that the column index of
the nonzero entries in the upper triangular part of AM on different rows are different
from each other, this makes one recall the form of lower Hessenberg matrix, of which the
only nonzero entries in the upper triangular part on the i-th row is located at position
(i, i+1). This property of Hessenberg matrix makes it very convenient for one to calculate
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40
30
20
10
ro
w
0 10 20 30 40
column
AM (1 :10, 1:10)
AM (ND(α), 1:9)
AM (ND(α),ND(α))
AM (ND(α),ND(α+ e1))
AM (ND(α),ND(α− e1))
Figure 1: The sparse matrix pattern of AM with M = 8,D = 2. Its nonzero entries are
defined as in (3.12).
its eigenvectors once eigenvalues are given using a row by row sequential procedure. Here
AM is essentially the same as lower Hessenberg matrix on this point, and we notice that
its lower triangular part is sparse, hence we are provided the approach to calculate the
eigenvalues AM together with the corresponding eigenvectors using the same technique.
Furthermore, (3.12) shows the diagonal entries of the matrix AM are all u1, and the
entries of the matrix AM −u1I are independent of ui, i ∈ D, where I is the N ×N identity
matrix. In fact, (3.10) can be written as
Dw
Dt
+ (AM − u1I) ∂w
∂x1
= 0, (3.13)
where
D
Dt
is material derivative defined as
D
Dt
=
∂
∂t
+ u1
∂
∂x1
.
Hence, that AM − u1I are independent of ui, i ∈ D indicates the moment system is
translation invariant. On the other hand, eigenvalues of AM can be written in the form
u1 + a, where a is indeterminate and independent of ui, i ∈ D, and eigenvectors of it is
independent of ui, i ∈ D, too.
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f80
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39
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(b) A permutation of w′ defined in example 3
Figure 2: The permutation of moments while D = 2,M = 8. Each node stands for one
moment. The marks in the lower right of the node shows the expression of the moment,
while the number in the upper left represents the ordinal number in w or w′. The dashed
arrows depict the path of the corresponding permutation. The left one is the permutation
of w, and the right one is a permutation of w′ defined in example 3.
Example 2. Considering the case D = 2, we can write out the matrix AM according to
example 1, for any 3 ≤ M ∈ N. If we let fα = 0 for all α ∈ N2, and |α| ≤ M except f0
and fMe1, direct calculation gives the characteristic polynomial of AM as
|λI−AM | =
(
M−1∏
i=1
Hei
(
λ− u1√
θ
)
θi/2
)
×
(
HeM
(
λ− u1√
θ
)
θM/2 + (−1)M−1M !fMe1
)
×
(
HeM+1
(
λ− u1√
θ
)
θ(M+1)/2 + (−1)M−1(M + 1)!fMe1(λ− u1)
)
.
(3.14)
The matrix AM , obviously, has complex eigenvalues, for some fMe1.
Analogously, involved calculations with the help of computer algebraic system show
that the matrix AM has complex eigenvalues for some admissible w, for any D ≥ 3. This
reveals that AM is not diagonalisable with real eigenvalues for some w as D = 1 in [1].
Remark 1. Since moments fα are related to f(t,x, ξ) by (2.2), the moments fα can not
be arbitrary number if the distribution function is to be kept positive. Particularly, ρ and
θ given by (2.5) clearly satisfy
ρ > 0, θ > 0. (3.15)
Though (3.15) is not enough to provide us a positive f(t,x, ξ), the discussion in this paper
requires no further constraints on the other moments. Hence, in this paper the admissible
w stands for w which satisfies (3.15).
Example 3. Actually, it can be observed that the matrix AM is reducible if we rearrange
w as w′ using another permutation rule. In case of D = 2, the rule reads:
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1. The moments with α2 ≤ 2 are arranged at first using the lexicographic order;
2. The rest moments are arranged then using the lexicographic order based on index
transformed as (α2, α1).
Clearly, w and w′ are related by a permutation matrix P that w′ = Pw. The Fig.
2(b) gives a schematic diagram of the permutation rule for w′ with M = 8. Let A′M =
PAMP
−1, then
∂w′
∂t
+A′M
∂w′
∂x1
= 0, (3.16)
holds. Fig. 3.1 gives the sparse matrix pattern of A′M . It is obvious that A
′
M is reducible
(see e.g. [6] for the definition), and can be reduced intoM−1 blocks. SD,M (eˆ1)
⋃ SD,M (eˆ2)⋃ SD,M (2eˆ2) is one of the blocks, and SDM (αˆ), for each αˆ ∈ N and αˆ 6= eˆ1, eˆ2, 2eˆ2 is another
block.
40
30
20
10
ro
w
0 10 20 30 40
column
Figure 3: The sparse matrix pattern of A′M with M = 8,D = 2. A
′
M is reducible.
These examples show some very useful properties of the matrix AM as follows:
Property 1. Matrix AM satisfies the following properties:
1(1). For each α ∈ ND, |α| ≤M , let i = ND(α), then there are no more than one entries
of AM (i, i+1:N) nonzero. In fact, there is a unique nonzero component as |α| < M
and AM (i, i+ 1:N) = 0 as |α| =M .
1(2). The diagonal entries of the matrix AM are all u1, and entries of the matrix AM−u1I
are independent of ui, i ∈ D.
1(3). AM (w) may be not diagonalisable with real eigenvalues for some admissible w.
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1(4). AM is reducible, and can be reduced into
(
M+D−1
D−1
) − 2(D − 1) blocks. SD,M (eˆ1) ⋃(
D⋃
k=2
SD,M (eˆk)
) ⋃ ( D⋃
k=2
SD,M(2eˆk)
)
is one of the blocks, and SD,M (αˆ), for each
αˆ ∈ ND−1 and αˆ 6= eˆ1, eˆk, 2eˆk, k = 2, · · · ,D is one of the blocks.
3.2 Globally hyperbolic regularization
For 1D case, the regularization as (2.13) was proposed such that the moment system turns
out to be globally hyperbolic (see [1] for details). Actually, the regularization therein can
be extend to multiple dimensional systems. For D ∈ N+, let us start from the definition
as below:
Definition 1. For any |α| =M , let
RM,D(α) ,
D∑
j=1
RjM,D(α), (3.17)
where
RjM,D(α) =
D∑
d=1
fα−ed+ej
∂ud
∂xj
+
1
2
(
D∑
d=1
fα−2ed+ej
)
∂θ
∂xj
. (3.18)
As in 1D case [1], RM,D(α) is the regularization terms based on the characteristic speed
correction.
With (2.15), we have that
RjM,D(α) =
D∑
d=1
fα−ed+ej
∂ud
∂xj
+
(
D∑
d=1
fα−2ed+ej
)(
D∑
i=1
1
Dρ
∂p2ei/2
∂xj
− θ
2ρ
∂ρ
∂xj
)
.
For the case that the dependence of f on x is only on x1, we have that
RjM,D(α) = 0, for j = 2, · · · ,D.
This leads to RM,D(α) = R1M,D(α). The regularized system is obtained by subtracting
RM,D(α) from the governing equation of fα in (3.10), for |α| =M .
Definition 2. AˆM is called the regularized matrix of the matrix AM , if it satisfies that
for any admissible w,
AˆM
∂w
∂x1
= AM
∂w
∂x1
−
∑
|α|=M
R1M,D(α)IND(α), (3.19)
where Ik is the k-th column of the N ×N identity matrix.
The regularization terms only change a few entries of the lower triangular part of AM ,
with the order of the corresponding moments equals to M , so that the Properties 1(1),
1(2), 1(4) of AM are also valid for AˆM , while the Property 1(3) is changed to be the
diagonalisability of AˆM over the real field R. Actually, we have the following theorem:
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Theorem 1. The regularized moment system
∂w
∂t
+ AˆM
∂w
∂x1
= 0 (3.20)
is hyperbolic for any admissible w.
The definition of the hyperbolicity shows that this theorem is equivalent to the diago-
nalisability of AˆM with real eigenvalues for any admissible w. Before proving this result,
we first make some simplifications and give several useful lemmas.
Let us denote that
d = (dj)N×1, d1 = ρ
−1, (3.21a)
dj+1 = θ
−1/2, j = D, dND(α) = ρ−1θ−|α|/2, 2 ≤ |α| ≤M, (3.21b)
Λ = diag {d1, d2, · · · , dN} , (3.21c)
pˆei+ek =
pei+ek
ρθ
, i, k = D, gα = fα
ρθ|α|
. (3.21d)
By the virtue of Property 1(2), we let
AˆM = u1I+
√
θΛ−1A˜MΛ. (3.22)
Then, we can obtain properties of AˆM by studying the matrix A˜M . Since A˜M is related
to AˆM − u1I by a similarity transformation by a diagonal matrix, Property 1(1) holds
for A˜M . Hence, it is convenient to calculate the eigenvectors of matrix A˜M . Firstly, we
denote by some symbols as
rwND(α) = vND−1(αˆ), if α1 = 0, (3.23)
ru1 = λrρ, rp2e1/2 =
λ2
2
rρ, (3.24)
rfei = rfα = 0, if at least one αj < 0, j ∈ D (3.25)
rpe1+ek = λruk , k ∈ D\{1}, (3.26)
rf2ei = rp2ei/2 −
D∑
d=1
rp2ed/2
D
, (3.27)
rwND(α) =
Heα1(λ)
α1!
(
rfα˜ +G(α˜)
)−G(α), if α1 6= 0, |α| ≥ 3. (3.28)
where vND−1(αˆ) and λ are indeterminate parameters, and
G(α) =
D∑
d=1
gα−edrud +
(
D∑
d=1
rp2ed/2
D
− rρ
2
)
D∑
k=1
gα−2ek . (3.29)
For better readability, here we adopt the notations [e.g. wk, fei, f2ei ] as the subscript
of r. This does not mean the subscripts are taken as the value of them, but only taken
literally as the notations themselves. We collect these rwk , with wk as a component of w
and k = 1, · · · , N , to produce a vector r ∈ RN as
r = (rw1 , rw2 , · · · , rwN ), (3.30)
where N is total number of moments. Here it is clear that r is prescribed once vND−1(αˆ)
and λ are all given. With particular setup of these parameters, λ and r is turned out to
be a pair of eigenvalue and eigenvector of A˜M . Precisely, we have the following lemma:
13
Lemma 1. r 6= 0 is the right eigenvector of the matrix A˜M for the eigenvalue λ if
Heα1+1(λ)
(α1 + 1)!
(
rwα˜ +G(α˜)
)
= 0 (3.31)
holds, for all |α| =M .
Proof. Let i = ND(α), with |α| ≤M , then we need only to verify
A˜M (i, 1 : N) · r = λrwi (3.32)
always valid. Since AM is determined by (3.2), (3.3) and (3.4), and AˆM and A˜M are
defined as (3.19) and (3.22), respectively, we can write any entries of A˜M . Now let us
verify the equation (3.32) case by case:
• For α = 0,
A˜M (i, 1 : N) · r = 1 · ru1 = λrρ. (3.33)
• For α = e1,
A˜M (i, 1 : N) · r = 2 · rp2e1/2 = λ
2rρ = λru1 . (3.34)
• For α = ek, k = 2, · · · , D,
A˜M (i, 1 : N) · r = 1 · rpe1+ek/2 = λruk . (3.35)
• For α = 2e1,
A˜M (i, 1 : N) · r = 3
2
ru1 +
D∑
d=1
3gα+e1−edrud + 3rf3e1
=
3
2
ru1 + 3g2e1ru1 + 3
(
He3(λ)
6
rρ − g2e1ru1
)
=
λ3
2
rρ = λrp2e1/2.
(3.36)
• For α = 2ek, k = 2, · · · ,D
A˜M (i, 1 : N) · r
=
1
2
ru1 +
D∑
d=1
gα+e1−edrud + rfe1+2ek
=
1
2
ru1 + gαru1 + ge1+ekruk +
(
λ
(
rp2ek/2
− 1
2
rρ
)− gαru1 − ge1+ekruk
)
= λrp2ek/2.
(3.37)
• For α = e1 + ek, k = 2, · · · ,D
A˜M (i, 1 : N) · r
=
1
2
ru1 +
D∑
d=1
gα+e1−edrud + rfe1+2ek
=
1
2
ru1 + gαru1 + ge1+ekruk +
(
λ
(
rp2ek/2 −
1
2
rρ
)− gαru1 − ge1+ekruk
)
= λrp2ek/2.
(3.38)
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• For 3 ≤ |α| < M , α1 > 0
A˜M (i, 1 : N) · r = 1 · rfα−e1 + (α1 + 1)rfα+e1 −
1
2
C˜
(1)
θ,αrρ
+
D∑
d=1
(
gα−ed−e1 + (α1 + 1)gα−ed+e1 −
C˜α
D
pˆe1+ed
)
rud
+
D∑
d=1

−gα−edrpe1+ed + C˜
(1)
θ,α
D
rp2ed/2

− C˜α
D
rq1
, X1 +X2,
(3.39)
whereas
C˜α =
D∑
k=1
gα−2ek ,
C˜
(1)
θ,α =
D∑
k=1
(gα−2ek−e1 + (α1 + 1)gα−2ek+e1) ,
rq1 = 3rf3e1 +
D∑
k=2
rfe1+2ek = −
D
2
λrρ +
D∑
k=1
(
λrp2ek/2 − pˆe1+ekruk
)
,
X1 = rfα−e1 + (α1 + 1)rfα+e1 , X2 is the rest terms.
Substituting (3.29) into X1 yields
X1 =
Heα1−1(λ)
(α1 − 1)!
(
rfα˜ +G(α˜)
)−G(α − e1)
+ (α1 + 1)
(
Heα1+1(λ)
(α1 + 1)!
(
rfα˜ +G(α˜)
)−G(α + e1))
= λ
Heα1(λ)
α1!
(
rfα˜ +G(α˜)
)−G(α − e1)− (α1 + 1)G(α + e1).
(3.40)
For X2, using (3.26), we get
X2 = −rρ
2
D∑
k=1
(gα−e1−2ek + (α1 + 1)gα+e1−2ek − λgα−2ek)
+
D∑
d=1
rud (gα−e1−ed + (α1 + 1)gα+e1−ed − λgα−ed)
+
(
D∑
d=1
rp2ed/2
D
)
D∑
k=1
(gα−e1−2ek + (α1 + 1)gα+e1−2ek − λgα−2ek) .
(3.41)
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Now we calculate G(α− e1) + (α1+1)G(α+ e1)− λG(α). Some simplification gives
G(α− e1) + (α1 + 1)G(α + e1)− λG(α)
=
D∑
d=1
rud (gα−e1−ed + (α1 + 1)gα+e1−ed − λgα−ed)
+
(
D∑
d=1
rp2ed/2
D
− rρ
2
)
D∑
k=1
(gα−e1−2ek + (α1 + 1)gα+e1−2ek − λgα−2ek)
= X2.
(3.42)
(3.40), (3.41) and (3.42) show
X1 +X2 = λ
Heα1(λ)
α1!
(
rfα˜ +G(α˜)
)− λG(α) = λrwi . (3.43)
• For 3 ≤ |α| < M , α1 = 0 or α = ek + ej , j > k > 1, it is the case that to let
rfα−e1 = 0 in (3.39), which is actually part of (3.25). Hence, (3.32) is valid in this
case.
• For |α| =M , if α1 > 0, then (3.19) and (3.22) show this case equals to let
rfα+e1 +
D∑
d=1
gα−ed+e1rud +
(
D∑
d=1
gα−2ed+e1
)(
D∑
i=1
1
D
rp2ei/2 −
1
2
rρ
)
= 0 (3.44)
in (3.39). Since
G(α+ e1) =
D∑
d=1
gα−ed+e1rud +
(
D∑
d=1
gα−2ed+e1
)(
D∑
i=1
1
D
rp2ei/2 −
1
2
rρ
)
,
we need only to prove
rfα+e1 +G(α + e1) = 0.
Actually, it is what (3.31) tells.
If α1 = 0, (3.19) and (3.22) show this case equals to let rfα−e1 = 0 and (3.44) valid in
(3.39). The former is part of (3.25), while the latter is proved above. Hence, (3.32)
is valid in this case.
Collecting all the cases above, we conclude (3.32) is valid for arbitrary α. The lemma is
proved.
For any α, let β = α + ke1, k ∈ N, then α˜ = β˜ holds. Therefore, rwα˜ , |α| ≤ M is
equivalent to rwα˜ , |α| =M . Hence, in the lemma 1, parameters rα˜, |α| =M and λ, are all
indeterminate. Let Nv = ND−1(MeˆD), and
v = (v1, v2, · · · , vNv ) ∈ RNv .
Since r is determined by v and λ, by studying the space of the parameters v and λ, we
can fully clarify the structure of the eigenvectors of A˜M . We have the following lemma
that
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Lemma 2. A˜M has N linearly independent eigenvectors.
Proof. For |α| =M , (3.31) can be written as
• if α˜ = 0, then ND−1(αˆ) = 1 and
v1HeM+1(λ) = 0, (3.45)
• if α˜ = ek, k ∈ D\{1}, then ND−1(αˆ) = k and
vkHeM (λ) = 0, (3.46)
• if α˜ = 2ek, k ∈ D\{1}, then
0 =
(
vND−1(2eˆk) +
D∑
d=1
rwND(2ed)
D
− v1
2
)
HeM−1(λ)
=
(
vND−1(2eˆk) +
D∑
d=2
vND−1(2eˆd)
D
+
λ2
2D
v1 − v1
2
)
HeM−1(λ),
(3.47)
• if α˜ = ek + el, k 6= l, and k, l ∈ D\{1}, then
vND−1(αˆ)HeM−1(λ) = 0, (3.48)
• otherwise (3 ≤ |α˜| ≤M),(
vND−1(αˆ) +
D∑
d=2
gα˜−edvd +
D∑
i=1
gα˜−2ei
(
D∑
d=2
vND−1(2ed)
D
+
λ2
2D
v1 − v1
2
))
Heα1+1(λ) = 0.
(3.49)
Let
zλ = (HeM+1(λ), · · · , Hek(λ), · · · , Hek(λ)︸ ︷︷ ︸, · · · , He1(λ)),
(D−1+M−kM+1−k ) entries
(3.50)
where the ND−1(αˆ)-th component of zλ is Heα1+1(λ), and the cardinal number of set
#{α | |α| =M, α1 = k − 1} =
(
D − 1 +M − k
M + 1− k
)
.
Equations (3.45), (3.46), (3.47), (3.48) and (3.49) can be collected as
zλ ◦Bv = 0, (3.51)
where c = a ◦ b, stands for ci = aibi, i = 1, · · · , n, and B is a (Nv + 1) × (Nv + 1) real
matrix. Precisely, the formation of B is as
B =

 I 0 0B21 B22 0
B31 B32 I

 ←− D row←− D(D−1)/2 row
←− Nv−D(D+1)/2 row
↑ ↑ ↑
D col D(D−1)
2
col Nv−
D(D+1)
2
col
(3.52)
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where I is identity matrix, whose dimension is context depended. The first D rows of B
are arising from (3.45) and (3.46), the following D(D − 1)/2 rows are arising from (3.47)
and (3.48), and the rest Nv −D(D + 1)/2 rows are arising from (3.49).
The properties of B are here further clarified. We denote the entry of B located at
(i, j) position as bij, whereas i, j = 0, · · · , Nv. Noticing that entries of B21 are from (3.47)
and (3.48), we have
bij =


λ2
2D
− 1
2
, if j = 1, and i = ND−1(2eˆl) for some l = 2, · · · ,D,
0, else.
(3.53)
And (3.47) and (3.48) make that B22 is a summation as
B22 = I+
1
D
Ω, (3.54)
where Ω ∈ RD(D−1)2 ×D(D−1)2 is a matrix with its entries ωij as
ωij =
{
1, if i = ND−1(2eˆk)−D, j = ND−1(2eˆl)−D for some k, l ∈ D\{1},
0, else.
Since there are at most D − 1 nonzero entries in each row of Ω, it is clear that B22 is
strictly diagonally dominant thus nonsingular, and then B is nonsingular. With the entry
value of Ω as given above, one can check Ω2 = (D − 1)Ω holds. Hence we can get the
inverse of B22, which reads:
B−122 = I−
1
2D − 1Ω. (3.55)
Meanwhile, since B is a nonsingular block lower triangular matrix, we can get its inverse
as
B−1 =

 I 0 0−B−122 B21 B−122 0
∗ ∗ I

 ←− D row←− D(D−1)/2 row
←− Nv−D(D+1)/2 row
↑ ↑ ↑
D col D(D−1)
2
col Nv−
D(D+1)
2
col
(3.56)
Let
Bˆ = diag{ I, B22, I }, (3.57)
be the diagonal blocks of B. The inverse of Bˆ is Bˆ−1 = diag{I, B−122 , I}, and we have
BˆB−1 =

 I 0 0−B21 I 0
∗ ∗ I

 . (3.58)
Since B is nonsingular, for an arbitrary j ∈ {1, · · · , Nv}, we let
v(j) = BˆB−1Ij , (3.59)
where Ij is the j-th column of the Nv × Nv identity matrix. Actually, v(j) is the j-th
column of BˆB−1. Notice in (3.50) for any α that |α| =M , ND−1(αˆ)-th component of zλ
is Heα1+1(λ). For the α satisfying
|α| =M and j = ND−1(αˆ), k = α1 + 1,
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we choose λ such that
Hek(λ) = 0.
Then we have that the j-th component of zλ vanishes
zλ,j = Hek(λ) = 0.
This makes (3.51) valid that
BBˆ−1v(j) = ρIj, zλ,j = 0, j = 1, · · · , Nv . (3.60)
Since r is depended only on v and λ, we denote rαˆ,i to be the vector prescribed by
the given v(j), j = ND−1(αˆ), and λ = Ci,k, when k = α1+1, for arbitrary |α| =M , i = 1,
· · · , k. It is clear that Ci,k and rαˆ,i are a pair of eigenvalue and eigenvector of A˜M that
A˜Mrαˆ,i = Ci,krαˆ,i.
The eigenvectors of A˜M can be divided into a cluster of classes, each of which is: for
arbitrary |α| =M ,
{rαˆ,i | i = 1, · · · , k, k = α1 + 1}.
This fact essentially stems from the reducibility of the matrix A˜M .
Notice that
1. The components of v are a subset of r’s components, linearly independent v(j)’s
determine linearly independent r’s;
2. Eigenvectors belongs to different eigenvalues are orthogonal and the k zeros of Her-
mite polynomial Hek(λ) are different.
We have that rαˆ,i, i = 1, · · · , k, when |α| = M and k = α1 + 1 are linearly independent
and the matrix A˜M has
M+1∑
k=1
k
(
D − 1 +M − k
M + 1− k
)
=
(
M +D
D
)
= N (3.61)
linearly independent eigenvectors.
On the other hand, for arbitrary rαˆ,i, there exists a unique β satisfying β = (i−1)e1+α˜,
hence, there is a one-one mapping between rαˆ,i and α with |α| ≤ M . So we can also get
A˜M has N linearly independent eigenvectors. This completes the proof.
With the help of Lemma 2, it is not difficult to get the following result:
Lemma 3. Let
P˜1,m = Hem+1(λ), m ∈ N, (3.62)
P˜D,m =
m∏
k=0
P˜D−1,k, 1 < D ∈ N+. (3.63)
P˜D,M is the characteristic polynomial of A˜M .
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Proof. In case of D = 1, the result has been proved in [1]. Here we give the proof for
D ≥ 2. In the proof of lemma 2, (3.60) shows that the characteristic polynomial of A˜M is
P˜D,M =
M+1∏
k=1
Hek(λ)
(D−1+M−kM+1−k ) =
M+1∏
k=1
Hek(λ)
(D−1+M−kD−2 ). (3.64)
Now we need only to prove that P˜D,M satisfies (3.63). Here we use induction argument
on D. As D = 2, (3.64) can be written as
P˜2,M =
M+1∏
k=1
Hek(λ) =
M∏
m=0
P˜1,m. (3.65)
We assume that (3.63) holds for D − 1,D ≥ 3. With the induction hypothesis, we have
M∏
m=0
P˜D−1,m =
M∏
m=0
(
m+1∏
k=1
Hek(λ)
(D−1−1+m−kD−1−2 )
)
=
M+1∏
k=1
Hek(λ)
∑M
m=k−1 (
D−2+m−k
D−3 )
=
M+1∏
k=1
Hek(λ)
(D−1+M−kD−2 )
= P˜D,M .
(3.66)
This completes the proof.
With the relation of A˜M and AˆM (3.22), we have the following theorem.
Theorem 2. Let
P1,m = Hem+1
(
λ− u1√
θ
)
θ(m+1)/2, m ∈ N, (3.67)
PD,m =
m∏
k=0
PD−1,k, 1 < D ∈ N+. (3.68)
PD,M is the characteristic polynomial of AˆM . And AˆM has N linearly independent eigen-
vectors, which read
rˆαˆ,i = Λ
−1rαˆ,i, for eigenvalue λi,k = u1 +Ci,k
√
θ (3.69)
for all |α| =M , i = 1, · · · , k, whereas k = α1 + 1.
Proof. Since
AˆM = u1I+
√
θΛ−1A˜MΛ, (3.70)
and Λ is nonsingular, so any rαˆ,i ∈ RN is the eigenvector of A˜M for the eigenvalue Ci,k,
then rˆαˆ,i = Λ
−1rαˆ,i is the eigenvector of AˆM for the eigenvalue u1 + Ci,k
√
θ. Using
Lemma 1 and discussion in Lemma 2, we obtain (3.69). Lemma 2 shows A˜M has N
linearly independent eigenvectors, so AˆM also has N linearly independent eigenvectors
and (3.69) gives a set of basis.
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Lemma 2 and (3.69) show that the characteristic polynomial of AˆM is
PD,M =
M+1∏
k=1
(
Hek
(
λ− u1√
θ
)
θk/2
)(D−1+M−kD−2 )
. (3.71)
Similar as that in the proof of Lemma 3, PD,M is thus the characteristic polynomial of
AˆM .
Theorem 1 is now straightforward:
Proof of Theorem 1. With Theorem 2, we declare that AˆM is diagonalisable with real
eigenvalues directly, that is, the moment system (3.20) is hyperbolic.
4 System in Multi-dimensional Spatial Space
As the main result of this paper, here we give the general hyperbolic moment system
containing all moments with orders lower than M . Without the assumption that the
dependence of f on x2, · · · , xD is homogeneous, according to the discussions in Section
2.3, Grad’s moment system can be written in the following form:
∂w
∂t
+
D∑
j=1
Mj(w)
∂w
∂xj
= 0, (4.1)
where w remains the same definition as the one-dimensional case (3.9), and Mj , j =
1, · · · ,D are square matrices depending on w. Comparing with (3.10), one immediately
has M1 = AM . Similar as Definition 2, we give the following definition:
Definition 3. For j = 1, · · · ,D, Mˆj is called the regularized matrix of the matrix Mj , if
it satisfies that for any admissible w,
Mˆj
∂w
∂xj
=Mj
∂w
∂xj
−
∑
|α|=M
RjM,D(α)IND(α), (4.2)
where Ik is the k-th column of the N ×N identity matrix.
Now the multi-dimensional regularized moment equations can be written as
∂w
∂t
+
D∑
j=1
Mˆj(w)
∂w
∂xj
= 0. (4.3)
Recalling that
RM,D(α) =
D∑
j=1
RjM,D(α), (4.4)
one finds that the multi-dimensional regularized moment system is obtained by subtract-
ing RM,D(α) from (4.2) for all |α| = M . Applying such an operation on (2.7), we can
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reformulate the regularized moment system as(
∂fα
∂t
+
D∑
d=1
∂ud
∂t
fα−ed +
1
2
∂θ
∂t
D∑
d=1
fα−2ed
)
+
D∑
j=1
(
θ
∂fα−ej
∂xj
+ uj
∂fα
∂xj
+ (1− δ|α|,M)(αj + 1)
∂fα+ej
∂xj
)
+
D∑
j=1
D∑
d=1
∂ud
∂xj
(
θfα−ed−ej + ujfα−ed + (1− δ|α|,M )(αj + 1)fα−ed+ej
)
+
1
2
D∑
j=1
D∑
d=1
∂θ
∂xj
(
θfα−2ed−ej + ujfα−2ed + (1− δ|α|,M )(αj + 1)fα−2ed+ej
)
= 0,
|α| 6M.
(4.5)
Actually, (4.5) is away from (4.3) only by a linear transformation due to (2.8) to eliminate
the time derivatives of ud and θ. Precisely speaking, there exists an invertible matrix
T(w) depending on w such that (4.5) is identical to the following system:
T(w)
∂w
∂t
+
D∑
j=1
T(w)Mˆj(w)
∂w
∂xj
= 0, (4.6)
If we let all partial derivatives with respect to xj with j > 1 to be zero, (4.5) reduces to
the one-dimensional hyperbolic moment system (3.20) in Section 3. Comparison of (4.3)
and (3.20) clearly shows that Mˆ1 = AˆM .
The following theorem declares the hyperbolicity2 of the multi-dimensional regularized
moment system (4.3):
Theorem 3. The regularized moment system (4.3) is hyperbolic for any admissible w.
Precisely, for a given unit vector n = (n1, · · · , nD), there exists a constant matrix R
partially depending on n that
D∑
j=1
njMˆj(w) = R
−1AˆM (Rw)R, (4.7)
and this matrix is diagonalizable with eigenvalues as
u · n+Cn,m
√
θ, 1 6 n 6 m 6M + 1. (4.8)
Actually, this theorem gives the rotation invariance of the regularized moment system
and its globally hyperbolicity. Since the translation invariance of the system is apparent,
it is concluded that the regularized system is Galilean invariant. Precisely, if another co-
ordinates (x˜1, . . . , x˜D) are chosen and the vector n is along the x˜1-axis, then the rotated
moment system is equivalent to the original one. This result is easy to understand: on one
hand, Grad’s moment system is rotationally invariant, since the full M -degree polynomi-
als are used in the truncated Hermite expansion; on the other hand, our regularization
2For multi-dimensional quasi-linear systems, we refer the readers to [8] for the definition of hyperbolicity.
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is symmetric in every direction, which can be considered as “isotropic” in some sense.
However, a rigorous proof of this theorem is rather tedious.
In the literature, two types of indices have been used in the moment methods. In
Grad’s paper [7], indices such as
ϑ = (ϑ1, · · · , ϑm) ∈ Dm (4.9)
is used to denote the m-th order moments, while in [2], the symbols
α = (α1, · · · , αD) ∈ ND (4.10)
is used as the subscripts of |α|-th order moments. The former is convenient for mathe-
matical proofs, while the latter is easier to use in the numerical implementation, since for
(4.10), the map from the index set to the moment set is a bijection, while this is not true
for (4.9). If (4.10) and (4.9) represent the same moment, then one has
α = eϑ1 + · · ·+ eϑm , m = |α|. (4.11)
Below, both types of indices are needed in the proof of rotation invariance, and we will
always use the variant forms of Greek letters such as ϑ and ϕ to denote the Grad-type
indices, and normal Greek letters such as α and β will be used to denote indices like (4.10).
The Greek letter “sigma” denotes the conversion between them. Supposing (4.11) holds,
we write
α = σ(ϑ), ϑ = ς(α). (4.12)
That is, the normal form of sigma σ(·) converts indices like (4.9) to indices like (4.10),
and the variant form of sigma ς(·) does the inverse conversion. Note that for a given α,
the Grad-type index ϑ satisfying (4.11) is not uniquely determined. Define
Σ(α) = {ϑ ∈ D|α| | σ(ϑ) = α}, (4.13)
and then in most cases, Σ(α) has more than one element. For example, if D = 2 and
α = (2, 2), then
Σ(α) = {(1, 1, 2, 2), (1, 2, 1, 2), (1, 2, 2, 1), (2, 2, 1, 1), (2, 1, 2, 1), (2, 1, 1, 2)}. (4.14)
Thus ς(α) has multiple values. However, there is always one special element ϑ ∈ Σ(α)
satisfying
ϑ1 6 · · · 6 ϑ|α|, (4.15)
and we use this element as the value of ς(α). It is easy to find
σ(ς(α)) = α. (4.16)
Additionally, we use σi(ϑ) to denote the i-th component of σ(ϑ).
Based on these symbols, we have the following lemma:
Lemma 4. Suppose α ∈ ND and F (·) is a function on Dm. If F satisfies that F (ϕ) is
zero when σi(ϕ) < αi for some i ∈ D, then the following equality holds:∑
ϕ∈Dm
F (ϕ) =
∑
β∈ND
|β|=m−|α|
∑
ϕ∈(β+α)
F (ϕ). (4.17)
23
Proof. It is obvious that
I ,
⋃
β∈ND
|β|=m−|α|
Σ(β + α) ⊂ Dm, (4.18)
and there are no duplicate elements in the union since Σ(β + α) ∩ Σ(β˜ + α) = ∅ if β 6= β˜.
Thus it only remains to prove that ϕ ∈ I if
ϕ ∈ Dm, and σi(ϕ) > αi, ∀i ∈ D. (4.19)
This is true since ϕ ∈ Σ(β + α) for β = σ(ϕ) − α.
As a special case of Lemma 4, we set α = 0 and have∑
ϕ∈Dm
F (ϕ) =
∑
β∈ND
|β|=m
∑
ϕ∈(β)
F (ϕ). (4.20)
Here F (·) is an arbitrary function on Dm.
Some more symbols are introduced as follows. Allm-permutations of the set {1, · · · , n}
form the following set:
Amn = {̟ = (̟1, · · · ,̟m) ∈ {1, · · · , n}m | ̟i 6= ̟j if i 6= j}, ∀m,n ∈ N, n > m,
(4.21)
which contains n!/m! elements. Thus when we want to construct a short vector using the
components of a long vector, we will use the following notation:
ϑ̟ = (ϑ̟1 , · · · , ϑ̟m) ∈ Dm, ∀ϑ ∈ Dn, ̟ ∈ Amn . (4.22)
The remaining part is denoted as ϑ\ϑ̟. For example, if ϑ = (1, 3, 2, 3, 1, 2, 1) and ̟ =
(5, 2, 4), then
ϑ̟ = (1, 3, 3), ϑ\ϑ̟ = (1, 2, 2, 1). (4.23)
Below, G = (gij)D×D stands for the rotation matrix, and we suppose G is orthogonal
and its the determinant is 1. Define
Πg(ϑ,ϕ) =
n∏
i=1
gϑiϕi , ∀ϑ,ϕ ∈ Dn, (4.24)
and then we have the following lemma:
Lemma 5. For a given matrix G and multi-indices α, β ∈ ND, the following equality
holds for arbitrary ϑ ∈ D|α|+|β|:
∑
ϕ∈(α+β)
σ(ϕ)!
σ(ϑ)!
Πg(ϑ,ϕ) =
α!
σ(ϑ)!
∑
̟∈A
|β|
|α|+|β|
Πg(ϑ̟, ς(β))
∑
ϕ∈(α)
Πg(ϑ\ϑ̟, ϕ). (4.25)
Proof. We first consider the case |β| = 1. Suppose β = ed, and then (4.25) becomes
∑
ϕ∈(α+ed)
σ(ϕ)!
σ(ϑ)!
Πg(ϑ,ϕ) =
α!
σ(ϑ)!
|α|+1∑
i=1
gϑid
∑
ϕ∈(α)
Πg(ϑ\ϑi, ϕ). (4.26)
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For ϕ ∈ Σ(α+ ed), one has σ(ϕ)! = (αd + 1)α!. Thus (4.26) is equivalent to
(αd + 1)
∑
ϕ∈(α+ed)
Πg(ϑ,ϕ) =
|α|+1∑
i=1
gϑid
∑
ϕ∈(α)
Πg(ϑ\ϑi, ϕ). (4.27)
For an arbitrary ϕ ∈ Σ(α + ed), if ϕi = d, then Πg(ϑ,ϕ) = gϑidΠg(ϑ\ϑi, ϕ\ϕi), and
ϕ\ϕi ∈ Σ(α). Since there are (αd + 1) choices of i such that ϕi = d, the product Πg(ϑ,ϕ)
appears (αd + 1) times in the right hand side of (4.27). This proves (4.26).
Suppose the lemma holds for |β| = m− 1, and we are going to prove the case |β| = m.
In order to use the technique of induction, we choose d ∈ {1, · · · ,D} such that βd > 0,
and let β′ = β − ed. Thus |β′| = m− 1. Applying (4.26), one has∑
ϕ∈(α+β)
σ(ϕ)!
σ(ϑ)!
Πg(ϑ,ϕ) =
∑
ϕ∈(α+β′+ed)
σ(ϕ)!
σ(ϑ)!
Πg(ϑ,ϕ)
=
(α+ β′)!
σ(ϑ)!
|α|+|β|∑
i=1
gϑid
∑
ϕ∈(α+β′)
Πg(ϑ\ϑi, ϕ)
=
|α|+|β|∑
i=1
σ(ϑ\ϑi)!
σ(ϑ)!
gϑid
∑
ϕ∈(α+β′)
σ(ϕ)!
σ(ϑ\ϑi)!Πg(ϑ\ϑi, ϕ)
(4.28)
Defining ϑˆi = ϑ\ϑi, and using the inductive assumption, one obtains
∑
ϕ∈(α+β)
σ(ϕ)!
σ(ϑ)!
Πg(ϑ,ϕ) =
α!
σ(ϑ)!
|α|+|β|∑
i=1
gϑid
∑
̟∈A
|β|−1
|α|+|β|−1
Πg(ϑˆ
i
̟, σ(β
′))
∑
ϕ∈(α)
Πg(ϑˆ
i\ϑˆi̟, ϕ)
(4.29)
It is evident that the right hand sides of (4.25) and (4.29) are the same. Thus the lemma
is proved.
Now let us start the rotation. We first define
x˜i =
D∑
j=1
gijxj, i = 1, · · · ,D, (4.30)
and denote by ρ˜, u˜, θ˜ the density, macroscopic velocity and temperature in the new
coordinates x˜ = (x˜1, · · · , x˜D). If we define ξ˜ = Gξ, then the orthogonality of G shows
ρ˜ =
∫
RD
f(ξ) dξ˜ =
∫
RD
f(ξ) dξ = ρ,
ρ˜u˜ =
∫
RD
ξ˜f(ξ) dξ˜ =
∫
RD
Gξf(ξ) dξ = ρGu,
ρ˜θ˜ =
1
D
∫
RD
|ξ˜ − u˜|2f(ξ) dξ˜ = 1
D
∫
RD
|ξ − u|2f(ξ) dξ = ρθ,
(4.31)
and it follows immediately that
θ˜ = θ, u˜i =
D∑
j=1
gijuj , i = 1, · · · ,D. (4.32)
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Now we consider the general moments f˜α in the coordinates x˜. Define z = (ξ − u)/
√
θ
and z˜ = (ξ˜ − u˜)/
√
θ˜. Then z˜ = Gz. The orthogonality of Hermite polynomials gives
fα =
(2π)Dθ|α|+D
α!
∫
RD
f(u+
√
θz)Hθ,α(z) exp
(
−|z|
2
2
)
dz,
f˜α =
(2π)D θ˜|α|+D
α!
∫
RD
f(u+
√
θz)Hθ,α(z˜) exp
(
−|z˜|
2
2
)
dz˜,
(4.33)
From the definition of Hermite polynomials (2.4), it is easy to find that (2.3) can be
rewritten as
Hθ,α(z) = (−1)|α|(2π)−
D
2 θ−
D+|α|
2
∂|α|
∂αz
exp
(
−|z|
2
2
)
. (4.34)
Applying the chain rule of differentiation, we obtain
Hθ,α(z˜) = (−1)|α|(2π)−
D
2 θ−
D+|α|
2
∑
ϕ∈D|α|
Πg(ς(α), ϕ)
∂|α|
∂σ(ϕ)z
exp
(
−|z|
2
2
)
=
∑
ϕ∈D|α|
Πg(ς(α), ϕ)Hθ,σ(ϕ)(z).
(4.35)
Collecting (4.33) and (4.35), one has
f˜α =
(2π)Dθ|α|+D
α!
∑
ϕ∈D|α|
Πg(ς(α), ϕ)
∫
RD
f(u+
√
θz)Hθ,σ(ϕ)(z) exp
(
−|z|
2
2
)
dz
=
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ)fσ(ϕ) .
(4.36)
As in (3.9), all the rotated moments can also be collected into a vector denoted as w˜. The
equations (4.36) and (4.32) directly give the following result:
Lemma 6. Based on the expressions of the rotated moments (4.36) and (4.32), the fol-
lowing equalities hold for arbitrary α ∈ ND:
D∑
d=1
u˜d
∂f˜α
∂x˜d
=
D∑
d=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ) · ud
∂fσ(ϕ)
∂xd
, (4.37)
D∑
d=1
(αd + 1)
∂f˜α+ed
∂x˜d
=
D∑
d=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ) · (σd(ϕ) + 1)
∂fσ(ϕ)+ed
∂xd
, (4.38)
where σd(ϕ) is the d-th component of σ(ϕ).
Proof. Using (4.36) and (4.32) directly, we get
D∑
d=1
u˜d
∂f˜α
∂x˜d
=
D∑
d=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ) ·
D∑
j=1
gdjuj
∂fσ(ϕ)
∂x˜d
. (4.39)
Equation (4.30) shows that
∂
∂xj
=
D∑
d=1
gdj
∂
∂x˜d
. (4.40)
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Thus (4.37) is the direct result of (4.39) and (4.40).
The proof of (4.38) is also straightforward:
D∑
d=1
(αd + 1)
∂f˜α+ed
∂x˜d
=
D∑
d=1
(αd + 1)
∑
ϕ∈D|α|+1
σ(ϕ)!
(α+ ed)!
Πg(ς(α + ed), ϕ)
∂fσ(ϕ)
∂x˜d
.
=
D∑
d=1
D∑
j=1
gdj
∑
ϕ∈D|α|
(σ(ϕ) + ej)!
α!
Πg(ς(α), ϕ)
∂fσ(ϕ)+ej
∂x˜d
=
D∑
j=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ) · (σj(ϕ) + 1)
∂fσ(ϕ)+ej
∂xj
.
(4.41)
This equality is identical to (4.38).
Using Lemma 5, it is not difficult to prove the following lemma:
Lemma 7. The following equalities hold for arbitrary α ∈ ND:
D∑
d=1
∂u˜d
∂t
f˜α−ed =
D∑
d=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ)
∂ud
∂t
fσ(ϕ)−ed , (4.42)
D∑
d=1
∂θ˜
∂t
f˜α−2ed =
D∑
d=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ)
∂θ
∂t
fσ(ϕ)−2ed , (4.43)
D∑
d=1
∂f˜α−ed
∂x˜d
=
D∑
d=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ)
∂fσ(ϕ)−ed
∂xd
, (4.44)
D∑
j=1
D∑
d=1
∂u˜d
∂x˜j
f˜α−ed−ej =
D∑
j=1
D∑
d=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ)
∂ud
∂xj
fσ(ϕ)−ed−ej , (4.45)
D∑
j=1
D∑
d=1
∂θ˜
∂x˜j
f˜α−2ed−ej =
D∑
j=1
D∑
d=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ)
∂θ
∂xj
fσ(ϕ)−2ed−ej . (4.46)
Proof. Recalling that fβ = 0 if β has a negative component and using Lemma 4, we have
the following equality:
I ,
D∑
d=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ)
∂ud
∂t
fσ(ϕ)−ed
=
D∑
d=1
∑
β∈ND
|β|=|α|−1
∑
ϕ∈(β+ed)
σ(ϕ)!
α!
Πg(ς(α), ϕ)
∂ud
∂t
fβ.
(4.47)
Let ϑ = ς(α) and use (4.26), and we have
I =
D∑
d=1
∑
β∈ND
|β|=|α|−1
β!
α!
|α|∑
i=1
gϑid
∑
ϕ∈(β)
Πg(ϑ\ϑi, ϕ)∂ud
∂t
fβ. (4.48)
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Now we employ (4.20) to join two of the summation symbols in the above equation:
I =
D∑
d=1
∂ud
∂t
|α|∑
i=1
gϑid
∑
ϕ∈D|α|−1
σ(ϕ)!
α!
Πg(ϑ\ϑi, ϕ)fσ(ϕ). (4.49)
Using (4.36) and (4.32) again, we get
I =
D∑
d=1
|α|∑
i=1
1
αϑi
gϑid
∂ud
∂t
f˜α−eϑi =
|α|∑
i=1
1
αϑi
∂u˜ϑi
∂t
f˜α−eϑi =
D∑
d=1
∂u˜d
∂t
f˜α−ed . (4.50)
Thus (4.42) is proved. The equation (4.43) can be proved in a similar way. Setting
ϑ = ς(α) and using Lemma 4, Lemma 5 and (4.36), we obtain
II ,
D∑
d=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ)
∂θ
∂t
fσ(ϕ)−2ed
=
D∑
d=1
∑
β∈ND
|β|=|α|−2
∑
ϕ∈(β+2ed)
σ(ϕ)!
σ(ϑ)!
Πg(ϑ,ϕ)
∂θ
∂t
fβ
=
D∑
d=1
∑
β∈ND
|β|=|α|−2
β!
α!
∑
i,j=1,··· ,|α|
i 6=j
gϑidgϑjd
∑
ϕ∈(β)
Πg(ϑ\ϑ(i,j), ϕ)
∂θ
∂t
fβ
=
D∑
d=1
∑
i,j=1,··· ,|α|
i 6=j
(α− eϑi − eϑj )!
α!
gϑidgϑjd
∂θ˜
∂t
f˜α−eϑi−eϑj .
(4.51)
Since G is an orthogonal matrix, one has
D∑
d=1
gϑidgϑjd = δϑiϑj . (4.52)
Thus (4.51) can be further simplified as
II =
∑
i,j=1,··· ,|α|
i 6=j, ϑi=ϑj
1
αϑi(αϑi − 1)
∂θ˜
∂t
f˜α−2eϑi =
D∑
d=1
∂θ˜
∂t
f˜α−2ed , (4.53)
which completes the proof of (4.43). The equations (4.44)(4.45)(4.46) can be proved using
exactly the same technique. The detailed proofs are omitted here to avoid redundancy.
It is not difficult to find that (4.42) and (4.43) still hold if we replace t with xj or x˜j
for any j = 1, · · · ,D. Such observation leads to the following two lemmas:
Lemma 8. The following equalities hold for arbitrary α ∈ ND:
D∑
j=1
D∑
d=1
∂u˜d
∂x˜j
u˜j f˜α−ed =
D∑
j=1
D∑
d=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ)
∂ud
∂xj
ujfσ(ϕ)−ed , (4.54)
D∑
j=1
D∑
d=1
∂θ˜
∂x˜j
u˜j f˜α−2ed =
D∑
j=1
D∑
d=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ)
∂θ
∂xj
ujfσ(ϕ)−2ed . (4.55)
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Proof. Replacing t with xj in (4.42), we obtain
D∑
j=1
D∑
d=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ)
∂ud
∂xj
ujfσ(ϕ)−ed =
D∑
j=1
D∑
d=1
∂u˜d
∂xj
uj f˜α−ed
=
D∑
j=1
D∑
d=1
D∑
i=1
gij
∂u˜d
∂x˜i
uj f˜α−ed =
D∑
d=1
D∑
i=1
∂u˜d
∂x˜i
u˜if˜α−ed .
(4.56)
This equation is the same as (4.54). The proof of (4.55) is almost the same.
Lemma 9. The following equalities hold for arbitrary α ∈ ND:
D∑
j=1
D∑
d=1
(αj + 1)
∂u˜d
∂x˜j
f˜α−ed+ej =
D∑
j=1
D∑
d=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ) · (σj(ϕ) + 1)∂ud
∂xj
fσ(ϕ)−ed+ej ,
D∑
j=1
D∑
d=1
(αj + 1)
∂θ˜
∂x˜j
f˜α−2ed+ej =
D∑
j=1
D∑
d=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ) · (σj(ϕ) + 1) ∂θ
∂xj
fσ(ϕ)−2ed+ej .
Proof. Replacing t with x˜j and substituting α+ ej for α in (4.42), one has
D∑
j=1
D∑
d=1
(αj + 1)
∂u˜d
∂x˜j
f˜α−ed+ej
=
D∑
j=1
D∑
d=1
(αj + 1)
∑
ϕ∈D|α|+1
σ(ϕ)!
(α+ ej)!
Πg(ς(α + ej), ϕ)
∂ud
∂x˜j
fσ(ϕ)−ed
=
D∑
j=1
D∑
d=1
D∑
i=1
gji
∑
ϕ∈D|α|
(σ(ϕ) + ei)!
α!
Πg(ς(α), ϕ)
∂ud
∂x˜j
fσ(ϕ)+ei−ed
=
D∑
d=1
D∑
i=1
∑
ϕ∈D|α|
σ(ϕ)!
α!
Πg(ς(α), ϕ) · (σi(ϕ) + 1)∂ud
∂xi
fσ(ϕ)+ei−ed .
(4.57)
This proves the first equality. The second equality can be similarly proved, and the details
are omitted.
Now the proof of Theorem 3 is given as follows:
Proof of Theorem 3. Since (n1, · · · , nD) is a unit vector, we let G = (gij)D×D be an
orthogonal matrix with its first row as (n1, · · · , nD). Now we use this matrix as the
rotation matrix and define w˜ as (4.36) and (4.32). It is obvious that the relation between
w˜ and w is linear. Therefore, there exists a constant matrix R (see (4.36)) depending on
G such that
w˜ = Rw, (4.58)
and R is invertible since w can be obtained from w˜ by applying the rotation matrix G−1.
Lemma 7–9 have clearly shown that the “rotated equations”
T(w˜)
∂w˜
∂t
+
D∑
j=1
T(w˜)Mˆj(w˜)
∂w˜
∂x˜j
= 0 (4.59)
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can be deduced from (4.6) by linear operations. Thus there exists a square matrix H(w)
such that
H(w)T(w)
∂w
∂t
+
D∑
j=1
H(w)T(w)Mˆj(w)
∂w
∂xj
= 0 (4.60)
is identical to (4.59). Matching the terms with time derivatives, one finds H(w) =
T(w˜)RT(w)−1. Thus (4.60) becomes
T(w˜)
∂w˜
∂t
+
D∑
j=1
T(w˜)RMˆj(w)
∂w
∂xj
= 0. (4.61)
Using (4.40), the above equation can be rewritten as
T(w˜)R
∂w
∂t
+
D∑
j=1
D∑
d=1
gdjT(w˜)RMˆj(w)
∂w
∂x˜d
= 0. (4.62)
Compared with (4.59), one concludes
D∑
j=1
g1jT(w˜)RMˆj(w) = T(w˜)Mˆ1(Rw)R. (4.63)
Multiplying both sides by R−1T(w˜)−1, (4.7) is attained. Recalling Mˆ1 = AˆM and that
the first component of the macroscopic velocity after the rotation is u · n (see (4.32)),
the diagonalizability and the eigenvalues of the matrix (4.7) are naturally obtained using
Theorem 2.
5 Riemann Problem
Though the regularized moment system (4.3) is given by the moment expansion up to an
arbitrary orderM thus extremely complex, we can clarify appreciably the structures of the
elementary waves of this system with Riemann initial value, including the rarefaction wave,
contact discontinuity and shock wave. Definitely, the structure of the elementary wave is
fundamental for further investigation into the behavior of the solution of the system. Fur-
thermore, the solution structure of the Riemann problem is instructional for studying the
approximate Riemann solver, which is the basis of the numerical methods using Godunov
type schemes. The analysis below shows that the structure of the elementary wave of the
Riemann problem is quite natural an extension of that of Euler equations, which indicates
that the regularized moment system (4.3) is actually a very reasonable high order moment
approximation of Boltzmann equation. Following [12] where the multi-dimensional Euler
equations are studied, we consider the x1-split, D-dimensional Riemann problem as below:

∂w
∂t
+ AˆM
∂w
∂x1
= 0,
w(x1, t = 0) =
{
wL if x1 < 0,
wR if x1 > 0.
(5.1)
The Riemann problem with 1D velocity space has been studied in [1] in detail. Here we
focus on the case of D ≥ 2.
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Let us first recall the definition of the notations A˜M , AˆM , B, Bˆ, w, rαˆ,i, rˆαˆ,i, v
(j) and
λi,k in Section 3. In particular, we need the expressions of BˆB
−1 and v(j), which read
BˆB−1 =

 I 0 0−B21 I 0
∗ ∗ I

 (3.58’)
and for any |α| =M , k = α1 + 1, j = ND−1(αˆ),
v(j) = BˆB−1Ij , Hek(C) = 0, (3.59’)
where Ij is the j-th column of the Nv ×Nv identity matrix. rˆαˆ,i, which depends on v(j)
and λi,k = u1 + Ci,k
√
θ, is the eigenvector of AˆM for the eigenvalue λi,k = u1 + Ci,k
√
θ,
where j = ND−1(αˆ), k = M + 1 − |αˆ|. As the first conclusion on the Riemann problem
(5.1), we have the following theorem:
Theorem 4. Each characteristic field of (5.1) is either genuinely nonlinear or linearly
degenerate. And one characteristic field is genuinely nonlinear if and only if v (determined
by the right eigenvector through (3.23)) and the eigenvalue λ = u1 + C
√
θ satisfy one of
the following two conditions:
1. v = v(1), and C subject to HeM+1(C) = 0 and C 6= 0;
2. v = v(j), j = ND−1(2eˆk), k ∈ D\{1}, and C subject to HeM−1(C) = 0 and C 6= 0.
Proof. Let rˆ denote an eigenvector of AˆM with the eigenvalue λ = u1+C
√
θ and v is the
corresponding vector determined by (3.23). Since
λ = u1 +C
√
θ = u1 +C
√∑D
d=1 p2ed
Dρ
(5.2)
depends only on ρ, u1 and p2ed/2, d ∈ D, we have
∇wλ · rˆ = −C
√
θ
2ρ
· ρrρ + 1 · C
√
θrρ +
C
Dρ
√
θ
· C
2θ
2
ρrρ +
D∑
d=2
C
Dρ
√
θ
· ρθrp2ed/2
=
√
θC
2
[(
1 +
C2
D
)
v1 +
D∑
d=2
2
D
vND−1(2eˆd)
]
.
(5.3)
• If v = v(1), then (3.59’) shows v(1) = BˆB−1I1 and HeM+1(C) = 0. From (3.58’), we
get
v1 = 1 and vND−1(2eˆ2) = · · · = vND−1(2eˆD) =
C2
2D
− 1
2
. (5.4)
Thus (5.3) can be written as
∇wλ · rˆ = (D + 1)
√
θC
4D2
(
C2 +D
)
. (5.5)
Hence, { ∇wλ · rˆ ≡ 0, if C = 0,
∇wλ · rˆ 6≡ 0, otherwise.
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• If v = v(j), j = ND−1(2eˆk) for any k ∈ D\{1}, (3.59’) shows v = BˆB−1Ij and
HeM−1(C) = 0. From (3.58’), we can get
vj = 1 and v1 = vl = 0, l = ND−1(2eˆd) for any d ∈ D\{1, k}.
Then (5.3) is simplified as
∇wλ · rˆαˆ,i =
√
θ
D
C. (5.6)
Again, we have { ∇wλ · rˆ ≡ 0, if C = 0,
∇wλ · rˆ 6≡ 0, otherwise.
• Otherwise, (3.58’) indicates v1 = vND−1(2eˆk) = 0 for each k ∈ D\{1}. Hence∇wλ·rˆ ≡
0 always holds.
This completes the proof.
This theorem reveals that for each characteristic field, the eigenvalue is constant or
varies monotonically along the integral curve, resulting in simple wave structures. Below,
some elementary waves including the rarefaction waves, contact discontinuities and shock
waves are studied in detail, and the basic relations across these waves are established.
The analysis below is based on the fact that an eigenvector rˆ of AˆM for the eigenvalue
λ = u1+C
√
θ depends only on v and C. With Theorem 4 and the forms of B and BˆB in
Lemma 2, we can divide characteristic fields into three cases:
Case 1: v = v(1), and C subject to HeM+1(C) = 0, and C 6= 0.
Case 2: v = v(j), j = ND−1(2eˆk) for any k ∈ D\{1}, and C subject to HeM−1(C) =
0, and C 6= 0.
Case 3: otherwise.
For convenience, let characteristic field α denote the characteristic field corresponding
to the eigenvector rˆαˆ,i for the eigenvalue λi,k = u1+Ci,k
√
θ with i = α1, k =M +1− |αˆ|.
Below, the rarefaction waves, contact discontinuities and shock waves will be studied
respectively.
5.1 Rarefaction waves
For the regularized moment system, if two stateswL andwR are connected by a rarefaction
wave in a genuinely nonlinear field α, then the following two conditions must be met:
• constancy of the generalised Riemann invariants across the wave, saying the integral
curve w˜(ζ) = (w˜1(ζ), w˜2(ζ), · · · , w˜N (ζ)) in the N -dimensional phase space satisfies
w˜′(ζ) = rˆαˆ,i(w˜), (5.7)
with i = α1.
• divergence of characteristics
λi,k(w
L) < λi,k(w
R). (5.8)
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Fortunately, for a given point w0 = (ρ0, u01, · · · , w0j , · · · , w0N ) in the phase space, the
integral curve across w0 can be given. Since p =
1
D
D∑
d=1
p2ed , we let p
0 =
1
D
D∑
d=1
p02ed . The
results are rather tedious, and here the integral curves are only partially given in three
cases as below:
• If v = v(1), we have
rρ = ρ, ru1 = Ci,k
√
θ, rud = 0,
rp2e1/2 =
C2i,k
2
ρθ, rp2ed/2 =
C2i,k −D
2D
ρθ, d ∈ D\{1}.
Let Γ =
D − 1 + C2i,k
2D − 1 , and then we have
ρ˜(ζ) = ρ0 exp(ζ), (5.9a)
u˜1(ζ) = u
0
1 +
2Ci,k
√
θ0
Γ− 1
[
exp
(
Γ− 1
2
ζ
)
− 1
]
, (5.9b)
u˜d(ζ) = u
0
d, d = 2, · · · ,D, (5.9c)
p˜2e1(ζ) = p
0
2e1 +
C2i,k −D
DΓ
p0 [exp (Γζ)− 1] , (5.9d)
p˜(ζ) = p0 exp (Γζ) . (5.9e)
• If v = v(j), j = ND−1(2eˆk), k ∈ D\{1}, we have
rρ = 0, , rud = 0, d ∈ D, rp2ek/2 = ρθ, rp2ed/2 = 0, d ∈ D\{k}.
Hence, the integral curve satisfies
ρ˜(ζ) = ρ0, (5.10a)
u˜d(ζ) = u
0
d, d = 1, · · · ,D, (5.10b)
p˜2e1(ζ) = p
0
2e1 , (5.10c)
p˜(ζ) = p0 exp
(
2ζ
D
)
. (5.10d)
• Otherwise (v = v(j), j 6= ND−1(2eˆk) for any k ∈ D),
rρ = ru1 = rp2ed/2
= 0, d ∈ D.
Hence, we have
ρ˜(ζ) = ρ0, u˜1(ζ) = u
0
1, (5.11a)
p˜2e1(ζ) = p
0
2e1 , p˜(ζ) = p
0. (5.11b)
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One can check that (5.9), (5.11) and (5.10) satisfy (5.7). And an eigenvalue, which satisfies
(3.69), of AˆM (w˜(ζ)) is as
si,k(w˜(ζ)) = u˜1(ζ) + Ci,k
√
p˜(ζ)/ρ˜(ζ)
=


u01 +Ci,k
√
θ0 +
Γ + 1
Γ− 1Ci,k
√
θ0
[
exp
(
Γ− 1
2
ζ
)
− 1
]
, for v(1),
u01 +Ci,k
√
θ0 exp
(
ζ
D
)
, for v(j), j = ND−1(2eˆk), k ∈ D\{1},
u01 +Ci,k
√
θ0, otherwise.
It is convenient to verify that si,k(w˜(ζ)) ≷ si,k(w0) if and only if Ci,kζ ≷ 0, and v and
Ci,k satisfy case 1 or case 2. Therefore, if the left state w
L and the right state wR are
connected by a rarefaction wave and let w0 = wL, (5.8) indicates si,k(w
L) < si,k(w
R),
hence Ci,kζ > 0 and v,Ci,k satisfies case 1 or case 2. Therefore, we have that
• for case 1:
uLd = u
R
d , d = 2, · · · ,D,
and
if Ci,k > 0, then u
L
1 < u
R
1 , p
L < pR, (5.12a)
if Ci,k < 0, then u
L
1 < u
R
1 , p
L > pR. (5.12b)
• for case 2:
uLd = u
R
d , d = 2, · · · ,D,
and
if Ci,k > 0, then u
L
1 = u
R
1 , p
L < pR, (5.13a)
if Ci,k < 0, then u
L
1 = u
R
1 , p
L > pR. (5.13b)
5.2 Contact discontinuities
For a contact discontinuities, (5.7) is still valid, and the divergence of characteristics is
replaced by
λi,k(w
L) = λi,k(w
R). (5.14)
According to Theorem 4 and analysis in Section 5.1, the contact discontinuities can be
founded if and only if v and Ci,k satisfy case 3.
• For v(1), (5.14) means Ci,k = 0. Substituting it into (5.9), we can get ud, d ∈ D are
invariant, while p, p2e1 are not (otherwise, (5.9e) gives us ζ = 0, thus w
L = wR).
• For v(j), j = ND−1(2eˆk), k ∈ D\{1}, (5.14) means Ci,k = 0 again. (5.10) shows ρ,
ud, d ∈ D, p2e1 are invariant, while p is not (otherwise, (5.10d) gives us ζ = 0, which
results wL = wR).
• Otherwise, (5.11) shows u1, p, p2e1 are all invariant.
Summarizing the discussion above, we conclude that if Ci,k 6= 0, then u1, p, p2e1 are
invariant across the contact discontinuities, while if Ci,k = 0, u1 is invariant and p is not.
However, ud, d = 2, · · · ,D may change discontinuously across a contact discontinuity. In
fact, the case v = B−1Id, d = 2, · · · ,D corresponds to a contact discontinuity where ud is
discontinuous. This is similar as the Euler equations.
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5.3 Shock waves
The discussion of the shock wave needs some more scrupulosity. As is well known, the
jump condition on the shock wave is sensitive to the form of the hyperbolic equations.
Thus, before we give the Rankine-Hugoniot condition, it is necessary to rewrite (5.1) in
an appropriate form. However, (5.1) cannot be written as conservation laws due to the
presence ofR1M,D(α). Nevertheless, (5.1) can still keep the conservation of the conservative
moments with orders from 0 to M − 1. Therefore, (5.1) can be reformulated by ND((M −
1)eD) conservation laws and N −ND((M − 1)eD) non-conservative equations.
Let
F = (F0, Fe1 , Fe2 , · · · , FMeD), Fα =
1
α!
∫
RD
ξαf dξ, |α| ≤M, (5.15)
where ξα =
∏D
d=1 ξ
αd
d and F0 stands for Fα|α=0. Then (5.1) can be written as
∂Fα
∂t
+ (α1 + 1)
∂Fα+e1
∂x1
= 0, |α| < M,
∂Fα
∂t
+ (α1 + 1)
∂Fˆα
∂x1
−R1M,D(α) = 0, |α| =M.
(5.16)
The relation between F and w is
fα =
∑
|β|≤|α|
(−1)|α−β|Fβ
Heα−β
(
u√
θ
)
(α − β)! θ
|α−β|/2,
ui =
Fei
F0
, p2ei = 2F2ei −
F 2ei
F0
, i ∈ D,
(5.17)
where Heα
(
u√
θ
)
=
∏D
d=1Heαd
(
ud√
θ
)
and Heα(x) = 0 if at least one αj is negative. In
addition, Fˆα is as
Fˆα =
∑
|β|≤|α|
(−1)|α−β|Fβ
Heα+e1−β
(
u√
θ
)
(α+ e1 − β)! θ
|α+e1−β|/2. (5.18)
For convenience, the quasi-linear form of (5.16) is written as
∂F
∂t
+ Γ(F )
∂F
∂x1
= 0, (5.19)
where Γ(F ) is an N ×N matrix and depends on (5.16).
Since (5.19) is not a conservative system, we have to adopt the DLM theory [10] to
study the shock wave. For a shock wave the two constant states F L and FR are connected
through a single jump discontinuity in a genuinely non-linear field α travelling at the speed
Sα, and the following two conditions apply
• Generalized Rankine-Hugoniot condition:∫ 1
0
[
SαI− Γ
(
Φ(ν;F L,FR)
)] ∂Φ
∂ν
(ν;F L,FR) dν = 0, (5.20)
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where I is theN×N identity matrix, andΦ(ν;F L,FR) is a locally Lipschitz mapping
satisfying
Φ(0;F L,FR) = F L, Φ(1;F L,FR) = FR. (5.21)
We refer the readers to [10] for details.
• Entropy condition:
λi,k(F
L) > Sα > λi,k(F
R), (5.22)
where i = α1 and k =M + 1− |αˆ|.
For conservation laws, (5.20) is the same as the classical Rankine-Hugoniot condition.
Thus the first ND((M − 1)eD) rows of (5.20) are independent of Φ. This allows us to
analyze the properties of the shock waves without regarding the form of Φ.
The first equation and the (D + 1)-th equation of (5.20) are precisely as
ρLuL1 − ρRuR1 = Sα(ρL − ρR), (5.23)
ρL(uL1 )
2 + pL2e1 − ρR(uR1 )2 − pR2e1 = Sα(ρLuL1 − ρRuR1 ). (5.24)
• If ρL 6= ρR, (5.23) and (5.24) give
Sα =
ρLuL1 − ρRuR1
ρL − ρR (5.25a)
=
ρL(uL1 )
2 + pL2e1 − ρR(uR1 )2 − pR2e1
ρLuL1 − ρRuR1
. (5.25b)
Substituting (5.25a) into (5.22) and multiplying both sides with (ρL− ρR)2, we get
ρL(uL1 − uR1 )(ρL − ρR) > Ci,k(ρL − ρR)2
√
θR, (5.26a)
ρR(uL1 − uR1 )(ρL − ρR) < Ci,k(ρL − ρR)2
√
θL. (5.26b)
If Ci,k > 0, (5.26a) gives
(uL1 − uR1 )(ρL − ρR) > 0. (5.27)
Therefore, we can divide (5.26) by (uL1 − uR1 )(ρL − ρR) and obtain
ρL√
θR
>
Ci,k(ρ
L − ρR)
uL1 − uR1
>
ρR√
θL
. (5.28)
Thus we have
(ρL)2θL > (ρR)2θR. (5.29)
Furthermore, (5.25) gives us the relation
(ρL − ρR)(pL2e1 − pR2e1) = ρLρR(uL1 − uR1 )2. (5.30)
If ρL < ρR, (5.27) indicates uL1 < u
R
1 . (5.29) can be written as ρ
LpL > ρRpR, so we
have pL > pR. If ρL > ρR, (5.27) indicates uL1 > u
R
1 . Summarizing these results, we
get
if ρL < ρR, then uL1 < u
R
1 and p
L > pR,
if ρL > ρR, then uL1 > u
R
1 .
(5.31)
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Analogously, if Ci,k < 0, we have
(uL1 − uR1 )(ρL − ρR) < 0, (ρL)2θL < (ρR)2θR, (5.32)
and (5.30) still holds. Hence we get that
if ρL > ρR, then uL1 < u
R
1 and p
L < pR,
if ρL < ρR, then uL1 > u
R
1 .
(5.33)
• If ρL = ρR, (5.23) and (5.24) make that uL1 = uR1 and pL2e1 = pR2e1 , respectively.
Therefore, (5.22) is turned into
Ci,k
√
θL > Ci,k
√
θR. (5.34)
The following result is then attained
if Ci,k > 0, then u
L
1 = u
R
1 , p
L > pR, (5.35a)
if Ci,k < 0, then u
L
1 = u
R
1 , p
L < pR. (5.35b)
Now we summarize all our discussion on the entropy conditions of the three types of
elementary waves in the following theorem:
Theorem 5. For the Riemann problem (5.1), for the wave of the α-th family, Ci,k, the
macroscopic velocities and pressures on both sides of the wave have the relation with the
type of the wave as in Table 1, where Ci,k corresponds to the eigenvalue λi,k = u1+Ci,k
√
θ,
i = α1 and k =M + 1− |αˆ|.
Wave type Eigenvalue Velocity and Pressure
Rarefaction wave
Ci,k > 0 u
L
1 ≤ uR1 , pL < pR
Ci,k < 0 u
L
1 ≤ uR1 , pL > pR
Shock wave
Ci,k > 0 u
L
1 ≤ uR1 , pL > pR
Ci,k < 0 u
L
1 ≤ uR1 , pL < pR
Ci,k 6= 0 uL1 > uR1
Contact discontinuity
Ci,k = 0 u
L
1 = u
R
1
Ci,k 6= 0 uL1 = uR1 , pL = pR
Table 1: The relation between the type classification of elementary wave and the eigen-
value, macroscopic velocity and pressure.
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Appendix
A Collection of Notations
We list below some of the notations used for convenience.
Q(f, f) The Boltzmann collision operator taken as zero in this paper.
Ci,k The i-th zero of Hek(x).
α D-dimensional multi-index.
α˜ D-dimensional multi-index, defined as α˜ = α− α1e1.
αˆ (D − 1)-dimensional multi-index, defined by (3.6b).
SD,M All the D-dimensional multi-index satisfying the sum of components
not more than M , defined by (3.6c).
SD,M(αˆ) The subset of SD,M , defined by (3.6c).
ND(α) The ordinal number of α in SD,M , which is permuted by lexicographic
order, defined by (3.7).
N Cardinality of SD,M .
w The basic moments in the moment system, defined by (3.9).
AM The coefficient matrix of the moment system, defined by (3.10).
I Identity matrix.
RM,D Regularization term based on the characteristic speed correction.
RjM,D Regularization term in xj direction.
AˆM The regularized matrix of AM , defined by (3.19).
Λ The diagonal matrix, used to make AˆM dimensionless, defined by
(3.21).
A˜M The dimensionless matrix of AˆM − u1I.
pˆei+ek , gα The dimensionless of pei+ek , fα.
r The right eigenvector of A˜M , defined by (3.30).
v The components of it is a subset of that of r, and vND−1(αˆ) = rwND(α˜) .
B The coefficient matrix defined in Lemma 2.
Bˆ The block diagonal matrix, used to make B a unit lower triangular
matrix, defined in Lemma 2.
v(j) The basis of v, defined by (3.59).
rαˆ,i The eigenvector of A˜M , depended on v
(j), j = ND−1(αˆ), for the eigen-
value Ci,k, k =M + 1− |αˆ|.
P˜D,M The characteristic polynomial of A˜M , defined by (3.63).
λi,k The eigenvalue of AˆM , λi,k = u1 +Ci,k
√
θ.
rˆαˆ,i The eigenvector of AˆM , corresponding to rαˆ,i, for the eigenvalue Ci,k,
k =M + 1− |αˆ|, defined by (3.69).
PD,M The characteristic polynomial of AˆM , defined by (3.67).
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G = (gij)D×D The rotational matrix.
w˜ The rotated moments, defined by (4.32) and (4.36).
ϑ,ϕ The Grad-type indices in Dm.
ς(·) Conversion from multi-indices to Grad-type indices.
σ(·) Conversion from Grad-type indices to multi-indices.
Πg(ϑ,ϕ) Product of entries in the rotational matrix, defined by (4.24).
Amn The set of all m-permutations in {1, · · · , n}, defined by (4.21).
Σ(α) The set of all Grad-type indices whose corresponding multi-indices are
α, defined by (4.13).
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