First principles density functional calculations have been carried out to determine the structures and conformational energies of a series of liquid-crystal fragment molecules. The calculations have been used to derive a molecular mechanics force field that describes a subset of commonly occurring liquid-crystal molecules. The force field has been used to carry out molecular dynamics simulations of the bulk phase for these fragment molecules. Computed densities and heats of vaporization are in good agreement with experimental data. These results should be useful in future molecular dynamics simulations of liquid-crystal systems.
I. INTRODUCTION
Classical Monte Carlo and molecular dynamics computer simulations are now regarded as powerful tools in the study of soft condensed matter systems, including polymers, liquid crystals, and complex fluids. However, the ability of these simulations to predict material properties is influenced strongly by the accuracy of the model used. For liquid crystals simple hard ͓1,2͔ and soft ͓3-6͔ single site models have been successful in modeling nematics and a range of smectic phases. Single site models, such as spherocylinders or GayBerne units do not allow for molecular shape to change during the course of a simulation. However, liquid crystals are inherently flexible and this flexibility has a significant influence on both phase behavior and material properties ͓7,8͔ and, therefore, must be included in any realistic model of a material. Atomistic models provide a convenient way of incorporating molecular flexibility into simulations of liquid crystals. In comparison to simple single site models, atomistic work is extremely expensive in terms of computer time. However, recent increases in computer power and the development of parallel simulation methods ͓9͔ have led to a number of atomistic studies ͓10-18͔.
Many of the the early atomistic simulations of liquid crystals suffered from a poor description of both the intramolecular and intermolecular interactions. Force fields to represent atomistic systems typically require terms to describe bond stretching, bond angle bending, and internal rotations in addition to nonbonded interactions. Traditionally, these have been derived from a variety of sources including experimental data, such as spectroscopy or crystallography. Ab initio calculations can also be used. In principle, such calculations can achieve a high level of accuracy and can probe intramolecular interactions that are experimentally difficult.
In this work, we use state-of-the-art density functional theory calculations to construct atomistic potentials to describe many of the key structural motifs in common calamitic liquid crystals that are used in display applications. In particular, we have fitted potential functions for biphenyls, phenylcyclohexane cores, alkyl chains, lateral fluorine substituents, and cyano groups. These include functions for bond stretching, bond angle bending and, most crucially, internal rotations. This paper is organized as follows. The choice of functional form is discussed briefly in Sec. II and the computational method is outlined in Sec. III. The results from the density functional calculations and bulk simulations using the derived force field are presented in Sec. IV. Finally, we summarize these results and discuss briefly the avenues for future work in Sec. V.
II. FORM OF THE FORCE FIELD
The choice of functional form for a force field is influenced strongly by its intended use. For instance, there is a large difference between the preferred functional form for a force field designed for simulation of bulk phases, such as the AMBER force field ͓19͔, and that of a force field designed for the determination of gas phase structures, such as MM4 ͓20-23͔. For simulation of bulk phases at room temperature it is rarely necessary to use anharmonic terms to describe variations in bond lengths and angles. Consequently, for this work, we employ a force field of the AM-BER form ͓19͔, with harmonic terms for bond stretching and bond angle bending, and a Lennard-Jones 12-6 potential ͓24͔ for interatomic repulsion and attraction instead of computationally more expensive forms used in other force fields. So for this force field, which is intended for the simulations of condensed liquid-crystal phases, the AMBER form ͓19͔ is the most appropriate.
Thus our force field has the functional form
where the terms for bond stretching, bond angle bending, torsional rotation, van der Waals, and electrostatic energies are as follows:
Here k l , k , and k n are the force constants for bond bending, bond angle bending, and torsional rotations, respectively, l eq and eq are the equilibrium bond lengths and angles, ⑀ i j and i j are the van der Waals well depth and collision parameters ͑distance at which E vdw ϭ0), and q i are the atomic charges. l, , and are the bond lengths, bond angles, and torsional angles, respectively, and the sums in Eqs. ͑5͒ and ͑6͒ run over all pairs of atoms without a common bond or bond angle. In some fluorinated molecules, particularly those with lateral fluorine substituents, hydrogen and fluorine atoms can come into close proximity to each other, well inside the van der Waals radius. This leads to strong repulsion between them, which complicates the fitting of torsional parameters. To counter this, we model the van der Waals interaction for molecules using an exponential-6-type potential ͓25͔
where ␣ is an adjustable parameter. In this study we use ␣ ϭ12, which gives the same long-range behavior as the Lennard-Jones potential ͓25͔.
In the nonbonded ͑van der Waals and electrostatic͒ terms, the sums exclude nonbonded interactions between the atoms that have a common bond ͑1-2͒ or bond angle ͑1-3͒. In common with the merged AMBER/optimized parameters for liquid simulation ͑OPLS͒ force field, we scaled 1-4 ͑atoms sharing a common dihedral͒ van der Waals interactions by 1 2 and the 1-4 electrostatic interactions by 1 8 . The Fourier series for the torsional energy is expanded in enough terms to reduce the squared difference between the ab initio energies and the fitted energies to below 0.0019 eV 2 .
III. COMPUTATIONAL METHOD

A. Ab initio calculations
Structural and conformational energies were computed within the ab initio density functional formalism ͓26,27͔ using a plane wave basis set for the valence electrons. The CASTEP program ͓28,29͔ was used for these calculations. To reduce the computational cost, the electron-ion interaction is described using ultrasoft pseudopotentials of the Vanderbilt form ͓30͔ and the PW91 generalized gradient approximation ͓31͔ is used for the evaluation of the exchange-correlation interactions.
In this method, a molecule is placed in the center of a periodically repeating supercell, and a plane wave basis set is employed, which was expanded to a kinetic energy cutoff of 400 eV, giving energy differences accurate to within 0.001 eV/atom. To avoid interactions between molecules in neighboring cells, a supercell is constructed, which is large enough to isolate the molecule from its periodic images. Only a single k point is required as the electronic bands are dispersionless for isolated molecules.
The use of a plane wave basis set combined with pseudopotentials gives several advantages over the more commonly used localized basis sets used in quantum chemical calculations for the molecules. These include ͑i͒ the same basis set can be used for all atomic species, ͑ii͒ basis set completeness can be guaranteed, and ͑iii͒ force calculations do not require corrections.
To find the optimized molecular geometry an initial structure is constructed first by using the modeling package Cerius 2 ͓32͔. The Hellman-Feynman ͓33͔ theorem is then used to calculate the force on each atom and then the atoms are moved under the influence of these forces until the force falls below a set tolerance. The optimization is converged when the residual force on the atoms falls below 0.05 eV Å Ϫ1 . For the calculation of torsional angle potentials, the chosen dihedral is held fixed, while the remaining degrees of freedom are relaxed.
B. Fitting of force field parameters
Force field parameters were found by fitting to potential energy surfaces of common liquid crystal components. These included biphenyls, with terminal cyano substitution and lateral fluorine substitutions, as well as other core components. Potentials for ring-tail torsions were calculated using propylbenzene. The force field parametrization is based on the atom types shown in Table I , which in turn are based on the notation used for the AMBER force field ͓19͔.
Force field parameters for bond stretching and bond angle bending were found by fitting the ab initio potentials to the bond stretching and bond angle bending potentials in Eqs. ͑2͒ and ͑3͒. We can also derive the force field parameters from the forces on the atoms
For small deviations from equilibrium, the potentials are harmonic, as can be seen in Fig. 1 . The van der Waals parameters are not easily found by density functional methods. In this work they are taken from the OPLS parameter set ͓34 -36͔ of Jorgensen et al., as were most of the atomic charges. The OPLS parameters have been shown to reproduce experimental values for various thermodynamics quantities, including densities and heats of vaporization with an average error of 2-3 % ͓34͔. Partial charges for aromatic carbon and hydrogen atoms were found by least-squares fitting to the electrostatic quadrupole moment of benzene, yielding values of Ϫ0.122e and ϩ0.122e, respectively. Charges for other atom types were taken from the OPLS parameter set.
Torsional force constants k i were found by a leastsquares fit to the ab initio potential using the torsional force constants as free parameters. The fitting procedure was as follows: ͑i͒ start with approximate values for k i , ͑ii͒ minimize the energy of the molecule at each ab initio data point, and ͑iii͒ calculate the sum of squared differences between the ab initio data and the data obtained from the energy minimizations. Although time consuming, this method ensures that all other contributions to the molecule's torsional potential ͑including van der Waals and electrostatic contributions͒ are accounted for in the fit. All minimizations were performed using Powell's method ͓37͔. By convention, the phase angles ␦ n were set to 0°for odd n and 180°for even n, so that the terms with positive k i have minima at 180°.
C. Molecular dynamics simulations
The simulations were performed using the DL-POLY program ͓38͔ ͑versions 2.11 and 2.12͒. The equations of motion were integrated using the leapfrog algorithm with a time step of 2 fs. Bond lengths were constrained using the SHAKE procedure ͓39͔. The temperature and pressure were controlled using a Nosé-Hoover thermostat and Hoover barostat ͓40͔, respectively, with relaxation times of 1 ps and 4 ps. Electrostatic interactions were handled using an Ewald sum ͓41͔
with an Ewald convergence parameter of 0.48 Å Ϫ1 and six wave vectors in the x, y, and z directions in accordance with previous work ͓42͔. A 9-Å cutoff was imposed on the van der Waals interactions along with long-range corrections for the energy and virial. A Verlet neighbor list ͓41͔ was used to speed up calculation of nonbonded forces.
The simulations were started from a cubic lattice of 216 molecules at a gas phase density ͑about 1 kg m Ϫ3 ). They were then compressed under a nominal pressure of 10 kbars until a liquid state density (500-1000 kg m Ϫ3 ) was reached. This was performed at 100 K, which ensured that a rapid compression took place. The systems were then heated up to the simulation temperatures ͑the melting points for biphenyl, 4-cyanobiphenyl, and 2-fluorobiphenyl, the boiling point in the case of butane, and 298 K for the others͒ and equilibrated for up to 1 ns ͑500 000 time steps͒ until the system temperature, volume, and configurational energy showed no sign of systematic drift. Statistics were then gathered over a 1-ns production run.
IV. RESULTS
A. Force field parameters
Shown in Fig. 1 are the energy and force plotted for stretching aromatic C-H and cyano C-N bonds. Both the po- tentials show a quadratic dependence on the change in bond length as expected from Eq. ͑2͒ and the forces vary linearly with the change in bond length as expected from Eq. ͑8͒. The force field parameters for bond stretching are listed in Table  II and those for bond angle bending are shown in Table III . Table IV provides a comparison of our bond stretching force constants for the aliphatic C-C and C-H bond stretches compared with those from the OPLS ͓35͔, MM3 ͓43͔, MMFF94 ͓44͔, and AMBER ͓19͔ force fields. Our values show reasonable agreement, notably with the OPLS that employs the same harmonic form, and MMFF94 values. This is indicative of the quality of our ab initio calculations; we obtain comparable results from the density functional calculations as those from high level ͑MP2͒ quantum chemical calculations.
While bond stretching and bending parameters can be transferred across a wide range of molecules, torsional parameters can be less transferable. This can be seen especially in conjugated systems where terminal polar substituents have a large effect on the torsional potential ͓45͔, which is not accounted for either through the electrostatic or through the van der Waals interactions. An example of this can be seen by comparing the torsional potentials for biphenyl and 4-cyanobiphenyl shown in Fig. 2 . Here we can see a marked difference in the torsional potentials, caused by charge transfer towards the polar cyano group. This effects the bonding and structure in the molecule, changing the trade-off between steric repulsion and conjugation. The classical nonbonded torsional potentials for these molecules are shown in Fig. 3 . As the nonbonded potentials are identical, different torsional parameters are required to reproduce the ab initio potentials.
The torsional barrier of biphenyl has been the subject of a number of previous studies, both theoretical ͓22,46 -48͔ and experimental ͓49-52͔. As can be seen from Fig. 2 we have been able to reproduce the torsional potentials accurately through the fitted potentials. The rotational barrier at 0°for biphenyl is found to be 0.089 eV for the fitted potential and 0.087 eV from the ab initio data. The rotational barrier at 90°i s 0.108 eV from the fitted potential and 0.108 eV from the ab initio data. A previous study using the density functional theory ͑DFT͒ with the 6-31G͑d͒ basis set ͓47͔ found the energy barriers to be 0.087 and 0.104 eV. However, the present results benefit from a more complete basis set than the earlier study. The barrier heights have been calculated using a number of wave function based methods ͓46,48͔, which give barrier heights of about 0.98 -0.141 eV for the 0°b arrier and 0.63-0.92 eV for the 90°barrier. Again these values have been obtained using a smaller basis set than in this work. Experimentally E 0 has been found to be between 0.061 and 0.079 eV and E 90 between 0.061 and 0.226 eV. These results are summarized in Table V , along with results from the MM4 force field ͓22͔. Our 0°barrier is lower than that given by the wave function methods and consistent with other DFT calculations and also with experiment as expected. The 90°barrier is somewhat larger than those calculated by wave function methods as well as the electron diffraction and Raman scattering results, although it is substantially lower than that given by nuclear magnetic resonance ͑NMR͒ measurements. The NMR measurements, however, were performed on biphenyl in a liquid crystalline solvent, while the other experimental and computational results are for molecules in the gas phase. In agreement with experimental measurements, we have E 90 ϾE 0 .
For 4-cyanobiphenyl the barrier heights at 0°and 90°are 0.073 eV and 0.130 eV, respectively, from the fitted potential and 0.069 eV and 0.130 eV from the ab initio data. Previous ab initio calculations at the Hartree-Fock ͑HF͒/6-31G level found the barriers to be 0.212 eV and 0.067 eV ͓53͔. The 0°a nd 90°barrier heights have been determined by NMR ͓54͔ to be 0.079 and 0.241 eV, respectively. Again the NMR results are for cyanobiphenyl dissolved in a liquid-crystal solvent. In agreement with experiment and in contrast to the Hartree-Fock results we have E 0 ϽE 90 that underlines the greater accuracy of our method compared to earlier calculations.
Lateral polar substituents are commonly used in liquid crystals to produce materials with a negative dielectric anisotropy. However, the decrease in the length to width ratio caused by these substituents causes a decrease in the clearing temperature and the mesophase stability. They also have a large effect on the torsional potentials of conjugated systems. In addition to changing the conjugation of the system, they also create highly dipolar regions that give rise to strong electrostatic interactions. For liquid-crystal molecules, the most common lateral substituent is fluorine, because it has the smallest effect on the phase stability due to its small size. Figure 4 shows both the ab initio and fitted potentials for 2-fluorobiphenyl along with that of biphenyl for comparison. Again there is good agreement between the fitted and ab initio potentials. The ab initio energy barriers at 0°and 90°a re 0.119 eV and 0.080 eV, respectively, while the fitted barriers are 0.124 eV and 0.085 eV. There has been little previous work on this torsional potential. Calculations at the relativistic Hartree-Fock/6-31G level have found the 0°barrier to be 0.147 eV and the 90°barrier to be 0.061 eV ͓42͔. However, as above, our calculations can be expected to be somewhat more accurate. The torsional potential has also been calculated using the MM3 force field that gives the 0°b arrier to be 0.383 eV and the 90°barrier to be 0.012 eV. Another common liquid-crystal core component is the partially conjugated phenylcyclohexane. Here the saturated cyclohexane ring prevent electron delocalization over the entire molecule, thus the torsional potential is governed by steric repulsion of the hydrogens. A previous study has shown that the addition of a polar end group has little effect on the torsional potential ͓45͔. Both the ab initio and fitted potentials for phenylcyclohexane are shown in Fig. 5 . The fitted potential closely matches the ab initio, with a barrier height of 0.120 eV in the ab initio potential and 0.116 eV in the fitted potential. These are in good agreement with the experimental value of 0.124 eV ͓55͔ found by NMR spectroscopy in the liquid phase.
Moving to nonconjugated systems, we show the torsional potential for butane in Fig. 6 . Again a good agreement can be seen between the ab initio data and the fitted potential. The eclipse (0°) barrier height is 0.251 eV and the trans-gauche barrier is 0.140 eV. This system has been well studied, both experimentally ͓56 -59͔ and theoretically ͓60͔. A study by the Tsuzuki et al. ͓60͔ compared the rotational barriers of butane calculated by various computational methods, finding trans-gauche barriers between 0.142 and 0.159 eV and 0.00 41.24 0.00 0.00 0.00 0.00 0.00 0.00 0.00 C n -C n -C n -C n 8.47 0.32 0.12 Ϫ1.63 0.17 0.06 0.00 0.00 0.00 HC-C n -C n -C n 0.00 0.00 0.16 0.00 0.00 0.00 0.00 0.00 0.00 HC-C n -C n -HC 0.00 0.00 0.14 0.00 0.00 0.00 0.00 0.00 0.00 C A -C A -H A -C A 0.00 4.34 0.00 0.00 0.00 0.00 0.00 0.00 0.00 C A -C n -C n -C n 3.04 0.03 Ϫ0.14 0.55 0.00 0.25 0.00 0.00 0.00 eclipse barriers between 0.245 and 0.268 eV, to which our results compare favorably. Our values for the trans-gauche energy difference ͑ab initio potential 0.034 eV, fitted potential 0.035 eV͒ are in better agreement with experimental values than those calculated up to the MP2 level and with DFT using a localized basis set. These results are displayed fully in Table VI . The full set of torsional force constants k n is given in Table VII .
B. Condensed phase molecular dynamics simulations
To test our parametrized force field, we have performed molecular dynamics simulations on several liquid-crystal fragments. The details of the method used have been outlined in Sec. III C. From these we have examined the geometries and thermodynamic properties of the bulk materials including densities and heats of vaporization.
The dihedral angle distribution for butane is shown in Fig.  7 . The distribution for the central C-C-C-C dihedral angle has a large central peak at 180°corresponding to the trans conformer and two smaller peaks at about 60°and 300°c orresponding to the gauche conformers, as expected from the ab initio potential. Integrating this distribution gives a trans population of 67.50% and gauche populations of 16.60% and 15.89%, respectively. This compares well with previous simulations of butane, which found a trans population of 67.8% ͓61͔. It is also in good agreement with the trans population calculated from Raman scattering of 70.7% ͓57͔. Previous studies have shown little change in the trans population of butane in going from the gas phase to the liquid phase ͓61͔. The C-C-C-H dihedral angle shows three peaks at 60°, 180°, and 300°, of roughly equal height, which is consistent with the threefold symmetry in its torsional potential. Figure 8 shows the dihedral angle distributions for the C-C-C-C dihedrals in liquid phase hexane and compares them to that of butane. Considering Fig. 8͑a͒ we can see that the distributions for each dihedral angle in hexane are similar to that of butane, with the central dihedral, 2 , having a larger trans population than the outer dihedrals. This is consistent with previous simulation results ͓62͔. From the direct comparision in Fig. 8͑b͒ it can be seen that the trans populations for hexane are larger than that of butane.
The dihedral distribution functions for biphenyl and 4-cyanobiphenyl are shown in Fig. 9 . In both cases peaks in the dihedral angle distribution occur at minima in both the fitted and ab initio potentials in Fig. 2 , and so we notice no significant influence on these from surrounding molecules in the bulk.
The simulation data was used to calculate bulk thermodynamic properties for the sample mesogenic fragments. Densities were calculated from the average system volume, with results shown in Table VIII . As can be seen, there is good agreement between the experimental values ͓34,63͔ and those obtained from simulation. This indicates that the terms describing the intermolecular interactions provide a good representation of those in the real fluid.
Following Jorgensen ͓34͔, we find the molar heat of vaporization, ⌬ vap H from
where HϭE inter ϩE intra ϩpV and l and g indicate liquid and gas phase values, respectively. For a liquid at ambient pressure the pV term is negligible ͓V(l) is about 0.001V(g)͔, while due to the very weak intermolecular interactions in the gas phase we can assume ideality; thus E inter (g) is zero and pVϭRT. Therefore,
Calculated values of the ⌬ vap H are listed in 
where r i is the position of the center of mass of a particular atom. The values for the diffusion coefficients for the sample molecules are shown in Table X . The diffusion coefficient for butane was calculated by Daivis and Evans to be 7.4 ϫ10 Ϫ9 m 2 s Ϫ1 using equilibrium molecular dynamics ͓66͔. This was, however, calculated at a lower system density (583 kg m Ϫ3 ) and extrapolated to infinite system size, both factors strongly influencing the diffusion.
The center of mass radial distribution functions for butane and hexane are shown in Fig. 10͑a͒ . The radial distribution function ͑rdf͒ for butane is typical for a fluid near a phase transition ͓65͔ ͑this simulation was conducted at the boiling point of butane͒, with a broad first solvation peak at about 5.4 Å. For hexane the rdf shows a broad peak starting at about 5.3 Å and peaking at about 6.9 Å. The center of mass radial distribution functions for biphenyl, 4-cyanobiphenyl, and 2-fluorobiphenyl are shown in Fig. 10͑b͒ . Again they have the expected form, with the onset of first solvation peaks for biphenyl and 2-fluorobiphenyl at about 4 Å with the peak centered around 7.5 Å, and the onset of first solvation peak for 4-cyanobiphenyl at about 3.5 Å with the peak centered at about 5 Å. The similarity in the radial distribution functions for biphenyl and 2-fluorobiphenyl is expected due to their similar molecular shapes. The first peak in 4-cyanobiphenyl is closer than in the other biphenyls due to closer molecular packing caused by strong dipole-dipole interactions between molecules.
V. CONCLUSION
In this paper we have presented a methodology for generating force field parameters from high level density functional calculations, and have applied it to the generation of a force field for liquid crystals. We have then tested the force field using molecular dynamics simulations from which key thermodynamic properties have been computed.
The results from this study are very promising. In the simulation, our force field has been able to reproduce experimental densities and heats of vaporization, with errors of about 2% and 3%, respectively. We have also been able to reproduce ab initio torsional potentials for a range of torsional potentials. This is important as a good representation of conformational profiles is important for good quality simulations of soft matter.
The wide range of molecules that form liquid-crystal phases dictates the need for easy generation of new force field parameters. We have accomplished this by the use of a simple functional form for the force field and the use of accurate, but relatively computationally inexpensive ab initio density functional calculations. The use of ''off the shelf'' values for van der Waals parameters and charges also helps in this regard.
A number of extensions of the current work are possible. One possibility is the investigation of charges derived from the ab initio electrostatic potential ͓67͔ as well as charges from a Mulliken-like analysis. Charges derived from electrostatic moments have already been used for aromatic carbon and hydrogen atoms and extension to other atom types is possible. The range of the parametrization can also be extended to cover further functional groups common in liquidcrystal molecules, notably linking groups such as esters and further ring-tail groups, which are important in determining the overall shape of liquid-crystal molecules. Finally, recent studies in our laboratory have shown that it is now possible to study systems of up to 1000 mesogens in the isotropic phase ͓68͔ using parallel molecular dynamics methods on multiprocessor machines. Work is currently underway to test the force field developed in this work for similar system sizes in a liquid-crystal phase. Such studies open the way for the prediction of key material properties important in liquid-crystal displays.
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