A class of transcendental numbers having explicit g-adic
and Jacobi-Perron expansions of arbitrary dimension by Jun-ichi Tamura (Tokyo) and that the number ψ is transcendental. Here, x denotes the integral part of a real number x, the right-hand side indicates a simple continued fraction, where the powers of 2 appearing in the partial denominators are Fibonacci numbers (
. The binary expansion of ψ can be described by the fixed point of a substitution. For this purpose, we introduce some definitions. 
. ∈ {0, 1}
∞ is the unique fixed point of the substitution σ over {0, 1} defined by σ(1) = 10, σ(0) = 1.
We gave in [19] an analogue of (1.1), where the continued fraction expansion is replaced by the Jacobi-Perron algorithm of dimension 2: Instead of the fixed point w, we can state theorems similar to the results in [19, 20] for the fixed point of the substitution σ over {a 1 (1 ≤ i ≤ s) with its explicit expression in the Jacobi-Perron algorithm of dimension s such that each expansion of Ψ (i) in base g can be described by the fixed point of σ. We shall also show the transcendence, and linear independence of the numbers Ψ (i) in Theorem 1. We have a more general transcendence result in Theorem 3. For certain functions connected with the values Ψ (i) , we can show the similar results to those in Theorem 1 in the algorithm defined by Parusnikov, which is the counterpart of the Jacobi-Perron algorithm for functions, see Theorem 2. Theorems 1-3 will be stated in Section 3. For the sake of completeness, the Jacobi-Perron algorithms used in Theorems 1 and 2 will be introduced in Section 2. We shall give the proofs of Theorems 1-3 in Section 4. We shall describe the fixed point of σ in terms of summation sequences defined in Section 5 (Theorem 4). The identity (1.1) will be found in Section 5 as a consequence of Theorem 1 in the case of s = 1.
2. Jacobi-Perron and Jacobi-Perron-Parusnikov algorithms. In this section, we define two kinds of continued fraction expansions of dimension s (s ≥ 1) due to Jacobi and Parusnikov (cf. [2, 14, 12] ). We use the following notation:
)), the field of formal Laurent series with complex coefficients. K is a metric space with the distance function Φ − Ψ (Φ, Ψ ∈ K), where is the usual non-archimedian norm defined by
∈ K with c k = 0, k ∈ Z, and 0 = 0.
To be precise, T is not a map on K s . For brevity, in what follows, we shall simply write f : A → B for a "map" f with some exceptional elements x ∈ A for which f is not defined. We also write
. Now we define, following Parusnikov [14] , the Jacobi-Perron algorithm
0 ), we can write
.
Continuing the process, we get (2.1)
and S n is the n-fold iteration of
, converges componentwise to Φ as n → ∞ with respect to the metric induced by the norm (cf. [14] ). Hence we can write
In what follows, we also write 
n ). The algorithm given by (2.2) will be called the Jacobi-Perron-Parusnikov (abbr. JPP) algorithm (of dimension s). Independently of the algorithm (2.2), we can consider the expression (2.3) for a given sequence b n ∈ K s provided that its nth convergent π n is well-defined except for a finite number of n and converges to some element in K s . The JPP expression (2.3) will be called admissible if it is derived from the algorithm (2.2). The admissible expression satisfies
where deg 0 := −∞ < 0.
If we take the field R, and the integral part Φ of Φ ∈ R instead of K, and the polynomial part [Φ] of Φ ∈ K, respectively, we have an algorithm which is the simplest one among the Jacobi-Perron algorithms (cf. [2] , p. 49). This algorithm will be simply referred to as the Jacobi-Perron (abbr. JP) algorithm. When (2.3) is admissible in the JP algorithm, we have 
Main results. In what follows, s, k
s , b 
with g ∈ N. Then we have the following assertions:
where τ i are codings defined by
(iv) The right-hand side of (3.2) is an admissible expression in the JP algorithm. 
and let Ξ
(z) be the analytic functions defined by
Then we have the following statements:
The admissible expression in the JPP algorithm for t (Ξ (1) , Ξ (2) , . . . . . . , Ξ (s) ) is given by
s , b
s+1 , b
. R e m a r k 2. If in the expression (3.2) g is replaced by a variable z, then (3.2) changes into a JPP expression, while it is not admissible in the JPP algorithm.
We denote by |w| x (w ∈ K * , x ∈ K) the number of occurrences of the symbol x in the word w.
Theorem 3. Let g ≥ 2 be an integer and let τ be a morphism
Then the number defined by the g-adic expansion 0.τ (ω) is transcendental.
The proofs of the main results.
We first prove Theorem 1(i) and Theorem 2(iii) except for the admissibility of (3.4), which will be shown in the last paragraph of the section.
Let us denote by B n and P n the matrices defined by
, where E j denotes the j × j unit matrix, E stands for E s+1 , and
Then we have the following well-known formula in Lemma 1 below (cf. [2] , Chap. 1, §3). For the sake of completeness, we give a short proof of Lemma 1 following Nikishin and Sorokin [12] .
we denote the inclusion map and the projection defined by
indicates the linear map over K for a given matrix A ∈ GL(s + 1; K) as usual. Then we can define the maps P A and π A which make the following diagram commutative:
Therefore, by the commutativity of the diagram, it follows from (2.1) that
, which implies the lemma.
) be linear recurrence sequences with the f (x) as their characteristic polynomial with initial conditions
Then the equalities f
P r o o f. We put
Then we have by definition
Taking | | a i of both sides of this equality, we see that {g
are linear recurrence sequences with f (x) as their characteristic polynomial.
We shall check the initial conditions of the sequence g
n . In view of (1.2), we have (4.6)
We set
, and
. Then we can prove the equality
by induction on m. In fact, (4.7) holds for m = 1. Suppose that (4.7) is valid
Then we have, by (4.6),
Hence, (4.7) holds. In particular,
On the other hand, we can prove by induction on m that
where W is the matrix on the right-hand side of (4.3), and W (l) denotes the (s + 1) × l matrix defined by
In particular, setting m = s, we have
Therefore, in view of (4.8), we get (g
which implies the lemma.
In what follows, t S denotes the transpose of a matrix S. The crosstransposed matrix
P r o o f. Taking the transpose and then cross-transpose of both sides of (4.3), and taking the product with
from the right, we obtain the lemma by (3.1), noting that
n . Throughout this paper, χ(w; x) denotes the characteristic set of a given
We define the polynomials p
We put
n is clearly a polynomial in z by Lemma 3. The mirror image
For brevity, we write
for a function h with 0 = h ∈ Q(z).
In view of (4.9) and (4.10), we have
Hence, noting that
which follows from (4.5), we obtain by Lemma 3 the following Lemma 4.
where b 
R e m a r k 3. b
n is a polynomial in z when n ≥ s−i+2, while, in general, it is not a polynomial in z when 1 ≤ n ≤ s − i + 1.
Lemma 5. Let Q n be the matrix defined by
P r o o f. In view of (3.1), we have
similarly, 
Hence, we get, by (4.10) and the mirror images of (4.6), 
s+1 q s , where q j and e j are the vectors defined by
),
Therefore, we obtain Lemma 5.
Lemma 6. Let D ∈ SL(s + 1; Q(z)) be the matrix defined by
and let B n (n ≥ 1) be the matrices defined by (4.1) with 
Denote by F j (1 ≤ j ≤ s + 1) the matrix
with F 1 = E 1 . Then we can prove (4.13)
by induction on j. In fact, (4.13) holds for j = 1. We suppose that (4.13) is valid when j = k with 1 ≤ k ≤ s. Then we have
Hence, (4.13) is valid. In particular, we have
1 . In view of Lemma 5, we get Lemma 6. Lemma 7. Let D, B n , and Q n be as above, and let R n ∈ SL(s + 1; Q(z)) (n ≥ 0) be the matrices defined by (4.14)
R n (n ≥ s + 1).
P r o o f. It follows from (4.14) and Lemma 6 that D
, which equals Q n , since Lemma 4 together with (4.12) implies Q m B m+1 = Q m+1 (m ≥ s + 1).
Then we have
, where Q n is the matrix (4.12), and B * n ∈ SL(s + 1; Z[z]) (n ≥ 1) denotes the matrix defined by
and B * n := B n (n ≥ s + 1).
P r o o f. In view of Lemma 7, it is sufficient to show that the identity is valid when n = s+1 for the proof of this lemma. Let Y n ∈ SL(s+1; Z[z]) (0 ≤ n ≤ s) be the matrix defined by
where
In particular, Y 0 = X and Y s = E s+1 . Then we have 
P r o o f. It follows from Lemma 8 that (4.16) holds for n ≥ s + 1. We assume 1 ≤ n ≤ s. Then we have by (4.15)
Hence, we get, by Lemma 6, 
This implies that the identity (4.16) is valid when 1 ≤ n ≤ s.
P r o o f o f T h e o r e m 1(i).
In view of (4.10) with (4.9), we obtain, by Lemma 9, 
Therefore, in view of Lemma 1, we obtain
, where
and (4.20)
Choosing z = g ∈ N with g ≥ 2 and letting n → ∞, we get Theorem 1(i). 
It is clear that f (k s ) < 0. Hence, f (x) has at least one real root in the interval (k s , k s + 1). Let α be one of them, and let
Hence we get
by applying the fact that 1 = Denote by V n ∈ SL(s + 1; Z) the matrix
satisfy the linear recurrence relation
with the initial conditions given by V 0 = E. Since α is a simple root of f (x), we can write, for suitable θ
and α l (0 ≤ l ≤ s, α 0 = α) are the roots of f (x) counted with multiplicity. In view of (4.22), we have c = T ((V n−1 ) π (k + c)) (n ≥ 1). Hence, by Lemma 1 and (4.23) we get
Here, by (4.24) we get
Hence, we obtain
, where the o-constant is independent of n. It follows from (4.25) that the right-hand side of (4.22) converges to c. Now, we suppose that 1, c 1 , . . . , c s are linearly dependent over Q. Then we have
This relation together with (4.25) implies that there exists m ∈ N, independent of n, such that
which contradicts the fact that det V n = 0 (V n ∈ SL(s + 1; Z)). Therefore, 1, c 1 , . . . , c s are linearly independent. In view of (4.21), the numbers 
which is irrational by Lemma 10. Hence, the infinite words ε i (ω) (1 ≤ i ≤ s + 1) are not ultimately periodic, where ε i is the coding defined by
On the other hand, ε i (ω) is the sequence of coefficients of the Laurent series of the function Φ (i) (z), which is bounded. Therefore, the functions Φ (i) (z) (1 ≤ i ≤ s + 1) are not rational. Hence, the assertion (i) is a consequence of the following lemma.
Lemma 12 (Fatou). If a power series with integral coefficients represents an algebraic function that is not a rational function, then its radius of con-
vergence is smaller than one (see pp. 368-371 in Fatou [7] , or p. 139, #167 in Pólya and Szegö [15] ).
Let K be an alphabet. For given words u = u 1 
will be referred to as a subword of w, where uv := u when u ∈ K ∞ and v = λ. We denote by e (u, v 
Let σ be the substitution (1.2) over K, ω be its fixed point as in Section 3, and let J be the triple J := (K, σ, a) . (J is a D0L system, cf. [16, 17] 
The binary relation ¬ is transitive. In view of (4.5), we have
by Lemmas 3 and 10. If k s = 1, then k j = 1 (1 ≤ j ≤ s + 1) and
by (4.5). Then, we have
Repeating the above process, we see that
is a prefix of ω when n ≥ (j + 2)(s + 1). On the other hand, we have
for n ≥ j(s + 1) + 1. Therefore, we obtain
Since j can be taken arbitrarily large, we get the lemma.
P r o o f o f T h e o r e m 1(ii). We assume that 2 ≤ g ∈ N, and put
n is the ith component of the Ψ n . Then t
n is a divisor of the number g f n − 1, by (4.20) . Hence, we have 1 ≤ t
We also get by (4.20) the following expression in the g-adic expansion: 
holds for infinitely many n, where = (J) denotes the number (4.28). Hence, the same is true for the inequality (4.30)
On the other hand, Ψ
= 0.τ i (ω) in base g, and Lemma 11 implies
which is irrational for 1 ≤ i ≤ s by Lemma 10, so that the number Ψ
(1 ≤ i ≤ s) is irrational. Thus, the inequality (4.30) is valid for infinitely many rational numbers s
n , because of the fact that > 0 and s
as n → ∞ by (4.29). Therefore, by Lemma 13 we obtain
where µ(Ψ ) denotes the irrationality measure of a number Ψ . Hence, Roth's theorem leads to the assertion (ii) of Theorem 1.
P r o o f o f T h e o r e m 3. Let τ be as in Theorem 3. Using Lemma 13, we can show that µ(0.τ (ω)) > 2 in the same manner as in the proof of Theorem 1(ii), noting that 0.τ (ω) is irrational by the following lemma. 3, τ (ω) ∈ {0, 1, . . 
Lemma 14. Under the same notations as in Theorem
is not an ultimately periodic word when rank U (τ ) ≥ 2.
and
where {f
.. denotes the sequence defined in Lemma 2. Then we have
by Lemma 2. Hence by (4.27) we get 
holds for infinitely many n, since 1
Hence, by Lemma 13, we can find a positive number γ such that
for infinitely many n. Now, we suppose that a numbers Ψ (1) , Ψ (2) , . . . . . . , Ψ (s) , Ψ (s+1) (= 1) are linearly dependent over Q. Then by (4.31) we have 
for a suitable fixed vector
\ {0 s+1 } under the hypothesis that the functions Ψ (1) (z), Ψ (2) (z), . . . , Ψ It remains to prove the admissibility results. We have already shown that the expression
converges in the JPP algorithm with Ξ := t (Ξ (1) , Ξ (2) , . . . , Ξ (s) ), where
is the function given in Theorem 2, and so does the expression
. Thus, for the proof of the admissibility results, it is enough to show
P r o o f o f T h e o r e m 2(iii). We set
We use the following lemma due to Parusnikov [14] .
P r o o f. By induction on n.
It follows from (3.1) and (4.19) with the definition (3.3) of b
by Lemmas 1 and 15. Letting n → ∞, we get
from which the admissibility of the expression (3.4) in the JPP algorithm follows, noting that m Ψ
For the proof of Theorem 1(iv) we need the following lemma, which corresponds to Lemma 15.
P r o o f (by induction on n). The lemma holds when n = 1. Suppose that it is valid for all n ≤ k (k < h) with 1 ≤ k ≤ s. Then we have
where k P denotes the (s+1)×k matrix defined by k P := (p
Therefore, we obtain (4.32) with n = k + 1 by induction hypothesis. Now, we suppose that the lemma is valid for all n ≤ k (k < h) with k ≥ s + 1. Then it is easy to check that (4.32) holds when n = k + 1 by using the identity P k+1 = P k B k+1 . Finally, we consider the case s = 1 in Theorem 1. In this case, the JP algorithm turns out to be that of the simple continued fraction expansion. We put k := k 1 , and a 1 = a, a 2 It can be seen that the sequences χ(ω; a) and χ(ω; b) are uniquely determined by the properties (5.1) and (5.2). On the other hand, if we set θ := 1+1/α = 1+(−k+(k 2 +4) 1/2 )/2, η := 1+α = 1+(k+(k 2 +4) 1/2 )/2, then we get the equality η = k +θ. Thus, we have ηn = kn + θn (n ∈ N). In addition, we also have 1/θ + 1/η = 1. Hence, the two sets { θn : n ∈ N} and { ηn : n ∈ N} form a partition of N, since θ and η are irrational, which is a well-known property of Beatty sequences (cf. [8] , or [18] , p. 29).
Therefore we obtain χ(ω; a) = { θn : n ∈ N}, χ(ω; b) = { ηn : n ∈ N}.
From this fact, in view of Theorem 1(i), we get the identity (n ≥ 1).
If we take k = 1 and z = 2, then we again have the identity (1.1).
