Sur une g\'en\'eralisation de la notion de syst\`eme dynamique de rang
  un d\'efinie par une propri\'et\'e de pistage (On a weak version of the rank
  one property defined by shadowing) by Buzzi, Jerome
ar
X
iv
:0
70
9.
20
55
v1
  [
ma
th.
DS
]  
13
 Se
p 2
00
7
SUR UNE GE´NE´RALISATION DE LA NOTION DE
SYSTE`ME DYNAMIQUE DE RANG UN DE´FINIE
PAR UNE PROPRIE´TE´ DE PISTAGE∗
(ON A WEAK VERSION OF THE RANK ONE PROPERTY
DEFINED BY SHADOWING)
JE´ROˆME BUZZI
Abstract. We investigate a shadowing property which appears naturally in the
study of piecewise monotonic maps of the interval. It turns out to be a weak form of
the rank one property, a well-known notion in abstract ergodic theory. We show that
this new property is implied by finite or even local rank, but that it is logically inde-
pendent of loose Bernoulliness. We give (counter)examples, including L.B. systems
with arbitrarily high-order polynomial complexity. The shadowing property defines
a small subset of all zero-entropy systems, in the sense that it defines a closed set
with empty interior with respect to the d¯-metric, induced by the Hamming distance.
We also make some remarks on the link between the shadowed system and the
sequence assumed by the shadowing property.
Re´sume´. Nous e´tudions une proprie´te´ de pistage qui apparaˆıt naturellement dans
l’e´tude des applications monotones par morceaux sur l’intervalle. Cette proprie´te´
s’ave`re eˆtre un affaiblissement de la notion de rang un, notion bien connue en the´orie
ergodique abstraite. Nous montrons que cette nouvelle proprie´te´ est implique´e par
le rang fini ou meˆme local, mais qu’elle est logiquement inde´pendante de la laˆche
Bernoullicite´. Nous donnons des (contre)exemples, en particulier un syste`me L.B.
ayant une complexite´ d’ordre polynoˆmial arbitrairement e´leve´. La proprie´te´ de
pistage de´finit une petite partie de tous les syste`mes d’entropie nulle en ce qu’il
s’agit d’un ferme´ d’inte´rieur vide au sens de la me´trique d¯, induite par la distance de
Hamming.
Nous faisons e´galement quelques remarques sur le lien entre le syste`me dynamique
piste´ et la suite pistante.
∗ Travail en partie effectue´ au Laboratoire de Topologie de Dijon, UMR 5584.
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1. Introduction
Cet article est consacre´ a` l’analyse abstraite de la proprie´te´ de pistage d’un
syste`me dynamique probabiliste par une petite partie de l’espace sous-jacent (cf.
les de´finitions ci-dessous). Cette proprie´te´ apparaˆıt naturellement dans l’e´tude
de certains syste`mes dynamiques ge´ome´triques avec singularite´s: elle distingue les
mesures invariantes “de´ge´ne´re´es”, c’est-a`-dire dont les points ge´ne´riques se rap-
prochent trop vite de ces singularite´s. Il est donc important de comprendre quelles
contraintes cette proprie´te´ impose a` ces mesures de´ge´ne´re´es, voire a` leur existence.
On se concentre ici sur le cas des syste`mes 1-piste´s c’est-a`-dire piste´s par une par-
tie re´duite a` un point. Ce cas correspond ge´ome´triquement aux mesures de´ge´ne´re´es
des applications monotones par morceaux sur l’intervalle. On montre que les
syste`mes 1-piste´s forment une nouvelle classe de syste`mes dynamiques d’entropie
nulle. Cette classe ge´ne´ralise les syste`mes de rang fini ou local. On donne une
caracte´risation des syste`mes 1-piste´s calque´e sur celle des syste`mes de rang un ou
fini.
Une partie importante de nos efforts est consacre´e a` la construction d’exemples
qui montrent en particulier que le 1-pistage est inde´pendant de la proprie´te´ “laˆche-
ment Bernoulli”. Enfin on envisage les liens entre l’orbite du point pistant et le
syste`me piste´.
1.1. De´finition du pistage. On part de la proprie´te´ symbolique suivante. Soit
A un ensemble fini et Σ une partie quelconque de AN. Une suite A ∈ AZ est dite
Σ-piste´e s’il existe des entiers ni,mi tendant vers l’infini et une suite d’e´le´ments
s(i) ∈ Σ tels que:
A−ni . . . A+mi = s
(i)
0 . . . s
(i)
ni+mi .
Soit (X,B, T, µ) un syste`me dynamique probabiliste, c’est-a`-dire un automor-
phisme d’un espace de Lebesgue. Soit P une partition de X (suppose´e finie et
mesurable comme toutes les partitions de cet article) et Σ une partie quelconque
de PN. Pour F ⊂ Z, on de´finit le P, F -nom de x, PF (x), comme l’application A de
F dans P de´finie par fk(x) ∈ Ak pour k ∈ F .
(1.1) De´finition. On dira que (T, µ) est (P,Σ)-piste´ si P est une partition
ge´ne´ratrice et si, pour µ-presque tout x ∈ X, le P -nom de x, P Z(x), est Σ-piste´.
On dira que (T, µ) est 1-piste´ (ou simplement, piste´) s’il est (P,Σ)-piste´ pour
une certaine partition P et une partie Σ re´duite a` un e´le´ment ω ∈ PN. On dit que
P et ω sont, respectivement, une partition et une suite pistantes.
(1.2) Remarque. Les proprie´te´s: piste´ par Σ fini et piste´ par Σ re´duit a` un e´le´ment
sont clairement e´quivalentes pour les syste`mes ergodiques. 
L’inte´reˆt de cette notion est tout d’abord qu’elle apparaˆıt naturellement dans
certains syse`mes ge´ome´triques. Donnons un exemple particulie`rement simple:
(1.3) Exemple. Un e´change d’intervalles ([0, 1], T ) muni d’une mesure invariante
et ergodique est 1-piste´. 
C’est un cas particulier du fait que les mesures “de´ge´ne´re´es au sens de Hof-
bauer” d’une application monotone par morceaux de l’intervalle sont exactement
les mesures piste´es par les itine´raires a` droite et a` gauche des points critiques (i.e.,
les “kneading invariants”). Par mesure de´ge´ne´re´e, on entend ici une mesure porte´e
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par la “partie non-markovienne” de l’extension naturelle de la dynamique symbol-
ique (cf. [11], [13]). Cette situation s’e´tend aux ge´ne´ralisations de la construction
de F. Hofbauer ([1, chap. 6], [2, pp. 145–149], [3]).
Le pistage joue e´galement un roˆle dans la construction des varie´te´s stables ou
instables des syste`mes avec singularite´s. Expliciter ce roˆle est parfois fructueux [4].
Preuve directe. On traite le cas topologiquement minimal, le cas ge´ne´ral s’en de´-
duisant facilement. On va montrer que le P -nom de tout point est Σ-piste´ avec
P la partition naturelle en intervalles et Σ les itine´raires a` droite et a` gauche des
discontinuite´s. Notons D l’ensemble de ces discontinuite´s. Soit x ∈ [0, 1]. On laisse
au lecteur le cas exceptionnel ou` x est sur l’orbite d’une discontinuite´.
Par minimalite´, lim infn→∞ d(T
−nx,D) = 0. Il existe donc n1 < n2 < . . .
tels que d(T−nix,D) < d(T−nx,D) pour 0 ≤ n < ni. Soit di ∈ D re´alisant
la distance pre´ce´dente. Posons ± = + si di < x, ± = − sinon. T e´tant une
isome´trie sur chacun de ses intervalles, l’ine´galite´ stricte pre´ce´dente implique que
pour 0 ≤ k ≤ ni, T−ni+kx et T kdi± ne sont pas se´pare´s par une discontinuite´: ils
sont donc dans le meˆme e´le´ment de P . C’est pre´cise´ment le pistage annonce´. 
(1.4) Remarque. On verra (1.9) qu’une translation irrationnelle sur Td muni de la
mesure de Lebesgue est e´galement 1-piste´e mais que, pour d ≥ 2, l’e´quivalent de la
partition naturelle n’est pas, dans certains cas, admissible pour le pistage. 
Une autre motivation a` cette de´finition c’est qu’il s’agit d’une ge´ne´ralisation
naturelle de la notion de rang un. D’apre`s le the´ore`me C ci-dessous, on a en effet
la:
Caracte´risation. (T, µ) est 1-piste´ si et seulement si pour tout ǫ > 0 et toute
partition Q il existe une tour irre´gulie`re ǫ-raffinant Q, i.e., un ensemble mesurable
B tel que si h : B → N∗ est le temps de retour dans B, alors, pour tout A ∈ Q,
il existe une union A′ d’ensembles de la forme: T k{x ∈ B : h(x) > k}, avec la
proprie´te´:
∑
A∈P µ(A∆A
′) < ǫ.
Remarquons que cette caracte´risation ne fait intervenir ni partition ni suite pis-
tantes.
(1.5) Remarque. On peut donner une de´finition me´trique du pistage. Dans le cas
du 1-pistage, l’e´quivalence des deux notions se de´duit du the´ore`me C ci-dessous. 
1.2. Re´sultats.
Rappelons tout d’abord le fait suivant:
(1.6) The´ore`me ([1, (6.4)] ou [2, Theorem 6.1]). Si (T, µ) est (P,Σ)-piste´ alors:
h(T, µ) ≤ htop(Σ, σ) def= lim sup
n→∞
1
n
log#{s0 . . . sn−1 : s ∈ Σ}.
Dans le cas 1-piste´, l’entropie topologique htop(Σ, σ) est bien e´videmment nulle
(et ceci meˆme si l’orbite pistante est dense): la classe des syste`mes 1-piste´s est donc
une partie de l’ensemble des syste`mes d’entropie nulle.
Evidemment, dire qu’une partie est re´duite a` un point est bien plus fort que
de dire que son entropie est nulle. On peut donc espe´rer que le 1-pistage soit une
notion bien plus forte que l’entropie nulle: c’est la motivation de ce travail.
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Position de la classe des syste`mes 1-piste´s. Notre re´sultat principal situe
les syste`mes 1-piste´s par rapport a` des classes de syste`mes d’entropie nulle bien
connues en the´orie ergodique abstraite (cf. [6,8,12,14]):
(1.7) The´ore`me A. L’ensemble des syste`mes 1-piste´s est une partie de l’ensemble
des syste`mes d’entropie nulle. Au sens de la distance de Hamming (section 3.3),
c’est une partie ferme´e d’inte´rieur vide.
On a les inclusions suivantes (chaque proprie´te´ de´signant l’ensemble des syste`mes
dynamiques probabilistes ergodiques la ve´rifiant):
rang local ( 1-pistage ( entropie nulle
1-pistage 6⊂ laˆchement Bernoulli et laˆchement Bernoulli 6⊂ 1-pistage.
(on sait que: rang un ( rang fini ( rang local).
On en de´duit que les rotations sur les groupes compacts, les e´changes d’inter-
valles ou encore les substitutions sont 1-piste´s (ce sont des syste`mes de rang un ou
fini [8]).
Proble`me: Trouver un exemple naturel de syste`me d’entropie nulle qui ne soit
pas 1-piste´.
Proble`me: Trouver une classe naturelle de syste`mes dynamiques ge´ome´triques
qui soient 1-piste´s mais dont certains ne soient pas de rang local.
(que peut-on dire des e´changes isome´triques de polygones [10] ?)
Proble`me: Trouver des proprie´te´s ergodiques implique´es par le 1-pistage (en
dehors de l’entropie nulle) et notamment:
—le 1-pistage implique-t-il, comme le rang local, que la multiplicite´ spectrale est
finie?
—implique-t-il une certaine vitesse de re´currence en analogie avec les re´sultats
de D. Ornstein et B. Weiss [15] qui disent que, pour µ-presque tout x:
lim
n→∞
1
n
logmin{j ≥ n : P [j,j+n[(x) = P [0,n[(x)} = hµ(T, P ).
L’existence de syste`mes d’entropie nulle non 1-piste´s, ayant de plus la proprie´te´
L.B. (dont la de´finition est rappele´e au de´but de la section 4) se de´duit du re´sultat
suivant:
The´ore`me (5.1). Pour tout Γ < ∞, il existe (X,B, T, µ) un automorphisme er-
godique d’un espace de Lebesgue qui est d’entropie nulle, laˆchement Bernoulli et
qui admet une partition ge´ne´ratrice P telle que, pour ǫ > 0 assez petit, pour tout n
assez grand, la mesure de toute boule-d¯ (de´finie au de´but de la section 5) de rayon
ǫ correspondant a` un mot de longueur n est majore´e par n−Γ.
Lien entre suite pistante et syste`me piste´. Presque toute orbite e´tant forme´e
de copies exactes de de´buts arbitrairement longs de la suite pistante on pourrait
penser que ce lien est tre`s fort. Nous pre´sentons quelques observations qui montrent
qu’en ge´ne´ral il n’en est rien.
Rappelons qu’un point ω de l’espace topologique PN est quasi-ge´ne´rique pour
une mesure µ, si la suite 1n
∑n−1
k=0 δσkω admet µ comme valeur d’adhe´rence pour la
topologie vague. S’il y a convergence vers µ, alors ω est dit ge´ne´rique.
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(1.8) The´ore`me B. Soit (X,B, T, µ) un syste`me dynamique probabiliste ergodique.
(1) Si ω ∈ PN piste (T, µ) par rapport a` une certaine partition P alors ω est
quasi-ge´ne´rique, mais non-ne´cessairement ge´ne´rique, pour P Zµ.
(2) Il y a abondance de suites pistantes:
Au sens de la topologie, presque toute suite piste au moins un syste`me dy-
namique. Plus pre´cise´ment, si P est une partition de X, alors l’ensemble des
ω ∈ PN tels que (T, µ) soit (P, ω)-piste´ pour au moins une mesure µ est un Gδ-
dense de PN.
Au sens de la mesure, si T est de rang local et si P est une partition par rapport
a` laquelle T soit piste´e par une certaine suite alors le P -nom, P Z(x), de µ-presque
tout x ∈ X, P -piste T .
(3) Une meˆme suite peut pister des syste`mes comple`tement diffe´rents:
Etant donne´s deux syste`mes 1-piste´s, ergodiques et ape´riodiques (i.e., dont les
points pe´riodiques forment un ensemble de mesure nulle), on peut trouver une par-
tition ge´ne´ratrice a` deux e´le´ments pour chacun des syste`mes, telles que chaque
syste`me est piste´, par rapport a` la partition choisie, par une meˆme suite ω (si on
identifie les deux partitions).
La dernie`re partie du the´ore`me sugge`re la:
Question: Existe-t-il une suite universellement pistante Ω ∈ {0, 1}N, c’est-
a`-dire telle que tout syste´me ergodique et ape´riodique admette une partition ge´ne´ra-
trice {A0, A1} par rapport a` laquelle ce syste`me soit piste´ par la suite AΩ0AΩ1 . . . ?
On peut interpre´ter cette dernie`re partie du the´ore`me comme indiquant, qu’en
ge´ne´ral, la connaissance d’une suite pistante n’apprend rien sur le syste`me 1-
piste´. Ceci sugge`re donc de regarder des suites pistantes particulie`res. On pose
donc le:
Proble`me: Formuler et prouver des the´ore`mes du type: une proprie´te´ “com-
binatoire” de la suite pistante implique l’existence ou l’unicite´ ou une proprie´te´
ergodique pour le syste`me piste´.
On aimerait tout particulie`rement:
(1) des conditions sur la suite qui puissent eˆtre ve´rifie´es dans les cas ge´ome´tri-
ques, notamment pour les itine´raires des points critiques des applications
monotones par morceaux.
(2) identifier “combinatoirement” les sous-classes rang un, rang fini, rang local
parmi les syste`mes piste´s.
1.3. Choix de la partition. Toute partition n’est pas pistante. Donnons un
exemple simple.
(1.9) Exemple. Une rotation irrationnelle sur le cercle est un e´change d’intervalles
minimal: d’apre`s l’exemple (1.3), ce syste`me est piste´ par rapport a` sa partition
naturelle. C’est faux en dimension supe´rieure: une translation irrationnelle sur
T2, qu’on peut voir comme un produit de deux rotations irrationnelles admet une
partition naturelle P telle que les atomes des ite´re´s sont de mesure (de Lebesgue)
en 1/n2 si les angles sont a` quotients partiels borne´s. Or
∑
1/n2 <∞: on voit alors
facilement (cf. par exemple (3.1)) que le syste`me ne peut eˆtre piste´ par rapport a`
sa partition naturelle! 
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1.4. Plan de l’article. Tout d’abord, la section 2 donne des de´finitions alterna-
tives du 1-pistage calque´es sur les caracte´risations classiques du rang 1. La section 3
en tire quelques conse´quences qui prouvent, d’une part, les deux premiers points
du the´ore`me A, d’autre part, le the´ore`me B.
Le reste de l’article donne deux exemples achevant la preuve du the´ore`me A. La
section 4 de´crit un syste`me 1-piste´ qui n’est pas L.B. Sa construction est inspire´e
d’un exemple de syste`me d’entropie ze´ro non-L.B. duˆ a` J. Feldman. Ici toutefois il
y a un type de bloc pre´dominant (affecte´ d’une probabilite´ 1/n au rang n) qui force
le 1-pistage mais rend plus de´licate la preuve du caracte`re non-L.B. La section 5
de´crit inversement un syste`me L.B., d’entropie nulle qui n’est pas 1-piste´. Pour
ce faire, on construit des syste`mes L.B. dont la complexite´ mesure´e est d’ordre
polynomial arbitrairement e´leve´, en codant le type de chaque bloc par de petits
de´calages (importants pour la me´trique d¯, ne´gligeables pour f¯ , d’ou` le re´sultat).
1.5. Remerciements. Je dois a` Philippe Thieullen l’ide´e d’un lien possible
entre 1-pistage et rang un.
Je remercie Jean-Paul Thouvenot pour de nombreuses discussions auxquelles
ce travail doit beaucoup.
2. Le pistage comme rang 1 irre´gulier
Pour pre´ciser la relation entre le 1-pistage et la notion de rang un et ses ge´ne´-
ralisations nous montrons qu’on peut caracte´riser le 1-pistage d’une fac¸on similaire
au rang un. Ce faisant nous obtiendront une certaine souplesse vis-a`-vis de la suite
pistante, souplesse qui nous servira par la suite.
Nous avons besoin de quelques de´finitions.
(2.1) De´finition. Une tour irre´gulie`re τ est de´finie par la donne´e d’une fonction
mesurable et borne´e, sa hauteur, hτ : X → N telle que les ensembles suivants,
appele´s niveaux, soient deux-a`-deux disjoints:
Nτ (k) = T
k{x ∈ X : hτ (x) > k} k = 0, 1, . . . ,maxhτ − 1.
L’union des niveaux d’une tour est appele´ son support et note´ simplement τ . Le
toˆıt est l’ensemble
⋃
k≥1 T
k−1(h−1τ (k)), i.e., l’ensemble des x ∈ τ qui “sortent”
de la tour. La partition associe´e, note´e Pτ , est la partition engendre´e par les
niveaux de τ , i.e., les Nτ (k) pour 0 ≤ k < maxhτ .
Etant donne´e une partition P , une tour est dite P -pure si chacun de ses niveaux
est inclus dans un e´le´ment de P .
(2.2) Remarque. 1. La condition de disjonction ci-dessus est e´quivalente au fait que
la fonction hauteur est majore´e par le temps de retour a` la base {x : hτ (x) > 0}.
2. Si la fonction hauteur ne prend qu’une seule valeur non-nulle H , on obtient
simplement une tour de Rokhlin de hauteur H et de base h−1τ (H). 
(2.3) De´finition. Une tour irre´gulie`re τ ′ est dite emboˆıte´e dans une tour de
Rokhlin de base B et de hauteur H s’il existe des entiers l1 < · · · < lr tels que:
(2.4) T kB =
r⋃
i=1
Nτ ′(li + k) ∀0 ≤ k < H.
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τ et τ ′ e´tant deux tours irre´gulie`res, on dit que τ ′ est emboˆıte´e dans τ si τ ′
s’emboˆıte dans chaque sous-tour de Rokhlin de τ . Les sous-tours de Rokhlin
de τ sont les tours de base h−1τ (k) et de hauteur k, k parcourant les hauteurs de τ .
(2.4) est e´quivalent a`: B =
⋃r
i=1Nτ ′(li) et ]li, li+H [ ne contient pas de hauteurs
de τ ′, i.e., d’entiers k > 0 tels que h−1τ ′ (k) 6= ∅.
On peut e´galement formuler l’emboˆıtement de τ ′ dans τ en disant que P ′τ est
plus fine que Pτ et que τ
′ \ toˆıt(τ ′) contient τ \ toˆıt(τ); ou encore que l’ordre partiel
naturellement associe´ a` τ ′ prolonge celui correspondant a` τ .
On note enfin d¯(a, b)
def
= 1n#{k = 0, . . . , n− 1 : ak 6= bk} la distance de Hamming
entre deux suites finies de meˆme longueur n = |a| = |b|.
On peut maintenant e´noncer le:
(2.5) The´ore`me C. Le 1-pistage d’un syste`me (X,B, T, µ) ergodique est car-
acte´rise´ par n’importe laquelle des proprie´te´s suivantes:
(C1) pour toute partition P , il existe une suite ω ∈ PN telle que, pour µ-presque
tout x ∈ X, il existe des entiers positifs ni et mi avec ni +mi tendant vers l’infini
tels que:
lim
i→∞
d¯(P [−ni,mi](x), ω0 . . . ωni+mi) = 0.
(C2) pour toute partition P et tout ǫ > 0, il existe une suite ω ∈ PN (N ∈ N),
telle que, pour µ-presque tout x ∈ X, pour tout n assez grand, la suite finie P [0,n[(x)
peut s’e´crire comme la concate´nation:
α(1)ω(1)α(2)ω(2) . . . α(r+1)
ou` les α(i) sont des suites quelconques dont la somme des longueurs est au plus ǫn
et chaque ω(i) ve´rifie l = |ω(i)| ∈ [ǫ−1, N ] et d¯(ω(i), ω0 . . . ωl−1) < ǫ. On dit qu’on a
un (1− ǫ)-recouvrement de P [0,n[(x) par des d¯-ǫ-copies de de´buts de ω.
(C1’) et (C2’): la meˆme chose que (C1) et (C2), mais pour une partition
ge´ne´ratrice particulie`re.
(C3) pour toute partition Q et tout ǫ > 0, il existe une tour irre´gulie`re τ dont la
partition associe´e Pτ ǫ-raffine Q, c’est-a`-dire qu’a` chaque e´le´ment A ∈ Q, on peut
associer A′ une union d’e´le´ments de Pτ de sorte que:
∑
A∈Q µ(A∆A
′) < ǫ.
(C4) il existe une suite de tours irre´gulie`res toutes pures par rapport a` une par-
tition ge´ne´ratrice fixe´e, deux-a`-deux emboˆıte´es et dont les partitions associe´es en-
gendrent ensemble la tribu des mesurables modulo µ.
(2.6) Remarque. Si on substitue, dans les caracte´risations du the´ore`me ci-dessus,
des tours de Rokhlin aux tours irre´gulie`res, des mots de longueur fixe´e l = |ω|
aux segments initiaux de longueur variable, on retrouve les caracte´risations
classiques des syste`mes de rang un [12]. On voit de`s a` pre´sent que le rang un
implique le 1-pistage (cf. section 3.1). 
Preuve du the´ore`me C. Il s’agit de prouver que les caracte´risations propose´es par
le the´ore`me C sont effectivement e´quivalentes au 1-pistage. On va proce´der dans
l’ordre suivant:
1-pistage =⇒ (C1) =⇒ (C2) =⇒ (C3) =⇒ (C4) =⇒ 1-pistage.
8 UNE GE´NE´RALISATION DU RANG UN
Les e´quivalences de (C1) ⇐⇒ (C1’) et (C2) ⇐⇒ (C2’) seront envisage´es se´pare´-
ment.
Les de´monstrations s’inspirent, pour une large part, des de´monstrations “clas-
siques” faites dans le cas du rang un (voir notamment [12]).
Remarquons que si T n’est pas ape´riodique, alors, par ergodicite´, X est re´duit a`
une orbite pe´riodique et le the´ore`me est trivial. On suppose donc l’ape´riodicite´.
(2.7) Remarque. Dans la chaˆıne d’implications 1-pistage =⇒ (C1) =⇒ . . .
=⇒ (C4), si P est une partition par rapport a` laquelle le syste`me est piste´, alors:
(1) dans (C1) et (C2), il n’y a pas d’erreur d¯.
(2) dans (C3) et (C4), les tours obtenues peuvent eˆtre suppose´es P -pures.
Cette remarque servira a` la preuve de l’abondance en mesure des suites pistantes
(section 3.2).
1-pistage =⇒ (C1). Supposons donc (X,B, T, µ) (Q,ω)-piste´ avec Q une parti-
tion ge´ne´ratrice. Fixons P une partition quelconque. Q e´tant ge´ne´ratrice, il existe,
pour chaque ǫ > 0, un entier N = N(ǫ) tel que P est ǫ-raffine´ par
∨N−1
k=0 T
−kQ (un
ge´ne´rateur est automatiquement un ge´ne´rateur unilate´ral, T e´tant d’entropie nulle).
Autrement dit, on a une application qǫ : Q
N → P telle que pǫ(Q[0,N [(x)) = P (x)
pour tout x ∈ X \Xǫ avec µ(Xǫ) < ǫ.
Posons ǫk = 2
−k, Nk = N(ǫk) et Xk = Xǫk . On de´finit ω˜ ∈ PN par:
ω˜n
def
= pǫk(ωn . . . ωn+Nk−1) ∀n = 0, 1, 2, . . .
ou` k = k(n)
def
= max{l : Nl ≤ log(n + 1) + N0} (de sorte que k(n) ր ∞ mais
Nk(n)/n→ 0). On a: µ(
⋃
l≥kXl) < 2
−k+1.
Soit ǫ > 0. Fixons K < ∞ tel que 2−K < ǫ/10. D’apre`s le the´ore`me ergodique
applique´ a` T−1, pour µ-presque tout x ∈ X , si n est suffisamment grand:
(2.8)
1
n
#{p ∈ [−n, 0] : T p(x) ∈
⋃
k≥K
Xk} < 2−K+1 < 2
10
ǫ.
Fixons n comme dans la de´finition du pistage: Q[−n,0](x) = ω0 . . . ωn. Posons
D = ǫ10n. On peut supposer n assez grand pour avoir l’ine´galite´ (2.8) ainsi que
k(D) ≥ K et (log(n+ 1) +N0)/n < ǫ/10. En particulier, Nk(n) ≤ D.
Soit p ∈ [−n+D,−D] tel que T p(x) /∈ ⋃k≥K Xk. Ces p repre´sentent une fraction
de [−n, 0] au moins e´gale a` 1− 4ǫ/10.
Comme k = k(p+ n) ≤ k(n), Nk ≤ Nk(n) ≤ D donc p+Nk ≤ 0. En particulier,
ωp+n . . . ωp+n+Nk−1 = Q
Nk(T px). Comme k = k(p + n) ≥ k(D) ≥ K et T px /∈⋃
l≥K Xl,
ω˜p+n
def
= pǫk(ωp+n . . . ωp+n+Nk−1) = pǫk(Q
Nk(T px)) = P (T px).
On en de´duit:
d¯(P [−n,0](x), ω˜0 . . . ω˜n) <
4
10
ǫ ≤ ǫ.
La proprie´te´ (C1) est maintenant imme´diate.
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(C1)⇐⇒ (C1’). L’implication (C1) =⇒ (C1’) est triviale. L’implication re´cipro-
que se de´duit de la preuve ci-dessus.
(C1) =⇒ (C2). Il suffit d’appliquer le re´sultat technique suivant, duˆ a` D. Rudol-
ph:
(2.9) The´ore`me (D. Rudolph [18, Theorem 3.6]). (“Backward Vitali Lemma”)
Soit (X,B, T, µ) un automorphisme ape´riodique d’un espace de Lebesgue.
Supposons que pour presque tout x, on a de´fini des entiers positifs ik et jk dont
la somme tend vers l’infini. Alors, pour tout ǫ > 0, il existe Y ⊂ X et k : Y → N
tels que, si on pose I(y) = {T ny : −ik ≤ n ≤ jk} alors:
(1) Si y, y′ ∈ Y et y 6= y′ alors I(y) ∩ I(y′) = ∅.
(2)
⋃
y∈Y I(y) est de mesure au moins 1− ǫ.
On applique le the´ore`me avec ik(x) = nk(x) et jk(x) = mk(x) fournis par (C1).
Quitte a` re´duire un peu Y , on peut supposer que ik + jk est borne´e. On applique
ensuite le the´ore`me ergodique pour obtenir (C2).
(C2)⇐⇒ (C2’). L’implication (C2) =⇒ (C2’) est triviale. L’implication re´cipro-
que se de´duit de la preuve de 1-pistage =⇒ (C1) donne´e ci-dessus.
(C2) =⇒ (C3). Il suffit de reproduire la preuve correspondante dans le cas du
rang un [12]. Rappelons l’ide´e. Soit ǫ > 0 et Q une partition.
T e´tant ape´riodique, il existe une tour de Rokhlin de mesure presque 1 et de
grande hauteur H . On subdivise sa base B suivant Q, i.e., on conside`re les tours
de Rokhlin de meˆme hauteur H et de base B ∩ q pour chaque q ∈ ∨H−1k=0 T−kQ tel
que l’intersection soit de mesure non-nulle.
Ces sous-tours de Rokhlin sont Q-pures par construction. Elles portent donc
chacune un Q-nom bien de´fini. En appliquant (C2), apre`s e´limination des sous-
tours atypiques, on voit que ce Q-nom est essentiellement une juxtaposition de
(longues) d¯-copies de de´buts P [m,n](B ∩ q) d’une meˆme suite ω. Ces intervalles
[n,m] de´finissent des tours de Rokhlin (de base Tm(B ∩ q) et de hauteur n −m).
Celles-ci peuvent eˆtre juxtapose´es en une tour irre´gulie`re essentiellement Q-pure
qui satisfait a` la condition (C3). 
(C3) =⇒ (C4). C’est l’e´tape la plus importante (et la plus de´licate). Notre
de´monstration est un raffinement de la preuve donne´e dans le cas du rang un [12].
On suppose que (X,B, T, µ) ve´rifie (C3). Soit Q1, Q2, . . . une suite de partitions
de plus en plus fines dont l’union engendre la tribu des mesurables (ce qu’on notera:
Qn ր B).
Etape 1. Construction d’une suite de tours emboˆıte´es τ1, τ2, . . . telles que Pn
def
=
Pτn ǫn-raffine Qn avec ǫn ց 0.
(on convient d’abre´ger Pτn , hτ ′n , . . . en Pn, h
′
n, . . . ).
Il suffira d’appliquer le lemme suivant avec, a` la nie`me e´tape, δ = δn un terme
de se´rie sommable:
(2.10) Lemme. Soit τ1, τ2, . . . , τn une suite de n ≥ 0 tours telles que Pk ǫk-raffine
Qk avec ǫk > 0, pour k = 1, . . . , n. Soit δ > 0.
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Il existe alors une suite de n + 1 tours emboˆıte´es τ ′1, . . . , τ
′
n+1 telles que P
′
n+1
δ-raffine Qn+1 et:
d(P ′k, Pk)
def
= 2
∑
i
µ(N ′k(i)∆Nk(i)) < δ pour tout 1 ≤ k ≤ n.
En particulier, P ′k (ǫk + δ)-raffine Qk.
En effet, le lemme fournit une suite de suites de tours irre´gulie`res τ
(n)
k , 1 ≤ k ≤ n,
n = 1, 2, . . . emboˆıte´es et telles que, pour k fixe´, τ
(n)
k converge quand n→∞ dans
un sens e´vident vers une tour τk. La suite limite est bien e´videmment emboˆıte´e et
Pk
∑
l≥k δl-raffine Qk. La preuve du lemme ache`vera donc l’e´tape 1.
Prouvons le lemme. L’ide´e est la suivante: on prend une tour irre´gulie`re τ ′n+1
dont la partition soit si fine que la base de τn est essentiellement une union de
niveaux de τ ′n+1, i.e., τn et τ
′
n+1 sont de´ja` presque emboˆıte´es: il suffira d’une cor-
rection tre`s petite de τn en τ
′
n pour obtenir un emboˆıtement exact. Enfin, pour
maintenir les emboˆıtements des τ1, . . . , τn il suffira de de´finir τ
′
k en fonction de τ
′
k+1
avec la meˆme formule que τk en fonction de τk+1.
Voyons les de´tails. Soit H = maxhn et H1 = 8δ
−1H2.
(2.11) Affirmation. On peut trouver une tour τ ′n+1 dont la partition associe´e,
P ′n+1, δ/8H-raffine la partition Π = {h−1n (j) : j = 0, . . . , H − 1} ∨ Qn+1 et telle
que:
∆′n+1
def
= min
1≤s≤S′n+1
k′
n+1
s − k′n+1s−1 ≥ H1
ou` k′
n
1 < · · · < k′nS′n+1 sont les hauteurs de τ ′n+1 (on convient que k′
n+1
0 = 0).
Preuve de l’affirmation. Posons H2 = 48δ
−1H ·H1 et γ = δ/48HH22 . Soit R une
partition dont les e´le´ments sont de mesure au plus γ/2. D’apre`s (C3), il existe une
tour τ ′ dont la partition associe´e γ/2-raffine Π ∨R.
La mesure de chaque niveau de τ ′ est au plus e´gale a` γ. On peut donc supprimer
les sous-tours de hauteur infe´rieure a` H2: il y en a au plus H2 de mesure chacune au
plus H2 · γ. Ce faisant, on supprime une mesure au plus e´gale a` (H2)2γ = δ/48H .
Pour avoir la minoration sur ∆′n+1, il suffit maintenant de remplacer h
′ par
H1[h
′/H1] ou` [·] repre´sente la partie entie`re. Ce faisant on supprime une mesure
au plus e´gale a` H1/min{h′(x) > 0 : x ∈ X} ≤ H1/H2 = δ/48H . Soit τ ′n+1 la tour
re´sultant de ces suppressions.
La partition associe´e a` τ ′ γ/2-raffine Π avec γ/2 ≤ δ/24H . La partition associe´e
a` τ ′n+1 raffine donc Π a` la pre´cision: δ/24H + 2µ(enleve´) = δ/8H .
L’affirmation est de´montre´e. 
Preuve du lemme. Soit donc τ ′n+1 comme dans l’affirmation. Modifions τn en τ
′
n
emboˆıte´e dans τ ′n+1. Pour cela on de´finit τ
′
n de sorte que:
(i) pour chaque j = 1, . . . ,maxhn, h
′−1
n (j) est une union d’e´le´ments de P
′
n+1.
(ii)
∑
j µ(h
′−1
n (j)∆h
−1
n (j)) < δ/8H .
Pour avoir un emboˆıtement, on doit supprimer de l’union mentionne´e au point (i)
de´finissant h′
−1
n (j) d’abord X \ τ ′n+1 et ensuite les niveaux N ′n+1(l) tels que:
T iN ′n+1(l) 6= N ′n+1(l + i) pour un i ∈ [1, j[,
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i.e., tels que h′
−1
n+1([l+1, l+ j[) 6= ∅. Ce faisant on accroˆıt la distance (ii) d’au plus
δ/8H +H/H1. La distance (ii) apre`s cette correction est donc majore´e par δ/2H .
On en de´duit que:
(2.12) d(P ′n, Pn) ≤ 2H
∑
j
µ(h′
−1
n (j)∆ h
−1
n (j)) ≤ δ.
τ ′n a donc les bonnes proprie´te´s. Il reste a` maintenir l’emboˆıtement de τn dans
τn−1, etc. Les tours τn et τn−1 e´taient de´ja` emboˆıte´es: la base de chaque sous-tour
de Rokhlin de τn−1 e´tait une union de niveaux de τn:
h−1n−1(j) =
Ij⋃
i=1
Nn(lij) pour j = 1, 2, . . . ,maxhn−1
chaque lij ve´rifiant: T
m(Nn(lij)) = Nn(lij + m) pour m ∈ [1, j[, i.e., h−1n ([lij +
1, lij + j[) = ∅.
Pour pre´server cet emboˆıtement, alors qu’on a duˆ modifier τn (mais sans rajouter
de nouvelles hauteurs), on garde la formule, en y substituant τ ′n a` τn. On obtient
ainsi τ ′n−1 avec d(P
′
n−1, Pn−1) ≤ d(P ′n, Pn) ≤ δ. On re´percute ensuite cette nouvelle
modification sur τn−2, etc.
Le lemme est de´montre´. 
Etape 2. On peut trouver une partition P ge´ne´ratrice pour laquelle toutes les
tours τn soient pures (quitte a` remplacer les tours τn par des tours emboˆıte´es τ
′
n
avec d(P ′n, Pn)→ 0).
Pour garantir la purete´ des tours, on construit chaque e´le´ment de P comme une
union de certains niveaux pris dans les tours τn. Pour que P soit ge´ne´ratrice, il suffit
que, pour µ-presque tout x, la connaissance du nom P Z(x) suffise a` de´terminer le
niveau dans lequel x se trouve par rapport a` chaque tour τn. En effet ceci de´termine
Qn(x), l’e´le´ment de Qn contenant x, pour x en dehors d’un ensemble de mesure au
plus ǫn: en supposant
∑
n ǫn <∞ et en appliquant Borel-Cantelli, on voit que ceci
de´termine Qn(x) pour n assez grand. Mais Qn ր B.
On souhaite poser P = {A,B,C,D} avec:
A =
⋃
n≥1
Nn(k
n
1 − n− 2) ∪Nn(kn1 − 1)
B =
⋃
n≥1
⋃
s≥2
Nn(k
n
s − n− 2) ∪Nn(kns − 1)
C =
⋃
n≥1
⋃
s≥1
Nn(k
n
s − n− 1) ∪ · · · ∪Nn(kns − 2)
D = X \ (A ∪B ∪C)
ou` 0 < kn1 < k
n
2 < · · · < knSn = maxhn sont les hauteurs de τn, i.e., les entiers
k > 0 tels que h−1n (k) 6= ∅. Si c’est possible, alors on lit sur le P -nom d’un point les
instants ou` il franchit la base et le toˆıt de chacune des tours τn, et donc le niveau
de τn contenant x (ou si x ∈ τn).
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En effet, il suffit de conside´rer les apparitions des mots ACnA et BCnB. Par
exemple, l’apparition de ACnA . . . BCnB . . . BCnB . . . ACnA (les points de sus-
pensions repre´sentant des symboles D ou des mots ACmA ou BCmB avec m 6= n)
signale le passage dans la sous-tour de τn de hauteur k
3
n. Plus pre´cise´ment, si on a:
P Z(x) : . . . ACnA . . . BCnB . . . BCnB . . . ACnA . . .
↑ ↑ ↑ ↑
t1 t2 t3 t4
cela correspond a` une traverse´e de la tour τn entre les instants t1 − k1n + 1 (niveau
0) et t3 (toˆıt au niveau k
3
n − 1).
Il reste a` montrer, qu’apre`s modification des tours, la de´finition propose´e pour
P est possible. Il suffit que, pour chaque n ≥ 1:
(i) kn1 − n− 2 ≥ H def= maxhn−1.
(ii)
⋃Sn
s=1
⋃n+2
m=1Nn(k
s
n − m) est disjoint des tours de rang < n (pour avoir la
disjonction de A,B,C).
La condition (i) est facilement satisfaite (cf. l’e´tape 1).
Pour satisfaire la condition (ii), il suffit de retirer des tours de rang < n les
niveaux en question, ainsi que leurs pre´-images par T, . . . , TH−1. Vu (i), ces pre´-
images ne sont autres que les niveaux Nn(k
s
n −m) pour m ∈ [1, n+ 2 +H ].
La mesure a` retirer des tours d’ordre< n repre´sente donc une fraction de τn (donc
une mesure) majore´e par (n+ 2 +H)/∆n, l’e´cart minimal entre deux hauteurs de
τn. Mais ∆n ր∞ aussi vite que l’on veut. On peut donc effectuer ces corrections,
tout en pre´servant l’emboˆıtement en remaniant les tours pre´ce´dentes comme dans
l’e´tape 1.
Ceci ache`ve l’e´tape 2 et la preuve de (C3) =⇒ (C4).
(2.13) Remarque. 1. On peut se contenter d’une partition P a` deux e´le´ments (il
suffit de “coder” les nombres de 0 a` 3 en base 2).
2. On peut inse´rer dans les tours irre´gulie`res tous les mots finis sur P que l’on
veut, et donc faire apparaˆıtre ces mots dans la suite pistante. 
(C4) =⇒ 1-pistage. Supposons que (X,B, T, µ) ve´rifie (C4): on a donc une suite
de tours τ1, τ2, . . . qui sont emboˆıte´es, pures pour une certaine partition ge´ne´ratrice
P et dont les partitions associe´es ve´rifient: Pn
def
= Pτn ր B.
Soit ω(n) le P -nom de la tour τn. Comme Pn ր B et que l’espace est non-
atomique, la mesure de τn tend vers 1 tandis que celle de la base, Nn(0) tend vers
ze´ro. On en de´duit qu’il existe des entiers ln →∞ tels que:
µ(Bn)→ 1 avec Bn def=
Sn⋃
s=1
ksn−ln⋃
j=ln
T j(h−1n (k
s
n))
En effet, µ(τn \ Bn) = 2ln
∑Sn
s=1 µ(h
−1
n (k
s
n)) = 2lnµ(Nn(0)), or µ(Nn(0)) → 0.
Remarquons que x ∈ Bn implique que P [−r,s](x) = ω(n) avec r, s ≥ ln.
En passant a` une sous-suite, on peut supposer
∑
n≥1 µ(X \Bn) <∞. µ-presque
tout x ∈ X est donc chaque Bn, de`s que n est assez grand: il existe r, s, n → ∞
tels que:
P [−r,s](x) = ω
(n)
0 . . . ω
(n)
r+s
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On aura donc la proprie´te´ de pistage si on peut faire en sorte que les P -nom
des τn, ω
(n), soient les de´buts d’une meˆme suite ω ∈ PN, i.e., qu’ils se prolongent
les uns les autres. Vu les hypothe`ses de purete´, il suffit d’obtenir que les bases des
tours τn et τn+1 aient une intersection de mesure non-nulle.
Remarquons que, comme dans la preuve de l’implication (C3) =⇒ (C4), on peut
faire en sorte que ∆n, la diffe´rence minimale entre deux hauteurs de τn, tende vers
l’infini.
(2.14) Lemme. Soit τ1, τ2, . . . une suite de tours irre´gulie`res P -pures, emboˆıte´es
et telles que Pn ր B et ∆n ր∞.
Fixons δ > 0. Pour m assez grand, il existe τ ′n et τ
′
m telles que:
(1) τ ′n, τ
′
m sont encore P -pures et N
′
m(0) ⊂ N ′n(0) ⊂ Nn(0).
(2) d(P ′n, Pn) < δ, d(P
′
m, Pm) < δ.
(3) τ ′m s’emboˆıte dans τ
′
n.
En particulier, (1) implique que ω′
(m)
prolonge ω′
(n)
= ω(n).
On en de´duira l’existence d’une suite de tours comme annonce´ ((C4)+P -noms
se prolongeant les uns les autres) en proce´dant comme dans la preuve de (C3) =⇒
(C4), apre`s avoir remarque´ que la re´percution du de´placement de τn sur τ1, . . . , τn−1
pre´serve la proprie´te´: ω(i) prolonge ω(j) pour 1 ≤ j ≤ i < n.
Preuve. On fixe δ > 0. En utilisant l’ergodicite´, on voit que:
µ
(
K⋃
k=0
T−kNn(0)
)
> 1− δ/6.
pour K grand. Fixons m > n suffisamment grand (on verra a` quel point au cours
de la de´monstration).
L’union Um =
⋃Sm
s=1
⋃K/δ
i=1 Nm(k
s
m − i) est de mesure au plus K/δ∆m ou` ∆m est
la plus petite diffe´rence entre deux hauteurs de τm. m e´tant grand, ∆m l’est aussi
et on peut supposer que Um est de mesure au plus δ/6.
Soit L minimal tel que Nm(L) ∩
(⋃K
k=0 T
−kNn(0) \ Um
)
soit de mesure non-
nulle. La mesure de l’union des niveaux de τm infe´rieurs a` L est majore´e par
(2/6)δ. Enlevons-les et supposons de´sormais L = 0. La tour restante a une hauteur
minimale au moins e´gale a` K/δ, en effet, Um e´tant une union de niveaux, on a:
Nm(L) ⊂ X \ Um, et donc, par de´finition de Um, la hauteur restante est bien d’au
moins K/δ.
Soit k ∈ [0,K[ tel que T k(Nm(0)) rencontre Nn(0) sur un ensemble de mesure
positive. Remarquons qu’on peut supposer que K est plus petit que la hauteur
minimale de τm, d’ou`: T
k(Nm(0)) = Nm(k). Comme τm s’emboˆıte dans τn, on a
en fait Nm(k) ⊂ Nn(0).
Supprimons les niveaux en dessous de k. Ce faisant on enle`ve une fraction de
la mesure majore´e par K/∆m qu’on peut supposer majore´ par δ/6. La tour τ
′
m
ainsi obtenue de´finit bien une suite finie ω′
(m)
prolongeant ω(n). D’autre part,
d(P ′m, Pm) < δ.
Comme dans la preuve de (C3) =⇒ (C4), on doit corriger τn en τ ′n pour maintenir
l’emboˆıtement. Enfin les bases de τn et de τ
′
n s’intersectent sur un ensemble de
mesure positive: les suites ω(n) et ω′
(n)
sont donc bien les meˆmes. 
Le 1-pistage est ainsi de´montre´, achevant la preuve du the´ore`me C. 
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3. Conse´quences
3.1. Condition ne´cessaire pour le 1-pistage.
La caracte´risation (C1) du the´ore`me C(ou plutoˆt l’implication 1-pistage =⇒
(C1)) donne aussitoˆt une condition ne´cessaire (un peu brutale!) pour le 1-pistage:
(3.1) Corollaire. Soit (X,B, T, µ) un syste`me dynamique 1-piste´. Soit P une
partition quelconque. Pour w = w0 . . . wn−1 ∈ Pn, on note Bd¯(w, ǫ) = {x ∈ X :
d¯(P [0,n[(x), w) < ǫ}. On a alors, pour tout ǫ > 0 et tout N <∞,⋃
n≥N
T n−1Bd¯(ω0 . . . ωn−1, ǫ) = X mod µ,
pour une certaine suite ω ∈ PN. En particulier:∑
n≥1
max
w∈Pn
µ(Bd¯(w, ǫ)) =∞ ∀ǫ > 0.
3.2. 1-pistage et rang local. D’apre`s le the´ore`me C, il est manifeste que rang
1 implique 1-piste´. On a en fait beaucoup plus: la proprie´te´ de rang local [6], qui
ge´ne´ralise strictement le rang fini, suffit a` entraˆıner le 1-pistage.
Rappelons que le rang local peut eˆtre caracte´rise´ [12] par l’existence de tours
θ1, θ2, . . .
(i) deux-a`-deux emboˆıte´es.
(ii) de hauteurs hn tendant vers l’infini.
(iii) de mesure minore´e par une constante a > 0.
(iv) pures par rapport a` une partition ge´ne´ratrice fixe´e.
(3.2) Proposition. Le rang local implique le 1-pistage.
On utilise:
(3.3) Lemme. Si (X,B, T, µ) est de rang local, alors on peut supposer que les
tours de Rokhlin θ1, θ2, . . . ci-dessus ve´rifient de plus:
(1) pour chaque k ≥ 1,
µ(θn+1 \ (θk ∪ · · · ∪ θn))/µ(θn+1)µ(X \ θk ∪ · · · ∪ θn))) n→∞−→ 1
(on convient de ce que 0/0 = 1).
(2) hn+1/hn →∞.
Preuve du lemme. On utilise la caracte´risation du rang local rappele´e ci-dessus.
En passant a` une sous-suite (ii) donne (2). La seule chose a` ve´rifier est le point
(1). Soit n ≥ 10. Voyons qu’on peut supposer que l’e´cart dans (1) par rapport
a` la limite est majore´ par 1/n pour 1 ≤ k ≤ n (pour une sous-suite le´ge`rement
modifie´e).
Soit Uk = θk ∪ · · · ∪ θn. Si µ(Uk) = 1, il n’y a rien a` de´montrer. Supposons donc
µ(Uk) < 1. D’apre`s le the´ore`me ergodique de Birkhoff, il existe Y de mesure au
moins 1− a/n et L <∞ tel que si x ∈ Y et m ≥ L alors, pour chaque 1 ≤ k ≤ n:
(3.4)
1
m
m−1∑
p=0
χX\Uk(T
px) = (1 + 1/n)±1µ(X \ Uk) > 0
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(x±1 repre´nsentant un nombre entre x−1 et x+1).
Quitte a` sauter un certain nombre de tours dans la suite θn+1, θn+2, . . . on peut
supposer que hn+1 ≥ 2L. Quitte a` enlever de θn+1 une fraction majore´e en mesure
et en hauteur par 1/n, on peut supposer que son premier niveau rencontre Y sur
un ensemble de mesure positive. La hauteur restante est minore´e par L, donc, vu
l’emboˆıtement, (3.4) donne, pour chaque 1 ≤ k ≤ n:∣∣∣∣ µ(θn+1 \ (θk ∪ · · · ∪ θn))µ(θn+1)µ(X \ θk ∪ · · · ∪ θn))) − 1
∣∣∣∣ ≤ 1n.
On peut donc de´finir la sous-suite de tours par re´currence sur n. 
Preuve de la proposition. Soit T de rang local. On applique le lemme pre´ce´dent.
Notons P la partition ge´ne´ratrice pour laquelle les tours sont pures. Soit ωn ∈ P hn
de´fini par: le ie`me niveau de θn est inclus dans ω
n
i . Soit ω ∈ PN de´fini par
ωhn . . . ωhn+1−1 = ω
n+1
hn
. . . ωn+1hn+1−1.
Montrons que µ(
⋃
n≥N θn) = 1 quel que soit N <∞. Posons Um =
⋃m
k=N θk et
ǫm = |1− µ(θm+1 \ Um)/µ(θm+1)µ(X \ Um)|. On calcule:
µ (X \ Um+1) = 1− (µ(Um) + µ(θm+1 \ Um))
≤ 1− µ(Um)− (1− ǫm)µ(θm+1)µ(X \ Um)
≤ µ(X \ Um)(1− (1− ǫm)µ(θm+1))
Comme
∑
m µ(θm) = ∞, on voit que µ(Um) tend vers 1. On en de´duit: µ-
presque tout x ∈ X est dans θm pour des m arbitrairement grands. Autrement
dit: P [−k,−k+hm](x) = ωm. Donc: P [−k+hm−1,−k+hm](x) = ωhm−1 . . . ωhm−1 et:
d¯(P [−k,−k+hm](x), ω0 . . . ωhm) ≤ 2hm−1/hm → 0.
Ci-dessus, k ≥ 0, −k + hm ≥ 0 et hm → ∞. On a donc le 1-pistage d’apre`s la
caracte´risation (C1) du the´ore`me C. 
3.3. Description topologique.
On voudrait munir l’ensemble des syste`mes d’entropie nulle d’une notion topo-
logique d’ensemble ne´gligeable. Les ensembles de premie`re cate´gorie c’est-a`-dire
union d’une collection de´nombrable de ferme´s d’inte´rieur vide fournissent une telle
notion pourvu que l’espace lui-meˆme ne soit pas de premie`re cate´gorie. D’apre`s le
the´ore`me de Baire, il suffit que l’espace soit un espace me´trique complet.
Pour avoir une telle structure, on conside`re plutoˆt que les syste`mes dynamiques
les processus stochastiques. Rappelons qu’un processus stochastique sur N sym-
boles est simplement la donne´e d’une mesure de probabilite´ invariante du de´calage
sur N symboles. Tout syste`me dynamique probabiliste T muni d’une partition α
(finie et mesurable) ordonne´e P = {P0, . . . , PN−1} de´finit un tel processus note´
(T, P ).
On dira que le processus (T, P ) est 1-piste´ si le syste`me dynamique induit sur le
de´calage est 1-piste´ comme syste`me dynamique probabiliste. Soulignons qu’on ne
demande pas qu’il soit 1-piste´ par rapport a` la partition canonique du de´calage.
Une ”bonne” distance est la distance d¯ fournie par la distance de Hamming
entre suites finies. Soit (X,T, µ, α) et (Y, S, ν, β) deux processus. Si #α 6= #β,
alors d¯((T, α), (S, β)) = 1. Sinon:
d¯((T, α), (S, β)) = sup
n=1,2,...
inf
φ
1
n
n−1∑
k=0
d(T−kα, φS−kβ)
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ou`:
(1) φ : Y → X de´crit les isomorphismes entre espaces de probabilite´ (ne
pre´servant pas ne´cessairement la dynamique).
(2) d(α, α′) =
∑N
i=1 µ(αi∆α
′
i).
Remarquons que d¯ n’induit pas une distance entre syste`mes dynamiques proba-
bilistes. En particulier si T et S sont deux syste`mes d’entropie nulle alors il existe
des partitions ge´ne´ratrices α, β a` deux e´le´ments telles que d¯((T, α), (S, β)) est arbi-
trairement petite.
(3.5) Proposition (par exemple [16,19]). d¯((T, α), (S, β)) = 0 ssi les processus
sont identiques. L’ensemble des processus ergodiques d’entropie nulle est un espace
me´trique complet pour d¯.
d¯((T, α), (S, β)) < ǫ est e´quivalente a` n’importe laquelle des deux conditions suiv-
antes :
(1) le nom-T, α de µ-presque tout point peut eˆtre transforme´ en un nom ge´ne´-
rique pour S, β en ne modifiant ce nom que sur un ensemble de fre´quence
< ǫ.
(2) il existe un nom ge´ne´rique pour T, α et un nom ge´ne´rique pour S, β qui ne
diffe`rent que sur une sous-suite de fre´quence < ǫ.
On veut montrer:
(3.6) Proposition. L’ensemble des syste`mes 1-piste´s est un ensemble topologique-
ment ne´gligeable et meˆme un ferme´ d’inte´rieur vide dans la classe des processus
ergodiques d’entropie nulle munie de d¯.
On admet l’existence d’un syste`me d’entropie nulle non 1-piste´, syste`me dont
nous construirons un exemple dans la section 5.
Preuve. Tout d’abord, montrons que l’ensemble des processus 1-piste´s est ferme´.
Soit (T1, α1), (T2, α2), . . . tendant vers (T, α) au sens de d¯. Supposons α et les αn
ge´ne´ratrices et chaque Tn 1-piste´ et montrons que T l’est alors aussi. On utilise la
caracte´risation (C2) (the´ore`me C). Soit 0 < ǫ < 1. Soit n tel que d¯(Tn, T ) < ǫ
2/4.
Tn e´tant piste´, il existe ω ∈ (αn)N tel que le nom αn, Tn de µn-presque tout point
peut eˆtre (1 − ǫ/2)-recouvert par des d¯ − ǫ/2-copies de de´buts de ω de longueur
au moins 6ǫ−1N . D’apre`s la proposition 3.5, on en de´duit que le nom α, T de µ-
presque tout point peut eˆtre (1− ǫ)-recouvert par des d¯− ǫ-copies de de´buts de ω,
identifie´e a` une suite a` valeurs dans α, de longueur au moins 2ǫ−1N .
En utilisant a` nouveau (C2), on voit que le syste`me T , donc le processus (T, P ),
est bien 1-piste´. L’ensemble des processus 1-piste´s est bien ferme´. Pour voir qu’il est
d’inte´rieur vide, on admet provisoirement l’existence d’un syste`me (U, ρ) d’entropie
nulle qui n’est pas 1-piste´ (la section 5 en donne un exemple).
Conside´rons un processus ergodique 1-piste´ (T, µ, P ). On suppose P ge´ne´ratrice.
Soit ǫ > 0. Il s’agit de construire un processus (S,Q) avec d¯((T, P ), (S,Q)) < ǫ et
S non 1-piste´.
Tout d’abord, quitte a` remplacer (T, P ) par un processus arbitrairement proche
au sens de d¯, on peut supposer que, pour un entier r assez grand, il y a au plus
#P r/(#Q+ 1) cylindres de longueur r de (T, P ) ayant une mesure non-nulle. On
note Pr l’ensemble de ces cylindres.
En effet, T e´tant d’entropie nulle, le cardinal minimal d’une collection de r-
cylindres dont l’union a une mesure supe´rieure a` 1 − ǫ est plus petit que eǫr <
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#P r/r(#Q + 1) pour r assez grand. Fixons un tel r et une collection Pr corre-
spondante. Conside´rons la projection π : P Z → P Z induite par une application par
bloc P r → Pr co¨ıncidant avec l’identite´ sur Pr. Posons ν = 1r
∑r−1
s=0 σ
sπ(µ) (on a
identifie´ X a` P Z). Le processus (P Z, σ, ν) a au plus r#Pr r-cylindres de mesure
non-nulle: il re´pond au proble`me.
On part de:
T ′ : X × {0, . . . ,M − 1} × Y → X × {0, . . . ,M − 1} × Y
(x, k, y) 7−→ (Tx, k + 1 mod M,U δ0k(y))
avec M = r⌈ǫ−1⌉ et δij = 1 si i = j, 0 sinon. On munit T ′ de la mesure µ× n× ρ
avec n la mesure de comptage normalise´e.
Fixons une injection i : Pr × (Q ∪ {∗})→ P r. On conside`re l’application:
(x, k, y) 7→
{
i(P r(x)× ∗) si k 6= 0
i(P r(x)×Q(y)) si k = 0.
Elle induit un codage, non T ′-invariant, ψ de X×{0, . . . ,M − 1}×Y dans (Pr)Z ⊂
P Z. On pose µ′ = 1r
∑r−1
s=0 σ
sψ(µ × n × ρ). Soit S le de´calage muni de µ′ et Q la
partition canonique de P Z. Clairement, (S,Q) est ergodique et d’entropie nulle et
ve´rifie: d¯((X,P ), (S,Q)) < ǫ.
Supposons S 1-piste´ et tirons-en une contradiction.
Tout d’abord, tout ite´re´ Sk serait encore piste´. En effet, si S est (Q′,Σ)-piste´
alors Sk est (Q′
k
,Σk)-piste´ avec:
Σk = {(ωiωi+1 . . . ωi+k−1)(ωi+k . . . ) · · · ∈ (Q′k)N : i = 0, . . . , k − 1}.
Σk e´tant un ensemble fini, c’est dire que Sk est encore 1-piste´. Donc SM est 1-piste´.
Mais U est un facteur de l’ite´re´ SM . Voyons que ceci implique que U est 1-piste´,
donc une contradiction. En effet, utilisons la caracte´risation (C1). Soit R une
partition ge´ne´ratrice U . Il suffit d’appliquer (C1) a` la partition π−1U de SM , puis
de projeter pour obtenir (C1) pour U par rapport a` R. S n’est donc pas 1-piste´. 
3.4. Preuve du the´ore`me B.
Suites pistantes et suites ge´ne´riques. Pour voir qu’une suite pistante ω est quasi-
ge´ne´rique, il suffit d’appliquer le the´ore`me ergodique a` T et T−1: on obtient que,
pour presque tout point, de`s que les entiers n,m sont assez grands, les fre´quences le
long du segment [−n,m] de l’orbite sont bonnes. En comparant avec la de´finition
du 1-pistage, on voit qu’il existe une suite d’entiers, de la forme ni +mi avec les
notations de cette de´finition, tels que les fre´quences de ω|[0, ni +mi] tendent vers
les bonnes fre´quences. Autrement dit, la suite pistante est quasi-ge´ne´rique.
Pour voir que ω n’est pas force´ment ge´ne´rique, il suffit de conside´rer les suites
construites ci-dessous pistant simultane´ment des mesures distinctes. Ces suites,
quasi-ge´ne´riques pour plus d’une mesure, sont ne´cessairement non-ge´ne´riques. 
Abondance topologique. Soit Gℓ l’ensemble des suites de {0, 1}N dont le de´but est
de la forme BXBm avec B une suite de ℓ symboles, X une suite finie quelconque
sur {0, 1} et m un entier suffisamment grand pour que (m+1)ℓ > ℓ2|X | et m ≥ ℓ2.
Gℓ est manifestement un ouvert dense de l’espace de Baire {0, 1}N. Donc G =⋂
ℓ≥1Gℓ est un Gδ-dense.
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Soit ω ∈ G. Conside´rons le syste`me de rang un de´fini symboliquement par
B0 = ω0 et Bn+1 = BnXnB
m
n avec Xn de´fini par:
ω0 . . . ωk−1 = BnXnB
m
n avec k = (m+ 1)|Bn|+ |Xn|, m ≥ |Bn|2
est l’e´criture la plus courte manifestant l’appartenance de ω a` Gℓ avec ℓ = |Bn| ≥ n.
Ceci de´finit bien un syste`me de rang un en raison de l’ine´galite´: |Xn| ≤ n−2|Bn+1|.
Tout segment fini extrait du nom de µ-presque tout point co¨ıncide avec un extrait
de Bn pour tout n assez grand. Mais chaque Bn est un de´but de ω. Donc ce syste`me
de rang un est bien piste´ par ω pour la partition canonique. 
Abondance au sens de la mesure. Soit T de rang local. Soit P une partition
ge´ne´ratrice par rapport a` laquelle T soit piste´. Le rang local peut eˆtre de´fini par le
fait qu’une fraction uniforme´ment minore´e du P -nom de presque tout point consiste
en des copies exactes d’un mot arbitrairement long. En proce´dant comme dans la
preuve de du the´ore`me C et en utilisant la remarque 2.7, on de´duit de la proprie´te´
de rang local l’existence d’une suite infinie de tours de Rokhlin qui sont:
(i) deux-a`-deux emboˆıte´es.
(ii) de hauteurs tendant vers l’infini.
(iii) de mesures minore´es par une constante a > 0.
(iv) chacune pure par rapport a` P , la partition donne´e ci-dessus.
Enfin, on proce`de comme pour le lemme 3.3 pour voir qu’on peut aussi supposer:
(1) An de´signant l’alge`bre finie engendre´e par les partitions associe´es a` θ1, . . . , θn:
sup
A∈An
∣∣∣∣ µ(A ∩ θn+1)µ(A)µ(θn+1) − 1
∣∣∣∣ n→∞−→ 0.
(2) hn+1/hn →∞.
La proprie´te´ d’inde´pendance (1) permet de voir que µ-presque tout x appartient a`⋃hn/n
k=0 T
kBn pour une infinite´ de n, si Bn, hn sont la base et la hauteur de θn, en
utilisant
∏
n(1− a/n) = 0.
x e´tant fixe´, on peut donc supposer qu’il appartient a`
⋃hn/n
k=0 T
kBn pour tout
n ≥ 1, en passant a` une sous-suite.
Posons θ′n =
⋃hn
k=2hn/n
T kBn. y ∈ θ′n implique que P [−a,b](y) = P [0,a+b](x) avec
a ≥ hn/n et b ≥ 0. La proprie´te´ (1) donne comme ci-dessus que
⋃
n≥N θ
′
n = X
modulo µ, pour tout N (en effet µ(θ′n)/µ(θn) → 1). Donc µ-presque tout y est
dans une infinite´ de θ′n. On a donc le 1-pistage par le P -nom de x d’apre`s la
caracte´risation (C1). 
Co-pistage. On conside`re donc deux syste`mes dynamiques 1-piste´s ape´riodiques et
ergodiques T et T ′. On veut trouver un entier N , une partition ge´ne´ratrice a` N
e´le´ments pour chacun (P et P ′) et une suite α ∈ {0, 1, . . . , N − 1}N telles que les
syste`mes soient piste´s par rapport a` (P, Pα0Pα1 . . . ), resp. (P
′, P ′α0P
′
α1 . . . ).
Comme souligne´ dans la remarque 2.13, la construction d’une suite de tours
emboˆıte´es permet d’obtenir une partition ge´ne´ratrice a` deux e´le´ments qui est ad-
missible par le pistage et qui induit un codage envoyant la mesure sur une mesure
ayant le de´calage tout entier pour support. On peut supposer que les deux syste`mes
sont porte´s par le de´calage {0, 1, . . . , N−1}Z, ont pour meˆme support (l’espace tout
entier) et sont 1-piste´s par rapport a` la partition canonique.
UNE GE´NE´RALISATION DU RANG UN 19
Remarquons tout d’abord que le cylindre de´fini par un mot quelconque a0 . . . an
est de µ-mesure positive ssi a0 . . . an apparait dans ω. L’e´galite´ des supports en-
traˆıne donc que les meˆmes mots finis apparaissent dans ω et dans ω′.
Construisons maintenant une suite α pistant les deux syste`mes.
Supposons que pour un n ≥ 1, on a de´ja` trouve´:
α0 . . . αL−1 = ωd . . . ωd+L−1 = ω
′
d′ . . . ω
′
d′+L−1 d, d
′ ≥ 0 et L ≥ n− 1.
tel qu’on puisse recouvrir une fraction au moins 1− 1/n du nom de µ- et ν-presque
tout point par des copies exactes de segments initiaux de longueur ≥ n − 1 de
α0 . . . αL−1. Remarquons que cette assertion est triviale pour n = 1.
Soit un entier ℓ suffisamment grand pour que des copies exactes de de´buts de ω de
longueurs comprises entre ℓ−
def
= 2(n+1)d et ℓ permettent de recouvrir 1−1/2(n+1)
de µ-presque toute orbite. Prolongeons α en posant:
α0 . . . αK−1 = ωd . . . ωℓ−1 avec K = ℓ− d.
On peut ainsi recouvrir 1−1/2(n+1)−d/ℓ− = 1/(n+1) de µ-presque toute orbite
avec des de´buts de α0 . . . αK−1 de longueur au moins n.
D’apre`s la remarque ci-dessus, α0 . . . αK−1 apparaissant dans ω apparaˆıt aussi
dans ω′: il existe d′′ tel que ω′d′′ . . . ω
′
d′′+K−1 co¨ıncide avec ce mot.
On proce`de alors comme ci-dessus en remplac¸ant d+ L par d′′ +K, µ par ν et
ω par ω′. On obtient un prolongement α0 . . . αL′−1 avec les proprie´te´s voulues au
rang n.
On obtient donc par re´currence une suite infinie α qui piste a` la fois µ et ν. 
(3.7) Remarque. La meˆme de´monstration se ge´ne´ralise a` une infinite´ de´nombrable
de syste`mes 1-piste´s ergodiques et ape´riodiques. Par contre, le cas d’une infinite´
non-de´nombrable ou encore d’une suite universelle reste entier. 
4. Un syste`me 1-piste´ non-L.B.
L’exemple construit dans cette section est en partie inspire´e par la construction
par J. Feldman d’un syste`me d’entropie nulle non-L.B. [5].
Rappelons la de´finition de la proprie´te´ L.B. (cf. [14]) (on se restreint dans cet
article aux syste`mes d’entropie nulle). C’est la fermeture, par induction et suspen-
sion, de l’ensemble des rotations irrationnelles. Le point de vue le plus commode
pour nous est fourni par la caracte´risation symbolique donne´e par J. Feldman [5]
en terme de la distance f¯ entre suites finies:
f¯(a, b) =
ε
|a|+ |b|
ou` ε est le nombre minimal de symboles a` effacer dans a et dans b pour obtenir
des suites identiques, i.e., c’est le plus petit entier ε tel qu’il existe deux suites de
longueur r = (|a| + |b| − ε)/2: 0 ≤ i1 < · · · < ir < |a| et 0 ≤ j1 < · · · < jr < |b|,
telles que ai1 . . . air = bi1 . . . bir . On dit que (i, j) est un couplage de longueur r.
(4.1) De´finition (J. Feldman). Soit (X,B, T, µ). Si P est une partition de X
et n ≥ 1, on de´finit la pseudo-distance f¯nP (x, y) = f¯(P [0,n[(x), P [0,n[(y)).
T est L.B. ssi pour toute partition P et tout ǫ > 0, pour tout n assez grand, il
existe une boule pour la pseudo-distance f¯nP de rayon ǫ dont la mesure soit ≥ 1− ǫ.
On montre [14] qu’il est e´quivalent de demander la proprie´te´ ci-dessus pour une
partition ge´ne´ratrice.
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4.1. Construction par blocs. La de´marche est standard. On la rappelle pour
fixer les notations:
Soit A un ensemble fini contenant le symbole 0. Pour chaque ordre n ≥ n0,
on de´finit une collection de types de blocs {B1n, . . . , BN(n)n }. Chaque Bin est une
suite finie Bin(0) . . . B
i
n(l
i
n − 1):
— a` valeurs dans A \ {0} si n = n0.
— a` valeurs dans Bn−1 = {0, B1n−1, . . . , BN(n−1)n−1 } si n > n0.
On pose Bn0−1 = A.
Si B est une suite de termes pris dans Bn, on note φ(B) la suite sur Bn−1 obtenue
en juxtaposant les termes de B. Pour m ≤ n, on appelle m-de´veloppement de B la
suite φn−m(B) sur Bm. Enfin le terme de de´veloppement, sans autre pre´cision,
de´signe le n0-de´veloppement. C’est une suite sur A.
On note bin le de´veloppement de B
i
n.
Notons p(B|B′) la fraction de la longueur occupe´e par le de´veloppement de B
dans le de´veloppement de B′.
Supposons que chaque Bin apparaˆıt au moins une fois dans chaque B
j
n+1 et que:
∑
n≥n0
sup
k
p(0|Bkn) <∞ et sup
n≥n0
sup
i,k,l
p(Bin|Bkn+1)
p(Bin|Bln+1)
<∞.
Il existe alors un unique automorphisme d’espace de Lebesgue (X,B, T, µ) tel
que, a` chaque type de bloc Bin est associe´e une tour de Rokhlin de base R
i
n et de
hauteur |bin|, avec les proprie´te´s suivantes:
(1) l’union des tours d’ordre n,
⋃N(n)
i=1
⋃|bin|−1
k=0 T
kRin est de mesure tendant vers
1 quand n→∞.
(2) emboˆıtement: T ℓRjn est l’union des T
kRin+1 tels que le kie`me symbole du
de´veloppement de Bin+1 correspond au ℓie`me symbole du de´veloppement de
Bjn.
On en de´duit que:
µ(Rjn)|bjn| = limm→∞ p(B
j
n|Bimm )
quelle que soit la suite des entiers im ∈ {1, . . . , N(m)}. De plus, T est ergodique.
La partition standard de´finie par une telle construction est {PA : A ∈ A} avec:
PA l’union des T
kRin0 si le kie`me symbole de B
i
n0 est A ∈ A\ {0}, et P0 le reste de
l’espace X .
4.2. De´finition de l’exemple. Pour motiver cette de´finition, faisons quelques
remarques.
• Pour garantir le 1-pistage d’un syste`me (AZ, σ, µ) de´fini comme ci-dessus, il
suffit d’avoir, pour tout n ≥ n0:
(1) p(B1n|Bin+1) ≥ 1/n pour tout i.
(2) le type B1n+1 commence par B
1
n pour tout n ≥ n0.
(3) mini |bin| → ∞.
Preuve du 1-pistage. Graˆce a` (2), on peut de´finir ω ∈ AN par:
ω|[0, |b1n|[= b1n pour chaque n ≥ n0.
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Comme
∏
n(1 − 1/n) = 0, on de´duit de (1) que, pour µ-presque tout x ∈ AZ,
il existe n1 < n2 < · · · < np < . . . tels que x est dans la tour associe´e a` B1np , en
particulier: P [−ap,bp](x) = b1np avec ap, bp ≥ 0 et ap + bp = |blnp | → ∞.
La caracte´risation (C1) du the´ore`me C implique que (σ, µ) est ω-piste´ par rap-
port a` la partition P . Le syste`me obtenu en quotientant (X,B, T, µ) par la tribu∨
k∈Z T
kP est donc 1-piste´.

• Pour empeˆcher la proprie´te´ L.B. pour ce meˆme syste`me quotient il suffit de
maintenir l’e´cart entre les blocs de types diffe´rents, i.e., il suffit (cf. [17, lemma 2.6])
de trouver une constante δ∗ > 0 tel que:
inf
i6=j
f¯(bin, b
j
n) ≥ δ∗ > 0 pour tout n ≥ n0.
Pour obtenir une telle minoration, on proce`de bien suˆr par re´currence. Mais un
couplage entre deux n+ 1-blocs n’est pas force´ment compatible avec le de´coupage
de chacun des deux n+ 1-blocs en leurs n-blocs. On sera donc amene´ a` minorer:
f¯(n)
def
= inf
u,v
f¯(u, v)
ou` u et v parcourent les segments de longueurs ≥ |bn|/n2 extraits de n-blocs de
types distincts, |bn| e´tant la longueur commune des bin, quel que soit i.
Tre`s grossie`rement, si on conside`re un couplage entre u et v comme ci-dessus,
alors la force de ce couplage est donne´e par:
[1− f¯(u, v)] ≤ (1− γ){(1 − δ)[1− f¯(n)] + δ · 1} = (1− γ){1− (1 − δ)f¯(n)}
avec γ la proportion des n− 1-blocs que le couplage conside´re´ efface inte´gralement
et δ la proportion de n− 1-blocs de meˆme type qu’il met en correspondance.
Pour que montrer que f¯(n) ne tend pas vers ze´ro, la meilleure majoration possible
sur δ seul, δ ≤ maxi p(Bin) = 1/n, est insuffisante. Mais si les occurrences d’un
type de n-bloc donne´ dans bin+1 et celles dans b
j
n+1 sont suffisamment encheveˆtre´es,
alors on ne pourra en coupler une fraction significative (δ ≥ n−3/2) sans avoir aussi
a` effacer beaucoup de n-blocs (γ ≥ n−3/2).
Cet encheveˆtrement sera obtenu en disposant les Btn de fac¸on inde´pendante
dans Bin+1 et B
j
n+1 si i 6= j.
On obtient ainsi la de´finition suivante pour notre syste`me. A l’ordre n + 1, on
de´finit N(n+ 1)
def
= n! + 1 types de blocs en posant:
Bin+1 =
(
Cin+1
)βN(n+1)−i+1n pour i = 1, . . . , N(n+ 1).
avec:
Cin+1 = B
1
n . . . . . . . . . B
1
n︸ ︷︷ ︸
βi−1n νn
B2n . . . B
2
n︸ ︷︷ ︸
βi−1n
. . . BN(n)n . . . B
N(n)
n︸ ︷︷ ︸
βi−1n
ou` βn = |C1n+1| = νn +N(n)− 1 et νn = (N(n)− 1)/(n− 1).
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En particulier, le kie`me bloc dans Bin+1 est de type t 6= 1 (resp. de type 1) si
t− 1 + νn (resp. si un symbole < νn) est le iie`me chiffre de k − 1 en base βn: ceci
fournit l’inde´pendance recherche´e.
Remarquons que le choix de νn garantit que p(B
1
n|Bin+1) = 1/n et que le nombre
de re´pe´titions de Cin+1 est toujours tre`s grand (≥ β) et que la longueur de Bin+1
est inde´pendante de i. On note: |Bn| def= |Bin| pour tout i. Remarquons que:
|Ckn+1| = βk−1n (N(n)− 1 + νn)
|Bn+1| = |bn+1|/|bn| = βN(n+1)+1n =
(
(N(n)− 1) · n
n− 1
)N(n+1)+1
.
Cette quantite´ croˆıt en fonction de n de fac¸on super-exponentielle.
4.3. Preuve du caracte`re non-L.B. Elle repose sur les deux lemmes suivants.
Le premier permet de traiter le cas des couplages entre n + 1-blocs de type
distincts dont une proportion significative des appariements se produisent entre
n-blocs de meˆme type. C’est ici qu’on utilise la structure particulie`re de notre
exemple et en particulier l’encheveˆtrement.
(4.2) Lemme (encheveˆtrement). Soit (I, J) un couplage entre U = Ckn+1 et
V =
(
Ck
′
n+1
)q
avec k > k′ et q ≥ 1. Notons M la longueur de ce couplage.
Supposons que κ
def
= 2M|U|+|V | ≥ 200n2/βn. Alors les indices des appariements
entre symboles B1n dans U et dans V forment un intervalle, i.e., (U ◦ I)−1(B1n) =
[M ′,M ′′] avec:
M ′ = 1 et M ′′ ≥
(
1− 1
n2
)
M
I(M ′) ≤ 1
n
|U | et J(M ′) ≥ n
2
κ|V |
Le deuxie`me lemme traite le cas des autres couplages.
(4.3) Lemme. Soit U et V des segments extraits de Bkn+1 et B
k′
n+1. Soit u, v les
de´veloppements de U et de V . Supposons qu’un des couplages (i, j) re´alisant f¯(u, v)
ne fasse correspondre que peu de symboles figurant dans des n-blocs de meˆme type,
i.e., supposons que:
R = #{s : U([is/|bn|]) = V ([js/|bn|])} ≤ 1
n3/2
|U |+ |V |
2
.
Alors:
f¯(u, v) ≥ min
(
f¯(n)− const
n3/2
,
1
5
)
.
Appliquons ces deux lemmes avant de les de´montrer.
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(4.4) Affirmation. Pour tout n ≥ n0,
f¯(n+ 1) ≥ max
(
f¯(n)− const
n3/2
,
1
5
)
.
Preuve de l’affirmation. Soit u, v comme dans la de´finition de f¯(n+1): des segments
de longueurs ≥ |bn+1|/n2 extraits de n + 1-blocs bkn+1, bk
′
n+1 avec k < k
′. Quitte
a` changer f¯(u, v) d’au plus |CN(n+1)n+1 |/(n2|Bn+1|) = n2β−1n = o(n−3/2), on peut
supposer que u est le de´veloppement de U , la concate´nation d’un certain nombre
de Ckn+1.
Ecrivons u = u1 . . . uq, ou` chaque up est une copie du de´veloppement de Ckn+1.
De´coupons v = v1 . . . vq de fac¸on compatible modulo (i, j), i.e., si im tombe dans
up, alors jm tombe dans v
p. On a donc:
f¯(u, v) =
q∑
p=1
|up|+ |vp|
|u|+ |v| f¯(u
p, vp).
Il suffit donc de minorer f¯(u′, v′) avec u′ le de´veloppement de Ckn+1 et v
′ extrait du
de´veloppement de Ck
′
n+1 re´pe´te´ inde´finiment. Si |v′| ≤ (2/3)|u′|, alors f¯(u′, v′) ≥ 1/5
et il n’y a rien d’autre a` de´montrer. On peut supposer que |v′| ≥ (2/3)|u′|. La
longueur |v′| est donc au moins de l’ordre de βn|Ck′n+1|. On peut donc supposer
e´galement que v′ est le de´veloppement de V ′ = (Ck
′
n+1)
Q avec Q tre`s grand.
On omet de´sormais les primes sur u, v, U, V .
Fixons (i, j) un couplage entre u et v re´alisant la distance f¯(u, v). Soit (I, J) le
couplage induit entre U et V , i.e., en notant M sa longueur:
{(Im, Jm) : m = 1, . . . ,M} = {(is, js) : U([is/|bn|]) = V ([js/|bn|])}.
Si 2M/(|U |+ |V |) < n−3/2, il suffit d’appliquer le lemme 4.3. Supposons main-
tenant: 2M/(|U |+ |V |) ≥ n−3/2 ≥ 200n2/βn.
De´coupons U = U ′U ′′, U ′ regroupant les symboles B1n et U
′′ les autres. Ceci
induit un de´coupage u = u′u′′. Soit V = V ′V ′′ tel que le de´coupage induit v = v′v′′
soit compatible modulo (i, j) (ce qui est plus fort que modulo (I, J)).
D’apre`s le lemme 4.2, on a |U ′| = |U |/n et |V ′| ≥ n2 2n3/2 |U | = |U |/n1/2. Donc
f¯(u′, v′) ≥ 1− const/n1/2 ≥ 1/2 et:
f¯(u, v) ≥ |u
′|+ |v′|
|u|+ |v|
1
2
+
|u′′|+ |v′′|
|u|+ |v| f¯(u
′′, v′′)
Maintenant, toujours d’apre`s le lemme 4.2, le couplage entre U ′′ et V ′′ est de
longueur au plus M/n2 ≤ (|U |+ |V |)/n2, toujours a` cause du lemme 4.2. On peut
donc appliquer le lemme 4.3, qui donne la minoration voulue.
L’affirmation est de´montre´e. Le syste`me n’est pas L.B. 
Preuve du lemme 4.2. On omet l’indice n la` ou` cela ne provoque pas de confusion:
on e´crira donc N, β, ν, . . . au lieu de N(n), βn, νn, . . . .
Remarquons que, par construction, l’application t 7→ Ui = Ckn+1(i) est croissante
(en identifiant Bin a` l’entier i). On en de´duit que, pour chaque i, (U ◦ I)−1(Bin)
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est un intervalle. Notons ai le nombre d’appariements entre symboles B
i
n. Par
construction: 0 ≤ a1 ≤ νβk−1 et, pour i = 2, . . . , N , 0 ≤ ai ≤ βk−1. Soit:
I def= {i = 1, . . . , N : ai ≥ 10ν(i)βk′−1}
avec ν(1) = νn et ν(i) = 1 pour i = 2, . . . , N .
On calcule:
∑
i/∈I ai ≤ 10βk
′−1(N − 1 + ν) = 10βk′−k|U |. Par hypothe`se,
k − k′ ≥ 1, donc:
∑
i/∈I
ai ≤ 10β−1|U | ≤ 1
10n2
100n2
β
· 2 |U |+ |V |
2
≤ 1
10n2
M.
D’ou`: ∑
i∈I
ai =M −
∑
i/∈I
ai ≥
(
1− 1
10
1
n2
)
M.
Soit i ∈ I. (U ◦ I)−1(i) est un intervalle [m−,m+] de ai entiers. Remarquons
que les symboles Bin apparaissent dans V par segments de longueur ν(i)β
k′−1 se
reproduisant a` intervalles de longueur βk
′
. D’ou`:
J(m+)− J(m−) ≥ βk
′
(⌈
ai/ν(i)β
k′−1
⌉
− 1
)
(⌈x⌉ de´signant le plus petit entier ≥ x). Mais ai/ν(i)βk′−1 ≥ 10 (car i ∈ I) donc:
(4.5) J(m+)− J(m−) ≥ 9
10
β
ν(i)
ai.
Si on avait:
(4.6) a2 + · · ·+ aN ≥M/n2
alors on aurait:
∑
i∈I\1 ai ≥
∑
i6=1 ai −
∑
i/∈I ai ≥ 910M/n2 et donc:
J(M)− J(1) ≥
∑
i∈I\1
J(m+(i))− J(m−(i)) ≥ 9
10
β
∑
i∈I\1
ai
≥ 9
10
β · 9
10
M
n2
≥ 81 · βM
100n2
≥ 81(|U |+ |V |) > |V |,
ce qui est absurde. (4.6) est donc impossible. On a donc: a1 > (1 − 1/n2)M . En
particulier,
a1 ≥ 1
2
M ≥ 50n2β−1|U | = 50n2β−1 · βk−1(ν +N − 1) ≥ 50n2νβk−2 > 10νβk′−1
donc 1 ∈ I et, vu (4.5):
J(M ′′)− J(M ′) ≥ 9
10
β
ν
· a1 ≥ 9
10
n · (1 − n−2)M ≥ 1
2
nκ|V |
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(M = 12κ(|U |+ |V |)).
Enfin, U−1(B1n) = [0, . . . , |U |/n−1] d’ou` (U ◦I)−1(B1n) = [M ′,M ′′] avecM ′ = 1
et I(M ′′) ≤ |U |/n. 
Preuve du Lemme 4.3. Soit u = u1 . . . us avec ut le de´veloppement de U(t). Soit v =
v1 . . . vs un de´coupage de v compatible, modulo (i, j), avec le de´coupage pre´ce´dent
de u. Re´ciproquement, la structure en n-blocs de V induit un de´coupage sur v, et
donc sur chaque vt. On e´crit vt = vt1 . . . v
t
q, q de´pendant de t. Soit u
t = ut1 . . . u
t
q
un de´coupage compatible. On a alors:
(4.7) f¯(u, v) =
s∑
t=1
|ut|+ |vt|
|u|+ |v| f¯(u
t, vt) =
s∑
t=1
q∑
p=1
|utp|+ |vtp|
|u|+ |v| f¯(u
t
p, v
t
p)
On peut e´carter les termes mettant en jeu des suites de longueurs trop dif-
fe´rentes qui donneront de grandes distances (≥ 1/5): si on pose E1 = {(t, p) :
|ut|
|vt| ou
|utp|
|vtp|
/∈ [2/3, 3/2]}, alors:
∑
(t,p)∈E1
|utp|+ |vtp|
|u|+ |v| f¯(u
t
p, u
t
q) ≥
1
5
∑
(t,p)∈E1
|utp|+ |vtp|
|u|+ |v| .
Vu la minoration souhaite´e, on peut se placer dans le pire des cas et supposer
E1 = ∅.
On peut e´carter parmi les termes restants ceux dont les longueurs sont trop
petites, ils n’interviennent dans (4.7) que pour une fraction ne´gligeable: soit E2 =
{(t, p) /∈ E1 : min(|utp|, |vtp|) < |bn|/n2}, alors:∑
(t,p)∈E2
|utp|+ |vtp| < #E2 ·
5
2
|bn|
n2
≤ 3|U | · 5
2
|bn|
n2
≤ 3 |U ||Bn| ·
5
2
|bn|
n2
≤ 8 |u|+ |v|
n2
ou` on a utilise´ que si (t, p) /∈ E1 alors vt est de longueur au plus (3/2)|bn| et donc
est a` cheval sur q ≤ 3 n-blocs. Les termes correspondants a` E2 n’interviennent
dans (4.7) que pour o(n−3/2).
Il reste donc les termes f¯(utp, v
t
p) avec
|utp|
|vtp|
∈ [2/3, 3/2] et min(|utp|, |vtp|) ≥ |bn|/n2.
On les subdivise en deux cate´gories: ceux tels que utp, v
t
p sont extraits d’un meˆme
type de n-blocs et les autres. On note F1, resp. F2 l’ensemble des indices (t, p) de
la premie`re, resp. la seconde cate´gorie de termes.
Les premiers peuvent eˆtre a` distance nulle. Les autres sont, par de´finition, a`
distance au moins f¯(n). Finalement, a` des termes en o(n−3/2) pre`s:
f¯(u, v) ≥ f¯(n)

1− ∑
(t,p)∈F1
|utp|+ |vtp|
|u|+ |v|

 .
Mais, par hypothe`se,
∑
(t,p)∈F1
|utp|+ |vtp|
|u|+ |v| ≤
2R
|U |+ |V | ≤
1
n3/2
.
Le lemme est de´montre´. 
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5. Un syste`me L.B. d’entropie nulle non 1-piste´
Les boules-d¯ par rapport a` une partition P sont les ensembles:
BP (w0 . . . wn−1, ǫ) = {x ∈ X : d¯(P [0,n[(x), w0 . . . wn−1) < ǫ} w ∈ Pn.
(5.1) The´ore`me. Pour tout Γ > 1, il existe (X,B, T, µ) un automorphisme er-
godique d’un espace de Lebesgue qui est d’entropie nulle, laˆchement Bernoulli et qui
admet une partition ge´ne´ratrice P telle que, pour ǫ > 0 assez petit, on a, pour tout
n assez grand:
µ(BP (w0 . . . wn−1, ǫ)) ≤ n−Γ ∀w ∈ Pn.
(5.2) Corollaire. Il existe un syste`me d’entropie nulle, laˆchement Bernoulli qui
n’est pas 1-piste´.
Le corollaire de´coule du the´ore`me et du crite`re (3.1).
(5.3) Remarque. On peut interpre´ter ce re´sultat en disant qu’a` partir d’une rota-
tion, pour laquelle l’exposant Γ comme ci-dessus le plus grand possible est ze´ro, on
peut, en induisant convenablement (cf. la de´finition des syste`mes L.B. au de´but de
la section pre´ce´dente), obtenir un exposant Γ arbitrairement grand.
(5.4) Remarque. Pour une partition ge´ne´ratrice quelconque Q, le the´ore`me admet
le corollaire suivant. Pour tout ǫ > 0, il existe Y ⊂ X de mesure 1− ǫ tel que, pour
tout n assez grand:
µ(BQ(w0 . . . wn−1, ǫ) ∩ Y ) ≤ n−Γ ∀w ∈ Qn.
On observe que la complexite´ mesure´e [7] d’un syste`me laˆchement Bernoulli d’en-
tropie nulle peut eˆtre d’un ordre polynomial arbitrairement e´leve´. 
On de´finit notre exemple par une construction par blocs comme dans la section
pre´ce´dente.
Soit n0 et l0 deux grands entiers et γ > max(Γ, 1). A chaque rang n ≥ n0, on se
donne une collection de blocs B1n, . . . , B
Nn
n e´quiprobables.
Pour n = n0 ces blocs sont les suites d’entiers disjointes suivantes:
Bin0 = [(i− 1)l0 + 1][(i− 2)l0 + 2] . . . [il0] i = 1, 2, . . . , N0
def
= lγ−10 .
Pour n + 1 > n0, on construit Nn+1 n + 1-blocs de meˆme longueur ln+1 par
concate´nation de n-blocs et de symboles 0 d’apre`s:
Bin+1 = B
1
n0
ain(1)B2n0
ain(2) . . . BNnn 0
ain(Nn) i = 1, . . . , Nn+1.
Le nombre de n + 1-blocs, Nn+1, sera pris e´gal a` l
γ−1
n+1 pour obtenir l’estimation
recherche´e. En effet, les tours associe´es a` chacun des Bin+1 seront de mesure 1/Nn+1
et donc chacun des niveaux sera de la mesure voulue, i.e., 1/Nn+1ln+1 = 1/l
γ
n+1.
On note P la partition standard de X en N0l0+1 sous-ensembles correspondant
aux symboles 1, 2, . . . , N0l0 and 0 ci-dessus.
Si la connaissance de P ℓ(x) a` ǫ− d¯-pre`s suffit a` de´terminer la tour d’ordre n+1
et le niveau contenant x de`s que ℓ ≥ l1+βn , alors on obtiendra une majoration de
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la mesure des boules-d¯ en l−γn+1 pour l
1+β
n ≤ ℓ ≤ l1+βn+1, d’ou` une majoration en
ℓ−γ/(1+β) ≤ ℓ−Γ pour β > 0 assez petit.
Remarquons que l’entropie du syste`me ainsi de´fini est nulle, vu Nn+1 = l
γ−1
n+1: le
nombre de blocs croˆpolynoˆmialement avec la longueur.
Les nombres ain(k) seront choisis de manie`re a` ce que:
(C1) tous les n+ 1-blocs soient de meˆme longueur, ln+1 = |bin+1|, pour tout i;
(C2) les 0 intercale´s a` l’ordre n+ 1 repre´sentent au plus 1/n2 de cette longueur.
On obtient (X,B, T, µ) un automorphisme ergodique d’un espace de Lebesgue.
Remarquons que la structure choisie implique que cet automorphisme est laˆche-
ment Bernoulli, car en effac¸ant les “0” intercalaires d’ordre n, (une modification
infe´rieure a` n−2 → 0 pour la distance f¯), on voit que tous les types de n+ 1-blocs
se confondent, ce qui implique la proprie´te´ L.B. d’apre`s [17].
Notation. (Bin)
b
a est le mot fini sur P extrait du de´veloppement b
i
n a` partir de
la position a (incluse) et jusqu’a` la position b (excluse).
5.1. Choix des intercalaires. Rappelons que γ > max(Γ, 1) et que β > 0 est
petit.
(5.5) Affirmation. On peut choisir les longueurs intercalaires {ain(k)}nik de
sorte qu’il y ait beaucoup de blocs, i.e.:
Nn
def
= ln
γ−1
et qu’il existe ǫ∗ > 0 avec la proprie´te´ suivante:
Pour tous n,m ≥ n0, si d¯((Bin)|ba, (Bjm)|dc) < ǫ∗ et b − a = d − c ≥ l′n
avec:
l′n
def
= l1+βn−1
(l′n0 = 1), alors (B
j
m)
c−a+ln
c−a est une occurrence explicite du bloc B
i
n.
(5.6) Remarque. De´finissons formellement la notion d’occurrence explicite. On
proce`de par induction sur m − n. On dit que (Bjm)ba est une occurrence explicite
de Bin si:
(1) n = m et [a, b[= [0, lm[.
(2) n = m− 1, a = |b1n0a
j
n(1) . . . bi−1n 0
ajn(i−1)| et b = a+ ln.
(3) 0 ≤ n < m− 1 et il existe des entiers c, d, k tels que c ≤ a < b ≤ d et (Bjm)dc
est une occurrence explicite de Bkm−1 et (B
k
m−1)
b−c
a−c est une occurrence ex-
plicite de Bin.

On va disposer les “0′′ intercalaires de fac¸on a` ce que:
(C3) la connaissance d’un nombre re´duit de co¨ıncidences permette de lire le type
du n-bloc que l’on regarde ainsi que sa position exacte.
Remarquons que pour n = n0 l’affirmation est satisfaite avec ǫ∗ = 1. Supposons
fixe´es les longueurs intercalaires aim(k) d’ordre m < n de sorte qu’il existe ǫn > 0
valable au rang n. On cherche des longueurs intercalaires {ain(k)}ik et un ǫn+1
valable au rang n+ 1 qui ne soit pas trop petit, i.e., avec
∑
n log ǫn/ǫn+1 <∞ (de
sorte qu’on puisse poser ǫ∗ = infn ǫn > 0).
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1. La connaissance d’un extrait d’un n+ 1-bloc de longueur l′n+1 doit de´terminer
le type et la position de ce n+ 1-bloc. On de´coupe donc Bin+1 en sous-blocs de
base comprenant hn n-blocs conse´cutifs avec:
hn
def
=
1
n2
l′n+1
ln
=
1
n2
· lβn
Tout extrait de longueur au moins l′n+1 contient au moins n
2 sous-blocs de base.
Fixons u = (Bin+1)
b
a et v = (B
j
m)
d
c se´pare´s par:
d¯(u, v) < ǫn+1
def
= (1− 3n−2)3ǫn.
De´coupons u suivant les limites des sous-blocs de base de Bin+1. Notons u =
u1 . . . ur le de´coupage obtenu. Soit v = v1 . . . vr le de´coupage correspondant de v
(i.e., |vs| = |us| et on dit que vs est le vis-a`-vis de us). u1 et ur sont peut-eˆtre des
sous-blocs de base incomplets. Comme r ≥ n2,
d¯(u, v) ≥ (1− 2n−2) 1
r − 2
r−1∑
s=2
d¯(us, vs)
on peut trouver au moins un s = 2, . . . , r − 1 tel que d¯(us, vs) < (1− 3n−2)2ǫn.
2. On veut que chaque sous-bloc de base (et donc us) comporte toute l’informa-
tion. C’est pourquoi on prend ain(·) hn-pe´riodique. Pour caracte´riser le ie`me type
de n+1-bloc, on se donnera ci-dessous une fonction f in. On code cette fonction par
la longueur des intervalles intercalaires en posant:
(5.7) ain(k + qhn) = f
i
n(⌈k/n2⌉) ∈ {1, . . . , lβn} pour k = 1, . . . , hn − 1, q ≥ 0
et ain(qhn) = hnl
β
n−
∑hn−1
k=1 a
i
n(k) pour q ≥ 1, pour avoir l’uniformite´ des longueurs
des n+1-blocs. ⌈x⌉ est le plus petit entier ≥ x. On code donc n2 fois chaque valeur
de f in dans chaque sous-bloc de base. On appelle chacune de ces suites de n
2 n-blocs
ayant les meˆmes intervalles intercalaires d’ordre n un segment re´pe´titif.
Evaluons Nn et ln. Vu
∑hn
k=1 a
i
n(k) = hnl
β
n, ln+1 = Nnln(1 + l
−(1−β)
n ). Or
Nn = l
γ−1
n donc ln+1 = l
γ
n(1 + l
−(1−β)
n ). On en de´duit:
log ln = const · γn(1 + o(1))
avec const une constante positive.
D’apre`s (5.7), us qui comprend hn n-blocs se de´compose en hn/n
2 segments
re´pe´titifs. Il en existe au moins hn/n
4 qui sont δ-proches de leurs vis-a`-vis dans
v: la distance-d¯ entre les deux est majore´e par: δ
def
= (1 − n−2)−1d¯(us, vs) ≤
(1− 3n−2)ǫn.
3. Conside´rons un des hn/n
4 segments re´pe´titifs de us proches de leurs vis-a`-vis.
L’union (non contigu¨e) des n2 n-blocs du segment (prive´s des intervalles inter-
calaires) repre´sente une fraction au moins (1+ l
−(1−β)
n )−1 ≥ 1−n−2 de la longueur
totale. La distance-d¯ entre la restriction du segment a` cette union et le vis-a`-vis
dans v est donc majore´e par (1− 3n−2)/(1− n−2) · ǫn.
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Enfin, en divisant l’union des n2 n-blocs en chacun de ces n-blocs, on trouve
au moins deux n-blocs, disons Bsn et B
r
n, qui sont ǫn-proches de leur vis-a`-vis, vu
1−3n−2
(1−n−2)(1−2n−2) < 1.
D’apre`s l’hypothe`se de re´currence les vis-a`-vis de ces deux n-blocs de Bin+1 sont
des occurences explicites de n-blocs du meˆme type dans Bjm. Notons ∆ le nombre
de symboles apparaissant entre les de´veloppements de Bsn et de B
r
n dans u.
On a: ∆ = (r − s − 1)ln + (r − s)f in(⌈s/n2⌉) en regardant u. On a la meˆme
formule avec j en regardant v. D’ou` f in(⌈s/n2⌉) = f jn(⌈s/n2⌉). Les hn/n4 segments
re´pe´titifs δ-proches fournissent donc chacun une co¨ıncidence distincte. Pour que
ce soit suffisant pour reconnaˆıtre le n + 1-bloc, on demande que les fonctions f in
satisfassent:
(*) i 6= j =⇒ #{1 ≤ k < hn/n2 : f in(k) = f jn(k)} < hn/n4.
On aura alors la proprie´te´ d’occurrence explicite annonce´e.
5.2. Existence des f in. On ve´rifie qu’on peut bien trouver une collection de Nn+1
fonctions deux-a`-deux se´pare´es au sens de (*). Posons:
p = hn/n
2 − 1, b = lβn, δ = hn/n4.
On fixe f1n : {1, . . . , p} → {1, . . . , b} arbitrairement. Puis, f1n, . . . , f in e´tant choisis,
on veut pouvoir choisir f i+1n distincte de toutes les fonctions f : {1, . . . , p} →
{1, . . . , b} telles que:
#{k : f(k) = f jn(k)} ≥ δ
pour un j = 1, . . . , i.
Notons E le nombre maximal de fonctions ainsi exclues pour un j donne´. On va
montrer:
(Nn+1 − 1)E < bp
i.e., apre`s avoir choisi i < Nn+1 fonctions, l’ensemble des fonctions exclues est
encore strictement plus petit que l’ensemble de toutes les fonctions: on peut donc
continuer jusqu’a` Nn+1.
En sommant sur le nombre q de co¨ıncidences, E =
∑p
q=δ C
q
p(b− 1)p−q. Or:
Cq+1p (b− 1)p−q−1
Cqp(b − 1)p−q =
p− q
(q + 1)(b − 1) <
p
δ(b− 1)
=
hn/n
2 − 1
(hn/n4)(l
β
n − 1)
≤ const · n
2
lβn
< 1,
vu l’estimation de ln ci-dessus.
Le premier terme de la somme E majore donc les autres et on a:
E ≤ p · Cδp · (b− 1)p−δ ≤ p ·
√
δ
(ep
δ
)δ
· bp−δ
en utilisant la formule de Stirling: n! ∼ (n/e)n√2π/n et donc: Cδp < pδ/δ! <√
δpδ/(δ/e)δ =
√
δ(ep/δ)δ. Finalement:
bp
E
≥ 1
p
√
δ
(
bδ
ep
)δ
≥ 1
h
3/2
n
(
lβn
3n2
)hn/n4
≥ 1
l
3
2β
n
(
lβn
3n2
)lβn/n6
= exp
{
β
lβn
n6
log ln + . . .
}
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(les termes ne´glige´s dans l’accolade sont des o(·) du terme e´crit). Or
Nn+1 ≤ 2Nnln = 2lγn = exp {γ log ln + . . . } .
On voit donc que bp/E >> Nn+1.
5.3. Majoration de µ(BP (u, ǫ)). Il reste a` calculer la mesure des ǫ, d¯-boules pour
ǫ > 0 petit.
Conside´rons BP (u, ǫ) avec u extrait d’un bloc d’ordre quelconque avec |u| ≥ ln0 .
Soit n tel que ln ≤ |u| < ln+1.
Premier cas: les symboles 0 occupent au moins 99/100e de u. Donc ils occupent
au moins 9/10e de tout v avec d¯(u, v) < 9/100 (et |v| = |u|).
Vu sa longueur, v ne peut contenir de n+ 1-bloc complet. v rencontre donc au
plus un intervalle intercalaire d’ordre ≥ n+ 1. Le reste de v est constitue´ de ze´ro,
un ou deux intervalles. Chacun de ces intervalles est constitue´ par la concate´nation
de n−1-blocs chacun suivi de l’intervalle intercalaire d’ordre n−1 associe´ ainsi que
d’intervalles intercalaires d’ordre n. En effet, on peut oublier les blocs ou intervalles
incomplets, leur longueur (majore´e par max(ln−1, l
β
n)) e´tant tre`s petite devant ln.
La densite´ des 0 sur ces intervalles est donc majore´e par:
µn−1(0) +
1
l1−βn−1
+
1
l1−βn
< 1/100.
En effet µn−1(0), la fraction des B
i
n−1 occupe´e par 0 est arbitrairement petite et
ln−1, ln sont arbitrairement grands, car l0 est grand.
L’intervalle intercalaire d’ordre n + 1 doit donc rencontrer v sur une fraction x
de sa longueur telle que x+ 1100 (1− x) ≥ 910 . Donc x ≥ 89/99. En particulier:
v11/99|v| . . . v89/99|v| = 0 . . . 0︸ ︷︷ ︸
79/99|v|
.
On voit donc que BP (u, 9/100) ⊂ T−11/99|u|([0ℓ]P ) avec ℓ def= 79/99|u|.
u correspond donc a` un segment intercalaire dans un bloc d’ordre ≥ N , avec N
minimal tel que lβN ≥ ℓ:
µ([0ℓ]P ) ≤
∑
n≥N
lβn
ln
≤
∑
k≥0
1
(2klN)1−β
≤ const · 1|u|1/β−1 ≤
1
|u|γ
car ln+1/ln ≥ 2 vu l’estimation sur ln. La dernie`re ine´galite´ a lieu de`s que: β < 1γ+1 .
On a donc bien: µ(BP (u, ǫ)) ≤ 1/|u|Γ dans ce cas.
Deuxie`me cas: la densite´ des 0 est infe´rieure a` 99/100. En particulier, la portion
de u occupe´e par les un ou deux intervalles intercalaires d’ordre au moins n + 1
rencontrant u est majore´e par 99/100. Quitte a` re´duire la longueur de u par un
facteur 100, on peut donc supposer que u ne rencontre pas de tel intervalle. u est
donc inclus dans un n+ 1-bloc. Soit ǫ∗ > 0 fourni par l’affirmation (5.5).
Supposons d’abord que |u| ≥ l′n+1 = lβn+1. Alors BP (u, ǫ∗) est inclus dans un
e´tage bien de´fini de la tour associe´e au n+ 1-bloc contenant u. Donc:
µ(BP (u, ǫ∗)) ≤ 1
ln+1Nn+1
=
1
lγn+1
≤ 1|u|γ ≤
1
|u|Γ .
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Supposons maintenant que ln/100 ≤ |u| < l′n+1 = l1+βn . On a:
BP (u, ǫ∗) ⊂
r⋃
k=1
T−dkBP (uk, ǫ∗)
ou` u = u1 . . . ur est la de´composition de u suivant les n-blocs et dk = |u1 . . . uk−1|.
On a r ≤ |u|/ln+2 ≤ 2lβn. Quitte a` re´duire u d’une fraction de sa longueur majore´e
par
2l′n
ln/200
<< 1, on suppose que chaque uk est de longueur au moins l
′
n = l
β
n.
BP (uk, ǫ∗) est donc inclus dans un e´tage bien de´fini de la tour correspondant a` un
n-bloc bien de´fini. Donc:
µ(BP (u, ǫ∗)) ≤ 2lβn ·
1
lnNn
=
2
lγ−βn
≤ const|u|(γ−β)/(1+β) <
1
|u|Γ
de`s que β > 0 est assez petit pour que: γ−β1+β > Γ.
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