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ABSTRACT
Field-ion studies of several near stoichiometric alloys
exhibiting long-range order have been made with the intent of
extracting quantitative data on the atomic ordering parameters.
The alloys studied include PtCo, N1 4Mo, PtFe and Pt3Fe. It
was shown that the field evaporation end form and the image
formation characteristics of ordered alloys can be explained
by the quasi-chemical bond model. The invisibility of one
species was explained by preferential field evaporation and
selective ionization mechanism.
Method to calculate the long-range order parameter directly
from a field-ion micrograph (direct counting and optical trans-
formation methods) have been developed to utilize field-ion
microscope as a metallurgical tool. A modified theory to
define a general long-range order parameter, which can be
deduced from the field-ion microscopic data, has been developed.
For PtFe, assuming only Pt atoms image, the ordering parameter
for the n th domain is given by
i
S =
	
E An (2r n - 1)
n=1
where A is the area fraction of the n th domain appearing in
n
the image and r 	 is the fraction of Pt atoms on the correct
Pt
site.
The long-range order parameter of PtFe alloy was determined
as a function of temperature. These values are compared with
those calculated by Bragg and Williams' theory and Cowley's
J
r-
theory; they were also compared with x-ray results. The long-
range order parameters were in good agreement with each other
at low-temperature range; however, the deviation became pronounced
as the temperature approached the critical temperature. This
deviation was mainly due to the observed fact that there is
a region in which two phases coexist in equilibrium.
The correlation between driving forces for ordering and
image formation characteristics of fully ordered alloys has
been qualitatively established. The possible mechanism of the
kinetics was found to be nucleation and growth near the critical
temperature, and homogeneous transformation within each domain.
CHAPTER I
INTRODUCTION
A substitutional solid solution is one of the several
types of known alloy structures. This is made by the addition
of various quantities of metal B which is soluble in metal A.
For many years it was thought that this substitution was
purely random and that there was no order in the manlier in
which the atoms were arranged on the lattice sites.
In a completely disordered solid solution, the various
atomic species are arranged in a random fashion among the
atomic sites; but when long-range order occurs, there is some
definite distribution pattern, i.e., a certain atomic species
occupies certain lattice sites.
The earliest prediction of ordered structures was based
not on x-ray evidence, but on some chemical experiments of
Tamman in 1919 [1]. However, the conclusive evidence of an
ordered arrangement, called a superstructure or superlattice,
is furnished by the presence of "superstructure lines" on
x-ray diffraction patterns. The earliest superstructure lines
were observed by Bain [2] for Cu 3Au and Paragmen [3] for Fe3Si
in 1923. Johnson and Linde [4] were the first to analyze an
ordered structure from its x-ray pattern for the alloy CuAu.
The intensive study of ordering that followed after its
discovery has provided a remarkably clear view of the dynamic
conditions within metallic crystals. The free energy of the
crystal is minimized by its balance between the atoms taking
up ordered positions (which lowers its configurational energy)
F-2-
and the opposi ,ig tendency of maintaining; a random disordered
arrangement by thermal agitation (which lowers its entropy).
Most theoretical work has been carried out on this basis, and
some models have been confirmed by experimental results.
Rhines and Newkirk (5) found numerous evidences for certain types of
ordering alloys which support their description of order-disorder
transformations as classical please transformations. There
are several excellent reviews on this subject [6,7,8,9,10].
One of the necessary quantitative parameters for studying
order-disorder phenomenon is to develop a convenient and
precise way of describing an arbitrary state of order in an
ordered alloy. The state of order can be completely specified
by assigning a fraction of occupancy of atoms on the lattice
sites in the crystal, and this is expresses: as the order
parameter. The order parameter can be defined generally as
follows: it is a symbol representing; a precise number of the
interesting features of the configuration states existing in
the alloy. Also, from a given configuration state, it is
possible to assign the corresponding ordering parameters;
and for a given ordering parameter, it should be possible to
infer the iilportant features of the configurational states.
Bragg and Williams [11] introduced the first theoretical
treatment of long-range order and with it the firs definition
of an ordering parameter, and other researchers developed
numerous models to satisfy the experimental results. Conse-
quently, there are several definitions of the long-range
order parameter which are useful for the study of order-
disorder transformations. However, there exists experimental
r-3-
evidence that cannot be described by current theoretical
treatments. For instance, an importai ► t feature of partially
ordered samples is the tendency for domain boundaries to lie
along certain planes in order to minimize domain boundary
energies. The pri-ference for one type of boundary over
another influences the state of atomic order. In ?ddition,
the effective mean size of the domains and the effective
thickness of the domain walls affect the parameters also.
Thus, although much can be deduced from x-ray data alone, a
full specification of the state of order in a pratially
ordered superlattice is a complex matter that cannot always
be readily solved from x-ray studies alone. A marked advance
in the knowledge of a partially ordered structure occurred
when it was found that the domain boundaries could be observed
with the electron microscope [12], and the crystallographic
.nature of each boundary could be interpreted by studying
contrast effects from the electron micrographs [13,14].
E•..;n though it is still impossible to resolve individual
lattice site occupancy of a bulk crystal with ilie electron
microscope, the recent development of the field-ion micro-
scope [15 9 16] enabled us to resolve individual atomic sites
on the surface of a specimen. Furthermore, the surface
layer of the specimen can be removed atom by atom by the
process known as field evaporation. Thus, it is possible to
study individual atomic site occupancy in the lattice of a 	 J
Crystal by exposing them in turn to the surface. The first
studies of 4l ordered alloy using field-ion microscopy were
carried out by Muller .1 7] and Brandon.
 ( 181. Both authors
studied the PtCo alloy because of its good imaging character-
istics in the field - ion microscope. More extensive studies on
the PtCo alloy have recently been done by Ralph [1^,J and
Southworth [20). Their works are concerned with an image
interpretation and qualitative description of the kinetics
and the configuration energies related to the order-disorder
transfor.mat.ins. !Newman and Hren [21) studied N14Mo alloy
and resolved different kinds of domain boundaries occurring
in this particular alloy. Further studies on the image
formation characteristics of this ordered alloy have been
carried out by Newman and LeFevre, et al. [22,23]. All the
studies on ordered alloys that have been do ge with the field-
ion microscope, however, were qualitative in nature rather
than quantitative.
Therefore, t he aim of this study is to extend the use of
the field-ion microscope to the quantitative study of o.L--1er-
disorder phenomenon of alloy 	 The detailed objectives of
this research are as follows:
1. To obtain field-ion micrographs of the ordered
alloys, Ni4Mo, PtCo, PtFe and Pt 3Fe, in different states of
Atomic order.
2. To find a method to calculate quantitative data on
the degree of order, namely, the long-range order parameter,
directly from the field-ion micrographs.
3. To check the ordering parameters against experiments
and define new ones if needed.
1;.	 To find some clues concerning the origins of the
driving forces for the ordering; and the kinetics of the
order-disorder transformation.
r
CHAPTER II
REVIEW OF THEORY
Field-Ion Microscopy
The field-ion microscope was originally invented by
Erwin W. Muller [2. 41 in 1951 as an advanced development of
his earlier field-emission microscope [251. Muller developed
his original microscope to the stage of atomic resolution by
using cryogenic cooling of the specimen in 1956 [261. Since
Dien many researchers have been attracted to this field and
considerable developments have been achieved. Metallurgical
application of the field-ion microscope was started in 1959
by Cottrell and Brandon [201 in Cambridge.
The field-ion microscope may be used in several different
ways for the study of metallurgical phenomena. As a metallo-
graphic instrument, it is able to resolve lattice defects,
such as vacancies, interstiti4ls, dislocations, grain
boundaries and stacking faults on the atomic scale. 	 a
crystallographic toot,it is able to determine the cry4'al
structure of the specimen from the symmetry reiaticaship of
the mole figure and angular relationship of graiii^. Habit
planes can be easily determined with high accuracy comparable
to more conventional crystallographic tools. It is also
useful in studying the physics and chemistry of surfaces,
such as surface binding energy, surface diffusion; ,j.nd
adsorption; mechanical and electrical contacts on the atomically
smooth surface; and radiation damages.
r
Field-ion images of alloys [27,28,29,30) are much more
difficult to obtain compared to the images of pure metals,
and the interpretation of field-ion images of alloys is far
more complicated due to the usual irregularity of the field
evaporation end form. '`owever, regular field-ion images of
ordered alloys have been successfully obtained [17,18,21].
The basic principles of field-ion microscopy are reviewed in
this chapter in order to understand the field-ion image
formation and to apply these principles to the metallurgical
interpretation of field-ion images of ordered alloys.
Theory of Image Formation
There are basically two requirements to form a field-ion
image in the field-ion microscope. First, an ionization
zone, which is a region of high probability of ionization of
the imaging gases, must be formed above protruding atoms of
a specimen so that the ionization zone may represent atomic
details of the specimen surface. Second, an optimum amount
of gases must be present in the field-ion microscope to
utilize sources of ions with which three-dimensional arrange-
ments of the ionization zones ac,-)ve the specimen surface are
projected on a two-dimensional phosphor screen. The optimum
ion current density required for visual and photographic
purposes was reported [28] to be 1 amp/cm for nonintensified
images. The gas pressure in the microscope is such that the
mean free path of an ion should be longer than the actual
distance between the specimen and the screen. When the
distance between the screen and the specimen is less than
10 centimeters, the appropriate pressure of imaging gas is
F
less than 3 x to-3 torr. The two requirements discussed
above ae the basic ones; but they alone are not sufficient
to resolve the atomic de'ails of a specimen surface unless
the surface is also atomically clean and smooth. The last
requirement is achieved by the processes known as field
desorption and field evaporation. Field desorption is a
process by which adscrbed heterogeneous atoms from the
surface are removed by an applied electric field, while field
evaporation is the process of removing the surface atoms
of the specimen itself by the applied electric field. The
regular appearance of the field-ion image pattern is in fact
the consequence of the regular mode of field evaporation end
form. The first two requirements (formation of ionization
zone and supply of imaging gases) are essentially the same
for pure metals and alloys since these are not controlled by
the chemistry of the specimen but by the geometry and the
chemistry of imaging gases. The field evaporation modes,
however, are quite different for the cases of pure metals
and alloys. These aspects are discussed in detail in the
following paragraphs.
The Ionization Zone
A high, positive electric field near the specimen tip
is created by applying a high voltage to the sharp specimen
tip. It is very difficult, if not impossible, to measure
the exact electrical field distribution at the specimen
surface; however, Muller L311, Gomer 1321, and Brandon 1331
have derived an empirical relationship among the electric
r
^A
-8-
field, the applied potential and the radi •is of the tip using
the field-emission and field-ionization modes. It is given by:
F -_ RR	 (2.1)
where f is the strength of electric field, V is the applied
potential in volts, k is a geometric factor and R is the radius
of the specimen in Angstroms. Mu]ler estimated the geometric
factor, k, to be approximately 5, while Brandon treated it as
a function of radius, R.
The ion current density depends on the strength of the
applied electric field and the imaging gases. Figure 2.1
shows the ion current density plotted against the electric
field for various imaging gases. The strength of the electric
field appearing in equation (2.1) and Figure 2.1 is an apparent
average electric field strength around the specimen tip when
an appropriate high voltage is applied. The local variation
of electric field is neglected. Since field-ion microscope
patterns result from the inhomogeneity of the field distribu-
tion, an ionization zone is formed above some atoms which
are least tightly bound to (or most protruding from) the
surface. Plummer 1341 calculated the equipotential and field
lines surrounding a line of point charges, which is shown in
Figure 2.2. It is clear from Figure 2.2 that the field
becomes uniform very quickly. The field variation as a
function of distance has been estimated by examining the
	
J
difference L\F, between F z (X = 0) and Fz (X = a/2) :
Fz (X = 0) - Fz (X = a)
,LF	 F X = 0
z
(2.2)
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Figure 2.1 Logarithm of current versus field strength
measured in a field emission microscope filled
with different gases at lµ pressure. Tip radius
00of (a) 450 A and (b) 1000 A (after Muller [281) .
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This curve was found to be very close to the relation given by:
exp ( - a )	 (2-3)
where LF is field difference, d is a distance from the charge,
and a is the lattice parameter.
It was concluded that the field variations are exponentially
damped with a Screening distance of at least one-quarter of
the atomic spacing. With this information, Plummer 1341 con-
structed a sample model with which the location and the distri-
bution of the ionization zone could be predicted. If the electric
field around the tip is too large, the ionization zone would
extend over the region where the field becomes uniform; then
the ionization of the imaging gas would occur uniformly around
the surface at the expenses of atomic resolution. Such instances
are often observed for a tungsten tip. The image becomes com-
pletely blurred when one tries to field evaporate the surface
atoms of tungsten. Therefore, the best condition for the field-ion
image would be attained when the ionization zones are confined
to a region in which the local variation of the field is
prominent; thereby the ionization Tone would follow the topo-
logical arrangement of the least tightly bound atoms of the
specimen surface. A schematic drawing of the ionization zone
appearing above individual atoms of the specimen is shown; in
Figure 2.3 for the case of the best. imaging condition.
Field Ionization
Electrons in an atom can be described as particles trapped
in a potential well. Two)-dimensional figures of potential
wells are shown in Figure 2.4. The possibility of the electrons
tunneling out through the wall in the presence of a high-electric
O
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F,
field was first theoretically introduced by Oppenheimer [35]•
This is known as field ionization and is one of the fundamental
phenomena occurring in the field-ion microscope. If we place
an atom in a high positive electric field, the potential well
will be changed, as shown in Figure 2.4(b). One side of the
wall is reduced to a finite thickness, and the electron has
finite probability of tunneling through the wall.
The barrier penetration probability, D, for tunneling of
the electron was calculated from the Wentzel-Kramer-Brillouin
approximation [32] and the result is given by
D[E,V(X)] = exp -	
112 X 2 [V(X) - E] 112 dX
h	
X1 (2.4)
where m is the electron mass and E is its total energy. The
potential energy, V, of the electron at a distance, X, from
the field source (emitter tip of field-ion microscopic specimen)
is not known exactly for small X, but is approximately given by
2	 2V( X) = IXrl
--e X1 + eFX - ^
	 e+ X + X	 (2-5)
n
wherf_^ the first term represents a coulomb attraction of the ion
at a distance X  from the emitter surface, and the last two
terms are image potentials due to the electron and the ion
image [i,]. Thus, the probability of the ionization of free
atoms is a function of the potential energy V(X), which is
also a function of the strength of the field. The distribution
of the electric field determines the final slope of the
potential wall in Figure 2.4(b), while the other terms in
equation (2.5) determine the shape of the Schottky hump.
-15-
The first observation of the field ionization of free
atoms has been made by Muller [26] by reversing the potential
on the field emission tip.
If a free atom is too close to the surface of the emitter
tip, the ionization cannot occur since there are no available
energy states which are lower than the energies of the electrons
in the free atom. This is shown in Figure 2.4(c). The maximum
distance from the surface of the metal within which the proba-
bility of tunneling of the electron from the imaging gas is
virtually zero is called the critical distance and is given by
2
eFXc = V -	 - ^ + 7F^(aa - i)	 (2.6)
where V is the ionization energy, Ib is the work function and
G. and a i are polarizabilities of the atom and the ion,
respectively. Equation (2.6) was derived from the fact that
all states below the Fermi level inside the metal are occupied.
Therefore, according to the Pauli principle, the tunneling
electron can be accommodated only above the Fermi level.
The ion current can be calculated if the number of atoms
ionized in a given time in the ionization zone is known. This
number can be estimated if the staying time of atoms in the
ionization zone and the probability of .onization in this
zone are known. The image gases are attracted toward the
emitter tip due to the dipole moment induced by the high field
imposed on the tip. Consequently,	 the ionization probability 	 J
of the gas moving with the velocity, v, through the ionization
zone is given by
xb
P(t)	 1 - exp(- f	 dx	 )	 (2•7)
X v 'r T^
a
-16-
where	 is the velocity of thu gas, and T(x) is the lifetime of
the ion [36). Muller (28) calculated the ionization proba-
bilities of Ar and Ile atoms as shown in Figure 2.5• 1Ihe
velocity of the gas approaching the emitter can be calculated
by the dipole attraction in the inhomogeneous field:
v	 1	
m
	 (2.8)
The next thing to be considered is the total number of
atoms of the imaging gas in the ionization zone at a given
time. This may be represented by a parameter called the
supply function and can be calculated from gas kinetic theory
Thus:
Z =	 P	 (2.9)
7rnkT
where Z is the supply function and P is thc . pressure.
The actual measurement of the ion current compared to the
calculated values using the ionization probability is given
in Equation (2.7), but the supply function, Z, f rom Equation
(2.9) was found to be much higher than predicted. This is
mainly due to the fact that the atoms of the -Imaging gas which
pass through the ionization zone without being ionized are
trapped under the influence of the high field and hop on the
tips until they are ionized. Therefore, the actual number of
atoms of imaging gas near the surface of the emitter tip is
much higher than the number of atoms estimated from the gas
kinetic theory. The average number of hops an atom undergoes
before it is ionized is estimated to be two hundred (28]. It
is proposed, however, that if the imaging gas exchanges its
kinetic energy with an adsorbed gas on the surface of the
Jm
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specimen instead of the metallic surface atoms, the efficiency
of the energy transfer is much higher and, consequently, the
ionization of image gas woulr take place with far fewer hops
than previously predicted. It was thought until recently that
the surface of the specimen was perfectly free from the
adsorbant after field evaporation of several atomic layers of
the specimen. However, recent studies of the field - ion atom
probe [37 ,38] indicates that there is always considerable
amount of imaging gas remaining on the surface of the specimen
as an adsorbant; and, therefore, the imaging gas is more
likely supplied fro m the shank of the specimen due to inhomo-
geneity of the field. The adsorption of the atoms on the
surface of the specimen is further enhanced by the low temper-
ature of the tip and the high electric field which induces
dipole attraction. Consequently, the supply function given
by Equation (2.9) should be modified so as to yield a more
realistic value of the ion current.
Southon [39] has calculated the flux of atoms colliding
ut the surface when an electric field is applied. For the
spherical and cylindrical emitter geometries, he found that
the flux of atoms hitting the surface at a field strength of
F is given by
where T is the temperature of the imaging gas, a is the polari-
zation ability of the gas and F is the electric field.
The theoretical ion current has been computed by numerical
integration of the ionization probability P(t) given by
Equation (2.7) from the critical distance to infinity and by
F-19-
multiplying the result with the flux of atoms colliding with
The total ion current. I, isthe surface and the ion charge.
thus given by
cc
i	 - eZF (	 P (t )dx
xc
(2.11)
Measurement of field-ion current versus applied voltage
gives us very useful information for experimental purposes
and also serves as a test of the theory of image formation.
Southon and Brandon [40] were the first to measure the current-
voltage characterisitics of a helium-operated field-ion micro-
scope with tip temperatures down to solid nitrogen temperati!re
(63 0 ). The lob; I versus log V plot is a classical example of
the cur^• ent-voltage characteristics of field ionization and
is shown in Figure 2.6. The curve shows two distinct linear
branches with different slopes. The current increases rather
rapidly up to a certain voltage, after which the slope changes
to the second branch. The working range of the field-ion
microscope lies on the second branch of the curve. Tsong
and Muller [41] also measured the image brightness for various
gases at various conditions and then converted image brightness
into ion current on a relative scale by appropriate calibrations.
The shape of their current-voltage characteristics resembles
that of Southon and Brandon except the one measured at room
temperature. Tsong and Muller also measured the effect of
the temperature on the I-V characteristics and found that the
transition point shifted toward the low field side. This
implies that the intensity of the image is brightened by
lowering the temperature of the tip.
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Figure 2. F; The typical variation of helium-ion current with
voltage for a tungsten emitter at 77 °K (after
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J
-21-
Field Evaporation
The field-ion image pattern is in fact an equilibrium
end form of the field evaporation process. The tip should be
atomically smooth and clean in order to yield a field-ion
image of high resolution. This condition is achieved by
field desorption of adsorbants on the surface of the specimen
and by field evaporation which occurs when a sufficiently
high electric field is applied to the tip. Furthermore,
continued field evaporation permits a controlled layer-by-
layer removal of the surface atoms of the specimen so that
not only the atomic arrangement of surface atoms of the
specimen, but also the bulk atomic arrangement can be studied
by inspecting the field-ion images of successively exposed
surfaces. The field evaporation process is also one of the
limitations of the field-ion microscope because under a number
of conditions some metals eva wirate before the best image
potential is obtained. This limitation may be relaxed by
using a gas with low ionization potential as an imaging gas,
by hydrogen promotion techniques, and by image intensification
in an ultra.-high vacuum system.
The field desorption of an adsorbed atom depends on the
binding energy of the adsorbed atom to the surface of the
specimen. The type of bin:.iing may be one of three possibili --
ties [421; namely, ionic, when the electronic energy states
of the adsorbed atom are above the Fermi level of the
metal; partially ionic .tnd partially metallic, when the energy
band of the adsorbed atom overlaps the Fermi energy; metallic
or covalent, when the atomic band lies entirely below the
Fermi surface. It is easier to activate field desorption
-cc-
fur the ionic bond, but more difficult for the covalent cases
since the transfer of electrons f.-om the adsorbed atom to the
metal becomes very difficult,.
At first, the theoretical treatment of field evapoation
was caeried out by considering field evaporation as a special
case of field desorption which was described as a thermally
activated process. More recently, this concept was refined
by considering the polarizability of the ions and the presence
of the repulsive term [431. These concepts are explained with
the one-dimensional potential curves by Gomer [32).
The field evaporation of an atom can be thought of as
taking place in the following sequence. First, a neu'.-ral
atom is removed from thethe surface by gaining the required
sublimation energy; then, the free atom is ionized by the
additional ionization energy required to ionize a gaseous-
state atom; and finally, the electron is transferred to the
metal releasing the energy equivalent to the work function of
the metal. The sum of these energies represents the activation
energy for the ionic evaporation of an atom in the absence of
any external field. It is given by
Q o = A + VI - 0	 (2.12)
where Q o is the activation energy, n is a sublimation energy,
V I is the ionization energy, and 0 is the work function. In
the presence of the electric field, it is assumed that the
activation energy is reduced by the Schottky potential. Then,
the activation energy Q is given by
Q =- Qo - ( e3F ) 112
	
(2.13)
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This sequence would be repeated for the multiply charged ions.
In such cases, Equations (2.12) and (2.13) are modified as
follows:
- n + s t. F-vI	 ^ ^ )	 (P. 14a )u	 _	 _
Q	 Qo - Z ( n 3 e3 F )1/2	 (2.  l4b )
where n is the number of charges.
The rate of field evaporation is expressed by the Arhenius
rate equation
R	 v exp (-kQ)
	 (2.15)
where R is the rate, u is the frequency, Q is the activation
energy given l:y Equation (2.14), k is the Boltzman factor and
T is the temperature. The strength of the electric field
required to activate field evaporation of any metal can be
calculated from Equation (2.15).  Since
F	 = n-3 e-3 [A + (EnVI - nZ) - kTlnkj	 (2.16)
v
we have
F	 -= n-3 e-3 [A + (EnV I - nO]	 (2.17)
at T = 0. The calculated values of the evaporation fields
for a singly and doubly charged ion of a pure metal are given
in Table I. A more detailed mechanism of the field evaporation
of a single atom should be considered in order to understand
the field evaporation end form. The factors which affect the
field evaporation end form of alloys are the concentration of
solute atoms.the difference between the sublimation and
r
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TABLE I
EVAPORATION FIELDS FOR VARIOUS ELEMENTS
Observed
Metal A(PV) I1(eV) 12 (eV)O(eV) r o (A) F l (V/A) F2 ( V/A) evaporatiQnfield (VI)
Be 3.45 9.32 27.53 3.92 0.89 5.40 3.84 3.40
B 5.98 8.296 33.45 4.6 0.80 6.48 7.65
Al 3.30 5.984 24.81 4.20 1.248 1.61 3.28
Si 4.90 8.149 24.49 4.80 1.173 4.43 3.17 3.00
Ti 4.85 6.82 20.39 4.1 ,7 1.324 3.53 2.33 2.50
V 5.30 6.74 21.39 4.4 1.224 3.84 2.50
Cr 4.16 6.764 23.25 4.45 1.186 2.68 2.64
Fe 4.13 7.87 24.05 4.17 1.170 4.06 3.18 3.60
Co 4.40 7.86 24.91 4.40 1.162 4.18 3.49 3.70
Ni 4.36 7.633 25.78 5.01 1.154 3.36 3.30 3.60
Cu 3.50 7.724 28.01 4.55 1.176 3.08 4.30 3.00
Zn 1.36 9.391 27.35 4.31 1.213 2.87 3.35
Ge 3.97 7.88 24.00 4.80 1.242 3.34 2.73
Zr 6.33 6.84 19.97 4.12 1.454 4.52 2.84 3.50
Nb 6.87 6.88 21.20 4.01 1.342 5.26 3.48 4.00
Mo 6.15 7.10 23.25 4.30 1.296 4.77 4.52 4.50
Ru 5.52 7.364 24.12 4.52 1.271 4.35 3.66 4.50
Rh 5.77 7.46 25.53 4.80 1.246 4.44 4.07
Pd 4.08 8.33 27.15 4.99 1.252 3.63 4.08
Ag 2.90 7.574 29.05 4,70 1.342 2.31 4.42
Sn 3.17 7.30 29.20 4.39 1.914 2.24 4.20
w 8.67 7.98 25.68 4.52 1.304 6.90 5.50 5.70
Re 8.30 7.87 24.47 5.10 1.283 6.64 4.34 -4'.80
Os 6.95 8,7 25.70 4.55 1.260 5.73 4.82
Ir 6.50 9.0 27.6(2) 5.0 1.265 6.05 5.03 5.00
Pt 5.62 9.00 27.56 5.32 1 .295 5.04 4.42 4.75
Au 3.67 9.22 29.72 4.82 1.339 4.02 4.85 3.50
the expected evaporation fields are underlined.
CF
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ionization energies of two elenc:?:ts and the effective electric
field formed directl y abovz? individual atoms. For pure metals,
the kink site atoms evaporat,, first since these atoms are bound
to the bulk with the least number of bonds and the local
electric fields are the highest above the kink sites. This
is not necessarily true for alloys since the binding energy
of an atom depends not only on its position in the lattice,
but also on its atomic species and the atomic species of its
neighbors. For a binary alloy, a quasi-chemical bond model
works rather nicely for the estimation of the strength of the
bond of individual atoms. Three different bondE are considered
for binary alloys; namely, AA, BB and AB bonds with different
interaction energies. Consequently, a kink atom with stronger
bonds would be retained while an in--plane atom with weaker
bonds may evaporate, resulting in an irregular field evaporation
end form. In an ordered alloy, solute atoms are distributed
on a superlattice, and the regular field evaporation end form
is preserved. Thus, its interpretation is similar to the case
of a pure metal. More detailed discussions on the field
evaporation of ordered alloys are presented in Chapter V.
The field evaporation of atoms occurs spontaneously if
the strength of the field is strong enough to overcome the
activation energies; however, the local radius of the tip
changes as atoms are removed from the surface. Consequently,
the strength of the electric field is reduced and the equilibrium
state is reestablished. This,in fact, explains the observed
field evaporation rate curve which tails off as the field
evaporation proceeds. Therefore, in order to obtain the real
f
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rate of field evaporation, correction of the field reduction
due to the change of the local radius of the tip must be taken
into account.
Image Interpretation and Its Application
Discussions have been made on how the field-ion images
are formed by the process of the field ionization of the imaging
gases in the ionization zone which represents the field evapora-
tion end form of the specimen.	 The next logical step is to
discuss how this image is it " , preted as useful metallurgical
information, and what are the standard procedures for this
purpose. A field-ion image is an ion projection of the atomic
details represented by the ionization zone. Muller [381 first
considered this projection as an or thogonal projection and
indexed the micrographs accordingly. Brandon [44] considered
it as a sterQographic projection, and much more reasonable
angular relationships of the poles were found. The path of
an ion which is ionized within the ionization zone and accel-
erated toward the screen is in fact not a straight line, but
resembles an hyperbola. Therefore, the image is not exactly
an orthogonal or a stereographic projection. Newman and
Hren [45] proposed a compromise projection which fits very
well for the indexing of the field-ion micrographs. A schematic
drawing of the projection is shown in Figure 2.7• The proce-
dure of indexing is as follows. First, one finds some prominent	 J
poles and indexes these poles according to their symmetries.
The prominent poles are always those with the largest inter-
plane distance and those lined up by the mechanical working,
Fince most of the FIM tips are prepared from wires which show
loom	 -wpm"
rSCREEN	 IMAGE POINT
PROJECTION POINT
Figure 2.7 Projection of a random direction on to a planar 	 4
surface with the projection point chosen so that
Xp = S s (after Newman et al.).
R	 nd
1 - Cos
(2.19)
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preferential wire textures. The distance-angle relationship
is given by
d = MO
	
(2.18)
wnere d is the distance between, poles measured di.teLtly from
the micrograph, M is the proportionality constant which takes
care of magnification factors, and 0 is the angle between poles.
From the known prominent poles, which are indexed according to
the symmetry, the constant M can be calculated for a given
micrograph. Now, unknomn poles are indexed by measuring the
distance, d, from a known pole and comparing the angular
relationship of the poles. The crystallographic features and
angular relationships are easily deduced from a completely
indexed field-ion micrograph.
The radius of the specimen tip can be measured with the
electron microscope. However, the most accurate and yet most
simple method of determining the field-ion emitter radius is
to count the number of net rings between two poles of known
angular separation from the field-ion micrograph. Drechsler [46]
formulated an equation to determine the average tip radius.
It is given by
where R is the average radius, n is the number of steps, d is
the step height and o is an interplanar angle. Substitution
of the expression for d for tetragonal crystal structure yields:
r-29-
h2 + k22 
+ J^
a	 c
It	 —
h l + ki	 ^) h` + k2 12
C	 a	 c	
(2.20)
Some useful values for the evaluation of Equation (2.20) are
given in Table II for PtFe alloy.
Computer simulation of a field-ion image has been proven
to be the most successful means for an image interpretation.
Moore [47] carried out the first computer simulation of a
field-ion image, assuming that a speciren tip represents an
ideal, spherical surface and that only those atoms located
within a thin shell contribute to the image points. These
assumptions do not exactly agree with the actual field-evaporates
end form of a tip. It was found, however, that the computer-
Simulated image is strikingly similar to the actual field-ion
image. The number of simulated image points for a certain
lattice depends on the shell thickness chosen for the computation.
Moore and Ranganathan [481 tried different shell thicknesses
to obtain an optimum shell thickness for which the number of
image points agrees with the actual field-ion micrograph of
the same average radius. The shell thickness of the best fit
was found to be a function of the radius of the specimen tip.
R/a	 20	 40	 60	 80	 100	 150	 200	 250
P./a 0.219 G-139 0.1007 O.Cbl9 0-073b 0.0600 0 . 0533 0.04b
Here, R is the radius of the specimen, a is the lattice
parameter, and Po is the shell thickness.
J
r-30-
TABLE II
1N rT F n PFTWFFN rRVSTAI PL,4NFS ( h jk 1 Q 1 1 and ( h k  Q G )
AND 1/1-cos 0 FOR THE CALCULATION
OF LOCAL TIP RADIUS OF PtFe
a = 3.8520; c = 3.7136
Lone	 h 1 k 1 
Al	 h2k2^2	 Cos 0	 1-Cos 0
[111]	 (011)
roll]	 (011)
x100]	 (011)
(165)
(154)
(143)
(132)
(121)
(144)
(133)
(122)
(?33)
(111)
(034)
(023)
(012_)
(013)
(001)
0.9880 83.669+
0.9823 56.42.23
0.9741 38.5383
o.9454
 18.3280
o.866 1 7.46,( -0
0.9777 44.86518
0.966 29.9560
0.9369 15.8454
0. 8995 9.9530
0.8133 5.3559
0.990 100.660
0.9809 52.299
0.9499 19.954
0.8977 9.779
0.7 1 99 3.570
IF
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In the shell model only external geometrical aspects of
the surface are considered. Sanwald and Hren [49] developed
a bond model in which the number of neighbors were counted up
to the sixth neighbors, and these numbers were used as image
criteria. Perry and Brandon [50] also independently developed
a similar bond model. Although the bond model is more
realistic physically, the shell model is extensively used in
computer simulations because of its simplicity. The real value
of computer simulation lies in its versatile applicability to
the field-ion image contrast theories for various defects
intersecting the surface of the specimen. Edge and screw
dislocations in fcc and bcc were simulated by various investi-
gators L51,52], and the different modes of contrast were
J _%
interpreted with the well-known g • b criterion. Also. the
contrast effects due to the presence of dislocation loops
were simulated assuming that the loops intersect the surface
of the specimen perpendicular to its crystallographic plane.
Son and Hren L531 simulated Frank loops for a fcc crystal using
modified elasticity theory. The simulated images of intrinsic and
extrinsic Frank loops on the (112) pole and the field-ion
image of a Pt specimen are shown in Figure 2.8.
Atomic Ordering Parameters
It is desirable to symbolize a number of interesting
features of the configurational states of an ordered alloy;
and it would be very useful if after a configurational state:
is given,the corresponding ordering parameter could be
unambiguously assigned. Thus, given an o=dering parameter,
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Figure 2.8 (a) Computer simulated field-ion image showing
the intrinsic Frank loop contrast on (112) pole
of fcc lattice. (b) Computer simulated field-
ion image showing the extrinsic Frank loop
contrast on (112) pole of fcc lattice.
Figure 2.8 (c) Field-ion micrograph of Pt showing intrinsic
Frank loop.
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a configurational state could be constructed with some quanti-
tative precision. Interesting features of crystal configura-
tions are those which determine the image pattern of field-ion
micrographs (i.e., the lattices, unit cells and space groups
of the various possible ordered structures that can form in
an alloy), those which, on the basis of present knowledge,
determine the many interesting properties of ordered structures,
domain boundaries, the possible existence of regions of local
order and the degree of local order, and the size of these
regions, and those which determine the energy of a given
configuration. Therefore, it is desirable that the configura-
tion energy be written explicitly as a function of the
ordering parameter. All these features should be implicit in
the definition of a satisfactory ordering parameter.
There are many ways of defining an ordering parameter.
They are reviewed in this section in chronological order.
Finally, a more realistic long-range order parameter which
fits the analysis of field-ion micrographs is introduced.
The Theory of Bragg and Williams
The long-range order parameter, S, was introduced by
Bragg and Williams [11] to specify the degree of order in a
crystal in terms of the fractional occupancy of equivalent
sublattices of the crystal. It was derived with the following
assumptions:
	 J
There are a total of N lattice sites, all of which
are occupied by atoms.
2.	 The composition of an alloy is binary (A-B type)	 A
and stoichiometric.
1.
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3. The lattices are divided into two sublattices,
namely, a and p sites, and the sum of the sublattice sites
are equal to the total lattice sites.
4. The order-disorder transformation is a homogeneous
transformation.
Consider a crystal containing N atoms of two species, A
and B, for which a division into two equivalent sublattices,
a and p,is possible with the A atoms mostly on a sites and B
atoms mostly on p sites. With r u. or rp as the fraction of
a or p sites "correctly" occupied by A or B atoms respectively,
the long-range order parameter is defined by a linear function
of ra or ri3:
S = Ara + B	 (2.21)
S - Crp + D
where A, B, C and D are constants. Several solutions of
Equation (2.21) are possible depending on the boundary
conditions. Two common boundary conditions are:
S - 1 for r = 1
a
S = 0 for rp = XA
then
	
ra - XA	rp - X 
	
S = 1 XA	 1 - X (2.22)
Here, S is the long-range order parameter, and X A and X  are
the atomic fraction of A and B atoms in the alloy.
Now, this long-range order parameter can be expressed as
a function of the ordering energy and the temperature.
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S =	 S(V,T)
	 (2.23)
where V is the energy required to exchange an atom from a
right site to a wrong site. Using Boltzmann statistics,
Bragg and Williams [11] obtained the following relationship:
WaWp = 
exp ( V )	 (2.24)
a p
where W  and Wp are the fractions of A and B atoms on wrong
sites, respectively. By substituting Equation (2.22) into
Equation (2.24), the following relationship was obtained:
XB 1 -	 1	 XA (l
	 S)
) - 1	 = exP (^ )
(2.25)
For A-B type alloys, X A = X  = 112, and Equation (2.25)
was solved for S to give
S - tanh(X)	 where X = V
— kT
(2.26)
Also, the ordering energy, V, was assumed to depend on the
degree of the order so that
V	 V  when S = 1 (fully ordered)
V = 0 when S = 0 (random)
V	 VoS when 0<S<l (partially ordered).
Then,
S	 V
V 
Now, two expressions
Equations (2.26) and
by the t wo equations
VT (kT ) = VOTX	 (2.27)
0
of S as a function of X are given in
(2.27). Thus, when the S-values given
arQ plotted against X, the intersection
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of the two curves will yield the equilibrium value of S at
a given temperature. Figure 2,9 shows S verus X curves for
the stoichiometric alloy PtFe.
At the origin the slopes of two curves are the same.
Therefore:
as (V)_ asxx
x= o	 x= o
Since
as (V^	 kTc
X	 Vo
X=0
and
as X	 1
x	 - 7T
x= o
we have
kTc _ 1
Vo
and
Vo = 4kTc 	(2.28)
We obtain
Vo	 kTc
Eo = Ng- = 
-7—
or
Thus, if one knows the critical temperature of an alloy
system, one can calculate the equilibrium state of order
J
given by Equations (2.28) and !2.29).
r
10
0.8
0.6
G.4
0.2
00
0V 	 Q o0 oV	 00
	
u 0 00 c 	 0/^ '00	 oV	 00
	
v 0 0 0 A A l' 	 ^	 a
0	 I	 2	 3	 4	 5	 6	 7	 8	 9	 10
X
Figure	 plot of the long; range order Parameter S versus
X for PtFe according to the Bragg and Williams
theory.
F(2.3 1)E = VAANAA + VBBNBE + VABNAB
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The Theory of Bethe
The long-range order parameter defined by Bragg and
Williams [ ) fails when the domain sizes are finite. In order
to overcome this disadvantage of the Bragg and Williams theory,
Bethe defined a short-range order parameter with the following
assumptions (^4j:
1. The atoms interact in pairs so that every two atoms
have a mutual potential energy.
2. The potential energy is extended only to the nearest
neighbors in the lattice.
3. There are three distinct potential energies depending
on the characteristics of the pairs, VAA, VBB and V AB , for AA,
BB and AB pairs, respectively.
4. The potential energies, VAA, VBB and VAB , are inde-
pendent of the degree of order, the composition or the state of
strain.
With these assumptions, the short-range order parameter
can be defined as follows:
T -	 q - q(random)	 (2.30)
q max - q(random)
where q is defined by
q :__ NAB
N  is the total number of pairs in the lattice and N AB is a
number of AB pairs in the lattice. The total energy of	 J
lattice E is defined by
r-4o-
where NAA . NBB and NAB are the numbers of AA. BB and AB pairs
in the lattice. Any interchange of an atom from a right site
to a wrong site would result in a change of energy in units
of V.
V = 2(V AA + VBB )	 VAB
	 (2.32)
The original application of Bethe ' s theory was limited
to the AB-type alloy with either a simple cubic or body-
centered cubic lattice so that all the nearest neighbors of
a given a site are p sites, and all nearest neighbors of a p
site are a sites.
Energy considerations relate the Bragg and Williams'
long -range order parameter ( 11] with Bethe ' s short-range
order parameter:
Thus:
E = Eo (1 - J) = Eo(1 - S 2 )	 ( 2 .33)
^7- = S 2
Later, Peierls L55J extended Bethe's theory to the case
of AB3-type superlattice, and Kirkwood L561 developed a
mathematic model to determine the constant S curve.
The Theory of Shockle
Shockley [57] derived a more general form of the long-
range order parameter which is applicable for L 1
o
- and Ll2-	
J
type superlattices. The assumptions employed were:
1.	 There are three distinct phases in the superlattice
system; namely the random phase, the ordered cubic phase and
the ordered tetragonal phase.
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The energy of transformation of these phases, E o , is
expressed as NVo , where N is the total number of atoms in the
system and V is an exchange energy.
The face-centered cubic l attice is divided into
four simple cubic sublattices. Ordering parameters for each
of these sublattices are assigned a s Bragg and Williams
long-range order parameters given by
1S l = 2(rl - ^)
1
S3	
2( r3 	 1
S = 2 ( r 11 	 -7)
(2.34)
where r l , r 2 , r3 and r4 are the fractions of sites of each
sublattice occupied by A atoms. Table III shows the possible
values of S for a given lattice type.
The Theory of Cowley
For an alloy consisting of A and B atoms present in the
proportions X  and XB , the short-range order parameter for the
atomic site with coordinates (x, y, z), with respect to a given
B atom as an origin, is defined by
PX , y, z
aX IYI z = 1 -X A (2.35)
where 
aXIYIz 
is a short-range order parameter and Px,y,z is
the probability that the atomic site is occupied by an A atom.
Then the conditional probability P
x,y,z 
is rewritten as
PxIYIz = X A ( 1 - ax,Y,z)
	
(2.36)
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TABLE III
SCHOCKI,EY LONG-RANGE ORDER PARAMETERS FOR
DIFFEKENT TYPES OF SUPERLATTICFS
S 1	 2	 S3	 S4
AB ordered 1 1 -1
AR random 0 0 0
AB 	 ordered 1 -1 -1
1 1 1AB_ random _3
-7 _7
-1
0
N.
ex
iN.i
a i - 1 Z` - X (2.38)
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If A atom is chosen as an origin
pxIY,z = X  + X  a X I Y, z	 (2.37)
If the atom with coordinates ( x,y,z) is assumed to belong
to the i th shell of neighbors surrounding a B atom, a i is
given by
7
where a i is the short - range order parameter and N i is the
number of A atoms among the C  atoms of the i th shell. The
short-range order parameter was defined as in Equation (2.38)
by Warren [58]. :his was done because of the convenience in
considerations of the x-ray diffraction effects for alloys
above the critical temperature of ordering. The short-range
order parameter, a i , is the coefficient of the three-dimensional
Fourier series expressing the scattering power caused by short-
range order as a function of the reciprocal-lattice coordinates.
An alloy is considered as having long-range order if the
value of the short-range order parameter, ail does not tend to
zero, but approaches to a finite limiting value as i becomes
very large. Then it is possible to relate the short-range
order parameter and the long-range orde- parameter.
For AB alloys with a L  -type superlattice
2
	
= 1	 r 	 X 
	
2	 XS
A
+_ r r X 
2 B (2.39)
where S is the long-range order parameter, r  is the fraction
of A atoms on a sites, r0 is the fraction of B atoms on f^
sites and X  is the atomic fraction of A atoms in the alloy.
rS
aeven 4xB 7 (2.41)
a
aodd	 even
3 (?.42)
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In order to establish the relationship between the
limiting values of the short-range order parameter, c i , and
the long-range order parameter, S, Cowley [59,60^ considered
a lattice with long-range order S 1 and chose an arbitrary atom
as the origin. Then, a relative probability of 1/4 was
calculated for B atoms on ^ sites
aeven -.+ 4XBS
	 (2.40)
The probability that the origin is a B atom on an a
siteis	 (1 - ra ). Thus,
The configurational energy change for the whole lattice
was calculated by summing up the energies of interp-,tion
between pairs of atoms. The entropy change was expressed in
terms of a i , C  and X A XB . Imposing the thermodynamic equilib-
rium condition which makes the free energy a minimum, so that
dF = du - TdS = 0 1 a  at equilibrium was evaluated. Since the
relation between a  and S are given in equations (2.40), (2.41)
and (2.4<), the long-range order parameter, S, can be derived.
Thus, the long-range order parameter, S, is given as the
limiting form of the equation for u, i with i even, and the
following relationships for AB 3-and AB-type alloys were
obtained:
In
	 ( 1.+ S2 ) (3 4- S2)
	
Tc . SL
	
(2.43)( 1 -s)
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for an AB.,-typ( alloy, and for an AB-type alloy
1 n	
fi
1 .+ S2 = 2 - -rc , S2	(2.44)
1 - S^ 
The equilibrium state of the degree of order was calculated
for the alloy PtFe, using equation(2.44). The results are
shown in Figure 5.22.
Cowley's way of defining the long-range order parameter
is applicable only for an infinite single domain where the
surface effect is negligible and the order-disorder transforma
tion is a homogeneous transformation. Consequently, it fails
if the domain sizes are finite, the periodic superlatties is
present and the degree of order is a two-. phase mixture.
Modified Theory
The long-range order parameters defined in previous
sections are applicable only to an :infinite homogeneous
perfect domain. The definition of the parameters in terms of
an infinite lattice may be used for many purposes without
causing serious errors or misunderstanding if we consider only
the equilibrium state of a single domain, However, when cases
are considered :involving relatively small domains or possibly
regions of varying composition and phases, it is necessary to
consider the basis for such interpretations in detail.
Cowley [61 ] modified his theory of long-range order so that
the long-range order parameter is a limiting value of the
short-range order parameter, a., when z approaches to zero
(instead of infinity in his previous definition). Even so,
there are experimental difficulties when the crystallite or
the domain size is so small that no clear distinction can be
I"
rn
S _	 y Snr^
n
(2.46)
made between the diffraction pc-ak d..c . to 1-_)ng-range order and
the diffuse scattering power maxim*.:rn due to r- hort--range order
on x-ray data. On the other nand , the field-ion microscope,
which is capable of resolving sinF,ie dutr.ains and their atomic
arrangements in detail ., serves best for this p:Arpose. The:
fraction of A atoms fo.-nd in an a--lattice site in a given domain
can be determined directly from a field•-i ,-,n micrograph. The
detailed description of this method is given in Chapter TV,
Definition of the long-range- orde r par amE tF,r
A long-range order parameter of a crystal is defined by
averaging the long-range parame:tfrs over all domains.
The long-range order par'amc.ter :o: a given domain is
given by
r  - X 
S	 a	 A
n	 1	 Xa
A
( 2. 45)
where S n is a long-rar ge order pa am( er, rr' is a fraction of
A atoms on right r- ,i-	 {lid X  is a frac-`:ion of A atoms in the
n th domain. 'Then t.,, vol,^mf average of tnc long:-range order
parameter of a crystal is g::L e r `.y
where n is the total number of dorr.ains in a crvs#al and `T isn
a volume fraction of the .c trl domain, `Tlic volume fraction of
the nth domain is rf placed by an area fraction  Ar: because the
area fraction is ":he r,neasurable parameter from. a field-ion
micrograpti.	 Then, equation (2.46) hC-r,orries
n
S	 A a Sri
	 (L.47)
n	
A	 , r 11 ^	 1 T 11 	 n
n	 Sn ...1
S (2.5'1)
This gencral equit'. •)n t An be •rpplit • d t o arty particular type of
superlattice.
	
For an 1. l -: %pc'	 pt rlat.t t - C with an exact
stoichiometric composition, S «	 t v E' n b^
b
n	
48)
rc	 1
and
n
S	 A ►r; r 	 -- 1	 (2.49)
n 1
The long .•ranaE or do -r pai amc i c y far	 t l -type super-
0
lattice can he c!%iAIo;r..Ed if ortc can me asaTc. A rc and r 	 from a
field-ion micrograph. 	 met:lod of c-^alual ink r  will he
discussed in Chapter ik in detail.
F
For AB -type ordc r c d alloy
r
n
a
n
r t`i
1
S
n
__ r
L	 1 --. l	 1
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(2.50)
where rri is a fraction of B atorp on the right site,
For a non--s Loichiomet r is compound, equation (2.49) would
be more appropriate it on(- could mc- asurf- Si precisely by using
the atom pt • ot^t- field- ion  mIc r'oc-::up^-
E nergy co ns ideration of mod.it ied theory
Since the ,atomic ai,r , :ange:ment lr a d. .)rna in can be expressed
in terms of Bragg and w_illi.-ams v long-r .inge or.dcr- parameter [li],
a modification of th( t.;,t 'rgy 	def:lrcf-d as the Fne.r ky required
for an A a •com on a rid -It 4itfto b.( exchangr-,^d with ,a B atom on
a right site. And 4 ic. dorr-vin i au:.d;zry et^Frgy is considered #:o
be signific:ar,t.
(2.54)ASEs n so
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Then, the total energy is given by
n
ET - Z V nE n + ,^ F AS Es 	(2.52)
n=1
where V
u ► ^
is the volume of a domain, F is the energy of a unit
domain, A s is the area of domain boundary surrounding a domain
and Es is a specific domain boundary per unit area. E n and Es
are defined by
E = S E
n	 n o
(2.53)
E = S E
s	 n so
where E  and Eso are the specific energies of a domain and
domain boundary when it is perfectly ordered. Substitution of
equation ( 2 .53) in equation (2.52) yields
V
n	 n
ET = z V 
n 
S 
n 
E o + X
n=1	 n=1
Thus, from equation (2.47)
ET = S(E0 + Eso)
	
(2.55)
The long-range order parameters defined previously fail
to describe a crystal where each domain is in a different state
of order and finite in its size. Also, the domain boundary
energies are neglected in the consideration of the configura-
tional energy of the rrystal. However, the long-range order
parameter defined as in equation (2.46), using modified theory,
can be used to express a state of order of a crystal regardless
of its domain size and the state of each domain. Consequently,
F-49-
a unique long-range order parameter can be assigned to a given
crystal from the experimental data obtained with field -it:-n
microscopy, since the atomic details of each domain can be
studied with a field-ion microscope. Domain boundary energies
are included in equation (2.54).
go
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FCHAPTER III
MATERIAL, APPARATUS AND EXPERIMENTAL PROCEDURE.
Material and Preparation of Specimen
Near stoichiometric compositions of Ni l,Mo, PtCo, PtFe and
Pt 3Fe were used in this research. The PtFe alloy was supplied
by Materials Research Corporation, Orangeburg, New York. The
base metals used were 99.99% Fe and 99.99% Pt; the spectro-
scopic analysis of the base metals are listed in Appendix A.
The alloys were prepared by induction melting under a vacuum.
Approximately 10 g of weighed stock were melted in a vacuum of
L x 10 6 torr. The final form of the alloy was 1.5 cm in
diameter and 0.5 cm thick, button shaped. The button was
homogenized for 125 hours at 1200°C in situ. Then it was cut
to the appropriate shape, depending on the purpose of the
investigation, with a spark cutter. Each specimen was heat
treated n ee cording to the schedule given in Table IV.
A thin sheet of Ni 1,Mo with a thickness of 0.05 cm was
supplied by Dr. B. G. LeFevre of Georgia Institute of Technology.
Tho sheet was cut to a thin strip of approximate dimension 0.0^,
cm x 0.05 cm x 5 cm. These strips were used to prepare a wire
by alternat e ly annealing and cold drawing, and the final form
of very fine wires 0.015 to 0.020 cm in diameter was obtained.
A fine wire of PtCo alloy, 0.020 cm in diameter, was
obtained from Dr. B. Ralph, Cambridge, England, and it has been 	 J
used without any farther mechanical treatment.
During this research, heat treatments were performed on
the various alloys for two reaEons. One was to homogenize the
Fr	 T
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specimen so that no significant concentration gradients would
exist throughout the specimen, and any small sections cut from
the specimen would represent bulk materials. For such a
purpose, the alloys were annealed in the temperature range of
1001 to 1200°C in dry hydrogen or in an evacuated quartz
cylinder. The ether reason for annealing the alloy was to
study various aspects of the degree of order af ,cer appropriate
heat treatments. For such work tha specimens were sealed in
evacuated quartz cylinders prior to the heat treatment. To
further protect the Ni^Mo specimen against oxidation, Ta foils
were used to wrap the specimens in the tube.
The vacuum system used for sealing; the specimens in a
auartz cylinder was the same one used for the field-ion
microscope. The system was c:.pable of evacuating the capsule
to a pressure of 10-10 torr; however, actual evacuation was
done at the pressure of 10 -7 torr. The sealing-off procedure
was as follows: the specimen and the Ta foil were completely
degreased with acetone in the ultrasonic cleaner. These
materials were loaded into a clean quartz capsule which was
then necked down with a hydrogen-oxygen torch, The quartz
tube was connected to the vacuum system with a Cajon connection
and evacuated to a pressure of 1 to 5 x 10-7 torr. The entire
cylinder with the specimens was baled out at a temperature of
x+50°C for a period of 20 minutes, then it was sealed off in 	 J
the neck area with the hydrogen-oxygen torch.
.After each heat treatment, the specimens were water quenched
to room temperature by rapialy dropping the quartz cylinder from
the furnace and crushing the cylinder the instant it came in
contact with the water. The specimens that were heat treated
_	 J
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and quenched in this manner exhibited a bright, clean surface
with no evidence of oxidation.
The button-shaped PtFe alloy was cut into several slices
to approximate dimensions of 0.5 em x 2 cm x 0.05 cm. One of
these slices was heat treated, according to the schedule in
Table IV, and cut into wedge-shaped pieces. The sharp end of
the wedge was polished with a fine emery paper so that the final
shape of the end of the wedge became as round as possible; then
it was finally electrochemically polished to a radius of
O
approximately 1000 A. An atomically smoth, clean tip was
obtained in the field-ion microscope by the field evaporation
process.
The electrochemical polishing; was done at -30°C, using
an aqueous solution of calcium chloride as the electrolyte.
This electrolyte was found to work reasonably well for prepar-
ing field-ion specimens of PtFe alloys if one used a platinum
counterelectrode and potential of 0 to 30 volts a.c. The
sharp end of the wedge-shaped specimen was coated with a thin
layer of lacquer, then it was placed in the electrolyte with
wradual reduction of applied potential until a portion of the
specimen where a thin layer of lacquer was coated fell off.
This sharp tip was further electrochemically polished, using
a micro-manipulator [16]. A drop of electrolyte was placed
on a Pt sheet, one end of which was immersed in dry ice to
maintain low temperatures of -the electrolyte. The specimen
was mounted on the micromanipulator in such a fashion that
t ► .e sharp end of the specimen and the electrolyte drop were
visible through an optical microscope. The specimens were
J
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TABLE IV
HEAT TREATMENT AND STUDIES MADE
FOR EACH SPECIMEN
Specimen	 Heat
	
Studies
Alloy	 Composition
	
Treatment
	
Mn de
PtCo- 1 50 a/o Pt Annealed 124 hours at 650°C FIM
and furnace cooled
PtCo-2 50 a/o Pt Annealed 24 hours at 1000°C FIM
and water quenched
Ni)t mo-1 20 a/o Mo Annealed 125 hours at 750°C FIM
and furnace cooled
Ni1,Mo-2 20 a/o Mo Annealed 19 hours at 800°C FIM
and water quenched
PtNi 60 a/o Pt Annealed 125 hours at 550 0C Resistivity
and furnace cooled and FIM
PtFe-1 50 a/o Pt Annealed 125 hours at 1200°C FIM and
and water quenched X-ray
PtFe-2 50 a/o Pt Annealed 125 hours at 900°C FIM
and water quenched
PtFe -3 50 a/o Pt Annealed 24 hours at 900°C FIM and
and coaled to 420°C at X-ray
the cooling rate of
,° /hour and water quenched
PtFe-4 50 a/o Pt Annealed 24 hours at 900°C X-ray
and cooled to 650°C at
the cooling rate of
5 0 /hour and water quenched
PtFe-5 50 a/o Pt Melted in vacuum with elec- FIM
trogun and water quenched
Pt 3Fe 75 a/o Pt Annealed 17 hours at 750°C FIM and
and furnace cooled electron
microscope
qW
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temporarily immersed in the electrolyte. using the micro-
manipulator while observing the etching processes through the
optical microscope. The potential applied between the specimen
tip and the Pt foil was approximately 0.2 volts, and a bubble
formation in the electrolyte was an indication of the polishing
sequences. The same technique of electrochemical polishing was
employed for the polishing of PtCo and PtNi alloys.
A floating thin-layer polishing technique was used to
prepare the Nih Mo field-ion tips. A thin layer of 10% sodium
hydroxide solution was floated on carbon tetrachloride; the
wire was immersed through the thin layer so that a small portion
of it stayed in carbon tetrachloride. Then electrochemical
polishing was conducted by applying 0 to ^ volts a.c. at room
temperature. It was found +hat the best specimen was obtained
when the protruding part of the specimen was as small as
possible in order to prevent any mechanical deformation just
before it fell off the specimen tip.
An electron microscope specimen was prepared by cutting
slices of PtFe alloy into circular discs approximately 0.5 cm
in diameter. These were then polished electrochemically,
similar to the technique described by Newman for the prepara-
tion of Pt specimens. It was found that it took a little
longer to polish the alloys than the pure platinum.
One of the slices of the PtFe alloy, with an approximate
dimension of 2 x C.7 cm, was used as an x-ray diffraction
specimen.
U
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Apparatus and Experimental Procedure
Field-Ion Microscope
A vertical, all-metal microscope (including; the specimen
holder [62] and specimen cooling Dewar) with a fiber optic screen
[Gjj and ultra-nign vacuum system was built. 'Ine actual arrange-
ments of the system are shown in Figure 3.1. Although the apparatus
seems very complex, it consists essentially of a microscope body
in which a liuqid nitrogen cold-trap Dewar and specimen holder
are located, an ultra-high vacuum system with which the required
vacuum of better than 10-7 torr of the system was obtained, an
imaging gas supply line which supplies various imaging gases (He,
Ne, AY) through a variable leak valve to the system, an electrical
system which supplies the high voltage to the specimen and channel
plate image intensifier.
Microscope body
The all-,petal microscope body is shown in Figure 3.1. It
is supported by a stainless s^eel stand whose dimensions are 2
ic.ches wide, 8 inches long and 1/4 inch thick on which the micro-
scope body is directly welded so that it will stand vertically when
it is secured on the microscope stand.
There are two 6-inch Varian flanges, one each on the top and
bottom of the microscope body. The top flange mates with a
flange on which a cold trap and a specimen holder support are
attached; two ports on top of this flange serve as a liquid
nitrogen filling port to the cold trap. A 2 3/4-inch Varian flange
on the center holds the specimen holder support, which is also
welded on a 2 3/4-inch Varian flange. The specimen holder sup-
port was made with a 304-type stainless steel tube on which a
wFigure 3.1 Photograph of the field-ion microscope,
microscope body, control panels, and vacuum
system.
v
-57-
1.
copper plug with a mating thread to the specimen holder was
brazed in order to obtain good thermal contact between the
cooling agent and the specimen holder. The bottom flange mates
with a fiber optic screen equipped with channel plate image
intensifier; the detailed description of the channel plate image
intensifier is given in a later section.
The specimen holder consists of a pure copper specimen
housing which surrounds the specimen completely with the
openings toward the screen and high voltage lead-through.
Electrical insulation of the specimen from the specimen holder
was established with sapphire discs while a good thermal contact
was maintained. There are four 2 3/4-inch Varian flange accesses
on the side of the microscope body located on the rear side of
the microscope to give clear working space in front of the micro-
scope. These accesses were connected to the vacuum system, a
high-voltage feed-through to the specimen, an ionization vacuum
gauge and a high-voltage feed-througli to supply power to the
channel plate image intensifier.
Vacuum and imaging gas supply system
A good vacuum is essential in the field-ion microscope,
because there should be no other gases in the system besides the
imaging gas. This can be achieved by evacuating the system as
low as possible and introducing appropriate imaging gas to
the system at the desired pressure. The impurity levels or
the ultimate vacuum that can be thought adequate for the field-
ion microscope depends on the purpose for which it is to be
used. It was found that a vacuum of 5 x 10-7 torr was good.
r
4W
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enough to obtain a field-ion image with a reasonable quality
with He imaging gas without an image intensifier. A vacuum of
5 x 10 8 torr was found to be adequate when the channr . plate
image intensifier was used. In general, a poor vacuum results
in images with poor resolution or field etching of the specimen.
An ultra-high vacuum system is required if one wants to study
additional atoms on the field-ion specimen by evaporation.
Plummer B41 calculated the time for complete coverage of the
specimen surface by the impurities= remaiiing in the system,
using a gan kinetic theory and derived the following relationship:
t W 
1p 7
- sec
where t is time in seconds, p is the pressure in Corr. There-
-7
fore, at the pressure of 10
	
Corr, it takes only one second
to cover the entire surface of the specimen, while it takes
17 minutes at the pressure of 10
-10 torr.
The vacuum system consists of a Varian 15-inch Vacsorp
pump as a roughing pump and a 20-liter-per-second Varian Vacion
pump attached to a titanium sublimation pump. The Vacsorp pump
was connected to the system through a bakeable Varian angle
valve which isolates the low-vacuum side and the high-vacuum
side. The Vacion pump is mounted vertically to a stainless
steel stand and connected to the system through a bakeable
Varian tee valve which isolates the Vacion pump and the sub-
limation pump from the system.
The performance of the vacuum pumps was test,.. L-y checking
the pumping rate or the pressure drop rate for two cases when
to
r	 -^
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the pump was isolated from the system and when it was open to
the system. It is shown in Figure 3.2. The entire system was
made with 304-type stainless steel in order to be abl-- to bake
out the whole system at once. It was found that the vacuum of
1"-( turr was obtained within two hours without baking the
system; however, bakeout at 450 °C was heeded in order to reach
a vacuum of 10-10 torr or less. The advantage of this pumping
system is a contamination-free clean vacuum, since there are
no working fluids or media which would contaminate the whole
system for a long run. One of the disadvantages is the low
efficiency of pumping noble gases with a Vacion pump - the
efficiency is about 20% that of air.
The imaging gases Used for this research were He, Ne, H2
and Ar, with all having purities of 99.9995% minimum (supplied
by the Matheson Company). The gas bottles were connected to
each other in a single outlet, except hydrogen which was
connected to the system through a separate variable leak
valve. The other gas bottles were separated by mevns of a
metering valve so that any mixture of the gases could be made
by leaking through the individual metering valves. The mixture
of gases, or a single gas, was then leaked through a Varian
variable leak valve which is capable of controlling the flow
rate of 10-10 torn liter/sec. All the connections from bottles
to the variable leak valve were furnished with 1/4-inch 0^4-3
type stainless steel tubings and Swagelock fittings to insure
vacuum and pressure-t-i ght connections.
There are several excellent descriptions of ultra-high
vacuum techniques in the literature [64.,65,66 1.
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Channel plate image intensifier with fiber optic screen
The channel electron multiplier is a distributed dynode
multiplier which combines the functions of the dynode structure
of the conventional photomultiplier and the resistor chain which
divides the potential among the separate dynodes. It consists
of a glass tube with a length of about 50 diameters. The inside
surface is coated with a semi-insulating layer with a resistance
between the electrodes at each end of the tube in the range 108
to 10 14 ohms, depending; upon the current output to be .irawn
from the channel [671.
The multiplier operates in vacuum with a potential
applied between the electrodes. Electrons or ions enter the
low potential end and strike the wall to p:-duce secondary
electrons which are accelerated -xially by the applied electric
field. Their emission energy causes them to travel transversely
across the channel so that they, in turn, strike the wall after
gaining considerable energy and produce further secondary
electrons. This process is repeated many times along the
channel, and many electrons emerge from the high potential end.
The gain depends on the applied potential and upon the geometry
of the channel, the ratio of length to diameter of the channel,
as well as on the secondary emission characteristics of the
channel wall [68,69].
The usefulness of this device as a potential image in-
tensifier for the field-ion microscope was first realized by
Southon [70,711, who introduced two methods of focusing for
the application of channel plate as an image intensifier of
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field-ion image- the proximity focusing and exact focusing.
The former refers to a method which does not employ an external
focusing device for the focusing the electrons coming out from
the channel plate; however, it is achieved by reducing the
distance between the channel plate and the phosphor screen so
that the electron beams remain reasonably focused. The latter
refers to a method which uses an external focusing devide so
that the electrons emitted from the channel plate multiplier
are exactly focused to the phosphor screen. Southon developed
a more sophisticated channel plate image intensifier, using an
external magnetic focusing device with a 1-inch diameter channel
plate (hlullard, Ltd. of England) .
Brenner (72] also employed the proximity focusing method
in his microscope, using Bendix 3-inch and '-inch channel plates.
Concurrently, we also adapted proximity focusing methods %ith
the Bendix channel plate and fiber optic screen [73]. There
were a few difficulties in maintaining exact clearance between
the channel plate and the fiber optic screen so that an optimum
distance was maintained to prevent high-voltage breakdown. It
was found that the fiber o ptic screen gave an added intensity
gain of factor 10 and had the advantage of easy photographic
techniques.
The schematic arrangement, of a channel plate image in-
tensifier installed in the field-ion microscope, including
external intensity measuring device and electric power sources,
is shown in Figure 3.3. A portion of the field-ion image was
intensified with 1-inch channel plate; the intensities of the
intensified image and the intensities of non-intensified image
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were measured with a photomultiplier. The gain of the intensities
is defined as follows:
I p - IB
where G is the gain, I  is the current reading which is propor-
tional to the intensity of intensified region, I  is the back-
ground or Jams current and IN is the current of non-intensified
portion of the image. The dark current of the photomultiplier
was found to be 2 x 10 -7 amps when 1000-volt power was supplied
to the photomultiplier. The intensity gain as a function of
several variables, namely, potential across the channel plate,
post-acceleration potential and imaging gas pressure, was
mear..ured. The plot of the intensity gain versus channel plate
potential is shown in Figure 3.4 and Appendix B. The next
ii. : portant factor considered for this image intensification was
the ultimate resolution. An intensity gain with a loss of
resolution may not be useful for the study of metals in a
field-ion microscope. The resolution was qualitatively tested
by comparing the micrographs taken with the image intensified
and the micrographs obtained without the image intensifier.
The best operating conditions were obtained with the imaging
gas pressure of 7 x 10 -5, 800-volt potential across the
chancel plate and -500 volts of post-acceleration potential.
The phosphor screen on the fiber optic glass plate was
madu by settling technique [741, using a green Sylvania Number
160-type willemite (Zn2 SiO4 ) phosphor, Seventy-five mg of
willemite was dissolved in 100 ml of deionized distilled water.
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The solution was milled in an ultrasonic agitator for five
minutes and then allowed to settle five min.ites to remove large
particles from the solution. An appropriate quantity of fine
solution was poured onto the screen so that the screen density
would be from 0.5 to 1.0 mg/cm ` for H2 , Ar or lie ions, while
4 mg /cm2 for 5 to 10 KV electrons was required. It was allowed
to settle for more than 10 hours and then the liquid was care.-
fully siphoned off, slowly removing the last fluid through a
fine capillary. During the removal of the water, the screen
was kept horizontal. The screen was then dried by placing a
desk lamp directly above it to he rs it sightly.
Conductivity Measurement Apparatus
A conductivity measurement of a thin NiPt alloy wire has
been carried out with a simple setup. It consists of a super
stable d.c. power supply whose current fluctuations are less
than 0.1%, a potentiometer which can measure the potential drop
across the specimen with an accuracy of 99.9% and an electro-
meter to measure current flowing through the specimen with an
accuracy of 99„9%. The relation between the degree of order
and the resistivity of the specimen has been derived by
Krivoglaz and Smirnov [751. The result is
2
P  = Coust. X(1 - X) - =	 (?.1)
where S is the long-range order parameter, p  is the bulk
resistivity of metal and X is the composition of the specimen.
If we could measure p  accurately, it is possible to
calculate a long-range order parameter, S, provided the X is
known.
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The specimen to be measured for the conductivity was
encapsulated in a pyrex tube with two eads extending out
through the tube walls which serve as contact points to
measure the conductivity,
CHAPTER IV
EVALUATION OF EXPERIMENTAL DATA
Long-Range Order Parameter Determination
from Field-Ion crograp s
Tsong and Muller [761 calculated the long-range order
parameter of a perfectly ordered PtCo alloy by counting the
number of missing sites on a well-resolved high index plan;
then, this value was corrected for the equilibrium number of
vacancies assumed to exist. Gold and Machlin X771 studied
dilute Au-Pt and Ni-Pt alloys (2 atomic % Au-Pt and 2 atomic
%, Ni-Pt). The positions of solute atoms were found as vacant
sites on a well-resolved (012) plane, using a RCA Model
C70021AR, three-stage image intensifier., and Warren's short-
range order coefficients [581 were calculated assuming the Au
and Ni atoms were invisible. Since both of tnese methods
treated only a small number of points, it was difficult to
obtain a statistically meaningful result. Even after the
correction for the equilibrium vacancy concentration was made,
there remained considerable ancertainty, since the vacancy
sites observed on the field-ion image could have been artifact
vacancies, impurities, or simply due to surface rearrangement
occurring during the field a vapor-ition process. In order to
overcome these disadvantages and also to increase the re-
liability of the result, a direct coounting method, employing
a much larger number of image points has been developed and
applied to the PtFe system.
r
rR _ V
5F (4.3)
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Direct Counting Method
Assuming that the local radius of a certain superlattice
pole of the field-ion tip is constant at a given applied
electric field strength, the radius of each concentric ring
measured from the center of the pole can be derived as a function
of the number of rings away from the center and the local
radius of the field-ion specimen tip. It is given by
R2 = (R - nd) 2 + rn	(4.1)
where R is the local radius of the specimen tip, r  i.s Lhe
radius of the n th concentric ring and d is the interplanar
distance of the superlattice planes of interest.
Then the radius of the n th concentric ring is given by
,,	 1/2
r  = (2Rnd - n2d2) (4.2)
The local radius of the emitter tip varies as a function
of the applied potential as discussed in Chapter II. The
empirical equation is given by
0
where R is the radius of the tip in A, V is the applied po-
w
tential in volts and F is the electric field in volts per A.
The strength of the electric field for best imaging depends
on the imaging gas used for particular experiments. The best
0
imaging field strength for He gas is 4.50 volts/A. The radius
of the tip as a function of the applied potential for the best
imaging field strength for various other imaging gases is shown
In Figure 4.1.
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Thus, the average tip radius at a given applied potential
can be obtained directly from Figure 4.1. The radius of the
concentric ring of any pole is a function of n and radius R as
given in equation (u.^'). The radius, r n , is calculated for
various values of R as a function of n for the (001) pole of
PtFe and is shown in Figure 4.2. The radius of the n th con-
centric ring follows different curves for different tip radii,
which implies that the field-ion micrographs obtained at
different applied potentials cannot be compared for the purpose
of counting points on each concentric ring. In other words,
the number of image points on each ring varies as a function of
the tip radius.
However, all curves in Figure 4.2 can be reduced to a
single curve by normalizing all points on each curve. Nor-
malization of a curve is accomplished by dividing all points
(r n i s) ')y r l . The normalized -.urve is shown in Figure 4.3.
Normalization of curves provides a base for a standard with
which the field-ion micrographs obtained at different applied
potentials can be compared so that they may be used as equiv-
alent data without ambiguity.
The radius of a concentric: rin g itself does not give any
information concerning the occupancy of a particular site;
however, it can be related to the number of points by the
following simple relation:
r
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where S 1 in the circumference of a given concentric ring. Since
the number of image points on a given circle is proportional to
its circumference, the number of image p.-)ints is Riven by
where N n is the number of image points 3n a given concentric ring
whose ijdius is 
r  
and K is constant. From equations (4,2) and
(4.5)
N n -	 ? 2K' (2Rnd - n - d )
 1/2	
(4.6)
where K r = 27rK. Now the curve of N should assume the same form
n
as r n , and consequently a normalized curve assumes the form shown
in Figure 4.3. Therefore, the curve can be used as a standard
curve. The actual counting method proceeds as follows. The
number of image points on each concentric circle is counted as
a function of n and normalized by dividing each number by the
number of points on the first circle. These values are plotted
on the standard curve so that the two curves lie adjacent to
one another; then, any deviation from the standard cu- ve is
converted into the number of missing atoms on that concentric
ring. This counting is extended up to 10 rings of each super-
lattice pole. Approximately 500 points on each of four or five
poles are counted from each micrograph. Thus, the total number
of points counter' is from 2,000 to 3,000. Generally, about 50
micrographs are taken from each specimen; thus, the total number
of the count is approximately 10 5 points. This is far better
than previous counting methods in which only three to five points
J
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were counted for each specimen. We are only interested in
knowing the number -)t misplaced atoms which are in equilibrium
in a given heat-treated state for the calculation of the long-
range order parameter. Corrections which compensate for the
effects of other factors also should be made. Since specimens
are near stoiciliometric high-purity alloys, the impurity effect
is neglected and the poin count is extended to the tenth con-
centric ring. However, a compensation for the equilibrium
vacancy concentration is clone using the fallowing relationship:
r
,(a)
Cv
	
exp zS(Ebb-Eaa)
C
v
(4.7)
where C ((--L) and CO3) are the vacancy concentrations in a and
sites, respectively, z is the coordination number, S is the long-
range order parameter, E bb and Eaa are the activation energies
of vacancies in pure Fe and Pt, respectively, k is the Boltzmann
constant, and T is the temperature. It is clear from equation
(4.7) that the vacancy concentration is also a function of the
long-range order parameter.
The number of points corrected for the equilibrium vacancy
concentration, is then the number of misplaced atoms. The
occupation fraction of A atoms in a sites can be calculated as
follows:
r^
mr	 = 1 -U ^vC
(4.8)
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where r  is a fraction of A atoms on the right sites, N  is the
total number of points counted and N  is the total number of
missing sites after vacancy correction.
Then the long-range order parameter of a single domain is
F
given by
b 
r 2(N C_ N m  - NcXA
n	 N 1-- XA
c
(4.9)
An average value of S  is taken when more than one pole is
,used to calculate S n . Then the long-range order parameter of
the entire crystal is evaluated using equation (2.10). It is
possible to assign a unique value of -the long-range order
parameter for each domain even when there are two-phase mixtures
of nearly ordered phase and disordered phase since we can re-
solve each at the atomic scale.
Another method which is found to be useful for the calcu-
lation of the long-range order parameter from field-ion micro-
graphs is an optical transformation of the field-ion micrograph.
A diffraction pattern using visible light from an arrangement of
holes representing a single atom or molecule is called the
optical transformation. The optical transform is closely
related to the Fourier transform, the use of which in crystal
structure determination was introduced by Ewald and Knot [78].
In general, the intensity of an optical transform is proportional
to the square of the modulus of the Fourier transform. The
Fourier transform of the three-dimentional periodic lattice is
given by
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n=N
	 ^	 .♦
G(s) - n lX f
n (s) exp(27r ir n 	b)
where f n (s) is the scattering function of the atom, rn is the
coordinate of the atom from an arbitrary origin, and ^ is the
reciprocal lattice vector. The only difference between optical
diffraction and Equation (4.10) is that the holes which have
transparency distribution of f n on the mask are arranged in two
dimensions. It is difficult to represent a three-dimensional
object optically. Thus, for most optical purposes, r V. will be
confined to a plane, and usually this will be the plane normal
to the incident beam. For perfectly periodic arrangements of
atoms or molecules, it is used to prepare transforms of only
one unit cell; but for disordered, imperfect arrangements, the
transform of larger arrays must be prepared. The field-ion
image is a two-dimensional projection of the three-dimensional
atomic arrangement. Consequently, it makes an ideal mask for
the optical transformation, The image points on the field-ion
micrographs do not represent the totality of atomic sites on
the surface of the tip, but only a fraction of them. All the
image points, however, should be interconnected with vectors
which are some multiple of the lattice vector of the corre-
sponding unit cell. If we choose a region of a superlattice
pole and assume that only one atomic species contributes to
the image points, a perfectly ordered image of this region should
show only one type of lattice site. O ►t the other hand, the
images of partially ordered or disordered alloys have image
points on both sites. Thus, the number of image points on the
--	
y 
	 7
I	 r
_p a
Id x (4.11)
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visible sites is reduced, while the number of .mage points on
the visible sites is increased. This rearrangement of the
image points can be detected as an intensity variation of the
diffraction pattern of the optical transformation. The ideal
optical transform of a single pole of a field-ion image should
yield a regular optical diffraction pattern analogous to an
electron diffraction, pattern. The actual transform contains all
sorts of irregularities; i.e., size difference among the image
points, transparency difference among the image spots. Con-
sequently, the transform consists of a regular diffraction
pattern and a superimposed diffused irregular pattern. The
intensity of the regular diffraction is directly proportional
to the number of spots on the right sites and can be measured
by a microdensitometer. The relationship between occupational
fraction and the intensities is given by
Fr-
where I  is the integrated intensity of the regular diffraction
spot, Id -.- O
pp
)ra = XA , and r  and X  have their usual meanings.
Then
I
ra
 = XA ^
	
(4.12)
T_.
From equations (4.12) and (3.10), it is possible to calcu-
late the long-range order parameter of a single domain.
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The Long-flange Order Parameter Calculation
f rom X-ray Da ta
The x-ray technique is the most common way of calculating
the long-range order ;parameter. For an infinite single domain,
the average scattering factor for the atoms located at a sites
is given by
raXAf A + (1-ru) XA f Bfa 	 XA (4. 13)
where f  and f  are the scattering factors of atom A and B,
respectively. Similarly, the equation for f^ sites is given by
f = (1-ra )XA fA + 2 X - (1-ra)XAifB
X 
	 (	 )
Then the structure factor of the superlattice lines is f a - 
ff^
for the ordered alloy and is given by
X
t super - fa-f^ _ (f A-f B ) [ ra - (1-ra) XA ]	 S(fA-f g)B
(4.15)
Since the intensity of the superlattice lines if proportional
to the square of the structure factor, it is also proportional to
the square of the long-range order parameter, S. Therefore, the
long-range order parameter is given by
S2 _ ( Isuper ) x ( Inormal)	 (4.16)
normal	 Isuper	 S = 1
where Isuper and Inormal refer to the integrated intensities of
the superlattice and normal lines, respectively.
rCHAPTER V
RESULTS AND DISCUSSION
In this chapter, the experimental results are presented and
dibeusbed, fttLuX 65 of the field-ion image formation of the
ordered alloys are discussed in the first section in which only
the extreme cases, namely, perfectly ordered and almost completely
• andom cases, are treated with the possible explanations of invis-
ibility of one species and the appearance of dark bands. In the
next section, the correlation between the degree of order of the
PtFe alloy and the field-ion image formation is discussed. In
the last section, the long-range order parameter of PtFe obtained
from the field-ion micrographs is presented, compared with the
x-ray diffraction results and discussed in detail with regard to
the possible mechanisms of the kinetics of the transformation and
the origin of the driving forces for ordering.
Field-Ion Image Formation of Ordered Alloys
Figures 5.1 through 5.7 show the field-ion micrographs from
perfectly ordered and completely random PtCo, Ni 4Mo. PtFe and
Pt3Fe alloys. The field-ion image of PtCo has been studied inten-
sively by several investigators [17,18,19,20]. The field-ion
micrographs of ordered and disordered PtCo images obtained in the
present work as a survey study are in good agreement with the
previous works (Figures 5.1 and 5.2). The first field-ion
image of Ni4Mo was obtained by Newman and Hren [21], using a
fiber optic screen; however, the field-ion images of a single
domain were obtained for the first time by the present author
Figure 5.1 Field-ion micrograph of ordered PtCo, imaged
at liquid nitrogen temperature (78 0K), 28 KV,
3 x to-3 torn He gas.
Fr
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Figure 5.2 Field-ion micrograph of disordered PtCo, imaged
at liquid hydrogen temperature (21 0 K), 28 KV,
j x 10-3 torr He gas.
Figure 5.3 Field-ion micrograph of ordered Ni4Mo, imaged
at liquid hydrogen temperature (21 0 K), 15 KV,
3 x 10-3 torr He gas
Figure 5.4 Field-ion micrograph of disordered N14Mo, imaged
at liquid hydrogen temperature (21°K), 17 KV,
3 x 10-3 torr He gas.
PF
Figure 5.5 Field-ion micrograph of ordered PtFe, imaged
at liquid hydrogen temperature (21 0 K), 17 KV,
3 x 10-3 torr He gas.
r
Figure 5.6 Field-ion micrograph of disordered PtFe, imaged
at liquid hydrogen temperature (21 0 K), 16 KV.
3 x 10-3 torr He gas.
r
Figure 5.7 FielJ-ion micrograph of ordered Pt3Fe, imaged
at liquid hydrogen temperature (21 0 K), 16 KV,
3 x 10 v torr He gas.
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and are shown in Figures 5.3 and 5.4 The field-ion images of
PtFe and Pt 3Fe were photographed for the first time in the present
work and are shown in Figures 5.5, 5.6 and 5.7
The regular modes of the field evaporation and forms ob-
-3ci red 111 Lilt- case of ordered alloys Figures 5 .1 ., D'.3, 5.5 and
r,. 7) are in sharp contrast to the irregularity observed in those
of disordered alloys. This --an be explained by considering the
binding energies of surface atoms. In a pure metal, the binding
energy of an atom depends solely on the number of bonds formed
with its nearest neighbor atoms. Consequently, the kink site
atoms evaporate first, thus giving rise to a smooth field
evaporation end form. Very similar conclusions can be drawn for
the field evaporation end form of an ordered alloy. In the case
of an L 1 -type ordered alloy, there are eight unlike and four like
0
nearest neighbor atoms for each atom within the crystal, the
unlike ones being closer than the like ones by the amount de-
termined by the c/a ratio. Thus, there are 12 nearest neighbors
for a bulk atom. Clearly, the number of nearest neighbor atoms
of a surface atom is less than that of a bulk atom. Furthermore,
the orientation of the surface plane affects the number; e.g.,
a surface atom on the (100) plane has eight nearest neighbors of
which six are unlike, while an atom on (110) plane has five
nearest neighbors of which two are unlike.
In the case of kink site atoms, the number is further
reduced; e.g., a kinx site atom on a (100) plane has four near-
est neighbors of which two are unlike, and an atom on (110) plane
has three of which one is unlike. Consequently, the kink site
atom in each plane will evaporate first as in the case of a pure
metal.
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The situation is not quite the same in the case of a dis-
ordered alloy. The numbers of the nearest neighbor atoms are
the same as in the ordered alloy; however, their arrangement is
now arbitrary. Consequently, even though the kink site atom has
fewer bonds than an in-plane atom, it does not necessarily field
evaporate first, since all of its bonds may consist of A-B bonds,
while some of the in-plane atoms may have bonds of A-A or B-B
type. This effect is more prominent in the higher-indexed
planes where the difference in the number of nearest neighbor
atoms between the in-plane and kink site atoms is small.
The activation energy for field evaporation consists of the
sum of the sublimation energy, the work function, the ionization
energy and the field penetration term as discussed in Chapter I1.
When the region of interest is confined to an area of constant
local radius in a single plane, the last three terms may be con-
sidered to be the same for each individual atom. Therefore,
the sublimation energy is the only significant term which con-
tributes to the difference in the activation energies of
individual atoms.
The Fubl ima t ion energy of an atom in the alloy  can '-e
expressed as:
A 
NAAAAA + N BB BB
+
 NABAAB
where NAA' N BB and NAB are the number of AA, BB and AB pair
bonds, and AAA' ABB3 and AAB are the binding energies of AA,
BB and AB bonds, respectively. The condition for the ordering
of allovs is obtained from the quasi-chemical model as
IF7——-
	 .-...	 r►-» .	 . __..	 —'°ems'	 T "-' 1
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AAB ^ j'. AA , ABB
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An important feature of the image formation of an ordered
alloy is that one of the two species present in the alloy does
Ton+rih,a + e +o the image	 This invisibility was confirmed
by various investigators [18,19,20,211.	 However, the
mechanism of image formation responsible for such a phenomenon
has not been well established.
Two seemingly conflicting interpretations concerning the
invisibility have been proposed. Brandon [18] suggested that
one species did not contribute to the image because of its
preferential field evaporation. On the other hand, Tsong and
Muller [791 proposed that the selective ionization is the cause
of the invisibility. Both groups studied PtCo alloy, Co atom
being the invisible one.
Southworth [201 carried out an extensive study on this
subject with PtCo alloy and concluded that not only the kink
site Co atoms, but also those in the in-plane sites could undergo
preferential field evaporation. This conclusion was based on
the calculated values of the activation energies of Pt and Co
atoms He assumed that the sublimation energies and ionization
energies of Pt and Co in PtCo alloy are significantly different.
Tsong and Muller [791 assumed that the difference in field
ionisation between Co and Pt arises from the surface charge
rearrangement due to the size effect or the chemical balance
effect. These assumptions were also applied by Tsong to the
interpretation of Pt 3Co image [801.
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A very interesting experimental phenomenon has been evidenced
in the course of the present study and also independently by
LeFevre and Newman [22 ; .	 While studying the sequence of field
evaporation of (110) planes of fully ordered Ni 4 Mo alloy, three
Pxtra rings arc observed immediately after the last Mo layer of
(110) plane is field evaporated. These extra rings are dimmer
in intensity and relatively unstable. The (110) planes of
Ni4Mo alloy are stacked in such a way that four layers of Ni
atom plane-- are located between the Mo atom planes, as shown
in Figure 5.8.
The uppermost layer of the four Ni layers is most likely the
one which does not appe^r in the field-ion image. This may be
attributed to the fact that the Ni atoms in that layer form
stronger bonds with the Mo atoms on the surface so that these
Ni atoms field evaporate simultaneously with the Mo atoms. Next
two layers of Ni atoms remain in view for a short period just
before these layers are field evaporated. The fourth layer of
Ni atoms which sits directly above the Mo atoms is much more
stable and remains for a long enough period to be recognized as
a faint ring on the photographic plate, as shown in Figure 5.9.
From these observations, it may be concluded that both
mechanisms - preferential field evaporation and selective field
ionization - contribute in the image formation of ordered alloys.
The sudden appearance of three extra rings (which were absent
while the topmost Mo layer was present) can only be explained
by the selective ionization mechanism. On the other hand,
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ordered Ni4Mo lattice.
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instability of the last Ni layer, despite the fact that its
atoms have the same nearest neighbor bonds as those of Mo atoms,
strongly suggests the preferential field evaporation mechanisms.
However, it is rather unlikely that an Ni atom located in the
fundamental planes (i.e., those that are not superlattice planes)
should also be preferentially field evaporated, since, if this
were the case, the resulting disturbance in the equilibrium
configuration of the atoms would eventually lead to an irregular
field evaporation end form. No such evidence has been observed.
The field-ion images of ordered Ni 4Mo alloys and ordered
PtCo alloys at liquid nitrogen temperature reveal characteristic
dark bands, as shown in Figure 5.10(a). Ralph [19) noticed
these dark bands in the alloy PtCo and interpreted them as a
possible rotational antiphase domain boundary; however, it was
later proved to be a region where the ion current is lower than
elsewhere. The dark band structure of Ni 4Mo was first observed
by Newman and LeFevre [22]. There are two kinds of dark bands;
one set follows the symmetry of disordered lattice, the other
the ordered lattice. Newman used these bands as a means of
distinguishing 'between grain boundaries and antiphase domain
boundaries. The dark bands extend across the antiphase domain
boundaires, while becoming discontinuous at the grain boundaries.
This criterion is very useful, since some of the grain boundaries
and the antiphase boundaries are difficult to differentiate in
the ordinary field-ion micrograph.
The cause of the dark band has been explained by Muller [81]
as a consequence of anisotropies in the reflection coefficient of
Figure 5.9 Field-ion micrograph of (101 pole of ordered
'Ni4Mo showing extra rings.
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the tunneling electrons during the ionization of the imaging gas.
Southworth [201 offered an alternative explanation based on
geometrical considerations. He considered the geometric feature
of the field evaporation end form to be such that the local
radius is increased in this region:, giving rise to a lowered
electric field. LeFevre, et Pi. (23] related this dark band to
the crystallographic relation between disordered fcc crystal
and ordered bct crystal. The dark bands are certainly not due
to the preferential field evaporation or any sort of boundaries,
since the regular field evaporation end form is maintained
throughout these regions Aiia only their intensities are somewhat
lower than other regions. Therefore, their appearance must be
related to ono or more factors which affect the ion current of
imaging gases. Furthermore, the magnitude of the local radius
checked by the step height and -n6 ular relation between two
poles (cf. Chapter II) indicates that the local radius is not
much different from one region to the other. This fact sub-
stantially rules out the possibility of a low field being
caused by the variation of the local radius.
The dark bands observed in Figure 5.10(a) gradually
diminish as the temperature of the tip is lowered to the liquid
hydrogen temperature and finally disappear (Figure 5.11).
Similar phenomena are also observed when the applied potential
is gradually increased,
Furthermore, closer examination of Figure 5.10(a) reveals
that the dark bands always pass through the (12T) plane, as
shown in Figure 5.10(b). This plane is (11T) plane if we
(a)
rp/p/
(b)
Figure 5.10 (a) Field-ion micrograph of ordered Ni4Mo; the
dark band contrast is pronounced in this micro-
graph. (b) Crystallographic map of (a) .
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Consider both species, also, this plane is the most densely
packed fundamental plane.
These observed facts lead to the conclusion that the dark
batitj occurs in the range where the intensity of image is con-
trolled by the supply function. However, the local variation
of ion current density depends neither on the field nor tempera-
ture. Therefore, the packing of local planes appears to play a
dor.iinant role in the formation of dark bands either due to the
difference in the accommodation coefficients or the ionization
probabilities of imaging gas between different regions.
Field-Ion Image Formation of
Partially Ordered PtFe Alloy
Field-ion images of partially ordered PtFe alloy were
obtained for the first time in this research, Figure 5.12
shows a field-ion micrograph obtained from a PtFe specimen
which was annealed at 1200°C for a period of 124 hours and water
quenched. The indexed map of Figure 5.12 is shown in Figure 5.13.
Figure 5.14 shows a field-ion micrograph obtained from 	 PtFe
specimen which was heat treated at 900°C for a period of 48
hours and cooled to 420°C at the cooling rate of 5 0 /hour. A
complete index of this micrograph is shown in Figure 5.15.
Figure 5.16 shows a field-ion micrograph obtained from a
specimen which was heat treated at 900°C for a period of 124
hours and water quenched. All three micrographs are of slightly
different orientations. The image formation characteristics of
PtFe alloys are very similar to those of PtCo and Ni),Mo.
However, a very interesting micrograph which shows two phases
F
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Figure 5.11 Field-ion micrograph of ordered Ni4Mo; the
dark band contrast is not pronounced.
Figure 5.12 Field-ion micrograph of partially ordered PtFe
heat treated at 1200°C.
rFigure 5.13 The crystallographic map of Figure 5.12.
_	 a
Figure 5.14 Field-ion micrograph of partially ordered PtFe
heat treated at 4500C.
Figure 5.15 Crystallographic map of Figure 5.14.
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(ordered phase and disordered phase) has been obtained. This
particular specimen yielded a rather irregular field evaporation
end form like an ordinary disordered alloy; however, several
regular poles developed in the course of field evaporation
(Figure 5.17). These poles are easily identified as an ordered
region imbedded in the disordered matrix. The average size of
a0these regions is 100 A to 500 A.
	
Muller and Tsong [15] have
also recently observed a similar two-phase boundary of PtCo
alloy,
The coexistence of two phases confirms that the nucleation
and growth mechanism [5] is in operation in the process of order-
disorder transformation of PtCo and PtFe alloys. As the ordered
domain grows, the stage of an almost tingle phase is reached.
However, sorie of the Pt atoms may still be found on a wrong plane
among Fe atoms and vice versa.
Since the preferential field evaporation and selective
ionization are the most likely mechanism to operate at the super-
lattice plane, as discussed in previous sections, any misplaced
Pt atoms found on a wrong plane may fie]*' evporate with Fe atoms.
Also, some of the misplaced Pt atoms may find stable sites with-
out preferential field evaporation and these atoms may appear as
image points located between concentric rings. The Fe atoms
found on a wrong plane among Pt atoms will remain on plane, but
are invisible due to the selective ionization. Thus, a regular
mode of field evaporation end form with relatively fewer image
points on the concentric rings may result. This image formation
characteristic is the basis for the calculations of the loag-
range order parameter.
Figure 5.16 Field-ion micrograph of partially ordered PtFe
heat treated at 900°C.
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Long-Range Order Parameter of PtFe
The phas% diagram of the Pt-Fe system is shown in Figure 5,12.
There are three distinct ordered states with the stoichiometric
compositions Pt 3Fe, PtFe, PtFe 
3' 
The atomic arrangement in the
unit cells of these alloys and possible antiphase domain boun-
daries on close packed plane are shown in Figures 5.19 through
5.21.
Relatively little research has been done on PtFe alloys.
The liquidus and solidus of this system was determined by Isaac
and Tamman [82]; electrical resistivity was determined by
Nemilov [83]; magnetic properties were studied by Kussmann [84],
Lipson et al. [87), Crangle and Shaw [86] and Palaith et al, (87].
The lattice parameters of PtFe were obtained by Lipson et al, [85)
(a = 3.846, c/a = 0.968) and by Crangle and Shaw [86] (a =
3.961, c/a == 0.981). In the present study the values a = 3.852
and c/a = 0.965 have been obtained, using the x-ray diffrac-
tometer. The indexing was done considering the crystal as face-
centered tetragonal,
Existence of three different states of order, namely, Pt3Fe,
PtFe and PtFe 3 , strong driving force of ordering of PtFe, good
imaging characteristics of these alloys in a field-ion microscope
and a large difference of the atomic scattering factor between
Pt and Fe are the main reasons for choosing these alloys for the
present study.
Long-range order parameters of PtFe alloy have been obtained
from both x-ray diffraction and field-ion microscopy. Figure 5.22
shows experimental values obtained at various temperatures along
—..
Figure 5.17 Field-ion micrograph of partially ordered PtFe
showing ordered regions imbeded in disordered
matrix.
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with the theoretical values calculated from theories of Bragg
and Williams [11 1
 and Cowley [61]. The intensity of the
iffraction pattern was measured with a microdensitometer and
a typical curve is shown in Figure 5.23. In order to test the
reliability of the optical transform in evaluating the long-
range order parameter from a field-ion micrograph, the number of
points on each concentric ring of a computer simulated image was
reduced to 80%, 60%, and 50%. Three masks for optical transform
were made from these, and the intensity of peaks was compared to
yielca occupational fraction r , . The calculated values are 77.3%,
61.4% and 50% for 80%, 60% and 505u' masks.
Therefore, it is concluded that the optical transform can
be used to evaluate the long-range order parameter with an
accuracy of 4% or better. An optical transform of a computer
simulated field-ion image is shown in Figure 5.24.
Comparison of the four curves in Figure 5.22 shows that they
are all in good agreement in the low temperature ran ,.,-- however,
significant differences are observed in the near-ci.
temperature range; while x-ray data and calculated	 Com
Cowley's theory [61] are still in good agreement (wr. • pre-
dictable since Cowley's theory was based on x-ray dif-L , action) .
The field-ion micrograph data give much higher values than the
x-ray data, and the values from Bragg and Williams' [11] theory
are much lower than the x-ray data. The deviation of Bragg and
Williams' theory in the region near the critical temperature is
due to the linear approximation E = SE  used in their theor;7.
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The higher values obtw. ' z ed from the iield-ion micrograph
can be explained on the basis of the nucleation and growth
theory [5), i.e., the coexistence of two phases, When two
phases are present in a partially ordered specimen, x-ray data
gives a volume average of the two phases. On the other hand,
the field-ion microscope detects individual domains. When the
ordered domain is small both chases (ordered and disordered)
may appear on a field-ion image as shown in Figure 5.17;
however, it was very difficult to obtain a two-phase image due
to the frequent flashing or failure of the specimen tip by the
field induced stress. As the domain size grows larger, a more
stable single domain image was obtained and the long-range order
parameter of PtFe was evaluated from these domains. Consequently,
the long-range order parameter obtained from a field-ion image
yields more realistic values regarding the occupational fraction
of a and ^ sites or atomic arrangement in a lattice. The effects
of domain sizes and domain boundaries may have been additional
causes of the observed difference bet..een x-ray and field-ion
microscopic data. Thcre fore, if the regions of higher order were
fully ordered, the r	 from the field-ion micrograph data would
remain flat (S = 1) as the temperature increases up to the
critical temperature, However, the gradual increase of the S
value as the temperature decreases indicates that the homogeneous
transformation takes place within a domain as the equilibrium
temperature is lowered,
The nature or origin of the forces which cause ordering can-
not be treated as a simple matter. Although a considerable
-	 —	 - -	 -	
J
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amount of experimental and theoretical work has been done on
this subject, it is still difficult to generalize all the known
systems of ordered alloys. However, mounting evidences suggest
that in all probability there are a number of different factors
involved in the driving forces wnicn are responsible for
ordering and that these predominate to a differing degree
depending on each specific case. The three major approaches
usually discussed in connection with the driving forces for
ordering are:	 (1) a quasi-chemical theory in which energy is
lowered due to seduced interaction energy between unlike neigh-
burs; (2) the strain relaxation theory in which strain energy
in a solid solution composed of atoms of different sizes is
lowered; (3) the electron Brillouin zone interaction theory in
which energy of the conduction electrons is lowered by a specific
interaction between the Fermi surface of the electrons and the
Brillouin zone of the superlattice. The quasi-chemical theory
was extensively used to interpret preferential field evaporation
of PtFe, PtCo and Ni 4 Mo, and the results seem to confirm this
theory as f'ar as field-ion image formation of these fully ordered
alloys are concerned. However, experimental evidence suggests
that the imaging characteristics of certain ordered alloys may
not be the same as those of PtCo, PtFe and Ni 4Mo. When the
PtNi alloy was used in the field-ion microscope, the resulting
image was irregular as though it were a random solid solution.
This leads to the conclusion that ordered alloys, whose ordering
energies are mainly the result of the lowering of interaction
en..:rgy of the nearest neighbors, yield a regular mode of field
ri
S:_: Y- VS n
n-1
(5.3)
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evaporation as found in the cases of PtCo, PtFe, Pt 3Fe and
Ni),Mo; however, those ordered alloys whose driving forces for
the ordering are other than those of the lowering of interaction
energy of the nearest neighbors would yield irregular field
evaporation end form regardless of their states of order.
The kinetics of the order-disorder transformations, which
are more complicated and cannot be readily deduced from the
equilibrium data alone, depend on several factors such as
temperature, degree of plastic work, impurity level, grain size
ind stoichiometry.
An idealized microstructural ordering would have three
stages; nucleation of ordered domains from disordered matrix;
growth of ordered domain at the expense of disordered matrix;
and antiphase domain coalescence (domain size growth after
ordering) and homogeneous change of the degree of order within
the domain. Recently, it has been suggested that some alloys
might also have spinodal decomposition characteristics [88].
A simple rate equation for the reaction of isothermal order-
disorder transformation of PtFe alloy can be derived using the
modified theory, assuming that the order-disorder transformation
is a reversible reaction at a critical temperature:
Disordered PtFe [FCC] r± Ordered PtFe [BCT]
Since the long-range order parameter S represents the
unique value for a given configurational state,
-11'T-
i	 dS	 i	 dVdS
Ur - F Vn _Wt + 2, S  —cTt	 (5.11)n=1	 n=1
where S is the long-range order parameter of a crystal, V  is a
volume fraction of the n th domain and S  is the long- rang; order
parameter of the n III domain,
The first term in equation (5.4) represents the homogeneous
transformation within a domain, while the second term accounts
for the domain growth. Since the rate controling factor is the
slowest step in the reaction path, the temperature dependence
of the kinetics can be qualitatively described. Near the critical
temperature range, the driving force for ordering is small, so
that the frequency nucleation must be low. Therefore, the nu-
cleation and growth, or second term in equation (5,4) is the
controlling factor. On the other hand, the driving force at
low temperatures is relatively large and the frequency of
nucleation is also high. Consequently, the homogeneous, or
first term in equation (5.4) is the controlling step. The
experimental evidence obtained in the present research suggests
that the order-disorder transformation of Ptle near the critical
temperature occurs as a nucleation and growth mechanism, and
homogeneous transformation occurs within each domain.
From the image formation characteristics of ordered alloys,
the controversial subjects, namely, invisibility of one species
and the appearance of dark bands, have been explained with the
quasi-chemical bond model; and with these results the image
formation characteristic of an ordered alloy was qualitatively
correlated with the driving force of the ordering of the alloy
r_118.
system. The image formation characteristic o1* partially
ordered PtFe alloy was also studied and the basis for the
evaluation of the long-range order parameter from a field-ion
micrograph was established. The long-range order parameter
obtained from the field-ion study was compared with x-ray data
and the theoretically expected values. The long-range order
parameter S obtained from x-ray studies yields much useful
information about the equilibrium state of the ordered alloy.
However, the field-ion study yields information about the
precise atomic arrangements and the atomic occupancy of lattice
sites. Furthermore, the field-ion data is useful not only for
the equilibrium states but also for the non-equilibrium states
which in turn is vital information for the kinetic study of the
order-disorder transformation.
rCHAPTER VI
CONCLUSION AND SUGGESTIONS FOR FURTHER STUDY
The primary object of this study was to find the methods
)f Eva1.:-' i g quantitative ;iita from field-ion micrographs of
ordered alloys. It was known from the previous work of other
investigators that ordered alloys generally develop a regular
field evaporation end form, while disordered alloys reveal an
irregular image pattern; however, quantitative work has never
been done. During the course of this work, various alloys (Ptco,
Ni4 Mo, PtFe, Pt 3Fe) were used after a variety of thermal treat-
ments. Although emphasis was placed on the use of field-ion
microscopy, the techniques Gf x-ray diffraction, electron
microscope and resistivity measurements were also used to some
extent. From an analysis of the data obtained by these tech-
p iques, the following results and conclusions can be stated.
1. Field-ion images of near stoichiometric alloys (Ptco,
Ni4Mo. PtFe, Pt 3Fe) have been obtained to aid in the inter-
pretation of field-ion images of both ordered and disordered
states. The results confirmed the previous observation end
forms, except in the case of Pt 40 a/o Ni alloy, while the
disordered alloys developed an irregular field evaporation end
form. The invisibility of one species in the image formation
of an ordered alloy was confirmed, and the causes of the in-
visibility were found to be a preferential field evaporation on
the superlatti^e planes and selective ionization on the fundamen-
tal planes. The partially ordered PtFe alloy developed a similar
field evaporation end form as the fully ordered alloys with some
-120-
atoms misplaced from their lattice site. This effect was
detectable only on the su perlattice poles where the planes are
layered.
2. Two methods of determining the long-range order parameter
from a field-ion micrograph were developed. These are the direct
counting method and the optical transform of the field-ion image,
i.e., a computer simulated image. The fraction of occupancy of
lattice sites obtained by optical transform agreed with the
predetermined values with less than 4% error. The direct counting
method was applied to the field-ion images of PtF'e alloy. These
results are compared with the theoretical values calculated by
Bragg and Williams (11), and Cowley l s theory-[61]; it was also
compared with the results of x-ray investigation. At low
temperatures (below 600 0C), all results are in good agreement;
however, the disparity becomes pronounced near the critical
temperature. It was proved that the disparity resulted because
of the observed fact of two-phase coexistence.
3. The long-range order parameter of a L 1 -type super-
0
lattice was defined by a modified theory in which the domains
are considered as finite in their size aad given by
i
S =	 Vn(2rn - 1)
r.=1
where S is the long-range order parameter of a crystal, V  is
the volume fraction of the n th domain, and r  is the fraction
of P atoms on right sites in the n th domain. The domain boundary
energies are included in the energy consideration.
4. A qualitative correlation between the driving force for
ordering and the field-ion image forming characteristic has been
-121-
established. Those alloys, whose driving force for ordering is
mainly the lowering of the interaction energy of the nearest
neighbors, yield regular mode of field evaporation, as found
in the case of PtCo, PtFe, Pt 3Fe and Ni4 Mo; however, those
ordered alloys whose driving forces are other than those of the
lowering of interartion energy of the nearest neighbors would
yield irregular field evaporation end forms regardless of their
states of order. The order-disorder transformation of PtFe
takes place as follows. Nucleation of an ordered region from
the disordered matrix occurs near the critical Temperature and
the nucleus starts to grow at the expense of the disordered
matrix forming a domain. A homogeneot78 -transformation occurs
within these domains as a function of the temperature.
The following suggestions for further study of ordered
alloys with field-ion microscope are made.
(1) A similar study to the one reported here to determine
the long-range parameters of Pt 3Fe and PtFe3 alloys would be
useful for image interpretation of ordered alloys, since these
two alloys have identical crystal structures, but the atomic
occupancy of Pt and Fe atoms in the lattice sites is reversed.
(2) The binding energy of an atom on a surface can be
measured by the field evaporation technique, Plummer [34]
studied the sequence of the binding energies of W atoms on W
atoms at various crystal planes. The same technique can be
applied to an ordered alloy to obtain the binding energies of
the different kinds of bonds, namely, A-A, B-B, and A-B bonds.
The relative binding energies: of different bonds can be evaluated,
r
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since the nearest neighbor atoms of surface atoms in a given
crystallographic plane for fully ordered alloy is known.
(3) A technique to produce a mask of the op^ical tranp!orm
directly from a field-ion micrograph without revealing the dii-
ferences in size and the transparency coefficient among the image
spots. This would enable us to collect quantitative data with
reasonable speed to evaluate the long-range order parameter
directly from ari optical diffraction pattern obtained from a
field-ion micrograph.
( it) The long-range order parameter of a single domain of
specimen which is in an equilibrium state as well as a non-
equilibrium state can be evaluated with the methods developed in
this work. Furthermore, the field-ion study revealed the
vacancy concentration, the structure and the network of boundaries
(grain boundaries and antiphase domain boundaries). Consequently,
the field-ion microscope is an ideal tool for the study of the
kinetics of the order-disorder transformation, since it can
reveal all the possible reaction paths and the controlling steps
within a reaction path,
(5) The use of the atom probe to study ordered alloys would
yield most valuable information concerning the image formation
characteristics, concentration gradients if any, and the
relative binding energies.
(6) The binary ordered alloy systems which have been studied
with the field-ion microscope are rather limited in number
compared to presently known binary ordered alloy systems due
to the difficulties in its imaging. The use of the channel
I-123-
plate image intensifier and low ionization energy imaging gas
has been proved to be an effective way of obtaining field-ion
images of alloys. Therefore, the following alloy systems are
suggested for further study with the field-ion microscope:
The FP--Ni system with the channel plate image intensifier and
the imaging gas; the Ft-Ni and Pt-Cu systems with the channel
plate image intensifier and Ne imaging gas; the Cu-Au system
with hydrogen imaging gas.
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APPENDIX A
MATERIAL 'S ANALYSIS
(1) MARZ Grade Platinum
(2) MARZ Grade Iron
(3) Helium Gas
(4) Hydrogen Gas
(5) Neon Gac
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(1) MARZ Grade Platinum
Typical Mass Spectrographic Analysis
Element
	 Content (PP M )	 Element	 Content (ppin)
Li 0.0002 Rh 15.0
B 0.0003 Ag 6.012
C 10.0 Cd <0.025
H2 1.5 6.03
02 10.0 Sty <o. o04
N2 J 00 S;i 0.03
F 0.003 'Te 0.008
Na 0.06 T 0.002
Mg o . OED CS 0.002
Al 7.0 Ba 0.003
Si 7.0 La 0.002
P 0.002 Ce 0.002
S 0.2 Pr 0.002
Cl 0.4 Nd 0.01
K 0.1 Sn: 0.01
Ca 0.05 Eu 0.005
Se <0.03 (Id 0.01
Ti 2.5 T b 0.003
V 0.25 Dy 0.01
Cr 2.5 Ho 0.003
Mn 0.6 Er 0.008
Fe 30.0 Tm 0.003
Co 0.3 Yb c.o6
Ni 2.5 Lu <0.003Cu 0.05 Iif 6.05
Zn 0.05 Ta <5.0
Ga 0.01 W 5.0Ge <0. oo4 Re <0.02
As 0.01 Os <0.08
Se 0.003 it 0.3
Br 0.008 Au 0.3
Rb 0.01 Hg 0.15
Sr 0.003 T 1 0.15
Y 0.01 Pb 0 . PS
10-07
Zr 2i Bi 0.o6
Nb 1.0 Th 0.07
1070 <0.3 U
Ru 0 3
r0.03
0.08
0.04
0.08
50.06
0.02
0.02
0.07
0.007
0.006
0.04
C. 006
0.006
0.006
0.02
0.025
0.012
0.025
0.006
0.03
0.01
0,4
0.3
0.02
0.006
< 0.025
<1„0
0.012
^0. 02
0,012
0.0250,4
<0.03
X0.012
0.015
0.008
^cl
0,0("1
4
_ 1.2 6-
(2) MARL Grade Iron
Typical Mass Spectrogi aphic Analysis
Element
	 Content (ppm)	 Element
Li 0.004 R n
Be 0. 005 Pd
B <0.0008 Ag
C 25.0 Cd
N"^ 7.0 I r.
02 25.0 Sn
H2 <0. 1 Sb
F Interference -Te
Na 0.8 T
Mg 8.0 C's
Al Interference Ba
Si <0.5 La
P 0.3 Ce
S 1.2 Pr
C1 3.0 Nd
K 0.2 Sm.
Ca 2.0 Eu
Sc <0.025 Ud
Ti 0,5 rb
V <0.1 Dy
Cr 0 . U Diu
Mn <0.1 Er
Fe -- Tm
CO 0 , 3 N,b
Ni 1.2 is
Cu 0.'? Hf
Z n 0.8 Ta
Ga 0.5 Rc•
Ge 1.0 Os
As 0. 1 1r,
Se 1, 0 Pt
Br 0,15 ktt
Rb 0.08 Rg
Sr 0.03 T1
Y 0.04 Pb
Zr 0.06 Bi
Nb 0.03 Th
Mo 0.2 U
Ru <0.1
Content ppm)
749
Impurities
tie 1. ium
Nitrogen
Oxygen
Hydrogen
Argon
Ca rt:an Dioxide
Hydrocarbons (as Met:idne)
Dew point;
less than 50 ppm
less than 1 ppm
less than 1 ppm
less than 5 ppm
.less than 1 ppm
less than 1 ppm
less than 0.5 ppm
-1050F
I-
( ,, Helium (:as
Purity
Impurities
Neon
N  trogen
Oxygen
A  go 
Hydrogen
Hydrocarbons (as Me ; ha t,e )
Carlton Dioxide
Dew Point
mill. Vol.
less than	 I-) ppm
less tnan	 1 ppm
less than	 1 ppm
less than	 I ppm
less than	 1 ppm
less	 than 0.- ppm
less	 than 0.', ppin
--11C ` k
(4) Hydrogen
lhir ity 99.999 1-') min. vol. %
Impurities
Nitrogen.	 less than 17 ppm
Oxygen	 less than 1 ppin
Carbon Dioxide	 less than 0.5 PPm
Carbon Monoxide	 less than 0.5 ppm
Dew Point	 -105OF
PiiritY	 vol.
-12$-	 .j.
APPENDIX B
THE INTENSITY GAIN CURVES 01' THE CHANNEL
PLATE IMAGE iNTENSIF IER
(1) Gain vs Pressure ( full range) Charnel Plate at 1 KV
(2) Gain vs Gas Pressure Channel Plate at 1 KV
(^) Lug Gain vs Channel Plate Voltage Press in Parentheses
(4) Log Gain vs Channel Plate Potential Tip at 11.6 KV Press
,
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