ABSTRACT Future power distribution networks are characterized by changes of uncertain behavior due to the integration of distributed generators (DG) and prosumers, and the design of meter deployment is more critical for the safe and effective network monitoring system. The use of any available and the newly installed metering devices such as micro phasor measurement units (µPMU) and smart meters (SM), could offer much accurate and real-time measuring data. This paper investigates a novel meter deployment method for the distribution network planning, with the objective of ensuring the quality of the state estimation (SE) under consideration of measurement uncertainty, while keeping the total amount of heterogeneous meters at a minimum. In particular, the measurement uncertainty in the SE is depicted via the interval arithmetic (IA) theory, which could offer advantageous over the existing probabilistic and fuzzy approaches. The case studies and comparison results based on an actual distribution network demonstrate the feasibility of the proposed IA-based SE algorithm and the meter deployment method.
I. INTRODUCTION
In future power distribution networks, the nature of increasing dynamics and uncertain behaviors of the distributed generators (DG) and new actors at demand sides call for a reliable monitoring system as a fundamental element to satisfy new control requirements [1] - [3] . Currently, due to specific characteristics (e.g. large topological structures and lack of investments) of the power distribution network, full deployment of required meters throughout the network is uneconomic and impractical [4] . In this context, a reliable and accurate awareness of system conditions must be achieved by means of the state estimation (SE) technology incorporating available measurement data in the distribution network [6] , [7] . However, the extensive insertions of DG,
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especially the high penetration of photovoltaic (PV) generators and wind turbine (WT) generators around the world, increase the uncertainty level of power injections, which means pseudo-measurements in SE need to consider further uncertainties. An inaccurate estimation result obtained from the conventional deterministic SE methods, for instance, the well-known weighted least square (WLS) based SE, may result in inefficient or insecure network operation decisions and control actions. All in all, it is urgent and significant to design a novel optimal metering infrastructure for the distribution network planning, with the goal of ensuring the quality of the SE under consideration of measurement uncertainty. This paper aims to bridge this gap.
Pioneering works on meter deployment and their related technical issues were carried out in the early 2000s. A meter deployment method was early presented in [8] , for the purpose of obtaining an accurate estimation of data needed for power feeder automation functions. The work was extended in [9] , by introducing a test matrix of angle variables, and this test matrix was factorized to identify sources of rank deficiency. A two-stage meter deployment approach was presented in [10] , with the goal of finding the meter location candidates for load estimation efficiently. The first stage was designed to place meters by using a heuristic method. In the second stage, the confidence interval was calculated to determine if these meters given satisfactory results. A branch-current-based three-phase SE algorithm for distribution systems was developed and tested in [11] , and the meter placement impact on SE results was also stated. Shafiu et al. [12] also presented a heuristic approach to identify potential points for location of voltage measurements for SE, and the developed meter deployment could identify measurement locations to reduce the voltage standard deviation of the bus-bars. Rakpenthai et al. [13] addressed the PMU deployment problem as one of achieving network observability under measurement loss and branch outage conditions, with the objective of minimizing the condition number of the linear measurement matrix. More recently, a few approaches on optimal meter deployment issues had been proposed in the power distribution network with high penetration of DG, [4] , [14] - [19] . An ordinary optimization algorithm (OOA) based meter deployment method was proposed in [14] , where the goal was to make the error of WLS-based SE below pre-specified thresholds in more than 95% using the minimum amount of meters. A scheme of optimal meter deployment based on genetic algorithm (GA) was proposed in [16] , with the objective of designing a meter deployment to enhance the WLS-based SE, while keeping the operation cost at the minimum. Then the work was extended in [4] to account for the uncertainty models of DG also with the objective of enhancing SE using the minimum amount of meters, and the uncertainty models of PV generators were considered by means of the probability density function (PDF). In order to provide a guideline for distribution system operators (DSO) to manage medium voltage distribution networks, a Monte Carlo method (MCM) based approach was proposed in [17] to optimize the meter deployment with the minimum amount of meters, which supported the observability of SE and satisfies the requirements for operating activities. After that, the optimal meter deployment considering the accuracy evaluation of SE without using MCM was presented in [18] , the optimization problem was solved with the binary particle swarm algorithm (BPSO). As a further step to solving the multi-objective optimization problem, a hybrid particle swarm optimization (PSO)-krill herd (KH) Pareto-based algorithm was proposed in [19] to optimize amounts and locations of meters for the SE in power distribution networks.
However, previously proposed solutions of optimal meter deployment for the power distribution network aiming to ensure the accuracy of conventional WLS-based SE, including the following two major shortcomings: 1) the uncertainty of DG outputs and load demands are typically dependent on a large number of pre-defined PDF parameters. However, it is difficult and unrealistic for DSO to obtain many precise data of power injections at the planning stage [20] , [21] ; 2) research studies are almost carried out on single-phase balanced power distribution networks, whereas three-phase unbalanced ones hold more complicated and practical characteristics should be given further cause for concern.
In many circumstances, although the exact values or comprehensive PDF information of DG outputs and load demands at time instant t are not known priorly, the lower and upper bounds of these power injections can be specified. Considering the above limitations, an interval arithmetic (IA) based approach has been frequently referred to as an effective alternative to resolve such uncertainty description in power studies, for instance, the IA-based power flow studies and consensus protocol studies [22] - [25] .
In this paper, the proposed meter deployment method considering measurement uncertainty differs from existing ones in that it has the following contributions relevant to the realistic power distribution network:
1) A novel three-phase IA-based SE is proposed, which fully reflect the impact of measurement uncertainty on the estimated results. The proposed SE is formulated as two interval optimization models based on the unknown-but-bounded (UBB) theory, and solution bounds of state variables are obtained using a linear programming solution. To the best knowledge of the authors, the proposed IA-based SE for the power distribution network is the first of its kind. Knowing the upper and lower bounds of state variables can give system operators the confidence that the actual value is not exceeding the constraint, provided that the estimated state and both bounds are all within the limit. This is useful to provide insights into network planning and operation for the case of uncertain inputs. 2) A meter deployment method is investigated based on the proposed IA-based SE results, with the goal of designing a meter deployment using the available feeder terminal units (FTU) mixed the micro-phasor measurement units (µPMU) and smart meters (SM), that ensures the quality of the SE while keeping the amount of meters at a minimum. 3) An optimization algorithm, named the covariance matrix adaptation evolution strategy (CMA-ES), is utilized to optimize the proposed meter deployment problem. Simulation tests demonstrate that this algorithm could produce a more competitive solution in comparison with other well-known artificial intelligence (AI) algorithms. The rest of this paper is organized as follows. Section II introduces the proposed IA-based SE, mainly focuses on its mathematical formulation and solution approach. Then, the trades-off in meter deployment problem is designed and solved in Section III. The simulation experiments and results based on the modified 37-bus test system are presented in Section IV. Conclusions on the obtained results are drawn in Section V.
II. PROPOSED IA-BASED SE A. FORMULATION OF IA-BASED SE
Definition of [a] is used to denote an interval number which is a set of real number a|a ≤ a ≤ a , when a = a, the interval number is reduced to a real number. Hereafter, the hybrid realtime measurements (obtained from the available meters in the distribution network) and pseudo-measurements considering measurement uncertainty can be described as
where {i, k} ∈ N , N is the set of buses in the distribution network with size N and ϕ ∈ {A, B, C} is the phase. [U 
, where α and β are respectively uncertainty tolerance (measuring error) and nominal value of each measurement [23] . Generally, the SE described by a function h(·) through a set of systematic measurements that have limited accuracy, is a process of finding feasible state variables x that results in values h(x) of that satisfy the measurement constraints. To put it formally, a state uncertainty set X(·) is identified as
where M is a collection of variables in the system for which real-time measurements and pseudo-measurements are available. The measurement uncertainty set Z(·) is defined as
The inclusion relationship in (2) is referred to as the uncertain measurement equation and there is no unique operating state that can be calculated. Owing to the UBB theory, the modeling of measurement uncertainty can be seen as a natural description of physical reality and can lead to this flexible presentation of SE uncertainty [26] . It is natural to extend this UBB theory to defining the uncertainty bounds on state variables. Therefore, the estimated states at bus #i under consideration of measurement uncertainty can be found by solving the following constrained optimization problem:
where [x i , x i ] is referred to as the uncertainty interval for the i th state variable, x i and x i are referred to as confidence limits. Consequently, two auxiliary uncertainty vectors, X (·) and Z (·) are respectively obtained as shown in (5) and (6) to emphasize the difference between these uncertainty vectors.
It is observed that X (·) may not be the same as X(·), and Z (·) also may not be the same as Z(·). In fact, it is observed that X(·) ⊆ X (·) and Z (·) ⊆ Z(·). The relationship among four vectors are illustrated as shown in Fig. 1 . Without losing generality, state variables in this paper are defined as
, where i ∈ N . In this context, the whole formulation of the proposed IA-based SE for unbalanced power distribution networks can be expressed as 
B. SOLUTION APPROACH FOR IA-BASED SE
The mathematical formulation of the proposed IA-based SE expressed from (7) to (13) is, in general, quite complex. Particularly the function h(·) consists of most non-linear elements. In this context, a linear programming approach based on IA is considered as an effective alternative to resolve the proposed SE formulation. The application of the linear programming technique depends on the liberalization of h(x), this can be accomplished using a first order Taylor to give (14) wherex (0) is the given initial state vector, it is better to use a value forx (0) that is in some way central to the set of feasible state vectorsx
. This is attributed to the fact that the approximation used in (14) is more accurate for values of x for which x −x (0) 2 is small [26] . J is the Jacobian matrix evaluated at x (0) . Hence, the definition (2) can be linearized using (14) to give a linear approximation, that is,
where X (·) is the linearized uncertainty set. At this point, the effectiveness of the linear approximation technique in obtaining the state results is of interest. In what follows, the impact of the linear approximation on the obtained state bounds is investigated and discussed. To show that this approximation of measurement equations still leads to reasonably accurate results, an upper bound on the difference between x i and x i is derived, where x i represents the upper bound of the i th estimated state results in the linearized uncertainty set X (·). x i represents the upper bound of the i th estimated state results in the true uncertainty set, X(·). This is furnished by the following lemma.
Lemma 1: For a measurement uncertainty set Z M , z, z , where M is a minimal observable measurement set. Letx be the state estimate calculated from [z, z], and let J be the non-singular Jacobian matrix calculated atx. For i th estimated state results,
where b i is the i th row of the matrix J −1 , and is a vector for which
Here, x is a feasible state vector in X(·).
Proof: The first point to note that as M is a minimal measurement set, b i and J −1 are well defined. The lemma is proved in two cases: for x i ≤ x i and x i > x i , respectively.
Due to the limited space, more details of this proof can be found in [27] .
Similarly, it is easy to deduce that
where x i represents the lower bound of the i th estimated state results in the linearized uncertainty set X (·). x i represents the lower bound of the i th estimated state results in the true uncertainty set, X(·). Owing to the clarifications above, it can be drawn to the conclusion that the difference between x i and x i is infinitesimal. Put it in order words, the state results obtained by the linearized measurement equations are much close to those of the true ones.
Calculating the bounding vectors of X(·) can now be formulated as a full linear programming problem. To allow this, new definitions are introduced as
The following modified equation for (2), i.e. the i th element of x and x, can be obtained by means of solving the following new linear programming problem:
Therefore, the vectors x and x can be constructed by performing 2N linear programs. The solution of 2N linear programs with 2M constraints given by (20) still represents a grand computational task, particularly for realistic distribution networks where there are several thousand state variables. In an attempt to alleviate this load, a sparse matrix strategy [28] is applied further to enhance the linear programming approach. This is based on the partitioning of the Jacobian matrix onto a square and observable matrix, then the remainder representing redundant measurements. Before this can be done, two significant lemmas are presented as follows.
Lemma 2: Let M be a minimal observable measurement set, let J be the non-singular Jacobian matrix defined by M and x (0) . For i ∈ N , the i th element of the lower and upper bounding vector for X M , z, z , x i and x i are given by
where a i is the i th row of the matrix (J N ) −1 and J N is a square sub-matrix of J, z N is the measurement vector associated with J N . Proof: By means of definitions (14), (15), (19) and (20) , putting
when and only when
Consequently, x i and x i are respectively the same as the i th minimum value and the i th maximum value of (
can be obtained and the lemma is proved. Lemma 3: Let M be a minimal observable measurement set, let J be the non-singular Jacobian matrix defined by M and x (0) . The constraints in (20) are equivalent to
where J M −N is the portion of J · ( x) corresponding to redundant measurements and z M −N , z M −N is the interval measurement vector associated with J M −N . Proof: Notice that the element J N is non-singular, so J M −N (J N ) −1 is well defined. As J N is non-singular, there is a unique x * such that J · x * := z N . Clearly, the first constraints of (25) can be written as
which means, by the second constraints of (20) , that
Consequently, x * is ascertained to satisfy the constraints of (20) . Conversely, let x ∈ R N be a vector satisfying the constraints of (20) , and let
As the vector x is feasible, then
That is, ( z N ) * is feasible in (25) . Therefore, there is a oneto-one corresponding between the feasible x in (20) and the feasible z N in (25) . Consequently, the lemma is proved. Using this partitioning of the Jacobian matrix, the optimization task in (20) is equivalent to obj.
Once z and z have been calculated, it is a simple matter to construct the first-order bounds of state variables as
It is noticed that the optimization problem formulated in (31) possesses an important advantage over the formulation of (20) owing to the number of constraints to consider is reduced to 2(M − N ). In a real project of the distribution network, the situation of instrument redundancy is low so M − N M . Indeed, the deficiency of the formulation (31) is that it requires the inversion of the matrix J N . However, J N needs only to be inverted once, while the maximizations and minimizations in (20) are required to be carried out 2N times. Furthermore, because of power systems have the sparse characteristic [29] - [31] , which means that (J N ) −1 between any two state variables should only be introduced for the branch lines, and the admittance without connected lines is 0 in power flow equations. Put it in other words, the sparse structure of the (J N ) −1 results from the nature of the equations of interval power flow shown in (8)- (13) . These equations represent a set of measurement equations, each one dependent on only a small number of independent state variables. Of all of these measurement equations, the ones derived from real-time measurements and pseudomeasurements are the ones which depend on the largest number of state variables. Typically, this type of equation gives rise to only 5 or 6 entries in the (J N ) −1 . It is observed that the (J N ) −1 is very sparse. Consequently, the specific deficiency of formulation (31) quickly disappears and it can greatly reduce the computational complexity of linear optimization problem.
To achieve the upper and lower bounds of state variables more precisely,x (0) is replaced withx
and an iterative procedure of the programming approach should be carried out until all estimated voltage intervals in successive iterations are close enough as determined. All in all, the solution procedure for the proposed IA-based SE can be summarized in the following steps. 
where P 1 and Q 1 represent the active and reactive power injections at buses, respectively. P 12 
]. Else, continue and update the state vector, replacex (0) withx (1) . Set ρ + 1 → ρ and Go to Step 3). 6. Termination: Until (37) 
III. TRADE-OFFS IN METER DEPLOYMENT A. PERFORMANCE INDEX
The following three synthetic indices are introduced before assessing the accuracy and conservatism of the proposed IA-based SE in terms of a specific meter deployment scheme:
• Maximum voltage magnitude bound index:
• Maximum voltage phase angle bound index:
• Maximum voltage magnitude relative deviation index:
whereŨ ϕ i is the true value of voltage magnitude at bus #i and this can always be obtained priorly by the exact three-phase power flow [32] ,Û
is its estimation. Notice that the maximum voltage magnitude relative deviation index is emphasized, this is due to the fact that it is more meaningful than that of bus phase angle in the distribution network operation and control [16] .
B. FORMULATION OF METER DEPLOYMENT PROBLEM
In this paper, a novel meter deployment method is presented based on the proposed IA-based SE, with the goal of designing a optimal meter placement at distribution level that ensures the quality of the SE under consideration of measurement tolerances, while keeping the amount of meters at a minimum. The objective function for a meter deployment that respects the accuracy limits of IA-based SE can be summarized as
where w and n are respective sets of required buses for placing µ PMU and SM. N −n is the set of remaining buses for placing any other SM instruments. B is the set of network feeders with size B. P S(λ) is the decision that an SM to be positioned at bus #λ, when an SM positioned at bus #λ, P S(λ) = 1, otherwise, P S(λ) = 0. Similarly, when an FTU positioned on feeder #κ, P F(κ) = 1, otherwise, P F(κ) = 0. It is noticed that in this paper, P µ(τ ) = 1, ∀τ ∈ w and P S(ν) = 1, ∀ν ∈ n , this is due to the fact that w and n are already known before the meter deployment procedure.σ U andσ θ are respectively the allowable bounds of estimated voltage magnitude and voltage phase angle,σ Ur is the allowable deviation of voltage magnitude. It is observed that the objective function described in (41) is utilized to minimizing the total amount of µPMU, SM and FTU, several constraints formulated in (42) are applied to ensure the accuracy of the proposed IA-based SE. If values of σ U , σ θ and σ Ur are lower than those of allowable ones in terms of a specific meter deployment, the preliminary conclusion could be drawn that this scheme of meter deployment could ensure the accuracy of estimated results, even though the measurements are uncertain.
C. OPTIMIZATION ALGORITHM
The mathematical model of the proposed meter deployment problem is non-linear, non-convex, integer, and uncertainty. From the point of view of computing science, it belongs to an NP-hard (non-deterministic polynomial-time hard) problem and AI algorithms are the only viable options for a variety of NP-hard problems that need to be routinely solved in the realworld applications [33] . In previous works, GA and BPSO algorithms have been utilized as the optimization schemes to deal with these similar optimization problems. However, as discussed in [34] , the GA and the BPSO algorithms always have slow convergence and are difficult to find the global optimal solution.
In this paper, a optimization algorithm named CMA-ES [35] , is applied to optimize the proposed meter deployment problem. CMA-ES is an evolution strategy and it is considered as a more robust and well performing algorithm than other well-known AI algorithms in dealing with those non-linear, non-convex and integer programming problems [34] . The population in the CMA-ES is gradually approaching to the global optimal solution by the cyclic process of sampling, selection, update and re-sampling. Here, a summary of the CMA-ES algorithm is introduced and an in-depth version can be found in [35] . In the CMA-ES, the candidate solutions of a generation (g + 1) are from a multivariate normal distribution, as shown in
where v (g+1) τ is the object parameter vector of the τ th individual of the new generation, is the population size. m (g) , σ (g) and f (g) are the mean, step size and covariance matrix of the previous generation v (g) τ , respectively. In order to search the global optimization solution, m (g) , σ (g) and f (g) need to be updated for sampling a new generation. The update of these three terms are respectively done using the following equations.
where ω τ is the τ th weight and v (g) τ is the τ th best performing individual of g th generation. π is the number of alternative performing individual. c 1 and c µ are two learning rates and these two rates are used to include previously learned information for improving the estimation. p c is an evolution path, which denotes the search path the strategy takes over lots of generations and involves a combination of the recent steps. σ (g) is the step size from the previous generation. p (g+1) σ is the conjugate evolution path, it basically keeps track of the mean of the normal distribution. c σ and η σ are a learning rate and a damping factor of this update, respectively. η σ is used to smooth the changes in the step size. E N (0, I ) 2 is the expected value of the Euclidean norm of a normally distributed random vector.
At this point, the procedure of the proposed trade-offs in the meter deployment method in power distribution networks considering measurement uncertainty is outlined, and the pseudo-code presented in Algorithm 1 details the CMA-ES algorithm for solving the specific optimization problem.
IV. TEST CASE AND SIMULATION RESULTS
The proposed IA-based SE and meter deployment methods are developed in the Matlab R2017b environment, where INTLAB 1 package and GUROBI 2 package are employed for 1 http://www.ti3.tu-harburg.de/rump 2 http://www.gurobi.com/
Algorithm 1 CMA-ES Based Trade-Offs in Meter Deployment
Input:
The best individual (meter placement solution): τ opt . 1: Initialize p c = 0, p σ = 0, C = I, and g = 1, choose m ∈ R , and step size σ ∈ R + problem dependent; 2: For g = 1, 2, · · · Sample one population of search points τ (every population τ could be treated as a meter placement candidate in every generation), for τ = 1, 2, · · · , , calculate σ U τ , σ θ τ and σ Ur τ via (38), (39) and (40),
: Sample new population of search points τ , update v, m, f , and σ via (43), (44), (45) and (46), respectively; 4: The algorithm stops if the maximum generation g max is arrived and the τ opt is obtained; 5: return τ opt . interval computations and linear programming computations, respectively. This section describes the simulation conditions and results of two selected test cases, which have been performed on a personal computer with Intel Core i5-2400 CPU @ 3.10GHz and 4GB main memory.
A. SIMULATION PRELIMINARIES
In the following two tested electrical networks, several PV power stations and doubly fed induction generator (DFIG) based WT power stations are added and they are assumed to integrate into the grid via pulse width modulation (PWM) voltage source converters (VSCs). The installed capacity of each PV and each WT are 100 kW and 160 kW, respectively. The individual topological structures of the PV generator and the WT generator are respectively shown in Fig. 2 and Fig. 3 , where P 0 and Q 0 are the total active and reactive power outputs, respectively. P in and Q in are the total active and reactive power injected into the AC network. Simulation parameters of PV and DFIG-based WT models are respectively summarized in Table 1 and Table 2 . It is assumed that all PV and WT generators are controlled using popular PQ-strategy. When DG operates under this control strategy, the three-phase total active and reactive power P in and Q in injected into the AC network are specified.
As mentioned above, several types of systematic measurements with different uncertainty tolerances are assumed to be considered in this paper. The nominal value β and the uncertainty tolerance α of each measurement in terms of the case simulations are obtained as follows.
1) µPMU: In this paper, it is assumed that the nominal value of each µPMU is obtained by performing the exact three-phase power flow [32] on the given modified 37-bus test system. Compliant with the IEEE Synchrophasor Standard [4] , the uncertainty tolerance is set to 0.5%. 2) SM: It is assumed that the nominal value of each SM placed at a bus is treated as the nominal value of a load demand or a DG output located at the same bus, the uncertainty tolerance is set to 0.5% [4] . 3) FTU: Similarly, the nominal value of each FTU placed on a feeder is also obtained by performing the power flow and the uncertainty tolerance is set to 2% [37] .
4) Pseudo-measurements:
The nominal values of each non-monitored load demand are obtained in [36] , the uncertainty tolerance is set to 20%. In particular, considering the aforementioned simulation parameters, the nominal value (i.e. P in and Q in ) of each nonmonitored PV and WT are respectively obtained as 86.5 kW and 145.5 kW. Besides, it is assumed that bus #13 and bus #26 have the same weather condition, and two PV generators show the same uncertainty patterns. Two WT generators show similar characteristics. Subsequently, the uncertain tolerance of each non-monitored PV and WT are respectively set as 30% and 35%. The σ U , σ θ and σ Ur , as stated in Subsection III-A, are applied as the indicator for the quality of proposed IA-based SE. In this test, the allowable bounds of estimated voltage magnitude and voltage phase angle are respectively designed asσ U = 0.08 (p.u.) andσ θ = 0.7 (rad), respectively. The allowable deviation of voltage magnitude is set aŝ σ Ur = 0.7%.
For parameter settings of the CMA-ES algorithm, the population size is set as = 500, the maximum number of generations is set to 200, two learning rates in the update process of the covariance matrix are set as c 1 = 0.8 and c µ = 0.12, respectively. A learning rate and a damping factor of the update process of step size are set as c σ = 0.6 and η σ = 2, respectively.
B. SMALL TEST NETWORK: THE MODIFIED 37-BUS SYSTEM
In this test, an actual 37-bus unbalanced distribution network with a 4.8 kV operating voltage in California is considered to illustrate the feasibility of the proposed IA-based SE and meter deployment methods. It is characterized by delta configured and all line segments are underground. Due to the original 37-bus distribution network [36] not having DG, the network is modified by adding two PV generators at bus #13 (phase A) and bus #26 (phase B), two DFIG-based WT generators at bus #6 (phase A) and bus #37 (phase C), respectively. The total load demands are 727 + j357 kVA in phase A, 639 + j314 kVA in phase B and 1091 + j530 kVA in phase C, respectively.
Furthermore, bus #1 is the slack bus and one µPMU is required for the purpose of voltage phasor collection and time synchronization. Besides, bus #23 is assumed to mark the position of a switch station and another one µPMU is placed there to monitor this bus voltage phasor. Bus #4, bus #10, bus #26 and bus #32 are assumed to mark the positions of six sensitive buses, four SM are required at each of these buses to monitor power demands. Further details of power line type and parameter (e.g. length, conductance, susceptance), specific load demand, and power transformer specifications can be found in [36] . The oneline diagram of the modified 37-bus distribution network, the layout of DG and locations of essential meters are shown in Fig. 4 . In order to investigate the optimality of the CMA-ES for the designed test, the proposed meter deployment problem is minimized by means of the CMA-ES, the well-known BPSO [18] and the GA [16] , respectively. The population size of BPSO is set to 500 and the maximum number of generations is set to 200, the inertia weight ω P of BPSO is set to 0.5, two acceleration constants (i.e. c 1 and c 2 ) are all set to 2. The population size of GA is set to 500 and the maximum number of generations is set to 200, the crossover probability P c is set to 0.5, and the mutation probability P m is set to 0.1.
The specific meter deployment problem is solved for 50 trials with each optimization algorithm, then the generated best solutions (i.e. the minimum amount of meters) after each trial are distributed as shown in Fig. 5 . It reveals that the CMA-ES outperforms GA and PSO in terms of the generated minimum amount of meters. In the case of the same values ofσ U ,σ θ andσ Ur , only 15 meters are required totally according to the optimization results of the CMA-ES, whereas the optimization results of BPSO and GA all need more amount of meters to be placed, which results in higher cost for power industrial applications. Additionally, it is observed that the CMA-ES could find the global best solution (15 meters) 47 out of 50 times, while the best solutions found by the BPSO and GA are only hit 45 out of 50 times. Consequently, the presented CMA-ES could be more capable of searching for the global best solution and avoiding local optima than those of other well-known AI algorithms, this is attributed to the fact that the CMA-ES is a self-adaptive evolution strategy, which requires no parameter tuning by the user as the strategy parameters in CMA-ES are initialized in a well-defined manner in terms of the number of variables, their bounds, and population size. Besides, the required CPU time and the minimum generations (iterations) for each optimization method to generate their respective best solutions are summarized in Table 3 . It is observed that the best solution of the CMA-ES has been achieved in less execution time and iterations than those of BPSO and GA, for instance, to finish one trial of the optimization procedure, the GA takes at least 47.681 minutes to search for its best solution (16 meters) , the BPSO at least 43.095 minutes to search for its best solution (16 meters), whereas the CMA-ES only needs 36.617 minutes to search for its best solution (15 meters). All in all, the CMA-ES could be considered as an effective alternative way to solve the presented meter deployment problem considering measurement uncertainty. Two different schemes of meter deployment are obtained after 50 trials of the CMA-ES method while the minimum amount of meters are all 15, as shown in Table 4 . It is noticed that the meters in Scheme 1 are placed almost at the beginning of lateral feeders (close to the outlets of the switch stations), whereas the meters in Scheme 2 are placed almost at the end of lateral feeders (aloof of the outlets of the switch stations). The three-phase profiles of selected voltage intervals of the modified 37-bus test system derived from two meter deployment schemes are illustrated in Fig. 6 . Firstly, it can be seen that all bounds of voltage magnitude and phase angle obtained by two schemes are all within voltage security constraints, which demonstrates that the proposed IA-based SE can track the correct profiles of states successfully in the presence of measurements uncertainty.
Subsequently, it is observed that the different schemes of meter locations yield a significant impact on the accuracy of IA-based SE results. As can be seen in these results, Scheme 1 can provide relative narrower bounds of voltage magnitude and phase angle in high percentage than those of VOLUME 7, 2019 FIGURE 6. The profiles of estimated state bounds obtained from two different schemes of meter deployment.
Scheme 2, which means the bounds of voltage magnitude and phase angle intervals could be estimated with less conservatism (overestimation) and higher accuracy. To clarify this specific conclusion quantitatively, two beneficial indices are utilized to evaluate and compare the accuracy of the voltage bounds between the two schemes of meter deployment.
These are, 1) the mean absolute percentage error (MAPE) of the upper bound η and 2) the MAPE of the lower bound η, defined as
where x i and x i are respectively the upper and lower bounds of the IA-based estimated states derived from each meter deployment scheme. x M i and x M i are respectively the upper and lower bound of the 10,000 Monte Carlo simulation (MCS) based deterministic SE results derived from each meter deployment scheme (procedures of the MCS-based SE are introduced as shown in Appendix). For each specific meter deployment scheme, the interval obtained by MCS-based deterministic SE is a subset of the true interval, while the interval obtained by IA-based SE is a superset of the true interval, as illustrated in Fig. 7 . Ideally, the obtained interval by MCS can be ultra-close to the true value if its sample number is very large. In this paper, the solution bounds derived by the MCS are considered to be the true interval and it is assumed that increasing the sample number of MCS beyond 10,000 does not yield any significant changes to the solution bounds [23] . The greater η and η are, the higher is the conservatism and the lower is the accuracy of the obtained voltage bounds. Comparisons of the two schemes on each phase are summarized in Table 5, Table 6 and Table 7 , respectively. As can be seen in those results, the proposed IA-based SE results in terms of the meter deployment Scheme 1 can provide lower values of η and η, namely a higher accuracy of estimated results by contrast with those results in terms of the meter deployment Scheme 2, which means that if there are several schemes of meter deployment with the same amount of meters, one scheme that most of the meters are placed at the beginning of lateral feeders or close to the outlets of the switch stations, maybe the priority choice. This is consistent with the conclusions of existing related works [37] , [38] . Consequently, Scheme 1 is considered as the best meter deployment scheme for the designed simulation test.
As shown above, the upper and lower bounds of system states are obtained at the rated values of meters. In fact, the measured quantities can vary widely in actual system operation. In this context, the assessment of optimization results under different uncertainty tolerances α of meters is a metric interest when comparing CMA-ES to BPSO and GA. In what follows, the additional three tests are applied to evaluate the performance of the three algorithms under different uncertainty tolerance α of meters. For the sake of clarity, the uncertainty tolerances of µPMU, SM and FTU are set as the same α-values and are changed in the following three tests. Other simulation parameters (e.g. the interval values of pseudo-measurements, the values ofσ U ,σ θ andσ Ur ) are equal to that of the designed simulation preliminaries described in Subsection IV-A. Table 8 summarizes the optimization results of three algorithms under different uncertainty tolerances of meters. It is observed that different uncertainty tolerances α have different effects on the network observability (i.e. the allowable indices of IA-based SE), and the stronger uncertainty level (higher α-values), the more meters needed to ensure the network observability. In the case of the same α-values, the total number of meters obtained by the presented CMA-ES is less than that of BPSO and GA to ensure the network observability. Consequently, the proposed CMA-ES based meter deployment method could be an alternative way for safe and economical operation of power distribution networks, even when the change of measured quantities is varied for real-time meters.
C. LARGE TEST NETWORK: THE MODIFIED IEEE 123-BUS SYSTEM
In this test, the modified IEEE 123-bus system is considered as a large-scale network to validate the proposed IA-based SE and the meter deployment methods. Due to the original IEEE 123-bus system [39] not having DG, the system is modified by adding one penetration of PV generator at bus #20 (phase A), one PV at bus #38 (phase B), one PV at bus #75 (phase C), one PV at bus #88 (phase C), one DFIG-based WT generator at bus #3 (phase A), one WT at bus #59 (phase B), one WT at bus #84 (phase C) and one WT at bus #114 (phase A). Details of each PV generator and WT generator (e.g. the installed capacity, the topological structure, and simulation parameters) can be found in Subsection IV-A. This test system operates at a nominal voltage of 4.16 kV and a nominal frequency of 60 Hz with an unearthed neutral. The total load is 1420 + j775 kVA in phase A, 915 + j515 kVA in phase B and 1155 + j635 kVA in phase C. Further details of power line type and parameter (e.g. length, conductance, susceptance, etc.), specific load demand, and power transformer specifications can be found in [39] .
In this test, bus #116 is the slack bus and one µPMU is required for the purpose of voltage phasor collection and time synchronization. Besides, bus #8, bus #21, bus #44, and bus #97 are assumed to mark the positions of four switch stations and another four µPMU are placed to monitor those buses voltage phasor. Additionally, bus #4, bus #39, bus #60, bus #78, bus #86, and bus #106 are assumed to mark the positions of six sensitive buses, six SM are required at each of these buses to monitor power demands. The parameter setting of the nominal value β and the uncertainty tolerance α of each systematic measurement (including the real-time measurement and the pseudo-measurement) are the same as those of measurements described in the Subsection IV-A. The allowable bounds of estimated voltage magnitude and voltage phase angle are respectively designed asσ U = 0.09 (p.u.) andσ θ = 0.8 (rad), respectively. The allowable deviation of voltage magnitude is set asσ Ur = 0.7%.
Similarly, the proposed meter deployment problem is respectively minimized by means of the CMA-ES, the BPSO, and the GA, in order to investigate the optimality of the applied CMA-ES for the designed test. Details of each algorithm are similar to the 37-bus test system presented above. The specific meter deployment problem is solved for 50 trials with each optimization algorithm, and the best solutions (including the minimum number of meters as well as the required minimum computational time) of those three algorithms are selected for comparison.
The comparison results of the three algorithms are shown in Table 9 . It reveals that the CMA-ES outperforms GA and PSO in terms of the generated minimum amount of meters. In the case of the same values ofσ U ,σ θ andσ Ur , only 34 meters are required totally according to the optimization results of the CMAES, whereas the optimization results of BPSO and GA all need more amount of meters to be placed, which results in higher cost for power industrial applications. Moreover, according to those comparisons shown in Table 9 , it is observed that for the large-scale distribution network, the best solution of the CMA-ES has been achieved in less computational time and iterations than those of BPSO and GA, for instance, to finish one trial of the optimization procedure, the GA takes at least 103.02 minutes to search for its best solution (39 meters), the BPSO at least 94.84 minutes to search for its best solution (36 meters), whereas the CMAES only needs 79.16 minutes to search for its best solution (34 meters) . This is consistent with the conclusion drawn above.
Furthermore, in order to clarify that the proposed IA-based SE yields better performance than that of the popular WLS-based SE [40] , [41] , under consideration of measurement uncertainty. An additional comparison test is carried out based on the modified IEEE 123-bus test system, where the positions of hybrid measuring instruments for the test system are obtained from the CMA-ES solution. It is noticed that in the WLS-based SE procedure, the real-time measurements and pseudo-measurements are set as their nominal values instead of the interval values. Due to the limited space, Fig. 8 shows the partial profiles of state results obtained from the IA-based SE, and these dotted lines reflect the deterministic state values which are obtained from the WLS-based SE.
From the results shown in Fig. 8 , it is observed that the so-called ''optimal'' systematic states obtained by the WLS-based SE are deterministic values and only one of the feasible solutions, which do not reflect the true states under consideration of uncertainty of systematic measurements. On the contrary, knowing the interval bounds of state variables can provide system operators the confidence that the true value is not exceeding the voltage security constraint, which could provide useful insights into network operation and control for the case of uncertain inputs. This is attributed to the fact that the obtained interval bounds of the proposed IA-based SE could enclose all feasible states under measurement uncertainty.
V. CONCLUSION
In this paper, an optimal meter deployment procedure has been studied for power distribution networks with high penetrations of DG, taking into account different uncertainty conditions of systematic measurements. A novel IA-based SE has been early presented and discussed as prior constraints, and then the meter placement has been proposed with the goal of designing a metering infrastructure with available measuring instruments at the distribution level, which ensured the quality of the SE while keeping the amount of meters at a minimum. The meter placement optimization problem has been addressed by using the CMA-ES algorithm, and the feasibility and viability of this algorithm have been tested on the multiple tests and comparison results. The proposed meter deployment method could be treated as an effective alternative tool to assist operators in making investment decisions to upgrade the distribution networks for the upcoming changes.
