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Introduction
Dans beaucoup de domaines comme le radar, les télécommunications ou encore l’imagerie, cer-
tains paramètres s’avèrent inconnus ou aléatoires et les traitements supposent donc les signaux à trai-
ter aléatoires. Afin d’être réalisés convenablement, ces traitements nécessitent les statistiques du signal
comme sa distribution, son moment d’ordre un (moyenne) ou encore sa matrice de covariance (moment
d’ordre 2). Ainsi, en traitement du signal, la matrice de covariance des données est très largement uti-
lisée dans de nombreuses applications comme le filtrage [Reed et al., 1974, Ward, 1994], la détection
radar/sonar [Scharf and Friedlander, 1994] ou en localisation [Schmidt, 1986,Roy and Kailath, 1989]. Il
s’agit alors dans un premier temps de filtrer les données reçues afin de supprimer les lobes secondaires
ou de manière équivalente augmenter le rapport signal d’intérêt à bruit (RSB) afin d’améliorer les trai-
tements post-filtrage. Puis dans un second temps de détecter et/ou localiser un éventuel signal d’intérêt
perturbé par un bruit additif.
Cependant, lorsque la perturbation est composée de la somme d’un bruit corrélé de rang r faible et
d’un bruit blanc gaussien, comme c’est le cas dans les traitements STAP [Brennan and Reed, 1973] et
MIMO-STAP [Chong et al., 2011], la matrice de covariance est alors remplacée par le projecteur sur
le sous-espace du bruit rang faible [Kirstein and Tufts, 1994, Haimovich, 1996, Ginolhac and Jourdain,
2002, Rangaswamy et al., 2004] afin de prendre en compte cette structure « rang faible » et d’obtenir
un traitement haute-résolution [Schmidt, 1986]. Le problème consiste alors à estimer ce rang si il est
inconnu. Dans ce cadre, une fois le rang déterminé, il existe un filtre rang faible fonction du projec-
teur [Kirstein and Tufts, 1994,Haimovich, 1997] ainsi qu’un détecteur rang faible, le détecteur LR-NMF
(Low Rank Normalized Matched Filter) [Rangaswamy et al., 2004].
Cependant, en pratique, la matrice de covariance et le projecteur sont inconnus. On estime donc
ce dernier à partir de la matrice de covariance estimée, obtenue à partir de K données secondaires.
Bien que plusieurs estimateurs de la matrice de covariance existent, on considère ici la SCM (pour
Sample Covariance Matrix) obtenue à partir des K données secondaires supposées indépendantes et de
même distribution. Le projecteur théorique est alors remplacé par le projecteur estimé afin d’obtenir des
traitements adaptatifs. Les traitements adaptatifs fonction du projecteur estimé et non de l’inverse de la
SCM sont ainsi totalement opérationnels même à faible nombre de données secondaires. En effet, siK est
inférieur à la taille des données secondaires comme ce peut être le cas dans certaines applications radar,
alors la SCM n’est plus inversible mais il est toujours possible d’estimer le projecteur. Le filtre adaptatif
rang faible et le détecteur LR-ANMF (Low Rank Adaptive Normalized Matched Filter) résultants ne
sont donc plus optimaux, portant atteinte aux performances de filtrage, de détection et de localisation. Un
challenge important est alors de pouvoir caractériser ces performances ainsi que les pertes engendrées par
ces traitements adaptatifs en fonction des paramètres du système. Pour cela, aujourd’hui il n’est possible
que de les caractériser de manière asymptotique étant donné la difficulté de traiter la distribution d’un
projecteur estimé. Les traitements, fonction de la SCM ont déjà été largement étudiés et ont mené à de très
nombreux travaux en filtrage [Reed et al., 1974] et détection [Kelly, 1986,Robey et al., 1992,Kraut et al.,
2001, Besson and Scharf, 2006]) et il est d’ores et déjà connu que pour assurer de bonnes performances
(comme une perte de 3dB en RSB par rapport au RSB optimal [Reed et al., 1974]), les traitements
adaptatifs, fonctions du projecteur estimé, nécessitent moins de données secondaires d’estimation (K =
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2r [Kirstein and Tufts, 1994, Haimovich, 1997]) que les traitements, fonctions de la SCM (K = 2m où
m est la taille des données).
De plus, comme dans de nombreuses applications telles que les traitements MIMO de télécommuni-
cations ou le radar MIMO-STAP (pour Multiple Input Multiple Output Space Time Adaptive Processing),
la taille des données à traiter grandit par définition (e.g. par un plus grand nombre de capteurs de l’antenne
globale). Puis, lorsque l’on considère un traitement spatio-temporel comme le STAP ou MIMO-STAP,
une dimension temporelle est aussi ajoutée traitant la partie Doppler des signaux d’intérêt et entrainant à
son tour une augmentation de la taille des données. Par conséquent, les estimateurs définis traditionnel-
lement parviennent-ils encore à estimer convenablement les quantités étudiées et leurs comportements
peuvent-ils encore être caractérisés de manière traditionnelle, i.e. lorsque seul K augmente à taille des
données m fixe ?
On sait que quand la taille m grandit, la théorie des matrices aléatoires (RMT pour Random Matrix
Theory) peut être très utile. En effet, ces dernières années, beaucoup de travaux ont été effectués pour
déterminer les performances de quantités non fonction de projecteurs [Hachem et al., 2008, Kammoun
et al., 2009, Benaych-Georges and Nadakuditi, 2011, Couillet et al., 2013]. Cependant, certaines quanti-
tés comme des formes quadratiques (FQ) et fonction du projecteur estimé ont aussi nourris de nombreux
travaux en RMT. Ainsi les outils de RMT ont été utilisés en traitement d’antenne afin d’améliorer l’al-
gorithme MUSIC [Mestre and Lagunas, 2008, Couillet et al., 2014] grâce à l’étude du comportement
spectral asymptotique de la SCM pour différents modèles de SCM. De nombreux travaux ont aussi traité
de la convergence asymptotique de ces FQs fonction de projecteurs [Mestre, 2006,Mestre, 2008a,Mestre
and Lagunas, 2008, Couillet and Hachem, 2013, Hachem et al., 2013, Vallet et al., 2011b, Vallet et al.,
2011a] ou de leur distribution asymptotique [Vallet et al., 2012a]. Il est ainsi reconnu que la RMT en
grandes dimensions permet de caractériser les performances de quantités aléatoires de façon beaucoup
plus précise. En effet, cette théorie permettant de connaitre de manière précise la distribution spectrale
des matrices aléatoires (comme la SCM), il est possible de déterminer leur comportement statistique. Les
outils apportés par ce domaine sont donc très appréciés, bien que parfois difficiles à manipuler. De nom-
breuses études ont ainsi été traitées sous le regard neuf des matrices aléatoires en grandes dimensions
comme en physique [Mehta, 2004,Dyson, 1962], en finance [Laloux et al., 2000], en biologie évolution-
niste [Arnold et al., 1994] ou encore en télécommunication sans fil [Tse and Hanly, 1999]. Cependant,
très peu d’études dans le régime en grandes dimensions concernent le filtrage et la détection adaptative
en rang faible connu et où le projecteur est estimé à partir de la SCM. Seul le filtrage adaptatif non
rang faible et donc fonction de la matrice de covariance estimée avait été étudié. [Mestre and Lagunas,
2006] s’était intéressé à la perte en RSB asymptotique du filtre adaptatif non rang faible et [Tang et al.,
2013, Rubio et al., 2012a, Rubio et al., 2012b, Yu et al., 2013] avaient également étudié la perte en RSB
asymptotique du filtre adaptatif non rang faible mais quand la SCM est respectivement régularisée et/ou
normalisée. Aucune étude provenant de la RMT ne porte non plus, à ma connaissance, sur le détecteur
LR-ANMF.
Il est alors important de pouvoir caractériser les performances des filtres et détecteurs adaptatifs
lorsque la taille des données grandit en fonction des paramètres du système en termes de biais, perte
en RSB, probabilité de fausse alarme ou encore probabilité de détection. L’utilisation de la théorie des
matrices aléatoires en grandes dimensions est de ce fait une théorie attractive permettant d’étudier les
quantités fonction de la SCM ou des projecteurs estimés dans le régime en grandes dimensions, c’est-
à-dire lorsque la taille des données et le nombre de données secondaires tendent vers l’infini à ratio c
strictement positif constant.
On propose donc premièrement dans cette thèse de recalculer les performances des filtres et détec-
teurs adaptatifs dans le régime en grandes dimension en utilisant la RMT. Concernant la perte en RSB
due au filtrage en contexte gaussien rang faible, quelques travaux se sont intéressés au filtrage adaptatif
rang faible. [Haimovich, 1996,Haimovich, 1997,Ginolhac et al., 2013] se sont intéressés, respectivement
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à la densité de probabilité de la perte en RSB due au filtrage adaptatif rang faible et à son moment d’ordre
1. Ces résultats ont cependant été obtenus en supposant le bruit rang faible orthogonal au signal d’intérêt,
hypothèse contraignante non vérifiée dans tous les cas et voire parfois grossière. Toutefois, [Haimovich,
1996, Haimovich, 1997] ont obtenu sa densité de probabilité pour une forte puissance du bruit rang
faible comparée à celle du bruit blanc. Puis, [Ginolhac et al., 2013] a proposé une approximation de
son espérance dans les conditions énoncées précédemment en contexte gaussien mais aussi en contexte
SIRV [Yao, 1973] (Spherically Invariant Random Vector) pour la SCM et la SCM normalisée. Toutefois,
ces travaux obtiennent une approximation fonction du nombre de données d’estimation de la matrice
de covariance. De ce fait, bien que l’on sache qu’il existe des paramètres du signal d’intérêt (comme
l’angle d’arrivée) pour lesquels on observe un décrochement de performances, cette approximation ne
permet pas de la prédire. Relaxant l’hypothèse contraignante amenant à ce résultat et utilisant la RMT,
on propose donc une quantité qui serait capable de prédire ce décrochage.
Puis, on s’intéressera aussi aux performances du détecteur LR-ANMF de manière théorique. Ce
détecteur a été très peu étudié théoriquement contrairement à son homologue non adaptatif (le détecteur
LR-NMF) [Rangaswamy et al., 2004, Anitori et al., 2008] ou non rang faible (les détecteurs NMF et
ANMF) [Kraut et al., 2001, Michels et al., 2000, Robey et al., 1992]. Seuls [Asendorf and Nadakuditi,
2013,Nadakuditi and Silverstein, 2010,Anitori et al., 2008] s’étaient penchés sur le détecteur LR-ANMF
mais avec l’hypothèse d’un rang inconnu pour les premiers et avec des calculs encore à un stade peu
avancé pour le dernier. On propose alors en utilisant la RMT des performances théoriques approchées,
approximant et prédisant bien celles du détecteur LR-ANMF.
Enfin, cette thèse propose dans un second lieu de se servir des outils de RMT pour construire de
nouveaux filtres et détecteurs adaptatifs rang faible visant à améliorer les performances de filtrage et de
détection ou à mieux estimer les quantités non adaptatives lorsque la taille des données grandit. Enfin,
cette thèse propose aussi d’appliquer les résultats aux applications STAP et MIMO-STAP.
Ce travail de thèse consiste donc à étudier et caractériser les performances de filtres et détecteurs
adaptatifs rang faible (LR pour Low Rank) pour le traitement d’antenne en utilisant la théorie des matrices
aléatoires en grandes dimensions et plus spécifiquement les deux modèles de matrice de covariance les
plus courants en RMT : le modèle « G-MUSIC » utilisé dans [Mestre, 2008a] et le modèle spiked introduit
par [Johnstone, 2001].
Le manuscrit est organisé comme suit. Après avoir présenté l’état de l’art dans le chapitre 1, la
démarche de l’étude a consisté dans un premier temps à calculer puis valider dans le chapitre 2 les
performances/comportements asymptotiques des filtres adaptatifs dans le régime en grandes dimensions
afin de pouvoir connaître et prédire leur comportement. Ainsi, le biais asymptotique du signal filtré non
rang faible a été calculé. Puis, le biais asymptotique du signal filtré en LR a été établi de la même manière.
Ensuite, les performances du filtre adaptatif LR ont été caractérisées grâce au biais asymptotique de la
perte en RSB. Enfin, les résultats ont été validés par une application brouillage simple et ont permis de
mettre en évidence l’apport de la RMT en grandes dimensions en terme de prédiction de performance.
Dans un deuxième temps, dans le chapitre 3, les performances/comportements asymptotiques des
détecteurs adaptatifs ont été déterminées dans le régime en grandes dimensions afin de pouvoir connaître
et prédire leur comportement. De la même manière, le biais asymptotique du détecteur ANMF a été
calculé. Puis, le biais asymptotique du détecteur LR-ANMF a été établi. Ensuite, afin de pouvoir calculer
les performances du détecteur LR-ANMF, nous avons déterminé sa loi asymptotique dans le régime en
grandes dimensions. Grâce à cette loi, nous avons caractérisé les performances de détection du détecteur
LR-ANMF par le calcul des probabilités de fausse alarme et probabilités de détection associées à cette
loi. Enfin, les résultats ont été validés par une application brouillage simple et ont permis de mettre en
évidence l’apport de la RMT en grandes dimensions et l’influence des différences entre les modèles
« G-MUSIC » et spiked sur les performances de détection.
3
Introduction
Dans un troisième temps, dans le chapitre 4, les performances de détection et de filtrage ont cherché
à être améliorées par rapport à celles du filtre LR adaptatif classique et du détecteur LR-ANMF en
calculant et validant les performances/comportements à m et K fixés de nouveaux filtres et détecteurs
LR adaptatifs. Ces nouveaux filtres et détecteurs ont été construits afin d’estimer de manière non biaisée
dans le régime en grandes dimensions les filtres et détecteurs LR non adaptatifs. Pour cela, on a proposé
de nouveaux filtres et détecteurs LR adaptatifs consistants dans le régime en grandes dimensions en
se référant aux estimateurs G-MUSIC [Mestre, 2008a] et Spike MUSIC [Couillet and Hachem, 2013,
Hachem et al., 2013]. Puis nous avons calculé les performances des nouveaux détecteurs LR adaptatifs
en estimant les probabilités de fausse alarme et probabilités de détection qui leur sont associés. Ensuite,
nous avons calculé les performances du nouveau filtre LR adaptatif avec le modèle spiked en déterminant
la perte en RSB qui lui est associée et sa convergence dans le régime en grandes dimensions. Enfin, nous
avons validé les résultats par une application brouillage simple qui permettra de mettre en évidence
l’apport des RMT en grandes dimensions et l’influence des différences entre les modèles « G-MUSIC »
et spiked sur les performances.
Enfin, l’étude se fini dans le chapitre 5 sur la mise en pratique des résultats précédemment obtenus
sur les applications STAP et MIMO-STAP. Pour cela, ce chapitre présente donc plus en détails les appli-
cations visées ainsi que les paramètres de simulation. Grâce à ces derniers nous avons vérifié la validité
de la condition de séparation liée aux modèles « G-MUSIC » et spiked. On visualise ensuite le compor-
tement des filtres adaptatifs LR sur les deux applications et nous nous sommes intéressés aux détecteurs
adaptatifs LR. Enfin, le chapitre discute plus en détails les résultats obtenus.
Le dernier chapitre présente finalement les conclusions et perspectives de cette étude.
4
1
Etat de l’art
Ce chapitre résume et définit les notions de bases de détection, de filtrage et de la théorie des matrices
aléatoires en grandes dimensions nécessaires à la compréhension de ce mémoire. Il introduit aussi la
problématique liée aux applications STAP et MIMO-STAP ainsi que la raison du choix de la théorie des
matrices aléatoires en grandes dimensions pour l’étude des détecteurs et filtres présentés dans ce chapitre.
1.1 Contexte
Le contexte de cette thèse est la détection d’un signal d’intérêt d grâce à un système actif. Plus pré-
cisément un émetteur (qui sera ici un radar aéroporté) envoie une onde électromagnétique et mesure la
réponse de l’environnement (cf. Fig.1.1). Si on prend par exemple l’application de détection d’un véhi-
cule en mouvement, comme sur la figure ci-dessous, il s’agira de détecter d dans le vecteur d’observation
x noyé dans le bruit b composé dans cet exemple de la réponse du sol c et du bruit n (thermique, élec-
tronique ou encore bruit de capteur). D’autres formes de perturbations non prises en compte dans ce
manuscrit peuvent être et sont généralement présentes comme d’autres véhicules, les interférences élec-
tromagnétiques diverses ou des brouilleurs tentant d’empêcher la détection de d.
FIGURE 1.1 – Schéma de fonctionnement simplifié.
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On s’intéressera plus précisément à l’étude et l’amélioration des processus de filtrage et de détection
de sources grâce à des données reçues par un système monostatique.
1.2 Modèle et motivations
1.2.1 Modèle
1.2.1.1 Modèle théorique
Le vecteur d’observation peut alors être écrit de la façon suivante :
x = d+ c+ n ∈ Cm×1 (1.1)
où d = αa(Θd) est le signal d’intérêt, α est un paramètre complexe inconnu déterministe contenant
la puissance du signal d’intérêt, a(Θ) le vecteur directionnel de norme 1 dont la structure est supposée
connue et Θd est un vecteur déterministe inconnu contenant les paramètres du signal d’intérêt (e.g. sa
localisation, sa vitesse, son angle d’arrivée (AoA), etc.). Le bruit additif b = c + n pourra être alors
considéré de plusieurs façons :
• soit comme un bruit b de matrice de covariance de rang plein R (noté cas FR pour Full Rank) ;
• soit comme étant la somme d’un bruit c de matrice de covariance αcC de rang faible (i.e. très
inférieur à la taille des données), où αc est la puissance de bruit rang faible, et d’un bruit blanc
additif gaussien n (cas noté LR pour Low Rank).
Définition 1.1 Matrice de covariance
La matrice de covariance d’un vecteur complexe z ∈ Cm×1 est définie comme E[zzH ] ∈ Cm×m.
Les traitements utilisés, suivant le bruit b considéré, seront alors différents. Enfin, dans le cadre de cette
thèse, les différents bruits seront considérés comme gaussiens complexes et de moyenne nulle. On aura
alors, pour le cas d’un bruit b Full Rank :
FR : b ∈ Cm×1 ∼ CN (0,R) (1.2)
et dans le cas d’un bruit b = c+ n comprenant un bruit de rang faible c :
LR : b ∈ Cm×1 ∼ CN (0,R = αcC + σ2Im) (1.3)
où n ∈ Cm×1 ∼ CN (0, σ2Im) est le bruit blanc additif gaussien (AWGN pour Additive White Gaussian
Noise) de puissance σ2 et c ∼ CN (0, αcC) est le bruit rang faible avec αc la puissance du bruit LR. Par
conséquent, le rang
rg (C) = r  m (1.4)
et sera ici supposé connu. On peut alors écrire la décomposition en valeurs propres de C comme suit :
C =
r∑
i=1
γiuiu
H
i (1.5)
où γi et ui, i ∈ [[1; r]] sont respectivement les valeurs propres non nulles et les vecteurs propres associés
de C. R se décompose alors comme
R =
m∑
i=1
λiuiu
H
i (1.6)
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où λi et ui, i ∈ [[1,m]] sont respectivement les valeurs propres et les vecteurs propres de R avec, suivant
le cas : {
FR : λ1 ≥ · · · ≥ λm
LR : λ1 = αcγ1 + σ2 > · · · > λr = αcγr + σ2 > λr+1 = · · · = λm = σ2
(1.7)
Dans le cas LR, la littérature a montré que la meilleure approximation de rang r de l’inverse de la
matrice de covariance est Im−Πc d’après le théorème d’Eckart-Young [Kirstein and Tufts, 1994], dans
le cas d’un bruit LR où la puissance de la partie LR est forte comparée au bruit blanc et où Πc est le
projecteur sur le sous-espace bruit LR. Il est vrai, que cela entraîne une perte mais nous verrons par la
suite son intérêt. On définit donc le projecteur sur le sous-espace bruit rang faible Πc et le projecteur sur
le sous-espace orthogonal au sous-espace du bruit rang faible Π⊥c :{
Πc =
∑r
i=1 uiu
H
i
Π⊥c = Im −Πc =
∑m
i=r+1 uiu
H
i
(1.8)
1.2.1.2 Estimation de la matrice de covariance et des projecteurs
Cependant, en pratique, la matrice de covariance R et par conséquent les projecteurs ne sont pas
connus. On utilise donc un estimateur de ces quantités. Plusieurs estimateurs existent et sont notamment
caractérisés par les propriétés suivantes. Ces définitions seront valables pour tous les estimateurs définis
dans ce document.
Définition 1.2 Biais de l’estimateur θˆ de θ
Soit une quantité θ estimée par l’estimateur θˆ. Le biais B(θˆ) de l’estimateur θˆ de θ est alors défini
de la façon suivante :
B(θˆ) = E[θˆ]− θ (1.9)
Lorsque B(θˆ) = 0, l’estimateur θˆ est appelé estimateur non biaisé de θ.
Définition 1.3 Consistance de l’estimateur θˆ de θ
Un estimateur θˆ de θ est dit consistant s’il converge en probabilité vers θ dans le régime asymptotique
considéré :
‖θˆ − θ‖ P→ 0 (1.10)
où P désigne la probabilité et ‖.‖ une norme quelconque. De tels estimateurs sont convergents et asymp-
totiquement non biaisés.
Dans le cas où les données reçues sont considérées gaussiennes, comme dans ce document, les
Estimateurs optimaux au sens de Maximum de Vraisemblance ou Estimateurs du Maximum de Vrai-
semblance (EMV) sont aisément calculables. Plus particulièrement, pour des données complexes gaus-
siennes, l’EMV de la matrice de covariance correspond à la Sample Covariance Matrix (SCM). Cette
dernière s’obtient à partir de K données secondaires iid (indépendantes et identiquement distribuées)
xk = ck + nk, k ∈ [[1,K]] et peut être écrite comme :
Rˆ =
1
K
K∑
k=1
xkx
H
k =
m∑
i=1
λˆiuˆiuˆ
H
i (1.11)
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où λˆi et uˆi sont respectivement les valeurs propres et les vecteurs propres de la SCM avec λˆ1 > λˆ2 >
· · · > λˆm et les données secondaires suivent la loi :{
FR : xk = bk ∈ Cm×1 ∼ CN (0,R)
LR : xk = ck + nk ∈ Cm×1 ∼ CN (0,R = αcC + σ2Im)
(1.12)
où, dans le cas LR, ck ∼ CN (0, αcC) et nk ∼ CN (0, σ2Im). La SCM est non biaisée et consistante.
Cependant, dans le cas de données non gaussiennes ou comportant un certain nombre de données aty-
piques, l’EMV correspondra à d’autres estimateurs et on pourra aussi utiliser des estimateurs n’étant pas
des EMV comme la Normalized SCM (NSCM) [Conte and Ricci, 1994] ou le Fixed Point Estimator
(FPE) [Pascal et al., 2008, Tyler, 1987] mais s’en rapprochant quand même.
De même, l’EMV du projecteur diffère suivant le choix de la distribution des données. Pour des don-
nées gaussiennes, l’EMV correspond à l’estimateur traditionnellement utilisé à partir de la SCM suivant :{
Πˆc =
∑r
i=1 uˆiuˆ
H
i
Πˆ⊥c = Im − Πˆc =
∑m
i=r+1 uˆiuˆ
H
i ,
(1.13)
De plus, dans le cas LR, la littérature a montré qu’il est profitable d’utiliser la structure rang faible
du bruit grâce au sous-espace correspondant ainsi que son complémentaire. En effet, les processus de
traitement du vecteur d’observation visant à le filtrer et à détecter le signal d’intérêt sont fonction de
l’inverse de la matrice de covariance R (de rang faible en LR) du bruit, pouvant être approximée par le
projecteur sur le sous-espace bruit blanc (sous-espace orthogonal au sous-espace du bruit rang faible)
pour un bruit c de forte puissance comparée à σ2. Les performances des processus à -3dB sont alors
équivalentes pour un nombre K de données d’estimation bien inférieur : 2r au lieu de 2m [Kirstein and
Tufts, 1994, Haimovich, 1997].
Cependant, pour des données non gaussiennes ou comportant un certain nombre de données atypiques,
la SCM et les projecteurs ne partagent plus les même vecteurs propres. Il est alors courant d’utiliser
l’équation précédente avec les vecteurs propres de l’EMV de la matrice de covariance correspondant aux
données ou les vecteurs propres d’une matrice construite indépendamment de la matrice de covariance
estimée et partageant les mêmes vecteurs propres [Besson et al., 2011, Raghavan, 2012, Breloy et al.,
2015].
1.2.2 Motivations
On se place dans un contexte de détection. Le principe est alors de détecter un signal d’intérêt d
éventuel noyé dans du bruit b dans un vecteur d’observation x. Cependant, la plupart des applications
passent d’abord par d’autres étapes avant la détection. On met en forme éventuellement les signaux reçus
par le récepteur, puis on filtre les données pour enfin détecter un éventuel signal d’intérêt. Cette chaîne
est symbolisée en Fig.1.2.
FIGURE 1.2 – Schéma de fonctionnement simplifié d’un récepteur.
La partie de mise en forme du signal arrange les signaux brut reçus en généralement un vecteur d’ob-
servation aisément manipulable. Par exemple, dans des applications spatio-temporelles MIMO (Multiple
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Input Multiple Output), le récepteur recevra la somme des réponses de chaque émetteur et il s’agira de
pouvoir différentier à chaque instant la réponse associée à un émetteur.
L’étape suivante consiste à filtrer le vecteur d’observation x par un filtre noté w afin de blanchir
le bruit additif b sans atténuer l’éventuel signal d’intérêt d pour ensuite améliorer les performances de
détection du détecteur. Le signal filtré sera noté p.
Enfin, le signal filtré est analysé via un détecteur Λ(p). Celui-ci décide en fonction d’un seuil s si le
signal d’intérêt est présent ou non dans le vecteur d’observation. Suivant le détecteur et le filtre utilisés,
les performances de détection varient, l’intérêt étant d’avoir un seuil permettant de maximiser la proba-
bilité de détection pour une probabilité de fausse alarme fixée. Ces aspects seront détaillés plus tard dans
ce chapitre.
1.3 Filtrage en milieu gaussien
1.3.1 Définition du problème
En premier lieu, on filtre le signal reçu x afin de le blanchir au mieux sans dégrader la réponse
éventuelle du signal d’intérêt d (typiquement une cible comme un avion en traitement radar). Afin de
déterminer le filtre optimal à appliquer aux observations, on considèrera le cas où le vecteur d’observation
comporte le signal d’intérêt :
x = d+ b (1.14)
Le filtre optimal w ∈ Cm×1 est alors défini comme le filtre maximisant le Rapport Signal plus
Interférence à Bruit (RSIB ou SINR) à la sortie du filtre. Soit alors le signal en sortie du filtre :
p = wHx = wHd+wHb (1.15)
et le SINR en sortie du filtre :
SINRout =
E[|wHd|2]
E[|wHb|2] =
|wHd|2
wHE[bbH ]w
(1.16)
=
|wHd|2
wHRw
(1.17)
Le filtre optimal est alors défini de la façon suivante [Ward, 1994] :
wopt = Argmax
w∈Cm×1
(SINRout) (1.18)
et le SINR maximum comme :
SINRmax = SINRout|w=wopt (1.19)
1.3.2 Rapport signal à bruit en entrée
Le signal à détecter s’écrivant d = αa(Θd) où a(Θd) est le vecteur directionnel de norme 1 et le
bruit b étant de puissance σ2, on définit le SNR (rapport signal à bruit) en entrée de la façon suivante :
SNR =
α2
σ2
(1.20)
Cette formulation a été choisie afin de respecter les notations et principes de la théorie des matrices
aléatoires. En effet, la manière traditionnelle d’écrire d est d = α˜p(Θd) où p(Θd) est un vecteur
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directionnel non normalisé et donc de norme m. Alors, le signal à détecter s’écrit d = α˜p(Θd) =
α˜
√
ma(Θd) et le SNR traditionnel :
SNR(t) =
α˜2
σ2
(1.21)
On a donc α = α˜
√
m et
SNR =
α2
σ2
=
mα˜2
σ2
(1.22)
= m× SNR(t) (1.23)
De ce fait,
SNR
(t)
dB = SNRdB − 10 log10(m) (1.24)
Afin d’illustrer cette relation, visualisons par exemple en Fig.1.3 la probabilité de détection des détecteurs
NMF et ANMF définis plus tard en fonction de SNRdB (à gauche) et de SNR
(t)
dB (à droite). Les courbes
de gauche et de droite sont donc bien identique, à un décalage de 10 log10(m) de l’axe des abscisses
près, dû à la relation (1.24).
(a) (b)
FIGURE 1.3 – Probabilité de détection de différents détecteurs avecm = 100 en fonction de : (a) SNRdB,
(b) SNR(t)dB .
1.3.3 Définition des mesures de performance d’un filtre
Une fois le filtre (optimal ou non) déterminé, il est important de caractériser ses performances de
filtrage et ainsi le comparer à d’autres filtres. Les mesures de performance se classent en deux catégo-
ries : les performances traditionnellement utilisées pour un estimateur et les mesures de performance
spécifiques au filtrage.
Les filtres utilisés étant estimés lorsque la matrice de covariance du bruit est inconnue, les mesures
de performance classiques d’estimateurs peuvent être utilisées, comme le biais, la consistance, la loi
asymptotique ou non, la vitesse de convergence, etc. En filtrage, seuls le biais et la convergence seront
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considérés ici.
Les mesures de performance traditionnelles étant d’une lecture et interprétation opérationnelle dé-
licate et ne permettant pas de caractériser pleinement les filtres, d’autres mesures ont été introduites.
Définition 1.4 Perte en RSIB ou SINR Loss
Soit un filtre w. Alors le SINR loss est défini comme la perte en SINR causée par le filtre, i.e. le
rapport entre le SINR en sortie du filtre et le SINR maximum possible :
ρ =
SINRout
SINRmax
∈ [0; 1] (1.25)
Si le filtre w est le filtre optimal, alors ρ = 1.
Cette valeur est donc la valeur optimale à atteindre lorsque l’on définit un nouveau filtre. Dans le cas
de comparaison de performances, plus le SINR loss sera proche de 1, plus les performances de filtrage
seront bonnes. De manière plus concrète, le SINR loss mesure la perte en RSB causée par le fait d’uti-
liser un autre traitement que le traitement idéal FR, celui où la matrice de covariance est connue. Le
SINR loss se trace traditionnellement en fonction des paramètres Θ caractéristiques du signal utile pour
vérifier/mesurer les performances de filtrage pour n’importe quelle valeur de Θ. Cependant, tracer cette
quantité en fonction d’autres paramètres, comme la dimension m ou le nombre K de données secon-
daires, donnent d’autres informations dont la connaissance peut permettre l’amélioration des filtres ou le
construction d’expérimentations suivant un cahier des charges.
Cependant, lorsque le SINR loss est associé à un filtre adaptatif, celui-ci sera alors fonction des
données secondaires. L’étude du comportement du filtre est alors dépendante de la mesure/simulation
de données secondaires. Ainsi, afin de ne plus dépendre de simulation, on aimerait prédire et connaître
théoriquement le comportement des filtres en connaissant par exemple sa moyenne ou sa convergence.
Les performances classiques d’estimateurs restent alors primordiales.
Puis, on définit une autre mesure de performance, l’improvement factor [Klemm, 1998], pouvant être
appelé SINR loss dans la littérature et mesurant la perte en RSB comparée au cas idéal où le bruit n’est
composé que d’un bruit de matrice de covariance connue σ2Im.
Définition 1.5 Improvement Factor IF [Klemm, 1998]
Soit un filtrew ∝ Bd et B la matrice dite de blanchiment. Alors l’Imptovement Factor IF est défini
comme la perte causée par le filtre par rapport au cas idéal où le bruit n’est composé que d’un bruit
de matrice de covariance connue σ2Im, i.e. le SNR traditionnel en sortie du filtre w ∝ Bd sur le SNR
traditionnel maximum possible en sortie du filtre w ∝ σ2Imd quand le bruit n’est composé que d’un
bruit de matrice de covariance connue σ2Im :
IF (B) =
SNR
(t)
out,max
SNR
(t)
max
=
α˜pH(Θd)Bp(Θd)
α˜pH(Θd)(σ2Im)−1p(Θd)
(1.26)
= σ2aH(Θd)Ba(Θd) (1.27)
Le cas le plus courant est B = R−1, lorsque la matrice de covariance du bruit b quelconque est connue.
Alors, IF (R−1) = σ2aH(Θd)R−1a(Θd).
Enfin, on défini la dernière mesure de performance : le paramètre du signal d’intérêt minimal détectable,
comme l’angle d’arrivée ou la vitesse.
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Définition 1.6 Paramètre minimal détectable
Soit un filtre w ∝ Bd et B la matrice dite de blanchiment. Alors, le paramètre minimal détectable
est défini comme le paramètre de la cible de Θd étant, sur la courbe de IF (B)dB en fonction de ce
paramètre (cf. Fig.1.4), l’argument de :
IF (B)max,dB − 5dB (1.28)
FIGURE 1.4 – Lien entre l’improvement factor et le paramètre minimal détectable.
1.3.4 Filtres non adaptatifs
Tout d’abord, le filtre optimal maximisant le SINR est défini de la façon suivante [Ward, 1994] :
wopt = Argmax
w∈Cm×1
(SINRout) (1.29)
∝ R−1d (1.30)
et la valeur du SINR à la sortie du filtre est SINRout = dHR−1d qui est le SINR maximum que l’on
peut atteindre. Le filtre étant le filtre optimal, on a SINRout = SINRmax et le SINR loss vaut alors 1.
Dans le cas d’un bruit LR où la puissance de la partie LR est forte comparée au bruit blanc n, Π⊥c est
la meilleure approximation de rang r de R−1. Les traitements obtenus sont ainsi haute-résolution [Schmidt,
1986]. Le filtre optimal LR est alors défini par [Kirstein and Tufts, 1994, Haimovich, 1997] :
wLR = Π
⊥
c d (1.31)
Le SINR loss s’écrit alors de la façon suivante (SINRmax = dHR−1d) :
ρLR =
|wHLRd|2
(wHLRRwLR)(d
HR−1d)
(1.32)
=
|dHΠ⊥c d|2
(dHΠ⊥c RΠ⊥c d)(dHR−1d)
< 1 (1.33)
et l’improvement factor :
IF (Π⊥c ) = σ
2aH(Θd)Π
⊥
c a(Θd) (1.34)
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De ce fait, avec σ2 = 1 :
ρLR =
IF 2(Π⊥c )
(aHΠ⊥c RΠ⊥c a)(aHR−1a)
(1.35)
⇔ ρLR,dB = 2IF (Π⊥c )dB − 10 log10((aHΠ⊥c RΠ⊥c a)(aHR−1a)) (1.36)
1.3.5 Filtres adaptatifs
Les filtres présentés précédemment supposent la matrice de covariance du bruit connue, ce qui n’est
généralement pas le cas en pratique. On l’estime donc grâce à la SCM, calculée à partir des K données
secondaires, estimateur optimal au sens du maximum de vraisemblance en milieu gaussien. Les traite-
ments ainsi construits sont dit adaptatifs.
Le filtre optimal estimé ou filtre adaptatif (sous-optimal) est défini comme :
wˆ = Rˆ−1d (1.37)
Et on peut écrire le SINR loss associé :
ρˆ =
|wˆHd|2
(wˆHRwˆ)(dHR−1d)
(1.38)
=
|dHRˆ−1d|2
(dHRˆ−1RRˆ−1d)(dHR−1d)
(1.39)
Ce dernier étant alors fonction de Rˆ et donc des K données secondaires, [Reed et al., 1974] a déterminé
sa densité de probabilité à nombre de données secondaires K fixé et ainsi ses moments d’ordre 1 et 2 :
ρˆ ∼ f(ρ) = K!
(m− 2)!(K + 1−m)! (1− ρ)
m−2ρK+1−m (1.40)
E[ρˆ] =
K + 2−m
K + 1
(1.41)
E[ρˆ2] =
(K + 2−m)(K + 3−m)
(K + 1)(K + 2)
(1.42)
Puis, l’improvement factor s’écrit :
IF (Rˆ−1) = σ2aH(Θd)Rˆ−1a(Θd) (1.43)
De ce fait, avec σ2 = 1 :
ρˆ =
IF 2(Rˆ−1)
(aHRˆ−1RRˆ−1a)(aHR−1a)
(1.44)
⇔ ρˆdB = 2IF (Rˆ−1)dB − 10 log10((aHRˆ−1RRˆ−1a)(aHR−1a)) (1.45)
De même, dans le cadre d’un bruit LR, le filtre adaptatif LR (sous-optimal) est :
wˆLR = Πˆ
⊥
c d (1.46)
Ce filtre a ainsi un autre avantage que celui d’être adapté à un bruit LR. En effet, si le nombre K est
inférieur à la taille des données m, Rˆ n’est plus inversible et le filtre adaptatif non LR ne peut plus
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être utilisé contrairement au filtre adaptatif LR. En effet, Πˆ⊥c peut toujours être estimé dans ce cas là.
Finalement, le SINR loss correspondant au filtre adaptatif LR est défini comme :
ρˆLR =
|wˆHLRd|2
(wˆHLRRwˆLR)(d
HR−1d)
(1.47)
=
|dHΠˆ⊥c d|2
(dHΠˆ⊥c RΠˆ⊥c d)(dHR−1d)
(1.48)
Dans ce cadre là, plusieurs travaux ont été réalisés sur le SINR loss en contexte gaussien LR [Haimovich,
1996, Haimovich, 1997, Ginolhac et al., 2013] qui se sont intéressés, pour le premier, à la densité de
probabilité de ρˆLR et, pour le deuxième, à son moment d’ordre 1. Ces résultats ont cependant été obtenus
en supposant le bruit LR orthogonal au signal d’intérêt, hypothèse non vérifiée dans tous les cas et même
parfois grossière. Toutefois, [Haimovich, 1996, Haimovich, 1997] a obtenu la densité de probabilité de
ρˆLR pour une forte puissance de c comparée à celle de n. Puis, [Ginolhac et al., 2013] a dérivé une
approximation de E[ρˆLR] dans les conditions énoncées précédemment en contexte gaussien mais aussi
en contexte SIRV [Yao, 1973] (Spherically Invariant Random Vector) pour la SCM et la NSCM. Pour
résumer, en contexte gaussien et en considérant les approximations précédentes, on a :
ρˆLR ∼ f(ρ) ' K
reK
Γ(r)
e−K/ρ(1− ρ)r−1ρ−(r+1) (1.49)
E[ρˆLR] ' 1− r
K
(1.50)
Un des intérêts du filtre LR adaptatif est de ne nécessiter que K = 2r données secondaires pour une
perte de 3dB en RSB par rapport au RSB optimal [Reed et al., 1974,Kirstein and Tufts, 1994,Haimovich,
1997] au lieu deK = 2m avec le filtre adaptatif non LR pour des performances équivalentes. De plus, on
observe alors que bien que ces statistiques soient dépendantes de r etK, elles sont, de fait, indépendantes
des paramètres du signal d’intérêt et de la puissance du bruit c. C’est pourquoi, le chapitre 2 sera dédié
à l’obtention des statistiques dépendant aussi de ces paramètres en relaxant premièrement l’hypothèse
d’orthogonalité de d et du bruit LR. Puis, l’improvement factor s’écrit :
IF (Πˆ⊥c ) = σ
2aH(Θd)Πˆ
⊥
c a(Θd) (1.51)
De ce fait, avec σ2 = 1 :
ρˆLR =
IF 2(Πˆ⊥c )
(aHΠˆ⊥c RΠˆ⊥c a)(aHR−1a)
(1.52)
⇔ ρˆLR,dB = 2IF (Πˆ⊥c )dB − 10 log10((aHΠˆ⊥c RΠˆ⊥c a)(aHR−1a)) (1.53)
1.3.6 Interprétation du SINR loss
Il est important de noter que le SINR loss peut servir à plusieurs modes d’interprétation. Première-
ment, nous pouvons chercher une expression de SINR loss théorique comme ρ ou ρLR caractérisant au
mieux le SINR loss d’un filtre adaptatif comme ρˆ ou ρˆLR. De ce fait, on cherchera à ce que la courbe
du SINR loss théorique déterministe soit la plus proche possible de celle du SINR loss du filtre adaptatif
dont on veut prédire/connaître les performances théoriques.
Cependant, le SINR loss peut être aussi tout simplement vu comme ce pour quoi il a été défini, un
moyen de calculer les pertes dues au fait d’utiliser un filtre plutôt que le filtre optimal. Dans ce cadre,
on cherche à ce définir/construire des filtres pour lesquels les pertes dues au filtrage sont les plus faibles
possible et idéalement que ses performances atteignent celles du filtre optimal. Alors, on voudra un SINR
loss le plus proche de celui du filtre optimal, c’est-à-dire 1 quelque soient les paramètres du système.
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1.4 Détection en milieu gaussien
1.4.1 Définition du problème
On s’intéresse dans cette section à la détection d’un éventuel signal d’intérêt d noyé dans du bruit b
supposé gaussien dans un vecteur d’observation x.
1.4.1.1 Détection non adaptative
Après filtrage, le problème revient alors à résoudre le test binaire d’hypothèses suivant :{ H0 : p = wHx = b0
H1 : p = wHx = d0 + b0 (1.54)
où H0 (resp. H1) est l’hypothèse sans (resp. avec) signal d’intérêt et w le filtre approprié au bruit b
considéré LR ou FR. Dans tous les cas, le filtre ou le signal filtré sera optimal lorsque les paramètres
sous test Θ seront égaux à ceux du signal d’intérêt. Dans ce cas, le détecteur utilisé sera maximal tout en
ayant une réponse du bruit minimale. Cependant ce test d’hypothèses restera équivalent à traiter le test
d’hypothèses binaire suivant : { H0 : x = b
H1 : x = d+ b (1.55)
On distinguera alors le cas où la matrice de covariance R du bruit est totalement connue du cas où
elle est connue à un facteur de puissance près :
R = s2M (1.56)
où M est une matrice hermitienne positive connue et s2 un facteur de puissance inconnu. Ces deux cas
amèneront à différentes formes de détecteurs. On parle de détection non adaptative car ils supposent la
matrice de covariance R du bruit b connue, du moins à un facteur de puissance près. Le processus peut
être décrit grâce au schéma en Fig.1.5.
FIGURE 1.5 – Schéma de fonctionnement, détection non adaptative.
1.4.1.2 Détection adaptative en 1 étape : le Generalized Likelihood Ratio Test
Cependant, dans le cas pratique où R est inconnue, le formalisme des tests d’hypothèses binaires,
comme ici, le Generalized Likelihood Ratio Test (GLRT) permet d’obtenir un détecteur en utilisant la
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méthode du maximum de vraisemblance. On se place d’une manière générale sous le test d’hypothèses
suivant où la matrice de covariance et les paramètres sont connus :{ H0 : x ∼ f0(x|Θ0)
H1 : x ∼ f1(x|Θ1) (1.57)
Le test de détection optimal associé est alors le Likelihood Ratio Test (LRT) :
f1(x|Θ1)
f0(x|Θ0)
H1
≷
H0
ξ (1.58)
Cependant, les valeurs exactes de Θ0 et Θ1 (typiquement les paramètres du bruit ou de localisation d’une
cible) sont inconnues pour chaque hypothèse. Alors le GLRT est obtenu en remplaçant dans l’Eq.(1.58)
les paramètres inconnus par ceux estimés :
f1(x|Θˆ1)
f0(x|Θˆ0)
H1
≷
H0
ξ (1.59)
où ξ est le seuil, fixé de manière obtenir une certaine probabilité de fausse alarme Pfa :
Pfa = P
(
f1(x|Θˆ1)
f0(x|Θˆ0)
> ξ
∣∣∣∣∣H0
)
(1.60)
Cependant, cette méthode ne garantit pas la maximisation de la probabilité de détection :
Pd = P
(
f1(x|Θˆ1)
f0(x|Θˆ0)
> ξ
∣∣∣∣∣H1
)
(1.61)
1.4.1.3 Détection adaptative en 2 étapes : le Generalized Likelihood Ratio Test en 2 étapes
Cependant, dans le cas pratique où R est inconnue, on l’estime à partir de K données dites secon-
daires x1, · · · ,xK . Le test d’hypothèses binaires devient alors :{ H0 : x = b xk = bk, k ∈ [[1,K]]
H1 : x = d+ b xk = bk, k ∈ [[1,K]] (1.62)
De même on distinguera deux types de bruit :
• le bruit dit homogène où b, b1, · · · , bK sont iid et de matrice de covariance R inconnue ;
• le bruit dit inhomogène où b, b1, · · · , bK sont indépendants, b ∼ CN (0, s2R), bk ∼ CN (0,R),
s2 est inconnu et R une matrice hermitienne définie positive inconnue.
A partir de la matrice de covariance estimée, on estime les paramètres inconnus suivant la méthode du
maximum de vraisemblance représentant la premier étape. La seconde étape consiste alors à construire
un test du rapport de vraisemblance, le GLRT en 2 étapes. De même, cette méthode ne garantit pas la
maximisation de la probabilité de détection. La détection adaptative peut alors représentée par le schéma
en Fig.1.6.
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FIGURE 1.6 – Schéma de fonctionnement, détection adaptative.
1.4.2 Définition des mesures de performance d’un détecteur
Une fois le test de détection calculé, on obtient un détecteur Λ(Θ), variable aléatoire fonction du
paramètre Θ que l’on peut caractériser et ainsi comparer à d’autres détecteurs grâce aux mesures de
performance définies ci-dessous. Elles se classent en deux catégories : les mesures de performance spé-
cifiques à la détection et les mesures de performance traditionnellement utilisées pour un estimateur.
Pour un détecteur, on s’intéressera spécifiquement aux probabilités de fausse alarme et probabilités
de détection en fonction de certains paramètres du système.
Définition 1.7 Probabilité de fausse alarme et probabilité de détection
Soit Λ(Θ) un détecteur et ξ son seuil de détection. Alors les probabilités de fausse alarme et de
détection sont définies de la façon suivante :{
Pfa = P(Λ(Θ) > ξ|H0)
Pd = P(Λ(Θ) > ξ|H1) = 1− P(Λ(Θ) < ξ|H1) (1.63)
La Pfa s’appelle aussi erreur de première espèce et la Pd, complément à l’unité de la probabilité de
non-détection, est aussi appelée erreur de seconde espèce.
Généralement, le seuil ξ est déterminé de façon à obtenir une certaine Pfa fixée par le cahier des charges.
Ceci est possible grâce à la relation Pfa-seuil.
Définition 1.8 Relation Pfa-seuil, propriété CFAR
Soit Λ(Θ) un détecteur et ξ son seuil de détection. Alors la relation Pfa-seuil est définie de la façon
suivante :
Pfa = P(Λ(Θ) > ξ|H0) =
∫ ∞
ξ
fΛ(x|H0) (1.64)
⇒ Pfa = g(ξ) (1.65)
où g(.) est une fonction à déterminer.
Si cette relation est indépendant d’un paramètre, on dit que le détecteur est à Constant False Alarm
Rate (CFAR) par rapport à ce paramètre.
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Typiquement, on cherchera à ce que le détecteur soit CFAR par rapport à la puissance du bruit. Ensuite
la Pd est déterminée en fonction du seuil et ainsi en fonction de la Pfa et du SNR. Et on obtient ainsi les
performances de détection d’un détecteur pour des paramètres d’expérimentation fixes.
Définition 1.9 Relation Pd-Pfa
Soit Λ(Θ) un détecteur et ξ son seuil de détection. Alors la relation Pd-Pfa est définie de la façon
suivante :
Pd = P(Λ(Θ) > ξ|H1) =
∫ ∞
ξ
fΛ(x|H1) (1.66)
⇒ Pd = h(ξ) = h
(
g−1(Pfa)
)
(1.67)
où h(.) est une fonction à déterminer.
Cette dernière relation est représentée, pour un seuil donné, grâce aux Courbes Opérationnelles de Ré-
cepteur (courbes COR, ROC pour Receiver Operating Characteristics en anglais) [Kay, 1998] dont on
peut voir un exemple en Fig.1.7 pour plusieurs Signal to Noise Ratio (SNR ou RSB) en dB où la puis-
sance du signal est la puissance du signal utile d et la puissance du bruit est celle de b.
FIGURE 1.7 – Courbes COR d’un récepteur dans le cas d’un bruit gaussien centré.
On peut alors par exemple déterminer la valeur du SNR (ou d’autres paramètres comme le nombre
de données secondaires) permettant d’atteindre les performances de détection voulues. Cependant, les
courbes COR ne permettant pas de caractériser pleinement le détecteur en fonction de tous les paramètres
du système, on travaille aussi sur des courbes supplémentaires représentant par exemple la relation Pfa-
seuil, Pd-SNR ou encore Pd-K.
De manière plus traditionnelle en estimation, les détecteurs utilisés étant aussi estimés lorsque la ma-
trice de covariance du bruit est inconnue, les mesures de performance classiques d’estimateurs peuvent
être utilisées comme le biais, la consistance, la loi asymptotique ou non, la vitesse de convergence, etc.
Nous nous intéresserons spécifiquement ici au biais et à la convergence, quantités définies en Sec.1.2.1.2
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et que nous pourrons visualiser grâce à l’Erreur Quadratique Moyenne (EQM), mais aussi aux lois des
estimateurs. De plus, afin de pouvoir déterminer les Pfa et Pd, on a besoin des lois des détecteurs. Deux
types de lois seront alors présentes, les lois asymptotiques des quantités étudiées et les lois non asymp-
totiques, plus ardues à obtenir mais plus convoitées car définissant plus précisément le comportement
statistique de la quantité étudiée, même en environnement gaussien. De manière non asymptotique, on
aura : { H0 : Λ(Θ) ∼ fΛ(x|H0)
H1 : Λ(Θ) ∼ fΛ(x|H1) (1.68)
où fΛ(x|H0) (resp. fΛ(x|H1)) sont les densités de probabilité (PDF ou DDP) de Λ sous H0 (resp. H1).
Ces distributions sont généralement fonction de Θ, de la dimension m des données, etc. Puis, en prenant
un régime asymptotique quelconque, on a :{
H0 : Λ(Θ) L−→ X0 ∼ f¯Λ(x|H0)
H1 : Λ(Θ) L−→ X1 ∼ f¯Λ(x|H1)
(1.69)
où X0 et X1 sont des variables aléatoires et f¯Λ(x|H0) (resp. f¯Λ(x|H1)) sont les PDFs asymptotiques de
Λ sousH0 (resp.H1).
1.4.3 Détecteurs non adaptatifs
Cette sous-section et la suivante présentent les détecteurs GLRT étudiés dans cette thèse, le détecteur
historique ainsi que leurs performances de détection quand elles existent. Le premier détecteur corres-
pondant au LRT en milieu gaussien, calculé pour R connue et s = 1. Ce détecteur est le détecteur
Matched Filter (MF) [Kay, 1998] :
ΛMF(Θ) =
|a(Θ)HR−1x|2
a(Θ)HR−1a(Θ)
H1
≷
H0
ξMF (1.70)
où ξMF est le seuil de détection. Il est à noter que ce détecteur revient à comparer la puissance en sortie
du filtre adapté w présenté dans la section précédente à un seuil ξ :
|wHx|2
H1
≷
H0
ξ = ξMF(a(Θ)
HR−1a(Θ)) (1.71)
Les lois du détecteur MF sont connues sous les deux hypothèsesH0 etH1 [Kay, 1998] :{
H0 : ΛMF(Θ) ∼ 12χ2(2)
H1 : ΛMF(Θ) ∼ 12χ2(2, 2|α|2a(Θd)HR−1a(Θd))
(1.72)
où χ2(2) est une loi du Chi2 à deux degrés de liberté et χ2(2, δ) une loi du Chi2 décentrée à deux degrés
de liberté de paramètre de décentrement δ. On peut alors déduire la relation Pfa-seuil à partir de la loi
sousH0 et la relation Pd-Pfa à partir de la loi sousH1 :{
ξMF = −ln(Pfa)
Pd = 1− Fχ2(2,δ)(2ξMF)
(1.73)
avec δ = 2|α|2a(Θd)HR−1a(Θd) et Fχ2(2,δ)(x) la fonction de répartition de la loi χ2(2, δ). Le détec-
teur MF est donc CFAR par rapport à α.
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Puis, lorsque R est connue à un facteur de puissance près, le LRT en milieu gaussien pour un bruit
FR qui en découle est le détecteur Normalized Matched Filter (NMF) [Scharf and Friedlander, 1994] :
Λ(Θ) =
|a(Θ)HR−1x|2
(a(Θ)HR−1a(Θ))(xHR−1x)
H1
≷
H0
ξNMF (1.74)
où ξNMF est le seuil de détection. De même, les lois du détecteur NMF sont connues sous les deux
hypothèsesH0 etH1 [Scharf and Friedlander, 1994] :H0 : Λ(Θ) ∼ B(1,m)H1 : Λ(Θ) ∼ F(2, 2(m− 1), 2|α|2a(Θd)HR−1a(Θd))F(2, 2(m− 1), 2|α|2a(Θd)HR−1a(Θd)) +m− 1 (1.75)
où B(.) est la loi Beta de première espèce et F(.) la loi de Fisher décentré. On peut alors déduire la
relation Pfa-seuil et la relation Pd-Pfa :
ξNMF = 1− P 1/(m−1)fa
Pd = 1− (1− ξNMF)m−1e−SNR(1−ξNMF)
m−1∑
i=1
(
ξNMF
1− ξNMF
)
Cim−1
i−1∑
p=0
SNRp
p!
(1− ξNMF)p
(1.76)
où Cba =
a!
b!(a−b)! est le coefficient binomial. Le détecteur NMF est donc CFAR par rapport à α, σ
2 et R.
Enfin, dans le cas d’un bruit LR de puissance assez forte par rapport à σ2, lorsque R est connue
à un facteur de puissance près, le GLRT en milieu gaussien peut être approximé sans grande perte [Kir-
stein and Tufts, 1994, Rangaswamy et al., 2004] par le détecteur Low Rank Normalized Matched Filter
(LR-NMF) [Rangaswamy et al., 2004] :
ΛLR(Θ) =
|a(Θ)HΠ⊥c x|2
(a(Θ)HΠ⊥c a(Θ))(xHΠ⊥c x)
H1
≷
H0
ξLRNMF (1.77)
où ξLRNMF est le seuil de détection. Puis, lorsqu’on suppose r faible et la partie bruit rang faible c de
forte puissance, on a les lois suivantes du détecteur LR-NMF sousH0 etH1 :
H0 : ΛLR(Θ) ∼ f (Λ)0 (x) = (m− r − 1)(1− x)m−r−2
H1 : ΛLR(Θ) ∼ f (Λ)1 (x) =
∞∑
i=1
e−A2
A2ixi(1− x)m−r−2
i!β(m− r − 1, i+ 1) , x ∈ [0, 1]
avec A = |α|
σ2
‖Π⊥c a(Θd)‖2
β(a, b) =
∫ 1
0
ta−1(1− t)b−1dt
(1.78)
Et on peut en déduire les relations Pfa-seuil et Pd-Pfa :
Pfa = (1− ξLRNMF)m−r−1 (1.79)
Pd = 1− (1− ξLRNMF)m−r−1
m−r−1∑
i=1
Γ(m− r)
Γ(i+ 1)Γ(m− r − i)P (1.80)
avec

P =
(
ξLRNMF
1−ξLRNMF
)i (
1− Γinc(A2(1− ξLRNMF), i+ 1)
)
Γinc(a, b) =
1
Γ(b)
∫ a
0
tb−1e−tdt
(1.81)
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Le détecteur LR-NMF est donc CFAR par rapport à α, σ2 et la puissance du bruit LR. Cependant, de
manière plus générale, i.e. pour un bruit de matrice de covariance quelconque, la loi du détecteur sous
H0 ainsi que sa relation Pfa-seuil a été dérivée dans [Anitori et al., 2008].
1.4.4 Détecteurs adaptatifs
Les détecteurs présentés précédemment supposent la matrice de covariance du bruit connue, ce qui
n’est généralement pas le cas. On l’estime donc traditionnellement à partir de données dites secondaires
dans lesquelles le signal à détecter est absent. L’estimateur utilisé en milieu gaussien sera ici la SCM.
Les traitements construits à partir de cette estimation sont alors appelés traitements adaptatifs. Cette
partie vise donc à présenter les détecteurs adaptatifs pris en compte dans cette thèse en milieu gaussien.
De même que pour les détecteurs non adaptatifs, il est important de déterminer les performances de
détection et de fausse alarme en fonction du seuil afin de pouvoir le déterminer pour fixer la probabilité
de fausse alarme à une valeur voulue.
Dans ce cadre, pour un bruit dit homogène, le GLRT en milieu gaussien pour un bruit FR qui en
découle est le détecteur de Kelly [Kelly, 1986] qui a été complètement caractérisé. Cependant un autre
détecteur adaptatif, le détecteur Adaptive Matched Filter (AMF), dit en 2 étapes fut proposé par [Robey
et al., 1992] en remplaçant R par Rˆ dans le détecteur MF. Ce détecteur fut proposé car, la perte en
performance étant minime, il est aussi plus simple en calcul.
Puis, pour un bruit dit inhomogène, bruit considéré dans la suite du manuscrit, le GLRT 2 étapes en
milieu gaussien pour un bruit FR qui en découle est le détecteur Adaptive Normalized Matched Filter
(ANMF) [Kraut et al., 2001] :
Λˆ(Θ) =
|a(Θ)HRˆ−1x|2
(a(Θ)HRˆ−1a(Θ))(xHRˆ−1x)
H1
≷
H0
ξANMF (1.82)
où ξANMF est le seuil de détection. Afin de simplifier l’étude des lois de ce détecteur, on le réécrit de la
manière suivant :
TANMF(Θ) =
Λˆ(Θ)
1− Λˆ(Θ)
H1
≷
H0
ηANMF =
ξANMF
1− ξANMF (1.83)
Les lois de TANMF(Θ) sont alors été calculées sous H0 [Kraut et al., 2001] et H1 [Michels et al.,
2000, Kraut et al., 2001]. [Michels et al., 2000] a pu ainsi déduire les relations Pfa-seuil et Pd-Pfa
associées au détecteur ANMF.
Enfin, dans le cas d’un bruit LR inhomogène, le GLRT 2 étapes en milieu gaussien équivalent est
le détecteur Low Rank Adaptive Normalized Matched Filter (LR-ANMF) [Kirstein and Tufts, 1994,
Rangaswamy et al., 2004] :
ΛˆLR(Θ) =
|a(Θ)HΠˆ⊥c x|2
(a(Θ)HΠˆ⊥c a(Θ))(xHΠˆ⊥c x)
H1
≷
H0
ξLRANMF (1.84)
où ξLRANMF est le seuil de détection. Dans ce cas précis, il n’existe aucune littérature déterminant théo-
riquement et explicitement les lois du détecteur ainsi que les relations Pfa-seuil et Pd-Pfa. Seuls des
travaux expérimentaux ont été réalisés [Rangaswamy et al., 2004] ainsi qu’une formulation de la densité
de probabilité sous H0 et de la relation Pfa-seuil par [Anitori et al., 2008], formulation très générale et
non détaillée où les calculs n’ont pas été poussés très loin.
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1.5 Contexte applicatif
Le cadre applicatif de cette thèse concerne les traitements spatiotemporels radar STAP et MIMO-
STAP. Nous aurons tout de même recours à une application simple totalement maîtrisée pour la validation
des résultats dans le cadre d’une application avec brouilleurs.
1.5.1 Application brouillage
L’application brouillage vise à détecter une cible d caractérisée par son angle d’arrivée (AoA) grâce
à une antenne de m capteurs malgré la présence de r brouilleurs (c), i.e. de r cibles synthétiques d’AoA
θc,i, i ∈ [[1, r]], et de bruit blanc b. Le signal reçu xk est alors un mélange de différents signaux :
• éventuellement le signal d’intérêt d provenant d’une cible ;
• la réponse des brouilleurs c ;
• le bruit blanc b causé par l’électronique.
Sous l’hypothèse de cible présenteH1, on peut donc écrire le signal reçu de la façon suivante :
x = d+ c+ b (1.85)
L’ensemble des K signaux (données secondaires) contenant uniquement la réponse des brouilleurs et le
bruit blanc et servant à l’estimation de la matrice de covariance du bruit total s’écrit de la façon suivante :
xk = ck + bk (1.86)
Enfin sous l’hypothèse de cible absenteH0, la donnée sous test ne contient que du bruit. Les données de
l’application brouillage se résument donc ainsi :{ H0 : x = c+ n xk = ck + nk, k ∈ [[1,K]]
H1 : x = d+ c+ n xk = ck + nk, k ∈ [[1,K]] (1.87)
Les données sont ainsi de taille :
m = nombre de capteurs (1.88)
1.5.2 Traitement STAP
Le traitement STAP pour Space Time Adaptive Processing [Ward, 1994], est un traitement radar vi-
sant à déterminer l’élévation et/ou l’azimut ainsi que la vitesse d’une cible en mouvement grâce à un
radar aéroporté comportant une antenne linéaire uniforme composée de N capteurs uniformément répar-
tis envoyant un signal de M impulsions Doppler. Après mise en forme des signaux, les données STAP
forment un data cube contenant les réponses spatio-temporelles des K + 1 différentes données d’obser-
vations. Pour chaque donnée d’observation k, les informations temporelles et spatiales sont concaténées
dans un vecteur comme montré dans la Fig. 5.3 pour former un vecteur du signal reçu xk de taille
m = NM . Ce signal reçu xk est alors un mélange de différents signaux :
• éventuellement le signal d’intérêt d provenant d’une cible
• le clutter ou fouillis c qui est la réponse du sol
• le bruit blanc b causé par l’électronique.
Nous ne tiendrons pas compte ici d’éventuels brouilleurs. De plus, nous supposerons par la suite que la
cible est présente dans une seule case distance, appelée donnée sous test et notée x bien qu’en pratique,
il est courant que la réponse de la cible s’étale sur les cases distance d’à côté. Pour palier ce problème,
on ne prends pas en compte ces cases qu’on appelle alors cellules de garde. La différence principale avec
l’application précédente en terme de modèle des données sera ainsi la taille des données à traiter :
m = NM = nombre de capteurs× nombre d’impulsions (1.89)
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FIGURE 1.8 – Data cube STAP et arrangement des données
1.5.3 Traitement MIMO-STAP
Le traitement MIMO-STAP pour Multi Input Multi Output-Space Time Adaptive Processing [Chong,
2011], est un traitement radar visant aussi à déterminer l’élévation et/ou l’azimut ainsi que la vitesse
d’une cible en mouvement grâce à un radar aéroporté comportant une antenne généralement linéaire uni-
forme composée de L capteurs d’émission émettant M impulsions Doppler et N capteurs de réception.
Après mise en forme des signaux et décodage, les données MIMO-STAP forment un data cube contenant
les réponses spatio-temporelles desK+1 différentes données d’observations. Pour chaque donnée d’ob-
servation k, les informations temporelles et spatiales sont concaténées dans un vecteur comme montré
dans la Fig. 1.9 pour former un vecteur du signal reçu xk de taille m = LNM .
FIGURE 1.9 – Data cube MIMO-STAP et arrangement des données
La différence principale avec l’application STAP précédente en terme de modèle des données sera
ainsi la taille des données à traiter :
m = LNM (1.90)
= nombre de capteurs émetteurs× nombre de capteurs récepteurs× nombre d’impulsions
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On observe donc qu’en ajoutant une dimension à chaque application (temporelle en STAP puis antennes
émettrice et réceptrice en MIMO-STAP), la taille des données augmente naturellement.
1.6 Motivations RMT
Le cadre de cette thèse concerne l’étude des traitements LR adaptatifs basés sur la SCM et appliqués
aux applications précédemment présentées dont les applications spatio-temporelles STAP et MIMO-
STAP. C’est par une réflexion sur ces applications que l’on s’aperçoit que le régime en grandes di-
mensions est à explorer. Premièrement, on a vu que d’application en application, la taille des données
augmente. De plus l’application MIMO-STAP est par définition MIMO et suppose donc une grande di-
mension m du vecteur d’observation. Enfin, ces applications sont des applications spatio-temporelles
aéroportées. De ce fait, bien que le nombre de capteurs N reste plus ou moins fixe dû à la dimension
physique limitée du système, nous ne sommes pas limités sur le nombre d’impulsionsM à traiter, en liai-
son directe avec la précision temporelle. Ainsi, voulant la plus grande précision temporelle possible, le
nombre d’impulsions M peut drastiquement augmenter ainsi que la dimension du vecteur x : m = NM
en STAP. Nous sommes alors, de par ces applications spatio-temporelles, en régimes en grandes dimen-
sions. Il est alors intéressant de considérer le régime dans lequel m peut tendre vers l’infini.
De plus, on rappelle que les traitements adaptatifs concernés sont fondés sur la SCM. Cet estima-
teur de matrice de covariance, estimateur utilisé en théorie des matrices aléatoires (RMT pour Random
Matrix Theory) en grandes dimensions, est alors une variable aléatoire et peut être considérée comme
une perturbation fonction du nombre de données secondaires K. En régime classique, i.e. quand K tend
vers l’infini à dimension m fixe, la SCM est consistante. De ce fait, les projecteurs estimés ainsi que
les quantités fonction de ces estimateurs le sont aussi par le continuous mapping theorem [Billingsley,
1995]. Cependant, dans le régime en grandes dimensions, i.e. quandm etK tendent vers l’infini à rapport
constant, les quantités fonction de la SCM ou des projecteurs estimés ne sont plus consistants, introdui-
sant un biais.
Il est ainsi reconnu que la RMT en grandes dimensions permet de caractériser les performances de
quantités aléatoires de façon beaucoup plus précise. En effet, cette théorie permettant de connaître de
manière très précise la distribution spectrale des matrices aléatoires (comme la SCM), il est possible de
déterminer leur comportement statistique. Les outils apportés par ce domaine sont donc, bien que parfois
difficiles à manipuler, des outils très appréciés. De nombreuses études ont ainsi été traitées sous le regard
neuf des matrices aléatoires en grandes dimensions comme en physique [Mehta, 2004, Dyson, 1962], en
finance [Laloux et al., 2000], en biologie évolutionniste [Arnold et al., 1994] ou encore en télécommu-
nication sans fil [Tse and Hanly, 1999]. De plus, il est à noter que les performances sont souvent très
bonnes pour des faibles valeurs de K et m, lorsque K et m sont du même ordre de grandeur [Mestre and
Lagunas, 2008].
Il est par conséquent logique de considérer le filtrage et la détection dans ce nouveau régime et par
la théorie des matrices aléatoires en grandes dimensions qui est expliquée plus en détail dans la section
suivante.
1.7 Fonctionnement et généralités sur la théorie des matrices aléatoires
en grandes dimensions
Ces dernières années, les outils de RMT en grandes dimensions ont été largement utilisés dans de
nombreux domaines comme en télécommunication, physique nucléaire ou en théorie des jeux. Plus
proche de ce qui nous intéresse, ces outils ont été utilisés afin d’améliorer l’algorithme MUSIC [Mestre
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and Lagunas, 2008, Couillet and Hachem, 2013, Couillet et al., 2014] et en détection adaptée à sous-
espace [Nadakuditi and Silverstein, 2010, Asendorf and Nadakuditi, 2013] où le rang r n’est pas connu.
Le principe est d’examiner le comportement spectral de la matrice de covariance estimée Rˆ grâce à ces
outils afin d’obtenir sa convergence, performance et distribution asymptotique quand m et K tendent
vers l’infini au même rapport, i.e. cm , m/K → c ∈]0,+∞) pour différents modèles de matrice de
covariance Rˆ des données observées comme en [Mestre, 2008a, Mestre, 2008b, Mestre and Lagunas,
2008], [Couillet and Hachem, 2013] et [Vallet et al., 2012a].
Cette section est ainsi dédiée à la présentation des résultats connus de RMT pour l’étude du comporte-
ment spectral asymptotique de la SCM ainsi que des quantités aléatoires comme les formes quadratiques
(FQ) simples en régime en grandes dimensions. En effet, les détecteurs et filtres présentés précédemment
étant des fonctions de FQs, intéressons-nous à la littérature concernant ces FQs.
1.7.1 Étude du comportement des valeurs propres
Commençons par un exemple où l’on estime la matrice de covariance d’un bruit blanc gaussien de
puissance unitaire. Dans ce cas, on a R = Im et la valeur propre qui lui est associée est 1. Visualisons
donc l’histogramme (nommé abusivement densité de probabilité empirique) des valeurs propres de la
SCM du bruit blanc en Fig.1.10 pour m = 256 et deux valeurs différentes de K.
(a) K = 104 (b) K = 500
FIGURE 1.10 – Histogramme des valeurs propres de SCM d’un bruit blanc, m = 256.
On observe alors sur la figure de gauche que quand K est très grand devant m ou en d’autres mots
quand K tend vers l’infini à m fixé toutes les valeurs propres sont proches de 1 et tendent vers 1. Ce-
pendant, à droite, lorsque K est du même ordre de grandeur que m, les valeurs propres sont beaucoup
plus étalées. La densité de probabilité empirique a alors un support plus étalé dont la moyenne est même
différente de 1. Cette densité est par ailleurs dissymétrique. De ce fait, comme la plupart des estimateurs
supposent que la densité de probabilité empirique ne change pas en fonction deK, il en résulte forcément
un biais, dû à cette mauvaise hypothèse sur la densité de probabilité empirique des valeurs propres de la
SCM. Il y a ainsi tout intérêt à déterminer cette densité de probabilité en fonction de m et K.
1.7.1.1 Généralités, la loi de Marc˘enko-Pastur
Le comportement asymptotique des valeurs propres quandm,K →∞ au même rapport, i.e.m/K →
c peut être décrit par la convergence asymptotique de leur fonction de répartition empirique Fˆm(x) ou de
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leur histogramme normalisé fˆm(x) (nommé abusivement densité de probabilité empirique 1). On pourra
voir que sous certaines conditions décrites plus tard, fˆm(x) converge presque sûrement vers une densité
de probabilité f(x) déterministe et à support compact. La DDP asymptotique f(x) permettra alors de
caractériser le modèle de données/de SCM. La fonction de répartition empirique des valeurs propres de
la SCM Rˆ est définie de la manière suivante :
Fˆm(x) =
1
m
#
{
k : λˆk 6 x
}
(1.91)
Cependant, en pratique, la caractérisation asymptotique de Fˆm(x) est trop compliquée. De ce fait, on
préfère étudier la convergence de sa transformée de Stieltjes ST [·] définie par :
bˆm(z) = ST
[
Fˆm(x)
]
=
∫
R
1
x− z dFˆm(x) (1.92)
=
1
m
m∑
i=1
1
λˆi − z
=
1
m
tr
[
(Rˆ− zIm)−1
]
(1.93)
avec z ∈ C+ ≡ {z ∈ C : =[z] > 0} et qui converge presque sûrement vers une fonction appelée b¯m(z).
Il est alors intéressant de noter que la DDP empirique peut être déterminée à partir de la transformée de
Stieltjes de la fonction de répartition associée par la relation suivante :
fˆm(x) = lim=[z]→0
1
pi
=
[
bˆm(z)
]
(1.94)
avec x ∈ R. D’une autre manière, la détermination de fˆm(x) (resp. f(x)) peut être obtenue à partir
de bˆm(z) (resp. b¯m(z)). Cependant, afin de prouver les différentes convergences nous aurons besoin de
certaines hypothèses standard définies ci-dessous.
(H1) La norme spectrale de R est uniformément bornée ∀m ∈ N∗, i.e. ∀i ∈ [[1;m]], |λi| < ∞ quelque
soit m ∈ N∗. Plus précisément, soient Rm la matrice de covariance indicée par sa taille et
λ1,m, · · · , λm,m ses valeurs propres. On suppose alors que supm max16i6m |λi,m| <∞.
(H2) Soit Y ∈ Cm×K d’entrées yij iid de moyenne nulle et de variance 1, absolument continues et de
moment d’ordre 8 fini. La DDP de Y est invariante par multiplication à droite par une matrice
déterministe unitaire.
Dans ce cas, Y est alors une matrice de bruit blanc et la SCM de X = R1/2Y est :
Rˆ =
1
K
R1/2YYHR1/2 (1.95)
Si R = Im, alors Rˆ = 1KYY
H et on retrouve alors l’exemple du début de section.
Pour tout z ∈ C+ et sous les hypothèses précédentes, quand m,K →∞ au même rapport (m/K →
c ∈ R+∗), alors la transformée de Stieltjes bˆm(z) de la fonction de répartition converge presque sûrement
vers b¯m(z), où b¯m(z) est l’unique solution de l’équation suivante dans l’ensemble
{
b¯m(z) ∈ C : −(1− c)/z
+cb¯m(z) ∈ C+
}
:
b¯m(z) =
1
1− c− czb¯m(z)− z
(1.96)
1. En effet, cet histogramme est en fait une mesure spectrale empirique soit une somme de Dirac, fˆm(x) = 1m
∑m
i=1 δλˆi
où λˆi est la i-ème valeur propre de la SCM. fˆm(x) n’est donc pas une densité de probabilité.
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La densité de probabilité associée est alors la loi Marc˘enko-Pastur [Marc˘enko and Pastur, 1967]
définie de la façon suivante :
f(x) =

(
1− 1c
)
, si x = 0 et c > 1
1
2picx
√
(λ− − x)(x− λ+), si x ∈]λ−, λ+[
0, sinon
(1.97)
avec λ− = (1 −
√
c)2 et λ+ = (1 +
√
c)2. Cette loi est à support compact ](1 − √c)2, (1 + √c)2[ et
la valeur propre maximale (resp. minimale) de 1KYY
H tends presque sûrement vers (1 +
√
c)2 (resp.
(1−√c)2). Plusieurs exemples peuvent être observés en Fig.1.11 pour différentes valeurs de c.
FIGURE 1.11 – Loi Marc˘enko-Pastur pour différentes valeurs de c.
1.7.2 Modèles de SCM
On s’intéresse maintenant à des modèles de matrice de covariance plus complexes que l’identité,
des modèles pour du bruit et du signal utile. On rangera toujours les K signaux reçus xk de la manière
suivante X = [x1, · · · ,xK ] et que l’on peut écrire :
X = R1/2Y (1.98)
où R1/2 est la matrice m × m racine carrée hermitienne et définie semi-positive de la vraie matrice
de covariance R = E[xkxHk ]. Si R peut être décomposée de la manière suivante, R = UΛUH où
U et Λ sont les matrices contenant respectivement les vecteurs propres et les valeurs propres, alors
R1/2 = UΛ1/2UH . Les différences de modèle de matrice de covariance se trouveront bien sûr dans la
définition de R donc de Rˆ = 1KXX
H =
∑m
i=1 λˆiuˆiuˆ
H
i et par conséquent dans la DDP asymptotique
des valeurs propres de cette dernière.
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1.7.2.1 Modèle « G-MUSIC »
Ce qu’on appellera le modèle « G-MUSIC » est le modèle utilisé pour l’algorithme G-MUSIC intro-
duit dans [Mestre, 2008a,Mestre and Lagunas, 2008]. La matrice de covariance R se décompose comme
suit :
R =
M¯∑
i=1
λiUiU
H
i (1.99)
où λi, i ∈ [[1; M¯ ]], sont les M¯ valeurs propres distinctes de R et Ui les sous-espaces associés avec
λ1 > · · · > λM¯ > 0. λi est de multiplicité Ki. On a donc Ui ∈ Cm×Ki et
∑M¯
i=1Ki = m.
La particularité de ce modèle est que la multiplicité Ki augmente avec m [Mestre, 2008a, Couillet
and Debbah, 2011] :
Ki
m
−→
m,K→∞
m/K→c<∞
qi ∈]0, 1], ∀i ∈ [[1, M¯ ]] (1.100)
avec
∑
i qi = 1.
Ainsi, la convergence de la transformée de Stieltjes de la fonction de répartition associée au modèle
est décrite par le théorème suivant.
Théorème 1.10 [Silverstein, 1995]
Pour tout z ∈ C+, sous (H1-H2) et quand m,K → ∞ au même rapport (m/K → c ∈ R+∗),
∀i ∈ [[1, M¯ ]], alors ∣∣∣bˆm(z)− b¯m(z)∣∣∣ p.s.−→ 0, (1.101)
où b¯m(z) est l’unique solution de l’équation suivante dans l’ensemble
{
b¯m(z) ∈ C : −(1− c)/z
+cb¯m(z) ∈ C+
}
:
b¯m(z) =
M¯∑
i=1
qi
1
λi(1− c− czb¯m(z))− z
(1.102)
Cependant, en pratique, il est impossible de trouver la solution analytique b¯m(z) à l’Eq.(1.102) dû au
théorème d’Abel-Ruffini [Abel, 1824] car cela reviendrait à trouver les racines d’un polynôme de degré
M¯+1. De ce fait, on résout numériquement l’Eq.(1.102) puis on calcule f(x) grâce à la relation suivante :
fˆm(x)
p.s.−→ f(x) = lim
=[z]→0
1
pi
= [b¯m(z)] (1.103)
On peut alors visualiser des exemples de DDP asymptotique f(x) des valeurs propres de la SCM
Rˆ en Fig. 1.12 pour deux valeurs de c. Les quatre valeurs propres de R sont 1, 2, 3, et 7 et de même
multiplicité quelque soitm (i.e. qi = 0, 25). On note alors que, quand c augmente, le support des clusters
augmente aussi jusqu’à se toucher et se combiner en un cluster de support plus grand (ici les clusters
autour de λˆ2 = 3 et λˆ3 = 2 se réunissent en un seul). D’un point de vue intuitif et assez grossier, on
peut ainsi voir ce modèle comme une sorte de somme de bruit blanc à différentes puissances (les valeurs
propres) et donnant ainsi plusieurs lois Marc˘enko-Pastur déformées autour des puissances des bruits.
Après cette observation sur la réunion de clusters, on peut introduire la condition de séparabilité
qui sera nécessaire aux convergences introduites dans les sections et chapitres suivants. Cette condition
donne la valeur de c qui permet aux clusters de f(x) d’être tous séparés.
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FIGURE 1.12 – DDP asymptotique des valeurs propres de la SCM Rˆ quand les valeurs propres de R
sont 1, 2, 3, et 7 avec la même multiplicité.
(H3.G) La limite c du rapport cm = m/K est choisie telle que 1/c soit strictement supérieur à {ψ(f¯i) :
i ∈ [[1; M¯ − 1]]}, fonctions dépendant de m.
où
ψ(f) =
1
m
M¯∑
i=1
Ki
(
λi
λi − f
)2
(1.104)
et {ψ(f¯i) : i ∈ [[1; M¯−1]]} sont ses M¯−1 minima locaux. Pour plus de détails, voir [Mestre, 2008a]. Une
représentation typique de ψ(f) peut être observée en Fig. 1.13. On observe que ψ(f) tends vers l’infini
quand f tends vers λi, avec i ∈ [[1, M¯ ]]. On observe aussi que les emplacements de {f¯i : i ∈ [[1, M¯ −
1]]} correspondent aux minima locaux de ψ(f). Les intersections de ψ(f) avec la droite horizontale
à 1/c sont directement liées aux bornes des supports de f(x). En effet, plus 1/c augmente, plus les
différents clusters sont séparés. Par exemple, en Fig. 1.13, l’intersection de la droite horizontale (ligne
rouge pointillée) avec ψ(f) correspond aux bornes du support de f(x) pour c = 0.1 en Fig. 1.12 (ligne
rouge) et amène à 3 clusters. Si la droite horizontale 1/c avait été plus haute telle que 1/c > ψ(f¯2) en
Fig. 1.13, son intersection avec ψ(f) aurait correspondu au bornes du support de f(x) pour c = 0.01 en
Fig. 1.12 (ligne bleue pointillée) et aurait entrainé 4 clusters.
1.7.2.2 Modèle spiked
Le modèle spiked, introduit par [Johnstone, 2001] et étudié par [Benaych-Georges and Nadakuditi,
2011, Paul, 2007] du point de vue des vecteurs propres, considère le signal utile de rang faible r ou
comme une perturbation de rang r. On peut écrire
R = Im + P (1.105)
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FIGURE 1.13 – Visualisation de ψ(f) quand les valeurs propres de R sont 1, 2, 3, et 7 et de même
multiplicité.
où P est la matrice de covariance du signal utile de rang faible rg(P) = r  m, dite matrice de
perturbation de rang r. P peut être décomposée comme
P = UΩUH =
M¯−1∑
i=1
γiUiU
H
i (1.106)
avec
Ω =
γ1IK1 . . .
γM¯−1IKM¯−1
 (1.107)
avec γ1 > · · · > γt > 0 > γt+1 > · · · > γM¯−1 > −1, ωi 6= 0, ∀i ∈ [[1; M¯ − 1]]. ωi est donc
la i-ème valeur propre de multiplicité Ki de P et Ui ∈ Cm×Ki le sous-espace associé. De plus U =
[U1 · · ·UM¯−1] et rg(Ω) =
∑M¯−1
i=1 Ki = r. De ce fait, la matrice de covariance R peut s’écrire
R =
M¯∑
i=1
λiUiU
H
i (1.108)
avec λ1 = 1 + γ1 > · · · > λt = 1 + γt > λt+1 = 1 > λt+2 = 1 + γt+1 > · · · > λM¯ = 1 + γM¯−1 > 0
et
∑M¯
i=1Ki = m. On fera remarquer que la valeur propre associée au bruit blanc n’est pas forcément la
plus faible et sera donc la (t+ 1) valeur propre de R, λt+1.
En lien avec le modèle « G-MUSIC » et le modèle des données décrit en Sec.1.2.1, on a r = M¯ − 1.
De plus, en considérant le modèle des données décrit en Sec.1.2.1, on a r + 1 valeurs propres distinctes
de R. De ce fait Ki = 1 pour tout i ∈ [[1; M¯ − 1]].
La particularité du modèle spiked est que les multiplicitésKi des valeurs propres γi de la perturbation
de rang r sont fixes pour tout m, i.e. :
Ki
m
−→
m,K→∞
m/K→c<∞
0+, ∀i ∈ [[1; M¯ − 1]] (1.109)
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En d’autres mots, ce modèle spécifie que seulement quelques valeurs propres (λi, ∀i ∈ [[1; M¯ ]]\t + 1)
ne sont pas égales à 1 (et ainsi ne contribuent pas aux valeurs propres unitaires du bruit) et fixes. Cepen-
dant, pour que toutes les valeurs propres de P ne contribuent pas au bruit, une condition de séparabi-
lité [Couillet and Hachem, 2013] définie ci-dessous est aussi nécessaire.
(H3.S) Les valeurs propres de P satisfont la condition de séparabilité, i.e. |γi| >
√
c, ∀i ∈ [[1; M¯ − 1]]
(i ∈ [[1; r]] pour le modèle décrit en Sec.1.2.1).
Le comportement des valeurs propres de Rˆ a été étudié par [Baik and Silverstein, 2006], puis [Couillet
and Hachem, 2013] a introduit la condition de séparabilité nécessaire pour les convergences ci-dessous.
Ainsi, sous (H1-H2), quand m,K →∞ à rapport constant :
fˆm(x)
p.s.−→ f(x) (1.110)
où f(x) est la loi Marc˘enko-Pastur
f(x) =

(
1− 1c
)
, si x = 0 et c > 1
1
2picx
√
(λ− − x)(x− λ+), si x ∈]λ−, λ+[
0, sinon
(1.111)
avec λ− = (1 −
√
c)2, λ+ = (1 +
√
c)2. Cependant, concernant les valeurs propres λˆi de Rˆ associées
aux valeurs propres de P satisfaisant la condition de séparabilité |γi| >
√
c,
λˆj∈Mi
p.s.−→
m,K→∞
m/K→c<∞
τi = 1 + γi + c
1 + γi
γi
(1.112)
où Mi est l’ensemble des indices correspondant à la i-ème valeur propre. On a donc par exemple
Mr+1 = {r + 1, · · · ,m} pour λr+1 du modèle des données décrit en Sec.1.2.1.
Deux représentations de fˆm(x) pour deux valeurs différentes de c et une valeur suffisamment grande
de m sont tracées en Fig. 1.14 quand les valeurs propres de R sont 1, 2, 3, et 7 sont respectivement de
multiplicité m− 3, 1, 1 et 1. On a donc r = 3. Deux cas sont présents :
1) le cas où la condition de séparabilité (H3.S) est vérifiée (pour c = 0, 1)
2) le cas où elle n’est pas vérifiée (pour c = 1, 5)
Dans le premier cas, toutes les valeurs propres λˆi (ici λˆ1, λˆ2 et λˆ3) ne correspondant pas aux valeurs
propres unitaires de R (i.e. λ1 = 7, λ2 = 3 et λ3 = 2) convergent vers une valeur τi en dehors du
support de la loi Marc˘enko-Pastur. En effet, la condition de séparabilité est vérifiée : γ1 = 6, γ2 = 2
et γ3 = 1 sont supérieurs à
√
c = 0, 316. Les trois valeurs propres λˆ1, λˆ2 et λˆ3 sont donc représentées
en dehors du support de la loi Marc˘enko-Pastur à leurs limites respectives τ1 = 7, 116, τ2 = 3, 15 et
τ3 = 2, 2.
Dans le second cas, la condition |γi| >
√
c n’est vérifiée que pour les deux plus grandes valeurs propres :
γ1 = 6 et γ2 = 2 sont supérieurs à
√
c = 1, 225 contrairement à γ3 = 1. Seulement deux valeurs
propres λˆ1 et λˆ2 sont donc représentées en dehors du support de la loi Marc˘enko-Pastur à leurs limites
respectives τ1 = 8, 75 et τ2 = 5, 25. La troisième valeur propre est quand à elle intégrée et appartient à
la loi Marc˘enko-Pastur.
1.7.3 Convergence des formes quadratiques
Dû au comportement différent des valeurs propres dans le régime en grandes dimensions par rapport
au régime classique K → ∞, certaines quantités comme la trace de la SCM ou certaines formes qua-
dratiques auront aussi un comportement différent. Grâce à la théorie des matrices aléatoires en grandes
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FIGURE 1.14 – PDF empirique des valeurs propres de la SCM avec le modèle spiked quand les valeurs
propres de R sont 1, 2, 3, et 7 avec pour multiplicité m− 3, 1, 1 et 1 respectivement.
dimensions, on pourra ainsi calculer les performances de quantités/estimateurs déjà existants et aussi
proposer de nouveaux estimateurs plus performants. On présentera ici la convergence de formes quadra-
tiques dites simples (FQ simples). Dans le régime en grandes dimensions, nous aurons aussi besoin de
l’hypothèse suivante afin que les convergences soient valides :
(H4) Les vecteurs s1, s2 ∈ Cm×1 des formes quadratiques (plus tard a(Θ) et x/‖x‖2) sont de norme
euclidienne uniformément bornée ∀m ∈ N∗, i.e. leur norme n’augmente pas avec m. De plus ils
sont indépendants des données d’estimation X de la SCM.
Tout d’abord, une forme quadratique dite FQ simple est de la forme sH1 As2. Nous distinguerons deux
cas :
1) le cas Full Rank avec des FQ simples du type sH1 Rs2 ou s
H
1 R
−1s2 ;
2) le cas rang faible avec des FQ simples du type sH1 Πs2, où Π est un projecteur.
Enfin, on rappelle que le modèle des données comme défini en Sec.1.3.1 ainsi que le SNR associé
(Sec.1.3.2) satisfont l’hypothèse (H4).
1.7.3.1 FQ simples Full Rank
On cherche en général à estimer la FQ simple qui nous intéresse le plus pour les détecteurs et filtres
présentés dans ce chapitre, i.e. sH1 R
−1s2. On l’estime donc traditionnellement grâce à la SCM par l’esti-
mateur suivant : sH1 Rˆ
−1s2. On s’intéresse donc à sa convergence 1) quand K →∞ à m fixé et 2) quand
m,K →∞ à rapport constant.
Il est bien connu que quand K →∞ à m fixé, Rˆ→ R presque sûrement [Billingsley, 1995]. Ainsi,
sH1 Rˆ
−1s2
p.s.−→
K→∞
m<∞
sH1 R
−1s2 (1.113)
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sH1 Rˆ
−1s2 est donc consistant en régime classique.
Puis, quand m,K →∞ à rapport constant c = m/K, on a [Girko, 1998, Mestre, 2008a] :
sH1 Rˆ
−1s2
p.s.−→
m,K→∞
m/K→c<∞
(1− c)−1 sH1 R−1s2 (1.114)
⇔
(
1− m
K
)
sH1 Rˆ
−1s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 R
−1s2 (1.115)
sH1 Rˆ
−1s2 est donc non consistant en régime en grandes dimensions bien que sa limite soit proportion-
nelle à la « vraie » FQ sH1 R
−1s2 d’un facteur déterministe fonction de m et K.
1.7.3.2 FQ simples rang faible
De même, on cherche en général à estimer la FQ simple qui nous intéresse le plus pour les détecteurs
et filtres présentés dans ce chapitre, i.e. sH1 Π
⊥
c s2 avec Π
⊥
c défini à l’Eq.(1.8). On l’estime donc tradi-
tionnellement grâce à la SCM par l’estimateur suivant : sH1 Πˆ
⊥
c s2. On s’intéresse donc à sa convergence
1) quand K →∞ à m fixé et 2) quand m,K →∞ à rapport constant.
Il est connu que quand K →∞ à m fixé, Πˆ⊥c → Π⊥c presque sûrement [Mestre, 2008a]. Ainsi,
sH1 Πˆ
⊥
c s2
p.s.−→
K→∞
m<∞
sH1 Π
⊥
c s2 (1.116)
sH1 Πˆ
⊥
c s2 est donc consistant en régime classique.
Cependant, dans le régime en grandes dimensions, ce n’est plus le cas, cette FQ n’est plus consis-
tante. C’est pourquoi d’autre estimateurs de sH1 Π
⊥
c s2 consistants dans le régime en grandes dimensions
ont été définis. En effet, on a suivant le modèle de matrice de covariance choisi et sous les hypothèse pré-
sentées précédemment les théorèmes suivants. Enfin, afin d’alléger les écritures et adapter les modèles
aux données traitées par la suite, on considèrera le modèle des données décrit en Sec.1.2.1.
Théorème 1.11 Modèle « G-MUSIC », convergence de FQs simples [Mestre, 2008a,Mestre and Lagu-
nas, 2008]
Sous (H1-H4) et quand m,K →∞ au même rapport (m/K → c ∈ R+∗), alors
sH1 Πˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,Gs2 (1.117)
avec, Π¯⊥c,G =
∑m
i=1w
G
i uiu
H
i , et :
wGi =
1−
1
m−r−1
r∑
n=1
(
σ2
λn−σ2 − νmλn−νm
)
, si i > r
σ2
λi−σ2 −
νm
λi−νm , sinon
(1.118)
où ν1 > · · · > νm sont les valeurs propres de diag(λ) − cm
√
λ
√
λ
T
, λ = [λ1, · · · , λm]T et σ2 est la
puissance du bruit égale à 1.
De plus,
sH1 Πˆ
⊥
c,Gs2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π
⊥
c s2 (1.119)
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où Πˆ⊥c,G =
∑m
i=1 φ
G
i uˆiuˆ
H
i , avec :
φGi =

1 +
r∑
n=1
(
λˆn
λˆi − λˆn
− νˆn
λˆi − νˆn
)
, si i > r
−
m∑
n=r+1
(
λˆn
λˆi − λˆn
− νˆn
λˆi − νˆn
)
, si i 6 r
(1.120)
où νˆ1 > · · · > νˆm sont les valeurs propres de diag(λˆ) − 1K
√
λˆ
√
λˆ
T
et λˆ = [λˆ1, · · · , λˆm]T . Si c > 1,
νˆm = · · · = νˆK = 0 et si c = 1, νˆm = 0. Cette nouvelle FQ consistante est appelée estimateur
G-MUSIC.
Théorème 1.12 Modèle spiked, convergence de FQs simples [Couillet and Hachem, 2013, Hachem
et al., 2013]
Sous (H1-H4) et quand m,K →∞ au même rapport (m/K → c ∈ R+∗), alors
sH1 Πˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,Ss2 (1.121)
sH1 Πˆcs2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯c,Ss2 (1.122)
avec Π¯⊥c,S =
∑m
i=1w
S
i uiu
H
i et,
wSi =

1, si i > r
1− 1− cγ
−2
i
1 + cγ−1i
, si i 6 r
(1.123)
ainsi que Π¯c,S =
∑r
i=1 χiuiu
H
i et,
χi =
1− cγ−2i
1 + cγ−1i
(1.124)
De plus,
sH1 Πˆ
⊥
c,Ss2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π
⊥
c s2 (1.125)
où Πˆ⊥c,S =
∑m
i=1 φ
S
i uˆiuˆ
H
i , avec
φSi =

1, si i > r
1− 1 + cγˆ
−1
i
1− cγˆ−2i
, si i 6 r
(1.126)
et γˆi = 12
(
λˆi − (cm + 1) +
√
(cm + 1− λˆi)2 − 4cm
)
. Cette nouvelle FQ consistante est appelée es-
timateur Spike MUSIC.
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Par conséquent, sH1 Πˆ
⊥
c s2 n’est pas consistant dans le régime en grandes dimensions contrairement aux
estimateurs consistants sH1 Πˆ
⊥
c,Gs2 et s
H
1 Πˆ
⊥
c,Ss2, phénomènes que l’on peut observer en Fig. 1.15. En
effet, la Fig.1.15(a) permet de visualiser en fonction dem la FQ simple sH1 Πˆ
⊥
c s2, sa limite dans le régime
classique sH1 Π
⊥
c s2 ainsi que celles dans le régime en grandes dimensions s
H
1 Π¯
⊥
c,Gs2 et s
H
1 Π¯
⊥
c,Ss2. On
observe bien que sH1 Πˆ
⊥
c s2 ne tend ni vers s
H
1 Π
⊥
c s2 ni vers s
H
1 Π¯
⊥
c,Gs2, ce qui est normal étant donné
que le modèle des données correspond au modèle spiked. Par contre, on observe bien la convergence
de sH1 Πˆ
⊥
c s2 vers s
H
1 Π¯
⊥
c,Ss2 étant donné que les courbes sont superposées. Puis, la Fig.1.15(b) permet
de visualiser en fonction de m les FQs simples sH1 Πˆ
⊥
c s2, s
H
1 Πˆ
⊥
c,Gs2 et s
H
1 Πˆ
⊥
c,Ss2 ainsi que s
H
1 Π
⊥
c s2.
On observe alors que les estimateurs G-MUSIC sH1 Πˆ
⊥
c,Gs2 et Spike MUSIC s
H
1 Πˆ
⊥
c,Ss2 convergent bien
tous les deux vers sH1 Π
⊥
c s2 malgré la différence de modèle entre les données et « G-MUSIC ».
Enfin, ces nouveaux estimateurs permettent donc d’avoir une meilleure estimation de la « vraie »
forme quadratique et un meilleur pouvoir séparateur comme le montre la Fig. 1.16 dans un cadre de traite-
ment d’antenne avec l’algorithme à haute résolution MUSIC. En effet, en observant les FQsaH(θ)Πˆ⊥c a(θ),
aH(θ)Πˆ⊥c,Ga(θ) et a
H(θ)Πˆ⊥c,Sa(θ) en fonction de θ pour trois sources en −10◦, 38◦ et 40◦, on observe
que la FQ classique aH(θ)Πˆ⊥c a(θ) n’arrive à différentier les deux sources en 38◦ et 40◦ contrairement
aux nouveaux estimateurs. Ceci est dû à leur meilleur pouvoir de séparation [Vallet et al., 2015].
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(a)
(b)
FIGURE 1.15 – Tracé des FQs simples rang faible où s1 = s2 = a(θ) et a(θ) est un vecteur directeur
avec trois sources en −10◦, 38◦ et 40◦, c = 1, 5 et SNR = 10dB.
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FIGURE 1.16 – Tracé des FQs aH(θ)Πˆ⊥c a(θ) (noir), aH(θ)Πˆ⊥c,Ga(θ) (rouge) et a
H(θ)Πˆ⊥c,Sa(θ) (vert),
où a(θ) est un vecteur directeur avec trois sources en −10◦, 38◦ et 40◦.
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2
Performances asymptotiques des filtres adaptatifs dans
le régime en grandes dimensions
On rappelle que l’étude en grandes dimensions par la RMT est motivée par les applications spatio-
temporelles éventuellement MIMO ayant pour premier effet d’augmenter la taille des données à traiter.
En effet, de par le MIMO et la volonté d’augmenter la précision temporelle, la dimension grandit natu-
rellement. De plus, les quantités LR étudiées sont des fonctions de FQs du type sH1 Πˆs2. Ainsi, sachant
que cet estimateur est un mauvais estimateur de la FQ théorique sH1 Πs2 dans le régime en grandes di-
mensions, qu’en est-il des performances des filtres et détecteurs adaptatifs ? C’est pourquoi, le but est
d’utiliser la RMT afin de caractériser les performances des filtres et détecteurs adaptatifs.
Nous nous intéresserons en premier lieu aux filtres adaptatifs. Plus précisément, l’objectif de ce cha-
pitre est de calculer puis valider les performances/comportements asymptotiques des filtres adaptatifs
dans le régime en grandes dimensions afin de pouvoir connaître et prédire leur comportement. Pour cela,
on calculera le biais asymptotique du signal filtré dans un cadre « rang plein » (FR pour Full Rank) en
se référant au biais asymptotique de la FQ simple FR en grandes dimensions et en utilisant le continuous
mapping theorem 2 [Billingsley, 1995]. Puis, on calculera le biais asymptotique du signal filtré en LR
de la même manière. Ensuite, les performances du filtre adaptatif LR seront déterminées grâce au biais
asymptotique du SINR loss en introduisant la convergence d’une FQ dite structurée. Enfin, on validera
les résultats par une application brouillage simple qui permettra de mettre en évidence l’apport des RMT
en grandes dimensions.
2.1 Biais asymptotique des filtres adaptatifs FR
Calculons tout d’abord le biais asymptotique de filtre adaptatif FR en :
1) régime classique : K →∞ à m fixé ;
2) régime en grandes dimensions : m,K →∞ à rapport constant cm = m/K → c.
2. Ce théorème permet de déterminer la convergence en loi, probabilité ou presque sûrement d’une fonction de variables
aléatoires si l’on connaît la convergence en loi, probabilité ou presque sûrement de ces variables aléatoires.
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La RMT en grandes dimensions ne permettant pas d’étudier de manière simple des quantités dont la
taille grandit (comme un vecteur aléatoire de taille m ou une matrice aléatoire m × m), on préfère
étudier la consistance d’une quantité scalaire qui ici sera une FQ simple. En effet, on étudiera le signal
filtré adaptatif FR, filtré par le filtre adaptatif FR wˆ = Rˆ−1d :
pˆ = wˆHx = dHRˆ−1x (2.1)
On remarque donc que pˆ est bien une FQ simple. On sait alors que, en régime classique et dans le
régime en grandes dimensions, on a :
sH1 Rˆ
−1s2
p.s.−→
K→∞
m<∞
sH1 R
−1s2 (2.2)
sH1 Rˆ
−1s2
p.s.−→
m,K→∞
m/K→c<∞
(1− c)−1 sH1 R−1s2 (2.3)
Donc, en prenant s1 = d et s2 = x/‖x‖2, on en déduit :
αpˆ
p.s.−→
K→∞
m<∞
αp = αdHR−1x (2.4)
αpˆ
p.s.−→
m,K→∞
m/K→c<∞
αp (1− c)−1 = α (1− c)−1 dHR−1x (2.5)
avec α = ‖x‖−12 et sous les hypothèses (H1, H2, H4) dans le régime en grandes dimensions.
Par conséquent, le signal filtré adaptatif FR normalisé par ‖x‖2 est consistant et asymptotiquement
non biaisé dans le régime asymptotique classique mais ne l’est pas dans le régime en grandes dimen-
sions. Il est donc utile de s’intéresser aux performances du filtre adaptatif FR, le SINR loss, dans les
deux régimes asymptotiques. Ses performances asymptotiques sont connues. En effet, comme Rˆ → R
presque sûrement quand K →∞ à m fixé, on a :
ρˆ
p.s.−→
K→∞
m<∞
ρ = 1 (2.6)
De plus, dans le régime en grandes dimensions et sous les hypothèses (H1, H2, H4), on a [Tang et al.,
2010, Mestre and Lagunas, 2006, Rubio et al., 2012a] :
ρˆ
p.s.−→
m,K→∞
m/K→c<∞
(1− c)|dHR−1d|2
(dHR−1d)(dHR−1d)
= 1− c (2.7)
Les performances du filtre adaptatif FR sont donc bien connues dans les deux régimes asymptotiques
considérés et nous n’avons donc rien à apporter ici.
Remarques : Il est à noter que prendre en compte la dimension donne des performances réduites, i.e.
ρˆ → 1 − c < ρ quand c 6= 0. Enfin, la multiplication des signaux filtrés par α = ‖x‖−12 est nécessaire
afin d’assurer la validation de l’hypothèse H4 (indispensable aux convergences de FQs dans le régime
en grandes dimensions).
2.2 Biais asymptotique des filtres adaptatifs LR
C’est pourquoi, calculons le biais asymptotique de filtre adaptatif LR dans les deux régimes précédem-
ment introduits :
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1) le régime classique : K →∞ à m fixé ;
2) le régime en grandes dimensions : m,K →∞ à rapport constant cm = m/K → c.
De plus, on rappelle que de par les applications envisagées, le bruit est composé d’une partie LR et
d’une partie bruit blanc. Il est alors plus intéressant d’utiliser des traitements adaptatifs LR. En effet,
cela permet de réduire le nombre de données secondaires nécessaires pour atteindre des performances
équivalentes à -3dB : seulesK = 2r données secondaires sont nécessaires contrairement aux traitements
FR où K = 2m données secondaires sont nécessaires pour de bonnes performances [Kirstein and Tufts,
1994, Haimovich, 1997].
De même, on étudie la consistance de la FQ simple qu’est le signal filtré adaptatif LR, signal filtré
par le filtre adaptatif LR wˆLR = Πˆ⊥c d :
pˆLR = wˆ
H
LRx = d
HΠˆ⊥c x (2.8)
En régime classique, on sait que :
sH1 Πˆ
⊥
c s2
p.s.−→
K→∞
m<∞
sH1 Π
⊥
c s2 (2.9)
De plus, on rappelle que dans le régime en grandes dimensions, suivant le modèle et les hypothèses
(H1-H4), on a (cf. théorèmes 1.11 et 1.12) :
Modèle « G-MUSIC » : sH1 Πˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,Gs2 (2.10)
Modèle spiked : sH1 Πˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,Ss2 (2.11)
Par conséquent, en se référant aux convergences ci-dessus avec s1 = d et s2 = x/‖x‖2, on en déduit
dans le régime asymptotique classique :
αpˆLR
p.s.−→
K→∞
m<∞
αpLR = αd
HΠ⊥c x (2.12)
et dans le régime en grandes dimensions, sous les hypothèses (H1-H4) et suivant le modèle de SCM
considéré [Combernoux et al., 2015b] :
Modèle « G-MUSIC » : αpˆLR
p.s.−→
m,K→∞
m/K→c<∞
αp¯G = αd
HΠ¯⊥c,Gx (2.13)
Modèle spiked : αpˆLR
p.s.−→
m,K→∞
m/K→c<∞
αp¯S = αd
HΠ¯⊥c,Sx (2.14)
avec α = ‖x‖−12 , Π¯⊥c,G =
∑m
i=1w
G
i uiu
H
i , et :
wGi =
1−
1
m−r−1
r∑
n=1
(
σ2
λn−σ2 − νmλn−νm
)
, si i > r
σ2
λi−σ2 −
νm
λi−νm , sinon
(2.15)
où ν1 > · · · > νm sont les valeurs propres de diag(λ) − cm
√
λ
√
λ
T
, λ = [λ1, · · · , λm]T et σ2 est la
puissance du bruit égale à 1 et Π¯⊥c,S =
∑m
i=1w
S
i uiu
H
i avec,
wSi =

1, si i > r
1− 1− cγ
−2
i
1 + cγ−1i
, si i 6 r
(2.16)
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Par conséquent, le signal filtré adaptatif LR normalisé par ‖x‖2 est consistant et asymptotiquement
non biaisé dans le régime asymptotique classique mais ne l’est pas dans le régime en grandes dimensions.
En grandes dimensions, le filtre adaptatif LR a donc aussi un comportement différent de celui tradition-
nellement attendu dû au fait que le signal filtré pˆLR par ce filtre converge vers une quantité différente de
celle qu’il est censé estimer, i.e. le signal filtré pLR faisant intervenir le filtrewLR. De plus, cette quantité
limite est dépendante du modèle de SCM considéré. On va donc s’intéresser aux performances du filtre
adaptatif LR, le SINR loss, dans les deux régimes asymptotiques en déterminant les limites du SINR
loss dans ces deux régimes. Tout comme avec le signal filtré, les limites devraient alors être différentes
suivant le régime et ainsi mieux prédire le comportement du SINR loss grâce à sa limite en grandes
dimensions.
2.3 Performances des filtres adaptatifs LR : SINR loss
On veut maintenant déterminer les performances du filtre adaptatif LR grâce au biais asymptotique
du SINR loss en introduisant la convergence d’une FQ dite structurée. Cela nous permettra de prédire
le comportement du filtre LR adaptatif en fonction des paramètres du système et plus particulièrement
de prédire pour quels paramètres une forte perte en RSB (qu’on appellera décrochement) se produira.
Ce comportement nous intéresse tout particulièrement car cela nous permettra de connaître/prédire les
paramètres du signal d’intérêt (comme la vitesse ou l’AoA) pour lesquels il ne sera pas possible de le
détecter. On rappelle alors que, dans ce cadre de prédiction de comportement, plusieurs travaux ont été
réalisés sur le SINR loss en contexte gaussien LR [Haimovich, 1996, Haimovich, 1997, Ginolhac et al.,
2013] qui se sont intéressés, pour le premier, à la densité de probabilité de ρˆLR et, pour le deuxième,
à son moment d’ordre 1. Ces résultats ont cependant été obtenus en supposant le bruit LR orthogonal
au signal d’intérêt, hypothèse pas toujours vérifiée ni pertinente et restrictive dans les cas pratiques. On
propose alors par conséquent de relaxer cette hypothèse et d’étudier la convergence du SINR loss dans
le régime en grandes dimensions grâce aux outils de RMT et de la comparer à celle en régime classique.
Pour cela, en remarquant dans l’expression du SINR loss que le numérateur est une FQ simple dont la
convergence est bien connue et que le dénominateur est une FQ plus évoluée dite structurée qui n’a pas
encore été étudiée en RMT, on se réfèrera à la convergence de FQs simples et on introduira et démontrera
la convergence de la FQ dite structurée. Cette dernière est l’objet de la prochaine sous-section.
2.3.1 Convergence de la FQ structurée LR
En observant l’expression du SINR loss du filtre adaptatif LR,
ρˆLR =
|dHΠˆ⊥c d|2
(dHΠˆ⊥c RΠˆ⊥c d)(dHR−1d)
(2.17)
On remarque bien la FQ dite structurée suivante au dénominateur :
dHΠˆ⊥c RΠˆ
⊥
c d (2.18)
En régime classique, comme Πˆ⊥c → Π⊥c presque sûrement quand K →∞ à m fixé, on a :
sH1 Πˆ
⊥
c RΠˆ
⊥
c s2
p.s.−→
K→∞
m<∞
sH1 Π
⊥
c RΠ
⊥
c s2 (2.19)
où s1 et s2 sont des vecteurs déterministes quelconques. La FQ structurée LR converge donc vers la
« vraie » FQ structurée LR sH1 Π
⊥
c RΠ
⊥
c s2.
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Cependant, en régime en grandes dimensions, la FQ structurée LR converge vers une FQ structurée
totalement différente de sH1 Π
⊥
c RΠ
⊥
c s2 et il en résulte la proposition suivante. On rappelle ici que la
SCM peut s’écrire de la façon suivante : Rˆ = R1/2YYHR1/2.
Proposition 2.1 Convergence de la FQ structurée LR [Combernoux et al., 2015c]
Soit R la matrice de covariance s’écrivant αcC+σ2Im où C est une matrice de rang faible r décrite
en Eq.(1.5). Alors, sous (H1-H4), on a :
Modèle « G-MUSIC » : sH1 Πˆ
⊥
c RΠˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,GRΠ¯
⊥
c,Gs2 + σ
2sH1 Π¯
⊥
c,GΠ¯c,Gs2 (2.20)
Modèle spiked : sH1 Πˆ
⊥
c RΠˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,SRΠ¯
⊥
c,Ss2 + σ
2sH1 Π¯
⊥
c,SΠ¯c,Ss2 (2.21)
où Π¯⊥c,G =
∑m
i=1w
G
i uiu
H
i , Π¯
⊥
c,S =
∑m
i=1w
S
i uiu
H
i , Π¯c,G = Im − Π¯⊥c,G =
∑m
i=1 χ
G
i uiu
H
i et Π¯c,S =∑r
i=1 χiuiu
H
i avec w
G
i , w
S
i et χi définis en Eqs.(1.118), (1.123) et (1.124) et :
χGi =

1
m−r−1
r∑
n=1
(
σ2
λn−σ2 − νmλn−νm
)
, si i > r
1− σ2
λi−σ2 +
νm
λi−νm , sinon
(2.22)
Démonstration : Voir en Annexe B.1.
L’expression Π¯⊥c,SΠ¯c,S est cependant trompeuse. En effet, Π¯
⊥
c,S et Π¯c,S ne sont pas des projecteurs
comme la notation pourrait le faire entendre mais des pseudo-projecteurs fonction des valeurs propres
et des vecteurs propres de l’espace bruit LR et éventuellement de l’espace bruit blanc de la matrice de
covariance R. Ainsi Π¯⊥c,SΠ¯c,S 6= Om comme on pourrait le penser.
2.3.2 Convergence du SINR loss
Après avoir calculé le biais asymptotique du dénominateur du SINR loss (i.e. la FQ structurée LR)
en régime en grandes dimensions, on peut maintenant déterminer le biais asymptotique du SINR loss en
régime en grandes dimensions avec le modèle spiked et le comparer au biais asymptotique du SINR loss
en régime classique. On pourra alors prédire les performances du filtre LR adaptatif.
Ainsi, en régime classique, comme Πˆ⊥c → Π⊥c presque sûrement quand K → ∞ à m fixé, on a les
convergences du numérateur et du dénominateur suivantes :
sH1 Πˆ
⊥
c s2
p.s.−→
K→∞
m<∞
sH1 Π
⊥
c s2 (2.23)
sH1 Πˆ
⊥
c RΠˆ
⊥
c s2
p.s.−→
K→∞
m<∞
sH1 Π
⊥
c RΠ
⊥
c s2 (2.24)
Par conséquent, avec s1 = s2 = d et en utilisant le continuous mapping theorem, on a [Combernoux
et al., 2015c] :
ρˆLR
p.s.−→
K→∞
m<∞
ρLR (2.25)
où ρLR est défini en Eq.(1.48).
Cependant, en régime en grandes dimensions, le SINR loss converge vers une quantité totalement
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différente de ρLR. En effet, sous (H1-H4) et le modèle spiked :
sH1 Πˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,Ss2 (2.26)
sH1 Πˆ
⊥
c RΠˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,SRΠ¯
⊥
c,Ss2 + σ
2sH1 Π¯
⊥
c,SΠ¯c,Ss2 (2.27)
Puis, avec le modèle « G-MUSIC » :
sH1 Πˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,Gs2 (2.28)
sH1 Πˆ
⊥
c RΠˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,GRΠ¯
⊥
c,Gs2 + σ
2sH1 Π¯
⊥
c,GΠ¯c,Gs2 (2.29)
Par conséquent, avec s1 = s2 = d et en utilisant le continuous mapping theorem, on a sous (H1-H4) :
Modèle « G-MUSIC » : ρˆLR
p.s.−→
m,K→∞
m/K→c<∞
ρ¯
(G)
LR =
|dHΠ¯⊥c,Gd|2
(dHΠ¯⊥c,GRΠ¯
⊥
c,Gd+ σ
2dHΠ¯⊥c,GΠ¯c,Gd)(dHR−1d)
(2.30)
Modèle spiked : ρˆLR
p.s.−→
m,K→∞
m/K→c<∞
ρ¯
(S)
LR =
|dHΠ¯⊥c,Sd|2
(dHΠ¯⊥c,SRΠ¯
⊥
c,Sd+ σ
2dHΠ¯⊥c,SΠ¯c,Sd)(dHR−1d)
(2.31)
Ainsi, on observe que, bien que l’estimateur traditionnel ρˆLR de ρLR est consistant quand K → ∞
à m fixé, il ne l’est plus quand m,K → ∞ à rapport constant. Il est aussi important de souligner que
les nouveaux résultats de convergence donnent une approximation plus précise de ρˆLR que les travaux
précédents [Haimovich, 1997, Ginolhac et al., 2013]. En effet, [Haimovich, 1997, Ginolhac et al., 2013]
ont proposé une approximation dépendante de K et r. Tandis qu’ici, l’approximation proposée (par ρ¯(G)LR
ou ρ¯(S)LR) dépends de K (et bien sûr de c), de r ainsi que du paramètre Θ, ce qui nous permet d’avoir
une mesure de performance fonction de la « distance » entre le signal d’intérêt et le bruit LR (comme un
brouilleur par exemple). Typiquement, {uHi a(Θ) = gi(Θjamming,Θ)}i∈[[1,r]] ∈ [−1, 1].
2.4 Validation des résultats
Cette section est dédiée à la validation des résultats précédemment énoncés ainsi qu’à l’observation
des performances des filtres et détecteurs adaptatifs LR. La sous-section 2.4.1 présente l’application
simple (mais proche de l’application STAP) choisie pour la validation et détermine l’adéquation du
modèle de SCM à l’application. Puis, la sous-section 2.4.2 valide les nouvelles convergences dans le
régime en grandes dimensions. Enfin, la sous-section 2.4.3 présente et compare les performances du
filtre adaptatif LR avec celles calculées par [Ginolhac et al., 2013] et celles du filtre LR.
2.4.1 Présentation de l’application et paramètres de simulation
Afin d’illustrer l’intérêt des RMT, on choisit une application brouillage simple où l’on maîtrise tous
les paramètres mais proche de l’application STAP par le modèle des signaux. Son principe est de dé-
tecter une cible d grâce à une antenne linéaire uniforme de m = 100 capteurs malgré la présence de r
brouilleurs. On se contentera ici des angles d’arrivée (AoA) et on aura alors Θd = θd où θd est l’AoA
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de d. La réponse des brouilleurs c est composée de signaux similaires à d, i.e. de r = 3 cibles synthé-
tiques d’AoA θc égaux à −20◦, 0◦ et 20◦ avec pour longueur d’onde l0 = 0.667m. Ainsi, la matrice de
covariance des brouilleurs (bruit rang faible) a un rang r = 3 et peut s’écrire :
Rc =
r∑
i=1
a(θc,i)a(θc,i)
H =
r∑
i=1
aiuiu
H
i (2.32)
où ai et ui sont respectivement les valeurs propres et vecteurs propres de Rc. On définira alors la matrice
de covariance du bruit LR de manière à contrôler les valeurs propres de la manière suivante :
C =
r∑
i=1
γiuiu
H
i (2.33)
avec γ1 = 6, γ2 = 2 et γ3 = 1. On aura ensuite la matrice de covariance du bruit total :
R =
JNR
tr(Γ)
C + σ2Im (2.34)
avec Γ = diag([γ1, γ2, γ3]), σ2 = 1 et où JNR (pour Jammer to Noise Ratio) est le rapport brouilleur à
bruit. JNRtr(Γ) et le SNR (rapport signal d à bruit) sont respectivement fixés à 10dB et 18, 5dB, le rapport
c ' 16 au maximum (pour K = 2r) et θd = 20, 1◦ sauf si une autre valeur est indiquée.
Ensuite, afin de déterminer l’adéquation du modèle de SCM à l’application, un zoom de la DDP
expérimentale (histogramme normalisé) des valeurs propres de la SCM est présentée en Fig. 2.1. On
observe alors une loi Marc˘enko-Pastur autour de 1 correspondant au bruit blanc et des lois gaussiennes
pour les valeurs propres correspondant aux brouilleurs. Ces lois sont centrées autour des limites τi (cf.
Ch.1, Eq.(1.112)) du modèle spiked. Ce modèle correspond donc à l’application de brouillage, ce qui
est consistant avec le modèle des données en lui-même : un rang r fixe égal à 3 et des multiplicités des
valeurs propres des brouilleurs égales à 1. De plus, le fait d’observer des lois gaussiennes autour des τi
est aussi consistant avec le modèle spiked d’après [Couillet and Hachem, 2013]. Cependant, nous conti-
nuerons quand même les études avec le modèle « G-MUSIC » pour observer par exemple l’impact de la
différence entre les deux modèles.
Puis, afin de vérifier que les modèles sont réalistes en termes de condition de séparabilité, la Fig. 2.2
montrent la condition de séparabilité en fonction de αc = JNRtr(Γ) , i.e. (αcγr−
√
c) en fonction de JNRtr(Γ) . On
observe alors que la condition est vérifiée pour JNRtr(Γ) > 6.2dB pour la majorité des c, même si c > 17.
En pratique, si JNRtr(Γ) < 6.2dB, le brouillage n’aura plus d’effet sur les performances car ne sera pas
significatif. Par conséquent, les paramètre choisis sont réalistes.
2.4.2 Convergences en régime en grandes dimensions
On s’intéresse maintenant à la validation des nouvelles convergences dans le régime en grandes
dimensions, i.e. quand m,K →∞ à rapport constant c, présentées dans ce chapitre.
Il est tout d’abord important de noter que le gain d’estimation apportée par la RMT dépend des
paramètres choisis et particulièrement de l’AoA d’observation. En effet, si θ est trop éloigné de θc, le
gain de prédiction sera négligeable. Afin de mieux appréhender ce phénomène, un moyen est de mesurer
l’EQM entre le signal filtré pˆLR et ses différentes limites afin de pouvoir déterminer quelle limite se
rapproche le plus de pˆLR, i.e. quelle limite caractérise le mieux le comportement de pˆLR. Ainsi, on va
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FIGURE 2.1 – Zoom de la DDP expérimentale de la SCM avec cm = 0.2 sur 5× 104 itérations. A cause
du zoom, la valeur propre la plus élevée à 71 est en dehors de la figure.
FIGURE 2.2 – Condition de séparabilité (αcγr−
√
c) du modèle spiked pour la plus faible valeur propres
non unitaire en fonction de JNRtr(Γ) en dB.
s’intéresser aux EQMs suivantes :
EQM(pˆLR − pLR) = E
[
(pˆLR − pLR)2
]
(2.35)
EQM(pˆLR − p¯(G)LR ) = E
[
(pˆLR − p¯(G)LR )2
]
(2.36)
EQM(pˆLR − p¯(S)LR) = E
[
(pˆLR − p¯(S)LR)2
]
(2.37)
La Fig.2.3 permet ainsi de visualiser ces EQMs entre le signal filtré et ses limites pour m = 100 et
K = m + 1 en fonction de θ, paramètre du vecteur directionnel. On observe alors que si θ = 10◦ par
exemple, les trois EQMs se confondent. La différence entre le signal filtré et ses différentes limites sont
donc égales et la RMT n’apporte donc aucun gain. Cependant, si θ ' 20◦ par exemple, on observe que
EQM(pˆLR − p¯(S)LR) et EQM(pˆLR − p¯(G)LR ) sont bien inférieures à l’autre EQM. Par conséquent, pˆLR est
bien plus proche de p¯(S)LR ou p¯
(G)
LR que de pLR. La RMT apporte donc là un vrai gain de prédiction grâce
aux limites p¯(S)LR et p¯
(G)
LR de pˆLR dans le régime en grandes dimensions. Afin d’observer les gains apportés
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par la RMT, il est donc nécessaire de se placer dans cette zone de gain de prédiction. C’est pour cette
raison que l’AoA d’observation a été choisi si proche de ceux des brouilleurs.
FIGURE 2.3 – EQM en fonction de θ (en degré) entre le signal filtré et ses limites.
On observe maintenant en Fig.2.4 la convergence de la FQ structurée en Eq.(2.20) et (2.21) compa-
rées à celle de l’Eq.(2.19) et les résultats valident bien les nouvelles convergences avec le modèle spiked
et le modèle « G-MUSIC » dans le régime en grandes dimensions.
FIGURE 2.4 – EQM sur 103 itérations correspondant aux Eq.(2.19), (2.20) et (2.21) avec le jeu de para-
mètres du filtrage, c = 3 et s1 = s2 sont des vecteurs directeurs des brouilleurs (bruit LR) c.
Enfin, on visualise en Fig.2.5 la convergence dans le régime en grandes dimensions du SINR loss
vers ses limites ρ¯(G)LR et ρ¯
(S)
LR (suivant le modèle choisi) et non vers le SINR loss théorique (du filtre LR
non adaptatif) en termes d’EQM pour θ = 20, 1◦ et c = 3. On observe alors le même comportement
qu’en Fig.2.4, c’est-à-dire que le SINR loss converge bien vers ses limites en grandes dimensions avec
le modèle spiked ρ¯(S)LR et le modèle « G-MUSIC » ρ¯
(G)
LR étant donné les paramètres de simulations choisis.
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FIGURE 2.5 – EQM correspondant aux Eq.(2.25), Eq.(2.30) et Eq.(2.31) quand m,K → ∞ à rapport
constant c = 3 avec θ = 20, 1◦ et JNRtr(Γ) = 10dB.
2.4.3 Performances du filtre LR adaptatif
Pour finir, on visualise les performances du filtre LR adaptatif par son SINR loss. On rappelle qu’ici
le but est de déterminer un SINR loss déterministe au comportement le plus proche du SINR loss ρˆLR du
filtre adaptatif LR classique afin de pouvoir prédire, pour tous les paramètres du système, son compor-
tement ou encore la perte engendrée par le fait que l’on utilise ce filtre par rapport au filtre optimal. On
cherche donc à obtenir la courbe la plus proche possible de ρˆLR. Pour cela, la Fig. 2.6 montre la visualisa-
tion de ρLR (ligne bleue avec étoiles), de ρˆLR (ligne bleue pointillée), de ρ¯
(S)
LR (ligne verte), de ρ¯
(G)
LR (ligne
rouge) et de l’approximation E[ρˆLR] ' 1 − rK introduite par [Haimovich, 1997, Ginolhac et al., 2013]
(ligne noire) en fonction de K quand la cible est près angulairement des brouilleurs, i.e. θd = 20, 5◦.
On observe alors que les limites en grande dimension et plus particulièrement ρ¯(S)LR avec le modèle spiked
permettent d’obtenir une bien meilleure approximation de E[ρˆLR] que l’estimation E[ρˆLR] ' 1− rK étant
donné que les courbes de ρ¯(S)LR et ρ¯
(G)
LR ont le même comportement que celle de ρˆLR et, spécifiquement
ρ¯
(G)
LR , en sont plus proche pour tout K.
Puis, de manière similaire, les même équations sont tracées en fonction de θ = θd en Fig. 2.7(a) avec
K = 50 de manière à ce que K > c (c ' 33, 3). On observe que contrairement à l’estimation 1− r/K,
la RMT permet d’obtenir une meilleure estimation de E[ρˆLR] en fonction de θd, particulièrement avec
le modèle « G-MUSIC », et par conséquent une meilleure approximation de son comportement à pa-
ramètres fixés. Ceci nous permet donc de prédire la valeur de θd correspondant à un décrochement de
performance du filtre adaptatif LR classique (ici autour de 21◦). On observe cependant un décalage entre
les courbes de ρˆLR et de ρ¯
(S)
LR et entre les courbes de ρˆLR et de ρ¯
(G)
LR dû tout simplement au fait que nous
sommes à m et K fixes et non en régime asymptotique lors du calcul de la courbe de ρˆLR.
Enfin, les même équations sont tracées en fonction de θ = θd en Fig. 2.7(b) avec K = 2r afin de
prendre en compte un cas drastique où seulement K = 6 données secondaires sont utilisées pour estimer
le SCM et le projecteur. De même, on observe que contrairement à l’estimation 1−r/K, la RMT, et plus
particulièrement avec le modèle « G-MUSIC », permet d’obtenir une meilleure estimation de E[ρˆLR] en
fonction de θd et par conséquent une meilleure approximation de son comportement à paramètres fixés.
Ceci nous permet encore de prédire la valeur de θd correspondant au décrochement de performance du
filtre adaptatif LR classique (ici autour de 21, 1◦). On observe aussi le même décalage entre les courbes
de ρˆLR et de ρ¯
(S)
LR et entre les courbes de ρˆLR et de ρ¯
(G)
LR pour la même raison que précédemment.
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FIGURE 2.6 – Visualisation de ρLR (ligne bleue avec étoiles), de ρˆLR (ligne bleue pointillée), de ρ¯
(S)
LR (ligne
verte), de ρ¯(G)LR (ligne rouge) et de l’approximation E[ρˆLR] ' 1− rK (ligne noire) sur 103 réalisations avec
JNR
tr(Γ) = 10dB et m = 100 en fonction de K avec θd = 20, 5
◦.
(a) K = 50 (b) K = 2r = 6
FIGURE 2.7 – Visualisation de ρLR (ligne bleue avec étoiles), de ρˆLR (ligne bleue pointillée), de ρ¯
(S)
LR (ligne
verte), de ρ¯(G)LR (ligne rouge) et de l’approximation E[ρˆLR] ' 1− rK (ligne noire) sur 103 réalisations avec
JNR
tr(Γ) = 10dB et m = 100 en fonction de θ = θd avec : (a) K = 50, (b) K = 2r = 6.
2.5 Synthèse
Dans ce chapitre, nous avons donc déterminé les performances/comportements asymptotiques du
filtre adaptatif LR dans le régime en grandes dimensions en termes de SINR loss afin de pouvoir connaître
et prédire leur comportement pour un jeu de paramètres donné. Même si aucun gain ne peut être apporté
avec le filtre adaptatif FR, nous avons pu déterminer avec les modèles « G-MUSIC » et spiked les limites
dans le régime en grandes dimensions du SINR loss lié au filtre adaptatif LR classique en introduisant
la convergence d’une FQ structurée. Il a alors été observé que ces limites, particulièrement avec le mo-
dèle « G-MUSIC », permettent de mieux prédire les performances du filtre adaptatif que l’approximation
E[ρˆLR] ' 1− rK introduite par [Haimovich, 1997, Ginolhac et al., 2013], et ceci en fonction de K et en
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fonction de l’AoA de la cible θd. Ainsi il est par exemple possible pour le filtre LR adaptatif de déter-
miner la valeur de θd en dessous duquel un décrochement de performance apparaît. Cependant, afin de
bénéficier de ces améliorations il est important que l’AoA de la cible soit proche de ceux des brouilleurs
(plus généralement que le sous-espace engendré par le signal à détecter soit « proche » du sous-espace
engendré par le bruit de rang faible). La RMT, par l’étude des quantités dans le régime en grandes di-
mensions, permettent donc de mieux prédire le comportement des quantités adaptatives LR comme le
filtre LR adaptatif pour un jeu de paramètres donné.
On a donc montré que les performances du filtrage adaptatif LR classique entraînant, par défini-
tion des traitements adaptatifs, une baisse de performances par rapport à la quantité LR non adapta-
tive peuvent être mieux prédites en utilisant les outils de RMT, particulièrement avec le modèle « G-
MUSIC », que par les approximations déjà réalisées dans la littérature. Les performances du détecteur
LR-ANMF vont donc étudiées dans le même sens, dans le régime en grandes dimensions.
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dans le régime en grandes dimensions
On a donc montré que les performances du filtrage adaptatif LR classique, entraînant par défini-
tion des traitements adaptatifs une baisse de performances par rapport à la quantité LR non adapta-
tive, peuvent être mieux prédites en utilisant les outils de RMT, particulièrement avec le modèle « G-
MUSIC », que par les approximations déjà réalisées dans la littérature. Les performances des détecteurs
adaptatifs ANMF et LR-ANMF vont donc étudiées dans le même sens, dans le régime en grandes di-
mensions.
Plus précisément, l’objectif de ce chapitre est de calculer puis valider les performances asymptotiques
des détecteurs adaptatifs dans le régime en grandes dimensions afin de pouvoir connaître et prédire leurs
comportements. Pour cela, on calculera le biais asymptotique du détecteur ANMF en se référant au biais
asymptotique de la FQ simple FR en grandes dimensions et en utilisant le continuous mapping theo-
rem [Billingsley, 1995]. Puis, on calculera le biais asymptotique du détecteur LR-ANMF de la même
manière. Ensuite, afin de pouvoir calculer les performances du détecteur LR-ANMF, on s’intéressera à
sa distribution. Ce sujet n’ayant jamais été traité dans la littérature ou de façon très succincte dans [Ani-
tori et al., 2008], on propose donc de la calculer de manière asymptotique avec et sans approximation en
utilisant les outils de RMT. Grâce à cette loi, on caractérisera les performances du détecteur LR-ANMF
par le calcul des relations Pfa-seuil et Pd-Pfa associées à cette loi. Enfin, on validera les résultats par
une application brouillage simple qui permettra de mettre en évidence l’apport des RMT en grandes
dimensions et l’influence des différences entre les modèles « G-MUSIC » et spiked sur les performances.
3.1 Biais asymptotique des filtres et détecteurs adaptatifs FR
Calculons tout d’abord le biais asymptotique du détecteur adaptatif FR, la détecteur ANMF, en :
1) régime classique : K →∞ à m fixé ;
2) régime en grandes dimensions : m,K →∞ à rapport constant cm = m/K → c.
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Il est aisé de démontrer que le détecteur ANMF, version adaptative du détecteur NMF, est consistant (i.e.
asymptotiquement non biaisé) quand K →∞ à m fixé. On rappelle l’expression de celui-ci :
Λˆ(Θ) =
|a(Θ)HRˆ−1x|2
(a(Θ)HRˆ−1a(Θ))(xHRˆ−1x)
H1
≷
H0
ξANMF (3.1)
où ξANMF est le seuil de détection. En effet, on a
sH1 Rˆ
−1s2
p.s.−→
K→∞
m<∞
sH1 R
−1s2 (3.2)
où s1 et s2 peuvent prendre les valeurs a(Θ) ou x/‖x‖2. Donc, d’après le continuous mapping theorem
et l’équation précédente,∣∣∣a(Θ)HRˆ−1 x‖x‖2 ∣∣∣2
(a(Θ)HRˆ−1a(Θ))( x‖x‖2
HRˆ−1 x‖x‖2 )
p.s.−→
K→∞
m<∞
∣∣∣a(Θ)HR−1 x‖x‖2 ∣∣∣2
(a(Θ)HR−1a(Θ))
(
x
‖x‖2
HR−1 x‖x‖2
) (3.3)
⇐⇒ |a(Θ)
HRˆ−1x|2
(a(Θ)HRˆ−1a(Θ))(xHRˆ−1x)
p.s.−→
K→∞
m<∞
∣∣a(Θ)HR−1x∣∣2
(a(Θ)HR−1a(Θ))(xHR−1x)
(3.4)
Ainsi, on a :
Λˆ(Θ)
p.s.−→
K→∞
m<∞
Λ(Θ) =
|a(Θ)HR−1x|2
(a(Θ)HR−1a(Θ))(xHR−1x)
(3.5)
Puis, dans le régime en grandes dimensions, on a
sH1 Rˆ
−1s2
p.s.−→
m,K→∞
m/K→c<∞
(1− c)−1 sH1 R−1s2 (3.6)
où s1 et s2 peuvent prendre les valeurs a(Θ) ou x/‖x‖2, remplissant ainsi l’hypothèse (H4). Donc,
d’après le continuous mapping theorem et l’équation précédente, on prouve de la même manière que
ci-dessus que, sous les hypothèses (H1, H2, H4) :
Λˆ(Θ)
p.s.−→
m,K→∞
m/K→c<∞
Λ(Θ) =
|a(Θ)HR−1x|2
(a(Θ)HR−1a(Θ))(xHR−1x)
(3.7)
Par conséquent, le détecteur ANMF est consistant et asymptotiquement non biaisé dans les deux
régimes asymptotiques considérés. De plus les performances de détection des détecteurs NMF et ANMF
étant déjà connues, la RMT ne peut alors rien apporter.
3.2 Biais asymptotique des filtres et détecteurs adaptatifs LR
C’est pourquoi, calculons le biais asymptotique du détecteur adaptatif LR, le détecteur LR-ANMF,
dans ces mêmes régimes, le régime classique et le régime en grandes dimensions.
De même, il est aisé de démontrer que le détecteur LR-ANMF, estimateur du détecteur LR-NMF,
est consistant (i.e. asymptotiquement non biaisé) quand K → ∞ à m fixé. On rappelle l’expression de
celui-ci :
ΛˆLR(Θ) =
|a(Θ)HΠˆ⊥c x|2
(a(Θ)HΠˆ⊥c a(Θ))(xHΠˆ⊥c x)
H1
≷
H0
ξLRANMF (3.8)
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où ξLRANMF est le seuil de détection. En effet, comme
sH1 Πˆ
⊥
c s2
p.s.−→
K→∞
m<∞
sH1 Π
⊥
c s2, (3.9)
où s1 et s2 peuvent prendre les valeurs a(Θ) ou x/‖x‖2, d’après le continuous mapping theorem, on a
de la même manière que précédemment :
ΛˆLR(Θ)
p.s.−→
K→∞
m<∞
ΛLR(Θ) =
|a(Θ)HΠ⊥c x|2
(a(Θ)HΠ⊥c a(Θ))(xHΠ⊥c x)
(3.10)
Cependant, dans le régime en grandes dimensions, suivant le modèle et sous les hypothèses (H1-H4),
on rappelle que :
Modèle « G-MUSIC » : sH1 Πˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,Gs2 (3.11)
Modèle spiked : sH1 Πˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,Ss2 (3.12)
où s1 et s2 peuvent prendre les valeurs a(Θ) ou x/‖x‖2. Donc, d’après le continuous mapping theorem
et les équations précédentes, on prouve aussi que [Combernoux et al., 2015a], sous les hypothèses (H1-
H4), on a de la même manière que précédemment :
Modèle « G-MUSIC » : ΛˆLR(Θ)
p.s.−→
m,K→∞
m/K→c<∞
Λ¯G(Θ) =
|a(Θ)HΠ¯⊥c,Gx|2
(a(Θ)HΠ¯⊥c,Ga(Θ))(xHΠ¯
⊥
c,Gx)
(3.13)
Modèle spiked : ΛˆLR(Θ)
p.s.−→
m,K→∞
m/K→c<∞
Λ¯S(Θ) =
|a(Θ)HΠ¯⊥c,Sx|2
(a(Θ)HΠ¯⊥c,Sa(Θ))(xHΠ¯
⊥
c,Sx)
(3.14)
Par conséquent, le détecteur LR-ANMF est consistant et asymptotiquement non biaisé dans régime
asymptotique classique mais ne l’est plus dans le régime en grandes dimensions. En grande dimension,
le détecteur LR-ANMF a donc un comportement différent de celui traditionnellement attendu, dû au fait
qu’il converge vers une quantité différente de celle qu’il est censé estimer, i.e. le détecteur LR-NMF. De
plus, cette quantité limite est dépendante du modèle de SCM considéré. Il sera alors utile de calculer les
performances de détection liées à ces limites afin de pouvoir déterminer si elles approximent mieux les
performances du détecteur LR-ANMF à m et K fixés.
3.3 Loi asymptotique du détecteur LR-ANMF
Afin de pouvoir déterminer théoriquement les performances de fausse alarme 3 et détection du dé-
tecteur LR-ANMF, il faut connaître l’expression de sa distribution, objet de cette section et qui n’a été
traitée que de façon très succincte dans [Anitori et al., 2008]. Normalement, pour la calculer, il faudrait
prendre en compte, en plus de la distribution de la donnée sous test x, celle du projecteur Πˆ⊥c donc
celle des vecteurs propres uˆi de la SCM. Cette loi est en partie connue. En effet, il est connu [Tulino
and Verdù, 2004] que la matrice des vecteurs propres Uˆ = [uˆ1, · · · , uˆm] suit une loi uniforme sur le
groupe des matrices unitaires dans le cas complexe (sur le groupe des matrices orthogonales dans le cas
3. Comme réguler automatiquement et théoriquement le seuil ou de manière équivalente la Pfa en fonction de tous les
paramètres du système comme Θ et c, ce qui n’est pas possible avec la distribution du détecteur LR-NMF.
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réel) 4. Mais il est alors ardu de manipuler mathématiquement cette information de manière à déterminer
la distribution du détecteur LR-ANMF.
C’est pourquoi, nous proposons une autre méthode. Sachant qu’en grandes dimensions le détecteur
LR-ANMF converge vers une quantité différente du détecteur LR-NMF, on propose de calculer la dis-
tribution de cette quantité limite Λ¯(Θ) qui ne dépendra plus que de celle de x et de l’expression en
elle-même de Λ¯(Θ). Cette distribution est donc la distribution asymptotique du détecteur LR-ANMF en
grandes dimensions. Cependant, les limites des quantités aléatoires dans le régime en grandes dimen-
sions sont réputées être de meilleures approximations déterministes de ces quantités même à m et K
fixés. Nous l’avons d’ailleurs observé dans le chapitre précédent. De ce fait, la distribution asympto-
tique du détecteur LR-ANMF en grandes dimensions devrait être une bonne approximation de celle du
détecteur LR-ANMF à m et K fixés. Nous proposons donc d’approximer la distribution du détecteur
LR-ANMF par sa distribution asymptotique.
Pour cela, on propose tout d’abord, sous l’hypothèse H0, de déterminer une quantité aléatoire équi-
valente en distribution, partageant donc la même distribution que Λ¯(Θ). Cependant, ce calcul n’aboutit
pas simplement à une expression de la distribution. De plus, il est aussi très compliqué voire impossible
d’aboutir à une formulation explicite sous l’hypothèse H1 comme sous H0 du à des produits et sommes
de variables aléatoires gaussiennes non centrées. Par conséquent, on propose une deuxième méthode,
valable sous H0 et H1, déterminant une approximation de la distribution de Λ¯(Θ). Ainsi nous aurons
une approximation de la distribution asymptotique du détecteur LR-ANMF dans le régime en grandes
dimensions.
3.3.1 Sans approximation sousH0
On propose donc d’abord de déterminer la distribution de Λ¯G(Θ) et Λ¯S(Θ) en déterminant une
quantité aléatoire équivalente partageant la même distribution.
Théorème 3.1 Quantité aléatoire équivalente à Λ¯(Θ) [Combernoux et al., 2015a]
Soit w (resp. Λ¯(Θ)) pour wG ou wS (resp. Λ¯G(Θ) ou Λ¯S(Θ)) suivant le modèle de SCM (« G-
MUSIC » ou spiked). Alors, sousH0 et (H1-H3), Λ¯(Θ) a la même distribution que la quantité suivante :
V =
∑m
i=1 αiXi +
∑m
i,j=1
i<j
βij (<(vij)Yij + =(vij)Zij)
C
∑m
i=1 ηiXi
(3.15)
où 
Xi
iid∼ χ2i (2)
Yij = RiRj + IiIj ∼ LaplaceYij(0, 1)
Zij = IiRj +RiIj ∼ LaplaceZij(0, 1)
Ri, Rj , Ii, Ij
iid∼ N (0, 1)
(3.16)
et, en rappelant que U = [u1, · · · ,um],
αi =
1
2w
2
i λi|aH(Θ)ui|2
βij = wiwj
√
λiλj
vij = u
H
i a(Θ)a
H(Θ)uj
ηi = wiλi
C = 12 ||diag([w1, · · · , wm])UHa(Θ)||22
(3.17)
4. Si Uˆ a une mesure de Haar sur les matrices orthogonales, alors pour tout vecteur unitaire x ∈ Rn, y = Uˆx a une
distribution uniforme sur la sphère unité Sn = {x ∈ Rn|‖x‖ = 1}
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De plus, pour tout i, j, i′, j′ ∈ [[1;m]] avec i 6= j et i′ 6= j′, on a les relations d’indépendance et de
décorrélation suivantes :
• Xi est indépendant de Xi′ pour i′ 6= i ;
• Yij et Zij sont indépendants de Xi′ pour i′ 6= i et i′ 6= j ;
• Yij est indépendant de Yi′j′ et Zi′j′ pour {i, j} 6= {i′, j′} ;
• Zij est indépendant de Yi′j′ et Zi′j′ pour {i, j} 6= {i′, j′} ;
• Xi et Yij sont décorrélées ;
• Xi et Zij sont décorrélées ;
• Yij et Zij sont décorrélées.
Démonstration : Voir en Annexe C.1.
Cependant, il est maintenant très ardu de calculer la distribution de cette quantité aléatoire équi-
valente, devant calculer la distribution jointe correspondant à cette fonction de variables aléatoires et ne
connaissant pas la distribution de somme de variables aléatoires dépendantes suivant des lois de Laplace.
De plus, la seule décorrélation ne suffit pas pour obtenir la DDP jointe de la quantité aléatoire équiva-
lente. Ce calcul ne peut donc pas aboutir en l’état à une expression « simple » de la distribution de V et
de Λ¯(Θ). Une simple simulation de Λ¯(Θ) au lieu de V serait donc tout aussi justifiée. De plus, il est
aussi très compliqué voire impossible d’aboutir à une formulation explicite sous l’hypothèseH1 comme
sousH0 dû à des produits et sommes de variables aléatoires gaussiennes non centrées. En effet, sousH1
et en se référant aux Eqs.(C.32), (C.33) de la démonstration, on aura de manière similaire des variables
aléatoires du type :
Yij ∼ 2(<(zi)<(zj) + =(zi)=(zj)) (3.18)
Zij ∼ 2(=(zi)<(zj)−<(zi)=(zj)) (3.19)
avec<(zi),<(zj) ∼ N (<(Λ−1/2UHd), 1/2) et=(zi),=(zj) ∼ N (=(Λ−1/2UHd), 1/2), des variables
aléatoires non centrées (moyenne non nulle de x) et où Λ = diag([λ1, · · · , λm]). Il n’est donc plus
possible de trouver simplement l’expression de la distribution de Yij et Zij et il devient donc encore plus
dur de déterminer l’expression de la distribution de Λ¯(Θ). Par conséquent, cette première méthode ne
présente beaucoup d’intérêt en l’état.
Une solution pour obtenir une loi de Λ¯(Θ) serait de considérer les lois limites de chaque FQ, i.e. des
lois du Chi2. Mais étant intéressés par des probabilités de fausse alarme au moins inférieures à 10−2, ces
lois limites ne pourraient pas nous fournir une approximation suffisamment proche de la réalité (détecteur
LR-ANMF).
3.3.2 Avec approximation sousH0 etH1
C’est pourquoi, on propose un deuxième méthode nécessitant une approximation mais donnant une
formulation explicite de la distribution de Λ¯(Θ) (pour Λ¯G(Θ) ou Λ¯S(Θ) suivant le modèle de SCM
considéré). On calculera ici une approximation de sa distribution, méthode valable sous les deux hy-
pothèses. Pour cela, on transformera l’expression de Λ¯(Θ) fonction de variables aléatoires complexes
gaussiennes en un rapport de 2 FQs simples fonction de variables aléatoires gaussiennes réelles. Puis on
pourra alors utiliser la méthode d’ajustement polynomial de distribution de [Mohsenipour and Provost,
2012] en approximant la distribution de Λ¯(Θ) par un polynôme de degré d multiplié par une loi Beta,
le tout ajusté aux moments non centrés de Λ¯(Θ). Plus précisément, en égalisant les moments non cen-
trés de Λ¯(Θ) aux moments non centrés liés à la distribution approximée, ceci permet de déterminer les
coefficients du polynôme de degré d.
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3.3.2.1 Transformation de l’expression de Λ¯(Θ) en un rapport de deux FQs à variables aléatoires
réelles
La méthode d’approximation de distribution par ajustement polynomial ne s’appliquant qu’à des
rapports de FQs fonction de variables aléatoires gaussiennes réelles, la première étape est donc de trans-
former l’expression de Λ¯(Θ) fonction de variables aléatoires complexes gaussiennes en un rapport de 2
FQs simples fonction de variables aléatoires gaussiennes réelles. Il en résulte la proposition suivante.
Proposition 3.2 Transformation de l’expression de Λ¯(Θ) en un rapport de deux FQs à variables aléa-
toires réelles
Soit Λ¯(Θ) défini de la manière suivante :
Λ¯(Θ) =
|a(Θ)HΠ¯⊥c x|2
(a(Θ)HΠ¯⊥c a(Θ))(xHΠ¯⊥c x)
(3.20)
où Π¯⊥c =
∑m
i=1wiuiu
H
i = UWU
H correspond à Π¯⊥c,G ou Π¯
⊥
c,S, W = diag([w1, · · · , wm]), wi
corresponds à wGi ou w
S
i et U = [u1, · · · ,um]. De plus, x ∼ CN (µx,R) est la donnée sous test où
µx = 0 ou d selon l’hypothèse considérée (H0 ouH1). Alors,
Λ¯(Θ) =
z˜T A˜z˜
z˜T H˜z˜
(3.21)
avec z˜ ∈ R2m×1 ∼ N (µz˜ = √2[<(Λ−1/2UHµx)T ,=(Λ−1/2UHµx)T ]T , I2m), Λ = diag([λ1, · · · , λm])
et 
A˜ =
[
<(A) −=(A)
=(A) <(A)
]
∈ R2m×2m
H˜ =
[
H Om
Om H
]
∈ R2m×2m
(3.22)
où A = H1/2ffHH1/2, H = diag([η1, · · · , ηm]), ηi = wiλi et f = W1/2UHa(Θ)/‖W1/2UHa(Θ)‖2.
De plus, A˜ est une matrice symétrique car =(A) est une matrice antisymétrique.
Démonstration : Voir en Annexe C.2.
3.3.2.2 Approximation par ajustement polynômial
L’expression de Λ¯(Θ) étant maintenant un rapport de deux FQs simples, fonctions de variables
aléatoires gaussiennes réelles, la méthode d’approximation de distribution par ajustement polynomial
de [Mohsenipour and Provost, 2012] est totalement adaptée et utilisable pour approximer la distribution
de Λ¯(Θ). La distribution de Λ¯(Θ) sous l’hypothèse Hk, k ∈ {0, 1}, sera notée fΛ¯(x|Hk) et f˜Λ¯(x|Hk)
sera son approximation. fΛ¯(x|Hk) est donc approximée par la distribution ajustée polynômialement sui-
vante :
f˜Λ¯(x|Hk) = ϕ(x|Hk)
d∑
i=0
νi|Hkx
i (3.23)
où ϕ(x|Hk) est une densité de base (par exemple la loi exponentielle ou Beta) de même support que
fΛ¯(x|Hk) et f˜Λ¯(x|Hk), i.e. (x−, x+), νi|Hk sont les coefficients du polynôme d’ajustement et d son
degré. Ce dernier est laissé au choix de l’utilisateur tout en rappelant que, bien évidemment, plus celui-ci
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sera élevé, plus l’approximation sera bonne. Afin de caractériser entièrement f˜Λ¯(x|Hk), ses paramètres
d’ajustement comme les paramètres de la loi de base ainsi que les coefficients νi|Hk peuvent être calculés
par égalisation des moments non centrés. De plus il sera important de s’assurer que le support deϕ(x|Hk)
coïncide avec ceux de fΛ¯(x|Hk) et f˜Λ¯(x|Hk).
Égalisation des moments non centrés
On cherche donc à calculer les paramètres d’ajustement de f˜Λ¯(x|Hk) par égalisation des moments non
centrés afin de caractériser complètement cette distribution approximée. Pour cela, les moments non cen-
trés de Λ¯(Θ) sont mis en relation avec ceux liés à f˜Λ¯(x|Hk) à partir de la relation suivante [Mohsenipour
and Provost, 2012] :
µ
(Λ¯)
h|Hk =
d∑
i=0
νi|Hkµ
(ϕ)
h+i|Hk , ∀h ∈ [[0, d]] (3.24)
⇐⇒

ν0|Hk
ν1|Hk
...
νd|Hk
 =

µ
(ϕ)
0|Hk µ
(ϕ)
1|Hk · · · µ
(ϕ)
d|Hk
µ
(ϕ)
1|Hk µ
(ϕ)
2|Hk · · · µ
(ϕ)
d+1|Hk
...
...
...
µ
(ϕ)
d|Hk µ
(ϕ)
d+1|Hk · · · µ
(ϕ)
2d|Hk

−1 
µ
(Λ¯)
0|Hk
µ
(Λ¯)
1|Hk
...
µ
(Λ¯)
d|Hk
 (3.25)
⇐⇒ νk = M−1k µ(Λ¯)k (3.26)
où µ(Λ¯)i|Hk (resp. µ
(ϕ)
i|Hk ), i ∈ [[1, d]] sont les moments non centrés d’ordre i de Λ¯(Θ) (resp. associés à
ϕ(x|Hk)) et µ(Λ¯)0|Hk = µ
(ϕ)
0|Hk = 1.
Moments non centrés de Λ¯(Θ)
Afin de calculer les coefficients νi|Hk du polynôme, il faut donc connaître les moments non centrés µ
(Λ¯)
i|Hk
de Λ¯(Θ). Ces derniers peuvent être déterminés suivant la relation suivante [Mohsenipour and Provost,
2012,Magnus, 1986] donnant les moments non centrés d’un rapport de deux FQs, fonctions de variables
aléatoires gaussiennes réelles, rapport tel que défini à l’Eq.(3.21) de la Prop.3.2 :
µ
(Λ¯)
i|Hk =
1
Γ(i)
∫ +∞
0
yi−1|Σ−1|1/2exp
(
−1
2
µTz˜Σ
−1µz˜
)
∂i
∂si
{
|Σ−1 − 2sA˜ + 2yH˜|−1/2
× exp
(
1
2
µTz˜ (Σ− 2sΣA˜Σ + 2yΣH˜Σ)−1µz˜
)}∣∣∣∣
s=0
dy (3.27)
où Σ est la matrice de covariance de z˜ ici égale à I2m, Γ(.) est la fonction Gamma et où la valeur de µz˜
dépend de l’hypothèse considéréeHk. Ainsi,
µ
(Λ¯)
i|Hk =
1
Γ(i)
exp
(
−‖µz˜‖
2
2
2
)∫ +∞
0
yi−1
∂i
∂si
{
|I2m − 2sA˜ + 2yH˜|−1/2
×exp
(
1
2
µTz˜ (I2m − 2sA˜ + 2yH˜)−1µz˜
)}∣∣∣∣
s=0
dy (3.28)
et le vecteur µ(Λ¯)k de l’Eq.(3.26) peut être calculé.
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Paramètres de la loi de base et moments non centrés liés à celle-ci
Il nous reste maintenant à déterminer Mk de l’Eq.(3.26) en calculant les moments non centrés liés à la
loi de base et à déterminer les paramètres de la loi de base.
Pour cela, on choisit tout d’abord et on utilisera par la suite la loi Beta comme loi de base pour
son expression assez simple et son support [0; 1] coïncidant au support de la distribution de Λ¯(Θ). En
effet, Λ¯(Θ) étant par définition la limite d’un détecteur ne pouvant prendre lui aussi des valeurs que
comprises entre 0 et 1 par définition, Λ¯(Θ) ne peut prendre des valeurs que comprises entre 0 et 1. Ainsi
les moments non centrés liés à la loi Beta peuvent se déterminer itérativement de la façon suivante :
µ
(ϕ)
i|Hk =
αk + i− 1
αk + βk + i− 1µ
(ϕ)
i−1|Hk (3.29)
avec µ(ϕ)1|Hk =
αk
αk + βk
et où αk et βk sont les paramètres de la loi Beta. Ces derniers sont donnés par :
αk = −µ(Λ¯)1|Hk +
(
1− µ(Λ¯)1|Hk
)(
µ
(Λ¯)
1|Hk
)2
µ
(Λ¯)
2|Hk −
(
µ
(Λ¯)
1|Hk
)2 βk = −1− αk +
(
1− µ(Λ¯)1|Hk
)
µ
(Λ¯)
1|Hk
µ
(Λ¯)
2|Hk −
(
µ
(Λ¯)
1|Hk
)2 (3.30)
Nous avons donc maintenant tous les moments et paramètres pour pouvoir calculer la distribution
approximée sauf si les supports de la loi de base et de la loi de Λ¯(Θ) ne coïncident pas.
Résumé de la méthode de calcul de la densité ajustée polynômialement, cas d’une loi de base
ayant le même support que la loi à approximer.
• Choix des paramètres initiaux : d, m, r, K, etc.
1. Calculs préliminaires : f , A˜ et H˜ grâce aux éléments de la Proposition 3.2.
2. Calcul des d moments non centrés µ(Λ¯)i|Hk de Λ¯(Θ) grâce à l’Eq.(3.28).
3. Calcul des paramètres de la loi de base, ici αk et βk pour la loi Beta, grâce à l’Eq.(3.30).
4. Calcul des 2d moments non centrés µ(ϕ)i|Hk de la loi de base grâce à l’Eq.(3.29).
5. Calcul du vecteur des d+ 1 coefficients pondérateurs νk grâce à l’Eq.(3.26).
• Possibilité de calcul de la densité approximée f˜Λ¯(x|Hk), sa fonction de répartition associée, etc.
Concordance des supports de la loi de base avec celle de la distribution de Λ¯(Θ)
On peut se trouver dans le cas où la loi de base choisie (par exemple une loi uniforme de support [a; b]) n’a
pas le même support que le rapport de FQs, ici [0; 1] pour Λ¯(Θ). Dans ce cas, il est nécessaire d’effectuer
des calculs supplémentaires détaillés ci-dessous. Les moments µ(ϕ)i|Hk associés à ϕ(x|Hk) sont déterminés
suivant la densité de base choisie. Cependant, il faut se préoccuper du support de la densité de base si il
est différent de (x−, x+), support de Λ¯(Θ). Soit, dans ce cas bien précis ϕ˜(y|Hk) la densité de base de
support (y−, y+). Si (x−, x+) = (y−, y+), les moments µ
(ϕ)
i|Hk associés à ϕ(x|Hk) sont ceux associés à
ϕ˜(y|Hk). Cependant, si le support (x−, x+) 6= (y−, y+), µ(ϕ)i|Hk doit être déterminé à partir des moments
µ
(ϕ˜)
i|Hk associés à ϕ˜(y|Hk) grâce à la formule du binôme de Newton et en considérant la transformation
affine suivante :
x =
y − y−
y+ − y− (x+ − x−) + x− ⇔ y =
x− x−
x+ − x− (y+ − y−) + y− (3.31)
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Alors,
ϕ˜(y|Hk) = ϕ
(
y − y−
y+ − y− (x+ − x−) + x−
∣∣∣∣Hk) (3.32)
⇔ ϕ(x|Hk) = ϕ˜
(
x− x−
x+ − x− (y+ − y−) + y−
∣∣∣∣Hk) (3.33)
et, à partir de la formule du binôme de Newton,
µ
(ϕ)
i|Hk = E[X
i] =
dx
dy
E
[(
Y − y−
y+ − y− (x+ − x−) + x−
)i]
(3.34)
=
i∑
j=0
(
i
j
)(
x+ − x−
y+ − y−
)i+1(
x− − y−x+ − x−
y+ − y−
)i−j
E[Y j ] (3.35)
=
i∑
j=0
(
i
j
)(
x+ − x−
y+ − y−
)i+1(
x− − y−x+ − x−
y+ − y−
)i−j
µ
(ϕ˜)
j|Hk (3.36)
Garantie que la fonction approximée polynômialement a les propriétés d’une densité de probabi-
lité
Une autre préoccupation, non rencontrée ici, concerne la détermination des coefficients νi|Hk . En effet,
l’Eq.(3.25) ne garantit pas que la distribution/fonction approximée obtenue f˜Λ¯(x|Hk) remplisse les pro-
priétés d’une densité de probabilité, i.e. son intégrale vaut 1 et f˜Λ¯(x|Hk) ∈ [0; 1]. Si le problème est
rencontré, une méthode simple afin de vérifier ces propriétés serait d’estimer les coefficients νi|Hk en
minimisant la différence entre µ(Λ¯)h|Hk et
∑d
i=0 νi|Hkµ
(ϕ)
h+i|Hk (cf. partie gauche de l’Eq.(3.25)) tels que
f˜Λ¯(x|Hk) vérifie les propriétés d’une densité de probabilité. On pourrait alors par exemple résoudre le
problème d’optimisation sous contraintes suivant :
Min
νi|Hk∈R
∀i∈[[0;d]]
|µ(Λ¯)h|Hk −
∑d
i=0 νi|Hkµ
(ϕ)
h+i|Hk |22 ∀h ∈ [[0; d]]
s.c. f˜Λ¯(x|Hk) =
∑d
i=0 νi|Hkx
i ≥ 0 ∀x ∈ R∫
R f˜Λ¯(x|Hk)dx =
∑d
i=0 νi|Hkµ
(ϕ)
i = 1
(3.37)
⇐⇒

Min
νk∈Rd+1
|Mkνk − µ(Λ¯)k |22
s.c. −xT1 νk ≤ 0
...
−xTNνk ≤ 0
mTk νk − 1 = 0
(3.38)
où N est le nombre d’abscisses x pris, xTi = [x
0
i , · · · , xdi ] etmTk = [µ(ϕ)0 , · · · , µ(ϕ)d ].
3.4 Performances du détecteur LR-ANMF : Pfa et Pd
On caractérise maintenant les performances du détecteur LR-ANMF par le calcul des relations Pfa-
seuil et Pd-Pfa/Pd-seuil associées à sa distribution asymptotique dans le régime en grandes dimensions
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fΛ¯(x|Hk), distribution approximant sa vraie distribution àm etK fixés. La relation Pfa-seuil pourra être
calculée à partir de la quantité équivalente à Λ¯(Θ) mais ne trouvera une expression explicite qu’avec sa
distribution approximée f˜Λ¯(x|H0). Enfin les relations Pd-Pfa/Pd-seuil seront déterminées de manière
explicite de la même façon avec f˜Λ¯(x|H1).
Cherchant à déterminer les relations analytiques Pfa-seuil et Pd-seuil du détecteur LR-ANMF mais
ne pouvant les obtenir faute d’expression de la distribution du détecteur LR-ANMF, on les approxime
par celles de sa limite Λ¯(Θ) (pour Λ¯G(Θ) ou Λ¯S(Θ) suivant le modèle de SCM considéré).
Il est alors possible de déterminer théoriquement, à partir des distributions de Λ¯(Θ) sous H0 et H1,
ou par simulations Monte Carlo les relations Pfa-seuil et Pd-seuil. En effet, on a définit :
Pfa = P
[
Λ¯(Θ) > ξ¯|H0
]
=
∫ +∞
ξ¯
fΛ¯(x|H0)dx (3.39)
Pd = P
[
Λ¯(Θ) > ξ¯|H1
]
=
∫ +∞
ξ¯
fΛ¯(x|H1)dx (3.40)
ou, grâce à N itérations Monte Carlo ou N données d’apprentissage, on peut définir les quantités empi-
riques correspondantes :
P
emp
fa =
1
N
#{n : Λ¯n(Θ) > ξ¯|H0} (3.41)
P
emp
d =
1
N
#{n : Λ¯n(Θ) > ξ¯|H1} (3.42)
où Λ¯n(Θ) est la n-ième réalisation de Λ¯(Θ).
La meilleure solution serait bien sur de pouvoir calculer ces lois théoriquement mais nous n’avons
pas la distribution théorique de Λ¯(Θ). Puis, l’inconvénient de la méthode par apprentissage est qu’elle est
dépendante des données observées et des données sous test. C’est pourquoi on a proposé au théorème 3.1
une quantité aléatoire V équivalente en distribution à Λ¯(Θ) sous H0 mais indépendante des données
d’observation. Cependant, elle ne reste qu’une quantité aléatoire dont il est ardu voire « impossible » de
déterminer analytiquement sa distribution. Il reste quand même possible d’estimer la relation Pfa-seuil
comme suit :
P
emp
fa =
1
N
#{n : Vn > ξ¯|H0} (3.43)
où Vn est la n-ième réalisation de la quantité aléatoire V équivalente en distribution à Λ¯(Θ). Bien que
cette méthode soit une estimation par simulation comme la précédente, elle reste quand même plus ra-
pide car il n’y a plus besoin d’effectuer une décomposition en éléments propres (EVD pour EingenValue
Decomposition) de la SCM pour le calcul de Πˆ⊥c . On remarquera aussi qu’il n’est possible d’obtenir
que la relation Pfa-seuil étant donné que le théorème 3.1 ne donne une quantité aléatoire V que sous
H0. Nous avons donc deux problèmes : les simulations Monte Carlo pour estimer la relation Pfa-seuil
et le fait que nous n’avons pas de quantité aléatoire équivalente sous H1 et donc pas d’estimation de la
relation Pd-seuil par cette méthode.
C’est pourquoi nous allons calculer les relations Pfa-seuil et Pd-seuil approximées théoriques de
Λ¯(Θ) à partir de sa distribution approximée déterminée en Sec.3.3.2 sous H0 et H1, respectivement
f˜Λ¯(x|H0) et f˜Λ¯(x|H1). On rappelle que la loi de base choisie pour la distribution ajustée polynômiale-
ment est la loi Beta et que tous ses paramètres sont déterminés par les Eqs.(3.26), (3.28), (3.29), (3.30)
et la proposition 3.2. De ce fait, puisque
fΛ(x|H0) ' fΛ¯(x|H0) ' f˜Λ¯(x|H0) (3.44)
fΛ(x|H1) ' fΛ¯(x|H1) ' f˜Λ¯(x|H1) (3.45)
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on peut écrire :
Pfa '
∫ +∞
ξ¯
f˜Λ¯(x|H0)dx =
∫ +∞
ξ¯
ϕ(x|H0)
d∑
i=0
νi|H0x
idx =
d∑
i=0
νi|H0Pi(ξ¯|H0)dx (3.46)
Pd '
∫ +∞
ξ¯
f˜Λ¯(x|H1)dx =
∫ +∞
ξ¯
ϕ(x|H1)
d∑
i=0
νi|H1x
idx =
d∑
i=0
νi|H1Pi(ξ¯|H1)dx (3.47)
avec
Pi(ξ¯|Hk) =
∫ +∞
ξ¯
xiϕ(x|Hk)dx k ∈ {0, 1} (3.48)
Déterminons maintenant Pi(ξ¯|Hk). Si ϕ(x|Hk) est une loi Beta, alors
Pi(ξ¯|Hk) =
∫ +∞
ξ¯
xi
Γ(αk + βk)
Γ(αk)Γ(βk)
xαk−1(1− x)βk−11[0,1]dx (3.49)
=
Γ(αk + βk)
Γ(αk)Γ(βk)
∫ +∞
ξ¯
xi+αk−1(1− x)βk−11[0,1]dx (3.50)
=
Γ(αk + βk)
Γ(αk)Γ(βk)
∫ +∞
ξ¯
Γ(i+ αk)Γ(βk)
Γ(i+ αk + βk)
B(i+ αk, βk)dx (3.51)
=
Γ(αk + βk)Γ(i+ αk)
Γ(αk)Γ(i+ αk + βk)
∫ +∞
ξ¯
B(i+ αk, βk)dx (3.52)
=
Γ(αk + βk)Γ(i+ αk)
Γ(αk)Γ(i+ αk + βk)
(
1−
∫ ξ¯
−∞
B(i+ αk, βk)dx
)
(3.53)
=
Γ(αk + βk)Γ(i+ αk)
Γ(αk)Γ(i+ αk + βk)
(
1− Iξ¯(i+ αk, βk)
)
(3.54)
où Iξ¯(i + α, β) (resp. B(i + α, β)) est la fonction beta incomplète régularisée (resp. la loi Beta). Par
conséquent, en considérant les propriétés de Iξ¯(i + α, β), on a les relations théoriques Pfa-seuil et Pd-
seuil suivantes [Combernoux et al., 2016] :
Pfa '

∑d
i=0 νi|H0
Γ(α0 + β0)Γ(i+ α0)
Γ(α0)Γ(i+ α0 + β0)
= 1 si ξ¯ < 0∑d
i=0 νi|H0
Γ(α0 + β0)Γ(i+ α0)
Γ(α0)Γ(i+ α0 + β0)
(
1− Iξ¯(i+ α0, β0)
)
si ξ¯ ∈ [0, 1]
0 si ξ¯ > 1
(3.55)
Pd '

∑d
i=0 νi|H1
Γ(α1 + β1)Γ(i+ α1)
Γ(α1)Γ(i+ α1 + β1)
= 1 si ξ¯ < 0∑d
i=0 νi|H1
Γ(α1 + β1)Γ(i+ α1)
Γ(α1)Γ(i+ α1 + β1)
(
1− Iξ¯(i+ α1, β1)
)
si ξ¯ ∈ [0, 1]
0 si ξ¯ > 1
(3.56)
On rappelle que αk et βk sont déterminés à partir de l’Eq.(3.30). On rappelle aussi que comme νk =
M−1k µ
(Λ¯)
k , νi|Hk est fonction de l’hypothèse Hk, k ∈ {0, 1}, de tous les moments de Λ¯(Θ) ainsi que de
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ceux associés à ϕ(x|Hk) :
νi|Hk =
(
M−1k µ
(Λ¯)
k
)
i
=
d∑
j=0
(
M−1k
)
i,j
µ
(Λ¯)
j|Hk (3.57)
= gi
(
Hk, µ(ϕ)0|Hk , · · · , µ
(ϕ)
2d|Hk , µ
(Λ¯)
0|Hk , · · · , µ
(Λ¯)
d|Hk
)
(3.58)
= bi (µx,m, c, r,W,Θ,R, d) (3.59)
où W correspond à W(G) ou W(S) suivant le modèle de SCM choisi (« G-MUSIC » ou spiked). Ainsi,
gi(.) (resp. bi(.)) est une fonction de tous les moments et de Hk (resp. de tous les paramètres) qui est
dure à écrite de manière analytique/détaillée.
Par conséquent, on a obtenu les relations approximées théoriques Pfa-seuil et Pd-seuil de Λ¯(Θ) et
donc du détecteur LR-ANMF qui sont fonction de tous les paramètres du système radar et du modèle
choisi (spiked ou « G-MUSIC »).
3.5 Validation des résultats
Cette section est ainsi dédiée à la validation des résultats précédemment énoncés ainsi qu’à l’observa-
tion des performances du détecteur LR-ANMF. La sous-section 3.5.1 présente l’application simple (mais
proche de l’application STAP) choisie pour la validation et détermine l’adéquation du modèle de SCM
à l’application. Puis, la sous-section 3.5.2 valide les nouvelles convergences dans le régime en grandes
dimensions. Enfin, la sous-section 3.5.3 présente et compare les performances de détection du détecteur
LR-ANMF avec celles de sa limite dans le régime en grandes dimension et celle du détecteur LR-NMF.
3.5.1 Présentation de l’application et paramètres de simulation
Afin d’illustrer l’intérêt des RMT, on choisit la même application brouillage simple où l’on maîtrise
tous les paramètres mais proche de l’application STAP par le modèle des signaux. L’antenne linéaire
uniforme est composée de m = 20 capteurs malgré la présence de r brouilleurs. La faible valeur de
m est principalement due au temps de calcul des moments de Λ¯(θ) présentés en Sec.3.3.2. Ce point
sera discuté plus en détail en sous-section 3.5.3. La réponse des brouilleurs c est toujours composée de
signaux similaires à d (d’AoA θd), i.e. de r = 3 cibles synthétiques d’AoA θc égaux à −20◦, 0◦ et 20◦
avec pour longueur d’onde l0 = 0.667m. La matrice de covariance des brouilleurs (bruit rang faible)
est générée de la même façon que dans le chapitre précédent. On rappelle seulement l’expression de la
matrice de covariance du bruit total :
R =
JNR
tr(Γ)
C + σ2Im (3.60)
avec Γ = diag([γ1, γ2, γ3]), γi et C sont définis comme en sous-section 2.4.1, σ2 = 1 et où JNR est
le rapport brouilleur à bruit. JNRtr(Γ) et le SNR (rapport signal d à bruit) sont respectivement fixés à 10dB
et 18dB, le rapport cm = 5 au maximum (pour K = r + 1) et θd = 20, 5◦ sauf si une autre valeur est
indiquée.
De même que dans le chapitre précédent, le modèle spiked correspond à l’application de brouillage.
Cependant, nous continuerons aussi les études avec le modèle « G-MUSIC » étant donné les bons résul-
tats donnés par ce modèle dans le chapitre précédent.
Pour la condition de séparabilité, le lecteur pourra se rapporter à la Fig. 2.2 du chapitre précédent.
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On rappelle cependant que cette condition est vérifiée pour JNRtr(Γ) > 6.2dB pour la majorité des c, même
si c > 17. En pratique, si JNRtr(Γ) < 6.2dB, le brouillage n’aura plus d’effet sur les performances. Par
conséquent, les paramètres choisis sont réalistes.
3.5.2 Convergences en régime en grandes dimensions
On s’intéresse maintenant à la validation des nouvelles convergences dans le régime en grandes
dimensions, i.e. quand m,K → ∞ à rapport constant c, présentées dans ce chapitre. On observe tout
d’abord la convergence du détecteur LR-ANMF vers ses limites respectives Λ¯G(θ) et Λ¯S(θ) suivant le
modèle de SCM considéré en Fig.3.1 avec c = 5, θd = 25◦ en observant en θ = 20, 1◦.
FIGURE 3.1 – EQM sur 104 itérations en fonction de m avec c = 5, θd = 25◦ et θ = 20, 1◦.
De même que dans le chapitre précédent, il est important de noter que le gain de prédiction apporté
par la RMT dépend des paramètres choisis et particulièrement de l’AoA d’observation. En effet, si θ est
trop éloigné de θc, le gain d’estimation sera négligeable. De manière similaire au chapitre précédent,
on mesure l’EQM entre le détecteur LR-ANMF et ses différentes limites (dans le régime classique et le
régime en grandes dimensions) afin de pouvoir déterminer quelle limite se rapproche le plus du détecteur
LR-ANMF, i.e. quelle limite caractérise le mieux son comportement. Ainsi, on s’intéresse aux EQMs
suivantes :
EQM
(
ΛˆLR − ΛLR
)
= E
[(
ΛˆLR − ΛLR
)2]
(3.61)
EQM
(
ΛˆLR − Λ¯G
)
= E
[(
ΛˆLR − Λ¯G
)2]
(3.62)
EQM
(
ΛˆLR − Λ¯S
)
= E
[(
ΛˆLR − Λ¯S
)2]
(3.63)
La Fig.3.2 permet donc de visualiser ces EQMs en fonction de θ pour m = 20, K = r + 1 et θd = 26◦.
De même que dans le chapitre précédent, on conclut que si θ = 10◦ par exemple, la différence entre le
détecteur LR-ANMF et ses différentes limites sont égales, le gain de prédiction est donc nul et la RMT
n’apporte rien. Cependant, si θ ' 20◦ par exemple, la RMT permet d’obtenir une EQM bien plus faible,
donc une limite dans le régime en grandes dimensions caractérisant beaucoup mieux le comportement
du détecteur LR-ANMF. C’est pour cette raison que l’AoA d’observation et l’AoA de la cible ont été
choisies si proches de ceux des brouilleurs, afin de pouvoir observer les gains que peut apporter la RMT.
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FIGURE 3.2 – EQM en fonction de θ (en degré) entre le détecteur LR-ANMF et ses limites.
3.5.3 Performances du détecteur LR-ANMF
Cette partie présente maintenant les performances asymptotiques du détecteur LR-ANMF dans le ré-
gime en grandes dimensions. Celles-ci vont permettre de mieux approximer les performances réelles du
détecteur à m et K fixés par les performances de sa limite Λ¯(θ) dans le régime en grandes dimensions.
Pour cela, nous avions besoin de la distribution, si possible théorique, de Λ¯(θ).
On a donc tout d’abord déterminé une variable aléatoire appelée V (cf. Théorème 3.1) équivalente
en distribution de Λ¯(θ) sous H0 et approximé la distribution de Λ¯(θ) par une distribution ajustée poly-
nomialement. On cherche donc tout d’abord à valider la quantité aléatoire équivalente et à observer si
l’approximation par une distribution ajustée polynomialement est une bonne approximation de la distri-
bution de Λ¯(θ). Pour cela on visualise en Fig.3.3 l’ECDF (Empirical Cumulative Distribution Function
ou fonction de répartition empirique) de Λ¯(θ) pour le modèle spiked, l’ECDF de V et la CDF correspon-
dant à la distribution approximée avec un degré d’approximation minimal d = 2 et on les compare aussi
aux ECDFs des détecteurs LR-NMF et LR-ANMF. On observe alors que l’ECDF de V est bien superpo-
sée à celle de Λ¯S(θ) et que la CDF de la distribution approximée, même pour un degré d’approximation
minimal d = 2, est superposée à celle de Λ¯S(θ). C’est donc une très bonne approximation sans perte
majeure et la quantité aléatoire équivalente V est donc validée.
Afin d’observer l’évolution des ECDFs en fonction de K et du modèle considéré, on compare en
Fig.3.4 la CDF de la distribution approximée avec les deux modèles spiked et « G-MUSIC » aux ECDFs
des détecteurs LR-NMF et LR-ANMF pour K = r + 1 et K = 2r sous H0. On observe alors que pour
les deux valeurs de K, les CDF des distributions approximées avec le modèle spiked et « G-MUSIC »
sont plus proche et sont donc une meilleure approximation de celle du détecteur LR-ANMF que celle
du détecteur LR-NMF. La CDF de la distribution approximée avec le modèle « G-MUSIC » est même
celle qui est la plus proche de l’ECDF du détecteur LR-ANMF. Le modèle choisi a donc un impact sur la
prévision ou approximation des performances du détecteur LR-ANMF. Sachant cela, nous continuerons
à étudier les résultats obtenus pour les deux modèles de matrice de covariance. On observe aussi que, plus
K augmente, plus les ECDFs du détecteur LR-ANMF et de ses limites Λ¯S(θ) et Λ¯G(θ) se rapprochent
de celle du détecteur LR-NMF et que, pour une valeur de K grande (K = 2m), toutes les courbes sont
superposées et la RMT n’apporte rien.
On cherche maintenant à valider l’approximation par la densité ajustée polynômialement et observer
si un degré de polynôme minimal d = 2 entraîne ou non une grosse perte dans l’approximation. On
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FIGURE 3.3 – CDF de la distribution approximée avec d = 2 avec le modèle spiked, ECDF de Λ¯S(θ), de
la quantité aléatoire V et des détecteurs LR-ANMF et LR-NMF pour m = 20, K = r + 1 et θ = 20, 1◦
sousH0.
FIGURE 3.4 – CDF de la distribution approximée avec d = 2 avec les modèles spiked et « G-MUSIC »,
ECDF des détecteurs LR-ANMF et LR-NMF pour m = 20, K = r + 1 et K = 2r et θ = 20, 1◦ sous
H0.
observe donc en Fig.3.5 sous H1 la CDF de la distribution approximée avec d = 2 avec le modèle
spiked ainsi que les ECDFs de Λ¯S(θ) et des détecteurs LR-ANMF et LR-NMF pour m = 20, K =
r + 1 et K = 2r. On observe alors une plus grande perte que sous H0 avec la distribution approximée
polynomialement avec d = 2 (Fig.3.3). En effet la partie basse (en dessous de 0,1) de l’ECDF Λ¯S(θ)
et la CDF liée à l’approximation de sa densité par ajustement polynômial ne se superposent pas tout en
restant assez proches. Cependant, calculer une distribution approximée polynômialement avec un degré
d plus élevé demande beaucoup de temps de calcul. On continuera donc avec d = 2. En dehors de cela,
cette CDF reste beaucoup plus proche et est donc une meilleure approximation de celle du détecteur
LR-ANMF que celle du détecteur LR-NMF sousH1.
On s’intéresse maintenant aux performances en tant que telles en visualisant les relations Pfa-seuil.
On valide encore une fois en Fig.3.6 la quantité aléatoire V et la distribution approximée f˜Λ¯(x|H0) en
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(a) K = r + 1 (b) K = 2r
FIGURE 3.5 – CDF de la distribution approximée avec d = 2 avec le modèle spiked, ECDF de Λ¯S(θ) et
des détecteurs LR-ANMF et LR-NMF pour m = 20, θ = θd = 20, 1◦ sous H1 et : (a) K = r + 1, (b)
K = 2r.
FIGURE 3.6 – Relations Pfa-seuil expérimentales de Λ¯S(θ), de V et relation Pfa-seuil théorique de sa
distribution approximée f˜Λ¯(x|H0) (Eq.(3.55)) pour d = 2, K = 2r, θ = 20.1◦, JNRtr(Γ) = 10dB avec 105
itérations.
visualisant leur relations Pfa-seuil et on constate la superposition de celle de V avec celle de Λ¯S(θ) et la
quasi superposition de celle liée à f˜Λ¯(x|H0) (Eq.(3.55)) avec celle de Λ¯S(θ).
Ensuite, pour déterminer si les performances asymptotiques liées à Λ¯S(θ) et Λ¯G(θ) caractérisent bien
(sont plus proches de) celles du détecteur LR-ANMF, la Fig.3.7 permet de comparer les relations Pfa-
seuil de Λ¯S(θ) et Λ¯G(θ) par leur distribution approximée (Eq.(3.55)) à celles des détecteurs LR-NMF et
LR-ANMF pour K = r + 1 et K = 2r. De même que pour les fonctions de répartitions, on observe
que les relations Pfa-seuil de Λ¯S(θ) et Λ¯G(θ) par leur distribution approximée sont plus proche et sont
donc une meilleure approximation de celle du détecteur LR-ANMF que celle du détecteur LR-NMF. On
observe aussi que le modèle « G-MUSIC » permet d’obtenir une loi Pfa-seuil plus proche de celle du
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détecteur LR-ANMF que le modèle spiked.
(a) K = r + 1 (b) K = 2r
FIGURE 3.7 – Relations Pfa-seuil de Λ¯S(θ) et Λ¯G(θ) par leur distribution approximée f˜Λ¯(x|H0)
(Eq.(3.55)) et des détecteurs LR-NMF et LR-ANMF sur 105 itérations pour θ = 20.1◦ et : (a)K = r+1,
(b) K = 2r.
(a) K = r + 1 (b) K = 2r
FIGURE 3.8 – Relations Pd-seuil expérimentales de Λ¯S(θ), Λ¯G(θ), des détecteurs LR-NMF et LR-ANMF
et relations Pd-seuil théoriques de Λ¯S(θ) et Λ¯G(θ) par leur distribution approximée f˜Λ¯(x|H1) (Eq.(3.56))
pour d = 2, θ = θd = 20.1◦, JNRtr(Γ) = 10dB avec 10
5 itérations et : (a) K = r + 1, (b) K = 2r.
Après avoir observé les relations Pfa-seuil, on observe les performances de détection à travers tout
d’abord les relations Pd-seuil. Pour cela, la Fig.3.8 permet de visualiser les relations Pd-seuil expéri-
mentales de Λ¯S(θ), Λ¯G(θ) et des détecteurs LR-NMF et LR-ANMF et les relations Pd-seuil théoriques
(Eq.(3.56)) de Λ¯S(θ) et Λ¯G(θ) par leur distribution approximée pour d = 2, K = r + 1 et K = 2r, et
θ = θd = 20.1
◦. De même que précédemment, on observe les relations Pd-seuil théoriques (ronds) sont
proches de celles de Λ¯S(θ) et Λ¯G(θ) bien que différentes mais sont plus proches et donc approximent
mieux celle du détecteur LR-ANMF que celle du détecteur LR-NMF.
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Enfin, on trace les relations Pd-SNR pour une Pfa fixée à 10−3 en Fig.3.9. On visualise alors les
relations Pd-SNR de Λ¯S(θ) (Eq.(3.56)) par sa distribution approximée f˜Λ¯(x|H1) pour d = 2 ainsi que
celles des détecteurs LR-NMF et LR-ANMF. On observe alors que bien que la relation Pd-SNR de
Λ¯S(θ) soit assez éloignée de celle du détecteur LR-ANMF, elle reste une meilleure approximation des
performances du détecteur LR-ANMF que ne pourrait l’être celle du détecteur LR-NMF. Nous n’avons
cependant pas eu le temps de déterminer tous les points avec le modèle « G-MUSIC » et pour une figure
avec des valeurs de SNR variant suffisamment afin d’observer pleinement les relations Pd-SNR. Pour
la visualisation de cette figure, voir [Combernoux et al., 2016].
FIGURE 3.9 – Relations Pd-SNR de Λ¯S(θ) par sa distribution approximée f˜Λ¯(x|H1) (Eq.(3.56)) pour
d = 2 et des détecteurs LR-NMF et LR-ANMF avec K = 2r, θ = θd = 20.1◦, JNRtr(Γ) = 10dB et
Pfa = 10
−3 sur 105 itérations.
On observe cependant que les performances du détecteur LR-ANMF sont ici meilleures que celles
du détecteur LR-NMF, ce qui ne devrait pas être le cas. En voici la raison. Le détecteur LR-NMF étant
fonction du projecteur théorique, il réjecte parfaitement le bruit LR (les brouilleurs) même bien sur
lorsqu’on est près du bruit LR. Cependant, pour le détecteur LR-ANMF avec ici très peu de données
secondaires (r + 1 ou 2r), le projecteur n’est pas bien estimé et ne réjecte donc pas bien le bruit LR et
les potentielles cibles proches du bruit LR. De ce fait, les potentielles cibles sont moins rejetées et ses
performances de détection sont donc meilleures que celles du détecteur théorique LR-NMF (bénéficiant
de la parfaite connaissance de la matrice de covariance du projecteur sur le sous-espace orthogonal au
sous-espace bruit LR).
Nous avons parlé précédemment de temps de calcul. En effet, il faut savoir qu’à ce stade, bien que
l’approximation de distribution par ajustement polynomial donne des résultats théoriques et facilement
implémentables, le calcul des moments de Λ¯(θ), quel que soit le modèle de SCM considéré reste très
important sousH1 soit environ 2/3 jours pour calculer la fonction génératrice de moments puis 2/3 jours
par moment avec l’ordinateur utilisé 5, ceci pour un seul jeu de paramètres. On est donc très vite limité par
cette contrainte fortement liée à la taille des données m. De plus, bien évidemment, plus m augmente,
plus on a besoin de mémoire RAM. Sous H0, cette contrainte se fait cependant moins sentir. Il faut
environ une heure pour calculer la fonction génératrice de moments puis seulement quelques secondes
de calcul par moment, ceci pour un seul jeu de paramètres. De ce fait, le choix du degré d du polynôme
5. Processeur Intel(R) Core(TM) i7-3667U CPU @ 2,00GHz, mémoire RAM de 80Go.
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K = r + 1 K = 2r
Par ΛˆLR 3, 0342 s 3, 0188 s
Par la quantité équivalente V 0, 7046 s 0, 7144 s
Par la relation théorique (Eq.(3.55)) 0, 0252 s 0, 0240 s
TABLE 3.1 – Temps de calcul moyen d’un point de la relation Pfa-seuil pour 104 itérations.
d’approximation devient un compromis entre qualité d’approximation et temps de calcul. Ainsi, sousH0
et une fois les moments calculés, le temps de calcul moyen sur 104 itérations pour un point de la relation
Pfa-seuil est résumé dans le tableau 3.1.
3.6 Synthèse
Dans ce chapitre, on a donc calculé puis validé les performances/comportements asymptotiques des
détecteurs adaptatifs dans le régime en grandes dimensions afin de pouvoir connaître et prédire leur com-
portement pour un jeu de paramètres donné. De même, même si aucun gain ne peut être apporté avec le
détecteur ANMF, ce n’est pas le cas pour le détecteur LR-ANMF. En effet, les performances asympto-
tiques du détecteurs LR-ANMF liées à ses limites dans le régime en grandes dimensions avec les modèle
spiked et plus particulièrement « G-MUSIC » approximent mieux les performances non asymptotiques
du détecteur LR-ANMF. Les expressions théoriques des probabilités asymptotiques approximées de dé-
tection et de fausse alarme du détecteur LR-ANMF permettent aussi de déterminer théoriquement une
approximation des performances de détection du détecteur LR-ANMF. Cependant, la méthode par ajus-
tement polynômial pour déterminer l’approximation de la distribution du détecteur LR-ANMF reste très
longue à calculer numériquement. De plus, comme dans le chapitre précédent, afin de bénéficier de ces
améliorations il est important que l’AoA de la cible soit proche de ceux des brouilleurs. La RMT et par-
ticulièrement le modèle « G-MUSIC », par l’étude des quantités dans le régime en grandes dimensions,
permettent de mieux prédire le comportement des quantités adaptatives LR comme le filtre LR adaptatif
pour un jeu de paramètres donné.
On a donc montré que le signal filtré par le filtre LR adaptatif et le détecteur LR-ANMF sont biaisés,
ce qui entraîne une baisse de performances par rapport au quantités LR non adaptatives, sauf cas parti-
culier où le nombre de données secondaires est très faible et où la cible est trop proche du sous-espace
bruit LR comme c’était le cas dans ce chapitre en détection. Cette baisse de performances peut se tra-
duire par une baisse de la probabilité de détection ou une baisse du RSIB en sortie du filtre. L’objectif est
donc de construire de nouveaux filtres et détecteur LR adaptatifs non biaisés dans le régime en grandes
dimensions afin d’améliorer les performances de détection et de filtrage par rapport à celles du filtre LR
adaptatif classique et du détecteur LR-ANMF.
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4
Développement et performances de nouveaux filtres et
détecteurs adaptatifs LR consistants dans le régime en
grandes dimensions
Dans le chapitre précédent, on a caractérisé les performances des filtres et détecteurs adaptatifs. On
a alors montré que le signal filtré par le filtre LR adaptatif classique wˆLR et le détecteur LR-ANMF
sont biaisés, ce qui entraîne une baisse de performances par rapport aux quantités LR non adaptatives,
sauf cas particulier où le nombre de données secondaires est très faible et où la cible est trop proche
du sous-espace bruit LR comme c’était le cas dans le chapitre précédent en détection. Cette baisse de
performances peut se traduire par une baisse de la probabilité de détection ou une baisse du RSIB en
sortie du filtre.
L’objectif de ce chapitre est donc d’améliorer les performances de détection et de filtrage par rapport
à celles du filtre LR adaptatif classique et du détecteur LR-ANMF en calculant et validant les perfor-
mances/comportements à m et K fixés de nouveaux filtres et détecteur LR adaptatifs en estimant de
manière non biaisée dans le régime en grandes dimensions les filtres et détecteurs LR non adaptatifs.
Pour cela, on construira de nouveaux filtres et détecteurs LR adaptatifs consistants dans le régime en
grandes dimension en se référant aux estimateurs G-MUSIC et Spike MUSIC. Puis on calculera les
performances des nouveaux détecteurs LR adaptatifs en estimant les relations Pfa-seuil et Pd-seuil qui
leurs sont associées. Ensuite, on calculera les performances du nouveau filtre LR adaptatif avec le mo-
dèle spiked en déterminant le SINR loss qui lui est associé et sa convergence dans le régime en grandes
dimensions. Enfin, on validera les résultats par une application brouillage simple qui permettra de mettre
en évidence l’apport des RMT en grandes dimensions et l’influence des différences entre les modèles
« G-MUSIC » et spiked sur les performances.
4.1 Construction de nouveaux filtres et détecteurs LR adaptatifs consis-
tants
L’utilisation de la théorie des matrices aléatoires (RMT) est une voie attractive pour améliorer le fil-
trage et la détection et obtenir un signal filtré plus proche du signal filtré optimal ainsi qu’un détecteur
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avec un comportement plus proche du détecteur LR optimal, le détecteur LR-NMF. En effet, on a vu que
le signal filtré et les détecteurs considérés dans ce manuscrit peuvent être vus comme des fonctions de
FQs de la forme sH1 Πˆ
⊥
c s2 où Πˆ
⊥
c est le projecteur estimé. On rappelle alors que cette FQ est consistante
(i.e. tend vers sH1 Π
⊥
c s2) quand K tend vers l’infini mais ne l’est pas dans le régime en grandes di-
mensions. C’est pourquoi, pour différents modèles de SCM comme dans [Mestre, 2008b, Hachem et al.,
2013], les auteurs ont proposé de rectifier ce biais grâce à de nouveaux estimateurs consistants dans le
régime en grandes dimensions. Nous proposons donc ici d’utiliser les estimateurs consistants dans le
régime en grandes dimensions introduits par [Mestre, 2008b,Hachem et al., 2013] afin de construire des
nouveaux filtres et détecteurs LR adaptatifs pour améliorer le filtrage des données et les performances
de détection. Bien que nous ayons montré dans le chapitre précédent et dans [Combernoux et al., 2015a]
que le modèle le plus approprié pour une application brouillage est le modèle spiked, nous essaierons de
mener l’étude le plus loin possible, i.e. pour les deux modèles de SCM « G-MUSIC » et spiked.
4.1.1 Détecteurs
Construisons tout d’abord des détecteurs LR adaptatifs en estimant de manière consistante le détec-
teur LR-NMF. On sait que les estimateurs G-MUSIC (sH1 Πˆ
⊥
c,Gs2) et Spike-MUSIC (s
H
1 Πˆ
⊥
c,Ss2) sont des
estimateurs consistants de la FQ sH1 Π
⊥
c s2 et que le détecteur LR-NMF est une fonction de FQs de cette
forme :
ΛLR(Θ) =
|a(Θ)HΠ⊥c x|2
(a(Θ)HΠ⊥c a(Θ))(xHΠ⊥c x)
H1
≷
H0
ξLRNMF (4.1)
On construit donc les détecteurs adaptatifs LR-AG [Combernoux et al., 2013b,Combernoux et al., 2013a]
et LR-AS [Combernoux et al., 2014] suivants par les estimateurs G-MUSIC et Spike-MUSIC, avec
l’intention de bénéficier d’une meilleure estimation des FQs :
Modèle « G-MUSIC » : ΛˆG(Θ) =
|a(Θ)HΠˆ⊥c,Gx|2
(a(Θ)HΠˆ⊥c,Ga(Θ))(xHΠˆ
⊥
c,Gx)
H1
≷
H0
ξG (4.2)
Modèle spiked : ΛˆS(Θ) =
|a(Θ)HΠˆ⊥c,Sx|2
(a(Θ)HΠˆ⊥c,Sa(Θ))(xHΠˆ
⊥
c,Sx)
H1
≷
H0
ξS (4.3)
où Πˆ⊥c,G =
∑m
i=1 φ
G
i uˆiuˆ
H
i et Πˆ
⊥
c,S =
∑m
i=1 φ
S
i uˆiuˆ
H
i sont les pseudo-projecteurs dont les coefficients
φGi et φ
S
i sont définis aux Eqs.(1.120) et (1.126).
On vérifie alors aisément leur convergence vers le détecteur LR-NMF dans le régime en grandes
dimensions. En effet, sous (H1-H4), et le modèle « G-MUSIC », l’estimateur G-MUSIC (sH1 Πˆ⊥c,Gs2)
converge p.s. vers sH1 Π
⊥
c s2 dans le régime en grandes dimension. Chaque élément normalisé du dé-
tecteur LR-AG, αa(Θ)HΠˆ⊥c,Gx, a(Θ)
HΠˆ⊥c,Ga(Θ) et α
2xHΠˆ⊥c,Gx avec α = ‖x‖−12 converge donc
vers αa(Θ)HΠ⊥c,Gx, a(Θ)
HΠ⊥c,Ga(Θ) et α
2xHΠ⊥c,Gx. Le même raisonnement peut être fait avec le
modèle spiked et l’estimateur Spike MUSIC. Donc d’après le continuous mapping theorem [Billingsley,
1995], sous (H1-H4) et suivant le modèle de SCM considéré :
Modèle « G-MUSIC » : ΛˆG(Θ)
p.s.−→
m,K→∞
m/K→c<∞
ΛLR(Θ) (4.4)
Modèle spiked : ΛˆS(Θ)
p.s.−→
m,K→∞
m/K→c<∞
ΛLR(Θ) (4.5)
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4.1.2 Filtres
De même que dans le chapitre précédent, la RMT en grandes dimensions ne permet pas d’étudier
de manière simple des quantités dont la taille grandit (comme un vecteur aléatoire de taille m ou une
matrice aléatoire m ×m). On préfère donc étudier la consistance d’une quantité scalaire qui ici sera la
FQ simple du signal filtré adaptatif LR, et qui permettra de définir un filtre adaptatif LR amenant à un
signal filtré adaptatif consistant dans le régime en grandes dimensions et donc à une meilleure estimation
du signal filtré optimal pLR et des performances plus proches de celles de ce dernier. En effet, d’après le
chapitre précédent, sous (H1-H4) et suivant le modèle de SCM considéré :
Modèle « G-MUSIC » : αpˆLR
p.s.−→
m,K→∞
m/K→c<∞
αp¯G = αd
HΠ¯⊥c,Gx (4.6)
Modèle spiked : αpˆLR
p.s.−→
m,K→∞
m/K→c<∞
αp¯S = αd
HΠ¯⊥c,Sx (4.7)
où Π¯⊥c,G et Π¯
⊥
c,S sont définis en Sec.1.7.3.2. La FQ correspondant au signal filtré normalisée pLR n’étant
donc pas consistante en régime grandes dimensions, i.e. ne convergeant pas vers pˆLR, on peut alors
utiliser les estimateurs G-MUSIC et Spike-MUSIC consistants dans ce régime sous (H1-H4) :
Modèle « G-MUSIC » : αdHΠˆ⊥c,Gx
p.s.−→
m,K→∞
m/K→c<∞
αdHΠ⊥c x = αpLR (4.8)
Modèle spiked : αdHΠˆ⊥c,Sx
p.s.−→
m,K→∞
m/K→c<∞
αdHΠ⊥c x = αpLR (4.9)
où Πˆ⊥c,G et Πˆ
⊥
c,S sont définis en Sec.1.7.3.2.
On définit donc les nouveaux filtres comme suit :
Modèle « G-MUSIC » : wˆ(G)LR = Πˆ
⊥
c,Gd (4.10)
Modèle spiked : wˆ(S)LR = Πˆ
⊥
c,Sd (4.11)
de façon à satisfaire les Eqs.(4.8) et (4.9) avec :
Modèle « G-MUSIC » : pˆ(G)LR = wˆ
(G)H
LR x (4.12)
Modèle spiked : pˆ(S)LR = wˆ
(S)H
LR x (4.13)
4.2 Performances des nouveaux filtres et détecteurs adaptatifs LR
On caractérise maintenant les performances des nouveaux filtres et détecteurs adaptatifs LR. Premiè-
rement, on essaiera de déterminer les performances des détecteurs LR-AG et LR-AS par l’estimation
de leurs relations Pfa-seuil et Pd-seuil. Puis, on s’intéressera aux performances des nouveaux filtres
adaptatifs LR grâce au SINR loss en introduisant la convergence d’une FQ structurée dite rectifiée.
4.2.1 Détection : estimation des relations Pfa-seuil et Pd-seuil
Il n’est pas intéressant de raisonner ici comme dans le chapitre précédent, c’est-à-dire approximer la
distribution des nouveaux détecteurs par celle de leur limite asymptotique. En effet, leur limite respective
dans le régime en grandes dimensions est le détecteur LR-NMF dont la distribution et les performances
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sont bien connues mais pas fonction de K. Ceci ne nous apporterait donc aucune information sur le
comportement des nouveaux détecteurs à m et K fixés. On s’intéressera donc aux distributions et per-
formances des nouveaux détecteurs adaptatifs à m et K fixés.
Dans ce cadre et similairement au chapitre précédent, il est alors possible de déterminer théori-
quement, à partir des distributions de ΛˆG(Θ) et ΛˆS(Θ) sous H0 (fΛˆG(x|H0) et fΛˆS(x|H0)) et H1
(fΛˆG(x|H1) et fΛˆS(x|H1)), ou par simulations de Monte Carlo les relations Pfa-seuil et Pd-seuil. En
effet, par définition, on a :
Pfa = P
[
ΛˆG(Θ) > ξG|H0
]
=
∫ +∞
ξG
fΛˆG(x|H0)dx (4.14)
Pd = P
[
ΛˆG(Θ) > ξG|H1
]
=
∫ +∞
ξG
fΛˆG(x|H1)dx (4.15)
Avec N itérations Monte Carlo ou N données d’apprentissage, on peut définir les contreparties empi-
riques des précédentes quantités :
P empfa =
1
N
#{n : ΛˆG,n(Θ) > ξG|H0} (4.16)
P empd =
1
N
#{n : ΛˆG,n(Θ) > ξG|H1} (4.17)
où ΛˆG,n(Θ) est la n-ième réalisation de ΛˆG(Θ). Le même raisonnement peut être fait sous le modèle
spiked avec ΛˆS(Θ) et ses distributions associées sousH0 etH1
La meilleure solution serait bien sûr de pouvoir calculer ces relations théoriquement mais les dis-
tributions théoriques de ΛˆG(Θ) et ΛˆS(Θ) sont inconnues et difficiles voire « impossibles » à calculer
pour les mêmes raisons que pour les distributions du détecteur LR-ANMF, i.e. la difficulté d’intégrer la
distribution des vecteurs propres de la SCM et d’obtenir un formulation facilement implémentable. Ce
sujet serait d’ailleurs digne d’être étudié plus en profondeur. C’est pourquoi, nous garderons l’estimation
des relations Pfa-seuil et Pd-seuil empiriques par itérations Monte Carlo.
4.2.2 Filtrage : SINR loss
On se propose enfin de mesurer et prédire les performances des nouveaux filtres grâce à l’étude du
SINR loss. Pour cela, de même que dans le chapitre précédent, on introduira une FQ structurée dite
rectifiée et sa convergence. Puis on utilisera ce nouveau résultat dans la convergence du SINR loss afin
de déterminer leurs performances asymptotiques.
4.2.2.1 Convergence de la FQ structurée rectifiée LR
On définit tout d’abord les SINR loss associés aux nouveaux filtres :
Modèle « G-MUSIC » : ρˆ(G)LR =
|dHΠˆ⊥c,Gd|2
(dHΠˆ⊥c,GRΠˆ
⊥
c,Gd)(d
HR−1d)
(4.18)
Modèle spiked : ρˆ(S)LR =
|dHΠˆ⊥c,Sd|2
(dHΠˆ⊥c,SRΠˆ
⊥
c,Sd)(d
HR−1d)
(4.19)
En observant leur expression, on remarque encore les FQs structurées suivantes au dénominateur :
dHΠˆ⊥c,GRΠˆ
⊥
c,Gd (4.20)
dHΠˆ⊥c,SRΠˆ
⊥
c,Sd (4.21)
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En régime classique, on peut montrer que Πˆ⊥c,G → Π⊥c et Πˆ⊥c,S → Π⊥c presque sûrement quand
K →∞ à m fixé (démonstration en Annexe D.2). On a donc :
sH1 Πˆ
⊥
c,GRΠˆ
⊥
c,Gs2
p.s.−→
K→∞
m<∞
sH1 Π
⊥
c RΠ
⊥
c s2 (4.22)
sH1 Πˆ
⊥
c,SRΠˆ
⊥
c,Ss2
p.s.−→
K→∞
m<∞
sH1 Π
⊥
c RΠ
⊥
c s2 (4.23)
où s1 et s2 sont des vecteurs déterministes quelconques. Les FQs structurées rectifiées LR convergent
donc vers la « vraie » FQ structurée LR sH1 Π
⊥
c RΠ
⊥
c s2.
Et on peut montrer que, en régime en grandes dimensions, la FQ structurée rectifiée avec le modèle
spiked converge vers une autre quantité. Il en résulte la proposition suivante.
Proposition 4.1 Convergence de la FQ structurée rectifiée LR, modèle spiked
Soit R la matrice de covariance s’écrivant αcC+σ2Im où C est une matrice de rang faible r décrite
en Eq.(1.5). Alors, sous (H1-H4) et le modèle spiked,
sH1 Πˆ
⊥
c,SRΠˆ
⊥
c,Ss2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π
⊥
c RΠ
⊥
c s2 + σ
2sH1 (Π˜c,S −Πc)s2 (4.24)
où Πˆ⊥c,S =
∑m
i=1 φ
S
i uˆiuˆ
H
i avec φ
S
i défini en Eq.(1.126) et Π˜c,S =
∑r
i=1 w˜
S
i uiu
H
i avec w˜
S
i défini par
w˜Si =
(
1 + cγ−1i
)
/
(
1− cγ−2i
)
.
Démonstration : Voir en Annexe D.1.
Cependant, le même travail n’a pas été fait sur la FQ structurée rectifiée avec le modèle « G-MUSIC ».
Pour des raisons de temps, ces travaux font donc partie des possibles perspectives de cette thèse.
4.2.2.2 Convergence du SINR loss
Après avoir calculé le biais asymptotique du dénominateur du SINR loss (i.e. la FQ structurée rec-
tifiée LR) en régime en grandes dimensions avec le modèle spiked, on peut maintenant déterminer le
biais asymptotique du SINR loss dans le régime en grandes dimensions. On pourra alors comparer les
performances asymptotiques théoriques du nouveau filtre avec le modèle spiked aux performances du
filtre LR non adaptatif.
Avec ce modèle, on connaît la convergence dans le régime en grandes dimensions de la FQ simple
du numérateur, étant la FQ de l’estimateur Spike MUSIC (théorème 1.12) et celle du dénominateur cal-
culée précédemment en Prop.4.1 avec s1 = s2 = d. Donc, d’après le continuous mapping theorem, sous
(H1-H4) et le modèle spiked :
ρˆ
(S)
LR
p.s.−→
m,K→∞
m/K→c<∞
ρ˜LR =
|dHΠ⊥c d|2
(dHΠ⊥c RΠ⊥c d+ σ2dH(Π˜c,S −Πc)d)(dHR−1d)
(4.25)
Ainsi, ρˆ(S)LR n’est pas un estimateur de ρLR consistant dans le régime en grandes dimensions. En d’autres
termes les performances asymptotiques en terme de SINR loss du nouveau filtre LR adaptatif avec le
modèle spiked ne sont pas celles du filtre LR non adaptatif. Cependant, cette limite asymptotique permet
d’obtenir un indice de performance en fonction de K puisque celle-ci dépend de Π˜c,S et donc de c. De
plus, seul un tracé de ρˆ(S)LR par simulation permettra de mesurer les performances non asymptotiques de
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filtrage en fonction de K, θd ou de tout autre paramètre ou tout simplement pour un jeu de paramètres
donné. Cependant, comme c’est le cas pour l’estimateur Spike MUSIC, le nouveau filtre LR adaptatif
avec le modèle spiked devrait permettre d’obtenir de meilleures performances en termes de SINR loss
(ρˆ(S)LR) à jeu de paramètres fixé que le filtre LR adaptatif classique (par son SINR loss ρˆLR). Ce point
sera traité dans la section suivante par la visualisation des différents SINR loss en fonction de plusieurs
paramètres.
Enfin, pour le modèle « G-MUSIC », les performances asymptotiques du nouveau filtre LR adaptatif
ne peuvent être déterminées théoriquement, faute de convergence de la FQ structurée. Cependant, comme
pour ρˆ(S)LR, ρˆ
(G)
LR peut être calculé et tracé par simulation.
4.3 Validation des résultats et comportement des nouveaux filtres et dé-
tecteurs
Cette section est dédiée à la validation des résultats théoriques démontrés précédemment ainsi qu’à
l’étude du comportement des nouveaux filtres et détecteurs en fonctions des paramètres du système : la
dimension m, le rapport cm, le rapport brouilleurs à bruit JNR et l’angle d’arrivée θ ou θd suivant l’hy-
pothèse considérée. La sous-section 4.3.1 présente les paramètres de simulation et présente la condition
de séparabilité en fonction des paramètres de simulation. Puis, la sous-section 4.3.2 valide les nouvelles
convergences dans le régime en grandes dimensions. Ensuite, la sous-section 4.3.3 présente et compare
les performances des nouveaux détecteurs LR-AG et LR-AS avec celles des détecteurs LR-NMF et LR-
ANMF. Enfin, la sous-section 4.3.4 présente et compare les performances des nouveaux filtres adaptatifs
LR à celles du filtre non adaptatif LR et du filtre adaptatif LR classique.
4.3.1 Paramètres de simulation
Afin d’illustrer l’intérêt des RMT, on choisit comme dans le chapitre précédent l’application brouillage.
De même, le paramètre de localisation contenu dans les vecteurs directionnels est l’AoA et ainsi Θd =
θd ou Θ = θ où θd et θ sont des AoAs. De façon similaire, nous avons une antenne linéaire uniforme de
m = 200 capteurs (sauf si une autre valeur est indiquée) et r = 3 brouilleurs aux mêmes AoAs (−20◦,
0◦ et 20◦) et générés de la même manière que dans le chapitre précédent. La matrice de covariance du
bruit total est aussi identique :
R =
JNR
tr(Γ)
C + σ2Im (4.26)
avec Γ = diag([γ1, γ2, γ3]) et la puissance du bruit blanc σ2 = 1. Enfin, sauf contre indication, on aura
m = 200, θd = θ = 20, 1◦, SNR = 18dB, JNRtr(Γ) = 20dB ainsi que K = 20 pour la partie détection et
K = 10 pour la partie filtrage. On rappelle que Γ est la matrice diagonale composée des valeurs propres
théoriques de la matrice de covariance des brouilleurs (bruit LR).
On vérifie donc pour ce nouveau jeu de paramètres la condition de séparabilité en Fig.4.1. Le nombre
de données secondaires est au minimum K = r + 1 et en général dans ce chapitre K = 20. La va-
leur maximale de la limite c de cm est donc 50 pour m = 200. On observe donc que la condition de
séparabilité est vérifiée pour JNRtr(Γ) = 10dB et même plus.
4.3.2 Convergences dans le régime en grandes dimensions
On s’intéresse maintenant à la validation des nouvelles convergences dans le régime en grandes
dimensions, i.e. quand m,K → ∞ à rapport constant c, présentées dans ce chapitre. On observe tout
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FIGURE 4.1 – Condition de séparabilité.
d’abord la convergence des détecteurs LR-AG et LR-AS vers le détecteur LR-NMF en Fig.4.2 avec
c = 10, θd = 25◦ en observant en θ = 25◦.
FIGURE 4.2 – EQM sur 104 itérations en fonction de m avec c = 10, θd = 25◦ et θ = 25◦.
De même que dans les chapitres précédents, on cherche pour quels paramètres de la cible le gain
d’estimation (là où les nouveaux filtres et détecteurs permettent de mieux estimer le détecteur LR-NMF)
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est notable. Pour cela, on visualise en Fig.4.3 de manière similaire les EQMs suivantes :
EQM(pˆLR − pLR) = E
[
(pˆLR − pLR)2
]
(4.27)
EQM(pˆ(G)LR − pLR) = E
[
(pˆ(G)LR − pLR)2
]
(4.28)
EQM(pˆ(S)LR − pLR) = E
[
(pˆ(S)LR − pLR)2
]
(4.29)
EQM
(
ΛˆLR − ΛLR
)
= E
[(
ΛˆLR − ΛLR
)2]
(4.30)
EQM
(
ΛˆG − ΛLR
)
= E
[(
ΛˆG − ΛLR
)2]
(4.31)
EQM
(
ΛˆS − ΛLR
)
= E
[(
ΛˆS − ΛLR
)2]
(4.32)
Ainsi, la Fig.4.3(a) (resp. la Fig.4.3(b)) permet de visualiser l’EQM entre les détecteurs LR-ANMF, LR-
AG et LR-AS et le détecteur LR-NMF en fonction de θ (resp. entre les signaux filtrés adaptatif et le
signal filtré théorique pLR) pour m = 200, K = 20 et θd = 25◦. On observe alors que si θ = 22◦ par
exemple, la différence entre les détecteurs LR-ANMF, LR-AG et LR-AS et le détecteur LR-NMF sont
égales et les nouveaux filtres et détecteurs n’apportent rien. Cependant, si θ ' 20, 2◦ ou 25◦ par exemple
et pour le signal filtré sauf aux alentours de l’AoA de la cible, on observe un vrai gain d’estimation avec
les nouveaux filtres et détecteurs car les EQMs correspondantes sont beaucoup plus basses. De ce fait,
les AoAs d’observation et l’AoA de la cible pour le filtrage et la détection ont été choisis proches de
ceux des brouilleurs.
(a) Détecteurs LR-ANMF, LR-AG et LR-AS (b) Signaux filtrés
FIGURE 4.3 – EQM en fonction de θ (en degré) entre : (a) les détecteurs LR-ANMF, LR-AG et LR-AS
et le détecteur LR-NMF, (b) les signaux filtrés adaptatif et le signal filtré théorique pLR.
Enfin, on observe en Fig.4.4 la convergence de la FQ structurée rectifiée en Eq.(4.24) et les résultats
valident bien la nouvelle convergence dans le régime en grandes dimensions. On y visualise aussi la
convergence dans le régime en grandes dimensions du SINR loss du nouveau filtre adaptatif LR avec le
modèle spiked vers sa limite dans le régime en grandes dimensions ρ˜LR en termes d’EQM pour θ = 20, 1◦
et c = 3. Il y a bien convergence.
78
4.3. Validation des résultats et comportement des nouveaux filtres et détecteurs
FIGURE 4.4 – Convergences de la FQ structurée rectifiée (Eq.(4.24)) et du SINR loss du nouveau filtre
adaptatif LR (Eq.(4.25)) quand m,K →∞ à rapport constant c = 3, θd = θ = 20, 1◦ et JNRtr(Γ) = 10dB.
4.3.3 Performances des nouveaux détecteurs LR-AS et LR-AG
Cette partie présente maintenant les performances des nouveaux détecteurs adaptatifs LR-AG et
LR-AS dont les performances tendent vers celles du LR-NMF. Cependant, afin de bien apprécier les
performances et le gain apporté par la RMT, il est nécessaire de prendre une dimension m suffisamment
élevée. En effet, si elle est trop faible, on peut voir en Fig.4.5 que, même si l’estimation du sous-espace
bruit LR par la RMT est meilleure (les détecteurs ont des valeurs plus basses ou encore les « zéros » des
FQs du type sH1 Πˆ
⊥
c s2 sont mieux estimés), les minimums (« zéros » des FQs) du dénominateur sont dé-
calés de quelques dixièmes de degré et entraînent donc un dénominateur proche de 0 sur un AoA proche
mais différent de celui des brouilleurs. De ce fait, il y aura division par un ε proche de 0 et entraînera
une très mauvaise estimation du détecteur LR-NMF et une baisse en performance. Cependant, dès que
m augmente, on peut observer que ce décalage en AoA diminue dû à la meilleure précision angulaire de
l’antenne. C’est pour cette raison que, par la suite, m sera fixé généralement à 200, taille suffisamment
grande pour pouvoir apprécier et étudier les nouveaux détecteurs adaptatifs LR.
On s’intéresse maintenant à l’évolution des performances des nouveaux détecteurs en fonction des
paramètres du système en termes de probabilité de détection et de fausse alarme. Pour cela, on observe
en Fig.4.6 les probabilités de fausse alarme et de détection, des détecteurs LR-NMF (en noir), LR-AS
(en vert), LR-AG (en rouge) et LR-ANMF (en bleu) pour un seuil fixé en fonction de m. Pour la Pfa,
on observe alors que est est plus basse que celle du détecteur LR-ANMF et que plus m augmente, plus
elle se rapproche de celle de l’optimal en LR, celle du détecteur LR-NMF. Pour la Pd, les performances
dépendent clairement de m. En effet si m est trop faible, les nouveaux détecteurs détectent moins bien
que le détecteur LR-ANMF, ce qui n’est plus le cas quand m augmente à partir d’une certaine valeur
(m = 250 ici). Puis on observe ces même quantités en fonction de K en Fig.4.7. Pour la Pfa et la Pd, les
performances des nouveaux détecteurs sont globalement plus proches de celles du détecteur LR-NMF
que ne le sont celles du détecteur LR-ANMF. Les performances théoriques sont donc mieux approchées
par les nouveaux détecteurs que par le détecteur LR-ANMF. On observe ces même quantités en fonction
de θ (sous H0) ou θd (sous H1) en Fig.4.8. En termes de Pfa, celle-ci est bien plus basse que celle du
détecteur LR-ANMF pour des valeurs de θ proche de celui des brouilleurs (20◦) et ce rapproche donc de
celle du détecteur LR-NMF. Cependant, lorsque la cible est trop loin (au dessus d’une certaine valeur de
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(a) m = 100 (b) m = 500
FIGURE 4.5 – Numérateurs et dénominateurs des détecteurs LR-NMF, LR-AS, LR-AG et LR-ANMF
sousH0 en fonction de θ pour deux valeurs de m et cm = 5, JNRtr(Γ) = 10dB.
θ), les nouveaux détecteurs ont une Pfa bien plus mauvaise que les autres. Toutefois, en termes de Pd,
les nouveaux détecteurs ont des performances très proches des théoriques (celles du détecteur LR-NMF).
Enfin, on observe ces même quantités en fonction de JNRtr(Γ) en Figs.4.9(a) et 4.9(b). En termes de Pfa, on
observe que pour une large plage de valeurs JNRtr(Γ) (de 14dB à 38dB ici) les nouveaux détecteurs sont bien
meilleurs que le détecteur LR-ANMF et sont plus proches du détecteur LR-NMF, ce qui n’est plus le cas
pour les valeurs en dehors de cette plage. En termes de Pd, on observe que les nouveaux détecteurs ont
des performances bien plus proches des optimales en LR (celles du détecteur LR-NMF). Les détecteurs
LR-AS et LR-AG se comportent donc globalement plus comme le détecteur LR-NMF que ne le fait le
détecteur LR-ANMF pour presque tous les paramètres. Cependant, il faut garder en tête que ces courbes
sont pour un seuil et des paramètres fixés. Elles ne reflètent donc pas l’intégralité du comportement des
nouveaux détecteurs. De plus amples investigations seraient donc nécessaires. De plus, ces courbes ne
sont qu’empiriques et on aimerait bien sûr pouvoir déterminer ces comportements de manière théorique.
Cela fait partie des nombreuses perspectives de cette thèse.
Après avoir déterminé le comportement des nouveaux détecteurs en fonction des paramètres du sys-
tème, prenons maintenant un jeu de paramètres favorable aux nouveaux détecteurs (m = 200, K = 20,
JNR
tr(Γ) = 20dB et θ = θd = 20, 1
◦) afin de pouvoir observer leur performances de détection en termes de
probabilité de fausse alarme en fonction du seuil et probabilité, détection en fonction du SNR et courbes
COR et de les comparer à celles des détecteurs LR-NMF et LR-ANMF. En Fig.4.10, on visualise les
relations Pfa-seuil des détecteurs LR-NMF, LR-AG, LR-AS et LR-ANMF et on observe que les nou-
veaux détecteurs adaptatifs ont de meilleures performances que le détecteur LR-ANMF, i.e. pour un seuil
donné la probabilité de fausse alarme est bien inférieure. Ensuite, en Fig.4.11(a), on visualise les relations
Pd-SNR des détecteurs LR-NMF, LR-AG, LR-AS et LR-ANMF pour une probabilité de fausse alarme
fixée à 10−3 et on observe que les nouveaux détecteurs adaptatifs ont de meilleures performances que le
détecteur LR-ANMF, i.e. pour un SNR donné la probabilité de détection est bien supérieure. Enfin, en
Fig.4.11(b), on visualise les relations Pd-Pfa ou courbes COR des détecteurs LR-NMF, LR-AG, LR-AS
et LR-ANMF pour un SNR fixé à 18dB et de même on observe que les nouveaux détecteurs adaptatifs
ont de meilleures performances que le détecteur LR-ANMF, i.e. pour une probabilité de fausse alarme et
un SNR donnés la probabilité de détection est supérieure.
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(a) Pfa, 10 log10(seuil)= −20 (b) Pd, 10 log10(seuil)= −15
FIGURE 4.6 – Probabilités de fausse alarme et de détection en fonction de m, des détecteurs LR-NMF
(ligne noire), LR-AS (en bleu), LR-AG (en rouge) et LR-ANMF (pointillés noirs) pour cm = 20, θ =
θd = 20, 1
◦, JNRtr(Γ) = 20dB et un seuil fixé sur 10
4 itérations.
(a) Pfa, 10 log10(seuil)= −20 (b) Pd, 10 log10(seuil)= −15
FIGURE 4.7 – Probabilités de fausse alarme et de détection en fonction de K, des détecteurs LR-NMF
(ligne noire), LR-AS (en bleu), LR-AG (en rouge) et LR-ANMF (pointillés noirs) pour m = 200, θ =
θd = 20, 1
◦, JNRtr(Γ) = 20dB et un seuil fixé.
Les nouveaux détecteurs ont donc un comportement et des performances plus proches de ceux du
LR-NMF et globalement meilleurs que ceux du détecteur LR-ANMF. On a aussi pu observer les des
deux détecteurs se comportent de la même façon malgré la différence de modèle de covariance.
4.3.4 Performances des nouveaux filtres
Pour finir, on visualise les performances du filtre LR adaptatif classique et des nouveaux filtres par
leur SINR loss et à leurs performances asymptotiques par les limites des SINR loss en Fig. 4.12. On
cherche donc ici à avoir le moins de pertes de filtrage pour un maximum de paramètres donc un SINR
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(a) Pfa, 10 log10(seuil)= −15 (b) Pd, 10 log10(seuil)= −10
FIGURE 4.8 – Probabilités de fausse alarme et de détection en fonction de θ ou θd, des détecteurs LR-
NMF (ligne noire), LR-AS (en bleu), LR-AG (en rouge) et LR-ANMF (pointillés noirs) pour m = 200,
cm = 20, JNRtr(Γ) = 20dB et un seuil fixé.
(a) Pfa, 10 log10(seuil)= −20 (b) Pd, 10 log10(seuil)= −15
FIGURE 4.9 – Probabilités de fausse alarme et de détection en fonction de JNRtr(Γ) , des détecteurs LR-
NMF (ligne noire), LR-AS (en bleu), LR-AG (en rouge) et LR-ANMF (pointillés noirs) pour m = 200,
cm = 20, θ = θd = 20, 1◦ et un seuil fixé.
loss le plus proche possible de 1. La Fig. 4.12(a) montre alors la visualisation des différents SINR loss :
ρLR (ligne noire avec étoiles), ρˆLR (ligne pointillée bleue) et sa limite dans le régime en grandes dimen-
sions ρ¯(S)LR (ligne bleue avec carrés), ρˆ
(G)
LR (ligne verte avec ronds), ρˆ
(S)
LR (ligne rouge avec étoiles) et sa
limite dans le régime en grandes dimensions ρ˜LR (ligne rouge avec carrés) en fonction de K quand la
cible est près des brouilleurs, i.e. θd = 20, 1◦. On observe alors que les SINR loss des nouveaux filtres
permettent d’obtenir de meilleures performances à nombre de données secondaires K faible. C’est-à-
dire qu’on a besoin de moins de données secondaires pour avoir un filtrage aussi performant que le filtre
LR adaptatif classique (à SINR loss fixé), par exemple K = 20 au lieu de K = 35 pour un SINR
loss de -3dB. Ceci est intéressant lorsqu’on cherche justement à trouver de nouveaux filtres permettant
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FIGURE 4.10 – Relations Pfa-seuil des détecteurs LR-NMF, LR-AG, LR-AS et LR-ANMF avec m =
200, K = 20, JNRtr(Γ) = 20dB, θ = 20, 1
◦ et θd = 20, 1◦ et SNR = 18dB pour les Pd-seuil.
(a) Relations Pd-SNR (b) Relations Pd-Pfa/courbes COR
FIGURE 4.11 – Relations Pd-SNR et Pd-Pfa des détecteurs LR-NMF, LR-AG, LR-AS et LR-ANMF
avec m = 200, K = 20, JNRtr(Γ) = 20dB, θ = 20, 1
◦, θd = 20, 1◦ et : (a) Pfa = 10−3 pour les Pd-
SNR,(b) SNR = 18dB pour les Pd-Pfa.
de diminuer le nombre de données secondaires pour des performances équivalentes comme en applica-
tion STAP. On observe aussi, comme avec les détecteurs, que les SINR loss des deux nouveaux filtres
sont presque superposés. On s’intéresse maintenant aux performances asymptotiques dans le régime en
grandes dimensions du filtre adaptatif LR classique et du nouveau filtre LR adaptatif avec le modèle spi-
ked : ρ¯(S)LR et ρ˜LR respectivement. On observe alors qu’asymptotiquement, le nouveau filtre LR adaptatif
avec le modèle spiked a de meilleures performance que le filtre adaptatif LR classique. En effet, pour des
performances équivalentes (-3dB par exemple), le nouveau filtre LR adaptatif ne nécessite qu’environ
K = 12 données secondaires contre K = 30 données secondaires pour le filtre adaptatif LR classique.
Les performances du nouveau filtre LR adaptatif avec le modèle spiked s’approchent donc plus de celles
du filtre LR non adaptatif que celles du filtre LR adaptatif classique.
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Puis, de manière similaire, les même équations sont tracées en fonction de θ = θd en Fig. 4.12(b) avec
K = 2r. On observe alors comme précédemment que les nouveaux filtres adaptatifs ont de meilleures
performances que le filtre adaptatif LR classique, i.e. lorsque l’AoA de la cible est proche de ceux des
brouilleurs (ici en dessous de 20, 5◦) les pertes dues au filtrage sont beaucoup moins importantes ou de
manière équivalente la valeur du SINR loss est plus importante. Ainsi, on peut observer que le décro-
chage (là où les performances se dégradent fortement) s’effectue à une valeur plus basse de θd, ici autour
de 20, 3◦ pour les nouveaux filtres au lieu d’environ 20, 5◦ pour le filtre LR adaptatif classique. Cette
différence peut être même plus importante, comme on peut le voir en Fig.4.13. Ceci nous permet donc
d’avoir une valeur de θd correspondant à un décrochement de performances, en dessous de laquelle le
filtrage se dégrade fortement. Enfin, on s’intéresse aussi aux performances asymptotiques dans le régime
en grandes dimensions du filtre adaptatif LR classique et du nouveau filtre LR adaptatif avec le modèle
spiked : ρ¯(S)LR et ρ˜LR respectivement. De même, on observe sur les deux Figs. 4.12(b) et 4.13 que les per-
formances asymptotiques du nouveau filtre LR adaptatif avec le modèle spiked sont meilleures (SINR
loss asymptotique plus proche de 0dB) que les performances asymptotiques du filtre LR adaptatif clas-
sique. Les performances du nouveau filtre LR adaptatif avec le modèle spiked s’approchent donc plus de
celles du filtre LR non adaptatif que celles du filtre LR adaptatif classique.
(a) En fonction de K avec θd = 20, 1◦ (b) En fonction de θd avec K = 2r
FIGURE 4.12 – Visualisation de ρLR, ρˆLR et sa limite en grandes dimensions ρ¯
(S)
LR, ρˆ
(G)
LR , ρˆ
(S)
LR et sa limite
en grandes dimensions ρ˜LR en fonction deK ou θd (sur 103 réalisations) avec JNRtr(Γ) = 20dB etm = 200.
Nous avons donc défini en utilisant les outils de RMT des nouveaux filtres adaptatifs LR présentant
de meilleures performances asymptotiques et non asymptotiques en termes de perte en RSIB que le filtre
adaptatif LR classique en fonction des paramètres de localisation du signal d’intérêt et du nombre de
données secondaires K.
4.4 Synthèse
Dans ce chapitre, on a donc proposé d’améliorer les performances de détection et de filtrage par
rapport à celles du filtre LR adaptatif classique et du détecteur LR-ANMF en construisant de nouveaux
filtres et détecteurs LR adaptatifs aux meilleures performances. On a ainsi observé de meilleures per-
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FIGURE 4.13 – Visualisation de ρLR, ρˆLR et sa limite en grandes dimensions ρ¯
(S)
LR, ρˆ
(G)
LR , ρˆ
(S)
LR et sa limite
en grandes dimensions ρ˜LR en fonction de θd (sur 103 réalisations) avec JNRtr(Γ) = 30dB, m = 100 et
K = 2r.
formances non asymptotiques et asymptotiques en termes de filtrage et SINR loss, i.e. on a besoin de
moins de données secondaires pour des performances équivalentes à celle du filtre adaptatif classique et
le filtrage est meilleur (moins de pertes en RSB) pour des cibles plus proches des brouilleurs. On a ainsi
montré que les performances du nouveau filtre LR adaptatif avec le modèle spiked s’approchent bien
plus de celle du filtre LR non adaptatif que ne le sont celles du filtre LR adaptatif classique. Les nou-
veaux détecteurs LR-AG et LR-AS apportent aussi globalement de meilleures performances en termes
de probabilités de fausse alarme et de détection. Ainsi, leurs performances sont plus proches de celles
du détecteur LR-NMF, à seuil fixé la probabilité de fausse alarme est plus faible que celle du détecteur
LR-ANMF et à SNR et probabilité de fausse alarme fixés, la probabilité de détection est plus importante.
Cependant, certains jeux de paramètres sont défavorables aux nouveaux détecteurs (par exemple si m
est trop petit ou la puissance des brouilleurs trop forte) et ce sujet mériterait d’être étudié plus en détail.
Ainsi, lorsque l’AoA de la cible ou l’AoA d’observation s’éloigne de celui des brouilleurs (bruit LR),
les performances des nouveaux détecteurs tendent à être équivalentes ou moins bonnes que celles des
autres détecteurs (LR-ANMF et LR-NMF). C’est donc proche des brouilleurs que le gain des nouveaux
détecteurs est significatif. Cependant, bien qu’une meilleure estimation des FQs entraîne une meilleure
discrimination, cela n’entraîne pas forcément une meilleure estimation des paramètres d’intérêt. Enfin,
nous avons observé que les modèles « G-MUSIC » et spiked amènent aux mêmes résultats.
On a ainsi validé les résultats théoriques de cette thèse sur une application simple entièrement contrô-
lée et observé les comportements des diverses quantités de filtrage et détection. On va donc s’intéresser
aux applications sur lesquelles nous avons moins de contrôle et pour lesquelles cette thèse a initialement
été réalisée : le STAP et MIMO-STAP.
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5
Mise en pratique des démarches et résultats sur les
applications STAP et MIMO-STAP sparse
Dans les chapitres précédents, on a tout d’abord calculé puis validé les performances/comportements
asymptotiques des filtres adaptatifs et des détecteurs adaptatifs rang faible dans le régime en grandes
dimensions afin de pouvoir connaître et prédire leur comportement pour un jeu de paramètres donné.
Ainsi, on a déterminé la loi asymptotique dans le régime en grandes dimensions du détecteur LR-ANMF
puis ses performances de détection asymptotiques et la perte en RSB asymptotique du filtre adaptatif LR.
On a alors démontré que le signal filtré par le filtre LR adaptatif et le détecteur LR-ANMF sont biaisés,
ce qui entraîne une baisse de performances supplémentaire dûe à ce biais par rapport au quantités LR
non adaptatives, cette baisse de performances pouvant se traduire par une baisse de la probabilité de
détection ou une baisse du RSIB en sortie du filtre. On a donc construit de nouveaux filtres et détecteurs
LR adaptatifs non biaisés dans le régime en grandes dimensions afin d’améliorer les performances de
détection et de filtrage par rapport à celles du filtre LR adaptatif classique et du détecteur LR-ANMF. On
a validé tous les résultats sur une application de brouillage simple et entièrement maîtrisée et observé les
comportements des diverses quantités de filtrage et détection.
Cependant, les applications qui nous intéressent ici sont les traitements STAP et MIMO-STAP sparse.
C’est pourquoi, l’objectif de ce chapitre est de mettre en pratique les résultats précédemment obtenus sur
les applications STAP et MIMO-STAP sparse. Pour cela, on présentera plus en détails les applications
visées ainsi que les paramètres de simulation. Grâce à ceux-ci on vérifiera la validité de la condition de
séparabilité. On visualisera ensuite le comportement des filtres adaptatifs LR sur les deux applications et
on s’intéressera aux détecteurs adaptatifs LR. On pourra ainsi observer l’influence des différences entre
les modèles « G-MUSIC » et spiked sur les performances. Enfin, on discutera plus en détails les résultats
obtenus.
5.1 Contexte applicatif et paramètres de simulation
Le contexte applicatif de cette thèse concerne initialement les traitements spatio-temporels radar
STAP et MIMO-STAP sparse. Une description détaillée du STAP (resp. MIMO-STAP) est disponible
dans [Ward, 1994] (resp. [Chong, 2011]). On présentera ici une version succincte afin d’appréhender les
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principes fondamentaux du STAP et du MIMO-STAP.
5.1.1 Traitement STAP
5.1.1.1 Présentation du radar
Le traitement STAP pour Space Time Adaptive Processing, est un traitement radar visant à détermi-
ner l’élévation et/ou l’azimut ainsi que la vitesse d’une cible en mouvement grâce à un radar aéroporté
comportant une antenne généralement linéaire uniforme composée de N capteurs de réception unifor-
mément répartis et espacés d’une distance D envoyant un signal de M impulsions Doppler (cf. Fig.5.1).
Il y a K cellules de clutter ou fouillis (réponse du sol), ces cellules étant les K données secondaires, et
une cellule sous test étant la cellule où on détecte ou pas la cible potentielle de vitesse vt.
(a) Balayage d’angles pour une configuration à visée latérale
(b) Géométrie du STAP (c) « Quadrillage » du sol illuminé par le radar
FIGURE 5.1 – Schémas pour la représentation du STAP.
De cette façon, en ayant une information spatiale, les N capteurs de l’antenne, et une information
temporelle, les M impulsions envoyées, il est possible de détecter des cibles mobiles même à basse
vitesse comme le montre la Fig.5.2, grâce à la finesse du filtre bidimensionnel.
La géométrie d’un système STAP classique est présentée à la Fig. 5.1(b). Le radar envoie des im-
pulsions cohérentes à une fréquence de répétition fr. Le porteur se déplace à la vitesse non uniforme
vp. De part la disposition des capteurs par rapport à sa direction de mouvement, on dit que le radar est
en configuration side-looking, configuration la plus simple. A la réception, les retours radar sur chaque
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FIGURE 5.2 – Principe et intérêt du filtrage spatio-temporel
capteur après transposition en bande de base et filtrage adapté sont échantillonnés à une fréquence fe. La
fréquence spatiale ou longueur d’onde du radar est notée fs = c/f0 où c est la vitesse de propagation des
ondes électromagnétiques et f0 la fréquence porteuse des signaux émis. Enfin, le signal émis est bande
étroite.
Le vecteur de position du n-ième élément d’antenne est :
dn = D(n− 1)ux (5.1)
où ux est un vecteur unitaire du système de coordonnées cartésien. Le vecteur de vitesse du radar est :
vp = vp,xux + vp,yuy + vp,zuz (5.2)
= vp,xux (5.3)
puisque nous considèrerons ici un porteur se déplaçant suivant le vecteur ux. ux, uy et uz sont des
vecteurs unitaires du système de coordonnées cartésien. La position d’un point sera présentée par un
vecteur unitaire u décrit par les angles azimut et élévation (ϕ, θ) :
u(ϕ, θ) = cos(θ) sin(ϕ)ux + cos(θ) cos(ϕ)uy + sin(θ)uz (5.4)
5.1.1.2 Modèle des signaux
Après mise en forme des signaux, les données STAP forment un data cube contenant les réponses
spatio-temporelles des K + 1 différentes cases distances ou cellules de la scène illuminée par le radar.
Pour chaque case distance k, les informations temporelles et spatiales sont concaténées dans un vecteur
comme montré dans la Fig. 5.3 pour former un vecteur du signal reçu xk de taille m = NM .
Ce signal reçu xk dans la cellule distance k est alors un mélange de différents signaux qui seront
décrits plus en détail par la suite :
– éventuellement le signal d’intérêt d provenant d’une cible
– le clutter ou fouillis c qui est la réponse du sol
– le bruit blanc b, bruit de réception interne ou bruit d’électronique (dû aux capteurs, systèmes, etc.).
Nous ne tiendrons pas compte ici d’éventuels brouilleurs. De plus, nous supposerons par la suite que la
cible est présente dans une seule case distance, appelée donnée sous test et notée x bien qu’en pratique,
il est courant que la réponse de la cible s’étale sur les cases distances entourant la cellule sous test. Pour
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FIGURE 5.3 – Data cube STAP et arrangement des données
palier ce problème, on ne prend pas en compte ces cases qu’on appellera alors cellules de garde. Sous
l’hypothèse de cible présente, hypothèseH1, on peut donc écrire le signal reçu de la façon suivante :
x = d+ c+ b (5.5)
L’ensemble desK signaux (données secondaires) contenant uniquement le fouillis et le bruit blanc s’écrit
de la façon suivante :
xk = ck + bk (5.6)
Enfin sous l’hypothèse de cible absente H0, la donnée sous test ne contient que du bruit. Les données
STAP se résument donc ainsi :{ H0 : x = c+ n xk = ck + nk, k ∈ [[1,K]]
H1 : x = d+ c+ n xk = ck + nk, k ∈ [[1,K]] (5.7)
On supposera que le bruit de la cellule sous test et le bruit des K autres cellules sont indépendantes et
partagent la même distribution.
Modèle du signal cible
La réponse de la cible s’écrit :
d = αa(ωt(vt), νt(ϕt, θt)) (5.8)
où α, contenant la puissance de la cible, représente l’atténuation de l’onde après propagation et réflexion
sur la cible et vt le vecteur vitesse de la cible :
vt = vt,xux + vt,yuy + vt,zuz (5.9)
De plus :
a(ωt(vt), νt(ϕt, θt)) =
1
m
b(ωt(vt))⊗ v(νt(ϕt, θt)) (5.10)
où b(ωt(vt)) et v(νu(ϕt, θt)) sont les vecteurs directeurs temporel et spatial définis comme :
b(ωt(vt)) =
1√
M
[
1, e2ipiωt(vt), · · · , e2ipi(M−1)ωt(vt)
]T
(5.11)
v(νt(ϕt, θt)) =
1√
N
[
1, e2ipiνt(ϕt,θt), · · · , e2ipi(N−1)νt(ϕt,θt)
]T
(5.12)
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avec ωt(vt) et νt(ϕt, θt) la fréquence Doppler normalisée et la fréquence spatiale de la cible :
ωt(vt) =
2
fsfr
u(ϕt, θt)
T (vp − vt) (5.13)
=
2
fsfr
[
(vp,x − vt,x) cos(θt) sin(ϕt) + (vp,y − vt,y) cos(θt) cos(ϕt) + (vp,z − vt,z) sin(θt)
]
νt(ϕt, θt) =
1
(n− 1)fsu(ϕt, θt)
Tdn (5.14)
=
D
fs
cos(θt) sin(ϕt) (5.15)
Modèle du bruit blanc
Le bruit blanc est modélisé par un vecteur aléatoire complexe gaussien centré et de puissance σ2 :
b, bk ∼ CN (0, σ2Im) (5.16)
La puissance sera égale à 1 si aucune précision n’est donnée.
Modèle du fouillis
Le clutter ou réponse du sol est équivalent à une cible immobile dans chaque clutter patch. En d’autres
termes c’est la superposition d’un grand nombre de points distribués autour du radar à une distance fixe.
La réponse d’un point du sol est donc similaire à celle de la cible :
ci = αia(ωi, νi(ϕi, θi)) (5.17)
avec αi est l’amplitude complexe aléatoire du patch i et, de la même manière qu’avec la cible :
ωi = βνi(ϕi, θi) =
2
fsfr
u(ϕi, θi)
Tvp (5.18)
=
2vp,x
fsfr
cos(θi) sin(ϕi) (5.19)
νi(ϕi, θi) =
D
fs
cos(θi) sin(ϕi) (5.20)
où β = 2vpDfr et où l’on rappelle que le porteur se déplace suivant le vecteur ux. La réponse du fouillis
peut donc s’écrire comme la somme des réponses des Nc points du sol (les clutter patch) :
ck =
Nc∑
i=1
ci,k =
Nc∑
i=1
αi,ka(ωi, νi(ϕi, θi)) (5.21)
Les αi,k sont supposés décorrélés entre eux.
Le fouillis peut être décrit comme homogène ou inhomogène [Ward, 1994] mais sera ici décrit comme
homogène. Dans ce cas, la puissance du fouillis est la même pour toutes les cellules k et pour la cellule
sous test. Les vecteurs c et ck sont alors modélisés comme des vecteurs aléatoires complexes gaussiens
centrés et de matrice de covariance αcC = E[ccH ] = E[ckcHk ] qui peut s’écrire théoriquement de la
manière suivante :
αcC =
Pc
Nc
Nc∑
i=1
γ˜ia(ωi, νi(ϕi, θi))a
H(ωi, νi(ϕi, θi)) (5.22)
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où Pc est la puissance du fouillis et γi le rapport fouillis à bruit (CNR) du patch i normalisé par le
rapport fouillis à bruit total. Ensuite, en STAP, le fouillis est de rang faible rg(C) = r  m d’après la
formule de Brennan [Brennan and Staudaher, 1992], d’où une décomposition comme à l’Eq.(1.5), avec :
r ' bN + β(M − 1)c (5.23)
Si β ∈ N∗, la relation devient une égalité. Enfin, la matrice de covariance du bruit total s’écrit :
R = αcC + σ
2Im =
CNR
Nc
Nc∑
i=1
γ˜ia(ωi, νi(ϕi, θi))a
H(ωi, νi(ϕi, θi)) + Im (5.24)
=
CNR
Nc
r∑
i=1
γiuiu
H
i + Im (5.25)
avec σ2 = 1 et αc = CNR/Nc et où CNR est le rapport fouillis à bruit.
5.1.2 Traitement MIMO-STAP sparse
5.1.2.1 Présentation du radar
Le traitement MIMO-STAP pour Multiple Input Multiple Output-Space Time Adaptive Processing,
est un traitement radar visant à déterminer l’élévation et/ou l’azimut ainsi que la vitesse d’une cible en
mouvement grâce à un radar aéroporté comportant une antenne généralement linéaire uniforme compo-
sée de L capteurs d’émission etN capteurs de réception uniformément répartis et respectivement espacés
d’une distance De et Dr comme montré en Fig.5.4. L’intérêt d’un traitement MIMO réside en l’augmen-
tation du pouvoir de résolution. Le radar sera en configuration cohérente colocalisée et la vitesse du
porteur sera négligée. En d’autre termes, on considèrera qu’entre l’émission et la réception, le porteur
n’aura pas bougé (∆t = 0) et ainsi les angles d’émission seront égaux aux angles de réception.
FIGURE 5.4 – Radar MIMO aéroporté.
L’origine de l’augmentation du pouvoir de résolution provient de l’augmentation de la taille de l’an-
tenne virtuelle. En effet, la géométrie de l’antenne virtuelle est donné par la convolution des positions
des capteurs émetteurs et récepteurs comme montré en Fig.5.5. Ainsi, par exemple comme en Fig.5.5(a),
avec L émetteurs espacés de manière sparse et N récepteurs proches les uns des autres (comme fs/2 où
fs est la longueur d’onde), on obtient une ouverture d’antenne effective plus grande soit (LN − 1)fs/2
au lieu de (N −1)fs/2 pour un radar STAP classique. De manière alternative, si les antennes d’émission
et de réception ont des directions différentes comme en Fig.5.5(b), on obtient une antenne virtuelle 2D,
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où Rx est l’antenne de réception, Tx l’antenne de transmission et Virtual l’antenne virtuelle formée par
les antennes de transmission et de réception. Par la suite, on se placera en configuration sparse comme
en Fig.5.5(a).
(a) Antenne virtuelle 1D (b) Antenne virtuelle
2D
FIGURE 5.5 – Antenne virtuelle : (a) 1D formée à partir d’éléments récepteurs ploches et d’éléments
émetteurs éloignés ou sparse, (b) 2D formée à partir d’éléments récepteurs et émetteurs proches.
Les capteurs d’émission envoient des signaux de M impulsions ou pulses Doppler. De même qu’en
STAP, il y a K cellules de clutter ou fouillis (réponse du sol) comme on peut le voir à la Fig.5.1(c), ces
cellules étant les K données secondaires, et une cellule sous test étant la cellule où on détecte ou pas la
cible potentielle de vitesse vt. Les M impulsions cohérentes sont envoyées à une fréquence de répétition
fr. Le porteur se déplace à la vitesse non uniforme vp. De part la disposition des capteurs par rapport
à sa direction de mouvement, on dit que le radar est en configuration side-looking, configuration la plus
simple. Enfin, on note f0 la fréquence porteuse des signaux émis. Enfin, le signal émis est supposé bande
étroite.
5.1.2.2 Modèle des signaux
On peut décrire le processus d’émission grâce aux schémas présentés en Fig.5.6. Le l-ième élément
émetteur émet un pulse composée de Ns échantillons sur une durée Ts. On supposera aussi que les
capteurs sont découplés. Le m-ième pulse peut alors s’écrire de la manière suivante :
em,l = cm,l  φl(t) = [(cm,l)1φl(t1) · · · (cm,l)Nsφl(tNs)] ∈ C1×Ns (5.26)
où cm,l est le vecteur de codage associé à l’émetteur l et au pulse m et φl(t) = [φl(t1), · · · , φl(tNs)] la
forme d’onde associée à l’émetteur l.
Ainsi la réponse d’un objet de fréquence Doppler ω, et d’azimut ϕ et élévation θ reçue par le n-ième
récepteur au m-ième pulse et provenant d’une cellule k s’écrit de la manière suivante :
αkvn(ϕ, θ)bm(ω)
L∑
l=1
vl(ϕ, θ)em,l (5.27)
Donc, la réponse de cet objet reçue par les N récepteurs au m-ième pulse et provenant d’une cellule k
s’écrit de la manière suivante :
αkbm(ω)ve(ϕ, θ)v
T
r (ϕ, θ)(Cm Φ) (5.28)
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(a) Processus d’émission : codage + mise en
forme
(b) Signaux émis
FIGURE 5.6 – Schémas d’émission d’un radar MIMO-STAP.
où Cm est la matrice de codage du m-ième pulse et Φ la matrice des formes d’onde :
Cm = [c
T
m,1, · · · , cTm,L]T (5.29)
Φ = [φT1 (t), · · · ,φTL(t)] (5.30)
et où bm(ω), vl(ϕ, θ) et vn(ϕ, θ) sont respectivement lesm-ième, l-ième et n-ième éléments des vecteurs
directeurs temporel b(ω(v)) et spatiaux de l’émetteur ve(ϕ, θ) et du récepteur vr(ϕ, θ), définis comme :
b(ω(v)) =
1√
M
[
1, e2ipiω(v), · · · , e2ipi(M−1)ω(v)
]T
(5.31)
ve(ϕ, θ) =
1√
L
[
1, e
2ipiDe
fs
cos(θ) sin(ϕ)
, · · · , e2ipi(L−1)Defs cos(θ) sin(ϕ)
]T
(5.32)
vr(ϕ, θ) =
1√
N
[
1, e
2ipiDr
fs
cos(θ) sin(ϕ)
, · · · , e2ipi(N−1)Drfs cos(θ) sin(ϕ)
]T
(5.33)
avec ω(v) la fréquence Doppler normalisée du point réfléchissant :
ω(v) =
2
fsfr
u(ϕ, θ)T (vp − v) (5.34)
Les signaux reçus (zn,m)k sont ainsi composés de la somme des réponses des Nc clutter patch, de la
réponse éventuelle de la cible et de bruit de réception interne au radar. Ces signaux sont ensuite traités,
filtrés et décodés pour obtenir un data cube X¯ comme montré en Fig.5.7.
Ainsi, après mise en forme des signaux et en supposant les formes d’ondes orthogonales et un parfait
décodage, les données MIMO-STAP forment un data cube similaire au data cube en traitement STAP
contenant les réponses spatio-temporelles des K + 1 différentes cases distances ou cellules de la scène
illuminée par le radar. Pour chaque case distance k, les informations temporelles et spatiales sont conca-
ténées dans un vecteur comme montré dans la Fig. 5.8 pour former un vecteur du signal reçu xk de taille
m = NML.
Ce signal reçu xk dans la cellule distance k est donc aussi un mélange de différents signaux qui
seront décrits plus en détail par la suite :
– éventuellement le signal d’intérêt d provenant d’une cible
– le clutter ou fouillis c qui est la réponse du sol
– le bruit blanc b, bruit de réception interne.
La suite de la modélisation est identique à celle du traitement STAP avec m = NML. Nous ne noterons
donc ici que les différences.
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FIGURE 5.7 – Schéma du processus de réception d’un radar MIMO-STAP.
FIGURE 5.8 – Data cube MIMO-STAP et arrangement des données
Modèle du signal cible
La réponse de la cible s’écrit presque de manière identique :
d = αa(ωt(vt), ϕt, θt) (5.35)
où α, contenant la puissance de la cible, représente l’atténuation de l’onde après propagation et réflexion
sur la cible et
a(ωt(vt), ϕt, θt) =
1√
m
b(ωt(vt))⊗ ve(ϕt, θt)⊗ vr(ϕt, θt) (5.36)
où b(ωt(vt)), ve(ϕt, θt) et vr(ϕt, θt) sont les vecteurs directeurs temporel et spatiaux de l’émetteur et
du récepteurs et ωt(vt) la fréquence Doppler normalisée de la cible, déjà définie pour le traitement STAP.
Modèle du fouillis
La réponse du sol d’un clutter patch est toujours similaire à celle de la cible :
ci = αia(ωi, ϕi, θi) (5.37)
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avec αi est l’amplitude complexe aléatoire du patch i et ωi est défini comme en traitement STAP. La
réponse du fouillis de la cellule k et sa matrice de covariance αcC = E[ccH ] = E[ckcHk ] sont défini de
la même manière. Cependant, en MIMO-STAP sparse, le rang faible du fouillis est donné par la relation
suivante :
r ' bN + β(M − 1) + γ(L− 1)c (5.38)
avec γ = De/Dr. Si β, γ ∈ N∗, la relation devient une égalité. Enfin, la matrice de covariance du bruit
total s’écrit :
R = αcC + σ
2Im =
CNR
Nc
Nc∑
i=1
γ˜ia(ωi, νi(ϕi, θi))a
H(ωi, νi(ϕi, θi)) + Im (5.39)
=
CNR
Nc
r∑
i=1
γiuiu
H
i + Im (5.40)
avec σ2 = 1 et αc = CNR/Nc et où CNR est le rapport fouillis à bruit.
5.1.3 Choix du nombre M d’impulsions
Bien que le nombre M d’impulsions soit au choix de l’utilisateur, il existe un ordre de grandeur
afin d’optimiser les performances du radar. Ce nombre est fonction de nombre de capteurs et peut se
comprendre grâce à la Fig.5.9.
FIGURE 5.9 – Déplacement du porteur/de l’antenne à chaque impulsion.
Afin d’avoir un traitement cohérent, le radar envoie une impulsion à chaque fois que le porteur s’est
déplacé de la longueur Dr ou en d’autres mots à chaque fois qu’il se déplace d’un capteur (de l’antenne
virtuelle en MIMO-STAP sparse). Ainsi, afin de traiter le maximum de « distance » possible, le nombre
M est égal à 2 fois le nombre de capteur de l’antenne (virtuelle en MIMO-STAP sparse). Si ce nombre
est inférieur, on aura traité qu’un partie de l’antenne ou de la distance possible. Au delà, on se retrouve
en présence d’un sur-échantillonnage mais cela ne nuit pas aux performances. Ainsi, il faudrait choisir :
STAP : M ' 2N (5.41)
MIMO-STAP sparse : M ' 2NL (5.42)
Cette règle ne sera pas toujours respectée dans les simulations.
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5.2 Simulations de traitement STAP
5.2.1 Paramètres de simulation
Pour le traitement STAP dans ce chapitre, le radar sera composé d’une antenne linéaire uniforme
de distance inter-capteur D = fs/2, où la longueur d’onde fs est fixée à 0, 6667m. La fréquence por-
teuse est f0 = 450MHz, la fréquence de répétition fr = 600Hz, la vitesse du porteur vp,x = 100m/s
(vp,y = vp,z = 0m/s), la distance avion-scène d = 30km et la bande passante des signaux B = 4MHz.
Enfin, l’élévation et l’azimut de la cible sont fixés à 0◦. La cible ne se déplace que suivant l’axe uy. Ainsi
seule sa vitesse vt,y changera.
On vérifie donc les conditions de séparabilité pour plusieurs tailles des données :
• pour m = 16 avec N = 4 et M = 4 (Nc = 7, r = 7) ;
• pour m = 16 avec N = 2 et M = 8 (Nc = 9, r = 9) ;
• pour m = 64 avec N = 4 et M = 16 (Nc = 19, r = 19).
On visualise la condition de séparabilité en Fig.5.10 en fonction du rapport CNR/Nc en dB où CNR
est le rapport clutter à bruit. On remarque alors que la condition change drastiquement en fonction de
chaque paramètre (N et M et donc m), ce qui est anormal. En effet, cela signifie qu’en fonction de N
et M , la valeur propre la plus faible du fouillis change de valeur, ce qui ne correspond pas aux modèles
spiked et « G-MUSIC ». On remarque aussi que les rapports de puissance en jeu pour que la condition
de séparabilité soit validée (αcγr −√cm > 0) ne sont pas forcément réalistes :
• pour m = 16 avec N = 4 et M = 4, (CNR/Nc)dB ∈ [22; 32] dB impliquant CNRdB ∈
[30, 45; 40, 45] dB ;
• pour m = 16 avec N = 2 et M = 8, (CNR/Nc)dB ∈ [34; 44] dB impliquant CNRdB ∈
[43, 54; 53, 54] dB ;
• pour m = 64 avec N = 4 et M = 16, (CNR/Nc)dB ∈ [59; 69] dB impliquant CNRdB ∈
[71, 79; 81, 79] dB.
Il semble donc qu’a priori les modèles spiked et « G-MUSIC » ne soient pas adaptés au STAP mais nous
vérifierons quand même au travers de simulations sur les filtres adaptatifs LR.
FIGURE 5.10 – Condition de séparabilité pour différentes tailles des données m.
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5.2.2 Performances du filtre LR adaptatif classique
On s’intéresse tout d’abord aux performances de filtrage du filtre LR adaptatif classique par son SINR
loss ρˆLR et la prédiction de son comportement. On rappelle que l’on peut utiliser le SINR loss pour rendre
compte de deux visions différentes. Premièrement, on peut le tracer tout simplement pour caractériser
les performances de filtrage d’un filtre et ainsi les comparer à des SINR loss d’autres filtres. Le but sera
alors d’avoir le filtre aux meilleures performances possible (à la perte en RSB la plus faible possible) et
d’obtenir un SINR loss le plus proche de 1. La seconde façon d’utiliser le SINR loss est d’en calculer sa
ou ses limites asymptotiques (dans différents régimes) et de les comparer afin d’observer laquelle prédit
le mieux le comportement du SINR loss (et donc des performances) du filtre adaptatif considéré. Le but
sera alors d’obtenir un SINR loss asymptotique déterministe au comportement (et donc à la courbe) le
plus proche possible de celui du SINR loss du filtre considéré. C’est cette deuxième vision qui sera ici
employée. On visualise donc le SINR loss ρˆLR du filtre LR adaptatif classique et ses différentes limites
présentées dans cette thèse en fonction deK pour différentes valeurs dem et vt,y = 5m/s en Fig.5.11. On
y visualise ρLR (noir), ρˆLR (étoiles bleues), ses limites dans le régime en grandes dimensions ρ¯
(S)
LR (ronds
verts) et ρ¯(G)LR (carrés rouges) et son approximation 1− r/K (pointillés noirs). On remarque alors que la
RMT avec le modèle spiked ou « G-MUSIC » ne permet pas ou peu (avec le modèle « G-MUSIC ») de
mieux prédire le comportement de ρˆLR comme c’était le cas dans le chapitre 2. En effet, les courbes des
limites ρ¯(G)LR et ρ¯
(S)
LR de ρˆLR n’ont pas un comportement équivalent à celle de ρˆLR que ne l’a la courbe de
son approximation 1− r/K bien que pour des valeurs de K supérieures à 50, les courbes de ρ¯(G)LR et ρ¯(S)LR
tendent vers celle de ρˆLR en Fig.5.11(a).
(a) m = 16 (N = 4, M = 4) avec CNR/Nc = 28dB (b) m = 64 (N = 4, M = 16) avec CNR/Nc = 65dB
FIGURE 5.11 – Visualisation des SINR loss en fonction de K pour différentes valeurs de m et vt,y =
5m/s.
Puis on visualise les mêmes SINR loss en fonction de la vitesse de la cible et K = 30 en Fig.5.12.
Dans ce cadre là, par contre, les limites ρ¯(G)LR et ρ¯
(S)
LR de ρˆLR permettent de mieux prédire son comportement
que son approximation 1− r/K ou que le SINR loss du filtre LR non adaptatif. En effet, surtout à faible
vitesse, les courbes de ρ¯(S)LR et encore plus ρ¯
(G)
LR suivent celle du SINR loss du filtre adaptatif LR ρLR.
En conclusion, bien que les résultats de prédiction soient encourageants, surtout en fonction de la
vitesse de la cible, les limites obtenues par la RMT du SINR loss du filtre adaptatif LR ne permettent pas
de prédire totalement ses performances.
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FIGURE 5.12 – Visualisation des SINR loss en fonction de la vitesse réelle de la cible avec CNR/Nc =
28dB, N = M = 4 et K = 30.
5.2.3 Performances des nouveaux filtres LR adaptatifs
On s’intéresse ensuite aux performances de filtrage des nouveaux filtres LR adaptatifs présentés et
construits lors des chapitres précédents en comparant leur SINR loss ρˆ(G)LR et ρˆ
(S)
LR à ceux des filtres LR
adaptatif et non adaptatif, respectivement ρˆLR et ρLR. Le but est donc d’avoir un SINR loss le plus proche
possible de 1 (0 en dB). On visualise donc les SINR loss en fonction de K pour différentes valeurs de
m et vt,y = 5m/s en Fig.5.13(a). On y visualise ρLR (noir), ρˆLR (étoiles bleues) et sa limite dans le
régime en grandes dimensions ρ¯(S)LR (carrés bleus), ρˆ
(G)
LR (carrés rouges), ρˆ
(S)
LR (ronds verts) et sa limite dans
le régime en grandes dimensions ρ˜LR (carrés verts). Les observations sont alors tout à fait différentes.
En effet, bien que la courbe de ρˆ(G)LR (modèle « G-MUSIC ») est bien inférieure à celle du SINR loss du
filtre adaptatif LR classique, celle de ρˆ(S)LR est quand à elle supérieure pour certaines valeurs de K (par
exemple K ∈ [[20; 110]] pour la Fig.5.13(a)). Le nouveau filtre adaptatif avec le modèle spiked présente
donc moins de pertes que le filtre adaptatif LR classique dans cette plage de valeurs. Il faut quand même
noter que les paramètres de simulation restent très particuliers car amenant des performances supérieures
au filtre optimal en LR (ligne noire). C’est pourquoi on visualise en Fig.5.13(b) les mêmes courbes avec
une taille de données plus grande n’entraînant pas ce phénomène. On observe alors la même chose pour
ρˆ(G)LR (modèle « G-MUSIC »). De plus, bien que le gain apporté soit moins important, la courbe de ρˆ
(S)
LR
est toujours supérieure à celle de ρˆLR. Le nouveau filtre adaptatif avec le modèle spiked présente donc
moins de pertes que le filtre adaptatif LR classique à K fixé. En d’autres mots, le nouveau filtre adaptatif
LR avec le modèle spiked a une perte en RSB moins importante que le filtre adaptatif LR classique sur
une certaine plage de valeurs du nombre de données secondaires.
Puis on visualise les mêmes SINR loss en fonction de la vitesse réelle de la cible et K = 30 ' 2m
en Fig.5.14. De même qu’avec les courbes précédentes on observe que la courbe de ρˆ(G)LR (modèle « G-
MUSIC ») est bien inférieure à celle du SINR loss du filtre adaptatif LR classique. Le nouveau filtre
adaptatif LR avec le modèle « G-MUSIC » donne donc de moins bonnes performances que le filtre
adaptatif LR classique. Cependant, pour une vitesse supérieure à 2,5 m/s, le nouveau filtre avec le modèle
spiked (courbe verte) a des performances supérieures à celles du filtre adaptatif LR classique. En d’autres
termes, à vitesse suffisante, les pertes engendrées par le filtrage avec le nouveau filtre sont plus faibles.
Par conséquent, le nouveau filtre adaptatif LR avec le modèle spiked a de meilleures performances
que le filtre adaptatif LR classique contrairement au nouveau filtre adaptatif LR avec le modèle « G-
MUSIC ». Cependant, il faut garder en tête que les puissances du fouillis en jeu ne sont pas réalistes
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(a) m = 16 (N = 4, M = 4) avec CNR/Nc = 28dB (b) m = 64 (N = 4, M = 16) avec CNR/Nc = 65dB
FIGURE 5.13 – Visualisation des SINR loss en fonction de K pour différentes valeurs de m et vt,y =
5m/s.
FIGURE 5.14 – Visualisation des SINR loss en fonction de la vitesse réelle de la cible avec CNR/Nc =
28dB, N = M = 4 et K = 30 ' 2m.
et que les conditions de séparabilité associées au modèle spiked sont différentes en fonction de m. Les
modèles « G-MUSIC » et spiked ne permettent donc pas de décrire les données STAP.
5.2.4 Performances des détecteurs adaptatifs LR
Étant donné les résultats mitigés en prédiction de performance de filtrage avec les données STAP,
la partie prédiction de performances de détection ne pourra pas donner de bons résultats. De plus, les
améliorations en performances de filtrage avec les nouveaux filtres ne se font sentir que pour des jeux de
paramètres peu réalistes, surtout en termes de puissance de fouillis. C’est pourquoi nous ne donnons pas
ici de courbes sur les performances des détecteurs adaptatifs LR avec les données STAP.
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5.3 Simulations de traitement MIMO-STAP sparse
5.3.1 Paramètres de simulation
Pour le traitement MIMO-STAP sparse dans ce chapitre, le radar sera composée d’une antenne li-
néaire uniforme composée de N capteurs récepteurs séparés d’une distance Dr = fs/2, où la longueur
d’onde fs est fixée à 0, 6667m. Les L capteurs émetteurs sont séparés d’une distance De = NDr pour
obtenir un traitement MIMO sparse. La fréquence porteuse est f0 = 450MHz, la fréquence de répétition
fr = 300Hz, la vitesse du porteur vp,x = 50m/s (vp,y = vp,z = 0m/s), l’altitude de l’avion hp = 2, 6km
et la bande passante des signaux B = 4MHz. On fixera le nombre de clutter patch à 1000. Enfin, l’élé-
vation et l’azimut de la cible sont fixés à 0◦. La cible ne se déplace que suivant l’axe uy. Ainsi seule sa
vitesse vt,y changera.
De même qu’en STAP, on vérifie les conditions de séparabilité pour plusieurs tailles des données :
• pour m = 64 avec L = N = M = 4 (r = 19) ;
• pour m = 1600 avec L = N = 5 et M = 64 (r = 88).
On visualise la condition de séparabilité en Fig.5.15 en fonction du rapport CNR/Nc en dB. On re-
marque alors que la condition change en fonction de chaque paramètre (N et M et donc m) mais moins
qu’en STAP, ce qui reste quand même anormal. On remarque aussi que les rapports de puissance en jeu
pour que la condition de séparabilité soit validée (αcγr − √cm > 0) sont de moins en moins réalistes
plus m augmente bien que plus réalistes qu’avec l’application STAP :
• pour m = 64 avec L = N = M = 4, (CNR/Nc)dB ∈ [−18;−6] dB impliquant CNRdB ∈
[12; 24] dB ;
• pour m = 1600 avec L = N = 5 et M = 64, (CNR/Nc)dB ∈ [−8; 10] dB impliquant CNRdB ∈
[22; 40] dB.
Il semble donc a priori que, bien que les modèles spiked et « G-MUSIC » ne soient pas totalement
adaptés au MIMO-STAP sparse, il le soient plus que pour le STAP. C’est pourquoi nous vérifierons cela
au travers de simulations sur les filtres adaptatifs LR.
FIGURE 5.15 – Condition de séparabilité pour différentes tailles des données m.
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5.3.2 Performances du filtre LR adaptatif classique
De même, on s’intéresse tout d’abord aux performances de filtrage du filtre LR adaptatif classique
par son SINR loss ρˆLR et la prédiction de son comportement.
On visualise donc en Fig.5.16(a) le SINR loss du filtre LR adaptatif classique ρˆLR (étoiles bleues),
ρLR (noir), ses limites dans le régime en grandes dimensions ρ¯
(G)
LR (carrés rouges) et ρ¯
(S)
LR (ronds verts)
et son approximation 1 − r/K (pointillés bleus) en fonction de K pour m = 256 (N = 4, L = 4,
M = 16, r = 31) et vt,y = 1m/s. On observe alors que les SINR loss dans le régime en grandes
dimensions ρ¯(G)LR et ρ¯
(S)
LR ont un comportement plus proche du comportement de ρˆLR. Les courbes de ρ¯
(S)
LR
et plus particulièrement celle de ρ¯(G)LR sont plus proches de celle de ρˆLR que ne le sont les autres (ρLR et
l’approximation 1− r/K de ρˆLR).
Puis, on visualise les mêmes courbes en fonction de la vitesse pour K = 2r en Fig.5.16(b). Dans ce
cas là, on remarque que, bien que les puissances en jeu (CNR) soient très élevées, les courbes de ρ¯(S)LR et
ρ¯(G)LR suivent parfaitement le comportement de celle de ρˆLR contrairement aux autre courbes, à un décalage
près dû au fait que nous ne sommes pas en régime asymptotique vis-à-vis de m et K. On observe aussi
que la courbe de ρ¯(G)LR est bien plus proche de celle de ρˆLR que celle de ρ¯
(S)
LR. La RMT, particulièrement avec
le modèle « G-MUSIC », permet donc d’obtenir un SINR loss asymptotique prédisant le comportement
du filtrage adaptatif LR classique, donc la valeur de la vitesse en dessous de laquelle on observe un
décrochement de performances (ici 2,5 m/s). On observe aussi que, proche du fouillis (vitesse nulle),
ρˆLR remonte alors que ça ne devrait pas être le cas. À cet endroit, il devrait se comporter comme ρLR.
Ceci est dû au fait que ρLR étant fonction du projecteur théorique, il filtre parfaitement le bruit LR (le
fouillis) même, bien sûr, lorsqu’on est près du bruit LR. Cependant, pour ρˆLR avec ici très peu de données
secondaires (2r), le projecteur n’est pas bien estimé et ne filtre donc pas bien le fouillis et les potentielles
cibles proches de celui-ci. De ce fait, les potentielles cibles sont moins filtrées et ses performances de
filtrage sont donc meilleures que celles du filtre théorique LR (bénéficiant de la parfaite connaissance
de la matrice de covariance du projecteur sur le sous-espace orthogonal au sous-espace fouillis). On
remarque alors que ρ¯(G)LR permet de prédire parfaitement ce comportement.
(a) CNR/Nc = 0dB (CNRdB = 30dB), vt,y = 1m/s (b) CNR/Nc = 15dB (CNRdB = 45dB), K = 2r
FIGURE 5.16 – Visualisation des SINR loss en fonction de : (a) K pour CNR/Nc = 0dB (CNRdB =
30dB) et vt,y = 1m/s, (b) la vitesse de la cible pour CNR/Nc = 15dB (CNRdB = 45dB) et K = 2r.
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5.3.3 Performances des nouveaux filtres LR adaptatifs
On s’intéresse ensuite aux performances de filtrage des nouveaux filtres LR adaptatifs présentés et
construits lors des chapitres précédents en comparant leur SINR loss à celui du filtre LR adaptatif et celui
du filtre LR non adaptatif ainsi que leurs SINR loss asymptotiques. On rappelle que le but est d’obtenir
un SINR loss le plus proche de 1 (0 en dB).
On visualise donc en Fig.5.17(a) les SINR loss ρLR (noir), ρˆLR (étoiles bleues) et sa limite dans le
régime en grandes dimensions ρ¯(S)LR (carrés bleus), ρˆ
(G)
LR (carrés rouges), ρˆ
(S)
LR (ronds verts) et sa limite dans
le régime en grandes dimensions ρ˜LR (carrés verts), SINR loss du filtre non adaptatif LR, des filtres adap-
tatifs LR classique et nouveaux avec les modèles « G-MUSIC » et spiked et de leurs limites en grandes
dimensions avec le modèle spiked, en fonction de K pour m = 256 (N = 4, L = 4, M = 16, r = 31)
et vt,y = 1m/s. On observe alors que pour K < 100, les deux nouveaux filtres permettent d’obtenir
un SINR loss au dessus de ρˆLR. Ils permettent donc d’avoir moins de pertes de filtrage. Par exemple,
pour une perte d’environ 5dB (SINR loss égal à -5dB), les nouveaux filtres adaptatifs ne demandent que
K ' 50 données secondaires au lieu de K ' 70 pour le filtre adaptatif LR classique. Pour K > 100,
les performances des nouveaux filtres sont un peu en dessous des performances du filtre classique. Puis,
on visualise les mêmes SINR loss en fonction de la vitesse de la cible et K = 2r en Fig.5.17(b). On
constate alors que les nouveaux filtres adaptatifs LR ont de meilleures performances que le filtre adapta-
tif LR classique, surtout à de faibles vitesses autour de 1m/s. En effet, c’est autour de cette vitesse qu’on
observe que le SINR loss associé aux nouveaux filtres est vraiment supérieur à celui du filtre adaptatif
classique. On remarque aussi (sur les deux figures) que le nouveau filtre avec le modèle « G-MUSIC »
(en rouge) donne de meilleures performances que le nouveau filtre avec le modèle spiked (vert). Enfin,
lorsque l’on s’approche de la « vitesse » du fouillis, les SINR loss des nouveaux filtres ne tendent pas à
remonter comme le fait ρˆLR, ce qui tend à montrer que les nouveaux filtres réjectent le fouillis beaucoup
plus précisément.
On peut aussi s’attarder sur les performances asymptotiques du filtre LR adaptatif classique (ρ¯(S)LR)
et du nouveau filtre avec le modèle spiked (ρ˜LR). On observe alors sur les deux figures que le nouveau
filtre avec le modèle spiked atteint asymptotiquement les performances du filtre LR non adaptatif (ρLR) et
donc meilleures asymptotiquement que celles du filtre LR adaptatif classique. Il est cependant possible de
douter de la pertinence du SINR loss asymptotique ρ˜LR étant donné que le modèle spiked ne correspond
pas tout à fait au modèle des données MIMO-STAP. Ce point sera d’ailleurs abordé plus en détails par la
suite.
Par conséquent, les modèles « G-MUSIC » et spiked sont plus adaptés aux données MIMO-STAP
sparse qu’aux données STAP et donnent donc des résultats très encourageants que ce soit en prédiction
de performance ou en amélioration de performance de filtrage.
5.3.4 Performances du détecteur LR-ANMF
Ainsi, aux vues des résultats encourageants de filtrage en MIMO-STAP sparse, nous allons visualiser
les relations Pd-Pfa en Fig.5.18 du détecteur LR-ANMF (étoiles bleues) ainsi que celles du détecteur LR-
NMF (noir) et des limites dans le régime en grandes dimensions du détecteur LR-ANMF (carrés rouges
et ronds verts). L’intérêt est de déterminer si ces limites dans le régime en grandes dimensions permettent
de mieux caractériser les performances réelles du détecteur LR-ANMF et si possible de les prédire. Les
probabilités de fausse alarme et de détection sont déterminées empiriquement, ne pouvant pas calculer la
loi approximée des limites du détecteur LR-ANMF par ajustement polynômial comme dans le chapitre
3, faute de temps et de mémoire. Nous prendrons ici le meilleur jeu de paramètres possible déduit à
partir de la section précédente : m = 256 (N = 4, L = 4, M = 16, r = 31), K = 2r, vt,y = 2m/s,
CNR/Nc = 15dB (CNRdB = 45dB) et SNRdB = 18dB. On observe ainsi qu’en termes de relation
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(a) CNR/Nc = 15dB (CNRdB = 45dB) (b) CNR/Nc = 15dB (CNRdB = 45dB)
FIGURE 5.17 – Visualisation des SINR loss en fonction de : (a) K pour CNR/Nc = 15dB (CNRdB =
45dB) et vt,y = 1m/s, (b) la vitesse de la cible pour CNR/Nc = 15dB (CNRdB = 45dB) et K = 2r.
Pd-Pfa (courbe COR), les limites du détecteur LR-ANMF avec les modèles spiked et « G-MUSIC » sont
plus proches de la relation Pd-Pfa du détecteur LR-ANMF que ne l’est celle du détecteur LR-NMF, bien
qu’aucune des deux ne la suive parfaitement. Cependant, à faible probabilité de fausse alarme et à forte
probabilité de détection, la limite en grandes dimensions avec le modèle « G-MUSIC » est celle qui s’en
rapproche le plus. Le modèle « G-MUSIC » permet donc d’obtenir une loi Pd-Pfa asymptotique plus
proche de celle du détecteur LR-ANMF que la loi Pd-Pfa asymptotique obtenue avec le modèle spiked.
Les limites du détecteur LR-ANMF dans le régime en grandes dimensions permettent donc de mieux
approximer le comportement du détecteur LR-ANMF que ne le peut le détecteur LR-NMF. Un travail
reste tout de même à faire sur le modèle de matrice de covariance à utiliser (« G-MUSIC », spiked ou
autre), travail faisant partie des perspectives de cette thèse.
FIGURE 5.18 – Relations Pd-Pfa (courbe COR) de détecteur LR-NMF, du détecteur LR-ANMF et de
ses limites en grandes dimensions Λ¯G et Λ¯S pour m = 256 (N = 4, L = 4, M = 16), K = 2r,
CNR/Nc = 15dB, SNRdB = 18dB et vt,y = 2m/s.
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5.3.5 Performances des nouveaux détecteurs LR-AG et LR-AS
Puis, on visualise les relations Pd-Pfa en Fig.5.19 des nouveaux détecteurs adaptatifs LR-AG (carrés
rouges) et LR-AS (ronds verts) et on les compare à celles des détecteurs LR-ANMF (étoiles bleues)
et LR-NMF (noir). Nous prenons ici le même jeu de paramètres que dans la sous-section précédente :
m = 256 (N = 4, L = 4, M = 16), K = 2r, vt,y = 2m/s, CNR/Nc = 15dB (CNRdB = 45dB)
et SNRdB = 18dB. On observe ainsi qu’en termes de relation Pd-Pfa (courbe COR), les nouveaux
détecteurs ont des performances plus proches de celles du détecteur LR-NMF que celles du détecteur LR-
ANMF, et meilleures. Ainsi, à probabilité de fausse alarme fixée, la probabilité de détection des nouveaux
détecteurs est supérieure. De plus le nouveau détecteur LR-AG obtient de meilleures performances de
détection que le nouveau détecteur LR-AS.
FIGURE 5.19 – Relations Pd-Pfa (courbe COR) de détecteur LR-NMF et des détecteurs adaptatif LR-
ANMF, LR-AS et LR-AG pour m = 256 (N = 4, L = 4, M = 16), K = 2r, CNR/Nc = 15dB,
SNRdB = 18dB et vt,y = 2m/s.
Par conséquent, bien que les modèles « G-MUSIC » et spiked ne soient pas tout à fait adaptés aux
données MIMO-STAP sparse, la RMT (et plus particulièrement le modèle « G-MUSIC ») et les résultats
obtenus en utilisant ses outils sont très intéressants pour ce traitement radar.
5.4 Discussion sur les résultats
5.4.1 Comparaisons des modèles « G-MUSIC » et spiked au modèle des données STAP et
MIMO-STAP sparse
On a donc remarqué, de par les conditions de séparabilité fonction dem à rapport c constant et de par
des résultats mitigés en STAP, que les modèles « G-MUSIC » et spiked ne semblent pas adaptés aux don-
nées STAP bien que plus adaptés au MIMO-STAP sparse. En effet, en traçant la densité de probabilité
empirique des valeurs propres de la SCM en Fig.5.20 avec des données MIMO-STAP sparse, on observe
alors une DDP similaire à celle obtenue avec l’application brouillage, à savoir une loi Marc˘enko-Pastur
autour de 1 (pour le bruit blanc) et des lois gaussiennes sur les valeurs propres du fouillis. Cette DDP
ne correspond donc pas à celle présentée avec le modèle « G-MUSIC ». On s’intéresse donc ensuite aux
limites τi des valeurs propres empiriques du fouillis données selon le modèle spiked et on s’aperçoit
qu’elles ne coïncident pas du tout avec les moyennes des gaussiennes comme c’était le cas avec l’ap-
plication brouillage. Ainsi, cette DDP ne correspond donc pas à celle présentée avec le modèle spiked,
105
Chapitre 5. Mise en pratique des démarches et résultats sur les applications STAP et MIMO-STAP sparse
bien que plus proche de ce dernier que du modèle « G-MUSIC ». Ces deux modèles ne correspondent
par conséquent pas aux données MIMO-STAP sparse et de manière similaire aux données STAP.
FIGURE 5.20 – Zoom de la densité de probabilité empirique/expérimentale des valeurs propres de Rˆ,
SCM des données MIMO-STAP sparse en l’absence de cible avec m = 64 (N = M = L = 4), K = 2r
et CNR/Nc = −5dB. A cause du zoom, certaines valeurs propres (les valeurs les plus importantes) sont
en dehors du cadre de la figure.
5.4.2 Un problème de rang
Cette différence de modèle et de DDP semble provenir du rang r. En effet, celui-ci peut se calculer
d’après la règle de Brennan :
r ' bN + β(M − 1) + γ(L− 1)c (5.43)
Ainsi, notant quem = NML, il est aisé de déduire que r →∞ quandm→∞ et n’est pas fixe pour tout
m comme avec le modèle spiked présenté dans ce manuscrit. De plus, la multiplicité des valeurs propres
associées au fouillis est de 1, impliquant ainsi que le nombre de valeurs propres distinctes augmente
lorsque m → ∞, ce qui semble ne pas être en accord avec le modèle « G-MUSIC ». Le comportement
des valeurs propres de la SCM sera alors totalement différent de ceux associés aux modèles « G-MUSIC »
et spiked et les quantités aléatoires fonction de la SCM et des projecteurs estimés se comporteront aussi
différemment.
Nous avons cependant observé que les données MIMO-STAP sparse permettent d’obtenir de bons
résultats allant dans le sens de ceux obtenus dans les chapitres précédents avec l’application brouillage.
Ceci provient aussi du rang. En effet, de part les limitations physiques dimensionnelles du porteur, on
peut supposer que le nombre de capteurs émetteurs L et récepteurs N sont fixes. Ainsi, seul le nombre
d’impulsions peut fortement augmenter. On s’intéresse alors au rapport r/m en considérant β, γ ∈ N∗,
décrivant la proportion de perturbations (fouillis) par rapport à la taille totale des données :
r
m
=
N + β(M − 1) + γ(L− 1)
NML
=
1
ML
+ β
(
1
NL
− 1
NML
)
+ γ
(
1
NM
− 1
NML
)
(5.44)
Par conséquent, quand M →∞, on a :
r
m
−→
M→∞
β
NL
(5.45)
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Ce rapport peut être visualisé en Fig.5.21. On voit donc bien que le MIMO-STAP sparse permet de
diminuer fortement ce rapport et sa limite par rapport au traitement STAP. La limite est alors plus proche
de 0 qui est la limite du rapport r/m des modèles « G-MUSIC » et spiked (modèles à rang fixe) quand
m→∞. Ceci explique donc les meilleurs résultats en traitement MIMO-STAP sparse.
FIGURE 5.21 – Rapport r/m quand M →∞ à N et L fixés (m = MNL).
5.5 Synthèse
Dans ce chapitre, on a donc mis en pratique les résultats précédemment obtenus sur les applications
STAP et MIMO-STAP sparse. Nous avons alors pu observer de bons résultats dans tous les domaines en
traitement MIMO-STAP sparse grâce à la RMT, particulièrement avec le modèle « G-MUSIC », et mal-
gré la différence notable de modèle de matrice de covariance entre les modèles « G-MUSIC » et spiked
et celui des données MIMO-STAP sparse. Nous avons aussi observé quelques bons résultats en traite-
ment STAP surtout lors de la prédiction de performance du filtre adaptatif LR classique en fonction des
paramètres de la cible et avec le modèle « G-MUSIC », mais beaucoup plus minimes. Ces bons résultats
se sont généralement traduits par la possibilité de prédire le comportement du filtre adaptatif LR et du
détecteur LR-ANMF en termes de SINR loss et de probabilité de fausse alarme et de détection en utili-
sant la RMT et le modèle « G-MUSIC » en particulier. Les nouveaux filtres et détecteurs adaptatifs LR
ont aussi montré de meilleures performances : moins de données secondaires nécessaires pour une perte
en RSB donnée, moins de perte en RSB à faible vitesse de la cible et une probabilité de détection plus
importante à probabilité de fausse alarme fixée. Puis étonnamment, bien que le modèle « G-MUSIC »
ne semble pas correspondre aux données MIMO-STAP et, qu’en termes de DDP des valeurs propres, le
modèle spiked semble en être le plus proche, le modèle « G-MUSIC » s’est révélé être celui permettant
les meilleures prédiction de performance du filtre LR adaptatif et du détecteur LR-ANMF ainsi que les
meilleures performances pour les nouveaux filtres et détecteurs. Cependant, nous avons noté que le rang
du fouillis n’est pas fixe pour toute taille de donnée m mais augmente quand m augmente, différence de
modèle qui pourrait expliquer le peu de résultats concluant en STAP. Il serait alors pertinent de considérer
un modèle de matrice de covariance en RMT prenant en compte un rang grandissant avec m.
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1 Conclusions
Partant du constat que dans plus en plus d’applications, la taille des données à traiter augmente,
il semble pertinent d’utiliser des outils appropriés tels que la théorie des matrices aléatoires dans le
régime en grandes dimensions. Plus particulièrement, dans les applications de traitement d’antenne et
radar spécifiques STAP et MIMO-STAP, nous nous sommes intéressés au traitement d’un signal d’intérêt
corrompu par un bruit additif composé d’une partie dite rang faible et d’un bruit blanc gaussien. Ainsi
l’objet de cette thèse est d’étudier dans le régime en grandes dimensions la détection et le filtrage dit rang
faible (fonction de projecteurs) pour le traitement d’antenne en utilisant la théorie des matrices aléatoires.
Pour cela, après avoir rappelé l’état de l’art en filtrage, détection et théorie des matrices aléatoires
ainsi que les deux modèles de matrices de covariance associés, les modèles « G-MUSIC » et spiked, la
démarche ci-dessous a été proposée. Tout d’abord, nous avons étudié dans le chapitre 2 le comportement
asymptotique des filtres adaptatifs. Après avoir montré que le filtre adaptatif LR est asymptotiquement
biaisé, dans le régime en grandes dimensions, son comportement asymptotique en termes de SINR loss
a été obtenu avec les modèles de matrice de covariance « G-MUSIC » et spiked. Puis, dans le chapitre 3,
nous avons montré que le détecteur LR-ANMF était aussi biaisé dans le régime en grandes dimensions.
Constatant cela et sachant que le calcul de la densité du détecteur n’avait jamais été vraiment abordé,
nous avons proposé d’approximer sa loi par la loi de sa limite dans le régime en grandes dimensions.
À partir de cette dernière, nous avons pu déterminer les relations Pfa-seuil et Pd-seuil approchées du
détecteur LR-ANMF. Ensuite, nous avons cherché dans le chapitre 4 à construire de nouveaux filtres
et détecteurs LR adaptatifs entraînant des signaux filtrés non biaisés dans le régime en grandes dimen-
sions. Ces nouveaux outils ont montré de meilleures performances que le filtre adaptatif LR classique
et le détecteur LR-ANMF. Ainsi, grâce aux estimateurs G-MUSIC, et Spike MUSIC, nous avons pu
construire de nouveaux filtres et de nouveaux détecteurs LR-AS et LR-AG (suivant le modèle de matrice
de covariance choisi). Nous avons ensuite calculé leurs performances en termes de SINR loss et de re-
lations Pfa-seuil et Pd-seuil dans ce même chapitre. Enfin, ayant validé les résultats sur une application
de brouillage simple et maîtrisée, nous les avons appliqués aux traitements radar STAP et MIMO-STAP
sparse dans le chapitre 5. Les points à retenir sont donc les suivants.
Choix du modèle de matrice de covariance
Le choix du modèle de matrice de covariance fournit par la RMT et son adéquation avec l’application est
assez importante, surtout lorsque l’on cherche à prédire le comportement de quantités aléatoires par leur
limite asymptotique, bien qu’une erreur de modèle puisse peu influer suivant l’application choisie. En
effet, nous avons pu observer par exemple que pour une application rang faible et fixe pour toute taille
des données comme l’application brouillage ou pour l’application MIMO-STAP, le modèle « G-MUSIC »
donne des prédictions encore meilleures que celles obtenues avec modèle spiked, bien que pas forcément
adapté à ces données. Cependant, avec des données STAP, ces deux modèles non adaptés au STAP
donnent des résultats mitigés voire moins bon que ceux obtenus par la littérature. L’erreur de modèle a
donc pour cette application un plus grand impact. On a aussi constaté que ce choix est moins important
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lorsque l’on définit de nouveaux estimateurs à partir de la théorie des matrices aléatoires (RMT), comme
les nouveaux filtres et détecteurs adaptatifs LR. Dans ce cas, on a observé que les filtres et détecteurs,
quel que soit le modèle, se comportent de manière presque similaire. Enfin, on finira par remarquer
que le modèle spiked amène généralement à des calculs plus simples que ceux déroulés avec le modèle
« G-MUSIC », information pouvant aussi influer sur le choix du modèle de matrice de covariance.
Prédiction des comportements du filtre adaptatif LR et du détecteur LR-ANMF
Les outils de RMT ont permis de déterminer les quantités limites déterministes du SINR loss du filtre
adaptatif LR et du détecteur LR-ANMF. Ces quantités caractérisent de façon beaucoup plus précise leur
comportement non asymptotique que les quantités limites dans le régime classique. Ainsi, on a pu pré-
dire/approximer le comportement de la perte en RSB du filtre adaptatif LR ou la perte engendrée par
l’utilisation de ce filtre en fonction des paramètres du système (taille des données, nombre de données
secondaires, paramètres du signal d’intérêt, etc.). On a alors pu caractériser théoriquement les paramètres
pour lesquels un filtrage adaptatif LR classique perd beaucoup de son efficacité par rapport au filtre opti-
mal. De plus, par le même raisonnement de base, nous avons pu déterminer des performances théoriques
asymptotiques du détecteur LR-ANMF. Ces performances asymptotiques, bien que très longues à cal-
culer, se sont révélées proches de celles du détecteur LR-ANMF à distance finie, i.e. même à taille de
données et à nombre de données secondaires finis.
Nouveaux filtres adaptatifs LR
Les nouveaux filtres adaptatifs LR, pour lesquels les signaux filtrés sont des estimateurs consistants du
signal filtré par le filtre non adaptatif LR, permettent d’obtenir de meilleures performances que le filtre
adaptatif LR classique quand le signal d’intérêt est proche du bruit rang faible. Ainsi, ils permettent
d’avoir une perte en RSB plus faible (donc une meilleure performance de filtrage) lorsque les paramètres
de « localisation » (AoA, vitesse, etc.) du signal d’intérêt sont proches de ceux du bruit rang faible
(brouilleurs, fouillis). Ils nécessitent aussi moins de données secondaires pour des performances équi-
valentes à celle du filtre adaptatif LR classique. De plus, le nouveau filtre adaptatifs LR avec le modèle
spiked a de meilleures performances asymptotique dans le régime en grandes dimensions que le filtre
adaptatif LR.
Nouveaux détecteurs adaptatifs LR
De même, les nouveaux détecteurs adaptatifs LR, estimateurs consistants du détecteur LR-NMF, per-
mettent d’obtenir de meilleures performances que le détecteur LR-ANMF quand le signal d’intérêt est
proche du bruit rang faible. Ainsi, ils permettent de mieux détecter le signal dans cette condition. En
d’autres mots, à performances (probabilité de fausse alarme et probabilité de détection) équivalentes à
celles du détecteur LR-ANMF, les nouveaux détecteurs nécessitent moins de données secondaires, une
puissance de la cible plus faible et/ou une cible plus proche du bruit rang faible.
Application STAP
Lors de l’application des résultats théoriques au traitement STAP, nous avons pu noter quelques amé-
liorations du même type que ceux précédemment décrits. Cependant, ces améliorations restent limitées.
En effet, peu de jeux de paramètres permettent d’obtenir cette amélioration et il est nécessaire que la
puissance du fouillis soit très forte. Ces limitations sont liées au modèle de matrice de covariance du
traitement STAP, dont le rang grandit avec la taille des données contrairement aux modèles utilisés dans
cette thèse.
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Application MIMO-STAP sparse
Avec le traitement MIMO-STAP sparse, les résultats théoriques apportent des améliorations en termes
de prédiction de performance et en termes de performances elles-mêmes pour des jeux de paramètres
plus réalistes, bien que le modèle de matrice de covariance soit aussi différent de ceux utilisés dans cette
thèse. Ainsi, la RMT (particulièrement avec le modèle « G-MUSIC ») permet de prédire plus précisément
les performances du filtre adaptatif LR et du détecteur LR-ANMF et d’améliorer les performances de
filtrage et de détection grâce aux nouveaux filtres et détecteurs adaptatifs LR. Il est aussi à noter que
les nouveaux filtre et détecteur liés au modèle « G-MUSIC » ont de meilleures performances que ceux
liés au modèle spiked. Á l’état d’avancement actuel des études, il est donc tout indiqué d’opter pour le
modèle « G-MUSIC » que ce soit en prédiction de performance où pour les nouveaux filtres et détecteurs.
Théorie des matrices aléatoires
La RMT permet donc d’avoir un gain en performances avec les nouveaux estimateurs adaptatifs LR, dû
au meilleur pouvoir de séparation des estimateurs rectifiés provenant de la RMT. Enfin, c’est aussi un
très bon outil de prédiction/calcul des performances des quantités adaptatives.
2 Perspectives
Les perspectives évidentes à court terme sont bien évidemment de déterminer la convergence de la
FQ structurée rectifiée et du SINR loss liés au nouveau filtre adaptatif LR avec le modèle « G-MUSIC ».
Il serait aussi intéressant de déterminer la convergence des FQs structurée sH1 Πˆ
⊥
c RΠˆ
⊥
c s2 et structurée
rectifiée sH1 Πˆ
⊥
c,RMTRΠˆ
⊥
c,RMTs2 avec un matrice centrale R plus générale que la matrice de covariance
(ou une matrice de cette structure).
Puis, afin de pouvoir déterminer au moins une approximation des performances du détecteur LR-
ANMF, une approximation de sa densité a été calculée par ajustement polynômial. De plus, cette méthode
reste longue numériquement parlant. Pourrait-on alors trouver un moyen théorique ou numérique pour
diminuer ce temps de calcul ? Une autre solution serait de déterminer la loi asymptotique dans le régime
en grandes dimensions en utilisant le CLT (pour Central Limit Theorem) et les outils de RMT. À partir
des CLTs déjà calculés pour les FQs simples [Vallet et al., 2012b, Hachem et al., 2013, Couillet and
Hachem, 2013], on obtiendrait une loi gaussienne asymptotique mais complètement déterministe et plus
rapide à calculer. Le même raisonnement pourrait être utilisé afin de calculer la loi asymptotique les
nouveaux détecteurs et ainsi caractériser théoriquement et non plus empiriquement leurs performances.
Cependant, ces densités et les performances qui en sont déduites restent asymptotiques. On préfèrerait
donc avoir leurs densités à distance finie, i.e. lorsque qu’aucun des paramètres du système ne tend vers
l’infini. La distribution de la matrice contenant les vecteurs propres de la SCM est connue. Ainsi, en
sachant intégrer cette connaissance dans le calcul de la distribution du détecteur LR-ANMF, il serait
possible de déterminer sa distribution non asymptotique. Avec aussi la distribution des valeurs propres
de la SCM, on pourrait aussi obtenir la distribution des nouveaux détecteurs adaptatifs LR.
Il est connu que la RMT permet d’obtenir soit des limites de quantités au comportement proche de
ces dernières soit de nouveaux estimateurs aux meilleures performances. La RMT permet donc d’obtenir
un gain d’estimation se traduisant par exemple en une EQM plus faible entre la quantité et sa limite ou
entre le nouveau estimateur et la quantité qu’il estime. Il est par contre moins connu que ce gain d’es-
timation dépend fortement des vecteurs s1 et s2 lorsqu’il s’agit de la FQ simple du type sH1 Πcs1. Plus
particulièrement, lorsque s1 et/ou s2 sont des vecteurs directionnels de paramètre Θ, le gain d’estima-
tion sera fonction de Θ. Dans cette thèse, nous avons toujours déterminé empiriquement les valeurs de Θ
pour lesquels le gain d’estimation est important. Il serait donc très intéressant de pouvoir les déterminer
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théoriquement en caractérisant théoriquement ce gain d’estimation en fonction de Θ et des paramètres
du système comme la taille des données ou le nombre de données secondaires par exemple.
Puis, une différence de modèle entre les données STAP et MIMO-STAP et les modèles classiques
« G-MUSIC » et spiked de RMT a été mise en évident, dû principalement au fait que le rang du fouillis
(bruit de rang faible) est fonction de la taille des données et augmente donc quand la taille augmente et
que la multiplicité des valeurs propres soit toujours égale à 1. Ceci implique que le nombre de valeurs
propres distinctes augmente avec la taille des données. Un modèle récent de la RMT prend en compte
cette spécificité : le modèle Generalized-MUSIC [Vallet et al., 2009, Vallet et al., 2012a, Vallet et al.,
2015]. Étant donné les résultats très intéressants lorsque le modèle de covariance est respecté et même
lorsque qu’il ne l’est pas tout à fait comme avec le traitement MIMO-STAP sparse, réétudier et recalculer
tous les résultats de cette thèse avec ce modèle amènerait certainement des améliorations encore plus
intéressantes pour les traitements STAP, MIMO-STAP et plus généralement pour toutes les applications
avec un bruit rang faible dont le rang augmente avec la taille des données.
Nous avons toujours considéré des bruits gaussiens. Cependant, en pratique, comme pour les applica-
tions STAP et MIMO-STAP, le bruit rang faible (réponse du sol) ne suit pas une distribution gaussienne
mais est plutôt un bruit de type SIRV (pour Spherically Invariant Random Vector) [Yao, 1973] ou équi-
valent. Des études en RMT avec ce type de bruit ont déjà été réalisées par [Couillet et al., 2013, Couillet
and McKay, 2013], études dont on pourrait s’inspirer pour améliorer et rendre plus réalistes les résultats
apportés par cette thèse.
Enfin, lors des traitements STAP et MIMO-STAP, le décodage a été supposé parfait, les formes
d’ondes parfaitement orthogonales et les antennes non couplées, ce qui n’est pas le cas en pratique.
Chaque étape à la réception entraîne donc une perte. Une piste serait alors de construire un détecteur
prenant directement en compte les signaux reçus bruts. On aurait ainsi un détecteur généralisé pour le
traitement STAP-MIMO.
Pour finir, la théorie des matrices aléatoires est une théorie méritant de se faire connaître plus am-
plement. En effet, bien qu’elle soit très largement utilisée dans le domaine des télécommunications, elle
reste assez peu employée dans d’autres domaines comme en radar. Nous avons vu ici qu’elle peut ap-
porter beaucoup en traitement radar. Les autres domaines employant des données à grandes dimensions
comme la finance, la biologie ou encore la fouille de données auraient donc tout intérêt à investiguer
dans ce sens.
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Généralités
A.1 Relations utiles
Voici tout d’abord quelques relations puis un théorème utiles lors des différentes démonstrations.
a ∼ N (0, σ2), b ∼ N (0, σ2)⇒ a2 + b2 ∼ σ2χ2(2)
m∑
i,j=1
i 6=j
(z¯izj + ziz¯j) = 2
m∑
i,j=1
i6=j
(<(zi)<(zj) + =(zi)=(zj))
<(z1z2) = <(z1)<(z2)−=(z1)=(z2)
=(z1z2) = <(z1)=(z2) + =(z1)<(z2)
X1, X2, X3, X4 ∼ N (0, 1)⇒ X1X2 −X3X4 ∼ Laplace(0, 1)
X1, X2, X3, X4 ∼ N (0, 1)⇒ X1X2 +X3X4 ∼ Laplace(0, 1)
XY =
1
4
(X + Y )2 − 1
4
(X − Y )2
X ∼ N (0, σ2X), Y ∼ N (0, σ2Y )⇒ X + Y,X − Y ∼ N (0, σ2X + σ2Y )
⇒ (X + Y )2, (X − Y )2 ∼ (σ2X + σ2Y )χ2(1)
z ∼ CN (0, 1)⇒ z¯ ∼ CN (0, 1)
(A.1)
(A.2)
(A.3)
(A.4)
(A.5)
(A.6)
(A.7)
(A.8)
(A.9)
Définition A.1 Identités de Woodbury
Soient A et B deux matrices inversibles, C et U deux matrices quelconques et V une matrice symétrique.
Alors :
(A + CBCT )−1 = A−1 −A−1C(B−1 + CTA−1C)−1CTA−1 (A.10)
(A + UBVT )−1 = A−1 −A−1U(B−1 + VA−1U)−1VA−1 (A.11)
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Théorème A.2
Soient X1, X2 ∼ N (0, σ2X) et Y1, Y2 ∼ N (0, σ2Y ) quatre variables aléatoires indépendantes. Alors :
X1Y1 −X2Y2 ∼ Laplace(0, σXσY ) (A.12)
X1Y1 +X2Y2 ∼ Laplace(0, σXσY ) (A.13)
A.2 Continuous mapping theorem
Théorème A.1 Continuous mapping theorem
Soient {Xn} et X des variables aléatoires définies sur un espace métrique S. Soit une fonction g :
S → S′ (où S′ est un autre espace métrique) ayant un ensemble de points de discontinuité Dg tel que
P [X ∈ Dg] = 0. Alors :
Xn
L→ X ⇒ g(Xn) L→ g(X) (A.14)
Xn
P→ X ⇒ g(Xn) P→ g(X) (A.15)
Xn
p.s.→ X ⇒ g(Xn) p.s.→ g(X) (A.16)
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B.1 Démonstration de la proposition 2.1 : « Convergence de la FQ struc-
turée LR »
Proposition Convergence de la FQ structurée LR
Soit R la matrice de covariance s’écrivant αcC+σ2Im où C est une matrice de rang faible r décrite
en Eq.(1.5). Alors, sous (H1-H4), on a :
Modèle « G-MUSIC » : sH1 Πˆ
⊥
c RΠˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,GRΠ¯
⊥
c,Gs2 + σ
2sH1 Π¯
⊥
c,GΠ¯c,Gs2(B.1)
Modèle spiked : sH1 Πˆ
⊥
c RΠˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,SRΠ¯
⊥
c,Ss2 + σ
2sH1 Π¯
⊥
c,SΠ¯c,Ss2 (B.2)
où Π¯⊥c,G =
∑m
i=1w
G
i uiu
H
i , Π¯
⊥
c,S =
∑m
i=1w
S
i uiu
H
i , Π¯c,G = Im − Π¯⊥c,G =
∑m
i=1 χ
G
i uiu
H
i et Π¯c,S =∑r
i=1 χiuiu
H
i avec w
G
i , w
S
i et χi définis en Eqs.(1.118), (1.123) et (1.124) et :
χGi =

1
m−r−1
r∑
n=1
(
σ2
λn−σ2 − νmλn−νm
)
, si i > r
1− σ2
λi−σ2 +
νm
λi−νm , sinon
(B.3)
La démonstration est décomposée comme suit. Premièrement, on développe la FQ structurée en
une somme de FQs simples et de FQs structurées de base (Subsec. B.1.1). Dans un second temps, on
détermine la convergence de la FQ structurée de base (Subsec. B.1.2). Enfin, on utilise ce résultat pour
déterminer la convergence de la FQ structurée dans le régime en grandes dimensions (Subsec. B.1.3). Le
régime des convergences de cette section s’il n’est pas précisé est m,K →∞ à rapport constant c.
B.1.1 Développement de la FQ structurée
Soient s1 et s2 deux vecteurs complexes déterministes et R = αcC+σ2Im la matrice de covariance
décrite en sous-section 1.2.1 avec C la matrice de covariance d’un bruit LR de rang r (fixe pour tout m,
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i.e. r/m→ 0+). Ainsi, on peut développer la FQ structurée de la manière suivante :
sH1 Πˆ
⊥
c RΠˆ
⊥
c s2 = s
H
1 Πˆ
⊥
c (σ
2Im + αcC)Πˆ
⊥
c s2 (B.4)
= σ2sH1 Πˆ
⊥
c Πˆ
⊥
c s2 + αcs
H
1 Πˆ
⊥
c
(
r∑
i=1
γiuiu
H
i
)
Πˆ⊥c s2 (B.5)
= σ2sH1 Πˆ
⊥
c s2 + αc
r∑
i=1
γis
H
1 Πˆ
⊥
c uiu
H
i Πˆ
⊥
c s2 (B.6)
B.1.2 Convergence de la FQ structurée de base
Remarquant que l’Eq.(B.6) est une somme d’une FQ simple et de FQs structurées de base, on se fo-
calise tout d’abord sur la convergence de la FQ structurée de base ηˆi = γisH1 Πˆ
⊥
c uiu
H
i Πˆ
⊥
c s2, i ∈ [[1, r]].
Cette FQ structurée de base n’est en fait que le produit de 3 quantités : γi qui est déterministe et deux
FQ simples sH1 Πˆ
⊥
c ui et u
H
i Πˆ
⊥
c s2 dépendantes dont la convergence est très bien connue. En effet, le
vecteur ui étant un vecteur déterministe de norme 1, il satisfait l’hypothèse (H4) et, ∀i ∈ [[1, r]], on a (cf.
théorèmes 1.11 et 1.12) :
Modèle « G-MUSIC » : sH1 Πˆ
⊥
c ui
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,Gui (B.7)
Modèle spiked : sH1 Πˆ
⊥
c ui
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,Sui (B.8)
On conclut la même chose pour la FQuHi Πˆ
⊥
c s2. Ainsi, d’après le continuous mapping theorem, ∀i ∈ [[1, r]] :
Modèle « G-MUSIC » : ηˆi = γisH1 Πˆ
⊥
c uiu
H
i Πˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
η¯(G)i = γis
H
1 Π¯
⊥
c,Guiu
H
i Π¯
⊥
c,Gs2 (B.9)
Modèle spiked : ηˆi = γisH1 Πˆ
⊥
c uiu
H
i Πˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
η¯(S)i = γis
H
1 Π¯
⊥
c,Suiu
H
i Π¯
⊥
c,Ss2 (B.10)
B.1.3 Convergence de la FQ structurée
En utilisant l’Eq.(B.10), le théorème 1.12 et le continuous mapping theorem, on a avec le modèle
spiked :
sH1 Πˆ
⊥
c RΠˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
σ2sH1 Π¯
⊥
c,Ss2 + αc
r∑
i=1
γis
H
1 Π¯
⊥
c,Suiu
H
i Π¯
⊥
c,Ss2 (B.11)
p.s.−→
m,K→∞
m/K→c<∞
σ2sH1 Π¯
⊥
c,Ss2 + αcs
H
1 Π¯
⊥
c,SCΠ¯
⊥
c,Ss2 (B.12)
Or, on rappelle que, conformément au modèle spiked, Π¯⊥c,S = Im − Π¯c,S. Ainsi :
sH1 Π¯
⊥
c,Ss2 = s
H
1 Π¯
⊥
c,SIms2 (B.13)
= sH1 Π¯
⊥
c,S
(
Π¯⊥c,S + Π¯c,S
)
s2 (B.14)
= sH1 Π¯
⊥
c,SImΠ¯
⊥
c,Ss2 + s
H
1 Π¯
⊥
c,SΠ¯c,Ss2 (B.15)
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De ce fait :
sH1 Πˆ
⊥
c RΠˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,SRΠ¯
⊥
c,Ss2 + σ
2sH1 Π¯
⊥
c,SΠ¯c,Ss2 (B.16)
Enfin, en définissant Π¯c,G = Im−Π¯⊥c,G et en appliquant le même raisonnement en utilisant l’Eq.(B.9),
le théorème 1.11 et le continuous mapping theorem, on a avec le modèle « G-MUSIC » :
sH1 Πˆ
⊥
c RΠˆ
⊥
c s2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π¯
⊥
c,GRΠ¯
⊥
c,Gs2 + σ
2sH1 Π¯
⊥
c,GΠ¯c,Gs2 (B.17)
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C.1 Démonstration du théorème 3.1 : « Quantité aléatoire équivalente à
Λ¯(Θ) »
Théorème Quantité aléatoire équivalente à Λ¯(Θ)
Soit w (resp. Λ¯(Θ)) pour wG ou wS (resp. Λ¯G(Θ) ou Λ¯S(Θ)) suivant le modèle de SCM (« G-
MUSIC » ou spiked). Alors, sousH0 et (H1-H3), Λ¯(Θ) a la même distribution que la quantité suivante :
V =
∑m
i=1 αiXi +
∑m
i,j=1
i<j
βij (<(vij)Yij + =(vij)Zij)
C
∑m
i=1 ηiXi
(C.1)
où 
Xi
iid∼ χ2i (2)
Yij = RiRj + IiIj ∼ LaplaceYij(0, 1)
Zij = IiRj +RiIj ∼ LaplaceZij(0, 1)
Ri, Rj , Ii, Ij
iid∼ N (0, 1)
(C.2)
et, en rappelant que U = [u1, · · · ,um],
αi =
1
2w
2
i λi|aH(Θ)ui|2
βij = wiwj
√
λiλj
vij = u
H
i a(Θ)a
H(Θ)uj
ηi = wiλi
C = 12 ||diag([w1, · · · , wm])UHa(Θ)||22
(C.3)
De plus, pour tout i, j, i′, j′ ∈ [[1;m]] avec i 6= j et i′ 6= j′, on a les relations d’indépendance et de
décorrélation suivantes :
• Xi est indépendant de Xi′ pour i′ 6= i ;
• Yij et Zij sont indépendants de Xi′ pour i′ 6= i et i′ 6= j ;
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• Yij est indépendant de Yi′j′ et Zi′j′ pour {i, j} 6= {i′, j′} ;
• Zij est indépendant de Yi′j′ et Zi′j′ pour {i, j} 6= {i′, j′} ;
• Xi et Yij sont décorrélées ;
• Xi et Zij sont décorrélées ;
• Yij et Zij sont décorrélées.
La démonstration est organisée comme suit. On effectue d’abord quelques manipulations sur l’ex-
pression de Λ¯(Θ) (Subsec.C.1.1). Dans un second temps, on développe chaque forme quadratique de
façon à obtenir une fonction de variables aléatoires scalaires gaussiennes réelles centrées et de variance
1/2 (Subsec.C.1.2). Puis, on détermine la variable aléatoire équivalente à chaque FQ (Subsec.C.1.3)
et la variable aléatoire équivalente à Λ¯(Θ) partageant la même distribution (Subsec.C.1.4). Enfin, on
détermine les diverses relations d’indépendance et de corrélation entre différentes variables aléatoires
(Subsec.C.1.5).
C.1.1 Manipulations de l’expression de Λ¯(Θ)
Soit Λ¯(Θ) défini de la manière suivante :
Λ¯(Θ) =
|a(Θ)HΠ¯⊥c x|2
(a(Θ)HΠ¯⊥c a(Θ))(xHΠ¯⊥c x)
(C.4)
avec Π¯⊥c =
∑m
i=1wiuiu
H
i = UWU
H correspondant à Π¯⊥c,G ou Π¯
⊥
c,S suivant le modèle de SCM
considéré et W = diag([w1, · · · , wm]). On effectue tout d’abord des rotations et réécritures sur les FQs
de Λ¯. On a alors :
Λ¯(Θ) =
|a(Θ)HUWUHx|2
(a(Θ)HUWUHa(Θ))(xHUWUHx)
=
|eHy|2
(eHe)(yHy)
(C.5)
avec e = W1/2UHa(Θ), y = W1/2UHx ∼ CN (0,H), H = ΛW = diag(w  λ), Λ = diag(λ) =
diag([λ1, · · · , λm]) et w = [w1, · · · , wm]. Puis, au final :
Λ¯(Θ) =
|eHy|2
(eHe)(yHy)
=
|eHH1/2z|2
(eHe)(zHHz)
(C.6)
avec z = H−1/2y ∼ CN (0, Im).
C.1.2 Développement de chaque FQ
On développe maintenant chaque forme quadratique pour avoir des expressions fonction de variables
aléatoires réelles gaussiennes centrées de variance 1/2.
Calculons d’abord chaque terme de eH afin de pouvoir développer les autres FQs |eHH1/2z|2 et
eHe. On a :
W1/2UH =

√
w1 · · · 0
...
. . .
...
0 · · · √wm

u
H
1
...
uHm
 =

√
w1u
H
1
...√
wmu
H
m
 (C.7)
⇒

e =

√
w1u
H
1 a(Θ)
...√
wmu
H
ma(Θ)

eH =
[√
w1a
H(Θ)u1 · · · √wmaH(Θ)um
] (C.8)
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Développement du numérateur
On développe donc maintenant le numérateur |eHH1/2z|2.
|eHH1/2z|2 =
∣∣∣∣∣
m∑
i=1
√
wi
√
wi
√
λia
H(Θ)uizi
∣∣∣∣∣
2
=
∣∣∣∣∣
m∑
i=1
wi
√
λia
H(Θ)uizi
∣∣∣∣∣
2
(C.9)
=
m∑
i=1
∣∣∣wi√λiaH(Θ)uizi∣∣∣2 + m∑
i,j=1
i<j
([
wi
√
λia
H(Θ)uizi
]∗ [
wj
√
λja
H(Θ)ujzj
]
+
[
wi
√
λia
H(Θ)uizi
] [
wj
√
λja
H(Θ)ujzj
]∗)
(C.10)
=
m∑
i=1
∣∣∣wi√λiaH(Θ)uizi∣∣∣2 + m∑
i,j=1
i6=j
(
wi
√
λia
H(Θ)uizi
)∗ (
wj
√
λja
H(Θ)ujzj
)
(C.11)
On a donc pour le numérateur :
|eHH1/2z|2 = A+B (C.12)
avec
A =
∑m
i=1
∣∣wi√λiaH(Θ)uizi∣∣2
B =
∑m
i,j=1
i 6=j
(
wi
√
λia
H(Θ)uizi
)∗ (
wj
√
λja
H(Θ)ujzj
) (C.13)
On a alors pour A :
A =
m∑
i=1
∣∣∣wi√λiaH(Θ)uizi∣∣∣2 = m∑
i=1
w2i λi
∣∣aH(Θ)ui∣∣2 |zi|2 (C.14)
=
m∑
i=1
w2i λi
∣∣aH(Θ)ui∣∣2 (<(zi)2 + =(zi)2) (C.15)
avec <(zi),=(zi) ∼ N (0, 1/2). Puis, on a pour B :
B =
m∑
i,j=1
i<j
[(
wi
√
λia
H(Θ)uizi
)∗ (
wj
√
λja
H(Θ)ujzj
)
+
(
wi
√
λia
H(Θ)uizi
)(
wj
√
λja
H(Θ)ujzj
)∗]
(C.16)
=
m∑
i,j=1
i<j
wiwj
√
λiλj
[(
aH(Θ)uizi
)∗ (
aH(Θ)ujzj
)
+
(
aH(Θ)uizi
) (
aH(Θ)ujzj
)∗]
(C.17)
= 2
m∑
i,j=1
i<j
wiwj
√
λiλj
[< (aH(Θ)uizi)< (aH(Θ)ujzj)+ = (aH(Θ)uizi)= (aH(Θ)ujzj)] (C.18)
= 2
m∑
i,j=1
i<j
wiwj
√
λiλj
[(<(aH(Θ)ui)<(zi)−=(aH(Θ)ui)=(zi)) (<(aH(Θ)uj)<(zj)−=(aH(Θ)uj)=(zj))
+
(<(aH(Θ)ui)=(zi) + =(aH(Θ)ui)<(zi)) (<(aH(Θ)uj)=(zj) + =(aH(Θ)uj)<(zj))] (C.19)
= 2
m∑
i,j=1
i<j
wiwj
√
λiλj
[{<(aH(Θ)ui)<(aH(Θ)uj) + =(aH(Θ)ui)=(aH(Θ)uj)} {<(zi)<(zj) + =(zi)=(zj)}
+
{−=(aH(Θ)ui)<(aH(Θ)uj) + <(aH(Θ)ui)=(aH(Θ)uj)} {=(zi)<(zj)−<(zi)=(zj)}] (C.20)
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B = 2
m∑
i,j=1
i<j
wiwj
√
λiλj
[<(uHi a(Θ)aH(Θ)uj) {<(zi)<(zj) + =(zi)=(zj)}
+=(uHi a(Θ)aH(Θ)uj) {=(zi)<(zj)−<(zi)=(zj)}
]
(C.21)
avec <(zi),=(zi),<(zj),=(zj) ∼ N (0, 1/2).
Développement du dénominateur
Enfin on développe le dénominateur. On a alors :
D = (eHe)(zHHz) = ||e||22
m∑
i=1
wiλi|zi|2 (C.22)
= ||e||22
m∑
i=1
wiλi(<(zi)2 + =(zi)2) (C.23)
(C.24)
avec <(zi),=(zi) ∼ N (0, 1/2).
C.1.3 Détermination des variables aléatoires équivalentes aux FQs
Afin de déterminer les variables aléatoires équivalentes aux FQs, on rappelle les expression du nu-
mérateur et du dénominateur :
|eHH1/2z|2 = A+B (C.25)
avec

A =
∑m
i=1w
2
i λi
∣∣aH(Θ)ui∣∣2 (<(zi)2 + =(zi)2)
B = 2
∑m
i,j=1
i<j
wiwj
√
λiλj
[<(uHi a(Θ)aH(Θ)uj) {<(zi)<(zj) + =(zi)=(zj)}
+=(uHi a(Θ)aH(Θ)uj) {=(zi)<(zj)−<(zi)=(zj)}
]
et
D = (eHe)(zHHz) (C.26)
= ||e||22
m∑
i=1
wiλi(<(zi)2 + =(zi)2) (C.27)
avec <(zi),=(zi),<(zj),=(zj) ∼ N (0, 1/2). On remarque donc aisément que l’on peut écrire les équi-
valences suivantes :
A ∼ 1
2
m∑
i=1
w2i λi
∣∣aH(Θ)ui∣∣2Xi (C.28)
B ∼
m∑
i,j=1
i<j
wiwj
√
λiλj
[<(uHi a(Θ)aH(Θ)uj)Yij + =(uHi a(Θ)aH(Θ)uj)Zij] (C.29)
D ∼ 1
2
||e||22
m∑
i=1
wiλiXi (C.30)
avec
Xi ∼ 2(<(zi)2 + =(zi)2) (C.31)
Yij ∼ 2(<(zi)<(zj) + =(zi)=(zj)) (C.32)
Zij ∼ 2(=(zi)<(zj)−<(zi)=(zj)) (C.33)
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On a donc, d’après les relations de l’annexe A
Xi ∼ χ2i (2) (C.34)
Yij ∼ LaplaceYij (0, 1/2) (C.35)
Zij ∼ LaplaceZij (0, 1/2) (C.36)
C.1.4 Détermination de la variable aléatoire équivalente à Λ¯(Θ)
En réécrivant donc Λ¯(Θ) de la façon suivante :
Λ¯(Θ) =
A+B
D
(C.37)
On obtient bien
Λ¯(Θ) ∼
∑m
i=1 αiXi +
∑m
i,j=1
i<j
βij (<(vij)Yij + =(vij)Zij)
C
∑m
i=1 ηiXi
(C.38)
où 
Xi
iid∼ χ2i (2)
Yij = RiRj + IiIj ∼ LaplaceYij(0, 1)
Zij = IiRj +RiIj ∼ LaplaceZij(0, 1)
Ri, Rj , Ii, Ij
iid∼ N (0, 1)
(C.39)
et, en rappelant que U = [u1, · · · ,um],
αi =
1
2w
2
i λi|aH(Θ)ui|2
βij = wiwj
√
λiλj
vij = u
H
i a(Θ)a
H(Θ)uj
ηi = wiλi
C = 12 ||diag([w1, · · · , wm])UHa(Θ)||22
(C.40)
C.1.5 Relations d’indépendance et de décorrélation entre les différentes variables aléa-
toires
On s’intéresse ici en premier lieu aux relations d’indépendance, puis dans un second temps aux
relations de décorrélation. On rappelle tout d’abord le résultat obtenu précédemment :
Xi ∼ 2(<(zi)2 + =(zi)2) iid∼ χ2i (2) (C.41)
Yij ∼ 2(<(zi)<(zj) + =(zi)=(zj)) ∼ LaplaceYij(0, 1) (C.42)
Zij ∼ 2(=(zi)<(zj)−<(zi)=(zj)) ∼ LaplaceZij(0, 1) (C.43)
où zi, zj ∼ CN (0, 1). On peut alors écrire :
Xi = A
2
i +B
2
i
iid∼ χ2i (2) (C.44)
Yij = AiAj +BiBj ∼ LaplaceYij(0, 1) (C.45)
Zij = AjBi −AiBj ∼ LaplaceZij(0, 1) (C.46)
où Ai, Aj , Bi, Bj ∼ N (0, 1) et sont indépendantes pour tout i 6= j, (i, j) ∈ [[1;m]]2.
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Relations d’indépendance
Soient P1(Ai, Aj , Bi, Bj) et P2(Ai, Aj , Bi, Bj) deux polynômes différents en plusieurs indéterminées
avec i 6= j,. Alors, du fait de l’indépendance des quatre variables aléatoires Ai, Aj , Bi, Bj , on peut dire :
• P1(Ai, Aj , Bi, Bj) et P2(Ai′ , Aj′ , Bi′ , Bj′) sont indépendants pour tout {i, j} 6= {i′, j′} ;
• P1(Ai, Aj , Bi, Bj) et P1(Ai′ , Aj′ , Bi′ , Bj′) sont indépendants pour tout {i, j} 6= {i′, j′} ;
• P2(Ai, Aj , Bi, Bj) et P2(Ai′ , Aj′ , Bi′ , Bj′) sont indépendants pour tout {i, j} 6= {i′, j′}.
Par conséquent, en définissant P1(Ai, Aj , Bi, Bj) et/ou P2(Ai, Aj , Bi, Bj) commeXi et/ou Yij et/ou
Zij , on peut conclure que :
• Xi est indépendant de Xi′ pour i′ 6= i ;
• Yij et Zij sont indépendants de Xi′ pour i′ 6= i et i′ 6= j ;
• Yij est indépendant de Yi′j′ et Zi′j′ pour {i, j} 6= {i′, j′} ;
• Zij est indépendant de Yi′j′ et Zi′j′ pour {i, j} 6= {i′, j′}.
Relations de décorrélation
Afin de prouver la corrélation ou décorrélation entre deux variables aléatoiresX et Y , il suffit de calculer
leur coefficient de corrélation Corr(X,Y ) défini par :
Corr(X,Y ) =
Cov(X,Y )
σXσY
(C.47)
où σX et σY sont les écarts type de X et Y et Cov(X,Y ) la covariance entre X et Y , définie par :
Cov(X,Y ) = E[XY ]− E[X]E[Y ] (C.48)
On calcule donc la moyenne de Xi, Yij et Zij :
E[Xi] = E[A2i +B2i ] = E[A2i ] + E[B2i ] = 2 (C.49)
E[Yij ] = E[AiAj +BiBj ] = 0 (C.50)
E[Zij ] = E[AjBi −AiBj ] = 0 (C.51)
Puis, on calcule la covariance entre Xi et Yij :
Cov(Xi, Yij) = E[XiYij ]− E[Xi]E[Yij ] = E[(A2i +B2i )(AiAj +BiBj)] (C.52)
= E[A3iAj +A2iBiBj +AiAjB2i +B3iBj ] (C.53)
= 0 (C.54)
Puis entre Xi et Zij :
Cov(Xi, Zij) = E[XiZij ]− E[Xi]E[Zij ] = E[(A2i +B2i )(AjBi −AiBj)] (C.55)
= E[A2iAjBi −A3iBj +AjB3i −AiB2iBj ] (C.56)
= 0 (C.57)
Et enfin entre Yij et Zij :
Cov(Yij , Zij) = E[YijZij ]− E[Yij ]E[Zij ] = E[(AiAj +BiBj)(AjBi −AiBj)] (C.58)
= E[AiA2jBi −A2iAjBj +AjB2iBj −AiBiB2j ] (C.59)
= 0 (C.60)
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Enfin, sachant que σ2Xi , σ
2
Yij
et σ2Zij sont finies et différentes de 0, on peut conclure que :
Corr(Xi, Yij) = 0 (C.61)
Corr(Xi, Zij) = 0 (C.62)
Corr(Yij , Zij) = 0 (C.63)
De manière plus explicite, étant donné que leurs coefficients de corrélation sont nuls :
• Xi et Yij sont décorrélées ;
• Xi et Zij sont décorrélées ;
• Yij et Zij sont décorrélées.
C.2 Démonstration de la proposition 3.2 : « Transformation de l’expres-
sion de Λ¯(Θ) en un rapport de deux FQs à variables aléatoires réelles »
Proposition Transformation de l’expression de Λ¯(Θ) en un rapport de deux FQs à variables aléa-
toires réelles
Soit Λ¯(Θ) défini de la manière suivante :
Λ¯(Θ) =
|a(Θ)HΠ¯⊥c x|2
(a(Θ)HΠ¯⊥c a(Θ))(xHΠ¯⊥c x)
(C.64)
où Π¯⊥c =
∑m
i=1wiuiu
H
i = UWU
H correspond à Π¯⊥c,G ou Π¯
⊥
c,S, W = diag([w1, · · · , wm]), wi
corresponds à wGi ou w
S
i et U = [u1, · · · ,um]. De plus, x ∼ CN (µx,R) est la donnée sous test où
µx = 0 ou d selon l’hypothèse considérée (H0 ouH1). Alors,
Λ¯(Θ) =
z˜T A˜z˜
z˜T H˜z˜
(C.65)
avec z˜ ∈ R2m×1 ∼ N (µz˜ = √2[<(Λ−1/2UHµx)T ,=(Λ−1/2UHµx)T ]T , I2m), Λ = diag([λ1, · · · , λm])
et 
A˜ =
[
<(A) −=(A)
=(A) <(A)
]
∈ R2m×2m
H˜ =
[
H Om
Om H
]
∈ R2m×2m
(C.66)
où A = H1/2ffHH1/2, H = diag([η1, · · · , ηm]), ηi = wiλi et f = W1/2UHa(Θ)/‖W1/2UHa(Θ)‖2.
De plus, A˜ est une matrice symétrique car =(A) est une matrice antisymétrique.
Soit Λ¯(Θ) défini comme :
Λ¯(Θ) =
|a(Θ)HΠ¯⊥c x|2
(a(Θ)HΠ¯⊥c a(Θ))(xHΠ¯⊥c x)
(C.67)
où Π¯⊥c = UWUH corresponds à Π¯⊥c,G ou Π¯
⊥
c,S, W = diag([w1, · · · , wm]) et wi et U sont définis
comme dans le Théorème 3.1. Se référant au Chap.1, x ∼ CN (µx,R) avec µx = 0 ou d suivant
l’hypothèse considérée (H0 ouH1).
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Premièrement, on transforme l’expression précédente en un rapport de deux FQs, fonctions de va-
riables aléatoires complexes gaussiennes. Pour cela, on écrit :
Λ¯(Θ) =
|a(Θ)HUWUHx|2
(a(Θ)HUWUHa(Θ))(xHUWUHx)
=
|eHy|2
(eHe)(yHy)
(C.68)
avec e = W1/2UHa(Θ), y = W1/2UHx ∼ CN (µy = W1/2UHµx,H), H = ΛW et Λ =
diag([λ1, · · · , λm]). Alors,
Λ¯(Θ) =
|eHH1/2z|2
(eHe)(zHHz)
=
zHH1/2eeHH1/2z
(eHe)(zHHz)
=
zHH1/2ffHH1/2z
zHHz
(C.69)
=
zHAz
zHHz
(C.70)
avec z = H−1/2y ∼ CN (µz = Λ−1/2UHµx, Im), f = e/‖e‖2 et A = H1/2ffHH1/2. On obtient
bien un rapport de deux FQs, fonctions de variables aléatoires complexes gaussiennes.
Enfin il est aisé de montrer la relation suivante, transformant le rapport de deux FQs fonction de
variables aléatoires complexes gaussiennes en un rapport de deux FQs fonction de variables aléatoires
réelles gaussiennes :
Λ¯(Θ) =
zHAz
zHHz
=
z˜T A˜z˜
z˜T H˜z˜
(C.71)
avec 
z˜ =
√
2[<(z)T ,=(z)T ]T ∈ R2m×1
A˜ =
[
<(A) −=(A)
=(A) <(A)
]
∈ R2m×2m
H˜ =
[
H O2m
O2m H
]
∈ R2m×2m
(C.72)
avec z˜ ∼ N (µz˜ = √2[<(µz)T ,=(µz)T ]T , I2m) et A˜ matrice symétrique car =(A) est une matrice
antisymétrique.
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D.1 Démonstration de la proposition 4.1 : « Convergence de la FQ struc-
turée rectifiée LR, modèle spiked »
Proposition Convergence de la FQ structurée rectifiée LR, modèle spiked
Soit R la matrice de covariance s’écrivant αcC+σ2Im où C est une matrice de rang faible r décrite
en Eq.(1.5). Alors, sous (H1-H4) et le modèle spiked,
sH1 Πˆ
⊥
c,SRΠˆ
⊥
c,Ss2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π
⊥
c RΠ
⊥
c s2 + σ
2sH1 (Π˜c,S −Πc)s2 (D.1)
où Πˆ⊥c,S =
∑m
i=1 φ
S
i uˆiuˆ
H
i avec φ
S
i défini en Eq.(1.126) et Π˜c,S =
∑r
i=1 w˜
S
i uiu
H
i avec w˜
S
i défini par
w˜Si =
(
1 + cγ−1i
)
/
(
1− cγ−2i
)
.
La démonstration s’organise comme suit. Tout d’abord, on développe la FQ structurée rectifiée
sH1 Πˆ
⊥
c,SRΠˆ
⊥
c,Ss2 en une somme de FQs simples et de FQs structurées de base. En un second temps,
la convergence de chaque terme de la somme est déterminée afin de déterminer la convergence de
sH1 Πˆ
⊥
c,SRΠˆ
⊥
c,Ss2 en utilisant le continuous mapping theorem. Durant toute cette démonstration, les hy-
pothèses (H1-H4) sont supposées vérifiées. On rappelle que la matrice de covariance R s’écrit αcC +
σ2Im.
D.1.1 Développement de la FQ structurée rectifiée
D’après sa définition, le pseudo projecteur Πˆ⊥c,S =
∑m
i=1 φ
(S)
i uˆiuˆ
H
i peut être réécrit comme :
Πˆ⊥c,S = Im − Πˆc,S = Im −
r∑
i=1
χˆ−1i Πˆi (D.2)
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avec
χˆi =
1− cmγˆ−2i
1 + cmγˆ
−1
i
(D.3)
γˆi =
1
2
(
λˆi − (cm + 1) +
√
(cm + 1− λˆi)2 − 4cm
)
(D.4)
Πˆi = uˆiuˆ
H
i (D.5)
On développe donc sH1 Πˆ
⊥
c,SRΠˆ
⊥
c,Ss2 à partir de l’Eq.(D.2) comme suit :
sH1 Πˆ
⊥
c,SRΠˆ
⊥
c,Ss2 = s
H
1
(
Im − Πˆc,S
) (
αcC + σ
2Im
) (
Im − Πˆc,S
)
s2 (D.6)
= sH1
[
αcC + σ
2Im − 2σ2Πˆc,S − αcΠˆc,SC− αcCΠˆc,S + σ2
(
Πˆc,S
)2
+αcΠˆc,SCΠˆc,S
]
s2 (D.7)
= sH1
(
αcC + σ
2Im
)
s2 − 2σ2sH1 Πˆc,Ss2 − αcsH1 Πˆc,SCs2 − αcsH1 CΠˆc,Ss2
+σ2sH1
(
r∑
i=1
χˆ−2i Πˆi
)
s2 + αcs
H
1 Πˆc,S
(
r∑
i=1
γiuiu
H
i
)
Πˆc,Ss2 (D.8)
= sH1
(
αcC + σ
2Im
)
s2 − 2σ2sH1 Πˆc,Ss2 − αcsH1 Πˆc,SCs2 − αcsH1 CΠˆc,Ss2
+σ2
r∑
i=1
sH1 χˆ
−2
i Πˆis2 + αcγi
r∑
i=1
sH1 Πˆc,Suiu
H
i Πˆc,Ss2 (D.9)
D.1.2 Convergence des FQs simples classiques de la somme
On s’intéresse tout d’abord à la convergence des FQs simples « classiques », notamment présentes
dans le FQ structurée sH1 Πˆc,Suiu
H
i Πˆc,Ss2. D’après [Couillet and Hachem, 2013,Hachem et al., 2013],
on a :
sH1 Πˆc,Ss2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Πcs2 (D.10)
sH1 Πˆc,SCs2
p.s.−→
m,K→∞
m/K→c<∞
sH1 ΠcCs2 (D.11)
sH1 CΠˆc,Ss2
p.s.−→
m,K→∞
m/K→c<∞
sH1 CΠcs2 (D.12)
et, pour tout i ∈ [[1; r]] :
sH1 Πˆc,Sui
p.s.−→
m,K→∞
m/K→c<∞
sH1 Πcui (D.13)
uHi Πˆc,Ss2
p.s.−→
m,K→∞
m/K→c<∞
uHi Πcs2 (D.14)
D.1.3 Convergence de χˆi vers χi
On s’intéresse donc ensuite à la convergence de la FQ simple de base non classique χˆ−2i s
H
1 Πˆis2. Ce-
pendant, comme cette dernière n’est pas du type des FQs simples étudiées précédemment, i.e. χˆ−1i s
H
1 Πˆis2,
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mais le produit χˆ−1i × χˆ−1i sH1 Πˆis2, on détermine la convergence de χˆi. On rappelle que la multiplicité
des valeurs propres λ1 à λr est ici égale à 1. On cherche donc tout d’abord à écrire χˆi et χi comme des
fonctions de λˆi et τi, quantité dont on connaît la convergence.
Ainsi, d’après le théorème 2 et corollaire 2 de [Couillet and Hachem, 2013], on a :
χi =
1− cγ−2
1 + cγ−1
= ζ1(τi) =
b¯m(τi)(1 + τib¯m(τi))
(τib¯m(τi))′
(D.15)
où (f(τi))′ =
∂f(x)
∂x
∣∣∣
x=τi
. Puis, d’après le théorème 2 de [Hachem et al., 2013] et par identification (les
hypothèses et le modèle sont identiques dans [Couillet and Hachem, 2013] et [Hachem et al., 2013]), on
a aussi :
ζ2(τi) =
τib¯m(τi)
2m˜(τi)
(τib¯m(τi)m˜(τi))′
= χi (D.16)
avec m˜(τi) = cb¯m(τi)− (1− c)/τi.
De plus, d’après les Eqs.(12) et (13) de [Hachem et al., 2013] et par identification,
χˆi = ζ2(λˆi) (D.17)
Donc, d’après l’Eq.(D.16) montrant l’égalité des fonctions ζ1(.) et ζ2(.) et que l’on appellera désormais
ζ(.), on en conclut :
χˆi = ζ(λˆi) (D.18)
χi = ζ(τi) (D.19)
Enfin, en remarquant que λˆi tend p.s. vers τi dans le régime en grandes dimensions ∀i ∈ [[1; r]] et que
ζ(x) est continue sur [λ+; +∞), on obtient :
ζ(λˆi)− ζ(τi) = χˆi − χi p.s.−→
m,K→∞
m/K→c<∞
0 (D.20)
D.1.4 Convergence de la FQ simple de base non classique de la somme
On revient maintenant à la convergence de la FQ simple de base non classique χˆ−2i s
H
1 Πˆis2. Sachant
que :
χˆi = ζ(λˆi)
p.s.−→
m,K→∞
m/K→c<∞
χi = ζ(τi) (D.21)
χˆ−1i s
H
1 Πˆis2
p.s.−→
m,K→∞
m/K→c<∞
sH1 Πis2 (D.22)
on peut conclure par le continuous mapping theorem la convergence de la FQ simple de base non clas-
sique :
χˆ−2i s
H
1 Πˆis2
p.s.−→
m,K→∞
m/K→c<∞
χ−1i s
H
1 Πis2 (D.23)
en rappelant que ζ(x) est continue sur [λ+; +∞) et que ζ(λˆi) 6= 0 et ζ(τi) 6= 0.
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D.1.5 Convergence de FQ structurée rectifiée par le continuous mapping theorem
À partir des convergences précédentes en Eqs.(D.10 à (D.14) et (D.23), on peut alors montrer par le
continuous mapping theorem que :
sH1 Πˆ
⊥
c,SRΠˆ
⊥
c,Ss2
p.s.−→
m,K→∞
m/K→c<∞
sH1
(
αcC + σ
2Im
)
s2 − 2σ2sH1 Πcs2 − αcsH1 ΠcCs2 − αcsH1 CΠcs2
+σ2
r∑
i=1
sH1 χ
−1
i Πis2 + αcγi
r∑
i=1
sH1 Πcuiu
H
i Πcs2 (D.24)
p.s.−→
m,K→∞
m/K→c<∞
sH1
(
αcC + σ
2Im
)
s2 − 2σ2sH1 Πcs2 − αcsH1 ΠcCs2 − αcsH1 CΠcs2
+σ2sH1
(
r∑
i=1
χ−1i Πi
)
s2 + αcs
H
1 Πc
(
r∑
i=1
γiuiu
H
i
)
Πcs2 (D.25)
p.s.−→
m,K→∞
m/K→c<∞
sH1
(
αcC + σ
2Im
)
s2 − 2σ2sH1 Πcs2 − αcsH1 ΠcCs2 − αcsH1 CΠcs2
+σ2sH1 Π˜c,Ss2 + αcs
H
1 ΠcCΠcs2 (D.26)
(D.27)
avec Π˜c,S =
∑r
i=1 χ
−1
i Πi. On a alors :
sH1 Πˆ
⊥
c,SRΠˆ
⊥
c,Ss2
p.s.−→
m,K→∞
m/K→c<∞
sH1
(
αcC + σ
2Im
)
s2 − 2σ2sH1 Πcs2 − αcsH1 ΠcCs2 − αcsH1 CΠcs2
+σ2sH1 Πcs2 + αcs
H
1 ΠcCΠcs2 + σ
2sH1
(
Π˜c,S −Πc
)
s2 (D.28)
p.s.−→
m,K→∞
m/K→c<∞
sH1 (Im −Πc)
(
αcC + σ
2Im
)
(Im −Πc) s2 + σ2sH1
(
Π˜c,S −Πc
)
s2(D.29)
p.s.−→
m,K→∞
m/K→c<∞
sH1 Π
⊥
c RΠ
⊥
c s2 + σ
2sH1
(
Π˜c,S −Πc
)
s2 (D.30)
où on a utilisé la relation (Πc)2 = Πc pour le passage de la ligne (D.28) à (D.29).
D.2 Démonstration de la consistance de Πˆ⊥c,G et Πˆ⊥c,S en régime classique
On rappelle tout d’abord les expressions de Πˆ⊥c,G et Πˆ
⊥
c,S :
Πˆ⊥c,G =
m∑
i=1
φGi uˆiuˆ
H
i (D.31)
Πˆ⊥c,S =
m∑
i=1
φSi uˆiuˆ
H
i (D.32)
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c,S en régime classique
avec
φGi =

1 +
r∑
n=1
(
λˆn
λˆi − λˆn
− νˆn
λˆi − νˆn
)
, si i > r
−
m∑
n=r+1
(
λˆn
λˆi − λˆn
− νˆn
λˆi − νˆn
)
, si i 6 r
(D.33)
φSi =

1, si i > r
1− 1 + cmγˆ
−1
i
1− cmγˆ−2i
, si i 6 r
(D.34)
où νˆ1 > · · · > νˆm sont les valeurs propres de diag(λˆ) − 1K
√
λˆ
√
λˆ
T
, λˆ = [λˆ1, · · · , λˆm]T et γˆi =
1
2
(
λˆi − (cm + 1) +
√
(λˆi − (cm + 1))2 − 4cm
)
.
Or, quand K tend vers l’infini à m fixé, on a les convergences presque sûres suivantes :
λˆi −→ λi (D.35)
uˆi −→ ui (D.36)
cm −→ 0 (D.37)
γˆi −→ λi − 1 (D.38)
diag(λˆ)− 1
K
√
λˆ
√
λˆ
T
−→ diag(λ) (D.39)
νˆi −→ λi (D.40)
Donc, d’après le continuous mapping theorem, à m fixé :
φGi
p.s.−→
K→∞
{
1, si i > r
0, si i 6 r
(D.41)
φSi
p.s.−→
K→∞
{
1, si i > r
0, si i 6 r
(D.42)
et par conséquent, d’après le continuous mapping theorem, à m fixé :
Πˆ⊥c,G
p.s.−→
K→∞
Π⊥c (D.43)
Πˆ⊥c,S
p.s.−→
K→∞
Π⊥c (D.44)
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Titre : Détection et filtrage rang faible pour le traitement d’antenne utilisant la théorie des matrices aléatoires en
grandes dimensions.
Mots-clés : Théorie des matrices aléatoires, détection et filtrage adaptatif, rang faible, traitement d’antenne, STAP
et MIMO-STAP.
Résumé :
Partant du constat que dans plus en plus d’applications,
la taille des données à traiter augmente, il semble perti-
nent d’utiliser des outils appropriés tels que la théorie
des matrices aléatoires dans le régime en grandes di-
mensions. Plus particulièrement, dans les applications
de traitement d’antenne et radar spécifiques STAP et
MIMO-STAP, nous nous sommes intéressés au traite-
ment d’un signal d’intérêt corrompu par un bruit addi-
tif composé d’une partie dite rang faible et d’un bruit
blanc gaussien. Ainsi l’objet de cette thèse est d’étudier
dans le régime en grandes dimensions la détection et le
filtrage dit rang faible (fonction de projecteurs) pour le
traitement d’antenne en utilisant la théorie des matrices
aléatoires.
La thèse propose alors trois contributions principales,
dans le cadre de l’analyse asymptotique de fonction-
nelles de projecteurs. Ainsi, premièrement, le régime
en grandes dimensions permet ici de déterminer une
approximation/prédiction des performances théoriques
non asymptotiques, plus précise que ce qui existe ac-
tuellement en régime asymptotique classique (le nombre
de données d’estimation tends vers l’infini à taille des
données fixe). Deuxièmement, deux nouveaux filtres
et deux nouveaux détecteurs adaptatifs rang faible ont
été proposés et il a été montré qu’ils présentaient de
meilleures performances en fonction des paramètres du
système en terme de perte en RSB, probabilité de fausse
alarme et probabilité de détection. Enfin, les résultats
ont été validés sur une application de brouillage, puis
appliqués aux traitements radar STAP et MIMO-STAP
sparse. L’étude a alors mis en évidence une différence
notable avec l’application de brouillage liée aux mo-
dèles de matrice de covariance traités dans cette thèse.
Title : Low rank detection and estimation using random matrix theory approaches for antenna array.
Keywords : Random matrix theory, adaptive detection and estimation, low rank, array processing, STAP and
MIMO-STAP.
Abstract :
Nowadays, more and more applications deal with in-
creasing dimensions. Thus, it seems relevant to exploit
the appropriated tools as the random matrix theory in
the large dimensional regime. More particularly, in the
specific array processing applications as the STAP and
MIMO-STAP radar applications, we were interested in
the treatment of a signal of interest corrupted by an ad-
ditive noise composed of a low rang noise and a white
Gaussian. Therefore, the aim of this thesis is to study
the low rank filtering and detection (function of projec-
tors) in the large dimensional regime for array proces-
sing with random matrix theory tools.
This thesis has three main contributions in the context
of asymptotic analysis of projector functionals. Thus,
the large dimensional regime first allows to determine
an approximation/prediction of theoretical non asymp-
totic performance, much more precise than the literature
in the classical asymptotic regime (when the number of
estimation data tends to infinity at a fixed dimension).
Secondly, two new low rank adaptive filters and detec-
tors have been proposed and it has been shown that they
have better performance as a function of the system pa-
rameters, in terms of SINR loss, false alarm probability
and detection probability. Finally, the results have been
validated on a jamming application and have been se-
condly applied to the STAP and sparse MIMO-STAP
processings. Hence, the study highlighted a noticeable
difference with the jamming application, related to the
covariance matrix models concerned by this thesis.
