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Abstract
We construct for a Chevalley group over a finite local ring an analogue of the Steinberg character that
was defined for the general linear group by P. Lees and, independently, by G. Hill. Further, we show that
this analogue has a homological origin and, when irreducible, describe it in terms of a linear character
of the corresponding Hecke algebra. However, we find that the analogue is reducible in general. Thus we
determine its decomposition into distinct irreducible constituents and characterise these constituents using
Gelfand–Graev characters.
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Introduction
Let G be a Chevalley group of type Σ over the quotient ring R = o/p where o is the ring of
integers of a non-archimedean local field K with prime ideal p and  > 1 is a fixed integer. For
example, using the terminology from Section 1, the adjoint and extended Chevalley groups in
type An are PSLn+1(R) and PGLn+1(R) respectively whereas in type Cn they are PSp2n(R) and
PGSp2n(R). We will assume that the residue field o/p is finite, and has very good characteristic,
so that R is a finite local ring and G is a finite group. The motivation for studying the representa-
tion theory of such groups is its close connection to the representation theory of the p-adic group
G(K) via the maximal compact subgroup G(o).
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Chevalley group over the residue field [20–22]. This analogue was first defined by Lees [15]
for the general linear group as the character afforded by the top homology space of a simplicial
complex similar to the combinatorial building [19]. Hill [11] independently described the same
analogue as the unique common constituent of the permutation character (1B)G over the sub-
group B of upper triangular matrices and a version of the Gelfand–Graev character Γ0 (see [4]).
Our approach will be to adapt the construction and techniques used for GLn(R) in [2].
Let Π be a base for Σ and denote by B the integral points of a Borel subgroup of G(K)
reduced modulo p. We associate to each subset J of S = −Π a “parabolic” subgroup HJ of G
where, in particular, H∅ = B . Then, imitating Curtis’ formula [5], we define the analogue to be
St =
∑
J⊆S
(−1)|J |(1HJ )G
and describe a simplicial complex whose top homology space gives rise to St.
Although the Steinberg character for the Chevalley group over a finite field and its analogue
for GLn(R) are both irreducible, we find that the analogue for G is reducible in general. Indeed,
the inner product of St with itself is d , the index of G in the extended Chevalley group. To
prove this we need information about the (HI ,HJ )-double cosets of G. While the double cosets
contained in HS are relatively straightforward, those lying in G − HS have a more complicated
structure. Fortunately, the following result, whose proof occupies the final three sections of the
paper, is sufficient for our purposes.
Theorem A. Each (B,B)-double coset in G − HS has the form BgB = HαgB for some α ∈ S
depending only on HgH .
When G is the extended Chevalley group, and so when St is irreducible, it transpires that
the analogue is induced from the Steinberg character of HS . Further, it corresponds to a linear
character ψ of the Hecke algebra H(G,B) defined by setting ψ(βα) = −1 for each α ∈ S where
βα is the basis element obtained from the double coset Hα − B . In general, we find that St
decomposes into the sum of d irreducible constituents each appearing with multiplicity 1. Fol-
lowing the definition in [11], we consider certain Gelfand–Graev characters of G and show that
each irreducible constituent of St appears as the unique common constituent of the permutation
character over B and exactly one of these Gelfand–Graev characters.
We introduce some notation. If G is a finite group then its identity element will be denoted
by 1 and we will consider the commutator [x, y] = xyx−1y−1 for x, y ∈ G. If φ and ψ are
characters of G then (φ,ψ) will be their inner product. Finally, if ρ is a character of a subgroup H
of G then for each g ∈ G the conjugate character ρg of gHg−1 is defined by ρg(gxg−1) = ρ(g)
for all x ∈ H .
1. Chevalley groups
We begin by outlining the construction of the Chevalley groups over a finite local ring. Follow-
ing [3] they are defined as groups of automorphisms of Lie rings corresponding to non-abelian
semisimple Lie algebras over the complex numbers.
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Let g be a non-abelian semisimple Lie algebra over C with Cartan subalgebra h and rank n.
Let Σ be the set of non-zero roots of g with respect to h and fix a base Π for Σ . We will denote
by Σ+ and Σ− the sets of positive and negative roots in Σ respectively. Further, if β ∈ Σ is
expressed as the linear combination of simple roots
β =
∑
α∈Π
kαα, (1)
then the height of β is defined to be ht(β) =∑α∈Π kα . The set of roots of height a in Σ will be
denoted by Σa .
Let h∗
R
be the R-span of the roots in the dual space h∗ of h. The Killing form on g restricts
to an inner product on h∗
R
which we will write as (x, y) for each x, y ∈ h∗
R
. The Weyl group W
of g is then the group generated by {wα: α ∈ Σ} where wα is the reflection in the hyperplane
orthogonal to the root α ∈ Σ .
Let Λr denote the root lattice in h∗R. This is a free abelian group of rank n generated by the
simple roots. In addition, let Λw denote the weight lattice in h∗R; that is, the set
Λw =
{
λ ∈ h∗
R
: (λ, αˇ) ∈ Z for any α ∈ Σ}
where αˇ = 2α/(α,α) is the co-root corresponding to α. For each α ∈ Π define λα to be the
unique element of Λw such that (λα, αˇ) = 1 and (λα, βˇ) = 0 for any β ∈ Π − {α}. Then Λw is
a free abelian group of rank n generated by the fundamental weights {λα: α ∈ Π} and Λr is a
subgroup of Λw where for each α ∈ Π
α =
∑
β∈Π
(α, βˇ)λβ. (2)
1.2. Finite local ring
Let K be a non-archimedean local field with ring of integers o and let p denote the prime ideal
of o. We will assume that the residue field κ = o/p is finite of order q and has good characteristic;
that is,
(i) charκ = 2 if Σ has irreducible components of type Bn, Cn or Dn;
(ii) charκ = 2 or 3 if Σ has irreducible components of type F4, G2, E6 or E7;
(iii) charκ = 2, 3 or 5 if Σ has irreducible components of type E8.
If in addition charκ does not divide n + 1 whenever Σ has irreducible components of type An
then we say that the characteristic of κ is very good.
Fix an integer  > 1 and set R = o/p. This is a finite, local, principal ideal ring with unique
maximal ideal m = p/p and if π is a generator of m then π = 0. The ideals of R are of the
form mi = πiR for 0 i  , giving the filtration
0 = m ⊂ m−1 ⊂ · · · ⊂ m1 ⊂ m0 = R,
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R× of R× for each 0 i   so that we obtain the filtration
{1} = u ⊂ u−1 ⊂ · · · ⊂ u1 ⊂ u0 = R×.
1.3. Chevalley groups
Denote by ad the adjoint representation of g and let gZ be the Z-span of a fixed Chevalley
basis {eα,hβ : α ∈ Σ, β ∈ Π}. For each ξ ∈ C and α ∈ Σ the co-ordinates of the automorphism
xα(ξ) = exp(ξ ad(eα)) of g are polynomials in ξ with coefficients in Z. If we consider the Lie
ring gR = gZ ⊗R then for each r ∈ R and α ∈ Σ we may define a corresponding automorphism
xα(r) of gR by taking its co-ordinates to be these same polynomials evaluated at r . The adjoint
Chevalley group G′(R) is therefore the subgroup of Aut(gR)
G′ = G′(R) = 〈xα(r): α ∈ Σ, r ∈ R〉.
Further, for each homomorphism μ ∈ Hom(Λr,R×) there is a corresponding diagonal auto-
morphism h(μ) of gR given by setting h(μ) · eα = μ(α)eα for α ∈ Σ and h(μ) · hβ = hβ for
β ∈ Π . The extended Chevalley group is then
G = G(R) = 〈xα(r), h(μ): α ∈ Σ, r ∈ R, μ ∈ Hom(Λr,R×)〉.
More generally, if we fix a lattice Λ with Λr  Λ  Λw then any homomorphism μ ∈
Hom(Λ,R×) restricts to a homomorphism μ ∈ Hom(Λr,R×). Thus we may consider the as-
sociated Chevalley group
G = G(R) = 〈xα(r), h(μ): α ∈ Σ, r ∈ R, μ ∈ Hom(Λ,R×)〉
and we see that we have G′(R)G(R)G(R).
Remark 1.1. Consider the Chevalley groups G(K) over K and G(o) over o defined as above.
Identifying go = gZ ⊗Z o as a subring of gK = gZ ⊗ K , so that Aut(go) is the subgroup of
Aut(gK) consisting of all automorphisms of gK which preserve go, we have G(o) = G(K) ∩
Aut(go) (see [14,23]). Further, the natural projection η :o → R gives rise to a homomorphism
of Lie rings η :go → gR and thus a corresponding homomorphism of automorphism groups
η : Aut(go) → Aut(gR). The Chevalley group G over R is then the image of G(o) under this
homomorphism.
Remark 1.2. Abe [1] uses an alternative definition for the Chevalley group over R as the R-
points of a semisimple algebraic group which is defined and split over Z. In this context, G is
obtained from the adjoint algebraic group whereas G′ is the quotient of the simply-connected
group by its centre. Our results still hold in this situation and can in fact be extended to split
reductive groups. Unfortunately, this is not the case for quasi-split groups.
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We now examine the structure of G, noting that Remark 1.1 allows us to apply immediately
in our situation many of the results for Chevalley groups over fields found in [3,23]. For the
remainder of the paper we will require that the characteristic of the residue field is very good,
although if G is the extended Chevalley group it will be sufficient to assume that charκ is good.
2.1. Unipotent subgroups
For any r, s ∈ R and α ∈ Σ
xα(r)xα(s) = xα(r + s).
Thus for each 0 i   the root subgroup Uα(i) = {xα(r): r ∈ mi} is isomorphic to the additive
group mi and we obtain the filtration
{1} = Uα() ⊂ Uα(− 1) ⊂ · · · ⊂ Uα(1) ⊂ Uα(0) = Uα.
The relation between the generators xα(r) and xβ(s) for α = ±β is given by the usual Chevalley
commutator formula.
Lemma 2.1. For any α,β ∈ Σ with α = ±β and r, s ∈ R[
xα(r), xβ(s)
]= ∏
i,j>0
xiα+jβ
(
ci,j,α,β(−r)isj
)
where the product is taken over all positive i and j such that iα + jβ ∈ Σ .
Remark 2.2. The constants ci,j,α,β are independent of r and s. Moreover, ci,j,α,β ∈ {±1} except
when α and β belong to an irreducible component of type Bn, Cn or F4, in which case ci,j,α,β ∈
{±1,±2}, or an irreducible component of type G2, in which case ci,j,α,β ∈ {±1,±2,±3}. In
particular, as the characteristic of κ is assumed to at least be good, the constants will be invertible
in R.
To find an expression for the commutator in the case where α = −β we use the homomor-
phism φα : SL2(R) → G′(R) defined by setting
φα
[
1 r
0 1
]
= xα(r) and φα
[
1 0
r 1
]
= x−α(r)
for every r ∈ R (see [23, Lemma 48]). For each α ∈ Σ and r ∈ R× let
nα(r) = φα
[
0 r
−r−1 0
]
and hα(r) = φα
[
r 0
0 r−1
]
.
Lemma 2.3. Let r, s ∈ R be such that r2s2 = 0, then for any α ∈ Σ[
xα(r), x−α(s)
]= hα(1 + rs)xα(−r2s)x−α(rs2).
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1 r
0 1
][
1 0
s 1
][
1 −r
0 1
][
1 0
−s 1
]
=
[
1 + rs 0
0 1 − rs
][
1 −r2s
0 1
][
1 0
rs2 1
]
. 
Let U(i) = 〈Uα(i): α ∈ Σ+〉 and U−(i) = 〈Uα(i): α ∈ Σ−〉 for each 0 i  . In particular,
we will write U = U(0) and U− = U−(0). The following result is an immediate consequence of
the Chevalley commutator formula.
Lemma 2.4.
(i) Each g ∈ U(i) can be expressed uniquely as g =∏α∈Σ+ xα(rα) for some rα ∈ mi where the
product is taken over the positive roots in an arbitrary, but fixed, order.
(ii) Similarly, each g ∈ U−(i) can be expressed uniquely as g = ∏α∈Σ− xα(rα) for some
rα ∈ mi where the product is taken over the negative roots in an arbitrary, but fixed, or-
der.
2.2. Diagonal subgroups
For any μ,ν ∈ Hom(Λr,R×)
h(μ)h(ν) = h(μ+ ν)
so we may define the diagonal subgroups T (i) = {h(μ): μ ∈ Hom(Λr,ui )} and T (i) =
{h(μ): μ ∈ Hom(Λ,ui )} for 0 i  .
Further, for each α ∈ Σ and r ∈ R× the element hα(r) acts on the Chevalley basis by
hα(r) · eβ = r(α,βˇ)eβ for every β ∈ Σ and hα(r) · hγ = hγ for every γ ∈ Π . Thus it is clearly
the diagonal automorphism corresponding to the homomorphism να,r ∈ Hom(Λr,R×) defined
by setting να,r (β) = r(α,βˇ) for each β ∈ Σ . Consequently, T ′(i) = 〈hα(r): α ∈ Σ, r ∈ ui〉 is
contained in T (i) for each 0 i  . Indeed, since the proof of [3, Theorem 7.1.1] remains valid
in our situation, T ′(i) has the following description.
Proposition 2.5. T ′(i) is the subgroup of T (i) consisting of all diagonal automorphisms corre-
sponding to homomorphisms μ ∈ Hom(Λr,ui ) that extend to Λw .
This means that the adjoint group G′ corresponds to the weight lattice Λw whereas the ex-
tended group G is obtained by taking the root lattice Λr .
Lemma 2.6. For any β ∈ Σ , r ∈ R and μ ∈ Hom(Λ,R×)
h(μ)xα(r)h(μ)
−1 = xα
(
μ(α)r
)
.
In particular, as T (0) normalises the root subgroups Uα and the diagonal subgroup T (0), we
see that G is normal in G. Further, from [3, Proposition 8.4.6] we know that T (0)∩G′ = T ′(0)
and so T (0)∩G = T (0)∩ T (0)G′ = T (0). Hence
G/G = T (0)G/G  T (0)/(T (0)∩G) T (0)/T (0). (3)
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as a normal subgroup and so B(i) = T (i)U(i). We will again write T = T (0) and B = B(0) so
that B = T U .
2.3. Monomial subgroup
For each w ∈ W choose a reduced expression w = wα1 · · ·wαk with αi ∈ Π and set
nw = nα1(1) · · ·nαk (1).
Lemma 2.7. For any w ∈ W , α ∈ Σ and r ∈ R
nwxα(r)n
−1
w = xw(α)(ηw,αr)
where ηw,α ∈ {±1} is independent of r . Further, for any μ ∈ Hom(Λ,R×)
nwh(μ)n
−1
w = h(μ′)
where μ′ ∈ Hom(Λ,R×) is such that μ′(λ) = μ(w−1(λ)) for every λ ∈ Λ.
Although {nw: w ∈ W } is far from being a complete set of (B,B)-double coset representatives
in G, from the Bruhat decomposition of the Chevalley group over the residue field we are able to
give the following result (see [14, Proposition 2.4]).
Lemma 2.8. G can be expressed as the disjoint union
G =
⋃
w∈W
BnwU
−(1)B.
2.4. Congruence subgroups
Consider the natural projection ηi :R → R/mi for each 1 i  . This induces a homomor-
phism ηi :G → G(R/mi ) and the corresponding congruence subgroup is the normal subgroup
Ki = kerηi of G.
Lemma 2.9. Ki = U−(i)T (i)U(i) for each 1 i  .
Proof. From [1, Corollary 3.3] we know that Ki = U−(i)T (i)U(i) and so we obtain Ki =
Ki ∩G = U−(i)T (i)U(i)∩G = U−(i)T (i)U(i). 
It transpires that when the characteristic of the residue field κ is very good the congruence
subgroups for G′, G and G agree. Before proving this we need the following result.
Lemma 2.10. If a is a positive integer not divisible by charκ and i  1 then for every r ∈ ui
there is an s ∈ ui with r = sa .
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would imply that the map sending s ∈ ui to sa ∈ ui is injective and thus, since ui is finite,
surjective. Consequently, suppose that s ∈ ui has sa = 1 but that s = 1. Then sa − 1 = 0 implies
that (sa−1 + · · · + s + 1)(s − 1) = 0 and therefore sa−1 + · · · + s + 1 ∈ m. However, this means
we must have 0 = η1(s)a−1 + · · · + η1(s)+ 1 = a which is a contradiction. 
Proposition 2.11. If charκ is very good then K ′i = Ki = Ki for each i  1.
Proof. It suffices to show that any homomorphism μ ∈ Hom(Λr,ui ) extends to a homomor-
phism μ′ ∈ Hom(Λw,ui ) since this would imply that T ′(i) = T (i) = T (i) by Proposition 2.5
and so K ′i = Ki = Ki by Lemma 2.9.
Let A = [(α, βˇ)]α,β∈Π denote the Cartan matrix of Σ and A−1 = [aα,β ]α,β∈Π its inverse.
By (2), for each fundamental weight λβ we have
λβ =
∑
α∈Π
aα,βα.
The determinant of A does not divide charκ , since it is very good, and so Lemma 2.10 implies
that for each α ∈ Π we may choose an element sα ∈ ui with μ(α) = sdet(A)α . Further, since
det(A)aα,β is an integer, for each β ∈ Π we are able to define
rβ =
∏
α∈Π
s
det(A)aα,β
α .
Thus the homomorphism μ′ ∈ Hom(Λw,ui ) given by setting μ′(λβ) = rβ for every β ∈ Π is
such that for each α ∈ Π
μ′(α) = μ′
(∑
β∈Π
(α, βˇ)λβ
)
=
∏
β∈Π
r
(α,βˇ)
β = sdet(A)α = μ(α).
Hence μ′ extends μ and K ′i = Ki = Ki . 
2.5. Orders of the groups
For each α ∈ Π and r ∈ ui define the homomorphism μα,r ∈ Hom(Λr,ui ) by setting
μα,r (β) =
{
r if α = β;
1 if α = β
for every β ∈ Π . We may express any homomorphism μ ∈ Hom(Λr,ui ) uniquely as the sum
μ =∑α∈Π μα,μ(α) and so, if we let yα(r) = h(μα,r ), every h(μ) ∈ T (i) uniquely as the product
h(μ) =
∏
yα
(
μ(α)
)
. (4)α∈Π
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The index d = [G : G′] in very good characteristic
Σ An Bn Cn D2k+1 D2k E6 E7 E8 F4 G2
d (n+ 1, q − 1) (2, q − 1) (2, q − 1) (4, q − 1) (2, q − 1)2 (3, q − 1) (2, q − 1) 1 1 1
For later use we also note that for any α ∈ Π , β ∈ Σ , r ∈ R× and s ∈ R
yα(r)xβ(s)yα(r)
−1 = xβ
(
rkα s
)
,
where kα is as in (1).
From Lemma 2.4 we have |U(1)| = |U−(1)| = qN(−1), where N = |Σ+|, and by (4) we
know that |T (1)| = qn(−1). Thus the order of the congruence subgroup K1 is
|K1| =
∣∣U−(1)∣∣∣∣T (1)∣∣∣∣U(1)∣∣= q(2N+n)(−1)
and the order of the extended Chevalley group can be calculated from the order of the corre-
sponding group over the finite field κ .
Lemma 2.12.
(i) |T | = qn(−1)(q − 1)n;
(ii) |B| = q(n+N)−n(q − 1)n;
(iii) |G| = q(2N+n)−n(q − 1)n∑w∈W q(w).
Moreover, by (3) we know that [G : G] = [T : T ] which in turn is equal to the number of
homomorphisms μ ∈ Hom(Λ,R×) that are trivial on Λr .
Lemma 2.13.
(i) |T | = qn(−1)(q − 1)n/d ;
(ii) |B| = q(n+N)−n(q − 1)n/d ;
(iii) |G| = q(2N+n)−n(q − 1)n∑w∈W q(w)/d
where d = |Hom(Λ/Λr,R×)|.
Finally, if the characteristic of κ is very good then by the proof of Proposition 2.11 we know
that the only homomorphism μ ∈ Hom(Λr,1 + m) which is trivial on Λr is μ = 1 and so d =
|Hom(Λ/Λr, κ×)|. Specific values of the index of G′ in G for irreducible root systems in very
good characteristic are given in Table 1.
3. Analogue
As in [2], the analogue of the Steinberg character will be described as an alternating sum of
permutation characters over certain “parabolic” subgroups. This is similar to both Steinberg’s
original construction [20] for the general linear group and Curtis’ later definition [5] for finite
groups with BN-pair.
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A subgroup P of G is parabolic if it is of the form
P = 〈Uα(iα),B: α ∈ Σ−〉
for some 0 iα  .
Remark 3.1. When Σ = An, this reduces to the definition given in [2]. Further, Suzuki [24]
showed that every subgroup of G containing B is of this form provided that κ has odd character-
istic; q = 3 for types A3, Bn, Cn, Dn and F4; and charκ = 3 for type G2.
Let S = {α: −α ∈ Π} and for each α ∈ S define Xα = Uα(− 1). We will be interested in the
parabolic subgroups Hα = 〈Xα,B〉 for α ∈ S.
Lemma 3.2. The minimal parabolic subgroups of G strictly containing B are precisely the par-
abolic subgroups Hα for α ∈ S.
Proof. We need to show that any parabolic subgroup P strictly containing B also contains Hα
for some α ∈ S. As P = B we know that P contains a root subgroup Uβ(i) for some β ∈ Σ−
and i < . In particular, this means that Uβ(− 1) P for some β ∈ Σ−. If β ∈ S then Hβ  P
so we will assume that β /∈ S.
Let γ ∈ Σ+ be such that β + γ ∈ S and set α = β + γ . For any r ∈ m−1 and s ∈ R the
Chevalley commutator formula gives
[
xβ(r), xγ (s)
]=∑
j>0
xβ+jγ
(−c1,j,β,γ rsj )
since (−r)isj = 0 for i > 1. Further, β+γ ∈ Σ− and if β+jγ ∈ Σ for j > 1 then β+jγ ∈ Σ+
since ht(β + jγ ) > ht(β + γ ) = −1. Thus[
xβ(r), xγ (s)
]= xα(−c1,1,β,γ rs)v
where
v =
∏
j>1
xβ+jγ
(−c1,j,β,γ rsj ) ∈ B(− 1).
Hence, if we fix t ∈ m−1 and choose r ∈ m−1 with −c1,1,β,γ r = t , then we obtain xα(t) =
[xβ(r), xγ (1)]v−1 ∈ P and so must have Hα  P . 
More importantly for our construction it transpires that Xα forms a left, and also right,
transversal for B in Hα .
Proposition 3.3. Hα = XαB = BXα .
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contain the same number of elements, and thus both equal to Hα . We already know that XαT ⊆
BXα by Lemma 2.6 and to show that we also have XαU ⊆ BXα we will consider the commutator
[xα(r), xβ(s)] for every r ∈ m−1, s ∈ R and β ∈ Σ+.
If α = −β then, as in the proof of Lemma 3.2,[
xα(r), xβ(s)
]=∏
j>0
xα+jβ
(−c1,j,α,βrsj ).
However, on this occasion we see that if α + jβ ∈ Σ for j > 0 then α + jβ ∈ Σ+ since ht(α +
jβ) (j − 1)ht(β) 0. Thus[
xα(r), xβ(s)
]=∏
j>0
xα+jβ
(−c1,j,α,βrsj ) ∈ B(− 1).
Similarly, if α = −β then by Lemma 2.3[
xα(r), xβ(s)
]= hα(1 + rs)x−α(rs2) ∈ B(− 1).
Now, fix u ∈ U and express it as u = xβ1(s1) · · ·xβk (sk) for some ordering β1, . . . , βk of Σ+.
If we set ui = xβ1(s1) · · ·xβi (si) for each i then[
xα(r), u
]= [xα(r), xβ1(s1) · · ·xβk (sk)]
= [xα(r), xβ1(s1)](u1[xα(r), xβ2(s2)]u−11 )
· · · (uk−2[xα(r), xβk−1(sk−1)]u−1k−2)(uk−1[xα(r), xβk (sk)]u−1k−1)
where each ui−1[xα(r), xβi (si)]u−1i−1 ∈ B( − 1). Thus [xα(r), u] ∈ B( − 1) and so xα(r)u =[xα(r), u]uxα(r) ∈ BXα . Hence we have XαU ⊆ BXα which implies that XαB = XαTU ⊆
BXαU ⊆ BXα . 
3.2. The analogue of the Steinberg character
As an immediate consequence of Proposition 3.3 we see that for any α,β ∈ S
HαHβ = BXαXβB = BXβXαB = HβHα.
Thus, if for each non-empty J = {α1, . . . , αk} ⊆ S we define
HJ = 〈Hα1 , . . . ,Hαk 〉,
then HJ = Hα1 · · ·Hαk . In particular, this means that HJ = XJB = BXJ where
XJ =
{
xα1(r1) · · ·xαk (rk): r1, . . . , rk ∈ m−1
}
.
Similarly, we let H∅ = B and X∅ = {1} so that H∅ = X∅B = BX∅.
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(i) |HJ | = q |J ||B|;
(ii) HIHJ = HJHI ;
(iii) HI ∩HJ = HI∩J ;
(iv) 〈HI ,HJ 〉 = HI∪J .
Definition 3.5. Let St be the alternating sum of permutation characters
St =
∑
J⊆S
(−1)|J |(1HJ )G.
Remark 3.6.
(i) When  = 1 we see that Xα = Uα for every α ∈ S and so Hα = 〈Uα,B〉 is the standard
parabolic subgroup of G(κ) corresponding to the generator w−α of W . Similarly, HJ =
〈Hα: α ∈ J 〉 is a standard parabolic subgroup for each J ⊆ S and the expression for St
is exactly Curtis’ formula [5] for the Steinberg character of the Chevalley group over the
residue field.
(ii) If  > 1 and Σ = An then the parabolic subgroups HJ are the same as the subgroups de-
scribed in [2], at least modulo their centres. In this case St is identical to the analogue
considered in [2] and by Lees in [15].
We have only defined St as a virtual character of G, not as a true character. However, since
HαHβ = HβHα for each α,β ∈ S, we may apply the argument in [2, Section 4] to show the
following.
Theorem 3.7. St is the character afforded by the module CGe where e is the idempotent
e =
∑
J⊆S
(−1)|J |eHJ
and eH = |H |−1∑h∈H h for each subgroup H of G.
Moreover, if we let H = HS then St is induced from the character
χ =
∑
J⊆S
(−1)|J |(1HJ )H
of H that is afforded by the module CHe.
Remark 3.8. For each choice of Λ we potentially have a different Chevalley group and so a dif-
ferent analogue of the Steinberg character. However, if St denotes the analogue for the extended
Chevalley group G then Mackey theory implies that
(St)G =
∑
(−1)|J |((1HJ )G)G =∑(−1)|J |(1HJ )G = St
J⊆S J⊆S
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χH =
∑
J⊆S
(−1)|J |((1HJ )H )H =∑
J⊆S
(−1)|J |(1HJ )H = χ.
4. Homology
Solomon [19] demonstrated that Curtis’ formula was a consequence of the Steinberg character
of a Chevalley group over a finite field arising from the top homology space of the combinatorial
building. Moreover, the original definition of St for the general linear group given by Lees [15]
was in terms of a similar simplicial complex. We will show that the same is true for the analogue
of the Steinberg character for G by adapting the approach used by Lees. Throughout this section
we will assume that n > 1.
4.1. An analogue of the combinatorial building
Fix an ordering of the roots in S and for each α ∈ S let Mα = HS−{α} so that the maximal
proper parabolic subgroups of H are precisely the Mα . Define Δ to be the simplicial com-
plex of dimension n − 1 whose vertices are the left cosets {gMα: g ∈ G, α ∈ S} and where
(g0Mα0 , . . . , gkMαk ) is a k-simplex if and only if α0 < · · · < αk and g0Mα0 ∩ · · · ∩ gkMαk = ∅.
The action of G on the left cosets gives rise to an action on Δ sending k-simplices to k-simplices.
This in turn induces an action on the integral homology spaces Hk(Δ) of Δ.
Lemma 4.1. Each k-simplex is of the form g · (Mα0 , . . . ,Mαk ) for some g ∈ G and {α0, . . . ,
αk} ⊆ S.
Proof. Let (g0Mα0 , . . . , gkMαk ) be a k-simplex and choose an element g ∈ g0Mα0 ∩ · · · ∩
gkMαk . For each i we have g ∈ giMαi and thus gMαi = giMαi . Hence g · (Mα0 , . . . ,Mαk ) =
(gMα0 , . . . , gMαk ) = (g0Mα0, . . . , gkMαk ). 
Lemma 4.2. StabG(Mα0 , . . . ,Mαk ) = HS−{α0,...,αk}.
Proof. It is clear that g · (Mα0 , . . . ,Mαk ) = (Mα0 , . . . ,Mαk ) precisely when gMαi = Mαi for
each i. However, this is equivalent to requiring that g ∈ Mαi for each i and thus that g ∈ Mα0 ∩
· · · ∩Mαk = HS−{α0,...,αk}. 
Let Ck(Δ) denote the Z-span of the k-simplices in Δ, then by Lemma 4.1
Ck(Δ) =
⊕
α0<···<αk
ZG · (Mα0 , . . . ,Mαk )
and Lemma 4.2 implies that the character afforded by Ck(Δ)⊗Z C is∑
|J |=n−k−1
(1HJ )
G.
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Let Δ′ denote the subcomplex of Δ whose vertices {gMα: g ∈ H, α ∈ S} are the left cosets
in H and where (g0Mα0, . . . , gkMαk ) is again a k-simplex if and only if α0 < · · · < αk and
g0Mα0 ∩ · · · ∩ gkMαk = ∅. As the first step to determining the homology spaces of Δ, Lees [15]
showed that it could be expressed as the disjoint union of certain subcomplexes equivalent to Δ′.
In fact, there is a stronger connection between Δ′ and Δ.
Lemma 4.3. Ck(Δ) = IndGHCk(Δ′) for each k.
Proof. Let T be a left transversal for H in G. From Lemma 4.1 we know that every k-simplex
of Δ can be expressed as t · (hMα0 , . . . , hMαk ) for some t ∈ T and k-simplex (hMα0 , . . . , hMαk )
of Δ′. Further, if t, t ′ ∈ T are such that
t · (h0Mα0 , . . . , hkMαk ) = t ′ ·
(
h′0Mα′0, . . . , h
′
kMα′k
)
for k-simplices (h0Mα0, . . . , hkMαk ) and (h′0Mα′0 , . . . , h
′
kMα′k ) of Δ
′ then we have thiMαi =
t ′h′iMα′i for each i. In particular, this implies that tH = t ′H and so that t = t ′. Hence Ck(Δ) =⊕
t∈T t ·Ck(Δ′) = IndGHCk(Δ′). 
The boundary map ∂ :Ck(Δ) → Ck−1(Δ) commutes with the action of G and its restriction
to Ck−1(Δ′) is the boundary map ∂ ′ :Ck(Δ′) → Ck−1(Δ′). Thus the homology spaces of Δ must
be induced from the homology spaces of Δ′.
Proposition 4.4. Hk(Δ) = IndGHHk(Δ′) for each k.
4.3. Homology spaces of Δ′
Proposition 4.4 implies that to determine the homology spaces of Δ it is sufficient to describe
the homology spaces of Δ′. The approach used by Lees [15] was to show that Δ′ could be
constructed from simpler simplicial complexes.
Recall that the join of simplicial complexes Ω and Ω ′ is the simplicial complex Ω ∗ Ω ′
whose vertices are the vertices of Ω and Ω ′ and whose k-simplices are of the form (ω0, . . . ,ωi,
ω′i+1, . . . ,ω′k) where (ω0, . . . ,ωi) and (ω′i+1, . . . ,ω′k) are simplices of Ω and Ω ′ respectively.
The reduced homology spaces of the join are given by the formula (see [17])
H˜k(Ω ∗Ω ′) =
⊕
i+j=k−1
H˜i(Ω)⊗ H˜j (Ω ′). (5)
For each α ∈ S let Δ′α be the subcomplex of Δ′ consisting only of the q distinct vertices
{gMα: g ∈ H } and note that its reduced homology spaces are
H˜k
(
Δ′α
)= {Zq−1 if k = 0;
0 otherwise.
(6)
Lemma 4.5. Δ′ is the join of the Δ′α as α runs through S in ascending order.
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and α0 < · · · < αk . Thus we only need to show that g0Mα0 ∩ · · · ∩ gkMαk = ∅. For each i choose
xi ∈ Xαi with giMαi = xiMαi and consider g = x0 · · ·xk ∈ H . Then gMαi = x0 · · ·xkMαi =
xiMαi = giMαi which implies that g ∈ giMαi for every i. 
By repeatedly applying (5) we find that the reduced homology spaces of Δ′ are
H˜k(Δ
′) =
⊕
iα
⊗
α∈S
H˜iα
(
Δ′α
)
where the direct sum runs over all {iα: α ∈ S} such that ∑α∈S iα = k − n+ 1. Hence, using (6)
this gives
H˜k(Δ
′) =
{
Z
(q−1)n if k = n− 1;
0 otherwise
and the homology spaces of Δ′ are as follows.
Proposition 4.6. For each k
Hk(Δ
′) =
{
Z if k = 0;
Z
(q−1)n if k = n− 1;
0 otherwise.
4.4. Characters
Having described the homology spaces of Δ′ we would like to show that St is afforded by
the (n − 1)st homology space of Δ. We begin by examining the character afforded by the 0th
homology space of Δ′.
Lemma 4.7. H0(Δ′)⊗ C affords the trivial character of H .
Proof. Let α be the minimal root in S. For each g ∈ H and β ∈ S − {α} we see that (Mα,gMβ)
is a 1-simplex with ∂ ′1(Mα,gMβ) = (Mα) − (gMβ) and so [gMβ ] = [Mα] in H0(Δ′). Further,
(gMα,gMβ) is a 1-simplex such that ∂ ′1(gMα,gMβ) = (gMα) − (gMβ) which implies that[gMα] = [gMβ ] = [Mα]. Hence H0(Δ′)⊗ C = C[Mα] and g · [Mα] = [gMα] = [Mα] for every
g ∈ H . 
Now, Proposition 4.4 implies that H0(Δ)⊗ C affords the permutation character (1H )G while
the Hopf trace formula states that
n−1∑
k=0
(−1)k tr(g,Hk(Δ)⊗ C)= n−1∑
k=0
(−1)k tr(g,Ck(Δ)⊗ C).
However, we already know that Ck(Δ)⊗ C affords the character∑
(1HJ )
G|J |=n−k−1
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(−1)n−1ζ + (1H )G =
∑
J⊂S
(−1)n−1−|J |(1HJ )G.
Rearranging this gives
ζ =
∑
J⊆S
(−1)|J |(1HJ )G
and we have shown the following.
Theorem 4.8.
(i) H0(Δ)⊗ C affords the permutation character (1H )G;
(ii) Hn−1(Δ)⊗ C affords the character St =∑J⊆S(−1)|J |(1HJ )G;
(iii) Hk(Δ) = 0 if k = 0 or n− 1.
5. Reducibility
Both the Steinberg character for the Chevalley group over the residue field and its analogue
for the general linear group are irreducible. However, it transpires that this is not generally true
for St and so we would like to determine exactly when it is irreducible. Using the expression of
St as an alternating sum of permutation characters we obtain
(St,St) =
∑
I,J⊆S
(−1)|I |+|J |((1HI )G, (1HJ )G)= ∑
I,J⊆S
(−1)|I |+|J |∣∣DG(HI ,HJ )∣∣
where DG(HI ,HJ ) denotes the set of (HI ,HJ )-double cosets in G. We therefore need to ex-
amine the double coset structure of G and we begin by describing the double cosets belonging
to H .
5.1. T -orbits in X
Let X = XS = {∏α∈S xα(rα): rα ∈ m−1}, then X forms a left transversal for B in H whose
elements are permuted by T and for any x ∈ X we have
T xB =
⋃
t∈T
txB =
⋃
t∈T
txt−1B =
⋃
x′∈T ·x
x′B.
Consequently, the (T ,B)-double cosets in H are given by the T -orbits in X.
Now, for each I ⊆ S consider
XI = XI −
⋃
XJ ;
J⊂I
502 P.S. Campbell / Journal of Algebra 313 (2007) 486–530that is, X∅ = {1} and XI = {∏α∈I xα(rα): rα ∈ π−1R× for α ∈ I } for each non-empty I ⊆ S.
In particular, T must permute the elements in XI since it normalises each XJ . Thus we will
consider the decomposition
XI =
dI⋃
i=1
XI,i
of XI into its distinct T orbits XI,1, . . . ,XI,dI and choose a representative xI,i ∈ XI,i for each i.
We then obtain the disjoint union
H =
⋃
I⊆S
dI⋃
i=1
T xI,iB (7)
where T xI,iB = XI,iB .
Although it is difficult to calculate dI in general, when I = S it is equal to the index d of G
in G.
Lemma 5.1. dS = d .
Proof. Suppose that x ∈ XS with x = ∏α∈S xα(rα) for some rα ∈ π−1R×. Then h(μ) ∈
StabT (x) if and only if x = h(μ)xh(μ)−1 =∏α∈S xα(μ(α)rα). However, this is equivalent to
requiring that μ(α)rα = rα and so μ(α) ∈ 1 + m for each α ∈ S. Thus, StabT (x) = T (1) and
the size of the orbit containing x is [T : StabT (x)] = [T : T (1)] = (q − 1)n/d implying that the
number of distinct orbits in XS is d . 
Further, for the extended Chevalley group we have dI = 1 for each I ⊆ S.
Lemma 5.2. T transitively permutes the elements in XI for each I ⊆ S.
Proof. Let x, x′ ∈ XI so that x =∏α∈I xα(rα) and x′ =∏α∈I xα(r ′α) where rα, r ′α ∈ π−1R×.
For each α ∈ I let sα ∈ R× be such that r ′α = sαrα and set sα = 1 for α /∈ I . If we define μ ∈
Hom(Λr,R×) with μ(α) = sα for each α ∈ S then h(μ)xh(μ)−1 =∏α∈I h(μ)xα(rα)h(μ)−1 =∏
α∈I xα(sαrα) = x′. Hence the action of T on XI is transitive. 
5.2. Double coset structure of H
We have described the (T ,B)-cosets in H in terms of the T -orbits in X and so to determine
the (B,B)-double cosets we need to examine the action of U . In fact, U acts trivially on the left
cosets of B in H .
Lemma 5.3. UxB = xB for any x ∈ X.
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[xα(r), u] ∈ B(−1). Writing x ∈ X as x =∏α∈S xα(rα) we find that, since xα(−rα) commutes
with each commutator [xα′(−rα′), u],[
x−1, u
]=∏
α∈S
[
xα(−rα), u
] ∈ B(− 1).
Hence ux = x[x−1, u]u−1 ∈ xB for each u ∈ U and so UxB = xB . 
In particular, this means that BxB = T UxB = T xB for each x ∈ X and we immediately
obtain the following result from (7).
Lemma 5.4. H can be expressed as the disjoint union
H =
⋃
I⊆S
dI⋃
i=1
BxI,iB
where BxI,iB = XI,iB .
Further, we can use this to describe the (HJ ,HJ ′)-double cosets in H .
Proposition 5.5. For each J,J ′ ⊆ S we can express H as the disjoint union
H =
⋃
I⊆S−(J∪J ′)
dI⋃
i=1
HJxI,iHJ ′ . (8)
Proof. Let x ∈ X and express it as x =∏α∈S xα(rα) for some rα ∈ m−1. Further, define x1, x2
and x3 to be the products of the xα(rα) as α runs over the sets J , S − (J ∪ J ′) and J ′ − J re-
spectively. Then x = x1x2x3 with x1 ∈ HJ and x3 ∈ HJ ′ and so HJxHJ ′ = HJx2HJ ′ . Thus each
(HJ ,HJ ′)-double coset representative may be chosen to lie in XS−(J∪J ′) and, by Lemma 5.4,
we may express H as the union (8).
To show that this union is disjoint suppose that HJxI,iHJ ′ = HJxI ′,i′HJ ′ for some I, I ′ ⊆
S − (J ∪ J ′). Then xI,i = gxI ′,i′g′ for some g ∈ HJ and g′ ∈ HJ ′ . If we write g = xb and g′ =
b′x′ where b, b′ ∈ B , x ∈ XJ and x′ ∈ XJ ′ then bxI ′,i′b′ = x−1xI,i(x′)−1 = x−1(x′)−1xI,i . This
implies that x−1(x′)−1xI,i ∈ XI and thus that x−1(x′)−1 ∈ XI∪I ′ since xI ′,i′ ∈ XI ′ . However,
we also have x−1(x′)−1 ∈ XJ∪J ′ which means that x−1(x′)−1 ∈ XI∪I ′ ∩XJ∪J ′ = {1}. Hence
BxI,iB = BxI ′,i′B and so xI,i = xI ′,i′ . 
5.3. Counting the cosets
From Lemma 5.1 we know that there are d double cosets of the form BxS,iB but in general
we are not able to count explicitly the number of (HJ ,HJ ′)-double cosets in H . However, it
suffices to show that the remainder can be paired up in a particular way.
For each J,J ′ ⊆ S define
E(HJ ,HJ ′) =
{
DH (B,B)− {BxS,1B, . . . ,BxS,dB} if J = J ′ = ∅;
D (H ,H ′) otherwiseH J J
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E =
⋃
J⊆S
E(HJ ,HJ ′).
Then E is clearly the disjoint union of the subsets
E0 =
⋃
|J | even
E(HJ ,HJ ′) and E1 =
⋃
|J | odd
E(HJ ,HJ ′).
Proposition 5.6. |E0| = |E1|.
Proof. Fix an ordering of the roots in S and consider HJxI,iHJ ′ ∈ E with I ⊆ S − (J ∪ J ′). We
have excluded the double cosets with I = S so we may choose a minimal root α ∈ S − I . Thus
we are able to define a map Φ :E → E by setting
Φ(HJ xI,iHJ ′) =
{
HJ−{α}xI,iHJ ′ if α ∈ J ;
HJ∪{α}xI,iHJ ′ if α /∈ J.
Note that I ⊆ S − (J − {α} ∪ J ′) if α ∈ J and I ⊆ S − (J ∪ {α} ∪ J ′) if α /∈ J . Consequently Φ
is well defined since we are using the particular double coset representatives xI,i from Proposi-
tion 5.5.
Suppose that HJxI,iHJ ′ ∈ E with α ∈ S − I minimal. If α ∈ J then
Φ2(HJ xI,iHJ ′) = Φ(HJ−{α}xI,iHJ ′) = HJ−{α}∪{α}xI,iHJ ′ = HJxI,iHJ ′
whereas if α /∈ J then
Φ2(HJ xI,iHJ ′) = Φ(HJ∪{α}xI,iHJ ′) = HJ∪{α}−{α}xI,iHJ ′ = HJxI,iHJ ′ .
Thus Φ2 is the identity and Φ is a bijection. Further, Φ sends double cosets in E0 to double
cosets in E1 and vice versa. Hence, Φ must restrict to a bijection between E0 and E1. 
5.4. Reducibility of χ
The pairing described in Proposition 5.6 allows us to calculate the inner product of χ with the
permutation character over HJ .
Lemma 5.7. For each J ⊆ S,
(
χ, (1HJ )
H
)= {d if J = ∅;0 otherwise.
Proof. We have(
χ, (1HJ )
H
)=∑(−1)|I |((1HI )H , (1HJ )H )=∑(−1)|I |∣∣DH (HI ,HJ )∣∣.I⊆S I⊆S
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(χ, (1B)H ) = (|E0| + d)− |E1| = d . 
Proposition 5.8. χ is a constituent of (1B)H of degree χ(1) = (q − 1)n which is irreducible
exactly when G = G.
Proof. By Lemma 5.7
(χ,χ) =
∑
J⊆S
(−1)|J |(χ, (1HJ )H )= (χ, (1B)H )= d
and so (χ,χ) = 1 if and only if d = [G : G] = 1. Further,
χ(1) =
∑
J⊆S
(−1)|J |[H : HJ ] =
∑
J⊆S
(−1)|J |q |S|−|J | = (q − 1)n. 
5.5. A BN-pair for H
If G is the extended Chevalley group then Proposition 5.8 implies that χ is an irreducible
character of H . In fact, we will show that in this situation B forms part of a BN-pair for H and
χ is actually the Steinberg character of H , at least when q = 2.
For each α ∈ S define
σα = xα
(
π−1
)
y−α(−1),
then
σ 2α = xα
(
π−1
)
y−α(−1)xα
(
π−1
)
y−α(−1) = xα
(
π−1
)
xα
(−π−1)= 1.
Further, for each α,β ∈ S we have σασβ = σβσα , since xα(π−1) and y−α(−1) commute with
xβ(π
−1) and y−β(−1). Consequently, if we let σ∅ = 1 and, for each non-empty subset J =
{α1, . . . , αk} ⊆ S,
σJ = σα1 · · ·σαk
then the group generated by {σα: α ∈ S} is N = {σJ : J ⊆ S}.
Now, for each non-empty J ⊆ S
σJ = xα1
(
π−1
) · · ·xαk (π−1)y−α1(−1) · · ·y−αk (−1) ∈ XJB
and so, by Lemma 5.2, we must have BσJB = XJB . Thus N forms a complete set of (B,B)-
double coset representatives in H . Indeed, the multiplication of the double cosets is closely
related to the multiplication in N .
Lemma 5.9. For each α ∈ S and J ⊆ S
(BσαB)(BσJB) ⊆ BσJB ∪BσασJB.
Moreover, if α ∈ J and q = 2 then this is an equality.
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XαXJ = XJ∪{α} and XαXJB = XJ∪{α}B = BσJ∪{α}B = BσασJB . Further, if α ∈ J then
XαXJ = XαXαXJ−{α} ⊆ XαXJ−{α} = XJ ∪XJ−{α} and XαXJB ⊆ XJB ∪XJ−{α}B = BσJB ∪
BσJ−{α}B = BσJB ∪BσασJB . Indeed, if q = 2 then XαXα = Xα and so this is an equality. 
Proposition 5.10.
(i) If q = 2 then B and N form a BN-pair for H with elementary abelian Weyl group.
(ii) If q = 2 then B is normal in H with H/B  N .
Proof. (i) It is clear that H = 〈B,N〉 and B ∩ N = {1} is trivially normal in N with N/(B ∩
H)  N generated by the involutions {σα}α∈S . Further, by Lemma 5.9 we know that for any
α ∈ S and J ⊆ S
σαBσJ ⊆ BσJB ∪BσασJB
and if q = 2 then (BσαB)(BσαB) = B ∪BσαB implies that σαBσα = B .
(ii) Suppose that q = 2 and note that in this case N forms a left transversal for B in H . For
each α ∈ S we have [Hα : B] = 2 and so σαBσ−1α = B . Thus σJBσ−1J = B for each J ⊆ S
implying that B is normal in H with H/B  N . 
Remark 5.11.
(i) If q = 2 then for each J ⊆ S we have HJ = B〈σα: α ∈ J 〉B and so these are the parabolic
subgroups associated to the BN-pair in H . Consequently, the expression for χ as an alter-
nating sum is identical to Curtis’ formula [5] for the Steinberg character of H and Δ′ is the
combinatorial building for H [19].
(ii) Similarly, if q = 2 then HJ/B = 〈σα: α ∈ J 〉 for each J ⊆ S and so these are the parabolic
subgroups in the Coxeter group N . The expression for χ as an alternating sum is therefore
Solomon’s formula [18] for the sign character of N inflated to H and Δ′ is the Coxeter
complex for N .
6. Reducibility continued
Having determined the reducibility of χ we now turn our attention to St. In particular, we
need to examine the remaining double cosets in G.
6.1. Double coset structure of G
Theorem 6.1. Each double coset BgB in G − H is of the form BgB = HαgB for some α ∈ S
depending only on the double coset HgH .
To prove Theorem 6.1 we need to show that for every r ∈ m−1 we have BgB = Bxα(r)gB
since then
HαgB =
⋃
−1
Bxα(r)gB = BgB.r∈m
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b−1[b,g]gb = b−1b′xα(r)gb ∈ Bxα(r)gB . In fact, we will show the following generalisation
of [2, Proposition 27] where V ′ denotes the normal subgroup V ′ = T (1)U of B . However, due
to its complexity we delay the proof until Section 10.
Theorem 6.2. If BgB is a double coset in G − H then there exists an α ∈ S so that for every
r ∈ m−1 we have [v,g] = v′xα(r) for some v, v′ ∈ V ′. Moreover, α depends only on the double
coset HgH .
From Theorem 6.1 we obtain a similar result regarding the (HJ ,HJ ′)-double cosets in G−H .
Lemma 6.3. Let HJgHJ ′ be a double coset contained in G−H then there is an α ∈ S, depending
only on the double coset HgH , with
HJgHJ ′ =
{
HJ−{α}gHJ ′ if α ∈ J ;
HJ∪{α}gHJ ′ if α /∈ J.
Proof. First note that if HJgH ′J belongs to G − H then clearly so must BgB . Thus by The-
orem 6.1 there is an α ∈ S, which depends only on the double coset HgH , such that BgB =
HαgB . However, if α ∈ J then we have HJgHJ ′ = HJ−{α}HαgBHJ ′ = HJ−{α}BgBHJ ′ =
HJ−{α}gHJ ′ whereas if α /∈ J then HJgHJ ′ = HJBgBHJ ′ = HJHαgBHJ ′ = HJ∪{α}gHJ ′ . 
6.2. Counting the cosets
Although we are not able to describe explicitly the double cosets belonging to G − H ,
Lemma 6.3 enables us to pair them up in a manner similar to Section 5.3.
Fix J ′ ⊆ S and consider
D =
⋃
J⊆S
DG−H (HJ ,HJ ′)
where DG−H (HJ ,HJ ′) denotes the (HJ ,HJ ′)-double cosets lying in G − H . Then D decom-
poses as the disjoint union of subsets
D0 =
⋃
|J | even
DG−H (HJ ,HJ ′) and D1 =
⋃
|J | odd
DG−H (HJ ,HJ ′).
Proposition 6.4. |D0| = |D1|.
Proof. Fix an ordering of the roots in S and for each HJgHJ ′ ∈ D choose the minimal α ∈ S
satisfying the conclusion of Lemma 6.3. We then define a map Ψ :D → D by setting
Ψ (HJ gHJ ′) =
{
HJ−{α}gHJ ′ if α ∈ J ;
HJ∪{α}gHJ ′ if α /∈ J.
This is well defined since if HJgHJ ′ = HJg′HJ ′ then the minimal α ∈ S must be the same for
both representatives and Lemma 6.3 implies that, as sets, we have Ψ (HJ gHJ ′) = HJgHJ ′ =
HJg
′HJ ′ = Ψ (HJ g′HJ ′).
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of Lemma 6.3. If α ∈ J then α is also minimal for the double coset HJ−{α}gHJ and therefore
Ψ 2(HJ gHJ ′) = Ψ (HJ−{α}gHJ ′) = HJ−{α}∪{α}gHJ ′ = HJgHJ ′ .
Similarly, if α /∈ J then α is minimal for HJ∪{α}gHJ ′ which gives
Ψ 2(HJ gHJ ′) = Ψ (HJ∪{α}gHJ ′) = HJ∪{α}−{α}gHJ ′ = HJgHJ ′ .
Consequently, Ψ 2 is the identity and Ψ is a bijection. Further, Ψ clearly sends double cosets
from D0 to double cosets in D1 and vice versa. Hence Ψ must restrict to a bijection between D0
and D1. 
6.3. Reducibility of St
Using Proposition 6.4 we see that the inner product of the analogue with the permutation
character over HJ can be obtained from the corresponding inner product for χ .
Proposition 6.5. For each J ⊆ S we have (St, (1HJ )G) = (χ, (1HJ )H ).
Proof. Fix J ⊆ S, then
(
St, (1HJ )G
)=∑
I⊆S
(−1)|I |((1HI )G, (1HJ )G)
=
∑
I⊆S
(−1)|I |∣∣DG(HI ,HJ )∣∣
=
∑
I⊆S
(−1)|I |∣∣DH (HI ,HJ )∣∣+∑
I⊆S
(−1)|I |∣∣DG−H (HI ,HJ )∣∣
= (χ, (1HJ )H )+ (|D0| − |D1|)
= (χ, (1HJ )H )
as required. 
Corollary 6.6. For each J ⊆ S,
(
St, (1HJ )G
)= {d if J = ∅;0 otherwise.
Theorem 6.7. St is a constituent of (1B)G of degree
St(1) = qN−n(q − 1)n
∑
w∈W
q(w)
which is irreducible if and only if G = G.
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(St,St) =
∑
J⊆S
(−1)|J |(St, (1HJ )G)= (St, (1B)G)= d
and so (St,St) = 1 if and only if d = [G : G] = 1. Further, since St is induced from the degree
(q − 1)n character χ of H , we obtain
St(1) = χ(1)[G : H ] = χ(1)[H : B] [G : B] =
(q − 1)n
qn
qN
∑
w∈W
q(w). 
In particular, when G = G we obtain the following characterisation for the analogue which is
similar to Curtis’ characterisation [5] of the Steinberg character.
Proposition 6.8. St is the unique irreducible constituent of (1B)G which is not an irreducible
constituent of (1P )G for any parabolic subgroup P > B .
Proof. The argument is identical to [2, Theorem 30]. 
7. Hecke algebras
Iwahori [13], and Matsumoto [16] more generally, proved that the Hecke algebra of a Cheval-
ley group over a finite field has a presentation similar to that of its Weyl group as a Coxeter group.
Thus it is possible to define a linear character of the Hecke algebra that is analogous to the sign
character of the Weyl group. This linear character then corresponds to a unique irreducible char-
acter of the Chevalley group which Curtis, Iwahori and Kilmoyer [7] showed was the Steinberg
character.
Before examining the decomposition of the analogue of the Steinberg character into its irre-
ducible constituents we describe a similar construction of St for the extended Chevalley group
in terms of its Hecke algebra with respect to B . Throughout this section we will assume that
G = G and therefore that St is irreducible.
7.1. Definition and standard results
The Hecke algebra of G with respect to B is the subalgebra H(G,B) of CG defined by
H(G,B) = eBCGeB,
and a basis is given by the set {βg}BgB∈DG(B,B) where
βg = |B|−1
∑
x∈BgB
x.
The representation theory of G is related to the representation theory of the Hecke algebra in
the following way (see [8]).
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an irreducible character of H(G,B) whose degree is the multiplicity of ζ in (1B)G. Conversely,
each irreducible character ψ of H(G,B) is the restriction of a unique irreducible constituent of
(1B)G.
In particular, linear characters of H(G,B) correspond uniquely to irreducible characters of G
appearing as multiplicity 1 constituents of (1B)G.
7.2. Hecke algebra of H
We know from Lemma 5.4 that the (B,B)-double cosets of H are of the form BxJB = XJB
for J ⊆ S and some xJ ∈ XJ . Thus, if βJ denotes the basis element corresponding to BxJB ,
then
βJ = e′XJ eB
where e′XJ =
∑
x∈XJ x. In particular, βα = qeHα − eB for each α ∈ S.
Although the following presentation for the Hecke algebra is a consequence of H possess-
ing a BN-pair with elementary abelian Weyl group, we will prove it directly using the above
description of the basis elements.
Proposition 7.2. H(H,B) is generated by the elements {βα: α ∈ S} together with the quadratic
relations
β2α = (q − 1)β∅ + (q − 2)βα (9)
and homogeneous relations
βαβα′ = βα′βα. (10)
Proof. Let α ∈ S and J ⊆ S, then βαβJ = e′Xα eBe′XJ eB = e′Xα e′XJ eB. If α /∈ J then e′Xα e′XJ =
e′XJ∪{α} which gives
βαβJ = e′XJ∪{α}eB = βJ∪{α} (11)
whereas if α ∈ J then e′Xα e′XJ = e′Xα e′Xα e′XJ−{α} = (q − 1)e′XJ−{α} + (q − 2)e′XJ and
βαβJ = (q − 1)e′XJ−{α}eB + (q − 2)e′Xα e′XJ−{α}eB = (q − 1)βJ−{α} + (q − 2)βJ . (12)
Now, (11) implies that H(H,B) is generated by {βα: α ∈ S} and is commutative, since
βαβα′ = β{α,α′} = βα′βα for α = α′. Further, it is clear that (9) is simply a special case of (12).
Indeed, (12) can be obtained from (9) and (11) since if α ∈ J then
βαβJ = β2αβJ−{α} = (q − 1)β∅βJ−{α} + (q − 2)βαβJ−{α} = (q − 1)βJ−{α} + (q − 2)βJ .
Hence (9) and (10) are the defining relations for H(H,B). 
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βα − (q − 1)β∅
)
(βα + β∅) = 0
we see that we may define a homomorphism φ :H(H,B) → C by setting φ(βα) = −1 for each
α ∈ S and so φ(βJ ) = (−1)|J | for each J ⊆ S.
7.3. Extension to H(G,B)
Let K denote the subspace of H(G,B) spanned by the basis elements corresponding to
(B,B)-double cosets in G − H . As vector spaces we have the decomposition H(G,B) =
H(H,B)⊕K. Moreover, K is clearly a left and right H(H,B)-module.
Theorem 7.3. φ extends uniquely to the linear character ψ of H(G,B) defined by setting
ψ(β) = 0 for any β ∈ K.
Proof. We begin by showing that ψ is a homomorphism. Let β and β ′ be basis elements of
H(G,B). If β and β ′ both belong to H(H,B) then we have ψ(ββ ′) = φ(ββ ′) = φ(β)φ(β ′) =
ψ(β)ψ(β ′) since ψ extends the linear character φ of H(H,B). Thus we will assume that β lies
in K and note that the argument in the case where β ′ ∈ K is similar. In particular, this means that
ψ(β) = 0 and so we would like to show that ψ(ββ ′) = 0.
Let BgB be the double coset in G − H corresponding to β . By Theorem 6.1 we know that
BgB = HαgB for some α ∈ S and so eHαβ = β . Thus, if we write ββ ′ = γ + γ ′ for some
γ ∈ H(H,B) and γ ′ ∈ K then we have ββ ′ = eHαββ ′ = eHαγ + eHαγ ′ where eHαγ ∈ H(H,B)
and eHαγ ′ ∈ K. This means that eHαγ = γ and so
βαγ = (qeB − eHα )γ = qeBγ − eHαγ = (q − 1)γ.
However, since φ is a homomorphism, we obtain
(q − 1)φ(γ ) = φ(βαγ ) = φ(βα)φ(γ ) = (−1)φ(γ ).
Hence we must have φ(γ ) = 0 and so ψ(ββ ′) = ψ(γ )+ψ(γ ′) = φ(γ ) = 0.
Now, suppose that ψ ′ is a homomorphism of H(G,B) which extends φ. If β ∈ K is a basis
element corresponding to the double coset BgB contained in G−H then we again have BgB =
HαgB for some α ∈ S and so βαβ = (q − 1)β . Hence
(q − 1)ψ ′(β) = ψ ′(βαβ) = ψ ′(βα)ψ ′(β) = (−1)ψ ′(β),
implying that ψ ′(β) = 0 and thus ψ ′ = ψ . 
Lemma 7.4. ψ is the restriction of St to H(G,B).
Proof. We know that (St, (1B)G) = 1 and (St, (1Hα)G) = 0 for α ∈ S. Thus St restricts to a
linear character of H(G,B) with
St(βα) = q St(eHα )− St(eB) = q(St,Hα)− (St,B) = −1
for each α ∈ S and so, by the uniqueness in Theorem 7.3, this must be ψ . 
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Suppose that ψ is a linear character of H(G,B) corresponding to the irreducible character ζ
of G, then by [6]
e = ζ(1)[G : B]
∑
BgB∈DG(B,B)
|B|
|BgB|ψ(βg−1)βg (13)
is a primitive idempotent in CG such that CGe affords ζ . It transpires that the idempotent e used
in [2] to define a module affording St is exactly this primitive idempotent. To show this we use
an alternative description of the basis element βI as
βI =
∑
J⊆S
(−1)|I |−|J |q |J |eHJ .
Proposition 7.5. The primitive idempotent corresponding to ψ is
e =
∑
J⊆S
(−1)|J |eHJ .
Proof. If βg belongs to K then so does βg−1 which implies that ψ(βg−1) = 0. Further,
St(1)/[G : B] = (q − 1)n/qn since St is induced from a degree (q − 1)n character of H . Thus
(13) reduces to
e = (q − 1)
n
qn
∑
I⊆S
|B|
|BxIB|φ(βx−1I )βI .
Now, for each I ⊆ S we have |BxIB| = (q − 1)|I ||B| and Bx−1I B = BxIB which means that
φ(β
x−1I
) = (−1)|I |. Hence we obtain
e = (q − 1)
n
qn
∑
I⊆S
1
(q − 1)|I | (−1)
|I |βI
=
∑
I⊆S
(q − 1)|S|−|I |q−|S|(−1)|I |
∑
J⊆I
(−1)|I |−|J |q |J |eHJ
=
∑
J⊆S
(−1)|J |q |J |−|S|
∑
J⊆I
(q − 1)|S|−|I |eHJ
=
∑
J⊆S
(−1)|J |eHJ
as required. 
8. Decomposition
We will now determine the decomposition of the analogue into its distinct irreducible con-
stituents.
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We begin by examining the restriction of χ to the subgroup V = XT (1)U of H . It is clear
that V is a normal subgroup of H since H = T V and T normalises X, T (1) and U . Indeed,
V ′ = T (1)U = B ∩ V is also normal in H .
Lemma 8.1. V ′ is normal in H .
Proof. We only need to show that xvx−1 ∈ V ′ for each x ∈ X and v ∈ V ′ since V ′ is clearly
normal in B . From the proof of Lemma 5.3 we know that [x,u] ∈ B(− 1) for any u ∈ U . Thus
writing v as v = h(μ)u for some h(μ) ∈ T (1) and u ∈ U we see that xvx−1 = xh(μ)ux−1 =
h(μ)[x,u]u ∈ V ′. 
Each linear character ρ of X extends to a linear character of V which we will again denote
by ρ. Further, since X is generated by the root subgroups Xα for α ∈ S, any linear character of
X is determined by its restriction to each Xα . Let X denote the set of linear characters ρ of V
that are obtained from linear characters of X with ρXα = 1Xα for each α ∈ S.
Proposition 8.2. χV =∑ρ∈X ρ.
Proof. Mackey theory implies that for any ρ ∈ X
(ρ,χV ) =
∑
J⊆S
(−1)|J |(ρ, ((1HJ )H )V )=∑
J⊆S
(−1)|J |(ρHJ∩V ,1HJ∩V ) (14)
since HJV = H for each J ⊆ S. If J = ∅ then for any α ∈ J we have
0 (ρHJ∩V ,1HJ∩V ) (ρXα ,1Xα) = 0.
Consequently the J = ∅ terms in (14) disappear and we obtain
(ρ,χV ) = (ρV ′ ,1V ′) = 1.
Thus each ρ ∈ X appears as a constituent of χV with multiplicity 1. However, there are q − 1
possible choices of non-trivial character ρXα of Xα and so a total of (q − 1)n possibilities for
each ρ ∈ X. Hence these must be all of the irreducible constituents of χV . 
Lemma 8.3. X decomposes into d orbits under the action of T .
Proof. Let ρ ∈ X, then h(μ) ∈ StabT (ρ) if and only if for each r ∈ m−1 and α ∈ S we have
ρ(xα(r)) = ρh(μ)(xα(r)) = ρ(xα(μ(α)−1r)). However, since ρXα = 1Xα this is true exactly
when μ(α)−1r = r for every r ∈ m−1 and so μ(α) ∈ 1 + m for each α ∈ S. Thus StabT (ρ) =
T (1) and the size of the orbit containing ρ is [T : StabT (ρ)] = [T : T (1)] = (q − 1)n/d . Hence
the number of distinct orbits in X must be d . 
Let X1, . . . ,Xd denote the distinct T -orbits in X and for each i set χi = ρHi where ρi is a
representative from Xi .
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χi(1) = (q − 1)n/d .
Proof. From the proof of Lemma 8.3 we see that StabH (ρi) = V for each i. Clifford the-
ory then implies that each χi is irreducible with (χi)V =∑ρ∈Xi ρ and (χ,χi) = (χV ,ρi) =∑
ρ∈X(ρ,ρi) = 1. Thus each χi appears as a constituent of χ with multiplicity 1. Indeed,
the χi are distinct since the Xi are disjoint and χ = ∑di=1 χi since X = ⋃di=1 Xi . Finally
χi(1) = |Xi | = (q − 1)n/d . 
8.2. Decomposition of St
If we consider ζi = χGi for each i then it is clear that St =
∑d
i=1 ζi . We would therefore like
to show that ζ1, . . . , ζd are distinct and irreducible.
Proposition 8.5. For each i, j
(ζi, ζj ) =
{1 if i = j ;
0 otherwise.
Proof. The Intertwining number theorem gives
(ζi, ζj ) =
∑
HgH∈DG(H,H)
(
(χi)gHg−1∩H , (χj )
g
gHg−1∩H
)
. (15)
By Theorem 6.2 we know that if HgH is contained in G − H then there is an α ∈ S so that for
every r ∈ m−1 we have gvrg−1 = v′rxα(r) for some vr , v′r ∈ V ′. Let Y = 〈gvrg−1: r ∈ m−1〉
and note that Y is a subgroup of both gHg−1 ∩H and V .
For each ρ ∈ X we have ρY = 1Y since ρ(gvrg−1) = ρ(v′rxα(r)) = ρ(xα(r)) for every
r ∈ m−1. Further, ρgY = 1Y since ρg(gvrg−1) = ρ(vr) = 1 for every r ∈ m−1. Thus
0
(
(χi)gHg−1∩H , (χj )
g
gHg−1∩H
)

(
(χi)Y , (χj )
g
Y
)
=
∑
ρ∈Xi , ρ′∈Xj
(
ρY , (ρ
′)gY
)
=
∑
ρ∈Xi , ρ′∈Xj
(ρY ,1Y )
= 0.
Hence the g = 1 terms in (15) disappear and we are left with
(ζi, ζj ) = (χi,χj )
which is 1 if i = j and 0 otherwise. 
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gree
ζi(1) = 1
d
qN−n(q − 1)n
∑
w∈W
q(w).
Remark 8.7. If G is equal to the extended Chevalley group G then T transitively permutes the
linear characters in X and Theorem 8.6 gives an alternative proof of the irreducibility of the
analogue in this case.
8.3. Modular representations
Let p be a prime different from the characteristic of the residue field κ and F a field of
characteristic p. From Theorem 8.6 we see that the p-part of the degree of ζi is the same as the
p-part of the order of G. In particular, this means that ζi is an irreducible character of p-defect
zero and is thus the F -character afforded by some projective irreducible FG-module, provided
that F is sufficiently large (see [12]).
More specifically, let ξ denote a primitive qth root of unity. Each linear character ρ ∈ X can
be considered as a homomorphism ρ :V → Z[ξ ] and we may define
eρ = 1|V |
∑
x∈V
ρ
(
x−1
)
x ∈ Z[ξ, q−1]V.
Let L′i be the Z[ξ, q−1]-span of the linearly independent set {eρe′T : ρ ∈ Xi} where e′T =
∑
t∈T t .
Then for each v ∈ V
veρe
′
T = ρ(v)eρe′T
and for each t ∈ T
teρe
′
T =
1
|V |
∑
x∈V
ρ
(
x−1
)
txt−1e′T =
1
|V |
∑
x∈V
ρt
(
x−1
)
xe′T = eρt e′T .
Thus H preserves L′i and L′i ⊗Z[ξ,q−1]C affords the character χi . Further, let Li be the Z[ξ, q−1]-
span of the linearly independent set {geρe′T : ρ ∈ Xi , g ∈ T} where T denotes a left transversal
for H in G. Then G preserves Li and Li ⊗Z[ξ,q−1]C affords the character ζi . Hence, if F contains
a primitive qth root of unity, then Li ⊗Z[ξ,q−1] F must be an irreducible projective FG-module
whose F -character is ζi .
9. Gelfand–Graev characters
Hill [11] defined the analogue for the general linear group to be the unique common con-
stituent of the permutation character over B and a version Γ0 of the Gelfand–Graev character.
We will show that the irreducible constituents of St have a similar characterisation.
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A linear character θ of U is non-degenerate if its restriction to Uα(− 1) is non-trivial for
each α ∈ Π . Let Θ denote the set of all non-degenerate linear characters of U . In the case of the
general linear group the non-degenerate linear characters of U are transitively permuted by T .
However, we will show that this is not true in general for G.
Lemma 9.1. |Θ| = qn(−1)(q − 1)n.
Proof. Each θ ∈ Θ is completely determined by its values on the root subgroups Uα for α ∈ Π
and there are q linear characters of Uα of which exactly q−1 are trivial on Uα( − 1). Hence
for each α ∈ Π there are q−1(q −1) possible choices for the restriction of θ to Uα and so a total
of qn(−1)(q − 1)n possibilities for θ . 
Lemma 9.2. Θ forms d orbits under the action of T .
Proof. Let θ ∈ Θ , then h(μ) ∈ StabT (θ) if and only if for every α ∈ Π and r ∈ R we
have θ(xα(r)) = θh(μ)(xα(r)) = θ(xα(μ(α)−1r)). However, this is equivalent to requiring that
μ(α)−1r = r for every r ∈ R, since θ is non-degenerate, and so μ(α) = 1 for each α ∈ Π . Thus
StabT (θ) = 1 and the size of the orbit containing θ is [T : StabT (θ)] = |T | = qn(−1)(q − 1)n/d .
Hence the number of distinct T -orbits in Θ must be d . 
Remark 9.3. The number of T -orbits in Θ is equal to the number of T -orbits in X. In fact, there
is a correspondence between the orbits in Θ and X. Let w0 denote the element of maximal length
in W , then nw0Un−1w0 ∩H = X. Further, for each α ∈ S and r ∈ m−1 we have
θnw0
(
xα(r)
)= θ(n−1w0 xα(r)nw0)= θ(xw−10 (α)(η−1w0,αr))
where w−10 (α) ∈ Π . The non-degeneracy of θ implies that θ
nw0
Xα
= 1Xα for each α ∈ S and so
θ
nw0
X = ρX for exactly one ρ ∈ X. Thus, if for each i we let
Θi =
{
θ ∈ Θ: θnw0X = ρX for some ρ ∈ Xi
}
then Θ is clearly the disjoint union of the Θi . Finally, if θnw0X = ρX then for each h(μ) ∈ T
(
θh(μ)
)nw0
X = (θX)n
−1
w0h(μ)nw0 = ρn
−1
w0h(μ)nw0
X
where n−1w0 h(μ)nw0 ∈ T . Hence the action of T preserves each Θi and they must be the distinct
T -orbits in Θ .
9.2. Gelfand–Graev characters
For each i let Γi = θGi where θi is a representative from the orbit Θi . We will show that each
Γi has a unique constituent in common with (1B)G.
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Proof. Let k ∈ U−(1), then Unw0kB = Unw0kn−1w0 nw0B = Unw0B since nw0kn−1w0 ∈ U . 
Proposition 9.5. (Γi, (1B)G) = 1 for each i.
Proof. By the Intertwining number theorem we have(
Γi, (1B)G
)= (θGi , (1B)G)= ∑
UgB∈DG(U,B)
(
(θi)gBg−1∩U ,1gBg−1∩U
)
. (16)
Suppose that g = nwk is a double coset representative with w = w0. There must be a root
γ ∈ Σ+ with w(γ ) ∈ Π so if we let α = w(γ ) then for each r ∈ m−1 we have gxγ (r)g−1 =
nwkxγ (r)k
−1n−1w = nwxγ (r)n−1w = xα(ηw,αr). Thus Uα( − 1)  gBg−1 ∩ U and, since θ is
non-degenerate,
0
(
(θi)gBg−1∩U ,1gBg−1∩U
)

(
(θi)Uα(−1),1Uα(−1)
)= 0.
Hence the g = nw0 terms in (16) disappear and we are left with(
Γi, (1B)G
)= ((θi)nw0Bn−1w0∩U ,1nw0Bn−1w0∩U )= 1
since nw0Bn−1w0 ∩U = {1}. 
9.3. Characterisation
We also see that each ζi appears as a constituent of exactly one of the analogues of the
Gelfand–Graev character.
Proposition 9.6. For each i, j
(ζi,Γj ) =
{1 if i = j ;
0 otherwise.
Proof. By the Intertwining number theorem
(ζi,Γj ) =
(
χGi , θ
G
j
)= ∑
HgU∈DG(H,U)
(
(χi)gUg−1∩H , (θj )
g
gUg−1∩H
)
. (17)
Again, consider a double coset representative g = nwk with w = w0. However, on this occasion
let γ ∈ Σ+ be such that w(α) = γ for some α ∈ Π so that Uγ ( − 1) gUg−1 ∩ H . Then, for
each r ∈ m−1
θ
g
j
(
xγ (r)
)= θj (k−1n−1w xγ (r)nwk)= θj (k−1xα(η−1w,γ r)k)= θj (xα(η−1w,γ r)).
Thus (θj )g = 1Uγ (−1), by the non-degeneracy of θj , andUγ (−1)
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(
(χi)gUg−1∩H , (θj )
g
gUg−1∩H
)

(
(χi)Uγ (−1), (θj )
g
Uγ (−1)
)
=
∑
ρ∈Xi
(
ρUγ (−1), (θj )
g
Uγ (−1)
)
= 0
since ρUγ (−1) = 1Uγ (−1) for each ρ ∈ Xi . Hence the g = nw0 terms in (17) disappear and we
obtain
(ζi,Γj ) =
(
(χi)nw0Un
−1
w0∩H , (θj )
nw0
nw0Un
−1
w0∩H
)= ∑
ρ∈Xi
(
ρX, (θj )
nw0
X
)
which is 1 if i = j and 0 otherwise. 
Finally, Propositions 9.5 and 9.6 immediately imply that ζi is the unique common constituent
of the permutation character over B and exactly one of the analogues of the Gelfand–Graev
character.
Theorem 9.7. ζi is the unique common constituent of Γi and (1B)G.
Remark 9.8. If G is equal to the extended Chevalley group G then T transitively permutes the
non-degenerate linear characters and there is a unique Gelfand–Graev character Γ0 = θG. In this
case Theorem 9.7 implies that St is the unique common constituent of the permutation character
(1B)G and Γ0 which is exactly the definition of the analogue for the general linear group given
by Hill [11].
10. Proof of Theorem 6.2
We now return to the delayed proof of Theorem 6.2. Recall from Lemma 2.8 we know that
each (B,B)-double coset representative can be taken to be of the form g = nwk for some
k ∈ U−(1) and w ∈ W . We will therefore prove Theorem 6.2 by following the approach used
for [2, Proposition 27] and considering different cases for k and w.
10.1. Case 1
As in [2, Proposition 27] the first and simplest case occurs when the double coset BgB does
not belong to U−(1)B .
Lemma 10.1. If w = 1 then there is an α ∈ S so that for every r ∈ m−1 we have [v,g] = vxα(r)
for some v ∈ V ′.
Proof. There must be an α ∈ S with w−1(α) ∈ Σ+, since w = 1, so for every r ∈ m−1 we have
n−1w xα(r)nw = xw−1(α)(±r) ∈ U( − 1). Fixing r ∈ m−1 we see that v = n−1w xα(−r)nw ∈ V ′
gives
[v,g] = vgv−1g−1 = vnwkv−1k−1n−1w = vnwv−1nw = vxα(r). 
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Assume now that BgB is contained in U−(1)B and so that g can be chosen to lie in U−(1).
We know that g can be written as the product of terms of the form xβ(rβ) with rβ ∈ m where β
runs over the negative roots in Σ . However, it will be more convenient if we instead use positive
roots and express g as
g =
∏
β∈Σ+
x−β(rβ).
For each β ∈ Σ+ let 1 iβ   be such that rβ ∈ πiβR×. Further, set i = min{iβ : β ∈ Σ+}
and a = max{ht(β): iβ = i, β ∈ Σ+}. The second case, corresponding to case 2(ii) in [2, Propo-
sition 27], occurs when iβ achieves its minimum only on simple roots.
Lemma 10.2. If a = 1 then there is an α ∈ S so that for every r ∈ m−1 we have [v,g] = xα(r)
for some v ∈ V ′.
Proof. Choose α ∈ S with i−α = i. As g /∈ H we must have i <  − 1 and so 1 + s ∈ R× for
every s ∈ m−i−1. Thus y−α(1+ s)−1 ∈ V ′ and we will consider the commutator [y−α(1+ s)−1,
x−β(rβ)] for each β ∈ Σ+.
If ht(β) > 1 then rβs = 0, since iβ > i, and[
y−α(1 + s)−1, x−β(rβ)
]= 1.
Further, if ht(β) = 1, but β = −α, then we also have[
y−α(1 + s)−1, x−β(rβ)
]= 1.
However, for β = −α we obtain[
y−α(1 + s)−1, xα(r−α)
]= xα(r−αs).
Hence, if we fix r ∈ m−1 and choose s ∈ m−i−1 with r−αs = r then setting v = y−α(1+ s)−1 ∈
V ′ gives
[v,g] =
∏
β∈Σ+
[
v, x−β(rβ)
]= xα(r−αs) = xα(r),
since x−β(rβ) commutes with each commutator [v, x−β ′(rβ ′)]. 
10.3. Case 3
Now suppose that i = iγ for some non-simple γ ∈ Σ+ and define the set S = {γ ∈ Σa:
iγ = i}. This corresponds to case 2(i) in [2, Proposition 27] but here we encounter an error in
the proof. Let e1, . . . , en be the standard basis vectors of Rn and consider the root system of type
An−1
Σ = {±(ei − ej ): 1 i < j  n}
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case 2(i) we chose a root el − ek ∈ S and saw that for any s ∈ m−i−1[
xel−ek−1(s), xek−el (rel−ek )
]= xek−ek−1(rel−ek s)
with ek − ek−1 ∈ S. We then claimed incorrectly that for any ej − ei ∈ Σ+ with (i, j) = (k, l)
we had [xel−ek−1(s), xei−ej (rej−ei )] ∈ B(− 1) and so, for some v′ ∈ V ′, that[
xel−ek−1(s), g
]= v′xek−ek−1(rel−ek s).
However, if i = k − 1 and j < i then i − j  k − l only implies that j  l − 1. In particular,
setting j = l − 1 gives[
xel−ek−1(s), xek−1−el−1(rel−1−ek−1)
]= xel−el−1(−rel−1−ek−1s)
with el − el−1 ∈ S and thus we actually obtain[
xel−ek−1(s), g
]= v′xek−ek−1(rel−ek s)xel−el−1(−rel−1−ek−1s). (18)
Fortunately, this is easily remedied: if we assume that el − ek ∈ S was chosen with minimal l
then this will ensure that rel−1−ek−1s = 0 since el−1 − ek−1 /∈ S.
We therefore prove the equivalent version of (18) in our situation.
Lemma 10.3. Let β ∈ Σa−1 and s ∈ m−i−1, then[
xβ(s), g
]= vβ ∏
γ∈(β+Π)∩S
xβ−γ (−c1,1,β,−γ srγ )
for some vβ ∈ V ′.
Proof. We will consider the commutator [xβ(s), x−γ (rγ )] for each γ ∈ Σ+. If ht(γ ) > a then
srγ = 0, since iγ > i, which gives
vβ,γ =
[
xβ(s), x−γ (rγ )
]= 1
and if ht(γ ) < a then, from the proof of Proposition 3.3,
vβ,γ =
[
xβ(s), x−γ (rγ )
] ∈ B(− 1).
Further, if ht(γ ) = a with γ /∈ S then iγ > i and so
vβ,γ =
[
xβ(s), x−γ (rγ )
]= 1
whereas if γ ∈ S, and β − γ ∈ Σ , then by the argument in the proof of Lemma 3.2,[
xβ(s), x−γ (rγ )
]= vβ,γ xβ−γ (−c1,1,β,−γ srγ )
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mutes with each commutator [xβ(s), x−γ ′(rγ ′)],[
xβ(s), g
]= ∏
γ∈Σ+
[
xβ(s), x−γ (rγ )
]= vβ∏
γ
xβ−γ (−c1,1,β,−γ srγ )
where the product runs over all roots γ ∈ S with β − γ ∈ S. 
The remedy described above relies on the fact that if we set β = el −ek−1 where γ = el −ek ∈
S has minimal l then (β + Π) ∩ Σ = {el−1 − ek−1, el − ek} and so (β + Π) ∩ S = {γ } since
el−1 −ek−1 /∈ S. Similarly, we obtain the desired result whenever there is a choice of β for which
(β +Π)∩ S consists of a single root.
Lemma 10.4. If (β + Π) ∩ S contains a single root for some β ∈ Σa−1 then there is an α ∈ S
so that for each r ∈ m−1 we have [v,g] = v′xα(r) for some v, v′ ∈ V ′.
Proof. Suppose that (β + Π) ∩ S = {γ } and let α = β − γ ∈ S. By Lemma 10.3, for any
s ∈ m−i−1 we have [xβ(s), g] = v′xα(−c1,1,β,−γ srγ ) for some v′ ∈ V ′. Thus, if we fix r ∈ m−1
and choose s ∈ m−i−1 so that −c1,1,β,−γ srγ = r then setting v = xβ(s) ∈ V ′ gives [v,g] =
v′xα(r). 
10.4. Case 4
Consider the root system of type D4
Σ = {±ei ± ej : 1 i < j  4}
with simple roots Π = {e1 − e2, e2 − e3, e3 − e4, e3 + e4} and suppose that S is the set S =
{e1 − e4, e1 + e4, e2 + e3} of roots of height 3 in Σ . The roots of height 2 in Σ are Σ2 =
{e1 − e3, e2 − e4, e2 + e4} and we see that(
(e1 − e3)+Π
)∩ S = {e1 − e4, e1 + e4};(
(e2 − e4)+Π
)∩ S = {e1 − e4, e2 + e3};(
(e2 + e4)+Π
)∩ S = {e1 + e4, e2 + e3}.
Thus Lemma 10.4 is not sufficient for all situations. However, the following proposition implies
that we only need to consider seven exceptional cases.
Proposition 10.5. Let S be a non-empty set of roots of height a > 1 with the exception of the
following:
(i) Σ = D2k and S = Σ2k−1;
(ii) Σ = F4 and S = Σ4;
(iii) Σ = E6 and S = Σ4;
(iv) Σ = E7 and S = Σ9;
(v) Σ = E8 and S = Σ6, Σ10 or Σ15
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E6, E7, E8 or F4. Then there exists a β ∈ Σa−1 so that (β +Π)∩ S consists of a single root.
Proof. The details are contained in Section 11. 
For the exceptional cases we need to consider a more general element of the form
v =
∏
β∈Σa−1
xβ(sβ).
Lemma 10.6. Let v =∏β∈Σa−1 xβ(sβ) with sβ ∈ m−i−1, then
[v,g] = v′
∏
α∈S
xα(tα)
for some v′ ∈ V ′, where for each α ∈ S
tα =
∑
β−γ=α
−c1,1,β,−γ sβrγ (19)
with the sum running over all β ∈ Σa−1 and γ ∈ S such that β − γ = α.
Proof. Set Σa−1 = {β1, . . . , βk} and vj = xβ1(sβ1) · · ·xβj (sβj ) ∈ V ′ for each j . Then
[v,g] = [xβ1(sβ1) · · ·xβk (sβk ), g]
= (vk−1[xβk (sβk ), g]v−1k−1)(vk−2[xβk−1(sβk−1), g]v−1k−2)
· · · (v1[xβ2(sβ2), g]v−11 )[xβ1(sβ1), g]
where [xβi (sβi ), g] ∈ H for each i. Since V ′ is normal in H , we can rearrange this to give
[v,g] = v′
∏
β∈Σa−1
[
xβ(sβ), g
]
for some v′ ∈ V ′. Further, by Lemma 10.3 we obtain
[v,g] = v′
∏
β∈Σa−1
vβ
∏
γ∈(β+Π)∩S
xβ−γ (−c1,1,β,−γ sβrγ )
for some vβ ∈ V ′. Finally, rearranging and combining terms we obtain
[v,g] = v′′
∏
α∈S
xα(tα)
for some v′′ ∈ V ′ where tα is as described above. 
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that for every r ∈ m−1 we have [v,g] = v′xα(r) for some v, v′ ∈ V ′.
Proof. By Lemma 10.6 we only need to prove that there is an α ∈ S so that for any r ∈ m−1 we
may choose the sβ in such a way that tα = r and tα′ = 0 for α′ = α. For each of the exceptional
cases this can be shown explicitly and the details are contained in Section 12. 
10.5. Proof of Theorem 6.2
We have shown in Lemmas 10.1, 10.2, 10.4 and 10.7 that if the double coset representative g
has the form g = nwk for w ∈ W and k ∈ U−(1) then there is an α ∈ S so that for any r ∈ m−1
we have [v,g] = v′xα(r) for some v, v′ ∈ V ′. Thus it remains to show that α depends only on
the double coset HgH .
Proof of Theorem 6.2. Suppose that Hg1H = Hg2H with α ∈ S such that for any r1 ∈ m−1
we have [v1, g1] = v′1xα(r1) for some v1, v′1 ∈ V ′. We would like to show that for any r2 ∈ m−1
we also have [v2, g2] = v′2xα(r2) for some v2, v′2 ∈ V ′.
Let h1, h2 ∈ H be such that g2 = h1g1h2 and express h1 as h1 = xh(μ)u1 for some x ∈ X,
h(μ) ∈ T and u1 ∈ U . Fixing r2 ∈ m−1 we obtain
h−11 xα(r2)h1 = u−11 h(μ)−1xα(r2)h(μ)u1
= u−11 xα
(−μ(α)r2)u1
= u2xα
(−μ(α)r2)
for some u2 ∈ V ′. Let r1 = −μ(α)r2 ∈ m−1 and suppose that v1, v′1 ∈ V are such that [v1, g1] =
v′1xα(r1). If we set v2 = h−12 v1h2 and v′2 = v2h1v−11 v′1u−12 h−11 then v2, v′2 ∈ V ′, since V ′ is
normal in H , and
[v2, g2] = v2g2v−12 g−12
= v2h1g1v−11 g−11 h−11
= v2h1v−11 [v1, g1]h−11
= v2h1v−11 v′1xα(r1)h−11
= v2h1v−11 v′1u−12 h−11 xα(r2)
= v′2xα(r2)
as required. 
11. Proof of Proposition 10.5
It suffices to prove Proposition 10.5 for irreducible root systems since if Σ ′ is an irreducible
component of Σ with simple roots Π ′ = Π ∩ Σ ′ and S′ = S ∩ Σ ′ then (β + Π ′) ∩ S′ = {γ }
clearly implies that we also have (β + Π) ∩ S = {γ }. Thus we will examine each irreducible
root system separately, noting that the root system of type An was dealt with in Section 10.3.
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∑n
i=1 iei for each  =
(1, . . . , n) ∈ {±1}n. We will only write the signs involved so that, for example, e+−−− = 12e1 −
1
2e2 − 12e3 − 12e4.
11.1. Type G2
Given simple roots Π = {α,β} consider the root system of type G2
Σ = {±α,±β,±(α + β),±(α + 2β),±(α + 3β),±(2α + 3β)}.
If S is a non-empty subset of Σa for a > 1 then S contains exactly one root γ . Thus, for any
β ∈ Σa−1, we must also have (β +Π)∩ S = {γ }.
11.2. Type Bn
Consider the root system of type Bn
Σ = {±ei ± ej : 1 i < j  n} ∪ {±ei : 1 i  n}
with simple roots Π = {αi = ei − ei+1: 1 i  n− 1} ∪ {αn = en}.
First note that we may assume that S contains no roots of the form ei − ej since if it did then
we could proceed as in the case of An. Now, suppose that S contains the root γ = ei for some i.
Then i = n, since γ /∈ Π , and β = ei − en is a root of height a − 1. Further, (β + Π) ∩ Σ =
{ei−1 − en, ei} with ei−1 − en /∈ S and so (β +Π)∩ S = {γ }.
On the other hand, if all the roots in S are of the form ei + ej then choose the root γ =
ei + ej ∈ S with minimal i. If j = n then setting β = ei + ej+1 gives (β + Π) ∩ Σ = {ei−1 +
ej+1, ei + ej } with ei−1 + ej+1 /∈ S and so (β +Π)∩ S = {γ }. Similarly, if j = n then setting
β = ei gives (β +Π)∩Σ = {ei−1, ei + en} with ei−1 /∈ S and thus (β +Π)∩ S = {γ }.
11.3. Type Cn
Consider the root system of type Cn
Σ = {±ei ± ej : 1 i < j  n} ∪ {±2ei : 1 i  n}
with simple roots Π = {αi = ei − ei+1: 1 i  n− 1} ∪ {αn = 2en}.
Assume as above that S does not contain a root of the form ei − ej but suppose that there is
at least one root of the form ei + ej and choose γ = ei + ej ∈ S with i minimal. If j = n let β =
ei + ej+1, then (β +Π)∩Σ = {ei−1 + ej+1, ei + ej } where ei−1 + ej+1 /∈ S which implies that
(β +Π)∩S = {γ }. Similarly, if j = n let β = ei − en, then (β +Π)∩Σ = {ei−1 − en, ei + en}
where ei−1 − en /∈ S and so (β +Π)∩ S = {γ }.
However, if S only contains roots of the form γ = 2ei then i = n, since γ /∈ Π , and β =
ei +ei+1 is a root of height a−1. Further, (β+Π)∩Σ = {ei−1 +ei+1,2ei} with ei−1 +ei+1 /∈ S
and thus (β +Π)∩ S = {γ }.
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Consider the root system of type Dn
Σ = {±ei ± ej : 1 i < j  n}
with simple roots Π = {αi = ei − ei+1, αn = en−1 + en: 1 i  n− 1}.
We saw in Section 10.4 that there was no suitable choice of β for Σ = D4 and S = Σ3. Thus
we need to examine the cases of even and odd height separately.
11.4.1. S consists of roots of even height 2k
Suppose that S contains roots of the form ei + ej and choose γ = ei + ej ∈ S so that i is
maximal. As γ has even height we cannot have j = i + 1 so β = ei+1 + ej is a root of height
2k − 1. Further, (β + Π) ∩ Σ = {ei + ej , ei+1 + ej+1} with ei+1 + ej+1 /∈ S implying that
(β +Π)∩ S = {γ }.
Now, if S only contains roots of the form ei − ej choose γ = ei − ej ∈ S with i minimal.
Then i = j − 1, since γ /∈ Π , and β = ei − ej−1 is a root of height 2k − 1. If j = n then we see
that (β + Π) ∩ Σ = {ei−1 − ej−1, ei − ej } with ei−1 − ej−1 /∈ S and so (β + Π) ∩ S = {γ }.
Similarly, if j = n then (β + Π) ∩ Σ = {ei−1 − en−1, ei − en, ei + en} where ei−1 − ej−1 and
ei + en do not belong to S and thus (β +Π)∩ S = {γ }.
11.4.2. S consists of roots of odd height 2k − 1
In view of the example in Section 10.4 it is clear that S cannot be equal to S′ = {en−2k+1 −
en, en−2k+1 + en, en−2k+2 + en−1, . . . , en−k + en−k+1}. Indeed, if S contains a root ei − ej with
j < n then we may proceed as for An, so we may take S to be a proper subset of S′. Further, the
subsystem of Dn spanned by the simple roots {αn−2k+1, αn−2k+2, . . . , αn} is equivalent to D2k
with S′ as its roots of height 2k − 1. Thus, after relabelling, we may suppose that S consists of
some, but not all, roots of height 2k − 1 in D2k .
Let Σ2k−1 = {γ0 = e1 −e2k, γ1 = e1 +e2k, γ2 = e2 +e2k−1, . . . , γk = ek +ek+1} and Σ2k−2 =
{β0 = e2 − e2k, β1 = e1 − e2k−1, β2 = e2 + e2k, . . . , βk = ek + ek+2}. For each i  1 we see that
(βi +Π) ∩Σ = {γi−1, γi}. Further, S = S′ implies that there is an i  1 so that exactly one of
γi−1 or γi belongs to S. Hence, taking β = βi we find that (β + Π) ∩ S must contain exactly
one root.
11.5. Type F4
Consider the root system of type F4
Σ = {±ei ± ej : 1 i < j  4} ∪ {±ei : 1 i  4} ∪
{
e :  ∈ {±1}4
}
with simple roots Π = {α1 = e2 − e3, α2 = e3 − e4, α3 = e4, α4 = e+−−−}.
In Table 2 we give a list of all possible subsets S of Σa containing at least two roots and the
appropriate choice of β giving (β + Π) ∩ S = {γ }. Note, however, that there is no such choice
when S = Σ4.
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All S containing at least two roots for F4
S β γ S β γ
{e2 − e4, e3} e2 − e3 e2 − e4 {e2, e+−+−} e2 − e4 e2
{e2 − e4, e+−−+} e2 − e3 e2 − e4 {e2, e3 + e4} e2 − e4 e2
{e3, e+−−+} e3 − e4 e3 {e+−+−, e3 + e4} e+−−+ e+−+−
{e2 − e4, e3, e+−−+} e2 − e3 e2 − e4 {e2, e+−+−, e3 + e4} e2 − e4 e2
{e++−−, e+−++} e2 e++−− {e++−+, e2 + e3} e++−− e++−+
{e++−−, e2 + e4} e+−+− e++−− {e++−+, e1 − e2} e++−− e++−+
{e2 + e4, e+−++} e2 e2 + e4 {e2 + e3, e1 − e2} e2 + e4 e2 + e3
{e++−−, e+−++, e2 + e4} none none {e++−+, e2 + e3, e1 − e2} e++−− e++−+
{e1 − e3, e+++−} e1 − e2 e1 − e3 {e1 − e4, e++++} e1 − e3 e1 − e4
11.6. Type E6, E7, E8
Consider the root system of type E8
Σ = {±ei ± ej : 1 i < j  8} ∪
{
e :  ∈ {±1}8, 1 · · · 8 = 1
}
with simple roots Π = {α1 = e+−−−−−−+, α2 = e7 + e8, α3 = e7 − e8, α4 = e6 − e7, α5 = e5 −
e6, α6 = e4 − e5, α7 = e3 − e4, α8 = e2 − e3}. The root systems of types E6 and E7 can then
be realised as the subsystems of E8 spanned by the simple roots {α1, . . . , α6} and {α1, . . . , α7}
respectively.
Although the details have been omitted, it is possible to check each possible subset S of
Σa explicitly and show that there is a suitable choice of β giving (β + Π) ∩ S = {γ } with the
exception of the following sets:
(i) S = {e6 + e7, e5 − e8, e5 + e8} ⊆ Σ3;
(ii) S = {e+−−−−+++, e+−−−+−−−, e5 + e7, e4 + e8, e4 − e8} ⊆ Σ4;
(iii) S = {e3 − e8, e4 + e7, e5 + e6, e3 + e8} ⊆ Σ5;
(iv) S = Σ6;
(v) S = {e+−+−−++−, e+−+−+−−+, e+−−++−+−, e3 + e4} ⊆ Σ9;
(vi) S = Σ10;
(vii) S = Σ15.
Note that (ii) is the set of roots of height 4 in E6 and (v) is the set of roots of height 9 in E7.
Further, the subsystem of E8 spanned by the simple roots {α2, α3, α4, α5} is equivalent to D4
with (i) as the set of roots of height 3. Similarly, the subsystem of E8 spanned by the simple
roots {α2, α3, α4, α5, α6, α7} is equivalent to D6 with (iii) as the set of roots of height 5.
12. Proof of Lemma 10.7
Write S = {γ1, . . . , γm}, Σa−1 = {β1, . . . , βm′ } and Π = {α1, . . . , αn}. Further, let rj ∈ R×
and sj ∈ R be such that rγj = πirj and sβj = π−i−1sj . Then Lemma 10.6 implies that t−αl =
π−1tl where
tl =
∑
−c1,1,βj ,−γk sj rk
j,k
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We want to be able to find an l so that for every r ∈ R we can choose the sj in such a way that
tl = r and tk = 0 for k = l. In particular, this means that we need to know the constants c1,1,β,−γ
for each β and γ . From [3] we see that c1,1,β,−γ = Nβ,−γ where [eβ, e−γ ] = Nβ,−γ eβ−γ in
g and if γ − β = α then Nβ,−γ (γ, γ ) = Nα,β(α,α). The structure constants Nα,β for the Lie
algebra of type Σ = D2k were then obtained using the description of the Lie algebra in [3]; for
Σ = F4, E6 and E7 they were taken from [10]; and for Σ = E8 they were calculated using
GAP [9].
12.1. S = Σ2k−1 in D2k
As before, let γ0 = e1 − e2k , γ1 = e1 + e2k , γ2 = e2 + e2k−1, . . . , γk = ek + ek+1 and β0 =
e2 − e2k , β1 = e1 − e2k−1, β2 = e2 + e2k , . . . , βk = ek + ek+2. Then
t1 = −r0s0 − r1s2, t2 = −r2s3, . . . , tk−1 = −rk−1sk, tk = 0,
tk+1 = −rksk, . . . , t2k−2 = −t3s3, t2k−1 = r0s1 − r2s2, t2k = −r2s0 + r1s1
and so setting
s0 = −12 r
−1
0 r, s1 = −
1
2
r−10 r
−1
1 r2r, s2 = −
1
2
r−11 r, s3 = · · · = sk = 0
gives t1 = r and t2 = t3 = · · · = t2k = 0.
12.2. S = Σ4 in F4
Let γ1 = e+−++, γ2 = e++−−, γ3 = e2 + e4 and β1 = e2, β2 = e+−+−, β3 = e3 + e4. Then
t1 = −2r2s2 − r3s3, t2 = 0, t3 = r3s1 + r1s2, t4 = r2s1 + r1s3
and so setting
s1 = 13 r1r
−1
2 r, s2 = −
1
3
r−12 r, s3 = −
1
3
r−13 r
gives t1 = r and t2 = t3 = t4 = 0.
12.3. S = Σ4 in E6
Let γ1 = e+−−−−+++, γ2 = e+−−−+−−−, γ3 = e5 + e7, γ4 = e4 + e8, γ5 = e4 − e8 and
β1 = e+−−−−+−−, β2 = e6 + e7, β3 = e5 + e8, β4 = e5 − e8, β5 = e4 − e7. Then
t1 = −r1s2 − r2s4, t2 = −r1s1 − r3s4, t3 = −r3s3 − r5s5,
t4 = 0, t5 = r2s1 + r3s2, t6 = r4s3 + r5s4
and so setting
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−1
1 r
−1
2 r3r, s2 = −
2
3
r−11 r, s3 =
1
3
r−12 r
−1
4 r5r,
s4 = −13 r
−1
2 r, s5 = −
1
3
r−12 r3r
−1
4 r
gives t1 = r and t2 = t3 = t4 = t5 = t6 = 0.
12.4. S = Σ9 in E7
Let γ1 = e+−+−−++−, γ2 = e+−+−+−−+, γ3 = e+−−++−+−, γ4 = e3 + e4 and β1 =
e+−+−−+−+, β2 = e+−−+−++−, β3 = e3 + e5, β4 = e+−−++−−+. Then
t1 = −r2s3, t2 = 0, t3 = −r1s1 − r3s4, t4 = 0,
t5 = −r2s1 − r3s2, t6 = −r4s3, t7 = r1s2 + r2s4
and so setting
s1 = −12 r
−1
1 r, s2 =
1
2
r−11 r2r
−1
3 r, s3 = 0, s4 = −
1
2
r3r
−1r
gives t3 = r and t1 = t2 = t4 = t5 = t6 = t7 = 0.
12.5. S = Σ6 in E8
Let γ1 = e+−−−++−+, γ2 = e+−−−++−+, γ3 = e+−+−−−−−, γ4 = e4 + e6, γ5 = e3 + e7,
γ6 = e2 +e8, γ7 = e2 −e8 and β1 = e+−−−+−++, β2 = e+−−+−−−−, β3 = e5 +e6, β4 = e4 +e7,
β5 = e3 + e8, β6 = e3 − e8, β7 = e2 − e7. Then
t1 = −r1s3 − r2s4 − r3s6, t2 = −r2s2 − r5s6 − r6s7,
t3 = −r5s5 − r7s7, t4 = r1s1 + r4s4,
t5 = 0, t6 = r2s1 + r4s3,
t7 = r3s2 + r5s4, t8 = r6s6 + r7s6
and so setting
s1 = 25 r
−1
1 r
−1
2 r4r, s2 =
2
5
r−12 r
−1
3 r5r, s3 = −
2
5
r−11 r, s4 = −
2
5
r−12 r,
s5 = 15 r
−1
3 r
−1
6 r7r, s6 = −
1
5
r−13 r, s7 = −
1
5
r5r6r
−1r
gives t1 = r and t2 = t3 = t4 = t5 = t6 = t7 = t8 = 0.
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Let γ1 = e+−−+++−−, γ2 = e+−+−+−+−, γ3 = e++−−−++−, γ4 = e+−++−−−+, γ5 =
e++−−+−−+, γ6 = e2 + e4 and β1 = e+−−++−+−, β2 = e+−+−−++−, β3 = e+−+−+−−+,
β4 = e++−−−+−+, β5 = e3 + e4, β6 = e2 + e5. Then
t1 = −r4s5 − r5s6, t2 = 0, t3 = −r2s3 − r3s4,
t4 = r1s1, t5 = r2s2 + r5s4, t6 = r4s3 + r6s6,
t7 = r2s1, t8 = r3s2 + r5s3 + r6s5
and so setting
s1 = 0, s2 = 13 r
−1
3 r
−1
4 r6r, s3 =
1
3
r−14 r
−1
5 r6r,
s4 = −13 r2r
−1
3 r
−1
4 r
−1
5 r6r, s5 = −
2
3
r−14 r, s6 = −
1
3
r−15 r
gives t1 = r and t2 = t3 = t4 = t5 = t6 = t7 = t8 = 0.
12.7. S = Σ15 in E8
Let γ1 = e+−++++−+, γ2 = e++−++−++, γ3 = e+++−−+++, γ4 = e+++−+−−− and β1 =
e+−+++−++, β2 = e++−+−+++, β3 = e++−++−−−, β4 = e+++−−+−−. Then
t1 = 0, t2 = r2s3 + r3s4, t3 = 0, t4 = r1s1,
t5 = r2s2 + r4s4, t6 = 0, t7 = r3 + r4s3, t8 = r2s1
and so setting
s1 = 0, s2 = −12 r
−1
2 r
−1
3 r4r, s3 =
1
2
r−12 r, s4 =
1
2
r−13 r
gives t2 = r and t1 = t3 = t4 = t5 = t6 = t7 = t8 = 0.
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