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Abstract
In this paper we analyse a dynamical system based on the so-called KCG (Källén, Crafoord,
Ghil) conceptual climate model. This model describes an evolution of the globally averaged tem-
perature and the average extent of the ice sheets. In the nondimensional form the equations can
be simplified facilitating the subsequent analysis. We consider the limiting case of a stationary
snow line for which the phase plane can be completely analysed and the type of each critical
point can be determined. One of them can exhibit the Hopf bifurcation for which existence we
find sufficient conditions. Those, in turn, have a straightforward physical meaning and indicate
that the model predicts internal oscillations of the climate. Using the typical real-world values
of appearing parameters we conclude that the obtained results are in the same ballpark as the
conditions on our planet during the quaternary ice ages. Our analysis is a rigorous justification
of a generalization of some previous results by KCG and other authors.
Keywords: climate dynamics, conceptual model, internal oscillations, Hopf bifurcation, dy-
namical system
1 Introduction
The story of our planet is a fascinating one having many spectacular moments and interesting phe-
nomena. Focusing just on the climate, the data shows that the Earth has undergone a series of
prolonged periods of low temperature during which the ice sheets descended to somewhat low lati-
tudes - the ice ages. Apart some very extreme events - such as the hypothetical Snowball Earth (see
for ex. [41, 21]) - the last series of glaciations during the Quaternary period showed a quasi-periodic
behaviour. These oscillations were characterized by a slow build-up of ice sheets and then a rapid
deglaciation (see Fig. 1). This approximately regular recent behaviour of the climate is peculiar and
they are several theories which try to explain it. The most popular one, founded by the research of
Milutin Milankovitch [30] and later firmly established by the experimental findings of Hays, Imbrie,
and Shackleton [19], says that the astronomical variations in the Earth’s orbit (axial tilt, eccentricity
and precession) act as a pacemaker of the global temperature.
Milankovitch theory is very attractive since the main frequencies of the astronomical forcing
closely correspond to those observed in the geological data [28, 2]. There are, however, certain
problems with that simple explanation. First, the dominant period of the glacial oscillations during
the last million years is about 100ka which closely corresponds to the period of orbital eccentricity
changes. On the other hand, its can be easily calculated that the amplitude of that astronomical
forcing is too small to drive the climate to the observed extent. Moreover, during the times before
1 Mya the dominant period of the temperature was approximately equal to 40ka. This peculiar
∗Faculty of Pure and Applied Mathematics, Wrocław University of Science and Technology, Wyb. Wyspiańskiego
27, 50-370 Wrocław, Poland
†Email: lukasz.plociniczak@pwr.edu.pl
1
ar
X
iv
:1
80
1.
09
08
7v
2 
 [m
ath
.D
S]
  1
3 F
eb
 20
19
012345
3.0
3.5
4.0
4.5
5.0
Mya
Be
nt
hi
c
δ18 O
(‰)
00.51.01.52.02.5
3.0
3.5
4.0
4.5
5.0
Mya
Be
nt
hi
c
δ18 O
(‰)
Figure 1: Time series of the benthic δ18O (a ratio 18O/16O) as a proxy for temperature variations.
During the warm periods the heavier isotope of the oxygen 18O evaporates from the oceans more
readily and then is transported to higher latitudes where falls as precipitation. Therefore, smaller
δ18O indicates higher temperature. The top plot shows the last 5.3 million years while the bottom
plot is a magnification of the Pleistocene epoch (last 2.588 million years). The vertical axis is reversed
so that the temperature increases upwards. Moreover, the time flows rightwards and the present is
marked by 0. Data is taken from [26].
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bifurcation of the oscillation frequency cannot be ascribed to the Milankovitch theory (see [4]). As
was suggested for example in [24, 48, 13, 8], the linear astronomical forcing can be treated as a
tuning (or pacemaker) mechanism for a nonlinear internal oscillations of the climate. Some of the
important ingredients of this mechanism are various positive and negative feedbacks from the ice
sheets, precipitation, concentration of CO2 and deep ocean circulation [20, 46, 38, 13]. Moreover,
the aforementioned change of oscillation period, the so-called Mid-Pleistocene Transition, can be
explained by a particular bifurcation [43, 46, 1].
The various climate feedbacks can be analysed by the use of conceptual climate models which
differ from the complex Global Climate Models (GCMs) by focusing only on some specific averaged
properties of the Earth system [7, 5]. These models are usually composed of several differential equa-
tions and can help to isolate the particular ingredients of the whole climate. To mention only a few
examples, Saltzman and Maasch proposed and developed a physically based model describing glacial
oscillations as a tectonically and astronomically forced limit cycle [46, 27]. The main variables of the
model are total ice mass, CO2 concentration, and the North Atlantic deep water. Their theory has
later been summarized in a book [45]. The mathematical treatment of this model has been recently
conducted in [10]. Furthermore, a more elaborated box model of the ocean has been constructed
in [17]. Recently, an interesting dynamical model exhibiting a subcritical Hopf bifurcation has been
introduced in [39] modelling the ice volume, Antarctic ice sheet extent and the atmospheric concen-
tration of CO2. Moreover, in [6] the so-called minimal model for the ice-ages has been introduced as
a forced van der Pol oscillator. Interestingly, some conceptual climate models exhibit mixed mode
oscillations and this case has been rigorously investigated in [44].
Many approaches to modelling climate dynamics start from formulating the net energy balance
averaged over the planet. These so-called Energy Balance Models (EBMs) have been initiated by
seminal papers of Budyko [3] and Sellers [47] and nowadays are known by their name. Their various
generalizations applied to many problems in climate dynamics have been investigated in a series
of papers by North and his collaborators (for a summary see [32, 33] and also [34]). There is
also a recent and interesting rigorous study of the dynamics generated by Budyko-Sellers model
supplemented by varying the ice line (extent of the ice sheet). Specific results can be found for
example in [28, 29, 53, 51]. Moreover, in[13, 12] the ice energy balance notion has been supplemented
by additional physical equations for the ice sheet movement and carbon cycle in an impressive
dynamical system modelling these complex interactions. Finally, we mention the paper by Källén,
Crafoord, Ghil [22] on which we base our reasoning. In that work the energy balance is coupled with
ice sheet movement and a physically plausible limit cycle is numerically found. Further results on
that model can be found in [15, 16].
In what follows we generalize the KCG model by introducing arbitrary functional forms of the
ice-albedo and precipitation-temperature feedbacks. In reality, those functions cannot be determined
explicitly by any measurement. We show that assuming only the physically obvious monotonicity
and boundedness we are able to prove the results observed by previous Authors for the specific
choices of aforementioned functions. We then consider a simplified version of the snow line model
and rigorously justify that certain simplifications can be conducted in the nondimensional form of
the system. Furthermore, we classify the type of each stationary point that can arise in this general
situation. In particular, under conditions which we precisely state, one of them can exhibit a Hopf
bifurcation yielding a limit cycle with an explicitly known first Lypaunov coefficient. In Section 2
we derive the model and rescale it to the nondimensional form. Section 3 contains the results of our
analysis.
3
2 Model derivation
2.1 Energy balance
We begin with a derivation of the governing equations which are statements of the energy and mass
conservation. The initial step in the model formulation is a Budyko-Sellers type of energy conser-
vation. In our work we assume the so-called zero-dimensional approximation meaning that we are
concerned with globally averaged energy balance over sufficiently long time periods. Schematically,
the energy equation has the form
c
dT
dt
= qi − qo, (1)
where T is the globally averaged temperature, c is the atmosphere heat capacity while qi and qo are,
respectively, incoming shortwave and outgoing longwave radiative thermal fluxes. One can directly
calculate that c defined in the above formula is approximately equal to maca/AE, with ma being the
mass of the atmosphere, ca specific heat of air and AE Earth’s area (see [13]).
Earth receives the energy in a high quality (mostly) shortwave solar radiation. Let Q denote the
solar constant, i.e. the mean amount of Sun’s irradiance per unit area of a plane perpendicular to
solar rays. Assuming parallel ray approximation, Earth receives the amount of energy per unit time
equal to piR2EQ with RE being the radius of Earth. Since 4piR2E is the total Earth’s surface area we
have
qi =
1
4
(1− α)Q, (2)
where α is the mean terrestrial albedo (the fraction of reflected to absorbed radiation). It has to
be noted that by no means should Q and α be regarded as spatially independent. For example,
the time-average solar irradiance (so-called insolation) has a profound meridional distribution. This
distribution can be calculated directly from the spherical geometry and has been done for example in
[31]. One should point, however, that the horizontal distribution of heat by turbulent motion of the
atmosphere takes place at a much faster time-scale than the one that interests us in our conceptual
model (see [14]). Hence, it is not unreasonable to assume that the whole planet has a well-defined
average uniform temperature.
The aforementioned albedo α is a function of the underlying type of matter, for example ice
reflects more light than a forest. In the present, when we globally average the albedo we obtain a
value close to 0.3. Our foregoing considerations will be based on separating the continental αc and
oceanic αo parts of the albedo
α(T, l) = γαc(l) + (1− γ)αo(T ), (3)
where l is the latitudinal extent of the ice sheets and γ is a fraction of the area of continents to the
whole surface of Earth. Of course 0 ≤ α ≤ 1. This model has been proposed in [22]. If more ice
covers the land, the albedo should become larger. Therefore, αc = αc(l) will be later chosen to be
an increasing function. On the other hand, the albedo of the ocean is usually taken to account for
two extremes: the lack and the presence of sea ice. The formation of the sea ice is, in turn, strongly
associated with the temperature: the colder the climate, the more sea ice is created increasing the
oceanic albedo. For example, in [47, 22] the albedo of the ocean has been taken to be a piecewise
linear function, while in [14] a hyperbolic tangent smoothing approximation has been used. As we
will show below, the exact form of the oceanic albedo is not relevant for the quantitative dynamics
of the climate and hence we will use an arbitrary sigmoid function.
The outgoing longwave radiation (OLR) is Earth’s main mean of energy loss. Because the atmo-
sphere contains many absorbers sensitive to the long electromagnetic waves (hence the Greenhouse
effect), the precise quantitative description of the OLR is a complex task (see for ex. [40]). Staying at
the conceptual level we will adopt a semi-empirical approach in determining qo. Since the magnitude
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Figure 2: Schematic view of an ice sheet. Adapted from [52].
of OLR closely agrees with incoming solar radiation, the planet is in a energetic equilibrium. We
could thus use the Stefan-Boltzmann’s law that states that the outgoing flux is equal to σe−ΓT 4.
Here, σ is the Stefan-Boltzmann constant while Γ is an empirical parameter modelling the radia-
tion absorption in the atmosphere - the so-called greenhouse parameter. This approach had been
taken in a number of works, for example in [14, 13]. We will, however, model the outgoing flux in
a supposedly simpler way which dates back to Budyko’s original work [3]. Mostly due to the short
interval of relevant temperatures, say 250 − 320K, the sensible choice is to propose the following
linear dependence
qo = A+BT, (4)
where A and B are constants determined from the data (to be given below in Tab. 1). It has also
been previously argued that A can be related to the concentration of CO2 in the atmosphere (see
[50]). Finally, putting (2) and (4) in (1) we obtain the equation of energy conservation
c
dT
dt
=
Q
4
(1− γαc(l)− (1− γ)αo(T ))− A−BT, (5)
where αo is of the form (30). Taking the l to be constant one can immediately see that the above
equation enjoys multiple steady states which forms the basis of many fascinating phenomena asso-
ciated with climate dynamics (see [37, 9]). A careful examination of the corresponding bifurcation
diagram shows hysteretic behaviour thanks to which the so-called tipping points of abrupt climate
change are present [25, 14].
2.2 Mass balance
By the mass balance we understand the growth and retreat of ice sheets under the influence of the
climate variation. We will derive an equation describing the average behaviour of those great masses
of ice. Our reasoning is based on the ice sheet model proposed in [52] (but see also [35, 22]). This is
a simplified model based on the plastic flow and isostasy. The more accurate and elaborated models
based on Glen’s law are surveyed in [49, 36, 11].
The overall picture of the ice sheet is presented on Fig. 2. The ice sheet is assumed to be zonally
symmetric, i.e. have an essentially two-dimensional latitudinal profile. Moreover, we orient the x-axis
pointing southward with origin at the ice sheet’s half-width l. The northward rim x = −l is located
at the Artic Ocean where the ice shelves form. Assume that the mass of ice of height h(x) above
the sea level rests on the isostatically depressed bedrock. Following [52] we can assume that the rock
density is three times the density of ice. Then, the buoyancy law states that the total ice thickness
is equal to 3
2
h(x).
The ice sheet moves according to the plastic flow law, i.e. the whole mass behaves as a plastic
fluid experiencing the yield stress τ0. Since the normal stresses are hydrostatic, in the equilibrium
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we must have
τ0 =
3
2
ρigh
∣∣∣∣dhdx
∣∣∣∣ , (6)
where ρi is the density of ice. This equation can be immediately integrated giving the parabolic
profile
h(x) =
√
4τ0l
3ρig
(
1− |x|
l
)
= H
√
l
√
1− |x|
l
, H :=
√
4τ0
3ρig
. (7)
The typical value of the yield stress and the corresponding height scale is given in Tab. 1.
The dynamics of the ice sheet is governed by an interplay of snow accumulation and melting.
We assume that the northern part of the ice sheet is in equilibrium with its southern counterpart.
Therefore, the mass balance of the whole sheet is governed by the ablation and accumulation in the
region [0, l]. The amount of snowfall is closely associated with the temperature via the so-called
snow line. The temperature falls with the height and thus there is a well-defined 0◦C isotherm under
which the snow, if fallen, will melt. In the cited works this isotherm has been taken to be linear, i.e.
hiso(x) = h0 + s(x+ l), (8)
where h0 is the height at the Arctic ocean while s is the slope parameter. The northern height of
the isotherm depends generally on the temperature or astronomical forcing. This has been taken
into account in the literature. For example in [52, 13] Authors correlated the variation in h0 with
the Milankovitch oscillations while in [22] a linear dependence on the global temperature has been
prescribed.
The snowline position x = l0 defining the part of the sheet which is nourished by the snowfall is
defined as a solution of h(x) = hiso(x). The mass balance can then be written as
d
dt
∫ l
0
3
2
h(x)dx = al0 −m(l − l0), (9)
where a and m are respectively accumulation and melting rates. Now, if we assume that the ice
sheet can grow or retreat, that is l = l(t), we can obtain
d
dt
∫ l
0
3
2
h(x)dx =
3
2
H
d
dt
∫ l
0
√
l
√
1− x
l
dx =
3
2
H
√
l
dl
dt
. (10)
Furthermore, the value of l0 can be found by equating (7) and (8)
h0 + s(l0 + l) = H
√
l
√
1− l0
l
, (11)
which is a quadratic equation with the meaningful solution
l0 =
H2
s2
[
−
(
h0s
H2
+
s2
H2
l +
1
2
)
+
√
h0s
H2
+ 2
s2
H2
l +
1
4
]
, (12)
which together with (9) gives the second dynamic equation
3
2
H
√
l
dl
dt
= (a+m)
H2
s2
[
−
(
h0s
H2
+
s2
H2
l +
1
2
)
+
√
h0s
H2
+ 2
s2
H2
l +
1
4
]
−ml for l0 ≥ 0. (13)
This is a rather complicated nonlinear equation but we will shortly see that an appropriate scaling
and approximation will yield its accurate simplification. Also notice that nowhere in the above
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discussion we have mentioned the response of the bedrock to the evolution of the ice sheet. The
moving mass will produce a delayed feedback from the lithosphere and hence, might provide an
essential ingredient of the dynamics. This requires adding an additional equation to our system and
a simplified version of it have been introduced in [15, 24]. In this paper, however, we will consider
only the instantaneous adjustment of the bedrock leaving the more general problem for the future
work.
Two additions are necessary for the well-posedness of the model. First, it may happen that the
whole southern side of the ice sheet is in the ablation zone. This can happen for sufficiently large
sheets or by raising the 0◦C isotherm. In this case the whole mass of ice becomes stagnant and our
derivation is not valid (equation (11) does not have a positive solution). Authors of [52] and [13]
propose to assume that we can take l0 = 0 and then, the mass balance can be written as
3
2
H
√
l
dl
dt
= −ml for l0 < 0. (14)
Another situation of (11) failing to have a solution is when the negative snowline elevation h0 becomes
smaller than −sL. Then, the snow will accumulate on the ground and if l = 0 the ice sheet
will nucleate. For a sufficiently high snowfall rates a (or sufficiently small −h0/s) the reasonable
approximation is to assume (see [52]) that l = −h0
2s
and
3
2
H
√
l
dl
dt
= −ah0
2s
for l < −h0
2s
, (15)
while for l > −h0/s the main equation (13) still holds.
2.3 Nondimensionalization
We are finally in position to nondimensionalize our model, i.e. equations (5) and (13). The summary
of all of the physical quantities used in this model is given in Tab. 1, while a reference to all symbols
appearing in the text is collected in Tab. 2.
First, we introduce the following scaling
T (t) = T ∗θ(τ), l(t) = L∗λ(τ), t = t∗τ, (16)
where starred letters denote the appropriate scales while those in Greek correspond to the new
dimensionless variables. The choice for T ∗ is straightforward. Since, as we mentioned before, the
Earth is almost in thermal equilibrium where incoming solar radiation is balanced with OLR we can
take
T ∗ =
Q
4B
, (17)
which, using our typical data from Tab. 1 is T ∗ = 195.55K. Then, the energy equation becomes
c
Bt∗
dθ
dτ
= 1 + β − γαc(λ)− (1− γ)αo(θ)− θ, β := −4A
Q
> 0, (18)
where we have retained the same letters to denote (already dimensionless) albedo functions. Next,
it is convenient to introduce the dimensionless snow line position in the following way
l0(t) = L
∗λ(τ)λ0(τ). (19)
In this way λ0 measures the position of the boundary of the ice sheet’s accumulation level in terms
of the total ice extent λ. We would also like to choose the ice sheet length scale L∗ according to the
0◦C isotherm. A quick look at (11) lets us choose
L∗ =
H2
s2
,  =
sh0
H2
. (20)
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Symbol Meaning Typical value
Q Solar constant 1361 W m−2
γ Continent to ocean area ratio 0.3
A Budyko constant in OLR flux -267.96 W m−2
B Budyko constant in OLR flux 1.74 W m−2 K−1
τ0 Ice sheet yield stress 0.3×105 Pa
ρi Ice density 0.92×103 kg m−3
H Ice sheet height scale 2.1 m
1
2
s 0◦C Isotherm slope 0.4 ×10−3
h0 0
◦C Isotherm height over the Arctic Ocean 1.2 km
 0◦C Isotherm height over the Arctic Ocean (nondimensional) 0.1
T ∗ Temperature time scale 195.55 K
L∗ Ice sheet extent scale 2.7×104km
t∗ Time scale 33.2×103 years
µ Ratio of ocean and ice sheet specific heats bifurcation parameter
β Nondimensional parameter in Budyko-Sellers model 0.79
α1, α2 Parameters of the continental albedo 0.25 and 4, respectively
α−, α+ Limits of oceanic albedo 0.85 and 0.25, respectively
ξ−, ξ+ Limits of the ratio of accumulation and ablation 0.1 and 0.5, respectively
θα, ∆α Translation and steepness parameters for oceanic albedo 1.4 and 0.015, respectively
θξ, ∆ξ Translation and steepness parameters for ξ 1.43 and 0.0027, respectively
Table 1: Typical values of all of the physical parameters used in the manuscript. The data is based
on [22, 13].
Symbol Meaning Definition
T , θ Temperature (dimensional and nondimensional) (1), (16)
l, λ Ice sheet extent (dimensional and nondimensional) (9), (16)
t, τ Time (dimensional and nondimensional) (16)
qi,o Incoming and outgoing fluxes (1)
h Ice sheet profile (7)
hiso 0
◦C isotherm (8)
l0 Boundary between the accumulation and ablation zones (12)
λ0 Position of l0 measured in terms of λ (21)
σ Generic sigmoid function Def. 1
αc,o Continental and oceanic albedo (30), (28)
ξ Ratio of accumulation to ablation rate (22)
F , G Coordinates of the vector field (51)
f , g θ- and λ-nullclines (52)
Table 2: Symbols appearing in the paper along with their meaning and location of definition.
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In this way we have
λ0(λ) =
1
λ
[
−
(
+ λ+
1
2
)
+
√
+ 2λ+
1
4
]
, (21)
which implies the nondimensional form of the mass balance equation
dλ
dτ
=
√
λ ((1 + ξ)λ0 − 1) for λ0 ≥ 0. (22)
where we have denoted the ratio of accumulation to ablation by ξ and chosen the ice sheet time scale
t∗ =
3
2
H2
ms
. (23)
Using the typical parameters from Tab. 1 we can estimate that t∗ = 33.2× 103 years, which roughly
corresponds to the usual glacial oscillation time scale. Moreover, L∗ = 2.7 × 104 km and  = 0.1.
Notice that  can be thought as a small parameter. Having done all the scalings we can now formulate
the final version of the temperature equation
1
µ
dθ
dτ
= 1 + β − γαc(λ)− (1− γ)αo(θ)− θ, (24)
where
µ :=
3
2
BH2
msc
, (25)
is the free parameter measuring the ratio of ocean and ice sheet specific heats. We will also take this
as our bifurcation parameter (what has also been done in [22]). This is because it is relatively easy
to show that its variation produces a limit cycle via the Hopf bifurcation. And these in turn are of
fundamental interest in climate science.
As for the modifications which take into accout l0 < 0 and h0 < 0 the nondimensionalization is
straightforward. First, equation (14) translates into
dλ
dτ
= −
√
λ for λ0 < 0, (26)
while (15) becomes
dλ
dτ
= − ξ
2
√
λ
 for λ < − 
2
. (27)
If λ ≥ − 
2
the main equation (22) is valid.
To close the model we have to prescribe the albedos αc,o and the melting to snowfall ratio ξ. The
continental albedo should increase with the ice sheet extent. The simplest model of that is, of course,
a linear dependence
αc(λ) = α1 + α2λ, (28)
where αi are empirical constants. We have to keep in mind that in order of the above formula to
produce a bounded albedo, the ice sheet extent has to be kept appropriately limited. The value α1
is that of a clean ground while α2 is determined from the continent’s complete ice cover. If the ice
is maximally developed, the continental albedo should become almost equal to that of the pure ice.
Hence, we have the estimate
α2 ≥ αcmax − α1, (29)
where we have assumed that the maximal ice sheet extent is attained for λ = 1. Thus, when we use
the typical values from Tab. 1 we obtain that α1 ≥ 4.
The oceanic albedo is a decreasing function of the temperature and, as we mentioned before, many
authors proposed different versions of it: from stepwise functions to its continuous approximations.
As we will show, the dynamics does not depend on the particular form of the albedo.
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Definition 1. A function σ : R → R is called sigmoid if it is bounded and differentiable with a
non-negative derivative. As a normalization one can take lim
x→±∞
σ(x) = ±1.
Therefore, it is reasonable to propose the following form of the oceanic albedo
αo(θ) =
1
2
(
α+ + α− + (α+ − α−) σα
(
θ − θα
∆α
))
, α− ≥ α+, (30)
where 0 ≤ α± ≤ 1 are limits of αo(θ) for θ → ±∞, θα is the translation and ∆α being the steepness
parameter. The limiting case when ∆α→ 0+ corresponds to the discontinuous jump from α− to α+
at θ = θα. This form has been chosen for example in [28].
In [22] Authors argue that ξ = ξ(θ) is an increasing function determined mostly by the snowfall
rate. When the temperatures are low the oceans are mostly covered with ice. The evaporation is
small, and hence the precipitation rate is low. Therefore, we can take
ξ(θ) =
1
2
(
ξ+ + ξ− + (ξ+ − ξ−) σξ
(
θ − θξ
∆ξ
))
, ξ− ≤ ξ+, (31)
where σξ is an arbitrary sigmoid function and 0 ≤ ξ± ≤ 1 are respective limits of ξ(θ) when θ → ±∞.
This concludes the derivation of our general model.
3 Analysis
3.1 Simplification
So far we have stayed at the full generality and did not make any simplifications corresponding to
the particular configuration of the ice sheet and the temperature. It is crucial to notice that the
λ-coordinate for the most interesting stationary point of the model is generally small. First, notice
that by taking the value of h0 estimated in [52, 13] to be maximally of order of 1.2km, the reasonable
magnitudes of τ0 = 0.3 × 105 Pa and s = 0.4 × 10−3 we have  ≈ 0.1 which can be thought of as a
small quantity. First, we will estimate the magnitude of the stationary value of the ice sheet extent.
Notice that only the case of λ0 ≥ 0 yields an interesting dynamics and therefore, in the following
we will only focus on the analysis of (22). It is relatively easy to obtain the estimates of the magnitude
of the λ-nullcline on which the possible stationary points can lie.
Proposition 1. Assume that
− 2 + ξ
2ξ
≤  < 1
4
ξ
2 + ξ
, (32)
where ξ = ξ(θ). Then the λ-nullcline of (22) decomposes into two branches λ1,2 = λ1,2(θ) for which
0 ≤ λ1 < λ2. Moreover, the following holds for  > 0(
1 +
1
ξ
)
2 ≤ λ1(θ) ≤ 4
(
1 +
1
ξ
)
2,
2
(
1− 1
2 + ξ
)
 ≤ ξ(1 + ξ)
(2 + ξ)2
− λ2(θ) ≤ 3
(
1− 1
2 + ξ
)
,
(33)
while for  ≤ 0 we have(
1 +
1
ξ
)
2 + 2
(
1 +
1
ξ
)(
1 +
2
ξ
)
3 ≤ λ1(θ) ≤
(
1 +
1
ξ
)
2,
−
(
1− 1
2 + ξ
)
 ≤ λ2(θ)− ξ(1 + ξ)
(2 + ξ)2
≤ −2
(
1− 1
2 + ξ
)
.
(34)
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Proof. At the beginning assume that  > 0. Observe that the λ-nullcline of (22) with a help of (21)
can be determined from the equation
1
λ
[
−
(
+ λ+
1
2
)
+
√
+ 2λ+
1
4
]
= ζ, ζ :=
1
1 + ξ
. (35)
Inspecting the left-hand side of the above we can notice that there exist exactly two solutions of the
above if and only if the maximum of λ0(λ) is greater than ζ. This maximum can easily be calculated
to yield
λ0(λmax) =
1− 4
1 + 4
where λmax =
1
2
(1 + 4). (36)
Hence, two branches exist if and only if λ0(λmax) > ζ, that is to say  < 14
1−ζ
1+ζ
which is our assumption.
Furthermore, since the equation defining λ1 and λ2 is essentially a quadratic, its solutions can be
readily obtained in a closed, yet cluttered, form
λ1,2 =
1
2(1 + ζ)2
[
1− ζ − 2(1 + ζ)∓
√
(1− ζ)2 − 4(1− ζ2)
]
, (37)
which after some manipulation can be written as
λ1,2 =
1− ζ
2(1 + ζ)2
[
1− 21 + ζ
1− ζ ∓
√
1− 41 + ζ
1− ζ 
]
. (38)
The next step is to estimate the square root in order to extract the leading order behaviour when
→ 0+. First, from the Taylor expansion we have√
1− 41 + ζ
1− ζ  ≤ 1− 2
1 + ζ
1− ζ − 2
(
1 + ζ
1− ζ
)2
2. (39)
From this we immediately obtain
λ1 ≥ 1− ζ
2(1 + ζ)2
[
1− 21 + ζ
1− ζ − 1 + 2
1 + ζ
1− ζ + 2
(
1 + ζ
1− ζ
)2
2
]
=
2
1− ζ . (40)
Similarly,
λ2 ≤ 1− ζ
2(1 + ζ)2
[
1− 21 + ζ
1− ζ + 1− 2
1 + ζ
1− ζ 
]
=
1− ζ
(1 + ζ)2
− 2
1 + ζ
. (41)
To find the other estimates notice that because of the convexity of the square root we have (or by
some elementary manipulations) √
1− 41 + ζ
1− ζ  ≥ 1− 4
1 + ζ
1− ζ . (42)
Therefore,
λ2 ≥ 1− ζ
2(1 + ζ)2
[
2− 61 + ζ
1− ζ 
]
=
1− ζ
(1 + ζ)2
− 3
1 + ζ
. (43)
Finally, by the analysis of the auxiliary function 1−x−√1− 2x−2x2 we can derive the last essential
inequality √
1− 41 + ζ
1− ζ  ≥ 1− 2
1 + ζ
1− ζ − 8
(
1 + ζ
1− ζ
)2
2, (44)
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which gives us the last estimate for  ≥ 0.
The case of  < 0 is analogous. The maximum of λ0 is always equal to 1 for  < 0 and hence,
both branches exist then and we can use the estimates obtained from the Taylor series. The first
branch λ1 can be estimated with a use of
2
(
1 + ζ
1− ζ
)2
2 + 4
(
1 + ζ
1− ζ
)3
3 ≤ 1− 21 + ζ
1− ζ −
√
1− 41 + ζ
1− ζ  ≤ 2
(
1 + ζ
1− ζ
)2
2, (45)
for −1
2
1 + ζ
1− ζ ≤  ≤ 0. The second solution λ2 can be bounded by
1 ≤
√
1− 41 + ζ
1− ζ  ≤ 1− 2
1 + ζ
1− ζ ,  ≤ 0. (46)
This along with (38) ends the proof.
Immediately we can see that
λ1 = O(
2), λ2 =
ξ(1 + ξ)
(2 + ξ)2
+O() as → 0, (47)
and hence the branch converges to zero very fast with → 0 while the larger is near a positive value.
Henceforth, it seems that λ2 is the more essential branch of the mass balance equation on which a
possible critical point can lie. Moreover, because 0 ≤ ξ ≤ 1 we have
ξ(1 + ξ)
(2 + ξ)2
≤ ξ+(1 + ξ+)
(2 + ξ+)2
≤ 2
9
, (48)
since the left-hand side function is increasing. Therefore, any critical point, if exists, has λ always
close or smaller than 2
9
(for values from Tab. 1 we have ξ+ = 0.5 and thus the upper bound is 0.12).
Because of that we can also consider it to be a small quantity.
Now we are in position to make the final simplification of our governing equations. We want to
utilize the fact that both  and λ are small quantities. In order to simplify the expression for λ0 we
write
λ0(λ) =
1
λ
[
λ−
(
+ 2λ+
1
2
)
+
√
+ 2λ+
1
4
]
. (49)
Next, since + 2λ is small we can expand the above square root into Taylor series to obtain
λ0(λ) =
1
λ
[
λ− (+ 2λ)2 + 2(+ 2λ)3 + ...] ≈ 1− 4− 4λ− 2
λ
, (50)
where we have retained only two first terms of the above expansion. We can use this as an approxi-
mation of (22) but we will make yet another simplification by taking → 0. This is motivated by the
above observation concerning the λ-nullcline branches λ1,2. Finally, we arrive at our climate model
which we repeat here for clarity.
dθ
dτ
= µ [1 + β − γ (α1 + α2λ)− (1− γ)αo(θ)− θ] =: F (θ, λ),
dλ
dτ
=
√
λ ((1 + ξ(θ)) (1− 4λ)− 1) =: G(θ, λ),
for θ > 0, 0 < λ ≤ 1
4
, (51)
where αo(θ), ξ(θ) are respectively given by (30) and (31) while all parameters µ, β, γ are positive. We
will see that despite the apparent oversimplification of vanishing , this dynamical system possesses
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an interesting oscillatory behaviour which is in accord with the observations in paleoclimatology.
Therefore, even the simplest coupling of realistic energy and mass equations produces self-sustained
internal climate oscillations.
A note about validity of the model (51) is in order. First of all, as  → 0 the smaller branch of
the λ-nullcline disappears. The model should thus be valid only in the vicinity of the critical point
lying on the λ2 branch. On the other hand, the linear form of the continental albedo (28) requires at
most moderate variations of the ice sheet extent. Taking into account above arguments, we conclude
that our simplifications are justified provided we do not allow for large excursions of λ.
3.2 The phase plane
Since λ in (51) appears only linearly in both of the given equations, we can immediately write the
exact form of the nullclines (denoted by f and g)
θ − nullcline : λ = 1
α2
[
1
γ
(1 + β − (1− γ)αo(θ)− θ)− α1
]
=: f(θ),
λ− nullcline : λ = 1
4
ξ(θ)
1 + ξ(θ)
=: g(θ).
(52)
An exemplary plot of the phase plane is depicted on Fig. 3. We can quickly compute the respective
derivatives
f ′(θ) = − 1
γα2
((1− γ)α′o(θ) + 1) , g′(θ) =
1
4
ξ′(θ)
(1 + ξ(θ))2
. (53)
Observe that g′ is always positive while f ′ can change its sign depending on whether the oceanic
albedo αo has a sufficiently steep gradient. For the real-world parameters f has two local extrema
and we denote them by θm and θM . We can see that f ′ is positive for θ ∈ (θm, θM) and negative
otherwise.
Since αo(θ) and ξ(θ) are both constructed with the sigmoid functions we can see that there can
exist from one to five critical points of our system. With a simple geometrical reasoning we can
distinguish several cases of their existence.
Proposition 2. Let n be a number of critical points of (51) and denote g± := lim
θ→±∞
g(θ). If ∆α is
small enough for α′o(θ) = (1− γ)−1 to have two zeros θm and θM , then
• n = 1 if g+ ≤ f(θm) or g− ≥ f(θM) or (g(θm) < f(θm) and g(θM) > f(θM)).
• n ≥ 3 if f(θm) < g−, g+ < f(θM).
• n = 5 if and only if f(θm) < g−, g+ < f(θM) and there exists a point θc ∈ (θm, θM) such that
f(θc) = g(θc) and f ′(θc) < g′(θc).
In the opposite case, we have n = 1.
Since the above can be justified by considering each case and plotting the nullclines, we omit the
proof. Because of a high number of various parameters the result is stated in terms of the values
of nullclines at readily computable points. This makes the presentation clear. Note also that in the
above observation we include only the most meaningful situations. Of course, one can arrange the
parameters in a way to produce an even number of critical points but this would require having the
nullclines tangent at some points. In reality, this situation is highly improbable however, we will
return to this case in Proposition 4.
The (local) stability of the critical points can be categorized according to the gradients of f and g.
Notice also that the creation and destruction of various stationary points depends on the parameters
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Figure 3: An exemplary phase plane along with nullclines f (solid line) and g (dashed line). The
chosen parameters are not necessarily realistic and have been chosen to exemplify the qualitative
features of the phase plane. In particular, α0 = 0.25, α1 = 3.2, α+ = 0.25, α− = 0.85, θc = 1.27,
∆α = 0.12, ξc = 1.29, ∆ξ = 0.01.
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present in ξ and αo (for ex. ∆T ). Varying those can produce critical points through the saddle-node
and pitchfork bifurcations. The precise conditions for them to occur are intrinsic to the specific
nature of σ functions used in construction of ξ and αo. We will treat all parameters except µ to be
fixed and consider all possible bifurcations.
First, we give a simple result concerning the linearisation.
Lemma 1. Let (θc, λc) be one of the stationary points of (51) and by J denote its Jacobi linearisation
matrix. Then
J =
µα2γf ′c −µα2γξc√
λc
g′c −
ξc√
λc
,
 (54)
where we have used the short-hand notation ξc := ξ(θc), f ′c = f ′(θc) and g′c := g′(θc). Moreover, the
eigenvalues of J can be written as
r1,2 =
1
2
µα2γf ′c − ξc√
λc
±
√(
µα2γf ′c −
ξc√
λc
)2
− 4µα2γ ξc√
λc
(g′c − f ′c)
 . (55)
Proof. This is just a straightforward calculation. We start from collecting the formulas for partial
derivatives of the vector field (F,G) defined in (51)
∂F
∂θ
= − ((1− γ)α′o(θ)− 1) ,
∂F
∂λ
= −µα2γ,
∂G
∂θ
=
√
λ(1− 4λ)ξ′(θ), ∂G
∂λ
=
1
2
√
λ
(ξ(θ)− 12λ(1 + ξ(θ))) .
(56)
Since on the λ−nullcline (52), in particular for the stationary point, we have λ = g(θ) the above
partial derivatives of G at (θc, λc) reduce to
∂G
∂θ
=
λc√
λc
ξ′c
1 + ξc
=
ξc√
λc
g′c,
∂G
∂λ
=
1
2
√
λc
(
ξc − 3 ξc
1 + ξc
(1 + ξc)
)
= − ξc√
λc
. (57)
Moreover, the formula for the eigenvalues follows from the fact that
r1,2 =
1
2
(
trJ ±
√
(trJ)2 − 4 det J
)
. (58)
This ends the proof.
Notice that knowing (56) we can easily find the direction of the vector field (F,G) since it vanishes
on the nullclines and is monotone in their neighbourhood.
Right now we are in position to subsequently classify the stability of all types of the stationary
points that can arise in our system. At every critical point the nullclines f and g can cross transver-
salily or be tangent to each other. The transversality is the crucial property and can happen in two
ways: either f ′ > g′ or otherwise. This classifies the particular cases of stability.
Proposition 3. Let (θc, λc) be any critical point of (51) for which f ′(θc) < 0. Then it is locally
• a stable node for µ ∈ (0, µ1] ∪ [µ2,∞),
• a stable focus for µ ∈ (µ1, µ2),
where
µ1,2 :=
ξc
α2γ (f ′c)
2√λc
(
2g′c − f ′c ±
√
g′c (g′c − f ′c)
)
> 0. (59)
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Proof. Since f ′c < 0 we immediately have trJ = µα2γf ′c− ξc√λc < 0 and thus the first term in both the
eigenvalues (55) is negative. Moreover, because g is always increasing we have f ′c < g′c. Therefore,
the quantity under the square root (55) can become negative for a suitable choice of µ > 0.
Immediately we notice that if the eigenvalues are conjugate complex the critical point is a stable
focus since, as we mentioned before, Re r1,2 < 0. Next, observe that if the eigenvalues are real they
have to be negative. The one with the minus sign is obviously smaller than zero while the other can
be transformed into
r1 =
2µα2γ
ξc√
λc
(g′c − f ′c)
µα2γf ′c − ξc√λc −
√(
µα2γf ′c − ξc√λc
)2
− 4µα2γ ξc√λc (g′c − f ′c)
< 0. (60)
Therefore (θc, λc) is a stable node. In any case, the critical point is locally stable.
We are left with finding the precise conditions for the transition from focus to the node to occur.
According to (55) we have to check whether the squared term chenges its sign. It is a quadratic
equation for µ and can be written as
(α2γf
′
c)
2
µ2 − 2α2γ ξc√
λc
(2g′ − f ′)µ+ ξ
2
c
λc
. (61)
From the Vieta’s formulas we immediately know that the zeros of the above are both positive. They
can be easily calculated to yield (59).
When we return to Fig. 3 we notice that for the two outermost critical points we have f ′c < 0
and hence, these are locally stable. The physical interpretation of this climate state is that we have
either low temperature with a very small ice sheet or high temperature with a very large ice sheet.
This situation is set up by the precipitation-temperature feedback and probably have to be corrected
by allowing the snow line to vary with the temperature, i.e.  = (θ). Since our simple model is
tailored to investigate the other case we conclude that the two outermost critical points could not
give a sufficient representation of the climate state.
Now, we move to the most important and physical case where f is increasing.
Theorem 1. Let (θc, λc) be a critical point of (51) for which f ′c > 0. Then, the following holds.
• When g′c < f ′c the critical point is a saddle for all all µ > 0.
• When g′c > f ′c the Hopf bifurcation takes place as µ passes
µ0 :=
ξc
α2γf ′c
√
λc
. (62)
In this bifurcation a limit cycle is created with an approximate angular frequency
ω0 =
ξc√
λc
√
g′c
f ′c
− 1. (63)
Its stability can be determined from the sign of the first Lyapunov coefficient l1(µ0) which, for
clarity of presentation, is given in the Appendix (bifurcation is supercritical for l1(µ0) < 0 and
subcritical otherwise).
Moreover, the critical point locally is a
– stable node for µ ∈ (0, µ1],
– stable focus for µ ∈ (µ1, µ0),
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– unstable focus for µ ∈ (µ0, µ2),
– unstable node for µ ∈ [µ2,∞),
where µ1,2 are defined in (59).
Proof. We start from the case of g′c − f ′c < 0. Then, from (55) we can see that the term under the
square root is always positive which implies that the eigenvalues are real for every µ > 0. Assume
that µ is such that trJ ≤ 0, then the eigenvalue with a minus sign is negative while for the second
we have a formula (60) which shows that it has to be positive. Hence, the eigenvalues have opposite
signs and the critical point is a saddle. The case trJ > 0 is analogous.
Now, assume that g′c − f ′c > 0 and notice that when determining the sign of the term under
the square root in (55) we arrive at exactly the same situation as before in Theorem 3. Hence, the
critical point is a node for µ ∈ (0, µ1]∪ [µ2,∞) and a focus for µ ∈ (µ1, µ2). The difference from this
previous case is that its stability can change when µ increases.
When µ = µ0 the trace of the Jacobian matrix vanishes and the eigenvalues are purely imaginary.
From the monotonicity of the quadratic we thus have µ0 ∈ (µ1, µ2) and
Re r1,2(µ0) = 0, Im r1,2(µ0) = ±iω0, (64)
where ω0 is defined in (63). Moreover,
d
dµ
∣∣∣∣
µ=µ0
Re r1,2 =
1
2
α2γf
′
c > 0, (65)
hence the critical points cross the imaginary axis with nonzero speed. Therefore, by the Hopf
bifurcation theorem [18, 23] we conclude that a limit cycle is born when µ → µ0. The stability
µ-intervals can be obtained essentially in the same way as before with the use of (60).
The last part of the theorem to prove is the form of the Lyapunov coefficient l1(µ0). First, we will
transform (51) into a standard form which helps us to utilize an explicit formula for l1(µ0). First,
since at µ = µ0 the Jacobian matrix has a conjugate pair of purely imaginary eigenvalues, we have
Jq = iω0q, (66)
where the eigenvector has a form
q =
 1g′c
(
1 + i
√
g′c
f ′c
− 1
)
1
 . (67)
Next, define the two transition matrices by
S =
(
q q
)
, T =
1√
2
(
1 i
1 −i
)
. (68)
If we now introduce a new coordinate set by(
ψ
κ
)
= T−1S−1
(
θ − θc
λ− λc
)
(69)
then (51) transforms into
d
dt
(
ψ
κ
)
=
(
0 −ω0
ω0 0
)(
ψ
κ
)
+
(
P
Q
)
, (70)
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Figure 4: Time series of dimensional temperature and ice sheet extent (left) and the phase plane of
their dimensionless versions (right). Parameters used for this simulations are listed in Tab. 1 along
with µ = 1.0545µ0 = 2.0196 and µ0 = 1.915. The limit cycle is drawn in thick while its Lyapunov
coefficient is l1(µ0) = −162.3. This is the largest limit cycle found numerically.
where (
P (ψ, κ)
Q(ψ, κ)
)
=
(
G (θλ) + ω0κ
(g′c/f
′
c − 1)−1/2
[
G (θ, λ)− ξc
α2γ
√
λc
g′c
f ′c
F (θ, λ)
]
− ω0ψ
)
where (θ, λ) =
(
θc + (g
′
c)
−1
(
ψ − κ (g′c/f ′c − 1)1/2
)
, λc + ψ
)
.
(71)
Then, the first Lyapunov coefficient can be calculated via the formula ([18], (3.4.29))
l1(µ0) =
1
8ω0
(Pψψψ + Pψκκ +Qψψκ +Qκκκ)
+
1
8ω20
[Pψκ(Pψψ + Pκκ)−Qψκ(Qψψ +Qκκ)− PψψQψψ + PκκQκκ] ,
(72)
where subscripts denote partial derivatives evaluated at (ψ, κ) = (0, 0). A straightforward calculation
leads to (88).
An exemplary plot of the limit cycle is presented on Fig. 4 where we have used the parameters
from Tab. 1. During our simulations we have noticed that although it is easy to control the position
of the critical point, the stability of the limit cycle is much more difficult to anticipate. This is of
course due to the rather complex form of (88) which involves several competitive terms. However,
due to the sigmoid nature of ξ and αo their higher derivatives are very singular near their inflection
point and thus, the presence of third derivatives in (88) can dominate the behaviour of l1(µ0). The
precise analysis of the Lyapunov coefficient is one of the objectives of our future work.
Looking at Fig. 4 we immediately can see that although the position of the critical point is
reasonable, the amplitude of the oscillations is smaller than the one predicted in the original work
([22]). During ice ages, the temperature oscillates through several degrees. The fundamental reason
for such behaviour is putting  = 0 at the beginning of our analysis. This forbids the snow line
to follow the temperature changes and hence, to increase the temperature amplitude. This can be
seen from simple physical reasoning. If the temperature is high, there is a larger snowfall at high
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latitudes promoting the growth of the ice sheet. Then, the large ice extent increases albedo which, in
turn, lowers the temperature. In the case of  6= 0 the snow line gets lower and shrinks the ablation
zone. Eventually, when the precipitation is low enough the melting dominates and ice retreats.
Temperature rises forcing the snow line up and the oscillation continues so forth. On the other
hand, when  = 0 there is no additional mechanism which shortens the ablation zone and hence, the
amplitude of oscillations is smaller than in the other case.
On the other hand, when µ passes through µ0 the amplitude of the oscillations grows until it
reaches the size depicted on Fig. 4. This is in accord with the regime of model’s validity - the
excursions from the equilibrium should not be large. Moreover, if the parameters were tweaked for
the nullclines to intersect precisely at one point, the limit cycle would not be attracted by another
critical point. The oscillations would persist in a form of asymmetric relaxations-oscillations. The
analysis of this case has been done in [42].
We stress, however, the fact that the period of the oscillations is of the right order that is present
in the nature, that is 10− 100k years (in our case - 40k years). Probably, it is possible to get more
realistic results by varying the parameters (especially steepness ∆α, ∆ξ and centres Tc, ξc) but our
goal is to show that even for the most simple model of ice-albedo and precipitation-temperature
feedbacks there is a stable limit cycle.
Lastly, we state one more result about the possible type of the critical point.
Proposition 4. Let (θc, λc) be a critical point of (51) for which f ′c = g′c > 0. Then, if µ > µ0 it is
unstable while for µ < µ0 its stability is the same as the stability of the ψ = 0 point of the following
differential equation
dψ
dτ
=
2α2γµξ
2
c(
α2γ
√
λcµf ′c − ξc
)3 (f ′′c − g′′c )ψ2 + higher order terms. (73)
Therefore, if f ′′c 6= g′′c the critical point is unstable.
Proof. First by (55), if f ′c = g′c the determinant of the Jacobian matrix vanishes one of the eigenvalues
is equal to zero. Then one eigenvalue vanishes while the other is equal to µα2γf ′c − ξc√λc . Now, if
µ > µ0 the latter is positive and hence, the critical point is unstable.
Assume now that µ < µ0. Then, one of the eigenvalues is positive while the other is zero. At this
point we cannot infer about its stability and we will use the Central Manifold Theorem (see [23]).
It simply states that on the phase plane there exist a graph of a function to which all sufficiently
close trajectories converge exponentially fast. On this manifold, however, the dynamics is slower and
governed by a smaller number of differential equations (in our case - one).
To find the center manifold first we have to diagonalize the system (51) in order to find the
direction in which the vector field has a zero eigenvalue. A simple calculation gives the eigenvectors
p =
 −
ξc√
λc
−4λ
3/2ξ′c
ξc
 , q =
 γµα1f
′
c
4λ
3/2
c ξ′c
ξc
 , (74)
and the transition matrix
S =
(
p q
)
. (75)
If introduce the following variables (
ψ
κ
)
= S−1
(
θ − θc
λ− λc
)
, (76)
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the system (51) becomes
d
dt
(
ψ
κ
)
= − ξc
4λcξcξ′c − 4α2γλ3/2µf ′ξ′
 µ(4λ3/2c ξ′cξc F (θ, λ)− α1γf ′cG(θ, λ))
4λ
3/2
c µξ
′
c
ξc
F (θ, λ)− ξc√
λc
G(θ, λ)
 =: ( F˜ (ψ, κ)
G˜(ψ, κ)
)
,
where (θ, λ) =
(
θc + α1γµf
′
cκ−
ξc√
λc
ψ, λc +
4λ
3/2
c ξ′c
ξc
(κ− ψ)
)
.
(77)
From the Central Manifold Theorem there exist a function K = K(ψ, µ) which satisfies the following
partial differential equation
G˜(ψ,K(ψ, µ), µ) = Kψ(ψ, µ)F˜ (ψ,K(ψ, µ), µ), K(0, 0) = Kψ(0, 0) = 0. (78)
Then, the dynamics of (77) is captured by the equation
dψ
dτ
= F˜ (ψ,K(ψ)). (79)
Since we are dealing with the local behaviour near critical point we can expand the center manifold
into Taylor series (this is the only meaningful coefficient)
K(ψ) = c2ψ
2 + higher order terms, (80)
and plug it to (78) to arrive at
c2 =
α2γ
√
λcµξ
′
c (4λ
2
cξ
′′
c − ξ2cf ′′c ) + ξ2c ξ′′c
(
ξc − α1γ
√
λcµf
′
c
)− 8λcξ2c (ξ′c)2
2
√
λcξ′c
(
ξc − α1γ
√
λcµf ′c
)2 . (81)
If we now plug the above expansion of the center manifold into (79) we will arrive at
dψ
dτ
=
α2γµ (ξ
2
cf
′
c − 4λ2cξ′c)
ξc
(
ξc − α2γ
√
λcµf ′c
)ψ + higher order terms. (82)
However, by using (52) and (53) we have
ξ2cf
′
c − 4λ2ξ′c = α2γµξ2c
(
f ′c −
ξ′c
(1 + ξc)2
)
= α2γµξ
2
c (f
′
c − g′c) = 0, (83)
by our assumption. Therefore the leading order term in the above differential equation vanishes and
we have to take into account higher orders of ψ. Using the above calculation and computing the next
term in the Taylor series we obtain
ψ′ =
2α2γµ
(
ξ3cf
′′
c + 32λ
3
c (ξ
′
c)
2 − 4λ2cξcξ′′c
)
ξc
(
α2γ
√
λcµf ′c − ξc
)3 ψ2 + higher order terms. (84)
This can be further simplified by again using (52) and noticing that
4
λ2c
ξ2c
ξ′′c − 32
λ3c
ξ3c
(ξ′c)
2
=
1
4
ξ′′c
(1 + ξc)2
− 1
2
(ξ′c)
2
(1 + ξc)2
= g′′c . (85)
From that there follows the assertion (73).
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4 Conclusion and future work
We have shown that even a very simple conceptual model describing ice-albedo and precipitation-
temperature feedbacks can exhibit internal self-sustained oscillations. The model is by no means
constructed to represent the actual state of the climate but rather to describe a simple mechanism
which takes into account two important features of Earth system.
Our results rigorously state that under some natural conditions, the temperature and the ice sheet
extent oscillate at a period of O(104 years). The amplitude is, however, smaller than in reality but
this behaviour can be anticipated from the very construction. Moreover, the results are completely
independent from the particular choice of the functional form of the oceanic albedo and accumulation
to ablation ratio (which are hard to determine experimentally). This generality strengthens the fact
that the climate may indeed oscillate without any external forcing.
Our future work will consists of considering the case of nonzero  which would be a function
of time and temperature in order to take into account the temperature-melting feedback of the ice
sheets. The ultimate goal would be to augment the model with equations representing lithosphere
response and CO2 oscillations.
Appendix
The calculation of the first Lypanunov coefficient is a very technical point of the above considerations.
We have to use (72) and in order to do that, calculate the necessary second and third derivatives.
For the function F we have
∂2F
∂θ2
= α2γf
′′
c ,
∂2F
∂λ∂θ
=
∂2F
∂λ2
= 0,
∂3F
∂θ3
= α2γf
′′′
c ,
∂3F
∂θ2∂λ
=
∂3F
∂θ∂λ2
=
∂3F
∂λ3
= 0,
(86)
while the derivatives of G can be written as
∂2G
∂θ2
=
4λ
3/2
c
ξc
ξ′′c ,
∂2G
∂λ∂θ
=
2
√
λc(1− 2ξc)
ξc
ξ′c,
∂2G
∂λ2
= − ξc
λ
3/2
c
,
∂3G
∂θ3
=
4λ
3/2
c
ξc
ξ′′′c
∂3G
∂θ2∂λ
=
2
√
λ(1− 2ξc)
ξc
ξ′′c ,
∂3G
∂θ∂λ2
= −(4ξc + 1)√
λcξc
ξ′c,
∂3G
∂λ3
=
3ξc
4λ
5/2
c
.
(87)
Having those we can compute the derivatives of P and Q in (72). In order to facilitate this tedious
process we have used the Mathematica scientific environment. The result is the following
l1(µ0) =
4f
(3)
c λ2cξ
2
c + (f
′
c)
2 (3ξ2cg
′
c − 8λ2c(4ξc + 1)ξ′c) + 8λ3c(1− 2ξc)f ′ξ′′c
32λ2cξ
2
c (f
′)2 g′c
√
g′c
f ′c
− 1
+
λ2ξ2cf
′′
c (4λ
2
cξ
′′
c − ξ2cf ′′c ) + ξ2c (f ′c)3 (ξ2cg′ + 4λ2c(2ξc − 1)ξ′c)
8λ2cξ
4
c (f
′
c)
2 g′c (f ′c − g′c)
√
g′c
f ′c
− 1
+
2λ2c (f
′
c)
2 ((2ξc − 1)ξ′c (ξ2cg′c + 4λ2c(2ξc − 1)ξ′c)− 2λcξ2c ξ′′c )− 2λ3c(2ξc − 1)f ′cξ′c (ξ2cf ′′c + 4λ2cξ′′c )
8λ2cξ
4
c (f
′
c)
2 g′c (f ′c − g′c)
√
g′c
f ′c
− 1
.
(88)
The sign of the above can now be numerically evaluated to infer the stability of a limit cycle.
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