The discipline of operations management is rarely studied with an eye on public policies.
Yet, it is glaring to even the casual observer that public infrastructure is very different in different countries. How does public infrastructure affect private sector inventory levels?
Informal figures indicate the importance of this question. Guasch and Kogan (2004) , in a paper for the World Bank, estimate that the additional inventory burden in "many [unspecified] developing countries," over the U.S. level, costs these countries 2% of their GDP (pg. 2). To put this in perspective, more than half the countries in the world have defense expenditures at 2% of their GDP, or less 1 . Using estimates at the industry level, they attribute an important cause of the inventory burden to underdeveloped infrastructure in developing countries. Yet, Figure 1 shows only very weak correlation (0.09) between median firm-level inventory (scaled by cost of goods sold) versus infrastructure, measured with the ratio of road length to total area. Anecdotal evidence supports this. For example, Singapore and Malaysia is separated by a ¾ mile causeway. A walk over the causeway often sends the observer from a gleaming Singapore with wide expressways and the world's second largest port to Johor Bahru (the border city in Malaysia), where pot-holed roads support traffic gridlocks. Yet, the backroom of the Carrefour store in Singapore does not seem to be any smaller than that of the Carrefour in Johor Bahru.
Would a rigorous analysis support the Guasch and Kogan proposition, or Figure 1 Singapore/Malaysia anecdote that infrastructure does not really reduce firm-level inventory?
I begin in section 1, in which I define what I mean by public infrastructure. I also outline the hypothesis of interest, that private firm-level inventory substitutes for public infrastructure. I shall call this the "substitution hypothesis." I further consider alternative hypotheses about the relationship between infrastructure and inventory, which I summarize in Table 1 . One competing view is that we might observe low inventory with better infrastructure, not because of substitution, but because of reverse causality. In this interpretation, low inventory levels could be an indication of firm quality (e.g., Lai (2005) ). Countries with low firm-level inventories have better, more profitable firms that pay more taxes. Better public finances translate to better infrastructure, holding factors like government and institutions constant.
Thus, any purported evidence for the substitution hypothesis must rule out this alternative "public finance hypothesis."
Another competing view is concerned not with reverse causality, but with the possibility that the relationship between infrastructure and inventory is spurious altogether. Specifically, infrastructure and inventory can both increase with anticipated GDP growth. If one rises faster than the other, we might observe a (spurious) substitution between them. I shall call this the "co-determination hypothesis."
In section 2, I describe a dataset to test the substitution hypothesis and these competing hypotheses. The dataset contains information for 4,268 unique retail firms in 60 countries, for the period 1983 through 2004. I study retail firms because these hold large inventories as part of their regular course of business. Even in the U.S., where infrastructure is developed and inventory levels are presumably lower, the median retailer holds as much as 20% of their cost of goods sold as inventory (see analysis later). At the country level, retailers also hold much inventory. For example, U.S. retailers hold $467 billion in inventories in November 2005, a shade higher than the $466 billion held by manufacturers (Commerce (2006) ).
In section 3, I describe the empirical strategy. The centerpiece of the empirics is in identifying the exogenous component of infrastructure. To do that, I use several instrumental variables-such as the elevation of a country, and information on whether a country is landlocked or is an island-which I argue serve the identification purpose. I also control for GDP growth, which the co-determination hypothesis argues is the underlying driver of both infrastructure and inventory. If, after controlling for GDP growth (and other relevant factors), exogenous infrastructure is still not negatively correlated with inventory, then I can reject the substitution hypothesis. This baseline strategy is bolstered with many robustness analyses.
In section 4, I report the key result that there is evidence consistent with the substitution hypothesis. That is, after proper accounting for endogeneity (aka the public finance or codetermination hypotheses), there is evidence that more infrastructure means less inventory. A doubling of the length of roads (scaled by total area)-roughly as in Malaysia's 0.20 km/sq km to Turkey's 0.45-reduces firm-level inventory by about 6%.
In section 5, I find that the baseline result is robust to many sensitivity analyses. These include analyses that expand the measures of infrastructure (from just roads in the baseline to airports and container ports), vary the dataset (from focusing on small countries with homogenous infrastructure to larger ones), focus on sub-samples with different accounting standards and treatments of inventory valuations, and many others.
In section 6, I report the cross-section contingencies-i.e., are there meaningful sub-samples in which substitution does not occur? One contingency is at the country level. Some countries might find that utilization increases "too much" with improved infrastructure, so that at the firm level, the net result is that improved infrastructure does not improve operating conditions (even though at the country level, welfare might be improved with more firms and more activity). I do not find this to be the case empirically. Another contingency is at the firm level. I find that firms with greater agency problems-measured using the proportion of minority interest-exhibit less reduction in inventory with improved infrastructure.
Finally, in section 7, I conclude with some implications. I also interpret what this finding really means. For example, it hardly implies that investing in infrastructure leads only to reduction in private firm inventory, since such investments often produce positive externalities (e.g., jobs in a logistics hub). This paper also does not answer many questions. For example, the Guasch and Kogan (2004) World Bank paper really argue that infrastructure reduces inventory for all industries, not just retailing. It could be that manufacturing or wholesaling firms involve a different set of considerations. I also describe some interesting avenues for further research.
To sum up this introduction, this paper makes two contributions to the literature. First, it addresses a vital question at the interface of operations management and public policy. Given the astonishing magnitude of public infrastructure investments, it is important to clarify their benefits, one of which is purported to be improved inventory management at the firm level.
Second, the paper also makes a modest empirical contribution, using large-scale econometrics in a multi-country setting with physical country characteristics as instrumental variables.
DEFINITIONS, HYPOTHESES, ANTECEDENTS
The American Heritage Dictionary defines "infrastructure" as "the basic facilities, services, and installations needed for the functioning of a community or society, such as transportation and communications systems, water and power lines, and public institutions including schools, post offices, and prisons." Because my scope of interest is public policy and inventory, I use a narrower definition in this paper: infrastructure includes the basic facilities, services, and installations typically built and operated by governments that could reduce logistics costs, supply lead times, or demand volatilities. Under this definition, I am primarily referring to roads, railways, ports, and airports. I exclude utilities like water and power. Importantly, I exclude communications infrastructure like phone networks, because these are mostly built and operated by the private sector during the period covered by my dataset (mostly in the late 1980's through 2004, depending on model specification).
Does public infrastructure reduce private-sector firm-level inventory? Table 1 summarizes various hypotheses.
The baseline I investigate is the "substitution hypothesis" described in the introduction. Guasch and Kogan (2004) use a standard news-vendor formulation to argue that more and better infrastructure decreases transit time, which in turn reduces inventory requirement.
Another possibility is that consumers can reduce the need to bulk-purchase. Furthermore, infrastructure can enlarge market catchment and therefore volume, allowing retailers to produce more accurate forecasts and again decrease inventory needs. Larger catchment may also introduce more competition, forcing firms to become more efficient at inventory management. There is some empirical evidence to support these arguments. Chikan and Whybark (1990) survey firms in South Korea, China, Western Europe and Hungary and conclude that more industrialized countries with better infrastructure have lower inventory. Goonatilake (1990) argues that firms in developing countries are more likely to operate in less competitive environments and therefore have less incentive to manage inventory tightly.
However, most of these papers use surveys or cases (surveys are in Prasad and Babbar (2000) and Prasad, et al. (2001) , rather than the large-scale econometric approach in this paper. One paper that does take an econometric approach is Guasch and Kogan (2004) . However, their result is mixed: they find that infrastructure reduces inventory only for raw materials, not aggregate inventory, work-in-progress, or finished goods. Also, they address inventory at the industry level, rather than the firm-level that is the focus of this paper. Furthermore, they compare mostly the U.S. and only Latin American countries. Because many of these are geographically expansive countries with uneven infrastructure development in say, urban versus rural areas (e.g., Brazil), it is hard to see that infrastructure can be properly measured.
Most importantly, their estimation, using ordinary least squares, is open the challenge of many competing hypotheses, which I describe next.
One competing view is the "public finance hypothesis," which argues that inventory could indirectly be driving infrastructure. This endogeneity argument is very similar to a very extensive parallel literature in industrial organization, where the question is whether industry structure determines firm performance (e.g., Porter (1980)) or firm performance determines industry structure (e.g., Demsetz (1973) ). The latter's story is that high-performing firms grows to dominate their industries, so it would be wrong to attribute firm performance to "favorable" industry structures (fewer competitors). The analogous argument here is that lean inventory could be a manifestation of firm performance (e.g., Chen, et al. (2005 ), Gaur, et al. (1999 ), Lai (2005 ).
Better, more profitable firms contribute more to taxes and therefore better infrastructure, holding other factors like the quality of government and budget allocations constant.
Apart from "public finance," there is another potential source of endogeneity in the substitution hypothesis. Here, a competing "co-determination hypothesis" is that the relationship between inventory and infrastructure could be spurious, if both are determined by other factors. A candidate for this third factor is expected GDP growth. When growth is anticipated, both private firms stock up inventory and public policy makers invest in infrastructure (e.g., Glaeser, et al. (2004) ). GDP growth may not be the only third factor. For example, Chikan and Whybark (1990) suggest that indigenous and cultural factors in South Korea, China, Hungary, and Western Europe lead to different inventory practices in these places. Such factors could also determine investments in infrastructure, perhaps through channels such as the quality of government (e.g., La Porta, et al. (1999b) ). I emphasize that the co-determination hypothesis is agnostic about the specific relationship between inventory and infrastructure. However, if GDP growth spurs inventory and infrastructure unevenly, then codetermination is an alternative explanation for observed negative correlation between inventory and infrastructure.
Even if I find substitution for the average country and average firm, a further question is whether substitution might still not hold for some countries or firms in a cross-section. There are at least two theoretical reasons for this, summarized in Table 1 , panel (b) . I call these crosssectional contingencies.
One country-level contingency is utilization: in a cross-section of countries, do some countries experience no substitution because more roads leads to so much utilization that firms do not benefit from more infrastructure? The idea is that the new roads first increase the value of the road system disproportionately, in a network effect, but further increase in utilization causes traffic jams -e.g., the new Ring Expressway in Bangkok, and empirical evidence for induced traffic in Boarnet and Chalermpong (2000) and the survey in there. 2
Another contingency is at the firm level. In a firm where management is divorced from ownership, such as the classic Berle and Means (1932) corporation (see also La Porta, et al.
(1999a)), there could be agency problems. In such firms, shareholders cannot evaluate management's hidden and costly (to management) action to keep inventory lean, given that inventory has only a noisy correlation with observable measures of management quality such as financial performance (e.g., Chen, et al. (2005) , Lai (2005), Netessine and Roumiantsev (2005)).
Therefore, management consistently under-invests in keeping inventory lean even when inventory could be reduced with more and better infrastructure. This idea is also called "shirking" in "team production" in the literature on the economics of organization (e.g., Alchian and Demsetz (1972) ) and the "dissipation hypothesis" in Lai (2006) . The prediction is that we may not observe substitution in firms where agency issues are strident.
DATA
There does not appear to be a sufficiently deep single source of data for the purpose of my analysis, so I assemble my dataset from a number of sources. The main one is Osiris, an 2 A sophisticated version of this view requires understanding the simultaneity involved in the supply of and demand for infrastructure. For example, it could be that the counter-factual is: without the investment in more roads, the increase in traffic will be even worse. The dataset is summarized in Table 2 . Panel (a) shows the firm-year observations. Given that the firms are retailers, it is not surprising that most of the inventories are "finished goods" rather than raw materials or work-in-progress (WIP). Therefore, in the rest of this paper, I focus on aggregate inventory (separate estimations using only finished goods inventory produce qualitatively the same results and are not reported). Panel (b) shows the distribution by country. Many countries have very few observations per year. In the analyses, I therefore conduct analyses with and without these (usually small) countries. I report results including these countries, since the results are qualitatively the same. In the unreported sub-samples, I use thresholds of 50 and 100 minimum number of observations. To guard against potential sample selection bias arising from these culls, I further correct them using a Heckman procedure. The independent variables in the selection model include year, assets, ROA, and listing status.
A key concern is whether comparisons across countries are meaningful, given the differing accounting conventions. I address this in two ways. First, many of the key variables are ratios, For example, following the literature, I measure INVENTORY by dividing firm-level inventory by cost of goods sold (e.g., Chen, et al. (2005) , Gaur, et al. (2005)). This removes some variation that affects numerator and denominator in the same way. This is the approach I take in our baseline analyses. Second, in robustness checks, I marshal detailed information about various conventions our firms take and conduct analyses for sub-samples in which firm-years have the same conventions. Panels (c), (d), (e), and (f) show the listing status (important since many firms in emerging markets are private), cost accounting methods, inventory accounting treatment, and standards adopted in the firm-years. These are used to construct sub-samples for robustness tests, described later.
The rest of the panels show country characteristics. In panel (g), I summarize country-year observations in a dataset that is joined with the firm-year dataset for analysis. This countryyear information is from the World Bank, who in turn obtained the information from national statistical agencies around the world. Consistency is ensured to a reasonable extent. For example, all agencies compile data according to at least the 1968 SNA (System of National Accounts), and more are adopting the 1993 SNA. Furthermore, "data are shown for economies as they were constituted in 2003, and historical data are revised to reflect current political arrangements." Some data is time-invariant, and these are reported in panel (h). I obtain these from CIESIN (Center for International Earth Science Information Network) at Columbia.
METHOD
To discriminate the three hypotheses, the key is to partial out the exogenous component of
INFRASTRUCTURE. The baseline model is:
LOGINVENTORYcif,t+1 = LOGINFRASTRUCTUREct + LOGGDPGROWTHct +
where LOGINVENTORYcif,t+1 is the aggregate inventory for firm f in country c in year t+1, scaled by contemporaneous cost of goods sold, LOGINFRASTRUCTUREcift is a measure of some element of country c's infrastructure in year t scaled by the country's area, and
LOGGDPGROWTHct a measure of country c's GDP growth in year t.. Fcift and Cct are vectors of firm and country control variables, FIRMf are firm effects, and εft is assumed to be white noise.
The idea is that, after all the controls, what is left in LOGINFRASTRUCTUREct affects nextperiod LOGINVENTORYcif,t+1. Under the substitution hypothesis, LOGINFRASTRUCTUREct is negatively signed, while under the public finance hypothesis, it is not, since next-period inventory should not affect previous-period infrastructure. Importantly, the substitution hypothesis predicts that LOGINFRASTRUCTUREct is negatively signed even with
LOGGDPGROWTHct on the right hand side, while the co-determination hypothesis says that including LOGGDPGROWTHct will render LOGINFRASTRUCTUREct statistically insignificant.
Furthermore, under co-determination, LOGGDPGROWTHct is predicted to have a significant coefficient, since it is supposed to correlate with inventory.
I measure LOGINFRASTRUCTUREct on several dimensions: road length, portion of roads paved, railway length, container port and airport facilities. However, I am able to obtain installed capacity data only for roads infrastructure. I do have utilized capacity for railway, container ports, and airports (see Table 2 , panel (h)). Utilized capacity has the advantage that it correlates with infrastructure "usability" or quality-e.g., many roads might be poorly paved or located. However, it also has the disadvantage of being simultaneously determined not only by the supply of infrastructure, but also its demand, which is correlated with LOGINVENTORY.
Therefore, I consider these measured with error so I also estimate the baseline model with instrumental variables (see later).
The LOGINFRASTRUCTUREct measures are scaled in two alternate ways: GDP and geographic area of the country. Both approaches give similar results and I report only those scaled with area. Another reason for choosing area over GDP is that GDP could be endogenous with infrastructure investment.
Another concern is that for many big countries, infrastructure development is uneven. For example, for a Chinese firm in Shanghai, the average infrastructure for China is not relevant unless the firm operates in all parts of China. Therefore, my baseline dataset will focus on geographically small countries (total area less than 400,000 square km) or countries with welldeveloped infrastructure (GDP per capita at US$20,000 or above, at purchasing power parity PPP, in the firm-year). The idea for the latter is that, unlike say China, more developed countries like the U.S. facilitate their firms taking advantage of its average infrastructure across wide swaths of area. I report robustness checks for this restriction later. These sub-samples are summarized in Table 1 , panel (i).
The firm controls Fcft include gross margin, capital intensity, and a measure of "sales surprise." Gaur, et al. (2005) show that these explain 97.2% of the inventory variance among retail firms in the U.S. One difference is that I have only a very short time period to measure sales surprise (which they measure using Holt's exponential smoothing method), so I use sales growth as a proxy. Perhaps the important argument for why this is less relevant here is that it is hard to imagine that sales surprise could be correlated with LOGINFRASTRUCTUREct.
Indeed, the correlation between my proxy (sales growth) and LOGROADS is 0.01., close to zero.
For the country controls Cct , I include inflation and interest rates, following Chen, et al. (2005) . They also have GDP growth, which is a variable of interest here under the "codetermination hypothesis." Therefore, this is also included as a regressor, as we will see. I also add LOGPHONE (log of the number of fixed line and mobile phone subscribers per 1,000 people), which measures usually private-owned infrastructure that might correlate with the publicly-owned infrastructure of interest to me.
As mentioned earlier, one of the issues with fixed effects estimation is that it might still not control for unobserved time-varying heterogeneity. I use an alternative instrumental variables approach. Specifically, I instrument LOGINFRASTRUCTUREct using the exogenous variables:
(1) the country's total area, (2) whether the country is landlocked, (3) whether it is an island, (4) its mean elevation, (5) the shortest air distance from its capital to New York, Tokyo, or
Rotterdam, and (6) the mean distance from coast or river (details are in n Table 2 , panel (h)).
The economic argument for these is that they determine the cost of infrastructure construction.
For example, the U.S. Forest Service, which constructs roads on terrain at different elevations, documents that the cost loading on road construction at high elevation can be up to 7.9 times of that at coastal elevation (the supporting literature is extensive; see, for example, U.S. Forest
Service, (2003)). I also confirm the intuition with an expert in civil engineering familiar with geographic conditions in a variety of developed and emerging nations in Asia 3 .
Because the instruments are time-invariant country characteristics, the model is as before, but without the firm fixed effects:
Econometrically, the instrumental variables are satisfactory in their correlation with the potentially endogenous variables. Table 3 shows that each endogenous variable is highly correlated with at least one instrumental variable. I cannot reject the null of substitution if
LOGINFRASTRUCTUREct still has a negative coefficient after partialing out potential endogeneity with the instrumental variables. I also formally test the model for overidentification in the reported results below.
All estimation for these as well as subsequent models (unless otherwise stated) is done with robust Huber-White standard errors, and clustered around industry to minimize serial correlation. 
BASELINE RESULTS

In
ROBUSTNESS CHECKS
In Table 5 , I report a sample of the robustness checks I conduct. Other tests not reported here provide qualitatively similar results. In all cases here, the model is:
This then, is the first variation: I add INDUSTRYi and YEARt to the model.
In model (1), I expand the measure of LOGINFRASTRUCTUREct beyond roads to the portion of roads paved and airports. Only LOGROADSct in the baseline model appears significant. This is consistent with a story in which airports and air freight have diminishing impact on lead time.
After the first airport and the first use of air freight, more airports and air freight do not help much. Otherwise, the substitution hypothesis continues to hold.
In model (2), I use 4-digit NAICS industry codes rather than the 2 digits used in the baseline.
Once again, LOGROADSct is signed negative, so substitution holds. I also use secondary industry codes, beyond the primary industries in the baseline. The result is unchanged.
In model (3), I restrict the dataset to smaller countries. Recall that the baseline dataset includes countries with geographic area 400,000 square km or smaller and with GDP per capita at US$20,000 (at PPP) or higher. Here, I restrict the former to just 100,000 square km. Again, substitution holds. Other restrictions, using bigger geographies or without the GDP per capita restriction, produce the same qualitative results.
An example of this last is in model (4), in which I remove the U.S. This is because the U.S. provides many observations-as shown in the reduction in N between models (3) and (4)-and it would be prudent to check that the results are not skewed by one country. As model (4) shows, substitution holds again.
In model (5), I show an example of the sub-samples on which I do robustness checks. In this case, I add to the baseline restriction a further restriction that firms must be listed. As the results show, the substitution theory holds again. Other sub-samples include MNCs, standalone business units (those without recorded subsidiaries), and focused firms (those without secondary NAICS codes, or whose secondary codes are the same as the primary ones).
Other robustness tests include using lagged dependent variables on the right-hand side, to further minimize endogeneity problems. Another test uses rolling 3-year periods rather than 1-year periods in the baseline. This accounts for the possibility that changes in infrastructure exhibit long lags. Yet another test interacts LOGGDPGROWTH with LOGROADS, to address the possibility that GDP growth affects the impact of infrastructure differently depending on the level of infrastructure. Finally, I also include the numerous controls in Table 2 , panel (g), under the categories "Macroeconomics," "Financial Constraints," "Openness," "Rule of Law and Governance," and "Technology." All these produce qualitatively the same result, supporting the substitution hypothesis and are not reported (but are available from the author).
CROSS-SECTIONAL CONTINGENCIES
In the section on "Hypotheses," I describe predictions about substitution in a cross-section of firms. These can be viewed as still more robustness checks and as a way to produce a more nuanced notion of how substitution works or does not work.
The "utilization contingency" asks thus: in a cross-section of countries, do some countries experience no substitution because more roads leads to so much utilization that firms do not benefit from more infrastructure? First, I confirm that new roads generally do increase utilization, measured with LOGVEHICLES, log of the number of vehicles per km of roads. The correlation between LOGROADS and LOGVEHICLES is 0.55. In Table 6 , models (1), I see the LOGVEHICLES does not influence the inventory, whether on its own or in its interaction with LOGROADS. One interpretation is that utilization does not have a contingent effect on our substitution hypothesis. But an F-test of LOGROADS and LOGVEHICLES confirms that they are jointly significant at the 1% level. So perhaps it is the specification that is inadequate. We address this in model (2) by including a quadratic term for LOGVEHICLES and its interaction with LOGROADS. The partial on LOGROADS is as follows: it is negative (substitution), and more so at higher utilization levels (LOGVEHICLES ranges from 0.71 to 5.67). In other words, utilization is never so high as to clog up the roads to diminish substitution. 5
The "agency contingency" asks: in a cross-section of firms, do firms with agency issues not exhibit substitution? I measure the severity of agency problems with the proportion of shares held by minority interests. The idea is that, with concentrated owners, the majority shareholders have more incentive to monitor management, and in many cases, they are management themselves (e.g., La Porta, et al. (1999a ), Morck, et al. (1988 ). In Table 6 , model (3), I report estimations including a MINORITY variable (reported earlier in Table 2 , panel (a)) and its interaction with LOGROADS. As predicted, both are positively signed, and LOGROADS continues to be negative and (now modestly) statistically significant. I interpret this as agency 5 The partial on LOGVEHICLES is not pertinent to our substitution story, but may be interpreted as follows: it is positive when infrastructure is low and negative when it is high (LOGROADS ranges from -4.33 to 1.72). In other words, with very poor infrastructure, utilization does clog up and inventory rises.
It is only with better infrastructure that utilization reduces inventory.
both increasing inventory levels as well as reducing substitution when infrastructure improves.
DISCUSSION AND CONCLUSION
I begin by asking whether public infrastructure reduces private inventory. Using a novel dataset and a range of techniques, I present evidence consistent with a substitution hypothesis.
I enrich the hypothesis with investigations into cross-sectional implications.
I acknowledge that an important qualifier for this paper's finding is ceteris paribus: holding all others constant. Since "all others" are rarely constant, observed differences in firm-level inventory may not be attributable to differences in infrastructure in the magnitude described here. Another qualifier is that I have not investigated the cost of infrastructure, but only the (partial) benefit. Nevertheless, it is still quite astonishing that the partial differential in the substitution theory is as high as it is.
In this paper, I focus on infrastructure that is mostly government led. One interesting empirical push beyond this paper is to investigate interesting private-led infrastructure developments, such as phone networks, freight hubs, and industrial warehouse facilities.
Indeed, the benefit is probably so large that one often reads about private firms in All hypotheses hold as constant both relevant time-invariant and time-varying firm characteristics, industry characteristics, and country characteristics like inflation and interest rates, quality of institutions, etc. Importantly, the hypotheses hold each other constant. For example, "substitution" says we should observe "more infrastructure, less inventory" even after we factor out endogeneity from "public finance."
Competing hypothesis
Predicted relationship between inventory and infrastructure "Story" 
(b) -Cross-sectional Contingencies
These ask: even if there is substitution for the average country or average firm, wouldn't some countries or some firms still experience no substitution because of particular country or firm effects?
Contingency
Predicted relationship between inventory and infrastructure "Story"
Theoretical antecedents (examples) Utilization in a country
Substitution only if utilization does not increase "too much"
Greater utilization is evidence of "increasing returns" to infrastructure, and reduces need for inventory. But too high utilization is evidence of traffic jams, which increases need for inventory Boarnet and Chalermpong (2000) Agency in a firm Substitution only if agency issues are not too serious 
The baseline dataset focuses on geographically small countries (total area less than 400,000 square km) or countries with well-developed infrastructure (GDP per capita at US$20,000 or above, at purchasing power parity PPP, in the firm-year). The idea for the latter is that, unlike say China, more developed countries like the U.S. allow American firms in any part of the country to take advantage of its average infrastructure. The other sub-samples are used for robustness tests.
Area<400,000 sq km or GDP/capita > $20,000/year Area<100,000 sq km or GDP/capita > $20,000/year Table 3 
-Correlation between Instrumental and Endogenous Variables
This is for the sub-sample "Area<400,000 sq km or GDP/capita > $20,000/year" used in the rest of the paper. is the aggregate inventory for firm f in country c in year t+1, scaled by contemporaneous cost of goods sold, LOGINFRASTRUCTURE cift is a measure of some element of country c's infrastructure in year t scaled by the country's area, and LOGGDPGROWTH ct a measure of country c's GDP growth in year t. . F cift and C ct are vectors of firm and country control variables, FIRM f are firm effects, and ε ft is assumed to be white. In the other models, LOGINFRASTRUCTURE ct is estimated with country time-invariant instruments, and uses 2-stage least squares, naturally without the firm fixed effects. The dataset includes only firm-years from geographically small countries (total area less than 400,000 square km) or countries with well-developed infrastructure (PPP GDP per capita at US$20,000 or above, in the firm-year). Estimation is done with robust Huber-White standard errors, and clustered around industry to minimize serial correlation. *** = 1% significance, ** = 5%, *=10%. OLS = fixed effects, IV = instrumental variables.
LOGROADS
(1) FE (2) is a measure of some element of country c's infrastructure in year t, F cift and C ct are matrices of firm and country control variables, INDUSTRY i and YEAR t are (2-digit NAICS, except in model 2) industry and year effects, and ε ft is assumed to be white.. Models (1) and (2) include only firm-years from geographically small countries (total area less than 400,000 square km) or countries with well-developed infrastructure (PPP GDP per capita at US$20,000 or above, in the firm-year). Model (3) changes the 400,000 square km restriction to 100,000 square km. Model (4) excludes firm-years for the USA. Model (5) restricts the baseline dataset further, to include only listed firms. Estimation is done with robust Huber-White standard errors, and clustered around industry to minimize serial correlation. *** = 1% significance, ** = 5%, *=10%.
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