The menstrual cycle is composed of the follicular phase and subsequent luteal phase based on events occurring in the ovary. Basal body temperature (BBT) reflects this biphasic aspect of menstrual cycle and tends to be relatively low during the follicular phase. In the present study, we proposed a state-space model that explicitly incorporates the biphasic nature of the menstrual cycle, in which the probability density distributions for the advancement of the menstrual phase and that for BBT switch depend on a latent state variable. Our model derives the predictive distribution of the day of the next menstruation onset that is adaptively adjusted by accommodating new observations of BBT sequentially. It also enables us to obtain conditional probabilities of the woman being in the early or late stages of the cycle, which can be used to identify the duration of follicular and luteal phases, as well as to estimate the day of ovulation. By applying the model to real BBT and menstruation data, we show that the proposed model can properly capture the biphasic characteristics of menstrual cycles, providing a good prediction of the menstruation onset in a wide range of age groups. An application to a large data set containing 25,622 cycles provided by 3,533 woman subjects further highlighted the between-age differences in the population characteristics of menstrual cycles, suggesting wide applicability of the proposed model.
Introduction
During the reproductive age, women experience recurring physiological changes known as menstrual cycles. The cycle starts on the first day of menstruation, followed by a pre-ovulatory period referred to as the follicular phase. After ovulation, the cycle enters a post-ovulatory period referred to as the luteal phase, lasting until the day before the next menstruation onset. Although menstrual cycles generally last 28 days, the length of the menstrual cycle exhibits significant variation, both within and among individuals (Harlow and Zeger 1991) . Variation in menstrual cycle length is mainly attributed to the follicular phase, as the follicular phase shows greater variation in length than the luteal phase (Fehring et al. 2006) . Thus, determining the time of ovulation can be difficult.
Basal body temperature (BBT) also reflects this biphasic aspect of the menstrual cycle; BBT tends to be relatively low during the follicular phase, increasing by 0.3 to 0.5 • C after the cycle enters the luteal phase (Barron and Fehring 2005, Scarpa and Dunson 2009 ). Since a shift in BBT may be indicative of ovulation, daily BBT records could be used to estimate the day of ovulation and associated fertile interval. However, the estimation of ovulation based on BBT may be error-prone (Barron and Fehring 2005, Dunson and .
Considerable effort has been made to develop menstrual cycle-related statistical models. BarrettMarshall-Schwartz models are a class of statistical models for human fecundability, in which the occurrence of pregnancy is explained by the intercourse pattern and day-specific probability of conception within the fertile interval (Barrett and Marshall 1969, Schwartz et al. 1980) . The fertile interval within the menstrual cycle refers to the time period where the day-specific probability of conception is not negligible; thus, intercourse can result in pregnancy. It is estimated to last about 6 days, starting ∼ 5 days prior to ovulation and ending on the day of ovulation (Dunson et al. 1999 (Dunson et al. , 2002 . The fertile interval can be identified based on various biological markers for ovulation, such as BBT, urinary luteinizing hormone level, and cervical mucus. However, none of these markers identify ovulation perfectly; therefore, error in the identification of the day of ovulation is considered an important issue in studies of human fecundability Weinberg 2000, Dunson et al. 2001) . Time-to-pregnancy models are another class of statistical models for human fecundability, which explain the number of menstrual cycles required to achieve a clinical pregnancy. Additional statistical models for human fecundability have been reviewed in Weinberg and Dunson (2000) , Ecochard (2006) , Zhou (2006) , Scarpa (2014) , and Sundaram et al. (2014) .
Another line of research involves the development of statistical models explaining the variability in the menstrual cycle length (MCL). This includes the following types of models: mixture distribution models explaining the long right tail in the distribution of the MCL (Harlow and Zeger 1991 , Guo et al. 2006 , McLain et al. 2012 ); longitudinal models, accounting for the within subject-correlation in the MCLs (Harlow and Zeger 1991 , Lin et al. 1997 , McLain et al. 2012 ; and a change point model identifying the menopausal shift in the moments of the MCL distribution (Huang et al. 2014) . Furthermore, Bortot et al. (2010) proposed a state-space modeling framework providing a predictive distribution of the MCL that is conditional on the past time series of the MCL. Moreover, recent studies have considered the joint modeling of the MCL and fecundability (McLain et al. 2012 , Lum et al. 2016 , Liu et al. 2017 .
Although BBT is an easily observed quantity relevant to the menstrual cycle, the development of statistical models explaining periodic BBT fluctuations has received little attention. Scarpa and Dunson (2009) applied Bayesian functional data analysis to BBT time series data that characterized BBT fluctuations in normal cycles parametrically and identified abnormal BBT trajectories nonparametrically. Fukaya et al. (2017) recently proposed a state-space model involving the menstrual phase as a latent state variable explaining the BBT time series. Applying a sequential Bayesian filtering algorithm enabled the authors to obtain filtering distribution of the menstrual phase, providing a predictive distribution for the onset of the next menstruation sequentially.
In the model proposed by Fukaya et al. (2017) , the biphasic nature of the menstrual cycle was not accounted for in an explicit manner. Specifically, the model used a trigonometric series to explain the periodic BBT fluctuations, and the biphasic pattern may thus appear as a result of model fitting. In addition, the model assumed a single probability density distribution for the advancement of the menstrual phase, and did not account for differences in the distribution of the length of the follicular and luteal phases. However, there is another possible model formulation that is biologically more natural and interpretable, based on previous knowledge of the menstrual cycle. This model involves dividing a cycle into two distinct stages (i.e., first and second stages, which are expected to correspond to the follicular and luteal phases, respectively), in which each stage is characterized by specific statistical distributions for BBT and the advancement of the menstrual phase.
In the present study, we propose such an "explicit biphasic menstrual cycle model", as an extension of the model proposed by Fukaya et al. (2017) , which we refer to as an "implicit biphasic menstrual cycle model". In our explicit model, the probability density distributions of the advancement of the menstrual phase and the BBT switch, depending on a latent state variable. Our model can therefore be seen as a self-excited threshold autoregressive state-space model (Ives and Dakos 2012) . Most of the statistical inferences applied to the implicit model described in the previous paper (Fukaya et al. 2017) can be similarly applied to the current explicit model. Thus, the conditional distribution of the latent menstrual phase variable can be obtained using a sequential Bayesian filtering algorithm, which in turn can be used to yield a predictive distribution of the day of menstruation onset. Furthermore, as we describe below, the conditional distribution of the latent menstrual phase variable naturally provides the probability of a subject being in the first or second stage, which may potentially be used to estimate ovulation, provided the model adequately captures the characteristics of the follicular and luteal phases. By applying to a large data set of menstrual cycles, we illustrate the wide applicability of the proposed model. We show that the proposed model can properly capture the biphasic characteristics of menstrual cycles, shedding light on the between-age differences in the population characteristics of menstrual cycles.
The remainder of this paper is organized as follows. In Section 2, we detail the proposed method, formulating the model and describing statistical inferences involving latent state variables and parameters. We also explain how the predictive distribution for the next menstruation onset and the probability that a subject is in the first or second stage can be obtained, based on the conditional distribution of the menstrual phase variable. Section 3 presents an application of the proposed model to a real menstrual cycle data set collected from a large number of women. For eight age groups, ranging from the late teens to the early 50s, we report the maximum likelihood estimates of the model parameters, and examine the accuracy of the prediction of menstruation onset. We also provide the joint and marginal distributions of the lengths of the first and second stages, which was judged based on the smoothed distribution of the menstrual phase. A concluding discussion is provided in Section 4.
2 Model description and inferences 2.1 State-space model of the menstrual cycle Suppose for i = 1, . . . , I female subjects, a record of BBT measurement, y it , and an indicator of the onset of menstruation, z it , was obtained for days t = 1, . . . , T i . By z it = 1, we denote that menstruation for subject i started on day t, whereas z it = 0 indicates that day t was not the first day of menstruation for the subject i. We denote the BBT time series and menstruation data obtained from the subject i up to time t as Y it = (y i1 , . . . , y it ) and Z it = (z i1 , . . . , z it ), respectively. We assumed that the time series for each subject was independent from the time series of other subjects.
We considered the phase of the menstrual cycle, θ it ∈ R, to be a latent state variable. In the following, we assumed that menstrual cycles are periodic in terms of θ it with a period of 1. We divided each cycle into two distinct stages, the first stage (0 ≤ θ it − θ it < 0.5) and the second stage (0.5 ≤ θ it − θ it < 1), where x is the floor function returning the largest previous integer for x. We expected the former to represent the follicular phase and the latter to represent the luteal phase. We defined a set of real numbers corresponding to the latent menstrual phase being in the first and second stages of the cycle as Θ 1 = {θ ⊂ R | 0 ≤ θ− θ < 0.5} and Θ 2 = {θ ⊂ R | 0.5 ≤ θ− θ < 1}, respectively.
We let it reflect the daily advance of the phase for subject i between days t − 1 and t, and assumed that it was a positive random variable independently following a gamma distribution with varying parameters. Thus, the system model can be described as:
We assumed that the system model parameters switched between two stages, enabling a description of the difference in the variability of the length of these stages. Under this assumption, the conditional distribution of θ it , given θ i,t−1 , is a gamma distribution with a probability density function:
We assumed that the distribution of the observed BBT, y it , was conditional on the menstrual phase θ it . Assuming a Gaussian observation error, the observation model for the BBT can be expressed as:
Again, observation model parameters µ (θ it ) , σ 2 (θ it ) switched depending on the underlying stage within the cycle, in order to describe a biphasic pattern in the BBT. Conditional on θ it , y it then follows a normal distribution with a probability density function:
For the menstruation onset, we assumed that menstruation starts when θ it crosses the smallest following integer. This can be represented as follows:
In rewriting this deterministic allocation in a probabilistic manner, z it follows a Bernoulli distribution conditional on (θ it , θ i,t−1 ):
where I(x) is the indicator function that returns 1 when x is true or 0 otherwise. The model involves, under no restriction, a total of 8 × I parameters; that is, the model has an independent set of parameters (α i1 , α i2 , β i1 , β i2 , µ i1 , µ i2 , σ i1 , σ i2 ) for each subject i. However, in most cases, it is likely that data are not sufficiently abundant to estimate parameters separately for each subject. Restricted versions of the model can be considered by assuming that certain parameters are equal among subjects. For example, we can assume that a set of parameters (α i1 , α i2 , β i1 , β i2 , µ i1 , µ i2 , σ i1 , σ i2 ) is equal for all I subjects, in which case there would be only 8 parameters to be estimated. This approach pools information across subjects and allows the estimation of parameters, even when the time series is not of sufficient length for each subject. Between-subject variation can be accounted for using covariate information, such as the age of the subject, when available. For example, between-subject differences in α i1 (> 0) can be modeled as: log α i1 = γ 0 + j γ j x ij , where x ij is the jth covariate for subject i. In this case, the γs are the parameters to be estimated.
Let ξ be a vector of the parameters of the model. Given data (Y iT i , Z iT i ) and a distribution specified for initial states p(θ i1 , θ i0 ) for each subject i, the parameters in ξ can be estimated using the maximum likelihood method. The log-likelihood for subject i can be expressed as
where
For t = 2, . . . , T i ,
which can be sequentially obtained using the Bayesian filtering technique described below. Note that, for each subject i, p(y it | θ it )(t ≥ 1) and p(θ it , θ i,t−1 | Y i,t−1 , Z i,t−1 )(t ≥ 2) depend on ξ; however, this dependence is not explicitly described here for notational simplicity. Since the subject time series is assumed to be independent, the joint log-likelihood is the sum of the I subject log-likelihoods:
2.2 State estimation and calculation of log-likelihood by using sequential Bayesian filtering
The joint distribution of the phase of subject i at successive time points t and t − 1, conditional on the observations obtained up to time u, p(θ it , θ i,t−1 | Y iu , Z iu ), is referred to as a predictive distribution when t > u, as a filtering distribution when t = u, and as a smoothed distribution when t < u. Given a state-space model, its parameters, and data, these conditional distributions can be obtained by using recursive formulae for the state estimation problem, which are referred to as the Bayesian filtering and smoothing equations. Details regarding the state estimation of state-space models have been previously described (e.g., Kitagawa 2010 , Särkkä 2013 . Although these conditional probability distributions are often analytically intractable for nonlinear, non-Gaussian state-space models, they can be obtained approximately for the self-excited threshold autoregressive state-space model described above. To this end, we applied Kitagawa's non-Gaussian filtering procedure (Kitagawa 1987) , which provides a numerical approximation of the joint conditional probability density p(θ it , θ i,t−1 | Y iu , Z iu ). The numerical procedure applied to the implicit biphasic menstrual cycle model described by Fukaya et al. (2017) can be used to our explicit biphasic menstrual cycle model in the same manner. Since the subject time series are assumed to be independent, conditional probability distributions can be obtained separately for each subject i. Once the numerical approximation of the joint conditional probability density p(θ it , θ i,t−1 | Y iu , Z iu ) is obtained, the marginal probability densities (e.g.,
can also be obtained straightforwardly; these are used to obtain the predictive distribution for the day of menstruation onset and the conditional probabilities for the ovarian cycle phases as described below. The log-likelihood for data at a particular time (Equations 12 and 13) can be calculated for each subject as a by-product of obtaining the filtering distribution. Missing observations are allowed in the sequential Bayesian filtering procedure. More details can be found in Fukaya et al. (2017) . Fukaya et al. (2017) reported that the filtering distribution of the menstrual phase in their statespace model could be used to obtain the predictive distribution for the next menstruation onset (i.e., a predictive distribution for the length of the current cycle), which was conditional on the accumulated data available at the time point of the prediction. Since filtering distributions of the menstrual phase can be obtained using the Bayesian filtering procedure, the prediction of the day of onset for the next menstruation can be adaptively adjusted by accommodating new observations sequentially. This sequential predictive framework can be applied to the current explicit model in the same manner; however, the detailed calculations are more complicated due to the biphasic nature of the system model.
Sequential Bayesian prediction for the day of menstruation onset
We denote, for k = 1, 2, . . . , the probability that the next menstruation of subject i occurs on the t + kth day, conditional on the data available for her at the tth day as h(k | Y it , Z it ). Given the marginal filtering distribution for the phase state p(θ it | Y it , Z it ), the conditional probability is as follows:
where f (k | θ it ) is the conditional probability function for the day of menstruation onset (Fukaya et al. 2017) . We provide details for calculation of f (k | θ it ) under the proposed explicit biphasic menstrual cycle model in Appendix A. Briefly, although f (k | θ it ) can be obtained for θ it ∈ Θ 2 straightforwardly, it is more involved for θ it ∈ Θ 1 . This is because the probability that the first stage of the cycle lasts until the t + j − 1th day and the next menstruation occurs on the t + kth day, denoted as
Furthermore, the calculation of φ(j, k | θ it ) requires convolutions of probability distributions, rendering it being approximated numerically.
We can choose the k giving the highest probability, max h(k | Y it , Z it ), as a point prediction for the day of menstruation onset of subject i.
Identification of stages of the cycle
For some t and u, the probability that the menstrual phase of subject i at time t is in the first stage of the cycle, conditional on data obtained by time u, can be given as
which we expect to represent the probability of the subject i being in the follicular phase at time t. By contrast, the conditional probability that the menstrual phase is in the second stage of the cycle can be given as
which we expect to represent the probability of the subject i being in the luteal phase at time t.
Note that these probabilities are prospective when the conditional distribution of θ it is a predictive distribution (t > u), whereas they are retrospective when a smoothed distribution is used (t < u).
A subject i can be judged as being in the first or second stage of the cycle based on the above probabilities. We can decide θ it ∈ Θ 1 when Pr(θ it ∈ Θ 1 | Y iu , Z iu ) ≥ 0.5, and θ it ∈ Θ 2 otherwise. We applied this decision rule in the analysis shown in section 3, although other rules could be applied.
An R script illustrating how to implement the numerical procedures for sequential Bayesian filtering, menstruation onset prediction, and judgement of stages is available upon request.
Application

Data
We organized data comprising daily recorded BBT and the day of menstrual onset, which were collected from a total of 3,784 women between 2007 and 2014 via a web service called Ran's story (QOL Corporation, Tomi, Japan). Details of Ran's story service, of which users were supposed to be ethnically Japanese, were described in Fukaya et al. (2017) . We focused on menstrual cycle data that were provided by users aged between 15 and 54 years during this period, and classified each menstrual cycle into eight age groups (15-19, 20-24, 25-29, 30-34, 35-39, 40-44, 45-49 , and 50-54 years) based on the age of the user at the beginning of the cycle.
Cycles containing one or more BBT observations during the first seven days were defined as applicable to our analyses, as we used BBT data in that time period to standardize the level of BBT as explained below. In addition, for each age group, the longest and shortest 5% of cycles were discarded to omit cycles with extreme length. This data selection procedure resulted in a data set containing 25,622 cycles provided by 3,533 unique users (Table 1 , top rows).
In order to elucidate age-specific characteristics, we further generated a subset of the above data set, which was randomly sampled while eliminating the within-woman dependency as much as possible, and was used to estimate model parameters and the accuracy of the prediction of menstruation (Table 1 , middle and bottom rows). For each of the 20s and 30s age group, in which a large number of users were registered, 450 users were selected randomly, so that 450 cycles can be sampled from unique users. Cycles were then assigned to 300 cycles for parameter estimation and 150 cycles for the assessment of predictive accuracy. Similarly, for each of the 40s age group, 450 cycles were sampled randomly, and then divided into 300 cycles for parameter estimation and 150 cycles for the assessment of predictive accuracy. However, due to the limited number of users, not all cycles were attributed to unique users in these age groups. Finally, for the late teens and early 50s age groups, all available cycles were assigned randomly for parameter estimation and the assessment of predictive accuracy, because the number of cycles in these age groups was the most limited. For the 15-19 years age group, 300 cycles were used for parameter estimation and the remaining 111 cycles were used for the assessment of predictive accuracy. For the 50-54 years age group, 120 cycles were assigned for parameter estimation and the remaining 52 cycles were used for the assessment of predictive accuracy.
As the level of BBT time series varies between cycles, we used standardized BBT data in the following analyses. For each cycle, BBT time series was standardized by subtracting the median of BBT recorded in the first seven days of the cycle from the raw BBT data.
Parameter estimation
For each age group, an explicit biphasic menstrual cycle model was fitted to data for parameter estimation (Table 1 , middle rows). We treated cycles within each age group as independent, and assumed that a set of parameters specific to the age group apply to them. In order to fit the model and evaluate log-likelihood, we used a non-Gaussian filter discretizing the state space into 512 intervals.
Parameter values were distinctly different between two stages (Table 2) . System model parameters were characterized by larger values of α and β in the first stage, except for the oldest age group (50-54 years). These estimates generally implied that the first stage is on average longer and is more variable than the second stage (Figure 1 ). Between-age differences in the stage length distribution were also discernible: the stage length tended to become variable in late teens and early 50s (Figure 1) .
As expected, in all age groups, mean BBT was estimated to be higher in the second stage: the increase in BBT (µ 2 − µ 1 ) ranged from 0.342 to 0.413 (Table 2 ). No clear difference was found in the standard deviation of observation errors of BBT (Table 2) .
Accuracy of the prediction of menstruation onset
The accuracy of the prediction for the day of menstruation onset of the explicit biphasic menstrual cycle model was compared to that of several variants of state-space models for menstrual cycles and the conventional calendar calculation method. Models used for this comparison are summarized in Table 3 . Like the fully explicit model, parameters of other state-space models were estimated by fitting the model to data for parameter estimation (Table 1 , middle rows). The predictive error was measured by the root mean square error (RMSE). As the explicit model and implicit model can adaptively adjust the prediction based on the daily BBT records, for these models, RMSE was estimated for several points in time within the cycle; namely, at the day of onset of the previous menstruation, as well as 21, 14, 7, 6, 5, 4, 3, 2, and 1 day(s) before the day of the next menstruation onset. Cycles that were shorter than 21 days were omitted from the RMSE calculation for 21 days before the day of onset of next menstruation. The calendar calculation method predicts the next menstruation day as the day after a fixed number of days from the onset of preceding menstruation, which thus does not update the prediction within the cycle. For each age class, we used a fixed number of days for calendar-based prediction that gave the lowest RMSE.
Results are shown in Figure 2 . Overall, the predictive error (RMSE) was found to be larger in young age groups (late teens and early 20s) and the oldest age group. In the fully explicit model, RMSE was in general gradually decreased as the onset day of next menstruation approached. In all age groups, the model prediction was superior to the conventional calendar calculation method in the last few days of the cycle. On the other hand, RMSE tended to increase in the late stage of the cycle in the restricted explicit model, except for the oldest age group. The model prediction may be considerably worse than the calendar calculation method, especially in the middle age classes. Implicit models tended to give relatively poor prediction in the early stages of the cycle. However, in the last few days of the cycle, they attained small RMSE that was comparable to the fully explicit model. In the 50-54 years age group, results from the implicit models were identical. This was because in this age group, the system model parameters (i.e., α and β) were estimated to be very small, which almost always predict the onset of next menstruation occurring in the following day (a phenomena that was previously known to occur in the implicit models; Fukaya et al. 2017) . In this setting, RMSE decreases constantly, and finally reaches to zero 1 day before menstruation onset. However, such a manner of prediction is of course meaningless. The results together indicate that introducing the biphasic structure into the system model was critical to improve predictions in a wide range of age class.
Distribution of the length of two stages
Based on the stage identification method described in section 2.4, we determined lengths of the first and second stages of each menstrual cycle in the entire data set (Table 1, top rows). We used the smoothed probability distribution of the menstrual phase to determine the conditional probability of each stage. The joint and marginal distributions of the length of those stages are shown in Figure  3 . In all age groups, there was a negative correlation between the length of the first and second stages. We also found that in the second stage of some age groups, there was a peak located at 0 or 1, indicating the existence of monophasic cycles.
The summary of two stage lengths is shown in Table 4 . We found that in all age groups, the first stage is longer, on average, and is more variable than the second stage. The standard deviation of both stages tended to increase in either end of the age group. Furthermore, the percentage of monophasic cycles, which were arbitrarily defined as cycles that the length of the second stage was estimated to be less than three days, was also higher in these age groups.
Discussion
In the present study, we developed a self-excited autoregressive state-space model that explicitly accommodated the biphasic nature of the menstrual cycle, as an extension of the state-space model for the menstrual cycle proposed by Fukaya et al. (2017) . The present model was fitted to menstrual cycle data obtained from a large number of women in different age groups. We found that the estimated parameters were clearly different between the first and second stages of the cycle (Table 2 ). Mean BBT was estimated to be lower in the first stage of the cycle and to increase by approximately 0.4 • C in the second stage of the cycle. This result is consistent with those of Scarpa and Dunson (2009) , who analyzed BBT data obtained from a European fertility study demonstrating that, in normal menstrual cycles exhibiting a biphasic pattern, the BBT shifts an average of 0.4 • C. Furthermore, estimates of the system model parameters suggested that the model predicts the length of the first stage to be longer and more variable than that of the second stage ( Figure  1 ). This result coincides with the fact that variability in the MCL can be mainly attributed to variability in the length of the follicular phase (Fehring et al. 2006 ). We therefore conclude that the proposed model adequately captured the characteristics of the two phases in the ovarian cycle (i.e., the follicular and luteal phases), based on time series data of the BBT and menstruation.
Since the proposed model is an extension of the state-space model proposed by Fukaya et al. (2017) , it can be used to obtain a predictive distribution of the length of the current menstrual cycle sequentially. Our analysis showed that with the accumulation of the within-cycle trajectory of the BBT, the proposed model can provide a prediction that was superior to that for the conventional calendar calculation (Figure 2) . Furthermore, an explicit consideration of the biphasic characteristics enabled the proposed model to give a better prediction in a wide range of age groups compared to the implicit models (Figure 2 ). We note that Bortot et al. (2010) proposed another state-space modeling framework that can be used to predict the length of the current menstrual cycle, based on the subject's past time series of the MCL. We did not compare the predictive accuracy of the proposed model to that of the model of Bortot et al. (2010) , because the data in the present study did not include a sufficiently long time series for each subject. A comparison between the models of Bortot et al. (2010) and Fukaya et al. (2017) is reported elsewhere (Fukaya et al. 2017) .
Using smoothed probabilities, we determined the length of the first and second stages of each examined menstrual cycle, clarifying the statistical characteristics of the length of each stage in different age groups (Figure 3 , Table 4 ). Fehring et al. (2006) collected data on the length of the follicular and luteal phases in 165 women aged 21-44 years. They reported that mean, median, mode, and standard deviation of the phase length was 16.5, 16, 15, and 3.4 days for follicular phase, and 12.4, 13, 13, and 2.0 days for luteal phase, respectively (Fehring et al. 2006) . Although the data we examined was collected in a more opportunistic manner, we found a fairly close central tendency in the distribution of the length of the first and second stages in each age group, especially when monophasic cycles were excluded (Table 4) . Compared to the previous study, however, variation was larger in our data set. A possible explanation for this is that the range of MCL (Table 1) was wider in our data set than the previous study, in which the MCL recorded was limited between 21 and 42 days (Fehring et al. 2006 ). Another reason may be an inclusion of monophasic cycles in the data set. In contrast to Fehring et al. (2006) , where cycles indicating no sign of LH surge were omitted, monophasic cycles were not ruled out beforehand in our analysis. Even when the subset of data in which cycles that had estimated length of the second stage as less than three days were removed (Table 4 , middle rows), a number of monophasic cycles in which the length of the second stage was very short may remain.
Using a large data set of menstrual cycles, our assessment of the stage length distribution also enabled us to find a mild negative correlation between the lengths of the first and second stages, which has been previously reported (Fehring et al. 2006) , in a wide range of age groups. Furthermore, we found that the length of the second stage was extremely short in a portion of the menstrual cycles, indicating the existence of menstrual cycles exhibiting a monophasic BBT pattern, which has been recognized to occur (Barron and Fehring 2005) . These results affirm that the explicit biphasic menstrual cycle model can provide a reasonable judgement of the subject being in the follicular or luteal phase. We note that our analysis highlighted the among-age group difference in the phase length distribution, where the durations of follicular and luteal phase were more variable in the late teens and early 50s (Table 4) . It was also evident that monophasic cycles appear most often in these age groups (Table 4) .
As long as the model adequately distinguishes the follicular and luteal phases, the conditional probabilities for a subject being in the first or second stages of the menstrual cycle could be used for a model-based judgement for the day of ovulation. Several methods have been proposed to objectively identify the day of ovulation based on the BBT, which include a widely used rule of thumb called the three over six rule (Bortot et al. 2010 , Colombo and Masarotto 2000 , Bigelow et al. 2004 ), a method based on the cumulative sum test (Royston and Abrams 1980) , and a stopping rule based on a change-point model (Carter and Blight 1981) . A limitation shared among these methods is that they may be difficult to apply, or less effective even if used (Carter and Blight 1981) , when observations in the BBT time series are missing. However, missing values can be formally handled in the state-space modeling framework; thus, the proposed method does not suffer from missing observations. Furthermore, judgements regarding ovulation can be made in a prospective, realtime, or retrospective manner, depending on the type of conditional distribution (i.e., predictive, filtering, or smoothed distribution, respectively). The proposed model may therefore be considered as a new approach to identify the day of ovulation based on the BBT, for which previous methods are considered to be error-prone (Barron and Fehring 2005, Scarpa and Dunson 2009 ). However, the magnitude of the identification error is currently unknown, and further validation is required in the future.
As described in Section 2.1, the model can accommodate variations in the parameters by including covariates, which can be useful in explaining differences in the characteristics of the menstrual cycles associated with subject-specific characteristics and/or conditions that vary between cycles within a subject (Murphy et al. 1995 , Liu et al. 2004 . Another possibility for modeling variability in the parameters involves the inclusion of random effects. However, this complicates the calculation of the log-likelihood considerably, rendering parameter estimation more challenging. Specifically, the inclusion of random effects requires an alternative estimation approach, such as Bayesian estimation using the Markov chain Monte Carlo method, which may result in a considerable increase in computational time. Finally, we note that the proposed method assumes that the BBT of the subject fluctuates under natural conditions. Therefore, the proposed method may not be useful for women utilizing hormonal contraception, which can interfere with physiological phenomena related to the menstrual cycle.
A Conditional probabilities for the day of menstruation onset
In the following, we use mathematical notations listed in Table 5 , in addition to those described in Section 2. For θ it ∈ Θ 2 , f (k | θ it ) can be obtained straightforwardly by using the distribution function of gamma distribution. For k = 1,
where x is the ceiling function that returns the smallest following integer for x. For k > 1,
Note that these equations are analogous to the derivation of the conditional probability under the implicit model (Fukaya et al. 2017) . For θ it ∈ Θ 1 , the calculation of f (k | θ it ) is more complicated because system model parameters should switch at a particular, but unknown, point of time. We define φ(j, k | θ it ) (j = 1, . . . , k) as the probability that the first stage of the cycle lasts until the t + j − 1th day and the next menstruation occurs on the t + kth day. f (k | θ it ) is then expressed as
where φ(j, k | θ it ) is calculated as follows.
• For j = 1 and k = 1,
• For j = 1 and k = 2,
• For j = 1 and k > 2,
• For j > 1 and k = j,
• For j > 1 and k = j + 1,
• For j > 1 and k > j + 1,
(1)
Convolutions of probability density distributions appear in above equations does not have a closed-form solution, and thus needed to be evaluated numerically. In our R implementation (available upon request), we used distr package (Ruckdeschel and Kohl 2014) which provides convolution algorithm based on the fast Fourier transform (FFT). Table 4 : Summary of lengths of two stages. Monophasic cycles were defined as cycles in which the length of the second stage was estimated to be less than three days, based on the phase identification method described in section 2.4. The smoothed probability distribution of the menstrual cycle phase was used to determine the stage of the menstrual cycle. The advance of the menstrual phase between t − 1 and t, given that subject i was in the first (m = 1) or second (m = 2) stage of the cycle at t − 1.
G(· ; s, r)
Distribution function of the gamma distribution with shape parameter s and rate parameter r. g( ·; s, r)
Probability density function of the gamma distribution with shape parameter s and rate parameter r.
Convolution of probability density functions f 1 (·; ξ 1 ) and f 2 (·; ξ 2 ), which respectively has a vector of parameters ξ 1 and ξ 2 .
The advance of the phase accumulated up to the final day of the first stage (t + j − 1). π uij (x) = g {x; (j − 1)α i1 , β i1 } Probability density function of the distribution which u ij follows.
Probability density function of the distribution which u ij , given a < u ij < b, follows.
The advance of the phase accumulated up to the day at which subject i leaves the first stage (t + j).
π vij (x) = g (x; α i1 , β i1 ) for j = 1 π * uij {0, 0.5 − (θ it − θ it )} * g(α i1 , β i1 ) (x) for j > 1 Probability density function of the distribution which v ij follows. Probability density function of the distribution which v ij , given a < v ij < b, follows.
(2) i,t+r for j ≥ 1, k > j + 1, given 0.5 − (θ it − θ it ) < v ij < θ it − θ it The advance of the phase accumulated up to the day immediately before the menstruation onset (t + k − 1).
π wijk (x) = π * vij {0.5 − (θ it − θ it ), θ it − θ it } * g {(k − j − 1)α i2 , β i2 } (x) Probability density function of the distribution which w ijk follows. Probability density function of the distribution which w ijk , given a < w ijk < b, follows. 
