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Abstract
In this scientific work, we use two effective methods : Lie groups theory and the finite
element method, to explain why the transition from laminar flow to turbulence flow
depends on the variation of the Reynolds number. We restrict ourselves to the case
of incompressible viscous Newtonian fluid flows. Their governing equations, i.e. the
continuity and Navier-Stokes equations are established and investigated. Their solutions
are expressed explicitly thanks to Lie’s theory. The stability theory, which leads to an
eigenvalue problem is used together with the finite element method, showing a way to
compute the critical Reynolds number, for which the transition to turbulence occurs.
The stationary flow is also studied and a finite element method, the Newton method, is
used to prove the stability of its convergence, which is guaranteed for small variations of
the Reynolds number.
vi
Introduction
The fundamental laws of fluid flow can be expressed in mathematical form for a special
type of controlled volume, the differential element. The differential equations of fluid
flow provide a means of determining the variation of Newtonian fluid properties. These
equations are the Navier-Stokes equations. The Navier-Stokes equations are the founda-
tion of fluid mechanics and, strangely enough, are rarely recorded in their entirety. They
describe motions of Newtonian fluid flows irrespective of whether they are laminar or tur-
bulent. A laminar or turbulent flow depends on the relative importance of fluid friction
(viscosity) and flow inertia. Turbulence is the most fundamental and, simultaneously,
the most complex form of fluid flow.
More than a century after Reynolds’ paper, the understanding how turbulent regions
grow (in a pipe flow, for example) and to bring laminar flow to fully developed turbulence,
is not completely achieved. It has since been known (O. Reynolds [26]) that the transition
to turbulence occurs in an intermittent fashion. As the Reynolds number increased
beyond a critical value of about 2300 (although the precise value depends on the pipe
used and on the experimental conditions at the inlet), intermittent flashes of turbulence
can be seen in the pipe. Reynolds proved that the transition from laminar to turbulent
flow in pipes, is a function of the fluid velocity .
Furthermore, the reason for this intermittency is well known, at least in a crude way:
Laminar flow at a given flow has a lower drag than turbulent flow, and as the pressure
drop driving the flow is increased, there arises a critical interval of flow rate within
which laminar flow offers too low a resistance to the pressure drop, and turbulent flow
1
2provides too high a resistance. In this intermediate case, the flow cycles between the
two types of flow. This is manifested in the pipe through the regular occurrence of what
Reynolds called turbulent ”flashes”, nowadays known as ”slugs” or ”puffs” depending
on their provenance. The resultant flow oscillates, producing an oscillatory outlet flow.
However, because understanding of the transition requires an understanding of laminar
and turbulence flow, both are explored in this dissertation. With the assistance of
existing experimental information, it is possible to develop a mathematical model of the
transition between the two types of flow.
Another example is the wake formation behind bluff bodies where Karniadakis and Tri-
antafyllou [12] observed the existence of a transitional regime, depending on the Reynolds
number. Over more than a century, it has received a great deal of attention from an
experimental and a numerical point of view. Other researchers like Williamson [32]
observed the existence of two modes of formation of streamwise vorticity in the near
wake, each occurring at a different range of Reynolds numbers, and both being related
to the three-dimensional transition between Reynolds numbers belonging to a specific
real interval.
It always happens, as shown in the second part of Girault and Raviart [6], that the
occurrence of transition is expressed in terms of the Reynolds number mainly, though
there are other factors that are not of our interest in this work. Thus, when the Reynolds
number, Re is large (small viscosity) compared to the other parameters of the fluid, there
arises a boundary layer in the neighborhood of the controlled domain, ∂Ω, where the
viscosity predominates while it is negligible in the interior of Ω. At the same time the
transition to turbulence occurs.
So why does the flow suddenly become unstable and break up into turbulent swirls at
large enough values of the Reynolds number? There are certain standard ways to answer
this question: One can simply try to solve analytically or numerically the Navier-Stokes
equations governing the flow, so as to express explicitly the solutions in terms of the
Reynolds number. Another way is to study the response of a fluid when it is subject to
infinitesimally small disturbances, using a mathematical tool called hydrodynamic sta-
bility theory.
3Hydrodynamic Stability Theory
Stability theory in general, according to Daniel D. Joseph [10], is the body of math-
ematical physics which enables one to deduce from first principles, the critical values
which separate the different regimes of flow, as well as the forms of the fluid motions in
these different regimes.
In the case of this dissertation, we seek the critical Reynolds number at which the
transition from laminar flow to turbulent flow occurs.
Drazin & Reid [5] gave a more explicit definition of hydrodynamic instability, suitable
for the scope of this dissertation, and which is defined as that branch of hydrodynamic
concerned with ”when and how laminar flows break down, their subsequent development,
and their eventual transition to turbulence”. From this definition, we can propose the
following general procedure for studying hydrodynamic stability mathematically:
1. Start with a laminar or non-perturbed solution of the Navier-Stokes equations,
2. Perturb this solution with small disturbances,
3. Substitute the disturbed solution into the Navier-Stokes equations to derive distur-
bance equations. This usually yields an eigenvalue problem.
4. Solve the eigenvalue problem to study the (in)stability from the obtained equations.
We will try to explain mathematically the transition to turbulence by investigating the
equations governing the flows of incompressible Newtonian fluids. The complete mod-
elling must include not only these equations, but also the physical boundary and initial
conditions imposed on the fluid. At this level we will treat the model (problem) analyti-
cally and numerically, thanks to two chosen methods: The Lie Group analysis and finite
elements method.
Lie Group Analysis is a method for solving linear or non-linear differential equations
4analytically. It augments intuition in understanding and using symmetry for formulation
of mathematical models, and often discloses possible approaches to solving complex
problems. For the Navier-Stokes problem, this method uses general symmetry groups
to explicitly determine solutions, which are themselves invariant under some subgroups
of the full symmetry group of the system. These group-invariant solutions are found by
solving a reduced system of ordinary differential equations, involving fewer independent
variables than the original system (which presumably makes it easier to solve).
The finite element method requires discretization of the domain into sub regions or cells.
In each cell the sought function is approximated by a characteristic form which is often
a linear function. The method is traditionally based on the Galerkin weighted residual
and Crank-Nicolson methods. One manner to obtain a suitable framework for treating
our Navier-Stokes problem is to pose it as a variational one. The numerical treatment
of the system of the Navier-Stokes equations by the finite element method, consists of
computing the primitive variables u (velocity), and p (pressure), using a special Galerkin
method based on a variational formulation. The spatial and time discretizations of the
Navier-Stokes problem are constructed in appropriate function spaces, and ”discrete”
approximations will be determined in certain finite dimensional subspaces, consisting of
piecewise polynomial functions.
Both methods are further explored in the second chapter. The third and fourth chapters
deal with the resolution, and we end with the results and recommendations inspired by
the works of great researchers.
First we need to establish the Navier-Stokes equations for incompressible Newtonian
fluids and therefore set the model. This is done in the first chapter. We will also outline
the basics of laminar, the transition and turbulent flow. More precisely, we will comment
on the Reynolds number and the meaning of the non-dimensionalization.
Chapter 1
Basic Considerations
The goal of this chapter is to provide a brief presentation of the equations governing an
incompressible Newtonian fluid flow. We will use more simple ways to obtain the conti-
nuity and Navier-Stokes equations by utilizing the equations of conservation of mass as
well as momentum in some domain of R3. Before doing that, let us outline some useful
notations and concepts that characterize flows of Newtonian fluids.
Notations
The following notations will be considered throughout this dissertation:
For simplicity, we keep vectors represented in bold character.
Ω, open and bounded domain of R3
x = (x, y, z), point in Ω
t, time over the time interval [0;T]
∂Ω or Γ, boundary of Ω
n, outward normal to Γ
s, t, tangents to Γ
u = (u, v,w) = (u(t, x, y, z), v(t, x, y, z),w(t, x, y, z)), fluid velocity vector field with com-
ponents u, v and w at the point (x,y,z ) and time t.
Note: x = x(t), y = y(t), z = z(t), u = dx
dt
, v = dy
dt
, w = dz
dt
p = p(t,x,y,z ), pressure
5
6ρ, constant density (assumed)
µ, constant viscosity (assumed)
ν, kinematic viscosity
u i, the ith component (or coordinate) of u
uxi ,
∂u
∂xi
or ∂iu, partial derivative of u with respect to the i
th coordinate
ut,
∂u
∂t
or ∂tu, partial derivative in t of u
utt, second time derivative
uxixi , second derivative of u with respect to the i
th coordinate
∇p = (px, py, pz), vector gradient of p
∇·u = ux + vy + wz, divergence of u
∇u =

ux vx wx
uy vy wy
uz vz wz
, second order tensor (velocity gradient)
uT , transpose of u.
New notations will be defined as we go along.
1.1 Concepts of Fluids and Properties
The following concepts are defined according to the book by Yuan [30].
Incompressible material referred to as fluids may be liquids or gasses. To understand the
meaning of fluids, we must define a shearing stress. A force that acts on an area can be
decomposed into a normal component and a tangential component. The force divided
by the area upon which it acts is called stress. The force vector divided by the area is
a stress vector, and the normal component of the force divided by the area is a normal
stress. The tangential force divided by the area is a shear stress.
The fluids considered in this dissertation are those liquids or gasses that move under
the action of a shear stress, no matter how small that shear stress may be: this means
that even a very small shear stress results in motion in the fluid. Therefore a liquid is a
state of matter in which the molecules are relatively free to change their positions with
7respect to each other, but restricted by cohesive forces so as to maintain a relatively fixed
volume. In our study, it is convenient to assume that fluids are continuously distributed
throughout a region of interest, that is, the fluid is treated as a continuum.
The primary property used to determine if the continuum assumption is appropriate,
is the density of the fluid defined as the mass per unit volume. The density may vary
significantly throughout the fluid. The concept of density at a mathematical point is
defined as
ρ = lim
∆V→0
∆m
∆V
,
where ∆m is the incremental mass contained in the incremental volume ∆V .
In fluid mechanics, other fluid quantities are the velocity vector field, and the pressure.
They are both functions of time and space coordinates. The velocity, u, at any point of
a fluid medium is written as the limit approached by the ratio between the displacement
δs of an element along its path and the corresponding increment of time δt as the latter
approaches zero: so
u = lim
δt→0
δs
δt
.
The pressure results from a normal compressive force acting on an area. If we were to
measure this force per unit area acting on a submerged element, we would observe that
it can either act inward, or place the element in compression. The quantity measured
is therefore the pressure which must be the negative of the normal stress. When the
shearing stresses are present, the normal stress components at a point may not be equal;
however the pressure is still equal to the negative of the average normal stress. The
absolute pressure is a scale measuring pressures, where zero is reached when an ideal
vacuum is achieved. In many relationships, absolute scales must be used for pressure.
If the shear stress of a fluid is directly proportional to the velocity gradient, the fluid is
said to be a Newtonian fluid and the coefficient of proportionality is evaluated as the
viscosity, µ. This relation between shear stress and the velocity gradient also applies
for an incompressible fluid flow, that is a flow for which the density is constant across
the fluid. Fortunately, many common fluids, such as air, water and oil, are Newtonian
and the viscosity by definition depends only on temperature and pressure, as well as the
8chemical composition of the fluid if the fluid is not a pure substance.
The viscosity of a fluid is a measure of its resistance to deformation rate. Another
important effect of viscosity is to cause the fluid to adhere to the surface: This is known
as the no-slip condition. The viscosity in general is dependent on temperature in liquids
in which cohesive forces play a dominant role. Note that the viscosity of liquids decreases
with increased temperature. In this dissertation, we use a viscosity which is constant
(incompressibility of the fluid).
Since the viscosity is often divided by the density in the derivation of equations (1.2.6)
below, it has become useful and customary to define kinematic viscosity to be
ν =
µ
ρ
. (1.1.1)
Now with the above definitions, we are able to establish easily the equations of an
incompressible fluid flow.
1.2 Differential Equations of Incompressible Newto-
nian Fluid Flow
The theory of mechanics of continuous media, also known as continuum mechanics, al-
lows the description of the constitutive equations laws that describe the deformations
of fluid medium. These laws, in combination with the general conservation principles
(conservation of mass and of momentum), form the system of partial differential equa-
tions, which are equal in number to the number of unknowns of the system. Namely,
for 3-D motion there are four dependents variables: u, v, w and p and four independent
variables: x, y, z and t.
The written constitutive equations of a Newtonian fluid are based on the following con-
siderations, according to B. Mohammadi [17]:
• At rest the fluid obeys the laws of statics.
9• The equation of the fluid is objective, that is tensors are used. It is independent of the
Galilean reference frame in which it is expressed, and independent of the observer.
• Constitutive relations governing the fluid are isotropic, which means, independent of
the orientation of the coordinate system axes.
With these assumptions, we exploit Cauchy’s Laws, to obtain (B. Mohammadi [17]) the
Navier-Stokes equations.
1.2.1 The Continuity Equation
To study the motion of a fluid which occupies a domain Ω ∈ R3 over a time interval
[0,T], we shall denote by O any regular subdomain of Ω and by x = (x,y,z) any point of
Ω.
To conserve mass, the rate of change of mass in fluid in O, ∂
∂t
∫
O
ρ, has to be equal to the
mass flux, − ∫
∂O
ρu ·n, across the boundary ∂O of O, (n denotes the exterior normal to
∂O). Then,
∂
∂t
∫
O
ρ = −
∫
∂O
ρu · n.
By using the Stokes’ formula ∫
O
∇ · (ρu) =
∫
∂O
ρu · n, (1.2.1)
the mass conservation equation becomes∫
O
(
∂
∂t
ρ+∇ · (ρu)) = 0.
The fact that O is arbitrary, yields the equation of conservation of mass, expressed in
differential form, and found to be
∂
∂t
ρ+∇ · (ρu) = 0. (1.2.2)
It is also called the continuity equation.
The assumption to restrict our attention to incompressible flow with constant density, ρ,
yields ∂
∂t
ρ = 0 and ∇ · (ρu) = ρ(∇ · u). Therefore, the continuity equation (1.2.2) takes
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the final sought form
∇ · u = 0. (1.2.3)
Which means that the velocity field,u, of an incompressible flow must be divergence free.
In cartesian coordinates ∇ is written :
∇ = i∂x + j ∂y + k∂z
and recalling u = (u, v,w), equation (1.2.3) reads :
ux + vy + wz = 0. (1.2.4)
1.2.2 The Navier-stokes Equations
The Navier-Stokes equations are considered as the foundation of fluid mechanics, and
were introduced by C. Navier in 1823 and developed by G. Stokes. However, these
equations were first introduced by L. Euler. The main contribution by C. Navier was
to add a friction forcing term due to interactions between fluids layers which move with
different speeds. These equations are nothing but the momentum equations based on
Newton’s second law, which relates the acceleration of a particle to the resulting volume
and body forces acting on it. They are, accordingly, the differential form of Newton’s
second law of motion.
Let us now write Newton’s second law for the arbitrary volume element O of fluid. By
definition of the velocity u, a particle of the fluid at position x = (x,y,z) at time t will
be approximately at x+ u(x, t)δt at time t+ δt. Its acceleration is therefore
lim
δt→0
1
δt
[u(x+ u(x; t)δt, t+ δt)− u(x, t)] = ut +
3∑
j=1
ujuxj ≡ ut + u · ∇u,
where uj is the jth component of the vector u and uxj the partial derivative of u with
respect to the jth coordinate of the point x.
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If we disregard external forces like those due to gravity, electromagnetism, Coriolis, etc.,
the only remaining forces are the pressure force and the viscous force due to the motion
of the fluid, and equal to
∫
∂O
(σ− pI)n , where σ is the stress tensor, I is the unit tensor
and n denotes the unit outer normal to ∂O. In this condition, Newton’s second law of
motion for O is given by∫
O
ρ(ut + u · ∇u) = −
∫
∂O
(pn − σn) =
∫
O
(−∇p+∇ · σ)
where we have used the Stokes’ formula (1.2.1) to establish the second equality.
The fact that O is arbitrary yields
ρ(ut + u · ∇u) = −∇p+∇ · σ. (1.2.5)
Now we need to relate the stress tensor σ to the velocity of the fluid: The hypothesis of
Newtonian flow is a linear law relating σ to ∇u :
σ = µ(∇u+∇uT ) + (ι− 2µ
3
)I∇ · u
where ι is the second viscosity of the fluid. For air and water the second viscosity ι is
very small. For Newtonian fluids, we assume that ι = 0. The stress tensor becomes
σ = µ(∇u+∇uT )− 2µ
3
I∇ · u.
With this definition for σ, equation (1.2.5) becomes
ρ(ut + u · ∇u) = −∇p+∇ · [µ(∇u+∇uT )− 2µ
3
I∇ · u]
or
ρ(ut + u · ∇u) +∇p− µ[∇ · ∇u+∇ · ∇uT ] + 2µ
3
∇ · (I∇ · u) = 0.
Since ∇ · ∇u = ∇2u, ∇ · ∇uT = ∇(∇ · u) and ∇ · (I∇ · u) = ∇(∇ · u), the latter
equation finally yields the equation of conservation of momentum written as
ρ(ut + u · ∇u) +∇p− µ∇2u− µ
3
∇(∇ · u) = 0.
Taking into account the continuity equation (1.2.3), the equation of conservation of
momentum becomes the incompressible Navier-Stokes equations
ut + u · ∇u = −1
ρ
∇p+ µ
ρ
∇2u
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or
ut + u · ∇u = −∇p+ ν∇2u (1.2.6)
where ν = µ/ρ is the kinematic viscosity of the fluid defined in equation (1.1.1) and
p → p/ρ is the reduced pressure. Note that the Navier-Stokes equations are non-linear
because of the term u · ∇u which is seen as the source of instability.
Now we write each term of (1.2.6) in cartesian coordinates:
ut = (ut, vt, wt)
u · ∇u = (u, v, w) ·

ux vx wx
uy vy wy
uz vz wz
 =

uux + vuy + wuz
uvx + vvy + wvz
uwx + vwy + wwz

T
∇p = (px, py, pz)
∇2u =

uxx + uyy + uzz
vxx + vyy + vzz
wxx + wyy + wzz

T
=

∇2u
∇2v
∇2w

T
.
Thus the Navier-Stokes equations for constant density, ρ, and constant viscosity, µ, are
written as:
x-component
ut + uux + vuy + wuz = −px + ν∇2u, (1.2.7)
y-component
vt + uvx + vvy + wvz = −py + ν∇2v, (1.2.8)
z-component
wt + uwx + vwy + wwz = −pz + ν∇2w. (1.2.9)
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1.3 The Reynolds Number
The challenge of laminar-transition-turbulence started in 1883, when Osborne Reynolds
of Manchester University (United Kingdom) made a prominent discovery that has re-
mained a puzzle ever since. By introducing a small amount of ink into a horizontal glass
pipe filled with water, he was able to check whether the flow was laminar or turbulent.
Reynolds found that the transition from laminar to turbulent flow occurs spontaneously
if a dimensionless quantity (see [31]), Re, is larger than some critical value, about 2300.
This quantity, which is known as the Reynolds number, has ever since become a quantity
which engineers and scientists use to estimate if a fluid flow is laminar or turbulent. It
is defined as the ratio of the inertia and viscous forces on the fluid.
Let us rewrite the Navier-stokes equations (1.2.4), (1.2.7), (1.2.8), (1.2.9) in non-dimensional
form.
Let U the characteristic velocity scale of the flow under study, L the characteristic length
scale and T1 a characteristic time (which is a priori equal to L/U ), we put
u’ =
u
U
; v’ =
v
U
; w’ =
w
U
;
x’ =
x
L
; y’ =
y
L
; z’ =
z
L
;
t’ =
Ut
L
; p’ =
p
U2
; ν’ =
ν
LU
.
To simplify the notation, the primes are dropped, and the non-dimensional form of the
Navier-Stokes equations (1.2.4), (1.2.7), (1.2.8), (1.2.9) are respectively
ux + vy + wz = 0 (1.3.1)
ut + uux + vuy + wuz = −px + Re−1∇2u (1.3.2)
vt + uvx + vvy + wvz = −py + Re−1∇2v (1.3.3)
wt + uwx + vwy + wwz = −pz + Re−1∇2w (1.3.4)
where the Reynolds number Re is defined as
Re =
UL
ν
. (1.3.5)
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It is clear that Re compares the importance of inertia UL to the effects of viscosity,
characterized by ν.
A limiting form of the Navier-Stokes equations is obtained when Re → ∞. These
equations are the Euler equations ; they describe the dynamics of perfect (inviscid) in-
compressible fluids. These flows have a characteristic Reynolds number of the order of
millions, and the Euler equations are a valid model when the effects of turbulence are
neglected. The case Re→ 0 corresponds to slow flows (creeping flows) and the previous
non-dimensionalization is no longer appropriate. It is necessary to relate the charac-
teristic scale to the dominant physical phenomenon, i.e., the viscosity, so as to obtain
the Reynolds number zero limit that yields non-dimensional equations called the Stokes
equations.
1.4 Significance of the Non-Dimensionalization
An important consideration in all differential equations written thus far, has been the
dimensional homogeneity. At times it has been necessary to use proper conversion fac-
tors for an answer to be correct numerically and have the proper units. The idea of
dimensional consistency can be used in another way; by the procedure of dimensional
analysis, to group the variables in a given situation into non-dimensional parameters
that are less numerous than the original variables. By combining the variables into a
smaller number of non-dimensional parameters, the work and time required to reduce
and correlate experimental data, are decreased substantially.
The dimensional homogeneity of equations like the Navier-Stokes’, requires that each
term in the equation has the same units. The ratio of one term in the equation to
another must then, of necessity, be dimensionless. With the knowledge of the physical
meaning of the various terms in the equation, we are then able to give some physical
interpretation of the non-dimensional parameters thus formed. In the previous case
of the non-dimensional form of the Navier-Stokes equations, the only non-dimensional
15
parameter formed was the Reynolds number Re seen as the ratio of two forces
inertia force
viscous force
=
UL
ν
= Re.
The non-dimensionalization of governing equations has at least three advantages in com-
parison with dimensional relationships: Firstly, the relationship so derived is independent
both numerically and dimensionally of the system of unit used in expressing the vari-
ables themselves. Secondly, the number of terms are usually reduced by the number of
dimensional categories involved. Thirdly, the variables are so grouped as to facilitate the
further study of their functional interrelationship. In any event, several facts should by
now have become apparent. The non-dimensional parameters that are obtained are not
limited to few commonly named numbers, but are of many varied forms. As these forms
increase in number, so do their functional combinations.
To avoid any confusion during the non-dimensionalization of governing equations like
the preceding Navier-Stokes equations, it is advisable to specify clearly the reference
length, reference velocity, etc. (as in the previous section) when reporting a value to any
dimensionless parameter.
In the present case (incompressible fluid), Re is the perturbation parameter because it is
the only parameter of the Navier-Stokes equations. Therefore, it is possible to derive Re,
so as to explain, at least in a crude way, how the transition from laminar to turbulence
flow usually occurs.
1.5 Basics of Laminar, Transition and Turbulent Flow
The existence of two types of viscous flow is a broadly accepted phenomenon:
The word laminar deriving from the Latin word la´mina, which means stream or sheet,
indicates the regularity. Thefore a laminar motion gives the idea of a regular streaming
motion. In the opposite the word turbulent is used in every day experience to indicate
something which is not regular. In Latin the word turba means something confusing
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or something which does not follow an ordered plan. A turbulent boy, in all Italian
schools, is a young fellow who rebels against ordered schemes. Following the same line,
the behavior of a flow which rebels against the deterministic rules of classical dynamics,
is called turbulent.
A flow can be both laminar in a given region, and turbulent in another region, which
means that a region of transition exists between these two types of flow. A good example
is the flow of a rising smoke from a cigarette: The smoke initially travels in smooth,
straight lines (laminar flow), then starts to ”wave” back and forth (transition flow),
and finally seems to randomly mix (turbulent flow). There are other examples like the
pipe flow, or the flow between two concentric cylinders, in which the three types of flow
regions coexist.
Laminar flow is generally observed when adjacent fluid layers slide smoothly over one
another with mixing between layers or lamina occurring only at molecular level; whereas
turbulent flow regime happens when small packets of fluid particles are transferred be-
tween layers, giving it a fluctuating nature.
The existence of a transition regime from laminar to turbulent flow, although recognized
earlier, was first described quantitatively by Reynolds in 1883, with his legendary and
classic experiment evoked in section 1.3. At low rates of flow the pattern of the ink
(dye) he injected, was regular and formed a single line of color. At high flow rates,
however, the ink became dispersed throughout the pipe cross section because of the
irregular fluid motion. The difference in appearance of the ink streak was, of course, due
to the orderly nature of laminar flow in the first case, and to the fluctuating character
of turbulent flow in the latter. The transition from laminar to turbulent flow in pipes
is thus a function of the fluid velocity. Reynolds found that fluid velocity was the only
variable determining the nature of pipe flow. The other variables are pipe diameter, fluid
density, and viscosity. That is why these other variables were combined into the single
dimensionless parameter, the Reynolds number.
Generally in pipe flow, as shown below, a fluid is laminar from Re=0 to some critical
value at which transition flow begins. This critical value is about 2300, above which small
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disturbances will cause a transition to turbulent flow, and below which disturbances are
damped out and laminar flow prevails. In the transition range, the flow becomes semi-
irregular and is on the verge of becoming turbulent. Finally, the flow becomes unstable
as Re increases, leading us to the turbulent flow in which there is increased mixing that
results in viscous losses, which are generally much higher than those in laminar flow. At
this level the flow is characterized by the following:
• The flow is fully three dimensional.
• It is time dependent with a marked random character.
• It is dissipative; in other words, the viscous terms of the Navier-Stokes equation can
not be neglected, even though the Reynolds number can be very high.
Our attention here being the transition flow only, it follows that the occurrence of tran-
sition is expressed in terms of the Reynolds number only; while a variety of factors other
than Re actually influence transition when fluctuations have started. The Reynolds
number remains, however, the principal parameter for predicting transition.
1.6 A Concrete Example: The Transition to Turbu-
lence in the Wake of a Circular Cylinder
A concrete example is illustrated in the publication [24], where He´le`ne Persillon and
Marianna Braza studied and represented the transition to turbulence of the flow around
a circular cylinder, namely the transition to turbulence in the wake of a circular cylinder.
This study together with the one by G. E. Karniadakis and G. S. Triantafyllou [12],
about the wake formation behind bluff bodies, has received a great deal of attention
over more than a century from both an experimental and a numerical point of view.
He´le`ne Persillon and Marianna Braza have computed the three dimensional flow around a
circular cylinder in the Reynolds number range of 100-300. The time-dependent evolution
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of the u- and v -velocity components are presented in both two and three-dimensional
cases, for Reynolds number 200 and 300. This evolution is done at a spatial point of
investigation x/D = 0.97, y/D = 0 and z = 0, where D is the diameter of the cylinder.
The drawings show the quasi-periodic character of the studied flow, and one can see
that the amplitudes of the oscillations increase with the Reynolds number. Many other
factors, like the frequency of the oscillations of u- and v -velocity components are taken
into account and are the same for each Reynolds number . The establishment of the quasi-
periodic character is more rapid for the v -component than for the u-component, because
the periodic character of this component is masked by the overall convection effect. The
amplitudes of the oscillations decrease as the sampling point moves downstream. It is
clearly illustrated that the stability of the flow depends on the Reynolds number, and the
flow is more perturbed as the Reynolds number increases. So, a general characteristic
is that the amplitude of the oscillations increases as Reynolds number increases. This is
what we are going to explain in the following chapters.
Does there exist any mathematical explanation for the fact that the flow which was
previously laminar, starts to fluctuate between laminar and turbulent state to finally
become unstable? The Reynolds number is certainly linked to the answer. Recall that
it is the only parameter appearing in the non-dimensional form of the Navier-Stokes
equations. Thus, it is convenient to say that one way to understand why the fluid flow
suddenly becomes irregular and breaks up into the transition from laminar to turbulent
state as the Reynolds number becomes larger, is to investigate the equations governing
the flow. This investigation can be done thanks to two important theories: Lie Groups
Theory and the finite element method.
Chapter 2
Lie Groups Theory and Finite
Element Method
In this chapter we review two effective methods applicable to solve differential equa-
tions in general and Navier-Stokes equations in particular. Firstly, Lie Group theoretical
method is used for obtaining closed forms of solutions of differential equations analyti-
cally. Secondly, the finite element method is numerical and determines an approximation
of the sought solution, with hypothesis of suitable boundary and initial conditions in an
appropriate space. We will present in a concise manner, the basic theories that lie at the
core of both modern group and finite element analysis. We will also compare the results
of the methods, with the hope that there are agreements.
2.1 Lie Groups Theory of Differential Equations
This theory is a method for solving linear and non-linear differential equations analyti-
cally. We discuss the general view and define the basic concepts of the theory, according
to Ibragimov [9] and Olver [20].
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2.1.1 General Principles of Lie Groups Theory
The applications of Lie groups to solve differential equations date back to the original
work of the Norwegian mathematician Sophus Lie (1842-1899) in the 1870s. One of Lie’s
striking achievements (see [14] and [15]) was the discovery that the majority of ad hoc
methods of integration of differential equations, could be explained and deduced simply
by means of group theory. Moreover, he classified differential equations in terms of their
symmetry groups and showed that the second-order equations integrable by his method,
can be reduced to merely four distinct canonical forms by the change of variables. Before
going further let us outline a general view of what we mean by a symmetry group.
Definition 2.1.1. A symmetry group of a differential equation is a Lie-group action on
some space of independent and dependent variables, transforming solutions of a given
differential equation into other solutions.
More detailed explanations will be given in the next section.
Lie’s theory of differential equations unifies the many ad hoc methods developed in the
18th century, and known for solving differential equations. It also provides powerful new
ways to finding solutions. A familiarity with the elements of the theory of differential
equations, is therefore a prerequisite to Lie group theory. There are many well-known
techniques for obtaining exact solutions, but what is often not recognized is that these
techniques are usually special cases of a few powerful symmetry methods. Lie’s theory
has applications to both ordinary and partial differential equations, and was introduced
in order to study symmetry properties of these differential equations. Symmetry groups
method is one of the known means for finding concrete solutions to complicated equations
like those encountered in fluids mechanics .
Using symmetry method is an easy means to solving differential equations. This allows
Lie group theory to use symmetry analysis (properties) to simplify a system of partial
differential equations, thereby making it a valuable asset for solving non-linear models.
Since the method of determining symmetries is applicable to almost any system of differ-
ential equations, a general method for solving differential equations may be formulated
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from this analysis.
The method has been successful in solving some equations (Olver [20]). Research is
ongoing on others.
Lie’s theory, as described above, has become what today’s applied mathematicians, physi-
cists or engineers call the classical Lie method, since it has shown its limitations for more
complicated models describing fluid flow, like the Navier-Stokes equations (1.3.1)-(1.3.4).
In the last few years, a variety of methods have been developed in order to find special
classes of solutions of partial differential equations which cannot be easily determined by
the classical Lie method. It has been shown that the common theme of all these methods
has been the appearance of some form of group invariance. For the model (1.3.1)-(1.3.4)
under investigation, considerable progress in resolving it can be achieved by means of a
symmetry approach, which can be seen as a non classical method. However, the classical
Lie method remains the core of finding symmetry reduction of the Navier-Stokes equa-
tions by symmetry approach, which makes it necessary to explore the basic definitions
and concepts characterizing the theory.
2.2 Basic Concepts
The distinction between a group and a manifold is important to make, because Lie
group is connected to both ideas. Manifolds are the generalizations of the familiar
concepts of smooth curves and smooth surfaces in a 3-D space. In general, they are
spaces which locally look Euclidian, but may be quite different globally. Mathematical
objects like differential equations, functions, or symmetry groups, are defined on open
subsets of an Euclidian space, and despite any particular coordinate system used to
describe these subsets, their underlying geometrical features are defined to be coordinate
independent. So a manifold is a set M that contains a countable number of subsets
Uα (called coordinate charts) and one-to-one functions Υα (called coordinate maps),
which map the Uα onto connected open subsets of an Euclidian space. The change of
coordinates should be smooth.
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A simple example of a manifold is the Euclidian space Rm. There is a single coordinate
chart equal to Rm, therefore any open subset Uα is a m-manifold whose local coordinate
is the identity.
The concept of a group is closely related to that of invariance or symmetry of mathe-
matical objects (Differential equations, functions, symmetry groups etc...). So given any
objectM, the set G of all invertible transformations T leaving the objectM unaltered:
T :M−→M,
contains the identity transformation I, the inverse T−1 of any transformation T ∈ G and
the multiplication (or composition) T1T2 of any two transformations T1, T2 ∈ G.
G is then called a symmetry group of the object M. A symmetry group of a object M
is also termed a group admitted by this object.
The set of integers is an example of a group with operation, the addition whereby the
identity element is zero, and the inverse of any given element is its negative.
An r-parameter Lie group is further defined to be a group G which also carries the struc-
ture of an r-dimensional smooth manifold so that its group elements can be continuously
varied. We assume that Lie groups are connected, that is, they cannot be written as the
disjoint unions of two open sets. The set of real numbers is a Lie group.
It is worthwhile mentioning the definition of Lie sub-groups. The proper definition of
a Lie sub-group is modelled on that of a sub-manifold. From this remark, follows the
theorem that if H is a closed sub-group of a Lie group G, then H is also a regular
sub-manifold of G and hence a Lie group in its own right.
Lie groups often arise as transformations on some manifold, and the transformation does
not need to be defined for all elements of the group, or all points on the manifold, since
it can act locally.
The present section introduces a comprehensible method for solving differential equations
via the use of symmetry groups. A symmetry group of a system of differential equations
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transforms solutions of the system to other solutions, and is the largest local group of
the transformations acting on the independent and dependent variables of the system.
Before attempting to determine the symmetry groups of systems of differential equations,
it is helpful to introduce the concept for simple equations or a function.
Given a system of equations defined for one or several variables in a manifold, we define
a symmetry group of the system to be a local group of transformations that acts on
the manifold by transforming solutions of the system to other solutions. We can also
examine the invariance of a function under a group of transformations. Given a group of
transformations acting on a manifold, and a function which maps from that manifold to
another manifold, if for all group elements and all points on the manifold the function
yields the same mapping for both a point on the manifold and for that same point
acted on by the group operation, the function is said to be invariant for that group. In
Lie group theory, one can replace the above criteria for invariant functions and subsets
by an equivalent linear condition of infinitesimal invariance under the corresponding
infinitesimal generators of the group action.
More concretely, we consider the general system of r homogeneous linear partial differ-
ential equations for one unknown function u = u(x ):
n∑
i=1
ξiα(x )pi = o, α = 1, ..., r, (2.2.1)
where x = (x1, ..., xn) are the independent variables and pi = ∂u/∂x
i are the partial
derivatives. After introducing r partial differential operators of the form
χα = ξ
1
α(x )
∂
∂x1
+ ...+ ξnα(x )
∂
∂xn
, α = 1, ..., r, (2.2.2)
the system (2.2.1) is written in the compact form
χ1(u) = 0, ..., χr(u) = 0 (2.2.3)
The commutator of any two operators (2.2.2), χα and χβ is also a differential operator
defined by [
χα , χβ
]
= χαχβ − χβχα ,
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or in the following explicit form[
χα , χβ
]
=
n∑
i=1
(
χα(ξ
i
β)− χβ(ξiα)
) ∂
∂xi
(2.2.4)
In the case of n = 2, G is considered as the group of transformations in the plane (x, y)
given by
x¯ = f(x, y, a) ≈ x+ aξ(x, y), y¯ = ϕ(x, y, a) ≈ y + aη(x, y) (2.2.5)
depending on a parameter a, and where we have taken a linear part (in the parameter
a) in the Taylor expansion of the initial transformations (called finite transformations).
Lie’s theory therefore reduces the construction of the largest symmetry group G to the
determination of its infinitesimal transformations (2.2.5). Its representation by linear
differential operators (2.2.2) becomes
χ = ξ(x, y)
∂
∂x
+ η(x, y)
∂
∂y
(2.2.6)
called by Lie the symbol of the infinitesimal transformation, but in modern literature is
referred to as the infinitesimal operator, or simply the generator of the group G.
Lastly, we shall consider the concept of Lie algebras of operators i.e. vector spaces of
linear differential operators of the form (2.2.2) endowed with the commutators of the
form defined by (2.2.4).
Definition 2.2.1. A Lie algebra is a vector space L of operators χ = ξi(x ) ∂
∂xi
with the
property (2.2.4) verified for any two of its elements
χ1 = ξ
i
1(x )
∂
∂xi
, χ2 = ξ
i
2(x )
∂
∂xi
such that their commutator [χ1 , χ2 ] is also an element of L.
2.2.1 Symmetry Groups of Differential Equations
Let G be a one parameter group of the following transformations involving many inde-
pendent variables x = (x1, ..., xn) and differential variable u = (u1, ...,um):
x i = f i(x ,u , a), f i|a=0 = xi, (2.2.7)
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uα = ϕα(x ,u , a), ϕα|a=0 = uα, (2.2.8)
the generator of G is written in the form
χ = ξi(x ,u)
∂
∂xi
+ ηα(x ,u)
∂
∂uα
, (2.2.9)
where
ξi(x ,u) =
∂f i(x ,u , a)
∂a
∣∣∣∣
a=0
, ηα(x ,u) =
∂ϕα(x ,u , a)
∂a
∣∣∣∣
a=0
. (2.2.10)
There are special formulae, called prolongation formulae, which are used to extend the
generator (2.2.9) to the order of the highest derivative of the equation. Before continuing,
let us define the frame of a differential equation which is also very important in our study.
Definition 2.2.2. Given a differentiable function F of order k, (that is, a locally analytic
function of the variables (sequences) Z = (x ,u ,u (1), ..., u (k)) with elements Z
ν , ν ≥
1, where, for example Zi = xi (1 ≤ i ≤ n), Zn+α = uα (1 ≤ α ≤ m)), equation
F (x ,u ,u (1), ... u (k)) = 0 (2.2.11)
defines a manifold in the space of variables x ,u ,u (1), ..., u (k). This manifold is called
the frame of the kth-order partial differential equation
F
(
x ,u ,
∂u
∂x
, ...,
∂ku
∂x k
)
= 0 (2.2.12)
Now we consider a system of kth-order differential equations. The class of solutions being
fixed, this system can be identified by its frame
Fσ(x ,u ,u (1), ..., u (k)) = 0, σ = 1, ..., s, (2.2.13)
where Fσ are differential functions, u (i) the set of all i
th derivative of u and the order k
refers to the highest derivative appearing in (2.2.13).
Definition 2.2.3. This system of kth-order differential equations is said to be invariant
under a group G if its frame (2.2.13) is an invariant manifold for the extension of the
group G to the kth-order derivatives.
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The definition is of a great importance in Lie’s theory since it helps us establish what
is called the determining equations, which are important for the establishment of the
admissible Lie algebra. Thus, there is a theorem (Olver [20]) which states that the
system of differential equations (2.2.13) is invariant under the group with a generator χ
if and only if
χFσ
∣∣
(2.2.13)
= 0 , σ = 1, ..., s, (2.2.14)
where χ is extended to all derivatives involved in Fσ(x ,u ,u (1), ..., u (k)) and the symbol∣∣
(2.2.13)
means evaluated on the frame (2.2.13).
Definition 2.2.4. Equations (2.2.14) determine all infinitesimal symmetries of a system
(2.2.13) and therefore they are known as determining equations.
It is worthwhile adding that the solutions of any determining equations, form a Lie
algebra.
2.2.2 Lie Reduction of the Navier-Stokes Equations
After applying the appropriate prolonged operator (2.2.9) to each equation of the system
(1.3.1)-(1.3.4), we find, via the determining equations, all the operators admitted by the
Navier-Stokes equations. In other words, we seek the admitted Lie algebra spanned by
operators in the form
χ =
∑
i
ξi
∂
∂qi
+
∑
j
ηj
∂
∂φj
. (2.2.15)
We calculate the components of prolonged operator
χp = χ+
∑
i,j
ζ ij
∂
∂φij
+
∑
i,j,k
ζ ijk
∂
∂φijk
(2.2.16)
with the formulae:
ζ ij = Djη
i −∑k φikDjξk ; ζ ijk = Dkζ ij −∑l φijlDkξl ;
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Dj =
∂
∂qj
+
∑
k
φkj
∂
∂φk
+
∑
i,k
φkij
∂
∂φki
(2.2.17)
(j = 1, 2, 3, 4.)
where
q = (t, x, y, z), φ = (u, v, w, p), φki =
∂φk
∂qi
, φkij =
∂φki
∂qi
(i, j, k = 1, 2, 3, 4.).
We are now able to reduce the Navier-Stokes equations to a system of ordinary differential
equations in order to describe the solution.
The problem of finding solutions of the non-linear system (1.3.1)-(1.3.4) is an important,
but rather complicated one. There are some ways to solve it (see Boisvert et al. [3] or
Ovsiannikov [22]. This can be achieved by means of a symmetry approach since our
system has non-trivial symmetry properties. It was found long ago (Ovsiannikov [22]),
by means of Lie method, that the maximal Lie invariance algebra of the Navier-Stokes
equations (1.3.1)-(1.3.4) is an infinite-dimensional algebra. So the full Lie group which
leaves the Navier-Stokes equations invariant, can be established, and some of its different
subgroups can be utilized to construct a number of exact solutions of the Navier-Stokes
equations. This is done in the next chapter.
2.3 The Finite Element Method
2.3.1 Basic Principles of the Finite Element Method
The advent of modern and sophisticated digital computers has enabled applied scientists,
mathematicians, physicists and engineers, to make significant progress in the solutions
of previously intractable problems. Indeed, it is now possible to access the validity of
previously unproven concepts related to complex problems. This trend is particularly
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valid in fluid mechanics (transition to turbulent fluid flows), where there is an increasing
need to test previously advocated fundamental concepts, and to develop new computer-
based numerical techniques. In fact, it is now apparent that new concepts can be tested
via numerical methods in general, and the finite element method in particular. One can
therefore begin with an introductory definition (in the sense of David V. Hutton [7]) of
the finite element method.
Definition 2.3.1. The finite element method, sometimes referred to as finite element
analysis is a computational technique used to obtain approximate solutions of boundary
value problems in applied sciences (applied mathematics, engineering, etc..)
Gene Oliver [19] considers it as a computer-aided, mathematical technique for obtaining
approximate numerical solutions of the complex equations of calculus, that predict the
response of physical systems subjected to external influences.
Such problems arise in many areas of applied sciences in general, and in the area of
fluid mechanics in particular, with abstract models like the one under investigation: The
transition to turbulence.
Before seeing how we can apply the finite element method to the model of our study, let
us outline the basic principle of the method.
The finite element method involves discretization of the domain of the solution into a
finite number of sub-domains or cells: the finite elements. Adjacent elements touch with-
out overlapping, and there are no gaps between the elements. The shapes of the elements
are intentionally made as simple as possible, such as triangles and quadrilaterals in two-
dimensional domains, and tetrahedra, pentahedra and hexahedra in three-dimensions.
Now we use variational concepts (weak formulations of the problem), together with
boundary conditions to construct an approximation of the solution over the collection of
finite elements. In each element the sought solution is approximated by a characteristic
form which often is a linear solution (function). The construction of an approximated
solution depends on the domain, and is traditionally based on the Galerkin and Crank
Nicolson methods . A Sobolev space is needed for the mathematical treatment of the
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variational formulation of the model.
2.3.2 The Finite Element Method and Navier-Stokes Equations
The method of finite element is one of the main tools for the numerical treatment of
complex partial differential equations. Because it is based on the variational formulation
of the differential equation, it is much more flexible than other numerical methods (finite
difference method, finite volume method, boundary element method etc...), and can
therefore be applied to more complicated models like the transition to turbulent flow with
its Navier-Stokes equations. Since no classical solution exists for the latter equations, we
often have to work with a so-called weak solution. This has consequences for both the
theory, and the numerical treatment. While it is true that classical solutions do exist
under appropriate regularity hypotheses, for numerical calculations we usually cannot set
up our analysis in a framework in which the existence of classical solutions is guaranteed.
One manner to obtain a suitable framework for treating our Navier-Stokes problem is
to pose it as a variational one. The numerical treatment of the system (1.3.1)-(1.3.4),
by the finite element method consists of computing the primitive variables u (velocity),
and p (pressure), using a special Galerkin method based on a variational formulation.
The spatial and time discretizations of the Navier-Stokes problem are constructed in an
appropriate function space, and ”discrete” approximations will be determined in certain
finite dimensional subspaces, consisting of piecewise polynomial functions.
Progress on the development in numerical solutions of the Navier-Stokes equations by
the finite element method, has been successfully performed (Gunzburger [8]). So the
global material for the numerical treatment of the system (1.3.1-1.3.4) can be presented
as follows:
• Presentation of the model (which has already been done in the first chapter by the
equations (1.3.1)-(1.3.4)) with appropriate initial and boundary conditions. It is worth
mentioning that in some hypothesis of transition to turbulent flows ( for example, flows
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with Reynolds number in the range 2300 ≤ Re ≤ 105), the numerical solution of this
system involves typical difficulties like complicated flow structure ( which implies fine
meshes), dominant non-linear effects (which implies the stability), the constraint (1.3.1),
∇ · u = 0 (which implies implicit solution), etc...
• Spatial discretization, by finite elements Method, of the Navier-Stokes equations (1.3.1),
(1.3.2), (1.3.3) and (1.3.4) which is a three-dimensional non-stationary flow problem.
• Time discretization since the model is non stationary.
There are many time discretization algorithms that fall into one of four classes of meth-
ods, see Max D. Gunzburger [8], namely single-step and multistep methods of both fully
implicit and semi-implicit type. Multistep methods are more cumbersome to implement
than single-step methods, but the former yield higher time accuracy. Fully implicit
methods are likewise more cumbersome to implement than semi-implicit methods, but
the former have better stability properties. Fully implicit methods are generally uncon-
ditionally stable. We will focus on the Crank-Nicolson scheme that lies in the single-step
fully implicit method.
• Solution of the algebraic system matrices resulting from the above discretizations, and
are exploited by the iterative solution method.
• Estimation of the discretization error in quantities of physical interest. The method is
used to provide an approximate solution, with a margin of error. The use of a finite el-
ement Galerkin discretization provides the appropriate framework for a mathematically
rigorous error analysis.
A concrete application of all these steps to the problem (1.3.1)- (1.3.4) is presented in
the fourth chapter.
Chapter 3
Lie Group Treatment
This chapter is on the treatment of the Navier-Stokes equations using the methods of
Lie. We follow the approach by Robert Eugene Boisvert [2] and R.E. Boisvert et al. [3],
in reducing the Navier-Stokes equations (1.3.1), (1.3.2), (1.3.3) and (1.3.4), to the steady
state. We try to establish an equivalence group of transformations of the Navier-Stokes
equations, in order to find a solution and express it explicitly.
3.1 Equivalence Group of Transformations
We consider the model (1.3.1)-(1.3.4) for viscous Newtonian incompressible flow estab-
lished in the first chapter:
ν∇2u− px − (ut + uux + vuy + wuz) = 0 (3.1.1)
ν∇2v− py − (vt + uvx + vvy + wvz) = 0 (3.1.2)
ν∇2w− pz − (wt + uwx + vwy + wwz) = 0 (3.1.3)
subject to the incompressibility condition
ux + vy + wz = 0 (3.1.4)
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where we assume that all variables have been non-dimensionalized, so that the kinematic
viscosity ν can be taken as the inverse of the Reynolds number Re: (ν = Re−1).
In order to find the Lie algebra, L, admitted by these equations, we apply the second
extension, χ2, of the generator operator, χ, of the form (2.2.15) to each equation; we
therefore obtain the invariance conditions written as
χ2 [ν∇2u− px − (ut + uux + vuy + wuz)] = 0 (3.1.5)
χ2 [ν∇2v− py − (vt + uvx + vvy + wvz)] = 0 (3.1.6)
χ2 [ν∇2w− pz − (wt + uwx + vwy + wwz)] = 0 (3.1.7)
subject to the incompressibility condition invariance
χ2 [ux + vy + wz] = 0 (3.1.8)
whenever (3.1.1)-(3.1.4) are verified. In fact we look for operators (2.2.15) that take the
form
χ = ξ1
∂
∂t
+ ξ2
∂
∂x
+ ξ3
∂
∂y
+ ξ4
∂
∂z
+ η1
∂
∂u
+ η2
∂
∂v
+ η3
∂
∂w
+ η4
∂
∂p
(3.1.9)
where we have considered the variables t, x, y, and z as independent variables and
u, v, w and p as differential variables on the space (t, x, y, z ). The coordinates
ξ1, ξ2, ξ3, ξ4, η1, η2, η3 and η4 of the operator (3.1.9) are sought as functions of t,
x, y, z, u, v, w and p. Thus equation (2.2.16) implies that the first extension, χ1, and
the second extension, χ2, of χ take the form:
χ1 = χ+ ζ11
∂
∂ut
+ ζ12
∂
∂ux
+ ζ13
∂
∂uy
+ ζ14
∂
∂uz
+ ζ21
∂
∂vt
+ ζ22
∂
∂vx
+ ζ23
∂
∂vy
+ ζ24
∂
∂vz
+ζ31
∂
∂wt
+ ζ32
∂
∂wx
+ ζ33
∂
∂wy
+ ζ34
∂
∂wz
+ ζ41
∂
∂pt
+ ζ42
∂
∂px
+ ζ43
∂
∂py
+ ζ44
∂
∂pz
and
χ2 = χ+ ζ11
∂
∂ut
+ ζ12
∂
∂ux
+ ζ13
∂
∂uy
+ ζ14
∂
∂uz
+ ζ21
∂
∂vt
+ ζ22
∂
∂vx
+ ζ23
∂
∂vy
+ ζ24
∂
∂vz
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+ζ31
∂
∂wt
+ ζ32
∂
∂wx
+ ζ33
∂
∂wy
+ ζ34
∂
∂wz
+ ζ41
∂
∂pt
+ ζ42
∂
∂px
+ ζ43
∂
∂py
+ ζ44
∂
∂pz
+ζ111
∂
∂utt
+ ζ112
∂
∂utx
+ ζ113
∂
∂uty
+ ζ114
∂
∂utz
+ ζ122
∂
∂uxx
+ ζ123
∂
∂uxy
+ ζ124
∂
∂uxz
+ζ133
∂
∂uyy
+ ζ134
∂
∂uyz
+ ζ144
∂
∂uzz
+ζ211
∂
∂vtt
+ ζ212
∂
∂vtx
+ ζ213
∂
∂vty
+ ζ214
∂
∂vtz
+ ζ222
∂
∂vxx
+ ζ223
∂
∂vxy
+ ζ224
∂
∂vxz
+ζ233
∂
∂vyy
+ ζ234
∂
∂vyz
+ ζ244
∂
∂vzz
+ζ311
∂
∂wtt
+ ζ312
∂
∂wtx
+ ζ313
∂
∂wty
+ ζ314
∂
∂wtz
+ ζ322
∂
∂wxx
ζ323
∂
∂wxy
+ ζ324
∂
∂wxz
+ζ333
∂
∂wyy
+ ζ334
∂
∂wyz
+ ζ344
∂
∂wzz
+ζ411
∂
∂Ptt
+ ζ412
∂
∂ptx
+ ζ413
∂
∂pty
+ ζ414
∂
∂ptz
+ ζ422
∂
∂pxx
+ ζ423
∂
∂pxy
+ ζ424
∂
∂pxz
+ζ433
∂
∂pyy
+ ζ434
∂
∂pyz
+ ζ444
∂
∂pzz
, (3.1.10)
with the formulae (2.2.17) explicitly given by:
ζ11 = Dt(η
1)− utDt(ξ1)− uxDt(ξ2)− uyDt(ξ3)− uzDt(ξ4),
ζ12 = Dx(η
1)− utDx(ξ1)− uxDx(ξ2)− uyDx(ξ3)− uzDx(ξ4),
ζ13 = Dy(η
1)− utDy(ξ1)− uxDy(ξ2)− uyDy(ξ3)− uzDy(ξ4),
ζ14 = Dz(η
1)− utDz(ξ1)− uxDz(ξ2)− uyDz(ξ3)− uzDz(ξ4),
ζ21 = Dt(η
2)− vtDt(ξ1)− vxDt(ξ2)− vyDt(ξ3)− vzDt(ξ4),
ζ22 = Dx(η
2)− vtDx(ξ1)− vxDx(ξ2)− vyDx(ξ3)− vzDx(ξ4),
ζ23 = Dy(η
2)− vtDy(ξ1)− vxDy(ξ2)− vyDy(ξ3)− vzDy(ξ4),
ζ24 = Dz(η
2)− vtDz(ξ1)− vxDz(ξ2)− vyDz(ξ3)− vzDz(ξ4),
ζ31 = Dt(η
3)− wtDt(ξ1)− wxDt(ξ2)− wyDt(ξ3)− wzDt(ξ4),
ζ32 = Dx(η
3)− wtDx(ξ1)− wxDx(ξ2)− wyDx(ξ3)− wzDx(ξ4),
ζ33 = Dy(η
3)− wtDy(ξ1)− wxDy(ξ2)− wyDy(ξ3)− wzDy(ξ4),
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ζ34 = Dz(η
3)− wtDz(ξ1)− wxDz(ξ2)− wyDz(ξ3)− wzDz(ξ4),
ζ41 = Dt(η
4)− ptDt(ξ1)− pxDt(ξ2)− pyDt(ξ3)− pzDt(ξ4),
ζ42 = Dx(η
4)− ptDx(ξ1)− pxDx(ξ2)− pyDx(ξ3)− pzDx(ξ4),
ζ43 = Dy(η
4)− ptDy(ξ1)− pxDy(ξ2)− pyDy(ξ3)− pzDy(ξ4),
ζ44 = Dz(η
4)− ptDz(ξ1)− pxDz(ξ2)− pyDz(ξ3)− pzDz(ξ4). (3.1.11)
ζ111 = Dt(ζ
1
1 )− uttDt(ξ1)− utxDt(ξ2)− utyDt(ξ3)− utzDt(ξ4),
ζ112 = Dt(ζ
1
2 )− uxtDt(ξ1)− uxxDt(ξ2)− uxyDt(ξ3)− uxzDt(ξ4),
ζ113 = Dt(ζ
1
3 )− uytDt(ξ1)− uyxDt(ξ2)− uyyDt(ξ3)− uyzDt(ξ4),
ζ114 = Dt(ζ
1
4 )− uztDt(ξ1)− uzxDt(ξ2)− uzyDt(ξ3)− uzzDt(ξ4),
ζ122 = Dx(ζ
1
2 )− uxtDx(ξ1)− uxxDx(ξ2)− uxyDx(ξ3)− uxzDx(ξ4),
ζ123 = Dx(ζ
1
3 )− uytDx(ξ1)− uyxDx(ξ2)− uyyDx(ξ3)− uyzDx(ξ4),
ζ124 = Dx(ζ
1
4 )− uztDx(ξ1)− uzxDx(ξ2)− uzyDx(ξ3)− uzzDx(ξ4),
ζ133 = Dy(ζ
1
3 )− uytDy(ξ1)− uyxDy(ξ2)− uyyDy(ξ3)− uyzDy(ξ4),
ζ134 = Dy(ζ
1
4 )− uztDy(ξ1)− uzxDy(ξ2)− uzyDy(ξ3)− uzzDy(ξ4),
ζ144 = Dz(ζ
1
4 )− uztDz(ξ1)− uzxDz(ξ2)− uzyDz(ξ3)− uzzDz(ξ4),
ζ211 = Dt(ζ
2
1 )− vttDt(ξ1)− vtxDt(ξ2)− vtyDt(ξ3)− vtzDt(ξ4),
ζ212 = Dt(ζ
2
2 )− vxtDt(ξ1)− vxxDt(ξ2)− vxyDt(ξ3)− vxzDt(ξ4),
ζ213 = Dt(ζ
2
3 )− vytDt(ξ1)− vyxDt(ξ2)− vyyDt(ξ3)− vyzDt(ξ4),
ζ214 = Dt(ζ
2
4 )− vztDt(ξ1)− vzxDt(ξ2)− vzyDt(ξ3)− vzzDt(ξ4),
ζ222 = Dx(ζ
2
2 )− vxtDx(ξ1)− vxxDx(ξ2)− vxyDx(ξ3)− vxzDx(ξ4),
ζ223 = Dx(ζ
2
3 )− vytDx(ξ1)− vyxDx(ξ2)− vyyDx(ξ3)− vyzDx(ξ4),
ζ224 = Dx(ζ
2
4 )− vztDx(ξ1)− vzxDx(ξ2)− vzyDx(ξ3)− vzzDx(ξ4),
ζ233 = Dy(ζ
2
3 )− vytDy(ξ1)− vyxDy(ξ2)− vyyDy(ξ3)− vyzDy(ξ4),
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ζ234 = Dy(ζ
2
4 )− vztDy(ξ1)− vzxDy(ξ2)− vzyDy(ξ3)− vzzDy(ξ4),
ζ244 = Dz(ζ
2
4 )− vztDz(ξ1)− vzxDz(ξ2)− vzyDz(ξ3)− vzzDz(ξ4),
ζ311 = Dt(ζ
3
1 )− wttDt(ξ1)− wtxDt(ξ2)− wtyDt(ξ3)− wtzDt(ξ4),
ζ312 = Dt(ζ
3
2 )− wxtDt(ξ1)− wxxDt(ξ2)− wxyDt(ξ3)− wxzDt(ξ4),
ζ313 = Dt(ζ
3
3 )− wytDt(ξ1)− wyxDt(ξ2)− wyyDt(ξ3)− wyzDt(ξ4),
ζ314 = Dt(ζ
3
4 )− wztDt(ξ1)− wzxDt(ξ2)− wzyDt(ξ3)− wzzDt(ξ4),
ζ322 = Dx(ζ
3
2 )− wxtDx(ξ1)− wxxDx(ξ2)− wxyDx(ξ3)− wxzDx(ξ4),
ζ323 = Dx(ζ
3
3 )− wytDx(ξ1)− wyxDx(ξ2)− wyyDx(ξ3)− wyzDx(ξ4),
ζ324 = Dx(ζ
3
4 )− wztDx(ξ1)− wzxDx(ξ2)− wzyDx(ξ3)− wzzDx(ξ4),
ζ333 = Dy(ζ
3
3 )− wytDy(ξ1)− wyxDy(ξ2)− wyyDy(ξ3)− wyzDy(ξ4),
ζ334 = Dy(ζ
3
4 )− wztDy(ξ1)− wzxDy(ξ2)− wzyDy(ξ3)− wzzDy(ξ4),
ζ344 = Dz(ζ
3
4 )− wztDz(ξ1)− wzxDz(ξ2)− wzyDz(ξ3)− wzzDz(ξ4),
ζ411 = Dt(ζ
4
1 )− pttDt(ξ1)− ptxDt(ξ2)− ptyDt(ξ3)− ptzDt(ξ4),
ζ412 = Dt(ζ
4
2 )− pxtDt(ξ1)− pxxDt(ξ2)− pxyDt(ξ3)− pxzDt(ξ4),
ζ413 = Dt(ζ
4
3 )− pytDt(ξ1)− pyxDt(ξ2)− pyyDt(ξ3)− pyzDt(ξ4),
ζ414 = Dt(ζ
4
4 )− pztDt(ξ1)− pzxDt(ξ2)− pzyDt(ξ3)− pzzDt(ξ4),
ζ422 = Dx(ζ
4
2 )− pxtDx(ξ1)− pxxDx(ξ2)− pxyDx(ξ3)− pxzDx(ξ4),
ζ423 = Dx(ζ
4
3 )− pytDx(ξ1)− pyxDx(ξ2)− pyyDx(ξ3)− pyzDx(ξ4),
ζ424 = Dx(ζ
4
4 )− pztDx(ξ1)− pzxDx(ξ2)− pzyDx(ξ3)− pzzDx(ξ4),
ζ433 = Dy(ζ
4
3 )− pytDy(ξ1)− pyxDy(ξ2)− pyyDy(ξ3)− pyzDy(ξ4),
ζ434 = Dy(ζ
4
4 )− pztDy(ξ1)− pzxDy(ξ2)− pzyDy(ξ3)− pzzDy(ξ4),
ζ444 = Dz(ζ
4
4 )− pztDz(ξ1)− pzxDz(ξ2)− pzyDz(ξ3)− pzzDz(ξ4), (3.1.12)
with the total derivatives given by following sums:
Dt =
∂
∂t
+ ut
∂
∂u
+ utt
∂
∂ut
+ utx
∂
∂ux
+ uty
∂
∂uy
+ utz
∂
∂uz
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+vt
∂
∂v
+ vtt
∂
∂vt
+ vtx
∂
∂vx
+ vty
∂
∂vy
+ vtz
∂
∂vz
+wt
∂
∂w
+ wtt
∂
∂wt
+ wtx
∂
∂wx
+ wty
∂
∂wy
+ wtz
∂
∂wz
+pt
∂
∂p
+ ptt
∂
∂pt
+ ptx
∂
∂px
+ pty
∂
∂py
+ ptz
∂
∂pz
+ ...,
Dx =
∂
∂x
+ ux
∂
∂u
+ uxt
∂
∂ut
+ uxx
∂
∂ux
+ uxy
∂
∂uy
+ uxz
∂
∂uz
+vx
∂
∂v
+ vxt
∂
∂vt
+ vxx
∂
∂vx
+ vxy
∂
∂vy
+ vxz
∂
∂vz
+wx
∂
∂w
+ wxt
∂
∂wt
+ wxx
∂
∂wx
+ wxy
∂
∂wy
+ wxz
∂
∂wz
+px
∂
∂p
+ pxt
∂
∂pt
+ pxx
∂
∂px
+ pxy
∂
∂py
+ pxz
∂
∂pz
+ ...,
Dy =
∂
∂y
+ uy
∂
∂u
+ uyt
∂
∂ut
+ uyx
∂
∂ux
+ uyy
∂
∂uy
+ uyz
∂
∂uz
+vy
∂
∂v
+ vyt
∂
∂vt
+ vyx
∂
∂vx
+ vyy
∂
∂vy
+ vyz
∂
∂vz
+wy
∂
∂w
+ wyt
∂
∂wt
+ wyx
∂
∂wx
+ wyy
∂
∂wy
+ wyz
∂
∂wz
+py
∂
∂p
+ pyt
∂
∂pt
+ pyx
∂
∂px
+ pyy
∂
∂py
+ pyz
∂
∂pz
+ ...,
Dz =
∂
∂z
+ uz
∂
∂u
+ uzt
∂
∂ut
+ uzx
∂
∂ux
+ uzy
∂
∂uy
+ uzz
∂
∂uz
+vz
∂
∂v
+ vzt
∂
∂vt
+ vzx
∂
∂vx
+ vzy
∂
∂vy
+ vzz
∂
∂vz
+wz
∂
∂w
+ wzt
∂
∂wt
+ wzx
∂
∂wx
+ wzy
∂
∂wy
+ wzz
∂
∂wz
+pz
∂
∂p
+ pzt
∂
∂pt
+ pzx
∂
∂px
+ pzy
∂
∂py
+ pzz
∂
∂pz
+ .... (3.1.13)
After extending the determining equations (3.1.5)-(3.1.8), we find all the generators
admitted by the Navier-Stokes equations (3.1.1)-(3.1.4), see Birkhoff [1] or Wilzynski [33].
As shown in the transformation (2.2.5) together with the generator (3.1.9): χ = ξ1 ∂
∂t
+
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ξ2 ∂
∂x
+ ξ3 ∂
∂y
+ ξ4 ∂
∂z
+ η1 ∂
∂u
+ η2 ∂
∂v
+ η3 ∂
∂w
+ η4 ∂
∂p
, we look for the group of transformations
of the forms
t¯ = t+ εξ1(t, x, y, z, u, v, w, p) +O(ε2),
x¯ = x+ εξ2(t, x, y, z, u, v, w, p) +O(ε2),
y¯ = y + εξ3(t, x, y, z, u, v, w, p) +O(ε2),
z¯ = z + εξ4(t, x, y, z, u, v, w, p) +O(ε2), (3.1.14)
u¯ = u+ εη1(t, x, y, z, u, v, w, p) +O(ε2),
v¯ = v + εη2(t, x, y, z, u, v, w, p) +O(ε2),
w¯ = w + εη3(t, x, y, z, u, v, w, p) +O(ε2),
p¯ = p+ εη4(t, x, y, z, u, v, w, p) +O(ε2),
which leave the Navier-Stokes equations (3.1.1)-(3.1.4) invariant. Boisvert [2] proved
that this group (called the full group) is obtained by the transformations (3.1.14) with
ξ1 = α+ 2βt (3.1.15)
ξ2 = βx− γy − λz + f(t) (3.1.16)
ξ3 = βy + γx− σz + g(t) (3.1.17)
ξ4 = βz + λx+ σy + h(t) (3.1.18)
η1 = −βu− γv − λw + f ′(t) (3.1.19)
η2 = −βv + γu− σw + g′(t) (3.1.20)
η3 = −βw + λu+ σv + h′(t) (3.1.21)
η4 = −2βp+ j(t)− xf ′′(t)− yg′′(t)− zh′′(t) (3.1.22)
where α, β, γ, λ and σ are five arbitrary parameters and f(t), g(t), h(t), and j(t) are ar-
bitrary, sufficiently smooth, functions of t. Each of the arbitrary parameters corresponds
to the well known transformation. The parameter α corresponds to a translation with
respect to time, t; β represents a stretching (dilatation) in all coordinates; γ, λ, σ repre-
sent a space rotation. With f(t), g(t) and h(t) as constants, it is clear that translations in
the various coordinate directions are also included. Moving coordinate transformations
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are also included as long as these changes are reflected in η1, η2, η3, η4, as shown in
(3.1.19),(3.1.20),(3.1.21),(3.1.22).
From the generator (3.1.9): χ = ξ1 ∂
∂t
+ ξ2 ∂
∂x
+ ξ3 ∂
∂y
+ ξ4 ∂
∂z
+ η1 ∂
∂u
+ η2 ∂
∂v
+ η3 ∂
∂w
+ η4 ∂
∂p
,
we find the infinitesimal operator associated with each parameter by setting the studied
parameter equal to one, while all other parameters and arbitrary functions are equal to
zero. Then we obtain the following generators:
• translation with respect to time, t (associated with α)
χ1 =
∂
∂t
, (3.1.23)
• scale (dilatation) transformation (associated with β)
χ2 = 2t
∂
∂t
+ x
∂
∂x
+ y
∂
∂y
+ z
∂
∂z
− u ∂
∂u
− v ∂
∂v
− w ∂
∂w
− 2p ∂
∂p
, (3.1.24)
• space rotations (associated with γ, λ, σ)
χ3 = y
∂
∂x
− x ∂
∂y
+ v
∂
∂u
− u ∂
∂v
, (3.1.25)
χ4 = x
∂
∂z
− z ∂
∂x
+ u
∂
∂w
− w ∂
∂u
, (3.1.26)
χ5 = z
∂
∂y
− y ∂
∂z
+ w
∂
∂v
− v ∂
∂w
, (3.1.27)
• moving coordinates (associated with the arbitrary functions) and obtained
infinitely in the forms:
χ6 = f(t)
∂
∂x
+ f ′(t)
∂
∂u
− xf ′′(t) ∂
∂p
, (3.1.28)
χ7 = g(t)
∂
∂y
+ g′(t)
∂
∂v
− yg′′(t) ∂
∂p
, (3.1.29)
χ8 = h(t)
∂
∂z
+ h′(t)
∂
∂w
− zg′′(t) ∂
∂p
,
(3.1.30)
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• pressure changes
χ9 = j(t)
∂
∂p
. (3.1.31)
The operators (3.1.23)-(3.1.27) generate a finite-dimensional Lie algebra, called L5, which
is five-dimensional subalgebra of the infinite-dimensional algebra L∞ generated by the
operators (3.1.23)-(3.1.31).
3.2 Solutions of the Navier-Stokes equations
We are now able to find a solution of the three-dimensional Navier-Stokes equations
(3.1.1)-(3.1.4) by utilizing a different subgroup of the full group (3.1.15)-(3.1.22) with,
for simplicity, β = γ = λ = σ = 0 and α = 1. This subgroup becomes
ξ1 = 1; ξ2 = f(t); ξ3 = g(t); ξ4 = h(t)
η1 = f ′(t); η2 = g′(t); η3 = h′(t); η4 = j(t)− xf ′′(t)− yg′′(t)− zh′′(t)
and has the associated operator (3.1.9):
χ =
∂
∂t
+ f(t)
∂
∂x
+ g(t)
∂
∂y
+ h(t)
∂
∂z
+ f ′(t)
∂
∂u
+ g′(t)
∂
∂v
+ h′(t)
∂
∂w
+
+[j(t)− xf ′′(t)− yg′′(t)− zh′′(t)] ∂
∂p
.
Now we can utilize the useful result mentioned in Boisvert et al. [3] which states that:
Any steady-state solution to the three-dimensional equations can be transformed by
means of
x˜ = x− F (t), y˜ = y −G(t), z˜ = z −H(t) (3.2.1)
with
u = u˜(x˜, y˜, z˜) + f(t), v = v˜(x˜, y˜, z˜) + g(t), w = w˜(x˜, y˜, z˜) + h(t)
p = p˜(x˜, y˜, z˜)− xf ′(t)− yg′(t)− zh′(t) + k(t), (3.2.2)
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where F ′ = f, G′ = g, H ′ = h, k = 1
2
[f 2 + g2 + h2] +
∫
jdt, into a time-dependent
solution involving four arbitrary functions of time variable. Then, the transformations
(3.2.1)-(3.2.2) yield:
ut =
∂u˜
∂x˜
∂x˜
∂t
+
∂u˜
∂y˜
∂y˜
∂t
+
∂u˜
∂z˜
∂z˜
∂t
+ f ′(t)
= −u˜x˜F ′ − u˜y˜G′ − u˜z˜H ′ + f ′(t)
= −(u˜x˜f + u˜y˜g + u˜z˜h) + f ′(t),
px =
∂p˜
∂x˜
∂x˜
∂x
− f ′(t)
= p˜x˜ − f ′(t),
(
∂x˜
∂x
= 1
)
ux =
∂(u˜+ f)
∂x
=
∂u˜
∂x˜
∂x˜
∂x
= u˜x˜,
(
∂(y˜ or z˜)
∂x
= 0 and
∂f
∂x
= 0
)
.
In the same manner, uy = u˜y˜, uz = u˜z˜, and
∇2u = (uxx + uxx + uxx)
= (u˜x˜x˜ + u˜y˜y˜ + u˜z˜z˜).
We do the same for the v - and w -components.
After substituting into the time-dependent Navier-Stokes equations (3.1.1)-(3.1.4), we
find that the functions u˜, v˜ and w˜ satisfy the steady Navier-Stokes equations:
u˜u˜x˜ + v˜u˜y˜ + w˜u˜z˜ = −p˜x˜ + ν[u˜x˜x˜ + u˜y˜y˜ + u˜z˜z˜],
u˜v˜x˜ + v˜v˜y˜ + w˜v˜z˜ = −p˜y˜ + ν[v˜x˜x˜ + v˜y˜y˜ + v˜z˜z˜],
u˜w˜x˜ + v˜w˜y˜ + w˜w˜z˜ = −p˜z˜ + ν[w˜x˜x˜ + w˜y˜y˜ + w˜z˜z˜], (3.2.3)
u˜x˜ + v˜y˜ + w˜z˜ = 0.
Another interesting result of the transformation (mentioned in the same Boisvert et
al. [3]), is that different subgroups of the reduced (time-independent), full group may now
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be used to study (3.2.3), and transform it into a system of ordinary differential equations.
Consequently, from the full group (3.1.15)-(3.1.22), it follows that the dilatation subgroup
generated by β ( obtained with β = 1 and all other parameters and functions vanishing)
will leave (3.2.3) invariant. This subgroup becomes
ξ1 = 2t; ξ2 = x; ξ3 = y; ξ4 = z
η1 = −u; η2 = −v; η3 = −w; η4 = −2p
and has the associated operator (3.1.9):
χ = 2t
∂
∂t
+ x
∂
∂x
+ y
∂
∂y
+ z
∂
∂z
− u ∂
∂u
− v ∂
∂v
+−w ∂
∂w
− 2p ∂
∂p
.
We obtain the invariants, I, of this subgroup, by integrating the associated χI = 0 .
Then the characteristic equations (Boisvert et al. [3]) are given by
dx˜
x˜
=
dy˜
y˜
=
dz˜
z˜
=
du˜
−u˜ =
dv˜
−v˜ =
dw˜
−w˜ =
dp˜
−2p˜
leading to the invariants
η1 = y˜/x˜, η2 = z˜/x˜
and
u˜ = x˜−1Γ(η1, η2), v˜ = x˜−1Λ(η1, η2)
w˜ = x˜−1Φ(η1, η2), p˜ = x˜−2Ω(η1, η2)
where Γ, Λ, Φ, Ω satisfy the partial differential equations;
−Γ2 − η1ΓΓη1 − η2ΓΓη2 + ΛΓη1 + ΦΓη2 − 2Ω− η1Ωη1 − η2Ωη2
−ν(2Γ + 4η1Γη1 + 4η2Γη2 + Γη1η1 + Γη2η2 + η21Γη1η1 + 2η1η2Γη1η2 + η22Γη2η2) = 0,
−ΓΛ− η1ΓΛη1 − η2ΓΛη2 + ΛΛη1 + ΦΛη2 + Ωη1 − ν(2Λ + 4η1Λη1
+4η2Λη2 + Λη1η1 + Λη2η2 + η
2
1Λη1η1 + 2η1η2Λη1η2 + η
2
2Λη2η2) = 0, (3.2.4)
−ΓΦ− η1ΓΦη1 − η2ΓΦη2 + ΛΦη2 + ΦΦη2 + Ωη2 − ν(2Φ + 4η1Φη1
+4η2Φη2 + Φη1η1 + Φη2η2 + η
2
1Φη1η1 + 2η1η2Φη1η2 + η
2
2Φη2η2) = 0,
−Γ− η1Γη1 − η2Γη2 + Λη1 + Φη2 = 0.
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However, no further group reduction is possible (Boisvert et al. [3]). But by setting
η = η1−η2, the system (3.2.4) is reduced to the system of ordinary differential equations
−Γ2 − ηΓΓη + ΛΓη − ΦΓη − 2Ω− ηΓη − ν(2Γ + 4ηΓη + 2Γηη + η2Ληη) = 0, (3.2.5)
−ΓΛ− ηΓΛη + ΛΛη − ΦΛη + Ωη − ν(2Λ + 4ηΛη + 2Ληη + η2Ληη) = 0, (3.2.6)
−ΓΦ− ηΓΦη + ΛΦη − ΦΦη − Ωη − ν(2Φ + 4ηΦη + 2Φηη + η2Φηη) = 0, (3.2.7)
−Γ− ηΓη + Λη − Φη = 0. (3.2.8)
The last of these is satisfied when
Λ− Φ = ηΓ− c1 = 0, (3.2.9)
where c1 is an arbitrary constant. The substitution of (3.2.9) into (3.2.5) yields
−Γ2 − c1Γη − 2Ω− ηΩη − ν(2Γ + 4ηΓη + 2Γηη + η2Ληη) = 0 (3.2.10)
The substitution of (3.2.9) into (3.2.6) and (3.2.7) and then subtracting yields
−ηΓ2 + 2Ωη − ν(6ηΓ + 4Γη + 6η2Γη + 2ηΓηη + η3Γηη) = 0.
Solving the latter equation for Ωη yields
Ωη =
1
2
[ηΓ2 + ν(6ηΓ + 4Γη + 6η
2Γη + 2ηΓηη + η
3Γηη)] (3.2.11)
and replacing it into (3.2.10) gives
Ω =
1
2
[−Γ2 − 1
2
η2Γ2 − c1Γη − ν(2Γ + 3η2Γ + 6ηΓη
+3η3Γη + 2Γηη + 2η
2Γηη +
1
2
η4Γηη)]. (3.2.12)
The differentiation of equation (3.2.12) with respect to η and setting it equal to (3.2.11)
implies that
2ηΓ2 + 2ΓΓη + η
2ΓΓη + c1Γηη + ν(12ηΓ + 12Γη + 18η
2Γη
+12ηΓηη + 6η
3Γηη + 2Γηηη + 2η
2Γηηη +
1
2
η4Γηηη) = 0 (3.2.13)
One solution of (3.2.13) is
Γ = −6ν. (3.2.14)
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The corresponding values for Λ and (Λ− Φ) from (3.2.12) and (3.2.9) are
Λ = −12ν. (3.2.15)
Λ− Φ = −6νη − c1. (3.2.16)
Substitution of (3.2.14), (3.2.15), (3.2.16) into (3.2.7) results in
4Φ−
[c1
ν
+ 4η
]
Φη − (η2 + 2)Φηη = 0,
whose general solution, for the case c1 = 0, is
Φ = c2νη − c3ν
[
1
4
+
1
8
η2(η2 + 2)−1 − 3η
8
√
2
arctan
[
η√
2
]]
. (3.2.17)
and the substitution into (3.2.16) yields
Λ = −6νη + c2νη − c3ν
[
1
4
+ +
1
8
η2(η2 + 2)−1 − 3η
8
√
2
arctan
[
η√
2
]]
. (3.2.18)
Using these last expressions together with the relations (3.2.1)-(3.2.2), we rewrite the
sought solutions u, v, w and p in the original variables, which leads to the solution of the
unsteady three-dimensional Navier-Stokes equations (3.1.1)-(3.1.4). We will also use η
as follows:
η = η1 − η2 = y˜
x˜
− z˜
x˜
= x˜−1(y˜ − z˜)
= (x− F (t))−1(y − F (t)− z + F (t)) = (x− F (t))−1R
with R = y − F (t)− z + F (t).
Then,
u = u˜+ f(t)
= x˜−1Γ + f(t)
= (x− F (t))−1Γ + f(t)
u = −6ν(x− F (t))−1 + f(t) (3.2.19)
v = v˜ + g(t)
= x˜−1Λ + g(t)
= (x− F (t))−1Λ + g(t)
44
= x− F (t))−1
{
−6ν(x− F (t))−1R + c2ν(x− F (t))−1R− c3ν
[
1
4
+
1
8
(x− F (t))−2R2((x− F (t))−2R2 + 2)−1 − 3(x− F (t))
−1R
8
√
2
arctan
[
(x− F (t))−1R√
2
]]}
+g(t),
v = ν
{
(c2 − 6)(x− F (t))−2R− c3
[
1
4
(x− F (t))−1
+
1
8
(x− F (t))−3R2 ((x− F (t))−2R2 + 2)−1 − 3
8
√
2
(x− F (t))−1R
× arctan
[
(x− F (t))−1R√
2
]]}
+ g(t), (3.2.20)
w = w˜ + h(t)
= x˜−1Φ + h(t)
= (x− F (t))−1Φ + h(t)
= x− F (t))−1
{
c2ν(x− F (t))−1R− c3ν
[
1
4
+
1
8
(x− F (t))−2R2((x− F (t))−2R2 + 2)−1 − 3(x− F (t))
−1R
8
√
2
arctan
[
(x− F (t))−1R√
2
]]}
+g(t),
w = ν
{
c2(x− F (t))−2R− c3
[
1
4
(x− F (t))−1
+
1
8
(x− F (t))−3R2 ((x− F (t))−2R2 + 2)−1 − 3
8
√
2
(x− F (t))−1R
× arctan
[
(x− F (t))−1R√
2
]]}
+ h(t) (3.2.21)
and
p = p˜− xf ′(t)− yg′(t)− zh′(t) + k(t)
= x˜−2Ω− xf ′(t)− yg′(t)− zh′(t) + k(t)
= (x− F (t))−2Ω− xf ′(t)− yg′(t)− zh′(t) + k(t)
p = −12ν2(x− F (t))−2 − xf ′(t)− yg′(t)− zh′(t) + k(t). (3.2.22)
In terms of the Reynolds number, these solutions become:
u = −6 1
Re
(x− F (t))−1 + f(t) (3.2.23)
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v =
1
Re
{
(c2 − 6)(x− F (t))−2R− c3
[
1
4
(x− F (t))−1
+
1
8
(x− F (t))−3R2 ((x− F (t))−2R2 + 2)−1 − 3
8
√
2
(x− F (t))−1R
× arctan
[
(x− F (t))−1R√
2
]]}
+ g(t) (3.2.24)
w =
1
Re
{
c2(x− F (t))−2R− c3
[
1
4
(x− F (t))−1
+
1
8
(x− F (t))−3R2 ((x− F (t))−2R2 + 2)−1 − 3
8
√
2
(x− F (t))−1R
× arctan
[
(x− F (t))−1R√
2
]]}
+ h(t) (3.2.25)
p = −12
(
1
Re
)2
(x−F (t))−2− xf ′(t)− yg′(t)− zh′(t) + k(t). (3.2.26)
All these solutions of the equations governing the flow are expressed in their explicit
forms, and one can see that the Reynolds number, Re, clearly appears. This proves the
fact that the Reynolds number influences the three types of fluid flow’s regimes observed
experimentally. As example, the time-dependent evolutions of the u- and v -velocity
components are presented by Persillon and Braza [24], in both two and three-dimensional
case, for Reynolds number 200 and 300. Their drawings (in the sixth part of the same
article [24]) show the quasi-periodic character of the studied flow, and one can see that
the amplitudes of the oscillations increase with the Reynolds number.
Chapter 4
Finite Element Treatment
In this chapter we discuss the treatment of the Navier-Stokes equations using the method
of finite elements. We now consider the domain Ω defined in the first chapter and the
established model for viscous Newtonian flow (1.2.6), subject to body forces in this case,
and which is given by the Navier-Stokes equations
ut + u · ∇u+∇p− Re−1∇2u = f in Ω× (0, T ], (4.0.1)
subject to the incompressibility condition,
∇ · u = 0 in Ω× (0, T ], (4.0.2)
the homogeneous no-slip boundary condition,
u = 0 on Γrigid × (0, T ], (4.0.3)
the inflow condition
u in = u on Γin, (4.0.4)
and the initial condition,
u(x, 0) = u0(x) in Ω, (4.0.5)
where f is the body force per unit mass (note that we will assume that f = 0). Γrigid and
Γin are the rigid part and the inflow part of the boundary Γ, respectively. We assume
that Ω does not change in time.
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4.1 Function Spaces, Norms, and Forms
The finite element discretization of the Navier-Stokes problem is based on the variational
formulation, and the use of Sobolev spaces is needed for the mathematical treatment of
the variational formulation of the model. We use sub-spaces of the usual Hilbert space
L2(Ω) =
{
f :
∫
Ω
|f |2 dx <∞
}
of square-integrable functions on Ω, where integration is in the sense of Lebesgue.
L20(Ω) =
{
f : f ∈ L2(Ω), (f, 1) = 0} ,
and the corresponding inner products and norms
(f, g) =
∫
Ω
fg dx, ‖f‖0 = (f, f)1/2.
Next, for any non-negative integer k, we define the Sobolev space
Hk(Ω) =
{
f : f ∈ L2(Ω), Dsf ∈ L2(Ω), for s = 1, ..., k}
of square integrable functions, all of whose derivatives of order up to k, are also square
integrable, where Ds denotes any and all derivatives of order s. Hk(Ω) comes with the
norm
‖f‖k =
(
‖f‖20 +
∑
s≤k, s 6=0
‖Dsf‖20
)1/2
.
The following definitions can now be stated:
H0(Ω) = L2(Ω)
H1(Ω) =
{
f : f ∈ L2(Ω), ∂if ∈ L2(Ω), 1 ≤ i ≤ 3
}
‖∇f‖0 = (∇f,∇f)1/2
‖f‖1 =
(‖f‖20 + ‖∇f‖20)1/2 =
(
‖f‖20 +
3∑
i=1
∥∥∥∥ ∂f∂xi
∥∥∥∥2
0
)1/2
. (4.1.1)
Of particular interest is the subspace of H10 (Ω) of H
1(Ω) defined by
H10 (Ω) =
{
f : f ∈ H1(Ω), f = 0 on Γ}
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whose elements vanish on the boundary Γ.
For functions belonging to H1(Ω), the semi-norm
|f |1 =
(
3∑
i=1
∥∥∥∥ ∂f∂xi
∥∥∥∥2
0
)1/2
(4.1.2)
defines a norm equivalent to (4.1.1). The proof of this statement is not our aim in this
dissertation, but it can be found in Dietrich Braess [4]. Thus for such functions, (4.1.2)
may be used instead of (4.1.1).
We denote by H−1(Ω) the dual space consisting of bounded linear functionals on H10 (Ω),
i.e., f ∈ H−1(Ω) implies that (f, w) ∈ R for all w ∈ H10 (Ω). A norm for H−1(Ω) is given
by
‖f‖−1 = sup
0 6=w∈H10 (Ω)
(f, w)
|w|1
Since the velocity field u = u(u, v, w) = (u i)i=1,2,3 is a vector valued function, we use
the spaces
Hk(Ω) = Hk(Ω)3 =
{
u : u i ∈ Hk(Ω) for i = 1, 2, 3
}
,
H10(Ω) = H
1
0 (Ω)
3 =
{
u : u i ∈ H10 (Ω) for i = 1, 2, 3
}
,
and
H−1(Ω) = H−1(Ω)3 =
{
u : u i ∈ H−1(Ω) for i = 1, 2, 3
}
,
For k ≥ 0, Hk(Ω) is equipped with the norm
‖u‖k =
(
3∑
i=1
‖u i‖2k
)1/2
.
Alternatively, for functions belonging to H10(Ω), we may use
|u |1 =
(
3∑
i=1
|u i|21
)1/2
.
The inner product for functions belonging to L2(Ω) = H0(Ω) = L2(Ω)3 is also given by
(u, w) =
∫
Ω
u ·w dx.
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Before stating the weak variational formulation for our model, let us discuss some pre-
liminaries concerning the existence and uniqueness of a solution of the Navier-Stokes
equations.
4.2 Existence and Uniqueness for a Solution of Navier-
Stokes Equations
From the mathematical point of view, two questions concerning the Navier-Stokes equa-
tions are of main interest. Given a set of data which are sufficiently smooth:
1. Does a solution of (4.0.1)-(4.0.5) exist?
2. If a solution exists, is it unique?
First, we have to clarify the notion of a solution of (4.0.1)-(4.0.5). There exists several
concepts of the notion of a solution of the above system, the most important of which
are the classical solution and the weak solution.
Definition 4.2.1. (classical solution)
A pair (u , p) is called a classical solution of the Navier-Stokes (4.0.1)-(4.0.5) if:
1.(u , p) satisfies the Navier-Stokes problem (4.0.1)-(4.0.5).
2. u and p are infinitely many times differentiable with respect to space and time
vaviables.
Then, according to J. Volker and S. Kaya [29], the existence of a classical solution of
(4.0.1)− (4.0.5) cannot yet be proven, but if a classical solution exists, it is unique.
To define a weak solution , we first need to transform (4.0.1) into a weak form by
• multiplying (4.0.1) with a suitable vector valued function ϕ (test function),
• integrating over Ω× (0, T ],
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• applying integration by parts (Green’s theorem).
The last step is possible only if there are some restrictions on the domain. For the test
function ϕ, one requires
• ϕ ∈ C∞0,div(Ω) for each time t, where C∞0, div(Ω) = {f : f ∈ C∞0 (Ω),∇ · f = 0},
• ϕ is infinitely differentiable with respect to time,
• ϕ(., T ) = 0.
This gives the weak formulation of the Navier-Stokes equations∫ T
0
[−(u , ϕt) + (u · ∇u , ϕ) + Re−1(∇u ,∇ϕ)]dt =
∫ T
o
(f, ϕ)dt+ (u0, ϕ(., 0)). (4.2.1)
which has the following features:
• There is no time derivative of u
• There is no second order spatial derivative with respect to u
• The pressure vanishes, since the Green’s formula yields
(∇p, ϕ) =
∫
∂Ω
pϕ · n ds− (p,∇ · ϕ) = 0
because ϕ · n = 0 on ∂Ω and ∇ · ϕ = 0.
Definition 4.2.2. (weak solution)
A function u is called weak solution of the Navier-Stokes equations if:
1. u satisfies (4.2.1) for all test functions ϕ with the properties on ϕ given above,
2. u has the following regularity
u ∈ L2(0, T ;H10, div(Ω)) ∩ L∞(0, T ;L2div(Ω)),
where the subscript div means space of divergence-free functions ; for instance
C∞0, div(Ω) = {f : f ∈ C∞0 (Ω),∇ · f = 0}
and
L2(0, T ;H10 (Ω)) =
{
f(x, t) :
∫ T
0
‖f‖20dt <∞
}
.
More generally
Lq(t0, t1;X) =
{
f(x, t) :
∫ t1
t0
‖f‖qXdt <∞
}
for any q ∈ [1,∞),
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is the space of strongly measurable maps f : [to, t1]→ X, such that
‖f‖Lq(t0,t1;X) =
(∫ t1
t0
‖f‖qXdt
)1/q
<∞ for q ∈ [1,∞)
and X is a Banach space. Furthermore
L∞(t0, t1;X) =
{
f(x, t) : ess sup
t0≤t≤t1
‖f‖X <∞
}
with
‖f‖L∞(t0,t1;X) = ess sup
t0≤t≤t1
‖f‖X <∞ for q =∞.
It is obvious that all these spaces are needed for the weak formulation given in the next
section.
The existence of a weak solution of (4.0.1)-(4.0.5) was proved in 1934 by Jean Lerray [13].
The weak solution is unique if every other weak solution satisfies an additional regularity
assumption, Serrin’s condition, see J. Serrin [28], or J. Volker and S. Kaya [29] . But it
is not known in 3-D if every weak solution possesses such additional condition.
According to the same article [29], the existence of a weak solution of the Navier-Stokes
equations can be proven in arbitrary domains, but the uniqueness cannot yet be proven.
The answer to the question of uniqueness of the weak solution in 3-D, or existence of a
classical solution in 3-D is one of the major mathematical challenges of this century (J.
Volker and S. Kaya [29]). There is a prize of one million US-Dollars for people who can
answer these questions.
4.3 A Galerkin-Type Weak Formulation
We introduce the bilinear forms
a(u ,w) = Re−1(∇u ,∇w) = Re−1
∫
Ω
3∑
i,j=1
∂u i
∂xj
∂wi
∂xj
for all u, w ∈ H1(Ω) (4.3.1)
b(p,u) = −(p,∇ · u) for all u ∈ H1(Ω) and p ∈ L2(Ω) (4.3.2)
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and the trilinear form
c(u, v, w) = (u · ∇v,w) =
∫
Ω
3∑
i,j=1
u j
∂vi
∂xj
wi, for all u, v, w ∈ H1(Ω). (4.3.3)
In addition to the above spaces, we will need to use the space
H =
{
u ∈ L2(Ω) : ∇ · u = 0 in Ω; u = 0 on Γ} ,
which consists of (weakly) divergence free functions, i.e. functions whose divergence
vanishes almost everywhere.
Recall that ∂Ω = Γ = Γrigid ∪Γin, then, following the same procedure mentioned earlier
of defining the weak solution, the weak (variational) formulation of the Navier-Stokes
equations (4.0.1)-(4.0.5), reads as follows:
Given
f ∈ L2(0, T ;H−1(Ω)) and u0 ∈ H,
find functions u ∈ L2(0, T ;H10(Ω)) ∪ L∞(0, T ;H) and p ∈ L2[0, T ;L20(Ω)] such that(
∂u
∂t
,v
)
+ a(u ,v) + c(u, u, v) + b(p,v) = (f, v) for all v ∈ H10(Ω)
b(q,u) = 0 for all q ∈ L20(Ω)
u(0,x) = u0(x) for x ∈ Ω
 (4.3.4)
where the first two equations of (4.3.4) hold on (0, T), in the sense of distributions.
4.4 Spatial Discretizations
To discretize the above problem with the spatial variables, we introduce the triangulation,
named Th, of Ω, with width h into (closed) cells K (tetrahedra) such that the following
regularity conditions are satisfied:
• Ω = ⋃{K ∈ Th}.
• Any two cells K, K’ only intersect in common faces, edges or vertices.
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• The decomposition Th matches the decomposition ∂Ω = Γ = Γrigid ∪ Γin.
On the finite element mesh Th, one defines spaces of ”discrete” trial and test functions
with the following constructions:
For each h, let Wh and Qh be two finite-dimensional spaces such that
Wh ⊂ H1(Ω) , Qh ⊂ L2(Ω)
and throughout this chapter we assume that Qh contains the constant functions.
We set
Vh0 =W
h ∩H10(Ω) =
{
vh ∈Wh : vh = 0 on Γ}
Sh0 = Q
h ∩ L20(Ω) =
{
qh ∈ Qh : ∫
Ω
qhdx = 0
} } . (4.4.1)
There are many pairs of these finite element spaces. Some of them are stable, others
are not. Naturally, one would like to know which are best. It is generally thought
that elements which at least yield elementwise mass conservation, are superior. This
judgement is largely based on the examination of graphical representations of solutions,
e.g. streamline plots. For details on the choice of pairs of finite element spaces, consult
Gunzburger [8].
With these spaces, the finite element approximation of the problem (4.3.4) is given by:
Find a pair (uh, ph) ∈ Vh0 × Sh0 such that(
∂uh
∂t
,vh
)
+a(uh,vh)+c(uh,uh,vh)+b(ph,vh) = (f,vh) for all vh ∈ Vh0 and t ∈ (o, T ]
(4.4.2)
b(qh,uh) = 0 for all qh ∈ Sh0 and t ∈ (o, T ] (4.4.3)
uh(0,x) = uh0 ∈ Vh0 for x ∈ Ω, (4.4.4)
where uh0 is an approximation to the initial function u
h(0,x).
In order that (4.4.2)-(4.4.4) is a stable approximation of (4.3.4) as h→ 0, it is crucial that
we relate the continuous and discrete spaces by the following hypotheses (for a complete
and rigorous analysis of these approximations, refer to Girault and Raviart [6]):
Hypothesis H1 (Approximation property of Vh0)
There exists an operator rh ∈ L([H2(Ω) ∩H1o (Ω)]2;Vh0) and an integer l such that
‖ϕ− rhϕ‖1 ≤ Chm‖ϕ‖m+1 for all ϕ ∈ Hm+1(Ω) , 1 ≤ m ≤ l. (4.4.5)
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Hypothesis H2 (Approximation property of Qh)
There exists an operator sh ∈ L(L2(Ω);Qh) such that
‖q − shq‖0 ≤ Chm‖q‖m for all q ∈ Hm(Ω) , 0 ≤ m ≤ l. (4.4.6)
Hypothesis H3 (Uniform inf-sup condition )
For each qh ∈ Sh0 , there exists a vh ∈ Vh0 such that
b(qh,vh) = ‖qh‖20
|vh|1 ≤ C‖qh‖0
}
(4.4.7)
where the constant C > 0 is independent of h, qh and vh; L(Y, W ) is the space of
linear operators from Y to W ; ‖ · ‖0 and‖ · ‖m are the standard norms in L2(Ω) and
Hm(Ω) respectively ; | · |1 is the standard semi-norm in H1(Ω).
Now we may choose specific bases for Vh0 and S
h
0 which are both finite-dimensional in
such a way that the system (4.4.2)-(4.4.4) becomes equivalent to a system of non-linear
ordinary differential equations with linear algebraic constraints. Indeed if {qj(x )}Jj=1
and {vk(x )}Kk=1 denote bases for Sh0 and Vh0 , respectively, we can then write
ph(t,x ) =
J∑
j=1
αj(t)qj(x ) and u
h(t,x ) =
K∑
k=1
βk(t)vk(x ).
The system (4.4.2)-(4.4.4) is therefore equivalent to the system of ordinary differential
equations
K∑
k=1
(vk,vl)
dβk
dt
+
K∑
k=1
a(vk,vl)βk(t) +
K∑
k,m=1
c(vm,vk,vl)βk(t)βm(t)
+
J∑
j=1
b(vl, qj)αj(t) = (f,vl) for l = 1, ..., K, (4.4.8)
with initial data βk(0), k = 1, ..., K satisfying
K∑
k=1
vkβk(0) = u
h
0 (4.4.9)
and are subject to the linear algebraic constraints
K∑
k=1
b(vk, qi)βk(t) = 0 for i = 1, ..., J. (4.4.10)
55
The system of ordinary differential equations (4.4.8), or equivalently (4.4.2)-(4.4.4), may
now be discretized with respect to time. In this regard, it is convenient to rewrite the
semi-discrete system (4.4.8) as(
∂uh
∂t
,vh
)
= F(f,uh, ph;vh) for all vh ∈ Vh0 (4.4.11)
where the linear functional F(., ., .;vh) is defined, for any uh ∈ Vh0 and ph ∈ Sh0
and any f, by
F(f,uh, ph;vh) = (f,vh)− a(uh,vh)− c(uh,uh,vh)
−b(ph,vh) for all vh ∈ Vh0 . (4.4.12)
4.5 Time Discretizations
In chapter 2 we saw that there are many time discretization algorithms that fall into
one of four classes of methods, (see Max D. Gunzburger [8]), namely single-step and
multistep methods of both fully implicit and semi-implicit type. We will focus on the
Crank-Nicolson scheme which is a single-step fully implicit method. Explicit methods
are not in common use for time discretizations of the Navier-Stokes equations, because
of their severe stability restriction. We apply the Crank-Nicolson extrapolation scheme
to the time discretization of the system (4.4.8).
We subdivide the time interval [0, T ] into M intervals of uniform length δ so that
δ = T
M
. Throughout, um and pm, m = 0, ...,M, will respectively denote approximations
to uh(mδ,x ) and ph(mδ,x ) where uh and ph denote the solution of (4.4.2)-(4.4.4). Like-
wise, for m = 0, ...,M, k = 1, ..., K, and j = 1, ..., J, αmj and βk
m denote approxima-
tions to αj(mδ) and βk(mδ), respectively, where αj, j = 1, ..., J, and βk
m, k = 1, ..., K,
denote the solution of (4.4.8) and (4.4.10). Also, throughout, fm = f(mδ,x ).
Given u0 ( which may be chosen to be u0),{um, pm} for m = 0, ...,M, are determined
from
1
δ
(um − um−1,vh) = F(fmθ ,umθ , pmθ ;vh) for all vh ∈ Vh0 (4.5.1)
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and
b(qh,um) = 0 for all qh ∈ Sh0 (4.5.2)
where
umθ =
um − um−1
2
and pmθ =
pm − pm−1
2
(4.5.3)
and likewise for fmθ .
The scheme (4.5.1)-(4.5.2) requires an initial condition for the pressure since p1 is ob-
tained from p0θ and p
0 through (4.5.3). Due to the fact that we are interested in the
velocity field only, there is no need to compute p1, since the latter will not be used in the
velocity computation at the next time level, i.e., t = 2δ. However, one may use Taylor’s
theorem p1 = p1θ + O(δ/2) + O(δ
2) and therefore take p1θ as the pressure approximation
at t = δ, and again never need p0. This procedure results in a loss of accuracy in the
pressure.
Clearly, (4.5.1)-(4.5.2) is a system of non-linear algebraic equations. In order to minimize
the cost of computing each pair (um, pm), one should solve the equivalent problem
2
δ
(umθ ,v
h)− F(fmθ ,umθ , pmθ ;vh) =
2
δ
(um−1,vh) for all vh ∈ Vh0 (4.5.4)
and
b(qh,umθ ) =
{
(1/2) b(qh,u0) if m = 1
0 if m > 1
}
for all qh ∈ Sh0 (4.5.5)
and then set
um = 2umθ − um−1 and pm = 2pmθ − pm−1. (4.5.6)
Substituting (4.4.12) into (4.5.4) yields
a(umθ ,v
h) + c(umθ ,u
m
θ ,v
h) + b(pmθ ,v
h) +
2
δ
(umθ ,v
h) =
(fmθ ,v
h) +
2
δ
(um−1θ ,v
h) for all vh ∈ Vh0 . (4.5.7)
When δ is small, a good starting guess for any iterative method for solving (4.5.5) and
(4.5.7) is the solution um−1 at the previous time step. On the other hand, due to the
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fully implicit character of the scheme (4.5.1)-(4.5.3), a different non-linear system has to
be solved for each m.
As has been noted, the above scheme is second-order accurate with respect to δ, i.e.,
O(δ2). This observation is with respect to both the L2(Ω) and H10(Ω) - norms of the
differences u(mδ, .)− um, m = 1, ...,M .
Keeping in mind the above scheme of the finite element method applied to the non
stationary Navier-stokes equations, we may investigate the stability of the model being
studied, in order to understand how a laminar flow may develop into a turbulent flow.
Most of the traditional theory for fluid flow is of qualitative nature, based on eigenvalue
criteria through a hydrodynamic stability argument. We investigate the case associated
with energy stability analysis.
4.6 Energy Stability Analysis
In the global theory, energy methods have an important place. These methods lead to
a variational problem for the first critical Reynolds number (or viscosity) of the energy
theory, and to a definite criterion which is sufficient for the global stability of the (basic)
flow.
Bear in mind that the procedure which follows, has already been mentioned in the
introduction of this dissertation. We consider the flow u in the domain Ω, which is
mathematically represented by the non stationary Navier-stokes equations (4.0.1)-(4.0.5).
For simplicity, we denote u(x , 0) = u0(x ) by U(x ) and thus at t = 0, the flow u has
the velocity field u(x , 0) =U(x ). Suppose that at this instant, we perturb the flow
with a perturbation w(x , 0). The subsequent departure of the perturbed flow from
the given flow is denoted by w(x , t), so that the perturbed flow is henceforth given
by u(x , t) + w(x , t), where u denotes the subsequent unperturbed flow. Nothing is
assumed concerning the size of the initial disturbance w(x , 0) relative to the size of the
given flow U(x ). We assume that both unperturbed flow u and the disturbed flow u+w
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satisfy the unsteady Navier-Stokes equations (4.0.1)-(4.0.5), and have the same, possibly
homogeneous, values at the boundary Γ. Thus we have
∇ ·w = 0 , in Ω× (0, T ] and w = 0 on Γrigid × (0, T ]
However, due to the non-linear convection term, w does not satisfy the unsteady Navier-
Stokes equation (4.0.1).
To assign a definite meaning to the word ”(un)stable”, the average energy of the distur-
bance
E(t) = 1
2
∫
Ω
w ·w dx
is introduced, where we assume again that all variables have been non-dimensionalized,
so that the kinematic viscosity ν can be taken as the inverse of the Reynolds number
Re.
Definition 4.6.1. We say that the given flow u is stable in the energy sense, (see
Joseph [10] or Gunzburger [8]), if
E(t)→ 0 as t→∞.
On the basis that both unperturbed flow u and the disturbed flow u+w satisfy the
unsteady Navier-Stokes equations (4.0.1)-(4.0.5) and∇·w = 0, in Ω×(0, T ] and w =
0, on Γrigid × (0, T ], we are led to
dE(t)
dt
=
1
2
d
dt
∫
Ω
w ·w dx
=
∫
Ω
w · dw
dt
dx
=
∫
Ω
w ·
(
∂w
∂t
+U · ∇w
)
dx , since ∇w = 0
=
∫
Ω
w · (−w · ∇U−w · ∇w+ Re−1∇2w) dx , since u andu +w satisfy (4.0.1)
=
∫
Ω
w · (−∇U ·w+ Re−1∇2w) dx , since ∇w = 0
= −
∫
Ω
w · ∇U ·w dx + Re−1
∫
Ω
w · ∇2w dx
= −
∫
Ω
w · ∇U ·w dx − Re−1
∫
Ω
∇w · ∇w dx ,
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where we have applied the divergence theorem to the second integral and the fact that
w = 0 on Γrigid × (0, T ]. Then,
dE(t)
dt
= −
∫
Ω
[
w ·D(U) ·w+ Re−1 ∇w · ∇w] dx (4.6.1)
with ∇U = (∂iuj)ij = (Dij[U])ij = D(U), where
D(U) =
1
2
(∇U+ (∇U)T )
is the rate of strain or the rate of deformation tensor of the given flow U, and (∇U)T
the transpose of ∇U.
In equation (4.6.1), the term
∫
Ω
∇w ·∇wdx truly represents the average dissipation, and
the term
∫
Ω
w ·D(U) ·wdx represents the production integral which couples the given
flow U (with stretching tensor D(U)) to the disturbance w.
If the right-hand side of (4.6.1) is negative (i.e., the derivative of E is less than zero),
then E will decrease as t increases, characterizing the stability of the flow according to
the previous definition. Now let
1
R˜e
= ν˜ = max
v
(
−
∫
Ω
v ·D(U) · v dx∫
Ω
∇v · ∇v dx
)
, (4.6.2)
where the maximum is sought over all the vector fields v satisfying ∇ · v = 0 inΩ,
and v = 0 on Γrigid. The allowed perturbation w satisfies these two constraints so that
(4.6.2) implies that
−
∫
Ω
w ·D(U) ·w dx∫
Ω
∇w · ∇w dx ≤ ν˜
or
−
∫
Ω
w ·D(U) ·w dx ≤ ν˜
∫
Ω
∇w · ∇w dx
combining with (4.6.1) yields
dE(t)
dt
≤ −(ν − ν˜)
∫
Ω
∇w · ∇w dx (4.6.3)
or
dE(t)
dt
≤ −
(
1
Re
− 1
R˜e
)∫
Ω
∇w · ∇w dx (4.6.4)
60
so that if the solution 1
R˜e
= ν˜ of the maximization problem (4.6.2) satisfies ν˜ < ν (or
equivalent to Re < R˜e), then dE(t)
dt
< 0 and the flow is stable.
From equation (4.6.4), we can say that there is a critical value of the Reynolds number
for which the transition from a stable state to an unstable state occurs. This is in con-
cordance with the energy stability theorems developed in the book by D. D. Joseph [10].
We are led to the problem of energy stability limit. This limit is defined by
1
R˜e
= max
v
(
−
∫
Ω
v ·D(U) · v dx∫
Ω
∇v · ∇v dx
)
, (4.6.5)
where R˜e is seen as the critical value.
One may actually understand a mathematical explanation of the fact that laminar flows
break down, their subsequent development, and trigger their eventual transition to tur-
bulence as the Reynolds number becomes large. This theoretical result is in good agree-
ment with experiments (O. Reynolds [26], W. Orr [21]) concerning the critical Reynolds
number at which the first bifurcation occurs. This bifurcation triggers the beginning of
the instability of the flow.
4.6.1 The Energy Eigenvalue Problem
In this, we want to convert (4.6.5) into an eigenvalue problem, to characterize the set
of eigenvalues with respect to completeness, and to show that R˜e defined by (4.6.5) can
also be found as the principal eigenvalue of a differential equation. For simplicity we use
the notation
〈·〉 =
∫
Ω
(·)dx .
The following fundamental lemma of the calculus of variations, for vector fields ( see D.
D. Joseph [10]) proves to be usefull:
Lemma 4.6.1. If a fixed function z(x ) ∈ C1(x ) and if 〈z · φ〉 = 0 for all vectors fields
φ ∈ C3(Ω) such that φ ·n = 0 on ∂Ω, then there exists a single-valued potential s = s(x)
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such that
z = −∇s.
Let us consider a slightly more general problem than (4.6.5), i.e.
1
%
= max
v
(F
D
)
(4.6.6)
where
F = −〈v ·D(U) · v〉 , D = 〈2D(v) : D(v)〉
Suppose that the maximum of (4.6.6) is attained when v = v. Consider the values of
F/D when vi = vi + εηi where ηi = ∂vi∂ε
∣∣
ε=0
is an arbitrary vector (satisfying (4.6.5)).
For each fixed ηi we have
1
%(ε)
=
F(ε)
D(ε) . (4.6.7)
Clearly 1/%(ε) is a maximum when ε = 0. Then
%(ε)F(ε)−D(ε) = 0
and
d
dε
∣∣∣∣
ε=0
[%(ε)F −D] = %(0) dF
dε
− dD
dε
= 0. (4.6.8)
Using equation (4.6.6), we may write (4.6.8) as
%
〈
v ·D(U) · ∂v
∂ε
〉
+ 2
〈
D(v) :
∂D(v)
∂ε
〉
= 0. (4.6.9)
Here all quantities are evaluated at ε = 0 (then v ' v) and, we have used the symmetry
of D to write 〈
∂v
∂ε
·D(U) · v
〉
=
〈
v ·D(U) · ∂v
∂ε
〉
.
Equation (4.6.9) may be regarded as Euler’s functional equation. It holds for every
vector field ∂v/∂ε such that ∇ · (∂v/∂ε) = 0 in Ω and ∂v/∂ε = 0 on ∂Ω. To convert
this equation into an eigenvalue problem for a system of differential equations, we note
that
2
〈
D(v) :
∂D(v)
∂ε
〉
= 2
〈
∇ ·
(
D(v) · ∂v
∂ε
)〉
−
〈
∂v
∂ε
· ∇2v
〉
.
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Therefore, the equality (4.6.9) becomes
%
〈
v ·D(U) · ∂v
∂ε
〉
= −2
〈
∇ ·
(
D(v) · ∂v
∂ε
)〉
+
〈
∂v
∂ε
· ∇2v
〉
. (4.6.10)
But the divergence theorem
( ∫
Ω
∇ ·zdx = ∫
∂Ω
z · n ds ) yields
−2
〈
∇ ·
(
D(v) · ∂v
∂ε
)〉
= −2
∫
Ω
∇ ·
(
D(v) · ∂v
∂ε
)
dx
= −2
∫
∂Ω
D(v) · ∂v
∂ε
· n ds
= 0, since
∂v
∂ε
= 0 on ∂Ω.
Then, (4.6.10) becomes 〈(
%v ·D(U)−∇2v) · ∂v
∂ε
〉
= 0.
If we set z = %v · D(U) − ∇2v, then z satisfies the conditions of the fundamental
lemma 4.6.1. Applying the lemma to z = %v ·D(U)−∇2v, we obtain
%v ·D(U)−∇2v = −∇s,
which is the same as
v ·D(U)− 1
%
∇2v = −∇s. (4.6.11)
Finally, we obtain the Euler equations corresponding to the maximization problem (4.6.5)
and given by
λ∇2w−∇s = w ·D(U) in Ω, (4.6.12)
∇ ·w = 0 in Ω, (4.6.13)
and
w = 0 on ∂Ω, (4.6.14)
where we have set 1
%
= 1
R˜e
= λ and where s(x ) is seen as Lagrange multiplier associated
with the constraint ∇·w = 0. Given the velocity field U(x ), the system (4.6.12)-(4.6.14)
is a self-adjoint linear eigenvalue problem for the triple w(x) 6= 0 (the perturbation),
s(x ) 6= 0, and λ ∈ R.
The solution ν˜ = 1
R˜e
of the maximization problem (4.6.5), is then given by the largest
eigenvalue (M. D. Gunzburger [8]) of the system (4.6.12)-(4.6.14). The existence of a
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non-negative ν˜ follows from the fact that the trace[D(U)] = ∇ · U = 0. Then if ν > ν˜
(or Re < R˜e), the given flow U is stable.
Even for simple flows U in simple domains Ω, it is not possible to determine the eigen-
values of the system (4.6.12)-(4.6.14), except through numerical procedures. Thus in the
following section, we investigate the finite element approximations of the eigenvalues of
the system (4.6.12)-(4.6.14).
4.6.2 Finite Element Approximations of the Eigenvalues
In order to define such approximations, with the help of the general principles stated in
section 4.3, one first recasts the system (4.6.12)-(4.6.14) into the following weak form:
Given U ∈ Hr(Ω) for some positive integer r, find w ∈ H10(Ω),w 6= 0, s ∈ L20(Ω), s 6=
0, and λ ∈ R such that
λ a˜(w, v) + b(s,v) = d(U; w, v) for all v ∈ H10(Ω) (4.6.15)
and
b(q,w) = 0 for all q ∈ L20(Ω) (4.6.16)
where a˜(., .) = Re a(., .) and the bilinear forms a(., .) and b(., .) are defined in (4.3.1) and
(4.3.2), respectively, and where
d(U; w, v) = −
∫
Ω
w ·D(U) · v dx .
Therefore we are interested in finding an approximation for ν˜ = 1
R˜e
, which now denotes
the largest eigenvalue of the system (4.6.15)-(4.6.16). We denote by m the algebraic
multiplicity of the eigenvalue ν˜ = 1
R˜e
and by <ν˜ the space spanned by the eigenvectors
(s,w) of (4.6.15)-(4.6.16) corresponding to the eigenvalue ν˜. Due to the fact that (4.6.15)-
(4.6.16) is self-adjoint, m is also the geometric multiplicity of the eigenvalue ν˜ and hence
the dimension of the eigenspace <ν˜ .
Now, following the same principles as in Section 4.4, the finite element formulation is
given by the following problem:
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Given U ∈ Hr(Ω) for some positive integer r, find wh ∈ Vh0 ⊂ H10(Ω),wh 6= 0, sh ∈
Sh0 ⊂ L20(Ω), sh 6= 0 and λh ∈ R such that
λh a˜(wh,vh) + b(sh,vh) = d(U;wh,vh) for all vh ∈ Vh0 (4.6.17)
and
b(qh,wh) = 0 for all qh ∈ Sh0 . (4.6.18)
We assume that the bilinear forms a(., .) and b(., .) and the approximating subspaces
Vh0 and S
h
0 satisfy all the hypotheses H1, H2, H3 (Section 4.4), required for suitable
approximations. We also assume that for the given velocity field U, the bilinear form
d(U; w, v) is continuous for all w, v ∈ H10(Ω); this assumption is valid whenever, e.g.,
U ∈ H10(Ω). Of interest here, are the following results (for more details, see the PhD
thesis by Peterson J. [25] or see Max D. Gunzburger [8]): Firstly there are exactly
m eigenvalues of (4.6.17)-(4.6.18), counted according to the multiplicity, which as the
discretization parameter h→ 0, converge to the eigenvalue ν˜ = 1
R˜e
of the system (4.6.15)-
(4.6.16). Thus if we denote these m eigenvalues by {ν˜hj }j, j = 1, ..., m then we have
ν˜hj → ν˜ as, h→ 0. (4.6.19)
In addition, we also have the error estimate: For h sufficiently small, there exists a
constant C such that
|ν˜ − ν˜hj | ≤ C(ξh)2 for, j = 1, ..., m (4.6.20)
where
ξh = sup
(s,w) ∈ <ν˜
‖s‖0 + |w|1 = 1
inf
vh ∈ Vh0
qh ∈ Sh0
(|w− vh|1 + ‖s− qh‖0) . (4.6.21)
From the latter equations, we see that the usual situation concerning eigenvalue approx-
imations by the finite element methods, is obtained in the present case; namely that the
error in the eigenvalue is the square of the error for the eigenfunction, the latter being
measured in the ”natural” norm sense. In this way we calculate an approximation of the
critical Reynolds number,
R˜e =
1
ν˜
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Figure 1. Stability limits for the basic flow. RE , RG andRL are the critical values of the Reynolds number, depending
on the type of instability.
for which the transition from laminar to turbulent flow occurs. Figure 1 shows the
stability limits for the basic flow, and the different types of (in)stability. It clearly shows
different zones of (in)stability which change with values of the Reynolds number.
Next, let us investigate the stationary case of the Navier-Stokes equations to show that
the Reynolds number is again at the core of all factors that may trigger flow instabilities.
4.6.3 The Stationary Case of Navier-Stokes Equations
We now consider our domain Ω defined in the first chapter and assume that all the
variables in the system (4.0.1)-(4.0.5) are independent of the time. We therefore obtain
the following stationary Navier-Stokes problem:
u · ∇u+∇p− Re−1∇2u = f , ∇ · u = 0, , in Ω (4.6.22)
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with the following boundary conditions
u|Γrigid = 0 , u|Γin = uin (4.6.23)
having the following weak formulation (see Section 4.3):
Find functions u ∈ uin +H10(Ω) and p ∈ L20(Ω) such that
a(u,v) + c(u, u, v) + b(p,v) = (f, v) for all v ∈ H10(Ω)
b(q,u) = 0 for all q ∈ L20(Ω)
}
, (4.6.24)
discretized as follows (see Section 4.4):
Find a pair (uh, ph) ∈ uin+Vh0 × Sh0 such that
a(uh,vh) + c(uh,uh,vh) + b(ph,vh) = (f,vh) for all vh ∈ Vh0 (4.6.25)
b(qh,uh) = 0 for all qh ∈ Sh0 . (4.6.26)
We assume that the the bilinear forms a(., .) and b(., .) and the approximating subspaces
Vh0 and S
h
0 satisfy all the hypotheses H1, H2, H3 in Section 4.4 required for suitable
approximations. For any f ∈ H−1(Ω), the system (4.6.25)-(4.6.26) has a solution (uh, ph).
It is well known (see Girault and Raviart [6] or Gunzburger [8]) that the solution is unique
for ”sufficiently small” data f or ”sufficiently small” Reynolds number, Re. In fact if we
set
Z =
{
v ∈ H10(Ω) : b(q,v) = 0 for all q ∈ L20(Ω)
}
(4.6.27)
the space of divergence free functions, and
N = sup
u, v, w∈Z
c(w, u, v)
|u|1|v|1|w|1 (4.6.28)
then given f ∈ H−1(Ω), and if (Re)2N ‖f‖−1 < 1, then the problem (4.6.24) has a unique
solution (u, p) ∈ Z× L20(Ω).
From the previous assertion, we can state one of the fundamental properties (see D. D.
Joseph [10]) of the solutions of the Navier-Stokes equations (4.6.22)-(4.6.23) which reads
as follows: When the viscosity is large (or the Reynolds number is small), all solutions
of the Navier-Stokes equations tend to a single basic flow. So what is the final destiny of
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all these uniquely determined solutions of the Navier-Stokes equations? For large values
of the Reynolds number, the final set of flows which evolve from a given set of initial
fields is generally ”turbulent”.
As just proven, the Navier-Stokes equations have in general more than one solution,
unless the data satisfies very stringent requirements. However, it can also be shown
that in many practical examples these solutions are mostly isolated, i.e. there exists a
neighborhood in which each solution is unique. Furthermore, it can be established (Gi-
rault and Raviart [6]) that the solutions depend continuously on the Reynolds number,
Re (which is inversely proportional to the kinematic viscosity). Thus as the Reynolds
number varies along an interval, each solution of the Navier-Stokes equations describe
an isolated branch. In particular, this means that the bifurcation phenomenon can be
rare or occurs infrequently (Girault and Raviart [6]). This situation, frequently encoun-
tered in practice, is expressed mathematically by the notion of branches of non-singular
solutions. So the solutions of the problem (4.6.22)-(4.6.23) are ”in general” non-singular.
But when the Reynolds number, Re is large (small viscosity), compared to the other
parameters of the fluid, there arises a boundary layer in the neighborhood of ∂Ω where
the viscosity predominates while it is negligible in the interior of Ω. At the same time,
the transition to turbulence occurs. Thus the solutions of the Navier-Stokes are seriously
discontinuous at certain values of the Reynolds number, Re.
In the coming sections, we show that under the hypotheses H1, H2, H3, the problem
(4.6.25)-(4.6.26) possess a branch of non-singular solutions that, as h→ 0, converges to
a given branch of non-singular solutions of (4.6.24). This convergence depends on the
Reynolds number Re. We also use a finite element method, the Newton method, to show
that the stability of such a convergence is guaranteed for small variations of Re.
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4.6.4 Non-singular Solutions and a Finite Element Approxima-
tion
Let Z and Z be two Banach spaces and Λ a compact interval of the real line R. We are
given a Cp-mapping (p ≥ 1)
F : (Re,U) ∈ Λ× Z→ F (Re,U) ∈ Z
and we want to solve the equation
F (Re,U) = 0 (4.6.29)
i.e. we want to find pairs (Re,U) ∈ Λ× Z which are solutions of (4.6.29).
Let {(Re,U(Re));Re ∈ Λ} be a branch of solutions of equation of (4.6.29). This means
that
Re→ U(Re) is a continuous function from Λ into Z (4.6.30)
and
F (Re,U(Re)) = 0. (4.6.31)
Moreover, we suppose that these solutions are non-singular in the sense that:
DUF (Re,U(Re)) is an isomorphism from Z onto Z for all Re ∈ Λ. (4.6.32)
As an immediate consequence of (4.6.32), it follows from the implicit function theorem
(see [6]) that Re→ U(Re) is a Cp-function from Λ into Z.
Let us show that our problem for the Navier-Stokes equations (4.6.24) fits into the above
framework. We first set:
Z = Z = H1(Ω)× L20(Ω) , (4.6.33)
and we introduce the intermediate space
Y = H−1(Ω)×
{
g ∈ H1/2(Γ);
∫
Γ
g · ndx = 0
}
. (4.6.34)
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Next we define a linear operator T as follows: given (f∗, g∗) ∈ Y , we denote by (u∗, p∗) =
T (f∗, g∗) ∈ Z the solution of the Dirichlet problem for the Stokes equations:
−∇2u∗ +∇p∗ = f∗ in Ω
∇ · u∗ = 0 in Ω
u∗|Γ = g∗
 . (4.6.35)
Finally, with the data (f, g) ∈ Y, we associate a C∞-mapping G from R+ × Z into Y,
defined for a U = (w, q) ∈ Z, by
G : (Re,U)→ G(Re,U) = (Re(w · ∇w− f),−g) (4.6.36)
and we set
F (Re,U) = U + TG(Re,U). (4.6.37)
It is clear that (f, g) = (f, 0) ∈ Y and (4.6.36) becomes
G(Re,U) = (Re(w · ∇w− f), 0) (4.6.38)
or simply
G(Re,U) = Re (w · ∇w− f) (4.6.39)
Now we may state the lemma :
Lemma 4.6.2. The pair (u, p) ∈ H1(Ω) × L20(Ω) is a solution of Problem (4.6.22) −
(4.6.23) if and only if (Re, U), with U = (u, Re p) is a solution of (4.6.29), where the
spaces Z and Z are defined by (4.6.33) and the compound mapping F is defined by (4.6.37)
and (4.6.38).
Proof : If (u, p) is a solution of the problem (4.6.22)-(4.6.23) then
−∇2u+∇(Re p) = Re(f− u · ∇u) in Ω
∇ · u = 0 in Ω
u = 0 on Γrigid.
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From both (4.6.35) and (u∗, p∗) = T (f∗, g∗), applied to f∗ = Re(f−u ·∇u) and p∗ = Re p,
we can write
(u,Re p) = T (Re(f− u · ∇u), 0)
or
(u,Re p)− T (Re(f− u · ∇u), 0) = 0 (since the operaror T is linear).
Then, equation (4.6.39) yields
U + TG(Re,U) = 0
and (4.6.37) yields
F (Re,U) = 0
which means
(Re,U) is a solution of (4.6.29).
2
From lemma 4.6.2, it is clear that if (u, p) is a solution of the problem (4.6.22)-(4.6.23),
then (Re, U), where U = (u, Re p) is a non-singular solution of (4.6.29).
We may now state the following proposition:
Proposition 4.6.3. Assume that the hypotheses H1, H2 and H3 hold. Let
{(Re, (u(Re),Re p(Re))); Re ∈ Λ} be a branch of non-singular solutions of the Navier-
Stokes problem (4.6.24). Then there exists a neighborhood O of the origin in H10(Ω) ×
L20(Ω) and for h ≤ h0 sufficiently small a unique C∞ branch {(Re, (uh(Re),Re ph(Re)));
Re ∈ Λ} of non-singular solutions of problem (4.6.25)− (4.6.26) such that:
(uh(Re),Re ph(Re)) ∈ (u(Re),Re p(Re)) +O for all Re ∈ Λ.
Moreover, we have the convergence property:
lim sup
h→0 Re∈Λ
{|uh(Re)− u(Re)|1 + ‖ph(Re)− p(Re)‖0} = 0. (4.6.40)
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In addition, if the mapping Re→ (u(Re), p(Re)) is continuous from Λ into Hm+1(Ω)3×
Hm(Ω) for some integer m with 1 ≤ m ≤ l, we have for all Re ∈ Λ:
|uh(Re)− u(Re)|1 + ‖ph(Re)− p(Re)‖0} ≤ Khm. (4.6.41)
Our goal is not to prove this proposition, but to use the results. A similar proof of this
proposition can be found in Girault and Raviart [6].
It is also possible to derive an L2 - estimate for the velocity. But the following regularity
must be satisfied:
The mapping (φ, µ) 7−→ ∇µ− Re−1∇2φ is an isomorphism
from [H2(Ω) ∩ S] × [H1(Ω) ∩ L20(Ω)] onto L2(Ω).
}
(4.6.42)
where S is a closed subspace of Z.
Proposition 4.6.4. We retain the hypotheses of Proposition 4.6.3 and we assume that
(4.6.42) holds. If the mapping Re→ (u(Re), p(Re)) is continuous from Λ intoHm+1(Ω)×
Hm(Ω) for some integer m ∈ [1, l], then we have the following L2 - estimate for all
Re ∈ Λ:
‖uh(Re)− u(Re)‖0 ≤ Khm+1. (4.6.43)
These propositions show that the convergence of finite element approximations is guar-
anteed, and the stability constants depend on Re.
4.6.5 Stability of Newton’s Method
The method discussed here is one of the finite element methods that is intended to
solve the Navier-stokes equations. We saw in Lemma 4.6.2 that it suffices to investigate
equations of the type (4.6.29):
F (Re,U) = 0 (4.6.44)
72
where F is defined by (4.6.37) and is a CP -mapping (P ≥ 1) defined on Λ × Z (with Λ
a compact interval of the real line R and Z = H1(Ω)× L20(Ω)). For simplicity, let us set
and fix
λ = Re ∈ Λ
and assume that U = U(λ) is a non-singular solution of (4.6.44). Then
F (λ,U) = 0, DUF (λ,U) is an isomorphism from Z onto Z
where Z is a Banach space.
Since U is an isolated solution of (4.6.44) and since F is at least differentiable, an efficient
way to approximate U is by the Newton method. The Newton algorithm reads as:
Starting from an initial guess U0, construct the sequence {Un}n in Z by:
Un+1 = Un − [DUF (λ,Un)]−1 · F (λ,Un) n ≥ 0 (4.6.45)
or equivalently
DUF (λ,Un) · (Un+1 − Un) = −F (λ,Un).
As DUF (λ,U) is a linear operator, each step of Newton’s method requires the solution of
a different problem relative to DUF (λ,Un). If this is too costly, the simplest alternative
is to replace (4.6.45) by:
Un+1 = Un − [DUF (λ,U0)]−1 · F (λ,Un) n ≥ 0, (4.6.46)
or equivalently
DUF (λ,U0) · (Un+1 − Un) = −F (λ,Un).
The drawback of Newton’s method is that the stability of its (quadratic) convergence
(see [6]) can only be ensured when the first guess U0 is sufficiently near the solution U .
If this solution is part of a branch of non-singular solutions, and if we know the solution
at a neighboring point, say U(λ−∇λ) for an adequate increment ∇λ, then we can derive
from this value the first guess to start Newton’s algorithm.
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Since λ 7−→ U(λ) is a branch of non-singular solution of (4.6.44), then F is a CP -mapping
(P ≥ 2), so is the mapping U(λ) and we can differentiate both sides of (4.6.44):
DUF (λ,U(λ)) ·
(
dU(λ)
dλ
)
+DλF (λ,U(λ)) = 0 for all λ ∈ Λ (4.6.47)
i.e. we find a first order differential equation of the form
dU(λ)
dλ
= −φ(λ) (4.6.48)
where
φ(λ) = [DUF (λ,U(λ))]−1DλF (λ,U(λ)).
The simplest way to solve (4.6.48) is to use the one-step, explicit Euler’s method; this
brings us to choose
U0(λ) = U(λ−∆λ)− φ(λ−∆λ)∆λ. (4.6.49)
In other words U0(λ) is defined by
DUF (λ−∆λ,U(λ−∆λ)) · (U0(λ)− U(λ−∆λ)) = −DλF (λ−∆λ,U(λ−∆λ)) ·∆λ
Let us estimate the difference U(λ)− U0(λ). From (4.6.48), we infer that
U(λ) = U(λ−∆λ)−
∫ λ
λ−∆λ
φ(ξ)dξ.
Subtracting (4.6.49) from this equality yields
U(λ)− U0(λ) = −
[∫ λ
λ−∆λ
φ(ξ)dξ − φ(λ−∆λ) ·∆λ
]
= −
∫ λ
λ−∆λ
φ′(θξ) · (ξ − λ+∆λ) dξ.
Hence
‖U(λ)− U0(λ)‖Z ≤ [(∆λ)2/2] max
θ∈(λ−∆λ, λ)
‖φ′(θ)‖Z .
Thus ‖U(λ) − U0(λ)‖Z is O((∆λ)2) and if ∆λ is small enough, the solutions U and U0
stay close, characterizing the stability and U0 defined by (4.6.49) is an adequate starting
value for Newton’s algorithm.
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Finally, we have used finite element theory to show that the Reynolds number is once
again at the core of the stability of a fluid motion. We have shown a way to compute the
critical Reynolds number at which the first bifurcation (appearance of the alternating
vortex pattern), occurs. This critical Reynolds number varies according to the type of
the flow and physical condition imposed on it.
Conclusion
The present study contributes, among other numerical and analytical studies to the
knowledge of physical phenomena related to the transition from laminar to turbulence
in Newtonian fluid flow. The strategy adopted in this work consists of investigating the
governing equations, for the case of incompressible viscous Newtonian fluid flow. These
equations are the continuity and the Navier-Stokes equations.
Experimental studies carried out by many authors proved the existence of three different
regimes of the flow, which are laminar, transition and turbulent regimes. Experimental
studies also showed that this situation depends on the Reynolds number. Our main
objective in this work has been to explain this dependence mathematically.
Therefore, we have used two effective methods: Lie group theory, and the finite ele-
ment method, to explain why the Reynolds number influences the different regimes of
Newtonian fluid flows:
By Lie group theory, we have solved analytically the Navier-Stokes equations, using the
symmetry approach. Finally, we have succeeded to express explicitly a solution; the u-,
v -, and w -velocity components as well as the pressure p. We found them to be functions
of the Reynolds number, even though there are other analytic functions appearing in
their expressions. This explains, for example, the figures drawn in the sixth part of the
article [24], which show that the time evolutions of velocity components become more
perturbed as the Reynolds number increases.
Secondly, we have used the finite element method to show a way to compute the critical
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Reynolds number at which the first bifurcation occurs. The stability theory has helped
us to prove that the stability of a flow motion is proportional to the Reynolds number.
One can now understand how a laminar flow may develop into a turbulent flow, through
the critical Reynolds number, for which the transition regime occurs. Thereafter, we
investigated the stationary flow. We have seen that solutions of the Navier-Stokes equa-
tions governing it, are in general non-singular. Therefore, we have chosen a finite element
method; the Newton method, to show that the stability of its convergence is guaranteed
for small variations of the Reynolds number.
The results obtained from both methods are almost the same: Laminar flow occurs at low
Reynolds numbers, where viscous forces are dominant, and is characterized by smooth,
constant fluid motion, while turbulent flow, on the other hand, occurs at high Reynolds
numbers and is dominated by inertial forces, producing random eddies, vortices and
other flow fluctuations. The transition between laminar and turbulent flow is indicated
by a critical Reynolds number, which depends on the exact flow configuration.
Reynolds numbers are of extreme importance in the study of Newtonian fluid flows. As
our focus here is the transition flow only, it follows that the occurrence of transition
is expressed in terms of the Reynolds number mainly, though there are other factors,
not taken into consideration in the present work. Accordingly, it seems easier to com-
prehend the experiments carried out by many scientists: Firstly, the one of pipe flow
done by Osborne Reynolds [26], where intermittent flashes of turbulence could be seen
as the Reynolds number increased beyond a critical value. Secondly, the experimental
studies of the wake formation behind bluff bodies, pointed out by Roshko [27], who first
observed the existence of a transition regime in the wake of the cylinder and found dis-
tinct irregularities in the wake velocity fluctuation. He showed that there exist three
different regimes of the flow at low moderate Reynolds numbers, namely laminar, tran-
sition and irregular turbulent regimes. In the transition regime, he reported that the
low-frequency irregularities obtained experimentally are related to the pressure of three-
dimensionalities in the flow, which lead to the development of turbulent motion further
downstream. Thirdly, in the same type of flow, Williamson [32] observed the existence
of two modes of formation of streamwise vorticity in the near wake, each occurring at
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a different range of Reynolds numbers, and both being related to the three-dimensional
transition between Reynolds numbers from 180 to 260. The first mode occurs beyond
Reynolds number 180 and is characterized by a continuous change in the wake forma-
tion, as the primary vortices become unstable and generate large-scale vortex loops.
The second, beyond Reynolds number 260, corresponds to the appearance of small-scale
streamwise vortex structures.
From a numerical point of view, a large number of numerical studies have been devoted
to the analysis of unsteady flow around a circular cylinder in the low and moderate
Reynolds number regime. But these studies are only two-dimensional simulations. Re-
liable three-dimensional numerical simulations of this category of flow have only very
recently appeared, due to the increased capacities and evolution of supercomputing
technology. Karniadakis and Triantafyllou [12] have computed the three dimensional
flow around a circular cylinder in the Reynolds number range of 200-500, by using the
spectral-element method by Patera [23]. In the same way, He´le`ne Persillon and Marianna
Braza [24] succeeded to compute the three dimensional flow around a circular cylinder
in the Reynolds number range of 100-300.
Thanks to the direct observations of fluids, like those studied by Reynolds, researchers
know that the profile of a fluid during laminar flow is parabolic. This can also seen
by solving the Navier-Stokes equations. The non-dimensional form of the Navier-Stokes
equations: (1.3.1), (1.3.2), (1.3.3) and (1.3.4) clearly shows that the Reynolds number is
the only parameter of the fluid flow (chapter 1). The Navier-Stokes equations generally
have more than one solution, unless the data satisfies very stringent requirements, as we
saw in Chapter 4. However, it can also be shown in many practical examples that these
solutions are mostly isolated, i.e. there exists a neighborhood in which each solution is
unique. Furthermore, it can be established [6] that these solutions depend continuously
on the Reynolds number, Re (which is inversely proportional to the kinematic viscosity).
Thus as the Reynolds number varies along an interval, each solution of the Navier-Stokes
equations describes an isolated branch. In particular, this means that the bifurcation
phenomenon can be rare. This situation, very frequently encountered in practice, is
expressed mathematically by the notion of branches of non-singular solutions (chapter 4).
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Essentially, saying that a solution belongs to a non-singular branch of solutions, means
that we are not at bifurcation points or turning points. But when the Reynolds number,
Re is large (small viscosity) compared to the other parameters of the fluid, there arises
a boundary layer in the neighborhood of ∂Ω where the viscosity predominates while
it is negligible in the interior of Ω. At the same time the transition to turbulence
occurs. Thus the solutions of the Navier-Stokes equations are seriously discontinuous at
certain values of the Reynolds number, Re. The former case, where the solutions depend
continuously on the Reynolds number, can be seen as a characterization of laminar flow
(since the bifurcations are rare), while the latter case where the solutions are seriously
discontinuous at high Reynolds numbers, can be seen as a characterization of turbulent
flow.
Even though we have chosen simplified hypotheses throughout the present work, oth-
ers may be inspired to give relevant meanings to all these experimental observations.
However, transition to turbulence remains complex, and its study is far from being fully
achieved. In this work, we tried to provide only basic explanations. In the study of
transition to turbulence, there are many other elements that still have to be taken into
consideration: For example, the prediction of the frequency modulation, and the forma-
tion of a discontinuity region delimited by two frequency steps within a given Reynolds
number range. Another example is the birth of streamwise vorticity and the kinetic
energy distribution in the studied region, where the similarity laws do not always hold.
It is encouraging to know that great works in the field, are still in progress all over the
world.
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1SOME MATHEMATICAL EXPLANATIONS OF THE TRANSITION
FROM LAMINAR TO TURBULENT FLOW IN NEWTONIAN FLUIDS,
USING THE LIE GROUP AND FINITE ELEMENT METHODS
Dr J M Manale, Dr R Maritz, Mr E F Doungmo Goufo
Abstract
In this work, we show more simple ways to obtain the equations governing the flow in
incompressible viscous Newtonian fluids, namely the continuity and the Navier-Stokes
equations. These equations are investigated to explain how the transition from laminar
to turbulent flow depends on the Reynolds number. Two effective methods are used:
Lie theoretical and the finite element methods. By Lie’s theory, we explicitly express
a solution of the Navier-Stokes equations, in terms of the Reynolds number. By the
finite element method, together with the stability theory, we show a way to compute the
critical Reynolds number, for which the transition to turbulence occurs.
1 Introduction
More than a century after Reynolds’ paper, the understanding how turbulent regions
grow (in a pipe flow, for example) and to bring laminar flow to fully developed turbulence,
is not completely achieved. It has since been known (O. Reynolds [26]) that the transition
to turbulence occurs in an intermittent fashion. As the Reynolds number increased
beyond a critical value of about 2300 (although the precise value depends on the pipe
used and on the experimental conditions at the inlet), intermittent flashes of turbulence
can be seen in the pipe. Reynolds proved that the transition from laminar to turbulent
flow in pipes, is a function of the fluid velocity .
Furthermore, the reason for this intermittency is well known, at least in a crude way:
Laminar flow at a given flow has a lower drag than turbulent flow, and as the pressure
drop driving the flow is increased, there arises a critical interval of flow rate within
which laminar flow offers too low a resistance to the pressure drop, and turbulent flow
provides too high a resistance. In this intermediate case, the flow cycles between the
two types of flow. This is manifested in the pipe through the regular occurrence of what
Reynolds called turbulent ”flashes”, nowadays known as ”slugs” or ”puffs” depending
on their provenance. The resultant flow oscillates, producing an oscillatory outlet flow.
However, because understanding of the transition requires an understanding of laminar
and turbulence flow, both are explored in this article. With the assistance of existing
2experimental information, it is possible to develop a mathematical model of the transition
between the two types of flow.
Another example is the wake formation behind bluff bodies where Karniadakis and Tri-
antafyllou [12] observed the existence of a transitional regime, depending on the Reynolds
number. Over more than a century, it has received a great deal of attention from an
experimental and a numerical point of view. Other researchers like Williamson [32]
observed the existence of two modes of formation of streamwise vorticity in the near
wake, each occurring at a different range of Reynolds numbers, and both being related
to the three-dimensional transition between Reynolds numbers belonging to a specific
real interval.
It always happens, as shown in the second part of Girault and Raviart [6], that the
occurrence of transition is expressed in terms of the Reynolds number mainly, though
there are other factors that are not of our interest in this work. Thus, when the Reynolds
number, Re is large (small viscosity) compared to the other parameters of the fluid, there
arises a boundary layer in the neighborhood of the controlled domain, ∂Ω, where the
viscosity predominates while it is negligible in the interior of Ω. At the same time the
transition to turbulence occurs.
So why does the flow suddenly become unstable and break up into turbulent swirls at
large enough values of the Reynolds number? There are certain standard ways to answer
this question: One can simply try to solve analytically or numerically the Navier-Stokes
equations governing the flow, so as to express explicitly the solutions in terms of the
Reynolds number. Another way is to study the response of a fluid when it is subject to
infinitesimally small disturbances, using a mathematical tool called hydrodynamic sta-
bility theory.
Hydrodynamic Stability Theory
Stability theory in general, according to Daniel D. Joseph [10], is the body of math-
ematical physics which enables one to deduce from first principles, the critical values
which separate the different regimes of flow, as well as the forms of the fluid motions in
these different regimes.
In the case of this repport, we seek the critical Reynolds number at which the transition
from laminar flow to turbulent flow occurs.
Drazin & Reid [5] gave a more explicit definition of hydrodynamic instability, suitable for
the scope of this article, and which is defined as that branch of hydrodynamic concerned
with ”when and how laminar flows break down, their subsequent development, and their
eventual transition to turbulence”. From this definition, we can propose the following
general procedure for studying hydrodynamic stability mathematically:
31. Start with a laminar or non-perturbed solution of the Navier-Stokes equations,
2. Perturb this solution with small disturbances,
3. Substitute the disturbed solution into the Navier-Stokes equations to derive distur-
bance equations. This usually yields an eigenvalue problem.
4. Solve the eigenvalue problem to study the (in)stability from the obtained equations.
We will try to explain mathematically the transition to turbulence by investigating the
equations governing the flows of incompressible Newtonian fluids. The complete mod-
elling must include not only these equations, but also the physical boundary and initial
conditions imposed on the fluid. At this level we will treat the model (problem) analyti-
cally and numerically, thanks to two chosen methods: The Lie Group analysis and finite
elements method.
Lie Group Analysis is a method for solving linear or non-linear differential equations
analytically. It augments intuition in understanding and using symmetry for formulation
of mathematical models, and often discloses possible approaches to solving complex
problems. For the Navier-Stokes problem, this method uses general symmetry groups
to explicitly determine solutions, which are themselves invariant under some subgroups
of the full symmetry group of the system. These group-invariant solutions are found by
solving a reduced system of ordinary differential equations, involving fewer independent
variables than the original system (which presumably makes it easier to solve).
The finite element method requires discretization of the domain into sub regions or cells.
In each cell the sought function is approximated by a characteristic form which is often
a linear function. The method is traditionally based on the Galerkin weighted residual
and Crank-Nicolson methods. One manner to obtain a suitable framework for treating
our Navier-Stokes problem is to pose it as a variational one. The numerical treatment
of the system of the Navier-Stokes equations by the finite element method, consists of
computing the primitive variables u (velocity), and p (pressure), using a special Galerkin
method based on a variational formulation. The spatial and time discretizations of the
Navier-Stokes problem are constructed in appropriate function spaces, and ”discrete”
approximations will be determined in certain finite dimensional subspaces, consisting of
piecewise polynomial functions.
In the coming sections, we use both methods to treat the Navier-Stokes equations gov-
erning the fluid flows. We end by discussing a few results experimentally observed by
great researchers.
42 Basic Considerations
This section is to provide some basic definitions and a brief presentation of the equations
governing an incompressible Newtonian fluid flow.
Notations
The following notations will be considered throughout this repport:
For simplicity, we keep vectors represented in bold character.
Ω, open and bounded domain of R3
x = (x, y, z), point in Ω
t, time over the time interval [0;T]
∂Ω or Γ, boundary of Ω
n, outward normal to Γ
s, t, tangents to Γ
u = (u, v,w) = (u(t, x, y, z), v(t, x, y, z),w(t, x, y, z)), fluid velocity vector field with com-
ponents u, v and w at the point (x,y,z ) and time t.
Note: x = x(t), y = y(t), z = z(t), u = dx
dt
, v = dy
dt
, w = dz
dt
p = p(t,x,y,z ), pressure
ρ, constant density (assumed)
µ, constant viscosity (assumed)
ν, kinematic viscosity
u i, the ith component (or coordinate) of u
uxi ,
∂u
∂xi
or ∂iu, partial derivative of u with respect to the i
th coordinate
ut,
∂u
∂t
or ∂tu, partial derivative in t of u
utt, second time derivative
uxixi , second derivative of u with respect to the i
th coordinate
∇p = (px, py, pz), vector gradient of p
∇·u = ux + vy + wz, divergence of u
∇u =
 ux vx wxuy vy wy
uz vz wz
, second order tensor (velocity gradient)
uT , transpose of u.
New notations will be defined as we go along.
The following concepts are defined according to the book by Yuan [30].
The fluids considered in this article are those liquids or gasses that move under the action
of a shear stress, irrespective of how small that shear stress may be: This means that
even a very small shear stress results in motion in the fluid. In our study, it is convenient
to assume that fluids are continuously distributed throughout a region of interest, that
is, the fluid is treated as a continuum.
5The primary property used to determine if the continuum assumption is appropriate,
is the density of the fluid defined as the mass per unit volume. The density may vary
significantly throughout the fluid. The concept of density at a mathematical point is
defined as
ρ = lim
∆V→0
∆m
∆V
,
where ∆m is the incremental mass contained in the incremental volume ∆V .
The velocity, u, at any point of a fluid medium is written as the limit approached by the
ratio between the displacement δs of an element along its path and the corresponding
increment of time δt as the latter approaches zero: Therefore
u = lim
δt→0
δs
δt
.
The pressure results from a normal compressive force acting on an area. If we were to
measure this force per unit area acting on a submerged element, we would observe that
it can either act inward or place the element in compression. The quantity measured
is therefore the pressure which must be the negative of the normal stress. When the
shearing stresses are present, the normal stress components at a point may not be equal;
If the shear stress of a fluid is directly proportional to the velocity gradient, the fluid
is said to be a newtonian fluid and the coefficient of proportionality is evaluated as the
viscosity, µ. This relation between shear stress and the velocity gradient also applies for
an incompressible fluid flow, that is a flow for which the density is constant across the
fluid.
The viscosity of a fluid is a measure of its resistance to deformation rate. Another im-
portant effect of viscosity is to cause the fluid to adhere to the surface: This is known
as the no-slip condition. The viscosity in general is dependent on temperature in liquids
in which cohesive forces play a dominant role. Note that the viscosity of liquids de-
creases with increased temperature. In this report, we use a viscosity which is constant
(incompressibility of the fluid).
Since the viscosity is often divided by the density in the derivation of equations (3.6)
below, it has become useful, and customary, to define kinematic viscosity to be
ν =
µ
ρ
. (2.1)
The existence of two types of viscous flow is a broadly accepted phenomenon.
The word laminar deriving from the Latin word la´mina, which means stream or sheet,
indicates the regularity. Thefore a laminar motion gives the idea of a regular streaming
6motion. In the opposite the word turbulent is used in every day experience to indicate
something which is not regular. In Latin the word turba means something confusing
or something which does not follow an ordered plan. A turbulent boy, in all Italian
schools, is a young fellow who rebels against ordered schemes. Following the same line,
the behavior of a flow which rebels against the deterministic rules of classical dynamics,
is called turbulent.
A concrete example, the transition to turbulence in the wake of a circular cylinder, is
illustrated in the publication [24], where He´le`ne Persillon and Marianna Braza stud-
ied and represented the transition to turbulence of the flow around a circular cylinder,
namely, the transition to turbulence in the wake of a circular cylinder. This study to-
gether with the one by G. E. Karniadakis and G. S. Triantafyllou [12], about the wake
formation behind bluff bodies, has received a great deal of attention over more than
a century from both an experimental and a numerical point of view. He´le`ne Persillon
and Marianna Braza have computed the three dimensional flow around a circular cylin-
der in the Reynolds number range of 100-300. The time-dependent evolution of the u-
and v -velocity components are presented in both two and three-dimensional cases, for
Reynolds number 200 and 300. This evolution is done at a spatial point of investigation
x/D = 0.97, y/D = 0 and z = 0, where D is the diameter of the cylinder. The drawings
show the quasi-periodic character of the studied flow, and one can see that the ampli-
tudes of the oscillations increase with the Reynolds number. This is what we are trying
to explain.
3 Differential Equations of Incompressible Newto-
nian Fluid Flow
The theory of mechanics of continuous media, also known as continuum mechanics, al-
lows the description of the constitutive equations laws that describe the deformations
of fluid medium. These laws, in combination with the general conservation principles
(conservation of mass and of momentum), form the system of partial differential equa-
tions, which are equal in number to the number of unknowns of the system. Namely,
for 3-D motion there are four dependents variables: u, v, w and p and four independent
variables: x, y, z and t.
The written constitutive equations of a Newtonian fluid are based on the following con-
siderations, according to B. Mohammadi [17]:
• At rest the fluid obeys the laws of statics.
• The equation of the fluid is objective, that is tensors are used. It is independent of the
7Galilean reference frame in which it is expressed, and independent of the observer.
• Constitutive relations governing the fluid are isotropic, which means, independent of
the orientation of the coordinate system axes.
With these assumptions, we exploit Cauchy’s Laws to obtain (B. Mohammadi [17]) the
Navier-Stokes equations.
3.1 The Continuity Equation
To study the motion of a fluid which occupies a domain Ω ∈ R3 over a time interval
[0,T], we shall denote by O any regular subdomain of Ω and by x = (x,y,z) any point of
Ω.
To conserve mass, the rate of change of mass in fluid in O, ∂
∂t
∫
O
ρ, has to be equal to the
mass flux, − ∫
∂O
ρu ·n, across the boundary ∂O of O, (n denotes the exterior normal to
∂O). Then,
∂
∂t
∫
O
ρ = −
∫
∂O
ρu · n.
By using the Stokes’ formula ∫
O
∇ · (ρu) =
∫
∂O
ρu · n, (3.1)
the mass conservation equation becomes∫
O
(
∂
∂t
ρ+∇ · (ρu)) = 0.
The fact that O is arbitrary, yields the equation of conservation of mass, expressed in
differential form, and found to be
∂
∂t
ρ+∇ · (ρu) = 0. (3.2)
It is also called the continuity equation.
The assumption to restrict our attention to incompressible flow with constant density,
ρ, yields ∂
∂t
ρ = 0 and ∇ · (ρu) = ρ(∇ · u). Therefore, the continuity equation (3.2) takes
the final sought form
∇ · u = 0. (3.3)
Which means that the velocity field,u, of an incompressible flow must be divergence free.
In cartesian coordinates ∇ is written :
∇ = i∂x + j ∂y + k∂z
8and recalling u = (u, v,w), equation (3.3) reads :
ux + vy + wz = 0. (3.4)
3.2 The Navier-stokes Equations
The Navier-Stokes equations are considered as the foundation of fluid mechanics, and
were introduced by C. Navier in 1823 and developed by G. Stokes. However, these
equations were first introduced by L. Euler. The main contribution by C. Navier was
to add a friction forcing term due to interactions between fluids layers which move with
different speeds. These equations are nothing but the momentum equations based on
Newton’s second law, which relates the acceleration of a particle to the resulting volume
and body forces acting on it. They are, accordingly, the differential form of Newton’s
second law of motion.
Let us now write Newton’s second law for the arbitrary volume element O of fluid. By
definition of the velocity u, a particle of the fluid at position x = (x,y,z) at time t will
be approximately at x+ u(x, t)δt at time t+ δt. Its acceleration is therefore
lim
δt→0
1
δt
[u(x+ u(x; t)δt, t+ δt)− u(x, t)] = ut +
3∑
j=1
ujuxj ≡ ut + u · ∇u,
where uj is the jth component of the vector u and uxj the partial derivative of u with
respect to the jth coordinate of the point x.
If we disregard external forces like those due to gravity, electromagnetism, Coriolis, etc.,
the only remaining forces are the pressure force and the viscous force due to the motion
of the fluid, and equal to
∫
∂O
(σ− pI)n , where σ is the stress tensor, I is the unit tensor
and n denotes the unit outer normal to ∂O. In this condition, Newton’s second law of
motion for O is given by∫
O
ρ(ut + u · ∇u) = −
∫
∂O
(pn − σn) =
∫
O
(−∇p+∇ · σ)
where we have used the Stokes’ formula (3.1) to establish the second equality.
The fact that O is arbitrary yields
ρ(ut + u · ∇u) = −∇p+∇ · σ. (3.5)
Now we need to relate the stress tensor σ to the velocity of the fluid: The hypothesis of
Newtonian flow is a linear law relating σ to ∇u :
σ = µ(∇u+∇uT ) + (ι− 2µ
3
)I∇ · u
9where ι is the second viscosity of the fluid. For air and water the second viscosity ι is
very small. For Newtonian fluids, we assume that ι = 0. The stress tensor becomes
σ = µ(∇u+∇uT )− 2µ
3
I∇ · u.
With this definition for σ, equation (3.5) becomes
ρ(ut + u · ∇u) = −∇p+∇ · [µ(∇u+∇uT )− 2µ
3
I∇ · u]
or
ρ(ut + u · ∇u) +∇p− µ[∇ · ∇u+∇ · ∇uT ] + 2µ
3
∇ · (I∇ · u) = 0.
Since ∇ · ∇u = ∇2u, ∇ · ∇uT = ∇(∇ · u) and ∇ · (I∇ · u) = ∇(∇ · u), the latter
equation finally yields the equation of conservation of momentum written as
ρ(ut + u · ∇u) +∇p− µ∇2u− µ
3
∇(∇ · u) = 0.
Taking into account the continuity equation (3.3), the equation of conservation of mo-
mentum becomes the incompressible Navier-Stokes equations
ut + u · ∇u = −1
ρ
∇p+ µ
ρ
∇2u
or
ut + u · ∇u = −∇p+ ν∇2u (3.6)
where ν = µ/ρ is the kinematic viscosity of the fluid defined in equation (2.1) and
p → p/ρ is the reduced pressure. Note that the Navier-Stokes equations are non-linear
because of the term u · ∇u which is seen as the source of instability.
Now we write each term of (3.6) in cartesian coordinates:
ut = (ut, vt, wt)
u · ∇u = (u, v, w) ·
 ux vx wxuy vy wy
uz vz wz
 =
 uux + vuy + wuzuvx + vvy + wvz
uwx + vwy + wwz
T
∇p = (px, py, pz)
∇2u =
 uxx + uyy + uzzvxx + vyy + vzz
wxx + wyy + wzz
T =
 ∇2u∇2v
∇2w
T .
Thus the Navier-Stokes equations for constant density, ρ, and constant viscosity, µ, are
written as:
x-component
ut + uux + vuy + wuz = −px + ν∇2u, (3.7)
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y-component
vt + uvx + vvy + wvz = −py + ν∇2v, (3.8)
z-component
wt + uwx + vwy + wwz = −pz + ν∇2w. (3.9)
3.3 The Reynolds Number
The challenge of laminar-transition-turbulence started in 1883, when Osborne Reynolds
of Manchester University (United Kingdom) made a prominent discovery that has re-
mained a puzzle ever since. By introducing a small amount of ink into a horizontal glass
pipe filled with water, he was able to check whether the flow was laminar or turbulent.
Reynolds found that the transition from laminar to turbulent flow occurs spontaneously
if a dimensionless quantity (see [31]), Re, is larger than some critical value, about 2300.
This quantity, which is known as the Reynolds number, has ever since become a quantity
which engineers and scientists use to estimate if a fluid flow is laminar or turbulent. It
is defined as the ratio of the inertia and viscous forces on the fluid.
Let us rewrite the Navier-stokes equations (3.4), (3.7), (3.8), (3.9) in non-dimensional
form.
Let U the characteristic velocity scale of the flow under study, L the characteristic length
scale and T1 a characteristic time (which is a priori equal to L/U ), we put
u’ =
u
U
; v’ =
v
U
; w’ =
w
U
;
x’ =
x
L
; y’ =
y
L
; z’ =
z
L
;
t’ =
Ut
L
; p’ =
p
U2
; ν’ =
ν
LU
.
To simplify the notation, the primes are dropped, and the non-dimensional form of the
Navier-Stokes equations (3.4), (3.7), (3.8), (3.9) are respectively
ux + vy + wz = 0 (3.10)
ut + uux + vuy + wuz = −px + Re−1∇2u (3.11)
vt + uvx + vvy + wvz = −py + Re−1∇2v (3.12)
wt + uwx + vwy + wwz = −pz + Re−1∇2w (3.13)
where the Reynolds number Re is defined as
Re =
UL
ν
. (3.14)
It is clear that Re compares the importance of inertia UL to the effects of viscosity,
characterized by ν.
11
4 Lie Group Treatment
This section is on the treatment of the Navier-Stokes equations using the methods of
Lie. We follow the approach by Robert Eugene Boisvert [2] and R.E. Boisvert et al. [3],
in reducing the Navier-Stokes equations (3.10), (3.11), (3.12) and (3.13), to the steady
state. We try to establish an equivalence group of transformations of the Navier-Stokes
equations, in order to find a solution and express it explicitly.
4.1 Equivalence Group of Transformations
We consider the model (3.10) to (3.13) for viscous Newtonian flow obtained prevously:
ν∇2u− px − (ut + uux + vuy + wuz) = 0 (4.1)
ν∇2v− py − (vt + uvx + vvy + wvz) = 0 (4.2)
ν∇2w− pz − (wt + uwx + vwy + wwz) = 0 (4.3)
subject to the incompressibility condition
ux + vy + wz = 0 (4.4)
where ν = Re−1 is the kinematic viscosity.
In order to find the Lie algebra, L, admitted by these equations, we apply the second
extension, χ2, of the generator operator, χ, of the form χ =
∑
i ξ
i ∂
∂qi
+
∑
j η
j ∂
∂φj
, to each
equation; we therefore obtain the invariance conditions written as
χ2 [ν∇2u− px − (ut + uux + vuy + wuz)] = 0 (4.5)
χ2 [ν∇2v− py − (vt + uvx + vvy + wvz)] = 0 (4.6)
χ2 [ν∇2w− pz − (wt + uwx + vwy + wwz)] = 0 (4.7)
subject to the incompressibility condition invariance
χ2 [ux + vy + wz] = 0 (4.8)
whenever (4.1) to (4.4) are verified.
In fact we look for operators χ =
∑
i ξ
i ∂
∂qi
+
∑
j η
j ∂
∂φj
, that take the form
χ = ξ1
∂
∂t
+ ξ2
∂
∂x
+ ξ3
∂
∂y
+ ξ4
∂
∂z
+ η1
∂
∂u
+ η2
∂
∂v
+ η3
∂
∂w
+ η4
∂
∂p
(4.9)
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where we have considered the variables t, x, y, and z as independent variables and
u, v, w and p as differential variables on the space (t, x, y, z ). The coordinates
ξ1, ξ2, ξ3, ξ4, η1, η2, η3 and η4 of the operator (4.9) are sought as functions of t, x,
y, z, u, v, w and p. The first extension, χ1, and the second extension, χ2, of χ respec-
tively take the form:
χ1 = χ+ ζ11
∂
∂ut
+ ζ12
∂
∂ux
+ ζ13
∂
∂uy
+ ζ14
∂
∂uz
+ ζ21
∂
∂vt
+ ζ22
∂
∂vx
+ ζ23
∂
∂vy
+ ζ24
∂
∂vz
+ζ31
∂
∂wt
+ ζ32
∂
∂wx
+ ζ33
∂
∂wy
+ ζ34
∂
∂wz
+ ζ41
∂
∂pt
+ ζ42
∂
∂px
+ ζ43
∂
∂py
+ ζ44
∂
∂pz
and
χ2 = χ+ ζ11
∂
∂ut
+ ζ12
∂
∂ux
+ ζ13
∂
∂uy
+ ζ14
∂
∂uz
+ ζ21
∂
∂vt
+ ζ22
∂
∂vx
+ ζ23
∂
∂vy
+ ζ24
∂
∂vz
+ζ31
∂
∂wt
+ ζ32
∂
∂wx
+ ζ33
∂
∂wy
+ ζ34
∂
∂wz
+ ζ41
∂
∂pt
+ ζ42
∂
∂px
+ ζ43
∂
∂py
+ ζ44
∂
∂pz
+ζ111
∂
∂utt
+ ζ112
∂
∂utx
+ ζ113
∂
∂uty
+ ζ114
∂
∂utz
+ ζ122
∂
∂uxx
+ ζ123
∂
∂uxy
+ ζ124
∂
∂uxz
+ζ133
∂
∂uyy
+ ζ134
∂
∂uyz
+ ζ144
∂
∂uzz
+ζ211
∂
∂vtt
+ ζ212
∂
∂vtx
+ ζ213
∂
∂vty
+ ζ214
∂
∂vtz
+ ζ222
∂
∂vxx
+ ζ223
∂
∂vxy
+ ζ224
∂
∂vxz
+ζ233
∂
∂vyy
+ ζ234
∂
∂vyz
+ ζ244
∂
∂vzz
+ζ311
∂
∂wtt
+ ζ312
∂
∂wtx
+ ζ313
∂
∂wty
+ ζ314
∂
∂wtz
+ ζ322
∂
∂wxx
ζ323
∂
∂wxy
+ ζ324
∂
∂wxz
+ζ333
∂
∂wyy
+ ζ334
∂
∂wyz
+ ζ344
∂
∂wzz
+ζ411
∂
∂Ptt
+ ζ412
∂
∂ptx
+ ζ413
∂
∂pty
+ ζ414
∂
∂ptz
+ ζ422
∂
∂pxx
+ ζ423
∂
∂pxy
+ ζ424
∂
∂pxz
+ζ433
∂
∂pyy
+ ζ434
∂
∂pyz
+ ζ444
∂
∂pzz
, (4.10)
where
ζ ij = Djη
i −∑k φikDjξk ; ζ ijk = Dkζ ij −∑l φijlDkξl ;
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Dj =
∂
∂qj
+
∑
k
φkj
∂
∂φk
+
∑
i,k
φkij
∂
∂φki
(4.11)
(j = 1, 2, 3, 4),
with
q = (t, x, y, z), φ = (u, v, w, p), φki =
∂φk
∂qi
, φkij =
∂φki
∂qi
(i, j, k = 1, 2, 3, 4).
After extending the determining equations (4.5) to (4.8), we find all the generators
admitted by the Navier-Stokes equations (4.1) to (4.4), see Birkhoff [1] or Wilzynski [33].
Note that, in the case of two independent variables (x, y), Lie group is defined (see
Olver [20]), to be the group of transformations in the plane (x, y) given by
x¯ = f(x, y, a) ≈ x+ aξ(x, y), y¯ = ϕ(x, y, a) ≈ y + aη(x, y) (4.12)
depending on a parameter a, and where we have taken a linear part (in the parameter
a) in the Taylor expansion of the initial transformations (called finite transformations).
As shown in the transformation (4.12) together with the generator (4.9): χ = ξ1 ∂
∂t
+
ξ2 ∂
∂x
+ ξ3 ∂
∂y
+ ξ4 ∂
∂z
+ η1 ∂
∂u
+ η2 ∂
∂v
+ η3 ∂
∂w
+ η4 ∂
∂p
, we look for the group of transformations
of the forms
t¯ = t+ εξ1(t, x, y, z, u, v, w, p) +O(ε2),
x¯ = x+ εξ2(t, x, y, z, u, v, w, p) +O(ε2),
y¯ = y + εξ3(t, x, y, z, u, v, w, p) +O(ε2),
z¯ = z + εξ4(t, x, y, z, u, v, w, p) +O(ε2), (4.13)
u¯ = u+ εη1(t, x, y, z, u, v, w, p) +O(ε2),
v¯ = v + εη2(t, x, y, z, u, v, w, p) +O(ε2),
w¯ = w + εη3(t, x, y, z, u, v, w, p) +O(ε2),
p¯ = p+ εη4(t, x, y, z, u, v, w, p) +O(ε2),
which leave the Navier-Stokes equations (4.1) to (4.4) invariant. Boisvert [2] proved that,
this group (called the full group) is obtained by the transformations (4.13) with
ξ1 = α+ 2βt (4.14)
ξ2 = βx− γy − λz + f(t) (4.15)
ξ3 = βy + γx− σz + g(t) (4.16)
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ξ4 = βz + λx+ σy + h(t) (4.17)
η1 = −βu− γv − λw + f ′(t) (4.18)
η2 = −βv + γu− σw + g′(t) (4.19)
η3 = −βw + λu+ σv + h′(t) (4.20)
η4 = −2βp+ j(t)− xf ′′(t)− yg′′(t)− zh′′(t) (4.21)
where α, β, γ, λ and σ are five arbitrary parameters and f(t), g(t), h(t), and j(t) are ar-
bitrary, sufficiently smooth, functions of t. Each of the arbitrary parameters corresponds
to the well known transformation. The parameter α corresponds to a translation with
respect to time, t; β represents a stretching (dilatation) in all coordinates; γ, λ, σ repre-
sent a space rotation. With f(t), g(t) and h(t) as constants, it is clear that translations in
the various coordinate directions are also included. Moving coordinate transformations
are also included as long as these changes are reflected in η1, η2, η3, η4, as shown in
(4.18),(4.19),(4.20),(4.21).
From the generator (4.9): χ = ξ1 ∂
∂t
+ ξ2 ∂
∂x
+ ξ3 ∂
∂y
+ ξ4 ∂
∂z
+ η1 ∂
∂u
+ η2 ∂
∂v
+ η3 ∂
∂w
+ η4 ∂
∂p
,
we find the infinitesimal operator associated with each parameter by setting the studied
parameter equal to one, while all other parameters and arbitrary functions are equal to
zero. Then we obtain the following generators:
• translation with respect to time, t (associated with α)
χ1 =
∂
∂t
, (4.22)
• scale (dilatation) transformation (associated with β)
χ2 = 2t
∂
∂t
+ x
∂
∂x
+ y
∂
∂y
+ z
∂
∂z
− u ∂
∂u
− v ∂
∂v
− w ∂
∂w
− 2p ∂
∂p
, (4.23)
• space rotations (associated with γ, λ, σ)
χ3 = y
∂
∂x
− x ∂
∂y
+ v
∂
∂u
− u ∂
∂v
, (4.24)
χ4 = x
∂
∂z
− z ∂
∂x
+ u
∂
∂w
− w ∂
∂u
, (4.25)
χ5 = z
∂
∂y
− y ∂
∂z
+ w
∂
∂v
− v ∂
∂w
, (4.26)
• moving coordinates (associated with the arbitrary functions) and obtained
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infinitely in the forms:
χ6 = f(t)
∂
∂x
+ f ′(t)
∂
∂u
− xf ′′(t) ∂
∂p
, (4.27)
χ7 = g(t)
∂
∂y
+ g′(t)
∂
∂v
− yg′′(t) ∂
∂p
, (4.28)
χ8 = h(t)
∂
∂z
+ h′(t)
∂
∂w
− zg′′(t) ∂
∂p
, (4.29)
• pressure changes
χ9 = j(t)
∂
∂p
. (4.30)
The operators (4.22) to (4.26) generate a finite-dimensional Lie algebra, called L5, which
is five-dimensional subalgebra of the infinite-dimensional algebra L∞ generated by the
operators (4.22) to (4.30).
4.2 Solutions of the Navier-Stokes equations
We are now able to find a solution of the three-dimensional Navier-Stokes equations
(4.1) to (4.4) by utilizing a different subgroup of the full group (4.14) to (4.21) with, for
simplicity, β = γ = λ = σ = 0 and α = 1. This subgroup becomes
ξ1 = 1; ξ2 = f(t); ξ3 = g(t); ξ4 = h(t)
η1 = f ′(t); η2 = g′(t); η3 = h′(t); η4 = j(t)− xf ′′(t)− yg′′(t)− zh′′(t)
and has the associated operator (4.9):
χ =
∂
∂t
+ f(t)
∂
∂x
+ g(t)
∂
∂y
+ h(t)
∂
∂z
+ f ′(t)
∂
∂u
+ g′(t)
∂
∂v
+ h′(t)
∂
∂w
+
+[j(t)− xf ′′(t)− yg′′(t)− zh′′(t)] ∂
∂p
.
Now we can utilize the useful result mentioned in Boisvert et al. [3] which states that:
Any steady-state solution to the three-dimensional equations can be transformed by
means of
x˜ = x− F (t), y˜ = y −G(t), z˜ = z −H(t) (4.31)
with
u = u˜(x˜, y˜, z˜) + f(t), v = v˜(x˜, y˜, z˜) + g(t), w = w˜(x˜, y˜, z˜) + h(t)
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p = p˜(x˜, y˜, z˜)− xf ′(t)− yg′(t)− zh′(t) + k(t), (4.32)
where F ′ = f, G′ = g, H ′ = h, k = 1
2
[f 2 + g2 + h2] +
∫
jdt, into a time-dependent
solution involving four arbitrary functions of time variable. Then, the transformations
(4.31)-(4.32) yield:
ut =
∂u˜
∂x˜
∂x˜
∂t
+
∂u˜
∂y˜
∂y˜
∂t
+
∂u˜
∂z˜
∂z˜
∂t
+ f ′(t)
= −u˜x˜F ′ − u˜y˜G′ − u˜z˜H ′ + f ′(t)
= −(u˜x˜f + u˜y˜g + u˜z˜h) + f ′(t),
px =
∂p˜
∂x˜
∂x˜
∂x
− f ′(t)
= p˜x˜ − f ′(t),
(
∂x˜
∂x
= 1
)
ux =
∂(u˜+ f)
∂x
=
∂u˜
∂x˜
∂x˜
∂x
= u˜x˜,
(
∂(y˜ or z˜)
∂x
= 0 and
∂f
∂x
= 0
)
.
In the same manner, uy = u˜y˜, uz = u˜z˜, and
∇2u = (uxx + uxx + uxx)
= (u˜x˜x˜ + u˜y˜y˜ + u˜z˜z˜).
We do the same for the v - and w -components.
After substituting into the time-dependent Navier-Stokes equations (4.1) to (4.4), we
find that, the functions u˜, v˜ and w˜ satisfy the steady Navier-Stokes equations:
u˜u˜x˜ + v˜u˜y˜ + w˜u˜z˜ = −p˜x˜ + ν[u˜x˜x˜ + u˜y˜y˜ + u˜z˜z˜],
u˜v˜x˜ + v˜v˜y˜ + w˜v˜z˜ = −p˜y˜ + ν[v˜x˜x˜ + v˜y˜y˜ + v˜z˜z˜],
u˜w˜x˜ + v˜w˜y˜ + w˜w˜z˜ = −p˜z˜ + ν[w˜x˜x˜ + w˜y˜y˜ + w˜z˜z˜], (4.33)
u˜x˜ + v˜y˜ + w˜z˜ = 0.
Another interesting result of the transformation (mentioned in the same Boisvert et
al. [3]), is that, different subgroups of the reduced, (time-independent) full group may
now be used to study (4.33), and transform it into a system of ordinary differential equa-
tions. Consequently, from the full group (4.14) to (4.21), it follows that the dilatation
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subgroup generated by β ( obtained with β = 1 and all other parameters and functions
vanishing) will leave (4.33) invariant. This subgroup becomes
ξ1 = 2t; ξ2 = x; ξ3 = y; ξ4 = z
η1 = −u; η2 = −v; η3 = −w; η4 = −2p
and has the associated operator (4.9):
χ = 2t
∂
∂t
+ x
∂
∂x
+ y
∂
∂y
+ z
∂
∂z
− u ∂
∂u
− v ∂
∂v
+−w ∂
∂w
− 2p ∂
∂p
.
We obtain the invariants, I, of this subgroup, by integrating the associated χI = 0 .
Then the characteristic equations (Boisvert [3]) are given by
dx˜
x˜
=
dy˜
y˜
=
dz˜
z˜
=
du˜
−u˜ =
dv˜
−v˜ =
dw˜
−w˜ =
dp˜
−2p˜
leading to the invariants
η1 = y˜/x˜, η2 = z˜/x˜
and
u˜ = x˜−1Γ(η1, η2), v˜ = x˜−1Λ(η1, η2)
w˜ = x˜−1Φ(η1, η2), p˜ = x˜−2Ω(η1, η2)
where Γ, Λ, Φ, Ω satisfy the partial differential equations;
−Γ2 − η1ΓΓη1 − η2ΓΓη2 + ΛΓη1 + ΦΓη2 − 2Ω− η1Ωη1 − η2Ωη2
−ν(2Γ + 4η1Γη1 + 4η2Γη2 + Γη1η1 + Γη2η2 + η21Γη1η1 + 2η1η2Γη1η2 + η22Γη2η2) = 0,
−ΓΛ− η1ΓΛη1 − η2ΓΛη2 + ΛΛη1 + ΦΛη2 + Ωη1 − ν(2Λ + 4η1Λη1
+4η2Λη2 + Λη1η1 + Λη2η2 + η
2
1Λη1η1 + 2η1η2Λη1η2 + η
2
2Λη2η2) = 0, (4.34)
−ΓΦ− η1ΓΦη1 − η2ΓΦη2 + ΛΦη2 + ΦΦη2 + Ωη2 − ν(2Φ + 4η1Φη1
+4η2Φη2 + Φη1η1 + Φη2η2 + η
2
1Φη1η1 + 2η1η2Φη1η2 + η
2
2Φη2η2) = 0,
−Γ− η1Γη1 − η2Γη2 + Λη1 + Φη2 = 0.
However, no further group reduction is possible (Boisvert et al. [3]). But by setting
η = η1−η2, the system (4.34) is reduced to the system of ordinary differential equations;
−Γ2 − ηΓΓη + ΛΓη − ΦΓη − 2Ω− ηΓη − ν(2Γ + 4ηΓη + 2Γηη + η2Ληη) = 0, (4.35)
−ΓΛ− ηΓΛη + ΛΛη − ΦΛη + Ωη − ν(2Λ + 4ηΛη + 2Ληη + η2Ληη) = 0, (4.36)
−ΓΦ− ηΓΦη + ΛΦη − ΦΦη − Ωη − ν(2Φ + 4ηΦη + 2Φηη + η2Φηη) = 0, (4.37)
−Γ− ηΓη + Λη − Φη = 0. (4.38)
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The last of these is satisfied when
Λ− Φ = ηΓ− c1 = 0, (4.39)
where c1 is an arbitrary constant. The substitution of (4.39) into (4.35) yields
−Γ2 − c1Γη − 2Ω− ηΩη − ν(2Γ + 4ηΓη + 2Γηη + η2Ληη) = 0 (4.40)
The substitution of (4.39) into (4.36) and (4.37) and then subtracting yields
−ηΓ2 + 2Ωη − ν(6ηΓ + 4Γη + 6η2Γη + 2ηΓηη + η3Γηη) = 0.
Solving the latter equation for Ωη yields
Ωη =
1
2
[ηΓ2 + ν(6ηΓ + 4Γη + 6η
2Γη + 2ηΓηη + η
3Γηη)] (4.41)
and replacing it into (4.40), gives
Ω =
1
2
[−Γ2 − 1
2
η2Γ2 − c1Γη − ν(2Γ + 3η2Γ + 6ηΓη
+3η3Γη + 2Γηη + 2η
2Γηη +
1
2
η4Γηη)]. (4.42)
The differentiation of equation (4.42) with respect to η and setting it equal to (4.41)
implies that
2ηΓ2 + 2ΓΓη + η
2ΓΓη + c1Γηη + ν(12ηΓ + 12Γη + 18η
2Γη
+12ηΓηη + 6η
3Γηη + 2Γηηη + 2η
2Γηηη +
1
2
η4Γηηη) = 0 (4.43)
One solution of (4.43) is
Γ = −6ν. (4.44)
The corresponding values for Λ and (Λ− Φ) from (4.42) and (4.39) are
Λ = −12ν. (4.45)
Λ− Φ = −6νη − c1. (4.46)
Substitution of (4.44), (4.45), (4.46) into (4.37) results in
4Φ−
[c1
ν
+ 4η
]
Φη − (η2 + 2)Φηη = 0,
whose general solution, for the case c1 = 0, is
Φ = c2νη − c3ν
[
1
4
+
1
8
η2(η2 + 2)−1 − 3η
8
√
2
arctan
[
η√
2
]]
. (4.47)
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and the substitution into (4.46) yields
Λ = −6νη + c2νη − c3ν
[
1
4
+ +
1
8
η2(η2 + 2)−1 − 3η
8
√
2
arctan
[
η√
2
]]
. (4.48)
Using these last expressions, together with the relations (4.31)-(4.32), we rewrite the
sought solutions u, v, w and p in the original variables, which leads to the solution of the
unsteady three-dimensional Navier-Stokes equations (4.1) to (4.4). We will also use η as
follows:
η = η1 − η2 = y˜
x˜
− z˜
x˜
= x˜−1(y˜ − z˜)
= (x− F (t))−1(y − F (t)− z + F (t)) = (x− F (t))−1R
with R = y − F (t)− z + F (t).
Then,
u = u˜+ f(t)
= x˜−1Γ + f(t)
= (x− F (t))−1Γ + f(t)
u = −6ν(x− F (t))−1 + f(t) (4.49)
v = v˜ + g(t)
= x˜−1Λ + g(t)
= (x− F (t))−1Λ + g(t)
= x− F (t))−1
{
−6ν(x− F (t))−1R + c2ν(x− F (t))−1R− c3ν
[
1
4
+
1
8
(x− F (t))−2R2((x− F (t))−2R2 + 2)−1 − 3(x− F (t))
−1R
8
√
2
arctan
[
(x− F (t))−1R√
2
]]}
+g(t),
v = ν
{
(c2 − 6)(x− F (t))−2R− c3
[
1
4
(x− F (t))−1
+
1
8
(x− F (t))−3R2 ((x− F (t))−2R2 + 2)−1 − 3
8
√
2
(x− F (t))−1R
× arctan
[
(x− F (t))−1R√
2
]]}
+ g(t), (4.50)
w = w˜ + h(t)
= x˜−1Φ + h(t)
= (x− F (t))−1Φ + h(t)
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= x− F (t))−1
{
c2ν(x− F (t))−1R− c3ν
[
1
4
+
1
8
(x− F (t))−2R2((x− F (t))−2R2 + 2)−1 − 3(x− F (t))
−1R
8
√
2
arctan
[
(x− F (t))−1R√
2
]]}
+g(t),
w = ν
{
c2(x− F (t))−2R− c3
[
1
4
(x− F (t))−1
+
1
8
(x− F (t))−3R2 ((x− F (t))−2R2 + 2)−1 − 3
8
√
2
(x− F (t))−1R
× arctan
[
(x− F (t))−1R√
2
]]}
+ h(t) (4.51)
and
p = p˜− xf ′(t)− yg′(t)− zh′(t) + k(t)
= x˜−2Ω− xf ′(t)− yg′(t)− zh′(t) + k(t)
= (x− F (t))−2Ω− xf ′(t)− yg′(t)− zh′(t) + k(t)
p = −12ν2(x− F (t))−2 − xf ′(t)− yg′(t)− zh′(t) + k(t). (4.52)
In terms of the Reynolds number, these solutions become:
u = −6 1
Re
(x− F (t))−1 + f(t) (4.53)
v =
1
Re
{
(c2 − 6)(x− F (t))−2R− c3
[
1
4
(x− F (t))−1
+
1
8
(x− F (t))−3R2 ((x− F (t))−2R2 + 2)−1 − 3
8
√
2
(x− F (t))−1R
× arctan
[
(x− F (t))−1R√
2
]]}
+ g(t) (4.54)
w =
1
Re
{
c2(x− F (t))−2R− c3
[
1
4
(x− F (t))−1
+
1
8
(x− F (t))−3R2 ((x− F (t))−2R2 + 2)−1 − 3
8
√
2
(x− F (t))−1R
× arctan
[
(x− F (t))−1R√
2
]]}
+ h(t) (4.55)
p = −12
(
1
Re
)2
(x− F (t))−2 − xf ′(t)− yg′(t)− zh′(t) + k(t) (4.56)
All these solutions of the equations governing the flow are expressed in their explicit
forms, and one can see that the Reynolds number, Re, clearly appears. This proves the
fact that the Reynolds number influences the three types of fluid flow’s regimes observed
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experimentally. As example, the time-dependent evolutions of the u- and v -velocity
components are presented by Persillon and Braza [24], in both two and three-dimensional
case, for Reynolds number 200 and 300. Their drawings (in the sixth part of the same
article [24]) show the quasi-periodic character of the studied flow, and one can see that
the amplitudes of the oscillations increase with the Reynolds number.
5 Finite Element Treatment
This section is on the treatment of the Navier-Stokes equations using the method of finite
elements. We now consider the domain Ω defined in the first chapter and the established
model for viscous Newtonian flow (3.6), subject to body forces in this case, and which
is given by the Navier-Stokes equations
ut + u · ∇u+∇p− Re−1∇2u = f in Ω× (0, T ], (5.1)
subject to the incompressibility condition,
∇ · u = 0 in Ω× (0, T ], (5.2)
the homogeneous no-slip boundary condition,
u = 0 on Γrigid × (0, T ], (5.3)
the inflow condition
u in = u on Γin, (5.4)
and the initial condition,
u(x, 0) = u0(x) in Ω, (5.5)
where f is the body force per unit mass (note that we will assume that f = 0). Γrigid and
Γin are the rigid part and the inflow part of the boundary Γ, respectively. We assume
that Ω does not change in time. Before going further, let us outline some useful forms,
norms and function spaces.
5.1 Function Spaces, Norms, and Forms
The finite element discretization of the Navier-Stokes problem is based on the variational
formulation, and the use of Sobolev spaces is needed for the mathematical treatment of
the variational formulation of the model. We use sub-spaces of the usual Hilbert space
L2(Ω) =
{
f :
∫
Ω
|f |2 dx <∞
}
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of square-integrable functions on Ω, where integration is in the sense of Lebesgue.
L20(Ω) =
{
f : f ∈ L2(Ω), (f, 1) = 0} ,
and the corresponding inner products and norms
(f, g) =
∫
Ω
fg dx, ‖f‖0 = (f, f)1/2.
Next, for any non-negative integer k, we define the Sobolev space
Hk(Ω) =
{
f : f ∈ L2(Ω), Dsf ∈ L2(Ω), for s = 1, ..., k}
of square integrable functions, all of whose derivatives of order up to k, are also square
integrable, where Ds denotes any and all derivatives of order s. Hk(Ω) comes with the
norm
‖f‖k =
(
‖f‖20 +
∑
s≤k, s 6=0
‖Dsf‖20
)1/2
.
The following definitions can now be stated:
H0(Ω) = L2(Ω)
H1(Ω) =
{
f : f ∈ L2(Ω), ∂if ∈ L2(Ω), 1 ≤ i ≤ 3
}
‖∇f‖0 = (∇f,∇f)1/2
‖f‖1 =
(‖f‖20 + ‖∇f‖20)1/2 =
(
‖f‖20 +
3∑
i=1
∥∥∥∥ ∂f∂xi
∥∥∥∥2
0
)1/2
. (5.6)
Of particular interest is the subspace of H10 (Ω) of H
1(Ω) defined by
H10 (Ω) =
{
f : f ∈ H1(Ω), f = 0 on Γ}
whose elements vanish on the boundary Γ.
For functions belonging to H1(Ω), the semi-norm
|f |1 =
(
3∑
i=1
∥∥∥∥ ∂f∂xi
∥∥∥∥2
0
)1/2
(5.7)
defines a norm equivalent to (5.6). The proof of this statement is not our aim in this
article, but it can be found in Dietrich Braess [4]. Thus for such functions, (5.7) may be
used instead of (5.6).
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We denote by H−1(Ω) the dual space consisting of bounded linear functionals on H10 (Ω),
i.e., f ∈ H−1(Ω) implies that (f, w) ∈ R for all w ∈ H10 (Ω). A norm for H−1(Ω) is given
by
‖f‖−1 = sup
0 6=w∈H10 (Ω)
(f, w)
|w|1
Since the velocity field u = u(u, v, w) = (u i)i=1,2,3 is a vector valued function, we use
the spaces
Hk(Ω) = Hk(Ω)3 =
{
u : u i ∈ Hk(Ω) for i = 1, 2, 3
}
,
H10(Ω) = H
1
0 (Ω)
3 =
{
u : u i ∈ H10 (Ω) for i = 1, 2, 3
}
,
and
H−1(Ω) = H−1(Ω)3 =
{
u : u i ∈ H−1(Ω) for i = 1, 2, 3
}
,
For k ≥ 0, Hk(Ω) is equipped with the norm
‖u‖k =
(
3∑
i=1
‖u i‖2k
)1/2
.
Alternatively, for functions belonging to H10(Ω), we may use
|u |1 =
(
3∑
i=1
|u i|21
)1/2
.
The inner product for functions belonging to L2(Ω) = H0(Ω) = L2(Ω)3 is also given by
(u, w) =
∫
Ω
u ·w dx.
Before stating the weak variational formulation for our model, let us discuss some pre-
liminaries concerning the existence and uniqueness of a solution of the Navier-Stokes
equations.
5.2 Existence and Uniqueness for a Solution of Navier-Stokes
Equations
From the mathematical point of view, two questions concerning the Navier-Stokes equa-
tions are of main interest. Given a set of data which are sufficiently smooth:
1. Does a solution of (5.1)-(5.5) exist?
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2. If a solution exists, is it unique?
First, we have to clarify the notion of a solution of (5.1)-(5.5). There exists several
concepts of the notion of a solution of the above system, the most important of which
are the classical solution and the weak solution.
Definition 5.1. (classical solution)
A pair (u , p) is called a classical solution of the Navier-Stokes (5.1)-(5.5) if:
1.(u , p) satisfies the Navier-Stokes problem (5.1)-(5.5).
2. u and p are infinitely many times differentiable with respect to space and time
vaviables.
Then, according to J. Volker and S. Kaya [29], the existence of a classical solution of
(5.1)− (5.5) cannot yet be proven, but if a classical solution exists, it is unique.
To define a weak solution , we first need to transform (5.1) into a weak form by
• multiplying (5.1) with a suitable vector valued function ϕ (test function),
• integrating over Ω× (0, T ],
• applying integration by parts (Green’s theorem).
The last step is possible only if there are some restrictions on the domain. For the test
function ϕ, one requires
• ϕ ∈ C∞0,div(Ω) for each time t, where C∞0, div(Ω) = {f : f ∈ C∞0 (Ω),∇ · f = 0},
• ϕ is infinitely differentiable with respect to time,
• ϕ(., T ) = 0.
This gives the weak formulation of the Navier-Stokes equations∫ T
0
[−(u , ϕt) + (u · ∇u , ϕ) + Re−1(∇u ,∇ϕ)]dt =
∫ T
o
(f, ϕ)dt+ (u0, ϕ(., 0)). (5.8)
which has the following features:
• There is no time derivative of u
• There is no second order spatial derivative with respect to u
• The pressure vanishes, since the Green’s formula yields
(∇p, ϕ) =
∫
∂Ω
pϕ · n ds− (p,∇ · ϕ) = 0
because ϕ · n = 0 on ∂Ω and ∇ · ϕ = 0.
Definition 5.2. (weak solution)
A function u is called weak solution of the Navier-Stokes equations if:
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1. u satisfies (5.8) for all test functions ϕ with the properties on ϕ given above,
2. u has the following regularity
u ∈ L2(0, T ;H10, div(Ω)) ∩ L∞(0, T ;L2div(Ω)),
where the subscript div means space of divergence-free functions ; for instance
C∞0, div(Ω) = {f : f ∈ C∞0 (Ω),∇ · f = 0}
and
L2(0, T ;H10 (Ω)) =
{
f(x, t) :
∫ T
0
‖f‖20dt <∞
}
.
More generally
Lq(t0, t1;X) =
{
f(x, t) :
∫ t1
t0
‖f‖qXdt <∞
}
for any q ∈ [1,∞),
is the space of strongly measurable maps f : [to, t1]→ X, such that
‖f‖Lq(t0,t1;X) =
(∫ t1
t0
‖f‖qXdt
)1/q
<∞ for q ∈ [1,∞)
and X is a Banach space. Furthermore
L∞(t0, t1;X) =
{
f(x, t) : ess sup
t0≤t≤t1
‖f‖X <∞
}
with
‖f‖L∞(t0,t1;X) = ess sup
t0≤t≤t1
‖f‖X <∞ for q =∞.
It is obvious that all these spaces are needed for the weak formulation given in the next
section.
The existence of a weak solution of (5.1)-(5.5) was proved in 1934 by Jean Lerray [13].
The weak solution is unique if every other weak solution satisfies an additional regularity
assumption, Serrin’s condition, see J. Serrin [28], or J. Volker and S. Kaya [29] . But it
is not known in 3-D if every weak solution possesses such additional condition.
According to the same article [29], the existence of a weak solution of the Navier-Stokes
equations can be proven in arbitrary domains, but the uniqueness cannot yet be proven.
The answer to the question of uniqueness of the weak solution in 3-D, or existence of a
classical solution in 3-D is one of the major mathematical challenges of this century (J.
Volker and S. Kaya [29]). There is a prize of one million US-Dollars for people who can
answer these questions.
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5.3 A Galerkin-Type Weak Formulation
We introduce the bilinear forms
a(u ,w) = Re−1(∇u ,∇w) = Re−1
∫
Ω
3∑
i,j=1
∂u i
∂xj
∂wi
∂xj
for all u, w ∈ H1(Ω) (5.9)
b(p,u) = −(p,∇ · u) for all u ∈ H1(Ω) and p ∈ L2(Ω) (5.10)
and the trilinear form
c(u, v, w) = (u · ∇v,w) =
∫
Ω
3∑
i,j=1
u j
∂vi
∂xj
wi, for all u, v, w ∈ H1(Ω). (5.11)
In addition to the above spaces, we will need to use the space
H =
{
u ∈ L2(Ω) : ∇ · u = 0 in Ω; u = 0 on Γ} ,
which consists of (weakly) divergence free functions, i.e. functions whose divergence
vanishes almost everywhere.
Recall that ∂Ω = Γ = Γrigid ∪Γin, then, following the same procedure mentioned earlier
of defining the weak solution, the weak (variational) formulation of the Navier-Stokes
equations (5.1)-(5.5), reads as follows:
Given
f ∈ L2(0, T ;H−1(Ω)) and u0 ∈ H,
find functions u ∈ L2(0, T ;H10(Ω)) ∪ L∞(0, T ;H) and p ∈ L2[0, T ;L20(Ω)] such that(
∂u
∂t
,v
)
+ a(u ,v) + c(u, u, v) + b(p,v) = (f, v) for all v ∈ H10(Ω)
b(q,u) = 0 for all q ∈ L20(Ω)
u(0,x) = u0(x) for x ∈ Ω
 (5.12)
where the first two equations of (5.12) hold on (0, T), in the sense of distributions.
5.4 Spacial Discretizations
To discretize the above problem with the spatial variables, we introduce the triangulation,
named Th, of Ω, with width h into (closed) cells K (tetrahedra) such that the following
regularity conditions are satisfied:
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• Ω = ⋃{K ∈ Th}.
• Any two cells K, K’ only intersect in common faces, edges or vertices.
• The decomposition Th matches the decomposition ∂Ω = Γ = Γrigid ∪ Γin.
On the finite element mesh Th, one defines spaces of ”discrete” trial and test functions
with the following constructions:
For each h, let Wh and Qh be two finite-dimensional spaces such that
Wh ⊂ H1(Ω) , Qh ⊂ L2(Ω)
and throughout this chapter we assume that Qh contains the constant functions.
We set
Vh0 =W
h ∩H10(Ω) =
{
vh ∈Wh : vh = 0 on Γ}
Sh0 = Q
h ∩ L20(Ω) =
{
qh ∈ Qh : ∫
Ω
qhdx = 0
} } . (5.13)
There are many pairs of these finite element spaces. Some of them are stable, others
are not. Naturally, one would like to know which are best. It is generally thought
that elements which at least yield elementwise mass conservation, are superior. This
judgement is largely based on the examination of graphical representations of solutions,
e.g. streamline plots. For details on the choice of pairs of finite element spaces, consult
Gunzburger [8].
With these spaces, the finite element approximation of the problem (5.12) is given by:
Find a pair (uh, ph) ∈ Vh0 × Sh0 such that(
∂uh
∂t
,vh
)
+a(uh,vh)+c(uh,uh,vh)+b(ph,vh) = (f,vh) for all vh ∈ Vh0 and t ∈ (o, T ]
(5.14)
b(qh,uh) = 0 for all qh ∈ Sh0 and t ∈ (o, T ] (5.15)
uh(0,x) = uh0 ∈ Vh0 for x ∈ Ω, (5.16)
where uh0 is an approximation to the initial function u
h(0,x).
In order that (5.14)-(5.16) is a stable approximation of (5.12) as h→ 0, it is crucial that
we relate the continuous and discrete spaces by the following hypotheses (for a complete
and rigorous analysis of these approximations, refer to Girault and Raviart [6]):
Hypothesis H1 (Approximation property of Vh0)
There exists an operator rh ∈ L([H2(Ω) ∩H1o (Ω)]2;Vh0) and an integer l such that
‖ϕ− rhϕ‖1 ≤ Chm‖ϕ‖m+1 for all ϕ ∈ Hm+1(Ω) , 1 ≤ m ≤ l. (5.17)
Hypothesis H2 (Approximation property of Qh)
There exists an operator sh ∈ L(L2(Ω);Qh) such that
‖q − shq‖0 ≤ Chm‖q‖m for all q ∈ Hm(Ω) , 0 ≤ m ≤ l. (5.18)
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Hypothesis H3 (Uniform inf-sup condition )
For each qh ∈ Sh0 , there exists a vh ∈ Vh0 such that
b(qh,vh) = ‖qh‖20
|vh|1 ≤ C‖qh‖0
}
(5.19)
where the constant C > 0 is independent of h, qh and vh; L(Y, W ) is the space of
linear operators from Y to W ; ‖ · ‖0 and‖ · ‖m are the standard norms in L2(Ω) and
Hm(Ω) respectively ; | · |1 is the standard semi-norm in H1(Ω).
Now we may choose specific bases for Vh0 and S
h
0 which are both finite-dimensional in
such a way that the system (5.14)-(5.16) becomes equivalent to a system of non-linear
ordinary differential equations with linear algebraic constraints. Indeed if {qj(x )}Jj=1
and {vk(x )}Kk=1 denote bases for Sh0 and Vh0 , respectively, we can then write
ph(t,x ) =
J∑
j=1
αj(t)qj(x ) and u
h(t,x ) =
K∑
k=1
βk(t)vk(x ).
The system (5.14)-(5.16) is therefore equivalent to the system of ordinary differential
equations
K∑
k=1
(vk,vl)
dβk
dt
+
K∑
k=1
a(vk,vl)βk(t) +
K∑
k,m=1
c(vm,vk,vl)βk(t)βm(t)
+
J∑
j=1
b(vl, qj)αj(t) = (f,vl) for l = 1, ..., K, (5.20)
with initial data βk(0), k = 1, ..., K satisfying
K∑
k=1
vkβk(0) = u
h
0 (5.21)
and are subject to the linear algebraic constraints
K∑
k=1
b(vk, qi)βk(t) = 0 for i = 1, ..., J. (5.22)
The system of ordinary differential equations (5.20), or equivalently (5.14)-(5.16), may
now be discretized with respect to time. In this regard, it is convenient to rewrite the
semi-discrete system (5.20) as(
∂uh
∂t
,vh
)
= F(f,uh, ph;vh) for all vh ∈ Vh0 (5.23)
where the linear functional F(., ., .;vh) is defined, for any uh ∈ Vh0 and ph ∈ Sh0
and any f, by
F(f,uh, ph;vh) = (f,vh)− a(uh,vh)− c(uh,uh,vh)
−b(ph,vh) for all vh ∈ Vh0 . (5.24)
29
5.5 Time Discretizations
There are many time discretization algorithms that fall into one of four classes of meth-
ods, (see Max D. Gunzburger [8]), namely single-step and multistep methods of both
fully implicit and semi-implicit type. We will focus on the Crank-Nicolson scheme which
is a single-step fully implicit method. Explicit methods are not in common use for time
discretizations of the Navier-Stokes equations, because of their severe stability restric-
tion. We apply the Crank-Nicolson extrapolation scheme to the time discretization of
the system (5.20).
We subdivide the time interval [0, T ] into M intervals of uniform length δ so that
δ = T
M
. Throughout, um and pm, m = 0, ...,M, will respectively denote approximations
to uh(mδ,x ) and ph(mδ,x ) where uh and ph denote the solution of (5.14)-(5.16). Like-
wise, for m = 0, ...,M, k = 1, ..., K, and j = 1, ..., J, αmj and βk
m denote approxima-
tions to αj(mδ) and βk(mδ), respectively, where αj, j = 1, ..., J, and βk
m, k = 1, ..., K,
denote the solution of (5.20) and (5.22). Also, throughout, fm = f(mδ,x ).
Given u0 ( which may be chosen to be u0),{um, pm} for m = 0, ...,M, are determined
from
1
δ
(um − um−1,vh) = F(fmθ ,umθ , pmθ ;vh) for all vh ∈ Vh0 (5.25)
and
b(qh,um) = 0 for all qh ∈ Sh0 (5.26)
where
umθ =
um − um−1
2
and pmθ =
pm − pm−1
2
(5.27)
and likewise for fmθ .
The scheme (5.25)-(5.26) requires an initial condition for the pressure since p1 is obtained
from p0θ and p
0 through (5.27). Due to the fact that we are interested in the velocity
field only, there is no need to compute p1, since the latter will not be used in the velocity
computation at the next time level, i.e., t = 2δ. However, one may use Taylor’s theorem
p1 = p1θ +O(δ/2) +O(δ
2) and therefore take p1θ as the pressure approximation at t = δ,
and again never need p0. This procedure results in a loss of accuracy in the pressure.
Clearly, (5.25)-(5.26) is a system of non-linear algebraic equations. In order to minimize
the cost of computing each pair (um, pm), one should solve the equivalent problem
2
δ
(umθ ,v
h)− F(fmθ ,umθ , pmθ ;vh) =
2
δ
(um−1,vh) for all vh ∈ Vh0 (5.28)
and
b(qh,umθ ) =
{
(1/2) b(qh,u0) if m = 1
0 if m > 1
}
for all qh ∈ Sh0 (5.29)
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and then set
um = 2umθ − um−1 and pm = 2pmθ − pm−1. (5.30)
Substituting (5.24) into (5.28) yields
a(umθ ,v
h) + c(umθ ,u
m
θ ,v
h) + b(pmθ ,v
h) +
2
δ
(umθ ,v
h) =
(fmθ ,v
h) +
2
δ
(um−1θ ,v
h) for all vh ∈ Vh0 . (5.31)
When δ is small, a good starting guess for any iterative method for solving (5.29) and
(5.31) is the solution um−1 at the previous time step. On the other hand, due to the
fully implicit character of the scheme (5.25)-(5.27), a different non-linear system has to
be solved for each m.
As has been noted, the above scheme is second-order accurate with respect to δ, i.e.,
O(δ2). This observation is with respect to both the L2(Ω) and H10(Ω) - norms of the
differences u(mδ, .)− um, m = 1, ...,M .
Keeping in mind the above scheme of the finite element method applied to the non
stationary Navier-stokes equations, we may investigate the stability of the model being
studied, in order to understand how a laminar flow may develop into a turbulent flow.
Most of the traditional theory for fluid flow is of qualitative nature, based on eigenvalue
criteria through a hydrodynamic stability argument. We investigate the case associated
with energy stability analysis.
6 Energy Stability Analysis
In the global theory, energy methods have an important place. These methods lead to
a variational problem for the first critical Reynolds number (or viscosity) of the energy
theory, and to a definite criterion which is sufficient for the global stability of the (basic)
flow.
Bear in mind that the procedure which follows, has already been mentioned in the intro-
duction of this repport. We consider the flow u in the domain Ω, which is mathematically
represented by the non stationary Navier-stokes equations (5.1)-(5.5). For simplicity, we
denote u(x , 0) = u0(x ) by U(x ) and thus at t = 0, the flow u has the velocity field
u(x , 0) =U(x ). Suppose that at this instant, we perturb the flow with a perturbation
w(x , 0). The subsequent departure of the perturbed flow from the given flow is denoted
by w(x , t), so that the perturbed flow is henceforth given by u(x , t) + w(x , t), where
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u denotes the subsequent unperturbed flow. Nothing is assumed concerning the size of
the initial disturbance w(x , 0) relative to the size of the given flow U(x ). We assume
that both unperturbed flow u and the disturbed flow u+w satisfy the unsteady Navier-
Stokes equations (5.1)-(5.5), and have the same, possibly homogeneous, values at the
boundary Γ. Thus we have
∇ ·w = 0 , in Ω× (0, T ] and w = 0 on Γrigid × (0, T ]
However, due to the non-linear convection term, w does not satisfy the unsteady Navier-
Stokes equation (5.1).
To assign a definite meaning to the word ”(un)stable”, the average energy of the distur-
bance
E(t) = 1
2
∫
Ω
w ·w dx
is introduced, where we assume again that all variables have been non-dimensionalized,
so that the kinematic viscosity ν can be taken as the inverse of the Reynolds number
Re.
Definition 6.1. We say that the given flow u is stable in the energy sense, (see Joseph [10] or
Gunzburger [8]), if
E(t)→ 0 as t→∞.
On the basis that both unperturbed flow u and the disturbed flow u+w satisfy the
unsteady Navier-Stokes equations (5.1)-(5.5) and ∇ · w = 0, in Ω × (0, T ] and w =
0, on Γrigid × (0, T ], we are led to
dE(t)
dt
=
1
2
d
dt
∫
Ω
w ·w dx
=
∫
Ω
w · dw
dt
dx
=
∫
Ω
w ·
(
∂w
∂t
+U · ∇w
)
dx , since ∇w = 0
=
∫
Ω
w · (−w · ∇U−w · ∇w+ Re−1∇2w) dx , since u andu +w satisfy (5.1)
=
∫
Ω
w · (−∇U ·w+ Re−1∇2w) dx , since ∇w = 0
= −
∫
Ω
w · ∇U ·w dx + Re−1
∫
Ω
w · ∇2w dx
= −
∫
Ω
w · ∇U ·w dx − Re−1
∫
Ω
∇w · ∇w dx ,
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where we have applied the divergence theorem to the second integral and the fact that
w = 0 on Γrigid × (0, T ]. Then,
dE(t)
dt
= −
∫
Ω
[
w ·D(U) ·w+ Re−1 ∇w · ∇w] dx (6.1)
with ∇U = (∂iuj)ij = (Dij[U])ij = D(U), where
D(U) =
1
2
(∇U+ (∇U)T )
is the rate of strain or the rate of deformation tensor of the given flow U, and (∇U)T
the transpose of ∇U.
In equation (6.1), the term
∫
Ω
∇w · ∇wdx truly represents the average dissipation, and
the term
∫
Ω
w ·D(U) ·wdx represents the production integral which couples the given
flow U (with stretching tensor D(U)) to the disturbance w.
If the right-hand side of (6.1) is negative (i.e., the derivative of E is less than zero), then
E will decrease as t increases, characterizing the stability of the flow according to the
previous definition. Now let
1
R˜e
= ν˜ = max
v
(
−
∫
Ω
v ·D(U) · v dx∫
Ω
∇v · ∇v dx
)
, (6.2)
where the maximum is sought over all the vector fields v satisfying ∇ · v = 0 inΩ,
and v = 0 on Γrigid. The allowed perturbation w satisfies these two constraints so that
(6.2) implies that
−
∫
Ω
w ·D(U) ·w dx∫
Ω
∇w · ∇w dx ≤ ν˜
or
−
∫
Ω
w ·D(U) ·w dx ≤ ν˜
∫
Ω
∇w · ∇w dx
combining with (6.1) yields
dE(t)
dt
≤ −(ν − ν˜)
∫
Ω
∇w · ∇w dx (6.3)
or
dE(t)
dt
≤ −
(
1
Re
− 1
R˜e
)∫
Ω
∇w · ∇w dx (6.4)
so that if the solution 1
R˜e
= ν˜ of the maximization problem (6.2) satisfies ν˜ < ν (or
equivalent to Re < R˜e), then dE(t)
dt
< 0 and the flow is stable.
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From equation (6.4), we can say that there is a critical value of the Reynolds number
for which the transition from a stable state to an unstable state occurs. This is in con-
cordance with the energy stability theorems developed in the book by D. D. Joseph [10].
We are led to the problem of energy stability limit. This limit is defined by
1
R˜e
= max
v
(
−
∫
Ω
v ·D(U) · v dx∫
Ω
∇v · ∇v dx
)
, (6.5)
where R˜e is seen as the critical value.
One may actually understand a mathematical explanation of the fact that laminar flows
break down, their subsequent development, and trigger their eventual transition to tur-
bulence as the Reynolds number becomes large. This theoretical result is in good agree-
ment with experiments (O. Reynolds [26], W. Orr [21]) concerning the critical Reynolds
number at which the first bifurcation occurs. This bifurcation triggers the beginning of
the instability of the flow.
6.1 The Energy Eigenvalue Problem
In this, we want to convert (6.5) into an eigenvalue problem, to characterize the set of
eigenvalues with respect to completeness, and to show that R˜e defined by (6.5) can also
be found as the principal eigenvalue of a differential equation. For simplicity we use the
notation
〈·〉 =
∫
Ω
(·)dx .
The following fundamental lemma of the calculus of variations, for vector fields ( see D.
D. Joseph [10]) proves to be usefull:
Lemma 6.1. If a fixed function z(x ) ∈ C1(x ) and if 〈z · φ〉 = 0 for all vectors fields
φ ∈ C3(Ω) such that φ ·n = 0 on ∂Ω, then there exists a single-valued potential s = s(x)
such that
z = −∇s.
Let us consider a slightly more general problem than (6.5), i.e.
1
%
= max
v
(F
D
)
(6.6)
where
F = −〈v ·D(U) · v〉 , D = 〈2D(v) : D(v)〉
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Suppose that the maximum of (6.6) is attained when v = v. Consider the values of F/D
when vi = vi + εηi where ηi =
∂vi
∂ε
∣∣
ε=0
is an arbitrary vector (satisfying (6.5)). For each
fixed ηi we have
1
%(ε)
=
F(ε)
D(ε) . (6.7)
Clearly 1/%(ε) is a maximum when ε = 0. Then
%(ε)F(ε)−D(ε) = 0
and
d
dε
∣∣∣∣
ε=0
[%(ε)F −D] = %(0) dF
dε
− dD
dε
= 0. (6.8)
Using equation (6.6), we may write (6.8) as
%
〈
v ·D(U) · ∂v
∂ε
〉
+ 2
〈
D(v) :
∂D(v)
∂ε
〉
= 0. (6.9)
Here all quantities are evaluated at ε = 0 (then v ' v) and, we have used the symmetry
of D to write 〈
∂v
∂ε
·D(U) · v
〉
=
〈
v ·D(U) · ∂v
∂ε
〉
.
Equation (6.9) may be regarded as Euler’s functional equation. It holds for every vector
field ∂v/∂ε such that ∇ · (∂v/∂ε) = 0 in Ω and ∂v/∂ε = 0 on ∂Ω. To convert this
equation into an eigenvalue problem for a system of differential equations, we note that
2
〈
D(v) :
∂D(v)
∂ε
〉
= 2
〈
∇ ·
(
D(v) · ∂v
∂ε
)〉
−
〈
∂v
∂ε
· ∇2v
〉
.
Therefore, the equality (6.9) becomes
%
〈
v ·D(U) · ∂v
∂ε
〉
= −2
〈
∇ ·
(
D(v) · ∂v
∂ε
)〉
+
〈
∂v
∂ε
· ∇2v
〉
. (6.10)
But the divergence theorem
( ∫
Ω
∇ ·zdx = ∫
∂Ω
z · n ds ) yields
−2
〈
∇ ·
(
D(v) · ∂v
∂ε
)〉
= −2
∫
Ω
∇ ·
(
D(v) · ∂v
∂ε
)
dx
= −2
∫
∂Ω
D(v) · ∂v
∂ε
· n ds
= 0, since
∂v
∂ε
= 0 on ∂Ω.
Then, (6.10) becomes 〈(
%v ·D(U)−∇2v) · ∂v
∂ε
〉
= 0.
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If we set z = %v · D(U) − ∇2v, then z satisfies the conditions of the fundamental
lemma 6.1. Applying the lemma to z = %v ·D(U)−∇2v, we obtain
%v ·D(U)−∇2v = −∇s,
which is the same as
v ·D(U)− 1
%
∇2v = −∇s. (6.11)
Finally, we obtain the Euler equations corresponding to the maximization problem (6.5)
and given by
λ∇2w−∇s = w ·D(U) in Ω, (6.12)
∇ ·w = 0 in Ω, (6.13)
and
w = 0 on ∂Ω, (6.14)
where we have set 1
%
= 1
R˜e
= λ and where s(x ) is seen as Lagrange multiplier associated
with the constraint ∇ · w = 0. Given the velocity field U(x ), the system (6.12)-(6.14)
is a self-adjoint linear eigenvalue problem for the triple w(x) 6= 0 (the perturbation),
s(x ) 6= 0, and λ ∈ R.
The solution ν˜ = 1
R˜e
of the maximization problem (6.5), is then given by the largest
eigenvalue (M. D. Gunzburger [8]) of the system (6.12)-(6.14). The existence of a non-
negative ν˜ follows from the fact that the trace[D(U)] = ∇ · U = 0. Then if ν > ν˜ (or
Re < R˜e), the given flow U is stable.
Even for simple flows U in simple domains Ω, it is not possible to determine the eigen-
values of the system (6.12)-(6.14), except through numerical procedures. Thus in the
following section, we investigate the finite element approximations of the eigenvalues of
the system (6.12)-(6.14).
6.2 Finite Element Approximations of the Eigenvalues
In order to define such approximations, with the help of the general principles stated in
section 5.3, one first recasts the system (6.12)-(6.14) into the following weak form:
Given U ∈ Hr(Ω) for some positive integer r, find w ∈ H10(Ω),w 6= 0, s ∈ L20(Ω), s 6=
0, and λ ∈ R such that
λ a˜(w, v) + b(s,v) = d(U; w, v) for all v ∈ H10(Ω) (6.15)
and
b(q,w) = 0 for all q ∈ L20(Ω) (6.16)
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where a˜(., .) = Re a(., .) and the bilinear forms a(., .) and b(., .) are defined in (5.9) and
(5.10), respectively, and where
d(U; w, v) = −
∫
Ω
w ·D(U) · v dx .
Therefore we are interested in finding an approximation for ν˜ = 1
R˜e
, which now denotes
the largest eigenvalue of the system (6.15)-(6.16). We denote by m the algebraic multi-
plicity of the eigenvalue ν˜ = 1
R˜e
and by <ν˜ the space spanned by the eigenvectors (s,w)
of (6.15)-(6.16) corresponding to the eigenvalue ν˜. Due to the fact that (6.15)-(6.16)
is self-adjoint, m is also the geometric multiplicity of the eigenvalue ν˜ and hence the
dimension of the eigenspace <ν˜ .
Now, following the same principles as in Section 5.4, the finite element formulation is
given by the following problem:
Given U ∈ Hr(Ω) for some positive integer r, find wh ∈ Vh0 ⊂ H10(Ω),wh 6= 0, sh ∈
Sh0 ⊂ L20(Ω), sh 6= 0 and λh ∈ R such that
λh a˜(wh,vh) + b(sh,vh) = d(U;wh,vh) for all vh ∈ Vh0 (6.17)
and
b(qh,wh) = 0 for all qh ∈ Sh0 . (6.18)
We assume that the bilinear forms a(., .) and b(., .) and the approximating subspaces
Vh0 and S
h
0 satisfy all the hypotheses H1, H2, H3 (Section 5.4), required for suit-
able approximations. We also assume that for the given velocity field U, the bilinear
form d(U; w, v) is continuous for all w, v ∈ H10(Ω); this assumption is valid when-
ever, e.g., U ∈ H10(Ω). Of interest here, are the following results (for more details, see
the PhD thesis by Peterson J. [25] or see Max D. Gunzburger [8]): Firstly there are
exactly m eigenvalues of (6.17)-(6.18), counted according to the multiplicity, which as
the discretization parameter h → 0, converge to the eigenvalue ν˜ = 1
R˜e
of the system
(6.15)-(6.16). Thus if we denote these m eigenvalues by {ν˜hj }j, j = 1, ..., m then we
have
ν˜hj → ν˜ as, h→ 0. (6.19)
In addition, we also have the error estimate: For h sufficiently small, there exists a
constant C such that
|ν˜ − ν˜hj | ≤ C(ξh)2 for, j = 1, ..., m (6.20)
where
ξh = sup
(s,w) ∈ <ν˜
‖s‖0 + |w|1 = 1
inf
vh ∈ Vh0
qh ∈ Sh0
(|w− vh|1 + ‖s− qh‖0) . (6.21)
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Figure 1. Stability limits for the basic flow. RE , RG andRL are the critical values of the Reynolds number, depending
on the type of instability.
From the latter equations, we see that the usual situation concerning eigenvalue approx-
imations by the finite element methods, is obtained in the present case; namely that the
error in the eigenvalue is the square of the error for the eigenfunction, the latter being
measured in the ”natural” norm sense. In this way we calculate an approximation of the
critical Reynolds number,
R˜e =
1
ν˜
for which the transition from laminar to turbulent flow occurs. Figure 1 shows the
stability limits for the basic flow, and the different types of (in)stability. It clearly shows
different zones of (in)stability which change with values of the Reynolds number.
Finally, we have used the finite element theory to show that the Reynolds number is once
again at the core of the stability of a fluid motion. We have shown a way to compute the
critical Reynolds number at which the first bifurcation (appearance of the alternating
vortex pattern), occurs. This critical Reynolds number varies according to the type of
the flow and physical condition imposed on it.
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7 Conclusion
The present study contributes, among other numerical and analytical studies to the
knowledge of physical phenomena related to the transition from laminar to turbulence
in Newtonian fluid flow. The strategy adopted in this work consists of investigating the
governing equations, for the case of incompressible viscous Newtonian fluid flow. These
equations are the continuity and the Navier-Stokes equations.
Experimental studies carried out by many authors proved the existence of three different
regimes of the flow, which are laminar, transition and turbulent regimes. Experimental
studies also showed that this situation depends on the Reynolds number. Our main
objective in this work has been to explain this dependence mathematically.
Therefore, we have used two effective methods: Lie group theory, and the finite ele-
ment method, to explain why the Reynolds number influences the different regimes of
Newtonian fluid flows:
By Lie group theory, we have solved analytically the Navier-Stokes equations, using the
symmetry approach. Finally, we have succeeded to express explicitly a solution; the u-,
v -, and w -velocity components as well as the pressure p. We found them to be functions
of the Reynolds number, even though there are other analytic functions appearing in
their expressions. This explains, for example, the figures drawn in the sixth part of the
article [24], which show that the time evolutions of velocity components become more
perturbed as the Reynolds number increases.
Secondly, we have used the finite element method to show a way to compute the critical
Reynolds number at which the first bifurcation occurs. The stability theory has helped
us to prove that the stability of a flow motion is proportional to the Reynolds number.
One can now understand how a laminar flow may develop into a turbulent flow, through
the critical Reynolds number, for which the transition regime occurs.
The results obtained from both methods are almost the same: Laminar flow occurs at low
Reynolds numbers, where viscous forces are dominant, and is characterized by smooth,
constant fluid motion, while turbulent flow, on the other hand, occurs at high Reynolds
numbers and is dominated by inertial forces, producing random eddies, vortices and
other flow fluctuations. The transition between laminar and turbulent flow is indicated
by a critical Reynolds number, which depends on the exact flow configuration.
Reynolds numbers are of extreme importance in the study of Newtonian fluid flows. As
our focus here is the transition flow only, it follows that the occurrence of transition
is expressed in terms of the Reynolds number mainly, though there are other factors,
not taken into consideration in the present work. Accordingly, it seems easier to com-
prehend the experiments carried out by many scientists: Firstly, the one of pipe flow
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done by Osborne Reynolds [26], where intermittent flashes of turbulence could be seen
as the Reynolds number increased beyond a critical value. Secondly, the experimental
studies of the wake formation behind bluff bodies, pointed out by Roshko [27], who first
observed the existence of a transition regime in the wake of the cylinder and found dis-
tinct irregularities in the wake velocity fluctuation. He showed that there exist three
different regimes of the flow at low moderate Reynolds numbers, namely laminar, tran-
sition and irregular turbulent regimes. In the transition regime, he reported that the
low-frequency irregularities obtained experimentally are related to the pressure of three-
dimensionalities in the flow, which lead to the development of turbulent motion further
downstream. Thirdly, in the same type of flow, Williamson [32] observed the existence
of two modes of formation of streamwise vorticity in the near wake, each occurring at
a different range of Reynolds numbers, and both being related to the three-dimensional
transition between Reynolds numbers from 180 to 260. The first mode occurs beyond
Reynolds number 180 and is characterized by a continuous change in the wake forma-
tion, as the primary vortices become unstable and generate large-scale vortex loops.
The second, beyond Reynolds number 260, corresponds to the appearance of small-scale
streamwise vortex structures.
From a numerical point of view, a large number of numerical studies have been devoted
to the analysis of unsteady flow around a circular cylinder in the low and moderate
Reynolds number regime. But these studies are only two-dimensional simulations. Re-
liable three-dimensional numerical simulations of this category of flow have only very
recently appeared, due to the increased capacities and evolution of supercomputing
technology. Karniadakis and Triantafyllou [12] have computed the three dimensional
flow around a circular cylinder in the Reynolds number range of 200-500, by using the
spectral-element method by Patera [23]. In the same way, He´le`ne Persillon and Marianna
Braza [24] succeeded to compute the three dimensional flow around a circular cylinder
in the Reynolds number range of 100-300.
Thanks to the direct observations of fluids, like those studied by Reynolds, researchers
know that the profile of a fluid during laminar flow is parabolic. This can also be seen
by solving the Navier-Stokes equations. The non-dimensional form of the Navier-Stokes
equations (3.10)-(3.13), clearly shows that the Reynolds number is the only parameter
of the fluid flow. The Navier-Stokes equations generally have more than one solution,
unless the data satisfies very stringent requirements, as we saw in the subsection 5.2 of
this report.
Even though we have chosen simplified hypotheses throughout the present work, oth-
ers may be inspired to give relevant meanings to all these experimental observations.
However, transition to turbulence remains complex, and its study is far from being fully
achieved. In this work, we tried to provide only basic explanations. In the study of
transition to turbulence, there are many other elements that still have to be taken into
consideration: For example, the prediction of the frequency modulation, and the forma-
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tion of a discontinuity region delimited by two frequency steps within a given Reynolds
number range. Another example is the birth of streamwise vorticity and the kinetic
energy distribution in the studied region, where the similarity laws do not always hold.
It is encouraging to know that great works in the field, are still in progress all over the
world.
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