Abstract
Introduction
There is a lack of published, empirical studies on large industrial systems. Many organizations gather a lot of data on their software processes and products, but either the data are not analyzed properly, or the results are kept inside the organization. This paper presents results of an empirical study in a large-scale telecom system, where particularly defect-density, and stability are investigated in a reuse context. Software reuse has been proposed e.g. to reduce time-to-market, and to achieve better software quality. However, we need empirical evidence in terms of e.g. increased productivity, higher reliability, or lower modification rate to accept the benefits of reuse.
Ericsson has developed two telecom systems that share software architecture, components in reusable layers, and many other core assets. Characteristics of these systems are high availability, reliability, and scalability. During the lifetime of the projects, lots of data are gathered on defects, changes, duration time, effort, etc. Some of these data are analyzed, and results are used in the improvement activities, while some others remain unused. Either there is no time to spend on data analysis, or the results are not considered important or linked to any specific improvement goals. We analyzed the contents of the defect reporting system (containing all reported defects for 12 product releases), and the contents of the change management system. For three of these releases, we obtained detailed data on the size of components, and the size of modified code. We have assessed four hypotheses on reuse, and reused components using data from these releases. We present detailed results from one of these releases here. The quality focus is defect-density (as the number of defects divided by lines of code), and stability (as the degree of modification). The goal has been to evaluate parameters that are earlier studied in traditional reliability models (such as module size and size of modified code) in the context of reuse, and to assess the impact of reuse on software quality attributes.
Results of the analysis show that reused components have lower defect-density than non-reused ones, and these defects are given higher priority to solve. Thus reuse may be considered as a factor that improves software quality. We did not observe any relation between defect-density or the number of defects as dependent variables, and component size as the independent variable for all components. However, we observed that non-reused components are more defectprone, and there is a significant correlation between the size of non-reused components, and their number of defects. This must be further investigated. The study also showed that reused components are less modified (more stable) than non-reused ones, although they should meet evolving requirements from several products.
Empirical evidence for the benefits of reuse in terms of lower defect-density, and higher stability is interesting for both the organization, and the research community. As the data was not collected for assessing concrete hypotheses, the study revealed weaknesses in the defect reporting system, and identified improvements areas. This paper is organized as follows. Section 2 presents some general concepts, and related work. Section 3 gives an overview of the studied product, and the defect reporting system. Section 4 the research method, and hypotheses. Hypotheses are assessed in Section 5. Section 6 contains a discussion, and summary of the results. The paper is concluded in Section 7.
Related work
Component-Based Software Engineering (CBSE) involves designing and implementing software components, assembling systems from pre-built components, and deploying systems into their target environment. The reusable components or assets can take several forms: subroutines in library, free-standing COTS (Commercial-Off-The-Shelf) or OSS (Open Source Software) components, modules in a domain-specific framework (e.g. Smalltalk MVC classes), or entire software architectures, and their components forming a product line or system family (the case here). CBSE, and reuse promise many advantages to system developers and users such as:
• Shortened development time, and reduced total cost, since systems are not developed from scratch.
• Facilitation of more standard, and reusable architectures, with a potential for learning.
• Separation of skills, since much complexity is packaged into specific frameworks.
• Fast access to new technology, since we can acquire components instead of developing them in-house.
• Improved reliability by shared components -etc. These advantages are achieved in exchange for dependence on component providers, vague trust to new technology, and trade-offs for both functional requirements, and quality attributes.
Testing is the key method for dynamic verification (and validation) of a system. A system undergoes testing in different stages (unit testing, integration testing, system testing etc), and of different kinds (reliability testing, efficiency testing etc). Any deviation from the system's expected function is usually called for a failure. Failures observed by test groups or users are communicated to the developers by means of failure reports. A fault is a potential "flaw" in a hardware/software system that causes a failure. The term error is used both for execution of a "passive" fault leading to erroneous (vs. requirements) behavior or system state [6] , or for any fault or failure that is a consequence of human activity [2] . Sometimes, the term defect is used instead of faults, errors or failures, not distinguishing between active or passive faults or human/machine origin of these. Defectdensity or fault-density is then defined as the number of defects or faults divided by the size of a software module.
There are studies on the relation between fault-density and parameters such as software size, complexity, requirement volatility, software change history, or software development practices -see e.g. [1, 3, 5, 9, 13, 14] . Some studies report a relation between fault-density and component size, while others not. The possible relation can also be decreasing or increasing fault-density with growing size. Fenton et al. [3] have studied a large Ericsson telecom system, and did not observe any relation between fault-density and module size. When it comes to relation between the number of faults and module size, they report that size weakly correlates with the number of pre-release faults, but do not correlate with post-release faults. Ostrand et al. [14] have studied faults of 13 releases of an inventory tracking system at AT&T. In their study, fault-density slowly decreases with size, and files including high number of faults in one release, remain high-fault in later releases. They also observed higher fault-density for new files than for older files.
Malaiya and Denton [9] have analyzed several studies, and present interesting results. They assume that there are two mechanisms that give rise to faults. The first is how the project is partitioned into modules, and these faults decline as module size grows (because communication overhead, and interface faults are reduced). The other mechanism is related to how the modules are implemented, and here the number of faults increases with the module size. They combine these two models, and conclude that there is an "optimal" module size. For larger modules than the optimal size, fault-density increases with module size, while for smaller modules, fault-density decreases with module size (the economy of scale).
Graves et al. [5] have studied the history of change of 80 modules of a legacy system developed in C, and some application-specific languages to build a prediction model for future faults. The model that best fitted to their observations included the change history of modules (number of changes, length of changes, time elapsed since changes), while size and complexity metrics were not useful in such prediction. They also conclude that recent changes contributed the most to the fault potential.
There are few empirical studies on fault-density in the context of reuse. Melo et al. [10] describe a student experiment to assess the impact of reuse on software quality (and productivity) using eight medium-sized projects, and concluded that fault-density is reduced with reuse. In this experiment, reused artifacts are libraries such as C++ and GNU libraries; i.e. COTS and OSS artifacts. Another experiment that shows improvement in reliability with reuse of a domain-specific library is presented in [15] .
High fault-density before delivery may be a good indicator of extensive testing rather than poor quality [3] . Therefore, fault-density cannot be used as a de-facto measure of quality, but remaining faults after testing will impact reliability. Thus it is equally important to assess the effectiveness of the testing phases, and build prediction models. Probably such a model includes different variables for different types of systems. Case studies are useful to identify the variables for such models, and to some extent to generalize the results.
The Ericsson context

System Description
Our study covers components of a large-scale, distributed telecom system developed by Ericsson. We have assessed several hypotheses using historical data on defects, and changes of these systems that are either published by us, or will be published. This paper presents some of the results that are especially concerned with software reuse. Figure 1 shows the high-level software architecture of the systems. This architecture is gradually developed to allow building systems in the same system family. This was a joint development effort across teams and organisations in Norway and Sweden for over a year, with much discussion and negotiation [12] . The systems are developed incrementally, and new features are added to each release of them. The two systems A and B in Figure 1 share the system platform, which is considered as a COTS component developed by another Ericsson organization.
Components in the middleware, and business specific layers are shared between the systems, and are hereby called for reused components (reused in two distinct products and organizations, and not only across releases). Components in the application-specific layer are specific to applications, and are called for nonreused components. Each system is decomposed hierarchically into subsystems, blocks, units, and modules (source files). A subsystem presents the highest level of encapsulation used, and has formally defined (provided) interfaces in IDL (Interface Definition Language). It is a collection of blocks. A block has also formally defined (provided) interfaces in IDL, and is a collection of lower level (software) units. Subsystems, and blocks are considered as components in this study; i.e. high-level (subsystems) and lower-level (blocks) components. Since communication inside blocks are more informal, and may happen without going through an external interface, blocks are considered as the lowest-level components.
The systems' GUIs are programmed in Java, while business functionality is programmed in Erlang and C. Erlang is a functional language for programming concurrent, real-time, distributed fault-tolerant systems. We have data on defects and component size of 6 releases of one system (and several releases of other systems in the same system family releases). We present a detailed study of one of these releases in this paper. We obtained the same results with data from 2 other releases as well, but the data for this special release is more complete, and this release is the latest version of the system on the time of the study. The release in our study consisted of 470 KLOC (Kilo Lines of non-commented Code), where 64% is in Erlang, 26% in C, and the rest in other programming languages (Java, Perl, etc). Sometimes the term equivalent code is used for the size of systems developed in multiple programming languages. To calculate the "equivalent" size in C, we multiplied the software size in Erlang with 3.2, Java with 2.4, and IDL with 2.35, as the practice is in the organization. However, we found that other studies use other numbers. For example, Doug implemented 21 identical programs in C and Erlang, and reported an equivalent factor of 1.46 [16] . Based on the results of this study, we came to another factor (2.3) that must be further assessed. However, the results did not show any significant difference using pure LOC or equivalent ones.
All source code (including IDL files) is stored in a configuration management system (ClearCase). A product release contains a set of files with a specific label for the release in this system.
Trouble reports
When a defect is detected during integration testing, system testing or later in maintenance, a Trouble Report (TR) is written, and stored in a TR database using a web interface. Besides, if requirement engineering, or analysis and design of iteration n find defects in software delivered in iteration n-1, a TR will also be written. If a defect is reported multiple times, it reports problems observed due to the same fault, and is considered as a duplicate.
A TR contains the following fields: header with a number as identifier, date, product (system name), release, when the defect is detected (analysis and design, system test etc), severity, a defect code (coding, documentation, wrong design rule applied etc), assumed origin of the defect, estimated number of person-hours needed to correct the defect, identifier of another TR that this one is a duplicate of (if known), and a description. Three different severities are defined: A (most serious defects with highest priority that brings the system down or affects many users), B (affects a group of users or restarts some processes), and C (all other defects that do not cause any system outage). TRs are written for all types of defects (software, hardware, toolbox, and documentation), and there should be only one problem per TR.
All registered TRs are available as plain text files. We created a tool in C# that traversed all the text files, extracted all the existing fields, and created a summary text file. The summary was used to get an overview of the raw data set, and to decide which fields are relevant for the study.
The exploration revealed a lot of inconsistencies in the TR database, e.g. fields are renamed several times, apparently from one release to the other. For example, a subsystem is stored as 'ABC' or 'abc' or 'ABC_101-27'. Another major weakness of the current defect reporting system is the difficulty to track defects to software modules without reading all the attached files (failure reports, notes from the testers, etc) or parsing the source code. Each TR has a field for software module, but this is only filled if the faulty module is known when the TR is initiated, and is not updated later. These inconsistencies show that data had hardly been systematically analyzed or used to a large extent before.
After selecting the fields of interest, another tool in C# read each TR text file, looked for the specified fields, and created a SQL insert statement. We verified the process by randomly selecting data entries, and cross checking them with the source data.
We inserted data from 13,000 TRs in a SQL database for 12 releases of systems. Around 3,000 TRs were either duplicated or deleted. The release of system A in this study had 1953 TRs in the database, which are used for assessment of hypotheses in this paper. This release was in the maintenance phase on the date of this study (almost 8 months after delivery). TRs report both pre-delivery and post-delivery defects (from maintenance). 1539 TRs in our study were initiated pre-delivery (79%), while 414 TRs (21%) were post-delivery defects.
Research method and hypotheses
The overall research question in our study is the impact of reuse on software quality. To address this research question, we have to choose some attributes of software quality. Based on the literature search, and a prestudy of the available data, we chose to focus on defectdensity, and stability of software components in the case study. There are inherently two limitations in this design:
1. Are defect-density and stability good indicators of software quality? 2. Can we generalize the results? To answer the first question, we must assess whether defect-prone components stay defect-prone after release, and in several releases, and build a prediction model. This is not yet done.
The second limitation has two aspects: definition of the population, and limitations of case study research. Our data consists of non-random samples of components, and defect reports of a single product. Formal generalization is impossible without random sampling of a well-defined population. However, there are arguments for generalization on the background of cases [4] . The results may at least be generalized the to other releases of the product under study, and products developed by the same company when the case is a probable one. On the other hand, if we find evidence that there is no covariation between reuse, and quality attributes, the results could be a good example of a falsification case, which could be of interest when considering reuse in similar cases.
We chose to refine the research question in a number of hypotheses. A hypothesis is a statement believed to be true about the relation between one or more attributes of the object of study, and the quality focus. Choosing hypotheses has been both a top-down, and a bottom-up process. Some goal-oriented hypotheses and related metrics were chosen from the literature (top-down), to the extent that we had relevant data. In other cases, we preanalyzed the available data to find tentative relations between data and possible research questions (bottomup). Table 1 presents 4 groups of hypotheses regarding reuse vs. defect-density and modification rate, and the alternative hypotheses for two of them; i.e. H1, and H4. For the other two groups of hypotheses, the null hypotheses state that there is no relation between the number of defects or defect-density, and component size. The alternative hypotheses are that there is a relation between the number of defects or defect-density with component size. 
Data analysis
We used Microsoft Excel and Minitab for data visualization, and statistical analysis. Statistical tests were selected based on the type of data (mostly on ratio scale). For more description of tests, see [11] and [17] .
Most statistical tests return a P-value (the observed significance level), which gives the probability that the sample value is as large as the actually observed value if the null hypothesis (H0) is true. Usually, H0 is rejected if the P-value is less than a significance level ( ) chosen by the observer. Historically, significance levels of 0.01, 0.05 and 0.1 are used because the statistical values related to them are found in tables. We present the P-values of the tests to let the reader decide whether to reject the null hypotheses, and give our conclusions as well.
The t-test is used to test the difference between two population means with small samples (typically less than 30). It assumes normal frequency distributions, but is resistant to deviations from normality, especially if the samples are of equal size. Variances can be equal or not. If the data departs greatly from normality, non-parametric tests such as Wilcoxon test, and Mann-Whitney test should be applied. Mann-Whitney test is the non-parametric alternative to the two-sample t-test, and tests the equality of two populations' medians (assumes independent samples, and almost equal variances).
Regression analysis helps to determine the extent to which the dependent variable varies as a function of one or more independent variables. The regression tool in Excel offers many options such as residual plots, results of an ANOVA test (Analysis of Variance), R 2 , the adjusted R 2 (adjusted for the number of parameters in the model), and the significance of the observed regression line (P-value). R 2 and the adjusted R 2 show how much of the variation of the independent variable is explained with the variation of the dependent variable. Again it is up to the observer to interpret the results. We consider the correlation as low if the adjusted R 2 is less than 0.7. Chi-square test is used to test whether the sample outcomes results from a given probability model. The inputs are the actual distribution of samples, and the expected distribution. Using Excel, the test returns a Pvalue that indicates the significance level of the difference between the actual, and expected distributions. The test is quite robust if the number of observations in each group is over 5.
H1: Reuse and defect-density
The quality focus is defect-density. We study the relation between component type (reused vs. non-reused), and defect-density.
H01: Reused components have the same defectdensity as non-reused ones.
HA1: Reused components have lower defect-density than non-reused ones.
Results: Size of the release is almost 470 KLOC, where 240 KLOC is modified or new code (MKLOC= Modified KLOC). 61% of the code is from the reused components. Only 1519 TRs (from 1953 TRs) have registered a valid subsystem name, and 1063 TRs have registered a valid block name. We calculated defectdensity using KLOC and MKLOC, and also using equivalent C-code. We do not present the results for equivalent C-code, but the conclusions were the same.
To compare the mean values of the two samples (reused, and non-reused components), we performed onetail t-tests assuming zero difference in the means. However, the number of subsystems is low, which gave too few data points, and relatively high P-values. For example P(T<t) one-tail=0.36 for #TRs/KLOC, which means that there is a probability of 36% that the observed difference is just coincidental. The same analysis on the block level gives results of statistical significance. Table 3 shows means, medians, and variances of defect-density. We tested the samples for normality, and the assumption of equal variances. The assumption of normality is violated for reused components and #TRs/KLOC, and the variances are unequal. For defectdensity of modified code, distributions are not normal, but have almost equal variances. Table 4 shows results of the statistical tests. The t-test is applied since it is robust to the violation of normality, but a non-parametric test is also applied which has no assumption on distribution. The P-values in Table 4 are low (lower than 0.1), which means that the reused blocks have in average lower defect-density than the non-reused ones. We add that 46% of TRs have not registered any block name. Therefore the values for defect-density are not absolute, and they would be higher if all TRs had a valid subsystem or block name. Table 5 shows the distribution of TRs over severity for blocks (2 of the blocks did not register the severity). The expected values may be calculated by multiplying '% of all' with the actual number; e.g. we can expect that 0.31*435=134.85 of TRs for reused blocks to be of severity A. As shown in Table 5 , reused blocks have higher number of severity A defects than expected, while non-reused ones have lower number (167 compared with 190 expected). We performed a Chi-square test to evaluate whether the observed distribution is significantly different from the expected one. The returned P-value is 0.001; i.e. reused blocks have more defects with severity A (the highest priority defects) than expected from the total distribution. The same result is obtained if we perform the test with subsystems. We also tested whether the distribution of TRs is different for pre-and post-delivery defects. The result is in the favor of reused blocks; i.e. they have significantly fewer defects after delivery than expected, with P-values equal to 0.003 and 0.002 for subsystems, and blocks.
H2 and H3: Reuse vs. component size and defects/defect-density
In this section, we study whether the number of defects or defect-density is correlated with the component size, and whether the result is different for reused, and non-reused components. We defined six null hypotheses in two groups in Table 1 . The alternative hypotheses state that there is a relation between the variables of study.
Results: We first examine the relations graphically, and then perform regression analysis. A scatter plots with KLOC on the x-axis, and #TRs on the y-axis for blocks is shown in Figure 2 , showing also regression lines, and polynomial functions of order 2 for reused and nonreused blocks. We have similar plots for MKLOC. The gradient of the regression line is higher for non-reused subsystems and blocks, indicating that non-reused blocks are more defect-prone. Table 6 shows a summary of the regression results. A study of residual plots confirmed that points are evenly distributed on the both sides of the regression line, and thus the regression analysis is valuable. The P-values for the regression lines are low, meaning that the probability for a random correlation is very low. However the adjusted R 2 values are also low (between 49-64%), which indicate a weak correlation.
We performed the same analysis, but this time with reused and non-reused components separately. The adjusted R 2 was low for reused components (less than 0.70). However, the regression analysis for non-reused components had higher adjusted R 2 , as shown in Table 7 . Results in Table 7 indicate that there is a relation between the size of the non-reused components, and #TRs. Plots also indicate that #TRs grow with the component size for this group. 0.633
The conclusion is that we don't reject H02-1, and H02-2. For non-reused components, we observe a relation between the number of TRs and the component size, and H02-3 is therefore rejected. The same results are achieved using one-way ANOVA tests.
Referring to [9] , we could explain the rejection of H02-3 if non-reused blocks were larger than reused ones, but this is not true in our case. Reused blocks are in fact larger (as shown in Figure 2 , and verified by statistical tests), and the result should be explained by other factors such as type of functionality or programming language. For reused blocks, Erlang is the dominant programming language, while C is dominant for non-reused blocks. We have studied the type of defects in Erlang and C units, and found that C units have more intra-component defects (defects within a component) than Erlang units, Therefore the number of defects can increase with component size. This needs further study. Figure 3 shows a plot of defect-density, and component size for blocks. When we plot with defectdensity instead of the number of defects, the points are scattered more, and there is no obvious relation between component size, and defect-density. Results for regression analysis between #TRs/KLOC, and size in KLOC for blocks and subsystems is shown in Table 8 . The P-values for the regression lines are high, while the adjusted R 2 values are low, indicating no relation. Similar results were obtained when we performed the analysis for reused, and non-reused components separately. We conclude that there is no relation between defect-density and component size, and H03-1, H03-2 , and H03-3 are not rejected.
H4: Reuse and Stability
Each release of the system adds some features to the previous release, and some bugs are fixed, and therefore the code is modified between releases. As reused components must fulfill requirements for two products, we may assume that they are modified more than nonreused components, and therefore are more fragile.
H04: Reused and non-reused components are equally modified.
HA4: Reused components are modified more than non-reused ones.
Results: We define MOD = Size of new or modified code/Total Size of the component. We calculated MOD, visualized the results in a scatter plot, and performed ttests, and ANOVA to evaluate whether there is a significant difference between means of reused and nonreused components. Table 9 shows means, medians, and variances. Our study showed that blocks are 49% modified totally; 43% for reused, and 57% for non-reused ones (with KLOC). The distribution is not normal for reused blocks, but variances are not significantly different. A scatter plot with KLOC on the x-axis, and MKLOC on the y-axis for blocks is shown in Figure 4 . The gradient of the regression line is larger for non-reused blocks, indicating that they are modified more than reused ones. A two-tail t-test confirms that the difference in means is not zero, with P-value=0.001. A one-tail t-test for blocks assuming equal variances (we test for the hypothesis that reused blocks are modified more than non-reused ones), gives a P-value equal to 0.999. Results show that we can reject both H04 and HA4, and conclude that non-reused components are more modified than reused ones, despite these being specific to one system. One explanation could be that non-reused components have more external interfaces than the reused ones. This must be further studied. We have data for MOD in earlier releases of the product, and it seems to be relative stable between releases. 
Summary and discussion of results
Wohlin et al. [17] describe four types of validity threats in empirical studies. In our study, these threats are:
Conclusion validity: A threat, or more a confounding factor, would be if reused and non-reused components had very different functionality and constraints. For example, non-reused components have user interfaces while some reused components handle other interfaces with complex protocols. Another threat would be if more experienced developers worked with one type of the components. This is not considered as a threat, since the components under study are developed within the same development unit, and by almost homogenous teams. A third threat is that TRs report defects mainly discovered during integration testing, system testing, and maintenance. We don't include data from inspections, and unit testing because this data is not in the same database.
Internal validity: Missing, inconsistent, or wrong data is a threat to internal validity-but mostly missing data. Sometimes gaps in data are systematically related to the behavior to be modeled, or to the nature of the problem. In our case, missing data is because of the process of reporting defects, which does not ask the tester to fill in the missing fields in the reports. This is not considered to be related to the nature of the problem or to introduce a systematic bias. Ways to handle missing data are e.g. mean substitution, regression substitution, or just trying with the existing data, and be aware of the lost efficiency of tests. We chose the last strategy because of two reasons. In some cases we could verify that the distribution of data is not significantly different if all or fractions of data are used. For example, the distribution of defects over severity classes for all data was almost the same as data for subsystems or blocks (which have missing points). The second reason is that our dataset is not too small for comparing the means or correlations. Some other statistical tests are more sensitive to missing data.
Construct validity: We use defect-density and stability as software quality indicators. The weaknesses of this assumption are discussed in Sections 2, and 4. Nevertheless these measures are used broadly in studies.
External validity: The external validity of all hypotheses is threatened by the fact that the entire data set is taken from one company. Our dataset consists of a nonrandom sample of defect reports (1953 from almost 10,000), and all components of a single release of one product. Two other releases are assessed with similar results. In Section 4, we discussed the possibility to generalize the results to other releases of the same product, to other products in the same company, and possibly to other companies in the same domain, where the case can be considered as a probable one. There are few published results from such large-scale products to compare with the results.
The remainder of this section discusses the results. Rejection of a null hypothesis does not mean that the inverse is accepted automatically, but we discuss when evidence for such conclusion exists.
H1: Reuse and defect-density. Our results showed that reused components have lower defect-density than nonreused ones (almost 50% less). The difference was less for modified code. Melo et al. [10] report fault-densities from 0.06 for components that are reused verbatim, 1.50 for slightly modified components, and 6.11 for completely new components in their experiment. They concluded also that reused components have lower faultdensity. We observed that reused components had more severity A defects than expected from the total distribution, but fewer post-delivery defects. This could mean that defects of these components are given higher priority to fix.
H2: Number of defects and component size. We did not observe any significant relation between the number of defects, and component size for all the components as a group. We conclude there are other factors than size that may explain why certain components are more defectprone. One factor may be whether the component is reused or not. When reused and non-reused components were analyzed separately, we did not observe any relation between size and the number of defects for reused components, while larger non-reused components had significantly higher number of defects, which may indicate that it is better to break these components down to smaller ones. Factors such as type of functionality or programming language may explain the result.
H3: Defect-density and component size. The plots, and regression analysis showed no relation between these two factors. The result is the same for all components, and for reused, and non-reused ones.
H4: Reuse and stability. Our results showed that reused components are in fact modified less than nonreused ones; i.e. when components are reused across several products, they don't get more fragile, although they should meet requirements from several systems. Stability is important in systems that are developed incrementally, and over several releases.
Based on H1 and H4, we observe that packaging shared functionality into reusable components reduces defect-proneness and improves stability (thus decreasing the need for modifications). An internal survey of 9 developers in the same organization by us in spring 2002 indicated that developers consider reused components to be more reliable, and stable, in line with the quantitative results. These attributes may be interdependent as other studies show that modified code has more defects than old code [5, 10, 14] . The results of hypothesis testing cannot be used to build causal models, but rather be combined with other types of studies to discuss causes.
We did not observe a significant relation between defect-density, and component size. That is, defectdensity cannot be used to predict the number of defects in a component, so other parameters should be studied.
The study also showed the weaknesses of the defect reporting system that has lead to inconsistencies and difficulties in analyzing, and presenting data. A better solution for quality managers (and researchers) would be if the defect reports had automatically been stored in a SQL database from the existing web interface. We may wonder if it is possible to develop a "standard", minimal metrics (TR schema), which all projects at Ericsson could use. Many interesting hypotheses on reuse, and various software properties were impossible to answer due to the lack of sufficient, and/or relevant data. On the other hand, amassing empirical data without any specific goals or with no post-processing is almost worse than not collecting any data!
Conclusions and future work
This study has "data-mined" defect reports, and associated data that had hardly been analyzed or used to a large extent before. We don't claim that the results are surprising. However, there are few published results on the impact of reuse on quality attributes in large industrial projects, so this study is a contribution in that context. The hypotheses could be used to make a prediction model for future systems in the same environment or for maintaining the current system. For Ericsson, the results of this empirical study may be used to achieve better quality by identifying more defect-prone components (we have not presented the detailed results here), and by taking actions such as inspections or restructuring the components (e.g. split or merge to exploit economy of scale). Higher stability, and lower defect-density of reused components clearly show the industrial advantage of reuse. All these insights represent explicit knowledge based on own data, and thus important for deciding future approaches around reuse. Results can also be used as a baseline for comparison in future studies on software reuse.
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