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Abstract
In this paper we provide extensions to hyperbolic numbers plane of the
classical Chaos game algorithm and the Shannon entropy. Both notions
connected with that of probability with values in hyperbolic number, intro-
duced by D. Alpay et al [1]. Within this context, particular attention has
been paid to the interpretation of the hyperbolic valued probabilities and
the hyperbolic extension of entropy as well.
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1 INTRODUCTION
In 1848 James Cockle [2] introduced the Tessarines, which form an algebra iso-
morphic to the bicomplex numbers [3]. Hyperbolic numbers, also known as the
Lorentz numbers or double numbers are a particular type of the Tessarines. The
complex numbers and the hyperbolic numbers are two-dimensional vector spaces
over the real numbers, so each can identified with points in the plane R2.
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The hyperbolic numbers can be considered as an hybrid between the real and
complex numbers, in part because they behave in more similar nature to the real
numbers, meanwhile having properties related with the complex numbers. Due to
the significance of this fact for our purposes, we have compiled some basic notation
and terminology in Section 2. For a deeper discussion of this phenomenon we refer
the reader to [4–7].
Given a finite discrete probability distribution, the amount of uncertainty of
the distribution, that is, the amount of uncertainty concerning the outcome of an
experiment, the possible results of which have the given probabilities is a very
important quantity called the entropy of the distribution and plays a key role in
many aspects of statistical mechanics and information theory.
The idea of measure the average missing information for a given physical sys-
tem associated with each possible data value, as the negative logarithm of the
probability mass function for the value, was presented by Claude Elwood Shannon
in his seminal paper [8]. He proved (original proof goes back to the work of Erdo¨s
in [9]) that logarithm is the only function fulfills three basic requisites for defining
an entropy-like measure (see below). Section 3 discusses these assumptions in the
hyperbolic numbers case.
During the past few years, several extensions of Shannon’s original work have
resulted in many alternative measures of entropy. For instance, by relaxing the
third of Shannon’s requirements, that of additive property, Alfre´d Renyi [10] was
able to extend Shannon entropy to a continuous parametric family of entropy
measures. Another way of stating a refinement of the requirements for entropy
measures and so, the systems of postulate characterizing axiomatically these en-
tropies, were given by different authors, see for instance [11–17].
Since the general acceptance that a mathematical expression of entropy mea-
sures are interesting enough, several theoretical attempts have been made to pro-
pose different examples of such expression (see for instance [18–23]). In the vast
majority of cases, the key to extending entropies expressions has been the intro-
duction of a revised logarithm.
Proceeding further in this direction, in Section 3, associated with sets of hy-
perbolic valued probabilities two extensions of Shannon entropy (called weak and
strong hyperbolic entropy) are introduced by exploiting the hyperbolic logarithm.
A generalization of probability space and basic properties in hyperbolic numbers
plane is due to D. Alpay et al [1].
The construction of Cantor like sets was generalized into the context of hyper-
bolic numbers in [24, 25], where the partial order structure of such numbers was
utilized. With the notion of iterated function systems (IFS for short) on hyper-
bolic numbers plane (see [26]) associating probabilities to every function of the IFS
(as Barnsley made in [27]) a chaos game algorithm for hyperbolic numbers is pro-
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posed in Section 4, where the interpretation of the hyperbolic-valued probabilities
meaning play a crucial role.
2 HYPERBOLIC NUMBERS
The set of hyperbolic numbers or hyperbolic numbers plane is defined as the ring
D := R[k] = {a + kb | a, b ∈ R},
where k 6∈ R and k2 = 1. It is a commutative ring with zero divisor. Two
important elements are
e1 =
1
2
(1 + k), e2 =
1
2
(1− k).
These elements are zero divisors, idempotent, mutually annullable (e1e2 = 0) and
can generate the whole hyperbolic plane as
D = Re1 + Re2.
The set of zero divisors is well located as G = Re1 ∪ Re2 and G0 = G ∪ {0}. The
correspondence
x 7→ xe1 + xe2 =: x˜ (2-E1)
embeds R in D.
The hyperbolic numbers are equipped with a partial order  defined by
α  β if and only if a1 ≤ b1 and a2 ≤ b2,
where α = a1e1+ a2e2, β = b1e1+ b2e2. Consequently, an hyperbolic interval may
be defined as the set
[α, β]k := {ξ ∈ D | α  ξ  β}.
Additionally the set of positive hyperbolic numbers is defined as
D+ := {ξ ∈ D | ξ  0}.
This set is closed under multiplication.
Every hyperbolic valued function F : X → D defined in X ⊂ D is determined
by its components:
F (x) = F1(x)e1 + F2(x)e1, x ∈ X, (2-E2)
where F1 and F2 are real valued functions. Formula (2-E2) is called the idempotent
representation of F .
An hyperbolic metric space is a pair (X,D), where X is a no-empty set and D
is an hyperbolic positive valued function such that for any x, y, z ∈ X the following
holds:
3
G. Y. Te´llez-Sa´nchez, J. Bory-Reyes
1. D(x, y) = 0 if and only if x = y.
2. D(x, y) = D(y, x).
3. D(x, z)  D(x, y) +D(y, z).
The much familiar hyperbolic metric space is (D, Dk) where Dk is defined for
all ξ, χ ∈ D; ξ = x1e1 + x2e2 and χ = y1e1 + y2e2, such that
Dk(ξ, χ) := |x1 − y1|e1 + |x2 − y2|e2.
An hyperbolic metric space is called complete if every Cauchy’s sequence of hy-
perbolic numbers is convergent in the sense of the hyperbolic metric, see [25].
We say that the function F : (X,D1)→ (Y,D2) is continuous in ξ0, if for every
ǫ ∈ D+, there exists a δ ∈ D+ such that for every ξ ∈ D with D1(ξ, ξ0)  δ, then
D2(F (ξ), F (ξ0))  ǫ.
When both spaces (X,D1), (Y,D2) are equal to (D, Dk), the hyperbolic continuity
implies the real one over (R2, du), where du is the standard metric.
A function F : (X,D1) → (Y,D2) defined between two hyperbolic metric
spaces is called a contraction function if there exists κ ∈ [0, 1˜)k such that for every
x, y ∈ X ,
D2(F (x), F (y))  κD1(x, y).
Let F : (D, Dk)→ (D, Dk), we say that F is derivable in ξ0 ∈ D, if there exists
the limit
F ′(ξ0) := lim
ψ→0
ψ 6∈G0
F (ξ0 + ψ)− F (ψ)
ψ
. (2-E3)
In [5] was proved that every hyperbolic derivable function F = u + kv in the
base {1,k} satisfies the Cauchy-Riemann type system
∂u
∂x
(ξ0) =
∂v
∂y
(ξ0) and
∂u
∂y
(ξ0) =
∂v
∂x
(ξ0).
It is worth noting that the last assertion implies that given a derivable function
F = F1e1 + F2e2, if ξ0 = x0,1e1 + x0,2e2, then
F (ξ0) = F1(x0,1)e1 + F2(x0,2)e2.
On the other hand, in [26] was shown that 2-E3 implies that the derivative of
F = F1e1 + F2e2 is given by
F ′(ξ0) =
∂F1
∂x0,1
(ξ0)e1 +
∂F2
∂x0,2
(ξ0)e2.
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We follow [5] in assuming that the partial derivatives of F are indeed total real
derivatives and depend only of their respective components, i.e.,
F ′(ξ0) =
dF1
dx0,1
(x0,1)e1 +
dF2
dx0,2
(x0,2)e2.
3 HYPERBOLIC VALUED PROBABILITIES
AND ENTROPY
Let P = (p1, p2, ......, pm) be a finite discrete probability distribution, that is, sup-
pose that pj ≥ 0, j = 1, · · · , m and
∑m
j=1 pj = 1. Let F = {f1, ..., fm} be a sample
description space of an experiment relates to P in the way that the probability
that occurs fj is pj.
Entropy is a concept that measures how many information we can get from
a probability distribution. An equivalent interpretation is given by Re´nyi in [10],
where he says that entropy is the amount of uncertainty concerning the outcome
of an experiment. It is measured by the quantity
H(P) = −
m∑
j=1
pj log pj =
m∑
j=1
pj log
1
pj
.
This formula was introduced by Shannon in [8]. He established that a function
to measure the entropy must fulfill with
1. H should be continuous in every pj ∈ P.
2. If all pj are equal, then H should be a monotonic increasing function.
3. Given another set of probabilities Q, then H(PQ) = H(P) +H(Q).
One function having theses properties is called a entropy function. Later Re´nyi
gave a much more simple proof (see [10]) that just logarithm function has these
properties by the next lemma.
Lemma 3.1 ( [9]). Let f : N→ R an additive number-theoretical function, that is
f(nm) = f(n) + f(m),
for every n,m ∈ N, and
lim
n→∞
(f(n+ 1)− f(n)) = 0.
Then we have
f(n) = c logn
where c is a constant.
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3.1 Hyperbolic probability
In [1] was introduced the notion of a probabilistic measure which takes values in
hyperbolic numbers. They show that this new measure satisfies the usual proper-
ties of a probability. These ideas led to propose the hyperbolic concept of entropy
if one consider a finite discrete hyperbolic probability distribution.
Definition 3.2. Let P = {ρ1, ..., ρn} be a finite set of hyperbolic numbers of
[0, 1˜]k given in idempotent representation ρk := pk,1e1 + pk,2e2. We say that P is
an hyperbolic probability distribution, if we have one of these states
(1)
n∑
k=1
ρk = 1˜,
(2)
n∑
k=1
ρk = 1e1,
(3)
n∑
k=1
ρk = 1e2.
Remark 3.3. Cases (2) and (3) imply that for every k ∈ {1, ..., n}, either ρk = pe1
or ρk = pe2 where p ∈ R. So ρk is a zero divisor.
The main difference from the case of real probability distribution is that in
general a set of hyperbolic probabilities can not be totally ordered, it is necessary
to make additional assumptions, as was mentioned in [24].
Following the notion of product space probability, there exists a simple inter-
pretation of hyperbolic valued probabilities. Indeed, an hyperbolic valued proba-
bilities ρk = pk,1e1 + pk,2e2. could be identify with
pk :=
pk,1 + pk,2
2
, (3-E4)
which is the usual accumulate probability in the real sense. An alternative inter-
pretation will be explain in Section 4.
3.2 Hyperbolic Entropy
We begin with a weak hyperbolic extension of the concept of Shannon entropy using
the hyperbolic correspondence (see 2-E1) of real logarithm and the accumulated
probabilities 3-E4.
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Definition 3.4. LetP = {ρ1, ..., ρn} be a hyperbolic probability distribution. The
weak hyperbolic entropy associated to P is defined as
Hw(P) :=
n∑
k=1
−ρk l˜og
(
pk,1 + pk,2
2
)
=
n∑
k=1
−ρk
(
log
(
pk,1 + pk,2
2
)
e1 + log
(
pk,1 + pk,2
2
)
e2
)
.
Although weak Shannon entropy can be clearly seen as generalization, we real-
ize that the functional form of the weak entropy expression resembles the Shannon
entropy and does not change the measure in essence.
We therefore propose to define an strong hyperbolic extension of the Shannon
entropy, where the role played in the traditional theory by the logarithmic function,
is now played by the well-defined holomorphic logarithm function in the hyperbolic
theory, to be denoted in this work by LogD. See [1, Subsection 6.5] for more details.
Firstly, let us state the hyperbolic version of Lemma 3.1, whose proof follows
by making appeal to the idempotent representation of the hyperbolic logarithm
function.
Lemma 3.5. Let the hyperbolic valued function F : N→ D, such that
F (mn) = F (m) + F (n)
and
lim
n→∞
(F (n+ 1)− F (n)) = 0,
for every n,m ∈ N. Then there exists κ ∈ D so that F has the form
F (N) = κLogD(N).
In trying to define a strong extension of Shannon entropy to hyperbolic numbers
plane, it is to be expected that the considered hyperbolic function satisfies related
hyperbolic versions of the aforementioned axioms of Shannon entropy. To this
aim, we propose an alternative axiomatization of the concept of strong hyperbolic
entropy, which relaxed the continuity property and assuming the holomorphic
condition to the hyperbolic entropy measure. This generalized entropy is defined
as
Definition 3.6. The strong hyperbolic entropy associated to P is defined as
Hs(P) :=
n∑
k=1
−ρk LogD(ρk) =
n∑
k=1
−ρk(log(pk,1)e1 + log(pk,2)e2).
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Remark 3.7. As the Shannon entropy measure, both hyperbolic extensions have
fundamental properties which legitimate it as reasonable measure of choice. For
instance:
• Only when we are certain of the outcome does the measures vanish. Other-
wise they are positive.
• Both measures Hw and Hs are maximum and equal to one of theses val-
ues log(n), log(n)e1, log(n)e2 or LogD(n),LogD(n)e1,LogD(n)e2 respectively,
when all the ρk are equal (e.g.,
1
n
,
1
n
e1,
1
n
e2), which is again the most uncer-
tain situation.
4 HYPERBOLIC CHAOS GAME
To make our exposition self-contained we give a brief sketch of the chaos game
algorithm of creating a fractal in euclidean spaces (see [27]). The algorithm consists
in the iteratively creation of a sequence of points, using a polygon and starting
with a base random point inside it. Each point in the sequence is a given fraction
of the distance between the previous point and one of the vertices of the polygon,
which is chosen at random in each iteration.
In addition to illustrating how the algorithm work in practice, let us provide a
well-known example
Example 4.1. Let a triangle with vertices at a1 = (0, 1), a2 =
(
−1
2
,
√
3
2
)
,
a3 =
(
−1
2
,−
√
3
2
)
and let a0 = (0, 0) be the basic point. Fig. 1 illustrates the
algorithm procedure for performing the fractal and some of its iterations. The
result is an approximation of the well known Sierpinski Triangle.
To deals with general metric spaces, Barnslet [27] appealed to the concept of
IFS with probabilities on metric spaces getting a generalization of the chaos game
algorithm. For a treatment of a more general case we refer the reader to [28].
Here we set up some notation and terminology for completeness. An IFS on a
complete metric space (X, d) is a finite collection {f1, ..., fm} of contractions over
X , see [27].
Let H(X) the collection of every nonempty and compact subsets of X , so the
Hutchinson operator J : H(X)→ H(X) is defined over subsets A ∈ H(X) as
J(A) =
m⋃
j=1
fj(A).
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Figure 1: (a)- Process to select the new base point. (b)- Outcome of five thousand
of iterations. (c)- Outcome of one million of iterations.
Due that (H(X), h) is a complete metric space, when h is the Hausdorff metric
induced by the metric d, see [27, Sec. 2.6], the operator J is a contraction and by
Banach’s fixed point theorem there exists a set A ∈ H(X ) that is the unique fixed
point of J . This fixed point will be called the attractor of the IFS.
The chaos game algorithm for generating a point-set approximation of the IFS
attractor works as follow: Let an IFS on a complete metric space (X, d) with
probabilities, i.e., an IFS {f1, ..., fm} and a finite discrete probability distribution
{p1, ..., pm} such that each contraction fj is associated with pj. Choose a base
point x0 ∈ X and select contraction fj at random according to the probabilities
pj and compute xi+1 = fj(xi). Return to the second step and repeat the process
iteratively.
To exemplify this algorithm, let us consider again the Sierpinski Triangle. Let
X = R2 and d the usual metric. The contractions are
f1(x) =
1
2
x, f2(x) =
1
2
x+
(
1
2
, 0
)
,
f3(x) =
1
2
x+
(
1
4
,
1
2
)
,
and all the probabilities pj, j = 1, 2, 3 must be equal to
1
3
.
4.1 Hyperbolic chaos game
It has already been remarked that the standard chaos game for a complete metric
space only require an IFS with probabilities, and because both concepts were
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extended to hyperbolic metric spaces so it appear feasible to adapt the algorithm
to the hyperbolic frame.
Definition 4.2 (Hyperbolic chaos game). Let be (X,D) a complete hyperbolic
metric space and let F = {F1, ..., Fn} be a finite set of hyperbolic contractions.
Set P an hyperbolic probability distribution (see Definition 3.2). We associate
to every Fk the real probability pk given by (3-E4). The algorithm runs taking a
starting point x0 ∈ X and then choose randomly the contraction Fk ∈ F on each
iteration accordingly to the assigned probability pk. The rest of the algorithm runs
as before.
If the hyperbolic probabilities are zero divisors, then we only have to consider
the natural identification with R.
Remark 4.3. Attractors of contractive hyperbolic IFS on complete hyperbolic met-
ric spaces may not be unique because the respective D-Hausdorff distance is not a
metric, see [26]. Consequently, the hyperbolic chaos game represents a method of
generating a representative element of the attractor class.
4.2 D-chaos game
Now, we focus our study to modify the chaos game on the hyperbolic metric space
(D, Dk). More precisely, treating the ordinary hyperbolic probability distribution
as true hyperbolic numbers rather than real identifications.
Algorithm: Let F = {F1, ..., Fn} be a finite set of contractions over (D, Dk)
where Fk = Fk,1e1 + Fk,2e2 and let P be an hyperbolic probability distribution
associated to F . The sets of idempotent components of F will be denoted by
Φ1 = {F1,1, ..., Fn,1} and Φ2 = {F1,2, ..., Fn,2}.
1. Chose a base point ξ0 ∈ D.
2. Randomly select two function Fs,1 ∈ Φ1 and Ft,2 ∈ Φ2, according to the real
idempotent components ps,1 and pt,2 of the probabilities ρs, ρt ∈ P respec-
tively and define the function Gs,t = Fs,1e1 + Ft,2e2.
3. Subsequently compute the next point as ξi+1 = Gs,t(ξi).
4. The process is repeated from the step two iteratively a finite set of times.
A natural question to ask is whether functions Gs,t are also contractions. The
answer is given by the next lemma.
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Lemma 4.4. Let F1 = F1,1e1 + F1,2e2 and F2 = F2,1e1 + F2,2e2 be two hyper-
bolic contractions over (D, Dk) with contractive factors κ1 = c1,1e1 + c1,2e2 and
κ2 = c2,1e1 + c2,2e2 respectively. Then function Gs,t = Fs,1e1 + Ft,2e2 is again a
contraction over (D, Dk) and its contractible factor is κ = cs,1e1 + ct,2e2.
Proof. The proof is followed at once because in [26, Def. 2.8] every contraction is
defined in a point-wise way with the hyperbolic partial order.
Example 4.5. Let the IFS generates the Sierpinski Triangle in the Fig. 1 and
identify every contraction with its respective hyperbolic version, which are affine
hyperbolic transformation (see [26, Sec. 2.3]). Then we have the hyperbolic IFS
with probabilities {(D, Dk), F1, F2, F3} where
F1(ξ) =
1˜
2
ξ,
F2(ξ) =
1˜
2
ξ +
1
4
e1 +
1
2
e2,
F3(ξ) =
1˜
2
ξ +
1
2
e1,
(4-E5)
and for every k ∈ {1, 2, 3} the probability ρk is equal to 1˜
3
.
One approximation of this hyperbolic IFS with the hyperbolic chaos game is
shown in the Fig. 2.
Figure 2: Representation of the result to apply the hyperbolic chaos game to IFS
4-E5 with ρk =
1˜
3
. (a)- 10000 iterations. (b)- 100000 iterations, (c)- 1000000
iterations.
Example 4.6. Now we change the hyperbolic probability distribution in the Ex-
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ample 4.5 by
ρ1 =
1
10
e1 +
1
4
e2,
ρ2 =
3
10
e1 +
1
5
e2,
ρ3 =
3
5
e1 +
11
20
e2,
(4-E6)
Note that we get a similar figure when we repeat the process a big quantity of
times, but it has different accumulation of points in [0, 1˜]k. See Fig. 3.
Figure 3: Representation of the result to apply the D-chaos game to IFS 4-E5 with
the hyperbolic probability distribution (4-E6). (a)- 10000 iterations. (b)- 100000
iterations, (c)- 1000000 iterations.
The similitude is due that in the hyperbolic case the attractor associated to an
IFS is an equivalence class of no empty compact sets (see [26, Sec. 3.1]).
Given F = {F1, ..., Fn} an hyperbolic IFS over (D, Dk) with P an hyperbolic
probability distribution associated to F , the number of possible combination func-
tions {Gs,t} generated by the D-chaos game is {1, ..., n2} and the real probabilities
considering the selection of the idempotent components of the contractions like
independent events are πm = ps,1pt,2 with m ∈ {1, ..., n2}. Let Q˜ denotes the
hyperbolic probability distribution {π˜1, ....., π˜n2}.
In an alternative way, we will use the symbol K to denote the hyperbolic prob-
ability distribution {ω1, ....., ωn2} , where ωm = 1˜
n
(ps,1e1 + pt,2e2) .
Because the strong entropy is measuring the information in every component
of the system with its probabilities associated the following relations hold.
Hs(P) ˜H(Q˜),
Hs(P)  Hs(K).
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5 FURTHER REMARKS
Repeating the D-chaos game to an IFS, a limited number of times, it is created
a sequence of points in the interior of the hyperbolic interval [0, 1˜]k, which may
be viewed as a rectangle in the Euclidean plane. These points fit into the pattern
of those noise points in one image. If we take now an image (looking it as the
rectangle) and we deform, by an affine transformation, until it be embedded into
interval [0, 1˜]k, we can overlap the sequence of points in it, so in this overlapping
a noise pattern in the image emerge. This suggests a natural question: whether
the noise in an image could be removed by using the D-chaos game. Some partial
evidence supports the conjecture that the use of an analogous of the collage theo-
rem (see [27]) for D-chaos game, together with some colored technique, introduced
in [29], would be used to remove noise from an image. The noise pattern is located
within the image using the collage theorem to obtain an IFS. The D-chaos game is
then applied over it to replace the noise pattern with appropriately colored points.
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