Abstract. We present constructions of biorthogonal wavelets and associated filter banks with optimality using pseudoframes for subspaces (PFFS). PFFS extends the theory of frames in that pseudoframe sequences need not reside within the subspace of interest. In particular, when PFFS is applied to biorthogonal wavelets the underlying flexibility presents opportunities to incorporate optimality, regularity as well as perfect reconstruction into one parametric design approach. This approach reduces certain filter optimization problems to optimization over a free parameter. While past constructions can be reproduced, results with additional optimality are also obtained and presented here with numerical examples. Filter coeffiecients are provided along with graphs are provided and Matlab implementation code is available upon request from the authors.
Introduction: Pseudoframes for subspaces and biorthogonal wavelets
Frames and frame variations have generated vast interest for the last two decades, see, e.g., [1] , [2] , [5] , [12] , [13] , [23] , [24] , [14] , [15] , [16] , [20] , [6] , [7] , [8] , [17] ,and [19] with Pseudoframes first appearing in [25] . Pseudoframes for subspaces (PFFS) is an extension of frames. It is a notion of frame-like expansions for a subspace X of a separable Hilbert space [26] .
In the context of frame expansions we define pseudoframes as follows. Let X be a closed subspace of a separable Hilbert space H. Let {x n } ⊆ H be a Bessel sequence w.r.t. X , and let {x * n } be a Bessel sequence in H. We say {x n } is a pseudoframe for the subspace X (PFFS) w.r.t. {x * n } if ∀f ∈ X , f = n f, x n x * n .
The important distinction between PFFS and frames is that none of the sequences {x n } and {x * n } are necessarily required to be in X . Consequently, {x n } and {x * n } are not generally in the same subspace either.The resulting flexibility is in fact the major advantage provided by PFFS.
The purpose of this article is to elaborate on the construction of new biorthogonal wavelets and filter banks utilizing PFFS as a method to obtain certain design criteria.
To this end we'll restate the most fundamental characterization of PFFS, first introduced by Li and Ogawa in [26] . Let {x n } ⊆ H and {x * n } ⊆ H. Assume that {x n } is a Bessel sequence with respect to (w.r.t.) the subspace X . Assume also that {x * n } is a Bessel sequence in H. Define U : X → l 2 (Z) by ∀f ∈ X , U f = { f, x n },
and define V : l 2 (Z) → H such that ∀c ≡ {c(n)} ∈ l 2 (Z), V c = n c(n)x * n .
Then the following characterization of PFFS holds [26] .
Theorem 1.1 ([26]
). Let {x n } and {x * n } be two sequences in H (not necessarily in X ). Assume that {x n } is a Bessel sequence w.r.t. the subspace X , and {x * n } is a Bessel sequence in H. Let U be defined by (2) , and V be defined by (3) . Suppose that P is any projection from H onto X . Then {x n } is a pseudo frame for X w.r.t. {x * n } if and only if
where P * is the traditional adjoint operator of the projection P.
Applying this construction to a shift-invariant subspace X such that sp{τ n φ} ⊇ X and where {τ n φ} ∈ L 2 (R) is a Bessel sequence it was shown in [26] that PFFS allows us to characterize the entire subspace of duals of translates as follows:
and φ † ≡ V * † e n is the dual corresponding to the pseudo-inverse of V in sp{x n }, and y ∈ L 2 (R) is such that {τ n y} is a Bessel sequence. Here, we have chosen P as an orthogonal projection.
PFFS applied to biorthogonal wavelets. In a special case, let us assume that {τ n φ} is an exact frame of sp{τ n φ} ≡ X , and translate the result of Corollary 1.2 into this special setting. With the given assumption that {τ n φ † } is the unique biorthogonal dual frame to {τ n φ}, τ n φ † , τ m φ = δ nm . Therefore, τ nφ = P τ n φ † + τ n y − P τ n y = τ n φ † + (I − P )τ n y.
As one can see that if y / ∈ sp{τ n φ} = X , the second term is nonzero, yielding non-unique biorthogonal dual sequences {τ nφ }.
We shall show that biorthogonal wavelet construction can be favorably carried out by using (8) with the off-subspace component (I − P )τ n y.
Since PFFS builds new biorthogonal duals from existing pairs by adding an off-subspace component it opens up opportunities for design optimization without disrupting any important features of the original pair such as symmetry, compact support, improved regularity or vanishing moments. Here, we will show that maximum attenuation and desired filter response can be incorporated with the design of FIR bi-filter banks while maintaining the vanishing moments, symmetry etc.
Construction of biorthogonal wavelets and filters via PFFS
Assume that φ ∈ L 2 (R) and that {τ n φ} forms a biorthogonal basis of V 0 ≡ sp{τ n φ}. Assume also that {φ, V j } generates a (biorthogonal) MRA of L 2 (R). By the theory of PFFS [26] , all biorthogonal PFFS-dual scaling functions {φ n = τ nφ } are given bỹ
where φ 0 ∈ V 0 is the standard dual function of φ and φ ∈ V ⊥ 0 . In general, it is evident that if φ * is any biorthogonal (PFFS-dual) function of φ, then so isφ = φ * + φ for any φ ∈ V ⊥ 0 . With a slight abuse of notation, we shall be considering the Equation (9) with φ 0 being any biorthogonal dual.
Assume that we are only interested in sufficiently regular and refinableφ such thatφ = nh nφ1n . Considerable studies on the conditions for sequences such ash can be found in [10] .
Then the following relationship holds:
What does it mean to have { h n } ∼ φ 0 ∈ W 0 ? In the context of biorthogonal wavelets and multiresolution analysis, the add-on filter sequence component { h n } is solely relevant to information in the subspace W 0 . We know that the regularity and symmetry of compactly supported biorthogonal wavelets and the corresponding linear phase and regularity properties of FIR filters are solely the consequence of having a biorthogonal dualφ outside of the subspace V 0 [9] . We have thus observed that these nice properties come with the "add-on" components from information in the complement
From the sub-band processing point of view, since these nice properties are demanded in practical applications [27] , [29] , [4] , [18] , [30] , [28] , [22] , [11] , [3] we now understand the need to bring some information in the high-pass band (W 0 ) back to the low-pass band to off-set some of the draw backs due to a biorthogonal dual that is not quite as nice. This has to be done in such a way that the perfect reconstruction principle is not violated.
Recall that a set of four filter sequences {h n }, {g n } {h n } and {g n } are said to form a biorthogonal sub-band system (or perfect reconstruction filter bank (PRFB)) if
where {h n } is often termed the d ual filter sequence to {h n } and {g n } the dual filter to {g n }.
The following are the basic constructions of PFFS focusing on FIR biorthogonal filters.
Theorem 2.1. Let {h n } and {g n } be a set of filter bank filters, and let {h 0 n } and {g 0 n } be the corresponding biorthogonal dual filters satisfying (10) . Let H(γ) be the Fourier series of { h n }, and H(γ) be the Fourier series of {h n }. Then {h n = h 0 n + h n } is a biorthogonal PFFS-dual filter if and only if
whereq(γ) is trigonometric polynomial satisfying
Moreover, the other two corresponding biorthogonal filters are given by
Proof: Following a similar proof in [10] , the Fourier transform of (10) shows
This in turn implies that
2 ) ·q(γ) for some 1-periodic trig polynomialq such that
This finishes the proof of the first half of the assertion. The proof of the filter relationships for the complementary filters is similar.
We comment that the conditions we have just derived are essentially to require that
or n h n h n−2k = 0, ∀k.
Note that (15) is the standard biorthogonal principle of the perfect reconstruction filter banks, and (16) is a direct consequence of (15) , which corresponds to the fact that
Symmetric biorthogonal wavelets and linear phase FIR filters
We demonstrate how to construct new linear phase and symmetric FIR biorthogonal filters that maintain a minimum number of vanishing moments in thier wavelets as well as preserve perfect reconstruction while introducing the flexibility of parametric design. 
whereq 1 (γ) =p(cos 4πγ) is a trig polynomial s.t.q 1 ( 1 2 ) = 0. In particular, letq 1 = 2, the corresponding sequence {q n } ofq(γ) is given by
For such choices ofq, new biorthogonal PFFS-dualsH remain symmetric, andH has at least the same number of zeros at 1 2 as that of H 0 . Notice that there are obviously other choices ofq, depending on the filter H to begin with. It is interesting to observe that if
, the choice ofq would be free for any trigonometric polynomial. However, this is not of interest here because these do not correspond to FIR filters.
Proof (of Theorem 3.1): By the assumption of the theorem, (12) holds if and only if
implying that |q| is A simple trig identity simplification will show that such â q will indeed have at least 2l zeros at 1 2 . Let us find the filter sequence associated withq. For
where
Therefore,q
Here τ k b n ≡ b n−k . We have therefore proved the assertion.
Lettingq 1 be a scalar parameter λ. In Theorem 3.1 the choice was made to letq 1 = 2. This is valid since the only condition placed on the trig polynomialq 1 is that this function must have no zeros at 1 2 . In the implementations discussed below and in Proposition 3.2 The scalar parameter λ is a simple selection of theq 1 = 2λ. Whileq 1 could be any polynomial in cos4πγ (see discussions at the end of this article), the choice of the scalar parameterization λ minimizes the length of PFFS bi-filters.
Combining the above result of Theorem 3.1 with (11), we have obtained the following proposition. 
is a biorthogonal PFFS-dual with at least 2l zeros at 1 2 . The proof of this result amounts to a deconvolution, plus the fact that any scalar multiple of q will not alternate the principle (12) . In other words, (16) is always satisfied whenever δh is equal to the second term of (19).
Shift-symmetric bi-wavelets and linear phase FIR bi-filters
As seen in CDF's construction [10] , among symmetric biorthogonal wavelets, there are also ones that are (without loss of generality) symmetric after shifting by a time index t = 1 2 . These, in relevance to linear phase filters, translate into the fact that
We shall term those filters shift-symmetric. For this class of PFFS-duals, theq as in (11) will be slightly different. We have the following construction.
Theorem 4.1. Let H and H 0 be a pair of biorthogonal filters, both satisfying (20) . Assume that H(γ) = 0 for all γ except for γ = 1 2 and perhaps a set of measure zero. Assume further that the dual filter H 0 has 2l + 1 zeros at γ = 
= 0, and N is an odd integer.
The proof of Theorem 4.1 is similar to that of Theorem 3.1.
We can derive the expression of the filter sequence { h n } with a straightforward calculation.
Proposition 4.2. Let H be given in Theorem 4.1 and leth n be abi-dual filter. Then
is a PFFS biorthogonal dual, where the numbers N and l are given in Theorem 4.1, and {c n } is given by
The proof of this proposition is very similar to that of Theorem 3.1 and Proposition 3.2.
Design Opportunities provided by the parametric construction
In this section we provide examples of construction of bi-filters optimized to three different criteria:
(1) Targeting a desired filter response in order to keep the filter length short. (2) Maximize stopband attenuation to any given stopband.
In each case the problem is reduced to optimization over a free parameter. We conclude the section with a discussion on adding integer vanishing moments to a given bi-filter, which was the traditional focus of known constructions.
5.1. Targeting a desired filter. In filter design it is common to attempt to emulate the frequency response characteristics of some target filter H t . Here we characterize this problem as finding minH {||H − H t || 2 } subject to the condition thatH is dual to a B-spline filter H. In the PFFS context, this problem is reduced to unconstrained linear optimization over a freeparameter while maintaining perfect reconstruction and a given number of vanishing moments, namely 
With the given assumptions we can expand the square of the norm from 23:
So our objective function is
Expanding the integrand, the objective function becomes a quadratic in λ.
Taking the derivative with respect to λ we get
Setting this to zero and solving for λ we will arrive at (24) 5.1.1. Similar Performance with Shorter Filters. We can now apply this fact to design bi-duals of spline wavelets that have frequency characteristics similar to those of longer length. We begin by writing out one of the B-spline bi-filters from [10] as a sum of appropriately weighted 'out of subspace' components. Let H 0 be a spline dual filter as constructed in [10] with p zeros at γ = 1 2 . From our previous discussions a filter with an additional 4 zeros (and eight more filter taps) will be given by
where ∆H 1 and ∆H 2 are the appropriate 'out of subspace' components from Theorem 2.1 and λ * 1 , λ * 2 are the corresponding parameter values from Proposition 5.4. H 2 will then correspond to one of the filters in [10] with p + 4 zeros at γ = 1 2 . Applying Proposition 5.1 we can now construct a new spline bi-filter with only p + 2 zeros at γ = 1 2 by adding λ t ∆H 1 to H 0 where λ t is from (24) . The following corollary states this result in detail and can be easily verified by substituting (27) for H t in to (5.1) withH = H 0 + λ∆H 1 .
Corollary 5.2. Let H 0 be a spline bi-filter with p zeros at γ = 1 2 and let ∆H 2 , ∆H 1 ,λ * 1 , λ * 2 and the corresponding H 2 are as in (27) ForH = H 0 + λ∆H 1 then the choice of
will minimize ||H 2 −H|| 2 while H will maintain at least p vanishing moments and the time sequenceh will have 4 fewer taps than h 2 .
Figures (1) and (2) show two examples of this construction. Notice that the frequency responses as well as the wavelets and scaling functions are nearly identical. In certain applications it is desirable that the filter response have a sharp decay at a specific frequency. In this section we show how the parametric PFFS construction can produce dual filters with optimal attenuation for any given stopband. We also show that this implementation reproduces the filters of the CDF construction as γ s → 1 2 .
5.2.1. The Parametric Formula. One stopband optimization problem (also seen in [27] ) can be formulated as follows. Let our objective function J be the energy of the frequency response of some dual filterH between a chosen stopband γ s and 1 2 . We can minimize J over all possible dual filters by simply manipulating the λ parameter.
= min
Where we minimize only over real λ to keep the sequence {h n } real valued. 
13-tap PFFS Dual-filters (solid) versus CDF 17-tap filter (dashed). Shown are the (i) Wavelets, (ii) Scaling Functions, (iii) Frequency Response and (iv) Filter coefficients dual to the second-order B-Spline
To derive this formula, first note that
Thus our objective function becomes
The minimization of J with respect to λ can now be accomplished by simply differentiating with respect to λ, setting this derivative to zero and solving for λ. This yields equation (29): the λ-value for which the area of the filter response and between the stop band and 1 2 is minimal. Given the quadratic nature of J, one can show that the minimum is achieved at
This formula thus provides a means to optimize the bi dual filters to any γ s ∈ ( ]. Examples with maximum stopband attenuation for given stopbands are shown in Figures (3) and (4) . We see that the stopband attenuation of the new bi-filter frequency responses are indeed greater than that of CDF examples of the same length. Meanwhile, the smoothness of the scaling and wavelet functions have also been improved. 
where λ * is such that H = H 0 + λ * ∆H has two additional integer vanishing moments.
Proof Part1:Symmetric Filters. We start by simply expanding the general form of the filters as given by (3.2) into (29) . Since the functions in the integrands are bounded and integrable, as γ s → 1 2 the integrals must go to zero and we are justified in using L'Hopital's rule to evaluate the limit. The fundamental theorem of calculus then allows us to evaluate the limit:
Plugging this value into (3.2) and setting γ s = 1 2 will confirm the result. The proof of the shift-symmetric case is similar. Other Optimization Potentials. We demonstrated in the previous sections a few possibilities for optimizing the bi-filter construction over a scalar λ. This is quite effective and the major rationale for working with a scalar is to keep the bi-filter length as small as possible. We also mentioned only three criteria that are all signal independent. So, we mention here two other possible optimization problems that could be carried out with PFFS. 5.3.1. Non-scalarq 1 polynomials. We can choose the trig polynomialq 1 (cos 4πγ) to have more than one parameter to work with so as to enhance the optimization potentials. For instance, let
These two parameters could be used to tune the filter to meet two different criteria at the same time. For Example, one would be able to increase the number of zeros at γ = 1 2 by a choice of λ since the second term is zero at 1 2 , ξ could be adjusted to enhance uniform Lipschitz-α regularity. The only sacrifice is that such "out of subspace" components add a significant number of nonzero coefficients to the filters (up to eight taps in the spline context).
Choices such as (30) with two or more parameters open up a vast degree of flexibiliy in filter design and are believed to have further applications to signal-dependent methods not discussed here.
5.3.2.
Ability to maximize the coding gain. Maximum coding gain is often a design goal to maximize the energy compaction after the sub-band decomposition and to enhance the coding/compression efficiency. In [21] the PFFS construction methodology is used to construct filters with maximum coding gain for common signal models. This is a signal-dependent design approach and it is thus not discussed further here.
5.4. Ability to increase wavelet vanishing moments. The number of vanishing moments of a wavelet is directly related to the regularity of the bi-scaling and bi-wavelet functions, while the number of vanishing moments is related to the number of zeros of the filter H andH at γ = 1 2 . We shall demonstrate how zeros at γ = 1 2 of a PFFS-dual filter can be easily increased by the parametric approach in the general setting, then show how results for the setting of [10] can be reproduced usinng PFFS.
Assume that H and H 0 are a pair of dual biorthogonal filters. Then according to our earlier discussions, any new PFFS-dual biorthogonal filter can be written as
2 )q(γ) whereq is a trig polynomial satisfyingq(γ) +q(γ + 1 2 ) = 0. One can verify that to keep at least the same number of zeros at 1 2 (same number of vanishing moment in ψ),q can be of the following formq
2 )q 1 (cos 4πγ) cos 2πN γ for some odd integer N . Hence,
2 )q 1 (cos 4πγ) cos 2πN γ. Evidently, the new PFFS-dual biorthogonal filter has at least the same number of zeros at γ = 1 2 . Observe however, F (
which can easily yield another zero at γ = k − 1 + n n 2 3l+1 where k = l +l or for the shift-symmetric case:
2 3l+3 where k = l +l + 1 the PFFS dual given byH = H 0 + λ * ∆H will have an additional 2 zeros at 
