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ABSTRACT
Because of its appealing simplicity, the elastic network model (ENM) has been widely accepted
and applied to study many molecular motion problems, such as the molecular mechanisms of chap-
eronin GroEL-GroES function, allosteric changes in hemoglobin, ribosome motions, motor-protein
motions, and conformational changes in general. In this dissertation, the ENM is employed to study
various protein dynamics problems, and its validity is also examined by comparing with experi-
mental data. First, we apply principal component analysis (PCA) to identify the essential protein
motions from multiple structures (X-ray, NMR and MD) of the HIV-1 protease. We find significant
similarities between the first few of these key motions and the first few low-frequency normal modes
from the ENM, suggesting that the ENM provides a coarse-grained and structurally-based explana-
tion for the experimentally observed conformational changes. Second, we extend these approaches
from a single protein (HIV-1 protease) to thousands of proteins whose multiple NMR structures
are available. We also find close correspondence between the experimentally observed dynamics
and the ENM predicted ones, indicating the validity of using the ENM to computationally predict
protein dynamics. Third, we develop a regression model for the isotropic B-factor predictions by
combining the protein rigid body motions with the ENM. The new model shows significant im-
provements in B-factor predictions. Fourth, we further examine the validity of using the ENM to
study protein motions. We use the anisotropic form of ENM to predict the anisotropic temperature
factors of proteins. It presents a timely and important evaluation of the model, shows the extent
of its accuracy in reproducing experimental anisotropic temperature factors, and suggests ways to
improve the model. Finally, we apply the ENM to study a dataset of 170 protein pairs having
“open” and “closed” structures, and try to address how well a conformational change can be pre-
dicted by the ENM and how to improve the model. The results indicate that the applicability of
ENM for explaining conformational changes is not limited by either the size of the studied protein
xii
or even the scale of the conformational change. Instead, it depends strongly on how collective the
transition is.
1CHAPTER 1. OVERVIEW
1.1 General Introduction
Protein motions play important roles in their functions since many protein functions are real-
ized by the conformational changes of their structures. In general, protein motions are not easy to
study by experiments, thus, using computational methods to simulate, model and analyze protein
motions is of great importance. Based on the available experimental structures, many computa-
tional methods including molecular dynamics (MD) and normal mode analysis (NMA) have been
widely used for studying many complicated biological problems, such as protein folding, protein
transition pathways, signal transduction, and enzyme catalysis.
Protein dynamics is the link between structure and function. It plays important roles in many
biological processes, which often require conformational changes of structures. The Protein Data
Bank (PDB) [1] provides a valuable resource for the study of protein dynamics, and contains
thousands of structures that have been solved by X-ray crystallography, NMR spectroscopy and
other techniques. Although more and more structures are being determined and deposited into the
PDB, the structures themselves are not fully informative. In order to comprehend the functions of
proteins, there is a keen need for a better understanding of their dynamics.
1.1.1 X-Ray and NMR Structures
The Protein Data Bank [1] grows rapidly – as of September 2007, there are over 40,000 protein
structures deposited. These structures are mainly determined by two experimental methods, X-ray
crystallography and nuclear magnetic resonance (NMR) spectroscopy [2].
In X-ray crystallography, X-ray diffraction is applied to the crystal grown from the purified
protein to develop the electron density map. Then the atomic structure containing the 3-D coor-
2dinates of the protein is solved from the electron density map. The X-ray structure is static and
lacks the dynamic properties, though the available multiple structures of a given protein may be
considered to be snapshots of protein conformational changes sampling the conformational space.
Normally the crystallographers report the thermal B-factors for each atom which is a measure of
its disorder, but this is not fully informative about what the variety of structures included actually
are.
In NMR spectroscopy, protein structure is determined based on the magnetic property of atomic
nuclei. A number of restraints including distance, angle and orientation restraints, are determined
experimentally. Computational algorithms are then used to solve the structure by satisfying as
many of the restraints as possible. Unlike the static structure determined by X-ray crystallography,
NMR results are presented as an ensemble of structures. NMR may also yield information on the
dynamic properties of the protein by measuring relaxation times to determine order parameters.
This technique can provide detailed information on the 3-D protein structure in solution instead of
in the crystalline state.
Although neither X-ray nor NMR can provide a large set of information about protein motions,
they nonetheless are very useful at least in providing the initial conformations for the application
of computational approaches for the study of protein motions.
1.1.2 Molecular Dynamics (MD)
Molecular Dynamics (MD) [3–5] is a widely used computational method to study protein mo-
tions. Using a force field to approximate the potential energy of a given protein, MD can calculate
the time-dependent behavior of the molecular system and provide detailed information on the
atomic fluctuations and conformational changes of the protein. At present, MD is widely used
for modeling various problems such as the thermodynamics of ligand binding and the folding of
proteins. MD is also useful for experimental procedures including X-ray crystallography and NMR
structure determination. Since a MD trajectory can provide a large set of conformations from a
single protein structure, it enables us to study protein motions when only a limited number of
structures (or even a single structure) are available.
31.1.3 Normal Mode Analysis (NMA)
Although MD simulations can provide much detailed information about protein motions, the
computational cost is significantly high. So a more computationally efficient method called Normal
mode analysis (NMA) [6–8], is also popular for protein motion study. In NMA, the protein’s
concerted motions are expressed in terms of a set of collective variables – normal modes. Tirion [9]
adopted a single-parameter elastic model with Hookean potentials for the pairwise interactions of
all atoms in the crystal structures for NMA and was able to obtain large-amplitude elastic motions.
1.1.4 Elastic Network Model (ENM)
Based on Tirion’s simplified NMA, Bahar et al. [10] further simplified the model by using a
single-parameter harmonic potential together with a coarse-grained protein model having one point
mass per residue. This so-called Gaussian network model (GNM) [11] is more efficient to produce
the mode motions at much lower cost of computation. The computed X-ray B-factors are correlated
well to the experimental values for many proteins. Instead of just considering the magnitude of
fluctuations in GNM, by taking the directionality of fluctuations into account, Atilgan et al. [12]
extended the GNM to an anisotropic model, called anisotropic network model (ANM) [12], which
permits the directions of motions to be computed. Both GNM and ANM are referred to as elastic
network models (ENMs).
1.1.5 Principal Component Analysis (PCA)
Protein motions are complicated systems which generally are of very high dimensionality. Prin-
cipal component analysis (PCA) is a powerful statistical method for dimensionality reduction based
on covariance analysis that can transform the original space of correlated variables into a reduced
space of independent variables (i.e., principal components or PCs). By this transformation, most
of the system variance can be captured by a few PCs. PCA can be used to analyze the trajectory
data from MD simulations. In recent years, this so-called essential dynamics (ED) has been widely
used to study protein motions.
41.2 Organization of Dissertation
The objective of this dissertation is to combine all the above methods to reveal the details
and properties of protein motions, compare the computational results with experimental ones,
and moreover, evaluate the applicability of ENM to study proteins motions. The dissertation is
organized as follows.
In Chapter 2, we apply principal component analysis (PCA) to analyze the motions apparent
among multiple structures (X-ray, NMR and MD) of the HIV-1 protease. Key motions revealed
in the principal components reflect the important dynamic behaviors of the protein. We find
significant similarities between the first few of these key motions and the first few low-frequency
normal modes from the elastic network model (ENM). The results suggest that ENM provides
a coarse-grained, structurally-based explanation for the experimentally observed conformational
changes and, a sufficiently large number of experimental structures can directly provide important
information about protein dynamics.
In Chapter 3, we extend the similar approaches in Chapter 2 from a single protein (HIV-1
protease) to thousands of proteins whose multiple NMR structures are available. We use PCA to
mine the principal dynamics from the NMR ensembles and apply the ENM to predict the protein
dynamics. We found that the pseudo B-factors from NMR ensembles are well correlated with those
predicted from the ENM and the principal dynamics from the NMR ensembles have high overlap
with the normal modes from ENM for many proteins. The results suggest that the NMR ensembles
contain valuable information on protein dynamics, and such experimental dynamics can be well
captured by the elastic network modes, indicating the validity of using the ENM to computationally
predict protein dynamics.
In Chapter 4, we develop a regression model for isotropic B-factor predictions by combining
the protein rigid body motions with the ENM (GNM). Using the new model, we obtain significant
improvements of B-factor predictions for 1,220 protein structures with high resolution in a large
non-redundant dataset. Compared with results from the GNM, the B-factor correlations of over
80% of the proteins are improved by at least 5% with the use of the regression model, suggesting
the incorporating of protein rigid body intermolecular motions significantly improves the accuracy
5of B-factor predictions.
In Chapter 5, we further examine the validity of using the ENM to study protein motions. In this
study, we use the anisotropic form of ENM (ANM) to predict the anisotropic temperature factors
of proteins. The rich and directional anisotropic temperature factor data available for hundreds
of proteins in the Protein Data Bank (PDB) are used as validation data to closely test the ANM
model. The significance of this work is that it presents a timely, important evaluation of the model,
shows the extent of its accuracy in reproducing experimental anisotropic temperature factors, and
suggests ways to improve the model.
Finally, in Chapter 6, we apply the ENM to study a dataset of 170 pairs having “open” and
“closed” structures from Gerstein’s protein motion database [13,14](http://www.molmovdb.org/),
to try to address the following questions: how well can a conformational change be predicted by
the mode motions? Is there a way to improve the model to gain better results? Our results show
that the conformational transitions fall into three categories: (i) transitions of proteins that can be
explained well by ENM, (ii) the transitions that were not explained well by ENM but whose results
are significantly improved after considering the rigidity of some residue clusters, and (iii) those
transitions having only a low degree of collectivity that prevents their conformational changes from
being represented well with the low frequency modes of any elastic network models. Our results
thus indicate that the applicability of ENM for explaining conformational changes is not limited
by either the size of the studied protein or even the size of the conformational change. Instead, it
depends strongly on how collective the transition is.
6CHAPTER 2. CLOSE CORRESPONDENCE BETWEEN THE PROTEIN
MOTIONS FROM PRINCIPAL COMPONENT ANALYSIS OF MULTIPLE
HIV-1 PROTEASE STRUCTURES AND ELASTIC NETWORK MODES
Reference:
L. Yang, G. Song, A. Carriquiry and R. L. Jernigan. “Close correspondence between the motions
from principal component analysis of multiple HIV-1 protease structures and elastic network modes”
(2008), Structure, 16: 321-330.
2.1 Abstract
The large number of available HIV-1 protease structures provides a remarkable sampling of
conformations of the different conformational states, which can be viewed as direct structural in-
formation about its dynamics. After structure matching, we apply principal component analysis
(PCA) to obtain the important apparent motions, including bound and unbound structures. There
are significant similarities between the first few key motions and the first few low-frequency nor-
mal modes calculated from a static representative structure with an elastic network model (ENM),
strongly suggesting that the variations among the observed structures and the corresponding con-
formational changes are facilitated by the low-frequency, global motions intrinsic to the structure.
Similarities are also found when the approach is applied to an NMR ensemble, as well as to molec-
ular dynamics (MD) trajectories. Thus, a sufficiently large number of experimental structures can
directly provide important information about protein dynamics, but ENM can also provide similar
sampling of conformations.
72.2 Introduction
In this chapter we present an approach that can be applied to find the essential protein motions
from multiple structures of the same protein, in contrast to using just the two “open” and “closed”
conformations in Krebs et al.’s and Tama et al.’s studies. To demonstrate our approach, we use HIV-
1 protease for the application, an enzyme that plays a critical role in the life cycle of HIV [15], since
there are abundant experimentally determined structures, and the size of the protein is relatively
small. The HIV-1 protease functions as a homodimer with a single active site and has three
domains: the terminal domain (residues 1-4 and 95-99 of each chain), which is important for the
dimerization and stabilization of an active HIV-1 protease; the core domain (residues 10-32 and
63-85 of each chain), which is useful for dimer stabilization and catalytic site stability; and the flaps
domain, which includes two solvent accessible loops (residues 33-43 of each chain) followed by two
flexible flaps (residues 44-62 of each chain), and is important for ligand binding interactions. The
conserved ASP25-Thr26-Gly27 active site triad is located at the interface between parts of the core
domains. The active site of HIV-1 protease is formed by the homodimer interface and capped by
the two flexible flaps. A large conformational change occurs during the process of ligand binding
consisting of the opening and closing of the flaps over its binding site. Such principal motions were
identified by applying PCA to multiple HIV-1 protease structures, including a set of about 150
crystal structures and a set of conformations generated by MD simulation [16,17].
Many computational studies of the motions of this protein have been carried out. Zoete et
al. [18] performed MD and NMA studies on a dataset containing 73 X-ray structures of HIV-1
protease inhibitor complexes. They found that the backbone RMSD differences of these X-ray
structures showed the same variation as those obtained from MD, NMA and reflected in the X-ray
B-factors. They also found that inter-domain motions observed from the X-ray dataset agree with
those from MD and NMA. These results suggested that the observed structural fluctuations may be
used for measuring the intrinsic protein flexibility. Kurt et al. [19] studied the dynamics of HIV-1
protease by using GNM on observed X-ray structures and MD simulated snapshots. They found
that the GNM mode motions from different conformations of the HIV-1 protease are conserved
along the MD simulations. The conservation of overall dynamic behavior supports the applicability
8(a)
(b)
Figure 2.1 Cartoon representation (a) and alpha carbon trace (b) of the
HIV-1 protease structure. Blue – the flap domain; green
– the core domain; cyan – the terminal domain; yellow –
other residues. The red spheres represent the conserved
Asp25-Thr26-Gly27 active site triad. The figure was created
using PyMOL (DeLano Scientific).
9of GNM for protein motion studies. Chen and Bahar [20] utilized the GNM (a scalar ENM) motions
to identify the most conserved residues within three sub-families of proteases.
WIn the present study, essential motions are first identified by PCA from a large set of X-
ray structures of HIV-1 protease, from an NMR ensemble, and from a conformational ensemble
generated from an MD simulation. Next, we calculate the normal modes from elastic network model
(ENM) using a representative structure closest to the center of each dataset. Significant similarities
are found between these essential motions for all three datasets and the low-frequency normal modes
calculated from ENM, strongly suggesting that the dynamics encoded in these datasets is facilitated
by the low-frequency, global motions that are intrinsic to the structure. ENM thus provides a coarse-
grained, structure-based explanation for the experimentally observed conformational changes upon
inhibitor binding or the conformational changes found through MD simulations..
2.3 Methods
2.3.1 Datasets
2.3.1.1 X-ray Structure Dataset I (X-ray-I)
The X-ray structures of the HIV-1 protease were downloaded from the Protein Data Bank [1].
Those structures with missing residues are excluded, and the remaining 164 structures form our
X-ray dataset. We adopt a coarse-grained simplification in which each Cα atom is used to represent
its corresponding residue. The representative structure is chosen after aligning all the structures
to a reference structure. For the alignment, it matters little which structures are used as the
beginning structures since these structures are all quite similar to one another. Since averaging
would result in physically unrealistic structures, we use the structure that is the nearest to the
average, in this case the PDB 1ebw structure is taken to be the reference structure for subsequent
normal mode calculations and MD simulations. The use of slightly different structures for normal
mode calculation has little effect upon the results (data not shown). That is due to the insensitivity
of the ENM calculations to structural details.
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2.3.1.2 X-ray Structure Dataset II (X-ray-II)
As will become clear from the initial analysis of X-ray structures, there are eight X-ray struc-
tures, namely 1b6l, 1b6m, 1b6p, 1mtr, 1rq9, 1rv7, 1rpi, and 1aid, which are significantly different
from the remainder of the X-ray structures and represent outliers for the PCA. We therefore create
a separate slightly smaller dataset named X-ray-II that is a subset of X-ray-I dataset, by excluding
these eight outliers. This modified dataset thus contains 164 - 8 = 156 structures. The reference
structure is chosen using the same procedure as for the X-ray-I dataset, and it actually leads to
the same structure (PDB code: 1ebw) as for the X-ray-I dataset.
2.3.1.3 NMR Structures
One PDB file 1bve including 28 NMR structures of the HIV-1 protease is obtained from the
Protein Data Bank [1]. Similarly as for the X-ray case, these NMR structures are aligned and
averaged. The structure nearest the average (Number 19 in the ensemble) is used as the reference
structure for the normal mode calculation.
2.3.1.4 MD Structures
The initial structure for the MD simulation is taken to be the same as the reference structure
(1ebw) of the X-ray dataset. The simulation was performed with the NAMD2 program [21] using
the CHARMM27 force field [22]. The simulation was carried out in a TIP3 water box using
periodic boundary conditions. Electrostatic interactions were treated with a particle mesh Ewald
integration [23,24]. After 100 ps initial equilibration, the simulation was continued for 10 ns at 300
K and 10,000 structures are collected from the MD trajectory. The structure near the middle of
the trajectory is found to be closest to the average of the 10,000 structures (Number 1,583 along
the trajectory) is chosen as the reference structure for the normal mode calculation.
2.3.2 Principal Component Analysis (PCA)
PCA is performed on the X-ray, NMR and MD datasets respectively. The input is an n
by p coordinate matrix X where n is the number of structures and p is 3 times the number of
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residues [16, 17]. Each row in X represents the Cα coordinates of each structure. From X the
elements of the covariance matrix C are calculated as
cij = 〈(xi − 〈xi〉)(xj − 〈xj〉)〉 , (2.1)
where averages over the n structures are indicated by the brackets 〈〉. The covariance matrix C
can be decomposed as
C = P∆P T , (2.2)
where the eigenvectors P represent the principal components (PCs) and the eigenvalues are the
elements of the diagonal matrix ∆. The eigenvalues are sorted in descending order. Each eigenvalue
is directly proportional to the variance it captures in its corresponding PC.
2.3.3 Anisotropic Network Model (ANM)
ANM is used to calculate the normal modes on the reference structures for the X-ray, NMR
and MD datasets. In ANM, the potential energy V is a function of the displacement vector D
V =
γ
2
DHDT , (2.3)
where γ is the force constant for all spring interactions of residues (here we used a cutoff distance of
13 A˚ to establish the spring connections between residues), and H is the Hessian matrix containing
the second derivatives of the energy function, which is assumed to be harmonic.
For a structure with n residues, the Hessian matrix H contains n by n super-elements of size 3
by 3. The ij th super-elements of H is given as
Hij =


∂2V
∂Xi∂Xj
∂2V
∂Xi∂Yj
∂2V
∂Xi∂Zj
∂2V
∂Yi∂Xj
∂2V
∂Yi∂Yj
∂2V
∂Yi∂Zj
∂2V
∂Zi∂Xj
∂2V
∂Zi∂Yj
∂2V
∂Zi∂Zj


, (2.4)
where Xi , Yi , and Zi are the positional components of residue i , and V represents the harmonic
potential between residues i and j , given that residues i and j are in contact and that there is a
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Hookean spring connecting them. Thus, V can be expressed as
V =
γ
2
(
sij − s
0
ij
)2
=
γ
2
([
(Xj −Xi)
2 + (Yj − Yi)
2 + (Zj − Zi)
2
] 1
2 − s0ij
)2
, (2.5)
where s0ij is the equilibrium distance between residues i and j , and γ is the spring constant [12].
The Hessian matrix H can be decomposed as
H =MΛMT , (2.6)
where Λ is a diagonal matrix of the eigenvalues and the eigenvectors form the columns of the matrix
M . This decomposition generates 3n–6 normal modes (the first 6 modes account for the rigid body
translations and rotations of the system) reflecting the vibrational fluctuations. The eigenvalues are
sorted in descending order. Each eigenvalue represents the importance as well as the frequency of
the corresponding mode, while the corresponding eigenvector represents the directions and relative
magnitudes of the motions of residues.
2.3.4 Overlaps between PCs and Normal Modes
The alignment between the directions of a given PC and a given normal mode is measured by
their overlap, which was defined by Tama and Sanejouand [25]
Oij =
|Pi ·Mj |
‖Pi‖ · ‖Mj‖ ,
(2.7)
where Pi is the i
th PC and Mj is the j
th normal mode. A perfect match yields an overlap value as
1. We define the cumulative overlap (CO) between the first k normal modes and a given PC i as
CO(k) = (
k∑
j=1
O2ij)
1/2, (2.8)
which measures how well the first k modes together can capture the motion of a single PC.
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2.3.5 Relating the PC and Mode Spaces
The overlap between the motion spaces of the first I PCs and the first J low-frequency modes
is defined by the root mean-square inner product (RMSIP) [26,27] as
RMSIP (I, J) =

1
I
I∑
i=1
J∑
j=1
(Pi ·Mj)
2


1
2
, (2.9)
where Pi is the i
th PC and Mj is the j
th normal mode. This RMSIP indicates how well the motion
space spanned by the first I PCs is represented by the first J modes.
2.4 Results and Discussion
2.4.1 The RMSD Distribution in the Three Datasets
The initial X-ray dataset (X-ray-I) contains 164 X-ray structures. The RMSD with respect to
the reference structure is shown in Figure 2.2(a). There are 4 structures 1b6l, 1b6m, 1b6p and 1mtr
that are especially close to each other (RMSD < 0.22 A˚), but quite far from the reference struc-
ture (RMSD > 3.31 A˚). These 4 structures are complexes bound to macrocyclic peptidomimetic
inhibitors. Three structures 1rq9, 1rv7 and 1rpi are close to each other (RMSD < 0.58 A˚), but far
from the reference structure (RMSD > 1.98 A˚). These 3 structures are multidrug-resistant HIV-1
protease. The structure 1aid is 1.40 A˚ from the reference structure, and is 1.38 A˚ and 3.81 A˚ from
the average of the groups (1b6l, 1b6m, 1b6p and 1mtr) and (1rq9, 1rv7 and 1rpi), respectively. The
aforementioned eight structures, which are the same ones we have excluded by defining the X-ray-II
dataset, appear to be quite different from the rest of the structures in their RMS distances to the
reference structure. However, the reason why they are considered to be outliers is more evident
from the PCA scatter plot analysis in the next section. The structural differences between these
outliers and the rest are likely due to the different ligands they bind, the mutational differences
or the experimental conditions, etc. For instance, the first group (1b6l, 1b6m, 1b6p and 1mtr) all
have a macrocyclic or cyclic inhibitor bound to the enzyme, while the 3 structures in the second
group (1rq9, 1rv7 and 1rpi) are multidrug-resistant mutants, each having an expanded active-site
cavity. The NMR dataset is an ensemble with 28 conformations. The RMSD with respect to the
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reference structure is shown in Figure 2.2(b). MD is carried out using NAMD2 and 10,000 struc-
tures are obtained from the MD trajectory. The RMSD of each conformation with respect to the
starting structure for the MD simulations is shown in Figure 2.2(c). The RMSD with respect to
the reference structure is shown in Figure 2.2(d). So, immediately it can be seen that each of our
datasets includes a range of conformations having rather similar extents of deviations from their
characteristic conformation.
2.4.2 Dimensionality Reduction by PCA
PCA is performed on the X-ray dataset. The fraction of variance and the cumulative fraction
of variance explained by the first 6 PCs are shown in Figure 2.3(a) and (b). It can be seen that
the first 2 PCs explain 50% and 16% of the variance respectively and the first 6 PCs together
explain over 85% of the variance for X-ray-I dataset. For X-ray-II dataset, the first 2 PCs explain
28% and 15% of the variance respectively and the first 6 PCs together explain over 67%. PCA is
also performed on the 28 NMR structures. The fraction of variance and the cumulative fraction of
variance explained by the first 6 PCs are shown in Figure 2.3(c). It can be seen that the first 2 PCs
explain 38% and 23% of the variance respectively. The first 6 PCs together explain over 79% of the
variance. Lastly, PCA is performed on the MD simulated structures. From the fraction of variance
and the cumulative fraction of variance plots (Figure 2.3(d)), it can be seen that the first 2 PCs
explain 22% and 10% of the variance resepectively, and the first 6 PCs together account for about
55% of the variance. The above results indicate that most of the internal motions of the protein
can be captured by only a few principal motions (the first several PCs). It is also noted that the
first 6 PCs capture variance better for X-ray and NMR structures than for MD strcutures.
2.4.3 PCA Scatter Plots
The PCA scores can provide a simple overview of all the structures in the dataset. Scatter plots
of two PCA scores show the distribution of the actual structure’s deviations from the characteristic
structure plotted along the directions of these two PCs. An ideal representation by the PCs will
have the structures quite uniformly distributed about the center of these plots. For the X-ray-I
dataset, the scatter plot of PC 1 and PC 2 (Figure 2.4(a)) shows that most structures are close to
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Figure 2.2 RMSD with respect to the reference structure for: (a) X-ray
dataset, with the RMSD values sorted in ascending order.
X-ray-II dataset is the same as X-ray-I, excluding the eight
structures that have significantly larger RMSD values than the
rest. (b) NMR dataset, sorted by the RMSD values in ascend-
ing order. (c) MD dataset, shown in the order of the time
steps along the 10 ns simulation. (d) MD dataset, sorted by
the RMSD values in ascending order.
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Figure 2.3 The fraction of variance (‘o’) and cumulative fraction of variance
(‘x’) represented by the first 6 PCs for: (a) X-ray-I dataset. (b)
X-ray-I dataset. (c) NMR dataset. (d) MD dataset.
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the reference structure and are clustered into one group. The classified small groups (1b6l, 1b6m,
1b6p and 1mtr), (1rq9, 1rv7 and 1rpi) and 1aid appear as outliers, which is consistent with their
RMSD distributions seen earlier. The scatter plot of PC 1 and PC 3 (Figure 2.4(b)) further confirms
the above classification. The scatter plots for the X-ray-II dataset, after excluding the outliers are
shown in Figures 2.4(c) and (d). In the NMR case, the scatter plot of PC 1 and PC 2 (Figure 2.4(e))
and the scatter plot of PC 1 and PC 3 (Figure 2.4(f)) show the 28 structures distributed along
the 2-PC projection. In the MD case, the scatter plot of PC 1 and PC 2 (Figure 2.4(g)) and the
scatter plot of PC 1 and PC 3 (Figure 2.4(h)) show the 10,000 structures (represented by 100 data
points) distributed along the 2-PC projection. It is seen that the results from the unpruned X-ray
dataset (X-ray-I) are characteristically different from the others, which are more comparable to one
another. The first two PCs of the unpruned X-ray dataset mainly reflect the characteristics of those
eight outliers whose large RMS deviations enable them to dominate the rest of X-ray structures in
influencing the directions of the first two PCs. Therefore, it has been necessary to exclude these and
to form a separate dataset X-ray-II in order to identify the key motions of the remaining 156 X-ray
structures. Unless otherwise specified, X-ray-II is the dataset we will use for the X-ray structures
henceforth.
2.4.4 Identification and Visualization of the Principal Motions
Because most of the protein displacements, in terms of the variance of the structures, can be
captured by only a first few principal components (PCs), these PCs can thus be used to characterize
the dominant dynamical behaviors of the protein. The X-ray dataset is direct experimental evidence
(snapshots) of protein dynamics. PCA enables us to analyze these experimental data and identify
a few key directions of motions, i.e., those along the first few PCs. Note that most X-ray structures
of HIV-1 protease have some drug molecules bound and thus their conformational displacements
reflect the effects of such ligand binding. Therefore, the key directions of motions identified after
applying PCA to the X-ray data may provide valuable insights for drug design, such as what the
available conformational subspace is, the geometry variance of the binding site, the accessibility of
the binding site and the potential pathways for a candidate ligand to reach it [28, 29].
Figure 2.5 shows the residue fluctuations of the first 3 principal motions (the first 3 PCs) of each
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Figure 2.4 Distribution of individual structures along pairs of the first
three principal component directions. Shown are the planes
of PC 1 and PC 2 and of PC 1 and PC 3 for X-ray-I, X-ray-II,
NMR and MD datasets respectively. (For the MD dataset, the
10,000 data points are represented by 100 data points by coarse–
graining.)
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dataset. As mentioned earlier, the first 2 PCs of the original X-ray dataset (X-ray-I) mainly reflect
the deviations of the eight outliers (namely 1b6l, 1b6m, 1b6p, 1mtr, 1rq9, 1rv7, 1rpi, and 1aid)
and their distinct features of motions. For the PC 1 motion, the second half of each protein chain
has significantly larger amplitudes of fluctuations than the first half and is nearly symmetric for
the two chains that form the dimer. Since structures 1b6l, 1b6m, 1b6p, and 1mtr have a dominant
PC 1 component (see Figure 2.4(a) and (b)), the PC 1 motion mainly reflects their “motions” (or
deviations) relative to the reference structure. For the PC 2 motion, there are large amplitudes of
fluctuations at the two flaps and is again nearly symmetric for the two chains, which is a feature
distinguishing structures 1rq9, 1rv7, 1rpi, and 1aid from the rest. The symmetry between the two
chains of this homodimer, however, is much less obvious, sometimes even hardly visible, in the
PC 1 and PC 2 fluctuation plots (and higher PCs as well) for the other datasets such as X-ray-II
dataset (see Figure 2.5 (X-ray-II)), where the amplitudes of the conformational displacements are
much smaller. The decreased data/noise ratio is the main reason for the apparent loss of symmetry.
Visualization of the first dominant motion direction (PC 1) of X-ray-II is shown in Figure 2.6(a)
together with that of the ENM mode that closely resembles it (see Figure 2.6(b)).
Similarly, PCA is also applied to the NMR ensemble and the MD dataset to identify the key
motions. An NMR ensemble can be more advantageous than a single X-ray structure in that it
provides more than the mean-square fluctuations of each atom, but also may provide some direc-
tional information on protein dynamics. In our case, the NMR ensemble for HIV-1 protease (PDB
code: 1bve) includes 28 conformers. A few key directions of motion are revealed and visualized
(see Figure 2.6(c) for PC 1), which may represent the dominant motion directions of the protein
in solution. Interestingly, the direction of PC 1 aligns extremely well with one mode predicted by
ENM, which is shown in Figure 2.6(d). PCA applied to the MD dataset (10,000 structures) reveals
the dominant motions of the protein in simulation (see Figure 2.6(e) for the visualization of PC 1
of MD dataset). One advantage of MD is that it can easily be used to generate many structures
by computer simulation, but on the other hand to its disadvantage it is difficult to know how well
the conformational space is represented or how biased the data may be. However, we also see
significant matches between the dominant directions identified by PCA and those calculated from
ENM (see Figure 2.6(e) and (f) and more in the next section).
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Figure 2.5 Residue positional fluctuations of the first 3 PCs in each dataset.
Note that the PC 1 and PC 2 in the X-ray-I dataset have sym-
metrical fluctuations for the two protein chains (the first chain:
residues 1-99; the second chain: residues 100-198). But no sym-
metrical fluctuations are observed for the X-ray-II, NMR and
MD datasets.
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(a) PC 1 (X-ray) (b) Mode 2 (ENM)
(c) PC 1 (NMR) (d) Mode 2 (ENM)
(e) PC 1 (MD) (f) Mode 1 (ENM)
Figure 2.6 Visualizations of the motions of the dominant PCs (left column)
and the most similar corresponding modes predicted by ENM
(right column). In the X-ray-II dataset, the overlap between (a)
PC 1 and (b) Mode 2 is 0.52. In the NMR dataset, the overlap
between (c) PC 1 and (d) Mode 2 is 0.91. In the MD dataset,
the overlap between (e) PC 1 and (f) Mode 1 is 0.74. Blue –
the flap domain; green – the core domain; cyan – the terminal
domain. The motions of PCs and modes are shown as red sticks
with the directions indicated. The stick lengths represent the
relative amplitudes of fluctuations of corresponding residue.
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It is noted that the fluctuation profiles of the first several PCs are quite different between the
datasets (X-ray, NMR and MD), see Figure 2.5. Such differences in the fluctuation profiles reflect
the difference in dynamics among the datasets. The principal component axes in one dataset may
not perfectly align with those in another dataset. For instance, it is not expected that the PC
1 of an X-ray dataset would match perfectly with the PC 1 in the NMR dataset, but rather it
may be expressed as a combination of a few PCs of the NMR dataset. Yet, as will be seen later,
these distinct PC profiles can all be described by a set of low-frequency ENM modes. As shown
in Table 2.1(c), the subspace of the first several PCs can be well captured by the first several
low-frequency ENM modes for all the datasets. This is quite remarkable, and it suggests that the
ENM normal modes have captured well the essential motions found in all datasets, although there
are some differences in dynamics encoded in the different datasets.
2.4.5 Large Overlaps between PCs and Normal Modes – A Structure-Based Expla-
nation of Observed Motions
The dominant directions of motions represented by the first few PCs have been obtained by
direct principal component analysis (PCA) of experimental data (X-ray or NMR) and MD tra-
jectories. In this section, we will investigate whether there are structure-based and physics-based
explanations for these directions of motions. In other words, are there intrinsic reasons why these
directions of motions are preferred?
For this purpose, we compare these directions of motions with the computationally predicted
mode motions by ENM. We calculate the overlaps between the first few PCs and low-frequency
modes according to Equation 2.7, for the 3 datasets. In all the cases, we observe some large overlap
values between the first several PCs and a few low-frequency modes. The results imply that the
observed structures and the corresponding conformational changes are likely facilitated by the low-
frequency, global motions that are intrinsic to the structure. ENM thus provides a coarse-grained,
structure-based explanation for the experimentally observed conformational changes taking place
mostly upon inhibitor binding (for the X-ray structures), as well as for the dynamics revealed from
both the NMR ensemble and the simulated MD dataset.
In addition to providing a structure-based explanation for the experimentally observed confor-
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mational changes, the mode motions of the protein from ENM can also be used to predict the
collective motions of the protein that have not been detected in crystal or NMR structures, and
when combined with the experimentally observed conformational changes, can deepen our under-
standing of the dynamics of the protein, and provide specific information regarding the dynamics
in the vicinity of the binding site, e.g., the motion of the flaps. Such an understanding (and visual-
ization) of the dynamics may provide key insights for better ways to design new drugs for protein
targets.
2.4.5.1 Matching a Single PC with a Single Mode
The overlaps between the first 3 PCs and the first 3 low-frequency modes (Mode 1-3) are shown
in Table 2.1(a). In the X-ray-II dataset, the largest overlap is 0.52, between PC 1 and Mode 2.
The overlap between PC 2 and Mode 3 is 0.51. In the NMR dataset, the largest overlap is 0.91,
between PC 1 and Mode 2. The overlap between PC 2 and Mode 1 is 0.88. In the MD dataset, the
largest overlap is 0.74, between PC 1 and Mode 1. The overlap between PC 3 and Mode 3 is 0.65.
These results indicate that the principal motions (i.e., the first few PCs) can be explained well by
a single low-frequency normal mode in each of the X-ray, NMR and MD cases.
The largest overlaps found for the first two PCs of the NMR ensemble are highly significant,
at 0.91 and 0.88 respectively (see Table 2.1(a)). This significance has two implications. On one
hand, as mentioned above, the dynamics revealed from applying PCA to the NMR ensemble yields a
structure-based explanation. On the other hand, the NMR ensembles promise improved agreements
over the X-ray structures, so that the dynamics revealed may provide an important validation tool
of the accuracy of the ENM modes of motion. The large overlaps suggest that the ENM, even
though coarse-grained, can capture well the essential dynamics of protein in solution (for the NMR
case). In a recent study by Yang et al. [30], they applied GNM to both X-ray structures and NMR
ensembles of the same proteins, and find GNM is able to reproduce the residue fluctuations in NMR
structures better than that from X-ray structures. These results also support the applicability of
ENM to capture the dynamics of NMR structures.
However, we also see that the larger overlap for the third PC of the NMR dataset is far smaller
(0.30). This is mainly because there are only 28 structures in the NMR ensemble, which means
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that higher PCs may quickly become unreliable. Therefore, a larger ensemble or more ensembles
are desired. Unfortunately, there is no other NMR structure available for HIV-1 protease in the
Protein Data Bank. A more thorough study using other NMR ensembles of structures is underway.
2.4.5.2 Principal Motion (PC) Represented by A Few Modes
Since ENM is a coarse-grained model, it is possible that each individual mode may not be so
precise. The details of each normal mode will of course depend on the force field details. However,
the subspace of the low-frequency modes is much less affected by such details [31,32], and it has been
shown that the overall shape is dominant in determining the motions of the slower modes [33–35].
Therefore, it is worthwhile to determine how well a given principal motion (PC) can be represented
by a few low-frequency normal modes collectively. To do so, we calculate the cumulative overlap
(CO) for each PC with the subspace defined by the first few low-frequency normal modes.
The results in Table 2.1(b) show that even with 3 modes, overlap values are usually significantly
improved. More improvements are gained across the board when the first 20 low-frequency modes
are used. The cumulative overlap for PC 3 of the NMR set remains relatively low. As pointed
out earlier, this is mainly due to the small size of the NMR ensemble, which renders its high PCs
undependable. In summary, the principal motions determined from PCA can be well captured by
a small number of low-frequency normal modes.
2.4.5.3 Overlaps between PC and Mode Subspaces
The first few PCs collectively capture the majority of the total variance. So the subspace
spanned by these PCs reflects the dominant motion space of the protein. To measure how well this
motion space can be captured by the first several low-frequency normal modes, we calculated the
RMSIP (see Equation 2.9) between the two spaces. Intuitively, RMSIP measures the percentage of
the PC subspace that is covered by the subspace spanned by the selected low-frequency modes.
Table 2.1(c) lists the RMSIP values between the subspaces spanned by the first 6 PCs with
those spanned by the first 3, 6, and 20 modes. Large RMSIP values are seen even with 3 modes,
and marginal improvements are achieved as more modes are included, until the RMSIP values
reach about 0.7 (or 70%) when the first 20 low-frequency modes are considered. These results
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suggest that the majority of the dynamics displayed in these datasets can be explained by a small
set of the ENM modes. This, in addition to ENM’s success in interpreting the crystal B-factors
of X-ray structures and the NMR ensembles [30], confirms the validity of using ENM to study
protein dynamics. And, these include the dynamics from a broad range of cases, that in crystals,
in solution, or from MD simulations.
Though ENMs are coarse-grained models, their usefulness in capturing the collective dynamics
of macromolecules has been proved over the last decade. Here we can see again in Table 2.1(c) that
the subspace spanned by the first 20 low-frequency modes of the ENM matches quite well with the
subspace spanned by the PCs of the X-ray and the NMR structures, as well as that of the MD
trajectory.
2.4.6 Significance Test of Overlap Values
To test whether the large overlaps we have obtained in Table 2.1(a) are statistically significant,
we have conducted a permutation test. In the following, we carry out a test on the overlap between
PC 1 and Mode 2 (0.52) of X-ray-II dataset to demonstrate our approach. In the test, at each
iteration, the order of the columns in the coordinate matrix X is permuted randomly. PCA is
then performed on the permuted X and the overlap is computed. The simulation is carried out
1,000 times and an empirical distribution of overlaps is generated. This empirical distribution plays
the role of the null distribution for hypothesis testing and enables us to estimate the probability of
observing an overlap at least as large as the one observed if in fact there were no association between
the motion spaces estimated under the two approaches. Based on the simulation the observed value
0.52 is significantly larger than from the permutation test, corresponding to a p-value below 0.0001.
2.5 Conclusions
In this study we have identified the key directions of motion of the HIV-1 protease from crystal
structures, in solution, and from MD simulations. This is accomplished by applying PCA to the
more than 150 available X-ray structures of the protein, an NMR ensemble (28 models), and
the simulated structures generated from a 10 ns MD simulation. These key motions reveal some
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Table 2.1 Comparison of PCs and ENM modes. (a) The overlaps between
the first 3 PCs and the first 3 low-frequency normal modes. The
bold values are the largest values for each dataset. (b) The
cumulative overlap (CO) between the first 3 PCs and a set of
low-frequency normal modes. (c) The RMSIP between the PC
and mode spaces.
X-ray-II NMR MD
PC1 PC2 PC3 PC1 PC2 PC3 PC1 PC2 PC3
Mode1 0.46 0.27 0.24 0.25 0.88 0.02 0.74 0.03 0.12
Mode2 0.52 0.31 0.20 0.91 0.28 0.05 0.23 0.26 0.28
Mode3 0.17 0.51 0.31 0.02 0.04 0.30 0.16 0.14 0.65
(a) Overlap between a single PC and one mode
X-ray-II NMR MD
PC1 PC2 PC3 PC1 PC2 PC3 PC1 PC2 PC3
3 modes 0.71 0.66 0.43 0.94 0.92 0.31 0.79 0.30 0.72
6 modes 0.74 0.68 0.48 0.95 0.94 0.35 0.82 0.49 0.77
20 modes 0.84 0.73 0.62 0.96 0.95 0.46 0.89 0.67 0.83
(b) Overlap between one PC and a set of modes
X-ray-II NMR MD
3 PCs 6 PCs 3 PCs 6 PCs 3 PCs 6 PCs
3 modes 0.61 0.53 0.78 0.61 0.64 0.59
6 modes 0.65 0.57 0.80 0.66 0.71 0.70
20 modes 0.74 0.68 0.83 0.74 0.80 0.81
(c) Overlap between PC and mode subspaces
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important dynamic behaviors of the protein and thus should be able to provide valuable new insights
for drug design.
Moreover, large overlaps between the first few of these key motions (or PCs) and the first few
low-frequency normal modes of ENM are seen, suggesting that the observed structures and the
corresponding conformational changes are facilitated by the low-frequency, global motions that
are intrinsic to the structure. ENM thus provides a coarse-grained, structure-based explanation
for the experimentally observed conformational changes. This, in addition to ENM’s success in
interpreting the crystal B-factors of X-ray and NMR structures, confirms its validity for studying
protein dynamics. And the dynamics can be that in crystals, or in solutions, or from simulations.
Even though the dynamics encoded in these different datasets are not necessarily fully identical,
nonetheless the ENM normal modes have been shown to capture well the essential motions found
in all of these datasets (see Table 2.1(c)).
Our approach may also help identify which modes contribute most to the functional motions.
For example, from the normal mode calculations alone, it cannot be directly established which
normal mode is actually the most important one functionally. By using our approach, one may
first employ PCA to obtain the principal motions, and then identify the most important normal
mode(s) by comparing them with the principal motions - the modes having the largest overlaps
being the obvious candidates.
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CHAPTER 3. EXPLORING THE DYNAMICS OF PROTEINS FROM
NMR STRUCTURES AND VALIDATING ELASTIC NETWORK MODES
Reference:
L. Yang, G. Song and R. L. Jernigan. “Exploring the dynamics of proteins from NMR structures
and validating normal modes”, to be submitted.
3.1 Abstract
The wealth of NMR ensemble data in the Protein Data Bank (PDB) provides a valuable resource
for the study of protein dynamics. By using the dimensionality reduction technique of principal
component analysis (PCA), we mine the dynamics from the NMR ensembles in a large protein
dataset. Unlike the experimental isotropic B-factors preserved in X-ray structures, such dynamics
from NMR ensembles provides not only information about the magnitudes, but also the directions
of the fluctuations. We also apply the elastic network models (ENMs) to predict the protein
dynamics. We found that the pseudo B-factors from NMR ensembles are well correlated with those
predicted from the ENMs. We also found that the principal dynamics from the NMR ensembles
has a high overlap with the normal modes from ENM for many proteins. The results suggest that
the NMR ensembles contain valuable information on protein dynamics, and that such experimental
dynamics can be well captured by the elastic network modes, indicating that NMR provides a useful
validation of the computationally predicted dynamics by ENMs.
3.2 Introduction
An X-ray structure is the static picture of crystals. The only information of dynamics in
an X-ray structure is provided by its B-factors. One limitation of such dynamic information is
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that the B-factors are generally isotropic and do not provide information about the directions of
fluctuations. Although for X-ray structures with ultra-high resolutions, it is possible to measure
the anisotropic B-factors, currently, such structures are still rare in the PDB. Another limitation
is that the real protein motions normally occur in a solution environment, but the static X-ray
structure in the crystals may not reflect the real protein dynamics in solutions and thus may be
physically unrealistic.
The NMR structures can be a good complement to the X-ray structures. In NMR spectroscopy,
the experimental data include the restraints from nuclear Overhauser enhancement (NOE), dipolar
couplings or chemical shifts. From such restraints, the structure calculation (i.e., constrained-MD
or simulated annealing) is repeated many times to generate an ensemble of structures, each of which
is in agreement with the experimental restraints within an acceptance range of variation. The NMR
data are directly derived from the protein in solutions. Thus, the NMR structures provide direct
dynamic information on the protein in a solution environment. Moreover, in an NMR ensemble,
not only the magnitudes, but also the directions of fluctuations can be obtained directly, which are
more informative than the isotropic B-factors from X-ray structures. In the PDB, some NMR data
are averaged structures. We suggest that an ensemble of NMR structures provides more dynamics
information, and so is better than an averaged NMR structure [36,37]. Thus, the NMR ensembles
can be a valuable resource to mine the important feasible protein dynamics under real solution
conditions.
While a significant number of NMR structures have been published in the PDB, until now, a
systematic and comprehensive study of their dynamics is still lacking. In this study, we will mine
the principal motions from the multiple models of NMR ensembles by principal component analysis
(PCA) [38–40]. In the previous chapter, using the similar approach we have already successfully
identified the essential motions of HIV-1 protease from multiple structures (X-ray, NMR and MD).
After mining the principal dynamics from the NMR ensembles, we will use the ENMs to predict
the protein dynamics by normal modes and compare both of them. Moreover, a comparison of the
ENM modes with the principal motions from NMR ensembles will provide a way to validate them.
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3.3 Methods
3.3.1 NMR Dataset
By March 2007, there were over 5,000 NMR entries deposited in the PDB [1]. Using the limiting
criteria that the number of models must be more than 5, the number of residues more than 50 and
the sequence identity less than 90%, the 2,257 NMR ensembles meeting the criteria form our NMR
dataset. For each ensemble, the multiple structures are aligned and averaged. The structure closest
to the average is used as the reference structure for ENM calculation.
3.3.2 Pseudo B-factors of NMR Ensembles
The dynamics of NMR structures can be obtained from the reported models in the ensemble
by defining pseudo B-factors that are derived from atomic distances between the individual NMR
models and their average [41]. The pseudo B-factors are defined as
Bi
pseudo = k
〈∥∥xij − 〈xj〉
∥∥2〉, (3.1)
where xi
j contains the coordinates of the i th atom in the j th NMR model, and k is a scaling
constant. The averages 〈〉 are computed over all reported models. For the NMR ensemble, such
pseudo B-factors can be viewed as experimental values, analogous to experimental B-factors for the
X-ray structures.
3.3.3 Gaussian Network Model
The GNM was used to calculate motion modes of the reference structure. For the GNM, each
residue of the protein is represented by its corresponding alpha carbons, and interacts only with
other residues within a cutoff distance (here we use 8 A˚). For each pair of interacting residues,
their connections are each simplified as harmonic forces with equal spring constants. The Kirchhoff
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matrix Γ is given by:
Γij =


−1 if i 6= j and rij ≤ rc
0 if i 6= j and rij > rc
−
∑
i,i6=j
Γij if i = j
, (3.2)
for a pair of residues i and j , and rc is the cutoff distance. The mean-square fluctuations of the
individual residue i are found as
〈
ui
2
〉
= (3kBT/γ)
[
Γ−1
]
ii
. (3.3)
Since the inverse of the Kirchhoff matrix can be expressed by the eigenvalue λk and eigenvector uk
of Γ , the mean-square fluctuations of residue i can also be written as
〈
ui
2
〉
= (3kBT/γ)
∑
k
λk
−1ukuk
T . (3.4)
There are a total of n–1 modes generated by the GNM (the smallest eigenvalue, representing rigid
body motion being zero) with the eigenvalues represent the magnitudes of fluctuations of the modes
given in detail by the eigenvectors, without information regarding the directions of fluctuations.
3.3.4 Correlation of Predicted B-factors with the NMR Pseudo B-factors
We compare the B-factors predicted by GNM and the pseudo B-factors from the NMR ensemble.
Their correlation is given by
corr(Bexp, Btheo) =
(Bexp− < Bexp >)
‖Bexp− < Bexp > ‖
·
(Btheo− < Btheo >)
‖Btheo− < Btheo > ‖
, (3.5)
where averages 〈〉 are computed over the n residues. The B-factors can also be computed by ANM
from the decomposition of the Hessian matrix, and the correlation with experimental values is
generally slightly worse than for the GNM.
The calculations of anisotropic network model (ANM), principal component analysis (PCA) and
overlaps between PCs and modes (single overlap, CO and RMSIP) are the same as those defined
32
50 100 150 200 250 3000
100
200
300
400
500
Protein Size
N
um
be
r o
f P
ro
te
in
s
(a)
5 10 15 20 25 30 35 400
500
1000
1500
2000
Model Number
N
um
be
r o
f P
ro
te
in
s
(b)
Figure 3.1 Distribution of (a) residue number and (b) model number of
NMR ensembles.
in the previous chapter.
3.4 Results
3.4.1 The NMR Ensemble Dataset
As mentioned in the Methods section, there are 2,267 NMR ensembles in our dataset. Fig-
ure 3.1(a) shows the distribution of model numbers and Figure 3.1(b) shows the distribution of
residue numbers of NMR ensembles. It can be seen that most of the proteins have residues less
than 200 which is due to the incapacity of NMR spectroscopy for large macromolecules. It is also
noted that 20 is a typical number of structure models reported, which indicates that most NMR
experimentalists report an arbitrary number of models as solutions for the NMR structures.
3.4.2 Dynamics Observed from NMR Ensembles
The NMR ensembles contain direct information on protein dynamics. The dynamics can be
interpreted by the pseudo B-factors that have been defined in the Methods section. These pseudo
B-factors reflect the magnitudes of the residue fluctuations of the protein. We also applied PCA to
the ensemble for identification of the principal motions of the protein. The extent of dimensionality
reduction by PCA can be measured by the fraction of total variance explained by the first several
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Figure 3.2 Distribution of the fraction of variance explained by the first 5
PCs of the NMR ensembles.
PCs. Our results show that for all the NMR ensembles we have studied, the average fraction of
variance explained by the first 5 PCs is 82.8%, with a standard deviation of 9.4% (see Figure 3.2).
This dramatic dimensionality reduction indicates that dynamics preserved in the NMR ensembles
can be well represented by only a few distinct motions with PCA.
3.4.3 Dynamics Predicted by Elastic Network Modes
3.4.3.1 Prediction of Pseudo B-factors
The GNM is used to predict the B-factors and to compare them with the pseudo B-factors
from the NMR ensemble. Figure 3.3(a) shows correlations between the NMR pseudo B-factors
and the GNM predicted ones. For most proteins, the GNM is able to reproduce the pseudo B-
factors very well. For the whole dataset, the mean correlation is 0.76 with a standard deviation
of 0.18. We also use the ANM to predict B-factors and compare with the NMR pseudo B-factors.
Figure 3.3(b) shows that the ANM is also good for predicting the NMR pseudo B-factors, giving
a mean correlation of 0.70 with a standard deviation of 0.22. It is in agreement with the previous
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Figure 3.3 Correlation between the pseudo B-factors from NMR ensembles
and the B-factors predicted by ENMs. (a) GNM results. (b)
ANM results.
findings for X-ray structures that the ANM is not as good as the GNM for B-factors predictions [42].
That may be due to the fact that for the ANM, more is required – not only the magnitudes, but
also the directions of fluctuations are modeled.
3.4.3.2 Prediction of Principal Motions
The principal motions of the proteins can be identified by the PCA from the NMR ensembles.
We use the ANM to calculate the normal modes and compare these modes with the principal
motions. In our previous study [43] of HIV-1 protease, we have found that the principal motions
can be captured well by the ANM modes. Here we apply the same approaches to our large NMR
ensemble dataset.
First, for each of the first 5 PCs, we calculate the overlap between each PC and each ANM
mode, and determine which mode gives the maximum overlap (MO, see Eq. (2.7)). From Table 3.1
we can see that for a given PC from the NMR ensemble, there generally is a single ANM mode that
has a large overlap with that PC. The means of the MO values for the first 5 PCs are in descending
order with the PC index increasing. Figure 3.4 shows the distributions of the indices of the mode
giving the MO for each PC. It can be seen that for most of proteins, it is generally the low-index
mode giving the MO. There are a large number of proteins for which the first mode gives the MO.
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Table 3.1 The MO and CO(20) between the first 5 PCs and the first 20
low-frequency modes.
PC 1 PC 2 PC 3 PC 4 PC 5
MO CO MO CO MO CO MO CO MO CO
Mean 0.59 0.87 0.54 0.84 0.47 0.78 0.43 0.75 0.40 0.71
SD (0.16) (0.12) (0.15) (0.13) (0.14) (0.13) (0.12) (0.13) (0.11) (0.12)
Second, for each of the first 5 PCs, we calculate the cumulative overlap (CO, see Eq. (2.8))
using first 20 low-frequency modes, to see how well each principal motion (PC) can be represented
by a few modes. From Table 3.1 it is seen that each PC can be captured well by the first 20
low-frequency modes. The means of the CO(20) values for the first 5 PCs are in descending order
as the PC index increases.
Finally, we calculate the overlap (root mean-square inner product, RMSIP, see Eq. (2.9))
between PC and mode subspaces. Figure 3.5 shows the distribution of the RMSIP between the
first 5 PCs and the first 20 low-frequency ANM modes. The mean and standard deviation of the
RMSIP values are 0.80 and 0.09 respectively. It is impressive to see that for most proteins, the
principal motions (i.e., the first several PCs) directly from the NMR ensembles can be captured
well by using only a few low-frequency modes, suggesting the capability for the ANM to predict
protein dynamics.
3.4.4 Several Protein Examples
Here we show two protein examples (PDB codes: 1pu3 and 1y9j) to illustrate the dynamics
identified from the NMR ensembles and how well such dynamics can be predicted by the elastic
network modes. Figure 3.6(a) shows the pseudo B-factors and GNM/ANM reproduced ones for
1pu3. The correlations are 0.82 and 0.72 for GNM and ANM prediction respectively. Figure 3.6(b)
shows the pseudo B-factors and GNM/ANM reproduced ones for 1y9j. The correlations are both
0.81 for GNM and ANM prediction. In these cases, the pseudo B-factors from NMR ensembles can
be predicted quite well by either the GNM or the ANM.
PCA was applied to these two proteins to identify their principal motions. For 1pu3, the first
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Figure 3.4 Mode index distribution of MO for the first 5 PCs. (The last
bar represents the number of all the modes with MO index equal
to or greater than 20.)
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Figure 3.5 RMSIP between the first 5 PCs and the first 20 low-frequency
ANM modes.
5 PCs can account for 69.3% of the total variance. The maximum overlap for the first PC (PC
1) is 0.62, given by the first low-frequency ANM mode (Mode 1). The CO for PC 1 using 20
low-frequency modes is 0.93. The RMSIP between the first 5 PCs and the first 20 low-frequency
modes is 0.84. The eigenvectors of PC 1 and Mode 1 for 1pu3 match with each other well, as shown
in Figure 3.6(c). For 1y9j, the first 5 PCs can account for 75.7% of total variance. The maximum
overlap for PC 1 is 0.68, given by Mode 1. The CO for PC 1 using 20 low-frequency modes is
0.93. The RMSIP between the first 5 PCs and the first 20 low-frequency modes is 0.78. The
eigenvectors of PC 1 and Mode 1 for 1y9j match with each other well, as shown in Figure 3.6(d).
These results show that both the pseudo B-factors and the principal motions from NMR ensembles
can be predicted well by ENMs (GNM/ANM) for these two proteins.
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Figure 3.6 Comparison of dynamics identified from the NMR ensembles
and predicted from the ENMs for two proteins. (a) The NMR
pseudo B-factors and the GNM predicted ones for 1pu3. (b)
The NMR pseudo B-factors and the GNM predicted ones for
1y9j. (c) PC 1 and ANM Mode 1 for 1pu3. (d) PC 1 and ANM
Mode 1 for 1y9j.
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3.5 Discussion
3.5.0.1 NMR Ensemble vs. Averaged Structure
In the PDB, sometimes NMR structures are deposited as an averaged structure instead of an
ensemble of multiple models. One advantage of using such averaged structure to represent the whole
data is that the structural features can be visualized much more easily from a single representative
structure than from an ensemble. However, there is the risk that the averaged structure is not fully
representative or is at least less informative than all the models, or even misleading when highly
disordered regions are present. Moreover, during the averaging process, the dynamics information
present in the ensemble will be lost. Thus, in our opinion, an ensemble is generally more informative
than an average structure for representing the dynamics in the original NMR data.
From the results, we also note that most NMR experimentalists seem to choose an arbitrary
number of solved models to deposit in the PDB. Therefore, the completeness of conformational space
sampled by the deposited NMR models may greatly affect the quality of the dynamics contained
in these models. A thorough and comprehensive examination of the completeness would be helpful
for the evaluation of the dynamics. A possible way to avoid the incompleteness is to identify the
dynamics directly from the original NMR data (for example, the restraints of NOE data), rather
than from the solved NMR models.
3.5.0.2 The Validity of the Elastic Network Modes
During the past decade, the ENMs (both the GNM and the ANM) have been widely used for
modeling and analyzing protein dynamics. Although there are many successful cases of using the
GNM to reproduce the experimental B-factors, however, a thorough test of the validity of using
the elastic network modes to represent real protein dynamics has not yet been carried out. Here,
our work demonstrate the significance of the ENMs by comparing the elastic network modes with
the real dynamics identified from NMR ensembles. Strong correlations between the NMR pseudo
B-factors and the ENM predicted ones and significant overlaps between the principal motions from
NMR ensembles and the first few low-frequency elastic network modes indicate that ENMs provide
a coarse-grained, structure-based explanation for the experimentally observed protein dynamics,
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thus, confirming the validity of using ENMs to study protein dynamics.
3.6 Conclusions
In this work, we have identified the protein dynamics from NMR ensembles. We found that the
NMR pseudo B-factors are predicted well by the ENMs, and the principal motions are also captured
well by the low-frequency elastic network modes for many proteins. The results suggest that the
NMR ensembles can serve as a valuable and informative resource for studying protein dynamics.
Moreover, the success of the elastic network modes in capturing the experimental dynamics observed
from the NMR ensembles confirms the validity of using the ENMs for protein dynamics studies.
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CHAPTER 4. THE EXTENT OF IMPROVEMENT ON PROTEIN
B-FACTOR PREDICTION BY COMBINING RIGID BODY MOTIONS
AND INTERNAL FLEXIBILITIES
Reference:
L. Yang, L. You, G. Song and R. L. Jernigan. “The Extent of Improvement for Protein B-factor
Prediction by Combining Rigid Body Motions and Internal Flexibilities”, to be submitted.
4.1 Abstract
The B-factors of protein crystal structures reflect the fluctuations of atoms about their average
positions and provide important information about protein dynamics. Computational approaches
that are able to predict such thermal motions can be useful for analyzing the dynamical properties
of proteins. Previous studies have demonstrated that the success of the coarse-grained Gaussian
network model (GNM) on B-factor predictions can be attributed to its reasonable modeling of
the intramolecular motions. Other contact number-based models have also been shown useful for
B-factor predictions. In this work, taking the rigid body motions of the crystalline proteins into
account and combining them with the GNM or other contact-based models, we have developed
regression models for predicting protein B-factors. We test our method on a large non-redundant
dataset of protein structures of high resolution and obtain significantly better results on B-factor
predictions. Compared with results using GNM alone, the B-factor correlations of over 70% of the
proteins are improved by at least 5% using the regression model, suggesting protein rigid body
motions play a significant role in the observed thermal motions of crystaline proteins. We also
find a simple contact number-based model (optimized contact number or OCN) performs better in
B-factor prediction than the computational expensive GNM model.
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4.2 Introduction
Protein dynamics is the link between protein structures and their functions. Most functions
of proteins are generally realized through conformational changes of the structures. In X-ray
structures, the information of thermal dynamics is provided by the Debye-Waller temperature
factors or B-factors, which are proportional to the mean square fluctuations of atoms in a crystal.
Thus, an accurate prediction of crystalline B-factors may be helpful for understanding the
functional dynamic properties of proteins. A number of computational and statistical approaches
have been proposed to predict protein B-factors from protein sequence [44–50], atomic coordi-
nates [10, 32, 51–54], and electron density maps [35].
Sequence-based B-factor prediction methods include using a sliding window averaging technique
to average the B-factors of neighboring atoms within a window [44,45]. Machine learning techniques
such as support vector regression (SVR), support vector machine (SVM) and neural network (NN)
methods [47–50] are also sequence-based predictions. The atomic coordinate-based methods [10,
32,51–54] such as molecular dynamics (MD) [3–5] and normal mode analysis (NMA) [6–8] are also
used for B-factor predictions [55–57].
One popular structure-based method for B-factor predictions is the Gaussian network model
(GNM) [10, 11, 58], which is a simplified NMA by using a single parameter harmonic potential. In
the GNM, the protein motions are expressed as a set of collective variables, known as the normal
modes. In the past decade, the GNM has been widely used for B-factor predictions. In many cases,
the GNM predicted B-factors are in quite good agreement with experimental B-factors determined
by crystallographers [10, 51–53].
Kundu et al. [52] studied 113 X-ray protein structures and found that the GNM is able to
predict the experimental B-factors well in most cases. Their average correlation between prediction
and experiment was about 0.59. Sen et al.’s results have shown that the correlations between
experimental B-factors and the GNM predict ones are quite similar at either coarse-grained or
atomic levels [54].
Other efforts have been made recently to improve predictions of protein B-factors. Erman did
a fitting of B-factors to the experimental values by iteratively changing the spring constants of the
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Kirchoff matrix of GNM [59]. One concern is that such a fitting may not have a physical sourced
basis, even though the correlation achieved between experiment and prediction may be high. Thus,
a proper way of incorporating the intrinsic structural properties into the prediction methods is
more appealing and represents a stronger connection to structural reality. In fact, in Kundu et
al.’s [52] paper, they have mentioned that by including the crystal contacts and neighbors in the
GNM, the predictions are slightly improved. Hinsen [60] developed an elastic network model
(ENM) for the whole protein crystal to consider the influence of crystal packing effects on the
atomic thermal fluctuations. He found that the crystal packing could affect the atomic fluctuations
considerably. Hinsen and Kneller studied the solvent effects on protein dynamics by comparing
molecular dynamics simulations of solvated and unsolvated lysozyme [61]. Their results show that
solvent effects have significant influence on the low-frequency motions. The above findings suggest
that considering intrinsic structural properties such as packing and contact density may be helpful
for improving B-factor predictions.
The structural intrinsic packing density can be estimated by the contact numbers (CN) of the
structure. The CN models [62, 63] have been used to compute the atomic contact numbers within
a given distance threshold. It is found that the inverse of CN is approximately linearly correlated
to the protein B-factors [62]. Later Hwang’s group proposed a weighted contact number (WCN)
model [64] based on the real values of the contact numbers for each residue. Using the WCN model,
they find a good correlation between the calculated WCN and the experimental B-factors. The
main difference between the WCN and CN models is that the WCN model does not use any cutoff,
but considers the contact between any pair of residues weighted by the inverse of their squared
distance. One advantage of the WCN model is that it avoids choosing an arbitrary cutoff distance
which may affect the quality of B-factor predictions. Although the GNM is also based on the atomic
contacts of the structure, these CN models are different since they do not involve any mechanical
modeling as the GNM does. Thus, the computational cost of the CN models is much less than the
GNM.
In recent papers by Hwang’s group [65, 66], they have modeled the residue fluctuations as the
square distance of a given residue from the centroid (center of mass) of the structure. They found
that the correlation between such distance profiles and the experimental B-factors is comparable
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to other existing prediction methods. Actually, their so-called protein fixed-point (PFP) model is
the same as some previous works [67, 68] for B-factor predictions. The physical meaning of the
distance profiles in the PFP model is that they reflect the intramolecular rigid body motions of the
proteins. It can be shown that this model is related to the radius of gyration in polymer theory of
statistical mechanics [69], which reflects the overall packing density of the protein.
Since both the contact-based models (the CN models and the mechanical GNM model) and the
rigid body motion-based PFP model can reasonably predict the experimental protein B-factors,
it is of interest to see how much improvement we can gain by combining these two approaches.
In this article, we combine the contact-based models (the OCN and the mechanical GNM model)
with the rigid body motions of a protein (the PFP model) and develop regression models for B-
factor predictions. We test our models using a large non-redundant dataset containing 1,220 X-ray
structures. Our results show a significant improvement for B-factor predictions with the regression
models – over 70% of the proteins have a gain of at least 5% in their B-factor correlations in
comparison with the GNM.
4.2.1 Protein Dataset
We use PDB-PEPRDB [70] to select protein structures from the Protein Data Bank (PDB) [1].
We choose protein structures determined by X-ray crystallography at resolutions better than
2.0 A˚ and with R-factors better than 0.2. We exclude protein fragments or membrane proteins.
All protein sizes are at least 50 residues with sequence identities no higher than 25% and structure
similarities differ by more than 10 A˚. We exclude structures that only have backbone atoms or
alpha carbons. We also remove a structure which does not provide experimental B-factors. Finally,
we obtain 1,220 protein structures for our dataset.
4.2.2 Protein Rigid Body Motions by the PFP Model
The protein intramolecular rigid body motions are calculated by the PFP model of the struc-
tures. In the PFP model, the residue fluctuations are calculated as the square distance of all
structure points from the centroid (center of mass) of the structure.
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4.2.3 Protein Internal Flexibility by the CN Models
The protein internal flexibility is obtained directly from the contact information of the protein
structures. It can be calculated by different CN models (CN and WCN models). In the CN model,
the residue fluctuations are computed as the number of interacting neighboring atoms within a
given cutoff distance. In the WCN model, no cutoff distance is used – the atomic fluctuation is
inversely proportional to the sum of the weighted contact numbers, which is taken as the inverse
of the square distance between any other residues and the given residue.
In the WCN model, the power p of contact distance is set to 2 (see Eq.( 4.1)), which may not be
the optimal value. We do a fitting to choose the best power to maximize the B-factor correlation
(see Eq. 4.5) with the experimental values. This optimized contact number (OCN) is used as the
protein intrinsic flexibility to predict the B-factors.
BOCNi =
1∑n
j=1,j 6=i (rij)
−p
(4.1)
where n is the number of residues and rij is the distance between residues i and j.
4.2.4 The Mechanical Model — Gaussian Network Model (GNM)
The GNM [10] is a mechanical model based on the contact information of a protein structure.
Given a structure, the GNM simplifies the system by modeling it with its alpha carbons only
and attaching springs with uniform constants to all contacting alpha carbon pairs. Alpha carbon
pairs are considered to be in contact when their separation distance is smaller than a preset cutoff
distance (here we use 7.3 A˚). All springs are taken to be at equilibrium for the input structure. One
advantage of this approach is that the fluctuations of each atom around its equilibrium position and
their cross-correlations can be expressed in analytical forms. To determine the atomic fluctuations,
we first calculate the Kirchhoff matrix based on the contact information:
Γ =


−1 if i 6= j and rij ≤ rc
0 if i 6= j and rij > rc
−
∑
i,j 6=i Γij if i = j
(4.2)
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where rij is the distance between atoms i and j, and rc is the cutoff distance. The mean square
fluctuations of each atom are given by:
< ∆R2i >= (3kBT/γ)[Γ
−1]ii (4.3)
Then the theoretical B-factors can be conveniently expressed as:
BGNMi = 8π
2 < ∆R2i > /3 (4.4)
where γ is the spring constant. It is straightforward to extend the method to the all atom model,
even though there might not be much gained for the increase in complexity [54].
4.2.5 Comparing Computed B-factors with Experimental Values
The correlation between experimental and computed B-factors is given by:
corr(Bexp, Bcmp) =
(Bexp− < Bexp >) · (Bcmp− < Bcmp >)
‖Bexp− < Bexp > ‖‖Bcmp− < Bcmp > ‖
(4.5)
A perfect correlation between the two vectors gives a value of 1 while a perfect anti-correlation
gives -1. Here, the computed B-factors can be from the PFP, any CN model, the GNM or the
following regression models.
4.2.6 Multiple Linear Regression Models
Although a simple linear least squares fitting can be used to combine contact-based OCN
model (or GNM) with the PFP model in B-factor predictions, the disadvantage is that it would
not include any interaction effects between the two terms, which might be significant. Thus,
the multiple regression model is a better choice. The first regression model (REG1) is built using
predicted B-factors from the OCN (eq.(4.1)) and the PFP model for rigid body motions as predictor
variables:
BREG1i = α0 + α1B
OCN
i + α2B
PFP
i + α3B
OCN
i ∗B
PFP
i + ǫi (4.6)
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where ǫi is the observational error, and βj ’s (j=0,1,2,3) are the parameters of the model. Since
these two predictor variables may not be independent, we also include the interaction effect between
the OCN and the PFP in the model. The second regression model (REG2) is similar, by using
predicted B-factors from the GNM (eq.(4.4)) and the PFP model for rigid body motions as predictor
variables:
BREG2i = β0 + β1B
GNM
i + β2B
PFP
i + β3B
GNM
i ∗B
PFP
i + ζi (4.7)
where ζi is the observational error, and βj ’s (j=0,1,2,3) are the parameters of the model.
4.2.7 Protein Rigid Motions from the PFP Model
The protein rigid motions are represented by distance profiles from the PFP model. In the PFP
model, the percentage of proteins having correlation values higher than 0.5 is about 59%.
4.2.8 Protein Intrinsic Flexibility from Different CN Models
The protein intrinsic flexibility is calculated from the atomic coordinates of the structures by
different CN models (CN and WCN). The histogram of B-factor predictions from these models is
shown in Figure 4.1. It shows that the WCN model is better for B-factor prediction than the other
two models. In the WCN model, about 76% proteins have correlation values over 0.5, while in the
CN model, the value is 43%.
As mentioned in the Methods section, the power p in WCN model is 2 which may not be the
optimal value. We do a fitting to find the best power for the optimized contact number (OCN)
model. From Figure 4.2 it can be seen that the mean of the best power is about 2.3. The results
from the OCN model and other CN models (CN and WCN) are compared in Figure 4.1. In the
CN and WCN model, the percentage of proteins having correlation values higher than 0.5 is about
43% and 76%, while for the OCN model, this percentage is increased to 84%.
From the above results, it is clearly seen that the OCN model is the best for capture the atomic
fluctuations of proteins. Thus, we will use only this model to represent the structural contact-based
model.
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Figure 4.1 Correlations between the experimental B-factors and the B-fac-
tors predicted by the contact-based models (CN, WCN, OCN
and GNM).
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Figure 4.2 The distribution of the optimal power values (p) (the last bar
represents all the cases greater than 10).
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4.2.9 B-factor Predictions by the GNM
The GNM is also based on the contact information, but it requires mechanical modeling which
is computationally more expensive. The correlation between the computed B-factors and the ex-
perimental values are computed for the 1,220 protein structures in our dataset. The percentage of
proteins having correlation values over 0.5 is about 67%, which is better than the CN model, but
not as good as the WCN and OCN models (Figure 4.1).
In the work of Kundu et al. [52], the mean of the correlation between experimental B-factors and
the GNM predicted values is 0.59. From our dataset, we obtain a mean correlation of 0.55, which
is similar to their results. However, we need to point out that we must be cautious to use such
“mean values” to interpret the results. The reason is that each protein structure is not a replicate
of another, and they cannot be looked upon as observations of the same population. Thus, their
average may not be meaningful. The histogram of the correlation distributions is a more proper
way to interpret the results.
4.2.10 B-factor Predictions by the Regression Models
Using the OCN as the contact-based model and the PFP to represent the protein rigid body
motions, we build a multiple linear regression model (REG1) based on these two models. The
advantage of a regression model over a simple linear fitting is that the OCN and PFP are not nec-
essarily independent of each other, and the effect of their interaction can be significant (see Eq. 4.6).
We also build another regression model (REG2) by combining the contact-based mechanical model,
the GNM and the PFP model for the rigid body motions (see Eq. 4.7).
The results from the OCN, PFP and REG1 are shown in Figure 4.3(a). It is obvious that the
REG1 model gives the best results for B-factor predictions. Over 89% of protein structures have
correlations above 0.5 with the REG1 model, while for the OCN and PFP, the values are 84% and
59% respectively. The results from the GNM, PFP and REG2 are shown in Figure 4.3(b). It is seen
that the REG2 model gives the best results for B-factor predictions. Over 84% of protein structures
have correlations above 0.5 with the REG model, while for the GNM and PFP, the values are 67%
and 59% respectively.
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Figure 4.3 (a) Distribution of the correlations between the experimental
B-factors and those predicted by the OCN, PFP and REG1
models. (b) Distribution of the correlations between the exper-
imental B-factors and those predicted by the GNM, PFP and
REG2 models.
To further compare the REG1 and GNM models, we calculate the percentage of B-factor cor-
relations improved by using the REG1 over the OCN model (Figure 4.4(a)). It is shown that for
about 29% of protein structures, the REG1 correlation is at least 5% better than the OCN cor-
relation. We also calculate the percentage of B-factor correlations improved by using the REG2
over the GNM (Figure 4.4(a)). It can be seen that for about 70% of protein structures, the REG2
correlation is at least 5% better than the GNM correlation.
It is of interest to see that the PFP is more complementary to the GNM than the OCN.
One possible explanation is that the OCN model predicts the B-factors better than the GNM
(Figure 4.1), i.e., the OCN captures a larger portion of the atomic fluctuations.
4.2.11 Two Protein Examples
From the results shown in the previous section, we can see that for most of proteins in the
dataset, the REG predictions are better than the GNM results. We select the following two pro-
teins as examples to illustrate the extent of improvements on B-factor predictions using the REG
model over the GNM. In both cases, the GNM predictions are poor, while the REG model gives
significantly better results.
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Figure 4.4 (a) Percentage (%) of correlation increase between the REG1
model and the OCN. (b) Percentage (%) of correlation increase
between the REG2 model and the GNM. (The last bar repre-
sents all the cases greater than 100%).
4.2.11.1 Superoxide Reductase
Figure 4.5(a) shows the B-factors predicted by the OCN, GNM, REG1 and REG2 models,
along with the experimental values for the superoxide reductase (1vzi:A). The correlation between
the experimental B-factors and the OCN predicted ones is 0.66, while the correlation between
the experimental B-factors and the REG1 predicted ones is 0.69. The correlation between the
experimental B-factors and the GNM predicted ones is 0.26, while the correlation between the
experimental B-factors and the REG2 predicted ones is 0.75. We can see significant improvement
of the REG2 prediction over the GNM.
4.2.11.2 HU Protein
Figure 4.5(b) shows the B-factors predicted by the OCN, GNM, REG1 and REG2 models,
as well as the experimental values for the HU protein from the thermophilic bacterium Bacillus
stearothermophilus, BstHU (1huu:A). The correlation between the experimental B-factors and the
OCN predicted values is 0.78, while the correlation between the experimental B-factors and the
REG1 predicted values is 0.80. The correlation between the experimental B-factors and the GNM
predicted values is 0.44, while the correlation between the experimental B-factors and the REG2
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Figure 4.5 Predictions of residual B-factors by different models. (a) Su-
peroxide reductase (1vzi:A). (b) the HU protein (1huu:A).
predicted values is 0.69. We can see that the results from the REG2 model corresponds to the
experimental results more closely.
4.3 Conclusions
In this work, we combine the protein rigid body motions with the internal flexibilities from the
OCN and GNM, and develop regression models for B-factor predictions. For a large non-redundant
dataset of protein structures of high resolution, we have obtained better results using the regression
models for B-factor predictions. Compared with the GNM results, over 70% of proteins in the
dataset gain at least 5% improvement in B-factor correlations, indicating the combining of protein
rigid body motions and internal flexibility significantly improves the B-factor predictions. We also
observe that the OCN model peroforms better in B-factor prediction than the mechanical GNM
model, though both of them are based on the contact information of the structure. This may
account for the fact that only about 29% of protein structures have the REG1 correlation at least
5% better than the OCN correlation. Thus, for B-factor prediction purpose, the regression model
combining the PFP and OCN seems to be the best.
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CHAPTER 5. COMPARISONS OF EXPERIMENTAL AND COMPUTED
PROTEIN ANISOTROPIC TEMPERATURE FACTORS
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5.1 Abstract
Because of its appealing simplicity, the anisotropic network model (ANM) has been widely
accepted and applied to study many molecular motion problems: such as ribosome motions, the
molecular mechanisms of GroEL-GroES function, allosteric changes in hemoglobin, motor-protein
motions, and conformational changes in general. However, the validity of the ANM has not been
closely examined. In this work, we use ANM to predict the anisotropic temperature factors of
proteins obtained from X-ray and NMR data. The rich, directional anisotropic temperature factor
data available for hundreds of proteins in the Protein Data Bank (PDB) are used as validation
data to closely test the ANM model. The significance of this work is that it presents a timely,
important evaluation of the model, shows the extent of its accuracy in reproducing experimental
anisotropic temperature factors, and suggests ways to improve the model. An improved model will
help us better understand the internal dynamics of proteins, which in turn can greatly expand the
usefulness of the models, which has already been demonstrated in many applications.
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5.2 Introduction
Functional proteins are not static structures and most of their functions are generally realized
through protein motions. It is of great interest to know how these bio-machines work. Understand-
ing the underlying detailed mechanisms can have a broad practical impact.
One of the most intuitive approaches for the study of molecule motions is molecular dynamics
(MD) [71, 72]. By using a force field to approximate the atomic interactions of a given protein,
MD can compute the time-dependent behavior of the molecular system and provide much detail
about the atomic fluctuations and conformational changes of the molecular system being studied.
It is an important tool and has been used extensively in protein structure determination and
refinement, simulating (un)folding pathways, dynamics and fluctuations of folded proteins, etc.
The major challenge in applying MD to study the motions of large macromolecules is the limits of
computational power. In general, there is a huge gap between the feasible simulation time duration
and the time required for a real biological process to take place, e.g., the folding of a moderately
large protein. Moreover, MD is governed by the interactions among the individual atoms and does
not explicitly consider the overall concertedness in motion which is commonly seen in the dynamics
of folded proteins.
Atomic normal mode analysis (NMA) is an ideal alternative method for the study of the collec-
tive motions of proteins. Basically, NMA reflects simple harmonic oscillations about a local energy
minimum. To apply NMA, an energy minimization has to be first applied to the input structure.
The new, energy-locally-minimized structure may make significant changes from the original struc-
ture. After the minimization, the second derivative of the potential energy, the Hessian matrix,
has to been calculated and then diagonalized. But there are problems with NMA too, especially
with large systems. The necessary initial energy minimization process not only requires time and
memory but also can distort the input structure significantly, which casts doubt on the validity of
the analysis or the structure. In addition, the diagonalization of the Hessian matrix can become
prohibitive as the size of the system increases.
Therefore, a more efficient method was needed in order to study the collective motions of
larger systems. Tirion [9] showed that a single-parameter Hookean potential for all the pairwise
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interactions between atoms, without the energy minimization step, is able to produce similar low
frequency modes to those from the original NMA. This was a big step forward since it allowed
the direct analysis of crystal coordinates. Bahar et al. [10, 11] and Hinsen [58] took the simplifica-
tion one important step further. They demonstrated that a single parameter harmonic potential
together with a simplified protein model that represents each residue by a point mass was able
to produce the correct low frequency normal modes and predict reasonably well the equilibrium
isotropic fluctuations of several proteins. Such models are referred to as elastic network models
(ENM). Specifically, the ENM for isotropic fluctuations is usually called the Gaussian network
model (GNM) [11], where only the magnitudes of the fluctuations are computed. Its anisotropic
counterpart, where the directions of the collective motions are examined, is called the anisotropic
network model (ANM) [12].
Because of its appealing simplicity and efficiency, ANM has been widely accepted and applied
to study many motion problems: such as ribosome motions [73], the molecular mechanisms of the
GroEL-GroES function [74], allosteric changes in hemoglobin [75], motor-protein motions [76], and
conformational changes in general [77–79].
However, the validity of ANM has not been sufficiently examined. In reproducing the isotropic
B-factors, it had been noticed that ANM actually performs slightly worse than GNM (see [52] for
example), which raised a warning signal. ANM was also used to interpret conformational changes
for some proteins [77], but the data about the conformational changes alone was insufficient to fully
verify the model.
In the present work, we use ANM to predict the anisotropic temperature factors of proteins.
The dataset containing hundreds of proteins with directional anisotropic temperature factors can
be used as validation data to closely test the ANM model. The significance of this work is that it
presents a timely, important evaluation of the model and shows how accurately the experimental
anisotropic temperature factors can be reproduced. It also draws attention to the need for an
improved model to help us better understand the internal dynamics of proteins and expand the
usefulness of the model, which has already been seen in many applications.
Anisotropic B-factors, or anisotropic displacement parameters (ADPs), have become available
recently thanks to improvements in crystallographic data collection techniques that make the de-
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termination of atomic or near atomic resolution structures (resolution better than 1.2 A˚) available.
In the PDB file, these are denoted with ANISOU, followed by six numerical values that are the
elements of a symmetric tensor, see PDB data format for details [1] (http://www.pdb.org). As
of December 1997, there were only 10 protein structures in the PDB with such entries [80]. By
now, however, there are hundreds of protein structures with ANISOU entries. Some recent works
have shown the usefulness of normal mode-based methods for predicting [81,82] and refinement of
anisotropic thermal motions in X-ray structures [83, 84].
Besides the high-resolution X-ray structures, NMR ensembles provide another good resource
of structural and dynamic information. Recent studies have shown that the dynamics from NMR
ensembles is less tainted by the surroundings and agrees better with computational results than
that from X-ray data [30,43], the latter of which may be strongly affected by crystal packing. Here
we thus include in our study a dataset containing hundreds of NMR ensembles as well.
5.3 Methods
X-ray Dataset. We choose to include in our dataset all protein crystals with atomic or near-
atomic resolution (resolution equal or better than 1.2 A˚) currently available in the Protein Data
Bank (PDB) that have anisotropic temperature factors, or ANISOU, entries. There were 341 such
structures in our dataset.
NMR Dataset. Based on our previous study of NMR ensembles (Yang, Song and Jernigan, un-
published), we select NMR ensembles whose conformers are representative and sufficient in covering
the conformational space. Technically, for each ensemble, we check the correlations between the
first three principal components (PCs) calculated from all the conformers and those from a reduced
number of conformers (half as many, randomly chosen), and only keep the ensembles that have
high enough correlations for all the three PCs (PC1: > 0.9, PC2: > 0.8, PC3: > 0.7). We also set
the criteria that the number of conformers in each ensemble is no less than 20 and the protein size
is no less than 50. Finally, we obtain 455 ensembles to form our NMR dataset.
Isotropic and Anisotropic B-factors. X-ray diffraction data of a protein crystal usually provide
information about protein dynamics in the form of isotropic temperature factors Bi, which relate
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to the mean-square fluctuation < ∆R2i > of atom i from its average coordinate by:
Bi = (8π
2/3) < ∆R2i > (5.1)
The Bi’s, one for each non-hydrogen heavy atom, is determined by fitting the X-ray diffraction
data during the structural determination and refinement process. The fluctuation of atoms, as
we know, is generally not isotropic. A more accurate description of the fluctuations is to use the
anisotropic B-factors, or anisotropic displacement parameters (ADP). Anisotropic B-factors Baniso
are represented as a 3×3 symmetric tensor U to represent both the magnitude and the directionality
of the fluctuations, i.e.,
Baniso =


U11 U12 U13
U12 U22 U23
U13 U23 U33


(5.2)
In essence, these describe the probability distribution of the electron density using a 3-dimensional
Gaussian function. For a fixed probability value, the distribution is ellipsoidal and has a directional
preference. The more deformed the shape is from a sphere, the more anisotropic is the fluctuation.
We will measure this using a term called anisotropy, to be defined later.
Similarly to the isotropic B-factors, Baniso relates to the fluctuation ∆Ri of atom i as:
Banisoi = (8π
2) < ∆Ri∆Ri >= (8π
2)


< ∆x2
i
> < ∆xi∆yi > < ∆xi∆zi >
< ∆xi∆yi > < ∆y
2
i
> < ∆yi∆zi >
< ∆xi∆zi > < ∆yi∆zi > < ∆z
2
i
>

 (5.3)
From the anisotropic B-factors, we can obtain the corresponding isotropic B-factors, since they
are related by:
Bi = trace(B
aniso
i )/3 (5.4)
For NMR ensembles, the pseudo anisotropic B-factors are calculated by averaging the residue
fluctuations between all conformer pairs in the ensemble, using Eq.(5.3).
GNM and ANM. Given a protein structure, GNM [10] simplifies the system by modeling it
with its alpha carbons only and attaching springs with uniform constants to all contacting alpha
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carbon pairs. Alpha carbon pairs are considered to be in contact when their separation distance
is smaller than a preset cutoff distance, usually 7 to 8 A˚. All springs are set at equilibrium for the
input structure. One advantage of this approach is that the fluctuations of each carbon around its
equilibrium position and their cross-correlations can be expressed in analytical forms. To determine
the atomic fluctuations, we first write down the Kirchhoff matrix based on the contact information,
Γ =


−1 if i 6= j and rij ≤ rc
0 if i 6= j and rij > rc
−
∑
i,j 6=i Γij if i = j
(5.5)
where rij is the distance between atoms i and j, and rc is the cutoff distance. The mean square
fluctuations of each atom and the theoretical B-factors can be conveniently expressed as:
< ∆R2i >= (3kBT/γ)[Γ
−1]ii (5.6)
Bi = 8π
2 < ∆R2i > /3 (5.7)
where γ is the spring constant.
In ANM [12], the counterpart of the N ×N Kirchhoff matrix Γ is a 3N × 3N Hessian matrix
H (see [12] for details). As a result, the inverse of H contains N ×N super-elements, whereas the
iith super-element of H−1, a 3 by 3 matrix, describes the self correlations between the components
of ∆Ri, i.e.,
< ∆Ri ·∆Ri >= (3kBT/γ)H
−1
ii (5.8)
The coarse-grained alpha-carbon model is normally used for both ANM and GNM. In this work,
we set the cutoff distance to be 13 A˚ for ANM [12] and 7.3 A˚ for GNM [52].
Now it is straightforward to extend the method to the all atom model, even though there might
not be much gain with the increased complexity [54]. It is also easy to treat the backbone contacts,
which are covalent bonds, differently by assigning them a larger spring constant. Though it has
been shown that this has little effect in reproducing isotropic B-factors [10], it is possible that it
might give a more pronounced effect when using ANM to produce anisotropic B-factors. For the
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NMR ensembles, the GNM/ANM is applied to the reference structure which is chosen as the one
closest to the average among all the conformers in the ensemble [43].
Calculating Anisotropic B-factors from ANM. From Eq.(5.8), it is straightforward to obtain
theoretical anisotropic B-factors Btheoi by:
Btheoi = (8π
2) < ∆Ri∆Ri >= 8π
2 3kBT
γ
H−1ii (5.9)
The single parameter γ will serve as a scaling factor.
Comparing Theoretical Anisotropic B-factors with Experimental Data. Isotropic B-
factors are scalars. The most commonly used method for comparing experimental and calculated
isotropic B-factors is the correlation between these two arrays. However, anisotropic B-factors
are tensors. The comparison of tensors is more complex. A naive comparison of two tensors
by converting them to arrays and then calculating their correlation is not appropriate, since the
elements of the tensor are not independent [81]. Instead, the following approach is used. Each
tensor represents a 3-dimensional distribution, which can be visualized as an ellipsoid. Therefore,
comparing two tensors can be done by comparing the two corresponding ellipsoids. We want
to compare their size (or magnitude), their shape, and their orientation. To do this, we first
diagonalize the tensors. The magnitude and shape are represented by the eigenvalues, while the
directional preferences of the fluctuations are captured by the eigenvectors. The three eigenvectors
of a tensor represent an orthonormal frame, and the orientations of two ellipsoids can be compared
by measuring how the two corresponding orthonormal frames align with one another.
We use five metrics we use in comparing the anisotropic B-factors:
• The magnitude of the fluctuation. For this, we use the trace of the tensors, which is related
to the isotropic B-factors.
• The shape of the ellipsoids, or how anisotropic they are. To this end we define two terms: (1)
first anisotropy, κ, which is the ratio of the smallest eigenvalue to the largest eigenvalue. The
ratio ranges from 0 to 1, with 1 being spherical and 0 being extremely non-spherical; and (2)
second anisotropy, χ, which is the ratio of the middle eigenvalue to the largest eigenvalue.
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Figure 5.1 Comparison of anisotropic B-factor tensors from experiment
and theory. The first anisotropy κ is defined by the ratio λ3/λ1;
the second anisotropy χ is defined as λ2/λ1; θ is the angle be-
tween the first principal axes of the two tensors; φ is the angle
between the second principal axes after the first principal axes
are aligned.
• The orientation of the ellipsoids, or the directional preference of the fluctuations. For this,
we use polar angles: (1) the angle θ, which is the angle between the first principal axes of the
two tensors being compared (see Figure 5.1). (2) the angle φ: the angle between the second
principal axes after the first are aligned (see Figure 5.1).
The comparison process between the theoretical and experimental anisotropic B-factors of a
given protein can be summarized as follows:
1. retrieve experimental anisotropic B-factors from the PDB (ANISOU entries) and calculate
the theoretical anisotropic B-factors using ANM (Eq.(5.9));
2. for each residue i (1 ≤ i ≤ N), based on its experimental and theoretical anisotropic tensors,
determine Bi, κi, χi for both experiment and theory, and θi and φi.
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3. for isotropic B-factors, or Bi’s, calculate the correlation between experiment and theory by:
corr(Bexp, Btheo) =
(Bexp− < Bexp >)
‖Bexp− < Bexp > ‖
·
(Btheo− < Btheo >)
‖Btheo− < Btheo > ‖
(5.10)
A perfect correlation between two vectors gives a value of 1 while a perfect anti-correlation
gives -1. Others fall in between.
4. for the first anisotropy κi’s and second anisotropy χi’s, calculate the difference between ex-
periment and theory, i.e., set ∆κi = κ
exp
i − κ
theo
i , and likewise ∆χi (i is the residue index).
To measure how well overall the first anisotropy (and second anisotropy) is predicted by the-
ory for a given protein, we use < ∆κ > = mean(∆κi) and its standard deviation σ(∆κ) =
std(∆κi), and express the difference as < ∆κ > ± σ(∆κ). Similarly < ∆χ > ± σ(∆χ) is
used for the second anisotropy.
5. Similarly, we use < ∆θ > and < ∆φ > to measure how well overall the directions of the
fluctuations are predicted for a protein.
Another Measure – The Correlation Coefficients for Comparison of Anisotropic B-
factors. Besides the above comparison of experimental and predicted anisotropic B-factors, there
is another method to compare two tensors [85]. Let U and V be two tensors (anisotropic B-factors),
the correlation coefficient between them is derived from their electron-density maps as follows:
cc(U, V ) =
(detU−1detV −1)1/4
[(1/8)det(U−1 + V −1)]1/2
(5.11)
The normalized correlation coefficient is given by:
ncc(U, V ) =
cc[U, (Ueq/Veq)V ]
cc(U,Uiso)cc(V, Viso)
(5.12)
where Uiso and Viso describe a pair of isotropic atoms, with U
11
iso = U
22
iso = U
33
iso = Ueq = trace(U)/3
and similarly for Viso. This normalized correlation coefficient ncc will be greater than 1 if two atoms
described by U and V are more similar to each other than to an isotropic atom, and will be no more
than 1 otherwise. Thus, the ncc provides an excellent measure to compare the size, orientation and
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direction of two tensors. In practice, a simple ratio of how many atoms in a structure have their
normalized correlation coefficient values larger than 1 and the total number of atoms would give a
good measure of the quality of an anisotropic B-factor prediction.
5.4 Results: Prediction of Anisotropic Mean-Square Fluctuations
As we discussed in the Methods section, the anisotropic B-factors, or anisotropic displacement
parameters (ADPs), are symmetric tensors for each atom. We diagonalize the tensors to find
the eigenvalues and principal axes (eigenvectors). The eigenvalues indicate the magnitude of the
fluctuations and the shape of the atom displacements, which in general are anisotropic and therefore
ellipsoidal instead of spherical. On the other hand, the eigenvectors of a given ADP tensor tell us
the directionality of the fluctuation. The fluctuation is usually not isotropic and is biased toward
the direction of the principal axis corresponding to the largest eigenvalue (in other words, along
the longest axis of the ellipsoid).
For the magnitude/shape of the fluctuation, we look at three terms: the magnitude, which is
equivalent to the isotropic B-factors Bi’s; the first anisotropy κ and the second anisotropy χ, which
measure the shape of the atomic displacements.
We perform these comparisons for all the proteins in our dataset and give the results below.
5.4.1 Magnitude and Anisotropy Prediction Using ANM
Isotropic B-factors. The correlation between experimental and calculated isotropic B-factors
gives us a good measure of how well a model can reproduce/predict these values. As shown in
Figure 5.2, the quality of prediction using ANM is comparable to that from GNM. For the X-ray
dataset, the mean correlation obtained by using ANM is about 0.51, which is slightly lower than
what is obtained with GNM, about 0.58. For the NMR dataset, it is 0.70 and 0.77 for ANM and
GNM respectively. Using either model (ANM or GNM), significantly better correlations are found
with NMR dataset, as observed in previous studies [30, 43].
Anisotropy Prediction. Figure 5.3(a) shows the mean first anisotropy difference < ∆κ > (see
Methods section) between experiment and calculation, for the X-ray dataset. From the figure we
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Figure 5.2 The correlations between experimental isotropic B-factors and
those predicted by GNM (shown in dashed line) and ANM
(shown in solid line), for all the proteins in the (a) X-ray dataset
and (b) NMR dataset (the results are sorted by the GNM cor-
relation values). The quality of prediction using ANM is quite
similar to that of GNM.
can see that ANM on average is able to predict fairly well the overall level of the first anisotropy.
For most proteins, < ∆κ > is within the range of [-0.2,0.2]. However, we see the standard deviation
σ(∆κ) is fairly large, about 0.2, and is strikingly similar for all the proteins. This means that for
an individual residue, the first anisotropy predicted by ANM on average deviates by about 0.2
from experimental values, for all these proteins. The results for the second anisotropy χ are similar
(see Figure 5.3(b)) – the second anisotropy predicted by ANM also deviates by about 0.2. For
most proteins, since the anisotropy distribution among all residues/atoms is roughly normal with
a mean value around 0.5 [80] and the mean value for the second anisotropy is about 0.7 based on
our calculations, the discrepancy of 0.2 means that the anisotropy predictions of ANM differs from
experimental values by about 0.2/0.5 = 40% for the first anisotropy and 0.2/0.7 = 30% for the
second anisotropy. For the NMR dataset, the results of first and second anisotropy prediction are
shown in Figure 5.3(c) and (d). The results are slightly better than those of the X-ray dataset.
Figure 5.4 shows, at the residue level, the difference between the experimental anisotropies and
the values predicted by ANM. For the X-ray structure of the rubredoxin (PDB id: 1IR0), it is
seen from Figure 5.4(a) and (b) that the shape of the fluctuation of each residue is reproduced
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Figure 5.3 The anisotropy differences between experimental values and
predictions: (a) the first anisotropy difference ∆κ for X-ray
dataset, (b) the second anisotropy difference ∆χ for X-ray
dataset, (c) the first anisotropy difference ∆κ for NMR dataset,
and (d) the second anisotropy difference ∆χ for NMR dataset.
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reasonably well (in terms of the first anisotropy and second anisotropy values). The results for
the NMR ensemble of the poxvirus complement control protein (PDB id: 1E5G) are shown in
Figure 5.4(c) and (d). Again, the residue fluctuations are well reproduced.
5.4.2 Motion Directions Predicted by ANM
Anisotropic B-factors (or ADPs) provide not only the magnitude, but also, of even greater
interest, directional information about atomic fluctuations. Direct comparison between a model
and experimental data can help uncover some further details about atomic fluctuations and identify
collective modes of motion that could be important for function. The experimental anisotropic B-
factors thus can provide more extensive experimental validation of a model, such as ANM. If good
agreement is found, such validations can provide justification for applying a model to study other
aspects of protein dynamics, in order to understand how large scale protein conformation transitions
take place.
As we defined earlier (see Methods section), the θ value measures the angle between the experi-
mental and calculated directions of fluctuations, while the φ value measures the rotation needed to
align the two sets of principal axes after their largest axes are aligned (see Figure 5.1). The < θ >
value thus gives an overall estimation of the performance of the model (here ANM) in predicting
the directions of fluctuations for a given protein.
Figure 5.5(a) shows the < θ > values for the proteins in the X-ray dataset. It is seen from the
figure that < θ > and < φ > are consistently quite large, around 50o. Slightly better results are
obtained for the NMR dataset, as shown in Figure 5.5(b), where the average of < θ > is about 40o.
Using one protein (again the rubredoxin, PDB id: 1IR0) as an example, Figure 5.6(a) shows the
θ and φ values of individual residues, specifically the alpha carbons. Since θ and φ measure how
well the directions of the fluctuations are predicted and the lower the θ and φ values, the better the
prediction, Figure 5.6(a) indicates that the quality of the prediction for the directions of the atomic
fluctuations varies significantly from residue to residue. While for some residues the directions of
fluctuations calculated from ANM match well with those deduced from experimental anisotropic
B-factor data, for many other residues the predictions are quite poor, some even differing by nearly
90 degree. A possible explanation for the latter is that the first principal direction of the fluctua-
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Figure 5.4 The values of the the first anisotropy κ (a) and the second
anisotropy χ (b) for the alpha carbons of rubredoxin (Xray
structure, PDB id: 1IRO), and the first anisotropy κ (c) and
the second anisotropy χ (d) for the alpha carbons of poxvirus
complement control protein (NMR ensemble, PDB id: 1E5G).
The experimental values are shown in solid lines, while the val-
ues predicted by ANM are shown in dashed lines. In ANM,
each residue is represented by its alpha carbon.
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Figure 5.5 The < θ > and < φ > values for all the proteins in the (a) X-ray
dataset and (b) NMR dataset. The < θ > and < φ > measure
how well overall the directions of the fluctuations are predicted
for a protein. A perfect prediction renders both < θ > and
< φ > as 0.
tions predicted by ANM might be aligned with the second principal direction of the experimental
fluctuations (or vice versa), which may occur especially when it is hard to differentiate the (first)
principal direction from the second (i.e., when their corresponding eigenvalues are the same). Bet-
ter results are obtained for the NMR ensemble of the poxvirus complement control protein (PDB
id: 1E5G), for which the θ values for most of its residues are below 30o (see Figure 5.6(b)).
5.4.3 Correlation Coefficients between Experimental and Theoretical Results
The unnormalized and normalized correlation coefficients (cc and ncc, see Eqs.(5.11) and (5.12))
are used to compare the experimental anisotropic temperature factors with those predicted by ANM.
From Figure 5.7 we can see that for most X-ray structures, the percentage of residues with ncc
above 1 (which means the prediction is good) is quite high, with an average value of about 68%.
For the NMR dataset, the results are significantly better, with an average value of about 89%.
These results demonstrate that there exists high similarity between the experimental (or derived,
for NMR case) anisotropic B-factors and ANM predicted ones. And in general, the prediction is
more successful for NMR data than for X-ray. The difference likely comes from the crystal packing
effects that are not accounted for in the ANM model but exist for X-ray structures. Using X-ray
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Figure 5.6 The θ and φ values at the residue level: for the alpha carbons
of (a) X-ray structure of rubredoxin (PDB id: 1IRO) and (b)
NMR ensemble of poxvirus complement control protein (PDB
id: 1E5G). The θ and φ measure how well the directions of the
fluctuations are predicted for a given atom/residue. A perfect
prediction renders both θ and φ as 0.
structure (1IRO) and NMR structure (1E5G) again as examples, Figure 5.8 shows the cc and ncc
distributions at the residue level. It is seen that most residues have ncc values above 1 for the
chosen X-ray structure, while for the selected NMR structure, all of its residues have ncc values
larger than 1.
5.5 Discussions
From the comparisons between results from ANM and experimental data shown above, we
see that ANM is able to predict moderately well the relative fluctuation magnitudes of individual
residues and even their anisotropies. Its prediction of the directional aspect of the fluctuations
using the θ and φ measures, on the other hand, appears to deviate quite significantly from exper-
imental values. However, it is quite likely that many of these deviations result from the artifact
of the misalignment of the principal axes, as discussed in Section 5.4.2. Indeed, the results using
normalized correlation coefficient as the measure show that most of the predictions are correct (see
Section 5.4.3). In particular, the results from NMR dataset are consistently better than those from
X-ray data.
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Figure 5.7 The percentage of residues with ncc above 1 for all the proteins
in the (a) X-ray dataset and (b) NMR dataset.
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Figure 5.8 The cc/ncc values at the residue level: for the alpha carbons
of (a) X-ray structure of rubredoxin (PDB id: 1IRO) and (b)
NMR ensemble of poxvirus complement control protein (PDB
id: 1E5G).
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A natural question to ask is why this occurs, and then what can be done to improve the
model. First, experimental anisotropic B-factors, or anisotropic displacement parameters (ADPs),
are found by fitting X-ray diffraction data of protein crystals. These parameters thus may de-
scribe static disorder (atomic coordinate differences between unit cells), dynamic disorder (since
the diffraction data represent a time average of protein motion), rigid-body motion of the protein,
internal motion of the protein, and lastly, refinement errors and uncertainties. And it is not clear
how much the internal motion contributes to the total observed fluctuations. It has been proposed
that the external rigid-body motions of proteins may contribute up to 60% of the total fluctua-
tions [86,87]. If this is true, ANM, as a coarse-grained model that only considers the internal motion
of a protein, may have missed this important component in the comparison with experimental data.
On the other hand, the coarse-grained nature of the ANM itself may account for some of the
differences between experimental and theoretical results shown earlier. ANM normally simplifies
each residue by representing it with its alpha carbons. It ignores the other atoms on the backbone
and even the side chains, which likely strongly influences how atoms fluctuate locally. It also
normally does not take any bound ligands into account. ANM uses a uniform spring constant and
cutoff distance for every residue/atom. While in reality, the interaction strength may be residue
specific and distance/orientation dependent. Therefore, these details may contribute significantly
to the anisotropy of the atomic fluctuations. For example, ANM uses the same spring constant for
the backbone contacts as for the rest of the contacts. While this has been shown not to affect the
isotropic B-factors much, i.e., the fluctuation magnitude [10], one may wonder whether it might
have a more pronounced effect on the directional aspects of the fluctuations. Even though a protein
molecule in a crystal can be in close contact with other molecules in neighboring cells, ANM usually
treats a protein as an isolated molecule and ignores any effects of the crystal environment. It has
been shown [32, 52] that including some neighboring effects helps improve such models to some
extent.
It is notable that the prediction is better for the NMR data than for the X-ray data. One
possible explanation is that the NMR structures are determined in a solution environment that is
free from the crystal packing effects that X-ray structures have. Similar phenomena are observed
in our previous comparison of NMR and X-ray structures of HIV-1 protease [43] and also reported
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in Yang et al.’s work [30].
5.6 Conclusions
In this work, we have used ANM to compute the anisotropic temperature factors of a large set
of high resolution protein structures. The rich experimental anisotropic temperature factor data in
turn are used as validation data to closely test the ANM model. We employed five terms to compare
the experimental and theoretical anisotropic tensors: (1) isotropic B-factors, (2) first anisotropy
κ, (3) second anisotropy χ, and (4 and 5) directional preferences θ and φ. As a separate measure
of similarity, we also calculated the (normalized) correlation coefficients between the experimental
and calculated anisotropic tensors. Our results show that for the X-ray data: (i) the correlation
for isotropic B-factors predicted by ANM is about 0.51, (ii) the anisotropy predictions differ from
experimental values by about 30% to 40%, (iii) the directions of fluctuations are different by about
50 degrees on average, (iv) using normalized correlation coefficient as the measure, over 68% of the
residue anisotropic tensors are predicted well by the ANM. For the NMR data, the prediction results
are even better. These results further confirm the validity of ANM for predicting the anisotropic
temperature factors. On the other hand, there still exist some differences between the experimental
and predicted results, indicating improvements to the model are needed to resolve these differences
and to obtain a more accurate understanding of protein motions and dynamics.
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CHAPTER 6. HOW WELL CAN WE UNDERSTAND LARGE-SCALE
PROTEIN MOTIONS USING NORMAL MODES OF ELASTIC NETWORK
MODELS?
Reference:
L. Yang, G. Song and R. L. Jernigan. “How well can we understand large-scale protein motions
using normal modes from elastic network models?” (2007), Biophys. J., 93: 920-929.
6.1 Abstract
In this work, we apply a coarse-grained elastic network model (ENM) to study conformational
transitions. We address the following questions: how well can a conformational change be predicted
by the mode motions? Is there a way to improve the model to gain better results? To answer these
questions, we use a dataset of 170 pairs having “open” and “closed” structures from Gerstein’s
protein motion database. Our results show that the conformational transitions fall into three
categories: (i) the transitions of these proteins can be explained well by ENM, (ii) the transitions
were not explained well by ENM but the results are significantly improved after considering the
rigidity of some residue clusters and modeling it accordingly, and (iii) the intrinsic nature of these
transitions, specifically the low degree of collectivity, prevents their conformational changes from
being represented well with the low frequency modes of any elastic network models. Our results
thus indicate that the applicability of ENM for explaining conformational changes is not limited
by either the size of the studied protein or even the scale of the conformational change. Instead, it
depends strongly on how collective the transition is.
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6.2 Introduction
The widely used elastic network models (ENMs) are based on a harmonic potential so that
the mode motions they produce yield only the small local fluctuations of atoms. Therefore, they
are good for reproducing the temperature B-factors of proteins, usually representing small-scale
fluctuations, as first demonstrated by Bahar et al., and followed by others [10,51,52]. But, are they
suitable for understanding the larger-scale molecular motions?
In this chapter, we aim to address several questions. We want to know how large are the
conformational changes that can be predicted well with the mode motions? And for the proteins
exhibiting poor overlaps between conformational changes and mode motions, is there anything we
can do to improve the ENM to gain better results?
To answer these questions, we use a dataset of 170 pairs of “open” and “closed” structures
that were obtained from Gerstein’s protein motion database [13,14](http://www.molmovdb.org/).
These protein sizes range widely from tens of residues to near a thousand residues, and their
conformational displacements can be as high as 28 A˚. Our results show that the conformational
transitions of these 170 proteins fall into three categories: (i) the transitions can be explained
well by ENM, (ii) the transitions were not explained well by ENM but the results are significantly
improved after considering the rigidity of some residue clusters and modeling them accordingly,
and (iii) the intrinsic nature of these transitions, i.e., typically having a low degree of collectivity,
prevents their being interpreted with the low frequency modes of elastic network models. Our
results thus indicate that the applicability of ENM for explaining conformational changes is not
limited by either the size of the studied protein or even by the scale of the conformational change.
Instead, it depends strongly on how collective the transition is.
6.3 Methods
6.3.1 Protein Dataset
In this study, we use a protein dataset that is obtained from Gerstein’s Macromolecular Move-
ments Database [13, 14] (http://www.molmovdb.org/). There are about 200 pairs of structures
in Gerstein’s database, classified by the motion scales and types of pairwise structures. A few
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Table 6.1 Classification of protein motions in Gerstein’s Database of
Macromolecular Movements. The categories in motion scale
and motion type are the same as those used in the Gerstein’s
database.
Motion Scale Motion Type # of Pairs
I. Motions of fragments
smaller than domains
A. Motion is predominantly shear
B. Motion is predominantly hinge
C. Motion can not be fully classified at present
D. Motion is not hinge or shear
11
21
10
6
II. Domain motions A. Motion is predominantly shear
B. Motion is predominantly hinge
C. Motion can not be fully classified at present
D. Motion is not hinge or shear
E. Motion involves partial refolding of tertiary struc-
ture
27
59
10
2
6
III. Larger movements
than domain movements
involving the motion of
subunits
A. Motion involves an allosteric transition
B. Motion does not involves an allosteric transition
C. Complex Protein Motions
9
4
5
structures are excluded here since their PDB entries are not specified. The remained 170 pairs
of structures are used in our analyses (Table 6.1 lists the number of proteins in each motion cat-
egory). The number of pairs in each motion category ranges from 2 to 59. The 340 PDB files
are downloaded from Protein Data Bank (http://www.pdb.org/). For each pair of structures, the
residues not having corresponding partners in both structures are removed and the alpha carbon
coordinates are then extracted for further analysis.
6.3.2 Identifying Rigid Domains
Given two experimentally stable structures of a protein, our goal is to identify the relatively
most rigid portions between the two structures. A number of computational methods have been
developed for this purpose. In Ref. [88], a difference-distance matrix based method was proposed
to determine sets of residues such that the distance between any pair of residues within the set has
the same distance in the two structures. One drawback of difference-distance based approaches is
their low tolerance to the imprecision in the atomic coordinates. To overcome this, Wriggers and
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Schulten [89] developed a method that extracts the rigid domains by iteratively superposition of
the protein structures. The preserved geometry (which is used to identify domains) defined by such
a superposition process is generally insensitive to the local fluctuations of individual atoms. In
Ref. [31], Hinsen et al. proposed an approach using the so-called “deformation energy”. The idea is
that residues in the rigid regions are hardly deformed. In addition, deformation energy provides a
scale of how rigid a certain region of the protein is locally. Once all the rigid residues are identified,
they are then clustered to form domains. Here we present a simple method which utilizes RMSD
calculations. In this sense it relates most closely to the work by Wriggers and Schulten. The idea is
to separate the local fluctuations (intrinsic “noise” in the X-ray or NMR structures) from the global
transitions. Since the local fluctuations is on a scale below 1-2 A˚, we define a set of residues to be
rigid between the two structures if the RMSD between the two corresponding sets of coordinates is
below 2 A˚. However, there are a significant number of transitions among the 170 pairs of proteins
in our dataset whose scale (i.e., the RMSD between the “open” and “closed” forms of the protein)
is around 2 A˚ and or even smaller. For these protein pairs (specifically scale < 4 A˚), since using
a threshold of 2 A˚ would cause more or less the whole structure to be considered as rigid, we use
a smaller threshold that is dependent on the translation scale, which is 1 A˚ if 2 A˚ ≤ scale ≤ 4 A˚,
0.5 A˚ if 1 A˚ ≤ scale ≤ 2 A˚, and so on.
For convenience, we make the following definitions.
Definition 1. Given two structures of the same protein, a subset of its residues is considered
to form a rigid domain if the RMSD of that group between the two structures is smaller than a
predefined threshold. A rigid segment is defined as a rigid group made up of consecutive residues.
A smaller threshold is used in searching for rigid segments and is set to be 34 (a parameter) of the
threshold set for rigid domain.
The method has two major steps. In the first step, we calculate a set of rigid segments by
comparing the two structures. In the second step, we combine the rigid segments as much as
possible to form larger rigid groups. We merge two rigid groups together if and only if the combined
group is still rigid by the above definition. The iteration continues until no more new rigid groups
can be formed. The resulting rigid groups are then identified as the rigid domains. Note that there
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are usually residues that don’t belong to any of these rigid groups. They normally fall into the
“hinge” regions and are the ones connecting between the rigid groups. They are much more flexible
in nature compared to the residues in the rigid groups. For the remainder of the paper, we refer to
these as hinge residues.
Algorithm A
Input: two structures of a protein
Output: a set of non-overlapping rigid domains
Steps:
1. For any i (1 ≤ i ≤ N , where N is the number of residues), find the longest rigid segment
starting with residue i, i.e., find the largest j that RMSD(Xopen(i : j), Xclosed(i : j)) <
threshold. Save all these segments in a set by Q.
2. Create an empty set S.
3. Among all the segments in Q, find the longest one, remove it from Q and move it into set S.
Update the remaining segments in Q so that they don’t overlap with any segment in the set
S. This means that some segments in Q must be shortened or discarded.
4. Repeat step (3) until the set Q is empty. Return the set S.
5. Starting with the segments in the set S as separate rigid groups, iteratively merge them with
one another to form larger rigid groups until no new groups can be formed. (At each iteration,
a greedy algorithm is applied to select a pair of rigid groups to merge. The selected pair is
the one that, once merged, has the smallest RMSD change between the “open” and “closed”
structures than any other choice of pairs would yield. The iteration stops when the smallest
RMSD found is larger than the preset threshold.)
6. Lastly, “absorb” as many free residues (those not in any rigid group) as possible into the
rigid groups. A similar greedy algorithm to that in the previous step is used to select the
best rigid group-free residue pair to merge. Again the iteration stops when the selected rigid
group would result in a RMSD larger than the preset threshold if absorbing the selected free
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residue. The resulting rigid groups are returned as rigid domains and the free residues as
hinge residues.
The rigid groups defined by this algorithm are then considered as the rigid domains of the
proteins. With such modeling, the degree of freedom (DOF), or simply δ, of a protein is reduced
approximately from δoriginal = 3N to δreduced = 6 ∗ ndomain + 3 ∗ nhinge, where N is the protein
size - the number of residues, ndomain is the number of rigid domains, and nhinge is the number of
hinge residues. Compared with δoriginal, δreduced serves as a metric indicating how collective the
transition between the “open” and “closed” form is, i.e., the smaller δreduced, the more collective
the transition is. Indeed, δreduced/6 gives an estimate of how many rigid domains there are. In the
extreme case when there is just one single rigid domain, the motion of the protein will be fully
collective.
We thus define collectivity as:
Definition 2. The collectivity, χ, of a protein transition is defined as the inverse of δreduced/6, the
estimated number of its rigid domains. In short, χ = 6/δreduced.
The collectivity thus defined is unitless and falls into the range of (0,1], where χ = 1 means
complete collectivity, while a smaller χ means the transition is less collective.
We also would like to define a variable to measure on average how many residues move together,
or how large the average domain size is. We thus define concertedness as the collectivity scaled by
the proteins size.
Definition 3. The concertedness of a motion, κ, is defined as the collectivity χ times the size of
the protein, i.e., κ = N ∗ χ.
Realize that κ = N ∗ χ = N ∗ 6/δreduced = 2 ∗ δoriginal/δreduced. Therefore, the concertedness κ
also measures the extent of reduction in the degrees of freedom.
In the following section, we describe how to build a special kind of ENM, namely Domain-ENM,
once we know where the rigid domains and hinge residues are located.
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6.3.3 Constructing the Elastic Network with Rigid Domains – Domain-ENM
In Ref. [90], we presented a new way for constructing elastic network for domain-swapped
proteins which is called Domain-ENM. In Domain-ENM, we assign a larger spring constant for
intra-domain contacts. This conveniently and effectively encodes domain rigidity with a single
parameter. It also enables rigid body domain motions to be separated from the low amplitude
fluctuations of each rigid domain, thereby making the dominant rigid body domain motions more
easily captured than with uniform ENMs.
Another way to incorporate the rigidity is to use the block normal mode analysis (BNMA) or
the rotation-translation block (RTB) method [77, 91]. These methods normally work by modeling
a small number of consecutive residues (e.g., 6 residues) as a rigid block. To adapt such methods to
our case where the residues within a rigid cluster are not necessarily consecutive in sequence, one
may artificially reorder the residues to treat them as if they were consecutive. After the vibration
modes or the fluctuation patterns of each residue are obtain, one can reconstruct the modes so that
they reflect the original residue sequence order.
6.3.4 The Improved Overlap Measure
The commonly used definition of “overlap” [25, 92] is a measure of the similarity between the
direction of global conformational displacement and the direction given by one normal mode, that
is,
Ooriginalj =
|Mj ·∆X|
‖Mj‖ · ‖∆X‖
, (6.1)
where Mj is the j
th eigenvector and ∆X is the displacement between the “open” and “closed”
forms after the two structures are superimposed.
However, the global conformational displacement is a finite motion, whereas the mode motions
are infinitesimal motions. The two are not directly comparable, especially when large-scale rotations
are involved. In such a case, the initial motion direction, which is comparable with the mode
motions, may little resemble what is depicted in the global conformational displacement (illustrated
in Figure 6.1) [90].
In light of this, in Ref. [90] we proposed a new measure for calculating overlaps for domain-
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B
A
∆ ∆X X0
Figure 6.1 A simple illustration of the pathway difference for a global con-
formational change ∆X and the initial moving direction ∆X0
when translation is utilized to represent a rotation, as a rigid
stick rotates counterclockwise 90o from position A to B.
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swapped proteins. This improved overlap definition was originally designed for domain-swapped
proteins with two distinct domains, but it can easily be extended to systems consisting of multiple
rigid domains. For such a system, the global conformational change for each domain can always be
expressed as
∆X(i) = R(ki, θi) ·Xi +Ti −Xi 1 ≤ i ≤ Nr, (6.2)
where Ti, R(ki, θi) are the translation and rotation for the i
th domain, ki and θi are the rotational
axis and rotational angle, Xi contains the coordinates of the residues in the i
th domain relative to
its center of mass, and Nr is the number of rigid domains. In order to make a fair comparison with
the infinitesimal motions of the modes, we use an infinitesimal motion extracted from the global
conformational changes in Eq. 6.2. In other words, we use
∆X
(i)
0 = R(ki, θi/M) ·Xi +Ti/M −Xi, 1 ≤ i ≤ Nr, (6.3)
as the infinitesimal version of the global conformational displacement, where M is a large positive
number corresponding to the step size (e.g., M = 100). For any residue m that is not in any
domain, we use plain linear interpolation. Now we form a new directional vector V to obtain an
approximate overlap measure. For each residue, the motion direction is:
V (m) =


∆X
(i)
0 if residue m is in domain i
(Xclosed(m)−Xopen(m))/M otherwise,
(6.4)
and hence the overlap is:
Oimprovedj =
|V ·Mj|
‖V‖ · ‖Mj‖
. (6.5)
Oimprovedj measures how well the two directions, the initial moving direction∆X0 and the direction
of the jth mode Mj, line up, by calculating the cosine of the angle between them. A perfect
agreement in directions corresponds to an overlap value of 1.
Based on the above overlap definition, we define the maximum overlap between a conformational
displacement with any mode as:
Omax = max(Oj). (6.6)
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We also define the cumulative square overlap (CSO) of the first k vibrational modes as:
CSO(k) =
k∑
j=1
O2j . (6.7)
While maximum overlap indicates how the best mode overlaps with the conformational displace-
ment, it is often helpful to use CSO of the first k modes to measure how well the first k modes
together can capture the whole transition.
6.4 Results and Discussion
6.4.1 Initial Analysis of the Protein Dataset
The histogram of protein sizes is shown in Figure 6.2(a). From the figure we can see that the sizes
of the 170 pairs of proteins fall over a wide range, from tens of residues to near a thousand residues.
Out of the total of 340 protein structures in our dataset, 34 are NMR structures. The resolutions
for the remaining 306 X-ray structures are shown in Figure 6.2(b) giving a mean of 2.28 A˚ and a
standard deviation of 0.48 A˚. The histogram of pairwise RMSDs is shown in Figure 6.2(c). It can
be seen that more than 50% of pairs of structures have a RMSD value within 4 A˚.
6.4.2 The 170 Transitions Analyzed
Before we apply any mode analysis method to interpret the transitions, it is important for us
to analyze these transitions first in order to gain a better understanding of the characteristics of
these transitions, especially the collectivity (Definition 2). This is because for all mode analysis
methods, from fine-grained all-atom models to coarse-grained models that, for example, represent
each residue with its alpha carbon only (as is usually with ENM), they all aim to describe the
motions using a small number of collective variables, i.e., the low frequency modes. In order for
a motion to be well described with a small number of collective variables, it is necessary that the
motion is intrinsically highly collective.
While neither the displacement between the “open” and “closed” forms nor the motion direction
as defined in Eq. 6.4 directly tells us how collective a transition is, the collectivity we have defined
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Figure 6.2 Characterization of the protein dataset: distributions of pro-
tein sizes, resolutions and pairwise RMSDs. (a) Histogram of
protein sizes. (b) Histogram of protein resolutions for X-ray
structures. (c) Histogram of pairwise RMSDs.
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Figure 6.3 Histogram of the reduced degrees of freedom δreduced. There are
some proteins that possess high degrees of freedom, and thus
low collectivity, although most have fewer than 100 degrees of
freedom.
in the Methods section (see Definition 2) does. It gives us a simple measure of how likely residues
are to move together, or separately. This intrinsic property of the transition thus poses an inherent
limit on how well any NMA-like method, even before it is applied, can interpret the transition. For
transitions with low collectivity, mode analysis methods have little chance to perform well. While
for those transitions that do display large collectivity, there is clearly the possibility that a properly
chosen mode analysis method could provide an excellent representation of how the transition may
take place. How to choose a proper model in such a case will be addressed later.
For many proteins, the intrinsic nature of their transitions are not collective. This is demon-
strated in Figure 6.3 which shows the reduced degree of freedom δreduced of the proteins. As we
can see, some significant number of proteins still possess high degrees of freedom, indicting that
the level of collectivity for their transitions should be quite low.
Besides the collectivity of a transition, we are also interested in knowing the average number
of residues that move together collectively, i.e., the concertedness as in Definition 3. Figure 6.4
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Figure 6.4 Concertedness of conformational transitions for 170 pairs of pro-
teins. For category II.B (see Table 6.1) domain hinge motions
(with proteins indexed from 76 to 134, see the black bar at the
top of the figure), there typically exists a higher concertedness
than for the other motion classes.
shows the dimensionality reduction, or concertedness of all 170 transitions after rigid domains are
identified and modeled accordingly. We can see from the figure that there is a large dimensionality
reduction (concertedness) especially for domain hinge motions.
With the inherent limit to mode representations in mind, we are now ready to explore how we
may best explain the transitions.
6.4.3 How Large a Conformational Change Can Be Predicted by Mode Motions?
In Ref. [25], Tama and Sanejouand looked at the “open” and “closed” structures of 20 proteins
and studied the overlap of the mode most involved in the conformational changes. Krebs et al. [93]
performed NMA on the Macromolecular Movements Database [13,14], and found that most of 3,814
known protein motions can be described well by a small number of low-frequency normal modes.
These works resonate with the previous works by Harrison [94], Brooks and Karplus [6], Gibrat and
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Go [95], and Marques and Sanejouand [92] with the findings that a low frequency mode motion, not
necessarily the very lowest one, compares well with the conformational changes that these proteins
make upon ligand binding.
One question naturally arises is, how large a conformational change can the mode motion predict
well? Is there a limit? Since the modes are based on the local equilibrium vibrations of a structure,
it is reasonable to expect that the motions predicted by modes are only locally meaningful. And
one may reasonably doubt any attempt to use mode motions to analyze large-scale conformational
transitions, say over 10 A˚, or even 5 A˚.
Using the dataset of 170 pairs of “open” and “closed” structures that we created based on
Gerstein’s Database [13, 14], with the scale of conformational changes ranging from less than 1 A˚
to 28 A˚ (see Figure 6.2(c)), we are ready to look into this question. Based on a previous study
by Tama and Sanejouand [25], the normal modes calculated from the “open” form generally have
better overlap with the conformational change than those obtained from the “closed” form. In this
paper, we only show results for the normal modes obtained from the “open” form. We also did
the same analysis using the normal modes calculated from the “closed” form and the results are
quite similar to those obtained from the “open” form (see supplemental materials). Figure 6.5(a)
shows the distribution of the best overlaps versus the scale of conformational changes (i.e., RMSD
between the “open” and “close” structures). From the figure we can see that the overlap is quite
significant even for a number of proteins having large conformational displacements. Figure 6.5(b)
displays the histogram of the best overlaps found for each protein. One can see that there are a
significant number of proteins with overlaps larger than 0.7, though more proteins have overlaps
less than 0.5.
Though one may expect that as the scale of conformational displacement increases, the quality
of the match (in terms of overlap values) would decrease, this is not completely evident from
Figure 6.5(a). Even though the overlap value for the last few proteins (with largest conformational
change) is relative small, there are too few of them to draw such a strong conclusion. Instead, the
data suggest that, up to about 15 A˚, the mode motions can perform fairly well in interpreting the
conformational transitions.
However, for many other proteins, we do see that the overlap between conformational changes
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Figure 6.5 Maximum overlaps using ENM. (a) Maximum overlap as a func-
tion of the transition scale, the RMSD between the “open” and
“closed” structures. (b) Histogram of maximum overlaps.
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Table 6.2 Analyses of the conformational transitions by the motion types.
The numbers shown are the mean values over all the structure
pairs in each motion type.
Motion Type I. Fragments II.A Shear II.B Hinge II. Other III.
Number of Pairs (170 total) 48 27 59 18 18
Concertedness (κ) 23.9 37.4 99.7 51.8 46.0
Reduced DOF δreduced (6/χ) 81 107 68 79 113
Original Maximum Overlap 0.37 0.50 0.59 0.38 0.43
Improved Maximum Overlap 0.50 0.58 0.67 0.46 0.50
Original CSO(20) 0.35 0.53 0.67 0.42 0.46
Improved CSO(20) 0.56 0.70 0.79 0.61 0.60
and mode motions is rather small (say, less than 0.5). We are prompted to ask whether such
poor overlaps are due to any inappropriateness in how the proteins are modeled or something
more intrinsic, such as the inherent collectivity of the transition as discussed earlier. The answer
to this question will help us determine the applicability and limits of ENMs in understanding
conformational transitions. In the following sections, we will show how an enhanced ENM can
significantly improve the overlap values for some proteins, while for some others, the intrinsic
nature of their conformational transitions prevent their displacements from being explained by low
frequency, collective mode motions.
6.4.4 Dimensionality Reduction: Proteins Move as Rigid Domains
In our previous study of domain-swapped proteins [90], one key conclusion we arrived at is that
in order to better understand the large scale domain swapping motions, it is helpful to take domain
rigidity into account and to apply the more appropriate overlap calculation that was first proposed
in [90] and extended here to systems having multiple rigid domains. With this in mind, we use
Algorithm A (see Methods section) to identify rigid domains and then apply domain-ENM (see
Methods section) to study all the transitions. Table 6.2 lists the average dimensionality reduction
(or concertedness) for the different motion types. One notable point is that for hinge domain
motions (category II.B), the concertedness is apparently higher than for other groups.
Consequently, we see significant improvements in the overlap values for a large percentage of
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protein pairs, and this is true even for those structure pairs having very large conformational
displacements. Table 6.2 shows that there is a significant increase in maximum overlap and CSO
for all motion types, all with a similar extent of improvement. The apparent reason why results for
domain hinge motions (category II.B) do not have a more significant improvement than the other
types of motions, despite their larger dimensionality deduction, is that some of the concertedness
of these transitions have already been utilized by the uniform ENM. This is confirmed by their
apparent larger overlap values even before domain rigidity is taken into account.
Figures 6.6(a) and (b) compare the scatter plots of the maximum overlaps and CSOs from
uniform ENM (without domain rigidity) and domain-ENM (with domain rigidity) calculations.
From the figures we can see that for most protein pairs, domain-ENM is able to improve overlap
(maximum overlap and CSO) by a significant amount. Figure 6.7 gives a few examples of proteins
with their CSO distributions. It is seen clearly that both rigid domain modeling and the improved
definition need to be applied to achieve a truly significant improvement.
Why certain residues form a rigid group and how rigid the group is are not easy to discern.
Our analysis of domain-swapped proteins [90] may imply that the rigidity comes from strong hy-
drophobic interactions and hydrogen bonding, which is the basis of the FIRST rigidity analysis
method [96]. As explained in the Methods section, here we determine the rigid groups within a
protein by directly comparing its “open” and “closed” structures. For simplicity and consistency
with the coarse-grained ENM, we assign a uniform, but larger, spring constant for the contacts
within all rigid domains without considering their specific, detailed interactions [90].
6.4.5 Where ENM Fails: the Limitation of Using Mode Motions to Study Confor-
mational Transitions
Despite the improvement in overlap values that comes from domain-ENM, there remain a sig-
nificant number of proteins whose overlap values remain small. This is reflected in the points at
the lower left corner of Figures 6.6(a) and (b). For these protein pairs and their transitions, neither
uniform ENM nor domain-ENM is able to produce modes that have large overlaps with their con-
formational displacements. Is there an intrinsic reason for this? From our earlier analysis, we can
more or less guess the answer – that the low frequency modes from ENMs is good at describing only
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Figure 6.6 Comparison of the new model (domain-ENM) with the old (uni-
form ENM). (a) Scatter plot of the maximum overlaps. (b)
Scatter plot of the CSO(20)s. The lines, along the direction of
the arrow, indicate where the increasing scales of improvement
are.
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the collective motion of a system, but not localized, uncorrelated motions. Therefore, those points
with small overlap values probably correspond to proteins exhibiting non-collective transitions.
This intuition is confirmed in Figure 6.8, which shows the correlations between the overlaps
(maximum overlap and CSO) and the inverse of collectivity (δreduced) for both uniform ENM and
domain-ENM (which uses the improved overlap definition), as well as the correlations between the
overlaps and the protein size. In contrast to the fact that there is little correlation (about 0.1)
between the overlap and the protein size (Figure 6.8(c)), there is a strong correlation between the
overlap and the inverse of collectivity for both uniform ENM and domain-ENM (Figure 6.8(a) and
(b)).
For ENM, the correlation values are about 0.5 (0.49 between the maximum overlap and δreduced
and 0.55 between CSO(20) and δreduced). It is remarkable that ENM, with a uniform spring con-
stant, is able to capture the potential collective behavior of a protein rather accurately from a single
structure (see Figure 6.8(a)). This suggests it might be possible to use ENM to identify protein
domains [97].
Domain-ENM is a better model than ENM when the rigidity of domains can be determined
and explicitly taken into account in the model (as is the case here) and is more suited for studying
the collective motions of a protein. Indeed, we see much better correlations between the overlaps
and the inverse of collectivity (0.65 between the maximum overlap and δreduced and 0.70 between
CSO(20) and δreduced) in Figure 6.8(b). This strong correlation between the overlap and the inverse
of the collectivity demonstrates that it is the inherent collectivity of a transition that limits the
effectiveness of using normal modes to interpret protein conformational transitions – it is not the
size of the protein, nor the scale of the conformational transition, for both of which we see low
correlations (see Figures 6.8(c) and 6.5(a)). Note that a similar conclusion could be drawn from the
results of ENM (especially Figure 6.8(a)). However, for ENM it would be less conclusive because
the correlation between the overlap and the collectivity is obscured to some extent due to the
inaccurateness of the modeling, especially since the stronger interactions within a domain are not
explicitly treated.
It is useful to predict the collectivity of a protein from a single structure (here it is done by
comparing two structures). Then for the proteins with high collectivity, we might be able to use
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Figure 6.8 Relationship between the overlap and δreduced. The overlap
(maximum overlap or CSO(20)) and δreduced (the inverse of
collectivity) are compared by using the original overlap defi-
nition and ENM (a), the improved overlap definition and do-
main-ENM (b), and their dependence on protein size N (c).
There is a strong correlation between overlap and collectivity
(0.49 and 0.55 in (a) and 0.65 and 0.70 in (b), from left to right),
while there is almost no correlation between the overlap and the
protein size (0.11 and 0.16 in (c), from left to right).
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ENM (or domain-ENM) to predict reliably their conformational transitions.
6.5 Conclusions
In this paper we carry out a study on a large protein dataset (170 pairs of “open” and “closed”
protein structures) to investigate how well conformational changes can be explained with normal
mode motions. Our results show that the 170 pairs of structures and their conformational tran-
sitions fall into three categories: (i) the transitions of these proteins can be explained well by the
uniform ENM, (ii) the transitions are not explained well by the uniform ENM but the results are
significantly improved after considering the rigidity of domains and modeling it accordingly, and
(iii) the intrinsic nature of these transitions, i.e., low degree of collectivity, prevents them from
being explained with the low frequency modes of either ENM.
Our results indicate that the applicability of ENM for explaining conformational changes is
not limited by either the size of the protein studied or even by the scale of the conformational
change. Therefore, the answer to the question posed in the title of this article - how well can
we understand large-scale molecular motions using normal modes, really depends strongly on how
collective the motion is. As shown in this article, the collectivity of a transition can be estimated
by comparing the “open” and “closed” forms of the studied protein. The collective nature of ENM
low frequency modes makes it unsuitable for explaining non-collective transitions. Perhaps an
investigation of packing densities and atomic interactions can be used to predict the collectivity of
a structure [98, 99].
For this reason, ENMs show extremely promising results in understanding large-scale, collective
motion, such as that of the ribosome [73]. Yet on the other hand, it is not an appropriate method
in simulating protein folding, since that process is not always collective [100,101].
94
ACKNOWLEDGEMENTS
I would like to take this opportunity to express my thanks to those who helped me with my
research. First and foremost, I would like to thank my advisor, Dr. Robert L. Jernigan for his
guidance, discussion and support throughout this work. Without his encouragement, help and
continuous support, it would have been impossible to finish this work. Special thanks are also
expressed to my co-worker, Dr. Guang Song, for his important guidance and suggestions throughout
the course of this research. I would also like to thank my co-major professor Dr. Zhijun Wu and
other committee members Dr. Drena Dobbs, Dr. Karin Dorman and Dr. Vasant Honavar for their
valuable advice and comments to this work. I would additionally like to thank Dr. Xuefeng Zhao
for computer technical support, Dr. Andrzej Kloczkowski for valuable discussion and suggestions,
and Ms. Mary Jane McCunn for administrative support. Finally, I would like to thank all the
other people in the Jernigan group.
95
BIBLIOGRAPHY
[1] H. M. Berman, J. Westbrook, Z. Feng, G. Gilliland, T. N. Bhatand, H. Weissig, I. N.
Shindyalov, and P. E. Bourne. The protein data bank. Nucleic Acids Res., 28:235–242,
2000.
[2] K. Wuthrich. Protein structure determination in solution by nuclear magnetic resonance
spectroscopy. Science, 243:45–50, 1989.
[3] A. Rahman. Correlations in the motion of atoms in liquid argon. Phys. Rev. A, 136:405–411,
1964.
[4] F. H. Stillinger and A. Rahman. Improved simulation of liquid water by molecular dynamics.
J. Chem. Phys., 60:1545–1557, 1974.
[5] J. A. McCammon, B. R. Gelin, and M. Karplus. Dynamics of folded proteins. Nature,
267:585–590, 1977.
[6] B. Brooks and M. Karplus. Normal modes for specific motions of macromolecules: application
to the hinge-bending mode of lysozyme. Proc. Natl. Acad. Sci. USA, 82:4995–4999, 1985.
[7] C. L. Brooks, M. Karplus, and B. M. Pettitt. Proteins: a theoretical perspective of dynamics,
structure, and thermodynamics. Adv. Chem. Phys, 71:1–249, 1988.
[8] D. A. Case. Normal mode analysis of protein dynamics. Curr. Opin. Struct. Biol., 4:285–290,
1994.
[9] M. M. Tirion. Large amplitude elastic motions in proteins from a single-parameter, atomic
analysis. Phys. Rev. Lett., 77:1905–1908, 1996.
96
[10] I. Bahar, A. R. Atilgan, and B. Erman. Direct evaluation of thermal fluctuations in proteins
using a single-parameter harmonic potential. Fold Des., 2:173–181, 1997.
[11] T. Haliloglu, I. Bahar, and B. Erman. Gaussian dynamics of folded proteins. Phys. Rev.
Lett., 79:3090–3093, 1997.
[12] A. R. Atilgan, S. R. Durell, R. L. Jernigan, M. C. Demirel, O. Keskin, and I. Bahar.
Anisotropy of fluctuation dynamics of proteins with an elastic network model. Biophys.
J., 80:505–515, 2001.
[13] M. Gerstein and W. Krebs. A database of macromolecular motions. Nucleic Acids Res.,
26:4280–4290, 1998.
[14] S. Flores, N. Echols, D. Milburn, B. Hespenheide, K. Keating, J. Lu, S. Wells, E. Z. Yu,
M. Thorpe, and M. Gerstein. The database of macromolecular motions: new features added
at the decade mark. Nucleic Acids Res., 34:D296–301, 2006.
[15] E. Jenwitheesuk and R. Samudrala. Improved prediction of HIV-1 protease-inhibitor binding
energies by moleculardynamics simulations. BMC Structural Biology, 3:2, 2003.
[16] M. L. Teodoro, G. N. Phillips Jr., and L. E. Kavraki. A dimensionality reduction approach
to modeling protein flexibility. Int. Conf. Comput. Mole. Biol. (RECOMB), pages 299–308,
2002.
[17] M. L. Teodoro, G. N. Phillips Jr., and L. E. Kavraki. Understanding protein flexibility
through dimensionality reduction. J. Comput. Biol., 10:617–634, 2003.
[18] V. Zoete, O. Michielin, and M. Karplus. Relation between sequence and structure of HIV-1
protease inhibitor complexes: a model system for the analysis of protein flexibility. J. Mol.
Biol., 315:21–52, 2002.
[19] N. Kurt, W. R. Scott, C. A. Schiffer, and T. Haliloglu. Cooperative fluctuations of unliganded
and substrate-bound HIV-1 protease: a structure-based analysis on a variety of conformations
from crystallography and molecular dynamics simulations. Proteins, 51:409–422, 2003.
97
[20] S.-C. Chen and I. Bahar. Mining frequent patterns in protein structures: a study of protease
families. Bioinformatics 20,., 20, Suppl. 1:i77–i85, 2004.
[21] L. Kale´, R. Skeel, M. Bhandarkar, R. Brunner, A. Gursoy, N. Krawetz, J. Phillips, A. Shi-
nozaki, K. Varadarajan, and K. Schulten. NAMD2: greater scalability for parallel molecular
dynamics. J. Comput. Phys., 151:283–312, 1999.
[22] A. D. MacKerell, D. Bashford Jr., M. Bellott, R. L. Dunbrack, J. D. Evanseck Jr., M. J. Field,
S. Fischer, J. Gao, H. Guoand S. Ha, D. Joseph-McCarthy, L. Kuchnir, K. Kuczera, F. T. K.
Lau, C. Mattos, S. Michnick, T. Ngo, D. T. Nguyen, B. Prodhom, W. E. Reiher, B. Roux
III, M. Schlenkrich, J. C. Smith, R. Stote, J. Straub, M. Watanabe, J. Wio´rkiewicz-Kuczera,
D. Yin, and M. Karplus. All-atom empirical potential for molecular modeling and dynamics
studiesof proteins. J. Phys. Chem. B, 102:3586–3616, 1998.
[23] T. A. Darden, D. M. York, and L. G. Pedersen. Particle mesh ewald: An N·log(N) method
for Ewald sums in large systems. J. Chem. Phys., 98:10089–10092, 1993.
[24] T. E. Cheatham III, J. L. Miller, T. Fox, T. A. Darden, and P. A. Kollman. Molecular
dynamics simulations on solvated biomolecular systems: the particlemesh Ewald method
leads to stable trajectories of DNA, RNA, and proteins. J. Amer. Chem. Soc., 117:4193–
4194, 1995.
[25] F. Tama and Y. H. Sanejouand. Conformational change of proteins arising from normal mode
calculations. Protein Eng., 14:1–6, 2001.
[26] A. Amadei, M. A. Ceruso, and A. Di Nola. On the convergence of the conformational coor-
dinates basis set obtained by the essential dynamics analysis of proteins’ molecular dynamics
simulations. Proteins, 36:419–424, 1999.
[27] A. Leo-Macias, P. Lopez-Romero, D. Lupyan, D. Zerbino, and A. R. Ortiz. An analysis of
core deformations in protein superfamilies. Biophys. J., 88:1291–1299, 2005.
98
[28] A. P. Singh, J. C. Latombe, and D. L. Brutlag. A motion planning approach to flexible ligand
binding. In The 7th Int. Conf. on Intelligent Systems for Molecular Biology (ISMB), pages
252–261, 1999.
[29] O. B. Bayazit, G. Song, and N. M. Amato. Enhancing randomized motion planners: exploring
with haptic hints. In Proc. IEEE Int. Conf. Robot. Autom. (ICRA), pages 529–536, 2000.
[30] L.-W. Yang, E. Eyal, C. Chennubhotla, J. Jee, A. M. Gronenborn, and I. Bahar. Insights
into equilibrium dynamics of proteins from comparison of NMR and X-ray data with compu-
tational predictions. Structure, 15:741–749, 2007.
[31] K. Hinsen, A. Thomas, and M. J. Field. Analysis of domain motions in large proteins.
Proteins, 34:369–382, 1999.
[32] G. Song and R. L. Jernigan. vGNM: a better model for understanding the dynamics of
proteins in crystals. J. Mol. Biol., 369:880–893, 2007.
[33] P. Doruker and R. L. Jernigan. Functional motions can be extracted from on-lattice con-
struction of protein structures. Proteins, 53:174–181, 2003.
[34] M. Lu and J. Ma. The role of shape in determining molecular motions. Biophys. J., 89:2395–
2401, 2005.
[35] D. Ming, Y. Kong, M. A. Lambert, Z. Huang, and J. Ma. How to describe protein motion
without amino acid sequence and atomic coordinates. Proc. Natl. Acad. Sci. USA, 99:8620–
8625, 2002.
[36] Y. W. Chen and G. M. Clore. A systematic case study on using nmr models for molecular
replacement: p53 tetramerization domain revisited. Acta Cryst., D56:1535–1540, 2000.
[37] M. J. Sutcliffe. Representing an ensemble of NMR-derived protein structures by a single
structure. Protein Sci., 2:936–944, 1993.
[38] K. Pearson. On lines and planes of closest fit to systems of points in space. The London,
Edinburgh and Dublin Philosophical Magazine and Journal of Science, 2:572, 1901.
99
[39] H. Hotelling. Analysis of a complex of statistical variables into principal components. J.
Educational Psychol., 24:441, 1933.
[40] B. Manly. Multivariate statistics - a primer. Chapman & Hall, 1986.
[41] M. Wilmanns and M. Nilges. Molecular replacement with NMR models using distance-derived
pseudo B factors. Acta Crystallogr D, 52:973–982, 1996.
[42] E. Eyal, L. Yang, and I. Bahar. Anisotropic network model: systematic evaluation and a new
web interface. Bioinformatics, 22:2619–2627, 2006.
[43] L. Yang, G. Song, A. Carriquiry, and R. L. Jernigan. Close correspondence between the
motions from principal component analysis of multiple HIV-1 protease structures and elastic
network modes. Structure, 16:321–330, 2008.
[44] P. A. Karplus and G. E. Schulz. Prediction of chain flexibility in proteins - a tool for the
selection of peptide antigens. Naturwissenschaften, 72:212–213, 1985.
[45] M. Vihinen, E. Torkkila, and P. Riikonen. Accuracy of protein flexibility predictions. Proteins,
19:141–149, 1994.
[46] D. K. Smith, P. Radivojac, Z. Obradovic, A. K. Dunker, and G. Zhu. Improved amino acid
flexibility parameters. Protein Sci., 12:1060–1072, 2003.
[47] P. Radivojac, Z. Obradovic, D. K. Smith, G. Zhu, S. Vucetic, C. J. Brown, J. D. Lawson,
and A. K. Dunker. Protein flexibility and intrinsic disorder. Protein Sci., 13:71–80, 2004.
[48] Z. Yuan, T. L. Bailey, and R. D. Teasdale. Prediction of protein B-factor profiles. Proteins,
58:905–912, 2005.
[49] A. Schlessinger and B. Rost. Protein flexibility and rigidity predicted from sequence. Proteins,
61:115–126, 2005.
[50] P. Chen, B. Wang, H.-S. Wong, and D.-S. Huang. Prediction of protein B-factors using
multi-class bounded svm. Protein Pept. Lett., 14:185–190, 2007.
100
[51] T. Haliloglu and I. Bahar. Structure-based analysis of protein dynamics: comparison of
theoretical results for hen lysozyme with X-ray diffraction and NMR relaxation data. Proteins,
37:654–667, 1999.
[52] S. Kundu, J. S. Melton, D. C. Sorensen, and G. N. Phillips Jr. Dynamics of proteins in
crystals: comparison of experiment with simple models. Biophys. J., 83:723–732, 2002.
[53] L.-W. Yang, A. J. Rader, X. Liu, C. J. Jursa, S. C. Chen, H. A. Karimi, and I. Bahar. oGNM:
online computation of structural dynamics using the gaussian network model. Nucleic Acids
Res., 34:W24–W31, 2006.
[54] T. Z. Sen, Y. Feng, J. V. Garcia, A. Kloczkowski, and R. L. Jernigan. The extent of coop-
erativity of protein motions observed with elastic network models is similar for atomic and
coarser-grained models. J. Chem. Theo. Comp., 2:696–704, 2006.
[55] D. M. York, A. Wlodawer, L. G. Pedersen, and T. A. Darden. Atomic-level accuracy in
simulations of large protein crystals. Proc. Natl. Acad. Sci. USA, 91:8715–8718, 1994.
[56] P. H. Hu¨nenberger, A. E. Mark, and W. F. van Gunsteren. Fluctuation and cross-correlation
analysis of protein motions observed in nanosecond molecular dynamics simulations. J. Mol.
Biol., 252, 1995.
[57] P. Eastman, M. Pellegrini, and S. Doniach. Protein flexibility in solution and in crystals
protein flexibility in solution and in crystals. J. Chem. Phys., 110:10141–10152, 1999.
[58] K. Hinsen. Analysis of domain motions by approximate normal mode calculations. Proteins,
33:417–429, 1998.
[59] B. Erman. The gaussian network model: precise prediction of residue fluctuations and appli-
cation to binding problems. Biophys. J., 91:3589–3599, 2006.
[60] K. Hinsen. Structural flexibility in proteins: impact of the crystal environment. Bioinfor-
matics, 24:521–528, 2008.
101
[61] K. Hinsen and G. R. Kneller. Solvent effects in the slow dynamics of proteins. Proteins,
70:1235–1242, 2008.
[62] B. Halle. Flexibility and packing in proteins. Proc. Natl. Acad. Sci. USA, 99:1274–1279,
2002.
[63] M. S. Weiss. On the interrelationship between atomic displacement parameters (ADPs) and
coordinates in protein structures. Acta Cryst., D63:1235–1242, 2007.
[64] C.-P. Lin, S.-W. Huang, Y.-L. Lai, S.-C. Yen, C.-H. Shih, C.-H. Lu, C.-C. Huang, and J.-
K. Hwang. Deriving protein dynamical properties from weighted protein contact number.
Proteins, page DOI: 10.1002/prot.21983, 2008.
[65] C.-H. Shih, S.-W. Huang, S.-C. Yen, Y.-L. Lai, S.-H. Yu, and J.-K. Hwang. A simple way to
compute protein dynamics without a mechanical model. Proteins, 68:34–38, 2007.
[66] C.-H. Lu, S.-W. Huang, Y.-L. Lai, C.-P. Lin, C.-H. Shih, C.-C. Huang, W.-L. Hsu, and J.-K.
Hwang. On the relationship between the protein structure and protein dynamics. Proteins,
page DOI: 10.1002/prot.21954, 2008.
[67] M. J. E. Sternberg, D. E. P. Grace, and D. C. Phillips. Dynamic information from protein
crystallography: an analysis of temperature factors from refinement of the hen egg-white
lysozyme structure. J. Mol. Biol., 130:231–253, 1979.
[68] P. J. Artymiuk, C. C. F. Blake, D. E. P. Grace, S. J. Oatley, D. C. Phillips, and M. J. E.
Stemberg. Crystallographic studies of the dynamic properties of lysozyme. Nature, 280,:563–
568, 1979.
[69] P. J. Flory. Statistical mechanics of chain molecules. Interscience, New York, 1969.
[70] T. Noguchi and Y. Akiyama. PDB-REPRDB: a database of representative protein chains
from the Protein Data Bank (PDB) in 2003. Nucleic Acids Res., 31:492–493, 2003.
[71] D. Frenkel and B. Smit. Understanding molecular simulation. Academic Press, 2001.
102
[72] J. A. McCammon and S. C. Harvey. Dynamics of proteins and nucleic acids. Cambridge
University Press, 1987.
[73] Y. Wang, A. J. Rader, I. Bahar, and R. L. Jernigan. Global ribosome motions revealed with
elastic network model. J. Struct. Biol., 147:302–314, 2004.
[74] O. Keskin, I. Bahar, D. Flatow, D. G. Covell, and R. L. Jernigan. Molecular mechanisms of
chaperonin GroEL-GroES function. Biochemistry, 41:491–501, 2002.
[75] C. Xu, D. Tobi, and I. Bahar. Allosteric changes in protein structure computed by a simple
mechanical model: hemoglobin T↔R2 transition. J. Mol. Biol., 333:153–168, 2003.
[76] W. Zheng and S. Doniach. A comparative study of motor-protein motions by using a simple
elastic network model. Proc. Natl. Acad. Sci. USA, 100:13253–13258, 2003.
[77] F. Tama, F. X. Gadea, O. Marques, and Y. H. Sanejouand. Building-block approach for
determining low-frequency normal modes of macromolecules. Proteins, 41:1–7, 2000.
[78] M. K. Kim, R. L. Jernigan, and G. S. Chirikjian. Rigid-cluster models of conformational
transitions in macromolecular machines and assemblies. Biophys. J., 89:43–55, 2005.
[79] L. Yang, G. Song, and R. L. Jernigan. How well can we understand large-scale protein motions
using normal modes from elastic network models? Biophys. J., 93:920–929, 2007.
[80] E. A. Merritt. Expanding the model: anisotropic displacement parameters in protein structure
refinement. Acta Cryst. D, 55:1109–1117, 1999.
[81] E. Eyal, C. Chennubhotla, L.-W. Yang, and I. Bahar. Anisotropic fluctuations of amino
acids in protein structures: insights from X-ray crystallography and elastic network models.
Bioinformatics, 23:i175–i184, 2007.
[82] D. Kondrashov, A. Van Wynsberghe, R. Bannen, Q. Cui, and G. Phillips, Jr. Protein struc-
tural variation in computational models and crystallographic data. Structure, 15:637–637,
2007.
103
[83] X. Chen, B. K. Poon, A. Dousis, Q. Wang, and J. Ma. Normal-mode refinement of anisotropic
thermal parameters for potassium channel KcsA at 3.2 A˚ crystallographic resolution. Struc-
ture, 15:955–962, 2007.
[84] B. K. Poon, X. Chen, M. Lu, N. K. Vyas, F. A. Quiocho, Q. Wang, and J. Ma. Normal
mode refinement of anisotropic thermal parameters for a supramolecular complex at 3.42-A˚
crystallographic resolution. Proc. Natl. Acad. Sci. USA, 104:7869–7874, 2007.
[85] E. A. Merritt. Comparing anisotropic displacement parameters in protein structures. Acta
Cryst. D, 55:Pt 12, 1999.
[86] B. Stec, R. Zhou, and M. M. Teeter. Full-matrix refinement of the protein crambin at 0.83
A˚ and 130 K. Acta Cryst. D, 51:663–681, 1995.
[87] R. Diamond. On the use of normal modes in thermal parameter refinement: theory and
applicationto the bovine pancreatic trypsin inhibitor. Acta Cryst. A, 46:625–635, 1990.
[88] W. L. Nichols, G. D. Rose, L. F. Ten Eyck, and B. H. Zimm. Rigid domains in proteins: an
algorithmic approach to their identification. Proteins, 23:38–48, 1995.
[89] W. Wriggers and K. Schulten. Protein domain movements: detection of rigid domains and
visualization of hinges in comparisons of atomic coordinates. Proteins, 29:1–14, 1997.
[90] G. Song and R. L. Jernigan. An enhanced elastic network model to represent the motions of
domain-swapped proteins. Proteins, 63:197–209, 2006.
[91] G. Li and Q. Cui. A coarse-grained normal mode approach for macromolecules: an efficient
implementation and application to Ca2+-ATPase. Biophys. J., 83:2457–2474, 2002.
[92] O. Marques and Y. H. Sanejouand. Hinge-bending motion in citrate synthase arising from
normal mode calculations. Proteins, 23:557–560, 1995.
[93] W. G. Krebs, V. Alexandrov, C. A. Wilson, N. Echols, H. Yu, and M. Gerstein. Normal mode
analysis of macromolecular motions in a database framework: developing mode concentration
as a useful classifying statistic. Proteins, 48:682–695, 2002.
104
[94] R. W. Harrison. Variational calculation of the normal modes of a large macromolecule:
methods and some initial results. Biopolymers, 23:2943–2949, 1984.
[95] J. F. Gibrat and N. Go. Normal mode analysis of human lysozyme: study of the relative
motion of the two domains and characterization of the harmonic motion. Proteins, 8:258–279,
1990.
[96] D. J. Jacobs, A. J. Rader, L. A. Kuhn, and M. F. Thorpe. Protein flexibility predictions
using graph theory. Proteins, 44:150–165, 2001.
[97] S. Kundu and R.L. Jernigan. Molecular mechanism of domain swapping in proteins: an
analysis of slower motions. Biophys. J., 86:3846–3854, 2004.
[98] Z. Bagci, R. L. Jernigan, and I. Bahar. Residue coordination in proteins conforms to the
closest packing of spheres. Polymer, 43:451–459, 2002.
[99] Z. Bagci, R. L. Jernigan, and I. Bahar. Residue packing in proteins: uniform distribution on
a coarse-grained scale. J. Chem. Phys., 116:2269–2276, 2002.
[100] M. Sadqi, D. Fushman, and V. Mun˜oz. Atom-by-atom analysis of global downhill protein
folding. Nature, 442:317–321, 2006.
[101] J. W. Kelly. Proteins downhill all the way. Nature, 442:255–256, 2006.
