We present a simple, yet efficient, heuristic for finding a large 2-independent set of regular graphs. We analyse the average-case performance of this heuristic, which is a randomised greedy algorithm, by analysing its performance on random regular graphs using differential equations. In this way, we prove lower bounds on the expected size of a largest 2-independent set of random regular graphs. Our results compare favourably with corresponding known upper bounds.
Introduction
Throughout this paper we consider simple connected graphs that are undirected, unweighted and contain no loops or multiple edges. A graph G is said to be d-regular if every vertex in V (G) has degree d (i.e. each vertex is incident with precisely d other vertices in G). When discussing any graph G, we let n denote the cardinality of V (G). Also, for d-regular graphs on n vertices, we assume dn to be even to avoid parity problems. For other basic graph-theoretical definitions we refer the reader to Diestel [5] .
A k-independent set of a graph, G, is a subset, I, of the vertices of G such that the distance between any two vertices of I in G is at least k + 1. We are interested in finding k-independent sets of large cardinality. In the case k = 1, this is the well known NP-hard problem of finding a maximum independent set [9] . Kong and Zhao [11] showed that for every k ≥ 2, finding a maximum k-independent set of a graph is NP-hard. They also showed that this problem remains NP-hard for regular bipartite graphs when k ∈ {2, 3, 4} [12] .
Finding large k-independent sets has applications in the fields of jobscheduling on k-machines, VLSI design layout, routing and channel assignment location [10] . Many of these applications are in the field of distributed computing [2] and, as networks often have bounded or even regular degree, it is of interest to consider algorithms for finding large k-independent sets of such graphs.
Due to the NP-hardness of the k-independent set problem, we are forced to relax the optimality requirement and consider heuristics that find a solution that is somehow close to optimal in a time that is bounded by a polynomial of the input size. Simple heuristics often have a relatively poor worst-case performance as there may exist many extremal input instances on which a simple algorithm may perform badly. It is therefore natural to consider the average-case performance of such heuristics.
As we consider random d-regular graphs that are generated uniformly at random (u.a.r.), we need some notation. We say that a property B = B n of a random graph holds asymptotically almost surely (a.a.s.) if the probability that B holds tends to 1 as n tends to infinity. For other basic random graph theory definitions we refer the reader to Bollobás [4] .
For the case k = 1, the current best known lower bounds on the size of a maximum independent set of random d-regular graphs are due to Wormald [16] and the current best known upper bounds are due to McKay [13] .
In this paper we consider the case k = 2. Here, an extension of the greedy heuristic of [16] fails as the modified algorithm can not guarantee the set returned to be 2-independent. This will be clarified with an example in the following section.
Duckworth and Wormald [6] presented a deterministic algorithm for finding a large 2-independent set of cubic (i.e. 3-regular) graphs. It was shown that the size of a maximum 2-independent set of an n-vertex cubic graph is at least n/8 + O(1). The linear programming technique that was used to analyse the performance of the algorithm that was presented, also demonstrated the existence of an infinite family of cubic graphs for which the algorithm only achieves this bound. Note that for n-vertex d-regular graphs, it is simple to show that the size of a maximum 2-independent set is at most n/(d + 1) and at least n/(d 2 + 1). Duckworth [7] analysed the average-case performance of a randomised version of the algorithm that was presented in [6] . It was shown there that the size of a maximum 2-independent set of a random cubic graph on n vertices is a.a.s. larger than 0.2049n. This was achieved by analysing the averagecase performance of the algorithm on random cubic graphs using differential equations.
Assiyatun [1] gave an existence proof of a lower bound on the size of a largest 2-independent set of a random d-regular graph for d ∈ {3, 4, 5}. However, the analysis technique used there does not present an actual algorithm for finding the 2-independent set.
The heuristic we present for finding a large 2-independent set of regular graphs does not readily extend to larger values of k. Heuristics that we have analysed that extend to larger values of k have a poorer performance than the algorithm we present for k = 2. Similar problems were encountered by Beis et al when dealing with constrained edge-packing problems [3] .
In the following section we give a description of our simple, yet efficient, randomised greedy algorithm for finding a large 2-independent set of regular graphs. In Section 3 we outline the method used for its analysis. The analysis of our algorithm uses differential equations and a Theorem of Wormald [17] which we restate in Section 4. The results of this paper are encompassed by the following theorem, the proof of which is given in Section 5. Table 1 Bounds on the size of a maximum 2-independent set of a random regular graph
In the final section of this paper, using the direct expectation argument presented in [1] , we evaluate corresponding upper bounds, u d n, on the size of a largest 2-independent set of random d-regular graphs. These are also given in Table 1 .
Prioritising Choices
Consider the degree-greedy algorithm of [16] that finds a large independent set of a regular graph. In this algorithm, vertices are repeatedly chosen for inclusion in the independent set from those vertices of current minimum positive degree. At each iteration, all edges incident with the neighbours of the selected vertex are removed from the graph.
At first glance, the simplest heuristic for approximating the maximum 2-independent set problem for regular graphs would be to use a direct extension of the algorithm of [16] i.e. repeatedly choose a vertex, v, for inclusion in the set, each time, deleting all vertices at distance at most 2 from v (any such vertex is within distance 3 of v and would therefore not be allowed to be chosen as part of the set, having already chosen v). Unfortunately this heuristic is not guaranteed to produce a set that is 2-independent. By deleting two edges incident with a vertex, the two neighbours of that vertex may both be chosen to be part of the set at some later time. Consider a subgraph of the input graph with vertex set {1, 2, 3, 4, 5, 6, 7} and edge set {(1, 2), (2, 3) , (3, 4) , (3, 5) , (4, 6) , (5, 7)}. Choose vertex 1 to be part of the 2-independent set and delete all vertices at distance at most 2 from vertex 1. This leaves the edges (4, 6) and (5, 7) intact. Then choose vertex 4 (which is at distance 3 from vertex 1) to be part of the set. The algorithm deletes vertices 4 and 6 but no more as it has no knowledge that vertices 4 and 5 were connected by a path of length 2. It could then continue and pick vertex 5 (which is at distance 2 from vertex 4) to be part of the set.
The heuristic we describe is a randomised greedy algorithm that is based on repeatedly selecting vertices of given current degree from an ever-shrinking subgraph of the input graph. At the start of our algorithm all vertices have degree d. Throughout the algorithm, as vertices are chosen for inclusion in the set under construction, edges are deleted and the algorithm terminates when all vertices have degree 0.
For a d-regular graph, G, the algorithm constructs a subset, I, of the vertices of G in a series of operations. Each operation starts by selecting a vertex u.a.r. from those vertices of a particular current degree. When the vertex is selected from those of current degree j, we refer to that operation as a Type j operation. The first operation is unique in the sense that it is the only operation in which a vertex is selected u.a.r. from the vertices of degree d. We select such a vertex, u, u.a.r. from all the vertices of the input graph to add to I. We then delete all edges incident with u and its neighbours. Note that, as we assume the input graph to be connected, after the first operation and before the completion of the algorithm, there always exists a vertex of current degree less than d.
For each operation after the first, select a vertex, u, u.a.r. from those of current minimum (non-zero) degree. We then investigate the degree(s) of the neighbour(s) of u. If u has one or more neighbours of degree d, we select such a vertex, v, u.a.r. to add to I and delete all edges incident with v and its neighbours. If u has no neighbour of degree d, we delete the edges incident with u (without adding a vertex to I).
Note that each vertex chosen to be part of I is chosen from the vertices of degree d in the operation that it is selected. Once each selection has been made, all edges incident with the chosen vertex and its neighbours are deleted. The set I returned by the algorithm is therefore 2-independent in G.
The algorithm described above for finding a large 2-independent set of dregular graphs is a direct extension of the algorithm in [7] that finds a large 2-independent set of cubic graphs. The algorithm in [7] is analysed as follows. Letting variables Y i (i ∈ {1, 2, 3}) denote the number of vertices of current degree i, the expected values of Y i are estimated throughout the algorithm for each i using differential equations. It is shown that with high probability the variables are concentrated near their expected values. The analysis in [7] has major complications arising from the fact that priority is given to vertices currently of minimum degree. We call such an algorithm prioritised.
The analysis of the prioritised algorithm presented in this section will be carried out using a technique introduced by Wormald [17] . This approach analyses associated deprioritised algorithms which entirely avoid prioritising by using a randomised mixture of operations. The particular mixture used is prescribed in advance but changes over the course of the algorithm in order to approximate the prioritised algorithm.
One of the main objectives of using this technique is to reduce the number of conditions that need to be checked. Arguments in [7] require the analysis of branching processes. They also use large deviation inequalities, the justification of which requires checking complex conditions regarding derivatives.
Random Graphs and Differential Equations
As the analysis of our algorithm is carried out on random regular graphs using differential equations, we describe the model we use to generate regular graphs u.a.r. and give an overview of a known method of analysing the performance of randomised algorithms on random regular graphs.
The standard model for random d-regular graphs is as follows. (See Bollobás [4] and Wormald [15] for a thorough discussion of this model and the assertions made about it here, as well as other properties of random regular graphs.) Take a set of dn points in n buckets labelled 1, 2, . . . , n, with d points in each bucket, and choose u.a.r. a pairing P = p 1 , . . . , p dn/2 of the points such that each p i is an unordered pair of points and each point is in precisely one pair p i . The resulting probability space of pairings is denoted by P n,d . Form a d-regular pseudograph on n vertices by placing an edge between vertices i and j for each pair in P having one point in bucket i and one in bucket j. This pseudograph is a simple graph (i.e. has no loops or multiple edges) if no pair contains two points in the same bucket and no two pairs contain four points from just two buckets. The d-regular simple graphs on n vertices graphs all occur with equal probabilities.
With a probability that is asymptotic to e (1−d 2 )/4 , the pseudograph corresponding to the random pairing in P n,d is simple. It follows that, in order to prove that a property is a.a.s. true of a uniformly distributed random d-regular (simple) graph, it is enough to prove that it is a.a.s. true of the pseudograph corresponding to a random pairing.
As in [14] and [16] 
.a.r. from all the remaining free (unpaired) points. This preserves the uniform distribution of the final pairing.
When a pair has been determined in the sequential process, we say that it has been exposed. By exposing pairs in the order which an algorithm requests their existence, the generation of the random pairing may be combined with the algorithm (as in (amongst others) [7, 8, 14, 16] ). This may be explained alternatively as follows. Suppose that the pairing generation consists of a sequence of operations op 0 , op 1 , op 2 , op 3 , . . ., each exposing at least one of the pairs. An algorithm which examines edges in the same order as for the pairing generation may be incorporated into the pairing generation by extending the definition of the operations to do whatever other tasks the algorithm needs to carry out.
The algorithm being referred to acts upon the final (pseudo)graph of the generation process. It is convenient to regard the operations of that algorithm as sequentially deleting the exposed pairs (edges) from this graph. For this reason, we refer to it as the deletion algorithm which is being carried out, to distinguish it from the pairing generation. At each point, the graph in the deletion algorithm contains all the edges of the final graph which have not yet been exposed. In this way, the prioritised 2-independent set algorithm described in Section 2 may be described in terms of operations incorporated into the pairing generation.
The set I and the pairing are initially empty. Then, for an integer t ≥ 0, the operation op t randomly selects a bucket u with the maximum degree, the degree of a bucket being the number of points in that bucket which are in exposed pairs. (This is equivalent to a vertex of minimum degree in the graph in the deletion algorithm.) It then exposes all remaining edges incident with the vertex corresponding to the bucket u. This allows us to determine the degrees of the vertices corresponding to the buckets incident with these exposed edges. A vertex, v, may then be chosen to be part of I and further edges may then be exposed.
De-prioritising Choices
In order to approximate the expected size of the 2-independent set returned by our algorithm, we use a result of Wormald [17, Theorem 1], the setting of which requires the following general definitions [17] .
The initial pairing is empty, denoted by G 0 . During the pairing generation each operation op t is one of Op i , i = 1, . . . , d, where Op i consists of selecting a bucket (vertex) v of degree d − i in G t u.a.r., and then applying some specified set of tasks, to obtain G t+1 . A subset I of V (G) ∪ E(G) is selected during the operations, with I 0 = ∅ initially, and I = I t for the pairing G t .
Assume that the expected change in Y i , in going from G t to G t+1 , conditional upon G t and op t , is determined approximately, depending only upon t, op t , and Y 1 (t), . . . , Y d+1 (t). In some sense, this is a measure of the rate of change of Y i . We express the assumption by asserting that for some fixed functions f i,r (x, y) = f i,r (x, y 1 , . . . , y d+1 ),
for i = 1, . . . , d + 1, r = 1, . . . , d such that Y r (t) > 0. The convergence in o(1) is uniform over all appropriate choices of t and G t as functions of n with certain restrictions on G t which will be specified. Uniformity over r and i then follows, since there are finitely many possibilities for these two variables.
We first consider the typical behaviour of the degree-greedy 2-independent set algorithm in terms of the deletion algorithm described above. 
where
Since each Op d−k is followed (on average) by α k /τ k operations of Op d−k−1 , we expect the proportion of operations involving an operation of the former type to be 1/(1+α k /τ k ) = τ k /(τ k +α k ), and of the latter type to be α k /(τ k +α k ). This suggests that, if y i as prescribed in (3) were a differentiable function of a real variable, its derivative would satisfy
Our assumptions will ensure that the phases proceed in an orderly fashion, and that the last possible phase is k = d − 1, in which all operations are Op 1 .
We will work with the parameters of f i, in the domain
for some pre-chosen value of > 0. The behaviour of the process will be described in terms of the functionỹ =ỹ(x) = (ỹ 1 (x), . . . ,ỹ d+1 (x)) defined as follows, with reference to an initial value x = x 0 = t 0 /n of interest:
. . , d + 1, and inductively for k ≥ 1,ỹ is the solution of (4) with initial conditions y(
, where x k is defined as the infimum of those x > x k−1 for which at least one of the following holds: τ k ≤ 0 and
or the solution is outside D or ceases to exist.
The interval [x k−1 , x k ] represents phase k, and the termination conditioñ y d−k = 0 is necessary to ensure that the process does not revert to the conditions of phase k − 1. Typically it will eventuate thatỹ d−k (x k−1 ) = 0 but y d−k (x) > 0 for x greater than, but close to, x k−1 , which permits phase k to endure for a non-empty interval [x k−1 , x k ], provided τ k stays positive on such an interval. We require this inductive definition ofỹ continues for phases k = 1, 2, . . . , m, where m denotes the smallest k for which either k = d − 1, or any of the termination conditions for phase k in (7) hold at x k apart from
We will impose conditions to ensure that the intervals in the definition of y representing phases 1, 2, . . . , m are nonempty. These conditions are firstly τ k > 0 and
with f denoting df (x,ỹ(x)) dx
and (x,ỹ(x)) + and (x,ỹ(x)) − referring to the righthand and left-hand limits as functions of x.
We now restate [17, theorem 1] which we will use in the following section to analyse the performance of our 2-independent set algorithm. (ii) the functions f i,r are rational functions of x, y 1 , . . . , y d+1 with no pole in D defined in (6);
(iii) there exist positive constants C 1 , C 2 and C 3 such that for 1 ≤ i < d, everywhere on D , f i,r ≥ C 1 y i+1 − C 2 y i when r = i, and f i,r ≤ C 3 y i+1 for all r.
Defineỹ as in (7), set x 0 = 0, define m as in (8), and assume that (9) and (10) both hold. Then there is a randomised algorithm on P n,d for which a.a.s. there exists t such that
Algorithm Analysis
Consider the degree-greedy algorithm for finding a large 2-independent set as described in Section 2. Here, in the specification of Op r (which first selects a random bucket, u, of degree d − r), the set of randomised tasks consists of exposing all the pairs involving points in u, possibly choosing a vertex v and possibly exposing points in v and all neighbouring buckets.
We may verify the hypotheses of Theorem 4.1. First we will show that (1) holds when Y d (t) > n (for any > 0).
An operation of Type r, Op r , starts by selecting a vertex, u, u.a.r. from V r and investigating the degrees of its neighbours. Let χ M,r denote the probability that the neighbours of u have maximum degree M. This probability is given by (S It is convenient to assume that s ≥ n for some arbitrarily small but fixed > 0. From the point when s < n, the changes in the variables are bounded by a constant hence in o(n) steps the change in the size of the 2-independent set is o(n). In what follows all probabilities are approximate. This is because the values of the variables may change by a constant during the course of an operation. Since s ≥ n the error is in fact O(1/n).
When performing an operation of Type r, the probability that u has b neighbours of degree M, given that the maximum degree amongst the neighbours of u is M, is β b,M,r /χ M,r where
Also, the expected number of neighbours of u that have degree j, 1 ≤ j ≤ M − 1, given that u has b neighbours of degree M and M is the maximum degree of all neighbours of u, is γ b,j,M,r /χ M,r where
The edges incident with u are always deleted and the effect, on the expected change in Y i , of changing the degree of u to 0 is just −δ i=r where for any statement f , δ f evaluates to 1 if f is true and δ f evaluates to 0 if f is false.
In the case u has one or more neighbours of degree d, the effect, on the expected change in Y i , of changing the degrees of v and its neighbours (other than u) by deleting all edges incident with v and all edges incident with the neighbours of v (other than u)is just
The effect, on the expected change in Y i , of changing the degrees of the other b − 1 neighbours of u, that have degree M, from M to M − 1 is just
For each of the other neighbours of u that have degree j (j < M), the effect, on the expected change in Y i , of changing their degrees from j to j − 1 is just
So we have
It follows that (1) also holds for i = d + 1 with f d+1,r defined as
since in each Op r , a vertex is added to the 2-independent set I with the probability that the vertex of degree r selected has at least one neighbour of degree d. Hypothesis (i) of the theorem is immediate since in any operation only the pairs involving points in one bucket and its neighbours are exposed, and a bounded number of vertices are added to I. The functions f i,r satisfy (ii) because from (11) their (possible) singularities satisfy s = 0, which lies outside D since in D , s ≥ y d ≥ . Hypothesis (iii) follows from (11) again using s ≥ y d ≥ and the boundedness of the functions y i (which follows from the boundedness of D ).
Thus, definingỹ as in (7) (9) and (10) at the appropriate points of the computation. It turns out that these hold for each d which was treated numerically and that in each case m = d − 2, for sufficiently small > 0. For such , the value ofỹ d+1 (x m ) may be computed numerically, and then by Theorem 4.1, this is the asymptotic value of the size of the 2-independent set I at the end of some randomised algorithm. So the conclusion is that a random d-regular graph a.a.s. has a 2-independent set of size at least nỹ d+1 (x m ) + o(n).
Note that (by Theorem 4.1)ỹ i (x) ≡ 0 in phase k for 1 ≤ i ≤ d − k − 1, and by the nature of the differential equation,ỹ i (x) will be strictly positive for i > d − k. So by (7) and (8), the end of the process (for arbitrarily small) occurs in phase d − 2 when either τ k + α k ≤ orỹ 2 becomes 0. Numerically, we find it is the latter. This is numerically more stable as a check for the end of the process than checking whenỹ d reaches 0, since the derivative of the latter is very small.
The differential equations were solved using a Runge-Kutta method using a step size small enough to guarantee the accuracy of the solutions reported in Table 1 6 Upper Bounds
The following is a restatement of a theorem of Assiyatun [1] . 
