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POINTWISE CONVERGENCE OF VECTOR-VALUED FOURIER
SERIES
TUOMAS P. HYTÖNEN AND MICHAEL T. LACEY
Abstract. We prove a vector-valued version of Carleson’s theorem: Let Y =
[X,H]θ be a complex interpolation space between a UMD space X and a
Hilbert space H. For p ∈ (1,∞) and f ∈ Lp(T; Y ), the partial sums of the
Fourier series of f converge to f pointwise almost everywhere. Apparently, all
known examples of UMD spaces are of this intermediate form Y = [X,H]θ.
In particular, we answer affirmatively a question of Rubio de Francia on the
pointwise convergence of Fourier series of Schatten class valued functions.
1. Introduction
We are interested in the vector-valued extension of Carleson’s celebrated theorem
on pointwise convergence of Fourier series [2], in the setting where the functions
take values in an infinite-dimensional Banach space. Extending our recent model
result for the Walsh series [6], we show that Carleson’s theorem holds for a class
of UMD (unconditionality of martingale differences) spaces that includes all known
examples of such spaces.
This class is referred to as intermediate UMD spaces: Y is a complex interpo-
lation space Y = [X,H ]θ between another UMD space X and a Hilbert space H ,
where θ ∈ (0, 1). This includes all UMD lattices [10, Corollary on p. 216]. It also
includes the Schatten ideals Cp, p ∈ (1,∞), a principal example of non-lattice UMD
spaces. It is an open question whether every UMD space is of this form.
Denote the Fourier transform and its partial sums of, say, a Schwartz function
f by
fˆ(ξ) :=
ˆ
R
f(x)e−2πix·ξ dx, Sm,nf(x) :=
ˆ n
m
fˆ(ξ)e2πix·ξ dξ.
Then Sm,nf(x) is also given by the convolution of f with
x 7→ eiπx(m+n) sin(πx(n −m))
πx
,
which belongs to Lq(R) for all q > 1. Thus, by Hölder’s inequality, the map
f 7→ Sm,nf(x) is well-defined from Lp(R;Y ) to Y for p ∈ (1,∞) and any Banach
space Y . Our main result reads as follows:
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1.1. Theorem. Let Y be an intermediate UMD space, p ∈ (1,∞), and f ∈
Lp(R;Y ). Then
Sm,nf(x)→ f(x)
as m→ −∞, n→∞ for a.e. x ∈ R. In fact, the maximal partial sum operator S∗,
S∗f(x) := sup
m,n∈R
m<n
|Sm,nf(x)|,
is bounded from Lp(R;Y ) to Lp(R).
A necessary condition for the conclusions of Theorem 1.1 is that Y be a UMD
space; see Proposition 2.1 for details. By transference, Theorem 1.1 also implies an
analogous statement for Fourier series of f ∈ Lp(T;Y ); see Theorem 2.2.
Until now, this theorem was only known in UMD lattices, where it is due to
Rubio de Francia [10]. His proof relies on the original Carleson theorem, which is
applied pointwise, using a representation of the lattice as a function space. A weaker
statement on the behaviour of the partial sums was recently obtained by Parcet,
Soria and Xu [9] in general UMD spaces, where they proved that S−n,nf(x) =
o(log logn) almost everywhere.
Rubio de Francia raised the question [10, Problem 4 on p. 220] whether Carleson’s
theorem extends to functions taking values in a Schatten ideal Cp for p ∈ (1,∞).
Since these spaces are special cases of intermediate UMD spaces, Theorem 1.1
answers this in the affirmative.
The proof is based on an elaboration of our method from [6] where, adapting
the phase plane analysis à la Lacey–Thiele [7], we treated the model case of Walsh–
Fourier series. The key point of this strategy is that a critical quasi-orthogonality
estimate, which we call tile-type, can be obtained in the intermediate UMD spaces
by interpolating between strong orthogonality estimates in a Hilbert space and a
weaker version available in general UMD spaces.
The main difficulty in extending this strategy to the trigonometric Fourier set-
ting is the lack, even in a Hilbert space, of a clean orthogonality estimate that
would serve as an end-point of our interpolation. Because of this, we need to look
more carefully at the phase-plane quasi-orthogonality estimates even in the classical
L2 setting, and we formulate a version of these bounds, which appears to be new.
This leads to our notion of Fourier tile-type of a Banach space, which is shown to
be amenable to interpolation. We can then establish this property for all the in-
termediate UMD spaces as in Theorem 1.1. Once these critical quasi-orthogonality
bounds are available, it is possible to once again adopt the general proof scheme
of Lacey–Thiele [7]; we also frequently borrow from [11]. While the Fourier tile-
type property is applied exactly once in the proof, UMD is used more frequently
to control various Calderón–Zygmund type operators produced in the analysis.
The plan of the paper is as follows. We first discuss the necessity of UMD for
the main result, and show how to pass from the Fourier integrals on R to Fourier
series on T. This section is independent of the the rest of the paper. Turning to
the proof of Theorem 1.1, we first recall some relevant notions from the phase plane
analysis in two sections, and then turn to a thorough study of our new notion of
Fourier tile-type in the next three sections. The last three sections of the paper
then give a proof of Theorem 1.1, first in the somewhat simpler case of a large p
and finally, after developing some improved square-function estimates, in the case
of a general p > 1.
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2. Around the main theorem
Theorem 1.1 asserts the Lp boundedness of the maximal partial sum operator
S∗, thus a fortiori the uniform boundedness on Lp(R;Y ) of the individual partial
sum operators Sm,n. It is well-known that this is equivalent to the L
p(R;Y )-
boundedness of the Hilbert transform, and hence to the UMD property of Y . The
following result addresses the necessity of the UMD property for the qualitative
part of Theorem 1.1.
2.1. Proposition. Let Y be a Banach space, p ∈ (1,∞), and suppose that for every
f ∈ Lp(R;Y ), we have
Sm,nf(x)→ f(x)
as m→ −∞, n→∞ for almost every x ∈ R. Then Y is a UMD space.
Proof. The proof resembles other similar arguments found in the literature, and we
will be sketchy in some details. We have particularly borrowed from Torrea and
Zhang [12, proof of Theorem D].
Consider an x ∈ R where the convergence takes place. Then, for someN , we have
|Sm,nf(x)| ≤ |f(x)|+ 1 for all m ≤ −N,n ≥ N . On the other hand, by estimating
the Lp
′
norm of the convolution kernel eiπx(n+m) sin(πx(n −m))/πx of Sm,n, we
find that |Sm,nf(x)| ≤ CN‖f‖p′ for |m|, |n| ≤ N . Thus |S0,nf(x)| ≤ CN‖f‖p′ if
n ∈ [0, N ], and
|S0,nf(x)| = |S−N,nf(x)− S−N,0f(x)| ≤ (|f(x)| + 1) + CN‖f‖p′
for n > N . Hence, at almost every x ∈ R,
sup
n>0
|S0,nf(x)| <∞.
We then pick an auxiliary 0 ≤ φ ∈ C1c (R+) of integral one. By averaging, it follows
that also
T ∗f(x) := sup
r>0
|Trf(x)| := sup
r>0
∣∣∣ ˆ ∞
0
S0,nf(x)φ(
n
r
)
dn
r
∣∣∣ <∞.
Let L0(R) be the space of all measurable functions of R, equipped with the
topology of local convergence in measure: fj → 0 in L0(R) if and only if |E∩{|fj | >
λ}| → 0 for all measurable sets E with |E| < ∞ and all λ > 0. Clearly ‘all
measurable sets E’ can be replaced by all balls B(0, k), k = 1, 2, 3, . . .. Then L0(R)
is metrizable, for example with
d(f, g) :=
∞∑
k=1
2−k
ˆ
B(0,k)
min{1, |f − g|} dx.
By above, we have that T ∗ maps Lp(R;Y ) into L0(R), and by the closed graph
theorem, we can deduce that T ∗ is bounded between these spaces.
The operator Tr has convolution kernel
Kr(x) =
ˆ
R+
eiπnx
sin(πnx)
πx
φ(
n
r
)
dn
r
=
ˆ
sgn(x)R+
eiπur
sin(πur)
πx
φ(
u
x
)
du
x
.
Using the uniform boundedness of eiπur sin(πur) and differentiating in x under the
integral, it is easy to check the bounds
|Kr(x)| ≤ C|x| , |K
′
r(x)| ≤
C
|x|2 .
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Then, by adapting the usual Calderón–Zygmund decomposition of f ∈ L1(R;Y ),
applying the Lp(R;Y )-to-L0(R) boundedness to the good part, and the kernel
bounds to the bad part, we can deduce that T ∗ is bounded from L1(R;Y ) into
L0(R); cf. a similar argument in [12, proof of Theorem C].
The continuous sublinear operator T ∗ : L1(R;Y ) → L0(R) is both translation
and dilation invariant. Hence, in fact, it is bounded from L1(R;Y ) to L1,∞(R). For
Y = R, this is a classical result found for example in [4, Corollary VI.2.9]. That it
extends to the Banach space -valued context has been observed by Martínez et al.
[8, Lemma 7.3]. They formula the result in Lp(R;Y ) under the assumption that
Y has Rademacher-type p. Here we use the p = 1 case, which is valid for every
Banach space.
Observe that if the Fourier transform of f ∈ L1(R;Y ) is compactly supported,
then for large enough n, the function S0,nf(x) is just
´∞
0 fˆ(ξ)e
i2πx·ξ dξ, the projec-
tion of f onto positive frequencies. By the density in L1(R;Y ) of such functions,
this projection, and hence the Hilbert transform, is bounded from L1(R;Y ) to
L1,∞(R;Y ). This implies the boundedness on Lp(R;Y ) for p ∈ (1,∞), and hence
the UMD property. 
Let us next check that Theorem 1.1 implies its periodic analogue for the Fourier
coefficients and their partial sums
fˆ(k) :=
ˆ
T
f(x)e−2πix·k dx, sm,nf(x) :=
n∑
k=m
fˆ(k)e2πix·k.
2.2. Theorem. Let Y be an intermediate UMD space, p ∈ (1,∞), and f ∈
Lp(T;Y ). Then
sm,nf(x)→ f(x)
as m→ −∞, n→∞ for a.e. x ∈ T. In fact, the maximal partial sum operator s∗,
s∗f(x) := sup
m,n∈Z
m<n
|sm,nf(x)|,
is bounded from Lp(T;Y ) to Lp(T).
Proof. This result can be reduced to Theorem 1.1 by a standard transference of
Fourier multipliers. Indeed, consider the ℓ∞(Z2)-valued function
M(ξ) := (1[m−1/3,n+1/3](ξ))m,n∈Z,
which we identify with an operator in L (Y, ℓ2(Z2;Y )). Let
TMf(x) :=
ˆ
R
M(ξ)fˆ(ξ)ei2πx·ξ dξ = (Sm−1/3,n+1/3f(x))m,n∈Z
be the associated Fourier multiplier operator. Clearly |TMf(x)|ℓ∞(Z2;Y ) ≤ S∗f(x),
and hence by Theorem 1.1, TM is bounded from L
p(R;Y ) to Lp(R : ℓ∞(Z2;Y )).
Since M is continuous at the integer points, it follows by standard transference
that its restriction to Z defines a multiplier of Fourier series T˜M from L
p(T;Y ) to
Lp(T; ℓ∞(Z2;Y )). But
|T˜Mf(x)|ℓ∞(Z2;X) = |(sm,nf(x))m,n∈Z|ℓ∞(Z2;X) = s∗f(x),
and hence s∗ : Lp(T;Y )→ Lp(T), as claimed. 
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3. Basic notions of time-frequency analysis
We work in the phase plane R × R, where the horizontal axis is thought of as
time and the vertical axis as frequency. A dyadic grid
D = Dt,r = {t+ [n2kr, (n+ 1)2kr) : n, k ∈ Z}
is any translation and dilation of the standard dyadic grid, where t ∈ R, r > 0 are
unspecified, and could change from time to time. We use one dyadic grid D = Dt,r
for the time axis, and another, D ′ = Dt′,1/r, for the frequency. Observe that
the translation parameters t, t′ are independent, while the dilation parameters are
reciprocals of each other.
A tile is a dyadic rectangle P ⊂ R× R of area 1, i.e.,
P = I × ω ∈ D ×D ′, |I| · |ω| = 1.
Let c(ω) be the center of ω, and define ωu = ω ∩ [c(ω),∞) to be the upper half of
ω, and Pu = I × ω is the upper half of P . Define the lower half of ω and P to be
ωd and Pd in a similar fashion. A tile is written as P = IP × ωP . The rectangles
Pd, Pu will be referred to as half-tiles.
We define the modulation, translation, and dilation operators by
Modλφ(x) := e
2πix·λ φ(x) , λ ∈ R ,
Ttφ(x) := φ(x − t) , t ∈ R ,
Dilδφ(x) := δ
−1/pφ(x/δ) , δ > 0 , 0 < p <∞ .
Fix a Schwarz function ϕ with ϕ̂ ≥ 0, supported in [−1/20, 1/20] so that∑
n∈Z
ϕ̂(ξ + n/20)2 ≡ C .
It is known that in this case, the functions {T20nϕ : n ∈ Z} are pairwise orthogonal.
Indeed,
〈T20nϕ, ϕ〉 = 〈Mod−20nϕ̂, ϕ̂〉
=
∑
j∈Z
ˆ 1/20
0
e−40πinx|ϕ̂(ξ + j/20)| dξ
=
ˆ 1/20
0
e−40πinx dξ = 0 .
This is a convenience to us at a couple of points below.
To each tile P = I × ω, associate a function, a wave packet, given by
ϕP := Modc(ωd)Tc(I)Dil
2
|I|ϕ
Observe that ϕ̂P is supported on the interval ωPd.
Consider the operator
CN(x)f(x) :=
∑
P is a tile
〈f, ϕP 〉ϕP1ωP,u(N(x)) , (3.1)
where N : R 7→ R is a measurable function. Frequently, the role of the measurable
function N is suppressed, and we write CN = C, and refer to this as the Carleson
operator.
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As is explained in [7, Section 2], to prove Theorem 1.1, it suffices to obtain the
estimate
‖Cf‖Lp(R+;X) . ‖f‖Lp(R+;X) , p ∈ (1,∞) .
First, we make the standard reduction: by interpolation, it suffices to prove the
bound
‖Cf‖Lp,∞(R+;X) . ‖f‖Lp,1(R+;X)
for all p ∈ (1,∞), which by duality and a well-known description of the Lorentz
space Lp,1 is equivalent to
|〈Cf, g〉| . |F |1/p|E|1/p′
for all f ∈ L∞(F ;X), g ∈ L∞(E;X∗) bounded by one, and all bounded measurable
sets E and F . Yet another standard reduction, which we recall later, will be used
for smaller values of p > 1.
Central to the proof is the concept of Fourier tile-type, which we discuss after
recalling the notion of trees in the following section.
4. Trees
Henceforth, we will be working with different collections of tiles P. It is always
assumed that for P 6= P ′ ∈ P, if ωP = ωP ′ , then IP = IP ′ + 20n|IP | for some
integer n. This implies that 〈φP , φP ′〉 = 0.
A partial order (among dyadic rectangles of equal area) is defined by
P ≤ P ′ def⇔ IP ⊆ IP ′ and ωP ⊇ ωP ′
⇔ Pd ≤ P ′d or Pu ≤ P ′u.
We also define
P ≤j P ′ def⇔ Pj ≤ P ′j , j ∈ {d, u}.
A tree T is a collection of tiles P for which there exists a top tile T (not necessarily
an element of T) such that
P ≤ T ∀P ∈ T.
Down-trees and up-trees are defined similarly by replacing ≤ by ≤d or ≤u.
The top of a tree T is not uniquely determined; however, there exists a unique
minimal top time interval, which we sometimes denote by IT. Thus T has at least
one top T with IT = IT, and every other top T
′ satisfies IT ′ ⊇ IT.
For a tree T, we define an associated operator by
ATf :=
∑
P∈T
〈f, φP 〉φP
Basic facts concerning up-trees are collected here.
4.1. Proposition. (1) Let T be an up-tree. Then the operator
Mod−c(ωT)ATModc(ωT)
is an L2-bounded Calderón-Zygmund operator.
(2) Let 1 < p < ∞. The UMD property of X is characterized by the property
that for any up-tree T the operator AT is bounded from L
p(R;X) to itself.
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(3) Let X be UMD. For any up-tree and choice of unimodular constants εP ,
there holds∥∥∥∑
P∈T
εP 〈f, φP 〉φP
∥∥∥
Lp(R;X)
.
∥∥∥∑
P∈T
〈f, φP 〉φP
∥∥∥
Lp(R;X)
Proof. (1) It suffices to consider the case of a choice of dyadic grid and up-tree T
with 0 = c(ωT). Write the operator below in kernel form.
ATf =
∑
P∈T
〈f, ϕP 〉ϕP
=
ˆ ∑
P∈T
ϕP (x)ϕP (y)f(y) dy =:
ˆ
K(x, y)f(y) dy
It is routine to check that K(x, y) is a Calderón-Zygmund kernel with the size and
smoothness conditions, namely∣∣DjK(x, u)∣∣ . |x− y|−j−1 , x 6= y, j ∈ N .
(This also holds for down-trees.) To prove the L2 bound for up-trees, note that the
functions {φP : P ∈ T} are pairwise orthogonal, and have constant L2-norm.
(2) If X is UMD, then AT is an Calderón-Zygmund operator conjugated by an
exponential. Hence, the AT is bounded on L
p(R;X), with constant depending only
upon X and p. In the reverse direction, the argument in [7, Section 2] shows that
the operators Πξ with (Πξf) = 1(−∞,ξ)f̂ , are the appropriate averages of the up-
tree operators AT. Hence, the Hilbert transform is bounded on L
p(R;X), showing
that X must be UMD.
(3) Let BTf =
∑
P∈T εP 〈f, φP 〉φP , and assume that 0 ∈ ωT,u. This is a
Calderón-Zygmund operator, hence it acts boundedly on Lp(R;X). Since the func-
tions {ϕP : P ∈ T} are pairwise orthogonal,
‖BTf‖Lp(R;X) = ‖BTATf‖Lp(R;X) . ‖ATf‖Lp(R;X) . 
5. The Fourier tile-type of a Banach space: generalities
In this section we introduce the notion of quasi-orthogonality in the phase plane
that will be the key to our control of the Carleson operator. We also make some
simple observations about this notion. Our main examples of spaces in which this
quasi-orthogonality holds will be studied in the subsequent sections.
5.1.Definition. We say that a Banach space X has Fourier tile-type (q, α) if there
is a constant C such that( ∑
T∈T
∥∥∥∑
P∈T
〈f, φP 〉φP
∥∥∥q
Lq(R;X)
)1/q
≤ C‖f‖Lq(R;X) + C
(
‖f‖L∞(R;X)
[ ∑
T∈T
|IT|
]1/q)1−α
‖f‖αLq(R;X)
(5.2)
whenever f ∈ Lq(R;X)∩L∞(R;X) and T is a finite collection of finite trees with
the following property:
If P ∈ T ∈ T and P ′ ∈ T′ ∈ T satisfy ωP ⊆ ωP ′
d
, then IP ′ ∩ IT = ∅. (5.3)
We say that a Banach space has Fourier tile-type q if it has Fourier tile-type (q, α)
for every α ∈ (0, 1).
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5.4. Remark. For a fixed q, the condition of Fourier tile-type (q, α) becomes more
restrictive with increasing α, so the point of Fourier tile-type q is that we can take
α as close to 1 as we like.
In the Walsh model, we defined [6] tile-type (which could be more precisely called
theWalsh tile-type) by the requirement that (5.2) hold with the Walsh wave packets
wP in place of φP , and with α = 1. With the methods of the paper at hand, one
can easily see that all our results proved under the assumption of Walsh tile-type
remain valid with a similarly relaxed notion as here.
5.5. Lemma. Property (5.3) implies that all down-halves Pd of all
P ∈
⋃
T∈T
T =: P
are pairwise disjoint.
Proof. Let P ∈ T, P ′ ∈ T′ be two different tiles in P. If ωPd ∩ ωP ′d = ∅, then
Pd ∩ P ′d = ∅. So assume that ωPd ∩ ωP ′d 6= ∅, and then for example ωPd ⊆ ωP ′d . If
ωPd = ωP ′d for two tiles, then IP and IP ′ (which have equal size) are either equal
(which cannot be in our case, since this would imply that P = P ′) or disjoint (in
which case P ∩ P ′ = ∅). We are left with the case that ωPd ( ωP ′d , and then
ωP ( ωP ′d . But this implies that IP ′ ∩ IT = ∅ by (5.3), hence IP ′ ∩ IP = ∅ and
thus P ∩ P ′ = ∅ also in this final case. 
5.6. Lemma. Suppose that T satisfies (5.3), and fix a P ∈ T ∈ T . Then among
the tiles P ′ ∈ P with ωP ′
d
⊇ ωP , the time intervals IP ′ are pairwise disjoint and
contained in Ic
T
.
Proof. Let P ′, P ′′ be two such tiles. So in particular ωP ′d ∩ ωP ′′d ⊇ ωP 6= ∅. Since
P ′d ∩ P ′′d = ∅, it must be that IP ′ ∩ IP ′′ = ∅. The fact that IP ′ ⊆ IcT is immediate
from (5.3) 
5.7. Lemma. Property (5.3) implies that each T ∈ T can be divided into up-trees
Tj, j ∈ J(T), with pairwise disjoint supports ITj . Hence, writing
T˜ := {Tj : j ∈ J(T),T ∈ T },
inequality (5.2) for T˜ implies (5.2) for T . In particular, it suffices to consider the
Fourier-tile type condition for up-trees only.
Proof. Let Tj, j ∈ J(T) be the maximal tiles in T. Then T splits into the trees
Tj := {P ∈ T : P ≤ Tj}. From (5.3) with P ′ = Tj it follows that each Tj is an
up-tree. Also, since ωTj ∩ ωTj′ ⊇ ωT 6= ∅, it follows that ITj ∩ ITj′ = ∅ since
Tj ∩ Tj′ = ∅ by maximality. 
6. The Fourier tile-type of a Hilbert space
The starting point of the deeper aspect of Fourier tile-type is the validity of the
defining estimate in a Hilbert space. We start with a preliminary formulation of
this result.
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6.1. Proposition. For a Hilbert space H, the following estimate holds:(∑
P∈P
|〈f, φP 〉|2
)1/2
≤ C‖f‖L2(R;X) + C
(
sup
P∈P
|〈f, φP 〉|
|IP |1/2
[ ∑
T∈T
|IT|
]1/2)1/3
‖f‖2/3L2(R;H)
whenever f ∈ L2(R;H), and P = ⋃
T∈T T, where T is as in (5.3).
6.2. Remark. Proposition 6.1 is essentially contained in the proof of Proposition 3.2
in [7], but not explicitly formulated as here, so we reproduce the proof for com-
pleteness.
Proof of Proposition 6.1. We denote the left side by S, and estimate
S2 :=
∑
P∈P
|〈f, φP 〉|2 =
〈∑
P∈P
〈f, φP 〉φP , f
〉
≤
∥∥∥∑
P∈P
〈f, φP 〉φP
∥∥∥
L2(R;H)
‖f‖L2(R;H).
Here ∥∥∥∑
P∈P
〈f, φP 〉φP
∥∥∥2
L2(R;H)
=
∑
P,P ′∈P
〈f, φP 〉〈φP , φP ′〉〈φP ′ , f〉
=
( ∑
P,P ′∈P
ωP=ωP ′
+2
∑
P,P ′∈P
ωP⊆ωP ′
d
)
〈f, φP 〉〈φP , φP ′〉〈φP ′ , f〉
=: S1 + 2S2,
where the middle line follows from the fact that supp φˆP ⊆ ωPd , so that 〈φP , φP ′〉 6=
0 only if ωPd ∩ωPd 6= ∅, which means that these intervals either coincide, or one is
strictly contained in the other.
To proceed further, we need the elementary estimate
|〈φP , φP ′〉| .
( |IP |
|IP ′ |
)1/2
‖vIP 1IP ′‖1, |IP ′ | ≤ |IP |. (6.3)
where vI(x) :=
1
|I|
(
1 +
|x− c(I)|
|I|
)−10
.
In S1, we can use (6.3) with either order of IP and IP ′ , to get
S1 ≤
∑
P,P ′∈P
ωP=ωP ′
1
2
(|〈f, φP 〉|2 + |〈f, φP ′ 〉|2)min{‖vIP 1IP ′ ‖1, ‖vIP ′ 1IP ‖1}
≤
∑
P∈P
|〈f, φP 〉|2
∑
P ′=I′×ω′∈P
ω′=ωP
‖vIP 1I′‖1 ≤
∑
P∈P
|〈f, φP 〉|2
∑
I′∈D
|I′|=|IP |
‖vIP 1I′‖1
=
∑
P∈P
|〈f, φP 〉|2‖vIP ‖1 .
∑
P∈P
|〈f, φP 〉|2 = S2.
We used the fact that the intervals I ′ ∈ D with |I ′| = |IP | form a partition of R.
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We turn our attention to S2:
S2 .
∑
P∈P
|〈f, φP 〉|
∑
P ′∈P
ωP ′
d
⊃ωP
( |IP |
|IP ′ |
)1/2
‖vIP 1IP ′ ‖1|〈φP ′ , f〉|
≤
(
sup
P ′∈P
|〈φP ′ , f〉|
|IP ′ |1/2
)∑
P∈P
|〈f, φP 〉||IP |1/2
∑
P ′∈P
ωP ′
d
⊃ωP
‖vIP 1IP ′‖1
≤
(
sup
P ′∈P
|〈φP ′ , f〉|
|IP ′ |1/2
)∑
P∈P
|〈f, φP 〉||IP |1/2‖vIP 1Ic
T(P)
‖1.
In the last line, we denoted by T(P ) the the unique tree with P ∈ T(P ) ∈ T , and
used Lemma 5.6 which guarantees that the intervals IP ′ appearing in the inner sum
on the penultimate line are pairwise disjoint and contained in Ic
T(P ).
We use Cauchy–Schwarz to get∑
P∈P
|〈f, φP 〉||IP |1/2‖vIP 1Ic
T(P)
‖1
≤
(∑
P∈P
|〈f, φP 〉|2
)1/2(∑
P∈P
|IP |‖vIP 1Ic
T(P)
‖21
)1/2
. S
(∑
P∈P
|IP |‖vIP 1Ic
T(P )
‖1
)1/2
,
where we estimated ‖vIP 1Ic
T(P )
‖1 ≤ ‖vIP ‖1 . 1.
Finally, we write∑
P∈P
|IP |‖vIP 1Ic
T(P )
‖1 =
∑
T∈T
∑
P∈T
|IP |‖vIP 1IcT‖1
≤
∑
T∈T
∑
P=I×ω≤IT×ωT
|I|‖vI1Ic
T
‖1 ≤
∑
T∈T
∑
I∈D
I⊆IT
|I|‖vI1Ic
T
‖1,
where the last step follows from the fact that the summand depends only on the time
interval I, and that the frequency interval ω of P = I × ω is uniquely determined
by I, since |ω| = 1/|I| and ω ⊇ ωT. Using the elementary bound∑
I∈D
I⊆IT
|I|‖vI1Ic
T
‖1 . |IT|,
and combining all the estimates, we have shown that
S2 ≤
√
S1 + 2S2‖f‖2 .
√
S2 +AS‖f‖2,
where
A :=
(
sup
P ′∈P
|〈φP ′ , f〉|
|IP ′ |1/2
)( ∑
T∈T
|IT|
)1/2
‖f‖2.
If S2 ≥ AS, we get S2 . S‖f‖2, and hence S . ‖f‖2. If S2 < AS, then S2 .
A1/2S1/2‖f‖2, thus S3/2 . A1/2‖f‖2, and hence S . A1/3‖f‖2/32 . So in any case
we deduce that
S . ‖f‖2 +A1/3‖f‖2/32 ,
which is the asserted bound. 
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6.4. Corollary. For a Hilbert space H, the following estimate holds:∑
P∈P:
|〈f,φP 〉|√
|IP |
>λ
|IP | ≤ C
λ2
‖f‖2L2(R;H).
whenever f ∈ L2(R;H), and P = ⋃
T∈T T, where T is as in (5.3).
6.5. Remark. This result is from [1]. It says that the mapping
f 7→
{ |〈f, φP 〉|√|IP | 1IP : P ∈ P
}
takes L2(R;H) boundedly into L2,∞(R× P;H), where R× P is equipped with the
product of the Lebesgue and the counting measures. We prove it as a corollary to
Proposition 6.1 for completeness.
Proof. Let Sλ stand for the left side as written, and S
′
λ for a modification with the
summation condition λ < |〈f,φP 〉|√|IP | ≤ 2λ instead. Thus Sλ =
∑∞
k=0 S
′
2kλ. If we can
prove the assertion for S′λ in place of Sλ, then
Sλ ≤
∞∑
k=0
C(2kλ)−2‖f‖2L2(R:H) =
4
3
C
λ2
‖f‖2L2(R2;H),
so we obtain the claim as stated.
To prove the bound for S′λ, denote
Pλ := {P ∈ P : λ < |〈f, φP 〉|√|IP | ≤ 2λ},
and write this as a union of single-tile trees
Pλ =
⋃
T∈Tλ
T, Tλ := {{P} : P ∈ Pλ}.
Since Pλ ⊆ P, it is immediate that Tλ also satisfies (5.3). Hence, from Proposi-
tion 6.1, we deduce that
λ2
∑
P∈Pλ
|IP | ≤
∑
P∈Pλ
|〈f, φP 〉|2
≤ C‖f‖2L2(R;H) + C
(
sup
P∈Pλ
|〈f, φP 〉|
|IP |1/2
[ ∑
P∈Pλ
|IP |
]1/2)2/3
‖f‖4/3L2(R;H)
≤ C‖f‖2L2(R;H) + C
(
2λ
[ ∑
P∈Pλ
|IP |
]1/2)2/3
‖f‖4/3L2(R;H).
Thus
λ2S′λ = λ
2
∑
P∈Pλ
|IP | ≤ C‖f‖2L2(R:H) + C
(
λ2S′λ
)1/3‖f‖4/3L2(R;H),
from which the claim that λ2S′λ ≤ C‖f‖2L2(R;H) immediately follows. 
A combination of the previous results leads to the final form of the tile-type
inequality for Hilbert spaces:
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6.6.Proposition. Every Hilbert space has Fourier tile-type 2. In fact, the following
more precise estimate is valid:( ∑
T∈T
∥∥∥∑
P∈T
〈f, φP 〉φP
∥∥∥2
L2(R;H)
)1/2
≤ C
(∑
P∈P
|〈f, φP 〉|2
)1/2
≤ C‖f‖L2(R;H)
{
1 + log+
(‖f‖L∞(R;H)
‖f‖L2(R;H)
[ ∑
T∈T
|IT|
]1/2)}1/2
≤ C‖f‖L2(R;H) +
C√
1− α
(
‖f‖L∞(R;H)
[ ∑
T∈T
|IT|
]1/2)1−α
‖f‖αL2(R;H).
whenever f ∈ L2(R;H) ∩ L∞(R;H), and P = ⋃
T∈T T, where T is as in (5.3).
Here C is independent of α ∈ (0, 1).
Proof. By Lemma 5.7, we may assume that all T ∈ T are up-trees. Then, for each
fixed T, the functions φP , P ∈ T, split into 20 pairwise orthonormal subcollections.
Thus ∥∥∥∑
P∈T
〈f, φP 〉φP
∥∥∥2
L2(R;H)
.
∑
P∈T
|〈f, φP 〉|2,
which gives the first estimate. The third estimate is elementary.
The rest of the proof is concerned with the second estimate. We first observe
the upper bound
|〈f, φP 〉|√
|IP |
≤ ‖f‖∞‖φP ‖1√|IP | ≤ C‖f‖∞.
Accordingly, we can split
P :=
K⋃
k=−1
Pk,
where
P−1 :=
{
P ∈ P : |〈f, φP 〉|√|IP | ≤ λ := ‖f‖2√∑T∈T |IT|
}
,
Pk :=
{
P ∈ P : 2kλ < |〈f, φP 〉|√|IP | ≤ 2k+1λ
}
, k = 0, 1, . . . ,K,
and
K := log+2
(
C
‖f‖∞
‖f‖2
√∑
T∈T
|IT|
)
.
Each Pk can be written as
Pk =
⋃
T∈T
T ∩ Pk,
where T ∩ Pk is a tree with the same top as T, and it is immediate that each
Tk := {T ∩ Pk : T ∈ T } inherits property (5.3) form T .
Hence, from Proposition 6.1 we have that∑
P∈P−1
|〈f, φP 〉|2 . ‖f‖22 +
(
sup
P∈P−1
|〈f, φP 〉|
|IP |1/2
√∑
T∈T
|IT|
)2/3
‖f‖4/32
≤ ‖f‖22 +
(
λ
√∑
T∈T
|IT|
)2/3
‖f‖4/32 = ‖f‖22 + ‖f‖2/32 ‖f‖4/32 ,
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and from Corollary 6.4 that∑
P∈Pk
|〈f, φP 〉|2 . (2kλ)2
∑
P∈Pk
|IP | . (2kλ)2 1
(2kλ)2
‖f‖22 = ‖f‖22.
Altogether, we obtain
∑
P∈P
|〈f, φP 〉|2 =
K∑
k=−1
∑
P∈Pk
|〈f, φP 〉|2 . (1 +K)‖f‖22
. ‖f‖22
[
1 + log+
(‖f‖∞
‖f‖2
√∑
T∈T
|IT|
)]
.
The assertion follows by taking the square root of both sides. 
7. The Fourier tile-type of interpolation spaces
In order to extend the class of spaces with Fourier tile-type beyond the Hilbertian
realm, we employ interpolation techniques. We start with a technical statement
concerning the intersection spaces that appear in the definition of Fourier tile-type.
7.1. Lemma. Let {X0, X1} be an interpolation couple of Banach spaces, and denote
Xθ := [X0, X1]θ and q := 2/θ. Let L
2(R;X1)∩L∞(R;X1) be equipped with the norm
‖f‖L2(R;X1)∩L∞(R;X1) := A‖f‖L∞(R;X1) +B‖f‖L2(R;X1),
and Lq(R;Xθ) ∩ L∞(R;Xθ) with the norm
‖f‖Lq(R;Xθ)∩L∞(R;Xθ) := Aθ‖f‖L∞(R;Xθ) +Bθ‖f‖Lq(R;Xθ).
Then
Lq(R;Xθ) ∩ L∞(R;Xθ) = [L∞(X0), L2(R;X1) ∩ L∞(R;X1)]θ,
where the norms are uniformly equivalent, independently of the positive numbers A
and B.
7.2. Remark. It is well known that
Lq(R;Xθ) = [L
∞(R;X0), L2(R;X1)]θ,
L∞(R;Xθ) = [L∞(R;X0), L∞(R;X1)]θ.
However, in general the identity [E,F ∩ G]θ = [E,F ]θ ∩ [E,G]θ seems to be non-
trivial. See [5], Section 3.3, for comments on the case of real interpolation.
Proof. Let
f =
∞∑
k=1
xk1Ek =
∞∑
k=1
x0k‖xk‖Xθ1Ek ∈ Lq(R;Xθ) ∩ L∞(R;Xθ)
be a countably-valued function, where the measurable sets Ek are pairwise disjoint.
Such functions are dense in the space under consideration. Suppose further that
the norm of f in this space is at most one. Since x0k ∈ Xθ ∈ [X0, X1]θ, we can find
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a function
φk ∈ F (X0, X1) :=
{
φ :[0, 1] + iR→ X0 +X1;
φ holomorphic on (0, 1) + iR,
φ continuous and bounded on [0, 1] + iR,
‖φ‖F(X0,X1) := sup
u∈{0,1}
sup
t∈R
‖φ(u+ it)‖Xu <∞
}
with φk(θ) = x
0
k and ‖φk‖F(X0,X1) . ‖x0k‖Xθ = 1. We define
F (z) :=
∞∑
k=1
φk(z)‖xk‖z/θXθ 1Ek .
It follows that ‖F (it)‖L∞(R;X0) . 1, and
‖F (1 + it)‖L∞(R;X1) . ‖f‖1/θL∞(R;Xθ), ‖F (1 + it)‖L2(R;X1) . ‖f‖
1/θ
Lq(R;Xθ)
,
so that
‖F (1 + it)‖L2(R;X1)∩L∞(R;X1) . A‖f‖1/θL∞(R;Xθ) +B‖f‖
1/θ
Lq(R;Xθ)
≤ (Aθ‖f‖L∞(R;Xθ) +Bθ‖f‖Lq(R;Xθ))1/θ
= ‖f‖1/θLq(R;Xθ)∩L∞(R;Xθ) ≤ 1.
Hence
F ∈ F (L∞(R;X0), L2(R;X1) ∩ L∞(R;X1))
with norm . 1, and therefore
f = F (θ) ∈ [L∞(R;X0), L2(R;X1) ∩ L∞(R;X1))]θ
with norm . 1. This proves the bounded embedding
Lq(R;Xθ) ∩ L∞(R;Xθ) ⊆ [L∞(X0), L2(R;X1) ∩ L∞(R;X1)]θ.
For the converse direction, it is immediate from standard results that
[L∞(X0), L2(R;X1) ∩ L∞(R;X1)]θ ⊆
{
[L∞(R;X0), L2(R;X1)]θ = Lq(R;Xθ),
[L∞(R;X0), L∞(R;X1)]θ = L∞(R;Xθ),
and therefore also that
[L2(R;X1) ∩ L∞(R;X1), L∞(X0)]θ ⊆ Lq(R;Xθ) ∩ L∞(R;Xθ).
For the correct norm estimate, one should note that if Y1 is equipped with λ times
its usual norm, then [Y0, Y1]θ will be equipped with λ
θ times its usual norm. This
fact is easy to check and completes the proof. 
The main result of this section is the following, which provides a good supply of
spaces with non-trivial Fourier tile-type. It is through this result that the class of
intermediate UMD spaces enters into Theorem 1.1.
7.3. Proposition. If X = Xθ = [X0, X1]θ is a complex interpolation space between
a UMD space X0 and a Hilbert space X1, then X has Fourier tile-type q = 2/θ.
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Proof. By definition, we need to show that X has Fourier tile-type (q, α) for every
α ∈ (0, 1). For the rest of the proof, fix one such α.
We use Lemma 5.7 to restrict to collections T of up-trees only, and reformulate
the left side of the Fourier tile-type estimate as
‖AT f‖ℓq(T ;Lq(R;X)), AT f :=
{
Mod−c(ωTu )
∑
P∈T
φP 〈f, φP 〉
}
T∈T
.
Note that the modulation Mod−c(ωTu) does not affect the value of the L
q(R;X)-
norm. However,
f 7→
∑
P∈T
Mod−c(ωTu ) φP 〈f,Mod−c(ωTu) φP 〉
is a Calderón–Zygmund operator, and therefore it maps L∞(R;X0) to BMO(R;X0)
for any UMD space X0. Moreover, the Calderón–Zygmund norms are uniform over
the choice of different up-trees, and hence
‖AT f‖ℓ∞(T ;BMO(R;X0)) . ‖{Modc(ωTu ) f}T∈T ‖ℓ∞(T ;L∞(R;X0)) = ‖f‖L∞(R;X0).
So we have
AT : L
∞(R;X0)→ ℓ∞(T ; BMO(R;X0)), (7.4)
which provides one end-point for interpolation.
Another one is obtained from Proposition 6.6. Abbreviating
S :=
∑
T∈T
|IT|,
it tells that
‖AT f‖ℓ2(T ;L2(R;X1))
. ‖f‖L2(R;X1) + (
√
S‖f‖L∞(R;X1))1−α‖f‖αL2(R;X1)
= ‖f‖L2(R;X1) + (εα
√
S‖f‖L∞(R;X1))1−α(ε−(1−α)‖f‖L2(R;X1))α
≤ ‖f‖L2(R;X1) + εα
√
S‖f‖L∞(R;X1) + ε−(1−α)‖f‖L2(R;X1)
for any ε > 0. This says that we have the boundedness
AT : L
2(R;X1) ∩ L∞(R;X1)→ ℓ2(T ;L2(R;X1)), (7.5)
where L2(R;X1) ∩ L∞(R;X1) is equipped with the norm
‖f‖L2(R;X1)∩L∞(R;X1) := εα
√
S‖f‖L∞(R:X1) + (1 + εα−1)‖f‖L2(R:X1).
Interpolating between (7.4) and (7.5) by the complex method [ , ]θ, and using
Lemma 7.1 and standard results to identify the resulting interpolation spaces in
the domain and the range, we deduce that
AT : L
q(R;Xθ) ∩ L∞(R;Xθ)→ ℓq(T ;Lq(R;Xθ)),
where Lq(R;Xθ) ∩ L∞(R;Xθ) is equipped with the norm
‖f‖Lq(R;Xθ)∩L∞(R;Xθ) := (εα
√
S)θ‖f‖L∞(R:Xθ) + (1 + εα−1)θ‖f‖Lq(R:Xθ).
In other words, we have
‖AT f‖ℓq(T ;Lq(R;Xθ)) . ‖f‖Lq(R;Xθ) + (εα
√
S)θ‖f‖L∞(R:Xθ) + ε(α−1)θ‖f‖Lq(R:Xθ),
and this bound holds for every ε > 0 with the implied constant independent of ε.
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We choose ε so as to equate the last two terms, which gives
εθ =
‖f‖q√
S
θ‖f‖∞
.
Substituting this leads to the final bound
‖AT f‖ℓq(T ;Lq(R;Xθ)) . ‖f‖Lq(R;Xθ) +
√
S
(1−α)θ‖f‖1−αL∞(R:Xθ)‖f‖
α
Lq(R:Xθ)
.
Recalling that
√
S
θ
=
√∑
T∈T
|IT|
2/q
=
( ∑
T∈T
|IT|
)1/q
,
we recognize the last bound as precisely the Fourier tile-type (q, α) estimate for
Xθ. 
8. Carleson’s theorem for large p
The proof of Carleson’s theorem à la Lacey–Thiele [7] is based on controlling
two key quantities associated to any collection of tiles P: density and energy. (The
terminology is slightly variable over different papers on the subject.) More precisely,
it is shown that a special Carleson operator, where the sum is over a tree of tiles,
is controlled by a product of the density and the energy of the tree in question
(the Tree lemma), whereas any collection of tiles—as in the summation condition
for the general Carleson operator—can be recursively divided into trees in such
a way that the density and energy are reduced at each step of the iteration (the
Density and Energy lemmas). In this section, we adapt these ideas to prove the
vector-valued Carleson theorem for large exponents p; the general case will require
a further elaboration of the argument, which we postpone to the last two sections.
Recall that we want to prove the estimate
|〈Cf, g〉| . |F |1/p|E|1/p′
for all f ∈ L∞(R;X) and g ∈ L∞(R;X∗) with |f | ≤ 1F and |g| ≤ 1E. Henceforth,
we will consider the functions f, g and the measurable sets F,E fixed; the density
and energy will depend on them, but we will not indicate it explicitly.
The density of a collection of tiles P is defined exactly as in the scalar case:
density(P) := sup
P∈P
sup
P ′≥P
ˆ
EP ′
vIP ′ , vI(x) :=
1
|I|
(
1 +
|x− c(I)|
|I|
)−10
,
where EP ′ := E ∩ {x : N(x) ∈ ωP ′}, and x 7→ N(x) is the arbitrary but fixed mea-
surable functions in the definition of the Carleson operator. In the inner supremum,
we go through all tiles P ′ such that P ′ ≥ P . A trivial bound is density(P) . 1 for
any collection P.
Our definition of energy involves an exponent q, which we take to be a Fourier
tile-type exponent for the underlying space X . In the scalar case, the classical
choice is q = 2, and orthogonality leads to a different but equivalent formulation of
the quantity below. In our general setting, the definition of energy is as follows:
energy(P) := sup
T⊆P
∆(T), ∆(T) :=
( 1
|IT|
ˆ ∣∣∣ ∑
P∈Tu
〈f, φP 〉φP
∣∣∣q)1/q.
Recall that we apply this to f ∈ L∞(R;X) with |f | ≤ 1F . Then there is a universal
upper bound energy(P) . 1 valid for any collection P. We omit the (reasonably
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standard) proof at this point, since a more general upper bound is established in
Corollary 9.6.
We turn to the three key lemmas.
8.1. Proposition (Tree lemma). If T is a tree, then
∑
P∈T
|〈f, φP 〉〈φP , g1{N(·)∈ωPu}〉| . density(T) energy(T)|IT|,
for f ∈ L∞(R;X) and g ∈ L∞(R;X∗) with |f | ≤ 1F and |g| ≤ 1E.
Proof. This essentially repeats [7, Sec. 6], and we only give a sketch.
Let J be the collection of maximal dyadic intervals J with the property that
2J 6⊇ IP for any P ∈ T. Then J is a partition of R such that every J ∈ J satisfies
either J ⊆ 5IT, or |J | ≥ 2|IT| and 12 |J | ≤ dist(J, IT) ≤ 2|J |. It follows that the left
side is dominated by
∑
J∈J
∑
P∈T
|IP |≤|J|
|〈f, φP 〉|‖φP 1EPu‖L1(J) +
∑
J∈J
J⊆5IT
∥∥∥ ∑
P∈T
|IP |>|J|
ǫP 〈f, φP 〉φP 1EPu
∥∥∥
L1(J)
for some sings ǫP taking care of the ratio of 〈f, φP 〉〈φP , g1{N(·)∈ωPu}〉 and its ab-
solute value. The first part only involves the size of individual coefficients
|〈f, φP 〉| ≤ |IP |1/2 energy(T), (8.2)
and is estimated verbatim to the scalar case [7, Sec. 6].
In the second part, the support of the function inside the L1(J) norm is contained
in a set GJ with |GJ | . density(T)|J |—an algebraic property inherited from the
scalar case—, and we estimate ‖FJ‖L1(J) ≤ |GJ |‖FJ‖L∞(J). Splitting T = Td ∪ Tu
into a down-tree and an up-tree, the part Td also needs the naïve bound (8.2) only,
still verbatim to [7, Sec. 6].
In the final case, P ∈ Tu, the sets EPu are nested, and we have
FJ (x) : =
∑
P∈Tu
|IP |>|J|
ǫP 〈f, φP 〉φP (x)1EPu (x) =
∑
P∈Tu
|J|<|IP |≤|Ix|
ǫP 〈f, φP 〉φP (x)
= Modc(ωTu )
(
(D1|J|χ−D1|Ix|χ) ∗Mod−c(ωTu )
∑
P∈Tu
ǫP 〈f, φP 〉φP
)
(x),
for a suitable length |Ix| and a frequency-localized χ ∈ S (R). Hence
‖FJ‖L∞(J;X) . inf
J
M
( ∑
P∈Tu
ǫP 〈f, φP 〉φP
)
,
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and finally, by the disjointness of J ∈ J , Hölder’s inequality, the maximal inequal-
ity, Proposition 4.1(3) and the definition of energy, we have∑
J∈J
J⊆5IT
‖FJ‖L1(J;X) .
∑
J∈J
J⊆5IT
density(T)|J | × inf
J
M
(
ǫP
∑
P∈Tu
〈f, φP 〉φP
)
≤ density(T)
ˆ
5IT
M
( ∑
P∈Tu
ǫP 〈f, φP 〉φP
)
(x) dx
. density(T)|IT|1/q
′
∥∥∥ ∑
P∈Tu
ǫP 〈f, φP 〉φP
∥∥∥
Lq(R;X)
. density(T)|IT|1/q
′
∥∥∥ ∑
P∈Tu
〈f, φP 〉φP
∥∥∥
Lq(R;X)
≤ density(T)|IT|1/q
′
energy(T)|IT|1/q. 
8.3. Proposition (Density lemma). If P is a finite collection of tiles, then we have
a splitting
P = Psparse ∪
⋃
j
Tj ,
where density(Psparse) ≤ 2−1 density(P) and∑
j
|ITj | . density(P)−1|E|.
Proof. This purely scalar result is [7, Proposition 3.1]. 
The Fourier tile-type makes its one and only appearance in the next result:
8.4. Proposition (Energy lemma). Let X have Fourier tile-type (q, α). If P is a
finite collection of tiles, then we have a splitting
P = Psmall ∪
⋃
j
Tj ,
where energy(Psmall) ≤ 2−1 energy(P) and∑
j
|ITj | . energy(P)−q/α|F |.
Proof. Among all maximal trees T ⊆ P with ∆(T) > energy(T)/2, let T1 be one
with the minimal c(ωT). Remove T1 from P and iterate this selection as long as
possible. What is left of P after these removals qualifies for Psmall. Let T be the
collection of the up-trees Tj,u corresponding to the chosen trees Tj . By construction,∑
j
|ITj | . energy(P)−q
∑
T∈T
∥∥∥∑
P∈T
〈f, φP 〉φP
∥∥∥q
Lq(R;X)
.
From the construction one checks that T satisfies (5.3), so by definition of Fourier
tile-type we have∑
j
|ITj | . energy(P)−q
(
‖f‖qLq(R+;X) +
[∑
j
|ITj |
]1−α
‖f‖(1−α)qL∞(R+;X)‖f‖
αq
Lq(R;X)
)
. energy(P)−q
(
|F |+
[∑
j
|ITj |
]1−α
|F |α
)
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If the first term dominates, we get∑
j
|ITj | . energy(P)−q|F |,
and if the second term dominates,∑
j
|ITj | . energy(P)−q/α|F |.
Since energy(P) . 1, the second bound is always the larger one. 
Iterating the density and energy lemmas in tandem, we obtain the following final
form of the decomposition.
8.5. Lemma. If P is a finite collection of tiles, then we have a splitting
P =
⋃
n∈Z
⋃
j
Tn,j ∪ P∞,
where density(Tn,j) ≤ |E|2−n, energy(Tn,j) ≤ |F |α/q2−nα/q,∑
j
|ITn,j | . 2n,
and density(P∞) = energy(P∞) = 0.
We are ready to complete the proof of Theorem 1.1 for large values of p:
8.6. Proposition. Let X have Fourier tile-type (q, α). Then the Carleson operator
is bounded from Lp,1(R;X) to Lp,∞(R;X) for p ∈ [q/α); hence, by interpolation,
on Lp(R;X) for every p ∈ (q/α,∞). In particular, if X has Fourier tile-type q,
then the Carleson operator is bounded on Lp(R;X) for every p ∈ (q,∞).
Proof. Let f ∈ L∞(R;X) and g ∈ L∞(R;X∗) satisfy |f | ≤ 1F , |g| ≤ 1E. Then∑
P∈P
|〈f, φP 〉〈φP , g1{N(·)∈ωu}〉|
≤
∑
n
∑
j
∑
P∈Tn,j
|〈f, φP 〉〈φP , g1{N(·)∈ωu}〉|
.
∑
n
∑
j
density(Tn,j) energy(Tn,j)|ITn,j |
.
∑
n
min{1, |E|2−n}min{1, |F |α/q2−nα/q}2n
Case |E| ≤ |F |: Then∑
n
min{1, |E|2−n}min{1, |F |α/q2−nα/q}2n
≤
∑
2n≤|E|
2n +
∑
|E|≤2n≤|F |
|E|+
∑
2n≥|F |
|E||F |α/q2−nα/q
. |E|
(
1 + log
|F |
|E|
)
. |F |1/p|E|1/p′
for any p ∈ (1,∞).
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Case |E| > |F |: Then∑
n
min{1, |E|2−n}min{1, |F |α/q2−nα/q}2n
≤
∑
2n≤|F |
2n +
∑
|F |≤2n≤|E|
|F |α/q2n(1−α/q) +
∑
2n≥|E|
|E||F |α/q2−nα/q
. |F |α/q|E|1−α/q . |F |1/p|E|1/p′
if and only if p ≥ q/α. Thus∑
P∈P
|〈f, φP 〉〈φP , g1{N(·)∈ωu}〉| . ‖f‖Lp,1(R;X)‖g‖Lp′,1(R;X∗)
for all p ∈ [q/α,∞). 
9. Improved energy estimates
In order to extend the proof of Carleson’s theorem to all p > 1, we need an
improvement over the universal energy bound energy(P) . 1 for |f | ≤ 1F . This
asks for a development of vector-valued analogues of some results on wavelets and
square-functions appearing in [11, Chapter 2]. We start with a boundedness result
for a certain mixture of continuous and dyadic Calderón–Zygmund operators.
9.1. Lemma. For every I ∈ D , let ψI be a smooth L2-bump on I, i.e.,
|ψI(x)|+ |I| · |ψ′I(x)| .
1
|I|1/2
(
1 +
|x− c(I)|
|I|
)−20
,
with vanishing integral. If X is a UMD space and I is any finite collection of
dyadic intervals, then
f 7→
∑
I∈I
〈f, ψI〉hI
is bounded on Lp(R;X) for p ∈ (1,∞) and from L1(R;X) to L1,∞(R;X), uniformly
over the choice of I .
Proof. Let ψ˜I , I ∈ D , be regular orthonormal wavelets, i.e., just like the ψI , and
in addition pairwise orthogonal. The may be taken to be the translations and
dilations of a single function ψ˜[0,1), which is not identically vanishing on [0, 1).
Then it follows that
ffl
I
|ψ˜I(x)| dx & |I|−1/2. By the unconditionality of the Haar
functions, the contraction principle and Stein’s inequality,∥∥∥ ∑
I∈I
〈f, ψI〉hI
∥∥∥
Lp(R;X)
.
∥∥∥ ∑
I∈I
εI〈f, ψI〉hI
∥∥∥
Lp(R×Ω;X)
.
∥∥∥ ∑
I∈I
εI〈f, ψI〉 1I|I|1/2
∥∥∥
Lp(R×Ω;X)
.
∥∥∥ ∑
I∈I
εI〈f, ψI〉EI |ψ˜I |
∥∥∥
Lp(R×Ω;X)
.
∥∥∥ ∑
I∈I
εI〈f, ψI〉ψ˜I
∥∥∥
Lp(R×Ω;X)
.
The operator f 7→ ∑I∈I εI〈f, ψI〉ψ˜I has a standard Calderón–Zygmund kernel,
uniformly in I and the choice of the signs εI . It is also bounded on the scalar
L2(R) space, since ∥∥∥ ∑
I∈I
εI〈f, ψI〉ψ˜I
∥∥∥2
2
=
∑
I∈I
|〈f, ψI〉|2 . ‖f‖22,
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where the first step follows from the orthonormality of the wavelets ψ˜I , and the
second is [11, Proposition 2.3.1]. Hence, by Figiel’s T (1) theorem in UMD spaces
[3], it is bounded on all Lp(R;X). By the above chain of estimates, so is the original
operator.
For the boundedness from L1(R;X) to L1,∞(R;X), it is enough to observe that
the original operator has kernel
∑
I∈I hI(x)ψI(y), which satisfies the standard
Calderón–Zygmund size estimate as well as the standard regularity estimate in
the y-variable. This is enough to deduce the the weak L1 estimate from the Lp
boundedness already established. 
9.2. Lemma. For every I ∈ D , let ψI be a smooth L2-bump on I with vanishing
integral. If X is a UMD space and I is any finite collection of dyadic intervals,
then ∥∥∥ ∑
I∈I
〈f, ψI〉ψI
∥∥∥
Lp(R;X)
.
∥∥∥ ∑
I∈I
〈f, ψI〉hI
∥∥∥
Lp(R;X)
for p ∈ (1,∞), uniformly over the choice of I .
Proof. We argue by duality. Namely, for some g ∈ Lp′(R;X∗) of norm one,∥∥∥ ∑
I∈I
〈f, ψI〉ψI
∥∥∥
Lp(R;X)
.
∑
I∈I
〈f, ψI〉〈ψI , g〉
=
〈∑
I∈I
〈f, ψI〉hI ,
∑
I′∈I
〈g, ψI′〉hI′
〉
≤
∥∥∥ ∑
I∈I
〈f, ψI〉hI
∥∥∥
Lp(R;X)
∥∥∥ ∑
I′∈I
〈g, ψI′〉hI′
∥∥∥
Lp′(R;X∗)
,
and the second factor is bounded by ‖g‖Lp′(R;X∗) ≤ 1 by the previous lemma. 
The following result is an improved square function estimate, a vector-valued
extension of [11, Proposition 2.4.1]:
9.3. Proposition. Let X be a UMD space and f ∈ L1loc(R). Let ψI be smooth
L2-bumps with vanishing integral, and I ⊆ {I ∈ D : infI Mf ≤ λ} be a finite
collection of dyadic intervals. Then for all p ∈ (1,∞),∥∥∥ ∑
I∈I
I⊆K
〈f, ψI〉hI
∥∥∥
Lp(R;X)
. λ|K|1/p.
Proof. Note that infI Mf ≤ λ implies that 〈f, ψI〉 is well-defined. We denote
f˜ :=
∑
I∈I
〈f, ψI〉hI .
Then, denoting by I ∗(K) the maximal elements I ∈ I with I ⊆ K,
1K(f˜ − 〈f˜〉K) =
∑
I∈I
I⊆K
〈f, ψI〉hI =
∑
J∈I ∗(K)
∑
I∈I
I⊆J
〈f, ψI〉hI .
For each J ∈ I ∗(K), we apply Lemma 9.1 to the operator
f 7→
∑
I∈I
I⊆J
〈f, ψI〉hI
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to deduce its boundedness from L1(R;X) into L1,∞(R;X). Hence∥∥∥ ∑
I∈I
I⊆J
〈12Jf, ψI〉hI
∥∥∥
L1,∞(R;X)
. ‖12Jf‖L1(R;X) . |J | inf
J
Mf ≤ λ|J |. (9.4)
On the other hand, for I ⊆ J we have
|〈1(2J)cf, ψI〉| .
ˆ
(2J)c
|f(x)|
|I|1/2
(
1 +
|x− c(I)|
|I|
)−20
dx
. |I|1/2
( |I|
|J |
)10 ˆ
R
|f(x)|
|I|
(
1 +
|x− c(I)|
|I|
)−10
dx
. |I|1/2
( |I|
|J |
)9 ˆ
R
|f(x)|
|J |
(
1 +
|x− c(J)|
|J |
)−10
dx
. |I|1/2
( |I|
|J |
)9
inf
J
Mf ≤ |I|1/2
( |I|
|J |
)9
λ,
hence ∣∣∣ ∑
I∈I
I⊆J
〈f, ψI〉hI
∣∣∣ .∑
I∈D
I⊆J
( |I|
|J |
)9
λ · 1I
=
∞∑
k=0
∑
I∈D,I⊆J
|I|=2−k|J|
2−9kλ · 1I . λ · 1J ,
and thus also ∥∥∥ ∑
I∈I
I⊆J
〈1(2J)cf, ψI〉hI
∥∥∥
L1,∞(R;X)
. λ|J |. (9.5)
A combination of (9.4) and (9.5) shows that∥∥∥ ∑
I∈I
I⊆J
〈f, ψI〉hI
∥∥∥
L1,∞(R;X)
. λ|J |.
Since the terms corresponding to different J are disjointly supported, we get the
first estimate in
‖1K(f˜ − 〈f˜〉K)‖L1,∞(R;X) ≤
∑
J∈I ∗(K)
∥∥∥ ∑
I∈I
I⊆J
〈f, ψI〉hI
∥∥∥
L1,∞(R;X)
.
∑
J∈I ∗(K)
λ|J | ≤ λ|K|.
By the John–Strömberg inequality, we have ‖f˜‖BMO(R;X) . λ, and then by the
John–Nirenberg inequality that
‖1K(f˜ − 〈f˜〉K)‖Lp(R;X) . λ|K|1/p. 
Now finally we are ready for the improved energy estimate:
9.6. Corollary. Let P be a finite collection of tiles such that infIP Mf ≤ λ for all
P ∈ P. Then
energy(P) . λ.
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Proof. Let T ⊆ P be an up-tree. The tiles P ∈ T are in one-to-one correspondence
with their time intervals IP , and hence
ψIP := Mod−c(ωT) φP , P ∈ T,
is well defined. These functions are smooth L2-bumps with vanishing integral.
Hence, by applying the previous results, we deduce that∥∥∥∑
P∈T
〈f, φP 〉φP
∥∥∥
Lq(R;X)
=
∥∥∥∑
P∈T
〈Mod−c(ωT) f, ψIP 〉ψIP
∥∥∥
Lq(R;X)
.
∥∥∥∑
P∈T
〈Mod−c(ωT) f, ψIP 〉hIP
∥∥∥
Lq(R;X)
. λ|IT|1/q,
since Mod−c(ωT) f has the same maximal function as f . 
10. Carleson’s theorem for general p > 1
In this final section, we complete the proof of Theorem 1.1 in full generality.
Thus we want to prove that
|〈Cf, g〉| . ‖f‖Lp(R;X)‖g‖Lp′(R;X)
for all p ∈ (1,∞) and all functions making the right side finite. By well-known
results concerning interpolation of generalized restricted weak-type inequalities, it
suffices to show the following: For all sets E,F ⊆ R of finite measure, there exists
a major subset E˜ ⊆ E with |E˜| ≥ 12 |E|, such that for all f ∈ L∞(F ;X) and all
g ∈ L∞(E˜;X∗) of norm one, we have
|〈Cf, g〉| . |F |1/p|E|1/p′
for all p ∈ (1,∞). The proof splits into two cases according to the relative size of
E and F . (In the first case, we can simply take E˜ = E.)
10.1. Lemma. Let |E| ≤ |F |. Then
|〈Cf, g〉| . |E|
(
1 + log
|F |
|E|
)
for all f ∈ L∞(F ;X) and g ∈ L∞(E;X∗) bounded by one.
Proof. This is contained in the proof of Proposition 8.6. 
The other case is the more involved one; it is here that we need the improved
energy estimate from the previous section.
10.2. Lemma. Let |E| > |F |. Then there exists E˜ ⊆ E with |E˜| ≥ 12 |E| such that
|〈Cf, g〉| . |F |
(
1 + log
|E|
|F |
)
for all f ∈ L∞(F ;X) and g ∈ L∞(E˜;X∗) bounded by one.
Proof. Let G := {M(1F ) > K|F |/|E|} and G˜ := {M(1G) > 18}. Then |G˜| ≤ 12 |E|,
and hence E˜ := E \ G˜ satisfies |E˜| ≥ 12 |E|. For f and g as in the assertion, we write∑
P∈P
|〈f, φP 〉〈φP , g1EPu 〉| =
∑
P∈P
2IP 6⊆G˜
+
∑
P∈P
2IP⊆G˜
=
∑
P∈P
2IP 6⊆G˜
+
∞∑
k=1
∑
P∈P
2kIP⊆G˜
2k+1IP 6⊆G˜
.
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The part with 2IP ⊆ G˜. For the kth term in this part, we observe the following
estimates. First,
|〈f, φP 〉| . |IP |1/2〈|f |, vIP 〉 . 2k|IP |1/2〈|f |, v2k+1IP 〉
. 2k|IP |1/2 inf
2k+1IP
Mf . 2k|IP |1/2 |F ||E| ,
where 2k+1IP 6⊆ G˜ was used in the last step. Second, since
supp g ⊆ G˜c ⊆ (2kIP )c,
we have
|〈φP , g1EPu 〉| . |IP |1/2
ˆ
(2kIP )c
|g(x)|1EPu (x)
1
|IP |
(
1 +
|x− c(IP )|
|IP |
)−20
dx
. |IP |1/22−10k
ˆ
1ωP (N(x))vIP (x) dx.
We also observe that the different intervals IP in this kth sum have overlap of at
most 2 at any point. In fact, it is easy to check that
I(k) ⊂ 2k+1I ⊂ 2kI(2), k ≥ 1.
Thus, if I satisfies 2k+1I 6⊆ G˜, then no dyadic interval J ⊆ I(2) can satisfy 2kJ ⊆ G˜.
Hence,∑
P∈P
2kIP⊆G˜
2k+1IP 6⊆G˜
|〈f, φP 〉〈φP , g1EPu 〉|
≤
∑
I:2kI⊆G˜
2k+1I 6⊆G˜
∑
ω:|ω|=1/|I|
2k|I|1/2 |F ||E| · 2
−10k|I|1/2
ˆ
1ωu(N(x))vI (x) dx
≤ 2−9k |F ||E|
∑
I:2kI⊆G˜
2k+1I 6⊆G˜
|I|
ˆ
vI(x) dx
. 2−9k
|F |
|E|
∑
I:2kI⊆G˜
2k+1I 6⊆G˜
|I| . 2−9k |F ||E| |G˜| ≤ 2
−9k|F |,
where we used among other things the disjointness of dyadic ω of equal length, and
the fact that all the I in the sum have bounded overlap and are all contained in G˜.
This is summable over k = 1, 2, . . . , and shows that∑
P∈P
2IP⊆G˜
|〈f, φP 〉〈φP , g1EPu 〉| . |F |,
which is even a better bound than what we claimed for the full sum over P ∈ P.
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The part with 2IP 6⊆ G˜. The point is to check the conditions of Corollary 9.6, which
will give us an improved energy estimate for the collection of tiles appearing in this
sum. The condition that 2IP 6⊆ G˜ means that there exists some y ∈ 2IP ( G˜,
which, by the definition of G˜ means that
|2IP ∩G|
|2IP | ≤M(1G)(z) ≤
1
8
,
and hence |IP ∩G| ≤ 18 |2IP | = 14 |IP |. In particular, IP 6⊆ G, which by the definition
of G means the existence of some z ∈ IP \ G so that M(1F ) ≤ K|F |/|E|. Since
|f | ≤ 1F , we finally obtain
inf
IP
Mf ≤M(1F )(z) ≤ K |F ||E| .
This means that the collection
P′ := {P ∈ P : 2IP 6⊆ G˜}
satisfies the assumption of Corollary 9.6 with λ = K|F |/|E|, and hence also the
conclusion,
energy(P′) .
|F |
|E| .
After this, we can proceed exactly as in the proof of Proposition 8.6 in the case
|E| > |F |. For |f | ≤ 1F and |g| ≤ 1E˜ ≤ 1E , we have∑
P∈P′
|〈f, φP 〉〈φP , g1{N(·)∈ωu}〉|
.
∑
n
∑
j
density(Tn,j) energy(Tn,j)|ITn,j |
.
∑
n
min{1, |E|2−n}min{ |F ||E| , |F |
α/q2−nα/q}2n,
where we substituted the improved energy bound from above in place of the uni-
versal energy bound energy(P) . 1 valid for any collection. The estimation then
proceeds with
≤
∑
2n≤|E|
|F |
|E|2
n +
∑
|E|≤2n≤|E|q/α|F |1−q/α
|F |
+
∑
2n≥|E|q/α|F |1−q/α
|E||F |α/q2−nα/q
. |F |
(
1 + log
|E|
|F |
)
,
as we wanted to prove. 
As explained in the beginning of the section, the above two lemmas together
with well-known interpolation results complete the proof of Carleson’s theorem for
Lp(R;X) with any p ∈ (1,∞).
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