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1. Introduction
In the landmark paper [4], it was shown that interesting binary codes could be found as images
of linear codes over Z4 under a non-linear Gray map. This paper marked the beginning of an intense
study of codes over rings. Since then numerous papers have been written about codes over rings and
other algebraic structures. In [2], another Gray map was described from a ring of order 4, namely
F2 + uF2. The Gray map for this ring was linear so the binary images were linear codes that had an
automorphic involution that corresponded to multiplication by the unique non-trivial unit 1+u in the
ring. This ring and its corresponding Gray map was generalized to codes over F2 + uF2 + vF2 + uvF2
with a linear Gray map in [6]. In [1], the ring F2 + uF2 was generalized to Σ2m and these codes were
used to construct quaternionic unimodular lattices and associated Jacobi forms from self-dual codes.
In this paper, we shall make a generalization to a family of inﬁnitely many rings with an attached
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corresponding to multiplication by the units of the ring.
2. Deﬁnitions and notations
Deﬁne the following ring for k 1. Let
Rk = F2[u1,u2, . . . ,uk]/
〈
u2i = 0,uiu j = u jui
〉
. (1)
When k = 1 the ring is F2 +uF2 and codes over this ring were studied in [2]. When k = 2 the ring
is F2 + uF2 + vF2 + uvF2 and codes over this ring were studied in [6].
The purpose of studying codes over these rings is that they are equipped with a linear Gray map
which maps Lee weights to binary weights. Hence the images of these codes over Rk under this Gray
map are linear binary codes with a rich automorphism group corresponding to multiplication by the
units in the ring.
The ring can also be deﬁned recursively. Let
Rk = Rk−1[uk]/
〈
u2k = 0,uku j = u juk
〉= Rk−1 + ukRk−1, j = 1, . . . ,k − 1. (2)
For any subset A ⊆ {1,2, . . . ,k} we will ﬁx
uA :=
∏
i∈A
ui (3)
with the convention that u∅ = 1. Then any element of Rk can be represented as
∑
A⊆{1,...,k}
cAuA, cA ∈ F2. (4)
An advantage of representing elements with this notation is that we can easily observe that
uAuB =
{
0 if A ∩ B = ∅,
uA∪B if A ∩ B = ∅.
This leads to
(∑
A
cAuA
)(∑
B
dBuB
)
=
∑
A,B⊆{1,...,k}, A∩B=∅
cAdBuA∪B .
Lemma 2.1. The ring Rk is a commutative ring with |Rk| = 2(2k) .
Proof. Consider the representation of elements of Rk given in Eq. (4). There are 2k subsets of
{1,2, . . . ,k} and two choices for each coeﬃcient cA . Hence there are 22k elements in the ring. 
Lemma 2.2. An element of Rk is a unit if and only if the coeﬃcient of u∅ is 1. Moreover, each unit is its own
multiplicative inverse.
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uAuA = 0. Now assume an element of Rk is of the form ∑A⊆{1,...,k} cAuA, cA ∈ F2, where c∅ = 0.
Then since the ring is of characteristic 2,
∑
A⊆{1,...,k}
cAuA
∑
A⊆{1,...,k}
cAuA =
∑
A⊆{1,...,k}
cAu
2
A = 0.
This gives that an element with c∅ = 0 is a zero divisor and not a unit.
Next, assume an element of Rk is of the form
∑
A⊆{1,...,k} cAuA, with cA ∈ F2, where c∅ = 1. We
can write this in the form 1+∑A⊆{1,...,k} cAuA where A is non-empty. Then we have
(
1+
∑
A⊆{1,...,k}
cAuA
)(
1+
∑
A⊆{1,...,k}
cAuA
)
= 1+ 2
( ∑
A⊆{1,...,k}
cAuA
)
+
( ∑
A⊆{1,...,k}
cAuA
)2
= 1.
Therefore, we have shown that each element with c∅ = 1 is a unit. 
Recall that a local ring is a ring with a unique maximal ideal.
Lemma 2.3. The ring Rk is a local ring with unique maximal ideal mk = Iu1,u2,...,uk . This ideal consists of all
non-units and has |mk| = |R|2 .
Proof. We see that all non-units are in Iu1,u2,...,uk from Lemma 2.2. Then since those are the elements
with c∅ = 0, we have that the cardinality of the ideal is half the cardinality of the ring. 
It is easy to see that Rad(Rk) = Iu1,...,uk and that Soc(Rk) = Iu1u2···uk and since Rk/Rad(Rk) 	
Soc(Rk), Rk is a Frobenius ring. This is an important fact since then we can invoke the foundational
results in [7]. Speciﬁcally, Wood shows that for a code over Frobenius rings both MacWilliams the-
orems hold and for linear codes the product of the cardinality of a code with the cardinality of its
orthogonal is the cardinality of the ambient space. One can also observe quite easily that Rk is a ﬁnite
chain ring if and only if k = 1. Speciﬁcally, consider the ideals 〈u1〉 and 〈u2〉, neither ideal contains
the other and hence are not in a chain giving that the ring is not a chain ring for k > 1. Moreover,
the ring is not principal for k > 1 since it is easy to see that the maximal ideal is not generated by a
single element.
A linear code of length n over Rk is a submodule of Rnk . Note that since Rk is not a chain ring
when k  2, we do not have generating matrices in a standard form, so we cannot deﬁne a type in
terms of such a matrix. We shall deﬁne a type later but a generating matrix does not have a standard
form as it does with codes over chain rings.
Deﬁne the following inner product on this ambient space: [v,w] =∑viwi . The orthogonal C⊥ is
deﬁned in the usual way, that is C⊥ = {v | [v,w] = 0 for all w ∈ C}. By the results in [7], we have that
since this ring is a Frobenius ring any linear code C satisﬁes |C ||C⊥| = |Rk|n .
Deﬁne the complete weight enumerator of a code C over Rnk in the usual way, that is:
cweC (X) =
∑
c∈C
n∏
i=1
xci . (5)
Deﬁne the Hamming weight enumerator to be
WC (x, y) =
∑
c∈C
xn−wt(c) ywt(c). (6)
We shall describe MacWilliams relations for both of these weight enumerators in Section 6.
208 S.T. Dougherty et al. / Finite Fields and Their Applications 17 (2011) 205–2193. The Lee weight and the two versions of Gray map
We shall describe two Gray maps which are natural generalizations of two views of the usual Gray
map.
3.1. The Gray map φk
In [2], the Lee weight was deﬁned in an analogous manner to the Lee weight in Z4, by letting
wL(0) = 0,wL(1) = wL(1+ u) = 1 and wL(u) = 2. Accordingly a linear Gray map from Rn1 to F2n2 was
deﬁned in terms of vectors as
φ1(a + ub) = (b,a + b),
which turned out to be a linear distance preserving map.
In [6], the Lee weight was deﬁned as the Hamming weight of the image under a Gray map which
was extended from that in [2]. Speciﬁcally we have
φ2(a + ub + vc + uvd) = (d, c + d,b + d,a+ b + c + d),
where a,b, c,d ∈ Fn2.
Now, we can adopt a similar approach for the Gray map in our case, which would lead to a
recursive deﬁnition as follows:
For c ∈ Rnk , we can write c = c1 + ukc2 with c1, c2 ∈ Rnk−1, then we can deﬁne
φk(c) =
(
φk−1(c2),φk−1(c1) + φk−1(c2)
)
.
Deﬁning the Lee weight of a codeword as the Hamming weight of the image of the codeword under
φk , we get a distance preserving linear map from Rnk to F
2kn
2 . Note that an inductive argument shows
that φk is one-to-one and that wL(uA) = 2|A| for each A ⊆ {1,2, . . . ,k}.
3.2. The Gray map ψk
Another approach for deﬁning the Lee weight and the Gray map is to view Rk as a vector space
over F2 with basis {uA: A ⊆ {1,2, . . . ,k}}, and thus deﬁne the Gray map of each uA and then extend
it linearly to all of Rk . For this, we will ﬁx an ordering on the subsets of {1,2, . . . ,k}, that will be
deﬁned recursively as follows:
{1,2, . . . ,k} = {1,2, . . . ,k − 1} ∪ {k}.
Thus, for example for k = 3, the ordering on the subsets of {1,2,3} will be given as follows:
∅, {1}, {2}, {1,2}, {3}, {1,3}, {2,3}, {1,2,3},
which will lead to
R3 = F2 + u1F2 + u2F2 + u1u2F2 + u3F2 + u1u3F2 + u2u3F2 + u1u2u3F2.
With this ordering in mind, we can now deﬁne the coordinate-wise Gray map. We denote this map
by ψk : Rk → F2k2 and deﬁne it as follows:
ψk(uA) = (cB)B⊆{1,2,...,k},
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cB =
{
1 if B ⊆ A,
0 otherwise.
We then extend ψk linearly to all of Rk and deﬁne the Lee weight of an element in Rk to be the
Hamming weight of its image. We get a linear distance preserving map from Rnk to F
2kn
2 . Now, it is
easy to see, for example, that
wL(uA) = 2|A|. (7)
Since Rk is not a principal ideal ring in general, we do not have the notion of rank for linear
codes. Then the standard ring version of the Singleton bound for linear codes does not apply for the
Hamming or Lee weight. We can, however, get a bound by examining its image under the Gray map.
For binary codes we have dH (C)  N − log2(|C |) + 1, where N is the length of the binary code. For
linear codes log2(|C |) is the dimension of the code. This implies that dL(C)  2kn − log2(|C |) + 1.
Except for the ambient space, mk and m⊥k the inequality is strict.
3.3. The equivalence of ψk and φk
Note that we deﬁned the Lee weight in both cases as the Hamming weight of the image under
a certain Gray map. Now, since the maps φk and ψk are seemingly different maps, one may wonder
whether we get the same weight or not. However, since both φk and ψk are F2-linear maps and the
weights agree on the basis elements uA , we observe that the Lee weight in both cases is indeed the
same, so the weight is well deﬁned.
Theorem 3.1. In Rk, there are precisely
(2k
i
)
elements of Lee weight i, for i = 0,1, . . . ,2k.
Proof. Both ψk and φk are actually bijections from Rk to F2
k
2 , and thus the Lee weight enumerator of
R1k is precisely the Hamming weight enumerator of F
2k
2 which is (1 + y)2
k
. This implies that, in Rk ,
there are precisely
(2k
i
)
elements of Lee weight i, for i = 0,1, . . . ,2k . 
We will keep both deﬁnitions as they each prove to be advantageous in proving certain aspects of
codes over Rk . In fact, we are now going to prove that the two Gray maps, φ, ψ deﬁned on Rk are
equivalent, and we are going to ﬁnd the exact equivalence between them.
Note that for the deﬁnition of ψk , we have to ﬁx an order on the subsets of {1,2, . . . ,k}, and we
do this inductively by {1,2, . . . ,k} = {1,2, . . . ,k − 1} ∪ {k}.
Thus for example, when k = 1 and k = 2, the maps ψ1 and ψ2 are deﬁned as follows:
ψ1(1) = (1,0), ψ1(u1) = (1,1) (8)
and
ψ2(1) = (1,0,0,0), ψ2(u1) = (1,1,0,0),
ψ2(u2) = (1,0,1,0), ψ2(u1u2) = (1,1,1,1). (9)
The map ψk is then extended F2-linearly to all of Rk .
The map φk however is deﬁned inductively as follows:
φk(c+ ukd) :=
(
φk−1(d),φk−1(c) + φk−1(d)
)
(10)
where c and d are vectors in Rnk−1. Now, we will restrict to the case when n = 1. Note that φk is an
F2-linear map by induction since φ1 is linear. Therefore, it is enough to look at φk(uA) and prove the
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φ1(1) = (0,1), φ1(u1) = (1,1) (11)
and
φ2(1) = (0,0,0,1), φ2(u1) = (0,0,1,1),
φ2(u2) = (0,1,0,1), φ2(u1u2) = (1,1,1,1). (12)
Now, let us deﬁne the swap maps σ1, σ2, . . . , σk that act on F2
k
2 as follows:
σk(c1, c2) = (c2, c1), ∀c1, c2 ∈ F2k−12 ,
σk−1(d1,d2,d3,d4) = (d2,d1,d4,d3), ∀di ∈ F2k−22
continuing to
σ1(c1, c2, . . . , c2k−1, c2k ) = (c2, c1, c4, c3, . . . , c2k , c2k−1), ci ∈ F2.
Now we are ready to prove the main theorem:
Theorem 3.2.With σi the swap map deﬁned above and ψk the Gray map, we have
φk(uA) = σk ◦ σk−1 ◦ · · · ◦ σ1
(
ψk(uA)
)
, ∀A ⊆ {1,2, . . . ,k}.
Proof. The proof is by induction on k. When k = 1, and k = 2, the assertion is easily veriﬁed by
looking at (8), (9),(11) and (12).
Assume the assertion to be true for k − 1. Now let A ⊆ {1,2, . . . ,k}. There are two cases to look
at:
Case 1. If k /∈ A, then A ⊆ {1,2, . . . ,k − 1}, and so we know that
ψk(uA) =
(
ψk−1(uA),02k−1
)
. (13)
But writing uA = uA + 0(uk) and applying (10) we see that
φk(uA) =
(
02k−1 , φk−1(uA)
)
. (14)
We know by induction that φk−1(uA) = σk−1 ◦ · · · ◦σ1(ψk−1(uA)). But then, using Eq. (13) we see that
σk ◦ · · · ◦ σ1
(
ψk(uA)
)= σk(σk−1 ◦ · · · ◦ σ1(ψk−1(uA)),02k−1)
= (02k−1 ,σk−1 ◦ · · · ◦ σ1(ψk−1(uA)))= (02k−1 , φk−1(uA))= φk(uA).
Case 2. If k ∈ A, then we can write A = A′ ∪ {k} where A′ ⊆ {1,2, . . . ,k − 1}. In that case we see that
ψk(uA) =
(
ψk−1
(
u′A
)
,ψk−1
(
u′A
))
. (15)
S.T. Dougherty et al. / Finite Fields and Their Applications 17 (2011) 205–219 211By writing uA = 0+ uk · uA′ , we see that
φk(uA) =
(
φk−1
(
u′A
)
, φk−1
(
u′A
))
. (16)
But, now since applying σk to (ψk−1(u′A),ψk−1(u′A)) does not affect the vector, the assertion easily
follows from induction. 
We give some examples of codes and their images.
Example 1. Consider the linear code C1 of length 1 over R3, generated by 〈u1u2 + u3〉. The image
ψ3(C1) is the well known extended binary [8,4,4] Hamming code. It is well known that this code is
an optimal self-dual code with Hamming weight enumerator
Hψ3(C1)(z) = 1+ 14z4 + z8.
Example 2. Consider the linear code C2 of length 2 over R3 generated by the vector (1 + u1 + u2 +
u3,1+ u1u2u3). Then ψ3(C2) is a binary code with parameters [16,8,4] with Hamming weight enu-
merator
Hψ3(C2)(z) = 1+ 12z4 + 64z6 + 102z8 + 64z10 + 12z12 + z16.
The code ψ3(C2) is also an optimal self-dual code.
Example 3. The linear code C4 of length 1 over R4 is generated by the vector (u1u2 + u3u4). Then
ψ4(C4) is a binary code with parameters [16,6,6] with Hamming weight enumerator
Hψ4(C4)(z) = 1+ 16z6 + 30z8 + 16z10 + z16.
Note that ψ4(C4) is an optimal code by [8].
4. Automorphism groups of the binary image
We shall now investigate which automorphisms are present in the binary image corresponding to
multiplication of units in Rk .
When k = 1, the way the Gray map was deﬁned was very helpful in determining the binary images
of codes over Rk . Since (1+ u)(a + ub) = a + u(a + b), we get
φ1
(
(1+ u)(a + ub))= (a+ b,b) = τ (φ1(a+ ub))
where τ is the swap map on vectors of length 2n. It was determined that the binary codes that
are the images of linear codes over R1 must be invariant under the swap map. We can denote this
permutation group as G1 = {1, τ }.
In [6], this notion was extended to R2 and by determining the Gray images of multiplication
by units, it was found that binary codes of length 4n that are images of linear codes over R2
must be invariant under the permutation group G2 = {1,α,β,αβ} where α2 = β2 = 1. The group
G2 is isomorphic to the Klein-4 group. Here, the action of α and β on a vector of length 4n
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α(x1, x2, x3, x4) = (x2, x1, x4, x3)
and
β(x1, x2, x3, x4) = (x3, x4, x1, x2).
Notice that β is the ordinary swap map and α acts as the swap map on (x1, x2) and the swap map
on (x3, x4).
One can extend this idea, using the recursive deﬁnition of the Gray map φk to ﬁnd the binary
images of codes over Rk under φk .
Theorem 4.1. The binary images of linear codes over Rk must be invariant under the group Gk of permutations
that is generated by the previously deﬁned swap maps σ1, σ2, . . . , σk, where the actions of σi on a binary
vector (x1, x2, . . . , x2k ) of length 2
kn can be described as follows:
• The map σk is the ordinary swap map on vectors of length 2kn, i.e. the swap map on (x1, x2, . . . , x2k ).• The map σk−1 acts as the swap map on the blocks (x1, x2, . . . , x2k−1 ) and
(x2k−1+1, x2k−1+2, . . . , x2k ).
...
• The map σ1 which acts as the swap on the blocks (x1, x2), (x3, x4) continuing to (x2k−1, x2k ).
Proof. We prove this theorem by the inductive deﬁnition of the Gray map.
Note that for k = 1 and k = 2 this was done in [2] and [6] respectively. Now assume the assertion
to be true up to k − 1. Now let c + ukd be a vector in Rnk so that c and d are vectors in Rnk−1
of length n. Now, by induction the binary images of c and d under φk−1 are invariant under the
permutations Gk−1 = 〈σ1, . . . , σk−1〉. Now, since φk(c+ ukd) = (φk−1(d),φk−1(c) + φk−1(d)), it is also
invariant under those permutations. But note that
φk
(
(1+ uk)(c+ ukd)
)= φk(c+ uk(c+ d))= (φk−1(c) + φk−1(d),φk−1(d))= σk(φk((c+ ukd))).
So the binary image of linear codes over Rk must additionally be invariant under σk which completes
the proof of the assertion. 
Note that Gk is a subgroup of S2kn and can be viewed as a generalization of the Klein-4 group,
since σ 2i = 1 for each i and σiσ j = σ jσi .
Theorem 4.2. For binary linear codes of length 2kn, the condition of being invariant under the permutations
Gk = 〈σ1, σ2, . . . , σk〉 is equivalent to being the image of a linear code over Rk of length n under the Gray
map φk.
Proof. The previous theorem proves the necessity. So we will prove the suﬃciency. Assume that D is
a binary linear code of length 2kn that is invariant under the permutations {σi}. Now let C be the pre-
image of D under φk . Since φk is a bijection between Rk and F2
k
2 , this pre-image is well deﬁned and
unique. Linearity of the map φk implies that C is an additive (i.e. F2-linear) subgroup of Rnk . In order
to prove that it is an Rk-submodule of Rnk , we need to prove that C is closed under multiplication by
the elements of Rk . But since C is already additive, this reduces to showing that C is closed under
scalar multiplication by uA for any A ⊆ {1,2, . . . ,n}.
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multiplication by 1+ ui and hence by ui by the additivity of C .
Similarly we can write
ui1ui2 = (1+ ui1)(1+ ui2) + (1+ ui1) + (1+ ui2) + 1,
which means C is closed under multiplication by ui1ui2 . In fact, to make matters more precise, we let
Bi1,...,im :=
∑
A⊆{i1,...,im}
∏
j∈A
(1+ u j),
where as always we take u∅ = 1. We will prove that Bi1,...,im = ui1ui2 · · ·uim , which will ﬁnish the
proof because of additivity and invariance under multiplication by (1+ ui) of C .
The proof of the assertion is an easy induction argument. For m = 1, we already know that (1 +
ui)+1 = ui . Assume the assertion holds for m−1. By taking the (1+uim ) term out of the parenthesis,
and separating the terms that do not contain (1+ uim ), we obtain
Bi1,...,im = (1+ um)Bi1,...,im−1 + Bi1,...,im−1 = um · Bi1,...,im−1 = ui1 · · ·uim
by the induction hypothesis. 
While each unit corresponds to an automorphism of the image. It is not true that all of these need
to be distinct. Consider the special case of k = 2. Take the set
Uk := {1+ ui: i = 1,2, . . . ,k}.
We know from our previous remarks that multiplying by each such unit corresponds to a swap map
σ j that was described before. Now, for example
1+ ui1ui2 = (1+ ui1) + (1+ ui2) + (1+ ui1)(1+ ui2),
which means multiplying by 1+ui1ui2 actually corresponds to taking the sum of σi1 (φk(C)),σi2 (φk(C))
and σi1σi2 (φk(C)). Similarly,
1+ ui1ui2ui3 = (1+ ui1) + (1+ ui2) + (1+ ui3) + (1+ ui1)(1+ ui2)
+ (1+ ui1)(1+ ui3) + (1+ ui2)(1+ ui3) + (1+ ui1)(1+ ui2)(1+ ui3).
Multiplying a linear code C by 1+ ui1ui2ui3 corresponds to
σi1
(
φk(C)
)+ σi2(φk(C))+ σi3(φk(C))+ σi1σi2(φk(C))+ σi1σi3(φk(C))
+ σi2σi3
(
φk(C)
)+ σi1σi2σi3(φk(C)).
Theorem 4.3. Every unit in Rk can be written in terms of sums and products of the units in Uk.
Proof. Let A = {i1, i2, . . . , is} and A′ = {i′1, i′2, . . . , i′s′ }. We have
(1+ ui1)(1+ ui2) + (1+ ui1) + (1+ ui2) = 1+ ui1 + ui2 .
214 S.T. Dougherty et al. / Finite Fields and Their Applications 17 (2011) 205–219Then
(1+ uA)(1+ ui′a ) + (1+ uA) + (1+ ui′a ) = 1+ uA + ui′a .
By induction we can write 1 + uA + uA′ for any A and A′ . Finally by taking sums we have the re-
sult. 
Notice that the theorem implies that the automorphisms of the image corresponds to the group Gk .
This is natural to expect because, for a binary code to be invariant under the permutation group, it is
necessary for its pre-image to be an Rk-submodule of Rnk .
Corollary 4.4. If C is a binary code that is the Gray image of a linear code over Rk then its automorphism group
contains k distinct automorphisms which are involutions corresponding to multiplying by the units 1+ ui , for
i = 1,2, . . . ,k.
5. Ideals of Rk
We shall examine the ideal structure in the ring Rk .
Note that for any ideal I of Rk we have that Ann(I) = I⊥ by deﬁnition. We shall investigate the
ideal structure of the ring by studying the ideals and their orthogonals.
Theorem 5.1. The ideal Iui1ui2 ...uis has cardinality 2
2k−s . The ideal Iui1 ,ui2 ,...,uis has cardinality 2
2k−2k−s .
Proof. To prove the ﬁrst statement, we shall consider writing the elements in Iui1ui2 ...uis in the form
∑
A⊆{1,...,k}
cAuA, cA ∈ F2
where u∅ = 1. Then every uA must have {i1, i2, . . . , is} ⊆ A. Then there are 2k−s such subsets of
{1,2, . . . ,k}. Hence the cardinality of Iui1ui2 ...uis is 22
k−s
.
To prove the second statement we shall write elements in the same form. This time we need
the subsets of {1,2, . . . ,k} that have at least one of {ui1 ,ui2 , . . . ,uis } in it. It is easier to count those
subsets that do not, that is subsets of {1,2, . . . ,k}−{ui1ui2 . . .uis } which is a set of cardinality of k− s.
Hence the ideal has 22
k−2k−s elements. 
Theorem 5.2. Let A = {i1, i2, . . . , is} ⊆ {1,2, . . . ,k}. Then I⊥ui1 ,ui2 ,...,uis = IuA .
Proof. The fact that I⊥ui1 ,ui2 ,...,uis ⊆ IuA is a consequence of the fact that ui j uA = 0 when ui j ∈ A.
Equality follows from Theorem 5.1 by examining the cardinalities. 
We have seen that the maximal ideal is Iu1,u2,...,uk . Theorem 5.2 gives that the ideal Iu1u2...uk has
cardinality 2 and is contained in all ideals. The Gray image of Iu1u2...uk is 〈j〉 where j is the all-one
vector, that is the binary repetition code, and the Gray image of Iu1,u2,...,uk is the code En consisting
of all even weight vectors of length n.
Corollary 5.3. The ideal Iui is a self-dual code of length 1 for all i.
Proof. By Theorem 5.2, the code is its own dual. 
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{
φ(ui1ui2 . . .uisuA)
∣∣ A ⊆ {1,2, . . . ,k} − {i1, i2, . . . , is}}.
A basis for the binary code φ(Iui1 ,ui2 ,...,uis ) is
{
φ(uA)
∣∣ A ⊆ {1,2, . . . ,k}, A ∩ {i1, i2, . . . , is} = ∅}.
Proof. Consider the set {φ(ui1ui2 . . .uis uA)}. It has cardinality 2k−s , thus it is the right size for a basis
for the code. In the column corresponding to the subset A, the ﬁrst time there is a 1 in that column
is for the vector φ(ui1ui2 . . .uis uA), hence they are linearly independent.
The proof of the second statement follows similarly. 
5.1. Minimal generating sets
For codes over ﬁelds a minimal generating set is constructed by having a set of linearly indepen-
dent vectors. For codes over rings, the situation is different. (See [3] and [5] for example.) In [3], the
following deﬁnitions were given. We state them here in our setting.
Deﬁnition 1. The vectors v1, . . . ,vs are modular independent if and only if
∑
αivi = 0 implies αi ∈mk
for all i.
Deﬁnition 2. The vectors v1, . . . ,vs are independent if and only if
∑
αivi = 0 implies αivi = 0 for
all i.
It is proven in [3] that any linear code has a minimal set of vectors that generate the code that is
both modular independent and independent. We shall call such a set a basis for the code.
Let v= (vi) be a vector. Let I(v) = 〈v1, v2, . . . , vn〉.
We deﬁne the type of a code to be
∏
I(vi)
ei
where there are i vectors v in the basis with I(v) = I(vi).
Theorem 5.5. Let B = {v1,v2, . . . ,vs} be a basis for a code C , then C has type
∏
v∈B
I(vi)
with
|C | =
∏
v∈B
∣∣I(vi)∣∣. (17)
The following is immediate.
Theorem5.6. Let C be a code over Rk with Type
∏
I(vi)ei . Then the code C⊥ has type
∏
Ann(I(vi))ei 〈1〉n−
∑
ei .
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6.1. MacWilliams identities for the complete and Hamming weight enumerators
We ﬁrst recall that Rk is a Frobenius ring and thus possesses a generating character. Let us deﬁne
this character. Let
∑
A⊆{1,2,...,k} cAuA ∈ Rk . Then (cA) can be thought of as a binary vector of length 2k .
Let wt(cA) be the Hamming weight of this vector.
Then
χ1
( ∑
A⊆{1,2,...,k}
cAuA
)
= (−1)wt(cA). (18)
This is the generating character of the ring Rk .
Let T be a square 22
k
by 22
k
matrix indexed by the elements of Rk .
Deﬁne
Ta,b = χa(b) = χ1(ab). (19)
By the results of [7] we have the following:
Theorem 6.1. Let C be a linear code over Rk then
cweC⊥ =
1
|C | cwe(T · X). (20)
By collapsing T as in [7], the usual Hamming weight enumerator MacWilliams relations follow,
that is:
WC⊥(x,y) =
1
|C |WC
(
x+ (|Rk| − 1)y, x− y).
Here WC (x, y) denotes the Hamming weight enumerator of C .
6.2. MacWilliams identities for the Lee weight enumerator
We also want to ﬁnd the MacWilliams relations for the Lee weight enumerator. It is not as easy to
produce it directly from the MacWilliams relations for the complete weight enumerator so we shall
prove it directly. We will follow the footsteps of [6] to ﬁnd the MacWilliams identities for the Lee
weight enumerators of codes over Rk . To this extent we will ﬁrst prove the following lemma.
Lemma 6.2. Let x and y be two vectors in Rnk , then
[x,y] = 0 ⇒ ψ(x) · ψ(y) = 0
where ψ(x) · ψ(y) denotes the usual standard inner product in F2kn2 .
Proof. Let
x=
(∑
a1,AuA, . . . ,
∑
an,AuA
)
A A
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y=
(∑
A
b1,AuA, . . . ,
∑
A
bn,AuA
)
.
Then [x,y] = 0 implies
n∑
j=1
∑
A,B∈{1,...,k}, A∩B=∅
a j,Ab j,BuA∪B = 0.
Changing the order of summations we get
∑
A,B∈{1,...,k}, A∩B=∅
uA∪B
n∑
j=1
a j,Ab j,B = 0 (21)
which means
n∑
j=1
a j,Ab j,B = 0, ∀A, B ⊆ {1, . . . ,k}, A ∩ B = ∅. (22)
Now, using the linearity of ψk , we see that
ψk(x) =
(∑
A
a1,Aψk(uA), . . . ,
∑
A
an,Aψk(uA)
)
and
ψk(y) =
(∑
B
b1,Bψk(uB), . . . ,
∑
B
bn,Bψk(uB)
)
and so we get
ψk(x) · ψk(y) =
n∑
j=1
∑
A,B
a j,Ab j,Bψk(uA) · ψk(uB) =
∑
A,B
ψk(uA) · ψk(uB)
n∑
j=1
a j,Ab j,B . (23)
Now consider the inner sum in (23). Now, if [x,y] = 0, then by (22), we know that ∑nj=1 a j,Ab j,B =
0 whenever A∩ B = ∅. But if A∩ B = ∅, then by the deﬁnition of ψk , we see that the coordinates with
a 1 of ψk(uA) and ψk(uB) agree on exactly the coordinates that correspond to the subsets of A ∩ B ,
and thus ψk(uA) · ψk(uB) = 2|A∩B| = 0 in F2. This completes the proof of the lemma. 
An immediate consequence of the lemma is the following theorem:
Theorem 6.3. Let C be a linear code over Rk of length n. Then
ψk
(
C⊥
)⊆ (ψk(C))⊥
where (ψk(C))⊥ denotes the ordinary dual of ψk(C) as a binary code.
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Corollary 6.4. Let C be a linear code over Rk of length n. Then
ψk
(
C⊥
)= (ψk(C))⊥
where (ψk(C))⊥ denotes the ordinary dual of ψk(C) as a binary code.
This allows us to ﬁnd the MacWilliams identities for the Lee weight enumerators of codes over Rk
in the following way:
LeeC⊥(z) = Wψk(C⊥)(z) = Wψk(C)⊥(z)
where LeeC (z) is the Lee weight enumerator and W denotes the Hamming weight enumerator. To
ﬁnd Wψk(C)⊥ (z), we can use the ordinary MacWilliams identity for the Hamming weight enumerators
to obtain a MacWilliams identity for the Lee weight enumerators because ψk is weight-preserving.
Consequently we get the following theorem.
Theorem 6.5. Let C be a linear code of length n over Rk then
LeeC⊥(z) =
1
|C | (1+ z)
2kn LeeC
(
1− z
1+ z
)
. (24)
7. Binary images of codes over Rk under the Gray map φk
7.1. Reed–Muller codes
We will prove that the Reed–Muller codes RM(r,m) are all invariant under the action of the group
of permutations Gk = 〈σ1, σ2, . . . , σk〉 that was deﬁned before, for any m k and any r with 0 r m.
To do this let us make some observations about the action of permutations on codes. Note that if
σ(C) = C and τ (C) = C , then we have στ(C) = C , so for the proof it is enough to show invariance
under the σi .
We also observe that a permutation acts injectively on a code, and thus to show invariance under
a permutation σ , it is enough to show σ(C) ⊆ C . Suppose v1 and v2 are two binary vectors, then
σ(c1v1 + c2v2) = c1σ(v1) + c2σ(v2) for all permutations σ acting on the vectors and all c1, c2 ∈ F2.
This means that if C is a binary linear code that is generated by 〈v1,v2, . . . ,vm〉 over F2, then C is
invariant under a permutation σ if and only if σ(vi) ∈ C for i = 1,2, . . . ,m.
By ﬁxing an ordering on Fm2 , and by looking at the Boolean vectors we obtain as a result, we see
that the basic generators of the Reed–Muller codes are the following vectors of length 2m:
v0 = {12m}, v1 = {12m−1 ,02m−1},
v2 = {12m−2 ,02m−2 ,12m−2 ,02m−2}, . . . , vm = {1,0, . . . ,1,0}. (25)
So, in general, vi = {12m−i ,02m−i , . . . ,12m−i ,02m−i }, where we have 2i such blocks.
Now, RM(0,m) is generated by v0, while RM(r,m) is generated by v0,v1, . . . ,vm . Let ∗ denote
the componentwise product of binary vectors. Then RM(r,m) is generated by all vectors of the form
vi1 ∗ vi2 ∗ · · · ∗ vis , where s r and {i1, i2, . . . , is} ⊆ {0,1, . . . ,m}.
Lemma 7.1. RM(0,m) and RM(1,m) are invariant under the permutations {σi}.
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of Gk .
By looking at the action of the {σi} and the vectors {vi} it is easy to observe that
σi(v j) = v j, ∀i = k − j + 1 (26)
and when i = k − j + 1, we have
σi(vi) = 12m + vi = v0 + vi . (27)
But this means, σi(v j) ∈ RM(1,m) for all i and j, which means RM(1,m) is invariant under the action
of Gk . 
To generalize the proof to all of RM(r,m) we ﬁrst observe that σ(x∗y) = σ(x)∗σ(y) for any binary
vectors x,y and any permutation σ . We also note that
x ∗ (y+ z) = x ∗ y+ x ∗ z
for any binary vectors x,y, z. Here the addition is in Z2.
Now, we know that RM(r,m) is generated by vectors of the form vi1 ∗ vi2 ∗ · · · ∗ vis , where s  r
and {i1, i2, . . . , is} ⊆ {0,1, . . . ,m}. But by (26) and (27), we know that σi(v j) is either v j or v0 + v j ,
for j = 0. Thus we can say σi(v j) = cv0 + dv j for suitable c,d ∈ Z2. So if we apply σi to a typical
generator of RM(r,m) we get
σi(vi1 ∗ vi2 ∗ · · · ∗ vis ) = (ci1v0 + di1vi1) ∗ (ci2v0 + di2vi2) ∗ · · · ∗ (cisv0 + disvis ). (28)
But, if we expand this last statement, and observing that v0 ∗ v j = v j and v j ∗ v j = v j we get an
F2-linear combination of terms of the form v j1 ∗ · · · ∗ v j
 , where 
 s r. Hence we get an element
in RM(r,m). This proves the invariance of RM(r,m) under the action of Gk , and so we can summarize
the result in the following theorem.
Theorem 7.2. The Reed–Muller codes RM(r,m) are invariant under the action of the permutations in Gk =
〈σ1, . . . , σk〉 for all m k and all r with 0 r m.
But recalling the criterion of linearity over the ring Rk this means we have the following corollary.
Corollary 7.3. The Reed–Muller codes RM(r,m) are the images of linear codes over the ring Rk of length 2m−k
under the Gray map φk for all m k and for all r with 0 r m.
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