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ABSTRACT: This paper defines the Euler-Poincare´ characteristic of joint reductions of ideals
which concerns the maximal terms in the Hilbert polynomial; characterizes the positivity of
mixed multiplicities in terms of minimal joint reductions; proves the additivity and other ele-
mentary properties for mixed multiplicities. The results of the paper together with the results
of [17] seem to show a natural and nice picture of mixed multiplicities of maximal degrees.
1 Introduction
Let (A,m) be a Noetherian local ring with maximal ideal m and infinite residue field
k = A/m. Let M be a finitely generated A-module. Let J be an m-primary ideal,
I1, . . . , Id be ideals of A. Put
ei = (0, . . . ,
(i)
1 , . . . , 0);n = (n1, . . . , nd);k = (k1, . . . , kd); 0 = (0, . . . , 0) ∈ N
d;
1 = (1, . . . , 1) ∈ Nd; |k| = k1 + · · ·+ kd; I = I1, . . . , Id; I
n = In11 · · · I
nd
d .
Denote by P (n0,n, J, I,M) the Hilbert polynomial of the function ℓ
( Jn0InM
Jn0+1InM
)
,
by △(k0,k)P (n0,n, J, I,M) the (k0,k)-difference of the polynomial P (n0,n, J, I,M).
And one can write P (n0,n, J, I,M) =
∑
(k0,k)∈Nd+1
e(J [k0+1], I[k];M)
(
n0+k0
k0
)(
n+k
k
)
,
here
(
n+k
n
)
=
(
n1+k1
n1
)
· · ·
(
nd+kd
nd
)
. Recall that the original mixed multiplicity theory
studied the mixed multiplicities concerning the terms of highest total degree in the
Hilbert polynomial P (n0,n, J, I,M), i.e., the mixed multiplicities e(J
[k0+1], I[k];M)
with k0 + |k| = degP (n0,n, J, I,M) (see e.g. [3−10, 14−16, 18−34]). And in
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2a recent paper [17], one considered a larger class than the class of original mixed
multiplicities concerning the terms of maximal degrees in the Hilbert polynomial
P (n0,n, J, I,M). There is a fact that the condition for △
(k0,k)P (n0,n, J, I,M) to
be a constant is equivalent to that the term e(J [k0+1], I[k];M)
(
n0+k0
k0
)(
n+k
k
)
in the
polynomial P (n0,n, J, I,M) satisfies the condition e(J
[h0+1], I[h];M) = 0 for all
(h0,h) > (k0,k). And in this case, △
(k0,k)P (n0,n, J, I,M) = e(J
[k0+1], I[k];M) (see
e.g. [17, Proposition 2.4 and Proposition 2.9]). These facts show the natural ap-
pearance of the objects given in [17] by the following definition.
Definition 1.1 (Definition 4.2). We call that e(J [k0+1], I[k];M) is the mixed multi-
plicity of maximal degrees of M with respect to ideals J, I of the type (k0 + 1,k) if
e(J [h0+1], I[h];M) = 0 for all (h0,h) > (k0,k).
One has seen the presence of all these mixed multiplicities in [17, Example 2.12].
The results of [17] showed that many important properties of usual mixed multi-
plicities not only are still true but also are stated more natural in the broader class
of the mixed multiplicities of maximal degrees. However, the additivity and other
properties of these multiplicities are not yet known. Recall that by using the multi-
plicity formula of Rees modules [7, Theorem 4.4] (which is a generalized version of
[21, Theorem 1.4]), although the additivity of usual mixed multiplicities was solved
in [32], but it seems that this method can not be applied to mixed multiplicities
of maximal degrees. This paper first studies the additivity and characterizes the
positivity in terms of joint reductions for these mixed multiplicities.
Remember that Rees in 1984 [12] gave the notion of joint reductions and consid-
ered the Euler-Poincare´ series for joint reductions of ideals of dimension 0, and from
which he showed that each mixed multiplicity is the multiplicity of a joint reduction.
Definition 1.2 (Definition 2.2). Let Ii be a sequence consisting ki elements of Ii
for all 1 ≤ i ≤ d. Put x = I1, . . . , Id and (∅) = 0A. Then x is called a sequence of
the type k in I. And x is called a joint reduction of I with respect to M of the type
k if InM =
∑d
i=1(Ii)I
n−eiM for all large n. A joint reduction of the type k is called
a minimal joint reduction if every sequence of the type h in I with h < k is not a
joint reduction of I with respect to M.
In 1994, by defining the ′′Euler-Poincare´ polynomial′′ of joint reductions for
graded modules, Kirby-Rees [8] proved the additive property and the additivity
and reduction formula for mixed multiplicities of graded modules. And basing on
the idea of Serre [13] and Auslander-Buchsbaum [1], the authors in [34] defined
the Euler-Poincare´ characteristic of mixed multiplicity systems for graded modules.
However, the results obtained from these works seem to be not close enough to use
in proving even the properties for mixed multiplicities of ideals as in [32, 33].
3The above facts are a motivation to encourage us to find a more specific invariant
that first becomes an effective tool for proving properties of mixed multiplicities of
ideals in Noetherian local rings.
Let x = I1, . . . , Id, I0 be a joint reduction of I, J with respect to M of the type
(k, k0+1), here I0 ⊂ J, Ii ⊂ Ii (1 ≤ i ≤ d) and t0, t1, . . . , td be variables over A. Set
X = I1t1, . . . , Idtd, I0t0 and T
n = tn11 · · · t
nd
d . Rees in [12] built the Euler-Poincare´
series basing on the Koszul complex of the module
⊕
n0>0,n>0
Jn0InMtn00 T
n with
respect to X. Now basing on Kirby and Rees’s approach [8] in a new context of
mixed multiplicities of maximal degrees, we consider the Koszul complex of the
module M =
⊕
n0>0,n>0
InMtn00 T
n with respect to X, and build an invariant called
the Euler-Poincare´ characteristic as follows.
For any 0 ≤ i ≤ n = k0+ |k|+ 1, denote by Hi(X,M) the ith homology module
of the Koszul complex of M with respect to X. Using results of Kirby and Rees
in [8], we obtain Lemma 3.3, and get by Proposition 2.7 and Lemma 3.3 that the
sum
∑n
i=0(−1)
iℓA
(
Hi(X,M)(n0,n)
)
is a constant for all large enough n0,n. And this
constant is called the Euler-Poincare´ characteristic of the joint reduction x of the
module M with respect to the ideals J, I, and denoted by χ(x, J, I,M). And our
goal is completed by Proposition 3.7 which shows that this invariant is additive on
A-modules and characterizes mixed multiplicities of maximal degrees.
Next, to state the main result, we need to explain more the relationship between
some objects. The mixed multiplicity of maximal degrees of M with respect to
ideals J, I of the type (k0+ 1,k) is defined if and only if △
(k0,k)P (n0,n, J, I,M) is a
constant. This is equivalent to that there exists a joint reduction of I, J with respect
to M of the type (k, k0 + 1) by Proposition 2.7 (see Remark 4.3).
The paper not only proves the additivity, but more noticeably characterizes the
positivity in terms of minimal joint reductions for mixed multiplicities of maximal
degrees. And as one might expect, we obtain the following theorem.
Theorem 1.3 (Theorem 4.4). Let N be an A-submodule of M. Assume that the
mixed multiplicity of maximal degrees of M with respect to J, I of the type (k0+1,k)
is defined and let x be a joint reduction of the type (k, k0+ 1) of I, J with respect to
M . Then χ(x, J, I,M) is independent of x and we have
(i) e(J [k0+1], I[k];M) = △(k0,k)P (n0,n, J, I,M) = χ(x, J, I,M).
(ii) e(J [k0+1], I[k];M) > 0 if and only if x is a minimal joint reduction.
(iii) e(J [k0+1], I[k];M) = e(J [k0+1], I[k];N) + e(J [k0+1], I[k];M/N).
Theorem 1.3 and its consequences together with the results of [17] seem to show
a natural and pleasant picture of mixed multiplicities of maximal degrees.
4Using Theorem 1.3 (iii), we prove the additivity and reduction formulas (Corol-
lary 4.6), and formulas concerning the rank of modules (Corollary 4.8) for mixed
multiplicities of maximal degrees. Applying these results, we immediately recover
results on mixed multiplicities in [32, 33]. Moreover, from Theorem 1.3 (ii), we get a
characterization for the positivity of the usual mixed multiplicities of ideals in terms
of minimal joint reductions (see Remark 4.9).
This paper is divided into four sections. Section 2 is devoted to the discussion
of joint reductions of ideals and differences of Hilbert polynomials and answers
questions: when differences of Hilbert polynomials are constants (Prop. 2.7) and are
positive constants (Prop. 2.11). Section 3 builds the Euler-Poincare´ characteristic
of joint reductions which corresponds with mixed multiplicities of ideals; studies the
positivity, the additivity (Prop. 3.7) of this invariant. In Section 4, we prove the
main theorem and corollaries for mixed multiplicities of ideals.
2 Joint reductions and differences of Hilbert polynomials
In this section, in terms of joint reductions, we answer two questions: when differ-
ences of Hilbert polynomials are constants (see Proposition 2.7) and when differences
of Hilbert polynomials are positive constants (see Proposition 2.11).
Let k,m,n ∈ Nd. Write m > n if m − n ∈ Nd and there exists 1 ≤ i ≤ d
such that mi > ni. In addition, for any numerical polynomial f(n) in n ∈ Nd,
denote by △kf(n) the k-difference of f(n), which is defined by △0f(n) = f(n);
△eif(n) = f(n)− f(n− ei) and △
kf(n) = △ei(△k−eif(n)) for k ≥ ei.
We assign dimM = −∞ for M = 0 and the degree −∞ to the zero polynomial.
Set I = I1 · · · Id;M = M/0M : I
∞; q = dimM. Recall that the Hilbert function
ℓ
( Jn0InM
Jn0+1InM
)
is a polynomial of total degree q− 1 for all large n0,n by [22, Propo-
sition 3.1] (see [10]). Denote this Hilbert polynomial by P (n0,n, J, I,M).
Remark 2.1. We have deg P (n0,n, J, I,M) = q − 1. Put n1 = · · · = nd = m and
fix large enough m such that P (n0, m1, J, I,M) = ℓA
(
Jn0ImM
Jn0+1ImM
)
for large enough
n0 and 0M : I
∞ = 0M : I
m. Then dim ImM = dimM and P (n0, m1, J, I,M)
is a polynomial in n0 of degree dimM − 1. So q − 1 = deg P (n0,n, J, I,M) =
degP (n0, m1, J, I,M). Hence △
(k0,0)P (n0,n, J, I,M) = △
k0P (n0, m1, J, I,M) if one
of the sides is a constant. From this it follows that △(1,0)P (n0,n, J, I,M) = 0 if and
only if P (n0,n, J, I,M) is a constant, and it also follows that △
(k0,0)P (n0,n, J, I,M)
is a constant if and only if k0 ≥ deg P (n0,n, J, I,M) = dimM/0M : I
∞ − 1.
5The concept of joint reductions of m-primary ideals was given by Rees [12] in
1984 and was extended to the set of arbitrary ideals by [11, 24, 25, 28, 35]. In this
paper we use this concept in another convenient presentation (see [28]).
Definition 2.2 (see [12, 28]). Let Ii be a sequence consisting ki elements of Ii for
all 1 ≤ i ≤ d. Put x = I1, . . . , Id and (∅) = 0A. Then x is called a joint reduction of
I with respect to M of the type k if InM =
∑d
i=1(Ii)I
n−eiM for all large n. A joint
reduction of the type k is called a minimal joint reduction if every sequence of the
type h in I with h < k is not a joint reduction of I with respect to M.
And a useful tool used in this paper is the concept of weak-(FC)-sequences which
was defined in [22] (see e.g. [4, 10, 27, 28]) as the following definition.
Definition 2.3 ([22]). An element x ∈ A is called a weak-(FC)-element of I with
respect to M if there exists 1 6 i 6 d such that x ∈ Ii and the following conditions
are satisfied:
(FC1): xM
⋂
InM = xIn−eiM for all large n.
(FC2): x is an I-filter-regular element with respect to M, i.e., 0M : x ⊆ 0M : I
∞.
Let x1, . . . , xt be elements of A. For any 0 6 i 6 t, set Mi = M
/
(x1, . . . , xi)M .
Then x1, . . . , xt is called a weak-(FC)-sequence of I with respect to M if xi+1 is a
weak-(FC)-element of I with respect to Mi for all 0 6 i 6 t − 1. If a weak-(FC)-
sequence of I with respect to M consists of k1 elements of I1, . . . , kd elements of Id
(k1, . . . , kd ≥ 0), then it is called a weak-(FC)-sequence of I with respect toM of the
type k. A weak-(FC)-sequence x1, . . . , xt is called a maximal weak-(FC)-sequence if
I *
√
Ann(Mt−1) and I ⊆
√
Ann(Mt).
The following note recalls some important properties of weak-(FC)-sequences.
Note 2.4. Let Ii be a sequence of elements of Ii for all 1 ≤ i ≤ d. Assume that
I1, . . . , Id is a weak-(FC)-sequence of I with respect to M . Then
(I1, . . . , Id)M
⋂
InM =
d∑
i=1
(Ii)I
n−eiM (1)
for all large n by [25, Theorem 3.4 (i)]. And if x ∈ Ii (1 ≤ i ≤ d) is a weak-(FC)-
element of I, J with respect to M, then
P (n0,n, J, I,M/xM) = P (n0,n, J, I,M)− P (n0,n− ei, J, I,M) (2)
by [6, (3)] (or the proof of [10, Proposition 3.3 (i)]).
6The relationship between weak-(FC)-sequences and differences of Hilbert poly-
nomials is showed by the following proposition.
Proposition 2.5. Set J = I0. Let ki > 0, x ∈ Ii (0 ≤ i ≤ d) be a weak-(FC)-element
of I, J with respect to M . Then dimM/xM : I∞ 6 dimM/0M : I
∞ − 1 and
△(k0,k)P (n0,n, J, I,M) =
{
△(k0,k−ei)P (n0,n, J, I,M
/
xM) if 1 ≤ i ≤ d
△(k0−1,k)P (n0,n, J, I,M
/
xM) if i = 0.
Proof. By (2) in Note 2.4, we obtain
P (n0,n, J, I,M/xM) =
{
△(0,ei)P (n0,n, J, I,M) if 1 ≤ i ≤ d
△(1,0)P (n0,n, J, I,M) if i = 0.
(3)
By (3), it follows that
deg P (n0,n, J, I,M/xM) ≤ degP (n0,n, J, I,M)− 1.
Hence
dimM/xM : I∞ 6 dimM/0M : I
∞ − 1
by Remark 2.1. Also by (3) we get
△(k0,k)P (n0,n, J, I,M) =
{
△(k0,k−ei)P (n0,n, J, I,M
/
xM) if 1 ≤ i ≤ d
△(k0−1,k)P (n0,n, J, I,M
/
xM) if i = 0.
By the way, we have some explanations for choosing the element x in (3).
Remark 2.6. In studying mixed multiplicities, one always needs the equation (3).
To have (3) one used different sequences: Risler and Teissier in 1973 [16] used su-
perficial sequences of m-primary ideals; Viet in 2000 [22] used weak-(FC)-sequences;
Trung in 2001 [19] used ′′bi-filter-regular sequences′′; Trung and Verma in 2007 [20]
used (ε1, . . . , εm)-superficial sequences. However, [4, Remark 3.8] showed that the
sequences used in [16, 19, 20] are weak-(FC)-sequences. Moreover, [29, Remark 4.1]
and [4, Theorem 3.7 and Remark 3.8] seem to account well for the minimum of
conditions of weak-(FC)-sequences that is used in the proof of (3) (see [4, Remark
3.9]). This explains why we need to use weak-(FC)-sequences in this paper.
The next proposition answers the question when the (k0,k)-difference of the
Hilbert polynomial is a constant in terms of joint reductions and weak-(FC)-sequences.
7Proposition 2.7. The following statements are equivalent:
(i) There exists a weak-(FC)-sequence of I, J with respect toM of the type (k, k0+1)
which is a joint reduction of M with respect to I, J .
(ii) There exists a joint reduction of I, J with respect to M of the type (k, k0 + 1).
(iii) △(k0,k)P (n0,n, J, I,M) is a constant.
Proof. (i) ⇒ (ii): holds trivially. (ii) ⇒ (i): Let x = x1, . . . , xn be a joint reduction
of I, J with respect to M of the type (k, k0 + 1). Set J = I0. Assume that x1 ∈ Ii
for 0 ≤ i ≤ d. Now, if IJ *
√
Ann(M), then by [15, Lemma 17.3.2] and [28,
Proposition 2.3], there exists a weak-(FC)-element y1 ∈ Ii with respect to M such
that y1, x2, . . . , xn is also a joint reduction. If IJ ⊂
√
Ann(M), then it can be
verified that x = x1, . . . , xn is a weak-(FC)-sequence by Definition 2.3. Hence there
exists a weak-(FC)-sequence y1, y2, . . . , yn of I, J with respect to M of the type
(k, k0 + 1) such that y1, y2, . . . , yn is a joint reduction of I, J with respect to M of
the type (k, k0 + 1) by induction. (i) ⇔ (iii): By [28, Proposition 2.3] (see [22,
Remark 1]), there exists a weak-(FC)-sequence x = x1, . . . , xn of I, J with respect
to M of the type (k, k0 + 1) with xn ∈ J. Then P (n0,n, J, I,M/(x)M) = 0 if and
only if Jn0InM ⊂ (x)M for all large n0,n. This is equivalent to that x is a joint
reduction by (1) in Note 2.4 (see also [35, Corollary 3.5]). On the other hand, from
Proposition 2.5, we obtain
P (n0,n, J, I,M/(x)M) = △
(1,0)P (n0,n, J, I,M/(x
′)M),
here x′ = x1, . . . , xn−1. So x is a joint reduction if and only if
△(1,0)P (n0,n, J, I,M/(x
′)M) = 0.
This is equivalent to P (n0,n, J, I,M/(x
′)M) is a constant by Remark 2.1. Note that
△(k0,k)P (n0,n, J, I,M) = P (n0,n, J, I,M/(x
′)M)
by Proposition 2.5. Hence x is a joint reduction of I, J with respect to M of the
type (k, k0 + 1) if and only if △
(k0,k)P (n0,n, J, I,M) is a constant.
The existence of joint reductions with respect to modules on an exact sequence
is shown by the following result.
Corollary 2.8. Let 0 −→ N −→ M −→ P −→ 0 be an exact sequence of A-
modules. If △(k0,k)P (n0,n, J, I,M) is a constant, then so are △
(k0,k)P (n0,n, J, I, N)
and △(k0,k)P (n0,n, J, I, P ). And if x is a joint reduction of I, J with respect to M,
then x is also a joint reduction of I, J with respect to N,P.
8Proof. By Proposition 2.7, △(k0,k)P (n0,n, J, I,M) is a constant if and only if there
exists a joint reduction x of I, J with respect toM of the type (k, k0+1). In this case,
x is also a joint reduction of I, J with respect to N,P because Ann(N) ⊃ Ann(M)
and Ann(P ) ⊃ Ann(M) (see e.g [15, Lemma 17.1.4]). Hence △(k0,k)P (n0,n, J, I, N)
and △(k0,k)P (n0,n, J, I, P ) are also constants.
To characterize the positivity of the (k0,k)-difference of the Hilbert polynomial,
first we need to prove the following lemma.
Lemma 2.9. We have the following.
(i) dimM ≤ 0 if and only if I ⊆
√
Ann(M).
(ii) P (n0,n, J, I,M) is a positive constant if and only if dimM = 1. And in this
case, I *
√
Ann(M).
Proof. The proof of (i): Note that dimA/Ann(M) : I∞ = dimM. On the other
hand we have dimA/Ann(M) : I∞ ≤ 0 if and only if A/Ann(M) : I∞ = 0 because
(Ann(M) : I∞) : I = Ann(M) : I∞. So we get (i). P (n0,n, J, I,M) is a positive
constant if and only if dimM−1 = 0 by Remark 2.1. This is equivalent to dimM =
1. In this case, dimA/Ann(M) : I∞ = 1. Hence I *
√
Ann(M) by (i).
Let (B, n) be an Artinian local ring with maximal ideal n and infinite residue field
B/n. Let G =
⊕
n∈Nd Gn be a finitely generated standard N
d-graded algebra over B
(i.e., G is generated over B by elements of total degree 1) and let E =
⊕
n∈Nd En
be a finitely generated Nd-graded G-module. Set G++ =
⊕
n≥1Gn. Recall that a
homogeneous element a ∈ G is called a G++-filter-regular element with respect to E
if (0E : a)n = 0 for all large n. And a sequence x1, . . . , xt in G is called a G++-filter-
regular sequence with respect to E if xi is a G++-filter-regular element with respect
to E/(x1, . . . , xi−1)E for all 1 ≤ i ≤ t (see e.g. [17, Definition 2.5]).
Denote by PE(n) the Hilbert polynomial of ℓB[En]. Then [17, Proposition 2.4(i)]
stated that if △kPE(n) is a constant, then △
kPE(n) ≥ 0. However, the argument
that proved this fact in [17] is incorrect. So we need the following note.
Note 2.10. For each k = (k1, . . . , kd) ∈ Nd, there exists a G++-filter-regular se-
quence x in
⋃d
i=1Gei with respect to E consisting of ki elements of Gei for all
1 ≤ i ≤ d by [17, Remark 2.6(i)] (see [29, Proposition 2.2 and Note (ii)]). And
then △kPE(n) = PE/xE(n) by [17, Remark 2.6(ii)] (see [29, Remark 2.6]). Hence
△kPE(n) = ℓB[(E/xE)n] for all large n. So △
kPE(n) ≥ 0 for all large n. From this
it follows that if △kPE(n) is a constant, then △
kPE(n) ≥ 0. Consequently, we get
the proof of [17, Proposition 2.4(i)].
9Return to △(k0,k)P (n0,n, J, I,M). Then by Note 2.10, if △
(k0,k)P (n0,n, J, I,M)
is a constant, then this constant is non-negative. And the following result answers
the question when △(k0,k)P (n0,n, J, I,M) is a positive constant in terms of minimal
joint reductions and maximal weak-(FC)-sequences.
Proposition 2.11. Assume that △(k0,k)P (n0,n, J, I,M) is a constant. Then the
following statements are equivalent:
(i) △(k0,k)P (n0,n, J, I,M) is positive.
(ii) Every weak-(FC)-sequence x1, . . . , xn with xn ∈ J of I, J with respect to M of
the type (k, k0 + 1) is maximal.
(iii) There exists a maximal weak-(FC)-sequence x1, . . . , xn with xn ∈ J of I, J with
respect to M of the type (k, k0 + 1).
(iv) For any joint reduction x1, . . . , xn of I, J with respect to M of the type (k, k0+1)
with xn ∈ J, then x1, . . . , xn−1 is not a joint reduction of I, J with respect to M.
(v) Every joint reduction of I, J with respect to M of the type (k, k0+1) is minimal.
(vi) There exists a minimal joint reduction of I, J with respect to M of the type
(k, k0 + 1).
In the following proof, joint reductions satisfying Proposition 2.11 (iv) are called
temporarily proper joint reductions.
Proof. Note that by [28, Proposition 2.3] (see [22, Remark 1]), there always exists a
weak-(FC)-sequence z = z1, . . . , zn of I, J with respect to M of the type (k, k0+ 1),
here z1, . . . , z|k| ⊂ I and z|k|+1, . . . , zn ⊂ J.
(i) ⇒ (ii): Let x = x1, . . . , xn with xn ∈ J be a weak-(FC)-sequence of I, J with
respect to M of the type (k, k0 + 1). Then by Proposition 2.5 we have
△(k0,k)P (n0,n, J, I,M) = P (n0,n, J, I,M/(x1, . . . , xn−1)M).
So P (n0,n, J, I,M/(x1, . . . , xn−1)M) is a positive constant by (i). Therefore by
Lemma 2.9 (ii), we get I *
√
Ann[M/(x1, . . . , xn−1)M ] and
dimM/(x1, . . . , xn−1)M : I
∞ = 1.
Hence IJ *
√
Ann[M/(x1, . . . , xn−1)M ] since J is m-primary. Furthermore
dimM/(x1, . . . , xn)M : I
∞ ≤ dimM/(x1, . . . , xn−1)M : I
∞ − 1
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by Proposition 2.5. Hence dimM/(x1, . . . , xn)M : I
∞ ≤ 0. So by Lemma 2.9
(i), I ⊂
√
Ann[M/(x1, . . . , xn)M ]. Consequently, IJ ⊂
√
Ann[M/(x1, . . . , xn)M ].
Therefore x is a maximal weak-(FC)-sequence. (ii) ⇒ (iii) is clear. (iii) ⇒ (i):
Assume that x = x1, . . . , xn with xn ∈ J is a maximal weak-(FC)-sequence, then
I *
√
Ann[M/(x1, . . . , xn−1)M ]. So we obtain dimM/(x1, . . . , xn−1)M : I
∞ > 0 by
Lemma 2.9 (i). Hence by Remark 2.1, degP (n0,n, J, I,M/(x1, . . . , xn−1)M) ≥ 0.
Moreover, by Proposition 2.5, we have
△(k0,k)P (n0,n, J, I,M) = P (n0,n, J, I,M/(x1, . . . , xn−1)M).
Thus we get △(k0,k)P (n0,n, J, I,M) 6= 0. Therefore (i) ⇔ (ii) ⇔ (iii).
(iii) ⇒ (iv): By (i) ⇔ (iii), △(k0,k)P (n0,n, J, I,M) > 0. Now let x = x1, . . . , xn
be a joint reduction of I, J with respect to M of the type (k, k0 + 1) with xn ∈ J.
If x is not proper, then x1, . . . , xn−1 is also a joint reduction of I, J with respect to
M of the type (k, k0). By [15, Lemma 17.3.2] and [28, Proposition 2.3], there exists
a weak-(FC)-sequence y1, . . . , yn−1 such that y1, . . . , yn−1 is a joint reduction of I, J
with respect to M of the type (k, k0). In this case, J
n0In[M/(y1, . . . , yn−1)M ] = 0
for all large n0,n. Hence we have P (n0,n, J, I,M/(y1, . . . , yn−1)M) = 0. Recall that
by Proposition 2.5, △(k0,k)P (n0,n, J, I,M) = P (n0,n, J, I,M/(y1, . . . , yn−1)M). So
△(k0,k)P (n0,n, J, I,M) = 0, we get a contradiction. Hence x is a proper joint
reduction. Thus (iii) ⇒ (iv) is proved. (iv) ⇒ (iii): By Proposition 2.7, there exists
a weak-(FC)-sequence x1, . . . , xn which is a joint reduction of I, J with respect toM
of the type (k, k0+1) with xn ∈ J. Then in this case, IJ ⊂
√
Ann[M/(x1, . . . , xn)M ].
Now if x is not maximal, then IJ ⊂
√
Ann[M/(x1, . . . , xn−1)M ]. Therefore we have
Jn0InM ⊂ (x1, . . . , xn−1)M for all large n0,n. Thus by (1) in Note 2.4, x1, . . . , xn−1
is a joint reduction of I, J with respect toM of the type (k, k0). So x is not a proper
joint reduction. Consequently (iii) ⇔ (iv).
(vi) ⇒ (iv) By (vi), it follows that any sequence of the type (h, h0) < (k, k0 + 1)
of I, J is not a joint reduction of I, J with respect to M (see Definition 2.2). Now
assume that x1, . . . , xn is a joint reduction of I, J with respect to M of the type
(k, k0 + 1) with xn ∈ J. Then x1, . . . , xn−1 is a sequence of the type (k, k0). Since
(k, k0) < (k, k0 + 1), x1, . . . , xn−1 is not a joint reduction of I, J with respect to
M . (iv) ⇒ (v): Let x = x1, . . . , xn with xn ∈ J be a joint reduction of I, J with
respect to M of the type (k, k0 + 1). If x is not a minimal joint reduction, then
there exists a joint reduction u of I, J with respect to M of the type (h, h0) with
(h, h0) < (k, k0 + 1). Then there exists a joint reduction y = y1, . . . , yn of I, J
with respect to M of the type (k, k0 + 1) with u ( y. Since y is a proper joint
reduction, it follows that yn ∈ u. Hence u has the type (h, t0 + 1) < (k, k0 + 1)
since yn ∈ J. So △
(t0,h)P (n0,n, J, I,M) is a constant by Proposition 2.7. Therefore
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△(k0,k)P (n0,n, J, I,M) = 0. But by (i) ⇔ (iv), △
(k0,k)P (n0,n, J, I,M) 6= 0, which
is a contradiction. Hence (iv) ⇒ (v). By Proposition 2.7, there exists a joint
reduction of I, J with respect to M of the type (k, k0+1). So (v)⇒ (vi). The proof
is complete.
3 Euler-Poincare´ characteristic of joint reductions
In this section, we build the Euler-Poincare´ characteristic of joint reductions of ideals
whose properties are showed in Proposition 3.7.
Although in the context of graded modules, Kirby-Rees [8] built the Euler-
Poincare´ characteristic of joint reductions, but our goal is to build an object called
the Euler-Poincare´ characteristic of joint reductions of ideals which is used to prove
important properties of mixed multiplicities of maximal degrees of ideals. This real-
ity leads us to choose Rees modules as initial objects. However, to prove properties
of this invariant, we need to use properties of more general graded modules. This is
the reason why we begin with the case of the following graded modules.
Let S =
⊕
n≥0 Sn be a finitely generated standard N
d-graded algebra over A (i.e.,
S is generated over A by elements of total degree 1); V =
⊕
n≥0 Vn be a finitely
generated Nd-graded S-module. Set Si = Sei for 1 6 i 6 d, S = S1, . . . , Sd. Let J
be an m-primary ideal of A. For the case of these graded modules, first we would
like to recall the concept of joint reductions (see [8]).
Definition 3.1. Set J = S0. Let Ri be a sequence consisting ki elements of Si for
all 0 ≤ i ≤ d and k0, . . . , kd ≥ 0. Put R = R1, . . . ,Rd,R0 and (∅) = 0S. Then R is
called a joint reduction of S, J with respect to V of the type (k, k0) if
Jn0Vn = (R0)J
n0−1Vn +
d∑
i=1
(Ri)J
n0Vn−ei for all large n0,n.
Let t be a variable over A. Then with the notations S and V as the above, we
have the Nd+1-graded algebra S = S[t] =
⊕
n0>0,n>0
Snt
n0 and the Nd+1-graded
S-modules V =
⊕
n0>0,n>0
Vnt
n0 and V ′ =
⊕
n0>0,n>0
Jn0Vnt
n0 .
Let R = R1, . . . ,Rd,R0 be a joint reduction of S, J with respect to V of the
type (k, k0), where R0 ⊂ J,Ri ⊂ Si for 1 ≤ i ≤ d. Put R0t = {at | a ∈ R0};
X = R1, . . . ,Rd,R0t; n = k0 + |k|. Considering the Koszul complex of V with
respect to X :
0 −→ Kn(X,V) −→ Kn−1(X,V) −→ · · · −→ K1(X,V) −→ K0(X,V) −→ 0,
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one obtain the sequence of the homology modulesH0(X,V), H1(X,V), . . . , Hn(X,V).
To be able to apply [8, Theorem 4.2] in building the main object of this section,
we need the following facts.
Note 3.2. Considering [8, Theorem 4.2] in the context of R and V, we see that:
(i) [8, Theorem 4.2] requires thatR is a joint reduction with respect to S. However,
the proof of [8, Theorem 4.2] only uses the fact that R is a joint reduction with
respect to V . So one can apply [8, Theorem 4.2] with the assumption that R
is a joint reduction of S, J with respect to V .
(ii) Although [8, Theorem 4.2] includes an assumption on the lower bound of k0 +
|k|, but this assumption is only used for [8, Theorem 4.2 (iv)]. This means that
[8, Theorem 4.2 (i), (ii), (iii)] are still true without the assumption on the lower
bound of k0 + |k|.
Now, since R is a joint reduction of S, J with respect to V , (XV ′)(n0,n) = V
′
(n0,n)
for all large n0,n (i.e., X is a joint reduction of V
′ as in [8]). On the other hand,
since J is m-primary, ℓA
(
(V/V ′)(n0,n)
)
<∞ for all n0,n. So ℓA
(
Hi(X,V)(n0,n)
)
<∞
for all large enough n0,n and for all 0 6 i 6 n by [8, Theorem 4.2 (i)] together with
Note 3.2. And moreover for all large enough n0,n,
n∑
i=0
(−1)iℓA
(
Hi(X,V)(n0,n)
)
is a polynomial in n0,n by [8, Theorem 4.2 (ii)] together with Note 3.2. Then we
denote by χ(n0,n,R, J, V ) this polynomial.
Consider the Hilbert function ℓA
(
(V/V ′)(n0,n)
)
= ℓA
(
Vn
Jn0Vn
)
. Then by [7, Theo-
rem 4.1], this function is a polynomial for all large n0,n. Denote by F (n0,n, J, V )
this polynomial, and △(k0,k)F (n0,n, J, V ) the (k0,k)-difference of the polynomial
F (n0,n, J, V ).
Let z0, z1, . . . , zd be variables and put Z = z1, . . . , zd, Z
n = zn11 · · · z
nd
d . One writes∑
n0>0,n>0
f1(n0,n)z
n0
0 Z
n ∼
∑
n0>0,n>0
f2(n0,n)z
n0
0 Z
n if f1(n0,n) = f2(n0,n) for all
large n0,n. Set
χ(z0, Z,R, J, V ) =
∑
n0>0,n>0
χ(n0,n,R, J, V )z
n0
0 Z
n,
F(z0, Z, J, V ) =
∑
n0>0,n≥0
F (n0,n, J, V )z
n0
0 Z
n.
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Recall that k = (k1, . . . , kd) and R is a joint reduction of the type (k, k0). Then
using [8, Theorem 4.2 (iii)], together with Note 3.2, we get
χ(z0, Z,R, J, V ) ∼ [
d∏
i=0
(1− zi)
ki]F(z0, Z, J, V ). (4)
Now by using the expressions as in [12, Lemma 2.2] (or see [8, pages 223-224]),
(4) follows that χ(n0,n,R, J, V ) is a constant if and only if △
(k0,k)F (n0,n, J, V ) is
a constant and in this case, χ(n0,n,R, J, V ) = △
(k0,k)F (n0,n, J, V ). So we obtain
the following result which presents the relationship between χ(n0,n,R, J, V ) and
△(k0,k)F (n0,n, J, V ).
Lemma 3.3. Let R be a joint reduction of S, J with respect to V of the type (k, k0).
Then χ(n0,n,R, J, V ) is a constant if and only if △
(k0,k)F (n0,n, J, V ) is a constant.
In this case, we have χ(n0,n,R, J, V ) = △
(k0,k)F (n0,n, J, V ).
The above facts yield the following remarks which will be used in the next part.
Remark 3.4. Set k! = k1! · · · kd! and n
k = nk11 · · ·n
kd
d . Let R be a joint reduction
of S, J with respect to V of the type (k, k0). Then we have the following.
(i) χ(n0,n,R, J, ) is additive on short exact sequence of S-modules because of
the additivity of the length (see e.g. [2, Lemma 4.6.5]).
(ii) Suppose that R also is a joint reduction of S, J with respect to an S-graded
modules U , and Un ∼=A Vn+m for all large n and a fixedm, and χ(n0,n,R, J, V )
is a constant. Then by the above construction we have
χ(n0,n,R, J, V ) = χ(n0,n,R, J, U).
(iii) Assume that χ(n0,n,R, J, V ) is a constant. Then △
(k0,k)F (n0,n, J, V ) is a
constant by Lemma 3.3 and hence △(k0,k)F (n0,n, J, V ) > 0 by Note 2.10. So
χ(n0,n,R, J, V ) > 0 by Lemma 3.3.
Next, we will define the Euler-Poincare´ characteristic of joint reductions of A-
modules via applying the above facts for the case that S is the Rees algebra R(I;A)
and V is the Rees module R(I;M) as follows.
Recall that I = I1 · · · Id; I = I1, . . . , Id and In = I
n1
1 · · · I
nd
d . Let t1, . . . , td be
variables over A. Set T = t1, . . . , td and T
n = tn11 · · · t
nd
d . We denote by
R(I;A) =
⊕
n>0
InT n and R(I;M) =
⊕
n>0
InMT n
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the Rees algebra of I and the Rees module of I with respect toM , respectively. Then
R(I;A)ei = Iiti for all 1 ≤ i ≤ d and F (n0,n, J,R(I;M)) is the Hilbert polynomial
of the Hilbert function ℓA
(
InM
Jn0InM
)
, i.e.,
F (n0,n, J,R(I;M)) = ℓA
( InM
Jn0InM
)
for all large n0,n. Recall that P (n0,n, J, I,M) is the Hilbert polynomial of the
Hilbert function ℓA(
Jn0 InM
Jn0+1InM ). Then it is easily seen that for any (k0,k) ∈ N
d+1,
△(k0+1,k)F (n0,n, J,R(I;M)) = △
(k0,k)P (n0,n, J, I,M).
Note 3.5. Let x = I1, . . . , Id, I0 be a joint reduction of I, J with respect to M of
the type (k, k0 + 1), where I0 ⊂ J, Ii ⊂ Ii for 1 ≤ i ≤ d. Set xT = I1t1, . . . , Idtd, I0
and IT = I1t1, . . . , Idtd. Then it is easily seen that xT is a joint reduction of IT , J
with respect to R(I;M) of the type (k, k0 + 1). Since x is a joint reduction of I, J
with respect to M of the type (k, k0 + 1), △
(k0,k)P (n0,n, J, I,M) is a constant by
Proposition 2.7. Hence △(k0+1,k)F (n0,n, J,R(I;M)) is a constant. Therefore by
Lemma 3.3, χ(n0,n,xT , J,R(I;M)) is a constant. Then we denote this constant by
χ(x, J, I,M) and call it the Euler-Poincare´ characteristic of x with respect to J, I
and M of the type (k0 + 1,k). These facts yield:
Remark 3.6. Let x be a joint reduction of I, J with respect to M of the type
(k, k0 + 1). Then we obtain the following.
(i) By Lemma 3.3, it implies that χ(x, J, I,M) = △(k0,k)P (n0,n, J, I,M). This
also follows that χ(x, J, I,M) only depends on the type (k, k0 + 1), does not
depend on the joint reduction x.
(ii) Let m be a positive integer. Since R(I;M)n+m1 ∼=A R(I; I
mM)n, it follows
that χ(x, J, I,M) = χ(x, J, I, ImM) by Remark 3.4 (ii).
The additivity on graded S-modules of the Euler-Poincare´ characteristic is proven
easily. But proving the additivity of the Euler-Poincare´ characteristic χ(x, J, I,M)
on A-modules is not simple. However, our goal is completed by the following result.
Proposition 3.7. Let N be an A-submodule ofM. Assume that x is a joint reduction
of I, J with respect to M of the type (k, k0 + 1). Then
(i) χ(x, J, I,M) = △(k0,k)P (n0,n, J, I,M).
(ii) χ(x, J, I,M) > 0 if and only if x is a minimal joint reduction.
(iii) χ(x, J, I,M) = χ(x, J, I, N) + χ(x, J, I,M/N).
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Proof. (i) follows from Remark 3.6 (i) and (ii) follows from (i) and Proposition 2.11.
The proof of (iii): Note that x is also a joint reduction of I, J with respect toN,M/N
by Corollary 2.8. First, we prove that if M ′ is a submodule of M , then
χ(x, J, I,M ′) 6 χ(x, J, I,M). (5)
Indeed, since x is a joint reduction of I, J with respect to M, it follows that xT is
a joint reduction of IT , J with respect to R(I;M) as mentioned above. Hence xT
is also a joint reduction of IT , J with respect to R(I;M)
/
R(I;M ′). On the other
hand, by Corollary 2.8, x is a joint reduction of I, J with respect to M ′, and so xT
is a joint reduction of IT , J with respect to R(I;M
′). Consider the exact sequence
of R(I;A)-modules:
0 −→ R(I;M ′) −→ R(I;M) −→ R(I;M)
/
R(I;M ′) −→ 0.
Since χ(n0,n,xT , J,R(I;M)) and χ(n0,n,xT , J,R(I;M
′)) are constants by Note
3.5, it follows by Remark 3.4 (i) that χ
(
n0,n,xT , J,R(I;M)
/
R(I;M ′)
)
also is a
constant and
χ(n0,n,xT , J,R(I;M)) = χ(n0,n,xT , J,R(I;M
′))
+ χ
(
n0,n,xT , J,R(I;M)
/
R(I;M ′)
)
.
On the other hand, by Remark 3.4 (iii), χ
(
n0,n,xT , J,R(I;M)
/
R(I;M ′)
)
> 0.
Hence χ(n0,n,xT , J,R(I;M)) > χ(n0,n,xT , J,R(I;M
′)). So we get (5), that means
χ(x, J, I,M) > χ(x, J, I,M ′).
Since N is a submodule of M, by Artin-Rees Lemma, there exists an integer k > 0
such that In+k1M ∩N = In(IkM ∩N) for all n ≥ 0. Fix this integer k. Then since
In+k1M ∩N = In(IkM ∩N) for all n ≥ 0, we have
In
( IkM
IkM ∩N
)
=
In+k1M
In+k1M ∩ IkM ∩N
=
In+k1M
In+k1M ∩N
=
In(IkM)
In(IkM ∩N)
for all n ≥ 0. Hence we get the exact sequence
0 −→ R(I; IkM ∩N) −→ R(I; IkM) −→ R
(
I;
IkM
IkM ∩N
)
−→ 0.
Consequently by Remark 3.4 (i),
χ(x, J, I, IkM) = χ(x, J, I, IkM ∩N) + χ
(
x, J, I,
IkM
IkM ∩N
)
.
16
On the other hand, by Remark 3.6 (ii), χ(x, J, I, IkM) = χ(x, J, I,M) and
χ
(
x, J, I,
IkM
IkM ∩N
)
= χ(x, J, I, Ik(M/N)) = χ(x, J, I,M/N).
So χ(x, J, I,M) = χ(x, J, I, IkM ∩ N) + χ(x, J, I,M/N). Next, by (5) and since
IkN ⊂ IkM ∩N ⊂ N, it follows that
χ(x, J, I, IkN) 6 χ(x, J, I, IkM ∩N) 6 χ(x, J, I, N).
And by Remark 3.6 (ii), we have χ(x, J, I, IkN) = χ(x, J, I, N). Hence
χ(x, J, I, IkM ∩N) = χ(x, J, I, N).
Consequently, we obtain χ(x, J, I,M) = χ(x, J, I, N) + χ(x, J, I,M/N).
4 Mixed multiplicities of ideals
This section studies mixed multiplicities of maximal degrees. The following facts
will show the effectiveness of our approach in this paper.
Set I[k] = I
[k1]
1 , . . . , I
[kd]
d ;n
k = nk11 · · ·n
kd
d ;k! = k1! · · · kd!; |k| = k1+ · · ·+kd. Recall
that I = I1 · · · Id; M =M/0M : I
∞ and q = dimM .
If I *
√
Ann(M), thenM 6= 0. Remember that by [22, Proposition 3.1] (see [10])
the Hilbert polynomial P (n0,n, J, I,M) of the Hilbert function ℓ
( Jn0InM
Jn0+1InM
)
has
total degree q − 1. And in this section we assume that I *
√
Ann(M). If write the
terms of total degree q − 1 of P (n0,n, J, I,M) in the form
∑
k0+|k|=q−1
e(J [k0+1], I[k];M)
nk00 n
k
k0!k!
,
then e(J [k0+1], I[k];M) is called the mixed multiplicity (or the original mixed multi-
plicities) of M with respect to J, I of the type (k0 + 1,k) (see e.g. [10, 21, 22]).
Now we would like to recall objects mentioned in [17] which concern the maximal
terms in the Hilbert polynomial. It is well known that one can write
P (n0,n, J, I,M) =
∑
(k0,k)∈Nd+1
e(J [k0+1], I[k];M)
(
n0 + k0
k0
)(
n+ k
k
)
,
where
(
n+k
n
)
=
(
n1+k1
n1
)
· · ·
(
nd+kd
nd
)
. Then e(J [k0+1], I[k];M) are integers.
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Note 4.1. △(k0,k)P (n0,n, J, I,M) is a constant if and only if e(J
[h0+1], I[h];M) = 0
for all (h0,h) > (k0,k). In this case, △
(k0,k)P (n0,n, J, I,M) = e(J
[k0+1], I[k];M) (see
[17, Proposition 2.4 (ii)]).
From this fact, one can consider a larger class than the class of original mixed
multiplicities. This is the reason why [17] gave the following concept.
Definition 4.2. We call that e(J [k0+1], I[k];M) is the mixed multiplicity of maximal
degrees of M with respect to ideals J, I of the type (k0+1,k) if e(J
[h0+1], I[h];M) = 0
for all (h0,h) > (k0,k).
An example in [17] calculated all mixed multiplicities of maximal degrees in a
specific case. For any (k0,k) ∈ Nd+1, it is not true, in general, that the mixed
multiplicity of maximal degrees of the type (k0 + 1,k) is defined. However, the
definiteness of mixed multiplicities of maximal degrees is shown by the following.
Remark 4.3. Let (k0,k) ∈ Nd+1. Then the mixed multiplicity of maximal degrees
of M with respect to ideals J, I of the type (k0 + 1,k) is defined if and only if
△(k0,k)P (n0,n, J, I,M) is a constant. This is equivalent to that there exists a joint
reduction x of I, J with respect to M of the type (k, k0 + 1) by Proposition 2.7.
Then the main result of the paper is the following theorem.
Theorem 4.4. Let N be an A-submodule of M. Assume that the mixed multiplicity
of maximal degrees of M with respect to J, I of the type (k0 + 1,k) is defined and
let x be a joint reduction of the type (k, k0 + 1) of I, J with respect to M . Then
χ(x, J, I,M) is independent of x and we have
(i) e(J [k0+1], I[k];M) = △(k0,k)P (n0,n, J, I,M) = χ(x, J, I,M).
(ii) e(J [k0+1], I[k];M) > 0 if and only if x is a minimal joint reduction.
(iii) e(J [k0+1], I[k];M) = e(J [k0+1], I[k];N) + e(J [k0+1], I[k];M/N).
Proof. By Remark 3.6(i), χ(x, J, I,M) is independent of x. By Proposition 3.7(i)
and Note 4.1, we get (i). (ii) follows from (i) and Proposition 2.11. By (i) and
Proposition 3.7(iii), we obtain (iii).
Next from Theorem 4.4 (i) and (iii), we immediately get the following.
Corollary 4.5. Let 0 −→ N −→ M −→ P −→ 0 be an exact sequence of A-
modules. Assume that the mixed multiplicity of maximal degrees of M with respect
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to J, I of the type (k0 + 1,k) is defined and let x be a joint reduction of the type
(k, k0 + 1) of I, J with respect to M . Then
(i) e(J [k0+1], I[k];M) = e(J [k0+1], I[k];N) + e(J [k0+1], I[k];P ).
(ii) χ(x, J, I,M) = χ(x, J, I, N) + χ(x, J, I, P ).
Now from Theorem 4.4 we prove the additivity and reduction formula for mixed
multiplicities of maximal degrees in the following.
Corollary 4.6. Assume that the mixed multiplicity of maximal degrees of M with
respect to J, I of the type (k0 + 1,k) is defined and let x be a joint reduction of the
type (k, k0 + 1) of I, J with respect to M . Set Π = Min(A/Ann(M)). Then
(i) e(J [k0+1], I[k];M) =
∑
p∈Π ℓ(Mp)e(J
[k0+1], I[k];A/p).
(ii) χ(x, J, I,M) =
∑
p∈Π ℓ(Mp)χ(x, J, I, A/p).
Proof. (ii) follows from (i) and Theorem 4.4 (i). Now we prove (i). Let
0 =M0 ⊆M1 ⊆ M2 ⊆ · · · ⊆Mu = M
be a prime filtration of M , i.e., Mi+1/Mi ∼= A/Pi where Pi is a prime ideal for all
0 ≤ i ≤ u − 1. Then Π ⊂ Ass(M) ⊂ {P0, . . . , Pu−1} ⊂ Supp(M). By Theorem
4.4(iii), we have
e(J [k0+1], I[k];M) =
u−1∑
i=0
e(J [k0+1], I[k];A/Pi). (6)
Now we prove by induction on |k| that e(J [k0+1], I[k];A/p) = 0 for any prime ideal
p ∈ Supp(M) \Min(A/Ann(M)). Indeed, consider the case that |k| = 0. If I ⊂ p,
then I(A/p) = 0, and so e(J [k0+1], I[k];A/p) = 0. Hence we consider the case that
p + I. In this case, p ∈ Supp(M) \ Min(A/Ann(M)), here M = M/0M : I∞ by
[32, Remark 3.3]. So dimA/p < dimM. Since △(k0,0)P (n0,n, J, I,M) is a constant,
it follows that k0 + 1 ≥ dimM by Remark 2.1. Hence dimA/p < k0 + 1. Thus
degP (n0,n, J, I, A/p) < k0 by Remark 2.1. Therefore △
(k0,0)P (n0,n, J, I, A/p) = 0.
Hence e(J [k0+1], I[0];A/p) = 0 by Theorem 4.4 (i).
Consider the case that |k| > 0. Recall that if I ⊂ p, then e(J [k0+1], I[k];A/p) = 0.
Suppose that p + I. And without loss of generality, we can assume that k1 > 0.
Then by [28, Proposition 2.3] (see [22, Remark 1]), there exists x ∈ I1 \ p such that
x is a weak-(FC)-element of I, J with respect to M and A/p. So by Proposition 2.5,
△(k0,k)P (n0,n, J, I,M) = △
(k0,k−e1)P (n0,n, J, I,M
/
xM),
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△(k0,k)P (n0,n, J, I, A/p) = △
(k0,k−e1)P (n0,n, J, I, A/(x) + p).
Hence△(k0,k−e1)P (n0,n, J, I,M
/
xM) and△(k0,k−e1)P (n0,n, J, I, A/(x)+p) are con-
stants. Therefore the mixed multiplicities of maximal degrees ofM/xM andA/(x, p)
of the type (k0 + 1,k− e1) are defined by Remark 4.3, and moreover
e(J [k0+1], I[k];A/p) = e(J [k0+1], I[k−e1];A/(x) + p)
by Note 4.1. Let q be an arbitrary ideal in Supp(A/(x)+p). Set A¯ = A/Ann(M). De-
note by x¯, p¯, (x) + p, q¯ the images of x, p, (x) + p, q in A¯, respectively. Then since x /∈
p and p ∈ Supp(M)\Min(A/Ann(M)), it follows that htA¯(x) + p > 1. Consequence,
htA¯/(x¯)[(x) + p/(x¯)] > 0. So htA¯/(x¯)[q¯/(x¯)] > 0. Hence q /∈ Min(A/(x) + Ann(M)).
Note that Min(A/(x) + Ann(M)) = Min(A/Ann(M/xM)) and q ∈ Supp(M/xM).
Thus q ∈ Supp(M/xM) \ Min(A/Ann(M/xM)). Since |k − e1| = |k| − 1, apply-
ing the inductive hypothesis for M/xM , we have e(J [k0+1], I[k−e1];A/q) = 0. So we
obtain
e(J [k0+1], I[k−e1];A/q) = 0 (7)
for every q ∈ Supp(A/(x) + p). Now, considering a prime filtration of A/(x) + p, by
(6) and (7), we get e(J [k0+1], I[k−e1];A/(x)+p) = 0. So e(J [k0+1], I[k];A/p) = 0 for ev-
ery prime ideal p ∈ Supp(M)\Min(A/Ann(M)). The induction is complete. There-
fore if Pi /∈ Π, then e(J
[k0+1], I[k];A/Pi) = 0. Note that for any p ∈ Π, the number of
times p appears in the sequence P0, . . . , Pu−1 is ℓ(Mp) since p ∈ Min(A/Ann(M)).
Hence by (6), we obtain e(J [k0+1], I[k];M) =
∑
p∈Π ℓ(Mp)e(J
[k0+1], I[k];A/p).
Remark 4.7. Set Λ = {p ∈ Min(A/Ann(M)) | dimA/p ≥ k0 + 1 + |k|}. Then
Λ ⊂ Π. From the proof of Corollary 4.6,
e(J [k0+1], I[k];A/p) = 0
if p ∈ Π \Min(A/Ann(M)). In the case that dimA/p < k0 + 1 + |k|, then
△(k0,k)P (n0,n, J, I, A/p) = 0
since degP (n0,n, J, I, A/p) = dimA/p− 1 by Remark 2.1. Hence
e(J [k0+1], I[k];A/p) = 0
by Note 4.1. Therefore in Corollary 4.6 we can replace the set Π by the set Λ, i.e.,
e(J [k0+1], I[k];M) =
∑
p∈Λ
ℓ(Mp)e(J
[k0+1], I[k];A/p).
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Finally, consider the case that M has rank r > 0. Recall that M has rank r if
U−1M (the localization of M with respect to U) is a free U−1A-module of rank r,
here U is the set of all non-zero divisors of A. Then since Ann(U−1M) = 0, it follows
that Ann(M) = 0. Hence Π = Min(A/Ann(M)) = MinA. Then Mp ∼= (Ap)
r for all
p ∈ Π. So ℓ(Mp) = r.ℓ(Ap). Therefore by Corollary 4.6 (i),
e(J [k0+1], I[k];M) = rank(M)
∑
p∈Π
ℓ(Ap)e(J
[k0+1], I[k];A/p)
and e(J [k0+1], I[k];A) =
∑
p∈Π ℓ(Ap)e(J
[k0+1], I[k];A/p). Thus we get
e(J [k0+1], I[k];M) = e(J [k0+1], I[k];A)rank(M).
Consequently, we obtain the following corollary.
Corollary 4.8. Let M be an A-module of positive rank. Assume that the mixed
multiplicity of maximal degrees of M with respect to J, I of the type (k0 + 1,k) is
defined and x is a joint reduction of I, J with respect to M of the type (k, k0 + 1).
Then we have
(i) e(J [k0+1], I[k];M) = e(J [k0+1], I[k];A)rank(M).
(ii) χ(x, J, I,M) = χ(x, J, I, A)rank(M).
Returning to the original mixed multiplicities, we have the following notes.
Remark 4.9. In the case that k0 + |k| = q − 1, from the above results we receive
respective results on the original mixed multiplicities as follows.
(i) Theorem 4.4 (ii) also characterizes the positivity of the original mixed multi-
plicities of ideals in terms of minimal joint reductions. Note that this result
has not been known in early works.
(ii) From Theorem 4.4 (iii) we obtain the additivity of original mixed multiplic-
ities [32, Corollary 3.9]. Note that in [32] the additivity was showed via the
additivity and reduction formula which had to be proved by another approach.
Moreover, it seems that statements of the additivity for multiplicities of maxi-
mal degrees are shorter and more natural than for original mixed multiplicities.
(iii) From Corollary 4.6 (i) and Remark 4.7 we get the additivity and reduction
formula of original mixed multiplicities [32, Theorem 3.2].
(iv) Finally, from Corollary 4.8 (i) we receive [33, Theorem 3.4].
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