In this paper, we investigate conditions on a square matrix M for which every LCP(M; q) (with q arbitrary) has a connected solution set. We show that a matrix with this property is necessarily fully semimonotone. Using degree theory, we show that the solution set of LCP(M; q) corresponding to a P0-matrix is connected if there is a bounded connected component in the solution set.
INTRODUCTION
Given a matrix M 2 R n n and a vector q 2 R n , the linear complementarity problem, LCP(M; q) 2] is to nd a vector x 2 R n such that x 0; Mx + q 0; and x T (Mx + q) = 0:
This problem has become fundamental in optimization, game theory, economics, and engineering, see 10] and 2]. In the LCP theory one studies various classes of matrices such as the class of P-matrices, Q (Q 0 )-matrices, R 0 -matrices, column su cient matrices, etc. Many of these classes are introduced by a speci c LCP property shared by all the members of that class. In many interesting cases, the de ning LCP property is characterized by an algebraic or a determinantal property. For example, a matrix M is in the class P if for every q 2 R n , LCP(M; q) has a unique solution. It turns out that this property is equivalent to the algebraic property that x (Mx) 0 =) x = 0, and to the determinantal property that every principal minor of M is positive. (Here, x (Mx) denotes the componentwise product of x and Mx.) As another example, consider the class of column su cient matrices, where we say that a matrix M is column su cient if for every q 2 R n , the solution set of LCP(M; q) (which may be empty) is convex. This column su ciency property has an algebraic formulation x (Mx) 0 =) x (Mx) = 0, but no known determinantal characterization. Also, the class Q (de ned by the condition that for every q 2 R n , LCP(M; q) has a solution) has no known algebraic or determinantal characterization. Relaxing the convexity condition, we wish to know when the solution set SOL(M; q) of LCP(M; q) is (topologically) connected for each q. (The solution set of any LCP is always a nite union of (closed, convex) polyhedral sets; hence connectedness is equivalent to polygonal path-connectedness.) We shall call a matrix LCP-connected (or connected for short) if this property holds. This paper focuses on nding necessary and su cient conditions for a matrix to be connected. Although we do not have a complete answer, we give a necessary condition and some su cient conditions. To date there are two papers dealing with this issue. In 13], Rapcsak gives a su cient condition for the connectedness of certain subsets of the solution set of an LCP corresponding to a symmetric matrix. The conditions given in this paper appear to be stringent and it is not clear how to verify them. Cao and Ferris 3] were the rst to consider, explicitly, the class of connected matrices. Calling them P c -matrices, they showed that (a) matrices in P c \ Q 0 are processed by Lemke's algorithm 8], (b) P 0 P c E 0 for 2 2 matrices, and (c) for M 2 P 0 , and for all q except those in a set of measure zero (which depends on M), LCP(M; q) has connected solution set. They also conjectured that the inclusions in (b) hold for all n n matrices.
An example due to Stone 16] , see Section 3, shows that the rst inclusion in (b) is false. We prove the second inclusion in Section 3 . These motivate us to use a di erent symbol to denote the class of connected matrices.
Writing E c to denote the class of connected matrices, we show in Section 3 that E c E f 0 , and P 0 \ R 0 E c .
The proof of the second item follows from the result (see Theorem 3) that the solution set of LCP(M; q) corresponding to a P 0 -matrix is connected if it contains a bounded connected component. Going in the opposite direction, we show that a connected R 0 -matrix is necessarily a P 0 -matrix.
These results are based on the piecewise a ne formulations of the LCP and on degree theory.
PRELIMINARIES
The book 2] is our primary source for various matrix classes discussed in this paper. Previously we de ned the classes of P-matrices, Q-matrices, and column su cient matrices. Some more are de ned below. Given a matrix M 2 R n n , we say that M is We shall use the same letter to denote the corresponding class of matrices.
We note that M is a P 0 -matrix if and only if for every > 0, M + I is a P-matrix; M is an R 0 -matrix if and only if SOL(M; q) is uniformly bounded as q varies over any (arbitrary) bounded set in R n .
We shall say that a matrix M is fully semimonotone and write M 2 E f 0 if every principal pivotal transform (PPT) of M (see Section 2.3 in 2])
belongs to E 0 . It is well known that P 0 E f 0 (Cor. 6.6.7, 2]).
We brie y discuss piecewise a ne functions; for detailed analysis we where`^' denotes the componentwise minimum of vectors, and x + = maxfx; 0g, and x ? = x + ? x. Note that for , the i s are nothing but the orthants of R n . Recall that SOL(M; q) denotes the solution set of LCP(M; q). Connections between this set and the zero sets of F and are given below; we omit the easy details. For the bene t of readers not familiar with degree theory, we list below properties that are relevant to our discussion. For complete details, see 9] or 12].
Given a bounded open set in R n , a continuous function f : ! R n , a vector p 2 R n such that p = 2 f(@ ) where @ denotes the boundary of , the degree of f at p relative to is de ned (see 9]); it will be denoted by deg (f; ; p).
Properties of Degree We shall record the following result from 5] for later use.
Theorem 2. If M is a P-matrix, then LCP-deg M = 1.
CONNECTED MATRICES
Recall that a matrix M 2 R n n is said to be connected if for every q 2 R n , the solution set of LCP(M; q) is connected. In this section, we shall give a necessary condition and some su cient conditions for a matrix to be connected.
A necessary condition
We begin by considering a simple example of a connected matrix. It can be easily veri ed, see 3] , that the matrix
is connected. It is important to note here that not all principal minors of M are nonnegative, i.e., M is not a P 0 -matrix. However it is an E 0 -matrix.
As mentioned in the Introduction, Cao and Ferris 3] proved that every 2 2 connected matrix is in E 0 and conjectured that the same is true in general. The following result answers this conjecture in the a rmative and gives a necessary condition for a matrix to be connected.
Theorem 3. Let M 2 R n n be a connected matrix. Then M 2 E f 0 . Proof. First we show that M 2 E 0 . Given an arbitrary q > 0, we need to show that SOL(M; q) = f0g. For such a q, we always have 0 2 SOL(M; q). Assume, if possible, that SOL(M; q) 6 = f0g. Since the solution set SOL(M; q) (which is a nite union of polyhedral sets) is assumed to be connected, i.e., polygonally path-connected, we can nd a nonzero vector x 2 SOL(M; q) such that the line segment joining 0 and x lies in SOL(M; q). Then for all t in the interval (0; 1) we have tx 2 SOL(M; q). Writing for the nonempty set fi : x i 6 = 0g, we have by complementarity, (Mtx + q) = 0. Letting t ! 0, we get q = 0 which is a contradiction. Hence SOL(M; q) = f0g, i.e., M 2 E 0 .
We now show that M 2 E f 0 . Let M be a nonsingular principal submatrix of M, where is a subset of f1; 2; : : :; ng. Let M 2 E 0 . Hence M 2 E f 0 . 2 Since P 0 E f 0 , it is natural to ask whether every P 0 -matrix is connected. In 3], Cao and Ferris show that this is the case for 2 2-matrices and conjecture that the same holds in general. The following simple example due to Stone 16] shows that it is not. Remark: Since connected matrices belong to E 0 and P 0 -matrices are in general not connected, we prefer to denote the set of all connected matrices by E c instead of P c .
Su cient conditions
Even though P 0 is not contained in E c , we shall show that certain subclasses of P 0 are contained in E c . Clearly P-matrices are connected. In fact, a nondegenerate matrix (which is one all of whose principal minors are nonzero) is connected if and only if it is a P-matrix. This can be seen by noting that a matrix is nondegenerate if and only if for every q, SOL(M; q) has a nite number of solutions.
Before stating the next result, we recall that SOL(M; q) is a nite union of (closed convex) polyhedral sets. For such a set, there are only a nite number of connected components and each such component is closed. whose proof is based on pivotal transformations) that E f 0 \ R 0 P 0 . The above proof of Theorem 8 has an advantage in that it can be modi ed to get a generalization of Theorem 8 for piecewise a ne equations.
(ii) It follows from Theorem 8 that no matrix in R 0 \ (E 0 n P 0 ) can be connected. As an example, the matrix M = 1 2 2 1
is not connected.
CONCLUDING REMARKS
In this paper, we considered the problem of characterizing matrices M for which the solution set of every LCP(M; q) is connected. Although we did not give a complete characterization, we gave one necessary condition and some su cient conditions. The analysis presented in this paper can be generalized to the context of piecewise a ne equations; in a separate study, we consider necessary and su cient conditions for an a ne function f from R n into itself to have every inverse image f ?1 (q) connected.
We conclude this paper by posing some open problems.
Problem 1: Find a necessary and su cient condition for connectedness of a matrix.
Problem 2: Is it true that P 0 \Q 0 = E c \Q 0 ? Cao and Ferris prove this for 2 2 matrices. Note that Stone's matrix (given in Section 3) is in P 0 but not in Q 0 . This problem may be related to Stone's Conjecture that E f 0 \ Q 0 P 0 . Problem 3: Is it true that P 0 \ Q = E c \ Q? Or equivalently, is it true that E c \ Q R 0 ?
