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Abstract 
This thesis investigates the effects of in-application relaxation and memory technique 
instructions on effectiveness of human-computer interaction (HCI) in a computer-based 
learning (CBL) set-up. The literature survey identifies a general absence of a clear 
definition of effectiveness of human-computer interaction, and even more scarcity of 
direct reference to the connection between effectiveness of human-computer interaction 
and learning. 
Factors implicated in effectiveness of human-computer interaction are identified as both 
computer- and user-based. A user-based factor, anxiety, and its effects on human-
computer interaction and some other human functions are reviewed, and the need for the 
treatment of anxiety in human-computer interaction is recognized. 
An experiment compares two groups of 15 subjects each. One group is given the 
treatment condition and the other the no-treatment condition. The results from the 
experiment show that the treatment of in-application provision of relaxation response and 
imagery strategy instructions can be beneficial to human-computer interaction during 
computer-based learning. 
Finally, this thesis proposes a tentative framework for the incorporation of effective CBL 
techniques in a leaming-related aspect of effective HCI research. It then describes how 
the CBL technique used in the present study can be incorporated in the on-line help 
system of computer applications in ·g~neral. . .. 
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Chapter 1 
Introduction to the Thesis 
1.1 Introduction 
Human-computer interaction (HeI) is both a discipline and an activity. As a discipline, it 
involves a seemingly endless list of areas, ranging from computer-specific areas, such as 
user-interface design to more general areas like user training and support, work 
organization and social issues, and more safety-critical domains, such as aviation. 
Whereas all these areas were of interest - insofar as they are HeI-related - the present 
study had focused on human-computer interaction as an activity that is measurable and 
related to usercbased factors, such as behavioural and affective factors. More specifically, 
the present study's aim was to review a user-based factor implicated in poor human-
computer interaction, and combine some effective treatments for it, in order to investigate 
effective human-computer interaction in a way apparently not done before. In conducting 
the investigation, computer-based learning played an important role - in that it provided a 
platform on which to implement (1) learning, (2) human-computer interaction, (3) the 
principle of real-time computer-based monitoring of user-anxiety, and (4) the principle of 
real-time in-application provision of guidance. However, computer-based learning was 
not what was investigated; therefore, this thesis does not discuss the review of theories 
and practices relating to the subject, or indeed to human-computer interaction. 
Although human-computer interaction as a process often involves two participants (i.e., 
the user and the computer), much of the research effort to improve this interaction almost 
always tends to center on the aspects of the computer interface. Indeed, so common is this 
trend that it is sometimes easy to assume that an effective interface automatically 
translates into effective Her. Not only can this be inappropriate, the overall nature of 
effectiveness of interaction is often such that it tends to disallow such simplistic or 
generalization in definition or measurement. While interface aspects are important in 
Her, not paying enough attention to other components of interaction, such as user's 
covert activities during interaction is only likely to limit progress rather than enhance it. 
rrrespective of how effectively designed an interface is, presumably, if the user's state is 
not conducive to the interaction task being performed, effectiveness of interaction will 
suffer. This might suggest that insufficient attention to user-based factors in the study of 
Her is a potential source of problems. 
There are many user-based factors addressable in the interaction of the human with the 
computer. This thesis describes the investigation of one of these factors, namely, anxiety. 
Accordingly, given the complex nature both of interaction and anxiety, more than one 
aim was pursued. However, the aim most central to the present study was the one 
generally relating to the investigation of the influence of real-time in-application 
treatment of anxiety - and also its effects - on effectiveness of human-computer 
interaction. The subsidiary aim of investigating how hard the mouse was clicked 
represented mainly an effort towards investigating it as an alternative measure of anxiety 
during human-computer interaction. The results obtained relating to the main aim were 
consequently used in proposing a framework for incorporating computer-based learning 
techniques in a learning-related component of Her. It is also worth mentioning that the 
criterion for the categorization of aims or hypotheses in the present study had not been 
based on volume of investigation, but rather on the degree of importance of investigation 
to Her, as considered by the present study. The implication of this, therefore, is that 
although more may be said about the subsidiary hypotheses in this thesis, this does not 
necessarily make them more important to the present study than the main hypothesis. 
1.2 Why research into additional ways of improving effectiveness of 
HeI? 
The previous section has already suggested the need for the active inclusion in Her 
research of more factors that are involved in interaction. Below are some more precise 
reasons for this suggestion: 
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(a) Computers are becoming increasingly pervasive in the society, therefore new 
ways are probably needed in making interaction with them more effective, both 
in terms of task outcome and quality of interaction (i.e., the user's condition 
during the interaction). 
(b) Computer applications are getting bigger and so, inevitably, is the volume oftext 
used by the on-line help system to explain procedures. 
(c) Lengthy text-based list of procedures can sometimes be difficult to follow. 
Therefore there seems the need for a more effective way of imparting details of 
these procedures. 
(d) There seem easier and more natural ways of transferring knowledge, e.g., 
through imagery, than through text. 
(e) Non-conscious user-data (e.g., physiological data) is probably as essential to 
effective HCI as conscious user-data (e.g., commands) or an effective interface. 
1.3 Users apt to benefit from the present study 
Since the present study was related to HCI, it is imaginable that most people who use 
computers would benefit from it in one way or another. However, some categories of 
users were more specifically identified. These were educational and general computer 
users. 
1.3.1 Educational computer users 
The investigation in the present study involved the provision of in-application relaxation 
and memory guidance in computer-based learning. This technique may be of benefit in 
education in the following ways: 
(a) The technique can be effective for learners in a variety of practical computer-
based learning tasks. The memory component of the treatment ought to permit 
modification to suit different types of learning tasks. In the present study, the 
learning material was history-related, and the memory technique used was 
imagery. 
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(b) Reduction in anxiety during the computer-based learning process can be 
beneficial to most learners, both during the learning and beyond. 
(c) Over time, the treatment can serve to change a learner's behaviour towards and 
during learning for the better. 
1.3.2 General computer users 
The results from the present study also provided the basis for a proposed framework for 
incorporating Computer-based Learning (CBL) techniques in the on-line help system of 
computer applications. From this point view, the general users of computers may benefit 
in the following main ways: 
(a) On-line help system may become more effective. 
(b) Interacting with computer may become more relaxing. 
(c) Interacting with computer may become more agreeable. 
1.4 Thesis Contribution 
More than one contribution is described by this thesis in relation to the present study. The 
treatment used was in-application relaxation response and imagery strategy guidance. 
While both relaxation response and imagery strategy are techniques of long standing, and 
each effective in its own right, no previous study was found which had combined the two 
with in-application principle for the real-time treatment of anxiety in computer-based 
learning. Below are details of the contributions. 
1.4.1 Contribution relating to computer-based learning 
The contribution under this category was considered to be the main contribution of the 
present study. Regarding it, this thesis provides evidence that when instructions to 
practise relaxation response and imagery strategy are embedded in history-related 
computer-based learning, it is feasible that human-computer interaction will be more 
effective than when they are not. 
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While the learning material in the present study had been descriptive in nature, there 
seems no reason why the imagery strategy component cannot be replaced with another 
mnemonic technique that is effective for the type of material being learnt. In essence, the 
contribution may be generalized to mean that simple relaxation and memory technique 
instructions which are embedded in computer-based learning, and which are provided as 
dictated by non-conscious user-data, can be beneficial to learning. 
1.4.2 Contributions relating to HCI 
With respect to HCr in general, the present study might have contributed in the manner of 
proposing a framework for HCr research, which, if implemented, will probably represent 
a significant step towards the improvement of effectiveness of at least a learning-related 
component of human-computer interaction. 
1.4.3 Contributions relating to mouse-click velocity 
Mouse-click velocity in the present study referred to how hard the mouse-button was 
clicked, and was measured using a velocity-sensitive mouse. This thesis provides 
evidence that it is feasible that: 
(a) How hard the mouse-button is clicked during baseline condition is a stable 
human-computer interaction behavioural trait. 
(b) How hard the mouse-button is clicked during human-computer interaction is a 
measure that is sensitive to changes in interaction conditions. 
1.4.4 Contribution relating velocity-sensitive mouse 
The velocity-sensitive mouse was developed by the author (in collaboration with a 
colleague) for the purpose of measuring how hard the mouse-button was clicked during 
human-computer interaction in the present study. The device is currently awaiting patent. 
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This may be seen as a contribution that carne about as a result of the aims of the present 
study, and that may be a useful contribution to computer technology. 
1.5 Limitations 
The following represent some of situations in which the findings from the present study 
may be reversed: 
(a) A much larger sample size (the sample size in the present study was 30). 
(b) A larger volume of study, material (there were only 20 slides oftextuai tutorial in 
the present study). 
(c) The majority or all of the experimental subjects cannot carry out treatment 
instructions. 
(d) Control subjects use their own relaxation and memory techniques, and these 
techniques are more effective than the one used in the experimental group of the 
present study. 
(e) The nature of material is incompatible with imagery strategy. 
(1) Majority or all of the experimental subjects have Iow capacity to form imagery. 
(g) Material is not descriptive in nature. 
1.6 Thesis Methodology 
The present study combined findings from areas, such as computing, psychophysiology, 
neuro-technology, educational psychology, clinical psychology, and music technology. 
Consequently, this is reflected in the thesis' methodology of 'attempting to make a 
seamless connection between these areas. 
1. Literature survey 
(a) A brief study is presented of effectiveness of HeI, and its relationship 
with learning, and factors, such as anxiety, that affect learning. 
(b) A discussion is presented on anxiety, which includes its nature, 
relationship with, and effects on, learning and computer-based learning. 
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(c) Further discussion is provided on the effects of anxiety on learning-
related functions, such as memory processes, and how to compensate for 
possible adverse effects. 
(d) Other human functions, such as muscle tension are discussed that are 
related to both anxiety and learning. 
(e) The need to monitor anxiety in learning is discussed, and this, in turn, 
ensures that methods of anxiety measurement, .such as frontal EEG beta 
are reviewed, while the need to treat anxiety makes the review of anxiety 
reduction relevant. 
2. Findings from the literature review are combined into an experimental design. 
This set-up is described which involved that anxiety was monitored and treated, 
and its possible adverse effects compensated for during human-computer 
interaction, all within the context of computer-based learning. How the 
experiment was conducted is described. 
3. Results obtained from experiment and the interpretation are presented, along with 
the description of a tentative framework, conclusions, and possible future work. 
1.7 Thesis Structure 
This thesis presents the details of the present study in eight chapters and three appendices. 
The brief description of the content of each chapter and appendix is given below. 
Chapter 1: (This chapter) 
Chapter 2: Effectiveness of HCI, CBL, and Anxiety 
Based on previous research findings, this chapter discusses the probability that there is a 
strong relationship between effectiveness of human-computer interaction and learning. It 
also discusses: 
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(a) Possible detrimental effects of anxiety on learning and learning components, 
. such as memory. 
(b) The measurement of anxiety through physiological measures, such as EEG and 
muscle tension. 
(c) Anxiety reduction techniques, and memory strategies for compensating for the 
adverse effects of anxiety on learning. 
Chapter 3: Monitoring, treating, and compensating for the effects of anxiety in 
human-computer interaction 
In this chapter, the experimental design is discussed that involves: 
(a) The monitoring of anxiety through frontal EEG beta. 
(b) In-application provision of relaxation and memory strategy instructions during 
computer-based learning. 
(c) Investigating the possibility that how hard the mouse-button is clicked (i.e., 
mouse-click velocity) is a measure of anxiety - or something - during human-
computer interaction. 
Chapter 4: Experiment 
This chapter presents the main and the subsidiary hypotheses. For the main hypothesis, it 
was assumed that in-application relaxation response and imagery strategy instructions in 
computer-based learning would produce, relative to a no-treatment condition, a 
significantly higher mean test score. 
For one subsidiary hypothesis, it was assumed that the same treatment as above would 
produce significant reduction in mean mouse-click velocity. The other set of the 
subsidiary hypotheses assumed that, in the no-treatment condition: 
(a) Mouse-click velocity would correlate positively and significantly to state 
anxiety. 
(b) Baseline and non-baseline mouse-click velocities would be positively and 
significantly correlated. 
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Chapter 5: Results 
In this chapter, results are presented in relation to the main and subsidiary hypotheses. 
With respect to the main hypothesis, results are presented to suggest that in-application 
relaxation and imagery guidance produced a significantly higher mean test score, relative 
to no-treatment condition. 
With respect to the subsidiary hypotheses, one set of results is presented to suggest that 
the same treatment as above produced significant reduction in mean mouse-click 
velocity. The other set of results suggested that there were: 
(a) No significantly positive correlation between mouse-click velocity and state 
anxiety. 
(b) A significant and positive relationship between baseline and non-baseline 
mouse-click velocities. 
With regard to frontal EEG beta, results suggested that the treatment might have reduced 
frontal EEG beta level. 
Chapter 6: Discussion 
This chapter discusses the results obtained from the present study. With regard to the 
main hypothesis, the interpretation is presented that it is feasible that, in the present study, 
in-application relaxation and imagery guidance in computer-based learning produced 
significantly better human-computer interaction. 
Regarding the subsidiary hypotheses, one set of interpretations is presented that it is 
feasible that, in the present study, the same treatment as above: 
(a) Produc(!d significant reduction in how hard the mouse-button was clicked during 
human-computer interaction. 
(b) Reduced the tendency to click the mouse-button erratically. 
The other set of interpretations is described to suggest that how hard the mouse-button 
was clicked during human-computer interaction in the present study appeared to: 
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(a) Have the tendency to increase with state anxiety. 
(b) Be a measure that was sensitive to changes in conditions related to the 
interaction. 
(c) Be a human-computer interaction behavioural trait. 
Chapter 7: Towards improved effectiveness of HCI 
This chapter combines the theoretical aspects and experimental results from the present 
. study under a tentative framework that suggests that: 
(a) Learning may be implicated in effective human-computer interaction. 
(b) On-line help system may be a learning component that is common to most 
computer applications. 
(c) There appear to be similarities between on-line help system and computer-based 
learning, in terms of their teaching aims. 
(d) It is feasible that in-application relaxation-imagery guidance can be incorporated 
in the on-line help system of a computer application. 
Chapter 8: Conclusions and Further Work 
This chapter presents a summary that suggests that it is feasible that: 
(a) The on-line help system represents a link between computer-based learning and 
other computer application types. 
(b) The inclusion of non-conscious user-data in HCI research will be beneficial to 
human-computer interaction. 
(c) In-application relaxation-imagery guidance is an effective treatment in 
computer-based learning. 
(d) An imagery-based on-line help system is more effective than a text-based on-
line help system. 
(e) How hard the mouse-button is clicked is a measure of some user-related covert 
activity during human-computer interaction. 
The chapter also describes future interest in implementing relaxation-imagery technique 
in the on-line help system. 
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Appendix A: More about the tools used 
This appendix presents the EEG device technical details, and more information regarding 
EEG measurement. It also contains information about MIDI, how it was incorporated, 
and some details relating to the computer program application used in the present study. 
Appendix B: Materials 
This appendix contains the treatment instructions, and the learning materials used in the 
present study. 
Appendix C: Raw data and analysis 
In this appendix, printouts of raw experimental and analyzed data are presented. 
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Chapter 2 
Effectiveness of HCI, CBL, and Anxiety 
2.1 Introduction 
This chapter discusses the probability, based on previous research findings, that there is a 
strong relationship between effectiveness of human-computer interaction and learning. It 
also discusses: 
(a) Possible detrimental effects of anxiety on learning, and learning components, such 
as memory. 
(b) The measurement of anxiety through physiological measures, such as EEG and 
muscle tension. 
(c) Anxiety reduction techniques, and memory strategies for compensating for the 
possible adverse effects of anxiety on learning. 
The rest of the chapter comprises the following sections: 
• Effectiveness of human-computer interaction 
• Anxiety 
• Anxiety and learning 
• Anxiety and computer-based learning 
• Anxiety and memory in learning 
• Memory strategies 
• Electromyogram (EMG) 
• Methods of anxiety measurement 
• Anxiety reduction 
• Summary 
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2.2 Effectiveness of Human-Computer Interaction 
The importance of a generally applicable defInition for effectiveness of human-computer 
interaction can not be over-emphasised. This is particularly so because the overall 
principle and process of evaluating and improving any procedure usually rely strongly on 
being able to identify the procedure through defInition. For example, without a defInition, 
the measurement of effectiveness of human-computer interaction is barely possible, and 
without a measurement, a meaningful evaluation is diffIcult. Yet, it appears that the 
problem of defming effectiveness is seldom directly addressed in human-computer 
interaction studies. 
Although human-computer interaction involves both computer-related and user-related 
factors, the computer-related ones often seem to be the more researched in the 
effectiveness of human-computer interaction. Indeed, it is not uncommon for a typical 
effort aimed at securing better interaction between the user and the computer to revolve 
around only consistent menus and a moderate screen colour scheme. A shortcoming of 
such practices is that other aspects that seem to also affect interaction, such as user-based 
factors are often readily ignored. Admittedly, some in the HeI community recognise the 
need to go beyond the perception of the user as a black box in human-computer 
interaction - for example, Funada and Ninomija (1995) proposed the inclusion of the 
analysis of brain activity in the monitoring of the user during human-computer interaction. 
However, the number of studies in this area appears, still, to be relatively small. The 
tendency to pay inadequate attention to user-based factors in human-computer interaction 
may suggest that, in spite of all good intentions, there is a point beyond which the 
effectiveness of human-computer interaction will not rise, since efforts appear not to be 
addressing some other factors that may also play important roles in human-computer 
interaction. 
Many of the current measures of effectiveness of interaction have their roots in safety-
critical domains, such aviation. Some of these measures include time-to-completion and 
task outcome (Helmreich & Foushee, 1993), expert ratings of performance (Prince & 
13 
Salas, 1993), and subjective measures, such as questionnaires. The problems encountered 
from these approaches have been described (e.g., Novick, 1997) to be due to the fact that 
(1) direct measures, such as task outcome are of little help, since all task outcomes tend to 
be successful, (2) indirect measures, such as observation are too reliant on expert 
judgement, and (3) subjective measures, such as questionnaires are unreliable, since it 
could not be assumed that users are necessarily good judges of effectiveness of 
interaction. Novick (1997) also proposed that efforts towards fmding solutions to these 
problems should be in the direction of developing methodological models that are (1) 
useful in providing principles to guide the design of interfaces and procedures, (2) measure 
actual phenomena, and (3) objective and replicable. If the consideration for user-based 
factors was embodied in this proposal, it would appear not to be obvious. Furthermore, 
these proposed goals, on the face of it, do not appear to be drastically different from those 
that human-computer interaction research, in general, has almost always tried to achieve. 
The difference, perhaps, lies mostly in description. 
In a search for promising directions of research in effectiveness of human-computer 
interaction, it is not unusual to look into other types of interactions for similarities or 
examples which might guide a research agenda (Maddix, 1990). It is unlikely, after all, 
that the general aims of human interaction with the computer would differ much in 
principle from those of human interaction with other entities. This observation is perhaps 
easily illustrated using some of the more traditional types of interaction, such as human 
interaction with another human (e.g., student-teacher interaction), and human interaction 
with an object (e.g., reader-book interaction). Regarding the latter example, although 
interacting with an object may seem far-fetched, if we can do it with the computer (which 
is some sort of an object), then it is conceivable that we also can with other objects. This 
argument, of course, assumes that something does not necessarily have to be animate to fit 
the defmition of a participant in an interaction process. 
As in human-computer interaction, the student-teacher interaction aims mostly that 
information of one kind or another is passed between the two participants, and this 
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information is then either immediately or later used to accomplish a task. Similarly, in 
student -book interaction, it can be imagined that it is possible for information to pass 
between the two participating entities. Although how a book can receive information from 
a reader is not obvious, it is imaginable that this can be, for example, in the form of the 
reader adding to the information contained in the book by writing missing or up-to-date 
facts on the pages of the book. Additionally, the fact that the book affords a variety of 
actions to be performed, such as reading, page-turning and carrying, perhaps qualifies it as 
a participant within the context of the interaction. 
The implication, therefore, from the point of view of the more traditional types of 
interaction, such as human-human interaction and human-object interaction, is that 
effective interaction tends to involve some sort of learning or evaluation, or both. The 
learning is seen here to involve the acquisition of facts or procedures, and the evaluation is 
the process of recalling and using the facts or procedures to satisfy a task-demand. Even 
the type of interaction that occurs during ordinary conversation, if effective, seems to 
comprise learning or evaluation, or both, since information is continually encoded, 
retrieved, and applied correctly towards continuing the conversation. 
Within the context of student-teacher interaction, or reader-book interaction, therefore, 
defining the effectiveness of interaction seems relatively straightforward, and it is usually 
defmed in terms of how much is learnt (by, at least, one participant of the interaction 
process), while how much is learnt is often determined by how much is recalled. 
Incidentally, this observation also seems to hold true in many respects in human-computer 
interaction. However, because there are different types of computer applications, the 
concept of effectiveness of interaction can appear to vary. For example, whereas some 
applications, such as video games, might be considered effective because they compel the 
user's attention and interest, the same measure would be a poor measure for a flight 
interface, where attention is required to be divided continually among a variety of stimuli. 
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On the face of it, the apparent conflict in the concept of effectiveness between different 
applications makes the task of defming or measuring the effectiveness of interaction a 
rather difficult problem. However, this task soon begins to seem less formidable, given the 
possibility that the same learning-testing pattern that seems inherent in the more traditional 
types of interaction seems identifiable in any type of human-computer interaction. This 
implies that for most computer applications, the effectiveness of interaction can be partly 
defmed in terms of how much is learnt about both the procedures and the subject content 
of an application. The word "partly" has been used, because the defmition or the 
measurement of effectiveness of interaction strictly in terms of task-outcome alone (e.g., 
Helrnreich & Foushee, 1993) is unlikely to be complete, if it does not address other factors 
which may affect the participants involved in the interaction. As noted by Benyon and 
Murray (1988), interaction includes all aspects of the environment in which it is taking 
place. 
Many factors can interfere with the effective communication of information between the 
human and the computer. Some of these factors are computer-related, and could, for 
example, be the manner in which information is presented (e.g., Hedl & O'Neil, 1977; 
Preece et aI, 1994). Some other factors are human-related, and may be due to the affective 
state of the user (Farina et aI, 1991; Maurer & Simonson, 1994). One widely researched 
affective state in relation to the interaction between the human and the computer is 
anxiety. The focus of the majority of studies reviewed by Sieber et al (1977), for example, 
was the relationship between anxiety and so ftware interface. In these studies, the general 
theme was the manipUlation of instructional design to influence anxiety, so as to improve 
human-computer interaction. Also, more recent studies (e.g., Maurer & Simonson, 1994; 
Cooper & Stone, 1996) have specifically linked anxiety and human-computer interaction. 
This connection is not surprising, since anxiety is detrimental to learning, and learning is 
implicated in human-computer interaction. Indeed, it is imaginable that the same user-
based factors that affect learning (e.g., anxiety and aptitude) are likely to affect human-
computer interaction. 
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Two types of anxiety are identified in relation to human-computer interaction. One is the 
type that people experience when they are using the computer. This is known as computer 
anxiety (Farina et al, 1991; Maurer & Simonson, 1994; Cooper & Stone, 1996). The other 
type of anxiety is the one related to the user's perception of the task the computer is being 
used for. For example, an individual's perception of the difficulty of a learning task has 
been found to evoke anxiety (e.g., Spielberger, 1977). Whether or not the task is 
computer-based is irrelevant, although it may be suggested, from one point of view, that is 
feasible for the tool used to perform a task to sometimes contribute to degree of difficulty. 
One of the responses to increased anxiety is increased muscle tension (e.g., Parker et al, 
1995). Therefore, since increased anxiety is also related to increased discomfort (e.g., 
Spielberger, 1972), a link may be assumed between increased anxiety, increased muscle 
tension, and increased discomfort during human-computer interaction. It is not surprising, 
either, that increased muscle tension is associated with poorer performance (e.g., Pishkin, 
1973), since increased anxiety has been related to poorer performance (e.g., Hembree, 
1988). Consequently, the assumption of a link between increased anxiety, increased 
muscle tension, and increased discomfort suggests that the definition of effective human-
computer interaction should include some sort of consideration for reduced discomfort. 
This can be measured, for example, by reduced levels of anxiety, which is, in turn, 
measurable by measures, such as reduced cortical activation (Jacobs et aI, 1966) or 
reduced muscle tension (8udzynski & Stoyva, 1969). This means that as well as aiming to 
improve task outcome in human-computer interaction, concern should also be directed at 
the possible need for improved quality of interaction, as might be reflected, for example, in 
the user's reduced level of muscle-related activity during interaction. 
In spite of the possibility of a relationship between learning and human-computer 
interaction, the survey of literature revealed a situation in which learning is seldom 
explicitly addressed in efforts to improve effectiveness of human-computer interaction. 
Equally, little research seems to exist that directly relates to the relationship between 
anxiety and human-computer interaction - at least, not as much as there is in the area of 
the relationship between anxiety and the more traditional types of interaction, such as 
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student-teacher, or reader-book. However, given the assumption that learning is 
implicated in human-computer interaction, there seemed the inducement in the present 
study to review anxiety and its relationship with learning in a variety of settings. The 
remaining sections of this chapter, therefore, deal with the defmition and nature of anxiety, 
its influence on different aspects of learning, and what is being done to manage it. They 
also discuss other areas that are influenced by anxiety and may be involved in effective 
human-computer interaction. 
2.3 Anxiety 
According to Phi1lips et al (1972), anxiety is one of psychology's most researched 
concepts. To some extent, this observation still seems to hold true today. Yet, although 
most individuals have a subjective feeling of what anxiety is, there is an absence of a 
universally accepted defmition of this emotional state. The lack of agreement as to 
whether the word "anxiety" should imply observable, recordable events or hypothetical 
states is a main origin of confusion in defming anxiety, particularly as anxiety is used in all 
of these senses (Vasilaki, 1992). 
From one point of view, anxiety is a complex concept comprising neurophysiological, 
motor-expressive, and phenomenological aspects. The neurophysiological aspect concerns 
patterns of electrochemical activity in the nervous system, for example, in the 
hypo thalamus, the limbic system, and the facial nerves. The motor-expressive aspect 
relates primarily to facial expression, and secondarily to bodily activity. The 
phenomenological aspect is essentially associated with the experience of being motivated, 
and/or experience which has immediate meaning and importance for an individual (Izard, 
1972). More concisely, anxiety is an emotional phenomenon which is usually described in 
terms of fear, irritation and tension (Izard, 1977). 
On the other hand, anxiety can be a state that is accompanied or preceded by special types 
of self-related cognition (Bandura, 1977). This perception is also supported by Bandura 
(1986) and Lazarus and Laurier (1978). Within this perception, anxiety is defmed as a 
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cognitive response characterised by feelings of self-doubt, inadequacy and inability to 
satisfactorily manage a situation. 
VasiIaki (1992) suggested that anxiety could be argued to be the perceived inability to 
manage stress-inducing situations, while stress is a multidimensional response to demands 
that an individual perceives as excessive. This multidimensional response could be 
physiological, behavioural or psychological, or a combination of any of these. 
Physiological response relates, for example, to increased heart rate. The behavioural is 
characterised by aggressiveness or passivity, or anger and withdrawal. The psychological 
response is divisible into two parts: cognitive and emotional. The cognitive concerns the 
evaluation of the situation as threatening. The emotional part concerns with states, such as 
anxiety. Therefore, anxiety can be viewed as a sub-part of the emotional component of 
stress response to situations perceived as threatening. 
Anxiety is believed by some (e.g., Phillips et aI, 1972; Vasilaki, 1992) to compose of 
worry and emotionality. The worry relates to cognitive concern and self-preoccupation 
with one's performance, consequences or ability. It is an attention demanding cognitive 
activity, and can often get in the way of the task at hand. The emotionality concerns 
heightened emotional and physiological arousal. Whereas academic performance has been 
reported to correlate negatively with measures of worry, no consistent relationship has 
been found between emotionality and performance (Doctor & AItman, 1969; Liebert & 
Morris, 1967). To discuss this interaction between anxiety and performance in more detail, 
a review of studies of the relationship between anxiety and learning has been considered 
necessary. 
2.4 Anxiety and Learning 
Many of the early studies done on the relationship between anxiety and the learning 
process were based around drive theory (Spence, 1958; Spence & Spence, 1966; Taylor, 
1956). Drive theory's assumption is that the strength of a response in any learning 
situation is a function of an individual's total effective drive state and habit strength. An 
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individual's total drive state is defmed as the summation of the individual's need states, at 
a given time, together with the hypothetical emotional response due to aversive stimuli. 
The tendency to react in a certain way to a specific stimulus is the habit strength. 
Early research on anxiety and learning determined an individual's drive state, using scores 
from Taylor's (1953) manifest-anxiety scale (MAS). It was assumed that MAS scores 
were directly proportional to an individual's drive state. Further assumption by drive 
theory is that a high anxiety level (drive state), relative to low anxiety level, can interfere 
with learning, thereby resulting in poor performance on complex learning tasks, in which 
erroneous response tendencies are as strong as, or stronger than, correct responses. 
Conversely, high anxiety level can facilitate simple learning tasks (Spence & Spence, 
1966). 
While many studies (e.g., Spence & Spence,1966; Spielberger, 1966b) reviewed in the 
present study supported the assumption regarding the effects of anxiety or drive level on 
performance in learning, generally, drive theory has not been able to adequately account 
for fmdings in all studies. For example, in a review by Phillips et al (1972) of studies 
relating to the effects of anxiety on the performance of easy tasks, inconsistent results 
were reported. In a study by Spielberger and Smith (1966), drive theory's predictions 
could not be confIrmed, even though subjects differed in drive level, as measured by MAS. 
H was not until stress-inducing instructions were presented in the study, that predictions 
from drive theory were confIrmed. Such contradictions in fmdings, however, could 
perhaps be explained by the fact that drive level is better measured with a state anxiety 
scale than with MAS, which has been noted (Spielberger, 1966a) to measure individual 
differences in anxiety proneness, and not the anxiety experienced ~ue to a specifIc 
situation (Spielberger, 1977). 
Furthermore, drive theory only seems to propose a relationship between anxiety and 
learning. It does not distinguish between different types of anxiety, nor does it specify the 
conditions that evoke anxiety in a learning situation. It was fmdings such as these, that led 
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Spielberger (1966a) to develop a theory that distinguishes between two distinct types of 
anxiety: state and trait anxiety. State anxiety was described as a transitory emotional state 
(A-State), and trait as a relatively stable personality trait (A-Trait). 
The trait-state anxiety theory (Spielberger, 1966a, 1972b, 1975) suggests that state 
anxiety is evoked due to an individual perceiving a particular stimulus/situation as 
potentially threatening to him/her. The intensity of the anxiety reaction will be determined 
by the individual's anxiety proneness, and proportional to the amount of threat that the 
situation is perceived to pose by the individual. Additionally, an individual with high trait 
anxiety is more likely to exhibit high state anxiety (Spielberger, 1972b). 
The instrument developed to measure trait and state anxiety was the State-Trait Anxiety 
Inventory (Spielberger et ai, 1970). State-Trait Anxiety Inventory (ST AI) comprises two 
anxiety scales (the A-state and the A-trait scales), and its development has greatly 
benefited experimental research on anxiety and learning, in terms of providing a measure 
for the transitory anxiety state (Spielberger, 1977). The A-state scale of ST AI measures an 
individual's transitory anxiety state, as manifested by subjective feelings of tension, 
apprehension and nervousness due to a situation. A-state scores have been found to 
decrease as a result of relaxation training (Spielberger et ai, 1970). Conversely, the A-trait 
scale measures an individual's anxiety proneness, while anxiety proneness is defmed as the 
individual's disposition to respond to psychologically stressful conditions with differing 
levels of A-state intensity. Scores from this scale are highly correlated with those from 
others, such as MAS and IPAT Anxiety Scale. 
There are various theories regarding the concept of anxiety. Epstein (1972) provides a 
concise and adequate review of some of these theories. Equally, the issue of the factors 
responsible for individual differences in trait anxiety seems to attract a few differing 
theories. For example, the social learning theory (e.g., Phi1lips et al, 1972; Sarason, 1975) 
cites environmental determinants (e.g., family and school experiences) to be responsible 
for trait anxiety, while some theorists(e.g., H. Eysenck, 1967; Gray, 1981) have attributed 
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trait anxiety (a personality trait) partly to heredity. A more detailed discussion of these and 
other theories is beyond the scope of the present study, but can be found in sources, such 
as SpieIberger (1972) and Vasilaki (1992). 
According to Spielberger (1966b), the trait-state anxiety theory is an extension of drive 
theory. By specifying the conditions that produce differences in anxiety levels in a learning 
situation, it improves predictions. Trait-state anxiety theory proposes that in a 
psychologically stressful situation, a high trait anxious individual will respond with a 
higher level of state anxiety than a low trait anxious individual. While there seems no 
direct relationship between the learning process and trait anxiety, the relationship between 
learning and state anxiety is believed to conform to the assumptions of drive theory - that 
is, a high level of A-state, relative to a lower level, will facilitate performance on simple 
learning tasks, but interfere with the performance on complex learning tasks. Some 
research evidence is provided in the next sections that supports some of these 
assumptions. 
2.4.1 Effects of Anxiety on Learning 
Given the predictions of both drive and trait-state theories, and the assumption that 
learning (as practised in educational institutions) is unlikely to be generalised as a simple 
task, then there seems enough evidence to suggest that high anxiety level is detrimental to 
learning. Indeed, a good number of findings have linked high anxiety to students' inability 
to profit from instruction. Sarason (1958), in support of prior studies (e.g., Montague, 
1953; Lucas, 1952), suggested that high anxiety is related to response tendencies which 
may interfere with performance. Spielberger (1966b) noted that more high-anxious 
students than low-anxious students are prone to drop out of school due to academic 
failure. Similar observations have been made, by other studies (Spielberger, 1962; 
Spielberger & Katzenmeyer, 1959; Spielberger & Smith, 1966; Denny, 1966), of the 
negative effects of high anxiety on performance. In a review done of some 562 studies to 
show the nature, effects, and treatment of test anxiety, Hembree (1988) accumulated 
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much evidence suggesting that high anxiety is more like to cause poor performance than 
not. 
Even more, anxiety's negative effects on learning are not limited to anyone subject-
matter. In a series of independent studies conducted some years ago in different countries, 
negative correlation was reported between anxiety and student achievement. Subjects 
investigated included Basic skills (Stevenson & Odorn, 1965), Verbal and mathematical 
skills (Cowen et aI, 1965), Arithmetic (Cox, 1964), Civics and History (Kanekar et aI, 
1976), and Vocabulary, Reading Comprehension, Mathematical Arithmetic and Problem 
Arithmetic (Frost, 1968). Additionally, Fraser and Fisher (1982), in their study on science-
related attitudes, managed to establish negative correlation between anxiety and 
achievement of important attitude aims. 
Many of the studies investigating the effects of anxiety on learning have also observed that 
the negative effects of anxiety permeate different types of learning. Denny (1966), for 
example, was able to observe that anxiety can have debilitating effects on concept 
learning. Studies, such as Easterbrook (1959) and Mendelsohn and Griswold (1967), also 
further noted that high anxiety can limit an individual's perceptual field and, therefore, 
tends to interfere with incidental learning. 
Anxiety has also been observed to be present in more than one type of setting. In 
particular, a review of the effects of anxiety on learning from instruction in a variety of 
settings ranging from traditional classroom-based environments to Computer-based 
Learning environments was documented by Sieber et al (1977). In their review, anxiety 
was also found to adversely affect students' achievement. Phi1lips et al (1972) summarised 
their general observation on the effects of anxiety by describing these effects as usually 
negative, interfering and debilitating in nature, depending on the demands and 
requirements of the situation. In other words, if a learning situation is seen as threatening, 
anxiety is elicited and this can often negatively affect performance. 
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Furthermore, in a study (Papay et aI, 1975) conducted in traditional and individualised 
multi-age classrooms, negative correlation between anxiety and performance was 
reported. In a more recent study of students' anxiety in learning through distance 
education, Jegede and Kirkwood (1994) found a significant level of anxiety in students, 
and noted its negative effect on learning. Fisher et al (1996) observed that low-anxious 
children with learning disabilities appeared to be more effective problem solvers than low-
anxious children with no learning disabilities, that only when the children with learning 
disabilities became anxious did they become less effective than the children with no 
learning disabilities. More findings on the effects of anxiety on learning include the view 
that anxiety is more likely to affect performance negatively during early part of learning 
than later (Spielberger & Smith, 1966; Lekarczyk & Hill, 1969). 
Whereas anxiety can affect learning at different stages of learning (Tobias, 1977), it is its 
effects on the evaluative stage that tends to receive greater focus (Tobias, 1979). The kind 
of anxiety associated with this stage is usually referred to, though not exclusively, as test 
anxiety. Test anxiety is defmed as the kind of anxiety evoked by evaluative situations, 
especially those inherent in educational institutions in the form of tests. In general, 
evidence (e.g., Sarason, 1957; Wine, 1971; Hembree, 1988) support the view that highly 
test-anxious persons typically perform more poorly on tests than low-test-anxious persons. 
On the other hand, anxiety can be either facilitating or debilitating (e.g., Alpert & Haber, 
1960; Pekrun, 1992), depending on task difficulty (Spence & Spence, 1966; Vasilaki, 
1992) and intelligence (Spielberger, 1966b, Spielberger, 1977). The point should also be 
made that fmdings (Mandler & Sarason, S.B, 1952; Sarason, 1956, 1957; Sarason & 
Minard, 1962; Watson & Friend, 1969) have strongly suggested that highly test anxious 
persons are not necessarily intellectually challenged. The problem simply seems to arise 
from excessive exaggeration and personalisation of the threat of evaluation in a given 
situation. 
Although the effects of anxiety on learning have been observed to be similar, irrespective 
of the setting, most of the studies reviewed in this section have been done under 
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conditions similar to those of the traditional classroom-based environment. However, 
evidence also exists to link anxiety to non-traditional-classroom-based environments, in 
this case, computer-based environment. 
2.5 Anxiety and Computer-based Learning 
The use of computers to teach a variety of subjects is increasingly becoming an option in 
modem education. Some of the subjects for which computer-based learning has been used 
successfully include Human Anatomy (Gunn & Maxwell, 1996), Physics (Tao et aI, 1993), 
and Biology (Phillips & Moss, 1993). Indeed, many educational institutions are 
increasingly able to replace traditional lecture or tutorial with computer-based instruction 
(Walker, 1997). 
The motivation behind the introduction of computer-mediated instruction into almost all 
levels of education can easily be observed, in recent years, to be mainly the concern about 
decreased quality of learning (Walker, 1997); or the concern to assist staff in the 
management of increasingly larger numbers of students (Gunn & Maxwell, 1996). In the 
earlier years of computers, however, the general aim had seemed to be slightly different. 
As well as emphasising the facilitation of learning (through the individualisation of 
instruction, for example), there were also expectations regarding the affective benefits that 
could be derived by the learner from computer-mediated instruction (O'Neil & 
Richardson, 1977). 
Computer-based learning (CBL), or computer-assisted instruction (CAJ), refers to a type 
of interaction between a learner and the computer that is designed to result in the efficient 
learning of the materials presented by the computer (O'Neil & Richardson, 1977). There 
are two main types of CBL designs. One is in the form of drill and practice. In this type of 
programs, subject materials are provided in gradual progression, along with immediate, 
corrective feedback. Programs of this type are usually supplements to other forms of 
instruction (O'Neil & Richardson, 1977). The other type of CBL programs is the tutorial 
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type. Programs of this type are usually more complex, and can also contain some elements 
of drill and practice. They are generally designed to be a viable alternative to the teacher-
student private tuition setup. 
In addition to permitting self-paced learning and the insertion of corrective feedback, 
computer-based learning also makes it possible to incorporate various measures and 
treatments in the learning materials, so that changes in the states of the learner can be 
monitored. Such a measure could be an anxiety measure, and treatment could be in the 
form of instruction manipulation, music, or relaxation instructions. An example of where 
this has been realised can be found in Sieber et al (1977), where interspersing subjective 
anxiety measures within learning materials provided much insight into the effects of 
anxiety on learning in computer-based learning environments. 
The employment of computers for learning, of course, seems not to have eradicated the 
problem inherent in the anxiety-learning relationship. Indeed, reactions to computer-based 
learning tasks are generally similar to reactions to the same tasks when presented within 
the traditional learning context. What usually determine the level of state anxiety are the 
nature and the difficulty of the computer-based learning tasks (Spielberger, 1977). It has 
also been suggested that the sex of an individual ought to be considered an important 
variable when studying the relationship between anxiety and computer-based learning 
(Spielberger & Smith, 1966). 
As already mentioned, another source of anxiety (apart from the type of anxiety that is due 
to the learning situation) is the anxiety (i.e., computer anxiety) that many people 
experience when using computers to perform otherwise non-anxiety arousing tasks 
(Cooper & Stone, 1996). In a study by Rosen and Maguire (1990) of about 109 studies, 
as many as 25 percent of all people who used computers were estimated to experience 
computer anxiety. Farina et al (1991) associated this type of anxiety with an individual's 
perceived impact of computers on the society. Specifically, those with misgivings towards 
the effects of computers on the society are more likely to feel anxiety towards computers 
than those without. Farina et al (1991) also found a positive correlation between computer 
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anxiety and anxiety towards mathematics, and between computer anxiety and trait anxiety. 
These fIndings may partly confIrm Naylor & Gaudry's (1973) suggestion that highly 
anxious individuals are more prone to all types of anxiety. 
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Figure 2.1 Tobias' (1977) model for the effects of anxiety on learning 
from instruction 
Anxiety has been suggested to affect learning at three different stages: before, during and 
after acquisition (Tobias, 1977). Furthermore, different components of learning may be 
affected differently by anxiety (Sieber et aI, 1977). In relation to the effects of anxiety on 
instruction, Tobias (1977) described a model of anxiety-treatment interactions (See Figure 
2.1) comprising three components, namely, input, processing, and output. Input refers to 
the instructional design. Processing denotes any operations performed on the input, such 
as registering, transforming or storing. These operations, in turn, may involve processes, 
such as attention, coding, retrieval from memory, deduction and induction, and any 
manipulation performed on the input to enable storing and access. The output section 
refers to all the student does in order to prove that interaction with instruction has been 
successful. 
As shown by Tobias' (1977) model, anxiety may affect learning before processing, during 
processing, and after processing. SpecifIcally, the model suggests that prior to processing, 
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anxiety can reduce the effectiveness of input. Prior to this, Wine (1971) and I. Sarason 
(1972) had suggested that high anxiety causes the anxious learner to divide his/her 
attention between task-relevant and task-irrelevant cues - that is, anxiety causes diversion 
of attention. Tobias' model suggests that this diversion of attention can prevent input from 
transferring into effective stimuli for anxious learners. This means that during processing, 
anxiety interferes with cognitive processing of input. For example, the effectiveness of 
memory processes may be affected. Finally, after processing, the effect of anxiety on 
learning can be through preventing effective conversion of information into output. Even 
more, initial failure to assimilate input effectively may have cumulative impact on the 
processing stage, and on subsequent demonstration of what has been learned. 
Tobias' (1977) model provides a useful conceptual framework for research on anxiety and 
learning (Spielberger, 1977). It highlights important stages in learning, at which anxiety 
may influence the learning process, thereby suggesting to the investigator where to look. If 
combined with drive theory, it may facilitate predictions about the effects of anxiety on 
learning, and the provision of appropriate treatments to reduce any interfering effects of 
anxiety on learning, including computer-based learning (Spielberger, 1977). 
2.5.1 Effects of Anxiety on Computer-based Learning 
Considering that the debilitating effects of anxiety on learning in a variety of settings is 
well documented (e.g., Spielberger, 1966b; Papay et aI, 1975; Hembree, 1988; Jegede & 
Kirkwood, 1994), there is very little reason to expect that anxiety will affect learning any 
differently in computer-based learning environments. In some studies reviewed by O'Neil 
et al (1977), the levels of state anxiety were monitored as subjects performed various 
computer-based learning tasks of varying difficulty. The choice of tasks provided different 
ways of varying the task difficulty variable. This was essential to testing drive-theory 
predictions that (1) low-anxious students will outperform high-anxious students on 
complex learning tasks in which erroneous response tendencies are as strong as, or 
stronger than, correct responses, and (2) the reverse is true on simple learning tasks. In 
these series of studies (e.g., O'Neil et ai, 1969; Leherissey et ai, 1971), there seemed clear 
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indication, from the investigation of the effects of state anxiety on a mathematics task, of 
an association between high levels of state anxiety and decreased performance. 
Additionally, O'Neil et al's (1977) review confirmed one other principal assumption 
regarding the relationship between anxiety and learning in a computer-based learning 
environment: no apparent direct relationship was found between trait anxiety and 
performance. However, there were inconsistencies in the fmdings from the report, with 
respect to the predictions of the drive theory, and two main factors (sex and level of task 
difficulty) contributed to these inconsistencies. For example, on mathematical learning 
tasks, female students did not confirm drive-theory's assumption that high anxiety can 
interfere with performance on difficult tasks, whereas male students did. 
Also, in a relatively recent study (Cooper & Stone, 1996) relating to computer anxiety, a 
correlation was found between performance and computer anxiety. As in O'Neil et aI's 
(1977) review, sex again seemed to have an effect on how anxiety interacted with 
learning. Whereas girls who reported higher computer anxiety performed more poorly 
than those who did not, the reverse was the case with boys. These fmdings were in line 
with the suggestion (e.g., Spielberger & Smith, 1966) that sex ought to be considered in 
the study of the relationship between anxiety and learning. 
The implication from studies such as Cooper and Stone's (1996) is that computer anxiety, 
also, can interfere with computer-based learning. This type of anxiety presumably 
combines with, or influences, other types of anxiety, such as one due to the individual's 
perception of the learning materials (Spielberger, 1977). However, computer anxiety has 
been suggested (Maurer & Simonson, 1994) to be relatively easy to reduce, although it 
might take more than just a few weeks. Indeed, studies (e.g., Spielberger, 1977; Farina et 
aI, 1991) indicated that familiarity with computers does tend to reduce this type of anxiety 
in most people. For exarnple, students have been observed to show lower levels of state 
anxiety as a result of having used the computer for the same tasks before. 
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As well as being capable of influencing learning at different stages (Tobias, 1977), anxiety 
can affect different components of learning. As indicated in the previous section, one 
component that may be affected is attention. Specifically, in the presence of high anxiety, 
an individual is compelled to divide attention between relevant task demands (such as 
learning) and task-irrelevant demands, such as preoccupation with negative self-references 
and somatic concerns (Wine, 1971). This division of attention, in turn, may lead to 
attention being limited to certain cues, resulting in poor incidental learning (Easterbrook, 
1959). Another component of learning affected by anxiety is memory, and because of its 
importance to the present study, it will be discussed in more detail. 
2.6 Anxiety and Memory in Learning 
The relationship between learning and memory can generally be described in terms of two 
processes: encoding and retrieval. Encoding refers to the representation of information in 
memory, while retrieval concerns the recall of information. One of the well-known views 
of memory was proposed by Atkinson and Shiffrin (1968). In this view, memory was 
conceptualised in terms of two main qualitatively separate stores: the short-term memory 
and long-term memory. According to this view, in order for material to be learnt, it is first 
held very briefly in the sensory memory, where it is selectively attended to and identified 
for further processing. From here, it is passed on to short-term memory for initial 
processing, and if it is still "alive" after going through these steps, it may be passed on to 
long-term memory. However, the fact that there has been a successful transfer of material 
to long-term memory does not always guarantee the retrieval of the material. When 
retrieval is at any time not possible, the material is said to be lost or forgotten. Some of 
the factors that can cause material to be forgotten include failure to encode and retrieval 
failure. 
Failure to encode: this is when material has not been successfully transferred from short-
term memory to long-term memory. This may be due to inadequate rehearsal. Rehearsal 
is the temporary activation or recycling of information through memory. Two types are 
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presently identified: maintenance and elaborative rehearsal. Maintenance rehearsal serves 
only to hold information in short-term memory, long enough for action to be taken on it. 
An example of this is the repeating of a phone number to prevent forgetting it for that 
moment. On the other hand, as well as including the repetition of the phone number, 
elaborative rehearsal involves other procedures to link the phone number to what is 
already in long-term memory, in order to establish some sort of association that usually 
makes later retrieval possible. When frequent and spread over time, rehearsal of material 
can slow rate offorgetting. This is equivalent to using a material over and over again, such 
that after a while its retrieval becomes effortless (Monk, 1984). In contrast, although a lot 
of rehearsal done over a short period of time (as in cramming) consolidates material in 
memory, the rate of forgetting is the same as that for poorly learnt material (Thompson, 
1982). 
Retrieval failure: this happens when material thought to have been learnt can not be 
retrieved. The information may have been misplaced in memory. One reason this happens 
is that the context at encoding is different from the context at retrieval (Thornson & 
Tulving, 1970). Another reason could be that the material was not encoded with a cue, or 
the same cue has not been used for retrieval that was used for encoding (Tulving & 
Thornson, 1973). Generally, retrieval failure can be prevented through effective encoding 
(Leahey & Harris, 1989). This is one of the things that memory strategies are aimed at 
achieving, and more about this is discussed shortly. 
Another view of memory which has provided an alternative direction of research is that of 
Craik and Lockhart (1972; see also Craik and Tulving, 1975). Rather than seeing memory 
as separate stores, Craik and his colleagues conceptualised memory as involving different 
levels of processing. Specifically, the depth of processing is representative of how 
effectively information has been encoded, and consequently how easy the retrieval is likely 
to be. Within this framework, forgetting can be interpreted as due to the material not 
having been encoded at a sufficiently deep level, instead of the failure of material to 
transfer from short -term to long-term memory. As in Atkinson and Shiffrin' s (1968) multi-
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store framework, elaborative rehearsal of material is believed to improve retention (Craik 
& Tulving, 1975). However, how memory is structured is not as of great importance to 
the present study as how memory processes are affected by anxiety during learning. 
The point has already been made earlier that the way anxiety affects learning is through 
interfering with processes, such as memory processes involved in learning and 
performance (Tobias, 1977). Based on his information-processing model, Tobias (1977) 
also predicted that high-anxious individuals are unlikely to do as well as low-anxious 
individuals in learning tasks that require substantial memorisation. This view generally 
supported the suggestion (Easterbrook, 1959; Kausler & Trapp, 1960) that the differences 
in observed performance between the low-anxious and the high-anxious individuals can be 
accounted for in terms of the differences in the way either encode information, and in the 
type of rehearsal strategy employed. This suggestion also seems compatible with the main 
models in general memory research, such as multi-store and level of processing. 
Although somewhat different, in the study of the relationship between anxiety and learning 
- specifically, test anxiety - the postulation was made (e.g., Mandler & Sarason, 1952; I. 
Sarason, 1972; Wine, 1971) that high-anxious individuals pay relatively more attention to 
processing task-irrelevant cues than low-anxious individuals, to the detriment of 
acquisition. This attention perspective, incidentally, seems to also provide a link to 
memory theories which hypothesise that, compared to non-anxious individuals, anxious 
individuals may use so much of memory for processing task-irrelevant information that 
little is left to process task-relevant information (e.g., Hamilton, 1975; Mueller, 1980). It 
may also suggest that what anxiety affects directly in learning is the proper management of 
attention. Precisely, it may be possible that the way anxiety affects learning is by causing 
improper management of attention, with this, in turn, resulting in the improper 
management of the memory. Some of the investigations into the nature of the effects of 
anxiety on memory are reviewed in the next session. 
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2.6.1 Effects of Anxiety on Memory in Learning 
There is a body of research to support the hypothesis that anxiety interferes with memory 
processes during learning. Studies which have attempted to demonstrate this have used 
different learning tasks, including digit-span (Mueller, 1977), paired-association 
(Edmunson & Nelson, 1976; Scott & Nelson, 1979), free recall (Mueller & Overcast, 
1976), and delayed recall (Mueller et al, 1977, 1978). Differing approaches in the 
verification of this hypothesis have also been observable. For example, whereas some 
studies (e.g., Mueller, 1976; Edmunson & Nelson, 1976; Brower & Mueller, 1978) have 
simply investigated differences in performance results of recall tasks, others (e.g., 
Borkowski & Mann, 1968; Sieber et al, 1970; Leherissey et aI, 1971) have employed the 
provision of memory support. This may, in part, provide explanation for some 
contradictory fmdings (e.g., Mueller & Overcast, 1976; Brower & Mueller, 1978) in 
anxiety-memory research. In general, high-anxious subjects have been found to perform 
worse than low-anxious subjects. More specifically, high-anxious individuals do not 
encode as broad a range of features as low-anxious individuals, and therefore are unlikely 
to be able to make the necessary associations that are usually beneficial to recall (Mueller, 
1976; Eysenck, 1977). 
The issue of the type of anxiety (A-trait or A-state) that is implicated in the anxiety-
memory relationship has also been investigated. In a study by Leherissey et al (1971), the 
difference in the number of errors made by individuals of differing anxiety levels was 
found not to be related to A-trait but A-state. This would seem to support earlier fmdings 
from another computer-based learning study by O'Neil et al (1969). Furthermore, in a 
paired-associate test, Edmunson and Nelson (1976) found high state anxiety to impair the 
recall of highly similar words. Sex, again, has also been implicated as an important variable 
in the study of the effects of anxiety on memory. In a single free recall test, Brower and 
Mueller (1978) found that high state-anxious males performed worse than high state-
anxious females. A similar sex-anxiety effect was reported in a study - by Mandleson 
(1973) - of foreign-language learning. 
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As in the study of the relationship between anxiety and learning, anxiety-memory research 
is not without noticeable contradictory and inconsistent fmdings. This is hardly surprising, 
however, as these two categories of research are almost interchangeable. Consequently, 
the contradictions and the inconsistencies in fmdings in and between the two categories 
tend to evoke almost the same types of explanations. For example, one explanation for the 
failure to fmd any difference in memory performance between high state-anxious and Iow 
state-anxious individuals may be related to the lack of clarity as to the complexity of the 
tasks concerned (Mueller, 1980). 
The fmdings from investigations, such as Sieber et al (1970) provided evidence that one 
way of compensating for the effects of anxiety on memory is through using memory 
strategies. However, the use of memory strategies is in no way limited to learning-anxiety-
related studies. They are also used in other areas, such as memory-learning research (e.g., 
Tulving & OsIer, 1968; Kieras, 1978; Atkinson, 1975; Atkinson & Raugh, 1975). Indeed, 
memory strategies represent one of the most effective ways of encoding information in 
memory, and are widely researched. From the point of view of this close relationship with 
learning, memory strategies were also reviewed in the present study. 
2.7 Memory Strategies 
Whereas memory strategies in anxiety-learning-related studies tend to be in the form of 
permitting access to previous incorrect responses to previously answered problems before 
the problems are attempted again (e.g., Sieber et al, 1970; Leherissey et al, 1971), most 
other studies tend to use different approaches. One of these approaches is the use of 
mnemonics. 
2.7.1 Mnemonics 
The use of mnemonics dates back thousands of years (Svantesson, 1998), although it 
seems that the fIrst attempt at a scientifIcally-based investigation was not until Kirkpatrick 
(1894). Mnemonics have not always been respectable (Leahey & Harris, 1989). Interest 
and research activity were perhaps at their highest between mid 1960s and mid 1970s, 
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when research mostly focused on whether mnemonics really work, and how effective they 
are. In the late 1970s the focus was on how mnemonics work, and possible applications, 
although during this period interest had also begun to decline. The problem of the 
applicability of mnemonics in daily life, probably accounted for part of this decline 
(Cornoldi, 1988). Additionally, the tendency for people to prefer external aids to internal 
ones could have contributed to limited interest in application of mnemonics. For exarnple, 
as observed by Bellezza (1981), students mostly failed to keep on using mnemonics, even 
though they benefited from them. Nevertheless, during the periods that interest was 
noticeable, mnemonics were found to have application in the effective learning of a wide 
range of topics, such as mathematics, language skills, and scriptures (Higbee, 1988). 
Essentially, mnemonic techniques are sets of rules for remembering information that is 
otherwise difficult to recall. More specifically, mnemonic techniques are memory 
strategies designed to help in the effective encoding of information for transfer to long-
term memory (Leahey &. Harris, 1989). A simple but effective example of a mnemonic is 
the "30 days hath September. .. " rhyme that is used to recall the number of days in each 
month of the year. Mnemonics are particularly useful in learning arbitrary, verbatim 
material, such as dates, or rote series of items with little or no meaning (Cornoldi, 1988). 
For example, the direction to put the clock in spring and fall might be less difficult to 
remember using an expression such as "spring forward and fall backward" that gives the 
concept more meaning. 
Mnemonics work by taking advantage of our natural tendency to prefer structure and 
organisation in the information that we process. It is almost instinctive for us to seek to 
give meaning to what is apparently meaningless. Mnemonic techniques provide the means 
of instilling this meaning. Their effectiveness, however, depends on strength of association 
- that is, the more the links that can be established between the material being learnt and 
the information already in long-term memory, the greater the probability of successful 
retrieval. A variety of the human brain functions, such as smell, emotion and image can 
normally be used for these links. Indeed, the basic principle of mnemonics is to utilise as 
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many of the functions of the brain as possible to encode information, making the 
mnemonic as meaningful and as closely related as possible to the material being learnt 
(Leahey & Harris, 1989). 
There are different types of mnemonics. One of the more common ones is making a song 
or rhyme out of the to-be-remembered material. Another type is creating a general but 
simple rule about the material, such as is demonstrated by the "I before E except after C" 
rule in English spelling. Of course, there are exceptions to this particular rule, but these 
exceptions can usually be dealt with, again, using mnemonics, such as by putting them into 
some sort of meaningful chunks. However, not every mnemonic is simple to use. More 
elaborate systems usually involve the learning of relatively complex procedures. For 
example, an imagery mnemonic, known as the pegword system, entails learning a system 
of associations that is then linked to various items on the list to be learnt. One approach is 
to link numbers to words, as in 1 = bun, 2 = shoe, 3 = tree, 4 = door, 5 = hive, 6 = sticks, 
7 = heaven, 8 = gate, 9 = line, 10 = hen. Retrieving the words is then simply a matter of 
counting through the numbers. A review of different types of mnemonics can be seen in 
Bellezza (1981). 
While elaborate systems such as briefly described above have been noted (e.g., Cornoldi, 
1988; Leahey & Harris, 1989; Svantesson, 1998) to be effective, they can equally require 
considerable practice over time and can, therefore, be difficult to master. However, there 
are simpler and equally effective imagery approaches, such as simple "instructions to use 
imagery" (e.g., Kirkpatrick, 1894; Paivio, 1971; Parker et al, 1993). 
2.7.1.1 Imagery 
Many mnemonic strategies tend to employ visual imagery, presumably drawing on our 
naturally large capacity for picture memory, and our efficiency at recalling pictures. 
Indeed, imagery probably represents the most efficient and dynamic way of representing 
information in memory, and is usually in operation as early as infancy. However, contrary 
to the tendency to see imagery as exclusively visual, it is by no means limited to the visual 
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sense. It is a phenomenon shared by other sense modalities, too. In particular, imagery 
affords the rich combination of various elements. Through combining these various 
elements, it is often possible to create, for example, an easy-to-remember story with the 
material that is being learnt, thereby facilitating both encoding and retrieval. Consequently, 
the use of imagery as a means of encoding information for transfer to long-term memory is 
not uncommon. However, not all types of information can be effectively encoded with 
imagery. Typically, two types of information are defmed: concrete and abstract. 
According to dual-coding theory (paivio, 1971), concrete information permits effective 
encoding more than abstract information. For example, Paivio (1971) found that concrete 
words, such as chicken, piano or truck were remembered better than abstract words, such 
as liberty, idea, or happiness. In explaining this, Paivio suggested that whereas abstract 
words were encoded only as words, concrete words were encoded as words and also 
linked to an imagery code that already existed in memory. This, in effect, provided two 
avenues of retrieval for concrete words, and a better chance of retrieval. 
Although the applicability of mnemonic techniques in daily life may be limited, their 
effectiveness in the areas - such as schoolwork - in which they are applicable, still, may be 
dependent on factors other than the nature of the area of application. One of these factors 
may be individual capacity to benefit from mnemonics. For example, Di Vesta and 
Sunshine (1974) found that in some cases the degree of benefit may be related to an 
individual's image-forming ability. Some subjects may actually have memory problems. 
Attitude towards mnemonics may also affect their effectiveness (Cornoldi, 1988). These 
types of differences may, sometimes, create contradictions and inconsistencies, such as 
may be observable in some studies that were, for example, reviewed in Paivio (1971). 
As with anxiety-learning and anxiety-memory relationships, the fmdings on the interaction 
between anxiety, imagery and learning are not entirely without inconsistencies and 
contradictions. For example, whereas Edmunson and Nelson (1976) found high anxiety to 
be associated with poor performance under imagery instructions, but not under repetition 
instructions, Scott and Nelson (1979) found the opposite. One possible explanation for 
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this type of contradiction was given to be time-related. Since high-anxious subjects in 
Scott and Nelson's (1979) experiment frequently complained that the test rate was too 
fast, Scott and Nelson assumed that perhaps subjects in Edmunson and Nelson's (1976) 
study had enough time for recall. Another possible explanation could be that although 
imagery strategy can improve learning, high anxiety is capable of reducing its effectiveness 
by hindering the elaboration necessary to transfer material to long-term memory. This 
explanation can probably fmd support in Yesavage's (1984) and Yesavage and Jacob's 
(1984) fmdings that reduction of anxiety (as induced by relaxation) can increase the 
capability to benefit from a memory strategy. 
Further adding to the contradiction, in a free recall task, where subjects were instructed to 
think of images, phases, or no special strategy, Mueller and Overcast (1976) found no 
differences in performance between low and high anxiety subjects. However, as noted by 
Cornoldi (1988), such contradictory fmdings could, perhaps, be explained by the 
possibility that, during an experiment, some subjects in the control group may naturally 
resort to using mnemonic techniques that they already know, even without being 
instructed to do so. Furthermore, these techniques, in some cases, may be more effective 
that the one used by the experimental group. 
Most of the above studies on the relationship between anxiety and memory strategies have 
been non-computer-related. However, a sizeable number of other studies (e.g., Williamson 
& Abraham, 1995; Lai, 1998) have investigated the effects of imagery strategies on 
. computer-based learning. In these studies, computer graphics were employed to improve 
computer-based learning, although, as in other learning-treatment studies, there seemed no 
lack of inconsistency in fmdings. For example, whereas some researchers (e.g., Lai, 1998) 
found that displayed a static analogy of the material being taught was more effective for 
learning (i.e., encoding and retrieving) than the animated or textual version of the same 
analogy, others (e.g., Baek & Layne, 1988; Szabo & Poohkay, 1996) found the opposite. 
Indeed, some (e.g., Rieber, 1989; Rieber & Hannafm, 1988) found no significant 
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difference in learning performance between animated graphics, static graphics, and no-
graphics conditions. 
From one point of view, perhaps one way the inconsistency in these findings can be 
explained is that these studies did not take into consideration the possible interaction of 
user-based factors, such as anxiety with both learning and the effectiveness of the different 
types of graphics used. Nevertheless, in spite of the mixed fmdings, the suggestion is that 
pictorial representation (be it on paper, on the computer screen, or in the mind) of to-be-
learnt materials can be beneficial to learning. Indeed, in urging students to form mental 
images - i.e., by providing them with pictorial analogies - as they studied materials, many 
researchers (e.g., Rigney & Lutz, 1976; Royer & Cable, 1976; Bean et al, 1990) have been 
able to demonstrate the power of visual analogies in learning. 
Anxiety can also affect other areas of human functioning that are either in themselves 
related to learning or are relevant in other ways to human-computer interaction. One such 
area is muscle tension, and it is measured in terms of the level of electromyogram (EMG). 
Specifically, its inclusion in this investigation was considered appropriate because there 
was some indication of its association with cognitive activities; and its possible relevance 
to the physical or behavioural aspects of human-computer interaction. 
2.8 Electromyogram (EMG) 
EMG is a type of physiological measure, and a measure of muscle-related electrical 
activity. It is usually recorded through electrodes which are placed at locations, such as 
the forehead (frontalis) or the forearm, and connected to an EMG machine. More on 
EMG is discussed later in this thesis, under Methods of Anxiety Measurement. 
2.8.2 EMG and cognitive activities 
Generally, the investigation into the relationship between EMG and cognitive activities is 
done using either EMG or EMG gradients. Essentially, EMG gradients refer to 
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progressively rising level of EMG due to gradually rising muscle tension. In a review by 
MaImo (1975) of a number of studies, EMG was described as associated with cognitive 
activities, such as thinking, memorisation, mental multiplication, and problem solving. A 
typical procedure in some of these studies was for subjects to be fIrst taught a relaxation 
technique of relaxing the muscles one by one. With the subjects completely relaxed, it was 
then easy to see any slight increase in EMG which might be brought on by the onset of 
thinking. Of course, it might be argued that it was not thinking per se that caused increase 
in EMG, in these cases, but the fact that the subjects stopped relaxing when they started 
thinking, as a result of which their EMGs began to return to their normal levels. 
Nevertheless, it may be assumed, still, that cognitive (or covert) activities caused increased 
muscular contractions in these studies, since similar results were found in some other 
studies where subjects had not been taught to relax. 
The point should be made, however, that muscle contraction (i.e., increased EMG) is not 
necessarily required for cognitive activities (MaImo, 1975). Indeed, such point might 
explain some contradictory fmdings in the investigation of the relationship between EMG 
and cognitive activities. For example, in some studies (e.g., Clites, 1936; Diggory et aI, 
1964) it was found that higher EMG readings were recorded from those who expected to 
succeed, or were succeeding, than those who expected to fail, or were failing. In some 
other studies (e.g., Pishkin & Shurley, 1968; Pishkin, 1973), a positive correlation was 
reported between EMG and task difficulty, while task difficulty was found to be related to 
less successful performance. 
In other types of research, it was EMG gradient which was investigated in relation to 
cognitive activities. In such studies, the presence of EMG gradient was found to be related 
to goal-directed behaviour. The rate of EMG increase (i.e., steepness of EMG gradient), 
on the other hand, was found to be related to such covert activities as degree of 
involvement or interest, while boredom correlated with reduced EMG gradient. Viewed 
together, perhaps the implication of these fmdings is that EMG is related to covert 
activities, such as thought, and therefore a possible measure of cognitive activities. 
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However, as well as this possibility, EMG is also a reasonably researched measure of 
anxiety. More ofthis is discussed in the next section. 
In the event, evidence from the review of literature concerning anxiety and learning 
suggested the involvement of anxiety in learning. It also suggested that this involvement is 
irrespective of setting. Furthermore, in the case of a computer-based learning setting, it 
suggested that both the anxiety due to a learning situation and that towards computers are 
likely to interfere simultaneously with learning during computer-based learning. This 
possibility was considered sufficient justification to review literature on anxiety reduction. 
However, with the need for anxiety reduction seems to go that for its measurement. 
2.9 Methods of Anxiety Measurement 
Generally, measures of anxiety presently fall into one of three main categories, namely, 
psychological measures, physiological measures, and overt behavioural measures. 
Psychological measures cover mainly subjective self-reports, which are usually pencil and 
paper measures that rely on the individual's ability to describe his/her feelings accurately. 
Physiological measures are physiological responses, such as heart rate, galvanic skin 
resistance, skin temperature, and cortical activation pattern. Overt behavioural measures 
comprise visible behavioural manifestations, such as blinking, lateral eye movement, and 
shaking. However, although there seem enough measures around, the task of measuring 
anxiety conclusively still remains a difficult one (Spielberger & Vagg, 1995). Therefore, it 
seems that the ambiguity inherent in the defInition of anxiety is also present in its 
measurement. 
The problem with the measurement of anxiety can be seen to lie mainly in the lack of a 
good defInition. This lack of good defInition, in particular, has contributed to 
contradictions and inconsistencies. For example, whereas Folkins et al (1968) reported no 
correlation between self-report and heart rate, Kelly et al (1970) did. Haywood and 
Spielberger (1966) found a correlation between Palmar Sweat Index and MAS scores, but 
McReynolds et al (1966) reported no correlation between palmar sweat and self-reported 
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anxiety. Following a review of studies of anxiety in schools, PhiIlips et al (1972) suggested 
that the general lack of correlation in anxiety research arises mostly from the absence of 
clarification as to what anxiety measures are measuring. Morris and Liebert' s (1970) 
explanation, on the other hand, was that perhaps psychometric (i.e., self-reports) and 
physiological measures each represents separate components of anxiety. 
While self-reports rely greatly on the testee's co-operation, physiological measures of 
anxiety can often relieve the testee of any questioning, or active participation which might 
be influenced by self-interpretation. Additionally, physiological measures are less likely to 
permit falsification. However, in spite of the tendency to believe that physiological 
measures are likely to be more reliable than self-reports, research has generally shown this 
to not be case. 
The problem with using physiological measures as barometers of anxiety arises mainly 
from the fact that physiological responses can also be indicants of other forms of arousal. 
For example, an increased heart rate is not only related to anxiety but also to other states 
of arousal, such as sexual arousal (Gatchel, 1979). Additionally, most attempts to 
correlate anxiety and physiological measures tend to view physiological measures as only 
barometers of anxiety. In doing so, the physiological influences of other variables, such as 
task requirements, and the subject's own efforts to cope with the situation are effectively 
ignored, even though the observed physiological result is influenced by all these variables 
(Holroyd & Appel, 1980). 
However, in spite of the lack of correlation between various measures of anxiety, the 
suggestion (e.g., Gatchel, 1979; Whittenberger, 1979; Nagane, 1990) is still that it is 
important to assess all categories of measures whenever possible, that is, the more the 
number of measures employed, the better. Some of the measures which may be combined 
are reviewed in the next few sections. 
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2.9.1 Self· Report Measure 
A self-report measure is basically a questionnaire-based list of adjectives or statements. In 
the case of one designed to measure A-trait, the testee is required to check words or 
phrases which best describe how he/she generally feels. For A-state, the testee is required 
to check words or statements which best describe how he/she feels at a particular point in 
time. Examples of such statements might be: 
"I worry too much over something that doesn't matter." (in the case of A-trait). 
or 
"I feel upset." (in the case of A-state). 
Associated with each item on a report could be a score of 1 to 4. How a score is 
interpreted depends on the phrasing of the related item. For example, a rating of 4 will 
indicate the presence of a high level of anxiety for an item such as "I feel tense", but the 
absence of anxiety for an item such as "I feel cahn". Scoring of the response to an item is 
done by using a scoring key to assign weight to the response. The score for the scale (A-
state or A-trait) is obtained by adding the weighted scores for all items of the scale. The 
point in a test at which a scale is administered depends on the design ofthe experiment. 
Some self-reports are used to measure only A-trait (e.g., MAS), while others are 
employed to measure both A-trait and A-state (e.g., ST AI). Some, such as Scheier & 
Cattell's (1962) IPAT-8 Parallel Form Anxiety Battery, also measure certain physiological 
measures that may be used in conjunction with questionnaire forms. 
In general, self-reports are open to inaccuracy (Spielberger, 1972b). Edwards (1957) 
criticised most self-report measures as simply reflecting the extent to which a person 
describes himself in a socially desirable or undesirable manner, implying that perhaps too 
much is left in the control of the testee. Mischel (1968) also noted that self-reported 
anxiety poorly correlates with overt behaviour. In a more recent study, Calvo et al (1996) 
implied that overt behaviour may, after all, be a better way of measuring anxiety than self-
report. However, self-reports appear still to be used more than other measures, such as 
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physiological and behavioural measures in the measurement of anxiety, possibly because of 
their relative ease of administration. 
2.9.2 Heart Rate Measure 
What any heart rate measuring tool measures (directly or indirectly) is the heart's activity. 
The heartbeat represents the contracting of the heart as it pumps blood to other parts of 
the body. The heart normally does this at a rate of about 72 beats per minute at rest. These 
beats can be heard through a stethoscope. Also, when the heart contracts, a part of the 
electrical impulse that activates its contraction can be measured by electrodes placed on 
the skin and connected to an electrocardiograph (ECG). The pressure from the blood 
pumped by the heart is felt at various other parts of the body, therefore, it is possible to 
measure heart activity in the form of pulses at various different sites, such as the earlobe, 
the wrist, and the fmger. In a study by Shapiro et al (1973), pulse rate was reported to be 
identical to heart rate. Sharpley (1994), however, found the opposite, but agreed that 
pulse rate or heart rate may be used satisfactorily. 
It is well known that the requirement of the body for either increase or decrease in blood 
supply is met with a corresponding change in the speed of heart activity (Andreassi, 1980). 
This requirement of the body may be as a result of activities such as motor performance, 
emotional responses, attention, motivation, cognition, conditioning, and perception. The 
use of heart rate in the estimation of anxiety states is therefore based on the premise that 
heart rate variation is related to physiological arousal. 
At fIrst, the correlation between heart rate and anxiety would seem obvious and simple -
increase in heart rate is frequently reported by individuals under stress (Hodges, 1976). 
However, the matter is not this simple. Contradictions and inconsistencies are not 
uncommon. While some studies (e.g., Hodges & Spielberger, 1966; Kelly et al, 1970; 
Korn et aI, 1972; Weinberger et al, 1979; Nagane, 1990; Morse, 1993; Sharpley, 1994; 
Brand et al, 1995; Calvo et al1996) have reported positive correlation between heart rate 
and self-reported anxiety, a number of others (e.g., Weinstein et al 1968; Fo1kins et aI, 
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1968) have reported little or no correlation. However, in spite of the contradictions and 
inconsistencies in this area, heart rate is still believed to be an acceptable physiological 
measure that has a significant correlation with self-reported anxiety (Hodge, 1976). 
An area in which heart rate has been used as a barometer of anxiety levels to a great extent 
is the area of biofeedback. In biofeedback training technique, self-control has been used 
(e.g. Kamiya, 1971) to decrease heart rate in an effort to reduce anxiety or induce 
relaxation. Furthermore, Morse (1993) found heart rate (together with galvanic skin 
resistance) to be effective and excellent barometers of stress (anxiety) and relaxation in the 
dental setting. Another physiological measure that is a measure of electrical activity from 
the body is electroencephalogram, and it is discussed in much more detail "in the next 
section. 
2.9.3 Electroencephalogram (EEG) Measure 
The practice of measuring brain activity dates back to the nineteenth century with Richard 
Caton's observation in 1875 of the presence of a weak current when investigating the 
brains of cats, monkeys and rabbits (Cooper et aI, 1974). However, it was not until 1929 
that the fIrst report of the electrical activity of the human brain was published by Hans 
Berger. 
The human brain normally consists of a left and a right hemisphere, the cerebellum and the 
brainstem. The left and right hemispheres are commonly referred to as cerebral 
hemispheres, and are connected· by a large connective band of fIbres called corpus 
callosum. The brainstem is a complex cluster of structures that include the mid-brain, 
pons, medulla and reticular formation. However, the parts that had been of principal 
interest to the present study were mostly the cerebral hemispheres. 
On the outer surfaces of the cerebral hemispheres are nerve cells (called neurones) which 
form the cerebral cortex. The cortex of each hemisphere is subdivided into four sections, 
or lobes, by fIssures known as sulci (See Figure 2.3). The lobes are named either 
according to their locations or the function to which they are attributed. Consequently, 
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there are the temporal lobe for hearing and speech; the occipital lobe for vision; the 
parietal lobe for sensory responses; and the frontal lobe for motor control and co-
ordination of the functions of the other cortical areas. A part of the frontal lobe is 
sometimes further differentiated as the central area (Cooper et ai, 1974). 
Beneath the cortex are nerve fibres that lead to other parts of the brain and body. These 
nerve fibres serve mainly to transmit signals in the form of pulses from sense organs to the 
brain. The pulse recurrence frequency of these pulses is known to depend upon the 
strength of the external stimuli, and these incoming pulses are usually spread over an 
appreciable area of the cortex. The electrical activity collectively produced by these pulses 
can be measured by placing electrodes on the cortex or the scalp, and are known as 
electroencephalogram (EEG). Measuring from the scalp is the most common method 
when measuring the brain electrical activity. The instrument used to record EEG is the 
electroencephalograph (also EEG). 
Central area 
r Parietal lobe 
Fronta1lobe 
Occipital lobe 
Temoorallobe 
Figure 2.3 Lateral view of major areas of the brain (Cooper et ai, 1974) 
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Figure 2.4 EEG raw signal, as produced by IBVA System 
EEG records are traditionally represented in waveforms (See Figure 2.4), therefore, to 
interpret them, it is necessary for the reader to be able to identify different EEG 
waveforms, along with the temporal and spatial factors relating to their occurrence. 
Clinical interpretation requires additional knowledge of the association between EEG and 
clinical conditions. 
Describing EEG signals quantitatively is not a simple task, particularly because of the 
fluctuating nature of EEG amplitude. A visual representation usually provides a far better 
description. However, because EEG signals tend to have a rhythmic nature, it is possible 
to describe them through frequency. Consequently, using any of the frequency analysis 
techniques available, such as Fast Fourier Transform (FFf), EEG signals can be 
represented in terms of frequency range (or band) and corresponding mean amplitude. 
This makes the representation of EEG signals in various graphical forms, such as bar 
graph and waterfall possible, thereby facilitating interpretation. A good account on FFf is 
given in Bergland (1969), and more on the technical aspects of EEG can be found in 
Cooper et ai, (1974). 
There are four basic EEG frequency bands presently identifiable, and they fall under: delta 
(2-4 Hz), theta (4-8 Hz), alpha (8-l3 Hz), and beta (l3 and above). Also, there can be 
variations in these ranges, and sometimes a band is further classified. For example, beta 
was broken down by Kiroy et al (1996) into beta I (l3-18 Hz) and beta Il (19-29Hz), and 
alpha by Iwaki et al (1997) into alpha-1 and alpha-2. Beta II is sometimes referred to as 
High Beta (Lewis, 1984). Additionally, frequencies over 30 Hz are known by some 
scientists as Gamma waves (Hutchison, 1994). These frequency bands are believed to 
respond to different types of stimuli in different ways and, therefore, representative of 
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different aspects of cognitive processing. Also, as different areas of the brain perform 
different functions, attention to brain region is important in the studies of the relationship 
between EEG and various cognitive and emotional tasks. For example, emotional tasks 
might result in increased beta activity in the frontal area of the brain, while motor tasks 
might engage other areas. 
The study of the different frequency bands and their relative amplitudes, together with 
temporal, spatial, and stimuli considerations, provides the basis for the use of EEG as a 
physiological measure. More specifically, it is believed (e.g., Markand, 1990; Petruzzello 
& Landers, 1994; Field et ai, 1996) that psychological states, such as anxiety, attention, 
sleep and depression, are represented in the characteristics of EEG. Indeed, the use of 
EEG as a research and clinical measure of psychological states, such as alertness is a well-
established practice in scoring sleep states (Rechtschaffen and Kales, 1968), and perhaps 
the oldest measure employed in the differentiation of the awake and sleep states (Oken & 
Salinsky, 1992). 
At anyone time, all of the frequency bands (i.e., delta, theta, alpha and beta in varying 
amplitudes) are present in different regions of the normal adult working brain. Generally, a 
brain-state is described on the basis of the dominant EEG activity. A beta state (or beta 
mind-state), for example, implies that beta activity has the highest amplitUde. It is believed 
by some ( eg., Young, 1993) that the brain-state may be related to how well a task is 
performed. From this point of view, alpha state is conducive to metaphorical, literary, 
analogical or spatial learning, while beta state is to intensely logical or computational 
problems, and theta state to material that is foreign to a person's previous experience, or 
material reflecting alternative belief. However, a brain state described in terms of the 
dominant frequency band, and its relationship to other bands tends to be more informative. 
Numerous studies support the belief that a relationship exists between EEG patterns and 
different psychological states (or mind states). Clear differences have been demonstrated 
to exist between EEG spectral parameters during rest and those during the performance of 
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cognition tasks. Such differences have also been reported to exist between different mental 
tasks (Petsche et al, 1986; Inouye et al, 1993; Thomeer et aI, 1994), and some (e.g., Keirn 
& Aunon, 1990) have investigated the possibility of applying these fmdings to human-
computer interaction. The state of enhanced alertness was correlated (Field et al, 1996) 
with decreased frontal alpha and beta activities. Field et al (1996) also suggested that 
performance speed may be related to decreased beta. In Ray & Cole's (1985) 
investigation, alpha activity was linked to attentional demands, and beta to emotional and 
cognitive processes. In the study, increased alpha in the parietal region was found to 
correlate with tasks requiring no attention to the environment, while a link between 
hemispheric differences in temporal beta activation was suggested for positive and 
negative tasks. 
More findings have suggested a link between EEG patterns and different tasks, and 
psychological states. Kiroy et al (1996) reported a positive correlation between fatigue 
and increased frontal delta, theta and beta after prolonged mental activity. Harmony et al 
(1996) noted increased delta to be directly proportional to inward attention, such as is 
needed during mental arithmetic. In another study, Weixing et al (1994) found a link 
between increased mid-frontal theta and concentrative Qigong state; concentrative Qigong 
state being a mind state in Chinese Qigong meditational practice, where a person's 
thought is focused on a specific object. In particular, many studies (e.g., Mundy-Castle, 
1951; Oken & Salinsky, 1992) support the positive correlation between frontal beta 
activity and arousal. 
One other area of EEG study which has received considerable focus in recent years, is the 
relationship between EEG and different types of emotion. Research in this area falls mainly 
into three categories. One is the involvement of the right hemisphere of the brain in 
emotion (e.g., Gordon & Sperry, 1969; Haggard & Parkinson, 1971; Schwartz et aI, 1975; 
Suberi & McKeever, 1977; Dimmond & Farrington, 1977; Tucker et al, 1978). The 
second category is the association of the frontal region of the brain with emotion (e.g., 
Crews & Landers, 1992; Tucker & Derryberry, 1992; Davidson, 1992). The third is the 
correlation of changes in emotion with shifts in frontal activation asymmetry (e.g., Fox & 
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Davidson, 1987, 1988; Henriques & Davidson, 1990; Fox, 1991; Davidson, 1992; 
Petruzello & Landers, 1994; Field et aI, 1998). The indication from these studies is that 
increased negative emotion (e.g., depression or anxiety) correlates with increased 
activation (i.e., decreased EEG alpha) in the right frontal area of the brain. Increased 
cortical activation is also correlated with increased frontal beta (Markand, 1990; Oken & 
Salinski, 1992; Jacobs et al, 1996). 
In cases where EEG studies have been related to learning or performance of some sort, 
anxiety tends to be the focus. It also appears that more than one EEG pattern is associated 
with anxiety. Some researchers (UIett et al., 1953; Terelak, 1976; Nowak & Marczynski, 
1981) have suggested that anxiety-proneness (A-trait) and state anxiety (A-state) are 
closely related to decreased alpha. Hardt & Kamiya (1978) linked alpha increases to 
reduced anxiety in high anxious subjects. Several studies (e.g., Petruzzello & Landers, 
1994; Field et al., 1998) have reported a negative correlation between increased frontal 
alpha asymmetry and anxiety (that is, anxiety decreased with increased left hemispheric 
activation relative to the right). Other investigations correlated decreased anxiety with 
increased frontal delta activity (Field et aI., 1996) and decreased frontal beta (Jacobs et aI, 
1996). Jacobs et al (1996) also reported a slight increase in frontal theta power, but 
contrary to some studies (e.g., Hardt & Kamiya, 1978) found no correlation between 
decreased anxiety and increased alpha. Indeed, such contradiction is not rare in the study 
of the relationship between alpha and anxiety. For example, Orne and Paskewitz (1974) 
found alpha production to be unaffected in a situation where physiological and 
psychological arousal were indicated by subjects, although this fmding was later 
challenged by Hardt and Kamiya (1978) as being methodologically unsound. Nevertheless, 
such fmding may partly suggest that reduction in alpha production is not necessarily an 
indicant of increased anxiety or physiological arousal (Foster, 1988). 
In spite of the contradictions inherent in EEG literature, some relatively clear deductions 
still can be made from all the various studies. There seems to be considerable agreement 
that (1) the level of beta activity positively correlates with brain activation, and (2) 
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emotion, intention, and self-regulation tend to be related to the frontal area of the brain. 
Additionally, reports from studies (e.g., Gasser et ai, 1985) have suggested good test-
retest reliability for EEG, and have also suggested that EEG is an intra-individual stable 
trait. The ability to use EEG as an indicator of different states of consciousness, therefore, 
may offer means of determining states, such as high anxiety, and possibly correlating it to 
other states while the process of learning is actually in progress. This particularly may be 
invaluable when, for example, real-time monitoring and treatment of high anxiety state is 
required within the context of human-computer interaction. Furthermore, EEG could be 
combined with other measures, such as EMG for possible improved approximation of the 
user's state during a human-computer interaction task. 
2.9.4 Electromyogram (EMG) measure 
As briefly mentioned in a previous section, EMG is a measure of muscle electrical activity. 
A muscle consists of millions of tiny fibres enclosed in a connective tissue. Connected to 
the muscle fibres are motor nerves which have ends that break up into fibres. The fibres 
connect with single muscle fibres in what is known as end-plate region. When an electrical 
nerve impulse arrives at the end-plate region, the release of a chemical transmitter is 
triggered, which changes the polarisation of the muscle fibre. This polarisation produces 
an electrical impulse that sweeps across the entire muscle fibre, and activates a mechanism 
that causes the muscle fibre to contract. With the contraction, an enzyme is also produced, 
which stops the contraction by destroying the chemical transmitter. The contraction will 
continue, however, if electrical impulses continue to arrive at the end-plate region. 
Each time an electrical impulse sweeps across the muscle fibre, some of the electrical 
activity spreads from the muscle to the skin. The magnitude of this electrical activity at the 
skin is directly proportional to the number of muscle fibres involved in contraction, and 
can be measured as EMG. EMG is a measure that is commonly used in studies relating to 
both visible and invisible muscle movements. However, it is its role as a measure of 
invisible muscle movements that is often useful in anxiety-related studies. Indeed, the 
superiority of muscle tension over some measures, such as galvanic skin resistance (GSR) 
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in verifying the presence or absence of anxiety has been suggested by some (e.g., Malmo, 
1966; Izard, 1972). 
As previously mentioned, anxiety is a complex concept comprising neurophysiological, 
motor-expressive, and phenomenological aspects (lzard, 1972). Therefore, it is hardly 
surprising that anxiety is related to muscle tension. One of the earliest studies on the 
relationship between anxiety and muscle tension was conducted using psychiatric patients, 
showing symptoms of chronic anxiety, and a group of normal individuals. In this study 
(Malmo et al, 1950), a sudden loud sound was played to subjects through headphones 
while they were lying resting in bed. Muscle activity was recorded from the extensor 
muscles of the right forearm. The result from this study showed increased muscle tension 
at the time the subjects were startled with the sudden loud sound. 
Also, muscle tension stemming from one sort of arousal or another has been correlated 
(Stennett, 1957) with poorer performance. In Stennett's study, higher muscle tension was 
found to be related to increased arousal relating to motivation, fear, or eagerness. It was 
also found that high muscle tension was detrimental to motor-related performance, while 
moderate muscle tension produced the best performance of three conditions: high, 
moderate, and low. Perhaps, one interpretation of such finding is that some arousal is 
required to maintain the type of interest or motivation necessary to perform a motor-
related task adequately. However, no defmite evidence was found to suggest that this type 
of arousal may be equated to anxiety. 
In some studies (e.g., Jacobson, 1938; Wolpe, 1958; Benson, 1975), the connection 
between muscle tension and anxiety had been implicit, in that instructions to relax the 
muscles were used as means of relaxing individuals. In other investigations (e.g., 
Budzynski & Stoyva, 1969; Parker et ai, 1995), electromyographic (EMG) recordings 
were compared directly with anxiety measures. Students have also been noted (Parker et 
al, 1995) to report muscular contractions as one of the symptoms they experience as a 
result of anxiety relating to test. 
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Although not all studies have been able to report a clear positive correlation between 
anxiety and EMG (e.g., Parker et ai, 1995), the contradiction could probably be explained 
by the differing methodologies employed in the different studies. For example, whereas 
some have measured from the forehead, others have done so from the forearm or other 
parts of the body. Considering that different people might tense different parts of the body 
in response to anxiety (Hodges, 1976), it is unlikely that contradiction in results would not 
occur. Generally, however, the tendency is to link high EMG levels (that are associated 
with increased muscle tension) to anxiety, or low EMG levels (that are associated with 
reduced muscle tension) to relaxed state. The suggestion that a relationship may exist 
between muscle tension and anxiety was also implied by Lewis' (1986) technique of 
monitoring changes in stress levels through handwriting pressure. Considered together, 
these fmdings, once more, seemed to suggest a close relationship between reduced anxiety 
and physical ease and relaxation (i.e., comfort). 
2.10 Anxiety Reduction 
The past few decades have witnessed the arrival of a large variety of techniques directed 
towards the reduction of anxiety. Some of these techniques include progressive relaxation 
(Jacobson, 1938), systematic desensitisation (Wolpe, 1953), hypnosis (Barber, 1970), 
autogenic training (Luthe, 1971), Yoga (Bagchi, 1971), Zen (Kasarnatsu & Hirai, 1971), 
biofeedback training (Brown, 1974), Relaxation Response (Benson, 1975), 
Transcendental Meditation (Denniston & McWilliams, 1975), Photostimulation (Morse, 
1993), Exercise (Petruzzello & Landers, 1994), Music (Mornhinweg, 1992; Field et aI., 
1998). There are also numerous paperbacks (e.g., Lewis, 1986) and Web sites geared 
towards general relaxation and a lay readership. In addition, t. 2' - A Nential of the 
computer to increase the cost-effectiveness of relaxation techniques, such as cognitive 
behavioural therapy is beginning to be realised in the form of computer-assisted therapy 
programs (Newman et al, 1997). 
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Most anxiety reduction programs derive from one area of psychotherapy or another 
(Tobias, 1979). Consequently, majority of techniques easily falls under either behavioural 
or cognitive category, or both (Newman et al, 1997). Furthermore, because they entail 
changes in behaviour - in some cases, way of thinking - behavioural and cognitive 
techniques are mostly training-based. One of the pioneering efforts in psychotherapy in the 
area of anxiety reduction was in the form of progressive relaxation by Jacobson (1938). In 
his technique, Jacobson (1938) used eyes-closed and tense-relax sequences to induce 
progressive relaxation of the body. This relaxation procedure can be seen incorporated in 
one form or another in several relaxation training techniques, such as applied relaxation, 
self-control training, and cognitive coping (Denney, 1980). 
Among work that derived from Jacobson's (1938) progressive relaxation, the most 
prominent is Wolpe's (1958) systematic desensitisation. Wolpe's recommendation is that 
systematic desensitisation be used to re-condition individuals suffering from different types 
of emotional problems relating to debilitating anxiety. This re-conditioning is a procedure 
in which an individual is induced with deep muscle relaxation (originated by Jacobson, 
1938). While in the relaxed state, the individual is instructed to visualise the anxiety-
arousing situation or stimulus in ordered steps of increasing intensity. The individual is 
then gradually brought closer to the real anxiety-arousing situation or stimulus. 
The principle central to systematic desensitisation is the reversal of an individual's 
responses to a feared situation or stimulus by training the individual to be relaxed in the 
presence of the situation or stimulus. Wolpe's assumption is that relaxation and anxiety 
are mutually exclusive, although subsequent studies (e.g., Goldfried, 1971; WiIkins, 1971; 
Wine, 1971; Spielberger et al., 1978) have suggested that perhaps the explanation for the 
success of systematic desensitisation is more than just the reversal of response to stimulus. 
These theorists suggested that perhaps a better explanation is that systematic 
desensitisation initiates a cognitive-coping process that helps a test-anxious individual in 
the learning of anxiety-reducing skills. In other words, some sort of self-generated 
confidence is initiated on how to cope with the thoughts of the test situation as 
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threatening, which then makes the test-anxious individual become aware of what to do to 
manage his/her anxiety. 
On the whole, anxiety reduction programs are not easy to sustain, as most require a 
substantial amount of discipline, sometimes over a long period (Morse, 1993). Almost all 
techniques require the sort of effort that most people fmd difficult to produce frequently 
enough to make the program work. In a review of techniques by Schlesiger (1995), nine 
out of twelve techniques were noted to be either time-consuming and/or difficult, although 
they were all said to be effective at reducing anxiety. It was also evident from Schlesiger's 
(1995) review, and others' (Tobias, 1979; Denney, 1980), that many anxiety reduction 
techniques require training in one form or another, and training often requires dedication 
and commitment (Morse, 1993). 
Given the difficulty most individuals generally have in following anxiety reduction 
programs, it is not surprising that some research efforts have long been channelled into 
devising anxiety reduction techniques that would require little or nothing in the way of 
conscious participation from an individual. Techniques under this category often involve 
entraining or influencing an individual's EEG to bring about anxiety reduction. They 
include Cranial Electrical Stimulation (Ostrander & Ostrander, 1991), Photo stimulation 
(Morse, 1993), Light and Sound (Hutchison, 1994), music (McFarland, 1985), and 
Binuaral Beats Entrainment (Foster, 1988). Most require the wearing of some sort of 
device or another. A good review of techniques of this type can be found in Hutchison 
(1986, 1994). 
Although a wide range of procedures is used in the treatment of anxiety, perhaps the most 
used is Wolpe's (1958) progressive systematic desensitisation (Denny, 1980). Incidentally, 
most of these procedures also tend to be associated with the treatment of anxiety in 
learning. Indeed, many of the studies on the treatment of anxiety were reported (Tobias, 
1979) to take place within learning environments. 
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2.10.1 Anxiety Reduction and Learning 
Most students experience anxiety both before and during examinations. For many of these 
students, the anxiety can be as debilitating as to prevent them from performing up to their 
capabilities (Gonzalez, 1995), and this is a recognised problem (Spielberger & Vagg, 
1995). Given such problem, it is not surprising, therefore, that a substantial number of 
techniques for treating anxiety in learning have since emerged. However, the reduction of 
the anxiety experienced during tests (i.e., test anxiety) has tended to receive greater 
attention than the reduction of anxiety during any other stages of learning (Tobias, 1977; 
Denny, 1980). On the other hand, test anxiety is not defmed in terms of an evaluative 
situation alone. It is related to the anxiety both about immediate as well as future 
evaluative situations (Sieber, 1977). Furthermore, it is not unusual for different test 
anxiety reduction techniques to point out to students that they are being taught anxiety-
coping skills that may be used in any anxiety-arousing situation. Simply, it seems 
reasonable to assume that test anxiety treatments are generally applicable to more than 
strictly test situations in learning. 
Although a variety of psychotherapeutic techniques have been used in the treatment of 
anxiety in learning, Wolpe's (1958) progressive systematic desensitisation was one of the 
first techniques to be effective in the reduction of learning-related anxiety (Vagg & 
Papsdorf, 1995). There are various versions of systematic desensitisation as well as new 
developments directed at the treatment of anxiety in learning. Generally, they include 
techniques such as applied relaxation training (Chang-Liang & Denny, 1976), cue-
controlled relaxation (Cautela, 1966), anxiety-management training (Richardson & Suinn, 
1973), cognitive modification (Meichenbaum, 1972), biofeedback (Parker et al, 1995), and 
relaxation-as-self-control (Deffenbacher and Snyder, 1976). 
Many of the techniques that have been used for the treatment of test anxiety usually 
embody some element of self-control rationale, which means that they entail, for example, 
the teaching of anxiety-coping skills that the individual could call upon to manage anxiety 
in real life situations (Denny, 1980). Goldfried (1971), in particular, played an important 
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role in the evolution of such self-control techniques from Wolpe's (1958) approach. In his 
review of test anxiety reduction approaches, Denny (1980) described self-control 
techniques as falling into three main categories: (a) applied relaxation techniques, (b) self-
control training techniques, and (c) cognitive coping techniques. 
Applied relaxation techniques: in these techniques, students are informed that the aim of 
the treatment is to provide them with relaxation-related anxiety-coping skills that they 
could voluntarily call upon and use effectively to reduce anxiety in any anxiety-arousing 
situation. Students are then trained in relaxation induction, and fmally placed in stressful 
settings outside of treatment, where they can apply the learned relaxation techniques. 
One of the main applied relaxation techniques which have been used in the treatment of 
anxiety in learning is cue-controlled relaxation training. Cue-controlled relaxation training 
involves associating a verbal cue, such as "calm" or "relax" with a deeply relaxed state, 
and was reported (e.g., Russell, Miller, & June, 1974; Russell & Sipich, 1973, 1974) to be 
effective in the treatment of test anxiety. These fmdings were confIrmed by Russell et al 
(1975) and Russell et al (1976), who found cue-controlled relaxation training and 
systematic desensitisation to be effective in reducing test anxiety. However, a similar study 
to those of Russell and Sipich (1973, 1974) conducted by Marchetti et al (1977), found no 
significant difference between the results of students in the cue-controlled relaxation 
training group and the placebo group. The contradiction was explained in terms of 
placebo-effects. 
Self-control training techniques: these techniques comprise the procedures found in the 
applied relaxation techniques, plus guided rehearsal. Guided rehearsal is a procedure 
during which students are encouraged to visualise an anxiety-evoking situation and then 
use relaxation to reduce the anxiety. Using a self-control-related training - known as in 
vivo relaxation - Deffenbacher (1976) was able to reduce debilitating test anxiety. These 
fmdings were confirmed in another study (Deffenbacher & Snyder, 1976) in which 
reduction in general anxiety was also reported. Furthermore, when relaxation-as-self-
control and modified desensitisation were compared, Snyder and Deffenbacher (1977) 
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found both to be effective in reducing debilitating test anxiety, worry, and state anxiety 
before test. Relaxation-as-self-control involves students assembling a sort of individualised 
relaxation regime from a number of relaxation techniques, including guided rehearsal. 
Another self-control technique that has been used to treat anxiety in learning is anxiety 
management training. This technique places emphasis on guided rehearsal, and includes 
other self-control features, such as self-control rationales, relaxation training, and 
instruction on how and when to apply relaxation in anxiety-provoking settings. It was 
reported to reduce mathematics anxiety (Suinn & Richardson, 1971), as well as test 
anxiety (Richardson & Suinn, 1974). 
Cognitive coping techniques: these techniques contain features noted under self-control 
procedures. In addition, they include the self-control rationale that negative self-
statements can distract individuals during test performance. This type of cognitive 
restructuring as a coping skill in the treatment of test anxiety draws extensively from 
Wine's (1971) theory relating to attention. Part of the self-control rationale is also to 
encourage students to discuss various irrational thoughts they have in test situations, and 
their probable origins. One technique in this category that has been used to treat test 
anxiety is cognitive modification (Meichenbaum, 1972). 
Cognitive modification comprises both relaxation and rational emotional therapy, and has 
been reviewed to be generally as effective as desensitisation in the treatment of test anxiety 
(Denny, 1980). Another cognitive-coping technique, known as systematic rational 
restructuring, on the other hand, has used only rational emotional therapy. As well as 
embracing cognitive restructuring, systematic rational restructuring includes self-control 
rationale, guided rehearsal and application training. Findings have indicated that it can be 
effective at reducing test anxiety (Goldfried et al, 1978). 
Other relaxation techniques used in learning include techniques such as biofeedfack. 
Biofeedback is the technique of making unconscious or involuntary bodily processes, such 
as heartbeats or brain waves, perceptible to the senses (as through the use of an 
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oscilloscope) in order to manipulate them by conscious mental control. Unlike other 
relaxation techniques, biofeedback does not actually show individuals how to relax. 
Rather, it simply informs them that their level of anxiety is high. From this point of view, it 
relies on an individual to be able to control the involuntary functions of his/her body, 
which helshe mostly cannot do without substantial training. Biofeedback is also sometimes 
combined with other relaxation techniques in learning. In one of the most recent of such 
approach, Parker et al (1995) combined biofeedback with cognitive coping and systematic 
desensitization. In their study, it was found that the biofeedback-cognitive-coping 
combination consistently produced greater reductions in anxiety than the biofeedback-
systematic-desensitization combination. This might imply that the inclusion of a cognitive 
element in a relaxation program is important for its effectiveness. 
Perhaps the point to be made from describing these techniques in as much detail as has 
been done here, is to show how complex and how training-based they are, as a result of 
which most can be impractical in most learning-related settings. However, the literature 
also revealed that some techniques require only minimum number of instructions to be 
effective. One such technique is the Relaxation Response, and it appears to have been 
hardly used in learning. 
The Relaxation Response 
Humans react in a predictable way to stressful situations, which trigger an innate response 
known as the "fight or flight" response (Benson, 1975; Lewis, 1986). This is an 
involuntary response that is normally accompanied by physiological changes, such as 
increased heart rate, blood pressure, rate of breathing, cortical activation, and muscle 
tension. The primary purpose of the response is self-preservation - that is, it provides 
means of giving battle to a possible life-threatening adversary, or means of escape from it. 
However, repeated and inappropriate evocation of this response may lead to a condition 
where a person loses the capacity to adapt either psychologically or physiologically as 
rapidly as the environment around himlher changes. A consequence of this is that the 
''fight or flight" response mechanism may remain permanently on. The "fight or flight" 
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response has also been reported to be evocable by very simple psychological challenges, 
such as mental arithmetic under pressure, or evaluation-related learning (Benson, 1975). 
The area of the body that controls the evocation of the "fight or flight" response is the 
hypo thalamus of the brain. When the "fight or flight" response is evoked, a part of the 
autonomic nervous system (ANS) known as the sympathetic nervous system (SNS) 
becomes highly active. The ANS deals with bodily functions that we normally do not 
consciously control. When the ''fight or flight" response is evoked, the SNS secrets 
specific hormones, such as adrenaline or noradrenaline. The hormones, in turn, cause the 
physiological changes, which are associated with the ''fight or flight" response. These 
physiological changes are also similar to those associated with other psychological states, 
such as high anxiety. 
While the ''fight or flight" response is associated with over-activity, such as is reflected in 
increased rate of breathing and cortical activation, there is another response known to 
neutralise this over-activity, by evoking the quietening of the SNS. This response is the 
Relaxation Response, and it is also controlled by the hypo thalamic area of the brain. The 
evocation of the relaxation response requires only simple procedures, such as repetitive 
mental activity and passive ignoring of distracting thoughts. These procedures - it has 
been found (Wallace & Benson, 1972) - most people are capable of achieving with only a 
few moments' effort. This implies, perhaps, that the relaxation response, as relaxation 
technique, is likely to be less cumbersome than most other techniques to apply in a 
learning situation, where little time is available for relaxation training. 
2.10.1.1 Anxiety Reduction and Improved Learning 
The principal purpose of reducing anxiety in learning is to facilitate improvement in 
academic performance (Spielberger, et ai, 1976). However, although most anxiety 
reduction programs have been effective in producing anxiety reduction in learning, 
improvement in performance is often not achieved (AlIen et aI, 1980; Denny, 1980). This 
failure of anxiety reduction programs to improve cognitive performance may be due to 
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problems in the programs or the way they are administered (Tobias, 1979). For example, 
one possible reason for why a program like systematic desensitisation is only effective in 
the reduction of anxiety, but not in the improvement of performance in learning was given 
by Fletcher and Spielberger (1995) to be a case of not treating all the components of 
anxiety. Specifically, emotionality, which is the component of anxiety that is treated by 
desensitisation, is not the one that is related to performance. It is the worry component 
that interferes with performance (Spielberger et al, 1978). Therefore, a therapeutic 
procedure aimed at minimising worry is likely to be more effective than desensitisation in 
facilitating improvement in performance. Consequently, the focus of anxiety reduction 
research in learning has since shifted from emotionality to include cognition. The general 
direction of research seems to indicate that there is now recognition that both emotional 
and cognitive aspects of anxiety must be treated if an anxiety reduction program is to be 
effective both in reducing anxiety and improving performance in learning (Vagg & 
Papsdorf, 1995). 
Studies combining and comparing cognitive and behavioural techniques in the reduction of 
anxiety in learning have reported a variety of fmdings. In his review of such studies, Denny 
(1980) noted cognitive-coping techniques to be more effective than either self-control or 
applied relaxation techniques. Additionally, whereas the combination of systematic 
desensitisation with various group counselling techniques may be consistently effective 
both in reducing anxiety and improving performance, there is little evidence that 
systematic desensitisation alone is effective in improving academic performance 
(Gonzalez, 1995). There is equally little evidence that group counselling alone will 
improve academic performance, at least, for high-test-anxious students (Gonzalez, 1995). 
Perhaps, an additional point made by Tobias (1979) is also worth noting. Regarding the 
reason why some anxiety reduction programs might produce reduction in anxiety, but not 
improvement in academic performance, he suggested that perhaps this is due to the failure 
of relaxation training to convert into useful and effective skills outside of treatment. 
Specifically, the more an anxiety reduction program is part of the learning program, the 
more the likelihood of training converting into skills that can be used effectively to 
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improve performance. One environment in which anxiety reduction programs can be 
readily made part oflearning programs is the computer-based learning environment. 
2.10.2 Anxiety Reduction and Computer-based Learning 
In spite of the general belief that anxiety can be detrimental to computer-based learning 
(e.g., Leherissey et aI, 1971; O'Neil et ai, 1969), only a few (e.g., Krathwohl et ai, 1964; 
Gagne, 1970; Seidel, 1971) have been somewhat explicit in their recognition of the 
importance of the inclusion of affective components in the design and evaluation of 
instruction technology. Even fewer seem to include this component in actual instructional 
design. Going further than the simple recognition of the importance of affective 
components in instructional design and evaluation, McCombs et al (1973) proposed a 
model. In this model, McCombs and colleagues gave consideration to both cognitive and 
affective characteristics of the learner. Essentially, the model provides a context within 
which a computer-based learning system can be designed, based on long-term educational, 
course, and behavioural objectives. It is also accommodating of different types of 
treatments, such as anxiety reduction treatment. 
Other subsequent models (e.g., Tobias, 1977) which recognised the importance of 
addressing the problem of the absence of affective components in instructional design also 
seem compatible with McCombs et aI's (1973) model. As already mentioned, in Tobias' 
(1977) model, anxiety was suggested to interfere with learning at three stages: before, 
during, and after acquisition. Presumably, after using McCombs et ai's model in specifying 
that treatment is required, Tobias' model can then be used to apply the treatment at the 
three stages, in order to benefit the learner, particularly the high-anxious one. Any such 
treatment, perhaps, should also address both affective and cognitive components of 
learning. 
Various techniques have been used to treat anxiety as well as improve performance in a 
computer-based environment. Some of these techniques include provision of feedback 
(Carnpeau, 1968), reassurance that performance will not be used in evaluation (l. Sarason, 
1972), and relaxation instructions prior to paired-associate learning tasks (Straughan & 
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Dufort, 1969). In another study, in which memory support was provided to high-anxious 
students, improved performance was observed by Sieber (1969), while Smith and Rockett 
(1958) found that allowing high-anxious students to comment on ambiguous test items 
during a multiple-choice examination, resulted in improved performance. However, it 
should be noted that reduction of anxiety was not actually directly recorded in all of these 
studies. Rather it was assumed that since high anxiety has debilitating effects on 
performance, any treatment that improves performance must have done so through 
reducing anxiety or altering task complexity to the abilities of high-anxious students. Of 
course, given the complex interaction known to be possible between anxiety, performance, 
and external aids, this is not always a correct assumption to make. 
In some other studies, researchers (e.g., Hedl & O'Neil, 1977) have sought to reduce 
anxiety in computer-based learning through the manipulation of instructional design. In 
Hedl and O'Neil's (1977) study, for example, the components of instructional design 
investigated in relation to anxiety included behavioural objectives and instructional 
strategies, such as response mode and learner control. The line of investigation was much 
along McCombs et al's (1973) model. No conclusive evidence was found that the 
provision of statement of behavioural objectives is effective at reducing anxiety. Similarly, 
active responding by students, followed by appropriate and immediate feedback, produced 
higher levels of A-state when compared with a condition in which students were required 
simply to study frame after frame of material. With respect to the effects of learner 
control, results were somewhat equivocal. While learner control had no apparent effect on 
either performance or A-state in the presence of a treatment that both facilitated 
performance and reduced A-state, it was suggested (Hansen, 1974) that it may reduce A-
state in the absence of such a treatment. This seems to support the notion that learner 
control of instruction may be affectively beneficial during computer-based learning. 
The general lack of positive results from the manipulation of instructional strategies to 
facilitate learning and reduce anxiety, partly steered research direction into one of 
automating anxiety reduction programs (O'Neil & Richardson, 1980). For example, 
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O'Neil and Richardson's program was semi-automated - automated in the sense that video 
tapes were used in training, in this case, a large number of students. The training 
comprised the teaching of anxiety management skills, such as relaxation and cognitive-
coping. Three studies were conducted over two years. Whereas the fIrst study produced 
reduced anxiety and marginal improved performance, the second, which comprised a 
larger sample, did not. As an explanation for the weak treatment-effects .in the second 
study, O'Neil and Richardson suggested that the study lacked certain personal elements, 
such as contact with a counsellor. These elements were included in the third study, and 
very substantial treatment-effects resulted. The further suggestion was made that the 
addition of study-skills training may enhance the effectiveness of the program in terms of 
improving performance. This suggestion would seem supportive of that by Allen (1972) 
that the inclusion of study-skills training in a test anxiety reduction program is essential in 
order for a reduction in test anxiety to translate into improved performance. 
There have been studies (e.g., Farina et ai, 1991; Maurer & Simonson, 1994; Cooper & 
Stone, 1996) which have been directed at the reduction of other types of anxiety, such as 
computer anxiety in computer-based learning. In a study by Maurer and Simonson (1994), 
the effects of relaxation training on computer anxiety were investigated during a semester-
long introductory computer course. The relaxation training was in the form of basic 
muscle relaxation procedures administered through audio tape, and the course was 
generally about the use of computers. The fInding from this study indicated that whereas 
the course on the use of computers was effective in reducing computer anxiety, the 
relaxation treatment was not. It was a fmding that also lent support to the suggestion 
(Farina et ai, 1991) that familiarity with the computer can be effective in reducing 
computer anxiety. 
Another way to reduce computer anxiety may be through software that communicates 
expressively and non-verbally (Cooper & Stone, 1996). In their study, Cooper and Stone 
(1996) used a face on the screen to produce three conditions: high-expressive, low-
expressive, and no-expressive. In the high·expressive condition, the face was animated and 
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signalled the arrival of each new material. In the low-expressive condition, the face was 
present but did nothing. In the no-expressive condition, the face was not present. Findings 
from the study indicated that the presence of the face on the screen and its expression 
were related to computer anxiety and performance in computer-based learning. 
Specifically, students who reported high computer anxiety were more relaxed in the high-
expressive condition than in the other two conditions. With respect to performance, results 
again suggested that sex might have played an important role. 
The fmdings from Cooper and Stone's (1996) study, however, were far from being c1ear-
cut. For example, in the high-expressive condition, girls who reported high anxiety did less 
well than those who reported low anxiety. Yet the same high anxious girls scored better 
(75%) in the no-expressive condition than (62.5%) in the high-expressive condition, even 
though high expressiveness was supposed to have lowered their level of computer anxiety. 
On the other hand, boys who reported high computer anxiety performed better than those 
who reported low anxiety in the high-expressive condition, whereas the reverse was the 
case in the no-expressive condition. These fmdings might imply that it was the presence or 
absence of face that affected performance more than the level of computer anxiety did - or 
that the same level of anxiety affects boys and girls differently. 
Cooper and Stone's (1996) conclusion from the results of the study, nevertheless, was that 
anxiety relating to learning from computers can be treated with the aid of a highly 
expressive visual image. Or expressed more generally in terms of human-computer 
interaction, anxiety relating to interaction with computers can be reduced with the aid of 
highly expressive interface. 
2.11 Summary 
In this chapter, the areas of literature reviewed included effectiveness of human-computer 
interaction and its relationship with learning and anxiety. The measurement and treatment 
of anxiety were also reviewed, along with memory strategies and the effects of anxiety on 
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muscle tension and memory in learning. The following are some of the important points 
from the discussion: 
• The concept of effectiveness of human-computer interaction can vary according to 
type of computer application. 
• Effectiveness of human-computer interaction was defmed for the purpose of the 
present study in terms of task outcome and consideration for the user's affective 
state during interaction. 
• A link was suggested between effective interaction, learning and remembering, that 
is, effective human-computer interaction tends to involve learning or evaluation, or 
both. 
• Computer-based learning is a form of human-computer interaction (O'Neil & 
Richardson, 1977). 
• A recognised method of measuring what is learnt is through test scores (e.g., Hedl 
& O'Neil, 1977; Jegede & Kirkwood, 1994). 
• Two types of anxiety are identifiable, namely, state and trait anxiety (Spielberger, 
1966a). 
• High anxiety can be detrimental to learning (e.g., Hembree, 1988; Cooper & 
Stone, 1996). 
• If high anxiety can be detrimental to learning, then the knowledge of the user's 
anxiety level is relevant in investigations relating to learning (e.g., Leherissey et ai, 
1971; McCombs et ai, 1973). 
• In order to make instructional decisions based on a learner's anxiety data, the 
learning system must be capable of real-time monitoring and decision-making (e.g., 
McCombs at ai, 1973). 
• The user's anxiety can be measured through different measures, such as EEG (e.g., 
Jacobs et ai, 1996), self-reports (e.g., Spielberger, 1966), and EMG (Izard, 1972). 
• Reduced frontal EEG beta state is a state that is associated with relaxedness 
(Jacobs et ai, 1996), increased alertness (Field et aI, 1996), and may be conducive 
to increased material input (Morrissey, 1996). 
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• Reduced anxiety does not necessarily result in improved learning (e.g., AlIen, 
1972; Tobias, 1979). 
• In order for the reduction of learning-related anxiety to result in improved 
performance, a treatment should include a study-skills training component (AlIen, 
1972). 
• An anxiety treatment aimed at improving learning is likely to be more effective 
inside the learning program than outside (Tobias, 1979). 
• Memory strategy is beneficial to learning (e.g., Sieber et ai, 1971; Hembree, 1988). 
• High anxiety can reduce the effectiveness of a memory strategy (Scott & Nelson, 
1979), while relaxation increases the ability to benefit from it (Yesavage, 1984). 
• Anxiety reduction does not necessarily result in improved memory (Rankin et al, 
1993). 
• EMG level (Le., muscle tension level) is related to both anxiety (e.g., Budzynski & 
Stoyva, 1969) and performance (e.g., Diggory et al, 1964; Pishkin, 1973). 
• Most anxiety reduction techniques used in learning are training-oriented (e.g., 
Schiesiger, 1995). 
• The Relaxation Response is an effective relaxation technique that requires virtually 
no prior training to practice (Wallace & Benson, 1972). 
• Increased heart rate is related to high anxiety (Morse, 1993). 
The next chapter discusses how these points were employed towards the achievement of 
the aims of the present study. 
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Chapter 3 
Monitoring, treating, and compensating for the effects of 
anxiety in human-computer interaction 
3.1 Introduction 
In this chapter, the experimental design is discussed that involves: 
(a) The monitoring of anxiety through frontal EEG beta. 
(b) In-application provision of relaxation and memory strategy instructions during 
computer-based learning. 
(c) Investigating the possibility that how hard the mouse-button is clicked (Le., 
mouse-click velocity) is a measure of anxiety during human-computer 
interaction. 
In the event, the rest of the chapter comprises the following sections: 
• Basis for experimental design 
• Measurement of anxiety 
• Treatment of anxiety 
• Compensation for possible adverse effects of anxiety 
• Additional anxiety monitor 
• Summary 
3.2 Basis for experimental design 
The previous chapter noted that computer-based learning is a form of human-computer 
interaction (O'Neil & Richardson, 1977), and that its effectiveness is measurable - at 
least partly - in terms of how much is learnt. This may imply that a set-up designed to 
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investigate learning is also investigating effective interaction. More specifically, a set-up 
designed to investigate learning in computer-based learning environment is also 
investigating at least the learning component of effective human-computer interaction. 
Furthermore, the previous chapter helped establish the some points in relation to learning 
(See summary of previous chapter). Using these points as guidelines, it was considered 
possible that a set-up could be designed which might result in improved learning. 
Consequently, it was imagined that a computer application was required that was 
especially designed to teach, and capable of testing for what had been learnt. This 
application should also be able to monitor the subject's anxiety level during the learning 
session, and decide whether or not to provide real-time guidance both on anxiety 
reduction and memory strategy. In addition, the computer application should afford some 
sort of behavioural measurement, such as muscle-related measurement during human-
computer interaction. Guided by these requirements, it was concluded that perhaps no 
other computer application type could provide a much better platform for implementing 
these ideas than a computer-based learning (CBL) application. 
Consequently, the main purpose of the present study - described in more detail - was to 
investigate the influence of real-time provision of in-application relaxation and memory 
guidance on computer-based learning, with the aim of proposing a tentative framework 
towards effective human-computer interaction. This meant that within the context of 
computer-based learning, performance, as measured by test score, was viewed to 
represent a measure of effectiveness of human-computer interaction. In the event, the 
fulfilment of this investigation necessitated the inclusion of some of the findings from the 
studies reviewed in Chapter 2. These findings were deemed to fall into three categories: 
(i) Measurement of anxiety. 
(ii) Treatment of anxiety. 
(iii) Compensation for possible adverse effects of anxiety. 
The sections below present some justifications for choosing the techniques employed 
under these categories. 
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3.3 Measurement on anxiety 
The measurement of anxiety in the present study essentially provided a basis for both 
anxiety monitoring and the means of measuring state and trait anxiety. The anxiety 
measure employed for monitoring was frontal EEG beta, and that to measure state and 
trait anxiety was State-Trait Anxiety Inventory (ST AI). 
3.3.1 STAI 
As mentioned in the previous chapter, STAI is a self-report measure, and there were two 
main reasons for choosing it in the present study. One, it is widely used (Calvo et ai, 
1996). Employing a widely used measure was considered capable of providing a 
somewhat reliable reference point for a possible new measuring technique used in the 
present study. Two, ST AI is one of those subjective anxiety measures that provide the 
means of measuring both anxiety proneness (A-trait) and situational anxiety (A-state). 
Being able to measure the two types of anxiety afforded a more specific comparison of 
anxiety with other variables in the study. 
3.3.2 Frontal EEG beta 
The choice of frontal EEG beta as the basis for real-time monitoring of anxiety level was 
due to more than one reason. First, but not necessarily the most important, there was a 
choice of EEG technology that afforded relatively unobtrusive form of data collection 
and incorporation into computer-based learning. Second, the state of being relaxed is 
identifiable through EEG and can be associated with reduced frontal cortical activation 
(Jacobs et ai, 1996). This meant that frontal EEG beta could be used to investigate 
reduction in anxiety. Third, low frontal EEG beta activity has been linked with increased 
input or acquisition of material (Morrissey, 1996). 
Reduction in other frequencies of the brain has been associated with anxiety, too. For 
example, reduced frontal EEG alpha has been reported, along with reduced frontal EEG 
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beta, to be associated with the state of relaxed-alertness. However, contradictory findings 
(e.g., Hardt & Kamiya, 1978; Foster, 1988; Jacobs et al, 1996; Fields et al, 1996) relating 
to the relationship between frontal EEG alpha and anxiety did not encouraged the use of 
frontal EEG alpha as an anxiety index in the present study. Besides, findings linking EEG 
alpha to anxiety were mostly in relation to non-frontal EEG alpha. Given the EEG device 
used, it was more practical to measure frontal EEG. Additionally, it was not the direct 
manipulation of alertness (as associated with frontal EEG alpha) that was of more interest 
to the present investigation, but the reduction of anxiety (Le., increased state of 
relaxedness). The use of frontal EEG beta activity as a barometer was believed to be 
adequate for this purpose (Jacobs et ai, 1996). More about EEG alpha and anxiety can be 
found in Foster (1988) and Markand (1990). 
3.4 Treatment of anxiety 
One of the things that the review of literature in Chapter 2 implied was that anxiety 
treatments in learning tend to more in the direction of aiming to teach individuals how to 
reduce anxiety themselves, than using external aids. Consequently, the choice of 
treatment in the present study was in line with the aim of reducing anxiety through 
instructions, and had comprised components from the relaxation response (Benson, 
1975). 
3.4.1 The Relaxation Response 
As previously described, the relaxation response is a set of physiological changes that can 
be elicited by repetitive mental activity and passive ignoring of distracting thoughts 
(Wallace & Benson, 1972). It was also noted that these physiological changes usually 
include decreased heart rate, arterial blood pressure, respiratory rate and oxygen 
consumption (Wallace & Benson, 1972), and also reduced frontal EEG beta activity 
(Jacobs et al, 1996). 
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The fact that (1) the relaxation response requires no long-term training, and (2) is 
considered effective and widely used in inducing relaxation, had made it more 
appropriate for the present study than other techniques, such as yoga, transcendental 
meditation, and progressive relaxation. In particular, its need for no extensive training 
had meant that the relaxation response could be administered within a computer-based 
learning program in a matter of minutes. Additionally, because most of its components 
are straightforward, they could be readily carried out as suggested all through the learning 
program, without detracting much from the main task of learning. 
The four basic components required to bring about the relaxation response include a quiet 
environment, a comfortable position, a mental device, and a passive attitude, of which 
passive attitude is probably the most important. Sitting comfortably in a quiet room 
satisfies the first two conditions. A mental device requires the silent repetition of a sound, 
word, or phrase; or a fixed gaze at an object. Eyes are normally closed during the silent 
repetition of sound, word, or phrase. For a passive attitude, distracting thoughts are 
disregarded when they occur, and attention returned to the object of attention. (Benson, 
1975). The present study was capable of providing all of these conditions, with the 
exception of metal device, since silent repetition of sound, word, or phrase, or a fixed 
gaze at an object was not compatible with the learning material. However, it was believed 
that focusing on the material presented on the screen might partly satisfy the condition of 
fixing the gaze at an object. 
As noted earlier, treating anxiety alone does not necessarily translate into improved 
learning (e.g., Tobias, 1979). From this point of view, the inclusion of relaxation in the 
present study had not been intended to influence learning directly, or single-handedly. 
Rather it was meant to help the subjects attain a more relaxed state, thereby reducing the 
amount of anxiety-related task-irrelevant demands they were likely to attend to during 
learning (Wine, 1971). By doing this, it was hoped that subjects would be in a state more 
conducive to benefiting from the instructions - such as relating to memory strategies -
that were meant to actually assist directly with learning. After all, it has been suggested 
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(Scott & Nelson, 1979) that high anxiety is capable of reducing the effectiveness of 
memory strategies by interfering with long-term memory processes. 
Equally, relaxation training has been found (Yesavage, 1984) to enhance the individual's 
ability to benefit from memory strategy training. In particular, the relaxation response 
was selected because of its capacity to induce reduced frontal EEG beta (Jacobs et aI, 
1996), which was noted earlier as associated with relaxedness (Jacobs et aI, 1996), 
increased alertness - when present with frontal EEG alpha (Field et aI, 1996), and 
conducive to input (Morrissey, 1996). Put in more general terms, reduced frontal EEG 
beta state is a state when the brain is relatively settled and more receptive to input. 
However, it seems that capacity for learning still can be improved through using 
appropriate learning techniques, even when an individual is in this state. 
3.5 Compensation for possible adverse effects of anxiety 
The review of literature on the relationship between anxiety and memory provided 
evidence (e.g., Sieber et ai, 1970; Leherissey et ai, 1971; Tobias, 1977) that the provision 
of memory support in computer-based learning would benefit some. More specifically, an 
effective memory strategy can facilitate the encoding and retrieval 0 f know ledge, 
although this is more likely in the high state anxious individuals than in low state-anxious 
(Sieber et aI, 1970). The choice of memory strategy in the present study had been 
imagery, and more about it is discussed below. 
3.5.1 Imagery strategy 
The extent to which anxiety affects learning has been suggested (Tobias, 1977) to depend 
on (1) difficulty of material, (2) disorganisation of material, and (3) the degree to which 
the task calls for memory. With respect to the present study, all the three features were 
considered to be satisfied to some degree. The element of difficulty derived from the size 
of the material to be learnt and the absence of the opportunity to review the learning 
material. The quality of more than one development going on simultaneously in the same 
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area of research might have compelled slight looseness in organisation of the material, in 
terms of systematic arrangement of dates and events. The fact that the material was 
history-related perhaps demonstrated the degree to which the material relied on memory. 
Consequently, the learning of the material in the present study could be said to be 
susceptible to the effects of anxiety, and therefore in need of an effective memory 
strategy, such as imagery strategy. 
As previously discussed, imagery strategies can be both complex and simple. This means 
that some techniques require long-term training while others can be reasonably mastered 
in a relatively short time - so that a simple technique, such as instruction to use imagery 
can be taught in a just few sentences, and can therefore be incorporated easily in a 
program such as was needed for the present study. In particular, instruction to use 
imagery has been reported to be effective in learning (e.g., Bower, 1970; Paivio, 1971; 
Parker et al, 1993). Such instructions usually involve asking subjects to form a mental 
image in which the items to be learnt are in interaction. Naturally, this technique has its 
limitations. For example, it is unlikely to be as effective in learning a mathematical 
formula as it is in learning a list of items, or historical information. It was precisely 
because of its suitability for learning historical information, however, that it was used in 
the present study. 
3.6 Additional Anxiety Monitor 
The idea of a new anxiety measure may, at fIrst, seem unnecessary, given that there are 
quite a few relatively standard ones presently in use. However, most of these measures, 
particularly physiological measures, often require cumbersome procedures in which some 
sorts of electrodes have to be attached to people. This in itself may introduce anxiety-
related factors, in terms of possible discomfort. Equally, in cases where attachments are 
not involved (such as in self-reports) reliance on accurate description by the subject, or 
the subject's constant awareness of the measurement procedure may create problems. 
Perhaps an ideal way to measure or monitor anxiety during human-computer interaction 
is to use an interaction device that is already part of the computer set-up. 
74 
Consequently, two main devices were identified, namely, the mouse and keyboard. The 
mouse was chosen, since it appeared to be more increasingly used. Additionally, the 
mouse seemed easier to monitor, since there were fewer buttons involved in its use to 
interact with computer. This meant that this new form of anxiety measurement would 
need to measure the muscle-related, behavioural component of anxiety. Additionally, the 
physical attribute of the user that would need to be monitored was the index finger, since 
this is the part of the body mostly used to operate the mouse. 
However, apart from the fact that the mouse was considered an integral part of human-
computer interaction, there was another reason why choosing it was seen as tenable. This 
reason was the assumption that if muscle tension in the forearm is related to anxiety (e.g., 
Budzynski & Stoyva, 1969; Parker et al, 1995), and the forearm muscles are associated 
with the finger muscles (e.g., Palastanga et al, 1990; Suzuki, 1995), then perhaps a 
relationship exists between anxiety (or some other covert activity) and the way the 
mouse-button finger (i.e., the index finger) functions. More specifically, the finger 
pressure applied in clicking the mouse-button may be assumed to be related to forearm 
EMG levels (Suzuki, 1995). In which case, the intensity of mouse click could also be 
assumed to be associated with anxiety. This, in turn, implies that how hard the mouse-
button is pressed is a possible measure of anxiety. Additionally, as already suggested by 
research, anxiety is related to comfort. This further implies that how hard the mouse-
button is clicked during human-computer interaction is a possible measure of comfort. If 
this is so, then the monitoring of the user's anxiety (state anxiety), or comfort, may 
become more seamless, and simply a matter of writing software to access the mouse-click 
velocity data. 
Naturally, by implementing a mouse that is sensitive to how hard the button is clicked, 
possible means were also provided of comparing results from the present study with 
those of EMG-related studies reviewed in Chapter 2. Consequently, the subsidiary 
purpose of the present study was to investigate how hard the mouse-button was clicked 
during human-computer interaction, as measured by mouse-click velocity. With respect 
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to this, the aim was to investigate whether or not mouse-click velocity could be seen as 
an index of anxiety, or relaxedness, during human-computer interaction. Figure 3.1 
describes the experimental set-up used for the investigation. 
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Figure 3.1 Schematic representation of experimental design 
3.7 Summary 
This chapter described the components of the experimental design used in the present 
study as: 
(a) The monitoring of anxiety through frontal EEG beta. 
(b) Real-time provision of in-application relaxation response and imagery strategy 
instructions during computer-based learning. 
(c) The investigation ofthe possibility that mouse-click velocity could be seen as an 
index of anxiety, or relaxation, during human-computer interaction. 
By combining these components, it was assumed that it was feasible that a set-up in 
which a computer-based learning application was capable of monitoring a learner's 
anxiety level, and providing real-time guidance in the form of relaxation response and 
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imagery instructions, would result in improved learning. The next chapter describes the 
experiment used in investigating this assumption. 
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Chapter 4 
Experiment 
4.1 Introduction 
This chapter describes the experiment used to investigate the main and the subsidiary 
hypotheses in the present study and is organised according to the following sections: 
• The hypotheses, and the basis for investigating them. 
• Subjects. 
• Materials. 
• Methods. 
• Summary. 
4.2 The hypotheses and the basis for investigating them 
The categorisation of the hypotheses was according to the main and subsidiary aims of 
the present study. Consequently, there were main and subsidiary hypotheses. The main 
hypothesis concerned the effects of treatment on test scores. The subsidiary hypotheses 
related to how hard the mouse-button was clicked, as measured by mouse-click velocity. 
The descriptions of these hypotheses are given below. 
4.2.1 Main hypothesis 
Hypothesis 1: 
Treatment will produce significantly higher mean test score in a sample, relative to a no-
treatment sample. 
Basis for hypothesis: 
Relaxation response can reduce anxiety (Benson, 1975), which can be detrimental to 
learning (Hembree, 1988), and imagery strategy is beneficial to learning (Parker et al, 
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1993). Also, an anxiety treatment aimed at improving learning is likely to be more 
effective inside the learning program than outside (Tobias, 1979), therefore it was 
assumed that a treatment comprising in-application provision of relaxation response and 
imagery strategy instructions ought to improve computer-based learning. 
4.2.2 Subsidiary hypotheses 
Hypothesis 2: 
Treatment will produce significant reduction in mean mouse-click velocity in a sample. 
Basis for hypothesis: 
Increased finger-pressure is associated with increased muscle tension in the forearm 
(Suzuki, 1995), and the relaxation response technique can relax the muscles of the 
forearm (Benson, 1975). Given these findings, it was assumed that a treatment that 
included relaxation response instructions might produce reduction in the intensity of 
muscle-related actions, such as mouse-button click during human-computer interaction. 
Hypothesis 3: 
There will be a significantly positive correlation between state anxiety and non-baseline 
mouse-click velocity in a no-treatment sample. 
Basis for hypothesis: 
Anxiety is positively correlated with muscle tension (Budzynshi & Stoyva, 1969), and 
relaxation response can reduce anxiety (Benson, 1975), therefore it was expected that a 
muscle-related measure, such as mouse-click velocity ought to correlate positively with 
anxiety. As an additional point, the investigation of the relationship between state anxiety 
and mouse-click velocity was regarded more acceptable under a no-treatment condition, 
since a no-treatment condition was considered more representative of a typical human-
computer interaction situation than a treatment condition. From this point of view, there 
was also the suspicion that the treatment in the present study was likely to interfere with 
the normal relationship between state anxiety and non-baseline mouse-click velocity. 
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Hypothesis 4: 
There will be a significantly positive correlation between baseline and non-baseline 
mouse-click velocities. 
Basis for hypothesis: 
Muscle-related actions can be influenced by anxiety (Budzynski & Stoyva, 1969), and a 
type of anxiety (i.e., A-trait) is a personal trait that is stable over time (Spielberger, 
1966a). Given this, it was assumed that muscle-related actions, such as mouse-click 
velocity might be stable over time, too, since they are responsive to anxiety in general. 
Again, the investigation of the relationship between baseline and non-baseline mouse-
click velocities was regarded more acceptable under a no-treatment condition, since a no-
treatment condition was considered more representative of a typical human-computer 
interaction situation than a treatment condition. From this point of view, there was again 
the suspicion that the treatment in the present study was likely to interfere with the 
normal relationship between baseline and non-baseline mouse-click velocities. 
4.3 Subjects 
The subjects were made up of undergraduate volunteers from the computer science 
department of the university and were required to not study the subject matter for the 
experiment before hand. A total of 30 students volunteered. They included 9 females and 
21 males, with age ranging from 18 to 41, and were recruited through general e-mail. 
Apart from a token payment and a colour printout of individual's sample EEG from the 
session, no other incentives were provided. For the experiment, the subjects were divided 
randomly into two groups of 15. One group was assigned to the treatment (TR) condition 
and the other to the no-treatment (NTR) condition. 
4.4 Materials 
The apparatus used in the experiment included computer hardware, a learning 
application, an electroencephalograph (EEG), a velocity-sensitive mouse, and two types 
of paper-pencil instruments. The sections below describe each in more detail. 
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4.4.1 Computer hardware 
Two types of computers were used in the experiment. One was an 80486 PC with 16MB 
of RAM, a conventional keyboard for text input, and a modified mouse. The other was a 
Macintosh Quadra 700 with 20MB of RAM, a keyboard and an ordinary mouse. The two 
computers were connected through two MIDI interfaces (see Appendix A). 
4.4.2 Learning application 
The learning application was written in Visual Basic, and comprised a tutorial and a test. 
The description of how Visual Basic was used can be found in Appendix A. The subject 
matter was a brief "History of Human-Computer Interaction", and was adapted from a 
module taught in the university's department of computer science. There were 20 slides 
of learning materials in all, and were programmed such that once a slide was passed, it 
could not be viewed again. This was explained to the subjects before the start of the 
experiment. Specifically, the review of the learning materials was not permitted so as not 
to introduce any other factors apart from those relating to the treatment, since the review 
of materials has been described as a kind of memory strategy (To bias, 1977). 
Two versions of the learning application were used. The treatment version was used for 
the TR condition, and the no-treatment version for the NTR condition. Each version 
consisted of two parts, namely, tutorial and test. In the tutorial TR version, treatment was 
in the form of embedded relaxation response and imagery strategy instructions, and was 
only provided if the frontal EEG beta level was above a pre-set level. To the extent that 
time would be spent reading and practicing the treatment instructions, the experimental 
subjects were expected to take more time in completing the experiment than the control 
subjects, and a significant difference in completion time between the TR and the NTR 
group was therefore possible. The treatment instructions can be found in Appendix B. 
In the tutorial NTR version of the application, no form of guidance was provided. The 
start screen of the tutorial part simply gave a brief instruction to go through the material 
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that appeared on the screen. For the start screen of the test part, information was only 
provided as to the number of questions to be answered. Samples of these instructions can 
also be found in Appendix B. 
There were 14 questions in both versions of the application, and these were a mixture of 
multiple-choice, definitions, and free recall of items. This design was the result of a 
compromise between two necessities. One was the necessity to possibly minimize 
guessing, thereby increasing the level of task difficulty. It was hoped that this would 
prove a disadvantage for the high-anxiety individuals (Spielberger, 1966), and provide a 
probable need for the use of both relaxation and memory strategies (Tobias, 1977). The 
other necessity was to provide a frequent enough opportunity for the mouse to be clicked, 
since this data was also required in the experiment. This meant that questions could not 
all require typing or clicking of the mouse. 
4.4.3 EEG 
The EEG device used in the present experiment was Interactive Brainwave Visual 
Analyzer (IBVA). The IBVA system is a compact computer-based EEG system which 
combines both hardware and software. The hardware consisted of a transmitter, a 
receiver, and a headband. For recording, the transmitter was connected to the headband, 
and the receiver to the modem port of the Macintosh computer. The connection between 
the transmitter and the receiver was wireless. On the headband, there were three pre-
gelled electrodes, arranged such that when the headband was around the head, the middle 
electrode was in the centre of the forehead, with the other two equidistant on either side. 
The use of three electrodes in this way is equivalent to using the full 10-20 system of 
electrode placement but reading only from the frontal points Fp 1 and Fp2 (See Appendix 
A). The middle electrode provides the grounding necessary to eliminate interference, and 
the technology is able to separate eye-muscle movements from EEG frequencies. The 
output from this method of electrode placement is comparable to that from conventional 
EEG devices, and measuring from points Fpl and Fp2 is commonly used in research 
(e.g., Iwaki et aI, 1997; Sugawara, 1997; Morrissey, 1996), particular in areas of EEG 
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application. Indeed, IBVA-EEG measurements have been described to be more 
reproducible than other physiological measures, such as fingertip temperature and skin 
resistance, and therefore adequate for EEG application research (Sugawara, 1997). 
Besides the availability of reliability and validity data, another reason why IBVA was 
chosen for the present study was because of its relative ease of use., It did not require any 
calibration, or other types of settings normally needed with other more complicated EEG 
machines. As a result, IBVA's performance seemed somewhat stable from subject to 
subject and all through the experiment. Using IBV A also eliminated the need for 
technical calculations that would have been necessary in the analysis of raw EEG signals 
to produce the frequency bands that were required. Not only this, the availability of 3-D 
data representation, such as waterfall-display graph for visual analysis of data, provided 
relatively easy means of recognizing different EEG patterns, without having to study the 
more demanding raw data forms. All these had somewhat helped in keeping the present 
study mainly, and possibly rightly, in the computing domain. 
4.4.4 Velocity-Sensitive Mouse 
The interface device used to measure how hard the mouse-button was clicked in the 
present study was a modified version of the standard Microsoft mouse. The device, which 
was connected to both serial port 1 and serial port 2 of the PC, permitted the intensity 
with which the button was clicked to be measured. As the device is currently undergoing 
British patent procedure, more detailed information about it cannot be disclosed in this 
thesis, without due confidentiality procedures. 
4.4.5 Paper and Pencil Instruments 
The paper and pencil instruments used in the present study were a questionnaire 
regarding the computer-based learning (CBL) application, and the State-Trait Anxiety 
Inventory. The questionnaire relating to the CBL application consisted of 11 questions of 
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different types (see Appendix B), and was intended to gather the subjects' opinion 
regarding the effectiveness of the treatment. 
The State-Trait Anxiety Inventory (Spielberger et al, 1970) comprised two self-report 
anxiety scales, namely, the A-state and the A-trait scales. These scales were designed to 
measure individual differences in state and trait anxiety. Each scale consisted of 20 items. 
Responses to these items were scored on a four-point basis, with scores ranging from 20 
to 70 points. Differences in subjects' A-state and A-trait scores were assumed to reflect 
individual differences in anxiety, with higher scores indicating higher levels of anxiety. 
4.5 Methods 
Upon arrival, the subjects were seated at a table, and the general nature of their 
participation was read out to them The subjects were then taken behind a screen and 
asked to take their seat in front of the Pc. Once seated, the headband containing the three 
pre-gelled electrodes was applied round the head, with the middle electrode aligned at the 
center of the forehead, and each of the remaining two automatically on the left and right 
sides. Following this, a brief explanation was given regarding how to progress with the 
eBL application. When the subject was ready, the light was dimmed, and the tutorial part 
of the application was started. 
The version of application used depended on which condition the subject had been 
assigned to. However, most of the procedures were common to both versions. Indeed, the 
only difference between the two versions was the embedded sets of guidance in the TR 
version. Once started, the applications were programmed to take 30 consecutive samples 
of frontal EEG beta and mouse-click velocity of the subject, and the means were used as 
baselines. As a basis for the provision of treatment in the TR application, 15 samples of 
frontal EEG beta were taken, and the mean was computed. Thereafter, the fIrst three 
samples were taken off the 15 samples, and three new ones added. The mean of each set 
of 15 samples (i.e., non-baseline frontal EEG beta) was compared to a set threshold of 2. 
The outcome of this comparison determined whether or not to provide treatment, which 
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was in the form of relaxation response and imagery strategy instructions. To provide 
treatment, the comparison outcome must be such that the mean of a set of 15 samples was 
equal to, or higher than the set threshold. As previously noted, by making the threshold 
very low, the process biased towards providing treatment. Indeed, the subject would have 
needed to be an expert in meditation, and capable of producing barely no frontal EEG 
beta activity for the duration of the session, to escape triggering the need for treatment. 
The relaxation response and imagery strategy instructions were located at different points 
in the TR application. If treatment was to be given, fIrst, a set of relaxation instructions 
was provided, followed by instructions on imagery strategy. From here on, a rehearsal 
guide was given after each tutorial slide, until frontal EEG beta level fell below the set 
threshold. Rehearsal guidance was only an instruction to try and recall what had just been 
learnt (See Appendix B). It was hoped that this would refresh or reinforce the material in 
memory (Leahey & Harris, 1989). 
On completion of the tutorial, the test part of the application was started. Instructions 
were only provided at the beginning in either version. The frontal EEG beta and mouse-
click velocity data was recorded both during the tutorial and the test parts of either 
version of the application. After the test, the headband of electrodes was removed, and 
the A-state scale, the A-trait scale, and the questionnaire regarding the application were 
administered while the light was still dim. It was assumed that leaving the light dimmed 
might help preserve the prevailing mood as much as possible. Below are details of the 
different types of methods used to collect data in the experiment. 
4.5.1 Self-Report data collection 
In accordance with standardized instructions (Spielberger et ai, 1970), the A-state scale of 
State-Trait Anxiety Inventory was administered fIrst. The subject was asked to rate each 
statement on the scale with respect to how he/she felt during the learning session. This 
measure was meant to provide some subjective data regarding the subject's general state 
of anxiety during the period of interaction with the application. The A-trait scale was then 
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completed with respect to how the subject generally felt. The questionnaire relating to the 
application was a non-standard questionnaire and was meant to somewhat provide 
qualitative data of the effects of the treatment on the subject, based on the subject's own 
perception. It was hoped that it would reflect roughly the general attitude of the subject 
towards the treatment. 
4.5.2 Frontal EEG beta Recording 
Frontal EEG beta was recorded from the frontal lobe of the brain at positions Fp 1 and 
Fp2. The Fpl and Fp2 positions were generally according to the 10-20 system of 
electrode placement (See Appendix A). The system is recommended by the International 
Federation of Societies for Electroencephalography and Clinical Neurophysiology, and 
was initially described by Jasper (195S). my A was set to operate in the single channel 
mode. The my A software component permitted the simultaneous recording and analysis 
of brain electrical activities from the points (Fpl and Fp2). The frequency range was set 
for 0 to 30Hz, and my A Fast Fourier Transform (FFf) produced six frequency bands, 
namely, eye movement (0-2Hz), delta (2-4Hz), theta (4-SHz), alpha (S-13Hz), beta} (13-
20Hz), and beta2 (20-30Hz). The FFf filter window was set to Hanning, and the 
sampling rate to l2S samples per second. These were my A default settings. Each 
frequency band and its corresponding amplitude were then sent as MIDI data, using 
my A 7Ch Log setting, to the CBL application, where they were used in adapting the 
behaviour of the application accordingly. 
With respect to EEG-to-MIDI conversion, frequency band was output as MIDI note 
value, and voltage as MIDI velocity value. The MIDI data was sent through MIDI 
channel!. The frequency band to note value conversion was such that Eye movement = 
30, Delta = 40, Theta = 50, Alpha = 60, Low Beta = 70, and High Beta = SO. Zero voltage 
translated to MIDI velocity value of 1. These were all my A pre-set conversions and 
were adequate for the present type of investigation, insofar as they were reliable within a 
session and across sessions. Other my A settings were not found to be required for the 
present study. 
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However, the question might be asked as to why EEG data had been recorded from the 
frontal area of the brain? In reply to such question, it might be pointed out that recording 
from the frontal area of the brain was premised on research evidence (e.g., Fox & 
Davidson, 1987; Crews & Landers, 1992; Petruzello & Landers, 1994; Field et ai, 1998) 
that the frontal region of the brain is associated with emotion, such as anxiety. Secondly, 
it might also be asked why only one channel of data was used, when most studies which 
have related anxiety to the frontal brain area have done so through investigating both 
hemispheres of the brain? The answer to such question is related to the way IBVA 
operates in the single-channel mode. 
In the single channel mode, IBV A senses activity from both hemispheres, but only 
registers the higher activity of the two. For example, if a high peak occurs at a specific 
frequency in the left hemisphere of the brain, and a lower peak occurs simultaneously at 
the same frequency in the right hemisphere, only the amplitude of the higher peak will be 
recorded. This means that ifIBV A displays low frontal EEG beta level, for example, then 
frontal EEG beta level must be low in both left and right hemispheres. This was 
convenient, since the present study was not seeking to compare beta activity in both 
hemispheres, but only interested in how low the higher of the two beta activities was. 
In the application, only the average ofthe EEG low and high beta activities was recorded, 
and this was done only when the subject clicked the mouse to advance to successive 
slides. It was also this data which was used to drive the application, in terms of permitting 
the advance from one slide to the next. 
4.5.3 Mouse-click Velocity 
In order to provide a basis for comparison of data, a baseline was first taken of mouse-
click velocity. This was accomplished by asking the subject to click as he/she normally 
would on a button on the screen, until the button disappeared. There were 30 clicks 
required in all. The average of the velocity values of these clicks provided the baseline. 
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Subsequent recordings of mouse-click velocity (i.e., non-baseline mouse-click velocity) 
values were also done along with frontal EEG beta recording - that is, when the subject 
clicked the mouse to advance to successive slides. The subjects were not aware that the 
mouse could transmit data relating to how hard the mouse-button had been clicked. 
4.5.4 Perfonnance Data 
On completion of a question, the subject was asked to click on a button on the screen to 
advance to the next question. On clicking the button, the subject's answer to the question 
was recorded, along with mouse-click velocity, frontal EEG beta, and the subject 
identification number. As some of the questions required definitions, and the recalling of 
lists, it was not feasible to employ the computer to mark the answers, and so manual 
marking had to be employed. In order to do this, the text files of the answers were printed 
out and then individually rated. 
Consistency in the marking of definitions and descriptions was ensured by first 
identifying key points in the model answers to the relevant questions. To explain, a 
typical question and the model answer are shown below: 
Question: What is meant by "man-computer symbiosis"? 
Answer: Close association and dependency between man and the computer. 
The key points in this answer were identified to be "close association" and "dependency", 
and the question was therefore worth 2 marks. The marking of the multiple-choice and 
lists was relatively straightforward. Learning was measured in terms of test performance 
(i.e., test score), and test performance, in turn, was based on the percentage of questions 
answered correctly. 
4.6 Summary 
This chapter described the experiment used to investigate the main and the subsidiary 
hypotheses in the present study. For the main hypothesis, it was assumed that in-
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application relaxation response and imagery strategy instructions in history-related 
computer-based learning would produce, relative to a no-treatment condition, 
significantly higher mean test score. 
For one subsidiary hypothesis, it was assumed that the same treatment as above would 
produce significant reduction in mean mouse-click velocity. The other set of the 
subsidiary hypotheses assumed that there would be, in the no-treatment condition: 
(a) A significantly positive correlation between mouse-click velocity and state 
anxiety. 
(b) A significantly positive correlation between baseline and non-baseline mouse-
click velocities. 
The next chapter presents the results obtained regarding these hypotheses. 
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ChapterS 
Results 
5.1 Introduction 
In this chapter, results from the present study are presented in relation to the main and 
subsidiary hypotheses. With respect to the main hypothesis, results are presented to 
suggest that in-application relaxation response and imagery guidance produced 
significantly higher mean test score, relative to the no-treatment condition. 
With respect to the subsidiary hypotheses, one set of results is presented to suggest that 
the same treatment as above produced significant reduction in mean mouse-click 
velocity. The other set of results suggested that there were, in the no-treatment condition: 
(a) No significant correlation between mouse-click velocity and anxiety. 
Cb) A significant and positive relationship between baseline and non-baseline 
mouse-click velocities. 
The rest of the chapter is organised according to the following sections: 
• General details of analysis procedure 
• Results relating to the main hypothesis 
• Results relating to the subsidiary hypotheses 
• Results relating to frontal EEG beta 
• Summary of results 
5.2 General details of analysis procedure 
Analysis was performed using a statistical program, known as SPSS for Windows, and 
was on the data collected from the tutorial and test parts of both the treatment (TR) and 
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no-treatment (NTR) conditions of the experiment. The dependent variables investigated 
were test score, frontal EEG beta level, mouse-click velocity (MCV), A-trait, and A-state. 
The TR and the NTR conditions represented the independent variables, and were not 
quantitatively or otherwise measured. One way unrelated analysis of variance (ANOV A) 
provided the means of determining the significance of the difference in means between 
the TR and the NTR group, and ANOV A for repeated measures was used for determining 
the significance of the differences between means within the same group. The SPSS 
program also provided means of testing for correlation between the different dependent 
variables in the present study. As this was a preliminary investigation, a minimum 
significance level of .05 was considered acceptable for all tests. 
5.3 Results relating to the main hypothesis 
This is the hypothesis central to the present study, and was related to the effects of 
treatment on test score. The treatment was in the form ofrelaxation response and imagery 
strategy instructions embedded in a computer-based learning application, and presented 
at regular intervals. all through the learning session. The computer-based learning 
application was intended to be representative of a human-computer interaction situation. 
The results of the analysis relating to the hypothesis are presented next. 
5.3.1 The effects of treatment on test scores (Hypothesis 1) 
Hypothesis: 
Treatment will produce a significantly higher mean test score in a sample, relative to a 
no-treatment sample. 
Results: 
In order to determine the effects of treatment conditions on test score, a one-way 
ANOV A was computed. The dependent variable was test score, and the independent 
variables were treatment (TR) and no-treatment (NTR) conditions. The test scores ranged 
from 33.33 to 80.00 in the TR group, with a mean test score of 57.89, and a standard 
deviation of 15.44 (See Table 5.1). The maximum score obtainable was 100.00. In the 
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NTR group, the range of scores was between 16.67 and 41.67, with a mean of 26.49, and 
a standard deviation of 8.43. This substantial difference in mean is shown in Figure 5.1, 
and was computed to be statistically significant (F(I, 28) = 47.78, P < .001). 
TR NTR 
Mean 57.89 26.49 
SD 15.44 8.43 
Table 5.1 Means and Standard Deviations of Test Scores/or the TR and 
NTRgroup 
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Figure 5.1 Comparison o/mean test scores between 
the TR and the NTR group 
A validation of the analysis, using the standard error method for testing significance of 
the difference between means of small independent samples, also revealed significant 
treatment-effects (t = 6.91, P < .001). The hypothesis was supported. However, not 
everyone in the TR group out-performed everyone in the NTR group. Indeed, the highest 
scorer in the NTR group scored (41.67) higher than 4 subjects did in the TR group. A 
total of 6 subjects in the TR group scored less than 50 percent. It is also worth noting that 
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the lowest scorer in the TR group scored the same as, or higher than, 11 out 15 subjects in 
the NTR group. 
To investigate if there was a significant difference in the range of scores between the TR 
and the NTR group, a test was done, using a method (Garrett & Woodworth, 1964) of 
testing for the significance of the difference between two variances computed from small 
(N < 30) uncorrelated samples. The variance calculated from the TR group's test scores 
was 238.52, and that from the NTR group was 71.09. The difference in variability was 
found to be statistically significant (F(14, 14) = 3.36, P < .05). This significant difference 
in variability is shown in Figure 5.2. 
300 .--------------, 
200 
NTR TR 
Group 
Figure 5.2 Comparison a/variability in test scores between 
the TR and the NTR group 
5.3.1.1 Difference in completion time between the TR and the NTR group 
As mentioned in Chapter 4, because of the time required to read and practice the 
treatment instructions in the experimental condition, it was expected that there might be a 
significant difference in completion time between the TR and the NTR group. To 
investigate this, a one-way ANOVA was computed. In the TR group the mean 
completion time was found to be 37.13, with a standard deviation of 8.20. In the NTR 
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group the mean was 30.67 with a standard deviation of 9.84 (See Table 5.2). The 
difference between the means was insignificant (F(I, 28) = 3.82, p < . 061). 
TR NTR 
Mean 37.13 30.67 
SD 8.20 9.84 
Table 5.2 Means and Standard Deviations of Completion Times 
for the TR and the NTR group 
5.4 Results relating to the subsidiary hypotheses 
The hypotheses under this category were formulated to investigate the force with which 
the mouse-button was clicked during interaction with the computer in the present study. 
This variable was referred to as mouse-click velocity (MCV), and findings regarding how 
it was affected by treatment, and its relationship with other dependent variables in this 
investigation are presented below. 
5.4.1 The effects of treatment on mouse-click velocity (Hypothesis 2) 
Hypothesis: 
Treatment will produce a significant reduction in mean mouse-click velocity (MCV). 
Results: 
A one-way ANOV A for repeated measures was computed for the difference between 
baseline and non-baseline MCV means in the TR group, during the tutorial. The 
dependent variable was MCV, and the independent variable was the TR condition. The 
baseline MCV values ranged from 20.00 to 49.00, with a computed mean of 36.20, and a 
standard deviation of 9.58. The non-baseline MCV values ranged from 9.98 to 43.94, 
with a mean of 21.51, and a standard deviation of 7.33 (See Table 5.3). The maximum 
MCV possible was 100, and the minimum was zero. The difference between the baseline 
and the non-baseline means (Shown in Figure 5.3) was found to be statistically 
significant (F(l, 28) = 23.96, p < .001). 
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TR NTR 
Tutorial baseline MCV 36.20 37.73 
9.58 11.33 
Tutorial non-baseline MCV 21.51 27.73 
7.33 12.31 
Mean (Roman Type) and Standard Deviation (Boldface Type) 
Table 5.3 Means and Standard Deviations of non-baseline and baseline MCVs during 
tutorial 
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Figure 5.3 Comparison between baseline and non-baseline mean MCVs in the 
TRgroup 
However, a similar repeated measures ANOV A analysis performed on the data from the 
NTR group (See Table 5.3) also revealed a significant difference (F(1, 28) = 22.04), P < 
.001) between the baseline and non-baseline means (See Figure 5.4). 
To further investigate the effects of treatment on MCV, a one-way unrelated ANOVA 
analysis was performed for the difference in non-baseline MCV means between the TR 
and the NTR group during the tutorial session. The dependent variable was MCV, and the 
independent variables were the TR and the NTR conditions. As shown in Table 5.4, in 
the TR group, non-baseline MCV mean was computed to be 21.51, with a standard 
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deviation of 7.33. In the NTR group, the mean was 27.73, with a standard deviation of 
12.31. The difference between the means was not found to be significant (F(l, 28) = 1.68, 
P < .104). 
Baseline Non·baseline 
Figure 5.4 Comparison between baseline and non-baseline mean MCVs in the 
NTRgroup 
TR NTR 
Mean 21.51 27.73 
SD 7.33 12.31 
Table 5.4 Means and standard deviations of non-baseline MCVs of the 
TR and the NTR group 
The point was implied in Chapter 2 that relaxation response is capable of reducing 
incidents of extreme highs and lows in the degree of muscle tension, through calming the 
nerves. As the treatment in the present study contained relaxation response components, 
the effects of the treatment on MCV, from the point of view of how erratically the mouse 
was clicked, were also investigated. The variances computed were 53.77 and 151.58 for 
the TR and NTR group, respectively. The difference in variability was found to be 
statistically significant (F = 2.81, P < .05), with larger variability found in the NTR group 
(See Figure 5.5). 
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Figure 5.5 Comparison o/variability in mouse-click velocity 
between the TR and the NTR group 
To investigate if the changing conditions during the experiment significantly affected 
MCV means in both the TR and the NTR group, or if there was a significant difference 
between the two groups, a two-way ANOV A with one repeated measure was computed. 
The conditions were tutorial baseline, tutorial non-baseline, test baseline, and test non-
baseline. No significant difference was found between the two groups (F(I, 28) = 2.19, P 
< .152). However, a significant difference was found between the MCV means of the 
four conditions (F(3, 84) = 17.47, P < .001). To determine which means were 
significantly different, related t-tests were computed for the pairs in each group, and then 
Bonferonni adjustment was made for the number of comparisons carried out. In the TR 
group, the difference between the tutorial baseline and the tutorial non-baseline was 
significant (t = 4.89, p < .006), and the one between the tutorial non-baseline and test 
non-baseline was significant (t = -5.76, p < .006). In the NTR group, the difference 
between the tutorial baseline and the tutorial non-baseline was significant (t = 4.69, P < 
.006); the difference between the tutorial non-baseline and test baseline was significant (t 
= -3.99, P <.006); and the difference between the tutorial non-baseline and the test non-
baseline was significant (t = -4.73, P < .006). See Table 5.5 for the means and standard 
deviations, and Figure 5.6 for the MCV means at different stages of the experiment. 
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Conditions Tutorial Tutorial Test Test 
Baseline Non-Baseline Baseline Non-Baseline 
TR 36.20 21.51 30.40 31.17 
9.58 7.33 12.40 6.54 
NTR 37.73 27.73 34.47 38.49 
11.34 12.31 10.57 14.08 
Mean (Roman Type) and Standard Deviation (Boldface Type) 
Table 5.5 Means and Standard Deviations of MCV at different stages of the 
experiment 
~r---------------------------' 
i 30 
~ 
~ 
1 
o 
:l1 
m 
TR 
::; 20+-________ --------~------__I tml 
Test Non-baseline Tut. Baseline TuL Non-baseline Test Baseline 
Figure 5.6 MCV means at different stages of the experiment 
5.4.2 The relationship between state anxiety and non-baseline mouse-click velocity 
in the NTR condition (Hypothesis 3) 
Hypothesis: 
There will be a significantly positive correlation between state anxiety and non-baseline 
mouse-click velocity (MCV) in the no-treatment condition. 
Results: 
For the reason already given in Chapter 4, only the data from the no-treatment condition 
was considered in the investigation of the relationship between state anxiety and non-
baseline MCV. However, analysis was also done on the data from the treatment condition 
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to confum the suspicion that treatment might interfere with the relationship between state 
anxiety and non-baseline MCV. A one-tailed Pearson's correlation was computed. The 
choice of a one-tailed Pearson's correlation analysis was based on the assumption that if 
increased state anxiety is positively correlated with increased muscle tension (e.g., 
Malmo, 1975), and increased muscle tension in the forearm is positively correlated with 
increase in how hard a button is pressed by the finger (Suzuki, 1995), then MCV should 
correlate positively with state anxiety. As shown in Table 5.6, no significant correlation 
was found in either the NTR group (r = .312, P < .129), or the TR group (r = .101, P < 
.360). 
Further examination was done on anxiety and non-baseline MCV, by investigating the 
relationship between anxiety-proneness (A-trait) and non-baseline MCV. No significant 
correlation was found in either the TR group (r = .274, P < .161), or the NTR group (r = 
.267, P < .168). 
Variable Non-Baseline MCV 
State Anxiety .101 
.312 
Trait Anxiety .274 
.267 
TR (Roman Type) and NTR (Boldface Type) 
Table 5.6 Correlation table for anxiety and non-baseline MCV, 
showing the Pearson's correlation coefficients 
5.4.3 The relationship between baseline and non-baseline mouse-click velocities in 
the NTR group (Hypothesis 4) 
Hypothesis: 
There will be a significantly positive correlation between baseline and non-baseline 
mouse-click velocities (MCVs) in the NTR group. 
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Results: 
As discussed in Chapter 2, the rationale behind investigating the relationship between 
baseline and non-baseline mouse-click velocities is that if a type of anxiety (Le., trait 
anxiety) is suggested to be stable over time and related to muscle tension, then MCV, 
also, might be stable over time, if it is related to muscle tension. 
Once more, for the reason already given in Chapter 4, only the data from the no-treatment 
condition was considered in the investigation of the relationship between baseline and 
non-baseline MCVs. However, again, analysis was also done on the data from the 
treatment condition to confirm the suspicion that treatment might interfere with the 
relationship between baseline and non-baseline MCV s. A one-tailed Pearson' s correlation 
analysis revealed a significant correlation (r = .759, P < .001) in the NTR group. No 
significant correlation was found in the TR group (r = .075, P < .396). 
Incidentally, the above findings were similar to those calculated from the analysis of the 
data from in the test part of the experiment. In the analysis, no significant correlation (r = 
.146, p < .302) was found in the TR group, while the opposite (r = .747, P < .001) was the 
case in the NTR group. 
5.5 Results relating to frontal EEG beta 
As mentioned in Chapter 3, one of the reasons frontal EEG beta was used in the present 
study was to provide approximate data concerning the user's relaxation or anxiety level 
(Jacobs et aI, 1996). However, the data collected was examined in relation to treatment-
effects and other dependent variables in the present study. This was done for three main 
reasons: 
(1) As discussed in Chapter 2, it is not unreasonable for the measurement of 
effectiveness of human-computer interaction to include improved quality of 
interaction, as measured, for example, by reduction in user's discomfort (i.e., 
reduction in anxiety, or muscle tension). In the present study, frontal EEG beta 
provided one of the means of determining reduction in anxiety level. 
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(2) It seemed reasonable that if EEG beta is associated with anxiety, then the 
investigation of its relationship with other anxiety measures in the present study 
could be considered appropriate, if only from the point of view of 
documentation. 
(3) Investigating what effects the treatment had on frontal EEG beta could provide 
the opportunity of comparing the results obtained in the present study with the 
finding reported by Jacobs et al (1996), regarding the effects of relaxation 
response on frontal EEG beta. 
5.5.1 The effects of treatment on frontal EEG beta 
To investigate the difference in EEG beta between the TR and the NTR group, and also 
the effects on EEG beta of the changing conditions during the experiment, a two-way 
ANOV A with a repeated measure was performed. No significant difference in EEG beta 
was found between the TR and the NTR group (F(I, 28) = .760, P < .391). However, the 
analysis did show that there was a significant difference (F(3, 84) = 5.27, p < .002) 
between the conditions. To determine which means were significantly different, related t-
tests were computed for the pairs in each group. After Bonferonni adjustment had been 
made for the number of comparisons carried out, the only significant differences were 
those in the TR group between the tutorial non-baseline and the test non-baseline (t = -
3.16, P < .042), and the test baseline and the test non-baseline (t = -5.21, P <.006). 
A further examination of the differences in means at different stages of the experiment 
also revealed a relatively large difference in test baselines between the TR and the NTR 
group. To investigate this, a one-way ANOV A for uncorrelated scores was computed. 
The difference was significant (F(I,28) = 6.62, P < .016), with the mean in the TR group 
lower than that in the NTR group. See Table 5.7 for the EEG beta means and standard 
deviations, and Figure 5.7 for the EEG beta means at different stages of the experiment. 
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Conditions Tutorial Tutorial Test Test 
Baseline Non-Baseline Baseline Non-Baseline 
TR 9.97 8.74 7.49 11.29 
5.01 2.30 2.22 4.13 
NTR 10.13 9.95 10.27 11.34 
2.67 3.73 3.54 4.61 
Mean (Roman Type) and Standard Deviation (Boldface Type) 
Table 5.7 Means and Standard Deviations of EEG beta at different stages of 
the experiment 
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Figure 5.7 Mean frontal EEG beta at different stages of 
experiment 
5.5.2 The relationship between frontal EEG beta and test score 
As reviewed in Chapter 2, it is feasible that reduced frontal EEG beta is conducive to 
increased learning (Morrissey, 1996), and associated with decreased level of anxiety 
(Jacobs et al, 1996). It has also been suggested that anxiety can be detrimental to 
learning. All these might suggest that frontal EEG beta and test score would be 
negatively correlated. To investigate this, a one-tailed Pearson' s correlation analysis was 
performed on both the tutorial and the test EEG beta data. With respect to the tutorial, no 
significant correlation was found in either the TR group (r = -.465, p < .081) or the NTR 
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(r = -.339, p < .216). The test data, also, showed no significant correlation in either the 
TR group (r = -.449, p < .093) or the NTR group (r = -.256, P < .356). 
5.5.3 The relationship between frontal EEG beta and mouse-click velocity (MCV) 
It was expected that if decreased frontal EEG beta level is associated with increased 
relaxation (Jacob et aI, 1996), and increased relaxation is related to decreased muscle 
tension (Malmo, 1975), and muscle tension is related to the force exerted on a button by 
the finger (Suzuki, 1996), then frontal EEG beta and MCV should be positively 
correlated. To investigate this, a one-tailed Pearson's analysis was done on the data for 
the non-baseline frontal EEG beta and the non-baseline MCV. No significant correlation 
was found in the TR group (r = .000, P < .999), or in the NTR group (r = -.267, P < .336). 
Analysis of the data from the test part of the experiment also produced no significant 
correlation in the TR group (r = -.446, P < .096), or in the NTR group (r = -.425, P < 
.114). 
5.6 Summary of Results 
In this chapter, results from the present study were presented in relation to the main and 
subsidiary hypotheses. With respect to the main hypothesis, results were presented that 
suggested that in-application relaxation response and imagery strategy guidance produced 
a significantly higher mean test score, relative to the no-treatment condition. 
With respect to the subsidiary hypotheses, one set of results was described to suggest that 
the same treatment as above produced a significant reduction in mean mouse-click 
velocity. The other set of results suggested that there was, in the no-treatment condition: 
(a) No significant correlation between mouse-click velocity and anxiety. 
(b) A significant and positive relationship between baseline and non-baseline 
mouse-click velocities. 
Below is the summary of the results in relation to the hypotheses, including results 
relating to frontal EEG beta. 
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5.6.1 Summary of results in relation to the main hypothesis 
(1) Treatment produced significantly higher mean test score in a sample, relative to 
a no-treatment sample (Hypothesis was supported (p < .001». 
5.6.2 Summary of results in relation to the subsidiary hypotheses 
(1) Treatment produced significant reduction in mean mouse-click velocity 
(Hypothesis was supported (p < .001). 
(2) No significant correlation was found between state anxiety and mouse-click 
velocity in the no-treatment condition (Hypothesis was not supported (p < 
.129». 
(3) A positive and significant correlation was found between baseline and non-
baseline mouse-click velocities in the no-treatment condition (Hypothesis was 
supported (p < .001». 
5.6.3 Summary of results relating to frontal EEG beta 
(1) No significant treatment-effects were found on frontal EEG beta (p < .293). 
(2) A non-significant correlation was found between frontal EEG beta and test score 
(TR: r = -.465, P < .081; NTR: r = -.339, P < .216). 
(3) A non-significant correlation was found between frontal EEG beta and mouse-
click velocity (TR: r = .000, p < .999; NTR: r = -.267, P < .336). 
The interpretation of these results is discussed in the next chapter. 
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Chapter 6 
Discussion 
6.1 Introduction 
This chapter discusses the connection between the main and the subsidiary hypotheses, 
along with the results obtained from the present study relating to the main and the 
subsidiary hypotheses. With respect to the main hypothesis, interpretations are presented 
that it is feasible that, in the present study, in-application relaxation response and imagery 
guidance produced a significantly higher mean test score than the no-treatment condition 
during computer-based learning, suggesting that the treatment enhanced effectiveness of 
human-computer interaction. 
Regarding the subsidiary hypotheses, one set of interpretations is presented that suggests 
that, in the present study, the same treatment as above produced significant reduction in 
how hard the mouse-button was clicked during human-computer interaction, suggesting 
reduction in muscle tension, and, therefore, possible increased comfort during interaction. 
The other set of interpretations suggests that how hard the mouse-button was clicked 
during human-computer interaction in the present study appeared to: 
(a) Have a tendency to increase with anxiety. 
(b) Be both a human-computer interaction behavioural trait, and a measure that was 
sensitive to changes in interaction situations. 
The rest of the chapter is presented according to the following sections: 
• Discussion on results relating to the main hypothesis 
• Discussion on results relating to the subsidiary hypotheses 
• Discussion on results relating to frontal EEG beta 
• The connection between the main and the subsidiary hypotheses 
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• Summary of discussion 
• Critical reflection 
6.2 Discussion on results relating to the main hypothesis 
This section presents the discussion concerning the results obtained for the main 
hypothesis. 
6.2.1 The effects of treatment on mean test score 
It was hypothesized that in-application relaxation response and imagery strategy guidance 
(TR) would produce, relative to a no-treatment (NTR) condition, a significantly higher 
mean test score in a computer-based learning situation. The result showed a significant 
difference (p < .001) in mean test scores, with the TR group's mean test score about 2.18 
times higher than the NTR group's. 
6.2.1.1 Interpretation of results 
Given the above results, it is feasible that in-application relaxation-imagery guidance in 
the present study provided a more conducive condition for computer-based learning than 
the no-treatment condition. Interpreted another way, the treatment seemed to have 
improved effectiveness of human-computer interaction within a computer-based learning 
environment, as measured by task outcome. It had not been the aim of the study to 
ascertain which component of the treatment effected improved learning performance, 
therefore the experimental design did not afford such finding. However, since it has been 
documented that (1) reduction in anxiety does not necessarily result in improved learning 
performance (e.g., Tobias, 1979), (2) the effectiveness of imagery strategy can be 
reduced by anxiety (Scott & Nelson, 1979), and (3) a treatment aimed at improving 
learning is likely to more effective when inside a learning program than when outside 
(Tobias, 1979), it seems reasonable to suggest that the apparent improvement in learning 
observed in the present study had been produced by the synergy of the treatment 
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components. The components, in this case, had been the relaxation response, imagery 
strategy, and the principle of in-application provision of these two components. While the 
present study also demonstrated the principle of real-time monitoring of user-state, and 
decision-making by a computer application based on the monitoring, the principle of real-
time monitoring could not be seen as a treatment component, particularly as it was seen 
in the present study to be synonymous with that of in-application provision. 
From one point of view, it is feasible that the way the treatment worked was that the 
relaxation-response component provided a relatively more suitable condition for the 
imagery strategy to be effective (Yesavage, 1984). The imagery, in turn, might have 
worked by providing means of effective encoding and retrieval, through associating new 
knowledge with what was already in a subject's long-term memory (e.g., Leahey & 
Harris, 1989). Indeed, as expressed by some subjects, they were able to retrieve what they 
never thought they could. The principle of in-application provision perhaps helped ensure 
that the relaxation response and imagery strategy instructions were followed frequently 
enough for them to be significantly effective. The fact that there was such a significant 
difference in mean test score between the TR and the NTR condition, also suggested that 
user-based factors are important in learning or effective human-computer interaction, 
since the only difference between the two conditions was a treatment that was capable 
only of affecting the human member of the interaction, namely, the user. 
It was also observed that some subjects in the TR group scored relatively low (Le., < 
40%). At first this seemed odd, as it had been expected that the treatment would help 
raise the test scores of all the subjects - at least above 50%. However, on a closer 
examination, it did seem that the treatment might have improved the test scores of all the 
subjects, after all, and that low test scores could probably be explained in terms of other 
factors. Furthermore, these factors were more likely to be learner-related than computer-
related, since all subjects received the same group treatment. One explanation, therefore, 
is that although treatment raised every subject's performance, it did not eliminate the 
subjects' inherent differences in aptitude or capability, such that a subject's raised level 
of performance was relative to hislher aptitude or capability in the absence of treatment. 
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This would imply that even after the test scores of the less capable subjects had been 
enhanced, they still fell below average. 
A further examination of the results also suggested that the treatment might have 
magnified the differences in aptitude among the subjects, relative to the no-treatment 
condition. This was particularly implied by the significance (p < .05) in the difference in 
variability of test scores between the TR and the NTR group. An examination of 
individual test scores also seemed to support this suggestion, through the difference 
between the highest and the lowest scores (i.e., 46.67 in TR & 25.00 in NTR) in each 
group. This was almost as if the treatment doubled, relative to the NTR condition, 
individuals' normal capabilities, thereby doubling the differences in test scores between 
the individuals. This interpretation, of course, rests on the assumption that since both the 
TR and the NTR groups were drawn randomly from the same popUlation, the mean 
aptitude and variability in aptitudes of the NTR group should be representative of what 
might be expected without treatment, such that any differences between the two groups as 
a result of administering treatment to one group, were likely to be due to treatment-
effects. 
The apparent failure of treatment to eliminate the relatively poor test scores could also 
have been due to other learner-related factors, besides aptitude. For example, such factors 
as attitude, capacity or willingness to carry out the treatment instructions, suitability of 
treatment to individuals, memory problems, capacity to form images, impatience, bias 
towards treatment, or test-related anxiety could have prevented some of the subjects from 
benefiting from the treatment. However, given the significant difference (p < .05) in 
variability of test scores, where scores ranged from 33.33 to 80.00 in the TR group and 
16.67 to 41.67 in the NTR, perhaps it is improbable that the treatment had not 
significantly affected the TR group as a whole. 
While no more definite explanation could be provided as to why some subjects scored 
relatively low, it is imaginable that an appropriately designed experiment would be 
capable of indicating, more specifically, the nature of the effects of real-time provision of 
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in-application relaxation-imagery guidance on individual subjects. To do this had not 
been the aim of the present study. What had been the principal aim of the present study 
was the investigation of the effects of the treatment on the mean test score of a group, 
relative to a no-treatment group. Therefore, given the experimental design in the present 
study, and the strength (p < .001) of result, it may be reasonable to suggest that treatment 
had been responsible for the significant difference in mean test score between the 
treatment and the no-treatment condition. 
With respect to the completion time, the closeness of the difference between the groups 
to significance perhaps suggested that there was a noticeable difference. However, as 
already discussed in Chapter 4, much of this difference could be attributed to the time 
spent reading and practising the treatment instructions. Indeed, given that some subjects 
in the control group spent more time on the experiment than some in the treatment group 
and still scored less, it may be suggested that it was not the amount of time spent learning 
the materials that significantly influenced the scores but the treatment. 
6.2.1.2 Relation of results to other research findings 
The failure to find any previous studies which have investigated the effects of real-time 
provision of in-application relaxation-imagery guidance on effectiveness of human-
computer interaction, has made the direct comparison of the results obtained under this 
hypothesis with any other difficult. However, the findings still could be compared with 
those from other studies that have showed somewhat common ground. More specifically, 
the findings could be considered supportive of studies, such as Sieber et al (1971), 
Hembree (1988), and Parker et al (1993), which found memory strategy to be beneficial 
to learning. However, the type of memory strategy used in Sieber et al (1971) and 
Hembree (1988) was the technique of permitting the preview of previous wrong 
responses to a problem when solving the problem. 
In other studies (Yesavage, 1984; Yesavage & Jacob, 1984) that are comparable, 
relaxation and mnemonic training was given over a period of weeks. Incidentally, the aim 
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and approach of these studies were essentially different from those of the present study, 
in which it was important that treatment was real-time, and required minimum or no 
training. Furthermore, in these studies, relaxation treatment was in the form of 
progressive relaxation, the mnemonic technique was to improve face and name recall in 
elderly patients, and they were non-computer-based. In contrast, the present study 
employed in-application relaxation response and imagery strategy guidance that was 
provided by the computer in real-time (based on to subjects' EEG data) during human-
computer interaction. However, there seemed agreement between the present study and 
those of Yesavage and colleagues in the finding that relaxation and mnemonics - when 
combined - can improve memory-related learning performance. No previous studies 
were found in which the relaxation response has been used in relation to learning. 
6.2.1.3 Possible practical application of results 
The application for the findings in the present study, regarding the effects of in-
application relaxation-imagery guidance on test score, falls into two main areas, 
computer-based learning (eBL) and human-computer interaction (HeI): 
Computer-based Learning 
The practical implication in the area of eBL is that incorporating relaxation and imagery 
guidance in computer-based learning systems, which is administered as frequently as a 
new slide of material is presented, may result in improved learning. However, a more 
general application is likely to require a more gradual approach, particularly as different 
mnemonic techniques are effective for learning different types of materials. Even more, 
some techniques are more suitable for some individuals than others. 
A proper application might involve first identifying the techniques that are effective for a 
particular type of material, after which their suitability for a learner is determined. It is 
imaginable that a future eBL application that is based on the principle of the present 
study, particularly of treating, and compensating for possible adverse effects of anxiety 
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(or other negative affects, for that matter), would have a range of relaxation and 
mnemonic techniques to use to guide the learner towards effective learning. 
Of course, the type of application described above would be able to keep records of what 
treatments are best for an individual performing a specific CBL task. In other words, the 
application would be able to keep some sort of records of individual preferences. By 
using these records for decision-making, the choice of treatment could be such that the 
possibility of an individual's characteristics affecting the effectiveness of the treatment is 
minimized. As suggested by Edward (1996), instructional designers should effectively 
assess learner characteristics prior to individualized instruction. The principle in the 
present study of providing real-time treatment as required by the learner's anxiety state 
during CBL, perhaps provides a suitable platform for more research into such concept of 
individualization of instruction. Indeed, the investigation in the present study of the 
relationship between mouse-click velocity and user-comfort was partly towards a less 
cumbersome implementation of part of this principle, in terms of the possibility that a 
velocity-sensitive mouse might be used as an unintrusive anxiety - or relaxation - monitor 
during such CBL setup. 
It may also be worthwhile pointing out that the suggestion of the need to make an 
individual user's interaction with the computer more effective through increased 
individualization does not necessarily militate against the effectiveness of collaborative 
work with computers. It is unlikely, after all, that the effectiveness of an individual's 
interaction with the computer would not play a beneficial role in the overall effectiveness 
of a collaborative setup. Presumably, in order for an individual to contribute optimally in 
a collaborative situation, the individual needs to be functioning at optimal condition and 
one way to ensure this level of functioning is through individualized treatment. 
Clearly, more research is required in the areas of real-time monitoring of user-based 
factors and in-application treatment as means of effective learning in CBL. In particular, 
a framework would be invaluable as to how to evaluate what treatment is most effective 
for which individual performing which computer-based learning task. Research may also 
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be needed to ascertain whether or not the monitoring of anxiety level before providing in-
application guidance is necessary, after all. 
Human-computer Interaction 
As previously discussed, computer-based learning is a form of human-computer 
interaction. The implication of this is that in-application relaxation-imagery guidance in 
the present study produced more meaningful human-computer interaction than the no-
treatment condition during the computer-based learning session. From this point of view, 
perhaps it is feasible that computer-based learning (CBL) is capable of providing a 
tenable development and testing ground for some learning-related components of HCI 
techniques. It is imaginable, for example, that effective CBL-techniques would afford 
translation into a form that could be used in effective HCI. More specifically, textual 
instructions could be translated into imagery. It is also feasible for the suggestion that 
user-based factors can prevent effective human-computer interaction to further highlight 
the importance of increased recognition of user-characteristics in HCI research. The 
implication of this is that a typical computer application could, in future, be capable 
(within the boundary of the task it is designed to do) of adapting to user-characteristics, 
with the aim of optimizing different aspects of human-computer interaction. 
6.3 Discussion on results relating the subsidiary hypotheses 
This section presents the discussion concerning the results obtained for the three 
subsidiary hypotheses. 
6.3.1 The effects of treatment on mean mouse-click velocity 
It was hypothesized that in-application relaxation response and imagery strategy guidance 
(TR) during computer-based learning would produce significant reduction in how hard 
the mouse-button was clicked, as measured by mouse-click velocity (MCV). The result 
showed significant reduction (p < .001) in mean MCV. 
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6.3.1.1 Interpretation of results 
Given the above results, it may be suggested that in-application relaxation-imagery 
guidance was able to reduce how hard the subjects clicked on the mouse-button during 
the human-computer interaction situation in the present study. Again, it was not possible 
from the experimental design to ascertain which component of the treatment was 
responsible for this reduction, nor had it been the aim of the investigation to do so. On the 
one hand, there were, in the treatment, relaxation instructions to relax various muscles of 
the body. According to some studies (e.g., Benson, 1975), these relaxation response 
instructions are capable of inducing muscle relaxation. From this point of view, it is 
feasible that the relaxation response component of the treatment temporarily modified a 
!lluscle-related behaviour, such as mouse-click velocity. On the other hand, cognitive 
performance has been reported (e.g., Pishkin, 1973) to be associated with muscle-related 
activities. As well as including relaxation instructions, the treatment in the present study 
included memory strategy guidance believed (Leahey & Harris, 1989) to be capable of 
enhancing cognitive performance. Therefore, it is feasible that the subjects' perception of 
their performances might have also contributed to the treatment's influence on MCV. 
Equally, it is not impossible that imagery component managed to provide a learning-
related confidence, which transferred into reduced anxiety, and then into reduced muscle 
tension. 
As previously mentioned, there is evidence that increased finger pressure is correlated 
with increased muscle tension (i.e., EMG) in the forearm (Suzuki, 1995), and reduced 
muscle tension is correlated with increased relaxation (Budzynski & Stoyva, 1969). 
Equally, there is evidence of a positive correlation between muscle tension and anxiety 
(Malmo, 1975). Given these fmdings, it may be assumed that the significant reduction in 
MCV in the present study was due to significant reduction in muscle tension in the 
forearm, caused by significant reduction in anxiety. If this was the case, then perhaps it is 
reasonable to suggest that the treatment in the present study produced reduction in 
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anxiety, thereby increasing muscle-related relaxation, and improving the affective quality 
of human-computer interaction. 
Understandably, finger-pressure during mouse-button clicking has not been specifically 
correlated with forearm EMG. However, it is highly likely that an investigation would 
reveal a finding similar to that of Suzuki (1995), whose investigation concerned pressure 
of keystrokes during human-computer interaction. Notwithstanding, the strength of the 
significance obtained in the present study regarding the effects of treatment of MCV was 
such that it permitted the suggestion that MCV might be related to relaxation (or anxiety) 
during human-computer interaction. 
In addition to the significant reduction in MCV in the present study, there was also a 
noticeable but insignificant (p < .104) difference in non-baseline MCV between the TR 
and the NTR group, with the TR group's mean MCV found to be much lower than that of 
the NTR group. Although a significant difference would have provided much more 
support for the hypothesis, this finding still might be viewed as supportive of the 
suggestion that the treatment in the present study was able to reduce MCV, considering 
that the difference in mean MCV between the two groups increased from 1.53 at baseline 
to 6.22 during treatment. The absence of significance in this case could probably be 
explained in terms of absence of significant difference in mean anxiety level between the 
TR and the NTR group. 
More support for the hypothesis was also found in a comparison done with the data 
obtained from the test session, during which time treatment was given to neither group. In 
the comparison, although test non-baseline MCV increased (rather than decreased), 
relative to the test baseline in both the TR and the NTR group (See Table 5.5 in Chapter 
5), the increase was much smaller in the TR group (0.77) than in the NTR (4.02) - as if 
treatment-effects from the tutorial session were still present in the TR group during the 
test session. The increase, in this case, was probably due to test anxiety, since anxiety 
level has been documented (e.g., Hembree, 1988) to often increase during evaluative 
situations. 
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As well as suggesting that in-application relaxation-imagery guidance had a reducing-
effect on MCV, the results regarding the effects of the treatment on MCV also suggested 
more. In particular, they suggested that MCV might be a measure of some aspect of 
human-computer interaction. It is feasible, for example, that it is a measure of eagerness, 
or some component of arousal during human-computer interaction. To explain, the way 
the baseline for MCV was collected in the present study was to ask subjects (at the 
beginning of both the tutorial and the test sessions) to click on a button until the button 
disappeared. No subjects were informed as to how long the button was going to be 
visible, or what was to happen after its disappearance. This set-up could have created the 
eagerness - or anxiousness - that resulted in the tendency (in both the TR and NTR 
condition) to click the mouse-button harder than at any other stage of the experiment. 
In support of the above interpretation, perhaps, was the decreased baseline MCV for the 
test session, relative to the baseline for the tutorial session in both the TR and the NTR 
group (See Table 5.5 & Figure 5.6 in Chapter 5). It was as if the subjects, because they 
were now relatively familiar with the process, did not click the mouse-button as hard 
during the test -baseline data collection. The presence of this factor during baseline could 
probably explain the subsequent size of the reduction (lO.OO) in MCV in the NTR group. 
From this point of view, the size or the significance of the reduction could perhaps be 
viewed as inconsequential to the integrity of the significant reduction found in the TR 
group, as might also be implied by the size of the reduction (14.69). It is imaginable, after 
all, that without this user-based factor, the significant reduction in the NTR group would 
disappear. 
On the other hand, it equally feasible that the effects of the treatment on MCV were 
simply not significant, and a more appropriately designed experiment is required. 
However, the significant differences between some of the MCV means during the 
different stages of the experiment suggested that MCV was sensitive to changes in 
human-computer interaction situations in the present study. The implication of this is that 
there might exist a similarity between MCV and state anxiety. Specifically, it is feasible 
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that MCV is a state-related (i.e., situation-sensitive) measure. See also Figure 5.6 in 
Chapter 5 for MCV means at different stages of the experiment. 
In addition to the possibility that MCV is a measure of eagerness or some other covert 
activity, how hard the mouse-button was clicked in the present study could also be related 
to performance during human-computer interaction. For example, a tendency (p < .346) 
was found for increased MCV to correlate with increased test score. This might suggest 
that subjects who expected to succeed in the test showed the tendency to press harder on 
the mouse-button than those who did not. Of course, such interpretation might also imply 
that MCV (as a measure of performance) is likely to rely to some extent on the 
individual's perception of his/her performance. Indeed, this might explain the seemingly 
illogical finding of a positive relationship. Illogical, because what was expected was that 
given such suggestions as (1) a positive link between finger pressure and forearm EMG 
(Suzuki, 1995), (2) a positive link between anxiety and EMG (Jzard, 1972), and (3) a 
negative relationship between anxiety and test scores (Hembree, 1988), there ought to be 
- at least - a tendency for MCV to be negatively correlated with test score. 
On the other hand, it might be argued that the positive correlation obtained in the present 
study between MCV and performance was unlikely to be completely accurate, anyhow, 
insofar as it is feasible that a subject who was thinking that he/she was succeeding, and 
therefore clicking harder, might not necessarily be succeeding. Equally, a subject who 
was thinking that he/she was not succeeding and therefore clicking less hard, might, in 
fact, be succeeding. Perhaps, the result obtained in the present study was actually for the 
relationship between MCV and the perception of performance, as opposed to the 
relationship between MCV and performance. 
Returning to the discussion relating to the effects of treatment on MCV, perhaps evidence 
that there was a significant interaction between the treatment in the present study and 
MCV can also be found in the significant difference (p < .05) in variability of MCVs 
between the TR and the NTR group. This might suggest, once more, that treatment had a 
significant effect on the muscle-related behaviour of the subjects in the TR group. 
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Admittedly, this result might have highlighted more of a smoothening or calming effect 
of the treatment than a reducing-effect, but it did seem, nevertheless, to strengthen the 
result relating to the principle of the hypothesis that the treatment in the present study had 
a significant effect on MCV. It is possible, after all (going by this result) that apart from 
reducing MCV, another way in which the treatment affected MCV in the present study 
was to reduce the tendency to react erratically or with exaggeration to the changing 
influence of the human-computer interaction situation. Indeed, it is feasible that the 
treatment temporarily modified subjects' muscle-related behavioural tendency, in terms 
of how hard the mouse-button was clicked. 
6.3.1.2 Relation of results to other research findings 
The apparent absence of previous research findings to compare the result concerning 
MCV with was expected. The only studies that bore any similarity (e.g., Parker et aI, 
1995) had combined the provision of relaxation training (i.e., systematic desensitization) 
and the measurement of muscle activity from the forehead. However, since the activity in 
the forehead muscles does not necessarily reflect the activities at other bodily locations, 
perhaps the results from studies such as Parker et al (1995) do not provide a tenable basis 
for comparison. Incidentally, Parker et a1 (1995) failed to find any reduction in forehead 
EMG as a result of the relaxation treatment. 
While Parker's (1995) study was not computer-related, there were some studies, such as 
Suzuki (1995) which have investigated some human behavioural aspects of human-
computer interaction. As already mentioned, Suzuki's study concerned the relationship 
between the intensity of keystroke and forearm EMG - it did not investigate mouse-click 
or the effects of in-application relaxation-imagery guidance on mouse-click velocity. 
However, the study did hold a common aim with the present study, in terms of seeking to 
understand and improve some human behavioural aspects of human-computer 
interaction. With respect to this aim, whereas Suzuki's study proposed a method for 
monitoring the intensity of keystroke which could be used as a basis for modifying a 
user's potentially harmful typing habit, with the aim of improving human-computer 
interaction, the present study, in part, attempted to link MCV, forearm EMG, and anxiety, 
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also with the aim of improving human-computer interaction. Clearly, more research is 
needed in the areas of mouse-click and keystroke intensity, particularly as mouse-clicking 
and typing presently constitute the main channel of human-computer interaction, and 
would probably do for some time to come. 
6.3.1.3 Possible practical implications of the results 
Perhaps the most the obvious practical implication of the finding that MCV was 
responsive to the treatment in the present study is that how hard the mouse-button is 
clicked is a possible measure of relaxedness during human-computer interaction. From 
this point view, it is feasible that it can be used in the real-time monitoring of user-
comfort during human-computer interaction. It may also be used to evaluate the affective 
quality of human-computer interaction. Combined with task outcome, a more complete 
measure of effectiveness of human-computer interaction might be possible. Naturally, if 
MCV is related to relaxedness, then it is also likely to be related to anxiety. It is feasible, 
though, that the same practical implications are applicable, irrespective of whether it is 
used in the monitoring of relaxedness or anxiety. 
The advantage of using MCV in the monitoring of any user-based variable during 
human-computer interaction seems obvious - in that, the mouse is already part of the 
computer set-up. This means that cumbersome, detached-from-the-computer-setup 
measuring devices can be done away with when not absolutely necessary, and 
furthermore, the learner can be monitored without himlher being conscious of the fact. 
This, in turn, is likely to make MCV a measure that is not readily manipulated. As with 
frontal EEG beta, MCV data gathered may immediately be used to ascertain what the 
computer could do to help the learner, or later used to analyze or evaluate a computer-
based learning session. Indeed, this application could be extended to any computer 
application in which user-affective data is required, such as computer-assisted therapy. 
The availability of MCV data may also have application in other areas of human-
computer interaction, such as computer games, where such expressiveness is required to 
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enhance interaction, and is currently provided by attaching extra devices. In particular, 
MCV provides data that could be used to realize a feedback set-up that could help alert 
users of how hard they are pressing the mouse-button. This might have a practical 
implication in the reduction of the risks of computer-related repetitive strain injury (RSI), 
since one of the causes of RSI seems to be related to how hard the mouse-button is 
clicked. RSI represents one of the more dire consequences of poor behavioural human-
computer interaction practices. In its most extreme forms, RSI can be permanently 
debilitating, and life-changing. As more and more of what we do relies on active 
interaction with the computer, the consequences of poor human-computer interaction 
practices are likely to become more pronounced. Although the clicking of the mouse-
button is by no means the sole cause of computer-related RSI, it is feasible that the 
provision of means of changing the user's mouse-clicking behaviour would represent an 
important step in reducing the risk of this illness. Indeed, such a feedback system can be 
combined with treatments aimed at relaxing the user. 
6.3.2 The relationship between state anxiety and mouse-click velocity 
State anxiety, operationally defined as A-state score, was hypothesized to be positively 
and significantly related to how hard the mouse-button was clicked, as measured by 
mouse-click velocity (MCV), in the no-treatment condition. The result did not support 
this hypothesis. 
6.3.2.1 Interpretation of results 
In spite of the less-than-significant positive correlation between state anxiety and MCV, 
perhaps the result still could be viewed as a tendency during human-computer interaction 
for increased state anxiety to result in increased mouse-click velocity. State anxiety is 
defmed as a transitory emotional condition of the individual that increases in response to 
stressful situations (Spielberger, 1966a). Therefore this finding might be interpreted to 
mean that there was, in the present study, the likelihood that the more the human-
computer interaction situation in the present study was perceived to be stressful the 
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harder the subjects clicked on the mouse-button. Furthermore, if reduced state anxiety is 
assumed to be related to increased comfort (Spielberger et al, 1970), then the finding 
under this hypothesis might be seen as having the tendency to support the suggestion 
under the previous hypothesis that how hard the mouse-button was clicked in the present 
study was related to how comfortable a subject was with the human-computer interaction 
situation. The finding might also be supportive of the earlier suggestion that it is feasible 
that MCV is related to anxiety, as experienced during human-computer interaction. 
The observation that the correlation was stronger in the NTR (r = .312) group than in the 
TR (r = .101) perhaps confirmed the suspicion noted in earlier in Chapter 4 that treatment 
was likely to affect the correlation between state anxiety and MCV. One possible 
explanation for this is that treatment altered the perception of the subjects, as a result of 
which the subjective description of their feelings failed to match the way they actually 
reacted physically. Such mismatches could have resulted in the relatively weak 
correlation. 
The tendency for anxiety measures to correlate poorly with each other is well-
documented (Holroyd & Appel, 1980), therefore perhaps the absence of a significant 
correlation between state anxiety and MCV was simply an addition to that list of 
inconsistencies and contradictions. In the case of the present study, there is little doubt 
that some other human-related factors might have been involved in the weak correlation. 
For example, the possibility that individuals have specific ways of reacting to different 
stressful situations might have been a contributing factor. It could also mean that a more 
appropriate design is required that is more capable of investigating the relationship 
between MCV and state anxiety. Whatever the case, the finding from the present study of 
the tendency for MCV to be positively related to state anxiety represents, as of the 
moment, the best evidence available regarding the relationship between state anxiety and 
how hard the mouse-button is clicked, and is perhaps worthy of further investigation. 
Incidentally, the results obtained for the relationship between another type of anxiety 
(Le., trait anxiety) and MCV were along the line of a positive but insignificant 
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correlation. This might serve as support for the finding regarding the relationship 
between state anxiety and MCV, particularly since a positive and significant correlation 
(p < .003) was observed in the NTR group between trait and state anxiety. The absence of 
significance (p < .118) in the TR group, once more, might have been due to the effects of 
treatment on the interaction between trait and state anxiety. The results relating to trait 
anxiety and MCV might suggest that there was the tendency in the present study for those 
who were more prone to anxiety to click the mouse-button harder than those less prone, 
given identical human-computer interaction situations. Over all, these results, perhaps, 
might be seen to indicate the possibility of a relation between MCV and anxiety. 
6.3.2.2 Relation of results to other research findings 
Once again, the results regarding the relationship between state anxiety and mouse-click 
velocity were found not to be directly comparable to any previous research findings. 
However, assuming that there is a relationship between mouse-click velocity and bodily 
muscle tension, or, at least, forearm muscle-tension, then these results could be taken to 
be mildly supportive of results from studies, such as Budzynski and Stoyva (1969), which 
noted correlation between increased muscle tension (i.e., higher EMG) and increased 
anxiety. Naturally, this means that these same results were inconsistent with results by 
Parker et al (1995), who found no reduction in EMG during progressive relaxation 
treatment. Also, the significant correlation found in the present study between state and 
trait anxiety in NTR group was considered supportive of Spielberger's (1966a, 1972) 
finding of a positive correlation between trait and state anxiety. 
6.3.2.3 Possible practical implications of results 
The tendency for state anxiety to be positively associated with mouse-click velocity 
possibly implies that yet more weight is added to earlier suggestion that mouse-click 
velocity may be a possible index of anxiety or degree of comfort during human-computer 
interaction 
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6.3.3 The relationship between baseline and non-baseline mouse-click velocities 
Baseline mouse-click velocity was hypothesized to be positively and significantly related 
to non-baseline mouse-click velocity in the no-treatment condition. The result showed a 
positive and significant (p < .001) correlation. 
6.3.3.1 Interpretations of results 
The positive and significant (p < .001) relationship between baseline and non-baseline 
MCVs in the NTR condition suggested that those subjects who clicked the mouse-button 
relatively harder at the beginning of the experiment probably did so all the way through. 
This could imply that it is feasible that how hard the mouse-button is clicked is a stable 
human-computer interaction behavioural trait that is stable over an appreciable period of 
time, in this case, the duration of the experiment. Combined with another suggestion in 
the present study that MCV could be state sensitive, a much wider interpretation is 
perhaps possible which views MCV from both state and trait perspectives. More 
specifically, it is feasible that two types of MCV data - state and trait mouse-click 
velocity - are definable, such that, trait mouse-click velocity is reflected in the baseline 
taken during a restful state, when no active task is being performed. State mouse-click 
velocity (or situational mouse-click velocity), on the other hand, is the non-baseline 
mouse-click velocity taken during the presence of a supposedly threatening or stressful 
situation. 
Incidentally, the concept described above closely resembles that relating to anxiety (i.e., 
state and trait anxiety), in which high trait-anxious individuals are said (Spielberger, 
1966a) to be more likely to react to a threatening situation with high state anxiety than the 
low-trait-anxious. In the case of mouse-click velocity, perhaps it may be said that it is 
feasible that how hard an individual clicks the mouse-button when in an aroused state is 
determined by how hard helshe clicks when in a relatively relaxed state. This may even 
mean that individuals may fall into different categories, such as soft, medium or hard 
"clickers", in terms of how hard they generally click the mouse-button. Naturally, it is 
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also feasible that this trait can be modified permanently through training, just as anxiety 
and most other behavioural responses can be. 
Once more, the observation of little correlation (r = .075) in the TR condition, as opposed 
to a significant one in the NTR, confirmed the suspicion that the treatment in the present 
study possibly affected the correlation between baseline and non-baseline MCVs. From 
one point of view, the subjects might have reacted to the treatment in different ways. This 
would imply that while the mouse-clicking habits of some subjects might not have been 
affected at all, those of others might have been affected in vary degrees. Such 
inconsistent responses to the treatment might have weakened the correlation, as was 
observed in the TR group. Over all, the strength of the significance (p < .001) in the NTR 
group perhaps suggests that how hard the mouse-button is clicked is a variable in human-
computer interaction that says something both about the state and the disposition of a 
computer user, and is worthy of further investigation in He! research. 
6.3.3.2 Relation of results to other research findings 
No previous studies were found which have investigated how hard the mouse-button is 
clicked during human-computer interaction, therefore no comparison could be made. 
6.3.3.3 Possible practical implications of results 
A practical implication of the finding that how hard the mouse-button is clicked may be 
definable in terms of state and trait mouse-click velocity is that mouse-click velocity may 
provide a muscle-related behavioural measure for both state and trait anxiety, which can 
be easily incorporated in computer-based learning-anxiety research. Presumably, it may 
also be agreeably combined with other anxiety measures. Furthermore, the suggestion 
that how hard the mouse-button is clicked is a possible human-computer interaction 
behavioural trait may provide a means of identifying users, such as hard clickers, whose 
clicking habits might put at risk with the more dire consequences of poor human-
computer interaction practices, such as computer-related RSI. Following the 
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identification of such users, steps may then be taken, for example, to permanently modify 
this habit, as previously mentioned, through some sort of feedback technique. 
6.4 Discussion results relating to frontal EEG beta 
The results obtained from the analysis of the data for frontal EEG beta were interpreted 
as shown below. 
6.4.1 The effects of treatment on frontal EEG beta 
No hypothesis was described, and no statistical significance was found in the difference 
in frontal EEG beta between the TR and the NTR group. 
6.4.1.1 Interpretation of results 
An interpretation of the results obtained regarding the effects of treatment on frontal EEG 
beta is that it is feasible that the treatment produced some frontal EEG beta reducing-
effects. In particular, the statistically significant difference (p < .016) found in post-
treatment baselines (Le., test baselines) between the TR and the NTR group provided a 
relatively good support for this suggestion. If reduced frontal EEG beta is taken to be 
associated with an increased relaxed state (e.g., Jacobs et ai, 1996), then such low frontal 
EEG beta test baseline obtained in the present study presented an even more interesting 
observation - considering that the subjects knew that what was to follow was a test. As 
suggested by Wine (1972), knowing that a test is to follow a tutorial should be enough to 
induce anxiety. The increase in anxiety, in turn, should be observable in increased frontal 
EEG beta (Jacobs et aI, 1996). 
Consequently, the finding that there was no statistical significance in the difference 
between tutorial baseline and non-baseline frontal EEG beta in the TR group might 
suggest that (1) the experiment was not designed specifically to investigate the effects of 
treatment on frontal EEG beta, (2) overall beta level in the group was not very high, to 
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begin with, and (3) other factors, such as mental activity might have prevented larger 
reduction in frontal EEG beta level. Similar explanations could be given, perhaps, for 
why there was no significance in the difference between the two groups in non-baseline 
frontal EEG beta. Nevertheless, the results obtained were such that frontal EEG beta may 
still be viewed as sensitive to variation in experimental conditions (See Figure 5.10). 
Furthermore, as frontal EEG beta was employed in the present study to monitor anxiety 
level on the basis that it correlates positively with anxiety, it may also be suggested that 
the treatment in the present study was able to reduce anxiety, thereby possibly reducing 
discomfort during interaction and improving quality of interaction. This suggestion is 
indeed similar to that made earlier in relation to the effects of the treatment on MCV. 
Although only a speculation, given the general lack of significant treatment-effect on 
frontal EEG beta, MCV may well be a more sensitive index of anxiety or relaxation 
during human-computer interaction. 
6.4.1.2 Relation of results to other research findings 
Assuming that the presence of relaxation response in the treatment used in the present 
study played a part in the reduction of frontal EEG beta, then this finding can be 
assumed, in turn, to be supportive of Jacobs et al's (1996) suggestion that relaxation 
response is capable of reducing frontal EEG beta. 
6.4.1.3 Possible practical implications of results 
One of the practical implications of the finding that the treatment in the present study was 
able to reduce frontal EEG beta is that frontal EEG beta can be used to monitor the 
effectiveness of computer-based relaxation-response-related treatments, or perhaps any 
computer-based relaxation treatment. Another practical implication was demonstrated by 
using frontal EEG beta to monitor anxiety in the present study. 
6.4.2 The relationship between frontal EEG beta and performance 
No hypothesis was described, but a negative and non-statistically significant correlation 
was found between frontal EEG beta and test score. 
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6.4.2.1 Interpretation of results 
The tendency for frontal EEG beta and test score to be negatively correlated suggested 
that reduced frontal EEG beta was beneficial to performance in the present study. Indeed, 
this could be expected, since reduced frontal EEG tends to be related to reduced anxiety 
(Ray & Cole, 1985), and increased anxiety can be detrimental to performance in 
computer-based learning (Cooper & Stone, 1996). Additionally, frontal EEG beta, 
together with frontal EEG alpha, has been associated with increased alertness (Field et ai, 
1996; Oken & Salinsky, 1992). From this point of view, it is feasible that the treatment in 
the present study induced both increased relaxation and alertness. 
6.4.2.2 Relation of result to other research findings 
The finding that frontal EEG beta showed the tendency to be negatively correlated with 
performance in the present study provided some support for the suggestion by Field at al 
(1996) that reduced frontal EEG beta is related to improved performance. However, 
whereas the nature of the material in the present study was history-related, that in Field at 
aI's (1996) study was mathematical. Additionally, it was performance speed that Field 
and colleagues correlated reduction in frontal EEG beta with, not performance score. 
6.4.2.3 Possible practical implications of results 
A possible practical implication of the finding that frontal EEG beta tended to be 
negatively related to performance in the present study is that frontal EEG beta may 
provide means of determining when it is relatively conducive to present learning 
materials, during a computer-based learning session, with the aim of improving learning. 
Indeed, this application is similar to what was done in the present study. The scope of the 
frequency bands used could also be extended to include the rest of the EEG frequency 
bands. This may provide a more accurate approximation of the learner's brain state. 
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6.4.4 The relationship between frontal EEG beta and mouse-click velocity 
No hypothesis was defined, and no correlation was found in the TR group between 
frontal EEG beta and mouse-click velocity (MCV). However, a non-significant negative 
correlation was found in the NTR group. 
6.4.4.1 Interpretation of results 
Once more, only the results free from the influence of treatment were considered for the 
purpose of interpretation. This meant that the present study showed a tendency for frontal 
EEG beta to decrease as MCV increased. This seemed to present a contradiction, if 
viewed in relation to the suggestion that MCV could be a measure of anxiety. More 
specifically, if frontal EEG beta and MCV both showed a tendency to positively correlate 
with anxiety in the present study, then both should also show at least the tendency to 
correlate positively with each other. Again, the finding that they are not can perhaps be 
explained by the suggestion (e.g., Hodges, 1976; Holroyd & Appel, 1980) that measures 
of anxiety are often contradictory of each other. It may also be explained by the 
suggestion (Phillips et al, 1972) that different anxiety measures may indeed be measuring 
different components of anxiety. In the case of the present study, frontal EEG beta might 
have been representative of the physiological component of anxiety, while MCV was 
associated with the behavioural component. The possibility that one variable might have 
permitted more conscious manipulation than the other is equally capable of providing yet 
another explanation. 
It should also be pointed out that the investigation of the relationship between MCV and 
EEG beta was not viewed as validating MCV as a measure of anxiety/relaxation, since 
this might imply that EEG is an unequivocal index of anxiety; there seems, presently, no 
evidence that EEG beta is this, neither is there evidence that other currently used anxiety 
measures are. From this point of view, the investigation in the present study of mouse-
click velocity as a possible measure of anxiety was based mainly on the argument that if 
anxiety is related to muscle tension (Malmo, 1975), and muscle tension is related to how 
hard the finger presses on a button (Suzuki, 1995), then how hard the mouse-button is 
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clicked should be related to anxiety. The outcome of this investigation should then 
determine whether or not further research is worthwhile, in terms of attempting to 
validate MCV by correlating it with different anxiety measures, using more appropriately 
designed experiments. 
Consequently, what these explanations might imply is that a negative-correlation 
tendency between frontal EEG beta and MCV does not necessarily mean that MCV is not 
significantly related to anxiety. More research is clearly needed into the relationship 
between MCV and other anxiety measures in order to clarify this type of contradiction. 
6.4.4.2 Relation of results to other research findings 
No previous studies were found which have investigated the relationship between frontal 
EEG beta and mouse-click velocity, or bodily muscle movement intensity in general. 
6.4.4.3 Possible practical implications of results 
In view of the contradiction in findings in the present study regarding frontal EEG beta 
and MCV, perhaps a practical implication of the finding of the tendency for the two to be 
negatively correlated is best described in terms of the need for further investigation into 
this relationship. 
6.S The connection between the main and the subsidiary hypotheses 
As implied in Chapter 3, the connection between the main and the subsidiary hypotheses 
lay mainly in the fact that both were meant to investigate effectiveness of human-
computer interaction. At the start of this thesis, a tentative definition of effectiveness of 
human-computer interaction was described that comprised task outcome and quality of 
interaction. Task outcome was considered measurable in terms of test scores, and quality 
of interaction in terms of reduced anxiety or reduced muscle tension. 
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Consequently, the main hypothesis was meant to investigate the effects of in-application 
provision of guidance on task outcome, while the subsidiary hypotheses investigated 
quality of interaction. Just as the consideration for user-comfort might be seen to 
complement the effectiveness of human-computer interaction, the subsidiary hypotheses 
were meant to complement the main hypothesis. Furthermore, the investigation of MCV 
as a possible index of anxiety or relaxation during human-computer interaction 
represented an effort to provide a support for relatively seamless implementation of the 
main hypothesis, in terms of using MCV to measure anxiety or relaxation during human-
computer interaction. A discussion has already been presented as to the advantage of this 
from the point of view of practicability. 
6.6 Summary of Discussion 
This chapter discussed the results obtained from the present study relating to the main 
and the subsidiary hypotheses. For the main hypothesis, interpretations were presented 
that it is feasible that in-application relaxation response and imagery strategy guidance in 
the present study produced significant improvement in human-computer interaction. 
Regarding the subsidiary hypotheses, one set of interpretations was presented that 
suggested that, in the present study, the same treatment as above: 
(a) Produced significant reduction in how hard the mouse-button was clicked during 
human-computer interaction. 
(b) Reduced the tendency to click the mouse-button erratically. 
The other set of interpretations suggested that, in the present study, how hard tlie mouse-
button was clicked - as measured by mouse-click velocity (MCV) - during human-
computer interaction appeared to: 
(a) Have the tendency to increase with anxiety. 
(b) Be a human-computer interaction behavioural trait. 
(c) Be sensitive to changes in situation during interaction. 
The following is a more detailed summary of this discussion. 
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6.6.1 Summary of discussion relating to the main hypothesis 
• It is feasible that real-time in-application relaxation response and imagery strategy 
guidance, in the present study, produced superior learning during computer-based 
learning, as measured by test scores. 
6.6.2 Summary of discussion relating to the subsidiary hypotheses 
• It is feasible that real-time provision of in-application relaxation response and 
imagery strategy guidance, in the present study, produced significant reduction in 
how hard the mouse-button was clicked, as measured by mouse-click velocity. 
• It is feasible that how hard the mouse-button was clicked in the present study was 
responsive to changes in situation during human-computer interaction. 
• It is feasible that real-time provision of in-application relaxation response and 
imagery strategy guidance, in the present study, reduced the tendency to click the 
mouse-button erratically during human-computer interaction. 
• It seems reasonable to suggest that, in the present study, there was a tendency for 
users to click the mouse-button harder as anxiety increased during human-
computer interaction, and that this tendency was strongest in the absence of the in-
application relaxation-imagery guidance. 
• It is feasible that how hard the mouse-button was clicked during human-computer 
interaction in the present study portrayed this action as a human-computer 
interaction behavioural trait. 
• It is feasible that mouse-click velocity, in the present study, was a measure that 
was definable as two types: state and trait mouse-click velocity. 
6.6.3 Summary of discussion relating to frontal EEG beta 
• Some evidence was found to suggest that in-application relaxation response and 
imagery strategy guidance produced reduction in frontal EEG beta, and this was 
supportive of some previous research fmdings. 
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• The relationship between reduced frontal EEG beta and better learning seemed to 
be supported. 
• There seemed support for previous studies that EEG is a physiological trait that 
may be stable over an appreciable period of time. 
• The tendency that decreased frontal EEG beta correlated with increased mouse-
click velocity seemed to present a contradiction, since both variables seemed to 
show the tendency to increase with anxiety. 
6.7 Critical reflection 
The results obtained relating to effectiveness of human-computer interaction, as 
measured by test scores and anxiety (or relaxation) level in computer-based learning, 
were in support of the provision of continual in-application guidance that is based on 
real-time monitoring of the user's approximate level of anxiety during human-computer 
interaction tasks. Furthermore, the results somewhat confirmed the suspicion that how 
hard the mouse-button is clicked during a human-computer interaction task might be a 
useful behavioural measure in the study of human-computer interaction. 
However, with an investigation such as this, it is seldom possible to do everything the 
best way it could have been done. This section offers the opportunity to reflect on some 
aspects of the experimental design and procedure which might have benefited from being 
done differently. 
6.7.1 Experimental Design 
(a) The aim to make the treatment as effective as possible resulted in rather lengthy 
instructions, which, in turn, probably militated against the treatment's 
effectiveness. 
(b) The history-oriented nature of the learning material meant that it relied heavily 
on memory. This made it a little difficult to generalize on the results obtained. 
Perhaps a subject matter that taxes, for example, both memory and problem-
solving skills would provide a more tenable basis for generalization in relation to 
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human-computer interaction. However, given that many human-computer 
interaction tasks can be taxing on memory, perhaps the choice of learning 
material was not entirely inappropriate. 
(c) It was difficult deciding on the threshold for frontal EEG beta level. Ideally, it 
should be as low as possible. However, setting this low meant that no subject 
could attain such a state of relaxedness for long enough, and, as a result, 
variation in the way the learning material was presented was limited to one 
version. In a sense, this might be seen as advantageous, in that it limited the 
number of factors that could have influenced the results, and therefore made the 
results relatively more reliable. 
(d) Although the assignment of subjects to the experimental and control conditions 
was entirely random, no consideration was made in terms of the subjects' 
aptitudes. While the experimental design used in the present study seemed 
adequate, in terms of the study's main aim of investigating the effects of a 
treatment on human-computer interaction, perhaps a design in which the same 
group is used to investigate the two different conditions (TR and NTR) would 
have afforded more definite interpretations regarding factors, such as aptitude, or 
the nature of the effects of the treatment on individuals. 
(e) The subjective measurement of state anxiety was done only once, that is, 
immediately after the experiment. Shorter measures could have been placed at 
various points in the application. These would have provided an additional 
opportunity to further investigate the relationship between mouse-click velocity 
and state anxiety, particularly at various points in the experiment. 
(t) The treatment in the present study combined relaxation response with imagery 
strategy for reasons already stated earlier. However, it would be interesting to 
investigate the effects of each of these components separately, purely from the 
viewpoint of comparison with the results obtained in this study. As for the 
results obtained in this study, again, it was believed that the treatment-effects 
were as a result of the synergy of in-application relaxation response and imagery 
strategy guidance. 
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(g) Given that experimental design seemed to have introduced some other factors in 
the collection of baseline mouse-click velocity, a better design should have been 
used, which would not introduce possible eagerness or haste. 
6.7.1 Experimental Procedure 
(a) The subjects were 30 undergraduates from the computer science department of 
the university. This sample could have been larger. In addition, given the nature 
ofthe learning task, the subjects could have been from more varied fields, and of 
a much wider age range than 19 to 41. This could have instilled more confidence 
in the results, and as a result improved the limits of generalization in terms of 
interpretation. 
(b) A subject in the TR group who expressed bias about the treatment scored the 
second lowest mark in the group. The subject went through the experiment with 
the belief that the treatment would not work. This was an indication that belief, 
or attitude, can work against the effectiveness of treatment. This finding also 
implied that, an experiment group comprising all biased subjects might reverse 
the findings obtained in the present study. Incidentally, the lowest scorer was 
willing and never expressed any bias. This subject, however, was the only one 
who orally expressed test-related worries in the TR group. Perhaps the provision 
of treatment in the test part of the experiment would have helped. 
(c) Since the learning material was part of an undergraduate module, one important 
prerequisite for taking part in the experiment was the agreement to not study the 
material before the experiment. All the subjects admitted to not having studied 
the material before the start of the experiment. However, there was no way of 
finding out if every admission was true. A different choice of material might 
have eliminated such reliance on word of mouth. 
(d) Most of the subjects expressed no concern about noise from outside. However, 3 
out of the 6 subjects in the TR group who scored less than 50% did the 
experiment on a day that was very noisy as a result of storm. The other three did 
their experiments on different days. It is possible that the former three subjects 
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were affected by the storm. Consequently, it would be interesting to know what 
role sensitivity to distraction, such as noise, plays in human-computer 
interaction. 
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Chapter 7 
A framework for incorporating imagery in the on-line help 
system 
7.1 Introduction 
This chapter combines the theoretical aspects and the experimental results from the 
present study under a tentative framework that suggests that: 
(a) Learning may be implicated in effective human-computer interaction. 
(b) On-line help system is a learning component that is common to most computer 
applications. 
(c) There seem similarities between on-line help system and computer-based 
learning, in terms of their aims to teach. 
(d) It is feasible that in-application relaxation-imagery guidance can be incorporated 
in the on-line help system of a computer application. 
The rest of the chapter is according to the following sections: 
• Effectiveness of HCI and the on-line help system 
• CBL as a component ofHCI 
• Implementing CBL techniques in the on-line help system 
• Summary 
7.2 Effectiveness of HeI and the on-line help system 
In order to investigate human-computer interaction in the present study, it was necessary 
to find the means of measuring effectiveness of human-computer interaction. These 
means were obtained by first defining effectiveness of human-computer interaction in as 
simple and practical a term as possible. This definition was in terms of task outcome, 
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with the suggestion that quality of interaction should be considered. Quality of interaction 
was meant to refer to the user's affective state during interaction with the computer, 
while task outcome was defined in terms of how much of what was learned was recalled 
to perform a computer-based task. The definition suggested that learning is implicated in 
effective human-computer interaction. It also implied that in order to more fully improve 
the effectiveness of human-computer interaction, there needs to be at least an effective 
learning component in a computer application. Furthermore, in order for this component 
to be a viable part of an HCI research framework, it ought to be present in most computer 
applications. 
To identify a learning component that is common to most computer applications, it was 
necessary to look for a component that provides knowledge about either the procedures 
of the application that it is part of, or about a subject-matter. This component was 
identified as the on-line help system. Consequently, from the point of view of the 
similarity - in terms of teaching aims - computer-based learning was suggested to be an 
important component that should be considered in HCI research. Equally, from the point 
of view that effective interaction (Le., learning and performance) is not unrelated to the 
user-based factors, such as anxiety, real-time non-conscious affective information 
regarding the user was suggested to be an important component of human-computer 
interaction. This suggestion would also seem to be in agreement with Rasmussen's 
(1980) recognition that user subconscious factors are involved in human-computer 
interaction. 
The on-line help system is important in the learning of the functions and procedures 
necessary to interact with the computer. From this point of view, it is conceivable that an 
effective on-line help system is likely to contribute to an effective human-computer 
interaction. The on-line help system is a popular form of support. However, it appears 
that the truth in Moll and Fischbacher' (1989) observation nearly a decade ago still holds 
about the scarcity of empirical studies on the effectiveness of different forms of on-line 
help system It is imaginable, nevertheless, that a typical text -based on-line help system 
suffers from the same limitations inherent in other text-based types of knowledge-
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delivering media. In particular, the text-based on-line help system is very similar to 
computer-based learning, both in terms of function and, to a great extent, design. 
Therefore, perhaps empirical findings regarding the effectiveness of a text-based 
computer-based learning application may indeed suggest some truth about text-based on-
line help systems. The computer-based learning application in the present study was text-
based, therefore it may be assumed to be reasonably similar to a text-based on-line help 
system. 
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It has already been shown, through Tobias' (1977) model of anxiety-treatment 
interaction, how anxiety can affect learning at three stages: preprocessing, during 
processing and after processing. Figure 7.1 shows a modification of this model. Whereas 
Tobias (1977) implied that the effects of anxiety could be reduced by manipulating 
factors, such as task difficulty and the extent to which task relies on memory, the 
modified model proposes that treatment may be provided to cope in particular with 
anxiety and the varying demands on memory all through learning. The implication of this 
is that learning will now be influenced by the resultant of anxiety and treatment effects, 
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rather than by the anxiety-effects alone. In the case of the present study, the treatment 
was in the form of in-application relaxation response and imagery strategy instructions, 
and the experimental results were able to provide some encouragement for these various 
lines ofreasoning. 
7.3 CBL as a component of HCI 
It could be assumed that Maddix' s (1990) illustration of the relationship between HeI 
and other important disciplines in computing (Figure 7.2) showed a direct link between 
Her and eBL, since such was shown with computer systems applications. However, this 
may also be seen as doubtful, insofar as eBL did not seem to have been mentioned 
throughout the book. Similarly, specific reference to eBL in the research of effective 
Her is almost non-existent. In a sense, although some (e.g., Preece, 1993) recognize that 
eBL can be helpful in providing user-support, this situation may suggest that computer-
based learning is not seen to be as important as it should be in the research of effective 
human-computer interaction. The situation may also suggest that a lack of direct 
connection between eBL and effectiveness of Her is generally assumed in Her research. 
Yet, as this thesis has attempted to argue, it is feasible that any computer application in 
which any type of knowledge is communicated is in principle borrowing from, or using 
the same basic concepts as computer-based learning. 
An illustration similar in principle to Maddix's (1990) is shown in Figure 7.3 that 
proposes a greater emphasis on the relationship between Her and eBL. The illustration 
derives from the results obtained in the present study, and is tentative. It shows a more 
specific link between HeI and eBL to suggest that ideas and principles may be 
communicated directly especially between the two areas. It also views computer-based 
learning as not only a type of computer application, but also a possible development and 
testing ground for the learning-related aspects of human-computer interaction research. 
More precisely, it is feasible that the principles in Her relating to effective transfer of 
knowledge of any kind can be derived from effective eBL techniques. 
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Typically, the components implicated in the effectiveness of human-computer interaction 
tend to include the screen presentation, the on-line help system, and the user factor. The 
screen presentation is meant, here, to refer to the application screen, while the on-line 
help system represents all the help materials and the technique of presentation of these 
materials. The help materials typically consist of task procedures and function 
definitions. The technique of presentation refers to the structure of the on-line help 
material and the general screen design. The user-factor describes user attributes, such as 
aptitude, affinity, or anxiety level. 
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Figure 7.4 
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Components 
The tentative link that was derived from the present study between HCI and CBL is 
illustrated in the model in Figure 7.4. In the model, the on-line help system essentially 
becomes an effective CBL. The components of an effective CBL are shown with the 
model in Figure 7.5, and are the same as used in the present study. This means that the 
material/treatment component comprises materials that may vary in subject -matter, and 
the treatment segment of this component contains instructions on treatment techniques to 
cope with the user-factor represented in the user-factor component. Presumably, the user-
factor may refer to either the cognitive or affective state of the user. However, in the 
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present study, this was meant to refer to the user's state of anxiety. The link between the 
material/treatment and the user-factor component implies that the user factor determines 
the type of treatment and how it is provided, although for the benefit of the present 
demonstration, it may be assumed that treatment is provided irrespective of the user's 
anxiety level. The screen presentation component consists of how the material/treatment 
component is represented on the screen, hence the link. 
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Figure 7.6 shows an effective CBL as a component involved in the effectiveness of HCr. 
In the model, the screen presentation components in both the application and CBL 
become one, since the screen presentation component in the CBL can use essentially the 
same design as the application for teaching the procedures of the application. 
Consequently, there is now a link between the CBL material (now the on-line help 
material) and the screen presentation component. The user-factor is retained for if and 
when there are both the technology and the inducement to incorporate the real-time 
monitoring of non-conscious user-data. Non-conscious user-data is meant to refer to data, 
such as physiological or behavioural data that the user is not normally able to consciously 
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influence. To some extent, the technology is presently available to monitor physiological 
data, and safe (Morse, 1993), although practical application is stilI not as seamless as it 
should be to attract more practical interest. The monitoring of behavioural data (MCV) 
was one of the aspects investigated in the present study. Figure 7.7 shows a more 
compact version of the model. 
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7.4 Implementing effective CBL technique in on-line help system 
Having developed and tested a technique within a CBL environment, it can then be 
incorporated into the on-line help system of a range of computer application types. If the 
technique cannot be incorporated in its original form without compromising the 
effectiveness of the help system, then it should be translated appropriately. The technique 
used here to demonstrate this principle is the in-application relaxation-imagery guidance 
employed in the present study. 
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It is evident that most on-line help systems are characterized by textual lists of procedural 
steps aimed at accomplishing various tasks. Although some of these procedures can be as 
simple as to afford remembering them long enough to use to accomplish the required 
task, others can be quite complex and demanding on memory processes. When the 
procedures to be learnt are complex, effective interaction with the help system can be 
easily compromised. To support this statement is the understanding that the detrimental 
effects of higher levels of anxiety on learning is most noticeable when tasks are complex 
(e.g., Spence & Spence, 1966) and heavy on memory (Tobias, 1977). There is also the 
suggestion that the perception of comfort during interaction can be enhanced by reduced 
anxiety (Spielberger, 1977), and that learning (i.e., task outcome) can be improved by the 
use of memory techniques (Hembree, 1988). 
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This means that adding text-based treatment instructions to the on-line help system is 
more likely to compromise its effectiveness than not, by perhaps placing extra burden on 
memory or/and acting as an additional stressor. From this point of view, instead of using 
the treatment in its original textual form (Le., as used in the present study), its principles 
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should be translated into an animated imagery, similar, perhaps, to cartoon. This cartoon-
like imagery contains two main components: an actor, and a 3-D version of the screen 
presentation environment. The actor is to perform the imagery version of the procedures 
required to accomplish the task, on which the user has requested help. The building 
principles for this imagery scene may be derived from Milheim's (1993) guidelines on 
how to use animation in computer-based learning. Some of these guidelines are listed 
below. 
• Develop simpler animations rather than complicated ones. 
• Design animated presentations so that important information can easily be 
perceived. 
• Include options for varying the speed of animation to provide emphasis at various 
points during the sequence. 
• Use animation when instruction includes the use of motion. 
• Use animation sequences to show otherwise invisible events. 
• Use interactive, dynamic graphics such as would allow user-manipulation. 
• Use animation to gain user's attention. 
• Avoid over-use of animation, since this can distract the user. 
Of course, as already implied (e.g., Lai, 1998) in Chapter 2, animated graphics do not 
always result in better learning, relative to static graphics. However, it should it should be 
pointed out that in cases such as Lia's (1998), animation was used to illustrate analogies 
of what was being taught, as opposed to using animation to illustrate an actual process. 
The latter - which is using animation to illustrate the actual procedure being taught (e.g., 
Mayer & Anderson, 1992), and which has been suggested (e.g., Williamson & Abraham, 
1995) to help novices build metal models of what is being learnt - was what was 
proposed in the present study. 
7.4.1 An example of implementation 
Application: Word/or Windows '95 
Help Requested: How to create a new file 
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Figure 7.8 represents an actor in a 3-D environment comprising the relevant aspects of 
the application screen, in this case, the basic screen features of Word for Windows '95. It 
is important that the environment is not cluttered with features. 
The Animated Story Script 
The script below represents the procedure required for the creation of a new file. The 
sequence for creating a new file is acted out by the actor in the environment. It is 
essential that aspects that correspond to the main steps of the application procedure being 
described are emphasized. The features to emphasize, here, are "File" and "New". 
Start: 
Actor looks confused. 
He is thinking, "Now, how can I create a new file?" 
He looks around the room and sees, on the wall, a drawer marked "File". 
He is thinking, "File. Umm, create a new file. " 
He reaches for the drawer. 
He tries to open it, but it will not open. 
He is panicking. 
Then he is thinking, "Keep calm". 
At the same time, he practices a brief relaxation routine. 
Now looking relaxed, he tries to open the drawer again. 
The drawer opens, revealing a number of cards. 
He takes all the cards out and puts them on the floor. 
Going through the cards, he finds one marked "New". 
He thinks, "Umm, new! Create a new file, umm" 
He puts the card aside, and then returns the rest in the drawer. 
Now he picks up the "New" card. 
He looks at it, and shows confusion, "What do I do with it?" 
He looks around and sees a slot. 
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The slot has a hand, and it is pointing at itself. 
The slot is labeled "Insert Request Card". 
Actor is thinking, "Umm, insert card". 
He inserts card. 
Then another slot appears on the wall, and ejects a blank paper headed "Document". 
The actor picks up the paper. 
He is thinking again, "Umm, new document is created". 
This represents an example of a sequence that may be used to explain the procedure 
required to create a fIle in Word for Windows '95. This imagery could be shown in the 
form of video or animation when help is requested on fIle creation. As already implied, 
the procedure described by the imagery could be any of many that can be found in any 
. computer application. 
7.5 Summary 
This chapter presented a tentative framework for incorporating a CBL technique in a 
learning-related aspect of HC!. It was suggested that: 
(a) Learning may be implicated in effective human-computer interaction. 
(b) On-line help system is a learning component that is common to most computer 
applications. 
(c) There seem similarities between the on-line help system and computer-based 
learning, in terms of their aims to teach. 
(d) It is feasible that in-application relaxation-imagery guidance can be incorporated 
in the on-line help system of a computer application. 
Some practical problems were also highlighted, regarding this framework. These 
problems are discussed in the next chapter, under Future Work. 
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Chapter 8 
Conclusions and Further Work 
8.1 Introduction 
This chapter presents a summary of this thesis, suggesting that it is feasible that: 
(a) The on-line help system represents a link between computer-based learning and 
other computer application types. 
(b) In-application relaxation-imagery guidance is an effective treatment in 
computer-based learning. 
(c) Imagery-based on-line help would be more effective than one that is text-based. 
(d) How hard the mouse-button is clicked is a measure of user-comfort in human-
computer interaction. 
The rest of the chapter is according to the following sections: 
• Conclusions 
• Future Work 
8.2 Conclusions 
Although a survey of literature did not reveal an absence of research on effectiveness of 
human-computer interaction, it did show a scarcity of studies relating to the role of user-
based, behavioural factors in effective human-computer interaction. Evidence was also 
found as to the nature of the problems generally encountered both in defining and 
measuring effectiveness in interaction. Consequently, for the purpose of the present 
study, a relatively easy and tentative definition was proposed that included task outcome, 
with the suggestion to not exclude quality of interaction. In this regard, higher. task 
outcome was represented in terms of higher test score, and improved quality of 
interaction by reduced muscle tension (or increased relaxedness). As computer-based 
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learning is a form of human-computer interaction, computer-based learning was chosen 
as an ideal vehicle to investigate the effectiveness of human-computer interaction. 
The thesis began by addressing factors that affect the effectiveness of human-computer 
interaction, and classifying them as user-based and computer-based. An approach which 
might help towards making human-computer interaction more effective was then 
proposed that suggested the real-time recognition of user-based factors, provision of in-
application guidance on how to cope with these factors, and compensation for poor 
interaction that might result from possible adverse effects of the factors. To provide a 
basis for experiment, a user-based factor was identified through the literature survey as 
anxiety, and treatment was defined in terms of real-time monitoring of anxiety, real-time 
provision of relaxation response guidance on how to cope with anxiety, and real-time 
imagery strategy guidance to compensate for possible poorer interaction due to anxiety. 
To explore the effects of this treatment on the effectiveness of human-computer 
interaction, an experiment was devised to investigate subjects' performance in a 
computer-based learning task. The computer-based learning task comprised a tutorial, 
which was immediately foJIowed by a test. Subjects were randomly allocated to either a 
treatment or no-treatment group. The results from the experiment clearly suggested that 
the in-application guidance treatment improved human-computer interaction, both in 
terms of task outcome and quality of interaction, and is therefore worthy of further 
investigation. Such investigation can be approached from two main directions. One 
obvious direction is applying the technique employed in the present study to computer-
based learning, presumably to improve human-computer interaction, both from the point 
of view of performance, and subjective feeling of comfort. The second direction is 
broader and perhaps more complex, in that it may involve adapting this technique for a 
learning-related aspect of computer applications in general. 
With respect to adapting the technique employed in the present study for computer 
applications in general, a framework was proposed, in which the text-based on-line help 
system was suggested to be an ideal target. One way of adapting the technique was 
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suggested to be through translating the relaxation instructions and application procedures 
into animated imagery. The implication of this is that text-based on-line help instructions 
are essentially acted out in a sequence of animated frames of imagery. It is reasonable to 
assume, since imagery tends to be more effective at conveying instructions, that an 
imagery-based on-line help system is likely to be more effective than one that is text-
based, even though it may require more effort to implement. However, it is imaginable 
that the amount of effort involved in implementation will decrease with time, if, for 
example, the principle of reusability is adopted. 
The use of real-time EEG signals to monitor the user's level of anxiety demonstrated the 
possible role of non-conscious user-data in human-computer interaction. As already 
mentioned, by no means was the present study the fIrst to associate EEG with human-
computer interaction - for example, the possibility has been investigated of issuing 
commands with EEG. However, the present study seemed to be the fIrst to use EEG as a 
barometer of a psychological state to study effectiveness of human-computer interaction. 
The main difference between these two approaches lies mainly in the fact that, in one, 
EEG represented a direct and conscious command to the computer. In the other (i.e., the 
present study), EEG represented information about the user that was not consciously 
provided by the user, but was used by the computer to decide how best to help the user 
interact better with the computer application. 
In addition to achieving the main aim of investigating effectiveness of human-computer 
interaction, the present study also revealed two interesting fIndings relating to mouse-
clicking habits during human-computer interaction. One fInding suggested that how hard 
the mouse-button is clicked when there is no active interaction with the computer may be 
a stable human-computer interaction behavioural trait. The other fInding suggested that 
how hard the mouse-button is clicked during human-computer interaction is a measure 
that is responsive to the changing conditions of interaction. 
The unwelcome effects of anxiety on human-computer interaction are unlikely to 
disappear without being treated, anymore than they have done from other types of 
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interactions in modern life. The present study probably demonstrated that by monitoring 
anxiety during human-computer interaction tasks, it is possible to provide help both on 
how to cope with the anxiety, and how to compensate for possible adverse effects of the 
anxiety on human-computer interaction, both in terms of quality and task outcome of 
interaction. In the event, if mouse-click velocity is indeed confIrmed to be an index of 
relaxedness in human-computer interaction, then it is feasible that it could be one of the 
measures that would be appropriate for real-time monitoring of the user's levels of 
anxiety, and the velocity-sensitive mouse may be the ideal tool for providing this 
measure. 
Furthermore, the present study suggested an important practical application for the 
velocity-sensitive mouse in the area of computer-related RSI. As noted earlier, RSI 
represents one of the more dire consequences of poor human-computer interaction 
practices, and poor mouse-clicking habits can contribute to the cause. It possible that the 
provision of a means of changing the user's mouse-clicking behaviour would represent an 
important step in reducing the risks of this illness. 
Perhaps one of the most important things observable, as a result of the present study, is 
the fact that the computer still remains a relatively "cold and aloof" object that is hard to 
truly interact with. Given this relative "coldness and aloofness" in outlook, it is hard to 
imagine that human-computer interaction will become much more effective than it 
presently is through simply manipulating the present types of interface. If the computer is 
to become as integrated in our lives as it may well be generally expected, then it may not 
be unreasonable to expect that it would need to be "aware" of more information about the 
user than it presently is aware of. In addition, the computer would need to be capable of 
using this information to adapt its own behaviour, and possibly appearance, accordingly, 
with the general aim of optimizing both the quality and the task outcome of interaction. 
Indeed, it seems rather hard to contemplate that terribly effective interaction can be 
achieved with anything that can not understand anything else other than that which is 
consciously expressed. While the author is not suggesting that the computer should 
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possess human qualities, perhaps it is not unreasonable to imagine that, given the on-
going need for more effectiveness in human-computer interaction, there seems the 
inducement to look in the direction of a multi-level style of interaction, as tentatively 
proposed in this thesis. 
With respect to the multi-level style of interaction, one of the factors that introduced this 
concept in the present study was frontal EEG beta activity. At first, the areas of 
psychophysiology and computing seem very distinctly apart, however, the increasing use 
of computers in psychophysiology, and other areas, has meant that computing is 
increasingly multi-disciplinary. What the present study has implied by its experimental 
design is not the suggestion for the study of psychophysiology in computing, but its 
possible application in human-computer interaction in a way that appears not currently 
done. More specifically, the experiment in the present study showed that it is feasible for 
a study of effectiveness of human-computer interaction to embody information relating to 
the non-conscious level, as well as the conscious level. 
The user-based factor employed in the present study to demonstrate the principle of using 
real-time monitoring and treatment in the investigation of effectiveness of human-
computer interaction was anxiety. The barometer used for this factor was frontal EEG 
beta activity, and the treatment comprised in-application relaxation response and imagery 
strategy instructions. However, the setup need not be the same as this. For example, the 
user-based factor could be depression, day-dreaming, or attention deficit. The barometer 
could be any physiological, psychological or behavioural measure(s), with the treatment 
comprising music, natural or synthetic sound. While the treatment in the present study 
required the conscious participation of the user, it is imaginable that a real-time treatment 
that requires little or no conscious participation might produce better improvement in 
human-computer interaction. Such possibilities as mentioned here were part of what 
provided the incentive for the possible future work discussed in the next section 
151 
8.3 Future Work 
The widespread use of computers, and possible limitations regarding the influence of 
interface manipulation on effectiveness of human-computer interaction, are likely to 
ensure that additional ways of improving human-computer interaction are eventually 
sought. The present study addressed some of these ways, from the point of view of 
including the consideration for non-conscious user-data in effective human-computer 
interaction. In addition, it investigated a new concept in the measurement of user's 
affective state during human-computer interaction, and proposed a computer-based 
learning-related tentative framework from which future learning-related HCI research 
might benefit. Consequently, future work should include aspects relating to all of these 
areas, in varying degrees. 
8.3.1 Reference to the Critical Reflection 
In the consideration of future work relating to the present study, the first step should 
include addressing the points made under the Critical Reflection section in Chapter 6. 
One of the ways to achieve this may be to carry out more investigation, using an 
experimental design that includes most or all of the points made in the criticism. Perhaps 
of more importance among the points made in the criticism were those relating to sample 
size and variability. With respect to this, the conditions of the present study should be 
replicated, but with a larger and more varied sample. Equally important is an 
investigation into the performance of a subject in similar tasks with and without 
treatment. Positive results from these investigations are likely to instill even more 
confidence in the belief that the treatment used in the present study can produce improved 
human-computer interaction, and therefore encourage further investigation with regards 
to the tentative framework proposed earlier in Chapter 7. 
In addition to the points under the Critical Reflection, there had been, during the present 
study, the temptation to also investigate - along with the aims of the study - the different 
components and principles that constituted the treatment used in the study. As already 
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described, the treatment comprised mainly the relaxation response, imagery strategy, and 
the principle of in-application provision of these two components. Further work should 
include finding the answer to such question as to the effects of each of some of these 
elements on human-computer interaction, as measured, again, by test scores in computer-
based learning. 
8.3.2 Non-conscious user-data in effective Her 
At a theoretical level, there is still need for more investigation into formulating a general 
view of the meaning of effectiveness of human-computer interaction. One way to achieve 
this should include the recognition of the importance of the non~conscious aspects of the 
user during interaction, and their incorporation in further research in effectiveness of 
human-computer interaction. Some of the reasons why this should be considered 
important are: 
Ca) Good interface does not always result in satisfactory human-computer 
interaction. One implication of this is that there are other factors - such as level 
of anxiety - that affect interaction that are not directly computer-related. 
Cb) Given that non-conscious processes go on during human-computer interaction 
that affect interaction, a computer, as a participant in an interaction process, 
should be capable of utilizing the information from these processes to estimate 
the user's various states, and be able adapt its features, accordingly, to maximize 
effectiveness of human-computer interaction. 
Although the present study was somewhat preliminary, it was able to combine both 
conscious and non-conscious elements in an effort to enhance human-computer 
interaction. Further work along this line should include: 
Ca) The combining of measures from different categories, such as physiological, 
psychological, and behavioural, with the aim of improving the computer's 
capability to estimate the user's state during interaction. 
Cb) Investigation of which user-states (both cognitive and affective) are conducive to 
which human-computer interaction tasks. 
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(c) Investigation of treatments that would not require the conscious participation of 
the user, such as sound and music. 
(d) Investigating the possibility of keeping and utilizing records relating to the types 
of treatments most effective for a user performing different human-computer 
interaction tasks. Such records should be dynamic and afford modification 
according to the user's possibly changing moods and preferences. 
8.3.3 Mouse-click velocity (MCV) as a measure of interaction quality in HCI 
(a) The results obtained from the present study perhaps showed that the mouse 
could be more than just a tool for pointing and selecting in human-computer 
interaction. These results also implied that how hard the mouse-button is clicked 
during human-computer interaction is a tenable measure of user-relaxedness or 
anxiousness during the interaction. However, the investigation of this variable 
(mouse-click velocity) had been a secondary aim in the present study, therefore 
further investigation should involve an experiment specifically designed to 
confirm the findings from the present study. 
8.3.4 Implementing imagery technique in the on·line help system 
A tentative framework was proposed in Chapter 7 for the incorporation of effective 
computer-based learning techniques into the on-line help system Along with this was an 
example of how to implement the concept. Future work should be to implement this 
example, and then investigate its effects on HeI, as measured by (1) differences in user's 
anxiety or EMG levels, and (2) how much of a taught application procedure is recalled. 
Some of the issues to be addressed should include implementation problems, such as: 
(a) How the actions performed by the actor in the imagery scenes can be related to 
the procedure to be performed by the user. Within this context, there is the need 
to craft the main actions in the imagery in a way that (a) allows them to be seen 
by the user as such, and (b) suggests sufficiently what the user is to do. In 
particular, it is important to investigate the effects of different actions in the 
imagery representing the same procedural concept. For instance, in the file 
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creation example, opening the "File" drawer was meant to imply pointing to and 
selecting "File" on the menu bar, while inserting a card in a slot also meant 
pointing to and selecting a menu item, in this case, "New". Further work should 
help identify whether or not such difference in representation is consequential to 
the user's interpretation. 
(b) How dialogue and other boxes can be best represented within the imagery 
environment. 
(c) Guidelines for translating application procedures into effective imagery. 
(d) The most suitable imagery format. 
(e) Interactivity, in terms of the actor providing help at any level, or from any point, 
and permitting real-time adjustment of speed. 
8.4 Summary 
This chapter presented the summary of this thesis, and the possible direction for future 
work. The conclusions reaffIrmed the suggestions made in the thesis that: 
(a) The on-line help system may represent a link between computer-based learning 
and other computer application types. 
(b) In-application relaxation-imagery guidance may be an effective treatment in 
computer-based learning. 
(c) An imagery-based on-line help system may be more effective than a text-based 
on-line help system. 
(d) How hard the mouse-button is clicked may be a measure of user-comfort in 
human-computer interaction. 
Future work proposed to: 
(a) Satisfy the points made under critical reflection. 
(b) Further investigate the benefits of non-conscious user-data in human-computer 
interaction. 
(c) Further investigate the possibility that how hard the mouse-button is clicked is a 
tenable measure of user-relaxed ne ss or anxiety in human-computer interaction. 
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(d) Implement in-application relaxation/imagery technique in the on-line help 
system. 
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Appendix A 
More on tools used 
A.I IBV A EEG Amplifier Specifications 
Range: 0.39 Micro Volts - 100 Micro Volts 
Sensitivity: 0.39 Micro Volts 
Input Impedance: 100 Mohms 
Input Noise: < 0.39 MicroVolts 
The above are specifications that are normally adjustable in the more traditional EEG 
machines. However, the fact that they could not be adjusted in the present study produced 
no obvious disadvantage, since the same specifications were used throughout the 
experiment. 
A.2 General aspects of EEG measurement 
This section is meant to provide a brief insight into EEG measurement, and perhaps a 
support for the EEG measurement procedures in the present study. 
An EEG machine basically comprises input sections, amplifiers and recording channels. 
The number of recording channels can vary from 2 to 64. In cases where the number of 
electrodes is more than the total number of recording channels available, a system of 
switching connection patterns between electrodes and amplifiers is used to allow for 
recording from all electrodes. These connection patterns are known as montages, and the 
International Federation's suggestions on how they should be designed are outlined in 
Cooper et al (1978). EEG output can be either on paper or more commonly now on a 
computer screen. It is important that each channel of an EEG machine displays the signal 
from the electrode to which it is connected without distortion. 
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An electrode on the scalp is used to transmit the electrical activity from the scalp to the 
EEG machine. Most electrodes require that relevant sites be cleaned with solvents such as 
acetone before application. This improves electrode contact and, in some cases (such as 
when using needle electrodes), makes good hygiene sense. For recording from the scalp, 
there are three main types of electrodes: discs, pads and needles. Disc electrodes can be 
of various metals (most commonly silver), and are usually secured to the site to be 
recorded from by means of adhesive. A common one is collodion. For good contact when 
using these disc electrodes, electrode gel is usually injected into the electrode. Bentonite 
paste, which is both adhesive and conductive, is also known to be used. Some more 
recent disc electrodes come already gelled and are held in place by headbands. These are 
usually less difficult to apply. Pad electrodes, also made of silver, require damping with 
saline solution for good electrical contact. Needle electrodes are seldom used routinely, 
as they are used mostly on coma patients. 
Na .. ion 
Inion 
Figure A.l The 10-20 System of electrode placement (Cooper et ai, 1974) 
191 
The placement of electrodes generally depends on what areas of the brain are involved in 
a study. Although there are many systems for placement (e.g., SiIverman, D., 1960; 
Remond, A & Torres, F., 1964, 1965), the recommended one by the International 
Federation of Societies for Electroencephalography and Clinical Neurophysiology is the 
10-20 system, and was initially described by Jasper (1958). The system provides a total 
of 21 standard electrode positions (Le., the points inside the bigger circle in Figure A.l). 
It is based on a system of placing electrodes at 10, 20, 20, 20, 20 and 10 per cent of the 
total distance between various points around the scalp. The system serves as a guide to 
measuring from different areas of the brain, such as frontal, temporal, parietal, and 
occipital. 
A.3 MIDI 
MIDI has already been mentioned in Chapter 3 in relation to how analysed EEG data was 
sent to the computer-based learning application used in the present study. This section 
provides some understanding of what MIDI is. 
A.3.t What is MIDI? 
MIDI is the acronym for Musical Instrument Digital Interface. It is a protocol that was 
designed originally (in early 1980s) to allow different musical device to exchange 
different types of messages. However, increasing number of devices are now providing 
MIDI capability. MIDI provides an economical means of managing musical information 
(Alty, 1997). Apart from this, it also affords the communication of expressiveness, 
without which perhaps it would not be receiving the acceptance that it is in music. MIDI 
affords communication through what is referred to as messages. A message consists of a 
number of bytes, depending on the type of message. All messages start with a header 
byte. 
Fundamentally, there are two types of MIDI messages: Channel messages and System 
messages. The most commonly used of these is the channel message. In addition to a 
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header byte, a channel message contains two data bytes. The header byte always has its 
most significant bit on, and carries the message code and the channel number. The 
message code signifies whether the channel message is a Note-On or Note-Off message, 
and the channel number is the transmission channel. Thus, the message is received and 
understood only by a device configured to the particular channel. The two data bytes 
carry the note and velocity values, respectively. This means a MIDI channel message is 
capable of transmitting channel number, Note-OnINote-Off, note value, and note 
velocity. A channel message is also capable of transmitting other note information, such 
Volume, Pitch Bend and Aftertouch. The velocity event in MIDI describes how hard a key 
is pressed (or struck). Its value ranges from 1 to 128 and can be received through the 
MIDI interface of the computer. More on MIDI can be found in Penfold (1996). 
A.3.2 EEG data and MIDI 
As noted in Chapter 3, EEG data in the present study was converted to MIDI data by 
mv A software and then transmitted to another computer. In order for this to be 
accomplished, the two computers (i.e., the mackintosh and the PC) were linked through 
two MIDI interfaces (See Figure A.2). 
MIDI 
Signals 
MAC MIDI 
~ Interface 
PC 
~ MAC MIDI 
PC MIDI Signals 
Contains tutorial, ~ Converts EEG data Interface lest. and treatment 
into MIDI signals 
Click 
velocity data 
g Velocity-sensitive 
mVAEEG 'g mm", 
Reader j 
.~ 
Click 
EEG ... 
U", 
Figure A.2 Experimental set-up showing MIDI interfaces 
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The MIDI equivalent of the EEG data was transmitted on MIDI channel one. IBV A EEG 
to MIDI note-value conversion is shown in Table A. 1. The amplitude for each frequency 
was converted such that 0 microvolt was equivalent to MIDI velocity value of I, while 1 
microvolt was equivalent to MIDI velocity value of 1.26. Even though these conversions 
might be less than precise, the fact that the same conversions were used all through the 
experiment meant that they were acceptable for the present study. 
EEG Frequency Band Eye Delta Theta Alpha Betal Beta2 
Movement 
MIDI Note Value 30 40 50 60 70 80 
Table A.I Frequency band to MIDI note-value conversion 
A.4 Application programming tool 
As already mentioned in Chapter 3, the computer-based learning application used in this 
study was programmed in Visual Basic. This section both gives a brief overview of this 
programming language and how it enabled MIDI data to be used in adapting the 
behaviour of the application. 
A.4.1 Visual Basic (VB) 
VB is an object-oriented, and event-driven programming language that has the fonn and 
the controls as its central units. A control, which is an object, can be pasted on a form, 
which is also an object. Each object has a set of event -handling procedures attached to it, 
and these procedures can range from colour-change to the reading of the computer ports, 
such as the MIDI port. User codes can also be executed upon an event. 
A.4.2 Visual Basic and MIDI 
One of the controls available in Visual Basic is one capable of reading MIDI data from 
the MIDI port. In the present study, the control provided means of capturing IBV A MIDI 
data for use in decision within the computer-based learning application. 
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AppendixB 
Treatment instructions and learning materials 
B.1 Experimental Instructions 
Most of the instructions given in the present study were computer screen-based. This 
section provides these instructions, and also those that were paper-based. 
B.1.1 Paper-based introduction to experiment 
As you may have gathered, this experiment is computer-based. The application is 
brainwave-driven, and consists of a tutorial and a test. There are 20 slides of material, 
and 14 questions to answer. During the session, you may be presented with relaxation 
instructions or instructions relating to study style. These are instructions are from well-
recognized techniques, and you should try to follow them as best as you can. 
Also, there are 3 questionnaires to complete during the course of the experiment. It is 
important that you complete them as honestly as possible. 
B.1.2 In-application Instructions 
The following set of instructions were screen-based, and were presented by the computer 
based on the subject's EEG beta level. 
B.1.2.1 Instructions for the treatment group 
The instructions given to the treatment group in the present study fell into two main 
categories, namely, relaxation response, and imagery strategy instructions. These 
instructions are shown below as they have appeared on the screen. 
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B.1.2.1.1 Tutorial Introduction 
During this tutorial, it is important that you are patient and relaxed, no matter how the 
application behaves. If you get any instructions relating to relaxation or study strategy, 
please try to follow them carefully, as they are meant to help. 
CLICK ON THIS WINDOW TO CONTINUE 
B.1.2.1.2 Tutorial Relaxation Instructions 
It is possible that you're not relaxed enough. In the next few pages are brief steps of a 
relaxation technique. This technique is well-known, and it is going to be used to both 
make you more relaxed and alert during this session. Note that the technique works, but 
don't try too hard. Simply keep an open mind, and let relaxation happen at its own pace. 
Remember, the more relaxed we are, the more we are likely to learn. 
CUCK THIS WINDOW TO CONTINUE 
Getting more comfortable ... 
I. Adjust yourself and sit comfortably; 
- your back should be straight, and resting against the back rest. 
- your shoulders should not be hunched. 
- your legs should not be crossed. 
- your feet should be resting on the floor. 
CUCK ON THIS WINDOW TO CONTINUE 
Sitting comfortably, deeply relax all your muscles, beginning from your feet and 
progressing up to your face. Be aware of every muscle in your body deeply relaxed. Keep 
them relaxed in this way. 
CUCK THIS WINDOW TO CONTINUE 
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First study the steps below, and then do the routine for a count of 15. A count of one is 
each time you breathe out: 
- Close your eyes. 
- Breathe through your nose, and become aware of your breathing. 
- As you breathe in, imagine the cool stream of air passing up your 
nostrils, over the top of the brain, and down the back of the neck. 
- As you slowly breathe out, feel your whole body sink and relax. 
You should breathe easily and naturally. 
CLICK ON THIS WINDOW TO CONTINUE 
Imagine a situation you find pleasant and relaxing. Now, imagine that you are in that 
situation. You are feeling pleased and relaxed, and all your worries and fears have 
suddenly released you. So, you are now really relaxed, and itfeels good. You're also so 
happy, you can almost feel yourself smile. Keep feeling this way as you breathe easily 
and naturally. 
CLICK ON THIS WINDOW TO CONTINUE 
Distracting thoughts are expected, so when they occur while you're reading the study 
material: 
1. Disregard the thoughts, and stop reading the material. 
2. Close your eyes, and do the breathing routine afew 
times, feeling your body relax and your focus return. 
3. Read the material again, before progressing to the next one. 
You should not worry about how well you're doing. Simply adopt a 
"let it happen" attitude. 
CLICK ON THIS WINDOW TO CONTINUE 
B.l.2.1.3 Tutorial Imagery Instructions 
After reading a fact, create a story that is easy to remember about it. If it is one of many 
facts, let the story include and link all the facts. Let the story describe the facts in a way 
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that is familiar to you. For example, "time-sharing" might bring up the image/story of 
people slicing a clock and sharing it. Break big words down into smaller familiar units, 
and say something familiar with them. 
CUCK ON THIS WINDOW TO CONTINUE 
Remember that any story you create must have an index to help connect the facts in the 
story to the right subject. For example, a story about input in the early days must include 
some image of entry, with perhaps stone-age people as actors. Also, the computer might 
take you through a recall process after each slide of study material. Please, do not skip 
or hurry over the screen or the process of recalling. 
CUCK ON THIS WINDOW TO CONTINUE 
B.t.2.t.4 Tutorial Rehearsal Instructions 
This instruction were presented after each tutorial slide to serve as a sort of rehearsal: 
Now take a moment to change gear. Relax more, again, and keep breathing easily and 
naturally. As you do so, slowly focus on the image/story that you have created about the 
previous slide. Try to recall as many facts from the image or story as you can. It is 
important that you take your time doing this. But don't let it bother you if you can't 
remember everything. 
CUCK THIS WINDOW TO CONTINUE 
B.t.2.t.S Test Instructions 
It is a scientific fact that being eager to recall what you have studied does not help. You 
are likely to remember more when you are relaxed and focused during a test. Read and 
understand the question. Then relax and focus. Take your time to recall the image 
relevant to the question from many you have created during the tutorial. The answer is 
there somewhere, so don't rush. There are 14 questions. Goodluck! 
198 
B.l.2.2 Instructions for the control group 
The instructions given to the control group in the present study are shown below as they 
have appeared on the screen. 
B.l.2.2.1 Tutorial Instructions 
All this experiment requires from you is to go through the material that appears on the 
screen as best as you can. You should take your time doing so. 
CLICK ON THIS WINDOW TO CONTINUE 
B.l.2.2.2 Test Instructions 
There are 14 questions in this test, please answer all of them. 
B.2 Learning Material 
This section contains the tutorial materials, and the questions and model answers for the 
test. 
B.2.1 Tutorial Material 
The spread of personal computers, the desire by people to use them as tools to help 
improve productivity, the discrepancy between users' goals and expectations, and the 
frustration resulting from attempts to use computer systems, created the need for the 
discipline known as Human Computer Interaction (HCI). This study deals with how HCI 
has developed over the years. 
CLICK ON THIS WINDOW TO CONTINUE 
The aim of this study is to give a brief account of: 
1. Where HCI innovations and philosophy come from. 
2. Who the major personalities were. 
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3. What the important (ground-breaking) systems were. 
4. How ideas movedfrom the laboratory to the market. 
The study begins with input & output devices used in interacting with the computer. 
CLICK ON THIS WINDOW TO CONTINUE 
Input devices are the category of things used to put data and instructions into the 
computer. In the early days, these comprised: 
I. Connecting wires (usedfor programming the computer). 
2. Paper tapes and punch cards (used to input instructions and data). 
3. The keyboard (used to input instructions and data). 
CLICK ON THIS WINDOW TO CONTINUE 
Today, input devices might be: 
I. The keyboard. 
2. The mouse. 
3. The microphone. 
CLICK ON THIS WINDOW TO CONTINUE 
In the near future, input devices may typically comprise: 
1. Data gloves and suits that allow the control of computers through gestures. 
2. Powerful computers that are part of the jewelry we wear. 
3. Human natural language (computers will understand human language). 
CLICK ON THIS WINDOW TO CONTINUE 
In the early days, output devices comprised: 
1. Lights on display. 
2. Paper printout. 
3. Teletype (simililar to the basic typewriter). 
CLICK ON THIS WINDOW TO CONTINUE 
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Today, output devices typically include: 
1. Scrolling glass teletypes. 
2. Character terminals. 
3. Bit-mapped screens (for display of graphics). 
4. The loudspeakers or headphones. 
CLICK ON THIS WINDOW TO CONTINUE 
In the near future, typical output devices might be: 
I. Head-mounted displays. 
2. Ubiquitous computing (computers receding into the background of lives). 
3. Autonomous agents (very intelligent programs) 
The next section will now deal with some major developments in the early days of 
computers. 
CLICK ON THIS WINDOW TO CONTINUE 
ENIAC stands for Electronic Numerical Integrator and Computer. It was the world'sfirst 
electronic, large-scale, general purpose computer. It was the size of a room, and 
generated enough heat to light a city. It was programmed through rewiring connections 
between components. 
CLICK ON THIS WINDOW TO CONTINUE 
MARK I was the first large-scale operating relay calculator. It was driven by paper tape 
containing instructions. It was also known as the IBM ASCC (Automatic Sequence 
Controlled Calculator). 
CLICK ON THIS WINDOW TO CONTINUE 
SSEC was an updated version of Mark I. It was IBM's first step away from using punched 
cards. SSEC stands for Selective Sequence Control Computer 
CLICK ON THIS WINDOW TO CONTINUE 
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Stretch, also known as 7030, was IBM's first supercomputer. It was the first to use 8-bit 
bytes, and was capable of multiprogramming. But, it was too expensive and poweiful for 
businesses 
CLICK ON THIS WINDOW TO CONTINUE 
Next are some major advancement in software and the people whose vision made them 
possible. 
CLICK ON THIS WINDOW TO CONTINUE 
Vannevar Bush is most famous for his article ':As we may think", published in Atlantic 
Monthly in 1945. In the anicle, he presented the idea of Memex. Memex is described as a 
device that allows an individual speedy and flexible storage and retrieval of a large 
amount of different types of information. This vision provided the basis for hype next and 
World Wide Web 
CLICK ON THIS WINDOW TO CONTINUE 
Some of the proposedfeatures of Memex include: 
1. Storage of personal information. 
2. Rapid information retrieval via indexing, keywords, etc. 
3. Links between pages. 
4. Acting as an external memory. 
Memex was supposed to be microfilm-based, rather than computer. 
CLICK ON THIS WINDOW TO CONTINUE 
In 1960, Licklider predicted that in not too many years, there will be a close association 
and dependency between man and computer. He termed this vision "man-computer 
symbiosis". However, in order to achieve man-computer symbiosis, some goals must first 
be met. The next page outlines a few of these goals. 
CLICK ON THIS WINDOW TO CONTINUE 
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Some of the goals outlined by Licklider include: 
1. Time sharing of computers among many users. 
2. Large scale information storage and retrieval. 
3. Real time system for information processing and programming. 
4. Electronic input/output for display and communication of information. 
CUCK ON THIS WINDOW TO CONTINUE 
In the mid I960s, computers were much too expensive for a single person to own. Access 
to a computer was only through terminals connected to a mainframe computer. Time-
sharing made it possible for many users to access a mainframe computer simultaneously. 
The next few pages present some consequences of time-sharing, and some ground-
breaking inventions and vision of the 60s, 70s, and 80s 
CUCK ON THIS WINDOW TO CONTINUE 
Time-sharing: 
1. Gives the impression that the user is the only one using the computer. 
2. Led to dramatic increase in the accessibility of the computer. 
3. Allowed the creation of interactive systems and languages. 
4. Led to increased communication through the computer (e.g., email) 
All the above, in turn, led to the need to research human-computer interaction. 
CLICK ON THIS WINDOW TO CONTINUE 
Sutherland's SketchPad was a sophisticated drawing package that introduced many new 
concepts now found in today's interfaces. Some of these are: 
- object-oriented programming (master picture with instances) 
- icons (small pictures that represent more complex items). 
- copying (both pictures and constraints). 
CUCK ON THIS WINDOW TO CONTINUE 
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SketchPad also influenced developments in hardware. Some of these developments 
include: 
1. Low-cost graphics terminals 
2. Input devices such as data tablets (1964). 
3. Display processors capable of real-time manipulation 
of images (1968). 
CLICK ON THIS WINDOW TO CONTINUE 
B.2.2 Questions and Answers 
1. In the early days of computers, paper tapes and punch cards were a form of what? 
(1 Mark) 
Input devices 
2. Name two output devices from today. (2 Marks) 
Glass teletype 
Character terminal 
Bitmapped screens (jar display of graphics) 
Loudspeakers or headphones 
3. Name three devices which might be used in future for data input. (3 Marks) 
Data gloves and suits 
Jewelry 
Natural language 
4. Name three devices which might be used in future for data output. (3 Marks) 
Head-mounted display 
Ubiquitous computing 
Autonomous agents 
5. ENIAC was the world's first electronic, large-scale, general purpose computer. 
How was it programmed? (1 Mark) 
Connecting wires 
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6. This computer was the first supercomputer, and the first to use 8-bit bytes. Which 
was computer was this? (1 Mark) 
Stretch 
7. Memex was a device conceived by Vannevar Bush in 1945. What would it have 
been used for? (5 Marks) 
Speedy and flexible storage and retrieval of a large amount of different 
type of infonnation. 
8. Bush's Memex concept provided the basis for Hypertext and World Wide Web. 
An important feature of this concept is ... (1 Mark) 
Links between pages. 
9. What is meant by "man-computer symbiosis"? (2 Marks) 
Close association and dependency between man and the computer. 
10. One of the statements below represents one of Licklider's goals for man-computer 
symbiosis. Which is it? (1 Mark) 
Time-sharing of computers among many users. 
11. Which of the statements below is true of time-sharing? (1 Mark) 
Gives the impression that the user is the only one using the computer. 
12. SketchPad, the drawing package introduced by Ivan Sutherland in 1969, 
introduced some new interface concepts. Name three of them (3 Marks) 
Object-oriented programming 
Icons 
Copying 
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13. SketchPad also influenced some developments in hardware. Name three of them. 
(3 Marks) 
Low-cost graphics terminals. 
Input devices such as data tablets. 
Display processors capable of reell-time manipulation. 
14. Why do we need to study He!? (3 Marks) 
Understand interaction between man and computer. 
Improve interaction between man and computer. 
Provide uniformity in design. 
Minimize user frustration. 
Improve acceptability. 
Provide design guidelines. 
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Appendix C 
Raw data and analysis 
C.I Data and analysis for the main hypothesis 
This section presents the data and analysis of data relating to the effects of treatment on 
test scores in the present study. 
C.1.t Comparison of mean test scores between the TR and the NTR group, using 
one-way ANOVA for unrelated scores 
Subject TRGroup NTRGroup 
SI 80.00 25.93 
S2 70.00 33.33 
S3 76.67 31.48 
S4 68.33 16.67 
S5 40.00 16.67 
S6 63.33 25.00 
S7 73.33 16.67 
S8 40.00 16.67 
S9 61.67 31.67 
SIO 48.33 33.33 
SI1 70.00 41.67 
SI2 33.33 40.00 
SI3 56.67 21.67 
SI4 38.33 25.00 
SI5 48.33 21.67 
D escnptIve statIstics 
95% Confidence Interval 
for Mean 
Std. Std. Lower Upper 
N Mean Deviation Error Bound Bound Minimum Maximum 
TR 15 57.8880 15.4372 3.9859 49.3392 66.4368 33.33 80.00 
NTR 15 26.4953 8.4313 2.1769 21.8263 31.1644 16.67 41.67 
Total 30 42.1917 20.1055 3.6707 34.6841 49.6992 16.67 80.00 
ANOVA 
Sum of 
Squares df Mean Square F Sig. 
Between Groups 7391.246 I 7391.246 47.779 .000 
Within Groups 4331.485 28 154.696 
Total 11722.731 29 
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F-test for the significance of variability of variances 
TR Group I NTR GrouP 
Variance 238.52 T 71.09 
F 3.36 
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C.1.2 Comparison of mean completion time between the TR and the NTR group, 
using one-way ANOVA for unrelated scores 
Time (in minutes) 
Subiect TRGroup NTRGroup 
SI 46.00 53.00 
S2 29.00 39.00 
S3 47.00 38.00 
S4 49.00 42.00 
S5 23.00 30.00 
S6 32.00 27.00 
S7 32.00 28.00 
S8 34.00 16.00 
S9 52.00 22.00 
SIO 36.00 24.00 
Sl1 36.00 36.00 
SI2 31.00 31.00 
S13 38.00 25.00 
SI4 40.00 17.00 
SI5 32.00 32.00 
D escnptlve statIstIcs 
95% Confidence Interval 
for Mean 
Std. Std. Lower Upper 
N Mean Deviation Error Bound Bound Minimum 
TR 15 37.\333 8.2016 2.1177 32.5914 41.6752 23.00 52.00 
NTR 15 30.6667 9.8392 2.5405 25.2179 36.1154 16.00 53.00 
Total 30 33.9000 9.4881 1.7323 30.3571 37.4429 16.00 53.00 
ANOVA 
Sum of 
Squares df Mean Square F Sil(. 
Between Groups 3\3.633 I 3\3.633 3.823 .061 
Within Groups 2297.067 28 82.038 
Total 26\0.700 29 
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C.2 Data and analysis for the subsidiary hypotheses 
This section presents the data and analysis of data relating to the effects of treatment on 
mouse-click velocity (MCV) in the present study. It also presents the relationship 
between MCV and other dependent variables, namely, state and trait anxiety, and test 
scores. 
C.2.1 Comparison of MCVs between tutorial baseline and non-baseline in the TR 
group, using one-way ANOVA for repeated scores 
Tutorial Tutorial non-
SubjeCt baseline MCV baseline MCV 
SI 33.00 19.31 
S2 20.00 15.57 
S3 25.00 31.83 
S4 48.00 9.98 
S5 49.00 34.94 
S6 32.00 18.72 
S7 41.00 22.68 
S8 32.00 29.96 
S9 35.00 19.40 
SIO 41.00 12.17 
Sl1 37.00 29.04 
S12 32.00 19.35 
S13 22.00 15.96 
S14 47.00 18.13 
S15 49.00 25.65 
D S escnptlve tatIstlcs 
Std. 
Mean Deviation N 
Tutorial Baseline 36.2000 9.5782 15 
MCV 
Tutorial Non-baseline 21.5127 7.3334 15 
MCV 
T fWth' S b' t Ef£ t ests 0 1 m- U)leC s ecs 
TypeIII 
Sum of Mean 
Source Squares df Square F Sig. 
FACTOR1 Sphericity Assumed 1617.883 1 1617.883 23.964 .000 
Greenhouse-Geisser 1617.883 1.000 1617.883 23.964 .000 
Huynh-Feldt 1617.883 1.000 1617.883 23.964 .000 
Lower-bound 1617.883 1.000 1617.883 23.964 .000 
Error(FACTOR1) Sphericity Assumed 945.182 14 67.513 
Greenhouse-Geisser 945.182 14.000 67.513 
Huvnh-Feldt 945.182 14.000 67.513 
Lower-bound 945.182 14.000 67.513 
2\0 
C.2.2 Comparison of MCVs between tutorial baseline and non-baseline in the NTR 
group, using one-way ANOVA for repeated scores 
Tutorial Tutorial non-
Subject baseline MCV baseline MCV 
SI 15.00 11.71 
S2 35.00 27.14 
S3 42.00 14.48 
S4 32.00 20.95 
S5 19.00 18.29 
S6 29.00 18.76 
S7 51.00 40.38 
S8 34.00 18.05 
S9 48.00 38.95 
SIO 32.00 16.48 
Sl1 47.00 46.38 
S12 43.00 47.95 
S13 50.00 28.62 
S14 37.00 25.67 
S15 52.00 42.09 
D S escnpUve tatlstlcs 
Std. 
Mean Deviation N 
Tutorial Baseline 37.7333 11.3356 15 
MCV 
Tutorial Non-baseline 27.7267 12.3120 15 
MCV 
T ests 0 fW'th' S b' I Ill- U)1ects Effi t ecs 
Type III 
Sum of Mean 
Source Squares df Square F Sig. 
FACTOR I Sphericity Assumed 751.000 1 751.000 22.043 .000 
Greenhouse-Geisser 751.000 1.000 751.000 22.043 .000 
Huynh-Feldt 751.000 1.000 751.000 22.043 .000 
Lower-bound 751.000 1.000 751.000 22.043 .000 
Error(FACTOR1) Sphericity Assumed 476.973 14 34.069 
Greenhouse-Geisser 476.973 14.000 34.069 
Huynh-Feldt 476.973 14.000 34.069 
Lower-bound 476.973 14.000 34.069 
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C.2.3 Comparison of tutorial non-baseline MCV means between the TR and the 
NTR group, using one-way ANOVA for unrelated scores 
TR NTR 
Subiect Group Group 
SI 19.31 11.71 
S2 15.57 27.14 
S3 31.83 14.48 
S4 9.98 20.95 
S5 34.94 18.29 
S6 18.72 18.76 
S7 22.68 40.38 
S8 29.96 18.05 
S9 19.40 38.95 
SlO 12.17 16.48 
Sll 29.04 46.38 
SI2 19.35 47.95 
S13 15.96 28.62 
SI4 18.13 25.67 
SI5 25.65 42.09 
D escnptlve statIstIcs 
95% Confidence 
Interval for Mean 
Std. Std. Lower Upper 
N Mean Deviation Error Bound Bound Minimum Maximum 
TR 15 21.5127 7.3334 1.8935 17.4516 25.5738 9.98 34.94 
NTR 15 27.7267 12.3120 3.1789 20.9085 34.5448 11.71 47.95 
Total 30 24.6197 10.4464 1.9072 20.7189 28.5204 9.98 47.95 
ANOVA 
Sum of Mean 
Squares df Square F Sig. 
Between Groups 289.603 1 289.603 2.820 .104 
Within Groups 2875.094 28 102.682 
Total 3164.697 29 
F -test for significance of variability in mouse-click velocities 
TR Group I NTR Group. 
Variance 53.77 I 151.58 
F 2.81 
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C.2.4 Comparison of MC V means within group and between groups, using two-
way ANOVA with one repeated measure 
D . f S escnpuve tatJstJcs 
Std. 
GROUP Mean Deviation N 
Tutorial Baseline MCV 1.00 36.2000 9.5782 15 
2.00 37.7333 11.3356 15 
Total 36.9667 10.3407 30 
Tutorial Non-baseline MCV 1.00 21.5127 7.3334 15 
2.00 27.7267 12.3120 15 
Total 24.6197 10.4464 30 
Test Baseline MCV 1.00 30.4000 12.3970 15 
2.00 34.4667 10.5754 15 
Total 32.4333 11.5092 30 
Test Non-baseline MCV 1.00 31.1753 6.5384 15 
2.00 38.4880 14.0762 15 
Total 34.8317 11.4071 30 
T ests 0 fW' h' S b' It In- U )Jects EU eets 
TypelII 
Sum of Mean 
Source Squares df Square F 
FACTOR 1 Sphericity Assumed 2614.861 3 871.620 17.471 
Greenhouse-Geisser 2614.861 2.325 1124.826 17.471 
Huynh-Feldt 2614.861 2.638 991.098 17.471 
Lower-bound 2614.861 1.000 2614.861 17.471 
FACTOR1*GROUP Sphericity Assumed 146.403 3 48.801 .978 
Greenhouse-Geisser 146.403 2.325 62.978 .978 
Huynh-Feldt 146.403 2.638 55.491 .978 
Lower-bound 146.403 1.000 146.403 .978 
Error(FACTOR1) Sphericity Assumed 4190.604 84 49.888 
Greenhouse-Geisser 4190.604 65.091 64.381 
Huynh-Feldt 4190.604 73.874 56.727 
Lower-bound 4190.604 28.000 149.664 
T t fB t S b' t Ef£ t es so e ween- u )leC s ec s 
TypelII 
Sum of Mean 
Source Squares df Square F Sig. 
Intercept 124519.996 1 124519.996 393.622 .000 
GROUP 685.930 1 685.930 2.168 .152 
Error 8857.630 28 316.344 
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Sig. 
.000 
.000 
.000 
.000 
.407 
.392 
.400 
.331 
C.2.S Comparison of pairs of MCV means within the TR group, using t-tests for 
related scores 
I.e d f< hI egen orta es 
BASEI Tutorial Baseline MCV 
TUT Tutorial Non-baseline MCV 
BASE2 Test Baseline MCV 
TEST Test Non-baseline MCV 
Paired S, Statistics 
\'I, N ~ St~;':or _Pair I BASE I 15 2.4731 
TU1 2 :7 15 7.3334 1.8935 
Pair 2 rUT ?1 " ?7 15 '.3334 1.8 
"'? I 12.3970 
Pair 3 :2 I .2.3970 1.2 
I 6.5384 .6882 
Pair 4 BASEI 'h?nm 15 9.5782 2.4 c--
RA~ln 3 Hm 3.21 '--yair 5 BASEl 2.4' 
TEST 31.J 6.5384 1.6882 
Pair 6 rU1 21.5127 15 7.3334 1.8935 
TEST 31.1753 15 6.5384 1.6882 
P' dS 1 T arre ampJes est 
Paired Differences . 
t df 
Std. . 95% Confidence 
Std. Error Interval of the 
Mean Deviation Mean Difference 
Lower Upper 
Pair I BASEI-TUT 14.6873 11.6201 3.0003 8.2524 21.1223 4.895 14 
Pair 2 TUT-BASE2 -8.8873 14.6696 3.7877 -17.0111 -.7636 -2.346 14 
Pair 3 BASE2-TEST -.7753 13.1456 3.3942 -8.0551 6.5045 -.228 14 
Pair 4 BASEI-BASE2 5.8000 9.3976 2.4264 .5958 11.0042 2.390 14 
Pair 5 BASEI-TEST 5.0247 11.2181 2.8965 -1.1877 11.2370 1.735 14 
Pair 6 TUT-TEST -9.6627 6.4967 1.6774 -13.2604 -6.0649 -5.760 14 
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Sig. 
(2-tailed) 
.000 
.034 
.823 
.031 
.105 
.000 
C.2.6 Comparison of pairs of MC V means within the NTR group, using t-tests for 
related scores 
Le d ti bl egen orta es 
NBASE1 Tutorial Baseline MCV 
NTUT Tutorial Non-baseline MCV 
NBASE2 Test Baseline MCV 
NTEST Test Non-baseline MCV 
Paired ". -.. Statistics 
Std. Std. Error 
Mean N ~ Pair 1 37.7333 15 1356 
NTUT 27.7267 15 :1l20 1789 
Pair 2 NTUT 27.7267 15 12.3121 3.1789 
NRA. F? UI1M;7 1 1.575, 
Pair 3 U 1 1.575' 
"11: 1 0762 i.1 
Pair 4 n 37.7333 15 1 .335l 2.9268 
NRA:,P? 14.41;67 1 1.575' 13)5 
Pair 5 17.7: 133 1 .3351 ~.~ 58 
HI: " 1 L0762 i.63~5 
Pair 6 ~U1 27.7267 15 12.3120 3.1789 
Nl"-"1 I~ 11~~n 15 14.0762 3.6345 
Paired Differences 
Std. 95% Confidence 
Std. Error Interval of the 
Mean Deviation Mean Difference t df 
Lower Upper 
Pair 1 NBASE1-NTUT 10.0067 8.2546 2.1313 5.4354 14.5779 4.695 14 
Pair 2 NTUT - NBASE2 -6.7400 6.5378 1.6880 -10.3605 -3.1195 -3.993 14 
Pair 3 NBASE2 - NTEST -4.0213 9.3575 2.4161 -9.2034 1.1607 -1.664 14 
Pair 4 NBASE1 - NBASE2 3.2667 6.6598 1.7195 -.4214 6.9547 1.900 14 
Pair 5 NBASE1 - NTEST -.7547 9.8729 2.5492 -6.2221 4.7128 -.296 14 
Pair 6 NTUT-NTEST -10.7613 8.8118 2.2752 -15.6412 -5.8815 -4.730 14 
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Sig. 
(2-tailed) 
.000 
.001 
.118 
.078 
.772 
.000 
C.2.7 Comparison oCtutorial baseline MCV means between the TR and the NTR 
group, using one-way ANOV A Cor unrelated scores 
Subject TRGroup NTRGroup 
SI 33.00 15.00 
S2 20.00 35.00 
S3 25.00 42.00 
S4 48.00 32.00 
S5 49.00 19.00 
S6 32.00 29.00 
S7 41.00 51.00 
S8 32.00 34.00 
S9 35.00 48.00 
SIO 41.00 32.00 
SII 37.00 47.00 
SI2 32.00 43.00 
S13 22.00 50.00 
SI4 47.00 37.00 
SI5 49.00 52.00 
D escnptIve statistIcs 
95% Confidence 
Interval for Mean 
Std. Std. Lower Upper 
N Mean Deviation Error Bound Bound Minimum Maximum 
TR 15 36.2000 9.5782 2.4731 30.8957 41.5043 20.00 49.00 
NTR 15 37.7333 11.3356 2.9268 31.4559 44.0108 15.00 52.00 
Total 30 36.9667 10.3407 1.8879 33.1054 40.8279 15.00 52.00 
ANOVA 
Sum of Mean 
Squares df Square F Sig. 
Between Groups 17.633 I 17.633 .160 .692 
Within Groups 3083.333 28 110.119 
Total 3100.967 29 
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C.2.S Comparison of test baseline MCV means between the TR and the NTR 
group, using one-way ANOVA for unrelated scores 
Subject TRGroup NTRGroup 
SI 28.00 30.00 
S2 2.00 34.00 
S3 20.00 28.00 
S4 37.00 30.00 
S5 38.00 13.00 
S6 25.00 24.00 
S7 43.00 42.00 
S8 35.00 27.00 
S9 37.00 44.00 
SIO 35.00 27.00 
Sl1 18.00 52.00 
S12 39.00 44.00 
S13 21.00 45.00 
S14 53.00 31.00 
S15 25.00 46.00 
D 'f t f f escnpllve s a IS ICS 
95% Confidence 
Interval for Mean 
Std. Std. Lower Upper 
N Mean Deviation Error Bound Bound Minimum 
TR 15 30.4000 12.3970 3.2009 23.5348 37.2652 2.00 
NTR 15 34.4667 10.5754 2.7305 28.6102 40.3231 13.00 
Total 30 32.4333 11.5092 2.1013 28.1357 36.7309 2.00 
ANOVA 
Sum of Mean 
Squares df Square F Sig. 
Between Groups 124.033 I 124.033 .934 .342 
Within Groups 3717.333 28 132.762 
Total 3841.367 29 
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Maximum 
53.00 
52.00 
53.00 
C.2.9 Correlation between state anxiety scores and tutorial non·baseline MCVs in 
the TR group, using Pearson's correlation 
Tutorial 
State anxiety non-baseline 
Subject score (ST AI) MCV 
SI 33.00 19.31 
S2 21.00 15.57 
S3 38.00 31.83 
S4 32.00 9.98 
S5 44.00 34.94 
S6 33.00 18.72 
S7 34.00 22.68 
S8 28.00 29.96 
S9 33.00 19.40 
SIO 36.00 12.17 
Sl1 29.00 29.04 
S12 53.00 19.35 
S13 33.00 15.96 
SI4 38.00 18.13 
S15 23.00 25.65 
D . t' St t' t' escnpllve a IS ICS 
Std. 
Mean Deviation N 
State anxiety score 33.8667 7.8182 15 
Tutorial non-baseline 21.5127 7.3334 15 
MCV 
Correlations 
Tutorial non-
State anxiety baseline MCV 
State anxiety Pearson Correlation 1.000 .101 
Sig. (I-tailed) .360 
N 15 15 
Tutorial non-baseline Pearson Correlation .101 1.000 
MCV Sig. (I-tailed) .360 
N 15 15 
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C.2.10 Correlation between state anxiety scores and tutorial non-baseline MCVs in 
the NTR group, using Pearson's correlation 
State anxiety Tutorial non-
Subject score baseline MCV 
SI 25.00 11.71 
S2 44.00 27.14 
S3 26.00 14.48 
S4 36.00 20.95 
S5 38.00 18.29 
S6 28.00 18.76 
S7 48.00 40.38 
S8 34.00 18.05 
S9 31.00 38.95 
SIO 25.00 16.48 
Sl1 29.00 46.38 
S12 23.00 47.95 
S13 38.00 28.62 
S14 26.00 25.67 
S15 57.00 42.09 
D . t' St t' t' escnpllve a IS lCS 
Std. 
Mean Deviation N 
State anxiety_ 33.8667 9.7897 15 
Tutorial non-baseline 27.7267 12.3120 15 
MCV 
Correlations 
Tutorial non-
State anxiety baseline MCV 
State anxiety Pearson Correlation 1.000 .312 
Sig. (I-tailed) .129 
N 15 15 
Tutorial non-baseline Pearson Correlation .312 1.000 
MCV Sig. (I-tailed) .129 
N 15 15 
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C.2.11 Correlation between trait anxiety scores and tutorial non-baseline MCVs in 
the TR group, using Pearson's correlation 
Trait anxiety Tutorial non-
Subject score (ST AI) baseline MCV 
SI 41.00 19.31 
S2 33.00 15.57 
S3 52.00 31.83 
S4 40.00 9.98 
S5 35.00 34.94 
S6 33.00 18.72 
S7 41.00 22.68 
S8 50.00 29.96 
S9 45.00 19.40 
SIO 33.00 12.17 
SII 45.00 29.04 
SI2 49.00 19.35 
SI3 33.00 15.96 
SI4 48.00 18.13 
SI5 25.00 25.65 
D S escnptlve tatlstlcs 
Mean Std. Deviation N 
Trait anxiety 40.2000 7.9570 15 
Tutorial non-baseline 21.5127 7.3334 15 
MCV 
Correlations 
Tutorial non-
Trait anxiety baseline MCV 
Trait anxiety Pearson Correlation 1.000 .274 
Sig. (I-tailed) .161 
N 15 15 
Tutorial non- Pearson Correlation .274 1.000 
baseline MCV Sig. (I-tailed) .161 
N 15 15 
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C.2.12 Correlation between trait anxiety scores and tutorial non-baseline MCVs in 
the NTR group, using Pearson's correlation 
Trait anxiety Tutorial non-
Subject score (ST AI) baseline MCV 
SI 27.00 11.71 
S2 45.00 27.14 
S3 37.00 14.48 
S4 44.00 20.95 
S5 44.00 18.29 
S6 33.00 18.76 
S7 63.00 40.38 
S8 36.00 18.05 
S9 24.00 38.95 
SIO 31.00 16.48 
SII 39.00 46.38 
S12 34.00 47.95 
S13 34.00 28.62 
S14 33.00 25.67 
S15 45.00 42.09 
D S escnptJve tatJstJcs 
Std. 
Mean Deviation N 
Trait anxiety 37.9333 9.4451 15 
Tutorial non-baseline 27.7267 12.3120 15 
MCV 
Correlations 
Tutorial non-
Trait anxiety baseline MCV 
Trait anxiety Pearson Correlation 1.000 .267 
Sig. (I-tailed) 
.168 
N 15 15 
Tutorial non- Pearson Correlation .267 1.000 
baseline MCV Sig. (I-tailed) .168 
N 15 15 
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C.2.13 Correlation between tutorial baseline and non·baseline MCVs in the TR 
group, using Pearson's correlation 
Tutorial Tutorial non-
Subject baseline MCV baseline MCV 
SI 33.00 19.31 
S2 20.00 15.57 
S3 25.00 31.83 
S4 48.00 9.98 
S5 49.00 34.94 
S6 32.00 18.72 
S7 41.00 22.68 
S8 32.00 29.96 
S9 35.00 19.40 
SlO 41.00 12.17 
Sll 37.00 29.04 
Sl2 32.00 19.35 
Sl3 22.00 15.96 
Sl4 47.00 18.13 
SI5 49.00 25.65 
Descriptive s tatlstlcs 
Std. 
Mean Deviation N 
Tutorial baseline MCV 36.2000 9.5782 15 
Tutorial non-baseline 21.5127 7.3334 15 
MCV 
Correlations 
Tutorial Tutorial non-
baseline MCV baseline MCV 
Tutorial baseline Pearson Correlation 1.000 .075 
MCV Sig. (I-tailed) .396 
N 15 15 
Tutorial non- Pearson Correlation .D75 1.000 
baseline MCV Sig. (I-tailed) .396 
N 15 15 
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C.2.14 Correlation between tutorial baseline and non-baseline MCVs in the NTR 
group, using Pearson's correlation 
Non-baseline 
Subject Baseline MCV MCV 
SI 15.00 11.71 
S2 35.00 27.14 
S3 42.00 14.48 
S4 32.00 20.95 
S5 19.00 18.29 
S6 29.00 18.76 
S7 51.00 40.38 
S8 34.00 18.05 
S9 48.00 38.95 
SIO 32.00 16.48 
Sl1 47.00 46.38 
SI2 43.00 47.95 
S13 50.00 28.62 
SI4 37.00 25.67 
SI5 52.00 42.09 
o s escnptlve tatlstIcs 
Std. 
Mean Deviation N 
Baseline MCV 37.7333 11.3356 15 
Non-baseline MCV 27.7267 12.3120 IS 
Correlations 
Non-baseline 
Baseline MCV MCV 
Baseline MCV Pearson Correlation 1.000 .759** 
Sig. (I-tailed) .001 
N 15 15 
Non-baseline MCV Pearson Correlation .759** 1.000 
Sig. (I-tailed) .001 
N 15 15 
** Correlallon IS slgmficant at the 0.01 level (l-tatled). 
223 
C.2.IS Correlation between test baseline and non-baseline MCVs in the TR group, 
using Pearson's correlation 
Test non-
Test baseline baseline 
Subject MCV MCV 
SI 28.00 27.57 
S2 2.00 29.43 
S3 20.00 40.86 
S4 37.00 23.93 
S5 38.00 38.00 
S6 25.00 22.86 
S7 43.00 34.21 
S8 35.00 33.71 
S9 37.00 38.07 
SIO 35.00 27.71 
Sl1 18.00 35.57 
SI2 39.00 19.71 
S13 21.00 29.43 
SI4 53.00 39.71 
SI5 25.00 26.86 
Descriptlve StatistIcs 
Std. 
Mean Deviation N 
Test baseline MCV 30.4000 12.3970 15 
Test non-baseline 31.1753 6.5384 15 
MCV 
Correlations 
Test baseline Test non-
MCV baseline MCV 
Test baseline MCV Pearson Correlation 1.000 .146 
Sig. (I-tailed) .302 
N 15 15 
Test non-baseline Pearson Correlation .146 1.000 
MCV Sig. (I-tailed) .302 
N 15 15 
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C.2.16 Correlation between test baseline and non-baseline MCVs in the NTR group, 
using Pearson's correlation 
Test baseline Test non-
Subject MCV baseline 
MCV 
SI 30.00 27.46 
S2 34.00 25.92 
S3 28.00 39.85 
S4 30.00 34.39 
S5 13.00 28.64 
S6 24.00 10.57 
S7 42.00 52.21 
S8 27.00 40.71 
S9 44.00 58.64 
SIO 27.00 28.50 
S11 52.00 59.57 
SI2 44.00 51.14 
SI3 45.00 33.50 
SI4 3l.00 32.43 
SI5 46.00 53.79 
D S escnptIve tatIstIcs 
Std. 
Mean Deviation N 
Test baseline MCV 34.4667 10.5754 15 
Test non-baseline 38.4880 14.0762 15 
MCV 
Correlations 
Test non-
Test baseline baseline 
MCV MCV 
Test baseline MCV Pearson Correlation l.ooo .747** 
Sig. (I-tailed) .001 
N 15 15 
Test non-baseline Pearson Correlation .747** l.OOO 
MCV 
Sig. (I-tailed) .001 
N 15 15 
** CorrelatIOn IS slgmficant at the 0.01 level (I-tailed). 
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C.2.I7 Correlation tutorial non-baseline MCVs and test scores in the TR group, 
using Pearson's correlation 
Tutorial 
non-baseline 
Subject MCV Test score 
SI 19.31 80.00 
S2 15.57 70.00 
S3 31.83 76.67 
S4 9.98 68.33 
S5 34.94 40.00 
S6 18.72 63.33 
S7 22.68 73.33 
S8 29.96 40.00 
S9 19.40 61.67 
SlO 12.17 48.33 
Sl1 29.04 70.00 
SI2 19.35 33.33 
SI3 . 15.96 56.67 
SI4 18.13 38.33 
SI5 25.65 48.33 
D S escnptive tatistlcs 
Std. 
Mean Deviation N 
Tutorial non- 21.5127 7.3334 15 
baseline MCV 
Test score 57.8880 15.4372 15 
Correlations 
Tutorial non-
baseline MCV Test score 
Tutorial non-baseline Pearson Correlation 1.000 -.112 
MCV Sig. (2-tailed) 
.692 
N 15 15 
Test score Pearson Correlation -.112 1.000 
Sig. (2-tailed) 
.692 
N 15 15 
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C.2.IS Correlation tutorial non-baseline MCVs and test scores in the NTR group, 
using Pearson's correlation 
Tutorial 
non-baseline 
Subiect MCV Test score 
SI 11.71 25.93 
S2 27.14 33.33 
S3 14.48 31.48 
S4 20.95 16.67 
S5 18.29 16.67 
S6 18.76 25.00 
S7 40.38 16.67 
S8 18.05 16.67 
S9 38.95 31.67 
SIO 16.48 33.33 
Sl1 46.38 41.67 
SI2 47.95 40.00 
SI3 28.62 21.67 
SI4 25.67 25.00 
SI5 42.09 21.67 
D S escnptive tatistics 
Std. 
Mean Deviation N 
Tutorial non- 27.7267 12.3120 15 
baseline MCV 
Test score 26.4953 8.4313 15 
Correlations 
Tutorial non-
baseline MCV Test score 
Tutorial non- Pearson Correlation 1.000 .378 
baseline MCV Sig. (2-tailed) .165 
N 15 15 
Test score Pearson Correlation .378 1.000 
Sig. (2-tailed) .165 
N 15 15 
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C.2.19 Correlation between test non-baseline MCVs and test scores in the TR 
group, using Pearson's correlation 
Test non-
baseline 
Subject MCV Test score 
SI 27.57 80.00 
S2 29.43 70.00 
S3 40.86 76.67 
S4 23.93 68.33 
S5 38.00 40.00 
S6 22.86 63.33 
S7 34.21 73.33 
S8 33.71 40.00 
S9 38.07 61.67 
SIO 27.71 48.33 
Sl1 35.57 70.00 
SI2 19.71 33.33 
S13 29.43 56.67 
SI4 39.71 38.33 
SI5 26.86 48.33 
D S escnptlve tatIstIcs 
Std. 
Mean Deviation N 
Test non-baseline 31.1753 6.5384 15 
MCV 
Test score 57.8880 15.4372 15 
Correlations 
Test non-
baseline MCV Test score 
Test non-baseline Pearson Correlation 1.000 .078 
MCV Sig. (2-tailed) .783 
N 15 15 
Test score Pearson Correlation .078 1.000 
Sig. (2-tailed) .783 
N 15 15 
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C.2.20 Correlation between test non-baseline MCVs and test scores in the NTR 
group, using Pearson's correlation 
Test non-
baseline 
Subject MCV Test score 
SI 27.46 25.93 
S2 25.92 33.33 
S3 39.85 31.48 
S4 34.39 16.67 
S5 28.64 16.67 
S6 10.57 25.00 
S7 52.21 16.67 
S8 40.71 16.67 
S9 58.64 31.67 
SIO 28.50 33.33 
Sl1 59.57 41.67 
S12 51.14 40.00 
S13 33.50 21.67 
S14 32.43 25.00 
S15 53.79 21.67 
D S escnQtlve tatistics 
Std. 
Mean Deviation N 
Test non-baseline 38.4880 14.0762 15 
MCV 
Test score 26.4953 8.4313 15 
Correlations 
Non-baseline 
MCV Test score 
Test non-baseline Pearson Correlation 1.000 .262 
MCV Sig. (2-tailed) .346 
N 15 15 
Test score Pearson Correlation .262 1.000 
Sig. (2-tailed) .346 
N 15 15 
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C.3 Data analysis for frontal EEG beta 
This section presents the data analysis relating to frontal EEG beta level in the present 
study. As mentioned earlier in the thesis, EEG beta was only used to monitor anxiety, and 
such was not intended to be a dependent variable. However, the availability of data 
provided the opportunity to compare results with findings by other researchers. 
C.3.1 Comparison of EEG beta means within group and between groups, using 
two-way ANOVA with one repeated measure 
D S escnptlve tatJstJcs 
Std. 
GROUP Mean Deviation N 
Tutorial Baseline beta 1.00 9.9667 5.0065 15 
2.00 10.1333 2.6681 15 
Total 10.0500 3.9426 30 
Tutorial Non-baseline beta 1.00 8.7393 2.2987 15 
2.00 9.9513 3.7308 15 
Total 9.3453 3.1065 30 
Test Baseline beta 1.00 7.4913 2.2225 15 
2.00 10.2667 3.5384 15 
Total 8.8790 3.2281 30 
Test Non-baseline beta 1.00 11.2980 4.1278 15 
2.00 11.0087 4.6071 15 
Total Il.I533 4.3004 30 
T ests 0 fW· h' S b· It ID- U DJects Efti ects 
TypellI 
Sum of Mean 
Source Squares df Square F 
FACTOR I Sphericity Assumed 88.080 3 29.360 5.270 
Greenhouse-Geisser 88.080 2.401 36.686 5.270 
Huvnh-Feldt 88.080 2.736 32.198 5.270 
Lower-bound 88.080 1.000 88.080 5.270 
FACTOR I * GROUP Sphericity Assumed 41.617 3 13.872 2.490 
Greenhouse-Geisser 41.617 2.401 17.334 2.490 
Huynh-Feldt 41.617 2.736 15.213 2.490 
Lower-bound 41.617 1.000 41.617 2.490 
Error(FACTORI) Sphericity Assumed 467.942 84 5.571 
Greenhouse-Geisser 467.942 67.226 6.961 
Huynh-Feldt 467.942 76.596 6.109 
Lower-bound 467.942 28.000 16.712 
T t fB es so S b· etween- u )Jects Effi t ecs 
TypellI 
Sum of Mean 
Source Squares df Square F Sig. 
Intercept 11659.057 1 11659.057 316.454 .000 
GROUP 28.004 1 28.004 .760 .391 
Error 1031.599 28 36.843 
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Sig. 
.002 
.005 
.003 
.029 
.066 
.080 
.072 
.126 
C.3.2 Comparison of pairs of beta means within the TR group, using t-tests for 
related scores 
L d fi t bl egen or a es 
BASEI Tutorial Baseline beta 
TUT Tutorial Non-baseline beta 
BASE2 Test Baseline beta 
TEST Test Non-baseline beta 
P' dS S atre am pIes tatIstIcs 
Std. Std. Error 
Mean N Deviation Mean 
Pair I BASE I 9.9667 15 5.0065 1.2927 
TUT 8.7393 15 2.2987 .5935 
Pair2 TUT 8.7393 15 2.2987 .5935 
BASE2 7.4913 15 2.2225 .5738 
Pair 3 BASE2 7.4913 15 2.2225 .5738 
TEST 11.2980 15 4.1278 1.0658 
Pair 4 BASEI 9.9667 15 5.0065 1.2927 
BASE2 7.4913 15 2.2225 .5738 
Pair 5 BASE I 9.9667 15 5.0065 1.2927 
TEST 11.2980 15 4.1278 1.0658 
Pair 6 TUT 8.7393 15 2.2987 .5935 
TEST 11.2980 15 4.1278 1.0658 
P' dS I T atre ampJes est 
Paired Differences 
Std. 95% Confidence 
Std. Error Interval of the 
Mean Deviation Mean Difference t 
Lower Upper 
Pair I BASEI-TUT 1.2273 3.7509 .9685 -.8499 3.3045 1.267 
Pair 2 TUT-BASE2 1.2480 1.9949 .5151 .1432 2.3528 2.423 
Pair 3 BASE2-TEST -3.8067 2.8281 .7302 -5.3728 -2.2405 -5.213 
Pair 4 BASEI - BASE2 2.4753 4.6096 1.1902 -7.7376E-02 5.0280 2.080 
Pair 5 BASEI-TEST -1.3313 4.9692 1.2830 -4.0832 1.4205 -1.038 
Pair 6 TUT-TEST -2.5587 3.1332 .8090 -4.2938 -.8236 -3.163 
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Sig. 
df (2-tailed) 
14 .226 
14 .030 
14 .000 
14 .056 
14 .317 
14 .007 
C.3.3 Comparison of pairs of beta means within the NTR group, using t-tests for 
related scores 
Le d fi t bl ~gen or a es 
NBASEI Tutorial Baseline beta 
NTUT Tutorial Non-baseline beta 
NBASE2 Test Baseline beta 
NTEST Test Non-baseline beta 
Poirprl ~: -'-
Mean N n, S,~d;;, St~!~or 
Pair 1 NRA~P.I 10.1333 15 2.6681 .6889 
NTUT 9.8847 15 3.7499 .9682 
Pair 2 TUT 9.88' 161 
RASE2 O. !6 '1 
Pair 3 RA~E? '1. 
NL""1 11.0087 15 4.6071 1.1895 
Pair 4 RA n L11 1: 56 n .6: 19 
RASE2 ;67 1: ;3 :4 .9 ,6 
Pair 5 RA~P.I ,11 1: 56 n .6: 19 
Nl""1 11.0087 15 4.6071 1.1895 
Pair 6 NTUT 9.8847 15 3.7499 .9682 
>l 11.0087 15 4.6071 1.1895 
p' dS 1 T arre amples est 
Paired Differences 
Std. 95% Confidence 
Std. Error Interval of the 
Mean Deviation Mean Difference t df 
Lower Upper 
Pair 1 NBASEI - NTUT .2487 3.0344 .7835 -1.4317 1.9291 .317 14 
Pair 2 NTUT - NBASE2 -.3820 3.1438 .8117 -2.1230 1.3590 -.471 14 
Pair 3 NBASE2 - NTEST -.7420 2.9309 .7567 -2.3651 .8811 -.981 14 
Pair 4 NBASEI- -.1333 1.7585 .4540 -1.1072 .8405 -.294 14 
NBASE2 
Pair 5 NBASEI - NTEST -.8753 3.5172 .9081 -2.8231 1.0724 -.964 14 
Pair 6 NTUT-NTEST - 3.0202 .7798 -2.7965 .5485 -1.441 14 
1.1240 
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Sig. 
(2-tailed) 
.756 
.645 
.343 
.773 
.351 
.171 
C.3.4 Comparison of test baseline EEG beta between the TR and the NTR group, 
using a one-way ANOV A for unrelated scores 
Tutorial Test 
Baseline Baseline 
Subiect beta beta 
SI 5.59 18.15 
S2 5.38 12.88 
S3 6.00 9.29 
S4 9.17 13.95 
S5 10.22 15.87 
S6 11.97 8.94 
S7 6.68 7.49 
S8 4.49 9.53 
S9 6.37 10.75 
SlO 7.12 7.92 
Sll 5.70 9.75 
SI2 9.90 5.20 
S13 9.70 9.74 
SI4 8.30 6.79 
S15 5.78 7.75 
D . f escnpllves 
Std. Std. 95% Confidence 
N Mean Deviation Error Interval for Mean Minimum Maximum 
Lower Upper 
Bound Bound 
Tutorial Baseline Beta 15 7.4913 2.2225 .5738 6.2606 8.7221 4.49 11.97 
Test Baseline Beta 15 10.2667 3.5384 .9136 8.3072 12.2262 5.20 18.15 
Total 30 8.8790 3.2281 .5894 7.6736 10.0844 4.49 18.15 
ANOVA 
Sum of Mean 
Squares df Square F Sig. 
Between Groups 57.769 1 57.769 6.617 .016 
Within Groups 244.436 28 8.730 
Total 302.204 29 
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C.3.5 Correlation between tutorial non-baseline EEG beta and test scores in the 
TR group, using Pearson's correlation 
Tutorial 
non-baseline 
Subject beta Test score 
SI 5.48 80.00 
S2 9.37 70.00 
S3 7.00 76.67 
S4 8.20 68.33 
S5 12.84 40.00 
S6 9.03 63.33 
S7 7.15 73.33 
S8 5.34 40.00 
S9 9.17 61.67 
SlO 6.76 48.33 
SII 7.09 70.00 
SI2 10.48 33.33 
SI3 12.35 56.67 
SI4 10.14 38.33 
SI5 10.69 48.33 
Descriptive s tatlstlcs 
Mean Std. N 
Deviation 
Tutorial non- 8.7393 2.2987 15 
baseline beta 
Test score 57.8880 15.4372 15 
Correlations 
Non-
baseline beta Test score 
Tutorial non- Pearson Correlation \.000 -.465 
baseline beta Sig. (2-tailed) .081 
N 15 15 
Test score Pearson Correlation -.465 1.000 
Sig. (2-tailed) .081 
N 15 15 
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C.3.6 Correlation between tutorial non-baseline EEG beta and test scores in the 
NTR group, using Pearson's correlation 
Tutorial 
non-baseline 
Subiect beta Test score 
SI 12.74 25.93 
S2 8.67 33.33 
S3 8.87 31.48 
S4 8.36 16.67 
S5 22.13 16.67 
S6 10.14 25.00 
S7 10.56 16.67 
S8 9.00 16.67 
S9 9.42 31.67 
SIO 7.34 33.33 
Sl1 10.34 41.67 
S12 7.42 40.00 
S13 10.40 21.67 
S14 6.70 25.00 
S15 7.18 21.67 
D S escnptJve tatJstJcs 
Mean Std. N 
Deviation 
Tutorial non- 9.9513 3.7308 15 
baseline beta 
Test score 26.4953 8.4313 15 
Correlations 
Non-
baseline beta Test score 
Tutorial non- Pearson Correlation 1.000 -.339 
baseline beta Sig. (2-tailed) .216 
N 15 15 
Test score Pearson Correlation -.339 1.000 
Sig. (2-tailed) .216 
N 15 15 
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C.3.7 Correlation between test non-baseline EEG beta and test scores in the 
TR group, using Pearson's correlation 
Test non-
Subject baseline beta Test score 
SI 7.04 80.00 
S2 12.02 70.00 
S3 10.09 76.67 
S4 12.29 68.33 
S5 13.08 40.00 
S6 15.19 63.33 
S7 7.25 73.33 
S8 7.42 40.00 
S9 7.84 61.67 
SIO 8.09 48.33 
SII 8.64 70.00 
S12 21.58 33.33 
S13 16.06 56.67 
S14 13.67 38.33 
S15 9.21 48.33 
D S escnptIve tatIstlcs 
Mean Std. N 
Deviation 
Test non-baseline 11.2980 4.1278 15 
beta 
Test score 57.8880 15.4372 15 
Correlations 
Test non-
baseline beta Test score 
Test non-baseline beta Pearson Correlation 1.000 -.449 
Sig. (2-tailed) .093 
N 15 15 
Test score Pearson Correlation -.449 1.000 
Sig. (2-tailed) .093 
N 15 15 
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C.3.8 Correlation between test non-baseline EEG beta and test scores in the 
NTR group, using Pearson's correlation 
Test non-
Subject baseline beta Test score 
SI 17.91 80.00 
S2 14.54 70.00 
S3 10.67 76.67 
S4 10.37 68.33 
S5 22.83 40.00 
S6 10.08 63.33 
S7 3.38 73.33 
S8 11.40 40.00 
S9 7.29 61.67 
SlO 7.69 48.33 
Sll 10.95 70.00 
SI2 8.64 33.33 
SI3 10.28 56.67 
SI4 10.63 38.33 
SI5 8.47 48.33 
Descriptive s tatlstIcs 
Std. 
Mean Deviation N 
Test non-baseline 11.3420 4.1765 15 
beta 
Test score 26.4953 8.4313 15 
Correlations 
Test non-
baseline beta Test score 
Test non-baseline beta Pearson Correlation 1.000 -.256 
Sig. (2-tailed) .356 
N 15 15 
Test beta Pearson Correlation -.256 1.000 
Sig. (2-tailed) .356 
N 15 15 
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C.3.9 Correlation between tutorial non-baseline MCVs and EEG beta in the TR 
group, using Pearson's correlation 
Tutorial Tutorial 
non-baseline non-baseline 
Subiect MCV beta 
SI 19.31 5.48 
S2 15.57 9.37 
S3 31.83 7.00 
S4 9.98 8.20 
S5 34.94 12.84 
S6 18.72 9.03 
S7 22.68 7.15 
S8 29.96 5.34 
S9 19.40 9.17 
SIO 12.17 6.76 
Sl1 29.04 7.09 
Sl2 19.35 10.48 
S13 15.96 12.35 
S14 18.13 10.14 
S15 25.65 10.69 
D S escnptIve tatIst)cs 
Mean Std. N 
Deviation 
Tutorial non-baseline 21.5127 7.3334 15 
MCV 
Tutorial non-baseline 8.7393 2.2987 15 
beta 
Correlations 
Tutorial non- Tutorial non-
baseline MCV baseline beta 
Tutorial non-baseline Pearson Correlation 1.000 .000 
MCV Sig. (2-tailed) .999 
N 15 15 
Tutorial non-baseline Pearson Correlation .000 1.000 
beta Sig. (2-tailed) .999 
N 15 15 
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C.3.10 Correlation between tntorial non-baseline MCVs and EEG beta in the NTR 
group, using Pearson's correlation 
Tutorial Tutorial 
non-baseline non-baseline 
Subiect MCV beta 
SI 11.71 12.74 
S2 27.14 8.67 
S3 14.48 8.87 
S4 20.95 8.36 
S5 18.29 22.13 
S6 18.76 10.14 
S7 40.38 10.56 
S8 18.05 9.00 
S9 38.95 9.42 
SIO 16.48 7.34 
Sl1 46.38 10.34 
S12 47.95 7.42 
S13 28.62 10.40 
S14 25.67 6.70 
S15 42.09 7.18 
D . r St r f escnpuve a IS ICS . 
Mean Std. N 
Deviation 
Tutorial non-baseline 27.7267 12.3120 15 
MCV 
Tutorial non-baseline 9.9513 3.7308 15 
beta 
Correlations 
Tutorial non- Tutorial non-
baseline MCV baseline beta 
Tutorial non-baseline Pearson Correlation 1.000 -.267 
MCV Sig. (2-tailed) .336 
N 15 15 
Tutorial non-baseline Pearson Correlation -.267 1.000 
beta Sig. (2-tailed) .336 
N 15 15 
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