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Abstract
In this paper, we discuss discriminant analysis for locally stationary processes, which
constitute a class of non-stationary processes. Consider the case where a locally stationary
process fXt;Tg belongs to one of two categories described by two hypotheses p1 and p2: Here T
is the length of the observed stretch. These hypotheses specify that fXt;Tg has time-varying
spectral densities f ðu; lÞ and gðu; lÞ under p1 and p2; respectively. Although Gaussianity of
fXt;Tg is not assumed, we use a classiﬁcation criterion Dð f : gÞ; which is an approximation of
the Gaussian likelihood ratio for fXt;Tg between p1 and p2: Then it is shown that Dð f : gÞ is
consistent, i.e., the misclassiﬁcation probabilities based on Dð f : gÞ converge to zero as
T-N: Next, in the case when gðu; lÞ is contiguous to f ðu; lÞ; we evaluate the misclassiﬁcation
probabilities, and discuss non-Gaussian robustness of Dð f : gÞ: Because the spectra depend on
time, the features of non-Gaussian robustness are different from those for stationary
processes. It is also interesting to investigate the behavior of Dð f : gÞ with respect to
inﬁnitesimal perturbations of the spectra. Introducing an inﬂuence function of Dð f : gÞ; we
illuminate its inﬁnitesimal behavior. Some numerical studies are given.
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1. Introduction
There has been a series of papers on discriminant analysis for stationary processes.
For the problems of discriminating two Gaussian processes by linear ﬁltering,
Shumway and Unger [12] gave certain spectral approximations of Kullback–Leibler
discrimination information rate, J-divergence rate and detection probabilities. They
introduced linear discriminant ﬁlters maximizing these approximations and applied
them to seismic records from selected earthquakes and nuclear explosions. Shumway
[10] gave an extensive review of various discriminant problems in time series. Using
an approximation of the Gaussian likelihood ratio (GLR), Zhang and Taniguchi [15]
discussed parametric discriminant problems for non-Gaussian vector linear
processes. They showed that the classiﬁcation statistic has some good properties,
for example, consistency and non-Gaussian robustness. For discrimination between
such non-Gaussian multivariate time series, Kakizawa et al. [8] have introduced a
disparity measure, which includes the Kullback–Leibler discrimination information
and the Chernoff information measure, and gave applications to the problems of
classifying earthquakes and mining explosions (see also [11,13]).
As for stationary random ﬁelds, Yuan and Rao [14] discussed the classiﬁcation of
textures using non-parametric estimates of their second-order spectra. Because all
the results above deal with stationary processes we are led to the problem of
discriminating non-stationary processes.
Dahlhaus [3] has introduced a class of locally stationary processes (non-stationary
processes), and established the asymptotic theory of statistical inference. Adak [1]
discussed an applications of the locally stationary processes to speech signals and
earthquake data.
In this paper, we investigate the problems of classifying a multivariate non-
Gaussian locally stationary process fXt;T ¼ ðX ð1Þt;T ;y; X ðdÞt;T Þ0g into one of two
categories described by two hypotheses: p1 : f ðu; lÞ; p2 : gðu; lÞ; where f ðu; lÞ and
gðu; lÞ are time-varying spectral density matrices. It is well known that the
classiﬁcation by the likelihood ratio (LR) gives the optimal classiﬁcation (see [2]).
However, in the time series situation, if the sample size T is large, LR is intractable
even if we assume Gaussianity and stationarity of the process. Dahlhaus [3] gave an
approximation of the log-likelihood of the form
1
4p
1
M
XM
j¼1
Z p
p
½logj f ðuj; lÞj þ trfINðuj; lÞf 1ðuj; lÞg dl;
where M and N satisfy T ¼ NM; and INðu; lÞ is a sort of periodogram of fXt;Tg:
Although we do not assume Gaussianity of the process, we use an approximation of
the Gaussian Kullbuck–Leibler Divergence
Dð f : gÞ ¼ 1
4pM
XM
j¼1
Z p
p
log
jgðuj; lÞj
j f ðuj ; lÞj
 
þ tr½INðuj; lÞfg1ðuj; lÞ  f 1ðuj; lÞg

dl
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as a classiﬁcation statistic for our problem. That is, if Dð f : gÞ40 we choose
category p1: Otherwise we choose category p2:
This paper is organized as follows. Section 2 provides a limit theorem for an
integral functional of INðu; lÞ; which is useful to describe the asymptotics of Dð f : gÞ
under p1 and p2: In Section 3, using the result in Section 2, we show that the
classiﬁcation statistic Dð f : gÞ gives a consistent classiﬁcation rule. We also evaluate
the misclassiﬁcation probabilities of Dð f : gÞ when gðu; lÞ is contiguous to f ðu; lÞ:
Then, the problem of non-Gaussian robustness is addressed. Because the spectra
depend on time u; we observe that the features of non-Gaussian robustness are
different form those for the stationary case. It is interesting to investigate the
behavior of Dð f : gÞ with respect to inﬁnitesimal spectral perturbations. Hence, in
Section 4 we introduce an inﬂuence function of Dð f : gÞ; and illuminate its various
properties. Some numerical studies for the inﬂuence function are also given.
Throughout this paper we write N ¼ f1; 2;yg; and denote Kronecker’s delta
by dð; Þ:
2. A limit theorem for multivariate locally stationary processes
Dahlhaus [3] developed asymptotic theory for univariate locally stationary
processes. We start with the deﬁnition of a multivariate locally stationary process.
Since we discuss discriminant analysis for multivariate locally stationary processes,
we extend some of his results to the case when the process concerned is multivariate.
Deﬁnition 2.1. A sequence of multivariate stochastic processes Xt;T ¼
ðX ð1Þt;T ;y; X ðdÞt;T Þ0 ðt ¼ 1;y; TÞ is called locally stationary with transfer function
matrix At;TðlÞ ¼ fAt;TðlÞa;b: a; b ¼ 1;y; dg and mean 0 if there exists a representa-
tion
Xt;T ¼
Z p
p
expðiltÞAt;T ðlÞ dxðlÞ; ð1Þ
where the following holds.
(i) xðlÞ ¼ ðx1ðlÞ;y; xdðlÞÞ0 is a complex-valued vector process on ½p; p with
xaðlÞ ¼ xaðlÞ; Exaj ðlÞ ¼ 0 and
cumfdxa1ðl1Þ;y; dxakðlkÞg
¼ Z
Xk
j¼1
lj
 !
ga1;y;akðl1;y; lk1Þ dl1;y; dlk; ð2Þ
where cumf?g denotes the cumulant of kth order, gaðlÞ ¼ 0; ga;bðlÞ ¼ dða; bÞ;
jga1;y;gak ðl1;y; lk1ÞjpCðkÞ (CðkÞ is constant) for all a1;y; akAf1;y; dg and
ZðlÞ ¼PNl¼N dðlþ 2plÞ is the period 2p extension of the Dirac delta function.
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(ii) There exists a constant K and a 2p-periodic matrix-valued function Aðu; lÞ ¼
fAðu; lÞa;b: a; b ¼ 1;y; dg : ½0; 1  R-Cdd with Aðu; lÞ ¼ Aðu;lÞ and
sup
t;l
At;T ðlÞa;b  A
t
T
; l

 
a;b

pKT1
for all a; bAf1;y; dg and TAN ; where Aðu; lÞ is assumed to be continuous in u:
We call f ðu; lÞ  Aðu; lÞAðu; lÞ0 the time-varying spectral density matrix of fXt;Tg:
Letting
d
ðaÞ
N ðu; lÞ ¼
XN1
s¼0
X
ðaÞ
½uT N=2þsþ1;T expðilsÞ; ð3Þ
we introduce the periodogram matrix INðu; lÞ ¼ fINðu; lÞa;b: a; b ¼ 1;y; dg over a
segment of length N with midpoint ½uT ; where
INðu; lÞa;b ¼
1
2pN
d
ðaÞ
N ðu; lÞdðbÞN ðu;lÞ: ð4Þ
The shift from segment to segment is denoted by N: INðuj; lÞ is calculated
over segments with midpoints ujT ¼ tj ¼ Nð j  1=2Þ ð j ¼ 1;y; MÞ where
T ¼ NM:
For f : ½0; 1  ½p; p-Cdd ; deﬁne
JT ðfÞ  1
M
XM
j¼1
Z p
p
trffðuj; lÞINðuj; lÞg dl ð5Þ
and
JðfÞ 
Z 1
0
Z p
p
trffðu; lÞf ðu; lÞg du dl: ð6Þ
We set down the following assumption.
Assumption 2.1. (i) The functions Aðu; lÞ and fjðu; lÞ; ð j ¼ 1;y; kÞ are 2p-periodic
in l and the periodic extensions are differentiable in u and l with uniformly bounded
derivative @@u
@
@l Aðu; lÞ and @@u @@l fjðu; lÞ: The fourth-order cumulant spectral density
ga1;a2;a3;a4ðl1; l2; l3Þ is continuous with respect to l1; l2 and l3:
(ii) All the eigenvalues of Aðu; lÞAðu; lÞ0 are bounded from below by some C40
uniformly in u and l:
(iii) The parameters N and T fulﬁll the relations T1=45N5T1=2=ln T :
The following lemma is a multivariate version of Theorem A.2 of Dahlhaus [3].
Lemma 2.1. Suppose Assumption 2.1 holds. Then,
(i) EJTðfÞ ¼ JðfÞ þ oðT
1
2Þ;
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(ii) T covfJT ðfiÞ; JT ðfjÞg ¼ Vi;j þ oð1Þ; where
Vi;j ¼ 4p
Z 1
0
Z p
p
trffiðu; lÞf ðu; lÞfjðu; lÞf ðu; lÞg dl
"
þ 2p
Z p
p
Z p
p
Xd
a1;a2;a3;a4¼1
fiðu; lÞa1;a2fjðu; mÞa4;a3

Xd
b1;b2;b3;b4¼1
Aðu; lÞa2;b1Aðu;lÞa1;b2Aðu;mÞa4;b3Aðu; mÞa3;b4
 gb1;b2;b3;b4ðl;l;mÞ dl dm
#
du:
(iii) The quantitiesﬃﬃﬃﬃ
T
p
½JTðfjÞ  JðfjÞ; j ¼ 1;y; k;
have, asymptotically, a normal distribution with zero mean vector and covariance
matrix V ¼ fVi;j: i; j ¼ 1;y; kg:
We have placed the proofs of lemmas and theorems in Section 5.
3. Discriminant analysis for multivariate locally stationary processes
In this section, we study the problems of classifying a multivariate locally
stationary process fXt;Tg into one of two categories described by two hypo-
theses:
p1 : f ðu; lÞ; p2 : gðu; lÞ;
where f ðu; lÞ and gðu; lÞ are d  d time-varying spectral density matrices. For this
discriminant problem, we use
Dð f : gÞ ¼ 1
4pM
XM
j¼1
Z p
p
log
jgðuj; lÞj
j f ðuj ; lÞj
 
þ tr½INðuj; lÞfg1ðuj; lÞ  f 1ðuj; lÞg

dl ð7Þ
as a classiﬁcation statistic. That is, if Dð f : gÞ40 we choose category p1: Otherwise
we choose category p2: We set down the following further assumption.
Assumption 3.2. There exists C40 such that the minimum eigenvalues of f ðu; lÞ and
gðu; lÞ are greater than C for all u and l:
The following theorem describes the asymptotics of Dð f : gÞ under p1 and p2:
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Theorem 3.1. Suppose that Assumptions 2.1 and 3.2 hold. Then, as T-N; under p1ﬃﬃﬃﬃ
T
p
½Dð f : gÞ  EfDð f : gÞjp1g!D Nf0; s2ð f ; gÞg ð8Þ
and under p2ﬃﬃﬃﬃ
T
p
½Dð f : gÞ  EfDð f : gÞjp2g!D Nf0; s2ðg; f Þg; ð9Þ
where
s2ð f ; gÞ ¼ 1
4p
Z 1
0
Z p
p
trf f ðu; lÞg1ðu; lÞ  Idg2 dl
"
þ 1
8p
Xd
b1;b2;b3;b4¼1
Z p
p
Aðu; lÞfg1ðu; lÞ  f 1ðu; lÞgAðu; lÞ dl
 
b2;b1
"

Z p
p
Aðu; mÞfg1ðu; mÞ  f 1ðu; mÞgAðu; mÞ dm
 
b3;b4
 gb1;b2;b3;b4ðl;l;mÞ
##
du;
and ½Ma;b is the ða; bÞ element of matrix M:
If we use Dð f : gÞ as a classiﬁcation criterion, the misclassiﬁcation probabilities
are
Pð2j1Þ ¼ PfDð f : gÞp0jp1g; Pð1j2Þ ¼ PfDð f : gÞ40jp2g:
The following theorem shows that the classiﬁcation statistic is asymptotically
consistent.
Theorem 3.2. Under Assumptions 2.1 and 3.2,
lim
T-N
Pð2j1Þ ¼ 0; lim
T-N
Pð1j2Þ ¼ 0:
To evaluate the goodness of Dð f : gÞ we assume that gðu; lÞ is contiguous to
f ðu; lÞ: Now we set the spectral densities as
p1 : f ðu; lÞ ¼ f ðu; lÞ; p2 : gðu; lÞ ¼ f ðu; lÞ þ T1=2hðu; lÞ; ð10Þ
where hðu; lÞ is a d  d matrix-valued function, and assumed to be non-negative
deﬁnite on ½0; 1  ½p; p:
Assumption 3.3. (i) We observe the realization X1;T ;y; XT ;T of a d-dimensional
locally stationary process with mean 0 and transfer function matrix At;TðlÞ: The
time-varying spectral density matrix is f ðu; lÞ ¼ Aðu; lÞAðu; lÞ0:
(ii) All the eigenvalues of f ðu; lÞ are bounded from below by some constant C40
uniformly in u and l:
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(iii) The components of f ðu; lÞ and hðu; lÞ are continuous on ½0; 1  ½p;p:
(iv) N and T fulﬁll the relations T1=45N5T1=2=ln T :
Now we get the following theorem.
Theorem 3.3. Under (10), suppose Assumption 3.3. If we use Dð f : gÞ as a
classification criterion, then
lim
T-N
Pð2j1Þ ¼ lim
T-N
Pð1j2Þ ¼ F 
1
2
F
fF þ Dg1=2
" #
; ð11Þ
where FðÞ is the cumulative distribution function of the standard normal distribution,
and
F ¼ 1
4p
Z 1
0
Z p
p
trfhðu; lÞf 1ðu; lÞg2 du dl;
D ¼ 1
8p
Z 1
0
Xd
b1;b2;b3;b4¼1

Z p
p
Ayðu; lÞf f 1ðu; lÞhðu; lÞf 1ðu; lÞgAyðu; lÞ dl
 
b2;b1

Z p
p
Ayðu; mÞf f 1ðu; mÞhðu; mÞf 1ðu; mÞgAyðu; mÞ dm
 
b3;b4
 gb1;b2;b3;b4ðl;l;mÞ du: ð12Þ
The above result is for non-parametric contiguous alternatives. In actual
situations, it is often important to deal with the parametric contiguous alternatives.
Hence we next consider the following contiguous hypothesis.
p1 : f ðu; lÞ ¼ fyðu; lÞ; p2 : gðu; lÞ ¼ fyþh= ﬃﬃﬃTp ðu; lÞ; ð13Þ
where yAYCRq and h ¼ ðh1;y; hqÞ0:
Assumption 3.4. (i) We observe the realization X1;T ;y; XT ;T of a d-dimensional
locally stationary process with mean 0 and transfer function matrix At;TðlÞ: The
time-varying spectral density matrix is fyðu; lÞ ¼ Ayðu; lÞAyðu; lÞ0; yAYCRq; where
Y is compact.
(ii) All the eigenvalues of fyðu; lÞ are bounded from below by some constant C40
uniformly in y; u and l:
(iii) The components of fyðu; lÞ; rfyðu; lÞ and r2fyðu; lÞ are continuous on
Y ½0; 1  ½p; p (r denotes the gradient with respect to y).
(iv) N and T fulﬁll the relations T1=45N5T1=2=ln T :
Replacing hðu; lÞ by Pqi¼1 hirifyðu; lÞ we can prove the following corollary.
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Corollary 3.1. Under (13), suppose Assumption 3.4. If we use Dð f : gÞ as a
classification criterion, then
lim
T-N
Pð2j1Þ ¼ lim
T-N
Pð1j2Þ ¼ F 
1
2
FðyÞ
fFðyÞ þ DðyÞg12
2
4
3
5; ð14Þ
where FðÞ is the cumulative distribution function of the standard normal distribution,
and
FðyÞ ¼ 1
4p
Z 1
0
Z p
p
tr
Xq
i¼1
hirifyðu; lÞf 1ðu; lÞ
( )2
du dl;
DðyÞ ¼ 1
8p
Z 1
0
Xd
b1;b2;b3;b4¼1

Xq
i¼1
hi
Z p
p
Ayðu; lÞf f 1y ðu; lÞrifyðu; lÞf 1y ðu; lÞgAyðu; lÞ dl
 
b2;b1
"

Xq
j¼1
hj
Z p
p
Ayðu;mÞf f 1y ðu; mÞrj f ðu; mÞf 1y ðu; mÞgAyðu; mÞ dm
 
b3;b4
 gb1;b2;b3;b4ðl;l;mÞ
#
du: ð15Þ
Next we discuss non-Gaussian robustness of the classiﬁcation statistic Dð f : gÞ:
We say that Dð f : gÞ is non-Gaussian robust if the limit of the misclassiﬁcation
probabilities Pð1j2Þ and Pð2j1Þ is independent of the fourth-order cumulant spectra
gb1;b2;b3;b4ðl;l;mÞ of the process.
Theorem 3.4. Suppose that all the assumptions in Theorem 3.3 hold, and that the
fourth-order cumulant spectra gb1;b2;b3;b4ðl;l; mÞ are constant with respect to l and m:
Then, ifZ 1
0
Z p
p
Z p
p
Ayðu; lÞ1 @
@yi
Ayðu; lÞ þ @
@yi
Ayðu; lÞAyðu; lÞ1
 
 Ayðu; mÞ1 @
@yj
Ayðu; mÞ þ @
@yj
Ayðu; mÞAyðu; mÞ1
 
du dl dm
¼ 0; ði; j ¼ 1;y; qÞ; ð16Þ
hold, the classification criterion Dð f : gÞ is non-Gaussian robust.
Remark 3.1. If the process fXt;Tg is stationary with transfer function Ayðu; lÞ ¼
AyðlÞ; and if the parameter vector y ¼ yð0Þ is innovation-free, then Eq. (16) reduces
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to products ofZ p
p
AyðlÞ1 @
@yi
AyðlÞ dl

y¼yð0Þ
ði ¼ 1;y; qÞ ð17Þ
which are equal to zero. This result was given in Zhang and Taniguchi [15].
However, if the process fXt;Tg is locally stationary with transfer function
Ayðu; lÞ ¼ cyðuÞAyðlÞ; ð18Þ
where the parameter value yð0Þ is supposed to be innovation-free, and cyð0Þ ðuÞ ¼ cðuÞ;
then we obtainZ 1
0
Z p
p
Z p
p
Ayðu; lÞ1 @
@yi
Ayðu; lÞAyðu; mÞ1 @
@yj
Ayðu; mÞ du dl dm
¼
Z 1
0
4p2
@
@yi
cyðuÞ @
@yj
cyðuÞ  cyðuÞ2 du: ð19Þ
If the functions cyðuÞ1 @@y1 cyðuÞ;y; cyðuÞ
1 @
@yq
cyðuÞ; are independent at y ¼ yð0Þ with
respect the inner product (19), then (19) is not equal to zero. Hence, (16) does not
hold in this case, which implies that Dð f : gÞ is not non-Gaussian robust although
yð0Þ is innovation-free.
Remark 3.2. In the actual applications, we must use some training samples to
estimate f ðu; lÞ and gðu; lÞ: Let fˆðu; lÞ and gˆðu; lÞ be consistent estimators of f ðu; lÞ
and gðu; lÞ; respectively, based on the training samples. Then we can use Dðfˆ : gˆÞ as a
classiﬁcation statistic.
Next we give two numerical examples related to the misclassiﬁcation probabilities
Pðij jÞ:
Example 3.1. Let y0 ¼ ðc01;c02Þ; c1 ¼ ðy1;y; ylÞ0; c2 ¼ ðy1þ1;y; yqÞ0: We suppose
that fXt;Tg is a uniformly modulated univariate process of the form
Xt;T ¼ ac1ðuÞYt;
where fYtg a Gaussian stationary AR process with spectral density fc2ðlÞ: Then the
time-varying spectral density of fXt;Tg is
fyðu; lÞ ¼ ac1ðuÞ2fc2ðlÞ:
If ac1ðuÞ is independent of u; fXt;Tg is a stationary process. For parametric
contiguous case, the misclassiﬁcation probabilities are
lim
T-N
Pð1j2Þ ¼ lim
T-N
Pð2j1Þ ¼ F  1
2
FðyÞ12
 
;
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where
FðyÞ ¼ 1
4p
Z 1
0
Z p
p
2
Xl
j¼1
hj@jac1ðuÞac1ðuÞ1
(
þ
Xq
k¼lþ1
hk@kfc2ðlÞfc2ðlÞ1
)2
du dl
and @i  @=@yi: For the above we further specify the model as
Xt;T ¼ exp  1ﬃﬃﬃ
2
p y1u
 
Yt; u ¼ t
T
ð j ¼ 1;y; TÞ
and
Yt ¼ y2Yt1 þ et;
where jy2jo1; etBNIDð0; 1Þ: Then, it is easy to see
FðyÞ ¼ h
2
1
3
þ h
2
2
1 y22
; ð20Þ
where h1 and h2 are the parameters given in (13). Next we consider the case when
fXt;Tg is a stationary process. Let ac1ðuÞ ¼ 1; then
FðyÞ ¼ h
2
2
1 y22
: ð21Þ
For the above cases, (20) and (21), we plot the misclassiﬁcation probabilities in
Figs. 1–3. From Figs. 1–3, we observe that the misclassiﬁcation probability for the
time-varying case is smaller than that for the stationary case.
Example 3.2. Let fXt;Tg be generated by
Xt;T ¼ 0:8f1 y cosðpuÞgXt1;T þ et; u ¼ t
T
;
for t ¼ 1;y; T ; where etBNIDð0; 1Þ: Then, the spectral density is written by
fyðu; lÞ ¼ 1
2p
j1 0:8f1 y cosðpuÞg expðilÞj2:
Similarly, we evaluate the misclassiﬁcation probabilities for the parametric
contiguous case. The integrationZ 1
0
Z p
p
h2
@
@y
fyðu; lÞf 1y ðu; lÞ
 2
du dl
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is approximated by the following summation
1
n
Xn
i¼1
2p
n
Xn
j¼1
h2
@
@y
fyðui; ljÞf 1y ðui; ljÞ
 2
;
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Fig. 1. Misclassiﬁcation probabilities ðh1 ¼ h2 ¼ 0:5Þ:
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
m
is
cl
as
si
fic
at
io
n 
pr
ob
ab
ilit
y
theta2
time varying case
stationary case
Fig. 2. Misclassiﬁcation probabilities ðh1 ¼ 0:5; h2 ¼ 2Þ:
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where ui ¼ i=n; lj ¼ pþ 2pj=n ðn ¼ 1000Þ; and h is arbitrary. If y ¼ 0; the spectral
density is the stationary process. For parameter values y ¼ 0; ð0:5Þ; 1; we calculated
the misclassiﬁcation probabilities. In Fig. 4, it is shown that the probability of
y ¼ 0 (e.g., stationary case) is higher than that of the other cases (e.g., non-stationary
case).
4. Inﬂuence function
The inﬂuence function was invented by Hampel [5] in order to investigate the
inﬁnitesimal behavior of real-valued functionals. Denote Dð f : gÞ deﬁned in (7) by
Dð f : gjINÞ: We suppose that the hypotheses are described by i.e.,
p1: f ðu; lÞ; p2 : gðu; lÞ: ð22Þ
Next, assume that INðuj; lÞ’s come from the process with spectral density
ð1 ZÞf ðu; lÞ þ Zhðu; lÞ; ðZ40Þ; which is the time-varying spectral density of the
process ð1 ZÞxt þ Zet; where fxtg and fetg are locally stationary processes whose
spectral densities are given by f ðu; lÞ and hðu; lÞ; respectively. The process fxtg is a
signal process, and fetg is a noise process (e.g., [6] for short memory processes). Here
fxtg and fetg are assumed to be mutually independent. We introduce the
following inﬂuence function:
IF d  lim
Zr0
Dð f : gj f Þ  Dð f : gjð1 ZÞf þ ZhÞ
Z
: ð23Þ
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Fig. 3. Misclassiﬁcation probabilities ðh1 ¼ 2; h2 ¼ 0:5Þ:
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The inﬂuence of the contamination hðu; lÞ of noise process on D can be
characterized by IFd : Moreover IFd is a useful heuristic tool of robust statistics. The
following proposition gives the explicit expression of IF d :
Proposition 4.1. (i) The influence function IF d is given by
IF d ¼ 1
4pM
XM
j¼1
Z p
p
trfG1ðuj; lÞG2ðuj; lÞg dl; ð24Þ
where G1ðuj; lÞ ¼ hðuj; lÞ  fyðuj; lÞ and G2ðuj; lÞ ¼ gyðuj; lÞ1  fyðuj; lÞ1:
(ii) The following inequality holds
jIFd jp 1
4pM
XM
j¼1
Z p
p
trfG1ðuj ; lÞG1ðuj ; lÞg dl
 1=2

Z p
p
trfG2ðuj ; lÞG2ðuj; lÞg dl
 1=2
; ð25Þ
where the equality holds if and only if G1ðuj; lÞ ¼ kG2ðuj; lÞ for some constant k:
We say that hðu; lÞ is least favorable if hðu; lÞ attains the equality in (25). From (ii)
the least favorable spectral density is of the form
hðu; lÞ ¼ fyðu; lÞ þ kfgyðu; lÞ1  fyðu; lÞ1g: ð26Þ
Let us illustrate the least favorable spectral density.
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Fig. 4. Misclassiﬁcation probabilities.
K. Sakiyama, M. Taniguchi / Journal of Multivariate Analysis 90 (2004) 282–300294
Example 4.3. In (26), let k ¼ 1;
fyðu; lÞ ¼ expðuÞ
2p
j1 y expðilÞj2;
gyðu; lÞ ¼ fyþeðu; lÞ ¼ expðuÞ
2p
j1 ðyþ eÞ expðilÞj2;
where e ¼ 0:01: In Figs. 5 and 6, we plot the graphs of hðu; lÞ for y ¼ 0:3 and y ¼ 0:9;
respectively.
In Fig. 6, we can see that hðu; lÞ is large for low frequencies and is small for high
frequencies. Also the value of hðu; lÞ at low frequency increases as us1:
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5. Proofs
In this section, we provide the proofs of lemma, theorems, and proposition in the
previous sections.
Proof of Lemma 2.1. The statement (i) follows Lemma A.8 of Dahlhaus [3] similarly.
Regarding (ii) we have
T covðJT ðfiÞ; JT ðfjÞÞ
¼ TE½fJT ðfiÞ  EJTðfiÞgfJTðfjÞ  EJT ðfjÞg
¼ Tð2pMNÞ2
XM
j;k¼1
Xd
a1;a2;a3;a4¼1
Z p
p
Z p
p
fiðuj; lÞa1;a2fjðuj ; lÞa3;a4
 ½cumfdða2ÞN ðuj; lÞ; dða4ÞN ðuk;mÞg cumfdða1ÞN ðuj;lÞ; dða3ÞN ðuk; lÞg
þ cumfdða2ÞN ðuj; lÞ; dða3ÞN ðuk; mÞg cumfdða1ÞN ðuj;lÞ; dða4ÞN ðuk;mÞg
þ cumfdða2ÞN ðuj; lÞ; dða1ÞN ðuj ;lÞ; dða4ÞN ðuk;mÞ; dða3ÞN ðuk; mÞg dl dm
¼ ðaÞ þ ðbÞ þ ðcÞ; ðsayÞ:
In view of Lemma A.9 of Dahlhaus [3], the evaluations of (a) and (b) are similar.
Thus, use of Lemma A2.1 of Hosoya and Taniguchi [7], we can evaluate (c) as
2p
Z p
p
Z p
p
Xd
a1;a2;a3;a4¼1
fiðu; lÞa1;a2fjðu; mÞa4;a3

Xd
b1;b2;b3;b4¼1
Aðu; lÞa2;b1Aðu;lÞa1;b2Aðu;mÞa4;b3Aðu; mÞa3;b4
 gb1;b2;b3;b4ðl;l;mÞ dl dm du:
Therefore, we can get the result (ii).
As in Lemma A.10 of Dahlhaus [3] we can show
Tl=2 cumfJTðfj1Þ;y; JT ðfjl Þg ¼ oð1Þ; j1;y; jlAf1;y; kg;
which implies the assertion (iii). &
Proof of Theorem 3.1. From (i) of Lemma 2.1 it is seen that
Dð f : gÞ  EfDð f : gÞjp1g
¼ 1
4pM
XM
j¼1
Z p
p
tr½INðuj ; lÞfg1ðuj; lÞ  f 1ðuj; lÞg dl

Z 1
0
Z p
p
tr½ f ðu; lÞfg1ðu; lÞ  f 1ðu; lÞg du dlþ oðT1=2Þ;
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and
Dð f : gÞ  EfDð f : gÞjp2g
¼ 1
4pM
XM
j¼1
Z p
p
tr½INðuj ; lÞfg1ðuj; lÞ  f 1ðuj; lÞg dl

Z 1
0
Z p
p
trfgðu; lÞgfg1ðu; lÞ  f 1ðu; lÞg du dlþ oðT1=2Þ:
By (ii) and (iii) of Lemma 2.1, we can observe, as T-N;ﬃﬃﬃﬃ
T
p
½Dð f : gÞ  EfDð f : gÞjp1g!D Nf0; s2ð f ; gÞg
under p1;ﬃﬃﬃﬃ
T
p
½Dð f : gÞ  EfDð f : gÞjp2g!D Nf0; s2ðg; f Þg
under p2; where
s2ð f ; gÞ ¼ 1
4p
Z 1
0
Z p
p
trf f ðu; lÞg1ðu; lÞ  Idg2 dl
"
þ 1
8p
Z p
p
Z p
p
Xd
b1;b2;b3;b4¼1
½Aðu; lÞfg1ðu; lÞ  f 1ðu; lÞgAðu; lÞb2;b1
½Aðu; mÞfg1ðu; mÞ  f 1ðu; mÞgAðu; mÞb3;b4
 gb1;b2;b3;b4ðl;l;mÞ dl dm
#
du: &
Proof of Theorem 3.2. If we set fðu; lÞ ¼ g1ðu; lÞ  f 1ðu; lÞ in Lemma 2.1 we can
see that
EfDð f : gÞjp1g ¼ 1
4p
Z 1
0
Z p
p
log
jgðu; lÞj
j f ðu; lÞj
 
þ trf f ðu; lÞg1ðu; lÞg  d

dlþ oðT1=2Þ:
Let c1ðu; lÞ;y; cdðu; lÞ be the eigenvalues of f 1=2ðu; lÞgðu; lÞf 1=2ðu; lÞ: Then we
have
Bð f : gÞ  1
4p
Z 1
0
Z p
p
log
jgðu; lÞj
j f ðu; lÞj
 
þ trf f ðu; lÞg1ðu; lÞg  d
 
du dl
¼ 1
4p
Xd
j¼1
Z 1
0
Z p
p
½logfcjðu; lÞg þ fcjðu; lÞg1  1 du dlX0;
where the equality holds iff c1ðu; lÞ ¼? ¼ cdðu; lÞ ¼ 1 a.e.
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Since f ðu; lÞcgðu; lÞ; the above Bð f : gÞ is positive. From Theorem 3.1, it is seen
that Dð f : gÞ-pBð f : gÞ40:
Hence,
lim
T-N
PfDð f : gÞp0jp1g ¼ 0:
Similarly, we can obtain limT-N PfDð f : gÞ40jp2g ¼ 0: &
Proof of Theorem 3.3. First, recall Bð f : gÞ in the proof of Theorem 3.2. For a
general matrix X it is known that
dr logjX j ¼ ð1Þr1ðr  1ÞtrfX1 dXgr; ð27Þ
drX1 ¼ ð1Þrr!ðX1 dXÞrX1; r ¼ 1; 2;y; ð28Þ
(see e.g., [9, p. 152]). Applying Taylor expansion to Bð f : gÞ with (27), (28) and
gðu; lÞ  f ðu; lÞ ¼ 1ﬃﬃﬃﬃ
T
p hðu; lÞ
we obtain
EfDð f : gÞjp1g
¼ 1
8pT
Z 1
0
Z p
p
trfhðu; lÞf 1ðu; lÞg2 du dlþ lower order terms:
Similarly it is seen that s2ð f : gÞ is written as
s2ð f ; gÞ ¼ 1
4pT
Z 1
0
Z p
p
trfhðu; lÞf 1ðu; lÞg2 dl
"
þ 2p
16p2T
Xd
b1;b2;b3;b4¼1

Z p
p
Aðu; lÞf f 1ðu; lÞhðu; lÞf 1ðu; lÞgAðu; lÞ dl
 
b2;b1

Z p
p
Aðu; mÞf f 1ðu; lÞhðu; mÞf 1ðu; mÞgAðu; mÞ dm
 
b3;b4
 gb1;b2;b3;b4ðl;l;mÞ
#
du þ oðT1Þ:
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Therefore, under (13)
lim
T-N
Pð2j1Þ ¼ lim
T-N
PfDð f : gÞp0g
¼ lim
T-N
P
ﬃﬃﬃﬃ
T
p fDð f : gÞ  EfDð f : gÞjp1gg
sð f : gÞ p
ﬃﬃﬃﬃ
T
p
EfDð f : gÞjp1g
sð f : gÞ
2
4
3
5
¼ lim
T-N
F
 ﬃﬃﬃﬃTp EfDð f : gÞjp1g
sð f : gÞ
 
¼F 
1
2
F
fF þ Dg1=2
" #
:
Similarly, we can prove limT-N Pð1j2Þ ¼ limT-N Pð2j1Þ: &
Proof of Theorem 3.4. Henceforth we write Ayðu; lÞ  Ay;l and fyðu; lÞ  fy;l; for
simplicity.
We can showZ 1
0
Z p
p
Z p
p
Ay;l f
1
y;l
@
@yi
fy;lf
1
y;l
 
Ay;l
 Ay;m f 1y;m
@
@yj
fy;mf
1
y;m
 
Ay;m du dl dm
¼
Z 1
0
Z p
p
Ay;l A

y;l
1A1y;l
@
@yi
Ay;l  Ay;l

þ Ay;l @
@yi
Ay;l

Ay;l
1A1y;l

Ay;l dl

Z p
p
Ay;m A

y;m
1A1y;m
@
@yj
Ay;m  Ay;m

þ Ay;m @
@yj
Ay;m

Ay;m
1A1y;m

Ay;m dm

du
¼
Z 1
0
Z p
p
Z p
p
A1y;l
@
@yi
Ay;l þ @
@yi
Ay;lA

y;l
1
 
 A1y;m
@
@yj
Ay;m þ @
@yj
Ay;mA

y;m
1
 
du dl dm: ð29Þ
Hence, if ð29Þ ¼ 0; then DðyÞ in Corollary 3.1 is equal to zero. &
Proof of Proposition 4.1. (i) The assertion follows from the deﬁnition of IF d :
(ii) For any square matrices A and B; we have
jtr ABj2pðtr AAÞðtr BBÞ
with equality if and only if A ¼ kB (e.g., [4, Lemma A.1]). &
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