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ABSTRACT Cloud systems are becoming a powerful tool for business. The evidence of the advantages
of offering infrastructure as a service (IaaS), platform as a service (PaaS), or software as a service (SaaS)
is overwhelming. Therefore, for SaaS providers, it is essential to know the virtual resources required to
optimize the service offered and to keep the quality of service (QoS) at the desired levels. This paper presents
an analytic model cloud availability and response time (CART) for obtaining the best tradeoff between
performance, cost, and availability in a cloud system aimed at providing software as a service. The model
aims to guarantee the predetermined availability and response time (RT) agreed with customers in a service-
level agreement (SLA) contract while minimizing the cost of the system. A client-transparent error recovery
strategy has been considered along with a Poisson traffic model. A sensitivity analysis of the simulated and
real workloads is presented to study how a specific SLA influences the cloud service performance regarding
the guaranteed RT and availability. The results corroborate the goodness of the model proposed, adjusting the
real system accurately. Furthermore, the obtained results provide useful guidelines for cloud or Web-server
designers.
INDEX TERMS Cloud computing, availability, response time, service level agreement, quality of service.
I. INTRODUCTION
Over the last decade, cloud computing has revolutionized
society and the IT industry [1], [2]. According to the National
Institute of Standards and Technology (NIST) [3], Cloud
computing is a model for enabling ubiquitous, convenient,
on-demand network access to a shared pool of configurable
computing resources (e.g. networks, servers, storage, appli-
cations and services) that can be rapidly provisioned and
released with minimal management effort or service provider
interaction.
In this context, computational resources can be offered
to the users as a service (XaaS). The most common are
infrastructure as a service (IaaS), platform as a service (PaaS)
and software as a service (SaaS). Therefore, the quality of
service (QoS) plays a vital role [4]. Nowadays, the QoS
The associate editor coordinating the review of this manuscript and
approving it for publication was Bora Onat.
is regulated by service-level agreements (SLAs). These are
contracts between client and providers that express the price
for a service, the QoS levels required during the service
provisioning and the penalties associated with the SLA vio-
lations. Hence, service providers must design these contracts
very carefully to maintain user confidence and avoid revenue
loss [5]. The quality of service and user satisfaction have
a significant relation: A lower level of QoS due to an SLA
violation leads to a decrease in user satisfaction. The main
challenge for a service provider is to determine the best trade-
off between profit and customer satisfaction. This work is
aimed at assisting service providers to design the optimal
SLA contract regarding cost, performance and availability to
maintain user satisfaction and the quality of service at the
desired levels.
There is a rapidly growing trend in developing SaaS
and real-time applications that open the door to new chal-
lenges in cloud-based hosting. The most crucial are to ensure
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high availability (HA) and a reasonable response time (RT).
To address these challenges, the central objective of this work
is to design a decision model that minimizes the cost of
the system and maximizes the SLA guarantees (based on the
availability and response time of the system).
Availability is defined as the probability of an adequate
QoS [6]. Moreover, availability is the long-term fraction of
the time of service actually delivered. Short outages can
usually be accepted, but more prolonged interruptions or
accumulated disruptions exceeding a certain threshold may
not be tolerable. The IEEE defines HA as the ability to wake
components that have failed in the system. Morrill et al. [7]
consider that the minimum level of HA is around 99.7%.
Other cloud-computing issues, such as variability [8], system
security [9] and reliability [10] were discarded.
Inspired by the work in [11]–[13], we represent the avail-
ability of cloud service as a Markov model, where the times
between failures are exponentially distributed. Furthermore,
a M/M/1/k queue was chosen to model the performance of
a Cloud offering SaaS. The model consists of a cloud made
up of N virtual machines (VMs). Considering the number of
tasks as b, from here on k = bN , and the queue is renamed
M/M/1/bN [14]. This queue was chosen not only as it fits in
this Cloud environment properly but also because it allows the
cloud’s administrator to compute the response time quickly
and reliably.
Optimizing the performance of data centers is prominent
in the literature on cloud computing, see [12], [15], [16].
In this paper, the proposal is focused on designing a non-
linear multi-criteria model (NLP) that minimizes the cost of
the system while preserving SLA guarantees (based on the
performance and availability). It is known that NLP problems
are commonly harder to resolve to require more time and
computational power. Nevertheless, in this case, a non-linear
function represents the real behavior of the cloud service
more accurately and the experiments suggest that it can be
solved quickly.
There are different metrics for evaluating the perfor-
mance of computer applications, such as the response time
or throughput. The mean response time is perhaps the
most significant performance metric in a cloud-computing
context [17] dealing withHPC applications and real-time ser-
vices, and so, this was the performance parameter chosen for
this work. Hence, it is a negotiated SLA required to guarantee
the QoS considered in our formulation. Moreover, the model
proposed is also focused on guaranteeing a negotiated level
of QoS regarding availability. Thus, another SLA is required
to guarantee the aforementioned specific availability rate.
To address QoS requeriments regarding availability, per-
formance (response time) and cost, this paper makes the
following contributions:
(i) Modeling the cloud architecture using a queuing net-
work model.
(ii) Modeling the availability using a Markov model.
(iii) Proposing a SLA decision model (CART) capable of
optimizing and analyzing the cost and quality impact in
the hosting of cloud-based applications (i.e. SaaS). This
model keeps user satisfaction and quality of service
(availability and performance) at a negotiated SLA.
(iv) Making an accessible CART model through a cloud-
based service (AOS, Application Optimization Ser-
vice) to assist cloud designers in the evaluation of their
models. CART is available for everyone in AOS,1 by
clicking on ‘‘New session’’, and then ‘‘Cloud/CART’’.
II. LITERATURE REVIEW
Research related to SLA-based cost optimization and cus-
tomer satisfaction is becoming an important branch in the
Cloud computing area. Most of the works are focused
on models oriented towards IaaS providers. For example,
García et al. [18] propose an SLA-driven architecture for
automatic provision, scheduling, allocation and dynamic
management of cloud resources.
Nevertheless, one of the main challenges of cloud service
providers is to ensure the quality of service by guaranteeing
the SLA contract. Serrano et al. [19] propose a method that
combinesQoSwith SLA in clouds aiming at facing challenges
such as better performance, dependability or cost reduction of
online cloud services. The paper shows advantages from pro-
viding IaaS and PaaS. Moreover, Hussain et al. [20] describe
this situation for small-medium enterprises (SMEs). This
work presents an exhaustive review of the current state of the
art and highlights the main gaps in the research. They claim
that a lack of a viable SLAmanagement framework could lead
to service interruption and contract violation penalties. Fur-
thermore, service interruption and contract violation penalties
affect customer satisfaction and cloud service trustworthiness
directly.
In this context, availability, cost, reliability, dependability,
performance and other cloud metrics are essential quality
factors to design cloud-based services. The literature abounds
with different modeling approaches that mix a subset of
these metrics, see [21]. Wu et al. [22] present an optimization
model to minimize cost and improve customer satisfaction
level considering SLA violations and response time. Kouki
and Ledoux [23] propose an analytical model to predict cloud
service performance regarding the cost and the dependability
of the service.
High Availability in cloud computing services is one of
the most crucial quality metrics [24]. HA for cloud services
is essential for maintaining customer confidence and pre-
venting revenue losses due to SLA violation penalties [25].
Snyder et al. [26] claim that about $285 million have been
lost yearly due to cloud service failures.
Although many efforts have been dedicated to ana-
lyzing the availability of cloud (or web) hosts using
measurement-based techniques [27], [28], less emphasis has
been placed on modeling web service availability taking
into account the impact of server node failures and perfor-
mance degradation [10]. The modeling of the availability of
1http://stormy02.udl.cat/aos
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fault-tolerant cloud computing systems using a Markov
model to fulfill the client request was proposed in [29]. This
work discusses various heterogeneous availability models for
a few failure structures and designs and compares different
recovery techniques.
Meaningful information generated by scheduling prob-
lems should be merged with job availability in clouds. This
way, we detected an increasing number of research papers
studying scheduling problems that are subject to machine
or job availability constraints [12], [15], [16]. In this con-
text, machines or jobs may be unavailable for distinct time
intervals. In [12], job behavior regarding unavailability con-
straints was analyzed. An integer linear programming (ILP)
algorithm was proposed for scheduling problems that occur
when the weighted number of late jobs that are subject to
deterministic machine availability constraints must be min-
imized.
Frequently used methods of modeling computer service
performance subjected to such QoSmetrics as response time,
throughput and network utilization have been extensively
studied in [30]–[35]. Xiong and Perros [30] obtained the
response time distribution of a cloud system modeled on a
classicM/M/m, assuming an exponential density function for
the inter-arrival and service times. Yang et al. [32] obtained
the response time distribution for a cloudwith anM/M/m/m+r
system model. Both inter-arrival and service distribution
times were assumed to be exponential, and the system had
a finite number of m+r size buffers. The complexity of other
queues (G/M/m,M/G/m, G/G/m) comes from the impossibil-
ity of obtaining a closed formula to represent the probability
distributions of the response or waiting times of customers
in the queue, and therefore approximate models must be
found [36]. Several authors propose analytical models based
on queuing theory to estimate the performance of a heteroge-
neous data center accurately, for instance [37] and [38].
Recent research has indicated that the speed of service,
response time and service cost are not the only crucial fac-
tors in a cloud system [39]. The growth in the literature is
particularly concentrated on power consumption, with some
works related to the possibility of dynamically consolidat-
ing traffic flows dynamically on as few links as possible
and turning off unused links and switches [40], [41]. Other
authors recommend shutting down the spare nodes to make
the system greener andmore efficient concerning energy con-
sumption [42], [43]. Another option is to select the right data
center considering energy efficiency,QoS and SLA [44]. This
way, Rossi et al. [45] propose an eco-orchestration approach
to balance the energy-efficiency of a data center with a
smaller impact on performance. Despite the importance of
energy-efficient systems in cloud computing, this work only
evaluates the QoS based on guaranteeing the SLA concerning
availability, response time and cost.
III. CART MODEL
In this section, the cloud architecture is presented. Next,
an availability model is proposed. A novel and attractive
FIGURE 1. Cloud architecture model. One M/M/1/bN or N M/M/1/b
queues. This figure represents the behavior of a web cloud made up of N
slaves governed by a server.
feature of this approach is the use of non-linear optimization
techniques to take advantage of the strengths of both well-
studied models in the current state of the art (see the literature
review, Section II).
A. CLOUD ARCHITECTURE MODEL
The performance of the cloud system proposed in this work
is modeled by finite customers and a single server queue
(M/M/1/bN), where N and b respectively represent the num-
ber of virtual machines and the capacity of each VM in the
cloud. The cloud is made up of N virtual machines. Accord-
ingly, the performance of a VM in the cloud is modeled
by a queue (M/M/1/b). Figure 1 depicts the cloud system
architecture. This figure shows that the entire cloud can be
modeled using anM/M/1/bN queue. This can be broken down
into NM/M/1/b queues.
The input traffic is modeled by a Poisson process with rate
λ tasks/s (tasks per second). The authors chose a Poisson
process for simplicity and for fitting the behavior of the web
traffic properly. Since the cloud system has N available VMs,
there will be N independent Poisson arrivals eachwith a λN =
λ
N rate. It is modeled like this to obtain a balanced system
where each virtual resource has the same capacity. It means
that each virtual resource receives a proportional amount of
the workload. Moreover, each VM in the system has a service
rate of µ tasks/s. Provided that the queuing model on this






where N̂ represents the mean number of VMs in the system
and is defined as:









VOLUME 7, 2019 38197
J. Mateo-Fornés et al.: CART, a Decision SLA Model for SaaS Providers
FIGURE 2. Markov model for availability.
Besides, pi is the steady probability of having i tasks in this









If i = bN , the queue is full. This means that the system
has no more free resources to execute new incoming tasks.
Therefore, until the finalization of some tasks currently being
processed, the system rejects all new incoming tasks.
B. AVAILABILITY
In this section, the availability model, inspired by the work
presented in [10], is presented. The times between virtual
machine failures are exponentially distributed at the rate
α. We suppose that failures are not detected immediately.
When failing, the system is reconfigured by restarting the
virtual machine. After a virtual machine failure, the sum of
the detection failure, system reconfiguration, restoration and
reintegration times is assumed to be exponentially distributed
at rate β.
Figure 2 shows the queuing model that describes this
process. The N states of the Markov model represent the
availability of the N virtual machines making up the cloud
system used in the previous section.





where n represents the number of available VMs in the
system. The state of the system represents the number of
available VMs at any given moment. Thus, the steady-state
probabilities, defined in eq. 5, represent the probability of




























L(n), defined in eq. 8 represents the loss probability due to
a lack of capacity at VM n.
L(n) = npb, (8)











Considering that the probability must be inside the interval
[0-1], the availability can be defined as 1 minus the unavail-
ability rate. Thus:
availability = 1− unavailability (10)
C. CART MODEL
In this section, an optimization model is presented to provide
the ideal number of virtual machines N required to guarantee
a given level of availability (passed as an argument by some
clients), while minimizing the response time and also the cost
of the system. Let us consider the system in the cloud. The
goal of the model is to find a balanced solution between cost
and response time to guarantee a certain level of availability.
In this context, the model finds the best trade-off to ensure
the availability and performance of the QoS. This is achieved
by mixing two mathematical approaches, queuing theory and
nonlinear programming.
To that end, an objective function (OF) and its constraints
are presented. The OF corresponds to the response time
defined in eq. 1. In this case, we are interested in finding
the number of virtual machines in the system that minimizes
eq. 1. The requirements of this model are to set two main
parameters that act as constraints in the model presented in
this section. The first one is SLA_Availability, which repre-
sents the availability agreed with the customers. This way,
the model can guarantee a negotiated level of availability
for the QoS. The second one is the SLA_ResponseTime,
which represents an upper-bound for the response time that
the administrator of the system considers quick enough to
serve the jobs.Moreover, this is also a crucial factor that
the SaaS provider must agree with the customers in the
SLA contract. In this work, the metric used to estimate this
bound is efficiency. The response time used in this model
is the minimum time that does not improve the efficiency
significantly, taking into account a mean number of users.
The efficiency can be evaluated considering the speed-up in
executing a task in a single node and the time to execute a task
when more processors are added to the system, always taking
into consideration a mean number of user petitions. There is
overwhelming evidence of the relationship between the cost
andminimization of the response time. Thus, this constraint is
needed to make a trade-off between the cost and the response
time.
The system is used to design the central virtual architecture
we need to maintain the availability levels while serving
users with high efficiency. It is true that this architecture
will not always be static. The cloud is elastic and capable
of adapting to changes in the workload. Thus, a cloud-based
platform must be capable of adjusting to the workload. If the
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workload decreases, some virtual resources can be stopped.
This amount can be obtained by recalculating the model. The
same can be applied if the workload increases. So, the model
can be recalculated when significant changes in the workload
are detected. Furthermore, the results of the model are the
minimum resources the system needs in a typical situation.
However, the model can be recalculated to fit changes in the
workload.
This function is formally defined by the following non-
linear programming model:
OF :min [RT ] (11)
s.t. : Availability ≥ SLA_Availability (12)
ResponseTime ≤ SLA_ResponseTime (13)
(11) is the OF to be minimized. Note that the resolution
of such an equation is a non-linear problem. (12) is the SLA
constraint regarding availability (defined in 10) the system
must guarantee. (13) is another constraint for ensuring the
agreed performance regarding response time. Prior to design-
ing the SLA with the customers, cloud providers can restrict
the unnecessary use of resources (computing nodes, cores,
etc.) to satisfy users and keep the QoS at the desired level.
Given the constants α, β, λ and µ, the solution that mini-
mizesOF will obtain the value of the variableN, representing
the number of virtual machines. (13) is used to obtain the
most efficient N (i.e. minimum N), that is, an optimal OF
but taking into account the number of resources.
The N obtained when applying the model will be the
minimum number of virtual resources to ensure the QoS
concerning the availability and performance required by the
client.
IV. RESULTS
In this section, we present the results that corroborate the
advantages of the model proposed. First of all, we describe
the test-bed used in this study. Then, the model is evaluated
to ensure the correctness of the results and highlight the
influence of the availability and response time of the SLA
on the design of cloud services. Finally, a real cloud service
is deployed and monitored to show how the model proposed
can simulate real systems and also to give useful guidelines
for designing cloud services.
A. TEST BED
A small range of cloud architectures was considered and
analyzed to show the good behavior of the model presented in
section III-C. The main characteristics of each architectural-
cloud design (Clouds 1,2 and 3) are described in Table 1. λ is
the average arrival rate of tasks. µ is the task service rate of
the system. α is used to obtain 1/α, which represents the mean
time for failure detection. β is used to calculate 1/β, which
represents the mean time for restarting a virtual machine; b
represents the capacity of each virtual machine.
Table 2 describes the initial decision to optimize the
system. As explained in section III-C, SLA_ResponseTime
TABLE 1. Cloud architectural characteristics.
TABLE 2. Numerical values of the decision parameters.
represents the minimum response time that the system must
ensure and SLA_Availability represents the rate of availability
that the system must guarantee.
In an attempt to test the veracity of the model proposed
in this paper, the authors selected cloud characteristics ran-
domly. In spite of this, the decision parameters displayed in
Table 2 were carefully chosen to reflect different trends and
enrich the discussion of the results.
The model presented and discussed in Section III-C was
implemented and solved using Python [46] and the Sage
8.2 mathematical software [47].
B. MODEL EVALUATION
This section presents the results obtained by the model to
study the impact of the minimization on the response time
that guarantees a negotiated SLA regarding availability when
increasing the number of VMs.
The principal results obtained from the test-bed alter-
natives (Cloud 1, 2 and 3) and the three combina-
tions of the decision parameters SLA_Availability and
SLA_ResponseTime (P1, P2 and P3) are presented in this
section. These show the relationship between the number of
virtual machines, the response time and availability.
Figures 3 and 4 depict the behavior of the availability and
response time in all the clouds studied. Thus, the results show
the impact on availability and response time when the cloud
service is offered with a certain number of virtual machines
(N).
Those figures highlight the influence of the number of
virtual machines on the minimization of the RT, guaranteeing
the availability and response time of the SLA. This way,
a range between 1 and 50 virtual machines was used to
evaluate Cloud 1, Cloud 2 and Cloud 3 architectures on the
test-bed. The results show the different trends in the metrics
analyzed.
These figures also show the minimum number of virtual
machines required to ensure the level of the response time and
availability of the SLA agreed with the customer, represented
by marker-lines (−, P1), (+, P2) and (x, P3).
Figure 3 presents a decreasing trend between response time
and the number of virtual machines. Thus, the more VMs
the system has, the quicker it will reply. On the contrary,
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FIGURE 3. Response time.
FIGURE 4. Availability.
an incremental trend between the availability and number of
virtual machines can be appreciated in Figure 4. Therefore,
the more virtual machines the system has, the more available
it will be. Cloud 3 and SLA_ResponseTime(P3) show a case
in which there is not enough with 50 VMs to ensure a rea-
sonable Response Time. In this situation, the cloud designer
must invest in more than 50 VMs to satisfy their consumers.
However, this bound on the response time can be incremented
to reduce the overall cost. The final decision of whether to
increase either this bound or the number of virtual machines
will only depend on the trade-off between customer satisfac-
tion and the system cost.
The minimum response time is found with 50 VMs in
all the clouds. Note that after a certain number of VMs,
the response time barely decreases, and ceases to be an
essential metric to consider. The system cost increases with
the number of VMs and the type of the contract agreed.
Thus, a multi-objective minimization objective is justified for
designing cloud services.
For Cloud 1 and 2, the principal influencing factor in
economic terms (investing in VMs) is the response time,
since the SLA is easy to achieve regarding availability in this
context (7 VMs to guarantee SLA_Availability as much for
P2, see Figure 4). However, in Cloud 3, availability is the
most critical aspect. Thus, Cloud 1 needs 3 VMs to ensure
SLA_Availability (P1) and 4 for SLA_Availability (P2) and
SLA_Availability (P3), whereas Cloud 3 needs 37, 45 and
47 VMs respectively. The system cost increases with the
number of VMs and the type of the contract agreed. This
assumption again justifies the need for a multi-objective min-
imization model for designing cloud services.
These results provide confirmatory evidence about the
differences between designing clouds to ensure the response
time and availability of the SLA.
C. CASE STUDY
In this section, a practical case study was designed to show
how the proposed model can be applied in a real cloud envi-
ronment. The cloud architecture analyzed offers software-as-
a-service (SaaS). The application tested is a traditional cloud
service. The client based on a web application performs tasks
using a back-end to manage virtual machines in the cloud.
The main steps are to deploy the VM, send and execute
the job, send the results to the client and destroy the virtual
machine. Furthermore, there is a queue to store the undone
tasks. The fundamental objective is to show how the model
proposed reflects reality and is helpful for SaaS providers to
deploy the cloud architecture.
The experimental results were obtained using the Apache
JMeter tool [48]. This can be used to simulate loads in a web
service to test its strength or analyze overall performance
by sending scheduled hypertext transfer protocol (HTTP)
requests. The results presented in this section show the
response time and availability of the system described above
when monitoring the system with 1, 2 and 3 virtual machines
contracted in the Amazon Web Services (AWS) to serve the
incoming petitions. This study draws on the monitorization
conducted by the JMeter tool for 1minute and only contracted
resources were used.
The average input and service task rate used in the study
were λ = 15 tasks/s and µ = 5 tasks/s. Therefore,
the maximum capacity of each VM was restricted to five
tasks (this is b = 5). The virtual machines (VMs) used
were t1.micro. The main features of this type of VM instance
are computational power provided by 1.7 GB of RAM and
1 vCPU (Virtual CPU). These are aimed at general-purpose
applications.
First of all, the simulation tool was used to verify the
behavior of the cloud service. With the parameters described
above, the cloud system solved by simulation is depicted
in Figure 5. This figure shows that with contracting 3 VMs,
the response time and availability of the SLA are satisfied.
Figures 6 and 7 show the number of incoming tasks
per second (demand) generated by JMeter (right axis) and the
response time or availability obtained by each cloud config-
uration (1, 2 or 3 VMs). Moreover, these pictures contain the
desired levels (agreed with the customers) of response time
and availability.
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FIGURE 5. Case Study. Model results.
FIGURE 6. Case Study. Response time obtained with JMeter.
A closer look at the data indicates that the model solved by
simulation (Figure 5) generates similar information (response
time and availability) as the output obtained from monitor-
ing the real system. Note that the percentage of availability
increases while the response time decreases when more vir-
tual machines are contracted.
Nevertheless, in the data obtained from monitoring the
real system, moments in time were found when the
response time and availability of the SLA are not satisfied.
Therefore, the response time and availability exceed the
SLA_ResponeTime and SLA_Availavility respectively. In all
these situations, we can ensure response time and availability
by deploying pay-per-use instances but with a higher cost,
as explained above.
Thus, using the model proposed, we can optimize the
computational resources deployed. These demand peaks are
produced by the high variability of the input tasks gener-
ated by JMeter, which attempts to emulate the real load of
cloud data centers and websites. Considering the results of
the model, this service will contract 3 virtual machines to
guarantee SLA. Despite this, pay-per-use instances will be
required when demand increases. In this study, pay-per-use
instances will be required around seconds 13, 18, 27-30, 40,
FIGURE 7. Case Study. SLA availability obtained with JMeter.
53-57 in the response time and 13, 19, 17-31, 40-41 and 52-56
in the availability.
Regarding the cost, for certain cloud providers like Ama-
zon, the user can invest in pay-per-use or reserved capacity.
With reserved resources, up to 74% can be saved compared
with equivalent on-demand capacity. For example, the yearly
fee of an instance t1.micro in the pay-per-use modality is
around e 175.68. Meanwhile, with a reserved capacity con-
tract, the price is reduced to e 103. In this study, the model
suggests 3 VMs (reserved capacity), so we will have an
annual cost of around 3 VMs*e 103 =e 309. However, with-
out planning and using the pay-per-use modality, the yearly
cost would be around 3VMs*e 175 = e 525. In this case,
the savings amount to 41%. Thus, using the solution in the
model proposed, it is possible to plan how many reserved
capacity contracts to deploy to ensure the SLA and then
the demand variations can be satisfied with pay-per-use
resources.
This experiment shows how the model proposed represents
the behavior of a real service and can be used as a guideline
to evaluate and design the response time and availability in
new cloud services.
V. DISCUSSION
The cloud computing literature abounds with fruitful applica-
tions for ensuring the SLA either through availability [11] or
response time [36]. However, there are fewer applications and
models in the SaaS that consider both metrics to ensure QoS.
The model presented in this paper contributes to providing
a decision SLA model for SaaS providers to maintain QoS
regarding availability and performance.
The industry demands tools to minimize overall costs by
offering the best QoS to keep the user satisfaction and avoid
paying SLA violations. The model presented in this paper
is aimed at a practical application for the design of cloud
services. It provides multi-criteria features for evaluating
availability, response time and cost together simultaneously.
The results presented show that sometimes the number of
VMs needed to ensure availability is higher than the one
required to satisfy the response time condition, and vice-
versa. The relationship between the availability of an SaaS
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and client satisfaction is well known. In an SaaS context,
the risk of losing clients due to a lack of service is very
high. The same is also true for the RT criteria. Thus, for real
businesses, it is crucial to have a multi-criteria model that
ensures the satisfaction of the clients.
The results presented in Section IV provide convincing
evidence about the correctness of the proposed model. It is
proved that the information gathered frommonitoring the real
service is similar to that obtained by solving the model.
Morrill et al. [7] consider that the minimum level of SLA
regarding availability is around 99.7%. With the proposed
model, we provide a tool to design a cloud-based service with
the best trade-off between cost and SLA concerning response
time and availability.
Given the interest in deciding the number of contracts
required for a service, cloud designers can use the model
proposed to find out the minimum number of these needed
to ensure a certain level of SLA concerning availability and
response time. In the case study presented, this was contract-
ing three reserved instances. This way, the system’s cred-
ibility of good practices and service increases among the
customers.
The data gathered in the results section suggest signifi-
cant advantages to using the model, including the neglective
cost and short time required to obtain a solution. Besides,
the model can also be used to simulate different scenarios of
SLAs regarding availability or response time. This way, cloud
designers can check the differences between these configu-
rations and check the best scenario for availability the cloud
provider can offer its customers without compromising the
cost.
To sum up, themodel presented is capable of dealing with a
considerable amount of information tomake the best trade-off
to keep QoS regarding availability, performance and cost and
be used as a basis for designing the associated SLA contracts.
VI. CONCLUSIONS AND FUTURE WORK
The question under discussion in this study was the appli-
cability of an optimization model capable of designing and
evaluating cloud services. The results of this research pro-
vide confirmatory evidence that the combination of queuing
theory models and optimization techniques can be applied
efficiently in offering SaaS. Furthermore, the model was
tested by comparing the solution of the model with the data
gathered from monitoring a real system working under the
same conditions. The data yielded by this study provide
substantial evidence that the implementation of this technique
is effortless and low-cost. Moreover, the results presented
concerning availability and response time show the strength
and advantages of using this technique to ensure SLA. This
way, cloud providers can offer the users better and more
reliable contracts. In the future, this model will be extended
to consider another essential cloud QoSmetric, the reliability
of a cloud system. Hence, it would be fascinating to extend
the proposed model for jointly evaluating the cloud ser-
vice regarding availability, reliability, performance, energy
savings and cost in order to design more accurate SLA con-
tracts and increase user confidence and satisfaction.
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