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Abstract To provide the detection of hypoglycemic episodes
in Type 1 diabetes mellitus (T1DM), hypoglycemia detec-
tion system is developed by the use of variable translation
wavelet neural network (VTWNN) in this paper. A wavelet
neural network with variable translation parameter is selected
as a suitable classifier because of its excellent characteris-
tics in capturing nonstationary signal analysis and nonlinear
function modeling. Due to the variable translation parame-
ters, the network becomes an adaptive network and provides
better classification performance. An improved hybrid PSO
is used to train the parameters of VTWNN. Using the pro-
posed classifier, a sensitivity of 81.40% and a specificity of
50.91 % were achieved. The comparison results also show
that the proposed detection system performs well in terms
of good sensitivity and acceptable specificity.
Keywords Wavelet Neural Network  Particle Swarm
Optimization  Diabetes and Hypoglycemia
1 Introduction
Intelligent technologies are essential for many biomedical
engineering applications in order to perform different medi-
cal diagnosis purposes with various patients conditions.With
the development of wavelet neural network, a combination
of feedforward neural network and wavelet theory, a non-
invasive hypoglycemia monitor is aimed to developed for
Type 1 diabetes mellitus (T1DM) patients.
In the past few years, glucose meter has been the method
choice for measurement of blood glucose concentration for
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the patients with T1DM. However, such kind of measure-
ments can only provide isolated glucose values which do not
reflect variations occurring throughout day and night. Due
to discomfort and inconvenience of finger-stick methods, a
non-invasive hypoglycemia monitoring system is tested and
introduced.
A number of non-invasive hypoglycemia monitoring sys-
tems have been developed, for instance, Teledyne Sleep Sen-
try [1] [2] which is equipped with a sensor in order to mea-
sure fallen skin temperature and skin resistance. However,
the disrupted sleep cycle occurred due to more false positive
alarms. In multiparameter measurement system [3], elec-
troencephalogram (EEG), pulse and skin impedance were
used to monitor the status hypoglycemia, however the pa-
rameter, skin impedance is less correlation to status of hy-
poglycemia.
TheMiniMedMedtronic CGMS [4] and Abortt Freestyle
Navigator CGMS [5] are not recommended to use as alarms
due to large mean absolute relative difference (MARD), 10%
to 15%. Although real-time continuous hypoglycemia mon-
itoring systems are now available in the market [6][7], none
of these are inefficient to use as alarms due to lack of sensi-
tivity and low efficiency in detecting hypoglycemia.
With a focus on improving sensitivity and accuracy of
hypoglycemia monitoring system, computational intelligence
technologies have been applied to the development of hy-
poglycemia monitoring system such as evolved fuzzy rea-
soning model [10], multiple regression with fuzzy interfer-
ence system [9], fuzzy neural network estimator [11], sup-
port vector machine [12], bayesian neural network [13] [14]
have been developed by the use of physiological parameters
of ECG signal. Though satisfactory sensitivity and speci-
ficity are obtained, achieving better sensitivity and speci-
ficity in detection of hypoglycemic episodes is still aiming
and always finding out a better way by the use of advanced
computational intelligent techniques.
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To achieve this, wavelet neural network [15] [16] has
been selected as a suitable classifier due to its merit in cap-
turing nonstationary signal analysis and nonlinear function
modeling. It also has been proven that wavelet neural net-
work (WNN) [17] [18] is a good classifier for nonstationary
nature of ECG signal and provides faster convergence rate
for approximation [19]
However, a typical WNN structure offers a fixed set of
weight after training process and its fixed structure is unable
to capture the characteristics of all input data. It is not be
enough to learn the input data sets with fixed set of weight
neural network if the data are separately distributed in a
vast domain and/or the number of network parameters are
too small. In this application, an improved variable trans-
lation wavelet neural network (VTWNN) is developed for
modeling and design of non-invasive hypoglycemia detec-
tion system. In the proposed network, the translation param-
eters are variables depending on the network inputs and the
network becomes more adaptive and provides better perfor-
mance than conventional wavelet neural networks (WNNs).
Obtaining a set of optimal network parameters is one
of the most important issues and gradient method [20] has
been commonly used for training of the network parameters.
However, it may only converge to a local optimum and is
sensitive to values of initial parameters. The need of deriva-
tive information of optimized function become the main bar-
rier and the learning method is only suitable for some spe-
cific network structure.
To overcome the drawbacks of trapping local optima,
global search algorithms such as particle swarm optimiza-
tion (PSO) [21], genetic algorithm [22] and simulated an-
nealing [23] have been the method choices for the training
of neural networks. They can also be used to train many dif-
ferent networks regardless of whether they are feed-forward,
wavelet and any other type of network structures. In general,
it saves a lot of time and effort in developing the training al-
gorithms for different types of network. In this paper, we
applied a hybrid particle swarm optimization with wavelet
mutation (HPSOWM) [24] to train the VTWNN. In [24],
which proven that the solution quality and solution stabil-
ity are improved compared with other existing hybrid PSO
methods.
The organization of this paper is as follows: in Section 2,
variable translation wavelet neural network and their train-
ing procedures by the use of HPSOWM is introduced. To
show the effectiveness of our proposed methods, the results
of early detection of hypoglycemic episodes in T1DM are
discussed in Section 3 and a conclusion is drawn in Section
4.
2 METHODS
An optimized variable translation wavelet neural network
(VTWNN) with 4 inputs and 1 output system is developed
for the detection of hypoglycaemic episodes in T1DM pa-
tients as shown in Fig. 1. The four psychological inputs of
ECG signal are heart rate (HR), corrected QT interval (QTc),
change of heart rate (HR) and change of corrected QT in-
terval in time ( QTc) while the output represents the status
of hypoglycaemia (h) ( +1 is hypoglycaemia and -1 is non-
hypoglycaemia). The proposed VTWNN detection system
is mainly used to find out the relationship between physi-
ological parameters (HR, QTc, HR and  QTc) and the









Status of hypoglycaemia (h)VTWNN
Fig. 1 VTWNN based hypoglycemia detection system
In order to detect the nocturnal hypoglycemia through
analysis of ECG of Type 1 diabetes, the feature of ECG
signal is extracted and classified according to their corre-
sponding glucose levels. The typical ECG signal which is
composed of a P Wave, a QRS complex and a T wave is pre-
sented in Fig. 2. The P wave represents atrial depolarization
and the QRS represents ventricular depolarization while T
wave reflects the phase of rapid repoplarization of the ven-
tricles.
For patient with Type1 diabetes, the possibility of hypo-
glycemia induced arrythmia is mainly effected by prolon-
gation of QT interval, starting from the point of Q wave
to at the end of T wave as shown in Fig. 2. The correla-
tion of QT for heart rate is carried out by Bazett’s formula
QTc = QT/RR. Not only QTc interval prolongation has a
significant impact on hypoglycemia, but an increase in heart
rate (HR) also may influence the status of hypoglycemia
[25][26].
Fig. 2 ECG Signal
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The wavelet neural network is considered as a particular
case of feedforward neural network and the neural network
using wavelet basis function can provide faster convergence
rates for approximation compared with conventional feed-
forward neural network. In addition, the wavelet has been
applied in many research areas because of its excellent prop-
erty in time-frequency localization of a given signal [27]
[28]. By combining wavelet with neural network, wavelet
neural network (WNN) has been developed in order to give
better performance in function approximation and learning
capabilities [29] . It can also be considered as a particular
case of feedforward neural network (FFNN) apart from us-
ing multi-scaled wavelet activation function,  a;b (x) in the
hidden layer.
By the use of wavelet as activation functions of the hid-
den layer, the dilation parameters, a and translation param-
eter, b of the wavelet is variable and definable with any real
positive number. However, a conventional WNN is fail to
capture the characteristics of separately distributed input data
because it gives a fixed set of weight after training process.
To overcome with this problem, a VTWNN with multiscale
wavelet function is proposed in this paper.
Since the translation parameter, b of proposed VTWNN
is depending on the neural network inputs, the proposed
VTWNN has ability to model the input-output function as
the input-dependent network parameters. With the variable
translation parameter, the proposed VTWNN gives faster
learning ability with better generalization compared with
other conventional neural networks [30]. It can be regarded
as an adaptive neural network which has capability to han-
dle different input patterns and gives a better performance.
In this proposed system, the proposed VTWNN is trained by
the use of HPSOWM.
2.1 Variable Translation Wavelet Neural Network
(VTWNN)
The detail design and analysis of the variable translation
wavelet neural network (VTWNN) will be discussed in this
section. As presented in Fig. 3, the proposed VTWNN has a





zivji; j = 1; 2; : : : ; nh (1)
where zi(i = 1; 2; : : : ; nin) are the inputs, and vji denotes
the weight between ith input and jth hidden nodes.
In order to control the magnitude and position of wavelet,
multi-scaled wavelet function is used as the hidden node ac-
tivation function. The hidden layer output of of jth hidden











In this network, the Maxican Hat function is used as mother



























The translation parameter, bj is depending on the input Sj
and is governed by a nonlinear function f j () as follows:
bj = f







where Kj is a tuned parameter that is used to control the
shape of nonlinear function, f j (). Kj The value of of Kj
is selected from interval [0.3 1.5]. The value ofK should not
be too small or too large. It behaves as a threshold function
when K ! 1, and it becomes a constant line when k !
 1. The effect on parameter Kj on the characteristics of




































Fig. 3 Structure of Variable Translation Wavelet Neural Network
From Eq. (5) the value of translation parameters, bj is
depending on the network related input Sj and the nonlinear
function parameter Kj . By doing so, the neural network is
handling with variable translation parameter, bj with respect
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to neural network input parameter, Sj in Eq.(1). Thus, the
network becomes adaptive network and the output of pro-





where wlj , j = 1; 2; : : : ; nh and l = 1; 2; : : : ; nout denotes
the weight between the jth hidden layer and lth output layer.
The network parameters of VTWNN are vji,wlj and kj will
tuned by the used of HPSOWM optimization algorithm in
Sec. 2.2.

















Fig. 4 Nonlinear function with different values of parameterK
2.2 Hybrid Particle Swarm Optimization with Wavelet
Mutation (HPSOWM)
In HPSOWM, a swarmX(t) is constituted with the number
of particles. Each particle xp(t) 2 X(t) contains  elements
xpj (t) at the t-th iteration, where p = 1; 2; :::;  and j =
1; 2; :::; ;  denotes the number of particles in the swarm
and  is the dimension of a particle. First, the particles of
the swarm are initialized and then evaluated by a defined
fitness function.
The objective of HPSOWM is to minimize the fitness
function (cost function) f(X(t)) of particles iteratively. The
position xpj (t) and velocity v
p
j (t) used in HPSOWMare given
as follows:
xpj (t) = x
p
j (t  1) + vpj (t)
vpj (t) = k:
 








x^j   xpj (t  1)

(7)
where~xp = [~xp1; ~x
p
2; : : : ; ~x
p
k] and x^ = [ x^1 x^2 ; :::x^ ],
j = 1; 2; :::; . The best previous position of a particle is
recorded and represented as ~x; the position of best particle
among all the particles is represented as x^; w is an inertia
weight factor; r1 and r2 are acceleration constants which
return a uniform random number in the range of [0,1]; w
is inertia weight factor and k is a constriction factor which
detail derivation is discussed in [30].
Though PSO works well in the early stage, it leads to
the problem of stagnation when a particle’s current position
is coincides with the global best position. To overcome this
phenomenon, the mutation operation which starts with ran-
domly chosen particle and excite them to move to different
directions in the search area. For the hybrid PSO with mu-
tation, a wavelet mutation (WM) that varies the mutating
space based on wavelet theory is introduced because of its
fine tune ability and solution stability.
To being with hybrid PSO with wavelet mutation (HP-
SOWM), a probability of mutation, m 2 [0 1] is defined.
For each particle element, a random number between 0 and
1 will be generated. If the generated number is less than or
equal to m, the mutation will take place on that element.
For instance, if xp(t) = [xp1 (t) ; x
p
1 (t) ; : : : ; x
p
 (t)] is the
selected pth particle and the element of particle xpj (t) is








The resulting particle, xp(t) = [xp1 (t) ; x
p






xpj (t) +  
 
jmax   xpj (t)

;  > 0




;  < 0
(8)
where j 2 1; 2; : : : ;  and  denotes the dimension of
particles. The value of  which is governed byMorlet wavelet
function in the following form:




















The amplitude of  a;0(') will be scaled down as the di-
lation parameter a increases. The mutation operation is used
in order to enhance the searching performance. According
to (9), a larger value of jj gives a larger searching space for
xpj (t). When jj is small, it gives a smaller searching space
for fine-tuning. As over 99% of the total energy of mother
wavelet function contained in the interval [-2.5 2.5], ' can
be randomly generated from [-2.5a 2.5a].
The value of the dilation parameter a is set to vary with
the value of tT to meet the fine-tuning purpose, where T is
the total number of iteration and t is the current number of
iteration. In order to perform a local search when t is large,
the value of a should increase as tT increases so as to re-
duce the significance of the mutation. Hence, a monotonic
increasing function a which is governing a and tT is pro-





where wm is the shape parameter of the monotonic in-
creasing function, g is the upper limit of the parameter a.
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After the operation of wavelet mutation, a new swarm is
generated and the same process will be repeated. Such an
iterative process will be terminated if the pre-defined num-
ber of iterations is met.
The performance of HPSOWM is governed by the right
choices of the control parameters such as Swarm size (),
the probability of mutation (m), the shape parameter (wm)
and parameter g of wavelet mutation. For swarm size (),
increasing it’s size will increase the diversity of the search
space, and reduce the probability that HPSOWM prema-
turely converges to a local optimum. However, it also in-
creases the time required for the population to converge to
the optimal region in the search space.
The probability of mutation (m) is largely depends on
the desired number of element of particles that undergo the
mutation operation. The value of m is set from 0.1 to 1
based on the number of element of particles (dimension of
particles). However, increasing the probability of mutation
(m=1) tends to transform the search into a random search
and all element of particles will mutate. This probability
gives us an expected number (m    ) of element of
particles that undergo the mutation operation.
The dilation parameter a is governed by the monotonic
increasing function which is controlled by shape parame-
ter wm and parameter g. Changing the parameter wm will
change the characteristics of the monotonic increasing func-
tion of the wavelet mutation. When wm becomes larger,
the decreasing speed of the step size () of mutation be-
comes faster. Similarity, a larger value of g implies that the
maximum value of dilation parameter a and it is leading to
smaller searching space since  is smaller. To control the
monotonic increasing function, fix one parameters and tune
another parameters is the best method for good setting.
2.3 Fitness Function and Training
The objective of proposed optimized VTWNN is to detect
the hypoglycemic episodes accurately based on the psycho-
logical parameters of ECG singal, HR, QTc,HR andQTc.
Tomeasure the performance of biomedical classification test,
the sensitivity and specificity [31] are introduced as follows:
sensitivity () =
True positives
True positives+ False negatives
specifity () =
True negatives
True negatives+ False positives
The sensitivity measures the proportion of number of
true positives which implies the sick people correctly diag-
nosed as sick and number of false negatives which implies
the sick people wrongly diagnosed as healthy, the specificity
measures the proportion of true negatives which are cor-
rectly classified healthy people as healthy and the number
of false positives which implied healthy people wrongly di-
agnosed as sick.
The objective is to maximize the fitness function of Eq.
(11) which equivalent to maximize the sensitivity and the
specificity. To meet the objective of the system the fitness
function f(; ) is defined by using sensitivity,  and speci-
ficity,  as follow:




where max is a upper limit of the specificity. In Eq.
(11), the specificity is limited by a maximum value max.
In Eq. (11), the parameter max is used to fix the region of
specificity in order to find the optimal sensitivity in this re-
gion. In particularly, the max can set from 0 to 1 and differ-
ent sensitivity with different specificity value can be deter-
mined. The determination of optimal sensitivity with differ-
ent specificity, max are examined in the following Section.
3.
The optimal parameters vji,wlj and kj is obtained through
the training process with HPSOWM after maximizing the
proposed fitness function in (11). In this application, the
number of proposed VTWNN is mainly depend on the num-
ber of hidden neurons nh since the number of parameters for
vji is equal to nin  nh; the number of parameters for wlj
and Kj are equal to nh. Thus, the total number of param-
eters is nh (nin + 1 + 1). For a given set of particle xp(t),
HPSOWM evaluates the fitness value of the each particle at
each iteration and searches for the optimum network param-
eters.
To find the optimal parameters of VTWNN, the param-
eters of the HPSOWM are selected as: swarm size  = 50,
constant value c1 and c2 = 2.05, maximum velocity vmax =
0.2, probability of mutation m = 0.7, the shape parameter
of wavelet mutation wm = 2, the constant value g of wavelet
mutation = 10000 and the number of iteration T=2000. The
parameters , c1, c2, wm, and g are recommended by [24].
m and T are selected by trial and error through experi-
ments.
3 RESULT AND DISCUSSION
To study the natural occurrence of nocturnal hypoglycemia,
15 children with T1DM is monitored for the 10-hour overnight
at the PrincessMargaret Hospital for Children in Perth,West-
ern Australia, Australia. The required physiological param-
eters are measured by the use of non-invasive monitoring
system [32] while the actual blood glucose level (BGL) are
collected using Yellow Spring Instruments to use as a ref-
erence. All the data are collected at the same time and the
duration for each patients varies from 400 minutes to 480
minutes.
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The significant change of 15 T1DM children responses
can be distinctly seen during they hypoglycemia phase against
non-hypoglycemia phase in the actual blood glucose profile
for 15 T1DM children [9]. The presence of hypoglycemia
are estimated at sampling period ks and the previous data
at sampling period ks   1. In general, the sampling period
takes about 5 to 10 minutes and approximately 35-40 data
points are used for each patient. Since normalization is car-
ried out, patient-to-patient variability is reduced and group
comparison is enabled by dividing the patient’s heart rate
(HR), corrected QT interval (QTc) by their corresponding
value at time zero.
The overall data set consist of both hypoglycemia data
part and non-hypoglycemia data part and it is organized into
a training set (5 patients with 184 data points), a validation
set (5 patients with 192 data points) and a testing set (5 pa-
tients with 153 data points) which are randomly selected.
To tackle the problem of T1DM, the hypoglycemia episodes
(BGL  3:3mmol=l) is detected by the use of HPSOWM
based optimized variable translation wavelet neural network
(VTWNN).
The main parameters used for the detection of hypo-
glycemia are the heart rate (HR), corrected QT (QTc) in-
terval, change of heart rate (HR) and change of corrected
QT interval (QTc) because of their higher correlation with
hypoglycemic episodes [33]. Regarding with the correlation
between hypoglycemia and cardiac dysrhythmia, a number
of studies have been demonstrated that hypoglycemia mainly
alter the ventricular repolarization and prolong the duration
of QT interval of ECG signal in Fig. 2. The relationship be-
tween an increased in normalized heart rates (1.033 0.242
vs. 1.082  < 0.06), correct QT interval (1.031  0.086 vs.
1.060  0.084 < 0.001) and their associated hypoglycemia
status has been studied [14].
In this application, three comparison approaches such
as variable translation wavelet neural network (VTWNN),
wavelet neural network (WNN) and feedforwrad neural net-
work (FWNN) are compared and analyzed. All approaches
are trained with HPSOWM. After the training process, the
performance of proposed detection system is analyzed by
means of ROC curve in Fig. 5 in which the sensitivity (true
positive rate) and the 1-specificity (false positive rate) are
relatively plotted. In ROC curve analysis, the accuracy is
measured by the area under the ROC curve and the wider
ROC curve area is defined as the better accuracy.
As can be seen in Fig. 5, the corresponding ROC curve
areas for VTWNN, WNN and FWNN are compared and an-
alyzed. The study compared methods in VTWNN, WNN
and FWNN found that the proposed VTWNN perform more
accurately in detection of hypoglycemia (area under the curve
= 0.7082) compared to WNN and FWNN (area under the
curve = 0.6753 and 0.6695).
In this studies, the gamma analysis(  =  + (1  ),
 2 [0:1; 1]) is defined to evaluate the performance of pro-
posed VTWNN detection system. The value of  is set to
0.6 since the minimum requirement of hypoglycemia detec-
tion system is 60% of sensitivity and 40% of specificity. In
clinical study, the sensitivity of detection system most im-
portant than the specificity because it mainly represents the
performance of classifier for patients with hypoglycemia.






















Fig. 5 ROC curve analysis
By the use of ROC curve in Fig. 5, the mean (average)
sensitivity and specificity of training, validation and testing
are compared and analyzed by fixing the cut-off point at 0.6
(1 max=60%) which is equivalent to maximum specificity,
max=40%. The mean results in term of the sensitivity and
specificity are tabulated in Table 1. All results are averaging
over 20 runs.
In Table 1, the proposed optimized VTWNN is found to
be satisfactory by giving mean (average) testing sensitivity
and specificity value of 77:41% and 47:42% while the other
comparison methods WNN amd FWNN are giving (71:39%
and 44:37% ) and (68:84% and 48:34%). In terms of  anal-
ysis, the proposed optimized VTWNN gives better perfor-
mance (=65.41 % ) while the other comparison methods:
WNN and FWNN have  value of 60.58 %, 60.64 % and
60.03 %.
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Table 1 Mean Vale of Training Validation and Testing Results: Set
maximum specificity, max= 40%
max VTWNN WNN FWNN
Training (%) Sen() 88.40 84.12 83.64
Spec() 40.80 40.63 40.50
 69.36 66.72 66.38
Validation (%) Sen() 82.50 80.44 79.07
40% spec() 41.25 40.94 41.38
 66.00 64.64 63.99
Testing (%) Sen() 77.41 71.39 68.84
Spec() 47.42 44.37 48.34
 65.41 60.58 60.64
In order to prove that the optimized VTWNN gives bet-
ter classification performance, the analysis is continuously
carried out at the different cut-off points at max = 40%; 60%
and 80 %. As presented in Table 2, the proposed VTWNN
achieves best testing sensitivity and acceptable specificity of
81.40 % and 50.91 % whereas WNN and FWNN give best
testing sensitivity and specificity of (74.42 % and 48.18 %)
and (69.77 % and 49.09 %). Similarity, at the defined cut-
off points max = 60% and 80%, the proposed VTWNN
gives better sensitivity and specificity compared with other
classifiers.
From Table. 3, it can be seen that the optimized VTWNN
achieves better testing sensitivity and specificity compared
with other neural network classifiers (WNN, FWNN), evolved
fuzzy interference system (FIS) and a genetic algorithm (GA)
based multiple regression with fuzzy interference system (MR-
FIS).
Table 2 Best Testing Result for Hypoglycemia Detection with Dif-
ferent Approaches: Set maximum specificity, max= 40%, 60%, and
80%
max VTWNN WNN FWNN
Sen () 81.40 74.42 69.77
40% Spec () 50.91 48.18 49.09
 69.20 63.92 61.50
Sen () 53.49 48.84 44.88
60% Spec () 68.18 72.73 70.00
 59.34 58.40 54.93
Sen () 37.91 23.16 20.93
80% Spec () 84.55 90.17 93.28
 56.57 49.96 49.87
Table 3 Best Testing Result for Hypoglycemia Detection with Neural
and Fuzzy Classifiers
Methods Sensitivity Specificity 
VTWNN 81.40 50.91 69.20
MR-FIS [9] 75.00 50.00 65.00
WNN 74.42 48.18 63.92
FRM [8] 70.45 55.14 64.32
FWNN 69.77 49.09 61.50
MR 65.12 57.27 61.98
As can be seen in Table. 3, the optimized VTWNN gives
the best testing sensitivity of 81.40 % while the specificity
is kept around 50 %. Based on the common criteria of clin-
ical classification (sensitivity  0.7 and specificity  0.5),
from Table 1 - 3, it can be distinctly seen that the optimized
VTWNN is effective and best suited for detection of hypo-
glycemic episodes. In summary, the effectiveness of opti-
mized VTWNN detection system can be distinctly seen in
Table 1 - 3 with the better classification performance (81.40
% of Sensitivity and 50.91 % of acceptable testing speci-
ficity).
4 CONCLUSIONS
This paper presents an application of hybrid particle swarm
optimization based variable translation wavelet neural net-
work (VTWNN) for the detection of hypoglycemic episodes
in T1DM patients. By the use of real time physiological in-
puts, the hypoglycemia episodes in T1DM children can be
efficiently detected the status of hypoglycemia non-invasively
and continuously.
Due to variable translation parameters in the network,
the proposed VTWNN becomes adaptive network and has
ability to improve network learning ability. The results indi-
cate that the optimized VTWNN detection system gives bet-
ter testing sensitivity of 81:40% and specificity of 50:91%
compared with other classifiers, WNN, FWNN, FIS, MR-
FIS and MR. Product design and other industrial applica-
tions will be further examined in order to validate the effec-
tiveness of the proposed VTWNN.
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