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SOME COEFFICIENT SEQUENCES RELATED TO THE
DESCENT POLYNOMIAL
FERENC BENCS
Abstract. The descent polynomial of a finite I ⊆ Z+ is the polynomial d(I, n),
for which the evaluation at n > max(I) is the number of permutations on n
elements, such that I is the set of indices where the permutation is descending.
In this paper we will prove some conjectures concerning coefficient sequences of
d(I, n). As a corollary we will describe some zero-free regions for the descent
polynomial.
1. Introduction
Denote the group of permutations on [n] = {1, . . . , n} by Sn and for a permutation
pi ∈ Sn, the set of descending position is
Des(pi) = {i ∈ [n− 1] | pii > pii+1}.
We would like to investigate the number of permutations with a fixed descent set.
More precisely, for a finite I ⊆ Z+ let m = max(I ∪ {0}). Then for n > m we can
count the number of permutations with descent set I, that we will denote by
d(I, n) = |D(I, n)| = |{pi ∈ Sn | Des(pi) = I}|.
This function was shown to be a degree m polynomial in n by MacMahon in [4].
In order to investigate this polynomial we extend the domain to C, and for this
paper we call d(I, n) the descent polynomial of I.
This polynomial was recently studied in the article of Diaz-Lopez, Harris, Insko,
Omar and Sagan [3], where the authors found a new recursion which was motivated
by the peak polynomial. The paper investigated the roots of descent polynomials
and their coefficients in different bases. In this paper we will answer a few conjectures
of [3].
The coefficient sequence ak(I) is defined uniquely through the following equation
d(I, n) =
m∑
k=0
ak(I)
(
n−m
k
)
.
In [3] it was shown that the sequence ak(I) is non-negative, since it counts some
combinatorial objects. By taking a transformation of this sequence we were able to
apply Stanley’s theorem about the statistics of heights of a fixed element in a poset.
As a result we prove
Theorem 4.4. If I 6= ∅, then the sequence {ak(I)}mk=0 is log-concave, that means
that for any 0 < k < m we have
ak−1(I)ak+1(I) ≤ a2k(I).
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2 FERENC BENCS
As a corollary of the proof of Theorem 4.4 we get a bound on the roots of d(I, n):
Theorem 5.3. If I 6= ∅ and d(I, z0) = 0 for some z0 ∈ C, then |z0| ≤ m.
As in [3] we will also consider the ck(I) coefficient sequence, that is defined by the
following equation
d(I, n) =
m∑
k=0
(−1)m−kck(I)
(
n+ 1
k
)
.
By using a new recursion from [3] we prove that
Proposition 3.3. If I 6= ∅, then for any 0 ≤ k ≤ m the coefficient ck(I) ≥ 0.
In the last section we will establish zero-free regions for descent polynomials. In
particular we will prove the following.
Theorem 5.9. If I 6= ∅ and d(I, z0) = 0 for some z0 ∈ C, then |z0 −m| ≤ m + 1.
In particular, <z0 ≥ −1.
This paper is organized as follows. In the next section we will define two sequences,
ak(I) and ck(I), we recall the two main recursions for the descent polynomial and
we introduce one of our main key ingredients. Then in Section 3 we will prove a
conjecture concerning the sequence ck(I) and some consequences. In Section 4 we
will prove a conjecture concerning the sequence ak(I), then in Section 5 we prove
some bounds on the roots.
2. Preliminaries
In this section we will recall some recursions of the descent polynomial and we
will establish some related coefficient sequences by choosing different bases for the
polynomials.
First of all, for the rest of the paper we will always denote a finite subset of Z+
by I, and m(I) is the maximal element of I ∪ {0}. If it is clear from the context,
m(I) will be denoted by m.
Let us define the coefficients ak(I), ck(I) for any I with maximal element m and
k ∈ N through the following expressions:
d(I, n) =
m∑
k=0
ak(I)
(
n−m
k
)
=
m∑
k=0
(−1)m−kck(I)
(
n+ 1
k
)
,
if k ≤ m, and ck(I) = ak(I) = 0, if k > m. Observe that they are well-defined, since
{(n−m
k
)}k∈N and also {(n+1k )}k∈N form a base of the space of one-variable polynomials.
For later on, we will refer to the first and second bases as “a-base” and “c-base”,
respectively. We will also consider an other base that is also a Newton-base.
As it turns out, these coefficients are integers, moreover, they are non-negative.
To be more precise, in [3] it has been proved that ak(I) counts some combinatorial
objects (i.e. they are non-negative integers), and c0(I) is non-negative. The authors
of [3] also conjectured that each ck(I) ≥ 0, and for a proof of the affirmative answer
see Proposition 3.3.
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Next, we would like to establish two recurrences for the descent polynomial, which
will be intensively used in several proofs. Before that, we need the following nota-
tions. For an ∅ 6= I = {i1, . . . , il} and 1 ≤ t ≤ l, let
I− =I − {il},
It ={i1, . . . , it−1, it − 1, . . . , il − 1} − {0},
Ît ={i1, . . . , it−1, it+1 − 1, . . . , il − 1},
I ′ ={ij | ij − 1 /∈ I},
I ′′ =I ′ − {1}.
For the rest, m(I) denotes the maximal element of a non-empty set I ∪ {0}. If it
is clear from the context, we will denote this element by m .
Proposition 2.1. If I 6= ∅, then
d(I, n) =
(
n
m
)
d(I−,m)− d(I−, n)
In contrast to the simplicity of this recursion, the disadvantage is that the descent
polynomial of I is a difference of two polynomials. In [3], the authors found an other
way to write d(I, n) as a sum of polynomials (Thm 2.4. of [3]). Now we will state
an equivalent form, which will fit our purposes better, and we also give its proof.
Corollary 2.2. If I 6= ∅, then
d(I, n+ 1) =
(2.1)
d(I, n) +
∑
it∈I′′\{m}
d(It, n) +
∑
it∈I′\{m}
d(Iˆt, n) + d(I
−,m− 1)
(
n
m− 1
)
.
Proof. Let us recall the formula of Theorem 2.4. of [3]:
d(I, n+ 1) = d(I, n) +
∑
it∈I′′
d(It, n) +
∑
it∈I′
d(Iˆt, n).(2.2)
If I = {1}, then trivially (2.1) is true. For I 6= {1} we will distinguish two cases.
If m /∈ I ′ (and also m /∈ I ′′), then by definition it means that m − 1 ∈ I. But it
means that m− 1 ∈ I− and
d(I−,m− 1)
(
n
m− 1
)
= 0.
Therefore the right hand side of (2.1) is the same as the right hand side of (2.2).
If m ∈ I ′ (and also m ∈ I ′′), then il = m, Iˆl = I− ∪ {m − 1} and Il = I−. Now
take the difference of the right hand sides of (2.1) and (2.2), that is
d(I−,m− 1)
(
n
m− 1
)
− d(Il, n)− d(Iˆl, n) =
d(I−,m− 1)
(
n
m− 1
)
−
(
d(Iˆ−l , n)
(
n
m− 1
)
− d(I−, n)
)
− d(I−, n) =
d(I−,m− 1)
(
n
m− 1
)
− d(I−, n)
(
n
m− 1
)
= 0.
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Therefore the two equations have to be equal. 
As a conjecture in [3] it arose that the coefficient sequence {ak(I)}mk=0 is log-
concave. We mean by that that for any 0 < k < m we have
ak−1(I)ak+1(I) ≤ ak(I)2.
In particular, the sequence {ak(I)}mk=0 is unimodal.
Our main tool to attack this problem will be a result of Stanley about the height
of a certain element of a finite poset in all linear extensions. So let P be a finite
poset and v ∈ P a fixed element, and denote the set of order-preserving bijection
from P to the chain [1, 2, . . . , |P |] by Ext(P ). Then, the height polynomial of v in
P defined as
hP,v(x) =
∑
φ∈Ext(P )
xφ(v)−1 =
|P |−1∑
k=0
hk(P, v)x
k.
In other words hk(P, v) counts how many linear extensions P has, such that below
v there are exactly k many elements.
In special cases, when all comparable elements from v (except for v) are bigger in
P , we can reformulate hk(P, v) as it counts how many linear extensions P has, such
that below v there are exactly k many incomparable elements. For such a case, we
could combine two results of Stanley to obtain the following theorem.
Theorem 2.3. Let P be a finite poset, and v ∈ P be fixed. Then the coefficient
sequence {hk(P, v)}|P |−1k=0 is log-concave. Moreover if all comparable elements with v
are bigger than v in P , then {hk(P, v)}|P |−1k=0 is a decreasing, log-concave sequence.
Proof. The first part of the theorem is Corollary 3.3. of [6]. For the second part
we use fact that hk(P, v) can be interpreted as the number of linear extensions such
that there are k many smaller than v incomparable elements in the extension. Then
by Theorem 6.5. of [7] we obtain the desired statement. 
We will use this theorem in a special case. For any I we define a poset PI on
[u1, . . . , um+1], as ui > ui+1 if i ∈ I and ui < ui+1 if i /∈ I. Observe that any compa-
rable element with xm+1 is bigger in PI , therefore the sequence {hk(PI , um+1)}mk=0
is decreasing and log-concave. We would like to remark that any linear extension of
PI can be viewed as an element of D(I,m+ 1). In that way we can write that
h(I, x) = hPI ,um+1(x) =
∑
pi∈D(I,m+1)
xpim+1−1.
3. Descent polynomial in “c-base”
The aim of the section is to give an affirmative answer for Conjecture 3.7. of
[3], and give some immediate consequences on the coefficients and evaluation. For
corollaries considering the roots of d(I, n) see Section 5. We would like to remark
at that point that the proof will be just an algebraic manipulation, not a “combina-
torial” proof. However, giving such a proof could imply some kind of “combinatorial
reciprocity” for descent polynomials.
First, we will translate the recursion of Corollary 2.2 to the terms of ck(I).
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Lemma 3.1. If I 6= ∅ and 0 ≤ k ≤ m− 1, then
ck+1(I) =
∑
it∈I′′\{m}
ck(It) +
∑
it∈I′\{m}
ck(Ît) + d(I
−,m− 1).
Proof. The idea is that we rewrite the equation of 2.2 as
d(I, n+ 1)− d(I, n) =
∑
it∈I′′\{m}
d(It, n) +
∑
it∈I′\{m}
d(Iˆt, n) + d(I
−,m− 1)
(
n
m− 1
)
,
and express both sides in c-base, then compare the coefficients of
(
n+1
k
)
.
The left side can be written as
d(I, n+ 1)− d(I, n) =
m∑
k=0
ck(I)(−1)m−k
(
n+ 2
k
)
−
m∑
k=0
ck(I)(−1)m−k
(
n+ 1
k
)
=
m∑
k=1
ck(I)(−1)m−k
(
n+ 1
k − 1
)
=
m−1∑
k=0
ck+1(I)(−1)m−k−1
(
n+ 1
k
)
.
Next we use the famous Chu-Vandermonde’s identity:(
n
m− 1
)
=
m−1∑
k=0
(
n+ 1
k
)( −1
m− 1− k
)
=
m−1∑
k=0
(−1)m−1−k
(
n+ 1
k
)
.
Therefore the right hand side can be written as:∑
it∈I′′\{m}
d(It, n) +
∑
it∈I′\{m}
d(Ît, n) + d(I
−,m− 1)
(
n
m− 1
)
=
m−1∑
k=0
(−1)m−1−k
 ∑
it∈I′′\{m}
ck(It) +
∑
it∈I′\{m}
ck(Ît) + d(I
−,m− 1)
(n+ 1
k
)
.
We gain that for any 0 ≤ k ≤ m− 1,
(−1)m−k−1ck+1(I) =
(−1)m−1−k
 ∑
it∈I′′\{m}
ck(It) +
∑
it∈I′\{m}
ck(Ît) + (−1)m−1d(I−,m− 1)
 .
By multiplying both sides by (−1)m−k−1 we get the desired statement. 
Similarly, we can rephrase Proposition 2.1, but we leave the proof for the readers.
Lemma 3.2. If I 6= ∅ and 0 ≤ k ≤ m, then
ck(I) = d(I
−,m)− (−1)m−m−ck(I−),(3.1)
where m− = m(I−).
The next theorem settles Conjecture 3.7 of [3]. We would like to point out that
the non-negativity of c0(I) has already been proven in [3], and one can use it to find
a shortcut in the proof. However, we will give a self-contained proof.
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Theorem 3.3. For any I and 0 ≤ k ≤ m, the coefficient ck(I) is a non-negative
integer.
Proof. We will proceed by induction on m. If m = 0, then I = ∅, thus,
d(I, n) = 1,
therefore c0(I) = 1 ≥ 0.
If m = 1, then I = {m} and
d(I, n) =
(
n
m
)
− 1 =
m∑
k=0
(
n+ 1
k
)( −1
m− k
)
−
(
n+ 1
0
)
=
m∑
k=1
(−1)m−k
(
n+ 1
k
)
+ (−1)m−0
(
n+ 1
0
)
(1− (−1)m).
We obtained that
ck(I) =
 1 if 0 < k ≤ m2 if k = 0 and m is odd0 if k = 0 and m is even
For the rest of the proof, we assume that the size of I is at least 2. Therefore
m > 1, and m− = max(I−) > 0. Since for any it ∈ I ′′ (and it ∈ I ′) the maximum of
It (and Ît) is exactly m − 1, we can use induction on them, i.e. ck(It) ≥ 0 integer
(ck(Ît) ≥ 0 integer). On the other hand, d(I−,m − 1) counts permutations with
descent set I−, so d(I−,m−1) ≥ 0 integer. Now by Lemma 3.1 and by the previous
paragraph we have for any k ≥ 1 that
ck(I) =
∑
it∈I′\{m}
ck−1(It) +
∑
it∈I′′\{m}
ck−1(Ît) + d(I−,m− 1) ≥ 0.(3.2)
What remains is to prove that c0(I) ≥ 0. This is exactly the statement of Propo-
sition 3.10. of [3], but for the completeness we also give its proof.
We consider two cases. If m− 1 ∈ I, then by (3.1)
c0(I) = d(I
−,m)− (−1)m−(m−1)c0(I−) = d(I−,m) + c0(I−) ≥ 1 + 0 > 0,
since m > max(I−).
If m− 1 /∈ I, then by (3.2),
c1(I) ≥ d(I−,m− 1) ≥ 1.
On the other hand, we can express d(I, 0) in two ways. The first equality is by
Lemma 3.8. of [3], the second is by the definition of ck(I).
(−1)#I = d(I, 0) =
m∑
k=0
(−1)m−kck(I)
(
1
k
)
= (−1)m(c0(I)− c1(I)),
therefore
c0(I) = c1(I) + (−1)#I+m ≥ 1 + (−1) = 0.

As a corollary we will see that the values of the polynomial d(I, n) at negative
integers are of the same sign. This phenomenon is kind of similar to a “combina-
torial reciprocity”, by which we mean that there exists a sequence of “nice sets” An
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parametrized by n, such that (−1)md(I,−n) = |An|. We think that either prov-
ing the previous theorem using combinatorial arguments or finding a combinatorial
reciprocity for d(I, n) could provide an answer for the other.
Corollary 3.4. Let n be a positive integer, then
(−1)md(I,−n) ≥ 0.
Moreover if n > 1 positive integer, then (−1)md(I,−n) > 0.
Proof. Assume that n = 1. Then
(−1)md(I,−1) =
m∑
k=0
(−1)−kck(I)
(−1 + 1
k
)
= (−1)0c0(I)
(
0
0
)
= c0(I),
and by the previous proposition we know that c0(I) ≥ 0.
(−1)md(I,−n) =
m∑
k=0
ck(I)(−1)−k
(−n+ 1
k
)
=
m∑
k=0
ck(I)(−1)−k(−1)k
(
n+ k − 2
k
)
=
m∑
k=0
ck(I)
(
n+ k − 2
k
)
> 0

We would like to remark that in Section 5 we will prove that in particular there
is no root of d(I, n) on the half-line (−∞,−1), that is, for any real number z0 ∈
(−∞,−1), the expression (−1)md(I, z0) is always positive.
Moreover if we carefully follow the previous proofs, then one might observe that
d(I,−1) = 0 iff c0(I) = 0 iff I = {m} where m is even or I = [m− 2] ∪ {m}.
4. Descent polynomial in “a-base”
In this section we would like to investigate the coefficients ak(I). In order to do
that, we will need to understand the coefficients of d(I, n) in the base of {(n−m+k
k+1
)}m−1k=−1,
which is defined by the following equation
d(I, n) = a−1(I)
(
n−m− 1
0
)
+ a0(I)
(
n−m
1
)
+ · · ·+ am−1(I)
(
n− 1
m
)
.
Observe that a−1(I) = 0, since
0 = d(I,m) = a−1(I)
(−1
0
)
+
m−1∑
k=0
ak(I)
(
k
k + 1
)
= a−1(I),
therefore later on, we will concentrate on the coefficients ak(I) for 0 ≤ k ≤ m − 1.
As it will turn out, all these coefficients are non-negative integers, moreover, each
of them counts some combinatorial objects.
On the other hand, this new coefficient sequence is closely related to the coeffi-
cients ak(I). To show the connection, we introduce two polynomials
a(I, x) =
m∑
k=0
ak(I)x
k,
a(I, x) =
m−1∑
k=0
ak(I)x
k.
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First we will show that ak(I) = hm−k(PI , um+1), i.e. ak(I) counts the number of
permutations from D(I,m+ 1), such that there are (k + 1) elements above um+1.
Proposition 4.1. If I 6= ∅ and 0 ≤ k ≤ m− 1, then
ak(I) = hm−k(PI , um+1).
Proof. We will show that if n > m, then
d(I, n) =
m−1∑
k=0
hm−k(PI , um+1)
(
n−m+ k
k + 1
)
.
It is enough, since {(n−m+k
k+1
)}m−1k=−1 is a base in the space of polynomials of degree at
most m.
Let us define the sets Bk(I, n) = {pi ∈ D(I, n) | pim+1 = k} for 1 ≤ k ≤ n. For
any pi ∈ D(I, n) the last descent is between m and m + 1, therefore pim > pim+1 <
pim+2 < · · · < pin ≤ n, i.e. pim+1 ≤ m. Therefore Bk(I, n) = ∅ for any m < k ≤ n,
and D(I, n) is a disjoint union of the sets Bk(I, n) for 1 ≤ k ≤ m. Also observe that
|Bk(I,m+ 1)| = hk(PI , um+1).
We claim that
|Bk(I, n)| = |Bk(I,m+ 1)×
(
[k + 1, n]
m+ 1− k
)
| = |Bk(I,m+ 1)|
(
n− k
m+ 1− k
)
.
To prove the first equality we establish a bijection. If pi ∈ Bk(I, n), then let Epi =
{1 ≤ i ≤ m | pii > k}, Vpi = {pii | i ∈ Epi} and pi|m+1 ∈ Bk(I,m + 1) the unique
induced linear ordering on the first m+ 1 element. As before, for any l > m+ 1 the
value pil is bigger than pim+1, therefore |Epi| = m+ 1− k and Vpi ⊆ [k+ 1, n] has size
m+ 1− k. So let f : Bk(I, n)→ Bk(I,m+ 1)×
(
[k+1,n]
m+1−k
)
defined as
f(pi) = (pi|m+1, Vpi) .
Checking whether the function f is a bijection is left to the readers.
Putting the pieces together, we have
d(I, n) = |D(I, n)| = | ∪mk=1 Bk(I, n)| =
m∑
k=1
|Bk(I, n)| =
m∑
k=1
|Bk(I,m+ 1)×
(
[k + 1, n]
m+ 1− k
)
| =
m∑
k=1
|Bk(I,m+ 1)|
(
n− k
m+ 1− k
)
=
m∑
k=1
hk(PI , um+1)
(
n− k
m+ 1− k
)
=
m−1∑
l=0
hm−l(PI , um+1)
(
n−m+ l
l + 1
)
.

Corollary 4.2. If I 6= ∅, then the sequence a0(I), a1(I), . . . , am−1(I) is a monotone
increasing, log-concave sequence of non-negative integers.
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Proof. By the previous proposition we know that this sequence is the same as
{hm−k(PI , um+1)}mk=1, which is clearly a sequence of non-negative integers. Moreover,
by Theorem 2.3, it is log-concave and monotone decreasing. 
We just want to remark that since the polynomial a(I, x) has a monotone coeffi-
cient sequence, all of its roots are contained in the unit disk (see Figure 1).
Figure 1. The roots of a¯(I, n) where I has the form I = J ∪
[10, 11, . . . , 10 + k] for some k = 0, . . . , 4 and J ⊆ [8]. Different colors
mark different values of k.
Our next goal is to establish a connection between the coefficients ak(I) and ak(I).
Proposition 4.3. If I 6= ∅, then
a(I, x) = xa(I, x+ 1)
Proof. By definition we see that
d(I, n) =
m−1∑
k=0
ak(I)
(
n−m+ k
k + 1
)
=
m−1∑
k=0
ak(I)
k+1∑
l=0
(
n−m
l
)(
k
k + 1− l
)
=
m−1∑
k=0
ak(I)
k+1∑
l=1
(
n−m
l
)(
k
l − 1
)
=
m∑
l=1
(
n−m
l
)( m−1∑
k=l−1
ak(I)
(
k
l − 1
))
,
which means that al(I) =
∑m−1
k=l−1 al(I)
(
k
l−1
)
for 1 ≤ l ≤ m, i.e.
a(I, x) =
m∑
l=1
xl
(
m−1∑
k=l−1
ak(I)
(
k
l − 1
))
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On the other hand, let us calculate the coefficients of xa(I, x+ 1).
xa(I, x+ 1) = x
(
m−1∑
k=0
ak(I)(x+ 1)
k
)
=
x
(
m−1∑
k=0
ak(I)
k∑
l=0
(
k
l
)
xl
)
= x
(
m−1∑
l=0
xl
m−1∑
k=l
ak(I)
(
k
l
))
=
m−1∑
l=0
xl+1
m−1∑
k=l
ak(I)
(
k
l
)
=
m∑
l=1
xl
m−1∑
k=l−1
ak(I)
(
k
l − 1
)
= a(I, x).

As a corollary of two previous propositions, we will give a proof of Conjecture 3.4
of [3].
Corollary 4.4. If I 6= ∅, then the sequence a0(I), a1(I), . . . , am(I) is a log-concave
sequence of non-negative integers.
Proof. By Corollary 4.2 we know that the coefficient sequence of the polynomial
a(I, x) is log-concave, and by monotonicity, it is clearly without internal zeros.
Therefore by the fundamental theorem of [2], the coefficient sequence of the poly-
nomial a(I, x + 1) is log-concave. Since multiplication with an x only shifts the
coefficient sequence, xa(I, x + 1) = a(I, x) also has a log-concave coefficient se-
quence. 
5. On the roots of d(I, n)
In this section we will prove four propositions about the locations of the roots of
d(I, n), two are for general I, and two are for some special ones. The first result is
obtained by the technique of Theorem 4.16. of [3] based on the non-negativity of
the coefficients ck(I). In the second, we will prove a linear bound in m for the length
of the roots of d(I, n), which will be based on the monotonicity of the coefficients
ak(I). For the third we use similar arguments as in the proof of the second statement.
In the fourth we will prove a real-rootedness for some special I using Neumaier’s
Gershgorin type result.
First we will recall some basic notations from [3]. Let Rm be the region described
by Theorem 4.16. of [3], that is Rm = Sm ∪ Sm and
Sm = {z ∈ C | arg(z) ≥ 0 and
m∑
i=1
arg(z − i+ 1) < pi}.
Then we have the following corollary of Proposition 3.3.
Corollary 5.1. Let I be a finite set of positive integers. Than any element of
(m − 2) − Rm is not a root of d(I, z). In particular, if z0 is a real root of d(I, z),
then z0 ≥ −1.
Proof. Let z ∈ C be a complex number such that
S = {(−1)0(z + 1)↓0, . . . , (−1)m(z + 1)↓m}
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is non-negatively independent, i.e.
S = {(−1− z)↑0, . . . , (−1− z)↑m}
is in an open half plane H, such that 1 ∈ H. But this is equivalent to the fact that
the points
S ′ = {(m− 2− z)↓m(−1− z)−1↑0 , . . . , (m− 2− z)↓m(−1− z)−1↑m}
are in H, which is the same set as
S ′ = {(m− 2− z)↓m, (m− 2− z)↓m−1 . . . , (m− 2− z)↓0}.
But by Theorem 4.16. of [3], we know that this set lies on an open half-plane iff
m− 2− z ∈ Rm.
Therefore S is an open half plane iff m− 2− z ∈ Rm iff z ∈ (m− 2)−Rm.
The last statement can be obtained from the fact that (m− 1,∞) ⊆ Rm. 
The following lemma will be useful in the upcoming proofs.
Lemma 5.2. Let m > 0 integer given and assume that |z| > m. Then the lengths∣∣∣∣(z −m+ kk
)∣∣∣∣
are increasing for k = 0, . . . ,m.
In particular, if α0, . . . , αm ∈ R, αm 6= 0,
∑m−1
i=0 |αi| ≤ |αm| and |z| > m, then∣∣∣∣αm( zm
)∣∣∣∣ >
∣∣∣∣∣
m−1∑
k=0
αk
(
z −m+ k
k
)∣∣∣∣∣ .
m∑
i=0
αk
(
z −m+ k
k
)
6= 0
Proof. Let 0 ≤ k ≤ m− 1 be fixed. Then to see that the lengths are increasing we
have to consider the ratio of two consecutive elements:∣∣∣∣(z −m+ k + 1k + 1
)∣∣∣∣ ∣∣∣∣(z −m+ kk
)∣∣∣∣−1 =
=
|z −m+ k + 1|
k + 1
≥ |z| −m+ k + 1
k + 1
> 1
Therefore the sequence is increasing.
To see the second statement let us define C =
∑m−1
i=0 |αi|. If C = 0, then the
statement is trivially true. If C 6= 0, then the vector
v =
∣∣∣∣∣
m−1∑
k=0
αk
C
(
z −m+ k
k
)∣∣∣∣∣ =
∣∣∣∣∣
m−1∑
k=0
|αk|
C
sign(αi)
(
z −m+ k
k
)∣∣∣∣∣
is a convex combination of the vectors
{
sign(αk)
(
z−m+k
k
)}m−1
k=0
. Hence
|v| ≤
∣∣∣∣( z − 1m− 1
)∣∣∣∣ ,
and ∣∣∣∣∣
m−1∑
k=0
αk
(
z −m+ k
k
)∣∣∣∣∣ = C|v| ≤ C
∣∣∣∣( z − 1m− 1
)∣∣∣∣ < αm ∣∣∣∣( zm
)∣∣∣∣
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
Corollary 5.3. If z0 is a root of d(I, z), then |z0| ≤ m.
Proof. Let us consider the polynomial p(z) = (z − 1)a¯(I, z), and let pi (resp. a¯i) be
the coefficient of zi in p (resp. a¯), i.e.
p(z) =
m∑
i=0
piz
i a¯(I, z) =
m−1∑
i=0
a¯iz
i.
The relation of p and a¯ translates as follows:
pi =
 a¯m−1 if i = ma¯i−1 − a¯i if 0 < i < m−a¯0 if i = 0
and
d(I, n) =
m∑
k=0
pk
(
n−m+ k
k
)
.
Since the coefficient sequence of a¯(I, z) is non-decreasing by Corollary 4.2, therefore
all coefficients of p except pm are non-positive and their sum is 0. In other words
for any k ∈ {0, 1, . . . ,m− 1}:
|pk| = −pk
and
m−1∑
k=0
|pk| = −
m−1∑
k=0
pk = am−1 = pm > 0.
Therefore by Lemma 5.2, if |z| > 0, then
d(I, z) =
m∑
k=0
pk
(
z −m+ k
k
)
6= 0.

In the previous proof we did not use the fact that a¯k(I) is a log-concave sequence,
which would be interesting if one could make use of it. Our next goal is to prove
Theorem 5.9. In order to prove it, we have to distinguish a few cases depending on
the number of consecutive elements ending at max(I). For simplicity, first we will
consider the case, when the distance of the last two elements is at least 2.
Proposition 5.4. If I = {i1, . . . , il} for some l ≥ 1, such that |I| = 1 or il−il−1 ≥ 2.
If d(I, z0) = 0, then
|m− 1− z0| ≤ m.
In particular <z0 ≥ −1.
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Proof. Let us consider p(n) = (−1)md(I,m− 1− n) using coefficients ck(I).
d(I,−(n−m+ 1)) =
m∑
k=0
(−1)m−kck(I)
(−(n−m+ 1) + 1
k
)
=
m∑
k=0
(−1)m−kck(I)(−1)k
(
n−m+ k − 1
k
)
=
(−1)m
m∑
k=0
ck(I)
(
n−m+ k − 1
k
)
.
It might be familiar from the proof of Corollary 5.3. As before we expend p(n) in
base {(n−m+k
k
)}k∈N.
p(n) =
m∑
k=0
ck(I)
(
n−m+ k − 1
k
)
=
m∑
k=1
ck(I)
((
n−m+ k
k
)
−
(
n−m+ k − 1
k − 1
))
+ c0(I)
(
n−m− 1
0
)
=
cm
(
n
m
)
+
m−1∑
k=0
(ck(I)− ck+1(I))
(
n−m+ k
k
)
=
m∑
k=0
c˜k(I)
(
n−m+ k
k
)
.
Now we claim that
∑m−1
k=0 |c˜k(I)| ≤ cm(I). To prove that, we use induction on |I|
and m, and we use the recursion of Lemma 3.1. If I = {m}, then it can be easily
checked.
So for the rest assume, that the statement is true for sets of size at most l−1 and
with maximal element at most m− 1. Let |I| = l ≥ 2 with il = m and assume that
il − il−1 ≥ 2. Then
m−1∑
k=0
|ck(I)− ck+1(I)| =
|c0(I)− c1(I)|+
m−1∑
k=1
∣∣∣∣∣∣
∑
t∈I′′\{m}
ck−1(It)− ck(It) +
∑
t∈I′\{m}
ck−1(Iˆt)− ck(Iˆt)
∣∣∣∣∣∣ ≤
1 +
m−2∑
k=0
∑
t∈I′′\{m}
|ck(It)− ck+1(It)|+
m−2∑
k=0
∑
t∈I′\{m}
|ck(Iˆt)− ck+1(Iˆt)|
For any t ∈ I ′′\{m} the two largest elements of It will be it−1−1 and it−1 = m−1, so
their difference is at least 2, therefore we can use inductive hypothesis. If t ∈ I ′\{m},
then either Iˆt has exactly one element, or |Iˆt| > 1. In this second case the largest
element of Iˆt is it − 1 = m− 1 and the second largest is it−2 or it−1 − 1. Clearly in
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each cases the inductive hypothesis is true, therefore
m−1∑
k=0
|ck(I)− ck+1(I)| ≤ 1 +
∑
t∈I′′\{m}
cm−1(It) +
∑
t∈I′\{m}
cm−1(Iˆt) =
1 + cm(I)− d(I−,m− 1) ≤ cm(I) = c˜m(I).
The last inequality is true, since m− 1 > max(I−).
So we obtained that
∑m−1
k=0 |c˜k(I)| ≤ cm(I), therefore by Lemma 5.2, if |z| > m,
then
0 6=
m∑
k=0
c˜k(I)
(
z −m+ k
k
)
= p(z) = (−1)md(I,m− 1− z),
equivalently if |m− 1− z0| > m, then d(I, z0) 6= 0.

We would like to remark two facts about the previous proof. First of all the
introduced “new” coefficients, c˜k(I), are exactly
c˜k(I) = d(I
c, k) =
{
(−1)m+|[k+1,∞)∩I|+kd(I ∩ [k − 1], k) if k ∈ I
0 otherwise ,
where Ic = [m] \ I, therefore
d(I, n) =
m∑
k=0
(−1)m−kc˜k(I)
(
n
k
)
=
m∑
k=0
(−1)m−kd(Ic, k)
(
n
k
)
.
Secondly we can not extend the proof for any I, because the crucial statement,
that was
∑m−1
k=0 |ck(I) − ck+1(I)| ≤ cm(I), is not true for any I ⊆ Z+. (E.g. I =
{1, 2, 3, 4, 5})
From now on we would like to understand the roots of I’s with “non-trivial end-
ings”. To analyses these cases we introduce for the rest of the paper the following
notation: for any finite set I ⊆ Z+ and t ∈ N let I t = I ∪{m+ 1,m+ 2, . . . ,m+ t}.
Proposition 5.5. For any ∅ 6= I such that m − 1 /∈ I. Then if t = 1, 2, 3, 4, then
there exists an m0 = m0(t), such that if m ≥ m0 and d(I t, z0) = 0, then
|m+ t− 1− z0| ≤ m+ t.
Proof. Let us consider d(I t, n) in base {(n
k
)}k∈N. Then
d(I t, n) =
m+t∑
k=0
(−1)m+t−kd(Ic, k)
(
n
k
)
,
where Ic = (I t)c = [m+ t] \ I t = [m] \ I.
We claim that if t ∈ {1, 2, 3, 4} andm sufficiently large, then for anym ≤ k < m+t
we have
2d(Ic, k) ≤ d(Ic, k + 1).(5.1)
To see that let us observe that all the roots ξ1, . . . , ξm−1 of d(Ic, n) are in a ball of
radious m − 1 around 0 by Corollary 5.3. Without loss of generality let us assume
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that ξ1 = max(Ic) = m− 1. Then
d(Ic, k)
d(Ic, k + 1)
=
∣∣∣∣ d(Ic, k)d(Ic, k + 1)
∣∣∣∣ = (k − ξ1)∏m−1i=2 |k − ξi|(k + 1− ξ1)∏m−1i=2 |k + 1− ξi|
k −m+ 1
k −m+ 2
m−1∏
i=2
|k − ξi|
|k + 1− ξi| ≤
k −m+ 1
k −m+ 2
m−1∏
i=2
k +m− 1
k +m
≤ t
t+ 1
(
2m+ t− 2
2m+ t− 1
)m−2
=
t
t+ 1
(
1− 1
2m+ t− 1
)m−2
→ t
t+ 1
e−0.5
Since t
t+1
e−0.5 < 1/2, therefore we get that for any t ∈ {1, 2, 3, 4} there exists an
m0 = m0(t), such that ∀m ≥ m0 and for any m ≤ k < m + t we have 2d(Ic, k) ≤
d(Ic, k + 1). In particular 2m+t−kd(Ic, k) ≤ d(Ic,m+ t).
To finish the proof let us assume that m ≥ m0 for some fixed t ∈ {1, 2, 3, 4}.
Then consider the following polynomial p(n) = (−1)m+td(I,m+ t− 1−n) as in the
previos proof
p(n) = (−1)m+t
m+t∑
k=0
(−1)m+t−kd(Ic, k)
(
m+ t− 1− n
k
)
=
m+t∑
k=0
d(Ic, k)
(
n− (m+ t) + k
k
)
Assume that z0 is a zero of p(n) with length at least m+ t i.e.
d(Ic,m+ t)
(
z0
m+ t
)
=
m+t−1∑
k=0
(−d(Ic, k))
(
z0 − (m+ t) + k
k
)
By the previous proof we get that
∑m−1
k=0 |d(Ic, k)| ≤ d(Ic,m), therefore
C =
m+t−1∑
k=0
| − d(Ic, k)| ≤ d(Ic,m) +
m+t−1∑
k=m
d(Ic, k)
≤ 2−td(Ic,m+ t) +
m+t−1∑
k=m
2−(m+t−k)d(Ic,m+ t)
= d(Ic,m+ t).
But it means that d(I
c,m+t)
C
(
z0
m+t
)
is a convex combination of F = {k
(
z0−(m+t)+k
k
)}m+t−1k=0 ,
where k = sgn(−d(Ic, k)). However this is a contradiction, since d(Ic,m+t)C ≥ 1 and(
z0
m+t
)
is strictly longer than any member of the set F .

Trivial upper bounds on m0 is the smallest m′0, such that for any m ∈ [m′0,∞)
we have
t
t+ 1
(
1− 1
2m+ t− 1
)m−2
< 1/2.(5.2)
These values can be found in the following Table 1.
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Lemma 5.6. For any ∅ 6= I, such that m− 1 /∈ I and
(m− 1)(2m+ 1) ≤
(
t+m− 1
t
)
,(5.3)
then
d(Ic,m)(2m+ 1) ≤ d(Ic,m+ t)
Proof. First of all
d(Ic,m) = d(I,m) ≤ d(I−,m− 1)(m− 1) = d((Ic)−,m− 1)(m− 1),
because any pi ∈ D(I,m) can be written uniquely as an element in D(I−,m− 1)×
[1,m− 1].
On the other hand
d(Ic,m+ t) ≥
(
t+m− 1
t
)
d((Ic)−,m− 1),
because the left hand side counts the number of elements in D(Ic,m+ t), while the
right hand side is the number of elements pi in D(Ic,m+ t), such that pim = 1.
Combining these inequalities and using the hypothesis we get the desired state-
ment. 
Proposition 5.7. For any ∅ 6= I such that m− 1 /∈ I. If
(m− 1)(2m+ 1) ≤
(
t+m− 1
t
)
and d(I t, z0) = 0, then
|m+ t− z0| ≤ m+ t+ 1.
Proof. Let us consider the polynomial p(n) = (−1)m+td(I t,m+ t− n)
p(n) =(−1)m+td(I t,m+ t− n) =
m+t∑
k=0
d(Ic, k)
(−t−m+ n+ k − 1
k
)
=
=
m−1∑
k=0
d(Ic, k)
(
n−m− t+ k − 1
k
)
+
m+t∑
k=m
d(Ic, k)
(
n−m− t+ k − 1
k
)
= u(n) +
m+t∑
k=m
d(Ic, k)
(
n−m− t+ k − 1
k
)
.
As a result of the proof of Proposition 5.4 we get that if |z| > m, then
|u(z + t+ 1)| =
∣∣∣∣∣
m−1∑
k=0
d(Ic, k)
(
z −m+ k
k
)∣∣∣∣∣ <
∣∣∣∣d(Ic,m)( zm
)∣∣∣∣ .
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So if |z| > m+ t+ 1, then |z − (t+ 1)| > m and therefore
|u(z)| ≤ d(Ic,m)
∣∣∣∣(z − t− 1m
)∣∣∣∣
≤ d(Ic,m)
(∣∣∣∣(z − tm
)∣∣∣∣+ ∣∣∣∣(z − t− 1m− 1
)∣∣∣∣)
= d(Ic,m)
(∣∣∣∣ (m+ t) . . . (m+ 1)z(z − 1) . . . (z − t+ 1)
∣∣∣∣+ ∣∣∣∣ (m+ t) . . .mz(z − 1) . . . (z − t)
∣∣∣∣) ∣∣∣∣( zm+ t
)∣∣∣∣
< d(Ic,m)
(
2m+ 1
t+m+ 1
) ∣∣∣∣( zm+ t
)∣∣∣∣
Let us assume that p(z) = 0 and |z| > m+ t+ 1, therefore
d(Ic,m+ t)
(
z
m+ t
)
=
m+t−1∑
k=m−1
(d(Ic, k + 1)− d(Ic, k))
(
z −m− t+ k
k
)
+ u(z),
equivalently(
z
m+ t
)
=
m+t−1∑
k=m−1
d(Ic, k + 1)− d(Ic, k)
d(Ic,m+ t)
(
z −m− t+ k
k
)
+
1
d(Ic,m+ t)
u(z).
Observe that the summation on the right hand side is a convex combination of some
complex numbers, therefore its length can be bounded from above by the length of
the longest vector, that is∣∣∣∣∣
m+t−1∑
k=m−1
d(Ic, k + 1)− d(Ic, k)
d(Ic,m+ t)
(
z −m− t+ k
k
)
+
1
d(Ic,m+ t)
u(z)
∣∣∣∣∣ ≤∣∣∣∣(z −m− t+m+ t− 1m+ t− 1
)∣∣∣∣+ |u(z)|
<
t+m
t+m+ 1
∣∣∣∣( zm+ t
)∣∣∣∣+ d(Ic,m)d(Ic,m+ t)
(
2m+ 1
t+m+ 1
) ∣∣∣∣( zm+ t
)∣∣∣∣
=
(
t+m
t+m+ 1
+
d(Ic,m)
d(Ic,m+ t)
(
2m+ 1
t+m+ 1
)) ∣∣∣∣( zm+ t
)∣∣∣∣
We claim that
t+m
t+m+ 1
+
d(Ic,m)
d(Ic,m+ t)
(
2m+ 1
t+m+ 1
)
≤ 1
equivalently
d(Ic,m)(2m+ 1) ≤ d(Ic,m+ t),(5.4)
but this is exactly the statement of Lemma 5.6. Therefore we get that∣∣∣∣( zm+ t
)∣∣∣∣ < ( t+mt+m+ 1 + d(Ic,m)d(Ic,m+ t)
(
2m+ 1
t+m+ 1
)) ∣∣∣∣( zm+ t
)∣∣∣∣ ≤ ∣∣∣∣( zm+ t
)∣∣∣∣ ,
and that is a contradiction. So we obtained that any root of p(n) has length at most
m+ t+ 1. Therefore if
0 = d(I t, z0) = d(m+ t− (m+ t− z0)) = (−1)m+tp(m+ t− z0),
then |m+ t− z0| ≤ m+ t+ 1 
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Remark 5.8. With some easy calculation one could get the smallest value m0(t),
for each t, such that the conditions of the corresponding proposition is satisfied
for any m ≥ m0(t). Specifically it means that if max(I) > 10, then one of the
conditions are satisfied. For max(I) ≤ 10 we refer to Figure 2, where we included
all the possible roots of d(I, n), depending on m = max(I) and regions ball (blue)
of radius m around 0, ball (blue) of radius m+ 1 around m and ball (red) of radius
(m+ 1)/2 around (m− 1)/2.
Observe that in Proposition 5.7 the crucial inequality was (5.4), and checking this
condition for the these 84 cases we end up with 16 cases when (5.4) is not satisfied.
t Corollary 5.4 Condition (5.2) Condition (5.3) Condition (5.4)
0 1 - - -
1 - 3 - -
2 - 6 - -
3 - 14 8 (3)
4 - 53 3 (2)
≥ 5 - - 1 (1)
Table 1. Smallest values for m0(t), such that the corresponding con-
ditions are satisfied for any m ≥ m0(t). There are 84 I’s, that do not
satisfy any of the first 3 conditions, and there are 16 of them, that do
not satisfy any of the 4 conditions.
By combining the previous four propositions and checking the uncovered cases of
the table (see Figure 2) we obtaine the following theorem.
Theorem 5.9. For any ∅ 6= I if d(I, z0) = 0, then
(1) |z0| ≤ m
(2) |m− z0| ≤ m+ 1
In particular, −1 ≤ <z0 ≤ m
As the previous theorem shows, all the complex roots of d(I t, n) have their real
parts in between -1 and m+ t. In the following proposition we will show that if t is
large enough, then all the roots of d(I t, n) are real.
Proposition 5.10. Let I 6= ∅, such that m−1 /∈ I. Then there exists a t0 = t0(I) ∈
N, such that for any t > t0 and v ∈ {−1, 0, . . . ,m + t} \ {m − 1} there exists a
unique root of d(I t, n) of distance 1/4 from v. In particular the roots of d(I t, n) are
contained in the interval [−1,m+ t].
Proof. The proof is based on Neumaier’s Gershgorin type results on the location of
roots of polynomials. For further reference see [5]. Let
pt(n) =
d(I t, n)∏t
i=1(n− (m+ i))
and
T (n) = n(n− 1) . . . (n−m+ 2)(n−m),
and let us fix the value of t.
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(a) max(I) = 3 (b) max(I) = 4
(c) max(I) = 5
(d) max(I) = 6 (e) max(I) = 7 (f) max(I) = 8
(g) max(I) = 9 (h) max(I) = 10
Figure 2. Roots of d(I, n) for m = max(I) ∈ {3, . . . , 10} and re-
gions: ball (blue) of radius m around 0, ball (blue) of radius m + 1
around m and ball (red) of radius (m+ 1)/2 around (m− 1)/2
Then the leading coefficient of pt is
d(I t−1,m+ t)
(m+ t)!
,
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it has degree m, and for v = 0, . . . ,m− 2,m
|αv| = |d(I, v)|(m− 1− v)
v!(m− v)!∏ti=1(m− v + i) = |d(I, v)|(m− 1− v)v!(m+ t− v)! .
Therefore
|rv| = m
2
|d(I, v)|(m− 1− v)
v!(m+ t− v)!
(m+ t)!
d(I t−1,m+ t)
=
m
2
|d(I, v)|(m− 1− v)
d(I t−1,m+ t)
(
m+ t
v
)
.
If we are able to prove that |rv| → 0 as t→∞ for any v = 0, . . . ,m− 2,m, then
we would be done.
In order to prove that we observe that
d(I t−1,m+ t) ≥ d(I−,m− 1)
(
m+ t− 1
t
)
,
since the set of permutations of D(I t−1,m+ t) with the largest element at position
m has size d(I−,m− 1)(m+t−1
t
)
. To see that, choose the largest element m+ t into
the mth position, and take an arbitrary subset of {1, . . . ,m + t− 1} after the mth
position in a decreasing order, and take the rest as D(I−,m− 1) on the first m− 1
position through an order-preserving bijection of the base-set.
Therefore
|rv| ≤ m(m− 1− v)
2
|d(I, v)|
d(I−,m− 1)
(
m+t
v
)(
m+t−1
t
) =
m(m− 1− v)
2
|d(I, v)|
d(I−,m− 1)
(m+ t)(m− 1)!
v!
t!
(m+ t− v)! =
Cv,m
(m+ t)t!
(t+m− v)! .
If v = m, then |rv| = 0, since d(I,m) = 0.
If v ∈ {0, . . . ,m− 2}, then
|rv| ≤ Cv,mav,m(t)
bv,m(t)
,
where av,m(t) = t + m is a polynomial of degree 1, and bv,m(t) =
∏(m−v)
i=1 (t + i) is a
polynomial of degree at least 2. Therefore Cv,m av(t)bv(t) → 0 as t→∞, i.e. |rv| → 0.

6. Some remarks and further directions
We described an interesting phenomenon in Section 3, namely that ck(I) and
(−1)md(I,−n) are non-negative integers. This result suggests that there might be
some combinatorial proofs for them.
Question 6.1. What do the coefficients ck(I) and evaluations (−1)md(I,−n) count?
There are two conjectures about the roots of the descent polynomial:
Proposition 6.2 (Conjecture 4.3. of [3]). If z0 is a root of d(I, n), then
• |z0| ≤ m,
• <z0 ≥ −1.
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This conjecture can be viewed as a special case of Theorem 5.9. As a common
generalization of the two parts we conjecture that (motivated by numerical compu-
tations for m ≤ 13 (e.g. see red regions on Figure 2), by a proof for the case |I| = 1
and by Proposition 5.10) the roots of d(I,m) will be in a disk with the endpoints of
one of its diameters being −1 and m. More precisely:
Conjecture 6.3. If d(I, z0) = 0, then |z0 − m−12 | ≤ m+12 .
Similarly to the descent polynomial, instead of counting permutations with de-
scribed descent set, one could ask for the number of permutations with described
positions of peaks (i.e. pii−1 < pii > pii+1). As it turns out, this peak-counting func-
tion is not a polynomial. However, it can be written as a product of a polynomial
and an exponential function in a “natural way”. (See the precise definition in [1]).
This polynomial is the so-called peak polynomial. This polynomial behaves quite
similarly to the descent one, thus it is natural to ask whether there is a deeper con-
nection between them, or whether we can prove similar propositions to the already
obtained ones. In line with this we propose a conjecture about the coefficients in a
base similar to a¯k(I).
Conjecture 6.4. For the peak-polynomial the coefficients in base {(n−m+k
k+1
)}k∈N
form a symmetric, log-concave sequence of non-negative integers.
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