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CAPITOLO 1   Introduzione 
 
Il Grid Computing [1] è una realtà ormai affermata nell’ambito del calcolo 
parallelo e distribuito. Ci permette di avere a disposizione una grande quantità di risorse 
di calcolo in diversi domini amministrativi, dando la possibilità di aumentare di ordini di 
grandezza la banda di elaborazione di applicazioni distribuite. Gestire e utilizzare tali 
risorse richiede tuttavia di risolvere problemi legati alla natura delle Griglie 
Computazionali: l’eterogeneità delle risorse disponibili, la loro dinamicità nel tempo, i 
problemi legati alla sicurezza e molti altri.  
Recentemente il termine Grid Computing è stato affiancato da un nuovo termine 
“Cloud Computing” [2]. Il Cloud nasce con l’intento di affiancare, senza sostituire, la 
tecnologia Grid, con cui ha in comune molti concetti di base, benché i presupposti e gli 
obiettivi sono molto diversi. 
A differenza della Griglia, orientata al mondo accademico e della ricerca, il 
Cloud Computing ha un approccio più commerciale e punta ad offrire agli utenti la 
possibilità di accedere a pagamento ad ambienti virtuali creati secondo le loro necessità, 
senza pensare alla gestione del sistema. 
La Griglia risponde ad un bisogno che viene direttamente dal mondo della 
ricerca. La condivisione di risorse di calcolo e archivi di dati facilitano infatti le attività 
delle comunità scientifiche e dei vari gruppi di ricerca, che partecipano allo stesso 
progetto. Grazie inoltre alla semplificazione e uniformità delle regole di accesso, i 
ricercatori possono accedere in modo più semplice  a tutti gli archivi e alle risorse messe 
in comune, anche se non sono amministrate centralmente, ma appartengono a più 
proprietari o più organizzazioni completamente indipendenti. 
Da questo punto di vista il Grid Computing si è rivelato un grande successo. Non 
solo fornisce l’infrastruttura tecnologica per raggiungere l’obiettivo di un uso efficiente di 
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tutte le risorse disponibili, ma ne definisce anche le politiche necessarie sia per i fornitori 
che per i fruitori di risorse. 
La Griglia viene utilizzata dagli scienziati per affrontare problemi cruciali e 
computazionalmente pesanti come studiare l’origine e l’evoluzione dell’Universo, 
costruire molecole in grado di combattere l’influenza aviaria o combattere il cancro, 
prevedere l’effetto sulle nostre vite a causa del riscaldamento globale ad applicazioni 
capaci di  gestire situazioni di crisi ambientali o sanitarie.  
Tuttavia, anche se il ruolo essenziale della standardizzazione per una diffusione 
generale della Griglia è sempre stato riconosciuto da tutti, la necessità di fornire una 
rapida risposta ai bisogni specifici degli utenti ha portato allo sviluppo di infrastrutture di 
Griglia indipendenti. 
In questo ambito sono stati sviluppati un gran numero di  middleware, 
infrastrutture e sistemi di Griglia con il compito principale di nascondere la complessità e 
l’eterogeneità dell’ambiente sottostante e aiutare gli utenti nella creazione di applicazioni 
distribuite e/o parallele. 
La tesi descriverà dapprima i requisiti e le caratteristiche che caratterizzano 
un’infrastruttura di Griglia. Verranno analizzati gli aspetti che sono fondamentali nella 
progettazione di un’architettura di Griglia per renderla  efficace e affidabile, tenendo 
conto della sua natura eterogenea e geograficamente distribuita.  
In questa tesi abbiamo analizzato i più importanti sistemi per Griglie 
Computazionali e li abbiamo classificati in base ad un certo numero di caratteristiche che 
riteniamo che un sistema di Griglia debba prendere in considerazione. 
Ne abbiamo quindi preso in esame uno, DIANE, un sistema basato sul modello 
master-worker per eseguire job in un ambiente distribuito.  
In DIANE, il processo master mantiene una lista di job da eseguire e li 
distribuisce ai worker dinamicamente. Ogni worker è un processo eseguito su una 
macchina remota, ed è un effettivo job di Griglia, sottomesso in modo asincrono che 
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diventa disponibile su varie risorse. In questo modello i worker sono collegati ad un 
singolo master e non possono essere condivisi e trasferiti tra diversi master a runtime.  
Abbiamo quindi integrato questo sistema con una nuova componente, il Directory 
Service. Questo servizio prevede di assegnare dinamicamente i worker disponibili ai vari 
master disponibili. I worker, una volta inizializzati, chiedono al servizio di Directory 
Service di unirsi ad un master disponibile.  
Questa nuova caratteristica riesce ad incrementare velocemente l’efficienza 
dell’intera computazione. Infatti, il tempo che un job impiega da quando viene 
sottomesso fino a quando è eseguito, è ritardato di un fattore che non è predicibile e 
dipende dall’infrastruttura di Griglia. Questa latenza non è basata sull’applicazione e a 
volte può essere più di quanto un worker abbia effettivamente bisogno per eseguire il suo 
lavoro.  
Questa caratteristica risolve anche il problema di implementare un bilanciamento 
del carico e un modo per assegnare priorità diverse ai vari master. L’idea è di avere un 
servizio che connette i master e i worker in maniera controllata, per raggiungere un 
bilanciamento del carico in termini di numeri di worker per ogni master, secondo diversi 
parametri quali possono essere la priorità del master, il numero di job da eseguire e 
persino il numero di worker disponibili in un certo momento.  
Il risultato di questo lavoro è una nuova versione di DIANE. Il sistema è riuscito 
a garantire un utilizzo efficiente delle risorse di Griglia e a garantire un bilanciamento del 
carico in termini di numeri di worker assegnati ad ogni master. Con questo servizio si può 
anche gestire da un singolo punto il lavoro di più master, in modo da riuscire a “mitigare” 
il problema della scalabilità che limita il numero di worker che i master riescono a gestire 
contemporaneamente. 
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CAPITOLO 2   GRID COMPUTING 
 
 “In a future in which computing, storage, and software are no longer objects that 
we possess, but utilities to which we subscribe, the most successful scientific 
communities are likely to be those that succeed in assembling and making effective use of 
appropriate Grid infrastructures and thus accelerating the development and adoption of 
new problem solving-methods within their discipline.” 
Ian Foster, Computer Science Division Director in Argonne National Laboratory 
 
2.1 Introduzione 
La storia della scienza è in parte storia dei suoi strumenti e molti degli strumenti 
odierni più importanti hanno a che vedere con computazione e comunicazione. Guidati 
dalla crescita considerevole dei problemi in ambito scientifico, ingegneristico ed 
economico, le nuove sfide scientifiche sono sempre più basate su computazioni, analisi di 
dati e collaborazione tra più discipline piuttosto che su tentativi individuali di scienziati e 
teorici; dunque condividere le risorse di calcolo di diversi enti ed università è diventata 
una vera e propria necessità nell’ambito della ricerca. È in tale ambito che è nato il “Grid 
Computing”, il cui nome deriva dall’analogia con la rete elettrica: così come la rete 
elettrica fornisce energia senza interruzione e l’utente paga per l’uso senza preoccuparsi 
da dove provenga, cosi la Griglia è in grado di fornire risorse senza interruzione, l’utente 
paga per l’uso senza sapere chi e dove gli fornisce quel servizio. 
Il termine “Griglia computazionale” fu coniato intorno al 1995 da Ian Foster e 
Carl Kesselman [1] per indicare una nuova infrastruttura hardware e software in grado di 
fornire accesso differenziabile, consistente ed economico a risorse computazionali di 
fascia elevata. Così è stata definita dagli autori: “I sistemi di Griglia e le tecnologie 
forniscono le infrastrutture e gli strumenti che permettono di condividere risorse su larga 
scala in maniera semplice. Un’infrastruttura è una tecnologia che possiamo prendere per 
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consolidata quando eseguiamo le nostre attività: così come il sistema stradale ci permette 
di muoverci con le nostre macchine, come il sistema bancario internazionale ci permetter 
di trasferire fondi da una parte all’altra del mondo ed il protocollo Internet ci permette di 
comunicare virtualmente con un qualsiasi dispositivo elettronico. Tipicamente, 
un’infrastruttura per essere utile deve essere distribuita, semplice e preziosa. Per esempio, 
l’insieme di protocolli che devono essere implementati all’interno di un dispositivo per 
consentire l’accesso ad Internet è contenuto: ci sono web server della grandezza di una 
scatola di fiammiferi. Un’infrastruttura di Griglia deve fornire più funzionalità di internet, 
sopra al quale è costruito, garantendo nuovi servizi che trattano questioni di 
autenticazione, scoperta delle risorse e accesso, rimanendo pur sempre semplice.”.  
Nel 2000, gli stessi ideatori hanno sentito l’esigenza di ampliare la loro 
definizione [4] ponendo l'accento su aspetti di condivisione e utilizzo, prendendo atto che 
il Grid Computing è molto legato alla condivisione coordinata di risorse all’interno di 
un’Organizzazione Virtuale dinamica e internazionale, la cosiddetta “Virtual 
Organization”. Tale condivisione non è limitata solo allo scambio di file, ma piuttosto 
all’accesso diretto ai computer, al software e in generale a tutto l’hardware necessario alla 
risoluzione di un problema scientifico, ingegneristico o industriale. Gli individui e le 
istituzioni che mettono a disposizione della Griglia le loro risorse per la medesima finalità 
fanno parte quindi di una stessa organizzazione virtuale. 
Progettare un’architettura di Griglia efficace ed affidabile, di natura eterogenea e 
geograficamente distribuita, richiede lo sviluppo di nuovi approcci di gestione che siano 
in grado di ottimizzare l’uso complessivo del sistema, preservando le politiche 
d’amministrazione delle diverse organizzazioni che lo compongono.  
Il problema principale è come programmare questo tipo di piattaforme 
computazionali; nasce dunque l’esigenza di un nuovo modello di programmazione, nuovi 
strumenti e nuovi linguaggi. È per tale scopo che sono nati i middleware: per alleviare il 
fardello del programmatore nella progettazione, programmazione e gestione di 
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applicazioni distribuite fornendo un ambiente integrato per la programmazione 
distribuita. Il middleware non è altro che uno strato software che astrae la complessità e 
l’eterogeneità dell’ambiente sottostante: un ambiente distribuito con le sue svariate 
tecnologie di rete, le architetture diverse, i sistemi operativi differenti e i linguaggi diversi 
di programmazione.  
La tecnologia di Griglia sviluppata fino ad ora ha fornito diversi ambienti di 
sviluppo e middleware per supportare le esigenze di applicazioni nuove in termini di 
cooperazione, ubiquità, interoperabilità, gestione delle risorse e scambio di dati.  
Negli ultimi vent’anni le ricerche e gli sforzi nello sviluppo della comunità di 
Griglia hanno prodotto una serie di protocolli, servizi e strumenti per rispondere alle 
esigenze che si creano quando si vuole implementare applicazioni che sfruttino le 
potenzialità del Grid Computing. 
In questo capitolo tratteremo le infrastrutture che hanno fatto la storia della 
Griglia e che hanno aiutato gli scienziati ad eseguire le loro applicazioni su Griglie 
Computazionali, partendo da Condor, fino ad arrivare ai più recenti sistemi quali 
Proactive e P-Grade. Questi sistemi differiscono in termini dei  
linguaggi usati, delle particolari tecnologie, o di altre caratteristiche 
implementative. Lo scopo di questo capitolo non è quello di fornire una completa 
enumerazione di tutte le caratteristiche per ognuno di essi, ma piuttosto identificare le 
caratteristiche salienti di ciascun sistema e quindi di fornire un raffronto dei vari sistemi 
discussi in base a queste caratteristiche. Di seguito sono riportate quelle che sono le 
proprietà che sono state considerate importanti per chiunque si trovi a dover 
implementare un’infrastruttura di Griglia: 
Architettura. Il sistema di Griglia è formato da componenti diverse che 
interagiscono tra loro. Conoscerne l’architettura ci aiuta a capire quali sono i servizi che 
offre e come sono organizzati. 
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 Linguaggio. Il sistema di Griglia è implementato in uno specifico linguaggio che 
ci permette di capire le compatibilità con particolari tecnologie. 
Resource discovery. Il sistema di Griglia deve identificare dinamicamente le 
risorse disponibili. Tipicamente le risorse sono eterogenee, amministrate localmente e 
accessibili rispettando politiche definite all’interno delle varie VO. Un broker 
centralizzato è capace, almeno in teoria, di produrre uno scheduling ottimo dato che ha 
una conoscenza complessiva delle risorse e dei job disponibili, ma può facilmente 
diventare un collo di bottiglia. Un broker decentralizzato che opera senza un controllo 
totale, scala meglio e garantisce un’infrastruttura più tollerante ai guasti, tuttavia le 
informazioni disponibili sono parziali e rendono complicate le decisioni di scheduling.  
Scheduling/coscheduling. Il sistema di Griglia gestisce lo scheduling, ovvero il 
processo di accoppiare le applicazioni con le risorse. Uno scheduler deve tenere conto 
delle caratteristiche che sono specifiche di quest’ambiente, quali le politiche di 
allocazione diverse tra i vari domini amministrativi, il re-scheduling dato che le risorse 
possono sparire e riapparire. 
Il sistema deve prevedere anche un meccanismo di coscheduling per sistemi 
concorrenti che schedula processi tra loro correlati per essere eseguiti 
contemporaneamente nello stesso istante. Alcune applicazioni potrebbero consistere di 
processi che lavorano insieme e se non tutti sono schedulati per essere eseguiti, quelli in 
esecuzione potrebbero cercare di comunicare, causandone il blocco.  
Tolleranza ai guasti. Il sistema di Griglia fornisce un meccanismo di tolleranza 
ai guasti, una caratteristica importante dato che le risorse sono geograficamente 
distribuite in domini amministrativi differenti. 
Adattività/Dinamicità. Il sistema di griglia gestisce la dinamicità, dando delle 
garanzie, fornendo una reazione in caso d’errore, garantire una certa qualità del servizio e 
perseguire obiettivi importanti, quali performance, sicurezza e robustezza del sistema. 
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I sistemi di Griglia possono tener conto anche dell’adattività. Data la natura 
instabile della Griglia, anche assumendo un perfetto mapping delle applicazioni con le 
risorse, le performance potrebbero essere compromesse improvvisamente. Il sistema 
dovrebbe essere in grado di cambiare le decisioni prese in precedenza, per riuscire a 
mantenere i livelli di qualità attesi.  
Paradigmi supportati. Il sistema di Griglia permette di sviluppare determinati 
tipi di applicazioni, basandosi su paradigmi di programmazione diversi. Alcuni tipi di 
paradigmi possono essere utili per certi tipi di applicazioni, altri possono rivelarsi 
inefficienti. È importante che un sistema proponga più paradigmi per trattare applicazioni 
di diversa natura.  
Linguaggio delle applicazioni/Sistema operativo. Il sistema di Griglia permette 
di eseguire applicazioni in ambito distribuito, che devono essere implementati dall’utente 
in linguaggi che siano semplici o che siano già tra le conoscenze dell’utente stesso. Poter 
implementare le applicazioni in diversi linguaggi è importante per il successo 
dell’infrastruttura. Può contribuire ad una maggiore espansione del prodotto anche avere 
una scelta di sistemi operativi su cui farli girare. 
Backend disponibili. Il sistema di Griglia potrebbe non implementare tutte le 
caratteristiche necessarie per eseguire applicazioni in ambito distribuito, dovrebbe quindi 
mettere a disposizione delle interfacce per interagire con dei sistemi ad un livello 
inferiore, che forniscono servizi ad un livello più basso. 
Legacy code. Il sistema di Griglia può garantire un supporto per codice legacy, 
ovvero applicazioni scritte in un linguaggio di programmazione, ma di cui non si ha più 
disponibilità del codice sorgente, permettendo di eseguirlo senza modificarlo, senza 
richiedere uno sforzo reale da parte dell’utente.  
Quality of Service (QoS). Il sistema di Griglia deve garantire un livello di 
performance che il cliente è in grado di verificare. La qualità del servizio è un termine 
generale che, usato in questo contesto denota il livello di performance che un cliente 
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riscontra quando invoca delle operazioni su server remoti. In tale ambito si può 
concordare che determinate applicazioni vengano eseguiti entro un limite massimo di 
tempo o che il costo non superi un budget stabilito in anticipo.  
Sicurezza. Il sistema di Griglia deve essere in grado di proteggere l’integrità 
delle computazioni distribuite. Bisogna evitare che un utente qualsiasi possa manomettere 
o divulgare i dati dell’applicazione o del programma. Il sistema deve oltre proteggere 
l’integrità delle risorse computazionali che gestisce. Bisogna inoltre prevenire che le 
applicazioni fanno accesso o modificano i dati presenti nella risorsa che usano per 
eseguire la computazione.  
 Interfacce per il cliente. Il sistema di Griglia deve prevedere un modo in cui il 
cliente può eseguire le sue applicazioni, eventualmente monitorarle e ottenere il risultato. 
Si può interagire il sistema con semplici tool in modalità testuale (da riga di comando), o 
attraverso interfacce grafiche che offrono un insieme completo di funzionalità.  
Cloud Computing. Il Cloud Computing è un’emergente tecnologia, una naturale 
progressione di un’architettura orientata ai servizi, che ha molto a che vedere con il Grid 
Computing. I ricercatori dell’Università di Berkley [4], sebbene tale termine fosse molto 
controverso, hanno dato una definizione: “Cloud Computing si riferisce sia alle 
applicazioni rilasciate come servizi su Internet e sia al sistema hardware e software che 
forniscono tali servizi. Quello che chiamiamo Cloud è l’unione dei servizi software e 
dell’hardware”. Avendo molto a che vedere con il Grid Computing ed essendo una 
tecnologia nuova ed emergente, è auspicabile che il sistema di Griglia fornisca un 
supporto affinché le applicazioni possano essere eseguite anche su Cloud.  
Volunteering grid versus risorse dedicate. Il sistema può essere composto da 
risorse dedicate per eseguire applicazioni di Griglia, altre possono essere risorse che sono 
fornite da partecipanti volontari, oppure possono essere risorse disponibili solo in alcuni 
momenti, quando i proprietari le lasciano inutilizzate, sfruttando così la potenza di una 
macchina che altrimenti andrebbe persa.  
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Scalabilità. Il sistema deve garantire una buona scalabilità, ovvero l’abilità di un 
sistema distribuito di espandere o diminuire il suo insieme di risorse per adeguare 
l’aumento o la diminuzione del carico. Nell’ambito di High Performance Computing ci 
sono due comuni nozioni di scalabilità. La prima è nota come scalabilità forte ed è 
definisce come il tempo per la soluzione varia al variare del numero di processori per un 
problema di grandezza totale fissata. La seconda nota come scalabilità debole, definisce 
come il tempo per la soluzione varia al variare del numero di processori per un problema 
con una grandezza per processore fissata. 
Efficienza. Il sistema deve essere in grado di raggiungere una buona efficienza. 
Nel calcolo parallelo, tale misura ci aiuta a dare una valutazione delle performance per il 
sistema.  
2.2 Condor 
Condor [5], [6] è un progetto iniziato nel 1986 da Mairon Livny presso il 
dipartimento di Computer Science dell'Università in Wisconsin, Madison, ed è tuttora in 
fase di sviluppo. Il risultato del progetto Condor è un sistema batch, distribuito con 
licenza open source che consente di implementare High Throughput Computing. Tale 
sistema è usato per la gestione del carico computazionale di applicazioni che richiedono 
grandi risorse di calcolo. Come altri sistemi batch, Condor fornisce un meccanismo di 
gestione delle code, politiche di scheduling dei job, gestione delle priorità e monitoraggio. 
 Gli utenti sottomettono i loro job seriali o paralleli con Condor, che si occupa di 
metterli in coda, di scegliere dove e quando saranno eseguiti, secondo quali politiche e si 
occupa di monitorare i progressi informando gli utenti non appena i job sono completati.  
Condor ha un’architettura centralizzata, come mostrato in figura 2.1, ed è 
composta di tre componenti principali: il manager centrale (Central Manager), la 
macchina d’esecuzione (Execute Machine) e la macchina di sottomissione (Submit 
Machine). 
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Figura 2.1 Architettura Condor [7]. 
 
Il Central Manager è il responsabile della raccolta di informazioni sulle macchine 
che compongono il pool (insieme di macchine) ed ha il compito di eseguire il 
matchmaking, ossia l'accoppiamento tra le risorse richieste e quelle disponibili in modo 
da garantire la distribuzione dei job, secondo quanto specificato nel file Class 
Advertisements (ClassAds). Il Central Manager è unico per ogni pool di Condor. 
L’Execute Machine è la macchina vera e propria che esegue i job per conto 
dell’utente; informa inoltre il Central Manager delle sue caratteristiche, del suo attuale 
utilizzo e le preferenze sui job da eseguire. Quando gli viene effettivamente richiesto di 
eseguire un job, si occupa di preparare l’ambiente di esecuzione, monitorare l’esecuzione 
locale e infine informare quando il job assegnato viene completato, sia nel caso in cui 
venga eseguito con successo, sia nel caso in cui venga interrotto in seguito ad un 
fallimento. 
La Submit Machine permette all’utente di sottomettere il job in una coda virtuale. 
Per permettere di eseguire i job in coda, informa il collettore del numero di job inattivi. 
Quando infine viene trovata una macchina remota dove eseguire tale job, un processo 
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creato sulla Submit Machine si occupa di monitorare l’esecuzione del job remoto: è 
questo processo che gestisce i checkpoint, esegue le chiamate di sistema sulla macchina 
locale e rischedula il job in caso di fallimento.  
Il meccanismo di ClassAd offre uno strumento flessibile per gestire le richieste 
degli utenti e le risorse offerte dalle macchine; esso consiste in una serie di coppie 
attributi nome-valore. In questo file  le varie macchine che compongono il pool, sono 
descritte in base al sistema operativo disponibile, la quantità di memoria libera e altre 
informazioni. Condor cerca di abbinare i job con le macchine in base alle caratteristiche 
specificate nel file ClassAd (ne viene creato uno per il job e uno per la macchina), 
effettuando in questo modo il matchmaking e l’allocazione delle risorse.  
Condor implementa un meccanismo di checkpoint: i job in esecuzione eseguono 
periodicamente il salvataggio dello stato di avanzamento della computazione. Questa 
caratteristica è fondamentale in Condor, perché macchine inattive possono essere 
richieste indietro dai proprietari e il job deve migrare in un’altra macchina disponibile, 
senza necessità di far ripartire il programma dall’inizio della computazione. Tale 
meccanismo di periodico salvataggio permette di salvaguardare il lavoro effettuato 
evitandone la perdita, anche in caso di guasto.  
Condor implementa lo scheduling delle risorse attraverso il prerilascio e le 
priorità. Ad ogni utente viene associata una determinata priorità, per assicurare una 
condivisione equa delle risorse. In aggiunta, Condor effettua il prerilascio e rialloca i job 
quando le condizioni cambiano.  
Con questo tipo di scheduling basato sul prerilascio, riesce ad andare in contro 
alle necessità di tutte le entità che fanno parte del sistema: gli utenti che sottomettono i 
job, i proprietari delle macchine e l’amministratore. Condor può effettuare il prerilascio 
dei job a nome degli utenti quando risorse migliori diventano disponibili. Per di più, può 
effettuare il prerilascio a nome di chi utilizza la macchina per assicurare che le politiche 
di condivisione delle risorse siano rispettate. Infine può effettuare prerilascio per 
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rispettare le politiche dell’amministratore del sistema, che possono riguardare l’efficienza 
dell’intero pool.  
Condor implementa due paradigmi di programmazione parallela per eseguire i 
job: quella basata sul paradigma master-worker e quella basata su DAGMan (Directed 
Acyclic Graph Manager), ma mette anche disposizione interfacce pubbliche per 
l’implementazione di altri paradigmi. 
Un primo paradigma di programmazione parallela sfrutta i DAG, permettendo di 
specificare dipendenze tra i job di Condor per poterli gestire in maniera automatica. 
DAGMan utilizza i DAG, grafi diretti aciclici come strutture dati per 
rappresentare le dipendenze tra i job. Ogni job è un nodo del grafo e le connnessioni tra i 
nodi rappresentano le loro dipendenze. Ogni nodo può avere un numero arbitrario di nodi 
genitori o figli. I figli non possono essere eseguiti sino a quando i loro genitori non sono 
terminati. I cicli in cui due job discendono entrambi l'uno dall'altro sono proibiti perchè 
potrebbero causare una situazione di stallo. 
L’altro paradigma supportato è quello Master-Worker (MW). In questo modello, 
un nodo attua la funzione di controllore (master) per le applicazioni parallele ed invia 
parti di lavoro agli altri nodi (worker) che eseguono la loro parte computazionale e 
mandano i risultati al master che provvede a riassemblarli.  
MW è composto da diverse classi scritte in C++. L’utente estende queste classi 
per creare il lavoro dei worker per la specifica applicazione e l’assegnamento del master, 
ma tutti i dettagli delle comunicazioni sono trasparenti all’utente. 
Condor supporta due ambienti di programmazione parallela: MPI (Message 
Passing Interface) e PVM (Parallel Virtual Machine). 
MPI offre un ambiente per la comunicazione e la sincronizzazione di programmi 
paralleli.  
PVM offre una serie di primitive per il passaggio di messaggi da utilizzare nei 
programmi scritti in C, C++ o Fortran; tali primitive, insieme con l’ambiente PVM, 
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permettono la parallelizzazione a livello di programma, si possono eseguire processi su 
diverse macchine che comunicano fra loro e si scambiano dati ed informazioni. 
Condor è disponibile per diverse piattaforme: Linux, Solaris, Unix, Windows e 
MacOs X ed è disponibile per diverse architetture: Intel x86, PowePC, SPARC e altri 
ancora.  
Condor supporta i seguenti linguaggi per la specifica dei programmi da eseguire: 
C, C++, Fortran, Python, Java.  
Condor utilizza GSI (Grid Security Infrastructure) per l'autenticazione e la 
protezione della comunicazione tramite i certificati X.509.  
Condor ha dei meccanismi nativi per il Grid Computing e meccanismi per 
l’interazione con altri sistemi di Griglia. Mediante il meccanismo di flocking più 
installazioni di Condor lavorano insieme: job sottomessi all’interno di un pool Condor, 
possono essere eseguiti in un diverso pool di Condor.  
Condor implementa un meccanismo noto con il nome di Glidein per far in modo 
che una o più risorse di Griglia contemporaneamente entrino a far parte di un pool 
Condor. Durante tale periodo di tempo, la risorsa è visibile a tutti gli utenti del pool.  
Condor è stato ripetutamente testato per il progetto CMS dell’LHC del Cern [8], 
per arrivare in questo ultimo anno a raggiungere il risultato di 200.000 job processati in 
un solo giorno e ad ottenere 400.000 job in coda. 
2.3 Globus 
Il Globus Toolkit [9], [10] è un software open source sviluppato dal team Globus 
Project dell’Argonne National Laboratory, con a capo Ian Foster, in collaborazione con 
l’University of Southern California con a capo Carl Kasselman. Tale software è in fase di 
sviluppo dal 1996 e nell’Aprile 2005 è stata rilasciata la versione numero 4, GT4 che 
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implementa l’Open Grid Service Architecture1 (OGSA) per supportare lo sviluppo di 
infrastrutture e applicazioni basata sul concetto di Grid Service, ovvero computazioni 
distribuite orientate ai servizi. Il figura 2.2 ne mostriamo l’architettura. 
Il Globus Toolkit mette a disposizione una serie di servizi che si possono 
raggruppare in tre grandi insiemi.  
Il primo insieme è formato dai servizi usati per l’esecuzione dei job, per l’accesso 
e lo spostamento di dati, per la gestione delle repliche, per il monitoraggio e la scoperta 
delle risorse e per la gestione delle credenziali. Molti di questi servizi sono servizi web 
scritti in Java, altri sono implementati usando altri linguaggi o altri protocolli.  
 
Figura 2.2 Architettura Globus [11]. 
 
 
Un altro insieme è formato dai Container, delle macchine che possono essere 
usate per ospitare servizi sviluppati dagli utenti e che sono implementati in Java, Python o 
C. Questi Container forniscono un’implementazione per la gestione della sicurezza, per la 
gestione dello stato. Questi Container estendono l’ambiente open source dei servizi con il 
supporto con gli standard OGSI (Open Grid Services Infrastructure).  
                                            
1 L’Open Grid Services Architecture (OGSA) descrive un’architettura per un ambiente di Griglia 
oorientato ai servizi per uso scientifico ed economico.  
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Globus gestisce anche il monitoraggio e il discovery delle risorse. Il monitoraggio 
permette di identificare   i problemi che possono verificarsi in tale contesto, mentre il 
discovery permette di identificare le risorse o i servizi con le proprietà desiderate. Tali 
servizi sono implementati ad un livello fondamentale del GT4.  
Il terzo insieme è formato da librerie client per permettere ai programmi client 
scritti in Java, C e Python di invocare operazioni su GT4 o su servizi sviluppati 
dall’utente. Il GT4 fornisce meccanismi standard per associare le proprietà delle risorse 
scritte in XML con le entità di rete. Si può accedere a queste proprietà, sia attraverso il 
meccanismo di push, con le sottoscrizioni, sia attraverso il meccanismo di pull, con le 
query; entrambi i meccanismi sono implementati in ogni servizio e ogni container GT4. 
I servizi principali offerti dal GT4 sono descritti di seguito. 
Il Grid Resource Allocation and Management (GRAM) offre un servizio web per 
la gestione delle risorse ed ha il compito di gestire e monitorare l’esecuzione di job su 
macchine remote.  
GT4 realizza il servizio per co-allocare le risorse, noto con il nome di 
Dynamically-Updated Request Online Coallocator (DUROC). 
Il servizio GSI (Grid Security Infrastructure) è il servizio predisposto 
all’autenticazione e alla protezione nell'ambiente di Griglia, garantendo l'accesso 
solamente agli utenti autorizzati. Si basa sulla chiave pubblica di codifica X.509 ed 
utilizza come protocollo di comunicazione il SSL (Secure Sockets Layer). Per poter 
realizzare tutte le funzionalità richieste dalla Griglia sono state aggiunte delle estensioni 
per permettere il single sign-on e la delegation. 
Il Metacomputing Directory Service (MDS) è il servizio di informazione del 
Globus Toolkit: fornisce un sistema di directory di servizi da utilizzare per ottenere 
informazioni sulle risorse presenti nella Griglia. L’MDS memorizza e rende accessibili le 
informazioni mantenendo un database dello stato delle risorse che è conforme allo 
standard LDAP.  
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Il servizio Heart Beat Monitoring (HBM) rileva e notifica i malfunzionamenti.  
Il toolkit GT4 è stato sviluppato per sistemi Linux e tutte le piattaforme che 
supportano JDK. I linguaggi supportati per poter implementare le applicazioni sono il 
linguaggio C o Java.  
Una valutazione delle performance del GT4 può essere trovata sul sito del 
progetto [12] dove vengono mostrati i risultati dei test effettuati sulle varie componenti. 
Dai vari esperimenti condotti è stato visto che il massimo throughput raggiunto è stato di 
77 jobs per minute, sottomettendo semplici job; il massimo numero di job sottomessi al 
GRAM, utilizzando lo scheduler locale è stato di 8000 job, senza rilevare errori, quindi il 
limite non è ancora stato trovato; il numero massimo di job sottomessi al GRAM 
utilizzando Condor come scheduler è stato di  32000 job, limite oltre il quale non si può 
andare, a causa delle limitazioni del sistema sottostante. 
2.4 Condor-G 
Condor-G [13] nasce dall’unione della tecnologia Condor con la tecnologia 
Globus. Mentre Condor è stato progettato per gestire risorse all’interno di un singolo 
dominio amministrativo, Globus è stato progettato per gestire risorse anche tra domini 
amministrativi eterogenei.  
Condor-G nasce per sfruttare i punti di forza di entrambi i progetti: combina i 
protocolli per la gestione delle risorse e per la sicurezza implementati dal Globus Toolkit 
ed i metodi per la gestione delle computazioni e delle risorse implementati in Condor, 
come mostrato in figura 2.3.  
Condor-G permette agli utenti di considerare la Griglia computazionale come una 
risorsa locale; per cui tutte le attività di sottomissione e gestione dei job vengono svolte 
attraverso i comandi standard di Condor. 
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Figura 2.3 Architettura Condor-G [8]. 
 
L’utente definisce il task da eseguire, Condor-G gestisce tutti gli aspetti di 
scoperta e acquisizione delle risorse appropriate, incurante della loro locazione, 
inizializza i task, li monitora e ne gestisce l’esecuzione su queste risorse, scoprendo e 
dando una risposta in caso di fallimento e notificando all’utente la terminazione del task o 
l’errore in caso non sia recuperabile. 
Condor-G nasce per rispondere alla necessità di costruire e gestire computazioni 
dislocate su più siti.  
Condor-G si presenta come un tool, che possiamo dividere in tre classi: l’accesso 
alle risorse remote, la gestione della computazione e l’ambiente di esecuzione remota.  
Condor-G usa per l’accesso alle risorse remote il protocollo definito da Globus, il 
GSI per l’autenticazione e l’autorizzazione. 
Per supportare la sottomissione remota della computazione, per monitorare e 
controllare il risultato è presa la componente di Condor, il GRAM. 
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Per gestire l’ambiente di esecuzione remota Condor-G fa uso di “sandboxing”2 
mobile che permette all’utente di creare un ambiente di esecuzione fatto su misura sul 
nodo remoto: tale componente è stata presa dal sistema Condor.  
Condor-G è stato implementato in C++ e la disponibilità è limitata ad alcune 
piattaforme quali Linux, Solaris, Digital UNIX e IRIX.  
Alcuni test sono stati condotti su Condor-G [14], usando gLite come middleware, 
eseguendo semplici job ed è emerso che scala bene fino a 4.000 job. È affidabile quando i 
siti di Griglia sono stabili, ma molti job falliscono non appena i siti iniziano ad avere 
problemi. Condor-G non reagisce bene ai fallimenti che avvengono alle risorse, più volte 
si sono riscontrate delle differenze tra quello che la coda conteneva realmente e quello 
che invece Condor-G credeva ci fosse.  
2.5 SETI@Home 
SETI@home [15] è un progetto di calcolo distribuito per Personal Computer, 
portato avanti dall'Università di Berkley. SETI è un acronimo per Search for 
Extraterrestrial Intelligence (Ricerca di Intelligenza Extraterrestre), disponibile dal 17 
Maggio del 1999. Lo scopo di SETI@home è quello di analizzare i segnali radio 
provenienti dallo spazio, alla ricerca di segnali provenienti da intelligenza extraterrestre, 
usando i dati raccolti dal Radiotelescopio spaziale di Arecibo.  
È il primo progetto di ricerca scientifica che usa il calcolo distribuito, 
appoggiandosi ad utenti di Internetche mettono a disposizione il tempo in cui le loro 
macchine sono accese ma non sono usate attivamente dai proprietari. 
Il modello computazionale di SETI@home è semplice e si basa sul modello 
client-server, la sua architettura è mostrata nella figura 2.4. 
                                            
2 Si chiama “sandbox” un'area protetta e sorvegliata all'interno della quale si possono eseguire 
applicazioni maligne senza che queste possano realmente interferire con il sistema operativo vero e 
proprio. 
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I dati ricevuti vengono divisi in unità di lavoro di grandezza fissata e distribuiti 
attraverso Internetai programmi client sparsi su numerosi computer. Il programma client 
computa il risultato, lo rimanda al server e riceve altre unità di lavoro. Non è prevista 
nessuna comunicazione tra i vari client. 
Data la nuova natura del progetto, basata su macchine messe a disposizione da 
utenti volontari, SETI@home esegue computazioni ridondanti, ovvero ogni singola unità 
di lavoro viene computata più volte, per poter scartare i risultati provenienti da macchine 
difettose o da utenti malevoli. È stato dimostrato che per tali computazioni un livello di 
ridondanza di due o tre è adeguato. Avendo a disposizione più risultati, SETI@home 
fornisce un programma per eliminare i risultati ridondanti. 
 
Figura 2.4 Architettura di Seti@home 
 
Il compito di creare e distribuire le unità di lavoro è fatto dal server centrale 
localizzato all’Università di Berkley.  
Le unità di lavoro sono 350 KB, che costituiscono una mole di dati abbastanza 
elevata da tenere un computer occupato per circa un giorno, ma piccola abbastanza da 
poter essere scaricato in pochi minuti anche da utenti con modem lenti. Un database 
relazionale viene usato per immagazzinare informazioni sui nastri, unità di lavoro, 
risultati, utenti e altri aspetti del progetto. Il server per distribuire il lavoro è implementato 
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come un server multi-thread e fa uso del protocollo http così anche gli utenti dietro un 
firewall riescono a contattarlo. Un programma “garbage collector” si occupa di rimuovere 
le unità di lavoro dal disco, aggiornando il database in modo consistente.  
Il programma client di SETI@home, scritto in C++, consiste di un insieme di 
componenti con implementazioni specifiche per le varie piattaforme, di codice per analisi 
dei dati di SETI e di codice grafico.  
Tale programma è stato portato su 175 piattaforme. Il programma client chiede 
lavoro al server, lo analizza e lo restituisce al server, tale ciclo viene seguito all’infinito. È 
necessaria una connessione Internet solo per comunicare con il server e si può configurare 
il programma client per effettuare la computazione solo quando la macchina è inattiva o 
computare costantemente con una bassa priorità. Il programma scrive periodicamente il 
proprio stato su disco in un file.  
Questo programma è capace di eseguire solo il codice per la ricerca extraterrestre 
e per tale motivo è stato rimpiazzato da BOINC, un progetto che permette agli utenti di 
contribuire ad altri progetti. 
Fino SETI@home al 23 Ottobre 2000, 2.438.045 volontari avevano eseguito il 
programma SETI@home. Di questi 519.725 stavano effettivamente eseguendo il 
programma e hanno prodotto un risultato nelle prime due settimane. Questi volontari 
avevano donato qualcosa come 437.000 anni di tempo di calcolo, per un totale di 
20103.4 × flops. Con oltre 5 milioni di utenti in tutto il mondo, il progetto è stato 
l'esempio di maggior successo di elaborazione distribuita.  
2.6 Netsolve/Gridsolve 
Netsolve [16] è un tentativo del laboratorio computazionale dell’Università del 
Tennessee, che implementa su Griglia un paradigma di tipo remote computing fornendo 
all’utente l’accesso a librerie di software matematico già esistenti. Costruito usando i 
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protocolli standard di Internet, è disponibile per molte delle varianti di UNIX e parti del 
sistema sono anche disponibili per Windows.  
Lo scopo di Netsolve, e della sua evoluzione GridSolve [17], è di creare il 
middleware necessario a fornire un ponte tra le semplici interfacce standard al 
programmatore, che gli ambienti di calcolo scientifico forniscono agli scienziati, e tra i 
servizi che vengono offerti dalle Griglie computazionali. 
Gridsolve, come anche NetSolve, si basa su di una architettura client-server e il 
sistema risulta composto da tre entità: il Client, il Server e l’Agente, come mostrato in 
figura 2.5.  
Il Client si occupa di eseguire le chiamate di procedura remote e può essere 
invocato da un ambiente interattivo o da un programma standalone scritto in un 
tradizionale linguaggio di programmazione.  
Il Server esegue le funzioni per conto dei Client e le sue funzioni possono essere 
arbitrariamente complesse, da qui gli amministratori del sistema possono aggiungere i 
propri servizi, senza incidere sul resto del sistema 
 
Figura 2.5 Architettura Gridsolve [17]. 
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L’Agente è il punto centrale del sistema. Mantiene una lista di tutti i server 
disponibili ed esegue la selezione delle risorse per le richieste dei client e per garantire il 
bilanciamento del carico dei vari server.  
Inizialmente, nel sistema Netsolve, backend quali Condor e OpenPBS erano 
supportati creando server dedicati per quell’ambiente: tale metodo risultava essere 
efficace ma scomodo e richiedeva una conoscenza interna del codice.  
Per lo scheduling, Gridsolve crea dei server proxy per delegare tale servizio a 
sistemi specializzati quali batch system, come Condor, Ninf o LFC (LAPACK per 
Cluster). L’Agente Gridsolve vede il server proxy come una singola entità sebbene possa 
essere costituito da un numero elevato di risorse e così è il proxy stesso a gestire lo 
scheduling di queste risorse.  
L’Agente manda la richiesta di servizio ad un server proxy  e sarà il server proxy 
a delegare la richiesta ad un servizio specializzato, che schedula ed esegue la richiesta.  
Il meccanismo di tolleranza ai guasti implementato da Gridsolve è del tutto 
trasparente all’utente. I guasti dei Server sono gestiti automaticamente risottomettendo il 
job ad un altro Server. Infatti il Client che sottomette una richiesta all’Agente non riceve 
un singolo Server, ma una lista intera. Il Client inizia dal primo e continua nel caso un 
errore viene riscontrato. Questo processo continua fino a quando non ci sono Server 
disponibili. Quindi essendo questo meccanismo trasparente, l’utente si accorge dell’errore 
solo se tutti i Server che costituiscono quel servizio falliscono. 
Gridsolve ha ereditato il modello di sicurezza di Netsolve, basato sul servizio 
Kerberos versione 53.  
                                            
3 Kerberos è un servizio di autenticazione distribuito che permette ad un processo in nome di un 
utente di provare la sua identità ad un verificatore senza spedire dati attraverso la rete che possano 
permettere ad un intruso o al verificatore stesso di impersonarlo successivamente.  
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Gridsolve offre un meccanismo per cercare le risorse computazionali sulla rete e 
scegliere quali sono le migliori a disposizione, riuscendo a garantire un bilanciamento del 
carico. 
I paradigmi di programmazioni indicati per questo tipo di programma sono tutte 
le applicazioni parallele indipendenti, le applicazioni “parameter sweeping”4 e 
applicazioni per computazioni basate sulla forma di parallelismo farm. Inoltre Gridsolve, 
rispetto a Netsolve gestisce anche le applicazioni workflow, che consistono di un insieme 
di job con dipendenze nei dati e nell’esecuzione.  
Le varie piattaforme supportate da Gridsolve sono Linux, Solaris, BSD, MacOS 
X e Windows. I Client di Netsolve possono essere scritti in Java, C e Fortran, possono 
essere script di Matlab, Matematica, Octave o pagine web per interagire con il server. 
Un test per valutare le performance di Gridsolve è stato condotto con il 
programma Hydropad [18], un simulatore dell’evoluzione delle galassie nell’universo. 
L’esperimento confronta i tempi di esecuzione del programma di Hydropad su  Gridsolve 
con i tempi del programma eseguito in maniera sequenziale. La configurazione di 
Gridsolve prevede 3 macchine, un client e due server remoti.  
I risultati ottenuti hanno mostrato che lo speedup ottenuto da Gridsolve è circa 2. 
Tuttavia Gridsolve mette in luce alcuni limitazioni dovute all’utilizzo del modello di 
esecuzione GridRPC. In un sistema GridRPC tutti i task sono mappati in maniera 
individuale. Viene sempre scelto il server più veloce nel momento in cui viene il task 
viene schedulato, senza tener conto della grandezza del task o se il task viene eseguito in 
parallelo o meno; dunque i task paralleli non sono computazionalmente bilanciati. 
Un'altra limitazione evidenziata è dovuta al fatto che tutte le comunicazioni tra task 
remoti deve passare attraverso la macchine del client. Tuttavia, è possibile per il 
                                            
4 Le applicazioni “parameter sweeping ” prevedono l’esecuzione dello stesso codice per diversi 
insiemi di paramentri di input 
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programmatore dell’applicazione superare questa limitazione implementando il caching 
dei dati autonomamente.  
2.7 Legion 
Legion [19] e’ un progetto per Griglie computazionali iniziato nel 1993 
all’University of Virginia. Tuttavia, nel 2001 tale progetto si è spostato dall’ambito 
accademico all’industria e la compagnia Applied MetaComputing ha acquisito i diritti 
legali per Legion dall’Università e ha rinominato tale progetto in “Avaki”.  
Legion è stato progettato per connettere PC, supercomputer, reti e altre risorse in 
un grande computer virtuale, per nascondere all’utente la complessità della struttura 
sottostante. Un primo prototipo è stato rilasciato nel 1995 ed era implementato su Mentat, 
un sistema operativo orientato agli oggetti con un proprio linguaggio di programmazione 
basato sul linguaggio C++.  
Per quanto riguarda l’architettura, mostrata in figura 2.6, Legion non è 
centralizzato: per Legion tutto è un oggetto, sia esso una risorsa hardware o una risorsa 
software.  
Un oggetto è un processo attivo e tutti gli altri oggetti del sistema possono 
interagire con esso invocando le sue funzioni. Uno dei seguenti linguaggi può essere 
usato per la descrizione delle interfacce di tali oggetti: CORBA IDL, MPL e BFS. Legion 
supporta anche la comunicazione per applicazioni parallele utilizzando la libreria MPI. 
 
Figura 2.6 Architettura Legion [20]. 
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La metodologia usata ha tutti i normali vantaggi di un approccio “object-
oriented”, quali astrazione dei dati, incapsulamento, ereditarietà e polimorfismo. Questo 
approccio è ideale per la progettazione e l’implementazione di un ambiente complesso 
quale quello dei metacomputer, tuttavia presenta dei problemi legati alla necessità di 
Legion di interagire con applicazione e servizi “legacy”. 
Il processo di scheduling in Legion è un processo di negoziazione tra i 
consumatori di risorse, ovvero agenti anonimi che agiscono a nome delle applicazioni 
degli utenti, e tra i fornitori delle risorse, agenti anonimi anch’essi che agiscono a nome 
delle macchine o dei processori. Fornendo un meccanismo per specificare la sicurezza e 
le politiche di utilizzo, i fornitori delle risorse possono controllare chi esegue cosa e 
quando sui loro processori.  
In aggiunta, specificando delle costrizioni e scegliendo gli scheduler, gli utenti 
possono controllare come vengono eseguite le loro applicazioni. Legion, nell’eseguire il 
matchmaking tra i job da eseguire e le macchine disponibili, da inizio ad un protocollo di 
negoziazione che rispetta i requisiti dei job e le restrizioni imposte dai possessori delle 
macchine. Lo scheduler può anche essere cambiato con un altro scheduler che impiega un 
qualsiasi algoritmo, come pure una qualsiasi componente può essere rimpiazzata con 
un’altra componente implementata per il medesimo scopo.  
Legion fornisce dei meccanismi affinché gli amministratori di Griglia possano 
configurare le loro politiche di sicurezza. Fornisce inoltre meccanismi per 
l’autenticazione, l’autorizzazione, l’integrità e la confidenzialità dei dati. 
La sicurezza in Legion è basata sull’infrastruttura a chiave pubblica per 
l’autenticazione, e le ACL (Access Control Lists), ovvero liste di controllo degli accessi 
per le autorizzazioni. L’ identità e l’autenticazione sono basate su LOIDs, Legion Object 
IDentifiers, che contengono le credenziali sotto forma di certificato X.509 con una chiave 
RSA pubblica. 
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Legion fornisce anche un portale di Griglia che gli utenti possono usare per 
vedere quale file, sottomettere e monitorare i job. L’architettura del portale è stata 
progettata per adattarsi a diverse infrastrutture di Griglie. L’implementazione è stata 
realizzata con le tecnologie web più familiari in quel periodo, quali Perl, PHP, MySQL e 
il meccanismo delle Common Gateway Interface (CGI) per invocare i comandi Legion.  
Legion è stato eseguito su diverse piattaforme, quali  IRIX, Linux, AIX, Hp-Unix 
e Cray Unicos, Windows. 
Le applicazioni che lo usano possono essere scritte in C++, MPL (un’estensione 
del C++) o Fortran. Per poter eseguire codice utente, bisogna aggiungere delle direttive 
da includere nel codice Fortran, usare MPL per parallelizzare le applicazioni e 
implementare delle interfacce per applicazioni con PVM e PMI.   
Legion è stato testato usando un pacchetto per la simulazione molecolare noto 
come CHARMM [21], su NPACI.net, una rete sviluppata all’Università della Virginia. 
CHARMM è un pacchetto con la caratteristica di essere intenso sia dal punto di vista 
computazionale, che dal punto di vista della comunicazione. Per tale tipo di 
computazione, il numero totale di processori è stato diviso in tanti insiemi da 16 
processori che comunicavano tra di loro in maniera intensa, raggiungendo una efficienza 
di circa il 95%. I risultati ottenuti hanno mostrato che quasi tutti i job sono stati terminati, 
mentre quelli falliti erano dovuti a rallentamenti delle connessioni di rete o dei fallimenti 
avvenuti nei vari siti. Questi fallimenti hanno rallentato anche il sistema di monitoring, 
che non ha potuto rilevare il guasto in tempo per sottomettere un nuovo job e diminuendo 
così il throughput totale.  
2.8 UNICORE 
Il progetto UNICORE (UNiform Interface to COmputer REsources) [22] è stato 
concepito nel 1997 per produrre una soluzione ad un problema reale: fare in modo che le 
risorse del centro di High Performance Computing della Germania distribuite tra Berlino, 
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Monaco e Stoccarda fossero accessibili a tutti gli utenti in maniera uniforme, sicura e 
intuitiva attraverso Internet.  
Attualmente siamo giunti alla versione numero 6, che risulta conforme con 
l’ultimo standard dell’Open Grid Forum (OGF), in particolare con l’Open Grid Services 
Architecture (OGSA) e con Web Services Resource Framework (WSRF). Essendo 
realizzato realizzato con la moderna Architettura Orientata ai Servizi (SOA) è estensibile. 
UNICORE è scritto in Java per garantire la portabilità ed essere eseguito su molte 
piattaforme. 
Si basa su di un’architettura a tre livelli: livello utente (User tier), livello server 
(Server tier) e livello target (Target system tier), come mostrato in figura 2.7.  
 
Figura 2.7 Architettura UNICORE [22] 
 
Il livello User  è composto dall’interfaccia grafica che guida l’utente nel processo 
di creazione di un job complesso. La concretizzazione di tale job è un oggetto chiamato 
Abstract Job Object: una classe Java che può essere serializzata e firmata con le 
credenziali dell’utente. Questa classe permette la comunicazione con il livello soprastante 
dell’architettura. 
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Il livello Server comprende tutti i servizi e le componenti dell’architettura 
orientata ai servizi. Il Gateway è il punto di ingresso al sito UNICORE e si occupa 
dell’autenticazione di tutte le richieste degli utenti e le passa al Network Job Supervisor 
per una successiva elaborazione. Il Network Job Supervisor mappa le richieste astratte, 
così come sono state rappresentate nell’Abstract Job Object, in job concreti o azioni che 
vengono eseguite dal livello Target. Questo processo è detto “incarnazione”. I job che 
devono essere eseguiti su siti differenti sono trasferiti per una successiva fase di 
elaborazione dal Network Job Supervisor dell’altro sito. I Network Job Supervisor si 
occupano anche della sincronizzazione dei job per rispettare le dipendenze espresse 
dall’utente, del trasferimento automatico dei dati trai i siti UNICORE  e di collezionare i 
risultati dei job. 
Il livello Target, che risiede direttamente sopra il sistema operativo, si occupa di 
eseguire il job utente “incarnato”. Un demone, chiamato Target System Interface risiede 
nella macchina utente per interfacciarsi con il sistema batch per conto dell’utente. Il 
numero di demoni per macchina può essere incrementato nella macchina utente per 
aumentare la performance. 
La versione 6, rispetto alle precedenti, aggiunge la capacità di individuare 
dinamica le risorse ed implementa un servizio di brokering distribuito. 
UNICORE ha una architettura a due livelli per il supporto dei workflow: il 
motore workflow e l’orchestratore dei servizi. Il livello orchestratore dei servizi ha il 
ruolo di assegnare ciascun task in un workflow, gestire l’esecuzione dei job e monitorarli 
sulla Griglia.Implementa diverse strategie di brokering per trovare le risorse più adatte ad 
ogni passo del workflow.  
Anche UNICORE supporta diversi sistemi operativi quali Windows, MacOS, 
Linux e sistemi Unix. I backend supportati sono: LoadLeveler, Torque, SLURM, LSF, 
OpenCCS, SunGridEngine.  
UNICORE 6 fornisce tre diverse interfacce utente: UCC, URC e HiLA. 
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UCC (UNICORE command line client) è un interfaccia a linea di comando che 
permette all’utente di accedere a tutte le caratteristiche del livello sottostante. Permette 
l’esecuzione dei job, il monitoraggio del loro stato e la raccolta del risultato, sia per job 
singoli che per un insieme di job. Anche i workflow sono supportati. UCC può anche 
essere usato per scopi amministrativi. Un’importante caratteristica di questa interfaccia è 
l’estensibilità dei comandi, se ne possono aggiungere facilmente di nuovi. 
URC (UNICORE Rich Client) invece è un’interfaccia basata su Eclipse.  
HiLA è un API ad alto livello per applicazioni di Griglia, che permette lo 
sviluppo di interfacce. Può anche essere usato per integrare UNICORE direttamente 
nell’applicazione utente.  
La sicurezza in UNICORE è garantita con l’utilizzo di certificati X.509 per le 
autenticazioni e autorizzazioni, affiancati dai certificati proxy e un controllo degli accessi 
basato su Virtual Organisations (VO).  
UNICORE è disponibile per tutte le piattaforme che supportano Java versione 1.4 
o superiori.  
In [23] è stato condotto un esperimento per valutarne le performance. La 
piattaforma utilizzata per tale scopo comprendeva 4 nodi, con Scientific Linux come 
sistema operativo. La versione di UNICORE utilizzata era la versione 5 e come sistemi 
batch è stato usato Torque, la versione “vanilla” e la versione di Torque che include 
gLite. L’esperimento è stato condotto in tre varianti, nel primo caso la sottomissione dei 
job è stata diretta, nel secondo caso mediante Torque, versione vanilla e nel terzo 
mediante Torque con gLite.  
La figura 2.8 mostra i risultati per il tempo di turnaround: UNICORE 
interfacciato con Torque, versione vanilla o con sottomissione diretta hanno dato 
approssimativamente gli stessi risultati, mentre per quanto riguarda l’interfacciamento 
con Torque, basato su gLite, le performance sono state molto più basse.  
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Figura 2.8 Il tempo di turnaround per job in secondi 
 
Nella figura 2.9 invece viene mostrato il throughput del sistema, ovvero il 
numero di job sottomessi divisi per il tempo totale impiegato per completarli. 
 
 
Figura 2.9 Throughput per 1000 secondi 
 
2.9 BOINC 
Il Berkeley Open Infrastructure for Network Computing (BOINC) [24] è 
un'applicazione software di calcolo distribuito, sviluppata all’U.C. Berkeley Space 
Sciences Laboratory sotto la direzione di David Anderson.  
BOINC è stato creato per gestire progetti di ricerca che richiedono una potenza di 
calcolo così elevata da essere difficilmente raggiungibile con un supercomputer, ma 
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accessibile attraverso la collaborazione di migliaia di singoli computer sparsi in tutto il 
mondo, coordinati attraverso Internet. 
Essendo nato per computazioni volontarie, è stato necessario prevedere un 
meccanismo per la validazione e per processare di nuovo uno stesso task se il risultato 
non viene ricevuto o se viene considerato errato. BOINC realizza tale obiettivo mediante 
un meccanismo chiamato “computazione persistente e ridondante”: tale meccanismo 
prevede di eseguire ogni job più volte, creando più istanze dello stesso job e 
comparandone i risultati, fino a raggiungere un quorum. Sebbene BOINC sia stato 
progettato per computazioni volontarie, lavora bene anche per computazioni su Griglia. I 
volontari partecipano semplicemente scaricando ed eseguendo un programma client 
BOINC sul loro computer.  
La figura 2.10 mostra l’architettura  di BOINC, basata sul paradigma cliente-
servente. Il software lato cliente appare monolitico, ma in realtà consiste di diverse 
componenti: il nucleo del client, un’interfaccia grafica, un’API e uno screensaver.  
Il nucleo del client è la componente preposta alle comunicazioni di rete, allo 
scheduling e funge da server dei dati, esegue e monitora le applicazioni e fa rispettare le 
preferenze del cliente. L’interfaccia grafica fornisce una visione dei progetti a cui l’utente 
ha preso parte, il lavoro attualmente in corso e l’uso del disco. Permette anche di unirsi ai 
progetti e di lasciare quelli a cui si era precedentemente iscritto attraverso una semplice 
interfaccia. Le API sono collegate con l’eseguibile dell’applicazione e interagiscono con 
il nucleo del client sia per riferire l’uso della CPU e la frazione eseguita sia per gestire le 
richieste per fornire i grafici. Lo screensaver è un programma che, quando attivato, chiede 
al nucleo del cliente di fornire la grafica da mostrare. 
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Figura 2.10 Architettura BOINC [24] 
 
Il server è strutturato con componenti che condividono un database comune MySQL. Il 
“work generator” crea i job e i loro file di input. Se il numero di job creati  e non ancora 
inviati raggiunge una certa soglia, si mette in attesa. Lo scheduler gestisce le richieste che 
arrivano dai client; ogni richiesta include una descrizione dell’host, una lista delle istanze 
completate, e le richieste per lavoro addizionale, espresse in termini di tempo necessario 
per essere completate. La risposta include una lista delle istanze e dei job corrispondenti. 
Più istanze dello scheduler possono essere eseguite contemporaneamente. Il “feeder” 
semplifica allo scheduler l’accesso al database. Mantiene una parte di memoria condivisa 
che contiene le tabelle statiche, quali applicazioni, piattaforme e versioni e una cache di 
dimensione fissa delle coppie non ancora inviate di istanze e job. Lo scheduler cerca le 
istanze da inviare scandendo questa parte di memoria. Il transitioner esamina i job per i 
quali è stato riscontrato un cambiamento di stato.   
Essendo BOINC nato per computazione volontarie, le risorse associate ad un 
progetto non sono facilmente stimabili, i partecipanti possono essere fonte di errori 
intenzionali e non. Sono dunque necessari dei meccanismi per la validazione dei risultati 
e la certezza dell’esecuzione dei task. È stata quindi adottata la computazione persistente 
e ridondante, ossia uno stesso task viene eseguito su più computer e viene stabilita una 
soglia limite per accertare la validità dei risultati forniti dai client, tenendo anche conto 
del fatto che uno stesso task non viene mai inviato due volte allo stesso 
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partecipante.Viene anche tenuto conto delle preferenze dei partecipanti, facendo decidere 
a questi ultimi quando e come mettere a disposizione le proprie risorse.  
BOINC fornisce ai suoi partecipanti volontari anche una forma di riconoscimento 
basata sui “crediti”, una combinazione pesata tra computazione, storage e trasferimenti di 
rete effettuati. Questo meccanismo, che prevede anche una lista stilata giornalmente degli 
utenti più produttivi, è risultato essere un buon metodo per gratificare gli utenti, che si 
sentono portati a dare sempre di più. 
BOINC può essere usato da utenti che utilizzano i seguenti sistemi operativi: 
Linux, Mac OS X, Solaris, Windows e altri sistemi Unix.  
Sulla base degli esperimenti condotti [25], è stato dimostrato che usando un 
singolo computer del costo di circa 4.000 dollari, un progetto BOINC riesce a far partire 
circa 8.8 milioni di task al giorno. Se ogni cliente riesce ad elaborare un task al giorno e 
ogni task viene eseguito per 12 ore su un computer da 1 GFLOPS, il progetto riesce a 
supportare 8.8 milioni di clienti e ottenere 4.4 PetaFLOPS di potere computazionale. Con 
due server in più, un progetto riesce ad elaborare circa 23.6 milioni di task al giorno.  
2.10 Alchemi .NET 
ALCHEMI .NET [26] è un progetto open source sviluppato dall’università di 
Melbourne come parte del progetto Gridbus. Alchemi è un framework per Griglia 
implementato su piattaforma Microsoft.NET e scritto in C#. 
Alchemi segue il paradigma di programmazione parallela master-worker, nel 
quale il componente centrale invia unità indipendenti della computazione parallela ai 
worker affinché vengano eseguiti. In Alchemi, questa unità di elaborazione è nota come 
“grid thread” e contiene le istruzioni per essere eseguita su di un nodo di Griglia, il 
componente centrale invece è noto con il nome di “Manager”. Le applicazioni di Griglia 
non sono altro che un insieme di “grid thread” che possono essere eseguiti in parallelo.  
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Ci sono quattro tipi di nodi che prendono parte nella costruzione di 
un’applicazione per Griglia e per la sua esecuzione, come possiamo vedere in figura 2.11: 
Manager, Executor, Owner e Cross Platform Manager Node. 
Il Manager gestisce l’esecuzione delle applicazioni di Griglia e fornisce servizi 
per la gestione dei thread durante l’esecuzione. Gli Executor eseguono il lavoro vero e 
proprio e si registrano con il Manager che tiene traccia della loro disponibilità. Il Manager 
riceve dall’Owner i thread che sono inseriti in una coda e schedulati per essere eseguiti 
sui vari Executor disponibili. Si può specificare una priorità per ogni thread nel momento 
in cui viene creato dall’Owner. I thread vengono quindi schedulati in base alla priorità e 
in base all’ordinato FCSF (First Come First Served). L’Executor restituisce i thread 
completati al Manager che a sua volta li inoltra al rispettivo Owner. È inoltre prevista un 
API per permettere agli utenti di scrivere scheduler personalizzati. 
 
Figura 2.11 Architettura Alchemi.NET [26] 
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L’Executor accetta i thread dal Manager e li esegue e può essere configurato per 
essere dedicato, ovvero gestito centralmente dal Manager, oppure non dedicato, ovvero 
gestito sia su base volontaria, sia attraverso lo screen-saver o sia attraverso un utente. 
L’Owner fornisce un interfaccia tra lo sviluppatore dell’applicazione e la Griglia. 
Dal momento che possiede l’applicazione e tutti i suoi thread ed è in grado di fornire i 
servizi associati ai diritti di proprietà, l’Owner sottomette i thread al Manager e colleziona 
i thread completati a nome di chi sviluppa l’applicazione attraverso le API di Alchemi.  
Il Cross Platform Manager, una sottocomponente opzionale del Manager, è un 
servizio web generico che offre una porzione delle funzionalità del Manager per 
consentire ad Alchemi di gestire l’esecuzione dei job su piattaforme indipendenti. Inoltre, 
questa componente consente ad applicazioni già esistenti di essere eseguite su Griglia, 
dando la possibilità ad altri middleware di Griglia che supportano la tecnologia del Web 
Services di interoperare con Alchemi.  
Per quanto concerne la sicurezza, Alchemi prevede autenticazione secondo profili 
con pre-determinate autorizzazioni. Due aspetti della sicurezza sono trattati da Alchemi: 
permettere agli utenti di eseguire operazioni autorizzate e garantire protezione per le 
macchine ospitanti. 
Per permettere agli utenti di eseguire operazioni per le quali sono autorizzati, si 
affida al modello di autorizzazione basato sui ruoli. Mentre la protezione delle macchine 
ospitanti  da codice che potrebbe risultare malevolo è garantita mediante la tecnica del 
“sandboxing”, creando un ambiente dove l’Executor esegue i thread. Viene usata la 
tecnica del CAS (Code Access Security), una caratteristica del framework .NET per 
eseguire i thread, permettendo all’utente di Alchemi di specificarne i permessi.  
Alchemi fornisce una console grafica per sottomettere i job, monitorarli e per 
eseguire le funzioni di amministrazione. 
 Le applicazioni di Griglia che utilizzano le API di Alchemi possono essere scritte 
in un qualsiasi linguaggio supportato dalla piattaforma .NET: C#, VB.NET, C++, J#, 
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JScript.NET. Tale scelta nasce dall’idea di Alchemi quale framework di Griglia per le 
aziende, il cosiddetto “enterprise grid”, e dato che la maggior parte delle macchine nelle 
aziende hanno Microsoft Windows come sistema operativo, progettare un framework per 
Griglia su Windows è apparso come un fattore chiave per far adottare la tecnologia di 
Griglia nell’industria.  
Per costruire applicazioni bisogna scrivere un Grid Client per un Manager, a cui 
naturalmente devono essere resi disponibili degli Executor. Ci si connette autenticandosi 
al Manager e si invia un certo numero di “grid thread”, poi si attendono i risultati. Anche 
con questo framework l’esecuzione può essere volontaria o dedicata.  
Per valutarne le performance è stato condotto un esperimento per la 
computazione del valore del π [27]. L’applicazione, basata sull’algoritmo che trova le 
cifre senza la conoscenza delle cifre precedenti, utilizza il modello di thread di Griglia 
usato da Alchemi. Il test è stato eseguito per un diverso carico di lavoro (calcolando 1000, 
1200, 1400, 1600, 1800, 2000, 2200 cifre per π ), ognuno per un numero di Executor 
variabile da 1 a 6. Il numero di cifre è stato spartito in tanti thread, ognuno dei quali 
calcolava 50 cifre, con il numero dei thread che cambiava proporzionalmente al numero 
di cifre da calcolare. Il tempo di esecuzione calcolato è stato misurato come il tempo 
impiegato dal test per completare il programma nel nodo dell’Owner.  
La figura 2.12 mostra un grafico con la grandezza dei thread e il tempo di 
esecuzione, al variare del numero di Executor. Con un carico di lavoro basso, si nota una 
piccola differenza tra il tempo totale di esecuzione e il numero diverso di Executor. 
Questo è spiegato dal fatto che l’overhead totale è molto alto rispetto al tempo totale della 
computazione.  
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Figura 2.12 Grandezza dei thread (numero di cifre di π) 
  
Tuttavia, quando il carico aumenta, c’è una differenza proporzionale al numero di 
Executor usati. Per esempio, per 2.200 cifre, il tempo di esecuzione con 6 Executor è 
circa un quinto del tempo impiegato da un singolo Executor.  
 
2.11 Nimrod/G 
Nimrod [28] è uno strumento per la gestione dell’esecuzione di esperimenti 
parametrizzati su insiemi distribuiti di macchine per sfruttarne la capacità di calcolo 
parallelo. Tale versione tuttavia soffre di alcune limitazioni se considerata nel contesto di 
Griglie computazionali. È per sopperire a tali mancanze che nasce Nimrod-G, un 
“resource broker”5 di Griglia per la gestione delle risorse e lo scheduling di applicazioni.  
Nimrod-G presenta meccanismi per garantire una certa qualità del servizio (QoS), 
come ad esempio specificare la deadline o il costo computazionale, offrendo incentivi 
all’utente per rilassare tali vincoli. Facendo riferimento ai requisiti di QoS specificati 
dall’utente, Nimrod-G acquisisce dinamicamente i servizi di Griglia e li distribuisce, 
                                            
5 Il resource broker è il componente che si occupa di sceglie la risorsa dove sottomettere un job, 
considerando le politiche di accesso associate alle risorse, le caratteristiche e lo stato di queste 
risorse, la disponibilità. 
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contando sui costi, sulla qualità e sulla disponibilità di tali servizi. Lo scheduler si occupa 
di minimizzare i tempi e i costi, rientrando nei limiti di tempo e costo previsti. È il 
sistema di gestione delle risorse che deve fornire gli strumenti necessari per realizzare 
l’obiettivo sia dei fornitori che dei consumatori.  
 Nimrod-G è implementato in Python ed ha una struttura modulare su livelli. Le 
componenti chiave che lo compongono sono illustrate in figura 2.13: il client, il resource 
broker, il motore parametrico, lo scheduler, il dispatcher e il job-wrapper.  
 
Figura 2.13 Architettura Nimrod-G [28] 
 
Il client è composto da un’interfaccia grafica che aiuta l’utente durante la 
creazione di applicazioni del tipo parameter-sweep, in un linguaggio di programmazione 
di tipo dichiarativo. Prevede anche un’interfaccia per monitorare e controllare 
l’esecuzione del job  e variare dinamicamente i vincoli di QoS. 
Il motore parametrico è la componente centrale da dove l’intero esperimento è 
gestito e mantenuto. È responsabile della parametrizzazione dell’esperimento e della 
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creazione dei job, di monitorarne lo stato e garantirne l’esecuzione, di interagire con il 
client e di dare consigli sullo scheduling.  
Riceve il file di input e gestisce l’esperimento sotto la direzione dello scheduler, 
chiede al dispatcher di mappare i vari job dell’applicazione con le risorse selezionate e ne 
mantiene lo stato in maniera persistente.  
Lo scheduler è responsabile della scoperta delle risorse, della loro selezione e 
dell’assegnamento dei job. Nimrod/G implementa quattro differenti algoritmi per 
effettuare lo scheduling: uno basato sull’ottimizzazione dei costi, un altro 
sull’ottimizzazione del tempo, uno ibrido che combina l’ottimizzazione dei costi con 
quella del tempo ed infine un algoritmo per l’ottimizzazione del tempo ma che garantisce 
che ogni singolo job elaborato mantenga un minimo costo. 
Il dispatcher gestisce l’esecuzione dei job assegnati ed esegue una componente 
remota nota come job-wrapper. Il dispatcher usa il servizio GRAM di Globus per 
installare gli agenti di Nimrod-G sulle risorse remote. Quest’ultima componente è 
responsabile del trasferimento dei dati necessari per eseguire l’applicazione sul nodo 
remoto, dell’esecuzione del job e anche di mandare indietro il risultato al motore centrale, 
passando attraverso il dispatcher.  
Nimrod-G è stato sviluppato per applicazioni a grana grossa di tipo task-farming, 
master-worker e parallelismo di dati. È sviluppato usando i linguaggi di programmazione 
Python, C, Perl e SQL.  
La sicurezza non viene supportata, ma prevede di sfruttare questa caratteristica 
dal middleware sottostante.  
Dalla fine del 2008, Nimrod-G è abilitato anche per il Cloud Computing avendo 
sviluppato un’interfaccia di Nimrod/G per l’Elastic Cloud Computing di Amazon (EC2) . 
È stato eseguito un esperimento di scheduling [28] per valutarne il 
comportamento in caso si debbano rispettare limiti di tempo e costo. L’esperimento è 
stato condotto su 150 processori, ognuno che eseguiva job di una durata approssimata di 
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circa 5 minuti. Per una deadline di 2 ore e un budget di 396 mila dollari, sono stati 
condotti due differenti strategie di ottimizzazione: una basata sull’ottimizzazione del 
tempo, l’altra del costo. Basandosi sulla deadline e il budget, lo scheduler ha sviluppato 
piani per assegnare i job alle risorse, adattandosi alle condizioni di cambiamento delle 
risorse, inclusi i fallimenti delle risorse e dei job sulle risorse. Nel primo esperimento, 
condotto tenendo conto dei costi, l’esecuzione è stata completata in 70 minuti con una 
spesa di 237 mila dollari. Nel secondo esperimento, sono state selezionate le risorse meno 
costose, completando il tutto in 119 minuti, ma spendendo solo 115.200 dollari. Il 
risultato mostra che questo sistema di scheduling può trarre vantaggio dal modello 
economico e dai parametri di input inseriti dall’utente, perseguendo gli obiettivi 
prefissati, siano essi di tempo, che di denaro.  
2.12 Entropia  
Entropia [29] è un progetto creato dalla compagnia Entropia, Inc nel 1997. 
Questo progetto, sebbene non sia più attivo, si è evoluto nel corso degli anni: nato come 
una base per la comunità intellettuale prima e per le aziende poi, alla fine del 1988 era un 
software completo per computazioni distribuite e per servizi di Griglia.  
L’architettura del sistema Entropia si compone di tre livelli separati: Physical 
Node Management, Resource Scheduling e Job Management, come mostrato nella figura 
2.14.  
Al livello più basso troviamo il Physical Node Management che fornisce le 
comunicazioni di base, la sicurezza, la gestione delle risorse e il controllo delle 
applicazioni. In cima a questo livello c’è il Resource Scheduling che gestisce il 
matchmaking delle risorse, lo scheduling e la tolleranza ai guasti. Gli utenti possono 
interagire con questo livello attraverso delle API o attraverso il livello superiore, il Job 
Management che mette a disposizione dei servizi per gestire computazioni parallele. 
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Nonostante Entropia fornisca una implementazione di questo livello, è possibile 
svilupparne delle altre. 
 
Figura 2.14 Architettura Entropia [29] 
 
Il Job Management è responsabile della decomposizione dei singoli job in tanti 
“sottojob” che sono le unità di lavoro assegnate alle macchine. Si occupa inoltre di gestire 
il progresso dei job, fornisce l’accesso allo stato di ogni singolo sottojob e aggrega fra 
loro i vari risultati. Questo livello permette all’utente di sottomettere un singolo job e 
ottenere un singolo output come risultato, gestendone automaticamente la 
decomposizione, l’esecuzione e l’aggregazione.  
Il Resource Scheduling accetta le unità da computare dall’utente o dal sistema di 
Job Management ed esegue il matching con le appropriate risorse e le schedula per 
l’esecuzione. Essendo l’ambiente di Griglia inaffidabile, tale sistema si adatta ai 
cambiamenti e ai fallimenti,supportando diverse instanze di scheduling. 
Il Physical Node Management reperisce un insieme di informazioni statiche e 
dinamiche per ogni nodo fisico, come ad esempio, la memoria fisica disponibile, la 
velocita della CPU, la versione del client e, le riferisce al nodo gestore centrale. Si occupa 
inoltre di gestire gli errori: recupera nodi in cui le applicazioni sfuggono al controllo, 
cerca e fa terminare le applicazioni che hanno comportamenti imprevisti ed infine 
 43   
comunica ogni danno arrecato alle applicazioni client. Il servizio di sicurezza si serve di 
tecnologie di sandboxing per proteggere sia le applicazioni di computazione distribuita, 
sia il sottostante nodo fisico. Con questa tecnica riesce a supportare un’arbitraria 
applicazione scritta in un qualsiasi linguaggio che può essere compilato in un eseguibile 
di Windows, quali ad esempio, C, C++, C#, Java, Fortran. Dato che non è necessario il 
codice sorgente, l’uso di sandboxing binario garantisce il supporto per codice legaci. 
Inoltre, tale tecnica limita l’accesso delle applicazioni alle risorse del sistema, prevenendo 
danni alle risorse. 
Per la sicurezza, il sistema prevede una combinazione di sandobixing e tecniche 
di criptaggio per le comunicazioni con le applicazioni e i dati. 
È prevista anche un’interfaccia grafica per la sottomissione dei job, dove l’utente 
specifica l’applicazione da eseguire, i file dei dati, la priorità, e gli attributi del client 
necessari per eseguire il job. L’utente, una volta lanciato il job, può monitorarne il 
progresso.  
Entropia è stato sviluppato per il computing volontario ma può anche essere usato 
per sfruttare risorse dedicate.  
Il sistema è usato in applicazioni con un vasto grado di parallelismo, come quelle 
usate per lo screening dei farmaci, analisi di sequenze, proprietà e struttura delle molecole 
e analisi dei rischi finanziari.  
Per dare un’idea delle performance del sistema è stato condotto un esperimento 
[29] per il docking molecolare per un totale di 50.000 molecole, usando fino a 600 
processori.  
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Figura 2.15 Scalabilità del sistema Entropia  su docking molecolare [29] 
 
La figura 2.15 mostra il throughput per le 50.000 molecole, ripetuto per nove 
volte, facendo variare il numero di nodi da 145 a 600, mostrando la scalabilità quasi 
lineare ottenuta per tale applicazione.  I punti  rappresentano il throughput per un sistema 
SGI con 20 processori, un cluster Linux con 66 processori è stato incluso per la 
calibratura e per mostrare il livello di performance raggiunti. 
2.13 P-GRADE 
P-GRADE (Parallel Grid Application and Development Environment) [30], è un 
portale di Griglia realizzato dal SuperComputing Grid project STZAKI in Ungheria, 
iniziato nel 2003 e da allora costantemente in via di sviluppo. Dal 2008 questo progetto è 
distribuito con licenza open source. È usato per lo sviluppo, l’esecuzione e il 
monitoraggio di workflow composti da job sequenziali o paralleli. 
Tale portale, sviluppato in parte in Java e in parte con linguaggi di script, è 
ospitato da GridSphere, un ambiente di sviluppo di portali web. Le pagine web e le 
componenti di P-GRADE per creare i workflow, sono eseguiti nel browser web del 
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cliente, che supporta il linguaggio Java. L’architettura è quella mostrata in figura 2.16. Il 
livello interno rappresenta le strutture dati delle applicazioni di Griglia e i servizi che li 
eleborano. Il livello di Griglia consiste di client per servizi di Griglia EGEE [31] e 
Globus.  
 
Figura 2.16 Architettura P-Grade [30] 
 
Il portale supporta l’accesso simultaneo a diverse Griglie e mappa l’esecuzioni di 
diverse componenti di un workflow su risorse diverse in Griglie differenti. 
P-GRADE prevede l’uso di checkpoint per supportare la tolleranza ai guasti in 
maniera automatica, garantendo un supporto per scoprire dinamicamente gli errori e 
ripristinare lo stato a partire dall’ultimo checkpoint. Non sono necessari cambiamenti al 
codice utente per poter usufruire di tale meccanismo.  
Le applicazioni eseguite tramite P-GRADE possono essere scritte usando i 
seguenti linguaggi: Java, Fortran, C e C++. È interoperabile con i seguenti middleware di 
Griglia: Globus Toolkit 2, Globus Toolkit 4, LCG, gLite, BOINC e altri backend: PBS e 
LSF. 
Gestisce facilmente l’integrazione con codice esistente, proponendo anche il 
supporto per legacy code mediante l’estensione GELMCA (Grid Execution Management 
for Legacy Code Architecture). 
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 È provvisto di un editor grafico per costruire il codice delle applicazione 
parallele, noto con il nome di GRED (GRaphical EDitor). Il programmatore può definire 
le parti parallele e le attività del programma usando simboli grafici. La sintassi e la 
semantica di questi simboli sono definiti dal linguaggio GRAPNEL (GRAphical Process 
NEt Language). 
Durante i test condotti ha dimostrato di essere un portale scalabile fino a 100 
utenti, con un tempo di risposta nel caso pessimo di 7-8 secondi.  
Mette a disposizioni anche tool per debugging, per il monitoring e per la 
visualizzazione dei risultati. È infine in fase di sviluppo il supporto per Cloud Computing, 
tuttavia non è ancora disponibile e tale caratteristica è prevista per Febbraio 2010.  
2.14 GLite 
GLite [32], prodotto del progetto EGEE (Enabling Grid for E-sciencE), nato 
come LCG, è un middleware di Griglia nato per creare e gestire un'infrastruttura in grado 
di archiviare e analizzare i dati prodotti dall’esperimento LHC,  il più grande acceleratore 
di particelle mai creato prima e che prevede la produzione di circa 15 petabytes di dati 
l’anno.  
Nato nel 2004 sull’idea del Globus Toolkit versione 2, successivamente si è 
distaccato rendendosi quasi totalmente indipendente. Prevede un’architettura di tipo SOA, 
che garantisce una maggiore modularità, un alto livello di astrazione e consente il 
riutilizzo del codice e delle applicazioni di terze parti. I servizi comunicano tra di loro 
attraverso interfacce e protocolli ben definiti, come visualizzato in figura 2.17. 
GLite è implementato in C++ per quanto riguardano il “core”, mentre implementa 
in Java tutti i servizi.  
Per garantire l’autenticazione, gLite utilizza la GSI, mediante certificati proxy. 
Per potersi autenticare in una risorsa di Griglia, un utente deve avere un certificato 
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digitale X.509, fornito da una Certification Authority (CA) fidata dalla comunità di 
EGEE.  
 
Figura 2.17 Architettura GLite [33] 
 
Il certificato utente, la cui chiave privata è protetta da una password, è usata per 
generare e sottoscrivere un certificato temporaneo, chiamato certificato proxy, usato per 
l’autenticazione vera e propria a servizi di Griglia e non ha bisogno di una password.  
Il punto di accesso al middleware gLite è la User Interface (UI) che fornisce 
comandi e API per la sottomissione sicura di job, per la gestione dei dati e per 
l'interrogazione del sistema informativo. Le operazioni di Griglia che possono essere 
eseguite da questa UI sono: le operazioni di autenticazione e autorizzazione necessarie 
per accedere alle risorse; la consultazione del sistema informativo per recuperare 
informazioni sulle risorse, la gestione dei job, mandarli in esecuzione oppure cancellarli, 
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determinarne lo stato in un dato momento, recuperarne l'output e le informazioni di log, 
in caso sia già terminato. 
GLite gestisce la tolleranza ai guasti utilizzando strutture dati persistenti, 
limitando il carico, e risottomettendo i job in varie forme. 
I servizi principali offerti da gLite sono: 
• Computing Element Subsystem 
• Data Management Subsystem 
• Accounting Subsystem 
• Logging and Bookeeping Subsystem 
• Information & Monitoring Subsystem 
• Workload Management Subsystem 
 
Il Computing Element (CE) è il servizio che interfaccia le risorse locali di calcolo 
con l’infrastruttura di Griglia. La principale funzione è la gestione dei job locali e la loro 
sottomissione, che potrà avvenire secondo due distinte modalità: nella prima, il job è 
inoltrato ad un CE (push model), oppure è il CE stesso che interroga il Workload 
Management Service per ricevere i job (pull model). Un’altra funzione del CE sarà quella 
di rendere disponibili le informazioni che lo descrivono: nel push model queste sono 
pubblicate nell'Information Service e saranno usate per il processo di matchmaking; nel 
pull model, le informazioni sono racchiuse nel messaggio di disponibilità del CE, che è 
spedito al Workload Management Service. 
Il Data Management è il servizio preposto all’accesso ai dati e la gestione delle 
repliche dei file dell’utente. Questo servizio fornisce le interfacce necessarie 
all'allocazione dei dati, il loro accesso ed il loro trasferimento. Con il File Transfer 
Service (FTS) si occupa del trasferimento fisico dei dati da un punto all’altro della Griglia 
permettendo ai siti coinvolti di controllare l’utilizzo delle risorse di rete. In FTS la 
descrizione del job da sottomettere è costituita da un file in cui vengono registrati gli 
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indirizzi dei file da trasferire e la loro destinazione, i parametri necessari per impostare 
correttamente l’operazione e l’autenticazione  dell’utente. All’interno del Data 
Management è anche incluso il servizio incaricato di automatizzare i processi 
d’installazione, aggiornamento, configurazione e rimozione di pacchetti software 
provenienti da un'area condivisa della Griglia.  
Il servizio di accounting archivia le informazioni riguardanti l'utilizzo delle 
risorse di Griglia da parte degli utenti delle diverse VO. Queste informazioni sono 
utilizzate per creare analisi statistiche, conoscere da chi sono state utilizzate determinate 
risorse, scoprire ed eliminare eventuali abusi. Inoltre il servizio di accounting può anche 
essere utilizzato per implementare politiche di utilizzo personalizzate in base alle 
necessità dei singoli utenti o all'utilizzo di determinate risorse. 
Il Logging and Bookkeeping service (LB) permette di registrare ogni evento 
relativo all'esecuzione di un job e registrarne lo stato: ciò è reso possibile attraverso la 
definizione di un jobID, in grado di identificare univocamente un job. 
L’Information Service (IS) fornisce le informazioni sulle risorse di Griglia e il 
loro stato. Queste informazioni sono essenziali per il funzionamento di tutta 
l’infrastruttura di Griglia, dato che è tramite l’IS che le risorse vengono scoperte. 
Attraverso queste informazioni è possibile scegliere dove eseguire i job o memorizzare i 
file per poi recuperarli. Inoltre, i dati forniti dall’IS, possono essere utilizzati per 
monitorare lo stato di GRID e per creare statistiche riguardanti i job eseguiti e le risorse 
utilizzate da ciascuna VO. 
In gLite gli Information Service più utilizzati sono: MDS, usato per la scoperta 
delle risorse e per la pubblicazione dello stato delle risorse e R-GMA, usato per il 
monitoraggio e le pubblicazioni di informazioni a livello utente. 
Il MDS è basato su un’implementazione open source del Lightweight Directory 
Access Protocol (OpenLDAP), che è un database ottimizzato per la lettura, ricerca e 
analisi di informazioni. La gestione delle informazioni in LDAP è basata su più entry. 
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Una entry di solito descrive un oggetto come un individuo o un calcolatore; ogni entry 
contiene uno o più attributi che lo descrivono. 
R-GMA è un'implementazione di GRID Monitoring Architecture (GMA) 
proposta dal Global Grid Forum6. In R-GMA, l'informazione è presentata come parte di 
un database relazionale distribuito. Questo modello risulta essere più potente, supporta 
operazioni di query più avanzate e permette di modificare lo schema del database in 
maniera più semplice rispetto al MDS.  
Il Workload Management System (WMS) comprende i moduli del middleware 
responsabili della distribuzione e della gestione dei job attraverso le risorse di Griglia e 
garantisce la corretta esecuzione delle applicazioni. L'elemento principale del WMS è 
costituito dal Workload Manager (WM), predisposto ad accettare e soddisfare le richieste 
per la gestione del job. L'esecuzione di un job comporta due tipi di richieste: la 
sottomissione e la cancellazione; in particolare sottomettere un job significa delegare la 
sua esecuzione a un appropriato CE tenendo conto dei requisiti necessari per portare a 
buon fine l'operazione. La decisione riguardo alla migliore risorsa utilizzabile è il 
risultato del processo di matchmaking tra le richieste e le risorse disponibili; questo 
ultimo aspetto dipende sia dallo stato delle risorse considerate che dalle politiche di 
utilizzo definite dal suo amministratore o dalla VO a cui l'utente appartiene. Un'altra 
funzione del WM è lo scheduling dei job. Si possono applicare politiche diverse, come 
scegliere la risorsa più vicina (eager scheduling) o rimandare la sottomissione del job fino 
a quando la risorsa richiesta non diventi disponibile (lazy scheduling). Per effettuare il 
processo di matchmaking possono esser impiegate due tipi di politiche, nel primo caso, la 
scelta tra diverse risorse possibili, nel secondo, la scelta tra diversi job. L'architettura 
interna del WM si adatta alle diverse politiche possibili attraverso l'implementazione di 
plugin. Il meccanismo che permette l'applicazione delle diverse politiche e la separazione 
                                            
6 Il Global Grid Forum è l’organismo di riferimento per lo sviluppo di omogeneità e standard dei 
protocolli usati dalle Grid 
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tra le informazioni riguardanti le risorse e quelle riguardanti il loro uso, è l'Information 
Supermarket (ISM). L'ISM consiste in un archivio di informazioni sulle risorse 
accessibile solo in lettura dal modulo adibito al matchmaking e il cui aggiornamento è il 
risultato di notifiche provenienti dalle risorse o da verifiche effettuate dal WMS. L'ISM 
potrà essere configurato in maniera tale da far innescare il processo di matchmaking in 
seguito al verificarsi di determinati eventi. 
 GLite supporta, oltre ai job semplici, anche quelli complessi, e workflow di job 
nella forma di DAG, descritto usando una sintassi JDL7, con un insieme di nodi che 
rappresentano i job e le dipendenze di esecuzione tra loro. 
GLite è previsto solo per funzionare con risorse dedicate, quindi non adatto per 
risorse volontarie o per recuperare cicli di CPU di macchine inattive.  
Per validare tale middleware, sono stati fatti degli esperimenti, ponendo 
l’attenzione sulla sottomissione e gestione dei job tramite il WMS [34]. Il test è stato 
condotto sottomettendo job ad un singolo WMA installato su di un computer dedicato. Il 
WMS è stato sollecitato con continue sottomissioni per un periodo superiore ad una 
settimana. I job venivano  sottomessi in blocchi di  100 job ciascuno.  I risultati ottenuti 
dopo 5 giorni, hanno mostrato che senza interruzione né interventi sui servizi sono stati 
sottomessi ben 115.000 job, che sono molto di più di quanto veniva richiesto nei requisiti 
per l’esperimento.  
Ci sono state due occasioni in cui la sottomissione dei job è stata prevenuta dal 
meccanismo del “limite del WMS”, perché il carico era considerato troppo alto. Tutti i 
job sono stati processati normalmente, eccezion fatta per 320 job, che rappresentano 
meno dello 0.5% del totale. Questi job potevano essere risottomessi dagli utenti senza 
nessun diritto da amministratore. Inoltre non è stato riscontrato un ritardo degno di nota 
nell’inviare il job dal WMS al CE. L’efficienza totale del sistema è stata fissata al 62%.  
                                            
7 JDL: Job Description Language, ovvero il linguaggio per la descrizione del job.  
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2.15 Ninf-G 
Ninf-G [35] è un progetto iniziato nel 2000 dal National Institute of Advanced 
Industrial Science and Technology e dal National Institute of Informatics in giappone. 
Ninf-G è una Reference Implementation8 delle API del GridRPC, che fornisce un 
meccanismo ad alto livello per sviluppare applicazioni di Griglia. GridRPC è un 
meccanismo basato su Remote Procedure Call (RPC), adattato per la Griglia, proposto 
come standard dal Global Grid Forum. Facendo uso del paradigma cliente-servente, i 
programmi clienti possono invocare librerie su risorse remote usando le API cliente 
fornite dal GridRPC. Due sistemi sono stati rappresentativi nel sistema GridRPC: 
Netsolve e Ninf che fornivano un framework semplice e potente che sfruttavano il 
paradigma cliente-servente. Tuttavia l’interoperabilità fra la tecnologia emergente di 
Griglia e quella dei sistemi Netsolve e Ninf è risultata povera. Così nasce Ninf-G, dal 
tentativo di rimodellare Ninf e implementare un sistema che sfrutti appieno le proprietà 
del meccanismo GridRPC.  Ninf-G mette a disposizione due categorie di API cliente: la 
prima categoria è quella compatibile con Ninf, mentre l’altra è quella del GridRPC API 
standard. Inoltre, essendo una nuova implementazione del sistema Ninf [36] in cima al 
Globus Toolkit, è Globus stesso che fornisce una implementazione di riferimento per i 
protocolli standard ed è corredato da API per computazioni su Griglia. Globus serve 
come una piattaforma solida e comune per implementare middleware e tool per la 
programmazione ad alto livello, garantendo l’interoperabilità tra componenti di più alto 
livello, quali Ninf-G stesso. La figura 2.18 mostra l’architettura di Ninf-G 
                                            
8 In informatica, la Reference Implementation è un esempio di software per una specifica. Tali 
esempi sono pensati per aiutare gli altri ad implementare la loro versione della specifica o per 
trovare i problemi durante la creazione stessa della specifica. 
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Figura 2.18 Architettura Ninf-G [35] 
 
Ninf-G è stato progettato cercando di mantenere il sistema semplice, infatti non 
garantisce meccanismi di gestione degli errori, ma assume che il sistema di backend si 
prenda carico di tali funzioni. 
Impiega i seguenti componenti dal Globus Toolkit: il GRAM per invocare gli 
eseguibili in remoto;il MDS per pubblicare le informazioni sulle componenti del 
GridRPC; infine utilizza il servizio di GSI.  
Ninf-G è disponibile solo per sistemi operativi UNIX e Linux. Gli utenti che 
vogliono creare le proprie applicazioni lo possono fare scrivendoli nel linguaggio Java o 
C. 
Ninf-G può essere usato per eseguire su Griglia applicazioni di tipo       
parameter-sweep o applicazioni su larga scala con tanti task paralleli. Può anche essere 
usato per computazioni di tipo master-worker , implementando un proprio scheduler in 
modo semplice, usando simultanee chiamate asincrone fornite dal sistema. 
In [37] viene condotto un esperimento per valutare la performance di Ninf-g, 
versione 2, che si focalizza sulla nuova caratteristica del framework che permette di 
creare gestori di più funzioni attraverso una singola chiamata GRAM dato che questa 
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caratteristica è importante per utilizzare cluster di cluster su larga scala. L’esperimento è 
stato condotto eseguendo un sistema di previsione del tempo progettato per predire i 
cambiamenti climatici globali nel breve-medio periodo, chiamato Barotropic. Il 
programma esegue da centinaia a migliaia di semplici simulazioni introducendo delle 
perturbazioni per ogni simulazione e cerca di estendere la predicibilità prendendo una 
media dell’insieme dei risultati della simulazione. Il programma di simulazione è stato 
installato come un eseguibile remoto. Ogni client che eseguiva il programma generava 
più thread, ognuno dei quali comunicava con un server diverso.  
L’esperimento prevedeva di variare il numero di processori, da 1,50 150 fino a 
200. Il numero delle simulazioni di prova è stato cinque volte il numero dei processori. In 
questo esperimento è stato misurato il tempo di esecuzione di ogni simulazione e il tempo 
totale trascorso per la predizione.  
Sia il tempo di esecuzione della singola simulazione che il tempo totale per la 
predizione sono aumentati con l’aumentare del numero di processori. L’overhead veniva 
dal tempo impiegato per l’inizializzazione dell’handler della funzione, ma è contenuto e 
non è proporzionale al numero dei processori. Usando 200 processori, l’overhead per una 
singola simulazione è meno del 10%, il tempo totale è incrementato di soli 30 secondi. 
L’efficienza è dell’80% in ogni caso. Un altro esperimento ha inoltre riscontrato che la 
client machine è un collo di bottiglia. 
2.16 DIET 
Il progetto DIET (Distributed Interactive Engineering Toolbox) [38] si pone 
come obiettivo di sviluppare un middleware scalabile distribuendo lo scheduling tra 
diversi agenti. DIET consiste in un insieme di elementi che possono essere usati 
congiuntamente per costruire applicazioni mediante il meccanismo di GridRPC. Tale 
middleware è capace di trovare un server appropriato in base alle informazioni ricevute 
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dalle richieste del cliente, in base alla piattaforma in oggetto e in base alla località dei dati 
salvati durante le precedenti computazioni.  
L’architettura DIET, illustrata in figura 2.19, è basata su un approccio gerarchico 
per fornire scalabilità. Tale architettura è flessibile e può essere adattata a diversi 
ambienti. DIET è implementato in C, C++, parte in Java e usa Corba, dunque trae i 
benefici dai molteplici servizi standardizzati, stabili e performanti forniti gratuitamente 
dalle implementazioni di Corba. 
 DIET si basa su diverse componenti. Il client è l’applicazione che usa DIET per 
risolvere i problemi usando un approccio RPC. Il demone server fornisce l’interfaccia per 
i server computazionali e può offrire un numero arbitrario di servizi. L’agente fornisce 
servizi ad alto livello quali scheduling e gestione dei dati. Questi servizi sono resi 
scalabili distribuendoli tra una gerarchia di agenti quali l’agente master, alcuni agenti 
semplici e agenti locali.  
 
Figura 2.19 Architettura DIET [38] 
 
Il Master è il punto di ingresso dell’ambiente DIET. Per accedere al suo servizio 
di scheduling, i clienti hanno bisogno di un nome per il master a cui vogliono collegarsi. I 
clienti sottomettono la loro richiesta per uno specifico servizio ad un master, il quale a 
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sua volta lo inoltra agli altri agenti, fino a raggiungere il server demone. Il demone valuta 
la propria capacità di compiere il servizio richiesto e inoltra la risposta indietro. L’agente 
esegue una comparazione dei server e alla fine il master riporta al client una lista con tutti 
i server disponibili ordinati secondo una funzione obiettivo. Il client inoltra la richiesta 
seguendo l’ordine della lista, visto che il primo dovrebbe essere il più appropriato.  
DIET fornisce una speciale caratteristica per lo scheduling attraverso i suoi 
plugin. Dal momento che le applicazioni che sono eseguite su Griglia variano 
notevolmente in termini di esigenza di performance, l’utente DIET può definire i propri 
requisiti per lo scheduling dei job configurando lo scheduler appropriato. I valori per la 
stima delle performance usati nello scheduling sono memorizzati in  un vettore che 
risiede sul server demone. Vi è una lista dei valori possibili e altri possono essere definiti 
dal client. Inoltre, gli utenti possono anche sviluppare un proprio scheduler da aggiungere 
a DIET.  
DIET implementa il modello di Chandra, Toueg e Aguilera per identificare i 
guasti e usa tecniche di checkpoint per riprendere l’esecuzione dei job in caso di 
fallimento. Il server demone interagisce con i checkpoint di DIET in due modi: o è il 
servizio stesso che implementa il proprio meccanismo di checkpoint oppure il servizio 
può essere collegato con librerie esterne, come quella fornita da Condor, la Condor 
Standalone Checkpoint Library.  
I checkpoint aiutano a recuperare dai guasti, ma possono anche essere usati in 
algoritmi di scheduling avanzati, muovendo un processo da un nodo lento ad un nodo più 
veloce non appena quest’ultimo diventa disponibile. 
L’architettura di molte applicazioni di Griglia richiede una complessa interazione 
fra i singoli job, ed è per affrontare tali applicazioni che DIET implementa un sistema per 
la costruzione e l’esecuzione di workflow. L’applicazione per workflow è strutturata 
mediante un grafo diretto aciclico ed è rappresentata in un documento XML che definisce 
i nodi e le dipendenze tra i nodi.  
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Gli utenti possono accedere a DIET attraverso differenti tipi di interfacce: portali 
web, PSE9 e altri programmi scritti in C o C++. DIET prevede anche una dashboard, 
ovvero un insieme di tool scritti in Java, che forniscono un’ interfaccia user-friendly per 
modellare, eseguire e monitorare l’esecuzione delle applicazioni.  
DIET è stato testato per funzionare su Linux, MacOs X e Solaris.  
Gli esperimenti condotti su tale framework hanno riportato i seguenti risultati: il 
tempo per una richiesta dipende dalla probabilità di trovare un offerta per ogni MA. Più è 
alta questa possibilità, più  il numero di MA contattati è basso e dunque migliori sono le 
performance. Inoltre, non è ottimale contattare un numero elevato di MA quando la 
probabilità di trovare un offerta  è alta. Quando la probabilità di trovare un MA è bassa, 
bisogna contattare un alto numero di MA e l’algoritmo lavora bene da questo punto di 
vista, dato che lascia delle richieste in parallelo e l’overhead per contattare più MA non è 
alto. Dunque, le performance dell’algoritmo è migliore quando la densità del grafo è alta, 
senza produrre un elevato overhead.  
2.17 Proactive 
Proactive [39] è un middleware di Griglia open source scritto completamente in 
Java per sviluppare applicazioni parallele e distribuite. Fornisce un framework completo 
illustrato in figura 2.20 e semplifica la programmazione e l’esecuzione di applicazioni 
parallele su processori multi-core, reti LAN, cluster e su Griglia.  
Proactive è basato sul concetto di “active object”, ovvero oggetti con una propria 
attività da configurare. Un’applicazione distribuita è quindi composta da un insieme di 
active object.  
Ogni active object ha un punto di ingresso, detto radice, che è anche l’unico 
punto di accesso per tale oggetto. La comunicazione tra active object è realizzata 
                                            
9 PSE è un acronimo per Problem Solving Environment , ovvero ambiente di risoluzione di 
Problemi, quali ad esempio SCILAB. 
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mediante l’invocazione di metodo. Per ogni active object c’è un thread di controllo, che 
può decidere in quale ordine servire le chiamate di metodo in ingresso, che sono salvate 
in una coda di richieste pendenti. Le chiamate di metodo tra oggetti attivi sono asincrone 
e la sincronizzazione viene gestita mediante il meccanismo di “wait-by-necessity”. 
 
Figura 2.20 Architettura Proactive [39] 
 
Proactive fornisce un meccanismo di tolleranza ai guasti mediante il rollback-
recovery, una tecnica che prevede il salvataggio dello stato dell’applicazione su risorse 
affidabili. Se un guasto viene riscontrato, viene ripristinato lo stato precedentemente 
salvato. Questo meccanismo viene implementato con due diversi approcci. Uno si basa 
sul protocollo di ckeckpoint indotto dalla comunicazione, ovvero ogni active object deve 
eseguire il checkpoint regolarmente, ogni volta che sono passati un certo numero di 
secondi. I checkpoint sono sincronizzati per ogni applicazione e se viene riscontrato un 
errore allora tutti gli active object riprendono dall’ultimo checkpoint. L’altro approccio 
prevede un protocollo di log dei messaggi pessimistico, in cui tutti i messaggi invitati ad 
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un active object sono memorizzati su un dispositivo affidabile. Ogni fallimento è quindi 
indipendente: se vi è un errore, solo il processo in errore deve riprendere dal suo ultimo 
checkpoint.  
I protocolli di comunicazione che possono essere usati con Proactive sono: RMI, 
Jini o un qualsiasi protocollo basato su XML.  
Invece, i modelli di programmazione supportati sono: branch & bound, master-
worker, SPMD, skeleton e workflow.  
Lo scheduler implementato in Proactive schedula i task seguendo la politica FIFO 
(First In First Out). Se un job deve essere schedulato prima, bisogna incrementare la sua 
priorità, o chiedere all’amministratore per un'altra politica. Proactive garantisce un certo 
livello di sicurezza, infatti attraverso il file descriptor si può settare una chiave pubblica, 
che consente l’autenticazione durante le comunicazioni, mediante i certificati X.509. 
Proactive offre un ambiente grafico interattivo, IC2D per il monitoring remoto e 
per il controllo di applicazioni distribuite.  
Viene inoltre fornito il bilanciamento del carico fornendo la possibilità di migrare 
oggetti per ottimizzare la collocazione distribuita degli active object.  
Proactive interagisce con molti middleware di Griglia tra i quali: ARC 
NorduGrid, CGSP China Grid, gLite, Globus e UNICORE. 
In [40] sono stati condotti dei test su Proactive, usando come livello di 
comunicazione sia RMI, che Ibis. Gli esperimenti sono stati condotti su cluster 
Distributed ASCI Supercomputer 2, eseguendo una simulazione numerica nota come 
Jem3D che risolve numericamente le equazioni di Maxwell 3D. Dopo una comparazione 
tra la versione di Jem3D con Proactive e quella con Fortran basata su MPI, si è ottenuto 
che su 16 nodi, Fortran raggiunge uno speedup del 13.8, Proactive/Ibis 12 e 
Proactive/RMI 8.8, dimostrando che l’implementazione di RMI limita lo speedup globale 
e la scalabilità. È stato inoltre sperimentato che è possibile eseguire tale applicazione su 
150 nodi, ottenendo uno speedup di circa 100.  
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2.18 MW 
MW [41] è un framework di programmazione astratta, facile da usare per 
eseguire computazioni scientifiche su un ambiente di Griglia. L’attenzione è stata posta 
su applicazioni parallele con poca sincronizzazione e grana grossa che possano essere 
implementate mediante il paradigma master-worker senza una perdita significante di 
efficienza. Per parallelizzare tali algoritmi su Griglia, l’utente si deve focalizzare sulla 
tolleranza ai guasti, sullo scheduling dei job e sulle comunicazioni tra processi.  
MW fornisce anche un IPI (Infrastructure Programming Interface) in modo da 
essere compatibile con diversi middleware di Griglia senza prevedere cambiamenti per gli 
sviluppatori delle applicazioni.  
MW è composto da un insieme di classi astratte scritte in C++ che forniscono 
un’interfaccia sia agli sviluppatori di applicazioni, sia agli sviluppatori di infrastrutture di 
Griglia. Per far girare un’applicazione su Griglia con MW, il programmatore deve 
implementare un piccolo numero di funzioni virtuali. La stessa cosa avviene per portare 
MW su altri middleware di Griglia, basta implementare alcune funzioni virtuali. 
 Per poter distribuire computazioni master-worker su Griglia, sono richieste 
infrastrutture di Griglia che permettono la comunicazione e la gestione delle risorse. La 
comunicazione è necessaria per l’interazione tra master e worker, per ricevere i dati e per 
spedire i risultati. La gestione delle risorse è un termine ampio, in dettaglio si ha bisogno 
di richiedere e identificare le risorse disponibili, determinare le informazioni sui 
processori e le interconnessioni tra loro, attraverso una query all’infrastruttura, un 
meccanismo che notifica quando i processori abbandonano la computazione e 
l’esecuzione remota che prevede di eseguire processi su macchine remote non appena 
diventano disponibili. Tali servizi sono forniti da molti framework per Griglia, così come 
altre caratteristiche necessarie per altre applicazioni di Griglia.  
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Per permettere alle applicazioni master-worker di interagire con il sottostante 
middleware di Griglia, bisogna estendere la classe astratta MWRMComm, dove le 
funzionalità richieste sono fornite dai servizi dello specifico gestore delle risorse di 
Griglia utilizzato: Condor, PVM, Globus.  
MW garantisce un meccanismo per la tolleranza ai guasti: gestisce i worker che 
lasciano o prendono parte alla computazione, gestisce i worker sospesi e non, implementa 
il meccanismo del ckeckpoint. 
L’architettura del framework MW è a livelli, basata su tre principali entità. Il 
MWDriver, ovvero il master si occupa di inizializzare l’applicazione, gestisce i worker 
che si uniscono e quelli che abbandonano, gestisce gli host sospesi e cancellati e mantiene 
la lista dei job, siano essi da fare, fatti o in fase di esecuzione. Agisce sui job completati e 
gestisce i checkpoint. Il MWWorker, che corrisponde al worker riceve il job assegnato, lo 
esegue e invia il risultato al master. Il MWTask rappresenta il lavoro da eseguire: è quindi 
l’unità di lavoro assegnata al worker. 
Lo scheduling dei task è effettuato garantendo che i job considerati più importanti 
vengano eseguiti prima. Questo viene garantito ordinando la lista di job in base ad una 
chiave definita dall’utente. Anche la lista dei worker può essere ordinata allo stesso modo 
per permettere che le macchine migliori ottengano per primi i job da eseguire. Di default, 
le macchine sono ordinate in base ai KFLOPS10. Sebbene tale algoritmo sia rudimentale è 
stato provato che è sufficiente per tutte le applicazioni basate sul paradigma master-
worker.  
Il meccanismo del checkpoint salva lo stato del master in caso di fallimento e lo 
fa ripartire in maniera automatica prendendo le informazioni dal file di checkpoint creato. 
La frequenza con cui i checkpoint vengono effettuati può essere controllata dall’utente, 
che deve implementare due funzioni addizionali per sfruttare tale meccanismo.  
 
                                            
10 KFLOPS è l’acronimo per Kilo-Floating-Point Operation per Second 
 62   
2.19 AppLeS 
AppLeS Parameter Sweep Template [42], dove AppLes sta per Application Level 
Scheduling, è un framework usato per creare ed eseguire applicazioni di tipo “parameter-
sweep” su Griglia. In questo tipo di applicazioni, i job da eseguire sono computazioni 
simili eseguite per vari parametri di input. L’input per ogni job è un insieme di file e un 
singolo file può essere l’input di più job. Ogni job, tuttavia, produce un singolo file di 
output.  
Il software di tale applicazione è composto da un client e un demone, la loro 
interazione è mostrata in figura 2.21. Il client è un eseguibile che prende diversi 
argomenti da linea di comando e può essere usato dall’utente per interagire con il 
demone.  
Il client viene usato per sottomettere job, cancellare job precedentemente 
sottomessi e chiedere informazioni sullo stato di una computazione in corso. Per poter 
sottomettere nuovi job, l’utente deve fornire un file che li descrive, composto da una riga 
per ogni singolo job. La descrizione di ogni singolo job deve specificare quale 
programma mandare in esecuzione, i parametri per il programma, la locazione dei file di 
input e la locazione in cui i file di output dovrebbero essere creati. L’utente può anche 
fornire una stima del costo computazionale di tale job.  
Il demone è composto da quattro sottosistemi distinti, come mostrato in figura, 
ognuno dei quali definisce le proprie API, usate tra i vari sottosistemi per comunicare. 
Fornendo più implementazioni di queste API si rende possibile aggiungere diverse 
funzionalità e nuovi algoritmi per ogni sottosistema.   
Lo Scheduler è la componente centrale del demone. Le sue API sono usate per la 
notifica di eventi che interessano la struttura dell’applicazione, lo stato delle risorse 
computazionali e lo stato dei job in esecuzione. Il comportamento dello scheduler è 
definito completamente dall’implementazione delle sue API.  
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Figura 2.21 Architettura APPLES [42] 
 
Il Controller è il sottosistema addetto al riferire le informazioni tra il client e il 
demone e notifica lo Scheduler di nuovi job da eseguire o da cancellare.  
L’Actuator implementa tutte le interazioni con l’infrastruttura software di Griglia 
per accedere alle risorse computazionali e alla rete. Interagisce anche con l’infrastruttura 
di Griglia per la sicurezza al posto del client quando necessario.  
Questa progettazione garantisce la possibilità di mischiare differenti 
implementazioni delle varie API. In particolare, l’implementazione di un dato algoritmo 
di scheduling è completamente isolato dall’attuale software di Griglia usato per  
distribuire i job dell’applicazione.  
Prevedendo un ciclo di controllo tra lo Scheduler e l’Actuator, lo Scheduler riesce 
ad avere delle informazioni aggiornate sullo stato del sistema e riesce a reagire ai guasti, 
così come alla presenza di nuove risorse disponibili.  
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Il Metadata Bookkeper tiene traccia dei metadati11, siano essi statici che dinamici, 
che riguardano sia le risorse che le applicazioni. È inoltre responsabile per eseguire 
oppure ottenere delle previsioni su vari tipi di metadati.  Le sue API contengono due 
funzioni: una permette di salvare i metadati locali per le applicazioni all’interno del 
Bookkeper, l’altra ottiene le previsioni per i metadati.  
È lo Scheduler che richiede le previsioni per i metadati dinamici, poiché su questa 
previsione basa le decisioni di scheduling.  
Un esperimento per provare l’efficienza degli algoritmi di scheduling è stato 
condotto su un ambiente di Griglia composto da diversi gruppi di macchine in cui girava 
Condor [43].  Un test preliminare con una applicazione sintetica ha validato l’efficacia 
delle strategia di scheduling. In generale, con tale strategia di scheduling adattivo 
l’efficienza in termine dei processori in uso è stata di circa l’80% , mentre lo speedup 
dell’applicazione era vicino allo speedup raggiunto con il numero massimo di processori. 
Inoltre l’algoritmo raggiunge velocemente una situazione stabile con un numero  fisso di 
processori. 
2.20 DIANE 
Il progetto DIANE [44], [45] è iniziato al CERN nel 2000 ed è parte 
dell’infrastruttura EGEE [31]. È nato inizialmente come applicazione specifica per analisi 
di dati per la fisica ad alta energia, poi il progetto si è evoluto e ora il framework DIANE 
è un generico gestore di workflow per applicazioni distribuite basate sul modello master-
worker. È costruito sopra ai middleware di Griglia esistenti e fornisce delle caratteristiche 
di alto livello per lo sviluppo e l’esecuzione di applicazioni di Griglia.  
L’architettura di DIANE è basata sul modello master-worker, come mostrato in 
figura 2.22. Il master divide i job in tanti task indipendenti che sono eseguiti in parallelo 
                                            
11 Un metadato, che letteralmente sta per "dato su un (altro) dato", è l'informazione che descrive un 
insieme di dati.  
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da un numero di worker e poi integra i risultati producendo il file di output del job. Il 
modo in cui il master divide il job in task e il modo in cui integra i risultati tra loro, è 
specificato nel file di input che deve esser fornito dall’utente.  
 Ogni worker che diventi libero richiede automaticamente un nuovo task da 
eseguire seguendo un modello PULL. L’utente può specificare le politiche con cui i job 
vengono assegnati, così come le politiche da intraprendere per il recovery in seguito ad un 
fallimento. 
DIANE è implementato in Python; un linguaggio che offre vantaggi in termini di 
tempo di sviluppo e in termini di flessibilità. La comunicazione e la trasmissione dei dati 
delle componenti avviene tramite omniORB, un Object Resource Broker basato su 
CORBA. In realtà sarebbe possibile cambiare questa particolare tecnologia di 
implementazione senza molto sforzo, dato che le varie parti di DIANE sono indipendenti. 
 
Figura 2.22 Architettura DIANE [45] 
 
DIANE permette di monitorare l’esecuzione del job attraverso un worker 
connesso al master. DIANE si prende cura di tutti i dettagli per le sincronizzazioni, per le 
comunicazioni e per la gestione dei workflow. DIANE è un framework lightweight, che 
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può lavorare facilmente con LSF, PBS, o altri middleware di Griglia quali LCG, gLite e 
Globus.  
I linguaggi sopportati per implementare le applicazioni sono C++ e Python, che 
sono supportati direttamente e possono essere configurati a runtime per scenari differenti 
(ad esempio, eseguire thread piuttosto che processi separati), ma possono essere usate 
anche applicazioni scritte in un qualsiasi linguaggio in forma di file eseguibile 
(FORTRAN, Java). 
Uno studio dettagliato di tale framework verrà dato nel capitolo successivo, 
insieme ad una valutazione dettagliata delle performance. 
2.21 Conclusioni 
Nel periodo che intercorre dalla nascita della Griglia ad oggi, sono state create 
numerose infrastrutture per permettere agli scienziati di poter usare questa nuova 
tecnologia e sono stati intrapresi diversi approcci. In questo capitolo abbiamo analizzato i 
più significativi sistemi di Griglia sviluppati fino ad oggi e ci siamo fatti un’idea di cosa 
c’è bisogno di fare per poter definire, progettare e mettere in opera un’infrastruttura di 
Griglia, quali sono i servizi fondamentali, quali sono quelli opzionali e quali quelli che 
possiamo lasciare all’utente.  
Diamo ora brevemente una lista delle componenti che sono necessarie per creare 
una infrastruttura Grid [45]:  
Struttura Grid. Consiste di tutte le risorse distribuite globalmente che possono 
essere accedute ovunque per mezzo di Internet. Tali risorse potrebbero essere computer, 
dispositivi per lo storage, basi di dati e particolari strumenti come un telescopio o 
particolari sensori di calore. 
Middleware vero e proprio. Questa componente offre servizi base come la 
gestione remota dei processi, coallocazione delle risorse, accesso ai dati e aspetti di QoS, 
come la prenotazione delle risorse.  
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Middleware livello utente. Questa componente include l’ambiente per lo 
sviluppo delle applicazioni, strumenti per la programmazione e resource broker per 
gestire le risorse e lo scheduling dei task dell’applicazione per esecuzioni su risorse 
globali.   
Applicazioni e portali di Griglia. Le applicazioni di Griglia sono tipicamente 
sviluppate usando linguaggi e strumenti come MPI che sono in grado di interagire nelle 
infrastrutture di Griglia.  I portali di Griglia offrono un’interfaccia web che espone ciò 
che viene fornito dai servizi sottostanti, dove gli utenti possono sottomettere i loro job e 
collezionare i risultati. 
Detto ciò, siamo in grado di dare una valutazione dei framework che abbiamo 
presentato precedentemente e di cui in fondo riportiamo una tabella riepilogativa (Tabella 
2.1, Tabella 2.2, Tabella 2.3), tenendo conto del fatto che un ambiente di Griglia 
dovrebbe anche essere in grado di interoperare con molte delle tecnologie hardware e 
software emergenti. 
La selezione delle risorse per alcuni sistemi è centralizzata, altri hanno previsto 
un meccanismo decentralizzato, per garantire la scalabilità; alcuni sistemi implementati 
ad un livello più alto, lasciano implementare questo servizio ai middleware sottostanti. 
Anche per lo scheduling si sono evidenziate due tendenze contrastanti : una che 
lo gestisce in maniera centralizzata, un altro che lo gestisce in maniera decentralizzata; 
alcuni infine prevedono dei meccanismi di prerilascio, per poter gestire la dinamicità 
della rete. L’unico sistema a gestire il coscheduling è il sistema Globus. 
I sistemi di griglia riescono ad accorgersi di un fallimento quando avviene, 
tuttavia solo alcuni sistemi effettivamente propongono un metodo per rischedulare i task 
falliti, molti si limitano a notificare l’errore. 
Tutti i sistemi analizzati prevedono la computazione di task paralleli indipendenti, 
molti gestiscono computazioni master-worker. Solo alcuni, sono in grado di gestire i 
workflow più complessi. 
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Dei sistemi analizzati, alcuni non forniscono dei servizi fondamentali di Griglia 
ed è per questo che prevedono il supporto per i middleware di Griglia più comuni, alcuni 
sistemi riescono a fornire anche un supporto per i sistemi batch, altri invece non 
prevedono questa caratteristica. 
La maggior parte dei sistemi analizzati non fornisco dei parametri per garantire 
alcune qualità del servizio. Globus, Legion e P-Grade permettono di prenotare le risorse, 
mentre sistemi come Nimrod-G e UNICORE garantiscono che  l’esecuzione delle 
computazioni  avvenga rispettando deadline e/o budget prestabiliti. 
I sistemi analizzati prevedono quasi tutti un’interfaccia grafica, per aiutare 
l’utente nel corso dell’utilizzo del sistema, alcuni prevedono anche delle API per 
integrare facilmente i sistemi nelle applicazioni utenti. Alcuni sistemi si limitano a fornire 
una semplice interfaccia  da linea di comando.  
Un’altra caratteristica è la sicurezza: i primi sistemi usavano Kerberos, poi tutti 
gli altri sistemi hanno adottato certificati X.509, i sistemi più ad alto livello non ne 
tengono conto.  
Solo Nimrod-G prevede un supporto per il Cloud Computing e P-GRADE ha 
annunciato che rilascerà questa proprietà entro Febbraio 2010.  
Alcuni sistemi sono fortemente centralizzati,  come SETI@home, un sistema che 
è noto con il nome di peer-to-peer Grid, di cui ne è il migliore esempio. Con lo sviluppo 
di questa nuova tecnologia sono sorte nuove problematiche da valutare come 
l’appesantimento dei computer, la frequente indisponibilità delle risorse hardware e una 
certa mancanza di fiducia da parte degli utenti finali nel garantire accesso al proprio 
computer.  
Una particolarità evidenziata durante questa analisi è la nuova visione delle Grid 
computazionali, una Griglia orientata ai servizi, che utilizzi la tecnologia dei Web 
Services. Questa visione viene proposta dal progetto Open Grid Services Architecture 
(OGSA) e si pone come obiettivo lo sviluppo di applicazioni capaci di utilizzare la 
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tecnologia Grid-computing adottando un paradigma di computazione multi-tier, basato su 
servizi con interfacce standardizzate. 
Tale paradigma, facendo leva su tecnologie quali Web Services, Java e 
Microsoft.NET, risulta essere più vicino alla sensibilità dei programmatori di applicazioni 
di tipo commerciale e presenta, quindi, una minor difficoltà di adozione da parte delle 
piccole medie imprese.  
La tendenza riscontrata con i più recenti middleware è il crescente interesse 
nell’uso di Java e Web Services. Il linguaggio di programmazione Java riesce a gestire 
alcune questioni che accelerano lo sviluppo di infrastrutture di Griglia, quali sicurezza ed  
eterogeneità. Offre anche la possibilità di installare programmi remoti. 
Abbiamo visto quindi che ogni sistema ha delle caratteristiche che non sono 
presenti in un altro, infine nessuno dei sistemi elencati può essere definito perfetto. Fare  
quindi un raffronto tra infrastrutture ad alta performance e di alta qualità non è semplice 
ed è quindi difficile sapere quale usare. Sono molte le  proprietà che entrano in gioco 
nella scelta del sistema ottimale. Ciò nonostante, queste caratteristiche sono molto 
difficili da misurare data la loro soggettività. 
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                  Sistema 
 
Proprietà 
CONDOR GLOBUS CONDOR-G LEGION NIMROD-G SETI@HOME UNICORE 
Architettura Gerarchica Gerarchica Gerarchica Gerarchica A livelli Centralizzata A 3 livelli 
Linguaggio C++ C C++ 
C++, Perl e 
PHP  
per il portale 
Python C++ Java 
Selezione  
Risorse 
Centralizzata 
per  
ogni pool 
Gerarchica Gerarchica Distribuita Basata su eventi No 
Incarnation 
Database 
Scheduling 
Coscheduling 
Scheduling 
con  
prerilascio 
No scheduling, 
DUROC per il 
coscheduling 
Condor 
Scheduling 
gerarchico, 
politiche di 
scheduling  
estendibili ad 
hoc 
Scheduling  
distribuito 
gerarchicament
e 
Scheduling  
centralizzato 
Incarnation 
Database 
Fault  
Tolerance 
Checkpoint 
e migrazione HBM Condor Checkpoint No 
Ridondanza  
dei task No 
Dinamicità 
Adattività Prerilascio 
Query su 
LDAP 
 per la  
dinamicità 
Prerilascio No No No 
Sincronizzazio
ne  
dei job 
Paradigmi  
paralleli 
DAGMan 
Master-
worker 
Task  
indipendenti 
DAGMan 
Master-worker 
Task  
indipendenti 
Task farming, 
Parameter 
sweeping 
application 
Task  
indipendenti Workflow 
Linguaggi  
supportati 
C,C++,Fortr
an 
Java,Python 
C, Java C, Java C++, MPL,Fortran Python, C C++ Java 
Codice  
legacy No No No Si No No No 
Backend  
disponibili No 
Condor, 
LSF,PBS, 
MPICH-G2,… 
Globus No Globus,Legion No 
NQS, PBS, 
LoadLever, 
UNICOS 
Quality of  
Service No 
Prenotazione  
delle risorse 
Prenotazione
delle risorse 
Prenotazione 
delle risorse 
Rispetta 
deadline 
 e/o budget 
No 
Rispetta 
deadline 
 e/o budget 
Interfaccia  
utente 
Linea di 
comando API, GUI 
GUI di  
Globus API GUI GUI 
API, GUI,  
 interfaccia 
basata su 
Eclipse 
Sicurezza GSI, X.509 GSI,X.509, SSL 
GSI,X.509, 
SSL 
ACL, 
crittografia  
chiave 
pubblica 
No No SSL, X.509 
Cloud  
Computing No No No No Si No No 
Volunteer Grid vs. 
 Risorse Dedicate 
Macchine 
 inattive 
Risorse  
dedicate 
Risorse  
dedicate 
Risorse  
dedicate 
Risorse  
dedicate 
Volunteer  
grid 
Risorse  
dedicate 
 
Tabella 2. 1 Sommario sistemi di Griglia (a) 
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                 Sistema 
 
Proprietà 
ALCHEMI GLITE MW APPLES DIANE BOINC 
Architettura Centralizzata A livelli  Master-Worker Centralizzata Master-Worker Client-server 
Linguaggio C# C per il core, Java per i servizi C++ C Python C++ 
Selezione  
Risorse 
Gridbus  
Broker 
Information  
Service 
Middleware 
sottostante 
Middleware 
sottostante No No 
Scheduling 
Coscheduling 
Scheduling 
FIFO  
con priorità 
Eager 
scheduling, 
Lazy scheduling 
Configurabile 
dall'utente 
Scheduler  
decentralizzato 
customizzabile 
User-level o 
customizzabile Pull Model 
Fault  
Tolerance No Riporta l'errore Checkpoint No 
Risottomissione
 job 
Computazione
persistente e 
ridondante 
Dinamicità 
Adattività No 
Configurabile 
tramite plugin 
per lo scheduling
Configurabile 
dall'utente 
Configurabile  
dall'utente 
Worker added 
on the fly 
Definiti 
 dall'utente 
Paradigmi  
paralleli Master-Worker 
Workflow, 
 DAG, MPI, 
Parametric, 
Interactive 
Master-Worker Parameter  sweep Master-Worker 
Task  
indipendenti 
Linguaggi  
supportati 
Linguaggio 
.NET Java C++ C 
C++, 
Python, 
Java,Fortran 
C 
Codice  
legacy No No No No No No 
Backend  
disponibili 
Condor,  
altri  
middleware 
Torque,LSF, 
Condor 
Condor,  
altri  
middleware 
Legion, 
Globus, 
Netsolve,… 
Globus, PBS, 
gLite,Condor No 
Quality of  
Service No No 
Definiti 
 dall'utente 
Definiti 
 dall'utente No 
Definiti 
 dall'utente 
Interfaccia  
utente 
API,GUI, 
screensaver API API API 
Riga di  
comando 
API, GUI  
screensaver 
Sicurezza Basata su ruoli GSI,X.509 No No GSI Sandboxing 
Cloud  
Computing No No No No No No 
Volunteer Grid 
vs. 
 Risorse Dedicate 
Entrambi Risorse  dedicate 
Risorse  
dedicate 
Risorse  
dedicate 
Risorse  
dedicate Entrambi 
 
Tabella 2. 2 Sommario sistemi di Griglia (b) 
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                  Sistema 
 
Proprietà 
ENTROPIA NINF-G DIET PROACTIVE P-GRADE GRIDSOLVE/ NETSOLVE 
 
Architettura 
 
Centralizzata Gerarchica Gerarchica A livelli A livelli Gerarchica 
Linguaggio C,C++,C#, Java,Fortran C, Java C,C++,Java  Java Java C 
 
Selezione  
Risorse 
 
Resource  
Scheduling 
Basato su 
query Basato su eventi Centralizzata LCG-2, GT4 
Gridsolve  
agent 
Scheduling 
Coscheduling 
Supporta  
scheduler eterogenei Decentralizzato
Scheduling  
decentralizzato 
Scheduling 
FIFO  
con priorità 
Sscheduling  
LCG-2, GT4 
Delega al  
middleware 
Fault  
Tolerance Riporta l'errore No Checkpoint 
Roll-back 
recovery Checkpoint 
Risottomissione 
del job 
 
Dinamicità 
Ad attività 
 
Scheduler 
 eterogenei No No No No No 
Paradigmi  
paralleli 
Task  
indipendenti 
Parameter  
sweep Workflow 
Master-Worker,
Workflow 
Workflow,  
Master-worker 
Paramenter  
sweep, farm, 
workflow 
Linguaggi  
supportati C,Java C, Java, C++ C, Java, C++ C,MPI 
Java, Fortran, 
C,C++ 
Java,C,Fortran 
script Matlab o 
Scilab 
Codice  
legacy Si No No Si Si Si 
Backend  
disponibili No Globus Batch system 
ARC 
NorduGrid 
 CGSP, gLite, 
Globus e 
UNICORE 
Globus, 
lCG,gLite, 
BOINC, PBS e 
LSF 
Condor e 
sistemi batch 
Quality of  
Service No No No No Si No 
Interfaccia  
utente 
Linea di comando, 
 GUI 
2 API: standard 
e GridRPC 
Portali Web, 
PSE, programmi 
scritti in C++ o C
Portale Web, 
 API Grid Portal, GUI 
 
Sicurezza 
 
No No No No Certificati X.509 
Kerberos prima,
GSI dopo 
Cloud  
Computing No No No No Non ancora No 
 
Volunteer Grid 
vs. 
 Risorse Dedicate 
 
Entrambi Risorse  dedicate 
Risorse  
dedicate 
Risorse  
dedicate Entrambi 
Risorse  
dedicate 
 
Tabella 2. 3 Sommario sistemi di Griglia (c) 
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CAPITOLO 3 DIANE 
 
 
Questo capitolo presenta il framework DIANE come esempio di sistema di 
Griglia per applicazione parallele. Sebbene già introdotto nella rassegna del capitolo 
precedente, lo analizziamo più in dettaglio perché abbiamo lavorato su questo sistema 
aggiungendo una nuova componente.  
In questo capitolo verrà dapprima presentata l’architettura del framework e una 
descrizione del paradigma di programmazione master-worker su cui si basa. Si passerà 
poi a mostrare un’estensione che cerca di superare le limitazioni di questo modello: il 
servizio di Directory Service, per permettere di gestire più master contemporaneamente. 
Infine se ne darà una valutazione in termini di risultati ottenuti.   
3.1 Introduzione 
DIANE è l’acronimo di “Distributed ANalysis Environment”, è un progetto 
sviluppato presso il Dipartimento di Information Technology al CERN,  e fa parte del 
progetto ARDA [46], un progetto che ha come obiettivo quello di sviluppare un sistema 
di Griglia in grado di gestire e analizzare i dati che verranno prodotti con l’esperimento 
LHC, l’acceleratore di particelle in realizzazione presso il CERN di Ginevra.  
DIANE è nato con l’intento di interfacciare applicazioni parallele semi-interattive 
con la nuova tecnologia distribuita di Griglia ed è classificabile come manager di 
workflow per gestire applicazioni master-worker distribuite. 
Dato che creare un middleware di Griglia che sia universale e ad alto livello e che 
sia valido per tutte le possibili applicazioni è estremamente arduo, DIANE mira a creare 
un framework, da usare sopra ai middleware, per gestire lo specifico modello 
computazionale master-worker. In questo modo si riesce ad avere un framework che è 
facile da configurare, che si adatta e si estende a seconda dei cambiamenti di scenario. 
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3.2 Il Paradigma Master-Worker 
Molti problemi nelle computazioni scientifiche consistono di un solito task 
ripetuto più volte su dati differenti. Questi tipi di problemi sono riconducibili ad 
implementazioni parallele di tipo master-worker. 
Un processo master schedula gli N task di un programma cercando dei worker 
che possano eseguirli. Il master invia ad ogni worker il progetto da eseguire.  Dopo il 
completamento del task, il worker passa il risultato del task al master. Il controllo del 
lavoro è fatto da un solo processo, il master, che provvede a raccogliere i risultati. Il 
paradigma master-worker generale è molto facile da programmare. Un numero 
significativo di problemi possono essere mappati naturalmente con questo paradigma: 
stiamo parlando di algoritmi genetici, simulazioni MonteCarlo, applicazioni parameter 
sweeping e simulazioni tipo N-body1.  
Il paradigma master-worker è efficiente in un ambiente di Griglia perché quando 
un nodo diventa disponibile, un nuovo task può essere inviato al nuovo worker e quando 
un nodo è impegnato in un task, il master può inviare il task ad un worker che sia libero. 
Tuttavia tale paradigma, sebbene sia semplice da programmare, almeno nella sua versione 
più semplice soffre di alcuni problemi: il primo problema è che tale paradigma non è 
robusto in caso di fallimento del master, il secondo è che non è scalabile oltre un certo 
limite, dato che, quando il numero di worker aumenta, ci può essere un collo di bottiglia 
nel master, perché cerca di gestire tutte le richieste che arrivano dai vari worker.  
3.3 Architettura  
Il modello computazionale di DIANE è basato sull’architettura master-worker. 
Una computazione  prevede un master e più worker.  
                                            
1 La simulazione N-body è la simulazione di un sistema dinamico di particelle, lo scopo di un 
problema N-Body e’ quindi quello di simulare l’evoluzione di un sistema di N corpi che 
interagiscono tra loro. 
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Il master è un mini server che è fatto partire in automatico quando la 
computazione viene eseguita e viene interrotto quando la computazione si conclude. Il 
master inizialmente divide il job in tanti task indipendenti che sono eseguiti in parallelo. 
Il modo in cui il master divide i job è specificato in un file che deve essere fornito 
dall’utente (questa caratteristica verrà descritta nel paragrafo3.4). Un task è definito come 
un insieme di dati di input che sono prodotti dal nodo master e consumati dai worker. Il 
worker produce l’output e lo rimanda al master. In figura 3.1 è mostrata l’interazione tra 
queste due componenti.  
 
Figura 3. 1 Interazione tra Master e Worker 
 
Tutti i worker sono eseguiti come job di Griglia con le credenziali di un singolo 
utente. Il master tiene traccia di tutti i task per poter reagire in caso l’esecuzione di uno di 
questi fallisce e riassegnarlo ad un altro worker. Il diagramma delle classi è mostrato in 
figura 3.2.  
L’algoritmo di scheduling fornito di default è adatto per una gran parte di 
applicazioni task oriented  e per problemi data-parallel con task indipendenti. Tale 
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algoritmo si basa su un approccio di tipo pull, conosciuto anche come “self-load-
balancing”: sono i worker che chiedono al master di eseguire i task. Tuttavia il framework 
è stato progettato per permettere all’utente di implementare algoritmi di scheduling 
alternativi, semplicemente implementando il metodo in Python. 
 
Figura 3. 2 Classi Client, JobMaster e Worker 
 
DIANE gestisce l’autenticazione mediante lo standard GSI. Il certificato proxy è 
inoltrato attraverso il meccanismo di sottomissione standard al nodo worker, mentre il 
master tiene l’originale. Questo previene il rischio di mischiare accidentalmente  le 
credenziali dell’utente in una singola computazione.  
DIANE si prende carico di tutti i dettagli di comunicazione, sincronizzazione e 
gestione del flusso di lavoro per conto dell’applicazione. L’esecuzione del job è 
controllata dal framework che decide dove e quando eseguire il job. La comunicazione tra 
il master e i worker è completamente trasparente all’utente ed è implementata usando 
omniORB Object Resource Broker. 
DIANE può essere usato con diversi middleware quali Globus, gLite, LCG e 
anche con i più comuni sistemi batch quali LSF e PBS, il tutto viene gestito mediante 
Ganga [47], un’interfaccia di Griglia creata nel contesto dell’esperimento LHC al CERN. 
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Inoltre DIANE può lavorare sulla macchina in locale e per poter girare necessita di una 
versione di Python e del programma omniORB.  
DIANE fornisce alcune politiche di recovery in caso di guasto anche se l’utente 
può aggiungerne altre implementando delle funzioni da scrivere in Python. 
3.4 Creare l’applicazione 
L’utente per poter eseguire un’applicazione usando DIANE deve implementare 
tre oggetti Python: il Planner ovvero l’oggetto che si occupa di dividere il job in task, 
l’Integrator che si occupa di integrare i vari task, e il Worker che implementa 
l’esecuzione dei singoli task. Mentre i primi due fanno parte del master, il terzo fa parte 
di ogni worker. Un’interazione delle componenti è mostrata in figura 3.3.  
Le tre classi fanno parte del file .job da passare al comando per far partire 
l’esecuzione dell’applicazione. In questo file è specificata la locazione da cui reperire i 
dati di input.  
Una volta che è stato lanciato il worker, per prima cosa si registra al master. 
Successivamente si stabilisce un canale per poter estrarre il task dalla coda, che risiede 
nel nodo master. Quando il task va in esecuzione il worker manda il risultato al master 
che si occupa di aggregare i risultati. Il ciclo di richiesta del task, esecuzione e invio del 
risultato, viene ripetuto fino a quando tutti i task non sono stati eseguiti. Lo stesso canale 
di comunicazione viene usato per controllare che il worker sia ancora attivo.  
Data la natura del framework, che si prende il carico di controllare le 
comunicazioni e il flusso di lavoro per conto dell’applicazione, implementare 
un’applicazione complessa, come esempio di AutoDock2, richiede circa tre giorni e meno 
di 500 linee di codice scritto in Python.  
                                            
2 Con il termine AutoDock si intende il software in grado di effettuare docking di piccole molecole 
(ligandi) all’interno di strutture proteiche. Il Docking molecolare è una complessa tecnica multi-
step, orientata alla predizione ed alla valutazione dell'interazione fisica strutturale tra due 
molecole. 
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Figura 3. 3 Interazione tra Planner, Integrator e Worker 
 
 
Dopo aver introdotto le tre classi che bisogna implementare per potere eseguire 
un’applicazione con DIANE, vediamo in dettaglio come interagiscono queste classi tra 
loro. DIANE invoca i metodi appropriati di questi oggetti per eseguire le specifiche 
funzionalità dell’applicazione. DIANE trasporta i messaggi tra gli oggetti 
dell’applicazione. Quando è eseguito un job, un oggetto è caricato dal file.job e passato al 
metodo Planner.env_createPlan(self,jobData,...) e al metodo 
Integrator.env_init(jobData).  
Il metodo Planner.env_createPlan(self,jobData) definisce come il job 
deve essere diviso in task. Il task è la singola unità di lavoro che il worker deve eseguire. 
Questo metodo restituisce una tupla (workerInitData, [taskDataList]).  
Il metodo Worker.env_init(self,workerInitData) è invocato 
esattamente una volta da ogni worker, quando è inizializzato per la prima volta. (Il 
workerInitData prodotto dal Planner.env_createPlan è trasmesso sulla rete e 
passato al worker).  
Ogni qualvolta un worker è inattivo, il master gli assegna un nuovo task. Questo è 
fatto invocando il metodo Worker.env_performWork(self,taskData) dove 
taskData è stato prodotto dal Planner. 
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Tale metodo una volta eseguito, ritorna il taskOutputData che è passato al 
metodo Integrator.env_addPartialOutput(self, taskOutputData) che 
salva il risultato del task e lo aggiunge ai risultati precedenti. Solo alla fine, una volta che 
tutti i processi sono terminati, è invocato il metodo Integrator.env_getResult(). 
DIANE permette di personalizzare l’ambiente del processo worker 
implementando una classe BOOT. Per inizializzare l’ambiente del worker si possono 
usare i seguenti metodi:  
 preconfig: restituisce uno script csh che sarà eseguito prima che gli script di 
configurazione di DIANE siano caricati  
postconfig: restituisce uno script csh che sarà eseguito prima che il processo 
worker sia fatto partire  
 postworker: restituisce uno script csh che sarà eseguito dopo che il processo 
worker è terminato  
3.5 Eseguire un’applicazione 
DIANE è sviluppato, compilato e testato su Scientific Linux 4 
(slc4_amd64_gcc34), tuttavia funziona su ogni piattaforma basata su UNIX.  
Per eseguire l’applicazione, bisogna far partire il master: 
diane.startjob -job autodock.job 
L’opzione –job permette di specificare il file in cui si trovano tute le 
informazione per lanciare l’applicazione: dall’implementazione delle classi Planner, 
Integrator e Worker, alle informazioni per trovare i dati da processare, agli eventuali 
metodi implementati per gestire gli errori. 
In seguito si possono aggiungere più worker se necessario: 
diane.ganga.submitworkers -job autodock.job -nw=100 -bk=lcg  
Dove le opzioni servono a: 
–nw: serve per specificare il numero di worker da sottomettere. 
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-bk: serve per specificare in quale backend si vogliono eseguire i worker. 
Quando l’applicazione è eseguita, è creata una directory a partire dalla home 
directory: ~/diane.workspace con due sottodirectory applications e jobs. La 
directory jobs contiene una directory per ogni job eseguito, il cui nome è l’identificativo 
del job. Ogni directory contiene un file con l’Interoperable Object References (IOR) del 
Master( il riferimento che è usato per comunicare con un oggetto CORBA). 
Una volta che il master è partito, può esser contattato in vari modi. A meno che 
non è stato specificato, il comando è riferito all’ultimo master che si è fatto partire: 
diane-master-ping: controlla che il master sia vivo. 
diane-master-ping getStatusReport: ottiene un riassunto dello stato del 
master. 
diane-master-ping kill: interrompe il processo master. 
Quando termina la computazione, il risultato può essere analizzato nella cartella  
~/diane.workspace/jobs/. 
3.6 Valutazione delle Performance 
In DIANE gli agenti worker sono sottomessi su Griglia come regolari job di 
Griglia. Gli agenti worker, tramite una connessione TCP/IP, si registrano all’agente 
master che viene eseguito sulla macchina dell’utente ed è il coordinatore centrale 
dell’insieme virtuale di worker. I worker, essendo risorse di Griglia, possono lasciare o 
prendere parte a questo insieme dinamicamente, senza compromettere l’esito dell’intera 
computazione. Le singole unità di computazione elaborate dai worker sono i task, che il 
master invia ai worker direttamente, scavalcando il livello di scheduling del middleware. 
Questo scheduling, implementato a livello utente, riduce il tempo totale di turnaround di 
un job e permette di reagire agli errori di esecuzione dei task in maniera più tempestiva.  
Prima di discutere i risultati ottenuti dai test condotti, introduciamo alcuni 
parametri rilevanti. Definiamo con : 
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t: il tempo di esecuzione  
q: il tempo di attesa in coda nel CE 
s: l’overhead aggiunto dal resource broker 
Il tempo di turnaround m, inteso come il tempo totale dal momento in cui il job 
viene sottomesso al momento in cui il job è completato è la somma delle tre quantità 
indicate sopra: m = s + t + q. 
La quantità t dipende dal job da eseguire e su questo non è possibile intervenire. 
Le quantità s  e q invece possono invece essere “ammortizzate” nel corso della 
computazione, se lo scheduling dei task viene fatto a livello utente, piuttosto che lasciato 
al livello middleware sottostante.  
Negli esperimenti condotti in [48] è stato dimostrato che la differenza tra il tempo 
di tournaround di un job calcolato usando uno scheduler a livello utente, rispetto ad uno 
scheduler fornito dal middleware è un ordine di grandezza più basso.  
Una valutazione dell’efficienza dello scheduling fornito da DIANE è stata fornita 
da un esperimento che eseguiva un’applicazione per la ricerca di un farmaco, usando 
l’infrastruttura di Griglia EGEE. Tale applicazione ha preso parte ad un evento noto con il 
nome di “Avian Flu Data Challenge”. L’esperimento, che consisteva nell’analizzare le 
componenti di alcuni farmaci in combinazione con il virus dell’influenza aviaria H5N1, è 
stato condotto in parallelo da due framework differenti, DIANE e WISDOM [49]. 
DIANE ha eseguito il test su 1/8 dell’intera computazione. È stato usato un singolo 
master, eseguito per 30 giorni. A causa della lunga durata dell’esecuzione, alcuni worker 
sono stati interrotti perché eccedevano i limiti di tempo in coda dei Computing Element, 
le risorse di Griglia gestite da gLite. L’esperimento ha richiesto un solo utente che ha 
fatto partire l’applicazione e di tanto in tanto ha aggiunto nuovi worker al sistema in 
modo da avere in ogni momento almeno 200 worker disponibili.  
Definendo l’efficienza come il rapporto tra lo speedup  e il massimo numero di 
CPU operanti allo stesso tempo, DIANE ha ottenuto un’efficienza totale del 84%. 
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DIANE, come tutte le applicazioni che si basano sul modello master-worker ha 
problemi di scalabilità. I test condotti hanno mostrato che un singolo master non riesce a 
gestire più di 240 worker contemporaneamente. Un sommario delle statiche dell’attività 
condotta durante l’esperimento è presentato nella tabella 3.1. Un’altra caratteristica 
importante nella valutazione delle performance per ambienti di Griglia è il modo in cui il 
sistema reagisce in caso di errori.  
Numero totale di task completati 308.585 
Durata stimata per una sola CPU 16,7 anni 
Durata dell’esperimento 30 giorni 
Numero massimo di CPU concorrenti 240 
Numero medio di CPU concorrenti 210 
Distribuzione dell’efficienza 84% 
 
Tabella 3. 1 Statistiche dell'attività di DIANE per l'Avian Flu Data Challenge 
 
DIANE implementa una politica di recovery in presenza di guasti,  importante per 
la qualità del servizio. Gli ambienti di Griglia sono inclini ad errori, sia errori dovuti al 
sistema, sia errori dovuti alle diverse configurazioni. DIANE riesce a gestire gli errori, 
siano essi dovuti al sistema, sia essi dovuto all’applicazione, attraverso una politica di 
recovery. I worker che falliscono sono automaticamente rimossi dall’insieme, il task, che 
era assegnato al worker rimosso, è risottomesso ad un altro worker. Quindi la 
computazione termina solo quando tutti i task sono stati processati e l’utente non deve 
curarsi di quali sono i task che non sono stati processati. 
 
3.7 Limitazioni di DIANE 
Dagli esperimenti condotti è emerso che la centralizzazione del controllo in un 
singolo punto (il master) non solo rende il sistema più vulnerabile ai fallimenti, ma 
chiaramente ne limita la scalabilità. Dato che tutti i task sono gestiti da un singolo master, 
il sistema non scala bene oltre una certa soglia.  
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Il framework corrente è basato su di un modello statico, dove i worker sono 
collegati ad un singolo master e pertanto non possono essere condivisi o trasferiti tra 
diversi master a runtime.  
In aggiunta, i worker che non hanno più task da eseguire potrebbero unirsi ad un 
altro master; mentre nel modello attuale, una volta che il master completa l’esecuzione 
dei task, i worker semplicemente concludono la loro esecuzione e rilasciano la risorsa 
occupata. La possibilità di condividere worker a runtime sarebbe utile dato che il tempo 
che un job impiega, da quando è sottomesso a quando è effettivamente eseguito, è 
ritardato di un fattore che non è predicibile e dipende dalla infrastruttura di Griglia, dal 
tempo di attesa in coda nel CE e dal tempo dello scheduler a livello middleware. Questa 
latenza, che non è basata sul job da eseguire, ma solo del backend utilizzato per eseguirlo, 
può essere più di più di quanto un worker ha bisogno per eseguire la computazione (per 
esempio, si potrebbe verificare che i worker sono in grado di iniziare l’esecuzione quando 
il master ha completato tutti i task). 
Inoltre, una caratteristica non supportata dal framework e che andrebbe prevista è 
un meccanismo per bilanciare dinamicamente il numero di worker fra i vari master 
lanciati dallo stesso utente, e specificare una diversa priorità per ogni master. 
3.8 Il Directory Service 
Per superare le limitazioni del modello presentate nel paragrafo precedente il 
framework è stato esteso con una nuova componente: il Directory Service (DS).  Il 
DS è un servizio centrale che permette di legare i worker con il master a runtime. In 
figura 3.4 sono mostrati i metodi che espone.  
In questo modo i worker possono essere condivisi tra master diversi; ogni qual 
volta il worker finisce i task da eseguire per ogni master. 
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Questa estensione prevede di risolvere anche il problema del bilanciamento del 
carico, rispettando le diverse priorità dei master. Per di più, tutte le attività possono essere 
controllate e monitorate da un singolo punto.  
 
Figura 3. 4 Directory Service 
 
L’idea è quella di avere un server che connette i master con i worker in maniera 
controllata per realizzare un bilanciamento del numero di worker, tenendo conto di 
diversi parametri quali le priorità dei vari master e il numero di task da eseguire e anche il 
numero di worker (e quindi di risorse) disponibili in un determinato momento. 
L’interazione tra le varie componenti è cambiata, come possiamo vedere in figura 3.5. 
Il master, una volta avviato, comunica al DS la sua presenza. I worker, una volta 
inizializzati, accedono al DS per ottenere l’indirizzo del master e per cominciare ad 
eseguire i task. Il master fa partire l’esecuzione del job, spedisce ai vari worker i task e 
quando tutti i task sono stati completati, avvisa i worker che tutti i task sono stati 
completati e si cancella dal DS.  
I worker, quando ricevono dal master la notifica che non ci sono più task da 
eseguire, tornano dal DS per cercare di unirsi ad un nuovo master, nel caso in cui ce ne 
siano, altrimenti il worker termina la sua esecuzione e rilascia la risorsa.   
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Figura 3. 5 Interazione Directory Service, Master e Worker 
 
Il DS tiene diverse strutture dati: una lista con tutti i master disponibili. Per ogni 
master registrato, memorizza informazioni riguardo il job che deve eseguire (il numero 
totale di task da eseguire, il suo identificativo, il nome dell’utente) e il suo stato corrente 
(il numero di worker che gli sono stati assegnati, il numero di task completati). 
La lista dei worker è ordinata per priorità e il primo della lista è il master a cui 
sarà assegnato il primo worker disponibile. Questa lista è aggiornata usando un algoritmo 
che prevede il bilanciamento del carico del numero dei worker assegnati ad ogni master. 
Tale algoritmo tiene conto delle seguenti informazioni: il numero massimo di worker che 
il master riesce a gestire e il numero di worker assegnati ad ogni master. 
Il DS tiene aggiornate le informazioni che riguardano l’evoluzione dei vari 
master, compreso il loro fallimento. È previsto una prima fase in cui il worker comunica 
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con il DS per ottenere l’indirizzo del master dopo di che chiude questa connessione e ne 
apre una con il master.  
Il DS tiene un file di log, aggiornato ogni dieci secondi con le seguenti 
informazioni: 
♦ timestamp masterid userid #workers #task(completed/all)  
 
Mediante il DS è inoltre possibile tenere un certo numero di worker inattivi e 
quindi non rilasciare le risorse, anche quando non ci sono master disponibili e quindi task 
da eseguire. In questo modo il master ottiene un worker non appena si registra al DS. Tale 
possibilità è configurabile nel momento in cui è fatto partire il servizio, specificando il 
numero di worker da mantenere in vita.  
In una prima versione del DS, tra i vari master potevano essere condivisi solo 
worker che eseguivano la stessa applicazione. Questa limitazione è dovuta al fatto che 
ogni qual volta è avviata una nuova applicazione, si può richiedere di personalizzare 
l’ambiente in cui i task verranno eseguiti, caricando i file d’inizializzazione. Nella nuova 
versione implementata questa limitazione è superata: il worker, una volta inizializzato 
crea un nuovo processo per ogni master per evitare errori a runtime in caso di 
cambiamenti dei path delle diverse librerie. Il nuovo processo creato è un processo server 
che comunica con il processo worker principale e sono entrambi eseguiti sulla stessa 
macchina.  
La nuova versione implementa un sistema per far si che i master rilascino alcuni 
worker per ottenere un bilanciamento del numero di worker assegnati ai vari master. 
Questo meccanismo può essere attivato mediante il comando: 
diane.ds.command –releaseworkers –num NUM –masterid ID 
dove  -num indica il numero di worker da rilasciare e –masterid indica 
l’identificativo del master. 
Questa caratteristica è importante per bilanciare il carico: immaginiamo di far 
partire il DS e subito dopo lanciamo un job. In questo scenario è previsto un solo master. 
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Così tutti i worker sottomessi attraverso il DS andranno ad associarsi a quel master. A 
questo punto, se facciamo partire un nuovo job, il master non sarà in grado di far partire 
la computazione, dato che tutti i worker sottomessi in precedenza sono legati al primo 
master mandato in esecuzione. L’unico modo per far partire l’esecuzione del secondo job, 
se non c’è la possibilità di sottomettere più worker, è quello di chiedere al primo master 
di rilasciare alcuni worker.  
3.9 Eseguire un’applicazione usando il Directory Service 
Una volta scritta l’applicazione, vediamo cosa bisogna fare per inizializzare il 
servizio. Prima di tutto, bisogna far partire il servizio di DS, scrivendo su linea di 
comando: 
diane.directoryservice  
Questo comando crea un file contenente l’InterOperable Object Reference(IOR) 
del DS alla seguente locazione: ~/diane.workspace/jobs/. Nello stesso istante, una 
sola istanza del DS può essere in esecuzione. Questo file è usato come file di lock per 
controllare la presenza di un servizio DS già attivo. 
Per terminare il servizio DS in esecuzione basta eseguire il comando: 
diane.directoryservice --kill 
Una volta che il servizio DS è in esecuzione, facciamo partire il master:  
diane.startjob --job autodock.job --ds  
Una volta che il master è avviato, bisogna sottomettere I worker che eseguiranno 
la computazione:  
diane.ganga.submitworkers --job autodock.job --ds --nw WORKER_NUM --
bk=lcg 
Dove le opzioni: 
--job: specificano il job da eseguire 
--ds: specifica l’uso del servizio DS 
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--nw: specifica il numero di worker da sottomettere alla griglia 
--bk: specifica il backend in cui sottomettere i worker 
Il comando che permette di rilasciare alcuni worker è:  
diane.ds.command --release-workers --num NUM --master-id MASTER_ID 
Alla fine di ogni esecuzione, i risultati delle analisi sono collezionati nella 
directory: ~/diane.workspace/jobs. Ogni job ha un identificativo unico, che corrisponde al 
nome della directory che contiene il risultato della computazione.  
3.10 Valutazione delle Performance 
Per valutare le performance del framework esteso con il nuovo servizio di DS, 
sono stati condotti dei test usando la stessa applicazione e  gli stessi dati che erano stati 
usati per il primo “Avian Flu Data Challenge”, per essere in grado di comparare le due 
versioni e dare una stima del nuovo framework. 
Il file creato per eseguire l’applicazione AutoDock è lo stesso usato per la 
versione precedente e non è stato necessario apportare modifiche. 
Due tipi di test sono stati condotti: il primo consisteva nel replicare il test che era 
stato condotto in precedenza e che abbiamo precedentemente mostrato. Il secondo, è stato 
condotto utilizzando 5 master contemporaneamente, aumentando il numero di task da 
eseguire.  
Il primo test, come mostrano i risultati presentati in tabella 3.2, ha mostrato che la 
computazione che usa il DS, rispetto alla versione precedente non comporta un elevato 
overhead. Infatti l’efficienza risulta diminuita dal 84% al 82%. 
Numero totale di task completati 308.585 
Durata stimata per una sola CPU 16,7 anni 
Durata dell’esperimento 30 giorni 
Numero massimo di CPU concorrenti 238 
Numero medio di CPU concorrenti 212 
Distribuzione dell’efficienza 82% 
 
Tabella 3. 2 Statistiche dell’attività di test con un singolo master 
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Il secondo test è stato condotto usando 5 worker per circa 10 giorni, 
sottomettendo inizialmente 600 worker e altri 400 dopo 30 minuti, per evitare di caricare 
troppo il DS. Tuttavia la latenza introdotta dal middleware di Griglia, ha fatto si che i 
worker non arrivassero tutti insieme. Ogni singolo task aveva una durata  di circa 30 
minuti. Nella figura 3.6 è mostrato il numero di task processati concorrentemente: dopo 
una prima crescita iniziale ha una stabilizzazione intorno a 1000 task, che coincide con il 
numero di CPU concorrentemente disponibili.  
 
Figura 3. 6 Utilizzazione delle risorse 
 
 
La tabella 3.3 mostra il numero totale di task processati, la durata totale 
dell’esperimento, il massimo numero di CPU presenti nello stesso momento e l’efficienza 
ottenuta. Come già precedentemente notato, l’overhead introdotto dal DS è stato 
trascurabile.  
Inoltre in questo modo, si è riuscito a gestire da un singolo punto tutta la 
computazione dei diversi master e a garantire che in ogni momento il numero di worker 
assegnati ai master fosse bilanciato. 
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Numero totale di task completati 506.250 
Durata stimata per una sola CPU 27,6 anni 
Durata dell’esperimento 10 giorni 
Numero massimo di CPU concorrenti 1040 
Numero medio di CPU concorrenti 996 
Distribuzione dell’efficienza 79% 
 
Tabella 3. 3 Statiche delle attività di DIANE durante l'esperimento 
 
 
Questo servizio può quindi essere utilizzato per mitigare i problemi dovuti ai 
limiti di scalabilità già noti.  Si può ripartire il carico di lavoro tra vari master e gestire la 
sottomissione dei job attraverso il DS. Il bilanciamento del carico è garantito da questo 
servizio. 
3.11 Conclusioni 
In questo capitolo abbiamo mostrato la modifica al puro modello master-worker 
del framework DIANE. 
Abbiamo introdotto il Directory Service, un servizio che permette di condividere 
i worker anche tra master differenti. Questo nuovo meccanismo permette di migliorare 
l’efficienza totale della computazione in termini di tempo. I worker che hanno finito di 
eseguire la computazione con un master, si possono associare ad un altro master: in 
questo modo vengono risparmiati i tempi di attesa in coda sul CE e il tempo 
dell’algoritmo di scheduling implementato a livello middleware.  
Il servizio di Directory Service, ci ha permesso inoltre di poter gestire 
concorrentemente più master. Questo meccanismo può essere usato per ovviare al  
problema di scalabilità in maniera proporzionale al numero di master che il DS riesce a 
gestire contemporaneamente e di lasciare l’efficienza praticamente invariata, visto il 
basso overhead introdotto dalle nuove comunicazioni.  
Ci sono alcuni direzioni in cui questo lavoro può essere esteso.  
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Bisognerebbe prevede prevedere un meccanismo per garantire una politica di 
recovery in caso di fallimento del master, usando il metodo di checkpoint, che consiste 
nel salvare regolarmente lo stato del master. In caso di fallimento del master, la 
computazione può riprendere dall’ultimo checkpoint.  
Una seconda estensione sarebbe prevede la possibilità di condividere il servizio di 
Directory Service tra diversi utenti, visto che attualmente l’intera computazione è limitata 
ad un singolo utente.  
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CONCLUSIONI E LAVORI FUTURI 
 
Il lavoro di questa tesi nasce dall’esperienza svolta presso il CERN di Ginevra. 
Attraverso questo lavoro si è voluto descrive come la Griglia è riuscita ad integrarsi 
all’interno della comunità scientifica e sviluppare progetti ambiziosi, producendo nuovi 
stimoli allo sviluppo scientifico globale.  
Il lavoro si è sviluppato in due fasi. Nella prima fase abbiamo analizzato le 
caratteristiche che contraddistinguono un’infrastruttura di Griglia. La realizzazione 
concreta di una Griglia Computazionale infatti, richiede la definizione e 
l’implementazione di un insieme di caratteristiche per fornire l’accesso a risorse 
informatiche distribuite su larga scala. Alla fine abbiamo ottenuto una lista delle 17 
caratteristiche che definiscono un sistema di Griglia completo e robusto. Abbiamo poi 
presentato una rassegna dei più importanti sistemi di Griglia, dai più antichi ai più recenti, 
dandone una descrizione basata sulle caratteristiche trovate. Alla fine abbiamo comparato 
questi sistemi mettendoli a confronto in relazione alle quelle caratteristiche trovate in 
precedenza. 
Questo studio preliminare ci ha permesso di inquadrare opportunamente tra i vari 
sistemi di Griglia uno in particolare: DIANE. 
La seconda fase di questa tesi si è quindi incentrata sull’analisi di questo sistema 
e sull’integrazione di una nuova componente. Abbiamo descritto l’architettura di tale 
sistema, basata sul modello master-worker, evidenziandone i benefici derivanti 
dall’adozione di una politica di scheduling a  livello utente, rispetto al caso in cui tale 
politica è lasciata ai livelli inferiori. Abbiamo inoltre illustrato le problematiche e le 
limitazioni di questa architettura che hanno portato alla necessità di migliorare il sistema 
attuale Abbiamo quindi implementato un nuovo servizio: il Directory Service che gestisce 
la dinamicità delle risorse, garantisce un bilanciamento del carico e permette di avere un 
singolo punto da cui gestire la computazione, anche prevedendo più di un processo 
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master. I test condotti hanno mostrato l’efficacia di tale approccio e hanno mostrato che 
l’overhead introdotto con questo nuovo servizio è trascurabile, anche quando si gestisce 
un singolo master. I risultati ottenuti sono quindi incoraggianti  e la nuova versione del 
sistema è quella attualmente usata dai fisici del gruppo ATLAS  del CERN per eseguire 
computazioni che analizzano immagini mediche e ricercano nuovi medicinali. 
Concludendo, ci sono alcuni direzioni in cui questo lavoro può essere esteso. Il 
sistema non prevede una politica di recovery in caso di fallimento del master. Tale 
caratteristica potrebbe essere implementata  usando il metodo di checkpoint, che consiste 
nel salvare regolarmente lo stato del master. Una seconda Service tra diversi utenti, visto 
che attualmente l’intera computazione è limitata ad un singolo utente.  
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 APPENDICE 
In questa appendice sono riportate le classi prodotte durante l’implementazione 
della nuova versione di DIANE. Sono presentate tutte e sole  le classi che ho 
implementato e/o modificato personalmente.  Il lavoro è stato sviluppato, compilato e 
testato con il sistema operativo Scientific Linux 4 (slc4_amd64_gcc34). Il codice è scritto 
nel linguaggio di programmazione Python e nel linguaggio IDL (Interface Description 
Language) per le interfacce di interazione con il pacchetto omniORB. 
Il codice che segue è composto di 14 classi per un totale di 4348 righe di codice. 
 
 
 
  File: DirectoryService.py
#  ==========================================
#  DIANE − Distributed Analysis Environment 
#  Copyright (C) Jakub T. Moscicki, 2000−2003
# Author : Paola Di Marcello
#  −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−                                          
#  See $DIANE_TOP/LICENSE for details.
#  ========================================== 
import sys, os, errno, time, traceback, threading
from omniORB import CORBA, PortableServer
import DIANE_CORBA__POA # for server
import DIANE_CORBA # for client
# plugins 
import DIANE.util, DIANE.ui
from  DIANE.core import ServerThread, theTerminationHandler
MAX_NUM_WORKERS = 260 # max number of workers  handled  by a single master
MAX_UNREACH = 6
DS_RETRY_PERIOD = 10
WORKER_RETRY_PERIOD = 60
# WORKER OBJECT and WORKER LIST
class Worker:
    """
    Class representing the Worker.
     
    """
    def __init__(self,worker_ref):
        """
            Class constructor.
        Store the identifier of the worker and keep track of the lost contact 
        """
        self.worker_ref = worker_ref
        self.unreach = 0
    def reachable(self):
        """ this method is called each time the worker connect to the Directory Service"""
        self. unreach −=1
    
    def unreachable(self):
        """ this method is called each time the Directory Service periodically 
        update the list of workers, to detect lost contact """
        self.unreach +=1
class WorkerList:
    """
    Class representing the list of Workers
    """
    def __init__(self,max_unreach=3):
        self.workers = {}
        self.cnt = 0
        self.max_unreach = max_unreach
        
    def addWorker(self, string_id,worker):
        self.workers[string_id] = Worker(worker)
        self.cnt +=1
        
    def hasWorker(self,string_id):
        return self.workers.has_key(string_id)
        
    def removeWorker(self,string_id):
        del self.workers[string_id]
        self.cnt −=1
    
    def reachable(self,string_id):
        try:
            self.workers[string_id].reachable()
        except:
            pass
        
    def unreachable(self,string_id):
        try:
            self.workers[string_id].unreachable()
        except:
            pass
    
    def updateList(self):        
        for w in self.workers.itervalues():
            w.unreachable()
        listkey = self.workers.keys()
        for key in listkey:
            if self.workers[key].unreach  == self.max_unreach:
                self.removeWorker(key)
     
    def length(self):
         return self.cnt
#MASTER AND MASTER LIST
class Master:  
    """
    Class representing the Worker.
     
    """
    def __init__(self, job_id, ref, num_work, masterid, importance,host):
        
        self.job_id = job_id
        self.master_ref = ref
        self.num_work = num_work
        self.unreach = 0
        self.masterid= masterid
        self.importance = importance
        self.host = host
        
    def reachable(self):
        self.unreach −=1
    
    def unreachable(self):
        self.unreach +=1   
class MasterList:
    """
    Class representing the list of Masters
    """
    def __init__(self,max_unreach, max_workers,log,ds_log):
        self.masters = {}
        self.cnt = 0
        self.list = []
        self.log = log
        self.ds_log = ds_log
        self.max_unreach = max_unreach
        self.max_workers = max_workers
        
    def addMaster(self, master):
        if self.hasMaster(master.masterid):
            return False
        
        elif self.cnt == 0:            
            self.list.insert(0,master.masterid)
        else:
            s = 0
            for r in self.list:
                s+=1  
                if self.masters[r].num_work <= master.num_work:
                    break
            self.list.insert(s,master.masterid)
            
        self.masters[master.masterid] = master   
        self.cnt+=1
        return True
        
    def hasMaster(self,masterid):        
        return masterid in self.list
    
    def removeMaster(self,masterid):
        if masterid in self.list:
            del self.masters[masterid]
            self.list.remove(masterid)
            self.cnt −=1
        else:
            line = "Master: %s non registered, unregistering failed"%masterid
            self.log.info(line)
            self.ds_log.write(line)
            self.ds_log.flush()
    
    def getMaster(self):
        """
        method called by the Worker to obtain a Master.
        @return: a MasterInfo object, which contains the master reference and a flag. 
                 The flag is used, when no master is available, to notify the worker
                 if it has to stay alive or if it can cleanup.  
        """
        if self.cnt ==0:
            return None
        
        copy_list  = list(self.list)
        id = copy_list.pop()
        for x in range(0, self.cnt):
            if self.masters[id].num_work <= self.max_workers:
                s = self.list.pop()
                self.list.insert(0,s)
                return self.masters[id]
        return None
    
    def length(self):        
        """ 
        return the length of the list
        @return: the lenght of the list
        """
        return self.cnt
    def updateMasterList(self):
        """
        method used to update the list of master available and detect the lost   
        """
        for m in self.masters.itervalues():
            m.unreachable()
        listkey = self.masters.keys()
        for key in listkey:
            if self.masters[key].unreach >= self.max_unreach:
                self.log.info(’Master: %s not rechable since too long,eliminated’%key)
                self.removeMaster(key)
        if self.cnt != 0:
            self.updateListPriority()
    
    
    
    def updateMaster(self, message):
        """
        method used to update some fields of the master object.  
        """
        
        if not self.hasMaster(message.userid):
            self.addMaster(Master(message.job_id,message.master_ref, message.current_work, message.
userid,0,message.host))
        self.masters[message.userid].num_work = message.current_work
        self.masters[message.userid].reachable()
    def updateListPriority(self):
        """ method used to keep the list of masters ordered by number of workers 
        assigned to each master """
        d = self.list.pop()
        copy_list = list(self.list)
        self.list = [d]
        for unsorted in copy_list:
            s =0
            for master in self.list:
                s+=1
                if self.masters[unsorted].num_work > self.masters[master].num_work:
                    self.list.insert(s,unsorted)
                    break
            else:
                self.list.insert(s,unsorted)
   
class UpdateThread(ServerThread):
    """
    This thread periodically update the list of the available masters and 
    the list of the ready workers
    """
    def __init__(self,directory_service, name, retry_period, identifier=None):
        DIANE.core.ServerThread.__init__(self,name=name)
        self.directory_service = directory_service
        self.period = retry_period
        self.log = DIANE.util.Logger("DIANE","DirectoryService<UpdateThread>")
        self.noTask = 1
                
    def doRun(self):
        self.tstart = time.time()
        retry_time = 0          
        while True:
            self.directory_service.updateStatusMaster()
            retry_time +=self.period
            if retry_time >= WORKER_RETRY_PERIOD:
                self.directory_service.worker_ready.updateList()
                retry_time = 0
            time.sleep(self.period)
           
    def kill(self):
        DIANE.core.ServerThread.kill(self)
                
class DirectoryService (DIANE_CORBA__POA.DirectoryService):
    def __init__(self,poa,server,ds_log,log,ds_path,num_worker_ready,max_workers):
        self.log = log
        self.ds_path = ds_path
        self.ds_log = open(ds_log,"w")
        line = "# timestamp           jobid                                  workers      tasks (completed/all)   userid \n"
        line +="−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+−−−−−−−−−−−+−−−−−−−−−−−−−−−
−−−−−−−−+−−−−−−−−−−\n"
        self.ds_log.write(line)
        self.ds_log.flush()        
        self.server       = server
        self.mutex        = threading.RLock()
        self.worker_ready = WorkerList(MAX_UNREACH)
        self.masters_list = MasterList(MAX_UNREACH,max_workers,self.log,self.ds_log)
        self.MAX_WORKER_READY = num_worker_ready
        self.start_time = time.strftime("%Y−%m−%d_%H:%M",time.gmtime())
        
    def unregisterMaster(self,masterid):
        """ method called by the master to unregister itself,
            this method is not called when the master is killed with Ctrl−C"""
        try:            
            self.mutex.acquire()
            self.masters_list.removeMaster(masterid)                
            line = "# %f "% time.time()
            line += "Unregistering master: %s\n"%(masterid)
            self.ds_log.write(line)
            self.ds_log.flush()
            self.log.info("Unregistering master: %s\n"%(masterid))
        finally:
            self.mutex.release()
    def update(self, msg):
        """method called by the server to update the number of worker assigned to each Master"""                
        try:
            self.mutex.acquire()           
            self.masters_list.updateMaster(msg)
            line = "  %f"% time.time()
            line += " %s@%s %3d %7d/%d                    %s\n"%(msg.userid,msg.host,msg.current_work,msg.comple
ted_task,msg.all_task,msg.userid)
            
            self.ds_log.write(line)
            self.ds_log.flush()
            self.log.info(’Master: %s@%s,workers:%d,tasks: %d/%d(complete/all)’%(msg.userid,msg.host,msg.curren
t_work,msg.completed_task,msg.all_task))
        finally:
            self.mutex.release()          
                      
    def getMaster(self,string_id, worker_ref):
        """  method used by worker to join a master  """
        try:
            self.mutex.acquire()
            mast = self.masters_list.getMaster()
            if mast is None:
                master_info = DIANE_CORBA.MasterInfo(None, False)
            else:
                master_info = DIANE_CORBA.MasterInfo(mast.master_ref, False)
            if mast is None:# no master registered  or with too much workers
                if self.worker_ready.hasWorker(string_id):
                    master_info = DIANE_CORBA.MasterInfo(None, True)
                    self.log.info("Keeping the worker alive: %s "%string_id)
                    self.worker_ready.reachable(string_id)
                    
                elif self.worker_ready.length() < self.MAX_WORKER_READY:
                    self.log.info("No master available, list empty")
                    self.log.info("Inserting the worker in the list of  ready workers: %s "%string_id)
                    master_info = DIANE_CORBA.MasterInfo(None, True)
                    self.worker_ready.addWorker(string_id, worker_ref)
                else:
                    self.log.info("No master available, list empty")
                    self.log.info("Sending the kill command to the worker: %s "%string_id)
                self.log.info("Number of workers idle: %d"%self.worker_ready.length())         
            
            else: # Master available
                if self.worker_ready.hasWorker(string_id):
                    self.worker_ready.removeWorker(string_id)
                    self.log.info("Removing the worker from the ready list")
                    
                self.log.info("Assigned master: %s@%s to worker: %s" % (mast.masterid,mast.host,string_id))
                master_info = DIANE_CORBA.MasterInfo(mast.master_ref, True)
        finally:    
            self.mutex.release()
            return master_info
    def updateStatusMaster(self):
        """ method called periodically to check the availability of the master.
            If the master is not reachable for a long period of time, it is eliminated from the list
            """
        self.mutex.acquire()
        self.masters_list.updateMasterList()
        self.mutex.release()
        
    def killDirectoryService(self):
        self.log.info("killing the Directory Service")
        self.ds_log.close()
        return DIANE.core.theTerminationHandler.terminate() 
    def currentState(self):
        """ gives a brief list of the masters available,the number of workers assigned 
            to each master and the number of idle workers, if any
            """
        out = ’’    
        out+=’Directory Service: %s’% self.start_time    
        out+=’\n\nNumber of available masters: %d’%self.masters_list.length()
        if self.masters_list.length()>0:
            out+=’\nList of all the masters:’
        for mas in self.masters_list.masters:
            out+=’\nMaster: %s@%s, workers: %d’%(self.masters_list.masters[mas].masterid,self.masters_lis
t.masters[mas].host,self.masters_list.masters[mas].num_work)
                   
           
        out+=’\n\nNumber of  idle workers: %d\n’%self.worker_ready.length()
        return out
        
    def registerMaster(self, master_ref,num_work,job_id,userid,importance, appname, host):
        """ method used by the master to register itself to the DirectoryService """
        
        line = "# %f "% time.time()
        line += "Added master: %s, appname:%s, host:%s\n"%(userid, appname,host)
        self.ds_log.write(line)
        self.ds_log.write("# "+ self.server.server.orb.object_to_string(master_ref) + "\n \n")
        self.ds_log.flush()
        self.log.info("Added master: %s, appname:%s, host:%s"%(userid,appname,host))
        
        registered = False
        try:
            self.mutex.acquire()
            if master_ref is None:
                msg = "Unable to register None master object"
                self.log.error(msg)
                raise DIANE_CORBA.XPrecondition("master",msg)
            master = Master(job_id, master_ref, num_work, userid, importance,host)
            if self.masters_list.addMaster(master):
                self.log.info("Master registered: %s"%master.userid)
                registered = True
            else:
                self.log.info("Master already registered: %s"%master.userid)
        finally:
            self.mutex.release()
            return registered
        
    def doCleanup(self):
        import os
        reg = DIANE.ui.getJobRegistry()
        if os.path.exists(self.ds_path): 
            os.remove(self.ds_path)
class DirectoryServiceServant(object):
        
    def doSetup(self,use_kill,server,log, ds_path,worker_idle,max_workers):
    
        self.log = log
        self.server = server
        from omniORB.BiDirPolicy import BIDIRECTIONAL_POLICY_TYPE, BOTH
        
        ps = [server.root_poa.create_lifespan_policy(PortableServer.PERSISTENT),
              server.root_poa.create_id_assignment_policy(PortableServer.USER_ID),
              server.root_poa.create_servant_retention_policy(PortableServer.RETAIN),
              server.orb.create_policy(BIDIRECTIONAL_POLICY_TYPE,BOTH)      
              ]
        
        poa = server.root_poa.create_POA("MyPoa",server.root_poa_manager,ps)
        
        poa_mgr = poa._get_the_POAManager()
        poa_mgr.activate()
        
        reg = DIANE.ui.getJobRegistry()
        log_filename = "log_ds_%s" %time.strftime("%Y−%m−%d_%H:%M",time.gmtime())
        
        log_path = os.path.join(reg.jobsdir,log_filename)
        self.ds_servant = DirectoryService(poa,self,log_path,self.log,ds_path,worker_idle,max_worke
rs)
        
        oid = "DIANEDirectoryServiceObject"
        poa.activate_object_with_id(oid,self.ds_servant)
        ds = self.ds_servant._this()
        ior_file = open(ds_path,"w")
        ior_file.write(server.orb.object_to_string(ds))
        ior_file.close()
        
        self.log.info("Directory Service activated, IOR in file " + str(ds_path))
        updateThread = UpdateThread(self.ds_servant,"UpdateThread",DS_RETRY_PERIOD)
        updateThread.start()
        
    def doCleanup(self):
        self.ds_servant.doCleanup()
File: JobMaster.py
#  ==========================================
#  DIANE − Distributed Analysis Environment 
#  Copyright (C) Jakub T. Moscicki, 2000−2003
#  Authors : Jakub T. Moscicki,Paola Di Marcello                                    
#  See $DIANE_TOP/LICENSE for details.
#  ========================================== 
TIME_TO_DISPLAY = 30 # seconds
LOST_WORKER_TIMEOUT = 10 # seconds
MAX_TASK_ASSIGN = 3 # times
CONTROL_SLEEP_TIME = 1 # control loop checking period
INTEGRATOR_SLEEP_TIME = 1
AUTO_CLEAN_TASK_OUTPUT = 1 # after sucessfull integration, the task output is removed from memory
LOST_CHECKUP_RATE = 60 # check for lost workers every N times of the control loop (i.e. every N*CON
TROL_SLEEP_TIME seconds)
CLIENT_RETRY_TIME = 5 # sec
MAX_SECONDS = 10 #sec − master connects to Directory Service with this periodicity 
DS_RETRY_PERIOD = 10
print "TIME_TO_DISPLAY",TIME_TO_DISPLAY
print "LOST_WORKER_TIMEOUT",LOST_WORKER_TIMEOUT
print "MAX_TASK_ASSIGN",MAX_TASK_ASSIGN
print "CONTROL_SLEEP_TIME",CONTROL_SLEEP_TIME
print "INTEGRATOR_SLEEP_TIME",INTEGRATOR_SLEEP_TIME
print "AUTO_CLEAN_TASK_OUTPUT",AUTO_CLEAN_TASK_OUTPUT
print "LOST_CHECKUP_RATE",LOST_CHECKUP_RATE
# use omniORB specific option for PERSISTENT policy to work fine:
#JobMaster.py −ORBendPoint giop:tcp:pcitapi75.cern.ch:22203
from  DIANE.core import ServerThread, theTerminationHandler
from omniORB import CORBA, PortableServer
import DIANE.util
import DIANE_CORBA 
import DIANE_CORBA__POA 
import Queue
import sys,os,errno,getpass, socket
import threading, time, traceback
import types_util 
def printOID(objref):
    global orb
    print orb.object_to_string(objref)
def callersname():
    import sys
    return sys._getframe(2).f_code.co_name
    
class NoLock:
    def __init__(self):
        pass
    def acquire(self):
        pass
    def release(self):
        pass
class VerboseRLock:
    def __init__(self):
        self.l = threading.RLock()
    def acquire(self):
        print "acquiring lock",callersname()
        self.l.acquire()
        print "acquired",callersname()
        
    def release(self):
        print "releasing lock",callersname()
        self.l.release()
        print "released",callersname()
class ServerController:
    def __init__(self):
        self.log = DIANE.util.EnhancedLogger("DIANE","ServerController")
        self.terminate_orb = None
        #self.orb_mutex = deadlock.QRLock()
        #self.orb_mutex = NoLock() # threading.RLock()
    def killServer(self):
        self.log.info("terminating...")
        self.terminate_orb = 1
        theTerminationHandler.terminate()
    def terminateFlag(self):
        return self.terminate_orb
#
# client connectivity:
# if client is not reachable carry on with the job execution
# try each time to send the feedback information to the client
# if job finished and client still not available, wait until client reconnects
# to send the job output
#
# (assigned, task_status, output_data, details_tuple, taskid, wid)
#
# assigned is the number of times the task was assigned
# task_status is defined in types.idl, if None that it means status is not available
# details_tuple may contain execution time statistics, debugging information etc.
# wid is the id of the worker which currently performs the task (0 if task is not assigned currentl
y)
# 
class TaskInfo:
    def __init__(self, tid):
        self.tid = tid
        self.wid = 0
        self.status = None
        self.output = None
        self.details = None
        self.assign_number = 0
        self.ignored = 0 # a fix to keep track of ignored tasks
    def inprogress(self):
        return self.wid != 0 and not self.lost()
    def finished(self):
        return self.status == DIANE_CORBA.ok
    
    def failed(self):
        return self.status == DIANE_CORBA.app_error or self.status == DIANE_CORBA.dxp_error or self
.status == DIANE_CORBA.diane_error
    def lost(self):
        return self.status == DIANE_CORBA.lost_contact_error
    def unassigned(self):
        return not self.status and not self.inprogress()
    
    def do_assign(self,wid):
        self.wid = wid
        self.status = None
        self.assign_number += 1
        #print "ASSIGNING: WID=",‘wid‘," TID=",‘self.tid‘
    def do_retry(self):
        self.wid = 0
        self.status = None
    def do_ignore(self,msg=None):
        self.wid = 0
        self.status = DIANE_CORBA.ok
        self.ignored = 1
        self.output = None # ?
        if not msg:
            self.details = "explicitly ignored by automatic error recovery \n"+str(self.details)
        else:
            self.details = msg+str(self.details)
    def do_declare_lost(self):
        self.status = DIANE_CORBA.lost_contact_error
    
    def do_update_result(self,status,output,details):
        self.wid = 0
        self.status = status
        self.output = output
        self.details = details
    def clean_result_output(self):
        self.output = None
    
    def __str__(self):
        s = "TaskInfo: tid="+str(self.tid)+ " wid="+str(self.wid)+ " status="+str(self.status)
        s+= " assign_no="+str(self.assign_number)+ " details="+types_util.str__task_exec_details(self.det
ails)
        return s
# job completion status is a list of TaskInfo objects
# each item corresponds to a task, each task is uniquely defined by the job plan
# and corresponds to self.input_data entry (index == taskid−1)
class TaskRegistry:
    def __init__(self,num):
        self.tasks = []
        self.tasks_unassigned = {}
        
        # create a job progress report list
        for tid in range(1,num+1):
            t = TaskInfo(tid)
            self.tasks.append( t )
            self.tasks_unassigned[tid] = t
        self.tasks_inprogress = {}
        self.tasks_failed = {}
        self.tasks_lost = {}
        self.tasks_ignored = {}
        self.tasks_finished = {}
        
    def task_number(self):
        return len(self.tasks)
    
    #
    # simple arithmetics on the task list below:
    # all = unfinished+finished
    # unfinished = inprogress+lost+failed+unassigned
    #
    # how many tasks were not yet completed successfully
    def len_unfinished(self):
        return len(self.tasks)−len(self.tasks_finished)−len(self.tasks_ignored)
    
    # list of tasks which were not yet completed sucessfully
    # LEN
    def unfinished(self):
        return self.tasks_inprogress.keys()+self.tasks_lost.keys()+self.tasks_failed.keys()+self.ta
sks_unassigned.keys()
    # list of all successfully completed tasks
    #LEN
    def finished(self):
        #return filter(lambda x: x.status == DIANE_CORBA.ok, self.tasks)
        return self.tasks_finished
    
    # list of tasks which are currently in progress
    def inprogress(self):
       #return filter(lambda x: x.inprogress(), self.unfinished())
       return self.tasks_inprogress
    # list of tasks with unknown status because contact was lost
    def lost(self):
        #return filter(lambda x: x.lost(), self.unfinished())
        return self.tasks_lost
    
    # list of tasks which certainly failed with an error
    def failed(self):
        #return filter(lambda x: x.failed() and not x.inprogress(), self.unfinished())
        return self.tasks_failed
    # list of tasks which have been explicitly ignored
    def ignored(self):
        #return filter(lambda x: x.ignored, self.tasks)
        return self.tasks_ignored
    
    # tasks which were not yet started or which were retried
    def unassigned(self):
        #return filter(lambda x: not x.status and not x.inprogress(), self.unfinished())
        return self.tasks_unassigned
    def assign(self,tid,wid):
        t = self.tasks[tid−1]
        self.shift_old_state(t)
        t.do_assign(wid)
        self.tasks_inprogress[tid] = t
        
    # ask the system to retry the task
    def retry(self,tid):
        t = self.tasks[tid−1]
        self.shift_old_state(t)
        t.do_retry()
        self.tasks_unassigned[tid] = t
    def ignore(self,tid):
        t = self.tasks[tid−1]
        self.shift_old_state(t)
        t.do_ignore()
        self.tasks_ignored[tid] = t
        
    def declare_lost(self,tid):
        t = self.tasks[tid−1]
        self.shift_old_state(t)
        t.do_declare_lost()
        self.tasks_lost[tid] = t
        
    def update_result(self,tid,status,task_output_data,details):
        t = self.tasks[tid−1]
        self.shift_old_state(t)
        t.do_update_result(status,task_output_data,details)
        if t.finished():
            self.tasks_finished[t.tid] = t
        elif t.failed():
            self.tasks_failed[t.tid] = t
        else:
            assert(’update_result(): task in a strange state %s!’%str(t) is None) 
        
    def task(self,tid):
        return self.tasks[tid−1]
    def find_by_wid(self,wid):
        return DIANE.util.find_if(self.tasks, lambda x: x.wid == wid)
    def shift_old_state(self,t):
        if t.unassigned():
            del self.tasks_unassigned[t.tid]
        elif t.inprogress():
            del self.tasks_inprogress[t.tid]
        elif t.failed():
            del self.tasks_failed[t.tid]
        elif t.lost():
            del self.tasks_lost[t.tid]
        else:
            assert(’cannot move task %s from this STATE!’%str(t) is None)
class RegisteredWorkers:
    def __init__(self):
        self.r = {}
        self.cnt = 0 # used to get an icremented id for the worker
                            # should never be decremented
        self.numRegistered = 0
        
    def get_worker(self,wid):
        try:
            return self.r[wid]
        except KeyError,x:
            print ’get_worker(): error − worker %s does not exist:’%str(wid),x
            raise x
    def get_wid(self,worker):
        for wid,w in zip(self.r.iterkeys(),self.r.itervalues()):
            if w == worker: return wid
        return 0
    def is_registered(self,wid):
        return self.r.has_key(wid)
    def add(self,worker):
        if worker in self.r:
            return 0
        else:
            self.cnt += 1
            self.numRegistered +=1
            self.r[self.cnt] = worker
            return self.cnt
    def id_list(self):
        return self.r.keys()
    def w_list(self):
        return self.r.values()
        
    def removeByWid(self,wid):
        try:
            del self.r[wid]
            self.numRegistered −=1
        except KeyError:
            pass
    def number(self):
        return self.numRegistered
class WorkerRegistry:
    def __init__(self):
        self.registered = RegisteredWorkers()
        
        self.busy = []
        self.ready = []
        self.dead = []
        self.failed = 0
        
    # remove worker from the registry
    def remove(self,wid):
        #print  "TRYING TO REMOVE WID",‘wid‘
        try:
            self.busy.remove(wid)
        except ValueError:
            pass
        try:
            self.ready.remove(wid)
        except ValueError:
            pass
        try:
            self.dead.remove(wid)
        except ValueError:
            pass
        self.registered.removeByWid(wid)
        self.failed += 1
        
    def add(self,w):
        return self.registered.add(w)
        
    def uninitialized_workers(self):
        uninit = []
        #print self.registered.id_list(), self.busy, self.ready
        for wid in self.registered.id_list():
            if not wid in self.busy and not wid in self.ready and not wid in self.dead:
                uninit.append(wid)
        return uninit
    
    def mark_dead(self,wid):
        
        try:
            self.busy.remove(wid)
        except ValueError:
            pass
        try:
            self.ready.remove(wid)
        except ValueError:
            pass
        if  wid not in self.dead:
            self.dead.append(wid)
    def mark_busy(self,wid):
        #print "BEGIN: busy", self.busy, wid
        try:
            self.ready.remove(wid)
        except ValueError:
            pass
        try:
            self.dead.remove(wid)
        except ValueError:
            pass
        if wid not in self.busy:
            self.busy.append(wid)
        #print "END:busy",self.busy
    def mark_ready(self,wid):
        #print "BEGIN: ready: ", self.ready, wid
        try:
            self.busy.remove(wid)
        except ValueError:
            pass
        try:
            self.dead.remove(wid)
        except ValueError:
            pass
        if wid not in self.ready:
            self.ready.append(wid)
        #print "END: ready: ", self.ready
    def restart(self):
        self.ready = []
        if len(self.busy) != 0:
            print "WARNING: restart workers − some workers are still busy 0 ignoring them",self.busy
       # for wid in self.busy:
        #    self.mark_ready(wid)   
        self.busy = []
        #assert(len(self.busy) == 0)  # allow late initializers or redundant taskers to survive acr
oss the job chain
## Integrator thread of a job
class JobIntegratorThread(ServerThread):
    def __init__(self, master):
        ServerThread.__init__(self,"JobControl")
        self.master = master
        self.output_data_queue = Queue.Queue(0)
        self.processed = 0
        
    def doRun(self):   
        while self.alive: # main job loop
            try:
                global TIME_TO_DISPLAY
                task_output_data = None
                taskid = None
                
                #FIXME: in python2.3 we should use timeout parameter
                while task_output_data is None:
                    try:
                        # queue is infinite so we can wait (to avoid locking problems)
                        task_output_data,taskid = self.output_data_queue.get()
                    except Queue.Empty:
                        if not self.alive:
                            return 
                        if INTEGRATOR_SLEEP_TIME is not None:
                            time.sleep(INTEGRATOR_SLEEP_TIME)
                if self.master.integrator.env_addPartialOutput(task_output_data):
                    self.log.info("Integrated result successfully...")
                    if AUTO_CLEAN_TASK_OUTPUT:
                        self.log.info(’Deleting task output data from memory (AUTO_CLEAN_TASK_OUTPUT)’)
                        self.master.tasks.task(taskid).clean_result_output()
                        
                    #self.master.job_result = self.master.integrator.env_getResult() 
                    self.processed += 1
                    # monitoring:
                    if self.master.client_monitoring:
                            self.master.client.integratedResult(self.master.job_result)
                else:
                    self.log.info("failed to integrate chunk")
                    ## integrator error recovery policy here
                    self.master.abortJob()
                   
            
            except Exception,x: # main job loop
                msg = "Unhandled exception in Integrator Thread"+str(x)
                self.log.error(msg)
                self.log.backtrace()
                self.master.abortJob()
                break            
## Special thread of job control.
class JobControlThread(ServerThread):
    def __init__(self, master):
        ServerThread.__init__(self,"JobControl")
        self.master = master
    def doRun(self):
        self.tstart = time.time()
        try: # job initialization
            self.master.profile.setStartTime(self.tstart)
            try:
                if self.master.client_monitoring:
                    self.master.client.jobSubmitted(self.master.jobid)
            except CORBA.Exception:
                self.log.info("unable to connect to client, carrying on with job execution")
                            
            job_data = self.master.job_data
            # job plan
            self.master.init_data, self.master.input_data = self.master._create_job_plan(job_data)
            if not self.master.init_data or not self.master.input_data:
                self.log.info("job data protocol parsing error, job data:")
                self.master._notify_job_finished()
                self.master._send_result_to_client("job data protocol parsing error: "+job_data,DIANE_CORBA.dx
p_error)
                return DIANE.core.theTerminationHandler.terminate()
                
            self.master.integrator = self.master.appfactory.createIntegrator()
            self.master.integrator.env_init(job_data)
        
            # create taks registry for the given number of tasks
            self.master.tasks = TaskRegistry(len(self.master.input_data))
         
            # initialize  workers  in the  critical  section (all  new
            # worker  registrations   will  be  "on−hold"   until  this
            # initialization loop is finished)
           
            try:
                self.master.mutex.acquire()
                # this loop was moved  from the inside of the control:
                # it was  not protected by  a critical section  and it
                # caused   sometimes  a  race−condition:   worker  was
                # initialized before the registration process has been
                # completed  (auto−init) therefore sometimes  a worker
                # was initialized twice  which caused other errors (it
                # was  marked as ’ready’  while it  was still  doing a
                # task) since the workers in job_in_progress state are
                # auto−initialized, we should  only need this loop for
                # the workers which came before the job was started
                
                for wid in self.master.workers.uninitialized_workers():
                    self.master._initialize_worker(wid)
                def debug_wait():
                    print ’sleeping’
                    import time
                    time.sleep(10)
                    print ’resuming’
                #debug_wait()
                
                # enter the job_in_progress  state: after leaving this
                # critical section  all newly registered  workers will
                # be automatically initialized
                self.master.state = DIANE_CORBA.JobMaster.job_in_progress
            finally:
                self.master.mutex.release()
                
        finally:
            pass
        # end of job initialization
        lost_contact_dict = {} # lost contact worker dictionary: wid −> time_when_contact_lost
        lost_checkup_cnt = 0 # lost worker action counter 
        
        while self.alive: # main job loop
            try:
                global TIME_TO_DISPLAY
                self.log.info("current job processing time: %d s, tasks remaining: %d"%(int(time.time()−self.tstart)
,self.master.tasks.len_unfinished()), delta_time=TIME_TO_DISPLAY)
                
                if CONTROL_SLEEP_TIME is not None:
                    time.sleep(CONTROL_SLEEP_TIME)
                    
                self.log.debug("task registry:", self.master.tasks.tasks)
                try:
                    self.master.mutex.acquire()
                    
                    # job finished normally − no tasks remained
                    if self.master.tasks.len_unfinished() == 0:
                        self.status = DIANE_CORBA.ok
                        self.exec_details = DIANE_CORBA.task_exec_details_t(0,0,"")
                        self.log.info("job completed ok, quitting control loop")
                        break                
                    # otherwise check for failures
                    fail_cnt = len(self.master.tasks.failed())
                    # here the specific (global) strategy for job error recovery depending on the f
ailed list
                    if fail_cnt>0:
                        self.log.info("failed tasks detected (#"+str(fail_cnt)+")")
                        if not self.failRecovery():
                            self.log.info("aborting job: failed tasks")
                            self.status = DIANE_CORBA.app_error
                            self.exec_details = DIANE_CORBA.task_exec_details_t(0,0,"")
                            break
                finally:
                    self.master.mutex.release()
                if lost_checkup_cnt > LOST_CHECKUP_RATE:
                    lost_checkup_cnt = 0
                
                    # check for lost workers
                    self.pingWorkers(lost_contact_dict)
                    try:
                        self.master.mutex.acquire()
                               
                        lost_cnt = len(self.master.tasks.lost())
                        if lost_cnt>0:
                            self.log.info("lost tasks detected (#"+str(lost_cnt)+")", delta_time=TIME_TO_DI
SPLAY)
                            self.log.info("current lost list", delta_time=TIME_TO_DISPLAY)
                            for w in self.master.tasks.lost():
                                self.log.info("task id: " +str(w) )
                            
                            #FIXME: print the list
                            #FIXME: STRICT WORKER POLICY (REMOVE LOST WORKERS)? NOT TRIVIAL − WHAT 
IF THEY COME BACK?
                            
                            if not self.lostRecovery():
                                self.log.info("aborting job: lost workers")
                                self.status = DIANE_CORBA.lost_contact_error
                                self.exec_details = DIANE_CORBA.task_exec_details_t(0,0,"lost contact err
or: "+str(lost_cnt))
                                break
                    finally:
                        self.master.mutex.release()
                lost_checkup_cnt += 1
                    
                # dispatching loop
                # first version for the moment −− tasks assigned to workers "as they come"
                # first improvement: try to give "continous tasks" to the same worker
                # second improvement: try to give priority to "fast" workers first
                try:
                    # dispatching policy is implemented via the matching function
                   
                    match_list = self.matchTasksToWorkers()
                    for tid,wid in match_list:
                        try:
                            self.master.mutex.acquire()
                            task = self.master.tasks.task(tid)
                            self.log.info("dispatching taskid=%d  to worker wid=%d"%(task.tid,wid))
                            w = self.master.workers.registered.get_worker(wid)
                            try:
                                tid = task.tid
                                w.startTask(self.master.input_data[tid−1],tid)
                                #print w.currentState() # DEBUG
                                self.master.workers.mark_busy(wid)
                                self.master.tasks.assign(tid,wid)
                                self.master.profile.task_start.addTimePoint(len(self.master.tasks.f
inished()), wid)
                            #except CORBA.Transient,x:
                            # go into lost_contact list!
                            except DIANE_CORBA.XPrecondition,x:
                                self.log.info("Error dispatching the task to the worker: %d"%wid)
                                self.log.info(x.msg)
                                self.master.workers.remove(wid)
                                w.killWorker()
                                
                            except CORBA.Exception,x:
                                self.log.info("error dispatching the task to worker: %d:"%wid)
                                self.log.info(‘x‘)
                                self.log.info("removing worker from registered list")
                                #FIXME: worker needs to periodically register if it stays idle
                                #FIXME: master needs to handle this case: unregistered worker gives
 back the
                                #       result before re−registering
                                #FIXME: BUG: other parts of the code rely on index mapping to get w
orker
                                #       reference from wid, deleting workers in the list will break
 that code
                                self.master.workers.remove(wid)
                                
                        finally:
                            self.master.mutex.release()
                
                finally:
                    pass
                
            except Exception,x: # main job loop
                msg = "Unhandled exception "+str(x)
                self.log.error(msg)
                self.log.backtrace()
                self.status = DIANE_CORBA.diane_error
                self.exec_details = DIANE_CORBA.task_exec_details_t(0,0,msg)
                break
        # measure the time here and other resource usage
        if self.master is None:
                return
        # here we need to wait for the integrator to finish the merging (if needed)
        # FIXME: this may have problems if some tasks are cancelled (output not expected)
        if self.status == DIANE_CORBA.ok:
            def expected():
                return  self.master.integrator_thread.processed + len(self.master.tasks.ignored())
            expected_output_chunks = expected()
            while expected_output_chunks < len(self.master.input_data):
                self.log.info(’waiting for integrator to complete merging (left %d data chunks)’ % (len(self.master.inp
ut_data)−expected_output_chunks),delta_time=TIME_TO_DISPLAY)
                time.sleep(CONTROL_SLEEP_TIME)
                expected_output_chunks = expected()
            if expected_output_chunks > len(self.master.input_data):
                self.log.info(’WARNING: something wrong is going on −− integrator integrated %d chunks, job plan is %s tasks, e
xpected number of chunbks %d ’%(self.master.integrator_thread.processed,len(self.master.input_data),expect
ed_output_chunks))
            if self.isAlive():
                self.master._notify_job_finished()
        self.master.integrator_thread.kill() # kill the integrator thread at the end of the process
ing
        # clean up workers        
        #if self.master.one_job_only and self.isAlive():
        #   self.master._notify_job_finished()
        # combine the final result
        self.log.info("Doing the final result merging (getResult())")
        try:
            self.master.job_result = self.master.integrator.env_getResult()
            final_message = "terminated"
        except Exception,x:
            final_message = "Error in final merging"+str(x)
        self.master._send_result_to_client(final_message,self.status)
        # cleanup the profile information
        self.master.profile.close()
        #self.master.profile = DIANE.util.MasterProfile() # prepare the profile for the next job in
 the chain, FIXME: will it override the previous one?
        
    def pingWorkers(self,lost_contact_dict):
        global TIME_TO_DISPLAY
        global LOST_WORKER_TIMEOUT
        # ping all workers which have tasks in progress to detect "lost contact" workers (timeout r
ecovery)
        inprogress = self.master.tasks.inprogress().copy()
        for tid in inprogress:
            try:
                self.master.mutex.acquire()
                t = self.master.tasks.task(tid)
                try:
                    # task may have finished and changed the state
                    if not t.wid: continue
                    
                    s = self.master.workers.registered.get_worker(t.wid).currentState()
                    
                    if lost_contact_dict.has_key(t.wid):
                        self.log.info("contact with worker "+str(t.wid)+ " restored")
                        del lost_contact_dict[t.wid]
                except CORBA.Exception:
                     self.log.info("lost contact with worker wid = "+str(t.wid), delta_time = 30, repeat_numb
er = 100)
                     if not lost_contact_dict.has_key(t.wid):
                         lost_contact_dict[t.wid] = time.time()
                     else:
                         if time.time()−lost_contact_dict[t.wid] > LOST_WORKER_TIMEOUT:
                             self.log.info("timeout exceeded: " + str(LOST_WORKER_TIMEOUT)+ " seconds", de
lta_time = TIME_TO_DISPLAY)
                             self.log.info("assuming worker failed, wid = "+str(t.wid),delta_time = TIME_TO_
DISPLAY)
                             self.master.workers.mark_dead(t.wid)
                             lost_task_info = self.master.tasks.find_by_wid(t.wid)
                             # change the job progress entry associated with this worker
                             if not lost_task_info:
                                 self.log.error("worker "+str(t.wid)+" has no entry in job_progress list, ignoring..."
)
                             else:
                                 self.master.tasks.declare_lost(lost_task_info.tid)
                             # PENDING: unregister worker
            finally:
                self.master.mutex.release()
                
    def lostRecovery(self): # resubmit lost task MAX_TASK_ASSIGN times
        global MAX_TASK_ASSIGN
        for tid in self.master.tasks.lost().copy():
            if self.master.tasks.task(tid).assign_number > MAX_TASK_ASSIGN:
                self.log.info("task #%d lost more than %d times, aborting job..." %(tid,MAX_TASK_ASSIGN) )
                return 0
            else:
                self.log.info("trying task #%d again..." %(tid,))
                self.master.tasks.retry(tid)
        return 1
    # this is the fail recovery mechanisms which is used by default
    def failRecovery(self):
        return self.failRecovery_Threshold()
    # other possibilities below
    # the method names MUST be of this format: basename_feature
    def failRecovery_Abort(self): # abort job immediately
        return None 
    def failRecovery_Ignore(self): # ignore all failed tasks and carry on with the execution of the
 job
        # make a copy of the list!
        failed_list = self.master.tasks.failed().copy()
        
        for tid in failed_list:
            self.log.info("ignoring failed task: %d"%tid)
            self.master.tasks.ignore(tid)
        return 1
    def failRecovery_Retry(self): # always retry, never ignore
        # make a copy of the list!
        failed_list = self.master.tasks.failed().copy()
        
        for tid in failed_list:
            self.log.info("retrying failed task: %d"%tid)            
            self.master.tasks.retry(tid)
        return 1
        
    
    # another example of fail recovery: abort job after more than FAIL_THRESHOLD% of tasks failed
    # (including repeated counts)
    def failRecovery_Threshold(self):
        FAIL_THRESHOLD = 0.3
        failed_list = map(self.master.tasks.task,self.master.tasks.failed())
        
        if len(failed_list) == 1:
            total_retry_no =  failed_list[0].assign_number
        else:
            total_retry_no = reduce(lambda x,y: x.assign_number+y.assign_number, failed_list)
            
        print "total retry number: ", total_retry_no
        self.log.info("current failed list")
        
        for t in failed_list:
            print "retrying failed task:",t
            self.master.tasks.retry(t.tid)
        carryon = total_retry_no < FAIL_THRESHOLD*self.master.tasks.task_number()
        if not carryon:
            self.log.info("%d threshold of failed tasks reached, aborting the job " % (FAIL_THRESHOLD*100,))
        return carryon
    # default dispatching policy
    def matchTasksToWorkers(self):
        return self.matchTasksToWorkers_FIFO()
    # match workers as they appear, First In First Out
    def matchTasksToWorkers_FIFO(self):
        return zip(self.master.tasks.unassigned(), self.master.workers.ready)
    # match empty workers with redundant tasks towards the end of job execution
    def matchTasksToWorkers_Redundantly(self):
        unassigned = self.master.tasks.unassigned().keys()
        ready = self.master.workers.ready
        # do some tasks twice in case the number of ready is more than the number of unassigned
        unfinished = self.master.tasks.unfinished()
        matched = zip(unassigned+unfinished,ready)
        if len(unassigned) < len(ready):
            self.log.info(’*** REMATCHING tasks to idle workers: %s ***’%str(ready))
        for m in matched[len(unassigned):]:
            self.log.info(’*** Rematching task %d into the worker %d ***’%m)
        return matched
class PingDirectoryService(ServerThread):
    """
    This thread periodically send a message to the Directory Service
    to update the list of the Directory Service
    """
    def __init__(self,master, name, retry_period, identifier=None):
        DIANE.core.ServerThread.__init__(self,name=name)
        self.master = master
        self.period = retry_period
        self.log = DIANE.util.Logger("DIANE","JobMaster<PingDirectoryServiceThread>")       
    def doRun(self):
        while self.alive:
            self.master.notifyDS()
            time.sleep(self.period)
           
    def kill(self):
        DIANE.core.ServerThread.kill(self)
                  
#######################################
class JobMaster (DIANE_CORBA__POA.JobMaster):
    def __init__(self,poa,server):
        self.log = DIANE.util.Logger("DIANE","JobMaster")
        # data profilers (created by job control thread)
        self.profile = None
        self.app = None
        self.wlist = None
        self.jobid = 0
        self.userid = None
        self.client = None
        self.client_monitoring = 1 # option OFF for debugging
        self.job_result = "" 
        self.state = DIANE_CORBA.JobMaster.constructed
        self.server = server
        self.mutex = threading.RLock()       
        self.directory_service = None
        self.job_thread = None
        self.integrator_thread = None
        #configuration − transient master lives only for one job
        self.one_job_only = 1
        self.pingDS_thread = None
        self.workers = WorkerRegistry()
        self.notified_job_finished = 0
        self.workers_failed = 0
        self.pingDirectoryService = None
        self.first = True
        self.host = str(socket.getfqdn())
        self.tasks = None
    def killMaster(self,*args):
        self.log.info("killing master object...")
        if self.pingDS_thread:
            self.pingDS_thread.kill()    
        if self.job_thread:
            self.job_thread.status = DIANE_CORBA.aborted_externally
            self.job_thread.kill()
        if self.integrator_thread:
            self.integrator_thread.kill()
            
        if not self.notified_job_finished:
            self._notify_job_finished() # inform registered workers...
        return DIANE.core.theTerminationHandler.terminate()
    
    def abortJob(self):
      
         # if job in progress send termination message
        if self.job_thread:
            self.job_thread.status = DIANE_CORBA.aborted_externally
            self.job_thread.kill()
            
        if self.integrator_thread:
            self.integrator_thread.kill()            
       
    def initApplication(self, app, jobid,use_ds):
        self._assert_state(DIANE_CORBA.JobMaster.ready, DIANE_CORBA.JobMaster.constructed)
        self.log.info("Initializing: appname = " + app.appname)        
        self.app = app
        self.jobid = jobid
        self.ds = use_ds
        self.profile = DIANE.util.MasterProfile()
        try:
            self.host = str(socket.getfqdn())
        except Exception, x:
            self.host = ""
            self.log.info("Error getting the host name:" + ‘x‘)
        try:
            self.userid = "%s_%d@%s" % (getpass.getuser(),self.jobid,time.strftime("%Y−%m−%d_%H:
%M",time.gmtime()))    
        except Exception,x:
            self.log.info("cannot get username: %s"%str(x))
            self.userid = ’<unknown>’
        self.log.info(’username: %s’%self.userid)
        self.notified_job_finished = 0
        self.appfactory = DIANE.util.loadApplication(app.appname,server=self.server)
        for wid in  self.workers.busy:
            self.workers.mark_ready(wid)
        if not self.appfactory:
            s = "unable to create application factory for: "+app.appname
            self.log.info(s)
            raise Exception(s)
        
        # load custom algorithms for customization of job control loop
        self.app.failRecoveryFunction = DIANE.util.fun_loads(self.app.failRecoveryCode)
        self.app.lostRecoveryFunction = DIANE.util.fun_loads(self.app.lostRecoveryCode)
        self.app.matchTasksToWorkersFunction = DIANE.util.fun_loads(self.app.matchTasksToWorkersCod
e)
        
        
        if self.profile is None:
            # another job is started with the same master
            # for simplicity (and compatibility of the plots) we put worker registration time to cu
rrent time
        
            for wcnt in range(self.workers.registered.number()):
                self.profile.worker_register.addTimePoint(wcnt+1)
        
        if not self.first  and self.ds:
            self.pingDirectoryService = PingDirectoryService(self,"PingDirectoryServiceThread",DS_RETRY_P
ERIOD)
            self.pingDirectoryService.start()        
        self.state = DIANE_CORBA.JobMaster.ready
        
    def registerWorker(self, w,app):
        self._assert_state(DIANE_CORBA.JobMaster.ready,DIANE_CORBA.JobMaster.job_in_progress)
        try:
            self.mutex.acquire()    
            if not w:
                msg = "unable to register NULL worker pointer"
                self.log.error(msg)
                raise DIANE_CORBA.XPrecondition("worker",msg)
        
            if app.appname != self.app.appname :
                msg = "unable to register worker with a different application type: expected ’"+ self.app.appname+"’ got ’" + 
app.appname + "’"
                self.log.error(msg)
                raise DIANE_CORBA.XPrecondition("app",msg)
            
            wid = self.workers.add(w)
            
            if not wid:
                self.log.info("worker already registered, ignoring, wid ="+str(wid)) 
            else:
                self.profile.worker_register.addTimePoint(self.workers.registered.number())
                self.log.info("registering new worker with wid = " + str(wid))
                
                # monitoring
                if self.client_monitoring and self.client:
                    self.client.workerRegistered(wid,"")
                # automatically initialize workers if job in progress
                if self.state == DIANE_CORBA.JobMaster.job_in_progress:
                    #self.log.info("automatic worker initalization")                    
                    self._initialize_worker(w)
        finally:
            self.mutex.release()
    def startJob(self, job_data, client):
        self._assert_state(DIANE_CORBA.JobMaster.ready)
        self.client = client
        self.log.info("starting new job: id = " +str(self.jobid))
        self.log.info("number of registered workers = " +str(self.workers.registered.number() −self.workers.
failed))
        self.log.info("auto_kill (one_job_only) = "+str(self.one_job_only))
             
        self.job_data = job_data
        self.workers.restart()
        # configure custom algorithms
        def set_algorithm(alg,clas):
            if alg:
                try:
                    self.log.info(’user defined strategy:’+str(alg))
                    if DIANE.util.isStringLike(alg):
                        dest, src = alg.split(’_’)
                        setattr(clas, dest, getattr(clas,alg))
                    else:
                        dest,src = alg.__name__.split(’_’)
                        DIANE.util.funcToMethod(alg,clas,dest)
                except Exception,x:
                    self.log.info("error setting the user−defined strategy algorithm"+str(alg))
                    self.log.info(str(x))
                    raise
        
        set_algorithm(self.app.failRecoveryFunction,JobControlThread)
        set_algorithm(self.app.lostRecoveryFunction,JobControlThread)
        set_algorithm(self.app.matchTasksToWorkersFunction,JobControlThread)
        
        self.job_thread = JobControlThread(self)
        self.integrator_thread = JobIntegratorThread(self)
        self.job_thread.start()
        self.integrator_thread.start()
        
    def jobInitFinished(self, jobid, wid, status, details): 
        try:
            self.mutex.acquire()
            # the asserts may be relaxed a bit to ignore the inconsistent mehtod call if the state 
of the worker is ready
            #if (not self.state is DIANE_CORBA.JobMaster.job_in_progress) or self.jobid != jobid:
            #    self.log.info("Worker %d (jobid=%d) finished initialization. The master jobid is %
s, master state: %s. This means that either the worker was late in initializing from the previous j
ob in the chain or that some bad worker (of another master) is trying to play with us "%(wid,jobid,
 self.jobid,self.state))
            self._assert_state(DIANE_CORBA.JobMaster.job_in_progress)
            self._assert_wid(wid)
            self._assert_jobid(jobid)        
            if not self.workers.registered.is_registered(wid):
                raise DIANE_CORBA.XPrecondition("wid", "worker not registered; id="+str(wid))
            if status != DIANE_CORBA.ok:
                self.log.info("error initializing job in worker "+str(wid))
                self._unregister_worker_by_id(wid,status,details)
                return
            self.workers.mark_ready(wid)
            
        finally:
            self.mutex.release()
    def unregisterWorker(self, w): 
        self._assert_state(DIANE_CORBA.JobMaster.job_in_progress,DIANE_CORBA.JobMaster.ready) #FIXE
D allowed states
        wid = self.workers.registered.get_wid(w)
        self._unregister_worker_by_id(wid)      
    def _assert_jobid(self,jobid):
        if self.jobid != jobid:
            raise DIANE_CORBA.XPrecondition("jobid", "jobid mismatch, JobMaster.jobid = "+str(self.jobid)+" atte
mpted jobid = "+str(jobid))
    def _assert_wid(self,wid):
        import traceback
        if not wid:
            self.log.error("invalid wid (0)")
            traceback.print_stack()
            raise DIANE_CORBA.XPrecondition("wid", "invalid wid (0)")
        
        if not self.workers.registered.is_registered(wid):
            msg = "worker "+str(wid)+" not registered"
            self.log.error(msg)
            traceback.print_stack()
            raise DIANE_CORBA.XPrecondition("wid",msg)
        
    def _assert_state(self,*args):
        for s in args:
            if self.state == s: return
        msg = "Cannot accept request. Master state is %s. Allowed states list: %s" % (str(self.state),str(args))
        self.log.info(msg)
        import traceback
        traceback.print_stack()
        raise DIANE_CORBA.XPrecondition("master",msg)
                    
    def receiveTaskResult(self, task_output_data, jobid,  taskid,  status, details,wid):
        try:
            self.mutex.acquire()
            # the asserts may be relaxed a bit to ignore the inconsistent mehtod call if the state 
of the worker is ready
            #if (not self.state is DIANE_CORBA.JobMaster.job_in_progress) or self.jobid != jobid:
            #    self.log.info("received task %d by worker %d (jobid=%d), the master jobid is %s, m
aster state: %s. This means that either a redundant task from the previous job in the chain just fi
nished or that some bad worker (of another master) is trying to play with us "%(taskid, wid,jobid, 
self.jobid,self.state))
            #    # recieved the result with another job id, assume for now (FIXME) that it comes fr
om the previous job in the chain
            #    # so ignore it but keep the worker
            #    self.workers.mark_ready(wid)
            #    # FIXME: log task_finish.addTimePoint 
            #    return
            self._assert_state(DIANE_CORBA.JobMaster.job_in_progress)
            self._assert_jobid(jobid)
            self._assert_wid(wid)
            task = self.tasks.task(taskid)
            if wid in self.workers.dead:
                self.log.info("Lost worker coming back  with the task result")
            if task.finished():
                self.log.info(’task %d completed by worker %d but it has already been finished successfully by another worker’%(
taskid,wid))
                self.workers.mark_ready(wid)
                return
            
            self.profile.task_finish.addTimePoint(len(self.tasks.finished()), task.wid)
            
            self.log.info("received result, taskid ="+str(taskid)+" status: " +str(status)+" from worker: "+str(wid)
)
            self.completed_task +=1
            ttest = TaskInfo(0)
            ttest.status = status
            if ttest.failed():
                print "APPLYING STRICT WORKER POLICY"
                print "trying to kill the worker ",wid
                try:
                    self.workers.registered.get_worker(wid).killWorker()
                except CORBA.Exception: # ignore corba exceptions
                    pass
                print "removing the worker",wid,’from the master list’
                self.workers.remove(wid)
                self.tasks.update_result(taskid,status,task_output_data,details)
                return
            # monitoring
            if self.client_monitoring:
                self.client.taskTerminated(task_output_data, taskid, status, details)
            #print task.wid,’*’*30
            if not task.tid == taskid:
                s = "internal consistency problem, received taskid = "+str(taskid)+", stored task.id="+str(task.id)
                self.log.error(s)
                self.killMaster(s)
                return
            if wid != task.wid:
                self.log.info(’There is another worker (%d) busy with task %d. I will let him run anyway.’%(task.wid,task.
tid))
            
            self.workers.mark_ready(wid)
            self.tasks.update_result(taskid,status,task_output_data,details)
        finally:
            self.mutex.release()            
        ##
        # integrate the result of the task
        ##
        if status != DIANE_CORBA.ok:
            # error recovery done globally in the main loop
            pass
        else:
            # add output data item to the integrator thread queue
            # queue is infinite so we can wait (to avoid locking problems)
            self.integrator_thread.output_data_queue.put((task_output_data,taskid))
                
##                 if self.integrator.env_addPartialOutput(task_output_data):
##                     self.job_result = self.integrator.env_getResult() 
##                     self.log.info("Integrated result successfully...")
##                     # monitoring:
##                     if self.client_monitoring:
##                             self.client.integratedResult(self.job_result)
##                 else:
##                     self.log.info("failed to integrate chunk")
##                     ## integrator error recovery policy here
##                     self.abortJob()
    def sendResult(self,client):
        try:
            client.jobTerminated(self.jobid, self.job_result, None)
            return 1
        except CORBA.Exception:
                self.log.info("Client did not get the result")
                return None
    def reconnectClient(client, jobid):
        self._assert_not_state(DIANE_CORBA.JobMaster.constructed)
        
        if self.jobid != jobid:
            self.log("requested invalid jobid: "+str(jobid)+", current jobid is: "+str(self.jobid))
            return None
        self.client = client
        if self.state == DIANE_CORBA.JobMaster.finished_unsaved:
            # send result to the client
            # move to the ready state
            pass
        return 1
    def currentState(self):
        msg = "JobMaster: " + str(self.state) + " @ "+ self.host+"\n"
        if self.app:
            msg += "Application: "+ str(self.app.appname) + "\n"
        if self.state == DIANE_CORBA.JobMaster.job_in_progress:
            msg += "Job # "+str(self.jobid)+" started "+time.ctime(self.job_thread.tstart) + ’\n’
            tasks = self.tasks
            workers = self.workers
        else:
            tasks,workers=None,None
        from  DIANE.util import stateReport
        return stateReport.stateReport(msg,tasks,workers).dumps()
    
    def _initialize_worker(self,w):
        import types
        
        wid = 0
        
        if type(w) is types.IntType:
            wid = w
            w = self.workers.registered.get_worker(wid)
        else:
            wid = self.workers.registered.get_wid(w)
        self.log.info(’initializing worker:’+str(wid))
        
        if not wid:
            msg = "Internal problem with consistency. Trying to initialize unregistered worker: #"+‘wid‘
            self.log.error(msg)
            self.killMaster(msg)
        
        self.workers.mark_busy(wid)
        try:
            w.initJob(self.init_data, self.jobid, wid, self.userid, self.one_job_only)
            self.profile.worker_init.addTimePoint(wid)
        except CORBA.Exception, x:
            self.log.info("unable to initialize worker wid=" + str(wid))
            self.log.info("got exception: "+str(x))
            self._unregister_worker_by_id(wid)
    def _unregister_worker_by_id(self,wid,status=None,details=None):
        self._assert_state(DIANE_CORBA.JobMaster.job_in_progress,DIANE_CORBA.JobMaster.ready) #FIXE
D allowed states
        if not wid: return        
        try:
            self.mutex.acquire()
            print ’−’*30
            self.log.info("unregistering worker "+str(wid))
            self.workers.remove(wid)
            # monitoring
            if self.client_monitoring and self.client:
                if not status: status = DIANE_CORBA.unknown
                if not details: details = DIANE_CORBA.task_exec_details_t(0,0,"")
                self.client.workerUnregistered(wid, status, details)
        finally:
            self.mutex.release()
    def _notify_master_terminated(self):
        pass                 
#        if  self.directory_service is None:
#            self.log.info("deactivating master and killing workers (if any)")
#            self.log.info("notifying workers about master terminated")
#            for w in self.workers.registered.w_list():
#                try:
#                    w.killWorker()                   
#                except CORBA.Exception: # ignore corba exceptions
#                    self.log.info("unable to notify worker about finished jobs")
#                    pass         
          
    def _notify_job_finished(self):
        
        self.notified_job_finished =1
        self.log.info("notifying workers about finished job")
        if self.directory_service:
            try:
                self.directory_service.unregisterMaster(self.userid)
            except CORBA.Exception:
                self.log.info("unable to unregister to directory")
                pass 
            self.pingDirectoryService.kill()
            self.pingDirectoryService = None
        # notify all registered workers that the job has been finished
        
        list = self.workers.registered.w_list()
        for w in list:
            try:
                self.log.info(’notifying worker %d’%self.workers.registered.get_wid(w))
                if self.one_job_only:
                    self.workers.remove(self.workers.registered.get_wid(w))
                w.jobFinished(self.jobid)
            except CORBA.Exception: # ignore corba exceptions
                self.log.info("unable to notify worker about finished jobs")
                pass
        if self.one_job_only:
            self.killMaster()
           
    # return None if result not sent to client after the timeout and recconnection retry
    def _send_result_to_client(self, msg, status):
        
        self._assert_state(DIANE_CORBA.JobMaster.job_in_progress)        
        
        success = None
        tstop = time.time()
        tstart = self.job_thread.tstart
        
        msg += "TIME: " + str(tstop−tstart)
        self.profile.job.addPoint(tstart, tstop−tstart)
        self.log.info("notifying client")
        # PENDING: decent handling of None messages!
        job_summary_dxp = "" 
        if not self.job_result:
            self.job_result = "" # pending
            
        loop = DIANE.util.TimeoutLoop(CLIENT_RETRY_TIME*10,CLIENT_RETRY_TIME)
        
        while loop.wait():
            try:
                #print ’%’*20,self.jobid, self.job_result,job_summary_dxp
                self.client.jobTerminated(self.jobid, self.job_result,job_summary_dxp)
                self.state = DIANE_CORBA.JobMaster.ready
                break
            except CORBA.TRANSIENT,x:
                self.log.info("unable to connect to client... trying...")
            except CORBA.Exception,x:
                self.state = DIANE_CORBA.JobMaster.finished_unsaved
                self.log.info(str(x))
                self.log.info("job finished unsaved...")
                return 0
        
        return not loop.timedOut()
    # return: (init_data,input_data) or (None,None) if error
    def _create_job_plan(self,job_data):
        self.wplanner = self.appfactory.createWorkPlanner()
        job_plan = self.wplanner.env_createPlan(job_data,self.workers.registered.number())
        try:
            if self.client_monitoring:
                pass
                    #self.client.jobPlan(theTypeConverter.pyToTransport(["#tasks= "+str(len(job_pla
n[1]))+",details not available in this version"]))
        except CORBA.Exception:
            self.log.info("unable to connect to client, carrying on with job execution") 
            
        self.all_task =len(job_plan[1])
        self.log.info("job plan: #"+ str(self.all_task) +" tasks")
                    
        return job_plan
        
    def notifyDS(self):
        """ sends a message to the Directory Service to notify it’s still alive
            and update the number of tasks completed and the number of workers 
            assigned to it
        """
        try:
            if self.tasks is not None:
                all_tasks = self.tasks.task_number()
                finished_tasks = len(self.tasks.finished())
            else:
                all_tasks = 0
                finished_tasks = 0
            
            message =  DIANE_CORBA.MasterMessage(self._this(),self.jobid,(self.workers.registered.n
umber()−self.workers.failed),finished_tasks,all_tasks,self.userid,self.host)
            self.directory_service.update(message)
        except CORBA.TRANSIENT, x:
            self.log.info("failed to contact directory service")
        except CORBA.Exception, x:
            self.log.error("CORBA exception contacting directory service"+str(x))
            
    def pingMaster(self):
        return True
       
    def registerAtDS(self,jobid,server,ds_ior):
        self.first == False
        try:            
            obj = server.orb.string_to_object(ds_ior)
        except CORBA.Exception:
            log.error("malformed DSOID address")
            log.error("Directory Service OID=%s"%ds_ior)
            return DIANE.core.theTerminationHandler.terminate()
        
        self.directory_service = obj._narrow(DIANE_CORBA.DirectoryService)
        if self.directory_service is None:
            log.error("Object reference is not a Directory Service object")                  
            return DIANE.core.theTerminationHandler.terminate()
        loop = DIANE.util.TimeoutLoop(CLIENT_RETRY_TIME*10,CLIENT_RETRY_TIME)
        while loop.wait():
            try:
                
                self.directory_service.registerMaster(self._this(),0,self.jobid,self.userid,1,self.
app.appname,self.host)
                self.log.info(’registered master OK!’)
                break
            except DIANE_CORBA.XPrecondition,x:
                self.log.info("master reported problem:"+x.msg)
            except CORBA.TRANSIENT, x:
                self.log.info("unable to contact directory service: "+‘x‘)
            except CORBA.Exception, x:
                self.log.error("corba exception:"+‘x‘)
                raise Exception(x)
        if loop.timedOut():
            self.log.info(loop.timeoutMsg())
            raise Exception(’master: trying to registerMaster()’)
        self.pingDirectoryService = PingDirectoryService(self,"PingDirectoryServiceThread",DS_RETRY_PERIO
D)
        self.pingDirectoryService.start()
                   
class JobMasterServant:
        
    def doSetup(self,appname,jobid,server,log,use_ds,ds_ior,app_opts = None):
        self.log = log
        from omniORB.BiDirPolicy import BIDIRECTIONAL_POLICY_TYPE, BOTH
        ps = [server.root_poa.create_lifespan_policy(PortableServer.PERSISTENT),
              server.root_poa.create_id_assignment_policy(PortableServer.USER_ID),
              server.root_poa.create_servant_retention_policy(PortableServer.RETAIN),
              server.orb.create_policy(BIDIRECTIONAL_POLICY_TYPE,BOTH)
              ]
        
        poa = server.root_poa.create_POA("MyPoa",server.root_poa_manager,ps)
        poa_mgr = poa._get_the_POAManager()
        poa_mgr.activate();
        master_servant = JobMaster(poa,self)
        oid = "DIANEJobMasterObject"
        poa.activate_object_with_id(oid,master_servant)        
        master = master_servant._this()
        ior_filename = "MasterOID"
        ior_file = open(ior_filename,"w")
        ior_file.write(server.orb.object_to_string(master))
        ior_file.close()
        self.log.info("JobMaster activated, IOR in file " + str(ior_filename))
                
        if not app_opts:
            app_opts = {}
        for opt in [’options’]:
            app_opts.setdefault(opt,"")
        #for opt in [’options’,’failRecoveryCode’,’lostRecoveryCode’,’matchTasksToWorkersCode’]:
        #    app_opts.setdefault(opt,None)
        #    print ’DUMPING’,opt
        #    app_opts[opt] = DIANE.util.fun_dumps(app_opts[opt])
        if not jobid: jobid = 1  
        
        self.master_servant = master_servant
        self.initApplication(appname,app_opts,jobid,use_ds,server,ds_ior)
    def initApplication(self,appname,app_opts,jobid,use_ds,server,ds_ior):
        
        for opt in [’options’,’failRecoveryCode’,’lostRecoveryCode’,’matchTasksToWorkersCode’]:
            app_opts.setdefault(opt,None)
            #print ’DUMPING’,opt
            app_opts[opt] = DIANE.util.fun_dumps(app_opts[opt])
            
        app_info = DIANE_CORBA.appinfo_t(appname,app_opts[’options’],
                                         app_opts[’failRecoveryCode’],
                                         app_opts[’lostRecoveryCode’],
                                         app_opts[’matchTasksToWorkersCode’])
        
        self.master_servant.initApplication(app_info,jobid,use_ds)
        
        if use_ds:
            try:
                self.master_servant.registerAtDS(jobid,server,ds_ior)
            except Exception, x:
                self.log.info("Exception: " +‘x‘)
                return DIANE.core.theTerminationHandler.terminate()
            
    def doCleanup(self):
        pass
# Server initialization helper which prints more informative message
# if another master tries to bind to the same port on the same machine as the previous one
def _corba_init_master(self):
    import CORBA
    try:
        return DIANE.core.SimpleServer._corba_init(self)
    except CORBA.INITIALIZE,x:
        self.log.info(str(x))
        self.log.info("Unable to initialize Master")
        self.log.info("Make sure another Master is not running on this machine")
        return None
File: Client.py
#  ==========================================
#  DIANE − Distributed Analysis Environment 
#  Copyright (C) Jakub T. Moscicki, 2000−2003
#  Authors : Jakub T. Moscicki,Paola Di Marcello
#  See $DIANE_TOP/LICENSE for details.
#  ==========================================
import sys,os
from omniORB import CORBA, PortableServer
import DIANE_CORBA__POA # for server
import DIANE_CORBA # for client
import DIANE.core, DIANE.util, DIANE.ui
class Client(DIANE_CORBA__POA.Client):
    def __init__(self,servant):
        self.servant = servant
        pass
            
    def jobSubmitted(self,jobid):
        print "Submitted job with id=",str(jobid)
    def jobTerminated(self, jobid, job_result,job_summary):
        print "Job terminated, id= ", str(jobid)
        #print "Result  = ", job_result  #FIXME
        print "Summary = ", job_summary
        self.servant.running = False
    # monitoring
    def jobPlan(self, job_plan):
        print "Job plan = ", str(job_plan)
    def taskTerminated(self, task_output_data, taskid, status, details):
        print "Task terminated: ID = ", taskid
        print "     status    :", status
        if status != DIANE_CORBA.ok:
            print "    error msg  : ", details.error_msg
        print "     execution : MAXMEM = ", details.max_memory, "B  TIME = %.2f s" % details.duration
        print "     result    : "
    def integratedResult(self,partial_result):
        print "Result so far is:"#, str(partial_result) # may be binary or C++ struct #FIXME
    def workerRegistered(self,wid,details):
        print "Worker registered, wid = ", str(wid)
    def workerUnregistered(self,wid, status, details):
        print "Worker unregistered, wid = %s, status = %s " % (wid,status)
        print "Details: "+str(details.error_msg)
class ClientServant:
    def doSetup(self,job_data,master,server,use_ds,jobid):
        self.log = server.log
        from omniORB.BiDirPolicy import BIDIRECTIONAL_POLICY_TYPE, BOTH
        ps = [server.root_poa.create_lifespan_policy(PortableServer.PERSISTENT),
              server.root_poa.create_id_assignment_policy(PortableServer.USER_ID),
              server.root_poa.create_servant_retention_policy(PortableServer.RETAIN),
              server.orb.create_policy(BIDIRECTIONAL_POLICY_TYPE,BOTH)
              ]
        poa = server.root_poa.create_POA("ClientPoa",server.root_poa_manager,ps)
        poa_mgr = poa._get_the_POAManager()
        poa_mgr.activate()
        self.job_data = job_data
        self.master = master
        self.server = server
        client_servant = Client(self)
        oid = "DIANEJobClientObject"
        poa.activate_object_with_id(oid,client_servant)
        
        self.client = client_servant._this()
        cthread = ClientThread(self)
        cthread.start()
        self.log.info("client running...")
import threading
class ClientThread(threading.Thread):
    def __init__(self,servant):
        threading.Thread.__init__(self,name=’ClientThread’)
        self.setDaemon(1)
        self.servant = servant
        import DIANE.util
        self.appfactory = DIANE.util.loadApplication(self.servant.server.appname,server=self.servan
t.server)
        self.appclient = self.appfactory.createClient()
        
    def run(self):
        global DIANE
        job_data_chain = self.servant.server.job_chain
        
        if not job_data_chain:
             job_data_chain = [self.servant.job_data]
        self.servant.running = False
        i = 0
        job_data = job_data_chain[i]
        while 1:
            try:
                self.servant.master.startJob(job_data,self.servant.client)
                self.master_ior = self.servant.server.orb.object_to_string(self.servant.master)
                self.servant.running = True
            except Exception, x:
                self.servant.log.info("unable to connect to master... exiting")
                self.servant.log.info(str(x))
                import traceback
                traceback.print_exc()
                return DIANE.core.theTerminationHandler.terminate()
            self.servant.log.info("client running...")
            import time
            while 1:
                if not self.servant.running:
                    break
                time.sleep(1)
            
            if self.servant.server.interactive:
                answer = raw_input(’Next job in the chain (y/N)? ’)
            else:
                if self.servant.server.job_chain:
                    answer = ’Y’
                else:
                    answer = ’N’
                
            if answer.upper() != ’Y’:
                try:
                    self.servant.master.killMaster()
                except:
                    pass
                DIANE.core.theTerminationHandler.terminate()
                break
            else:
                i += 1
                new_spec = None
                try:
                    job_data = job_data_chain[i]
                except IndexError:
                    # infinite eval loop may be introduced if None job data is specified in interac
tive mode
                    if self.servant.server.interactive:
                        while 1:
                            try:
                                job_data = eval(raw_input(’Enter new job data (for "%s" application):’%self.serv
ant.server.appname))
                                import DIANE.util
                                streamer = DIANE.util.loadApplicationStreamer(self.servant.server.a
ppname)
                                job_data = streamer.pack(job_data,name=’JobInitData’)
                                break
                            except Exception,x:
                                print ’ERROR: ’,x
                                print ’Try again’
                    else:
                        try:
                            import copy
                            # try to get the next job in the chain from the application−specific Cl
ient callback object
                            new_spec = self.appclient.env_produceJob(job_data,self.servant.server.j
obid, self.servant.server.jobdir, copy.deepcopy(self.servant.server.spec))
                            if new_spec is None:
                                job_data = None
                                self.servant.log.info(’Completed the dynamic job chain...’)
                            else:
                                import DIANE.util
                                streamer = DIANE.util.loadApplicationStreamer(self.servant.server.a
ppname)
                                job_data = streamer.pack(new_spec.job_data,name=’JobInitData’)
                        except Exception,x:
                            self.servant.log.info(’Problem generating next job (client.produceJob()):’+str(x))
                            self.servant.log.backtrace()
                            job_data = None
                            
                        if not job_data:
                            DIANE.core.theTerminationHandler.terminate()
                            break  
            
            self.servant.server.prepareNextJob(new_spec,self.master_ior)
File: SimpleWorker.py
#  ==========================================
#  DIANE − Distributed Analysis Environment 
#  Copyright (C) Jakub T. Moscicki, 2000−2003
#  Authors : Jakub T. Moscicki,Paola Di Marcello                             
#  See $DIANE_TOP/LICENSE for details.
#  ==========================================
from  DIANE.core import ServerThread, theTerminationHandler
from omniORB import CORBA, PortableServer
import DIANE.util
import DIANE_CORBA
import DIANE_CORBA__POA
import time, threading,getpass
MASTER_FEEDBACK_TIMEOUT = 60
MASTER_FEEDBACK_RETRY_PERIOD = 10
MASTER_DS_TIMEOUT = 3
MASTER_DS_RETRY_PERIOD = 1
PING_MASTER_RETRY_PERIOD = 5
PING_MASTER_COUNT = 3
KEEP_ASKING_RETRY_PERIOD = 60
class SlaveThread(ServerThread):
    """
    Message processing thread used for initialization, tasks and cleanup.
    Automatically notifies parent worker after the message processing is done.
    Attributes:
      self.status − current status of the thread (DIANE_CORBA.ok indicates no errors)
      self.exec_details − execution summary.
    identifier is either a wid (for worker initialization) or taskid (for task processing)
    if set to None than it is not used
    """
    def __init__(self, worker, name, component, method, msg,identifier=None):
        DIANE.core.ServerThread.__init__(self,name=name)
        self.worker = worker
        self.notification = "notification_"+name+"Finished" # a name of the notification method of the wo
rker object 
        self.component = component
        self.method = method
        self.msg = msg
        self.exec_details = DIANE_CORBA.task_exec_details_t(0,0,"")
        self.log = DIANE.util.Logger("DIANE","Worker<WorkerThread>")
        self.status = DIANE_CORBA.ok
        self.identifier = identifier
        self.jobid = worker.jobid
        
    def doRun(self):
        t0 = time.time()
        self.result = "" # PENDING: None message must be more universal
        def handle_exc(x=None):
            self.log.error(’application error: ’+str(x))
            self.log.backtrace()
            self.status = DIANE_CORBA.app_error # or other kind of error depending on the exception
 type
            import traceback, StringIO
            sio = StringIO.StringIO()
            traceback.print_exc(file=sio)
            self.exec_details.error_msg = sio.getvalue()
            
        try:
           
            self.result = DIANE.util.call_method(self.component,self.method,self.msg,self.identifie
r)
            if not self.result:
                self.status = DIANE_CORBA.app_error
            else:
                self.status = DIANE_CORBA.ok
                            
        except Exception,x:
            handle_exc(x)
        except:
            handle_exc()
            
        self.exec_details.duration = time.time()−t0 
        if self.worker and self.worker.jobIsNotFinished(self.jobid):
            DIANE.util.call_method(self.worker,self.notification,self)
    def kill(self):
        if DIANE.core.ServerThread:
            DIANE.core.ServerThread.kill(self)
        self.worker = None
class PingThread(ServerThread):
    """
    Thread initialized after the Worker has successfully registered to the master.
    Periodically pings the master to check if still alive.
    This thread is killed when the master sends a task to execute.
    """
    def __init__(self, worker, name, max_count, retry_period, identifier=None):
        DIANE.core.ServerThread.__init__(self,name=name)
        self.worker = worker
        self.period = retry_period
        self.max_count = max_count
        self.log = DIANE.util.Logger("DIANE","Worker<PingThread>")
        self.noTask = 1 
                
    def doRun(self):
        self.no_reply = 0
        time.sleep(self.period)
        while self.noTask:           
            if not self.worker.pingMaster():# master not replying
                self.no_reply +=1
                if self.no_reply == self.max_count:
                    self.log.info("Master not replying...")
                    if self.worker.use_ds:
                        print "Getting a new Master"
                        self.worker.contactDS(self.worker.directory_service,self.worker.app_id)
                        break
                    else:
                        self.worker.killWorker()
                        return DIANE.core.theTerminationHandler.terminate()                        
                        break                    
            time.sleep(self.period)  
        
    def kill(self):
        if self.noTask ==1:
            self.noTask = 0
            DIANE.core.ServerThread.kill(self)
            self.worker = None
class AskingThread(ServerThread):
    """
    Thread used to keep asking to the Directory Service for a new master available.
    """
    def __init__(self, worker, name, identifier=None):
        DIANE.core.ServerThread.__init__(self,name=name)
        self.worker = worker
        self.log = DIANE.util.Logger("DIANE","Worker<AskingThread>")
        
                
    def doRun(self):
        
        while self.alive:
            time.sleep(KEEP_ASKING_RETRY_PERIOD)
            master_info = self.worker.keepAsking()
            if master_info is None:
                self.kill()
                return
            if master_info.master_ref is None:
                self.log.info("Still no master available")                     
                if not master_info.keep_asking:
                    self.log.info("No workers needed,killing the worker: %s"%self.worker.identifier)
                    
                    self.worker.killWorker()
                    self.kill()
                    return DIANE.core.theTerminationHandler.terminate()
                else:
                    self.log.info("Keep asking: %s"%self.worker.identifier)
            else:
                self.worker.master = master_info.master_ref
                self.log.info(’got a Master!’)
                self.worker.contactMaster(self.worker.master,self.worker.app_id)
                self.kill()
    
    def kill(self):
        DIANE.core.ServerThread.kill(self)
        self.worker = None
                
class SimpleWorker (DIANE_CORBA__POA.Worker):
    """ A simple worker implementation. """
    def __init__(self, term_handler,log=None):
        self.term_handler = term_handler
        self.state = DIANE_CORBA.Worker.constructed
        self.master = None
        self.threads = []
        self.one_job_only = True # kill worker after job is completed
        self.log = log
        self.directory_service = None        
        self.use_ds = 0
        self.pingMasterThread = None
        if not self.log:
            self.log = DIANE.util.Logger("worker","")
        self.jobid_finished = []
        t = time.time()
        self.identifier = "%s@%s.%s" % (getpass.getuser(),time.strftime("%Y−%m−%dT%H:%M:%S",time
.gmtime(t)), int(t % 1 * 1000)) 
        # state:
        # − constructed,
        # − app_inited (application set up −> ready for starting a job)
        # − busy (working or initializing),
        # − finished (master not notified),
        # − ready (to accept a new task)
        # − inactive
    def initApplication(self, app_id, mds,use_ds):
        self.log.info("initializing application %s "%(app_id.appname))
        self._assert_not_busy()  
        if self.pingMasterThread is not None:
            self.pingMasterThread.kill()
            self.pingMasterThread = None
        self.app_id = app_id
        self.use_ds = use_ds
        self.apf = DIANE.util.loadApplication(app_id.appname,self.term_handler)
        if self.apf:
            self.component = self.apf.createWorker() # find and load application and get the root c
omponent
        if not self.component:
            self.log.info("Unable to load application: "+app_id.appname)
            return None
        
        if self.use_ds:
            return self.contactDS(mds,app_id)
        else:
            return self.contactMaster(mds,app_id)
    
    def keepAsking(self):
        
        """ method used to keep contacting the DS even if no masters are available"""         
        try:
            self.master_info = self.directory_service.getMaster(self.workerid,self._this())
            return self.master_info
        except DIANE_CORBA.XPrecondition,x:
            self.log.info("directory service reported problem:"+x.msg)
            self.killWorker()
            return DIANE.core.theTerminationHandler.terminate()
        except CORBA.TRANSIENT, x:
            self.log.info("unable to contact directory service: "+‘x‘)
            self.killWorker()
            return DIANE.core.theTerminationHandler.terminate() 
        except CORBA.Exception, x:    
            self.log.error("corba exception: in get Master"+‘x‘)
            self.killWorker()
            return DIANE.core.theTerminationHandler.terminate()
    def contactDS(self,mds,app_id):
            self.directory_service = mds
            self.app_id = app_id
            loop = DIANE.util.TimeoutLoop(MASTER_DS_TIMEOUT,MASTER_DS_RETRY_PERIOD)
            while loop.wait():
                try:
                    import socket 
                    self.workerid = self.identifier + "@" + str(socket.getfqdn())
                    self.master_info = None
                    self.master_info = self.directory_service.getMaster(self.workerid,self._this())
                    if self.master_info.master_ref is None:
                        if self.master_info.keep_asking:
                            self.log.info( "No master available, waiting for a master coming")
                            self.threads.append(AskingThread( self,"KeepAskingThread"))
                            self.threads[−1].start()
                            break
                        else:
                            self.log.info("No master available, killing the worker")
                            self.killWorker()
                            return DIANE.core.theTerminationHandler.terminate()
                            break
                    else:
                        self.master = self.master_info.master_ref
                        self.log.info(’got a Master!’)
                        self.contactMaster(self.master,app_id)
                        break
                except DIANE_CORBA.XPrecondition,x:
                    self.log.info("directory service reported problem:"+x.msg)
                    self.killWorker()
                    return DIANE.core.theTerminationHandler.terminate()
                except CORBA.TRANSIENT, x:
                    self.log.info("unable to contact directory service: "+‘x‘)
                    self.killWorker()
                    return DIANE.core.theTerminationHandler.terminate() 
                except CORBA.Exception, x:
                    self.log.error("corba exception: in getMaster"+‘x‘)
                    self.killWorker()
                    return DIANE.core.theTerminationHandler.terminate()
                
            if loop.timedOut():
                raise DIANE_CORBA.XCommunication(’directory service’, self.master, loop.timeoutMsg()+’ tryi
ng getMaster(0)’,1)
        
    def contactMaster(self,master,app_id):
        self.master = master
        loop = DIANE.util.TimeoutLoop(MASTER_DS_TIMEOUT,MASTER_DS_RETRY_PERIOD)
        contact_again = 0
        while loop.wait():
            try:
                self.log.info(’trying to register worker’)
                print self.master 
                self.master.registerWorker(self._this(),app_id)
                self.log.info(’registered worker OK!’)
                break
       
            except DIANE_CORBA.XPrecondition,x:
                self.log.info("master reported problem: "+x.msg)
                self.killWorker()
                return DIANE.core.theTerminationHandler.terminate()
                break
            except CORBA.TRANSIENT, x:
                self.log.info("unable to contact master : "+‘x‘)
                if self.use_ds:
                    contact_again = 1
                    break
                else:
                    self.killWorker()                
                    return DIANE.core.theTerminationHandler.terminate()
                break
            except CORBA.Exception, x:
                self.log.error("corba exception:"+‘x‘)
                if self.use_ds:
                    contact_again = 1
                    break
                else:
                    self.killWorker()                
                    return DIANE.core.theTerminationHandler.terminate()
                break
                        
        if loop.timedOut():
            if self.use_ds:
                self.log.info("master not replying: getting a new master")                
                self.contactDS(self.directory_service,app_id)
            else:
                self.log.info("master not replying")  
                raise DIANE_CORBA.XCommunication(’master’, self.master, loop.timeoutMsg()+’ trying to regi
sterWorker()’,1)
            
        if contact_again:
            self.contactDS(self.directory_service,app_id)
        self.pingMasterThread = PingThread( self,"PingThread", PING_MASTER_COUNT, PING_MASTER_RETRY_P
ERIOD)
        self.pingMasterThread.start()
        return 1 
   
    def pingMaster(self):
        try:
           self.master.pingMaster()
           return True
        except Exception, x:
            return False
        
    def initJob(self, worker_init_msg, jobid, wid, userid, auto_kill):
        
        self.log.info("initializing job %d, worker id %d "%(jobid,wid))
        self._assert_not_busy()
        self.log.info("auto_kill:%d "%auto_kill)
        self.log.info("worker state"%self.state)
        self.jobid = jobid
        self.wid = wid
        self.init_msg = worker_init_msg
        self.userid = userid        
        self.one_job_only = auto_kill
        self.state = DIANE_CORBA.Worker.busy
        # initWorker        
        self.threads.append(SlaveThread(self,"InitThread",self.component,"env_init",worker_init_msg,wid)
)
        self.threads[−1].start()
        
      
    def notification_InitThreadFinished(self,thread):
        global MASTER_FEEDBACK_TIMEOUT,MASTER_FEEDBACK_RETRY_PERIOD
        loop = DIANE.util.TimeoutLoop(MASTER_FEEDBACK_TIMEOUT,MASTER_FEEDBACK_RETRY_PERIOD)
        
        while loop.wait():
            try:
                self.log.info("job initialization finished with the status: %s"%(thread.status,))
                #print ’X’*20
                #print thread.exec_details.error_msg
                self.state = DIANE_CORBA.Worker.ready
                self.master.jobInitFinished(self.jobid, self.wid, thread.status, thread.exec_detail
s)
                
                break
            except CORBA.TRANSIENT, x:
                self.log.info("failed to contact master, trying...")
            except CORBA.Exception, x:
                self.log.error("CORBA exception during contacting master")
                return DIANE.core.theTerminationHandler.terminate()
                
        if loop.timedOut():
            self.log.info("Unable to contact master. Giving up.")
            if self.directory_service is None:
                self.killWorker()
                return DIANE.core.theTerminationHandler.terminate()
            else:
                self.log.info(’********* INITAPPLICATION WILL BE CALLED AGAIN  *************’)
                self._get_ready()
                self.contactDS(self.directory_service,self.app_id)
        for t in self.threads:
            if t.getName() == "InitThread": t.kill()
            self.threads.remove(t)
            break
        if thread.status != DIANE_CORBA.ok:
            # the most reasonable thing to do now is to commit suicide
            # but maybe this could be a settable policy...
            self.killWorker()
            return DIANE.core.theTerminationHandler.terminate()
    def startTask(self, task_input_msg, taskid):
        if self.pingMasterThread is not None:
            self.pingMasterThread.kill()
            self.pingMasterThread = None
        self.log.info("starting task #"+str(taskid))
        self._assert_not_busy()
        self.taskid = taskid
        self.state = DIANE_CORBA.Worker.busy
        # runTask
        self.threads.append(SlaveThread(self,"TaskThread",self.component,"env_performWork",task_input_m
sg,taskid))
        self.threads[−1].taskid = taskid
        self.threads[−1].start()
        
    def notification_TaskThreadFinished(self,thread):
        
        global MASTER_FEEDBACK_TIMEOUT,MASTER_FEEDBACK_RETRY_PERIOD
        loop = DIANE.util.TimeoutLoop(MASTER_FEEDBACK_TIMEOUT,MASTER_FEEDBACK_RETRY_PERIOD)
        
        while loop.wait():
            try:
                self.log.info("task %d finished with the status: %s"%(self.taskid, thread.status))
                self.state = DIANE_CORBA.Worker.ready
                self.master.receiveTaskResult(thread.result, self.jobid, self.taskid, thread.status
, thread.exec_details, self.wid)
                break
            except CORBA.TRANSIENT, x:
                self.log.info("failed to contact master, trying...")
            except CORBA.Exception, x:
                self.log.error("CORBA exception during contacting master"+str(x))
                return DIANE.core.theTerminationHandler.terminate()
        if loop.timedOut():            
            if self.directory_service is None:                
                self.log.info("Unable to contact master. Giving up..")
                self.killWorker()
                return DIANE.core.theTerminationHandler.terminate()
            else:
                self.log.info(’********* INITAPPLICATION WILL BE CALLED AGAIN  *************’)
                self._get_ready()
                self.contactDS(self.directory_service,self.app_id)
        for t in self.threads:
            if t.getName() == "TaskThread": t.kill()
            self.threads.remove(t)
            break
        self.pingMasterThread = PingThread( self,"PingThread", PING_MASTER_COUNT, PING_MASTER_RETRY_P
ERIOD)
        self.pingMasterThread.start()
        
    def currentState(self):
        return self.state
    def killWorker(self):
        
        try:            
            self.log.info(’Killed by remote method invocation.’)
            self._abort_job()   
            self.state = DIANE_CORBA.Worker.inactive
            try:
                if self.master: self.master.unregisterWorker(self._this())
            except CORBA.Exception,x:
                pass
        finally:            
            return DIANE.core.theTerminationHandler.terminate()
                            
    def abortJob(self):
        
        """ Abort existing job and get ready for the new one. """
        self._abort_job()
        self._get_ready()
        
    def _abort_job(self):
        
        """ Release resources for the current job. """
        for t in self.threads:
            t.kill()
        self.threads = []
        
    def _assert_not_busy(self):
        """ Make sure that worker is not currently busy (precondition for some methods)."""
        if self.state == DIANE_CORBA.Worker.busy:
            msg = "worker did not complete last operation yet (busy or waiting on timeout to contact master)"    
            self.log.error(msg)
            raise DIANE_CORBA.XPrecondition("worker",msg)
        
    def _get_ready(self):
        # move to ready state if we can
        if self.state == DIANE_CORBA.Worker.busy:
            self.state = DIANE_CORBA.Worker.ready
    def abortTask(self):
        # BUGGY if worker is busy with InitThread....
        for t in self.threads:
            if t.getName() == "TaskThread": t.kill()
        self._get_ready()
        
    def jobIsNotFinished(self,jobid):
        return not jobid in self.jobid_finished
    
    def jobFinished(self,jobid):
        self.log.info("notification from master: job " + str(jobid)+ " finished")
        print ’worker state: ’,self.state
        self.jobid_finished.append(jobid)
        # questionable for some applications which cannot run more than one instance at a time
        if self.state == DIANE_CORBA.Worker.busy:
            self.log.info("interrupting busy worker, application may not cleanup correctly")
        
        if self.pingMasterThread is not None:
            self.pingMasterThread.kill()
        try:   
            if self.state == DIANE_CORBA.Worker.ready:
                self.threads.append(SlaveThread(self,"CleanupThread",self.component,"env_done",None))
                self.threads[−1].start()
        finally:
            self.state = DIANE_CORBA.Worker.ready
            if self.one_job_only:
                if self.directory_service:
                    self.log.info(’********* INITAPPLICATION WILL BE CALLED AGAIN  *************’)
                    self._get_ready()
                    self.contactDS(self.directory_service,self.app_id)
                else:
                    self.killWorker()
                    return DIANE.core.theTerminationHandler.terminate()                
                    
            else:
                self.abortJob()
                self.pingMasterThread = PingThread( self,"PingThread", PING_MASTER_COUNT, PING_MASTER
_RETRY_PERIOD)
                self.pingMasterThread.start()
            
            
    def notification_CleanupThreadFinished(self,thread):
        
        self.log.info("worker cleanup status: "+‘thread.status‘)
        
class SimpleWorkerServant:
    
    # ior here can be the ior of the master or the ior of the directory service
    # according with the flag use_ds
    def doSetup(self,ior,appname,server,use_ds):
        log = server.log
        if use_ds:
            msg = ’Directory Service’
        else:
            msg = ’Master’        
        try:
            obj = server.orb.string_to_object(ior)
        except CORBA.Exception:
            log.error("malformed %s address"%msg)
            log.error("%s OID=%s"%(msg,ior))
            return DIANE.core.theTerminationHandler.terminate()
        # according with use_ds can be a master object 
        # or a directory service object
        
        mds = None
        if use_ds:
            mds = obj._narrow(DIANE_CORBA.DirectoryService)
        else:
            mds = obj._narrow(DIANE_CORBA.JobMaster)
        if mds is None:
            log.error("Object reference is not a %s object"%msg)                   
            return DIANE.core.theTerminationHandler.terminate()
        
        from omniORB.BiDirPolicy import BIDIRECTIONAL_POLICY_TYPE, BOTH
        
        ps = [server.root_poa.create_lifespan_policy(PortableServer.PERSISTENT),
              server.root_poa.create_id_assignment_policy(PortableServer.USER_ID),
              server.root_poa.create_servant_retention_policy(PortableServer.RETAIN),
              server.orb.create_policy(BIDIRECTIONAL_POLICY_TYPE,BOTH)
              ]
        
        poa = server.root_poa.create_POA("MyPoa",server.root_poa_manager,ps)
        poa_mgr = poa._get_the_POAManager()
        poa_mgr.activate()
        self.worker = SimpleWorker(self)
        poa.activate_object_with_id(’DIANEWorker’,self.worker)
            
        self.worker.initApplication(DIANE_CORBA.appinfo_t(appname,"","","",""),mds,use_ds)         
 
        return 1
    
File: DirectoryService.idl
# ifndef _DIANE__JOBMASTER_IDL__
# define _DIANE__JOBMASTER_IDL__ 1
/* ==========================================
   DIANE − Distributed Analysis Environment 
   Copyright (C) Jakub T. Moscicki, 2000−2003
   Author: Paola Di Marcello
   −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−                                          
   See $DIANE_TOP/LICENSE for details.
   ========================================== 
*/
# include "types.idl"
module DIANE_CORBA
{
  /**
   *  DirectoryService
   */
  interface JobMaster;
  interface Worker;
  typedef JobMaster Master;
  
  /**
   * struct used by the Master to anotify it is still alive and do update the information
   * about its current state 
   */
  struct MasterMessage{
  Master master_ref;
  jobid_t job_id;
  long current_work;
  long completed_task;
  long all_task;
  string userid;
  string host;
  
  };
  
  /**
   * struct given to the Worker
   * if master_ref is None, the Worker checks the keep_asking flag
   * if is true the Worker will be kept alive and it  will come back to the
   * Directory Service, until a new master is available
   */  
  struct MasterInfo{
Master master_ref;
boolean keep_asking;
  };
  
 
  interface DirectoryService 
    {
      /**
       * method used by the client to receive the reference of 
       * one master available
       */
 MasterInfo getMaster(in string string_id, in Worker  worker_ref);
      /**
       * method used by the master to register himself 
       * to the directory service
       */
      boolean registerMaster(in Master mas,in long num_work,in jobid_t job_id,in string userid,in long
 importance, in string appname, in string host);
      /**
       * method used by the master to update the number of worker
       * to the directory service
       */
      
      void update (in MasterMessage msg);
      
      /**
       * method used by the master to unregister himself 
       * to the directory service
       */
      void unregisterMaster(in string job_id);
      /**
      * method used by the worker to 
      * notify that a master is not reachable
      */
      void isDied(in Master mas); 
      /** 
       * Get imformation of the current status.
       * 
       *  */
      string currentState();
      /**
       * method used to kill the Directory Service running
       */
       void killDirectoryService(); 
      
      /**
       *method used by Master when they have finished with the master  
       */
      void unsubscribeMaster(in jobid_t job_id);
    };   
};
# endif
File: JobMaster.idl
# ifndef _DIANE__JOBMASTER_IDL__
# define _DIANE__JOBMASTER_IDL__ 1
/* ==========================================
   DIANE − Distributed Analysis Environment 
   Copyright (C) Jakub T. Moscicki, 2000−2003
   Authors : Jakub T. Moscicki,Paola Di Marcello
   −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−                                          
   See $DIANE_TOP/LICENSE for details.
   ========================================== 
*/
# include "types.idl"
module DIANE_CORBA
{
  interface Client;
  interface Worker;
  /**
   * JobMaster coordinates one job at a time.
   *
   * JobMaster manages jobid itself (increments it) for multiple (sequential) startJob
   *
   */
  interface JobMaster
    {
      /**
       * State of the DIANE::JobMaster.
       */
      enum jmstate_t { constructed, ready, job_in_progress, finished_unsaved };
      /**
       * Initialize application and set initial job id.
       * Cleanup the registration sheet −− no workers registered at this point.
       *
       * throws exception XApplication if failed to initialize the application
       */      
      void initApplication(in appinfo_t app, in jobid_t jobid, in boolean usa_ds)
      raises (XApplication);
      /**
       * Start a new job. Client will be notified of current job status.
       */
      void startJob(in DXPByteSeq job_data, in Client c);
      /** 
       * At any point of job execution, client may reconnect if the the control link was broken.
       * If job is finished_unsaved this is a way to retrieve the result.
       * For the moment there is only one "active" client at a time.
       */
      boolean reconnectClient(in Client c, in jobid_t jobid);
      /**
       * Register worker. 
       * Registered worker will recieve initJob() automatically.
       * Constsency croesscheck parameters: appinfo 
       * Multiple worker registration is ignored.
       */
      void registerWorker(in Worker w, in appinfo_t app) 
      raises (XPrecondition);
      /**
       * Remove worker from registred list.
       * When a worker is killed is should unregister itself in master.
       * Also a multi−job executor might unregister workers to move the resource to other jobs.
       */
      void unregisterWorker(in Worker w)
      raises (XPrecondition);
      /**
       * Worker notification about finished initialization of the job.
       * Consistency crosscheck parameters: wid, jobid 
       */
      void jobInitFinished(in jobid_t jobid, in workerid_t wid, in task_status_t status, in task_exec_d
etails_t details)
      raises (XPrecondition);
      /**
       * Worker notification about completed task.
       * Consistency crosscheck parameters: wid, jobid 
       * After last task has been integrated, client will receive the result.
       */
      void receiveTaskResult(in DXPByteSeq task_output_data, in jobid_t jobid, in taskid_t taskid, in 
task_status_t status, in task_exec_details_t details, in workerid_t wid)
      raises (XPrecondition);
      /** 
       * Send the result to specified client (jobTerminated).
       * The result is buffered in case client is dead or disconnected. 
       */
      boolean sendResult(in Client c);
      
      /**
       * Worker checks if the master is still recheable
       */
      boolean pingMaster();
      
      /** Discard any unsaved result, so that master may accept startJob() again.*/
      boolean discardResult();
      /** Abort job and go into the accepting state (accept startJob()). */
      boolean abortJob();
      
      /** Get current status. */
      string currentState();
      /** Kill worker at any state (also in the middle of working state).
       *  Typically used by local container.
   */
      void killMaster();
    };
};
# endif
File: Worker.idl
# ifndef _DIANE__WORKER_IDL__
# define _DIANE__WORKER_IDL__ 1
/* ==========================================
   DIANE − Distributed Analysis Environment 
   Copyright (C) Jakub T. Moscicki, 2000−2003
   Authors : Jakub T. Moscicki,Paola Di Marcello
   See $DIANE_TOP/LICENSE for details.
   ========================================== 
*/
# include "types.idl"
module DIANE_CORBA
{
  interface JobMaster;
  /**
   * Worker serves one job at a time only.
   *
   * All methods may raise XPrecondition exception.
   *
   */
  interface Worker
    {
      /**
       * State of the DIANE::Worker.
       */
      enum wstate_t { 
constructed, 
app_inited, 
busy,
ready,
inactive
      };
      // interface used by the executor
      /**
       * Initialize worker for given application and register in master.
       *
       * Init application and register in the master.
       *
       *  throws exception XApplication if failed to initialize the application
       *  throws exception XCommunication if problems to communicate with master
       *  throws exception any user exception thrown by the JobMaster::registerWorker()
       * post state: app_inited
       */
      // interface used by master
      /**
       * Asynchronous initialization of a new job. 
       * At the end of initialization master will get jobInitFinished() message.
       * auto_kill flag sets the life time policy: if 1 then the worker will commit suicide automat
ically when the job is finished
       * \pre state: ready
       * \post state: busy
       */
      void initJob(in DXPByteSeq worker_init_data, in jobid_t jobid, in workerid_t workerid, in strin
g userid, in unsigned long auto_kill );
      /**
       * Asynchronous start of a new task with a given task id.
       * At the end of processing master will get receiveTaskResult() message.
       * pre  state: ready
       * post state: busy
       */
      void startTask(in DXPByteSeq worker_input_data, in taskid_t taskkid)
      raises (XPrecondition);
      /**
       * Abort current task and go to ready state.
       *
       * return false if cannot move to ready state (job not initialized).
       */
      void abortTask();
      /**
       * Abort current job.
       *
       * No effect if application was not initialized.
       * 
       * pre state: any
       * post state: app_inited
       */
      void abortJob();
      /**
       * Notification from master that the job has been finished.
       * jobid is used to crosscheck.
       */
      void jobFinished(in jobid_t jobid);
      
      /**
       * Get current status. May be used as ping.
       */ 
      wstate_t currentState();
      /** Kill worker at any state (also in the middle of working state).
       *  Automatically unregisters the worker in the master.
       *  Typically used by local container. Should also be called by the destructor.
       */
      void killWorker();
    };
};
# endif
  File: diane.directoryservice
#!/usr/bin/env python
# −*− python −*−
#  ==========================================
#  DIANE − Distributed Analysis Environment 
#  Copyright (C) Jakub T. Moscicki, 2000−2003
#  Author : Paola Di Marcello
#  −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
#  See $DIANE_TOP/LICENSE for details.
#  ==========================================
def usage():
    print """usage: diane.directoryservice
options:
−h, −−help : show this message
−−ior−ds−dir=DIR : specify the directory where to store the  directory service IOR file
    (default name is ~/diane.workspace/jobs/DSOID)
−−kill  [ior−ds−dir]   : kill the directory service already running
    if ior−ds−dir is not specified will try to kill the directory service with the IOR stored in th
e default location.
−−worker−idle=NUM_WORKER : specify the number of workers that the directory service keep alive
   even if there are no master available
−−max−workers=MAX_NUM_WORKERS : specify the max number of workers a master can have
−ORBendPoint giop:tcp:localhost:xxxxx : used to keep the IOR persistent
"""
import DIANE.core
import DIANE.core.DirectoryService
import DIANE.ui, DIANE.util
from omniORB import CORBA, PortableServer
import DIANE_CORBA # for client
MAX_WORKERS = 250
# use omniORB specific option for PERSISTENT policy to work fine:
#diane.directoryservice −ORBendPoint giop:tcp:localhost:22203"    
class DirectoryServiceServer(DIANE.core.SimpleServer):
    def doSetup(self):
        import sys, getopt, os
        try:
            opts, args = getopt.getopt(sys.argv[1:], "hk:", ["help","kill","ior−ds−dir=","worker−id
le=" ,"max−workers="])
        except getopt.GetoptError, x:
            print "command line syntax error"
            print x.msg, "offending option: ", x.opt
            usage()
            return DIANE.core.theTerminationHandler.terminate() 
        use_kill = 0
        ior_filename = "DSOID"
        reg = DIANE.ui.getJobRegistry()
        default_dir = reg.jobsdir
        default_path = os.path.join(reg.jobsdir,ior_filename)
        ds_path = default_path
        worker_idle = 0
        max_workers = MAX_WORKERS
        self.log = DIANE.util.Logger("DIANE","DirectoryService")
        
        for o,a in opts:
            if o in ("−h","−−help"):
                usage()
                return DIANE.core.theTerminationHandler.terminate() 
            if o in ("−k","−−kill"):
                use_kill = 1
                
            if o == "−−ior−ds−dir":
                ds_path = os.path.join(a,ior_filename)
                           
            if o == "−−worker−idle":
                worker_idle = int(a)
                self.log.info("Directory service will be running with %s idle workers "%a)
                
            if o == "−−max−workers":
                max_workers = int(a)
        
        if use_kill == 1:
            if os.path.exists(ds_path):
                ior = file(ds_path).readline()
                try:
                    obj = self.orb.string_to_object(ior)                                      
                    ds = obj._narrow(DIANE_CORBA.DirectoryService)
                    ds.killDirectoryService()
                except:
                    pass
                os.remove(ds_path)
                self.log.info("killing previous directory service...")
            return DIANE.core.theTerminationHandler.terminate()
                
        else:
            if os.path.exists(ds_path):
                print "UNABLE TO INITIALIZE DIRECTORY SERVICE"
                print "MAKE SURE NO OTHER DIRECTORY SERVICE IS ALREADY RUNNING ON THIS PC"
                print "OR TRY WITH THE OPTION −−kill TO KILL THE EXISTING ONE"                    
                return DIANE.core.theTerminationHandler.terminate() 
            
            else:
                self.servant = DIANE.core.DirectoryServiceServant()
                self.servant.doSetup(use_kill,self,self.log, ds_path, worker_idle,max_workers) 
                        
    def doCleanup(self):
        
        try:
            if self.servant:
                self.servant.doCleanup()
        except AttributeError:
            pass
        except Exception,x:
            raise   
        
if __name__ == "__main__":
    directory_service=DirectoryServiceServer("DirectoryService")
    DIANE.core.theTerminationHandler = directory_service
    directory_service.start()    
 File: diane.ds.command
#!/usr/bin/env python
# −*− python −*−
#  ==========================================
#  DIANE − Distributed Analysis Environment 
#  Copyright (C) Jakub T. Moscicki, 2000−2003
#  Author: Paola Di Marcello
#  −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−                                          
#  See $DIANE_TOP/LICENSE for details.
#  ==========================================
def usage():
    print """usage: diane.ds.command command
commands:
ping
 """
                     
import getopt, os
import sys
from omniORB import CORBA, PortableServer
import DIANE_CORBA
import DIANE.util, DIANE.ui
orb = CORBA.ORB_init(sys.argv, CORBA.ORB_ID)
poa = orb.resolve_initial_references("RootPOA")
master_id = None
command = ""
num_workers = −1 
try:
    opts, args = getopt.getopt(sys.argv[1:], "h", ["help","release−workers","num=","master−id="])
except getopt.GetoptError, x:
    print "command line syntax error"
    print x.msg, "offending option: ", x.opt    
    usage()
    sys.exit(2)
html_file = None
for o,a in opts:
    if o in ("−h","−−help"):
        usage()
        sys.exit()   
    
   
   
ior = DIANE.ui.getDSIOR()
if not ior:
    print "−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n"
    print "Directory Service not running...\n"        
    print "−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n"           
    sys.exit(2)
try:
    obj = orb.string_to_object(ior)
except CORBA.Exception:
    print "malformed DSOID address"
    print "Directory Service OID=%s"%ior
    sys.exit(2)
        
directory_service = obj._narrow(DIANE_CORBA.DirectoryService)
    
if directory_service is None:
    print "Object reference is not a Directory Service object"
    sys.exit(2)
try:
    result = directory_service.currentState()
except CORBA.Exception, x:
    print "Problem connecting the Directory Service:" + ‘x‘
    sys.exit(2)
print "−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n"
if result:
    print "got reply from the Directory Service!"
    print result
else:
    print "no reply from the Directory Service"
print "−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−"
File: diane.ganga.submitworkers
#!/usr/bin/env ganga
#−*−python−*−
#  ==========================================
#  DIANE − Distributed Analysis Environment 
#  Copyright (C) Jakub T. Moscicki, 2000−2003
#  Authors : Jakub T. Moscicki,Paola Di Marcello                                       
#  See $DIANE_TOP/LICENSE for details.
#  ==========================================
from   DIANE.util import fromKeys
import DIANE.ui
import os, os.path, sys, re, errno, stat, tempfile, getopt, random, glob
# GANGA submitter
class GangaSubmitter:
    def __init__(self):
        self.wms          = ’’ # default wms options
        self.defbackend   = ’Local’
        self.dianebk      = ’localhost’
        self.backend      = self.defbackend
        self.reg          = DIANE.ui.getJobRegistry()
        #self.masterOID    = os.path.join(self.reg.workspaceDirectory(),’MasterOID’)
        self.DSOID        =  os.path.join(self.reg.jobsdir,’DSOID’)
        self.name         = ’ganga’
        self.windex       = 0
        self.worder_num   = 1
        self.verbose      = False
        self.backends     = [’LSF’,’LCG’,’Local’,’gLite’]
        self.ceList       = []
        self.nxtCEId      = 0
        self.ds           = 0
        self.worker_num   = 0
        self.ds_file = None
        diane_vars = fromKeys(os.environ,[’DIANE_VERSION’,’DIANE_PLATFORM’,’DIANE_TOP’])
        self.script_template = """#!/bin/csh
if ($argv[1] == ’download’) then
    wget http://cern.ch/diane/download/diane.installation.manager
    chmod +x ./diane.installation.manager
    ./diane.installation.manager −−prefix=$PWD/DIANE %(DIANE_VERSION)s download
endif
%%APP_PRECONFIG%%
if ($argv[1] == ’download’) then
    source $PWD/DIANE/specific/PLATFORM/%(DIANE_VERSION)s/DIANE/etc/environment.csh
    find $DIANE_TOP −name ’*.pyc’ | xargs rm −f
else
    source %(DIANE_TOP)s/etc/environment.csh
endif
hostname
%%APP_POSTCONFIG%%
#(mkdir 1; cp * 1; cd 1; diane.startworker %%ARGS%% &)
#(mkdir 2;cp * 2; cd 2; diane.startworker %%ARGS%% &)
#(mkdir 3;cp * 3; cd 3; diane.startworker %%ARGS%% &)
#(mkdir 4;cp * 4; cd 4; diane.startworker %%ARGS%% &)
#(mkdir 5;cp * 5; cd 5; diane.startworker %%ARGS%%)
diane.startworker %%ARGS%%
%%APP_POSTWORKER%%
"""  
        self.script_template = self.script_template % diane_vars
        if self.verbose:
            print self.script_template
    ## Printing the Help message
    def usage(self):
        print """ganga diane.ganga.submitworkers [−v|−h] −−job=<job> −−jid=<#> −−nw=<#> −−wi=<#> −−
bk=<bk> −−wopts=<opts>
 −v             Verbose mode
 −h             This help
 −j, −−job=<job>    The DIANE job specification script
 −−jws=<path>   The workspace of the DIANE job that the new workers are associated, when specified 
the −−jid option will be ignored.
 −−jid=<#>      The id of the DIANE job that the new workers are associated.
                The −−jws cannot be used together. 
                 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
                 NOTE: If both −−jws and −−jid are not specified,           
                             the latest DIANE master job id will be taken         
                             from the default DIANE workspace (~/diane.workspace) 
                             If both are specified, the −−jws takes the precedence
                 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
 −−nw=<#>       Number of DIANE worker jobs
 −−wi=<#>       The beginning worker index, the default will be the number of exsiting workers of t
he given job
 −−bk=<bk>      The backend workload management system (naming is diane specific)
 −−wopts=<opts> The optios of backend workload management system
 −−ds           Run in the directory service mode
 −−ior−ds−dir : specify where to find the directory−service−ior """
        
    ## Getting the beginning worker index
    def genInitWorkerId(self):
        # 1. glob all directory with name "worker_xx"
        # 2. take only the basename
        # 3. remove the string "worker_"
        # 4. reverse the remainings to integer
        # 5. put into the list : oldWorkers
        oldWorkers = map( lambda x:eval(re.sub(r’^worker_’,r’’,os.path.basename(x))), glob.glob(’%s
/worker_*’ % self.jws) )
        if len(oldWorkers) > 0:
            oldWorkers.sort()
            wid = oldWorkers[−1] + 1
        else:
            wid = 0
        return wid
    ## Mapping to the GANGA supported backend
    def mapGangaBackend(self,backend):
        bk = self.defbackend
        bk_ok = False 
        for b in self.backends:
            pat = r’^%s’ % b
            match = re.match(pat, backend, re.IGNORECASE)
            if match:
                bk = b
                bk_ok = True 
                break
        if not bk_ok:
            print "GANGA backend %s: No such ganga backend is supported!\n" % backend
            print "Using the default one: %s" % self.defbackend
        return bk
   
    ## create an executable file f with the contents text
    def writeExec(self,execFile):
        if self.verbose:
            print "Exec script: %s" % execFile
            print "%s" % self.script
        file(execFile,’w’).write(self.script)
        mode = stat.S_IRUSR + stat.S_IXUSR + stat.S_IRGRP + stat.S_IXGRP + stat.S_IROTH + stat.S_IX
OTH
        os.chmod(execFile,mode) # rx for ugo
    ## Processing the input file list
    def processInputFiles(self,infiles):
        infstr = ’’ 
        if len(infiles)>0:
            for f in infiles:
                infstr = infstr + ’, "%s"’ %(f,)
        return infstr
        
    ## Generating the executable script
    def processScript(self):
        self.script = self.script.replace("%DIANE_TOP%",os.environ[’DIANE_TOP’])
    ## Run the submitter  
    def run(self):
        self.log = DIANE.util.Logger(’DIANE’,’’)
        try:
            opts, args = getopt.getopt(sys.argv[1:], "hvj:", ["help","ds","verbose","jid=","nw=","w
opts=","jws=","ior−ds−dir=","bk=","job=","wi="])
        except getopt.GetoptError:
            # print help information and exit:
            self.usage()
            sys.exit(2)
        self.jid    = None
        self.jws    = None
        self.windex = None        
        self.jobfilename = ’’
        self.jws_option = ’’
        
        for o, a in opts:
            if o in ("−h", "−−help"):
                self.usage()
                sys.exit()
            if o in ("−v", "−−verbose"):
                self.verbose = True
            if o == "−−nw":
                self.worker_num = eval(a)
            if o == "−−wi":
                self.windex = eval(a)
            if o == "−−bk":
                self.dianebk = a
                self.backend = self.mapGangaBackend(a)
            if o == "−−wopts":
                self.wms = a
            if o == "−−jws":
                self.jws = a
                self.jws_option = "−−jws=" + a
            if o == "−−jid":
                if len(a)  != 0:
                    self.jid = eval(a)
            if o  =="−−job":
                self.jobfilename = a
            if o =="−j":
                self.jobfilename = a
            if o == "−−ds":
                self.ds =1
            if o == "−−ior−ds−dir":
                self.ds_file =  File(os.path.join(a,’DSOID’))
                self.ds = 1
                
            ## Resolve the conflictions between jid and jws options
            ##  1. if jid and jws are both not set, get it from the default registry
            ##  2. if jid and jws are both set, jws takes the precedence
            
        if self.jws is not None:
           try:
               self.jid = eval(os.path.basename(self.jws))
           except Exception,e:
               self.jid = 1
        elif self.jid is not None:
           self.jws = self.reg.workspaceDirectory(self.jid)
        else:
           self.jid = self.reg.currentJobId()
           self.jws = self.reg.workspaceDirectory()
           
        if self.ds_file is None:
            self.ds_file = File(self.DSOID)
            
        ## Check the working directory of job: jid and generate the beginning id of the worker
        ## [NOTE] this automatic generation may collide with the other concurrent backend submittor
!!
        if self.windex is None:
            self.windex = self.genInitWorkerId()
        
        ## Reading the job specification
        print self.jobfilename
        print self.jid
        print self.jws
        try:
            self.spec = DIANE.ui.readJobSpecification(self.jobfilename)
            self.appname = self.spec.Application
        except KeyError,x:
            self.log.info("Error while processing job data file: "+self.jobfilename)
            self.log.info("Required parameter not found in your JobInitData: "+str(x))
            sys.exit(2)
        except Exception,x:
            self.log.info("Error while processing job data file: "+self.jobfilename)
            self.log.info("Details: "+str(x))
            sys.exit(2)
        ## Composing the command line arguments for the DIANE worker process    
        wargs = [’−a ’+self.appname]
        if self.ds:
            wargs.append(’−−ds’)
        wms_default=1 
        # switch to current job workspace
        rundir = self.jws        
        # reset the masterOID to the one in the job workspace
        self.masterOID = os.path.join(rundir,’MasterOID’)
        try:
            os.chdir(rundir)
            if self.verbose:
                print "switching to current user job workspace: %s" % rundir
        except OSError,x:
            print x
            sys.exit(1)
        ## Replacing the TOKENS in executable script template  
        self.script = self.script_template
        self.script = self.script.replace("%RUN_DIR%",rundir)
        self.script = self.script.replace("%ARGS%",reduce(lambda x,y: x+’ ’+y, wargs, ’’))
        # get the application−dependant part of the script
        boot = DIANE.util.getApplicationBOOT(self.appname)
        
        pre   = boot.preconfig(self.dianebk,self.spec)
        post  = boot.postconfig(self.dianebk,self.spec)
        post2 = boot.postworker(self.dianebk,self.spec)
        self.script = self.script.replace("%APP_PRECONFIG%",pre)
        self.script = self.script.replace("%APP_POSTCONFIG%",post)
        self.script = self.script.replace("%APP_POSTWORKER%",post2)
        
        ## Read the CE list while using LCG as backend
        if self.backend == ’LCG’ and os.path.isfile(self.wms):
            self.getCEList(self.wms)
        ## Loop over to submit DIANE workers 
        ##  1. create DIANE worker specific directory
        ##  2. Final processing for generating worker specific executable 
        ##  3. Write out the worker specific executable script 
        ##  4. Submit the DIANE worker
        for wi in range(self.windex,self.windex+self.worker_num):
            os.chdir(rundir)
            wlabel = ’worker_’+str(wi)
            wdir = os.path.join(rundir,wlabel)
            try:
                # 1. create worker specific directory 
                os.mkdir(wdir)
                # 2. final worker executable processing
                self.processScript()
                # 3. write out the worker specific executable script
                tempfile.tempdir = wdir
                jobExec = tempfile.mktemp("DIANE")
                self.writeExec(jobExec)
                # 4. submit the job
                os.chdir(wdir)
                self.submit(wi,wdir,jobExec)
            except OSError,x:
                if x.errno == errno.EEXIST:
                    print "warning: directory already exists: ",wdir
    ## read LCG CElist
    def getCEList(self,ceListFile):
        self.ceList  = map(lambda x:x.strip(), open(ceListFile,’r’).readlines())
        self.nxtCEId = 0
    ## select LCG CE in a random way
    def selectCE(self,mode=’sequencial’):
        if len(self.ceList) == 0:
            ce = None
        else:
            if mode == ’random’:
                ceId   = random.randint(0,len(self.ceList)−1)
            else:
                ceId   = self.nxtCEId
                if self.nxtCEId == len(self.ceList)−1:
                    self.nxtCEId = 0
                else:
                    self.nxtCEId = self.nxtCEId + 1
            ce = self.ceList[ceId]
        return ce
    ## Core for submitting DIANE worker
    def submit(self,i,wdir,jobExec):
        j = Job(name="DIANE_%s"%str(self.jid))
        j.backend = self.backend
        download = ’’
        if self.backend == ’LSF’:
            j.backend.queue = self.wms
        elif self.backend in [’LCG’,’gLite’]:
            j.backend.CE = self.selectCE()
            download = ’download’
        j.application = Executable()
        j.application.exe   = File(jobExec)
        j.application.args  = [download]
        j.application.args += [File(self.masterOID)]
        if self.ds:            
            j.application.args +=[self.ds_file]
        j.inputsandbox  = self.spec.InputFiles
        j.outputsandbox = self.spec.OutputFiles
        
        ## Not Yet working
        #j.inputsandbox  = self.spec.InputFiles
        #j.inputsandbox += [self.masterOID]
       
        j.submit()
        ## After submission, symlink the ganga input/output directories to DIANE workspace
        os.symlink(j.inputdir,wdir+’/input’)
        os.symlink(j.outputdir,wdir+’/output’)
if __name__ == "__main__":
    submiter = GangaSubmitter()
    submiter.run()
    print ’submission of worker agents through GANGA finished!’
    print ’*’*50
 File: diane.startclient
 
#!/usr/bin/env python
# −*− python −*−
#  ==========================================
#  DIANE − Distributed Analysis Environment 
#  Copyright (C) Jakub T. Moscicki, 2000−2003
#  Authors : Jakub T. Moscicki,Paola Di Marcello
#  −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−                                          
#  See $DIANE_TOP/LICENSE for details.
#  ==========================================
def usage():
    print "usage: startclient.py options"
    print "options:"
    print " −−job=FILE          job data in the file"
    print " −a NAME"
    print " −−app=NAME          name of the application to run"
    print "other options:"
    print " −−proxy             start client as a proxy to another client"
    print " −−use−proxy=IOR     use specified client proxy"
    print " −−master−file=FILE  file containing the master IOR (default is ’MasterOID’"
    print " −−master−ior=IOR    master IOR"
    print " −−workdir=DIR       change to DIR after reading input files"
    print " −−ds       : work with the directory service"
    print " −−jobid=ID          use specified jobid or AUTO for the last one (switch to the job wor
kspace)"
    print " By default a new job is started unless −−proxy is used."
import DIANE.core, DIANE.ui, sys,os
import DIANE_CORBA #for client
class SimpleClientServer(DIANE.core.SimpleServer):
    def doSetup(self):
        
        import getopt, time, os
        try:
            opts, args = getopt.getopt(sys.argv[1:], "hpa:", ["help", "app=", "job=", "ds","master−
file=", "master−ior=","proxy","use−proxy=", "workdir=","jobid="])
        except getopt.GetoptError, x:
            print "command line syntax error"
            print x.msg, "offending option: ", x.opt    
            usage()
            return DIANE.core.theTerminationHandler.terminate()
        appname = None
        job_data = None
        ior = None
        wdir = None
        proxy = None
        use_proxy = None
        self.use_ds = 0
        jid = None
        self.interactive = False
        
        for o,a in opts:
            if o in ("−h","−−help"):
                usage()
                return DIANE.core.theTerminationHandler.terminate()
            if o in ("−a", "−−app"):
                appname = a
            if o == "−−proxy":
                proxy = 1
            if o == "−−use−proxy":
                use_proxy = a
                
            if o in ("−j","−−job"):
                try:
                    jobdatafile = os.path.abspath(a)
                    self.spec = DIANE.ui.readJobSpecification(a)    
                    appname = self.spec.Application
                    job_data  = self.spec.JobInitData
                    job_chain = self.spec.JobChain
                    self.interactive = self.spec.Interactive
                except KeyError,x:
                    self.log.info("Error while processing job data file: "+a)
                    self.log.info("Required parameter not found in your JobInitData: "+str(x))
                    raise
                    return DIANE.core.theTerminationHandler.terminate()
                except Exception,x:
                    self.log.info("Error while processing job data file: "+a)
                    self.log.info("Details: "+str(x))
                    raise
                    return DIANE.core.theTerminationHandler.terminate()
            if o == "−−master−file":
                ior = file(a).readline()
            if o == "−−master−ior":
                ior = a
            if o == "−−workdir":
                wdir = a
            
            if o ==’−−ds’:
                self.use_ds = 1
            if o == "−−jobid":
                reg = DIANE.ui.getJobRegistry()
                jid = a
                if a == ’AUTO’:
                    jid = None
                reg.switchToWorkspace(jid)
                ior = file("MasterOID").readline()                        
                    
        if wdir:
            os.chdir(wdir)
        if not appname:
            print "error: missing application name"
            usage()
            return DIANE.core.theTerminationHandler.terminate()
        self.appname = appname       
        app_opts = {}
        if ’failRecovery’ in dir(self.spec):
            app_opts[’failRecoveryCode’] = self.spec.failRecovery
        if ’lostRecovery’ in dir(self.spec):
            app_opts[’lostRecoveryCode’] = self.spec.lostRecovery
        if ’matchTasksToWorkers’ in dir(self.spec):
            app_opts[’matchTasksToWorkersCode’] = self.spec.matchTasksToWorkers
            
        self.app_opts = app_opts
        self.spec.app_opts = app_opts
        
        self.job_chain = job_chain
        
        starting_job = use_proxy or not proxy
        if starting_job:
            if not job_data:
                print "error: job data not specified"
                usage()
                return DIANE.core.theTerminationHandler.terminate()
        # ClientProxy and Master should inherit from the same interface (JobStarter or alike)
        if use_proxy:
            try:
                obj = self.orb.string_to_object(use_proxy)
            except CORBA.Exception:
                self.log.error("unable to convert stringified IOR into ClientProxy reference="+use_
proxy)
                return DIANE.core.theTerminationHandler.terminate()
            use_proxy = obj._narrow(DIANE_CORBA.ClientProxy)
            peer = use_proxy
        else:
            if not ior:                
                reg = DIANE.ui.getJobRegistry()
                reg.switchToWorkspace(None)
                self.log.info("reading master address from the default file: MasterOID")
                ior = file("MasterOID").readline()
            try:
                obj = self.orb.string_to_object(ior)
            except CORBA.Exception:
                self.log.error("unable to convert stringified IOR into a JobMaster CORBA Object, Ma
sterOID="+ior)
                return DIANE.core.theTerminationHandler.terminate()
            master = obj._narrow(DIANE_CORBA.JobMaster)
            if master is None:
                self.log.error("Object reference is not a JobMaster object")
                return DIANE.core.theTerminationHandler.terminate()
            peer = master
        
        if proxy:
            self.servant=SimpleClientProxyServant()
            self.servant.doSetup(job_data,peer,self)
        else:
            self.log.info("starting a new job")
            self.servant=DIANE.core.SimpleClientServant()
            print "servant initializied"
            self.servant.doSetup(job_data,peer,self,self.use_ds,jid)
            
    #FIXME: this method is copied from the diane.startjob file 
   # every changes made here should be applied to it as well
    def prepareNextJob(self,new_spec,ior):
        if new_spec is None:
            new_spec = self.spec            
        
        reg = DIANE.ui.getJobRegistry()
        self.jobdir = reg.makeNewWorkspace() # and switch to it...
        self.jobid = reg.currentJobId()
        # FIXME: diane.master.command kill will fail because MasterOID is not is the job directory
        # it should copied from the previous job directory
        master_file = os.path.join(self.jobdir,’MasterOID’)
        ior_file = open(master_file,"w")
        ior_file.write(ior)
        ior_file.close()
        # copy all input files for the job sandbox and run initial commands
        new_spec.copyInputFiles(’.’)
        new_spec.runCommands()
        #
        
        for opt in [’options’,’failRecoveryCode’,’lostRecoveryCode’,’matchTasksToWorkersCode’]:
            new_spec.app_opts.setdefault(opt,None)
            #print ’DUMPING’,opt
            new_spec.app_opts[opt] = DIANE.util.fun_dumps(new_spec.app_opts[opt])
        app_info = DIANE_CORBA.appinfo_t(self.appname,new_spec.app_opts[’options’],
                                        new_spec.app_opts[’failRecoveryCode’],
                                        new_spec.app_opts[’lostRecoveryCode’],
                                        new_spec.app_opts[’matchTasksToWorkersCode’])
        
        self.servant.master.initApplication(app_info,self.jobid,self.use_ds)
        
        if self.use_ds:
            ior = DIANE.ui.getDSIOR()
            if not ior:            
                s = "Directory Service not running..."
                self.log.info(s)           
                return DIANE.core.theTerminationHandler.terminate()
            try:            
                obj = server.orb.string_to_object(ior)
            except CORBA.Exception:
                log.error("malformed DSOID address")
                log.error("Directory Service OID=%s"%ior)
                return DIANE.core.theTerminationHandler.terminate()
        
            self.directory_service = obj._narrow(DIANE_CORBA.DirectoryService)
            import getpass
            try:
                self.userid = getpass.getuser()
            except Exception,x:
                self.log.info("cannot get user name: %s"%str(x))
                self.userid = ’<unknown>’
                return DIANE.core.theTerminationHandler.terminate()
            self.directory_service.registerMaster(self.servant.master,0,self.jobid,self.userid,1)  
if __name__ == "__main__":
    server=SimpleClientServer("SimpleClient")
    DIANE.core.theTerminationHandler = server
    server.start()
File: diane.startjob
#!/usr/bin/env python
# −*− python −*−
#  ==========================================
#  DIANE − Distributed Analysis Environment 
#  Copyright (C) Jakub T. Moscicki, 2000−2003
#  Authors : Jakub T. Moscicki,Paola Di Marcello                                       
#  See $DIANE_TOP/LICENSE for details.
#  ========================================== 
import DIANE.core, DIANE.ui, os, os.path, sys
def usage():
    print """usage: startjob.py
 −j,−−job=FILE : job description file
 options:
 −−proxy    : start client  in proxy  mode
 −−inactive : do NOT start client (job is not activated)
 −−ganga    : submit worker jobs through ganga framework
 −−ganga−config : specify ganga user config file 
 −w,−−workers=WMS : launch workers
 −−wms=OPTS : pass OPTS to WMS directly
 −h, −−help : show this message
 −−workspace=DIR: if specified use DIR as workspace, otherwise use default workspace mechanism
 −−jobid=ID : if specified, use ID as jobid, this option must be used together with −−workspace and
 cannot be used with chained jobs
 −−ds       : work with the directory service
 −−ior−ds−dir : specify where to find the directory−service−ior 
 
Start master and  client locally in the same  process.  Job is started
automatically based on the contents of job description file.  Examples
of job description file may be found in $DIANE_TOP/dev/workspace/*.job
With −w  or −−workers option workers are  launched automatically using
the  backend workload management  system as  specified by  WMS string.
Examples:
 −w 2        : start 2 workers using default WMS (LSF)
 −w 5@lsf    : start 5 workers using LSF
 −w 30@edg   : start 30 workers using EDG resource broker
 −w ’5@lsf’ −−wms=’−q8nm −oLSF%J’ 
 
If client is started in the proxy mode then you need to run a separate
client to start  the job.  Proxy option is  provided for demonstration
purposes  −− in  practice you  would  start client,  client proxy  and
master  separetly on  different  machines.  (using  diane.startmaster,
diane.startclient).
"""
class SingleJobServer(DIANE.core.SimpleServer):
    def help(self):
        self.log.info("use −−help to see the options")
    # helper for clear initialization error messages
    _corba_init = DIANE.core._corba_init_master
   #FIXME: this method is copied and pasted in the diane.startclient file 
   # every changes made here should be applied to it as well
    def prepareNextJob(self,new_spec,ior):
        if new_spec is None:
            new_spec = self.spec
             
        reg = DIANE.ui.getJobRegistry()
        self.jobdir = reg.makeNewWorkspace() # and switch to it...
        self.jobid = reg.currentJobId()
        master_file = os.path.join(self.jobdir,’MasterOID’)
        ior_file = open(master_file,"w")
        ior_file.write(ior)
        ior_file.close()
        # copy all input files for the job sandbox and run initial commands
        new_spec.copyInputFiles(’.’)
        new_spec.runCommands()
       
        self.master.initApplication(new_spec.Application,new_spec.app_opts,self.jobid,self.use_ds,s
elf,self.ds_ior)
    def doSetup(self):
        self.master = None
        
        import getopt,sys
        try:
            opts, args = getopt.getopt(sys.argv[1:], "hpw:j:", ["help", "ds", "job=", "wms=", "work
ers=","ior−ds−dir=","proxy","ganga","ganga−config=","inactive",’workspace=’,’jobid=’])
        except getopt.GetoptError, x:
            print "command line syntax error"
            print x.msg, "offending option: ", x.opt  
            usage()
            return DIANE.core.theTerminationHandler.terminate()
        proxy = None
        ganga = None
        ganga_config = None
        appname = None
        job_data = None
        workers = None
        wmsopts = ’’
        workspace=None
        jobid = None
        self.use_ds = 0
        ds_option = ’’
        spec = None
        self.interactive = False
        job_chain = None
        ior_filename = "DSOID"
        ds_path = None
        CLIENT_START = 1
        worker_option = ""
        
        for o,a in opts:
            if o in ("−h","−−help"):
                usage()
                return DIANE.core.theTerminationHandler.terminate()
            if o == "−−proxy":
                proxy = 1
            if o == "−−ganga":
                ganga = 1
            if o == "−−ganga−config":
                ganga_config = a
            if o in ("−j","−−job"):
                try:
                    jobdatafile = os.path.abspath(a)
                    spec = DIANE.ui.readJobSpecification(a)
                    appname = spec.Application
                    job_data  = spec.JobInitData
                    job_chain = spec.JobChain
                    self.interactive = spec.Interactive
                except KeyError,x:
                    self.log.info("Error while processing job data file: "+a)
                    self.log.info("Required parameter not found in your JobInitData: "+str(x))
                    raise
                    return DIANE.core.theTerminationHandler.terminate()
                except Exception,x:
                    self.log.info("Error while processing job data file: "+a)
                    self.log.info("Details: "+str(x))
                    raise
                    return DIANE.core.theTerminationHandler.terminate()
            if o in ("−w","−−workers"):
                workers = a
            if o == "−−wms":
                wmsopts = a
            if o == ’−−inactive’:
                CLIENT_START = 0
            if o ==’−−workspace’:
                workspace = a
                worker_option += "−−jws " + a 
                
            if o == ’−−jobid’:
                jobid = int(a)
            
            if o ==’−−ds’:
                self.use_ds = 1
                if ds_option == ’’:
                    ds_option = ’−−ds’
                
            if o  == "−−ior−ds−dir":
                ds_path = os.path.join(a,ior_filename)
                self.use_ds = 1
                if ds_option == ’’:
                    ds_option = ’−−ds’
                worker_option += " −−ior−ds−dir=" + a 
        if not appname:
            self.log.info("undefined application name, use −−job option or review your job descript
ion file")
            self.help()
            return DIANE.core.theTerminationHandler.terminate()
        self.appname = appname
        
        app_opts = {}
        if ’failRecovery’ in dir(spec):
            app_opts[’failRecoveryCode’] = spec.failRecovery
        if ’lostRecovery’ in dir(spec):
            app_opts[’lostRecoveryCode’] = spec.lostRecovery
        if ’matchTasksToWorkers’ in dir(spec):
            app_opts[’matchTasksToWorkersCode’] = spec.matchTasksToWorkers
            
        self.app_opts = app_opts
        self.spec = spec
        self.spec.app_opts = app_opts
        
        reg = DIANE.ui.getJobRegistry()
        
        if self.use_ds:
    
            if ds_path is None:
                self.ds_ior = DIANE.ui.getDSIOR()
            else:    
                ds_path  = os.path.abspath(ds_path)
                self.ds_ior = file(ds_path).readline()            
            if not self.ds_ior:
                self.log.info("Directory Service not running...")
                return DIANE.core.theTerminationHandler.terminate()
        else:
            self.ds_ior = None
        if workspace:
            self.jobdir = workspace
            os.chdir(self.jobdir)
        else:
            self.jobdir = reg.makeNewWorkspace() # and switch to it...
        if jobid is None:
            jobid = reg.currentJobId()
        self.jobid = jobid
        
        # copy all input files for the job sandbox and run initial commands
        spec.copyInputFiles(’.’)
        spec.runCommands()
        
        self.master = DIANE.core.SimpleJobMasterServant()
        try:
            self.master.doSetup(appname,reg.currentJobId(),self,self.log,self.use_ds,self.ds_ior,ap
p_opts)        
        except Exception, x:
            self.log.info("Error: " + ‘x‘)
            return DIANE.core.theTerminationHandler.terminate()
        # auto_kill policy depends if there is a job chain or not
        # check if jobchain is None or an empty list
        self.master.master_servant.one_job_only = job_chain is None or job_chain == [] 
        self.job_chain = job_chain
        
        if CLIENT_START:
            if proxy:
                self.client = DIANE.core.SimpleClientProxyServant()
                self.client.doSetup(job_data,self.master.master_servant,self)
            else:
                if not job_data:
                    self.log.info("unspecified job data")
                    return DIANE.core.theTerminationHandler.terminate()                
                            
                self.client = DIANE.core.SimpleClientServant()
                self.client.doSetup(job_data,self.master.master_servant._this(),self,self.use_ds,re
g.currentJobId()) 
        
   
        if workers:
            workers = workers.split(’,’)
            wmsopts = wmsopts.split(’,’)
            windex = 0
            for i in range(len(workers)):
                wms = ’lsf’ # default submission backend
                s = workers[i].split(’@’)
                num = int(s[0])
                if len(s)>1: wms = s[1]
                wopts = ""
                try:
                    if wmsopts[i]:
                        wopts += "’%s’" %(wmsopts[i],)
                except IndexError:
                    pass
                
                if ganga:
                    ganga_opt = ""
                    if ganga_config:
                        ganga_opt = "−−config %s"%ganga_config
                
                    wcmd = ’ganga %s ‘which diane.ganga.submitworkers‘ −−job=%s −−jws=%s −−nw=%d −−
wi=%d −−bk=%s −−wopts=%s %s %s’%(ganga_opt,jobdatafile,self.jobdir,num,windex,wms,wopts,ds_option,w
orker_option)
                else:
                    wcmd = ’diane.%s.submitworkers %d %s −−wms=%s −−windex=%d %s %s’%(wms,num,jobda
tafile,wopts,windex,ds_option,worker_option)
                self.log.info(wcmd)
                if os.system(wcmd):
                    return DIANE.core.theTerminationHandler.terminate()
                windex += num
    def doCleanup(self):
        if self.master:
            self.master.doCleanup()
        try:
            self.log.info(’job output in: ’+self.jobdir)
        except AttributeError:
            pass
        DIANE.core.SimpleServer.doCleanup(self)
        
if __name__ == "__main__":
    
    try:
        server=SingleJobServer("startjob")
        DIANE.core.theTerminationHandler = server
        server.start()
    except Exception, x:
        sys.exit() 
File: diane.startmaster
#!/usr/bin/env python
# −*− python −*−
#  ==========================================
#  DIANE − Distributed Analysis Environment 
#  Copyright (C) Jakub T. Moscicki, 2000−2003
#  Authors : Jakub T. Moscicki,Paola Di Marcello                                       
#  See $DIANE_TOP/LICENSE for details.
#  ==========================================
def usage():
    print "usage: SimpleJobMaster options"
    print "required options:"
    print " −a NAME"
    print " −−app=NAME          name of the application to run"
    print "other options:"
    print " −−create−workspace  create a new workspace directory for the master and switch to it (o
therwise run in the CWD)"
    print " −−plugin−db=FILE    select specific plugin db file (default is ’plugin.db’)"
    print " −p"
    print " −−plugin            indicate that appname is a name of the plugin (default)"
    print " −−jobid=ID          jobid (default 1)"
    print
import DIANE.core
class SimpleJobMasterServer(DIANE.core.SimpleServer):
    # helper for clear initialization error messages
    _corba_init = DIANE.core._corba_init_master
    
    def doSetup(self):
        import sys, getopt, os
        try:
            opts, args = getopt.getopt(sys.argv[1:], "hpa:", ["help","plugin−db=", "ds" , "plugin",
 "app=","jobid=","create−workspace"])
        except getopt.GetoptError, x:
            print "command line syntax error"
            print x.msg, "offending option: ", x.opt
            usage()
            return DIANE.core.theTerminationHandler.terminate()
        use_plugin = 1
        if os.environ.has_key("PLUGIN_DB"):
            plugindb = os.environ["PLUGIN_DB"]
        else:
            plugindb = "plugin.db"
        appname = None
        jobid = None
        use_ds = 0
        def check_jobid():
            # check for conflicting −−jobid and −−create−workspace options
            if not jobid is None:
                print ’ERROR: cannot use −−jobid and −−create−workspace options at the same time’
                return DIANE.core.theTerminationHandler.terminate()
        
        for o,a in opts:
            if o in ("−h","−−help"):
                usage()
                sys.exit()
            if o in ("−p","−−plugin"):
                use_plugin = 1
            if o == "−−plugin−db":
                plugindb = a
            if o in ("−a", "−−app"):
                appname = a
            if o == "−−jobid":
                check_jobid()
                jobid = a
            if o == "−−create−workspace":
                check_jobid()
                self.jobdir = reg.makeNewWorkspace() # and switch to it...
                jobid = reg.currentJobId()
                
            if o in(’−−ds’):
                use_ds = 1    
                
        if not appname:
            print "error: missing application name"
            usage()
            return DIANE.core.theTerminationHandler.terminate()
        self.servant = DIANE.core.SimpleJobMasterServant()
        self.servant.doSetup(appname,jobid,self,self.log,use_ds)
    def doCleanup(self):
        try:
            self.servant
            self.servant.doCleanup()
        except AttributeError:
            pass
        except Exception,x:
            raise
if __name__ == "__main__":
    server=SimpleJobMasterServer("SimpleJobMaster")
    DIANE.core.theTerminationHandler = server
    server.start()
    
# use omniORB specific option for PERSISTENT policy to work fine:
#SimpleJobMaster.py −ORBendPoint giop:tcp:pcitapi75.cern.ch:22203
#orb = CORBA.ORB_init(sys.argv, CORBA.ORB_ID)
File: diane.startworker
#!/usr/bin/env python
# −*− python −*−
#  ==========================================
#  DIANE − Distributed Analysis Environment 
#  Copyright (C) Jakub T. Moscicki, 2000−2003
#  Authors : Jakub T. Moscicki,Paola Di Marcello
#  See $DIANE_TOP/LICENSE for details.
#  ==========================================
def usage():
    print """usage: startworker.py options
 required options:
 −a NAME
 −−app=NAME          name of the application to run
 other options:
  −−master−file=FILE  file containing the master IOR (default is ’MasterOID’
  −−master−ior=IOR    master IOR
  −−ds                run in the directory service mode
  −−use−workspace     switch to the current user job workspace on the local machine
       this option makes sense if you want to run worker manually on the local machine"""
   
#import sys,dl
#sys.setdlopenflags(dl.RTLD_NOW|dl.RTLD_GLOBAL)
#print dl.open(’libDIANE_Brachy.so’)
from omniORB import CORBA#, PortableServer
import DIANE.core
import DIANE.core.SimpleWorker
import DIANE_CORBA # for client
class SimpleWorkerServer(DIANE.core.SimpleServer):
    def doSetup(self):       
        import sys, getopt, os, DIANE.core # need to import DIANE here as well FIXME: (why?) 
        try:
            opts, args = getopt.getopt(sys.argv[1:], "hp:a:", ["help","ds","master−file=","master−i
or=","plugin−db=", "plugin", "app=", "use−workspace"])
        except getopt.GetoptError, x:
            print "command line syntax error"
            print x.msg, "offending option: ", x.opt
            usage()
            return DIANE.core.theTerminationHandler.terminate()
        appname = None
        
        ior = None
        use_ds = 0
        
        for o,a in opts:            
            
            if o in ("−h","−−help"):
                usage()
                sys.exit()
            if o in ("−a", "−−app"):
                appname = a
            if o == "−−master−file":
                ior = file(a).readline()
            if o == "−−master−ior":
                ior = a
                
            if o == "−−ds":
                use_ds = 1
                   
            if o == "−−use−workspace":
                import DIANE.ui
                reg = DIANE.ui.getJobRegistry()
                print "switching to current user job workspace:",
                try:
                    reg.switchToWorkspace()
                except OSError,x:
                    print x
                    sys.exit(1)
                rundir = reg.workspaceDirectory()
                print rundir
        if not appname:
            print "error: missing application name"
            usage()
            return DIANE.core.theTerminationHandler.terminate()   
        if use_ds:                    
            try:
                ior = DIANE.ui.getDSIOR()
                if ior is None:
                    ior = file("DSOID").readline()                
            except Exception,x:
                s = "Problem opening file DSOID: " +str(x)
                self.log.info(s)
                return DIANE.core.theTerminationHandler.terminate() 
          
        else:
            self.log.info("reading master address from the default file: MasterOID")
            ior = file("MasterOID").readline()                 
        worker =DIANE.core.SimpleWorker.SimpleWorkerServant()
        worker.doSetup(ior,appname,self,use_ds)
        
if __name__ == "__main__":
    server=SimpleWorkerServer("startworker")
    DIANE.core.theTerminationHandler = server
    server.start()
