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LAGRANGIAN SCHEMES FOR WASSERSTEIN GRADIENT FLOWS
JOSE A. CARRILLO, DANIEL MATTHES, AND MARIE-THERESE WOLFRAM
Abstract. This paper reviews different numerical methods for specific examples of Wasserstein gradient flows: we
focus on nonlinear Fokker-Planck equations, but also discuss discretizations of the parabolic-elliptic Keller-Segel
model and of the fourth order thin film equation. The methods under review are of Lagrangian nature, that is,
the numerical approximations trace the characteristics of the underlying transport equation rather than solving the
evolution equation for the mass density directly. The two main approaches are based on integrating the equation for
the Lagrangian maps on the one hand, and on solution of coupled ODEs for individual mass particles on the other
hand.
1. Introduction
In most general terms, L2-Wasserstein gradient flows are evolution equations for a time-dependent probability density
ρ(·) : [0, T ]× Ω→ R≥0 on a domain Ω ⊂ Rd that can be written as follows:
∂tρt + div(ρt vt) = 0, with vt = −
[
∇δE
δρ
(ρt)
]
,(1)
subject to no-flux boundary conditions. In equation (1) the probability density ρ is transported along a time-
dependent gradient vector field vt : Ω → Rd; and the pressure generating that vector field depends on ρ through
the variational derivative of a free energy functional E . In this chapter, we shall review Lagrangian methods for
computing the solutions of (1).
1.1. Examples for (1). The most prominent example of the form (1) is the linear heat equation ∂tρt = ∆ρt. Indeed,
choosing E as Boltzmann’s entropy functional, E(ρ) = H1(ρ) :=
∫
Ω
ρ log ρdx, one obtains:
δH1
δρ
(ρt) = log ρt, and thus ∂tρt = div(ρt∇ log ρt) = ∆ρt.
Note that this is a hydrodynamical view on the heat equation, which is complementary to the more classical under-
standing in probabilistic terms as stochastic motion of Brownian particles.
Among the many further evolution equations of the form (1), there are non-linear and non-local Fokker-Planck
equations,
∂tρt = ∆Φ(ρt) + div
(
ρt [∇V + ρt ∗ ∇W ]
)
,(2)
where Φ : R≥0 → R≥0 is a nonlinearity subject to certain conditions (e.g., Φ(ρ) = ρm with arbitary m > 0 is
allowed), V ∈ C2(Ω) is an external potential, and W ∈ C2(Rd) represents the potential of a non-local inter-particle
interaction. The corresponding entropy functional is
E(ρ) = Hh,V,W (ρ) :=
∫
Ω
[
h(ρ) + ρV +
1
2
ρ(W ∗ ρ)]dx,(3)
with an entropy density h : R≥0 → R such that ρh′′(ρ) = Φ′(ρ). In the variational context, equation (2) is augmented
with the natural boundary conditions, which are no-flux,
ρ∇[h′(ρ) + V +W ∗ ρ] · ν = 0 for all x ∈ ∂Ω, t > 0,(4)
with ν the unit outwards normal to the boundary of Ω. For an overview on the vast field of applications of porous
medium or filtration equations, which are (2) with V ≡ 0 and W ≡ 0, we refer to the book of Vazquez [Va´z07]. More
recently, a rich theory has been developed for (2) with irregular potentials W . A case of particular interest is the
parabolic-elliptic Keller-Segel model, which is (2) with linear diffusion Φ(r) = r, with V ≡ 0, and W given by the
Newtonian potential, that is W (z) = 12pi log |z| in dimension d = 2, see [DP04, BDP06, BCC08, BCC12, CCY19] and
the references therein. Complementary to that, a solution theory has been developed, see e.g. [CDF+11], for quite
general interaction potentials W , even in the absense of diffusion, Φ ≡ 0. Prominent applications are in studies of
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the collective dynamics of bird flocks or fish schools, see for example [BCL09, HB10, CDF+11, BGL12, BCLR13a,
BCLR13b], but such equations also find applications in physics, for example for granular media [Tos00, CMV03,
LT04, CMV06] or in material sciences e.g [HP05].
Examples of fourth order equations of type (1) include
∂tρt + div(ρt∇∆ρt) = 0, and ∂tρt + div
(
ρt∇
∆
√
ρt√
ρt
)
= 0.(5)
These equations are, respectively, known as the thin film equation with linear mobility from lubrication theory
[Ber98], and the quantum drift diffusion equation from semi-conductor modeling [Ju¨n09]. The corresponding free
energy functionals are the Dirichlet energy, and the Fisher information,
EDirichlet(ρ) = 1
2
∫
Ω
|∇ρ|2 dx and EFisher(ρ) =
∫
Ω
|∇ log ρ|2ρdx.(6)
Notation and Basic concepts.- For definiteness, let Ω ⊂ Rd be a bounded and convex domain throughout this
chapter. Let us denote by P(Ω) the set of probability measures with support on the open set Ω. Further, recall the
notation of push-forward of a density ρ : Ω→ R through a map T : Ω→ Ω:
T#ρ =
ρ
det DT
◦ T−1.
There are several possible definitions of the euclidean transport distance W2 between two probability measures, the
most robust being the infimum in the Kantorovich problem:
W2(ρ, η)
2 = inf
γ∈Γ(ρ,η)
∫
Ω×Ω
|x− y|2 dγ(x, y),(7)
where Γ(ρ, η) is the set of all couplings between ρ and η, that is,
Γ(ρ, η) = {γ ∈ P(Ω× Ω) | ∀A,B ⊆ Ω : γ[A× Ω] = ρ[A], γ[Ω×B] = η[B]} .
For the Lagrangian approach discussed here, we shall use Monge’s original definition, which is equivalent to the one
above at least if ρ is absolutely continuous, see [Bre91]:
W2(ρ, η)
2 = inf
T :η=T#ρ
∫
Ω
|T (x)− x|2ρ(x) dx.
We refer to [Vil03b, San15] for the basics of optimal transport concepts. There also exists an Eulerian approach to
optimal transport introduced by Benamou and Brenier [BB00], we will postopone its dicussion to the last section
where we will make use of it.
1.2. Lagrangian formulation of (1). The transport character of (1) calls for a Lagrangian formulation of the
dynamics. We adopt the microscopic picture of particles that move along the vector field v, which is influenced by
themselves through the induced change of the macroscopic particle density ρ. For definiteness, let Θ ⊂ Rd be a
reference domain and θ ∈ P(Θ) be a reference probability density. A canonical choice is Θ = Ω and θ = u0, the
initial condition, but we shall discuss further possible choices below. The Lagrangian map X(·) : [0, T ] × Θ → Ω is
associated to a solution ρt of (1), such that t 7→ Xt(ξ) ∈ Ω describes the trajectory of a particle with label ξ ∈ Θ.
That is,
∂tXt = vt ◦Xt.(8)
Provided that X0 is chosen such that X0#θ = ρ0, i.e., X0 realizes the initial density, then
ρt = Xt#θ
at any t ∈ [0, T ]. Next we introduce
E#(X) := E(X#θ),
and use that for every diffeomorphism X¯ : Θ→ Ω,
1
θ
δE#
δX
(X¯) = ∇δE
δρ
(X¯#θ) ◦ X¯,
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see Lemma 1 in the appendix. Then the probability density ρt can be completely eliminated from the evolution
equation, leading to a closed system for X alone,
∂tXt = −1
θ
δE#
δX
(Xt).(9)
Note that equation (1) and (9) are equivalent for smooth solutions with everywhere-positive ρt.
1.3. Two gradient flow structures. We briefly recall the basic terminology of gradient flows: on a Riemannian
manifold M with a local scalar product 〈·, ·〉x, the gradient flow of a function F ∈ C2(M) is formed by solutions
x(·) : [0, T ]→M to
d
dt
xt = − gradM F (xt),(10)
where the gradient gradM F (x) of F at x ∈ M is the unique element v ∈ TxM in M’s tangent space at x with
〈v, w〉x = DF (x)[w] for all w ∈ TxM. With this definition of the gradient, it is clear that any solution x(·) to (10)
descends in F ’s potential landscape “as fast as possible” in the sense that a curve x(·) : [0, T ] →M is a solution if
and only if at each instance of time t ∈ [0, T ], its tangent vector dxt/dt ∈ TxM minimizes among all v ∈ TxM the
following expression:
1
2
〈v, v〉xt + DF (xt)[v].(11)
There are two ways in which (1) can be considered as a gradient flow.
The first is obvious from the Lagrangian formulation (9), which is directly identified as an L2-gradient flow of
E# on the space of Lagrangian maps. Here the role of the manifold M is played by L2θ(Θ; Ω), the linear space of
measurable maps X : Θ→ Ω, whose tangent space at any point consists of square integrable vector fields v : Θ→ Rd,
and is equipped with the scalar product
〈v,w〉θ =
∫
Θ
v ·w θ dξ.
While this L2-gradient flow structure is easily understood, the second structure introduced in the seminal paper by
Otto [Ott01a] is more subtle: (1) is a metric gradient flow of E in the L2-Wasserstein distance. Here, the role of
the manifold M is played by the space of probability measures P(Ω). The rigorous construction of the Wasserstein
tangent space at some ρ ∈ P(Ω) amounts to identifying — via the continuity equation — tangent vectors with
elements in the closure of all gradient vector fields ∇ϕ : Ω→ Rd with ϕ ∈ C∞c (Ω) in the ρ-weighted L2-norm. Less
rigorously and more intuitively: if (ρt)t∈[0,T ] is some sufficiently regular curve in P(Ω), then at each t ∈ [0, T ], there
is an essentially unique gradient vector field vt = ∇ϕt such that ∂tρt + div(ρtvt) = 0. Inside that framework, the
analogue of the local scalar product between two tangent vectors, identified with ∇ϕ and ∇ψ, respectively, amounts
to
〈∇ϕ,∇ψ〉ρ :=
∫
Ω
∇ϕ · ∇ψ ρdx.(12)
In this context, the L2-Wasserstein distance W2(ρ
0, ρ1) between ρ0, ρ1 ∈ P(Ω) can be introduced as shortest con-
necting curve (ρs)0≤s≤1 from ρ0 to ρ1,
W2(ρ
0, ρ1) = inf
(ρs)0≤s≤1
{∫ 1
0
〈∇ψs,∇ψs〉ρs ds
∣∣∣∣ ∂sρs + div(ρs∇ψs) = 0} .(13)
With this dictionary at hand, it is now straight-forward to conclude that (1) is the analogue of (10), and in
particular, vt is identified with the gradient of E at ρt with respect to the local scalar product (12). In analogy to
the situation on the Riemannian manifold, we define the gradient in the Wasserstein metric (with a certain abuse of
notation) by
gradW2 E = ∇
δE
δρ
,(14)
so that (1) becomes
∂tρt = div
(
ρt gradW2 E(ρt)
)
.
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We stress that this discussion is very formal. The introduction of the L2-Wasserstein distance W2 via (13) is full of
technical subtleties, see [BB00]. Moreover, the functionals E of interest are far from being differentiable, but typically
just lower semi-continuous, which makes it impossible to define a gradient in a simple way as in (14).
There are fully rigorous approaches to understanding solutions to (1) as being of steepest descent, the most
prominent being the theory of metric gradient flows developed by Ambrosio et al [AGS08]. There, one completely
avoids the scalar product (12) and defines W2 as a global metric on P(Ω). Accordingly, the metric gradient flow is
not formulated in differential terms, but instead is characterized by variational principles that are formally related
to (11) above, that is, to consider curves t 7→ ρt in P(Ω) whose motion — now measured in W2 — is such that it
decreases the functional E as fast as possible. This can be formulated in robust variational ways, like the energy
dissipation equality, or the evolutionary variational inequalities.
Unfortunately, this approach is very abstract, and it has surprising limitations in view of applicability to concrete
evolution equations of type (1). While the non-linear Fokker-Planck equation (2) fits well into the framework of
[AGS08], this is not the case for the fourth order equations (5). Therefore, we shall adopt a more practical view
on Wasserstein gradient flows here, which is centered around the question: “What are the properties implied on
solutions to (1) by the theory, and how can they be used for the design of numerical schemes?”
2. Benefit from the gradient flow structures
As indicated above, we shall not go into details of the theory of metric gradient flows but only summarize results
and techniques that are of interest for the design and analysis of numerical schemes.
2.1. Existence of solutions by minimizing movements. Knowing that (1) is (at least formally) a gradient flow
in the Wasserstein metric for a reasonable functional E , one almost automatically obtains the existence of curves ρ(·) in
P(Ω) that realize the principle of steepest descent indicated in (11). The general approach to their construction goes
via the celebrated variational form of the implicit Euler discretization in time, commonly referred to as minimizing
movement scheme. More specifically, for a given time step size ∆t > 0, a sequence (ρn∆t)
∞
n=0 of ρ
n
∆t ∈ P(Ω) such that
ρn∆t approximates the density ρ(n∆t) of the true solution at time t = nτ are obtained as follows: one starts from the
initial condition ρ0∆t := ρ0, and then one defines each ρ
n
∆t for n = 1, 2, . . . inductively as minimizer of
ρ 7→ 1
2∆t
W2(ρ, ρ
n−1
∆t )
2 + E(ρ).(15)
Note that (15) can be formally derived by integrating (11) in time from t = (n− 1)τ to t = nτ along a solution ρ(·),
and approximating the integral over the metric term by the distance. Unqiue solvability of (15) follows under the
typical hypotheses from calculus of variations.
By abstract arguments, the time-interpolated ρn∆t have accumulation points in the space of continuous curves
on P(Ω) for ∆t → 0. The difficulty is then to show that these limit curves are indeed solutions to (1) in some
sense. This has been shown for the Fokker-Planck equation (2) and for the thin film and QDD equations (5), see
[JKO98, Ott98, Ott01b, BCC08, BCC12, GST09, MMS09, CDF+11]. This method of approximation in time is so
reliable that it is the basis for essentially all numerical schemes for gradient flows. We mention that variational
discretizations in time of higher order have been developed recently [LT17, MP19, Pla19], but are not yet widely
used.
2.2. Long time asymptotics from displacement convexity. Some functionals E of interest happen to be λ-
uniformly displacement convex in the sense of McCann [McC97]: that is, there is a λ ∈ R such that for any
“reasonable” unit speed geodesic (ηs)s∈[0,σ] in (P(Ω),W2), the real function s 7→ E(ηs) has second derivative bounded
below by λ. This is true for instance for the entropy functional Hh,V,W under the hypotheses that h satisfies the
McCann condition:
(1) h is convex with h(0) = 0, and s 7→ sdh(s−d) is convex and non-increasing,
(2) W is convex, and
(3) V is λ-uniformly convex, that is ∇2V ≥ λ1.
For Wasserstein gradient flows of such functionals, one obtains interesting consequences on the long-time asymptotics
of solutions ρ(·).
A first implication of λ-uniform displacement convexity is λ-uniform contractivity of the flow: for any two solutions
ρ(·) and η(·) the map
t 7→ eλtW2(ρt, ηt)(16)
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is non-increasing in time. Note that for λ > 0, this implies mutual attraction of solutions at exponential rate in time,
for λ < 0, it estimates the speed of divergence from each other. In any case, monotonicity of (16) implies uniqueness.
If λ > 0, then it follows from contractivity that (1) has a unique stationary solution ρ∗, which coincides with the
unique minimizer of E , and any solution ρ(·) to (1) converges to ρ∗ exponentially fast:
t 7→ eλtW2(ρt, ρ∗) and t 7→ eλt
(E(ρt)− E(ρ∗))(17)
are non-increasing in t ≥ 0. The estimates in (17) have been the key to study the long-time asymptotics of various
PDEs of type (1), see e.g. [Ott01b, CMV03, CMV06, MMS09, CDF+11, BCC12].
Preserving convexity is one of the central interests in designing numerical methods for (1). If P(Ω) is approximated
by a finite-dimensional metric space, and E is discretized thereon such that it has the same modulus λ of convex-
ity, then the discretized gradient flow is automatically asymptotic preserving in the sense that solutions share the
monotonicities (16) and (17). Moreover, from the computational perspective, a very useful consequence of λ-uniform
displacement convexity is that the minimization problem (15) is uniformly convex as well, with modulus λ′ := 1τ +λ.
2.3. Polyconvexity from displacement convexity. A benefit from the gradient flow structure of (1) in W2 is
that the evolution (9) for the Lagrangian map X is a gradient flow as well: one replaces the space of probability
measures with the intricate Wasserstein distance by a space of maps, equipped with the much easier L2-structure.
The construction of solutions via minimizing movements carries over from (15): a sequence of maps (Xnτ )
∞
n=0 is
inductively obtained by minimizing
1
2∆t
‖X −Xn−1∆t ‖2L2θ + E
#(X).(18)
In contrast to (15), this problem is much easier to solve in practice, since it does not involve the calculation of the
Wasserstein distance, but only of an L2-norm.
There is, however, a price to pay. An obvious drawback is that the transformed functionals E# typically attain a
much more complicated form than their respective originals E . For instance, in the comparatively easy case of the
relative entropy Hh,V,W from (3), one obtains
H#h,V,W (X) =
∫
Θ
[
h#
(
det DX
θ
)
+ V (X)
]
θ dξ
+
∫
Θ
∫
Θ
W
(
X(ξ)−X(ξ′))θ(ξ)θ(ξ′) dξ dξ′,(19)
with the definition
h#(s) = sh(s−1).(20)
Another, more subtle difficulty arises in any space dimension d > 1: the correspondence X 7→ X#θ is not an
isometry between the L2-distance on injective monotone maps and the Wasserstein distance on densities. In fact, that
correspondence is highly non-unique — for any given sufficiently regular ρ, there are infinitely many genuinely different
maps X such that X#θ = ρ — and there is no “universal normalization” of the X’s such that W2(X0#θ,X1#θ) =
‖X0 − X1‖L2(θ) would be true in general. In particular, the linear interpolation between X0 and X1 has typically
little to do with the Wasserstein geodesic connecting X0#θ to X1#θ. Therefore, displacement convexity of E does
usually not imply any flat convexity of E#, and contractivity of the gradient flow (1) with respect to W2 does not
imply contractivity of (9) with respect to L2. What remains from displacement convexity is polyconvexity: in the
situation above, the functional in (19) is indeed polyconvex if the corresponding Hh,V,W is λ-uniformly displacement
convex with λ ≥ 0. We remark that the correspondence between (1) and (9) has first been pointed out — at least in
the special case of the Fokker-Planck equation (2) — by Evans et al [ESG05], where they also propose to solve (9)
by the implicit time discretization (18), based on the polyconvexity of the functional E#, It was then shown later
[ALS06] that, at least for E = Hh,0,0, there is indeed a one-to-one correspondence between the variational problems
(15) and (18), i.e., under suitable hypotheses on the initial condition ρ0, the discrete iterates coincide, ρ
n
τ = X
n
τ #ρ0.
This fact was later used for constructing maps joining particular densites with given Jacobians, see [CL10].
In summary: The gradient flow structures lead to natural time-discretizations of (1) that are in variational
form, see either equation (15) or equation (18). These variational problems are even strictly geodesically convex or
polyconvex, respectively, if E happens to be λ-uniformly displacement convex in the sense of McCann. Preserving
that convexity also under spatial discretization leads to schemes that replicate contractivity (16) and convergence to
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equilibrium (17), thus reproducing the correct long time asymptotics. Moreover, discretizing the Lagrangian form
(9) of the dynamics automatically ensures properties like mass conservation and non-negativity.
3. 1D Wasserstein using the inverse distribution functions
In space dimension d = 1 the conceptual difference between performing a minimization in (15) on a discretized set
of Lagrangian maps, and discretizing the Lagrangian equations directly is little. The reason is the isometry between
the Wasserstein space over an interval I = [a, b] ⊂ R, and the L2-space of inverse distribution functions with values
in I.
3.1. The inverse distribution function. We recall the basic definitions and relations:
• To each ρ ∈ P(I), one associates the cumulative distribution function Fρ : I → Θ via Fρ(x) = ρ[[a, x]], where
Θ = [0, 1]. By outer regularity, Fρ is non-decreasing and ca`dla`g. It is strictly increasing on the support of ρ,
and it is continuous if ρ is an absolutely continuous measure.
• By the usual construction, one obtains a unique non-decreasing ca`dla`g right inverse Xρ : Θ→ I of Fρ, called
ρ’s inverse distribution function. Xρ is a genuine inverse if ρ is absolutely continuous and has support I.
• The definition directly implies that, with θ being the Lebesgue measure on Θ = [0, 1],
ρ = Xρ#θ,(21)
and Xρ is the only non-decreasing ca`dla`g function X : Θ → I with that property. Consequently, if ρ is
absolutely continuous with an everywhere positive and continuous density function, then Xρ is continuously
differentiable with
ρ ◦Xρ = 1
∂ξXρ
.(22)
This relation generalizes in the obvious way when ρ’s density has isolated points of discontinuity.
• The association ρ 7→ Xρ is an isometry in the following sense:
W2(ρ, η) = ‖Xρ −Xη‖L2([0,1]).
Particularly, the space (P(I),W2) is flat, and Wasserstein geodesics are given through linear interpolation
of the respective inverse distribution functions.
The following equivalence is obvious: if a sequence (ρn∆t)
∞
n=0 of ρ
n
∆t ∈ P(I) is minimal for (15), then the sequence
(Xn∆t)
∞
n=0 of respective inverse distribution functions X
n
τ := Xρnτ is minimal in (18); and if a sequence (X
n
∆t)
∞
n=0 of
non-decreasing ca`dla`gfunctions Xn∆t : Θ → I is minimal in (18), then the sequence (ρn∆t)∞n=0 of respective densities
ρn∆t := X
n
∆t#θ is minimal in (15). Moreover, if E is λ-uniformly displacement convex, then the minimization problem
(18) is convex of modulus 1τ + λ. In fact contraction estimates in one dimension can be obtained in this formulation
[CT04, LT04, BCC08]. This formulation can also be used to obtain well-posedness of solutions in the theoretical
setting [CHR20] even when blow-up of the densities can occur.
3.2. Discretization. Lagrangian numerical schemes for solution of the one-dimensional Fokker-Planck, thin film and
QDD equations have been devised by various authors, see e.g. [GT06b, GT06a, BCC08, WW10, CN10, CRW16].
Below, we review the ansatz made in [MO14, OM17, MO17, Osb17].
As ansatz space Xξ for the inverse distribution functions X, we choose the continuous and strictly increasing
functions X : Θ→ I that are piecewise linear with respect to a given partition ξ = (ξk)Kk=0 of Θ,
0 = ξ0 < ξ1 < · · · < xK = 1,
More explicitly, elements X ∈ Xξ are in one-to-one correspondence to partitions x = (xk)Kk=0 of I with
a = x0 < x1 < · · · < xK = b,
by means of
X = Xξ[x] :=
K∑
k=0
xkφk,
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where the φk : Θ → R are the usual hat functions, with φk(ξk) = 1, and φk(ξ`) = 0 for ` 6= k. The associated
probability density ρ ∈ P(I) with Xρ = X is piecewise constant, given by
ρ = ρξ[x] :=
K∑
k=1
ρk1(xk−1,xk), with respective values ρk :=
xk − xk−1
ξk − ξk−1 .
For the L2-norm of a difference X −X ′ for X,X ′ ∈ Xξ, one obtains
‖X −X ′‖2L2([0,1]) = 〈x− x′,x− x′〉L2ξ with 〈v, v〉L2ξ := v
TAξv
for each v ∈ RK+1, where Aξ ∈ R(K+1)×(K+1) is the well-known tri-diagonal stiffness matrix. For practical purposes,
Aξ can even be replaced by its canonical diagonal approximation without significant harm for the numerical results.
Now let E#ξ be some approximation of E# on partitions x ∈ RK+1 of I. For instance, if E depends on ρ, but
not on its derivatives, then one may choose E#ξ (x) = E#(Xξ[x]). The gradient flow of E#ξ with respect to the inner
product 〈·, ·〉L2ξ is
−x˙t = gradξ E# := A−1ξ
(
∂
∂xk
E#ξ
)K
k=0
.(23)
3.3. Discretizing the Fokker-Planck equation. We consider E of the form (3). Here one can directly evaluate
(18) on the ansatz space Xξ, which yields, recalling (19):
H#h,V,W (Xξ[x]) =
K∑
k=1
(ξk − ξk−1)
[
h(zk) + -
∫ xk
xk−1
V (x) dx
]
+
K∑
k,`=1
(ξk − ξk−1)(ξ` − ξ`−1) -
∫ xk
xk−1
-
∫ x`
x`−1
W (x− y) dxdy
For practical purposes, a sufficiently precise approximation is
[H#h,V,W ]ξ(x) := K∑
k=1
(ξk − ξk−1)
[
h(zk) + V
(
xk + xk−1
2
)]
+
K∑
k,`=1
(ξk − ξk−1)(ξ` − ξ`−1)W
(
xk − x` + xk−1 − x`−1
2
)
.
We remark that this approximation preserves the modulus of convexity.
On basis of this, a fully discrete Lagrangian scheme for solution of (2) has been developed in [MO14, MS17], by
additionally discretizing (23) in time via the implicit Euler method,
xn − xn−1
∆t
= − gradξ
[H#h,v,W ]ξ(xn).(24)
The fully discrete solutions are well-defined since the xn can be obtained inductively by solving minimization prob-
lems. In [MO14, MS17], convergence of the scheme has been shown:
Theorem 1. Consider a sequence of spatial meshes ξ(j) and time steps ∆t(j), such that maxk(ξ
(j)
k − ξ(j)k−1)→ 0 and
∆t(k) → 0 as k → ∞, while maxk(ξ(j)k − ξ(j)k−1)/mink(ξ(j)k − ξ(j)k−1) remains bounded. Let initial data x(j)0 be given
such that ρξ[x
(j)
0 ]→ ρ0 in L1(I), and
[H#h,V,W ]ξ(j)(x(j)0 ) remains bounded.
Then the piecewise constant interpolations ρ¯(j) : [0, T ] → P(I), obtained from the fully discrete solutions to (24)
via ρ(j)(t, ·) = ρξ
(
[x(j)]n
)
for t ∈ ((n− 1)∆t, n∆t) converge strongly in L1([0, T ]× I) to the unique weak solution of
(2) with initial datum ρ0.
The original statement in [MO14] contained a CFL condition; it was later shown [Osb15] that it is not necessary.
Furthermore they proved that the discrete solutions satisfy the same maximum and minimum principles as well as
the correct contraction estimate (16).
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3.4. Discretizing fourth order equations. For the functionals E in (6) that contain gradients of ρ, the respective
E#Fisher(X) =
∫ 1
0
∣∣∣∣∂ξ ( 1∂ξX
)∣∣∣∣2 dξ and E#Dirichlet(X) = ∫ 1
0
∣∣∣∣∣∂ξ
(
1√
∂ξX
)∣∣∣∣∣
2
dξ(25)
contain second derivatives of X and hence cannot be directly evaluated on Xξ. Appropriate surrogates are needed
that can be defined on piecewise linear inverse distribution functions X’s.
The ansatz that has been taken in [OM17, MO17] is based on very particular relations of the Dirichlet energy and
Fisher information to entropy functional, which we state here in more general terms: consider
H1(ρ) =
∫
Ω
ρ log ρdx and H2(ρ) =
∫
Ω
ρ2 dx,
respectively. Then, recalling the definition of grad in (14), one has at any given positive and smooth ρ ∈ P(Ω):
EFisher(ρ) =
〈
gradH1(ρ), gradH1(ρ)
〉
ρ
EDirichlet(ρ) =
〈
gradH1(ρ), gradH2(ρ)
〉
ρ
.
This observation motivates to define the discrete surrogates for the functionals in (25) by means of these relations.
We recall the definition of the discrete gradient from (23), that is(EFisher)#ξ := 〈gradξH#1 (Xξ), gradξH#1 (Xξ)〉L2ξ ,(26) (EDirichlet)#ξ := 〈gradξH#1 (Xξ), gradξH#2 (Xξ)〉L2ξ .(27)
In analogy to (24), fully discrete Lagrangian schemes for solution of the QDD and the thin film equation have been
developed,
xn − xn−1
∆t
= − gradξ
[E#Dirichlet]ξ(xn),(28)
xn − xn−1
∆t
= − gradξ
[E#Fisher]ξ(xn),(29)
respectively. In the convergence analysis, the precise form of the discretized Dirichlet energy and Fisher information
play a decisive role. Namely, it follows from abstract considerations that H#1 (Xξ) is a Lyapunov functional for both
discretizations, and that its dissipation provides the necessary a priori estimates. We state the final result for the
QDD equation; the statement for the thin film equation is completely analogous.
Theorem 2. Assume the same hypotheses as in Theorem 1 are satisfied, only that the spatial discretizations ξ(j)
are equi-distant, and that
[E#Fisher]ξ(j)(x(j)0 ) remains bounded. Construct the piecewise constant in time and space
approximations ρ(j) : [0, T ]→ P(I) as before from the fully discrete solutions to (32). Then ρ(j) converges uniformly
on [0, T ]× I to a weak solution of the QDD equation in (5) with initial datum ρ0.
A variant of the definitions in (26) has been used by Osberger [Osb17] to approximate solutions to the free boundary
problems, i.e., I = R and ρ0 is compactly supported. There, it is shown that the discrete solution converges at the
expected rate towards self-similarity.
4. Multi-D: first discretize, then optimize
In this section, we focus on Lagrangian discretizations of (1) on the two-dimensional box Ω = [0, 1]2 for Fokker-
Planck equations without interaction term,
∂tρt = ∆Φ(ρt) + div(ρt∇V ),(30)
with V ∈ C2(Ω). The three methods that we review extend to more general convex domains and to higher space
dimensions d > 2 without any conceptually new ideas; the choice Ω = [0, 1]2 is mainly made to enhance readability.
The question of generalization of the methods to flows of type (1) other than (30) is more subtle, and will be discussed
for each methods individually.
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4.1. Moving triangle meshes. First, we review the ansatz made in [CDMM18], which is the most straight-forward
generalization of the approach via the inverse distribution function to a Lagrangian method in multiple dimensions.
We assume that on the reference domain Θ := Ω = [0, 1]2, a triangulation with K verticies ξk is given, which we
denote (by abuse of notation) by ξ. We write (k, `,m) ∈ ξ if ξk, ξ` and ξm are — in that order — the vertices of
a positively oriented triangle in ξ, and we denote by ∆(ξk, ξ`, ξm) ⊂ Θ the geometric domain of the triangle with
these corners. Our ansatz space Xξ for the Lagrangian maps is that of continuous X : Θ → Ω that are piecewise
linear on the triangles of ξ. That is, X maps each reference triangle in Θ linearly to an image triangle in Ω. We
further assume that X moves vertices on the boundaries only laterally, and consequently, it fixes the corners of Ω.
In analogy to the one-dimensional situation, there is a one-to-one correspondence between X ∈ Xξ and the vector
x = (xk)
K
k=1 of images xk = X(ξk) of the vertices ξk of ξ, which is again realized by a map Xξ : (R2)K → Xξ with
Xξ[x] =
K∑
k=1
xkφk,(31)
with φk : Θ → R the piecewise linear hat function with φk(ξk) = 1 and φk(ξ`) = 0 for k 6= `. Note that Xξ[x] is
globally injective if and only if the image triangles formed by x (with the combinatorics from ξ) do not overlap; this
is the natural two-dimensional generalization of the x’s monotonicity in d = 1.
For simplicity, we assume that the reference measure θ is the Lebesgue measure. It follows that the image density
ρ = ρξ[x] is again piecewise constant:
ρξ[x] =
∑
(ξk,ξ`,ξm)∈ξ
ρk,`,m1∆(xk,x`,xm) with
ρk,`,m =
|∆(ξk, ξ`, ξm)|
|∆(xk, x`, xm)| =
det(x` − xk|xm − xk)
det(ξ` − ξk|ξm − ξk) .
The induced scalar product amounts to
〈v,w〉L2ξ = v
TAξw,
where the (k, `)-entry of Aξ is given by
∫
Θ
φk(ξ)φ`(ξ) dξ. For the induced energy, we obtain
H#h,V,0(Xξ[x]) =
∑
(k,`,m)∈ξ
|∆(ξk, ξ`, ξm)|
[
h(ρk,`,m)
ρk,`,m
+ -
∫
∆(xk,x`,xm)
V (x) dx
]
,
for which we use the reasonable approximation (recall h#(s) = sh(1/s)),[H#h,V,0]ξ(x) = ∑
(k,`,m)∈ξ
|∆(ξk, ξ`, ξm)|
[
h#
(
det(x` − xk|xm − xk)
det(ξ` − ξk|ξm − ξk)
)
+V
(
xk + x` + xm
3
)]
,
The full discretization is again obtained by using the implicit Euler discretization in time,
−x
n − xn−1
∆t
= gradξ
[H#h,V,0]ξ(xn) := A−1ξ
(
∂
[H#h,V,0]ξ
∂xk
(xn)
)K
k=1
.(32)
Naturally, the explicit calulation of the gradient is more involved than in d = 1, already because of the combinatorics
from the triangulation. The most important ingredient is this: for any ω ∈ R2,
gk,`,m[ω] := ω · ∂
∂xk
h#
(
det(x` − xk|xm − xk)
det(ξ` − ξk|ξm − ξk)
)
= (h#)′
(
det(x` − xk|xm − xk)
det(ξ` − ξk|ξm − ξk)
)
tr
[
cof(x` − xk|xm − xk)T (−ω| − ω)
]
det(ξ` − ξk|ξm − ξk)
=
Φ(ρk,`,m
|∆(ξk, ξ`, ξm)| (1 1) cof(x` − xk|xm − xk)
Tω.
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Now using that for any regular M ∈ R2×2, one has
cof M = JAJT where J =
(
0 −1
1 0
)
,
one simplifies this further to obtain
gk,`,m[ω] =
Φ(ρk,`,m
|∆(ξk, ξ`, ξm)|
[
J(x` − xm)
] · ω.
To obtain the kth component of the gradient gradξ
[H#h,V,0]ξ(xn), one thus needs to add up the expressions
Φ(ρk,`,m) J(x` − xm) + |∆(ξk, ξ`, ξm)|
3
∇V
(
xk + x` + xm
3
)
over all k and ` such that (k, `,m) ∈ ξ.
The main results of [CDMM18] are:
• The numerical scheme (32) performs well in a variety of experiments.
• The time stepping (32) is variational, but the minimization problem is not convex.
• The scheme is consistent with (9) at first order as long as the triangulation induced by x remains approx-
imately perfectly hexagonal. As time evolves and mesh deformations becomes significantly non-symmetric,
consistency will indeed fail.
The mentioned loss of convexity in (32) calls for a remark. In [CDMM18], we present a quite general construction
of a curve in the space of Lagrangian maps along which convexity fails. However, these example curves are related
to rotations of triangles in the plane; in fact, it follows from the calculations in [CDMM18, Appendix C] that along
curves in the space of Lagrangian maps which are locally given by matrices with real eigenvalues, convexity does
hold. This explains why we have never observed any difficulties related to this mild form of non-convexity in the
numerical simulations: rotation of triangles is a very unlikely phenomenon to appear in the minimization process,
since they cost kinetic energy, but hardly change the potential energy.
For illustration, we present some numerical experiments from [CDMM18] for (30) with a cubic porous-medium
nonlinearity Φ(r) = r3 and V = 0. It is well-known (see, e.g., Vazquez [Va´z07]) that in the long-time limit t → ∞,
arbitrary solutions approach a self-similar solution called the Barenblatt profile. To reduce numerical effort, we
imposed a four-fold symmetry of the approximation: we use the quarter circle as computational domain K, and
interprete the discrete function thereon as one of four symmetric pieces of the full discrete solution. To preserve
reflection symmetry over time, homogeneous Neumann conditions are imposed on the artificial boundaries. This is
implemented by reducing the degrees of freedom of the nodes along the x- and y-axes to tangential motion.
We initialize our simulation with a piecewise constant approximation of the Barenblatt profile at time t = 0.01. We
choose a time step τ = 0.001 and the final time T = 2. In Figure 1, we have collected snapshots of the approximated
density at different instances of time showing that the Barenblatt profile is well approximated. We refer for more
details and other numerical tests to [CDMM18, Section 6].
4.2. Iteration of Lagrangian maps. We shall now review the ansatz made in [JMO17]. The basic idea is to put
no a priori restrictions on X : Θ→ Ω itself, but on its iterative updates. That is, we choose a finite dimensional set
V of vector fields v : Ω → R2 that are tangential to the boundary of Ω, and “discretize” the variational problems
(18) in space by minimizing only over Lagrangian maps of the form X = (id +∆tv) ◦Xn−1∆t , with v ∈ V. The two
motivations for this ansatz are the following:
• If V only contains gradient vector fields, then the minimization problem (18) inherits the convexity of (15).
Indeed, for v = ∇ϕ, one has
‖(id +∆tv) ◦Xn−1∆t −X∆t‖L2θ = ‖(id+ ∆tv)− id ‖L2(Xn−1
∆t
)#θ
= ∆tW2
(
(id +∆tv)#(Xn−1∆t )#θ, (X
n−1
∆t )#θ
)
,
which preserves the equivalence between (18) and (15).
• By choosing very regular ansatz functions in V, one expects to otbain a higher order of consistency in space,
at least for approximation of smooth solutions.
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Figure 1. Numerical experiment 1: fully discrete evolution of our approximation for the self-similar
solution to the free porous medium equation. Snapshots are taken at times t = 0.02, t = 0.1, t = 0.25,
and t = 2.0.
The particular choice made in [JMO17] are trigonometric polynomials,
V =
v = ∇ϕ
∣∣∣∣∣∣ϕ(x) =
K∑
k1,k2=0
ak,` cos(pik1x1) cos(pik2x2)
 .
The difficulty in the implementation of this scheme is that the Lagrangian map Xn∆t after the nth iteration is the
concatenation of n maps of the form id +∆tv, i.e.,
Xnτ = (id +∆tv
n
∆t) ◦ · · · ◦ (id +∆tv1∆t) ◦X0τ .
Naturally, these concatenations cannot be evaluated explicitly, and some further approximation needs to be performed
for numerical approximation of the quantities in (18).
The ansatz made in [JMO17] is to distribute “test particles” ξm in Ω and monitor their motion and evolution
of density under the Lagragian map; these positions will be used as quadrature points for the integration in (18).
Specifically, after the n step, the position xnm of ξm and the density ρ
n
m at x
n
m are given by
xnm := X
n
∆t(ξm), ρ
n
m :=
ρ0m
det DXn∆t(ξm)
.
Both quantities are easily obtained by iteration,
xnm = x
n−1
m + ∆tv
n(xn−1m ), ρ
n
m =
ρn−1m
det
(
1 + ∆tD vn∆t(x
n−1
m )
)
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Finally, one assigns weights ωm to the test particles, that can be understood as particle masses. The choice ω = 1/M is
obvious, however others improve the approximation quality of the integrals. In the numerical experiments in [JMO17],
we have partitioned the domain Ω into K ×K square cells, and have then used introduced equally distributed test
particles with Lagrangian weights in each cell.
The iteration (18) now amounts to minimizing∑
m
ωk
[
∆t
2
|v(xn−1k )|2 + h#
(
ρn−1m
det
(
1 + ∆tD v(xn−1m )
)
+ V
(
xn−1m + ∆tv(x
n−1
m )
)]
.(33)
The Euler Lagrange equations produce a a non-linear system of equations for the coefficients ak,` in v
n
∆t.
The main results of [JMO17] are:
• The numerical scheme performs well in a variety of experiments.
• The functional (33) is uniformly convex of modulus 1∆t + λ with respect to v ∈ V (and thus strictly convex
in terms of the coefficients ak,` for ∆t > 0 small enough).
• Assuming an a priori uniform bound on the density functions in C5(Ω), one obtains convergence of the
Lagrangian maps to a solution of (9).
4.3. Lagrangian maps from Laguerre cells. We briefly mention a semi-Lagrangian method developed in [BCMO16a]
for numerical approximation of solutions to the Fokker-Planck equation (2). The scheme consists of two steps, that
are carried out alternatingly: a Lagrangian one, in which a measure concentrated in N points is transformed into a
piecewise constant density function, and a projection step, in which the density function is again concentrated in N
point masses.
A central role is played by Laguerre cells, which we recall for convenience of the reader. Given N points
{x1, . . . , xN} ∈ Ω with respective real weights {ϕ1, . . . , ϕN} ∈ R, the corresponding N Laguerre cells {L1, . . . , LN} ⊂
Ω are defined as follows: the ith cell Li consists of all x ∈ Ω such that x · xi − ϕi ≥ x · xj − ϕj for all js. In the
special case that the weights are ϕi =
1
2 |xi|2 for all i, the Li are precisely the Voronoi cells for the point configuration
x1, . . . , xN . For general weights, the geometry of Laguerre cells can be much more complicated; for instance, one
should not expect xi ∈ Li, and one can even have Li = ∅ for one or several i’s. In any case, the L1, . . . , LN cover Ω
completely, and the intersection of two Laguerre cells is a convex set of lower dimension, possibly empty. In fact, it
is obvious from the definition that Li ∩ Lj lies in a hyperplane orthogonal to xi − xj . There is a characterization of
Laguerre cells in terms of subdifferentials of convex functions. Namely, let ϕ : Ω→ R be the largest convex function
such that, on the one hand, ϕ(xi) = ϕi at every i, and on the other hand, that ∇ϕ(Ω) ⊆ Ω. This ϕ is globally
Lipschitz, and has corner singularities at each xi. Recalling the definition of the subdifferential ∂ϕ, it is easily seen
that ∂ϕ(xi) = Li.
The ansatz for the Lagrangian step of the scheme in [BCMO16a] is to perform a minimizing movement, i.e. to
solve the minimization problem (15) with E = Hh,0,0. The “old” measure ρn−1∆t is assumed to consist of N Diracs
at positions {x1, . . . , xN} ∈ Ω with respective masses {m1, . . . ,mN}. The set of admissible ρ in the minimization
of (15) consists of absolutely continuous densities with the property that ρ is piecewise constant on the N Laguerre
cells {L1, . . . , LN} ⊂ Ω for the given positions {x1, . . . , xN} and some weights {ϕ1, . . . , ϕN}, with the total mass in
each Li equal to mi. That is, the weights {ϕ1, . . . , ϕN} parametrize the space of admissible ρ’s. The subsequent
projection step consists in determining some point in each Li, e.g. the Steiner point, and concentrating the mass mi
there.
There are several reasons for this choice of the Lagrangian step. One is that the Wasserstein distance from each
admissible ρ to the datum ρn−1∆t can be calculated explicitly. In fact, the aforementioned convex function ϕ which
extends the values of ϕi at the xi is a Kantorovich potential for this transport. Another reason, which also makes
this scheme very special, is that geodesic convexity of Hh,0,0 is inherited under the discretization. More precisely, the
map from the N -vector of values {ϕ1, . . . , ϕN} to the functional value Hh,0,0(ρ) at the respective piecewise constant
density ρ is convex.
In [BCMO16a], the ability of the numerical scheme is verified in a variety of experiments. On the analytical side,
a rigorous proof is given for the Γ-convergence of the Lagrangian step to one step in the corresponding minimizing
movement scheme in the limit of spatial refinement.
4.4. Particle approximation: blob method. Another Lagrangian approach to nonlinear aggregation-diffusion
equations of the form (2) has been pursued in [CCP19b], also used in [CHWW19] for the Landau equation. The
main strategy consists in using as approximation space for densities the set of finite linear combinations of Dirac
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Delta distributions. In other words, we want to approximate the gradient flow equations by a gradient flow in finite
dimensions on the locations of these Dirac Deltas that we called particle locations. This approach is quite natural
without diffusion Φ = 0. In fact, it is very much connected to the fact that the aggregation equation
∂tρt = div
(
ρt [∇V + ρt ∗ ∇W ]
)
,(34)
can be seen as the mean-field limit [CCH14, CDF+11, Jab14, CCHS19] of a particle system of the form
x˙i = −∇V (xi)−
∑
j 6=i
∇W (xi − xj)mj .(35)
This can be formally understood by taking the ansatz
ρt ≈ ρNt =
N∑
i=1
δxi(t)mi,
where δxi is a Dirac mass centered at xi ∈ Ω, into (34) as a distributional solution. The initialization is done by
discretizing the initial datum ρ0 as a finite sum of N Dirac masses,
ρ0 ≈ ρN0 =
N∑
i=1
δx0imi, x
0
i ∈ Ω, mi ≥ 0.(36)
The particle method (35) provides a semi-discrete numerical method preserving the gradient flow structure since the
discrete energy H0,V,W (ρNt ) is decreased along the solutions of (35). In fact, the system (35) is a finite dimensional
gradient flow of the discrete interaction energy H0,V,W (ρNt ) seen as a function of the particle locations.
The approach to generalize these deterministic particle methods for diffusive equations is not that obvious since
we cannot evaluate the energy Hh,0,0(ρ) for finite linear combinations of Dirac Delta distributions. The main novelty
introduced in [CCP19b] is to regularize the entropy functionals associated to diffusion equations. More precisely, let
us take a mollifier ϕ(x) = ϕ(x/)/
d,  > 0 for a given ϕ smooth positive fast decaying function integrating to unity,
i.e., we choose an approximation of the Dirac Delta at the origin. To showcase the regularization we propose, let us
consider the particular case of the porous medium equation. Then, we propose to approximate the energy functional
by
Hm(ρ) =
∫
Ω
ρm dx ≈ Hm(ρ) =
∫
Ω
(ϕ ∗ ρ)m−1ρ dx.
The advantage of the approximated energy Hm(ρ) is that it makes sense for finite linear combination of Dirac Deltas.
Other regularizations of the functional are possible, we chose this one since it leads to a pure particle system avoiding
any continuous convolution as seen below.
The ultimate objective is then to approximate the gradient flow of the energy Hm(ρ) by the gradient flow of the
regularized energy Hm(ρ). Finally, the regularized gradient flow can be approximated by the particle method in the
same spirit as done earlier for the pure aggregation equation (34). Note that the case m = 2 is special since we
approximate the porous medium equation with m = 2 by the aggregation equation with a repulsive smooth potential.
In general, giving the energy functional Hh,V,W (ρ) and assuming that Φ(r) = rF (r), we define the regularized
functional as
F(ρ) =
∫
Ω
F (ϕ ∗ ρ)ρ dx,(37)
and
E(ρ) =
∫
Ω
F (ϕ ∗ ρ)ρ dx+
∫
Ω
[
ρV +
1
2
ρ(W ∗ ρ)]dx.(38)
The gradient flow associated to this functional leads to ∂tρt = div
(
ρt∇ δEδρ
)
with the variations given at any density
ρ of F given by
δF
δρ
(ρ) = ϕ ∗ (F ′ ◦ (ϕ ∗ ρ)ρ) + F ◦ (ϕ ∗ ρ).
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Then ρNt satisfies the weak formulation ∂tρt = div
(
ρt∇ δFδρ
)
if and only if the particles follow the system
x˙i(t) = −∇V (xi(t))−
∑
j 6=i
∇W (xi(t)− xj(t))mj −∇δF
δρ
∑
j
δxj(t)mj
 (xi(t)),
xi(0) = x
0
i ,
(39)
for t ∈ [0, T ]. It is proven in [CCP19b, Corollary 5.5] that the ODE system (39) is well posed under suitable
convexity and growth conditions of the potentials in case of working in the whole space for the power nonlinear
diffusion F (r) = rm and m ≥ 2. Moreover, the particle method was shown to be convergent to the solutions of (2)
under suitable conditions, see [CCP19b, Theorem 5.6]. Notice that the right hand side of (39) can be expanded as
∇δF
δρ
= ∇ϕ ∗ (F ′ ◦ ϕ ∗ ρ)ρ) + F ′ ◦ (ϕ ∗ ρ)(∇ϕ ∗ ρ),
and that its evaluation in ρNt leads to the elimination of all convolutions by finite sums. In particular for linear
diffusion leads to
∇δF
δρ
= ∇ϕ ∗
(
ρ
ϕ ∗ ρ
)
+
∇ϕ ∗ ρ
ϕ ∗ ρ .
Let us remark that the system (39) is a finite dimensional gradient flow in RdN of the discrete regularized entropy
functional E(ρN ) seen as a function of the particle positions {x1, . . . , xN} ∈ Rd. Therefore, the system (39) keeps
the gradient flow structure at the semidiscrete level and the discrete regularized energy is dissipated according to
the same law of the continuous problem given by
d
dt
E(ρN (t)) = −
∫
Ω
∣∣∣∣∇δFδρ (ρN (t))
∣∣∣∣2 ρN (t) dx.
Position
-1 0 1
Time
0
0.4
0.7
Particle Trajectories
Figure 2. Two-Dimensional Keller–Segel Equation: Blowup with Supercritical Mass 9pi. Evolution
of particle trajectories, colored according to the relative mass of each trajectory.
We illustrate the particle method (39) with some examples extracted from [CCP19b, Section 6] in which the mollifier
is chosen as a Gaussian. We consider the classical Keller–Segel equation (V = 0, W (x) = 1/(2pi) log |x|, m = 1) in
two dimensions without normalizing the mass of the density. There is a dichotomy between global existence and
blow-up given by the critical mass 8pi, and in particular, for supercritical initial data, solutions blow up in finite
time [DP04, BDP06]. In Figure 2, we show the particles for the case of supercritical mass 9pi. Indeed, one of the
benefits of our blob method approach is that the numerical method naturally extends to two and more dimensions,
and we observe similar numerical performance independent of the dimension. We also plot the evolution of particle
trajectories, observing the tendency of trajectories in regions of larger mass to be driven largely by pairwise attraction,
while trajectories in regions of lower mass feel more strongly the effects of diffusion.
In Figures 3 and 2, the initial data is given by a Gaussian mollifier scaled to have mass that is either supercritical
(> 8pi), critical (= 8pi), or subcritical (< 8pi) with respect to blowup behavior [DP04, BDP06]. In Figure 2, we
observe how the particles associated to initial data with supercritical mass aggregate at the origin.
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Two-Dimensional Keller–Segel Equation: Evolution of Density
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Figure 3. Evolution of numerical solutions for the two-dimensional Keller–Segel equation with
subcritical, critical, and supercritical initial data.
4.5. Particle approximation: Yosida regularization. We briefly comment on a recent article [MLM+19], where
the same idea as in [CCP19b] is pursued, but with a different regularization procedure. Again, a particle scheme for
solution of the Fokker-Planck equation (2) is constructed, such that the empirical measure ρNt associated to N moving
particles in Rd approximates the the solution ρt in the weak-? sense for measures. Here the N particle positions
{x1, . . . , xN} ∈ Rd obey an ODE system determined by the gradient flow on RdN of a functional H, similarly to (but
less explicit than in) equations (39). We remark that [MLM+19] focuses on the linear Fokker-Planck equation with
W ≡ 0 as well as on a model for crowd motion, but the basic idea directly generalizes to non-linear Fokker-Planck
equations.
As discussed above, one cannot directly evaluate the energy Hh,V,W on the empirical measure ρN . Instead of
“smearing out” the particles with a mollifier as in (37), the Yosida approximation of the internal energy is used, i.e.,
Hh,V,W (ρ) = inf
σ
[
1
2
W2(ρ, σ)
2 +
∫
Ω
h(σ) dx
]
+
∫
Ω
[
ρV +
1
2
ρ(W ∗ ρ)] dx,
For ρ = ρN the empirical measure of N particles, the second integral reduces to a finite sum. The Yosida ap-
proximation cannot be calculated explicitly (which is in contrast to the procedure in [CCP19b] explained above),
but efficient methods for its numerical approximation have been developed recently in the context of semi-discrete
optimal transport [KMT19]. The core idea is to obtain the Kantorovich potential ψ, which only needs to be defined
at the N particle positions x1, . . . , xN , by adjusting the corresponding Laguerre cells such that they satisfy a certain
geometric condition.
Unconditional convergence of the empirical measures ρNt to the solution ρt of (2) in the joint limit N → ∞ and
 → 0 has been proven in dimension d = 1. In higher space dimension, convergence can be shown if a certain
uniform a priori bound is satisfied. Convexity of the regularized functional is not discussed; instead, it is shown that
Hh,V,W (ρN ) is always semi-concave as a function on RNd, which implies differentiability at all particle configurations
with N distinct point. After discretization in time by the implicit Euler method, a fully practical numerical scheme
is obtained.
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5. Optimize then discretize
We conclude by adopting the reverse strategy, that is first optimize then discretize. This idea was first proposed in
[CM10] and further developed in [CRW16]. Both methods are based on different temporal and spatial discretizations
of the optimality system to the respective L2 gradient flow structure. This approach is particularly interesting in
higher space dimension, where the calculation of the Wasserstein distance is computationally too expensive. The
optimality system of (19) corresponds to a highly non-linear parabolic PDE for the diffeomorphism X. We will
focus on the most general computational approach in the following; that is an implicit in time and finite element
discretization in 2D, since all other schemes correspond to straight-forward simplifications.
We start from the optimality system of the L2 gradient flow (18) with the transformed relative entropy (19). Then
the diffeomorphism X satisfies the following nonlinear PDE system in the limit ∆t→ 0:
∂tX = div
[
Ψ′(detDX)(cof DX)T
]−∇V ◦X − ∫
Θ
∇W (X(ξ)−X(ξ′))dξ′,(40)
We recall that the diffeomorphism X corresponds to the map from a general reference measure to the unknown
probability density ρt. We will consider the simplest case - that is the uniform density as a reference measure on
[0, 1]2 - in the following. Then ρt can be computed for sufficiently smooth X via (21):
ρ(X(ξ)) det(DX(ξ)) = 1.(41)
5.1. Numerical scheme: multiD and finite element approach. We start by stating the semi-discrete implicit
discretisation, where ∆t denotes the discrete time step, tn+1 = (n+ 1)∆t and that Xn+1 corresponds to the solution
X = X(ξ, t) at time tn+1. Then (40) reads as
Xn+1 −Xn
∆t
= div[Ψ′(detDXn+1)(cof DXn+1)]
−∇V (Xn+1)−
∫
Θ
∇W (Xn+1(ξ)−Xn+1(ξ′))dξ.
(42)
Its variational formulation for test functions ϕ = ϕ(ξ) ∈ H1(Θ) defines a nonlinear operator F , which is given by:
F (X,ϕ) =
1
∆t
∫
Θ
(Xn+1 −Xn)ϕ(ξ)dξ +
∫
Θ
Ψ′(detDXn+1)(cof DXn+1)∇ϕ(ξ)dξ
+
∫
Θ
∇V (Xn+1)ϕ(ξ)dξ +
∫
Θ
[∫
Θ
∇W (Xn+1(ξ)−Xn+1(ξ′))dξ′
]
ϕ(ξ)dξ.
(43)
Then the fully discrete formulation can be obtained by choosing a suitable spatial discretisation. We choose lowest
order H1 conforming finite elements, that is elementwise linear functions, for X as in (31). Note that we will use the
same notation for the infinite dimensional and finite dimensional testfunctions to enhance reability in the following.
The spatial discretisation defines the nonlinear operator equation F (X,ϕ) = 0, which can be solved using Newton-
Raphson’s method. In doing so, we compute the Jacobian matrix DF of (43) as well as the (k+1)-th Newton update
Y n+1,k+1 via
DF (Xn+1,k, ϕ)Y n+1,k+1 = −F (Xn+1,k, ϕ),(44)
for all test functions ϕ(ξ) ∈ H1(Θ). Note that the Jacobian matrix DF is a full matrix and has no sparse structure
due to the convolution operator W .
This discretisation can be used for a very general class of equations. Solutions to these equations often exhibit
complex features, such as compact supports or concentration phenomena. This corresponds to diffeomorphisms Xt
becoming degenerate, and it is therefore often useful to perform a damped Newton update via:
Xn+1,k+1 = Xn+1,k + αY n+1,k+1,
where 0 < α < 1 is a suitably chosen damping parameter. The Newton iteration (44) is terminated when a stopping
criterion
|F (Xn+1,k+1, ϕ)| ≤ 1 or ‖Xn+1,k+1 −Xn+1,k‖ ≤ 2,
for given error bounds 1 > 0 and 2 > 0 is satisfied. While the implicit in time discretization involves the solution of a
nonlinear PDE system, it does not impose any CFL type condition on the time step as in the explicit case, see [CM10].
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The ’optimise-than-discretise’ approach requires the transformation of the no-flux boundary conditions (4) as well
as the computation of the initial diffeomorphism X0 given ρ0. The is not straight forward in higher space dimension
and we will discuss the main ideas in 2D in the following.
Boundary conditions: To formulate the respective no-flux boundary conditions for Xt we consider diffeomorphisms,
which map the boundary of the reference domain ∂Θ onto ∂Ω without rotations only. Then the translated no-flux
boundary conditions (4) are given by
νT (cof DX)T∂tX = (cof DX)ν · ∂tX = 0.(45)
Note that (45) implies different conditions for different computational domains. Consider for example a rectangular
mesh on Θ = [0, 1]2 and Ω = [0, 1]2. Then careful calculations yield
∂ξ1X2 = 0 for ξ1 = 0, ξ1 = 1 and ∂ξ2X1 = 0 for ξ2 = 0, ξ2 = 1.
In case of a circles of radius R equation (45) translates to
sin θ∂tX2∂ξ1X1 + cos θ∂tX1∂ξ2X2 = 0,(46)
which implies
X1(ξ, t) = X2(ξ, t) = Id.(47)
This yields ∂tX1 = ∂tX2 = 0 on the boundary.
Pre-processing and post-processing: calculating the initial diffeomorphism and the final density. We start by discussing
how the initial diffeomorphism X0 can be calculated given an initial density ρ0. Different approaches have been
proposed in the literature - depending on the spatial discretization of the underlying domain. We will review two
possible constructions - the first is based on a splitting approach in case of rectangular meshes, while the second uses
density equalising maps for triangular meshes.
Rectangular mesh: This approach is based on splitting the problem in the ξ1 and ξ2 direction and solving the respective
Monge-Kantorovich problems in each direction. This gives the following one-dimensional Monge-Kantorovich problem
in the ξ1 direction: determine ai at every mesh point ξ1,i ∈ [0, 1) such that∫ ai
0
∫ 1
0
ρ0(η, ζ)dζdη = ξ1,i.
Next we solve the Monge-Kantorovich problem in the ξ2 direction. Hence we have to find bij (which corresponds to
the discrete value of a function b at a grid point ξij = (i∆x, j∆y)) such that∫ bij
0
ρ0(ai, η)dη =
ξ2√
M
∫ 1
0
ρ0(ai, η)dη.
The initial diffeomorphism is then given by X0(ξij) = (ai, bij).
Quadrilateral or triangular mesh: In the case of general quadrilateral and triangular meshes the above construction
does not work. Then one can solve the corresponding Monge Ampere equation (giving the optimal transportation
plan in case of quadratic cost), use Knote theory or use density equalizing maps instead. We shall outline the latter
approach, which is based on [Mos65], further studied in [ASMV03] and also used in cartography [GN04]. Hereby the
initial diffeomorphism is constructed by following the heat flow, which transports an initial density to the uniform
density, backwards in time. This approach is very flexible, since it can be used for general domains and only requires
a fast heat equation solver.
Consider the heat equation on a bounded domain Ω ⊂ R2 and solve
∂tρ+ div(ρw) = 0, with w = −∇ρ
ρ
,(48)
with initial datum ρ(0, x) = ρ0(x) and homogeneous Neumann boundary conditions. The heat equation then
transports the initial datum ρ0 via the velocity field w = −∇ρρ towards its equilibration density w¯ = 1|Ω|
∫
Ω
ρ0(ξ)dξ
as t → ∞. Then the cumulative displacement x(t) of any point at time t is determined by integrating the velocity
field, which corresponds to solving
x(t) = x(0) +
∫ t
0
w(t′,x(t′)) dt′.
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As t → ∞, the set of such displacements for all points x = x(t) in Ω, that is the grid points of the computational
mesh, defines the new density-equalized domain. Note that we actually have to compute its inverse, since we need
to find the map which maps the constant density to the initial density ρ0.
Post-processing: To obtain the final density ρT := ρ(ξ, t = T ) from the final diffeomorphism XT := X(ξ, t = T ) we
solve a regularized version of (41) (in 2D) given by:
ε∆ρT (XT (ξ)) + ρT (XT (ξ)) =
1
detDXT (ξ)
with 0 < ε 1.(49)
This can be accomplised by solving for example the respective variational formulation using finite elements. Note
that the regularisation ε∆ρ ensures a stable reconstruction in case of compactly supported or aggregated solutions.
Simulations. We conclude by illustrating the dynamics with different examples in 1D and 2D. All results are based
on the implicit in time discretization (42), the spatial discretisation uses finite differences 1D and finite elements in
2D. In our first example we illustrate the behavior of our scheme for the porous medium equation (PME), which
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(a) Reconstructed BP profile ρ = ρ(x, t) at time t = 0.021.
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Figure 4. Solution of the PME for m = 2 after 2000 time steps.
corresponds to Φ(s) = sm,m > 1 and V = W = 0. The PME has self-similar solutions, the so-called Barenblatt
Pattle profiles (BPP). We start our simulation with a BPP at time t0 = 10
−3, i.e.
ρ0(x) =
1
tα0
(
c− αm− 1
2m
x2
t2α0
) 1
m−1
+
,
where α = 1m+1 and c is chosen such that
∫ 1
−1 ρ0(x) dx = 2. Figures 4 and 5 show the density profiles ρ at time
t = 0.021 for m = 2 and m = 4. It also illustrates the evolution of the free energy in time, which decays like t−α(m−1).
As seen from Figures 4(b) and 5(b), these decays (indicated by the green lines) are perfectly captured by the scheme
validating the chosen discretization.
Next we consider an agreggation equation with the logarithmic repulsive potential and harmonic confinement on
the unit circle, that is Φ = 0 and
W (x) =
|x|2
2
− ln|x|
with an additional external potential of the form V (x) = −αβ ln(|x|). This model has been proposed as a way to find
the spatial shape of the milling profiles in microscopic models for the dynamics of bird flocks. Figure 6 illustrates
the corresponding annulus solution as well as the related computational challenges. The ’vacuum formation’ at the
center distorts the mesh and leads to degeneracies in the diffeomorphism.
In our final example we consider the KS model with an initial Gaussian of mass one and χ = 1.1×8pi. We observe
the expected blow up in Figure 7. Figure 7(c) indicates that the free energy decay is changing concavity as the free
energy tries to decay faster possibly tending to −∞ at the blow-up time.
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(a) Reconstructed BP profile ρ = ρ(x, t) at time t = 0.021.
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Figure 5. Solution of the PME for m = 4 after 2000 time steps.
(a) Transformed mesh (b) Density ρ (c) Relative entropy
Figure 6. Simulation results for an attractive-repulsive potential W = 12 |x|2 − ln(|x|) and an
additional potential V = 14 ln(|x|).
(a) Transformed mesh (b) Density ρ (c) Relative entropy
Figure 7. Simulation results for KS model with initial M = 1 and χ = 1.1× 8pi.
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5.2. 1D: Finite Difference approach. In this subsection, we briefly come back to the one dimensional problem as
in the previous section and we show that certain finite differences method keep at the fully discrete level the asymptotic
properties of the corresponding continuum problem. This general feature is quite desirable in general dimension for
suitable approximations of the gradient flow equations (1). In fact, developing structure preserving schemes for
general gradient flow equations is at the spotlight of research in this area, see [ABPP19, BCH18, CCP19a] for finite
volume schemes or the particle schemes discussed in subsection 1.4.4-5 above. To showcase these methods developed in
[GT06b, GT06a, BCC08, CM10] for certain particular nonlinear diffusion equations, we use the modified Keller-Segel
model in one dimension corresponding to linear diffusion h(ρ) = ρ log ρ with interaction potential W (x) = χpi log |x|
in selfsimilar variables, that is, in the presence of a quadratic external potential V (x) = x
2
2 as in [BCC08]. The
Euler-Lagrange optimality conditions (42) can be rewritten in this particular case as
(50) − X
n+1(w)−Xn(w)
∆t
=
∂
∂w
[(
∂Xn+1(w)
∂w
)−1]
+Xn+1(w) +
χ
pi
H[Xn+1]
where H corresponds to the Hilbert transform defined by
H[X](w) :=
1
pi
lim
→0
∫
|X(w)−X(z)|≥
1
X(w)−X(z) dz .
For sake of simplicity we assume that we have an equidistant mass distribution of size ∆m. If we set Xni := X
n(i∆m),
for any i = 0 · · ·N , and N∆m = 1, the finite difference discretisation in space of (50) is the following implicit Euler
scheme
(51) − X
n+1
i −Xni
∆t
=
1
Xn+1i+1 −Xn+1i
− 1
Xn+1i −Xn+1i−1
+Xn+1i
+
χ
pi
∑
j 6=i|≥
∆m
Xn+1i −Xn+1j
.
We impose Neumann boundary conditions, i.e. for any n, 1XnN−XnN−1 = 0 and
1
Xn1 −Xn0 = 0, so that the ’centre of
mass’ is conserved. That is for all n
N∑
i=0
Xni = 0.
The solution at each time step of the non-linear system of equations is obtained by an iterative Newton-Raphson
procedure as in the previous subsection. The motivation for this numerical scheme is that we are able to show that
for a fixed ∆t > 0, the discrete solution converges to a unique steady state as time goes to infinity. To be precise the
claim is the following: Assume χ < χc. Then the solution of the numerical scheme (51) converges to the (unique)
steady-state of the problem at an exponential rate.
First we need the following two characterizations of the (unique) equilibrium state. The uniqueness will in fact
follow from the convergence proof, as we shall see later. The discrete function (Ui) is an equilibrium if and only if
for all i
(52) 0 =
1
Ui+1 − Ui −
1
Ui − Ui−1 + Ui +
χ
pi
∑
j 6=i
∆m
Ui − Uj ,
or equivalently for all k
(53) (Uk+1 − Uk)
χpi
k∑
j=0
N∑
i=k+1
∆m
Ui − Uj −
k∑
i=0
Ui
 = 1.
To see that (52) and (53) are equivalent, rewrite the latter as
∀k 1
Uk+1 − Uk =
χ
pi
k∑
j=0
N∑
i=k+1
∆m
Ui − Uj −
k∑
i=0
Ui,
and then ’derive’ it in a discrete way. Let us assume the existence of this equilibrium for χ < χc, easy to obtain by a
discrete minimization argument. We proceed as computing the discrete time evolution of the L2−distance between
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Xn and the stationary state U , that is, the discrete counterpart of the 2-Wasserstein distance between Xn and U
given by
‖Xn − U‖2 =
∑
i
(Xn+1i − Ui)2.
We deduce that
1
2∆t
(
‖Xn+1 − U‖2− ‖Xn − U‖2
)
=
1
2∆t
∑
i
(Xn+1i −Xni )(Xn+1i +Xni − 2Ui)
≤
∑
i
Xn+1i −Xni
∆t
(Xn+1i − Ui).
We then input the evolution equation for Xn+1 −Xn, and obtain thanks to (52),
1
2∆t
(
‖Xn+1 − U‖2 − ‖Xn − U‖2
)
≤ −
∑
i
( 1
Xi+1 −Xi −
1
Xi −Xi−1 −
1
Ui+1 − Ui
+
1
Ui − Ui−1 +Xi − Ui +
χ
pi
∑
j 6=i
∆m
Xi −Xj
− χ
pi
∑
j 6=i
∆m
Ui − Uj
)
(Xi − Ui)
= An +Bn + Cn,
where V stands for Xn+1 without any ambiguity. We integrate by part the first (diffusion) contribution,
A = −
∑
i
( 1
Xi+1 −Xi −
1
Xi −Xi−1 −
1
Ui+1 − Ui +
1
Ui − Ui−1
)
(Xi − Ui)
=
∑
i
( 1
Xi+1 −Xi −
1
Ui+1 − Ui
)
(Xi+1 − Ui+1 −Xi + Ui).
We have carefully used the boundary conditions. We can rewrite A using zero-homogeinity of the last expression,
namely
A =
∑
i
γ
(Xi+1 −Xi
Ui+1 − Ui
)
,
where γ(λ) = 2 − λ − λ−1 is concave and non-positive. The second contribution coming from variables rescaling is
obvious but crucial, namely
B = −
∑
i
(Xi − Ui)2 = −‖Xn+1 − U‖2.
The last (interaction) contribution is given by
C = −χ
pi
∑
i
(∑
j 6=i
∆m
Xi −Xj −
∑
j 6=i
h
∆m
Ui − Uj
)
(Xi − Ui)
= − χ
2pi
∑ ∑
i,j, i 6=j
∆m
( 1
Xi −Xj −
1
Ui − Uj
)
(Xi −Xj − Ui + Uj)
= − χ
2pi
∑ ∑
i,j, i 6=j
∆mγ
(Xi −Xj
Ui − Uj
)
.
We refer to [BCC08] to check that the concavity of γ shows that
C ≤ −
∑
k
γ
(V k+1 − V k
Uk+1 − Uk
)
(Uk+1 − Uk)
χpi
k∑
j=0
N∑
i=k+1
∆m
Ui − Uj −
k∑
i=0
Ui
 .
The alternative representation of the stationary solution (53) implies that A+ C ≤ 0. As a consequence we obtain
(54)
1
2∆t
(
‖Xn+1 − U‖2 − ‖Xn − U‖2
)
≤ −‖Xn+1 − U‖2.
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We finally get the exponential convergence rate,
‖Xn − U‖2 ≤
( 1
1 + 2∆t
)n
‖X0 − U‖2.
If ∆t is small, we can thus approximate log(1 + 2∆t) ≈ 2∆t and
(
1
1+2∆t
)n
≈ exp(−2n∆t) ≈ exp(−2t). Thus, the
bound on the rate, we find, does not depend on the parameter χ < χc.
We can deduce a posteriori the uniqueness of the equilibrium. As a matter of fact let consider another equilibrium
state U˜ and set Xn+1 = Xn = U˜ in the above computations. We eventually obtain ‖U˜ − U‖ ≤ 0 from (54), which
proves the uniqueness.
6. Other variational approaches
In this final section, we want to briefly mention another recent line of research for computing the solutions of the
variational scheme (15) and even calculate the optimal transportation problem, i.e., computing the geodesic curve
joining two given densities. This line of research deals with the following dynamic reformulation of the Wasserstein
distance W2(ρ0, ρ1) due to Benamou and Brenier [BB00], where the distance is obtained as
W2(ρ0, ρ1) = inf
(ρ,v)∈C0
{∫ 1
0
∫
Ω
|v(x, t)|2 dρ(x, t)dt
}1/2
,(55)
where (ρ,v) ∈ AC(0, 1;P(Ω))× L1(0, 1;L2(ρ)) belongs to the constraint set C0 provided that
∂tρ+∇ · (ρv) = 0 on Ω× [0, 1](56)
(ρv) · ν = 0 on ∂Ω× [0, 1],(57)
ρ(·, 0) = ρ0, ρ(·, 1) = ρ1 on Ω.(58)
A curve ρ in P(Ω) is absolutely continuous in time, denoted ρ ∈ AC(0, 1;P(Ω)), if there exists w ∈ L1(0, 1) so that
W2(ρ(·, t0), ρ(·, t1)) ≤
∫ t1
t0
w(s)ds for all 0 < t0 ≤ t1 < 1. The PDE constraint (56-57) holds in the duality with
smooth test functions on Rd × [0, 1], i.e. for all f ∈ C∞c (Rd × [0, 1]),∫ 1
0
∫
Ω
[∂tf(x, t)ρ(x, t) + ∇f(x, t) · v(x, t)ρ(x, t)] dxdt
+
∫
Ω
[f(x, 0)ρ0(x)− f(x, 1)ρ1(x)] dx = 0 .
This dynamic reformulation reduces the problem of finding the Wasserstein distance between any two measures to
identifying the curve in P(Ω) that connects them with minimal kinetic energy. Since (55) is not strictly convex, and
the PDE constraint (56) is nonlinear, in Benamou and Brenier’s original work, they restrict their attention to the
case ρ(·, t) ∈ Pac(Ω) and introduce the momentum variables m = vρ, in order to rewrite (55) as
W2(ρ0, ρ1)
2 = min
(ρ,m)∈C1
∫ 1
0
∫
Ω
Φ(ρ(x, t),m(x, t))dxdt,(59)
where
Φ(ρ,m) =

‖m‖2
ρ if ρ > 0
0 if (ρ,m) = (0, 0)
∞ otherwise
and (ρ,m) ∈ AC(0, 1;Pac(Ω))× L1(0, 1;L2(ρ−1)) belong to the constraint set C1 provided that
∂tρ+∇ ·m = 0 on Ω× [0, 1]
m · ν = 0 on ∂Ω× [0, 1].
ρ(·, 0) = ρ0, ρ(·, 1) = ρ1 on Ω.
After this reformulation, the integral functional
(ρ,m) 7→
∫ 1
0
∫
Ω
Φ(ρ,m)(60)
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is strictly convex along linear interpolations and lower semicontinuous with respect to weak-* convergence [AFP00,
Example 2.36], and the PDE constraint is linear. As an immediate consequence, one can conclude that minimizers
are unique. Furthermore, for any ρ0, ρ1 ∈ Pac(Ω), a direct computation shows that the minimizer (ρ¯, m¯) is given
by the Wasserstein geodesic from ρ0 to ρ1, see [Vil03a, AGS05, San15] for further background on optimal transport.
Furthermore, given any minimizer (ρ¯, m¯) of (59), one can recover the optimal transport map in terms of (ρ¯, v¯).
Building upon Benamou and Brenier’s dynamic reformulation of the Wasserstein distance, one can also consider
a dynamic reformulation of the JKO scheme (15). In particular, substituting (59) in (15) leads to the following
dynamic JKO scheme: given ∆t > 0, E , and ρ0, solve the constrained optimization problem,
inf
(ρ,m)∈C
∫ 1
0
∫
Ω
Φ(ρ(x, t),m(x, t)) dxdt+ 2∆tE(ρ(·, 1)),
where (ρ,m) ∈ AC(0, 1;Pac(Ω))× L1(0, 1;L2(ρ−1)) belong to the constraint set C provided that
∂tρ+∇ ·m = 0 on Ω× [0, 1], m · η = 0 on ∂Ω× [0, 1], and ρ(·, 0) = ρ0 on Ω.(61)
This Eulerian approach to optimal transport has also been used for numerical purposes. In fact, the first numerical
methods for the Wasserstein distance were done in this formulation in the seminal paper of Benamou and Brenier
[BB00] by using the augmented Lagrangian method ALG2 for convex optimization problems. More recently, modern
proximal splitting methods have been used by Papadakis, Peyre, and Oudet in [PPO14]. Adding an additional Fisher
information term in this dynamic formulation (in analogy with entropic regularization) has also been explored in
[LYOnt]. For a detailed survey of state of the art methods in computational optimal transport, we refer the reader to
the recent book by Pe´yre and Cuturi in [PC18]. We also refer to the companion Chapter in this volume of Quentin
Merigot.
However, this strategy has only been recently used for computing the Wasserstein distance integrated with the JKO
scheme (15) in order to simulate partial differential equations of the form (1), see for instance [BCMO16b, BCL16,
CCWW19, LLW19]. The approach in [CCWW19] is to discretize first the optimality conditions in (61) in order to
solve numerically the corresponding optimization problem at the discrete level. The convexity of the problem at the
discrete level is conserved as soon as the energy E is convex, since the functional related to the distance W2 is convex
and the constraints are linear. Unlike [BCL16], which applied Benamou and Brenier’s classical ALG2 discretization
to numerically approximate solutions of this minimization problem, the authors in [CCWW19] solve the optimization
problem using a modern primal dual three operator splitting scheme due to Yan [Yan18]. The previous work by
Papadakis, Peyre, and Oudet [PPO14] applied a similar two operator splitting scheme to simulate the Wasserstein
distance. However, there are a few key differences in these two approaches. First, the implementation of the primal
dual splitting scheme in [CCWW19] is done in a manner that does not require matrix inversion of the finite difference
operator, which reduces the computational cost. In fact, the authors are able to obtain the exact expression for the
proximal operator, which allows their method to be truly positivity preserving and very fast computationally.
Another key difference between these methods lies in the treatment of the linear PDE constraint in the dynamic
reformulation of the Wasserstein distance. While most of previous work has imposed the linear PDE constraint
exactly, via a finite difference approximation, the authors in [CCWW19] allow the linear PDE constraint to hold
up to an error of order δ, which can be tuned according to the spatial discretization (∆x) and the inner temporal
discretization (∆t) to respect the order of accuracy of the finite difference approximation of the continuity equation
and the error in the initial and boundary constraints. Numerically, this allows their method to converge in fewer
iterations, without any reduction in accuracy. Theoretically, this allows them to prove convergence of minimizers
of the fully discrete problem to minimizers of the JKO scheme (15), since minimizers of the fully discrete problem
always exist, which is not the case when the PDE constraint is enforced exactly. Finally, let us mention that the
authors in [LLW19] have explored the Fisher regularization of the optimal transportation cost leading to very good
results and fast computational algorithms however, not solving exactly the JKO steps and therefore not being exactly
energy decreasing at the fully discrete level. In summary, the Eulerian approach to solving the JKO minimization
problem (15) is also being successfully and efficiently applied for numerical purposes due to the smart use of recent
advances in numerical methods for optimization of convex functionals.
Appendix
Energy on Lagrangian maps. We here compute the variational derivative of the functional E#(X).
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Lemma 1. With E#(X) = E(X#θ), we have at each diffeomorphism X¯ : Θ→ Ω:
1
θ
δE#
δX
(X¯) = ∇δE
δρ
(X¯#θ) ◦ X¯.(62)
Proof. Let v ∈ C∞c (Ω) be a smooth vector field, and define perturbations (Xs)s∈R of X¯ via the flow of v, that is
∂sX
s = v ◦Xs, X0 = X¯.
On the one hand,
d
ds
∣∣∣∣
s=0
E#(Xs) =
∫
Θ
δE#
δX
(Xs) · ∂sXs dξ
∣∣∣∣
s=0
=
∫
Θ
δE#
δX
(X¯) · v ◦ X¯ dξ.
And on the other hand, since
∂s(X
s#θ) = −div (Xs#θ v)
by the properties of the push-forward, we have that
d
ds
∣∣∣∣
s=0
E(Xs#θ) =
∫
Ω
δE
δρ
(Xs#θ) ∂s(X
s#θ) dx
∣∣∣∣
s=0
=
∫
Ω
∇δE
δρ
(X¯#θ) · (X¯#θ v) dx
=
∫
Θ
[
∇δE
δρ
(X¯#θ)
]
◦ X¯ · v ◦ X¯ θ dξ.
Since v is arbitrary, and X¯ is a diffeomorphism, the fact that E#(Xs) and E(Xs#θ) — and hence also their s-
derivatives — are equal implies (62). 
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