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I. INTRODUCTION 
Consider the vector-matrix differential equation 
$ = Ax +g+>, x(0) = c, (1.1) 
where A is a stability matrix, which is to say a matrix all of whose character- 
istic roots have negative real parts, and g(x) is a vector all of whose compo- 
nents are power series in the components of x lacking constant and first 
degree terms and convergent for ) 1 x 11 sufficiently small. 
The classical stability theorem of PoincarC and Lyapunov [l] then asserts 
that if 11 c 11 is sufficiently small, the solution of (1.1) is bounded and tends 
to zero as t --f 00. If the characteristic root of A with least negative real part, 
A,, is unique and simple we can further assert that 
$i~ x(t) e-“lt =f(c), (l-2) 
an analytic function of c for 11 c 11 small. 
The determination of f(c) appears to be a matter of some difficulty. 
Converting (1.1) into a nonlinear integral equation in the usual fashion, 
we see that 
x = eAtc + 
s 
t &tt-+) g(x) ds, 
0 
f(c) = b,i x(t) eealt 
(1.3) 
ecAs g(x(s)) ds, (1.4) 
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where 
B = kir e-“ltklt. (l-5) 
Since the right-hand side of (1.4) involves the function x(t) over the entire 
t-range, it does not furnish a very satisfactory representation forf(c). In what 
follows, we shall present a direct method for obtaining f(c), following a 
technique previously used in [2, 31. 
II. FUNCTIONAL EQUATIONS 
Starting with the definition off(c), 
f(c) = ‘,\l x(t) e-“lt, (2-l) 
we obtain the relation 
f(c) = vi x(t + A) e--;(l(t+d) 
=e -+’ lim x(t + A) CZ+~, 
t+m (2.2) 
for any A > 0. Since the function x(t + A) is the solution of 
dY 
z = AY + g(y), Y(O) = 44 (2.3) 
we obtain the basic functional equation 
=e -‘I’ f(c + WC + g(c))) + o(A) (2.4) 
for A infinitesimal. Letting A ---t 0, we obtain the set of partial differential 
equations 
&f&4 = (AC + g(c), gradh), 
for the N components off(c). 
i = 1, 2, . . . . N, (2.5) 
III. POWER SERIES EXPANSION FOR f(c) 
Under the foregoing assumption that A1 is a simple characteristic root of A, 
we can write 
A = T (2 ;,_,, T-l (3.1) 
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where all the characteristic roots of the (N -- 1) x (N - 1) matrix A,, 
have real parts less than hr. Hence 
and thus 
lim e-“l”eA t 10 - 
t+m = T f. oj T ’ = B, (3.3) 
a known matrix. 
The power series expansion for f(c) consequently has the form 
f(c) = Bc + higher degree terms. (3.4) 
Substituting in (2.5) and using the known power series expansion for g(c), 
we can theoretically determine the coefficients of the higher degree terms. 
The question is whether or not this is an effective determination. Do the 
systems of linear equations which arise have a unique solution? 
IV. A SIMPLIFYING TRANSFORMATION 
Although this question could be handled directly by means of use of 
Kronecker sums of matrices, a simples response can be obtained by means 
of some preliminary transformations. Suppose initially that all of the roots 
of A are distinct. Then in place of (3.2), we may write 
A=T T-l = TAT-l. 
Setting x = T-ly, we obtain for y the equation 
(4.1) 
2 = (TAT-l)y + Tg(T-ly), y(0) = c’ = Tc. (4.2) 
Hence, from the definition of f(c), 
Tf(c) = T ;i~ e-“lt x(t) = kit e-“lt y(t) = r&c’) 
satisfies the equations 
h&c’) = (AC’ + Tg( T-k’), grad am), 
i = 1, 2, . . . . N. 
(4.3) 
(4.4) 
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It is clear that a knowledge of v(c) yieldsf(c). Since 
we have (upon dropping the primes) 
(4.6) 
Hence, if v’i has the power series expansion 
we have 




Consequently, reverting to (2.5), we see that the equation for the coefficients 
takes the form 
h&j - A, aklk2...kN = bklkz...kN, (4.9) 
where bklk, . . . kN is a polynomial function of the a’s of lower degree. The 
degree is here determined by & ki. 
Since A, is the root with smallest real part and k, 2 0, with at least one 
positive, we see that 
X,k, - A, f 0 
j=l 
as soon as the degree is at least two. Since the linear terms of q(c) have 
already been determined, it follows that all the coefficients may be determined 
recursively. 
V. GENERAL CASE 
The foregoing argument shows that the determinant of the coefficients of 
the linear system for the coefficients of degree M, M 2 2, is nonzero, and as a 
matter of fact, yields an explicit formula for the determinant in terms of the 
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Ai. It follows now by a familiar continuity argument that the determinant of 
the coefficients is nonzero in the general case where all of the characteristic 
roots of A are not necessarily simple. 
It is easy to see that the foregoing technique can be used to study the 
corresponding problem of the determination of the asymptotic behavior 
of f(c) in the case where A, is a multiple root of A and in the case where 
there are several roots with real part equal to that of A,. 
Finally, it may be surmised that the domain of analyticity off(c) is equi- 
valent to the domain of stability of the solutions of (1.1). The real cross- 
section in the c-space should then yield the set of real c-values for which all 
solutions of (1) tend to zero as t ---f 03. 
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