Abstract. Let X ⊂ R N be a Borel set, µ a Borel probability measure on X and T : X → X Lipschitz and injective. Assume that k ∈ N is strictly greater than the (lower box-counting) dimension of X. We prove that if the sets of p-periodic points for p = 1, . . . , k − 1 are of sufficiently small dimension, then for a typical polynomial perturbationh of a given Lipschitz map h :
Introduction
Consider an experimentalist observing a certain physical system modeled by a discrete time dynamical system (X, T ), where T : X → X is the evolution rule and the phase space X is a subset of Euclidean space R N . It is often the case that, instead of an actual sequence of states x, T x, T 2 x, . . . , T k x, the observer has access only to values h(x), h(T x), . . . , h(T k x) of a certain real-valued observable h : X → R. It is natural to ask, to what extent the original system can be reconstructed from the measurements h(x), h(T x), . . . , h(T k x). This question inspired a sequence of mathematical results (known as Takens' theorems) establishing that reconstruction of (X, T ) is possible for certain h, as long as h(x), h(T x), . . . , h(T k x) are known for k large enough and all x ∈ X. The assumption of being able to perform measurements for every x ∈ X is clearly unrealistic, however it enables theoretical solutions to the problem, giving justification to actual procedures used by experimentalists (see e.g. [KY90, HGLS05, SM90] ). Note that one cannot expect a reliable reconstruction of the system based on the values of an a priori given observable h, as it may fail to distinguish well the states of the system (e.g., h is a constant function). It is therefore necessary (and rather realistic) to assume that the experimentalists are able to perturb the observable with which they are working. The first result in this direction was the celebrated theorem of Takens for smooth systems on manifolds [Tak81, Theorem 1]. Let us recall its extension due to Sauer, Yorke and Casdagli [SYC91] . In their setting it is assumed that the perturbation can be taken as a polynomial of degree high enough. It turns out that the number k of measurements per initial point x must be greater than twice the upper box-counting dimension of the phase space X (denoted by dim B (X); for its definition see Section 2). The following formulation is a special case of [Rob11, Theorem 14.5].
Theorem 1.1. Let X ⊂ R N be a compact set and let T : X → X be Lipschitz and injective. Let k ∈ N be such that 2dim B (X) < k and 2dim B ({x ∈ X : T p x = x}) < p for every p = 1, . . . , k − 1. Let h : R N → R be a Lipschitz function and let h 1 , . . . , h m : R N → R be a basis of degree 2k polynomials. For α = (α 1 , . . . , α m ) ∈ R m denote by h α : R N → R the transformation
Under the above assumptions, the transformation
The map φ T α is called the delay-coordinate map. Note that the above theorem applies to any compact set X ⊂ R N , not necessarily a manifold. This is a desirable feature, as it can be of interest to consider sets with a complicated geometrical structure (such as fractal sets arising as attractors in chaotic dynamical systems, see e.g. [ER85] ). Moreover, the upper box-counting dimension of X can be strictly smaller than the dimension of any smooth manifold containing it, hence Theorem 1.1 requires fewer measurements than its smooth counterpart from [Tak81] .
As it was alluded to above, the experimentalist may only perform a finite number of observations of the form (h(T i x j )) k i=0 , for some x 1 , . . . , x L ∈ X. We believe it is realistic to assume there is an (explicit or implicit) random process which governs which initial states x i are accessible to the experimentalist. Thus in this work we are interested in the question of reconstruction in the presence of such a process. This corresponds to fixing a probability measure µ on X and asking whether the delay-coordinate map φ T α is injective almost surely with respect to µ. Since in this setting we are allowed to neglect sets of probability zero, it is reasonable to ask if a smaller number of measurements than 2 dim(X) is sufficient for the reconstruction of the system. Our main result states that indeed this the case and the number of measurements can be reduced by half for any (Borel) probability measure. The following theorem is a simplified version of Theorem 4.3. For full version and proof see Section 4. Let dim H (·) denote the Hausdorff dimension and let dim B (X) denote the lower box-counting dimension (for definitions see Section 2). In the following theorem, which is the main result of the paper, one may replace dim(·) by any one of dim H (·), dim B (X), dim B (X). Theorem 1.2. Let X ⊂ R N be a Borel set, let µ be a Borel probability measure on R N such that µ(X) = 1 and let T : X → X be Lipschitz and injective. Let k ∈ N be such that dim(X) < k and dim({x ∈ X : T p x = x}) < p for every p = 1, . . . , k − 1. Let h 1 , . . . , h m : R N → R be a basis of degree 2k polynomials. Let h :
Under the above assumptions, for Lebesgue almost every α = (α 1 , . . . , α m ) ∈ R m there exists a Borel set X α ⊂ X such that µ(X α ) = 1 and the transformation
Recall the the following inequalities for any Borel set X:
Since the inequalities in (1.1) may be strict, using the Hausdorff dimension instead of the box-counting dimension(s) may reduce the required number of measurements.
It is an interesting question whether sufficiency of k > dim(X) observations (instead of k > 2 dim(X)) for the (almost sure) recovery of the underlying system has been noticed experimentally.
Takens type theorems can be seen as dynamical versions of embedding theorems. Indeed, under the assumptions of Theorem 1.1, the delay-observation map φ Theorem 1.3. Let X ⊂ R N be a Borel set and let µ be a Borel probability measure on R N such that µ(X) = 1. Let k ∈ N be such that k > dim H (X) and let φ :
Organization of the paper The paper is organized as follows. In Section 2 we introduce notation, definitions and preliminary results. Section 3 contains the proof of the probabilistic embedding theorem involving Hausdorff dimension (Theorem 3.2) and Section 4 contains the proof of the probabilistic Takens theorem (Theorem 4.3).
Preliminaries
Consider the space R 
The Hausdorff dimension of a set A is given as The lower and upper modified box-counting dimensions of A are defined as
With this notation, the following inequalities hold:
. For more on the dimension theory in Euclidean spaces see [Fal04, Mat95, Rob11] . To verify the measurability of the sets occuring in subsequent proofs, we will use two elementary lemmas. Recall that a σ-compact set is a countable union of compact sets.
Lemma 2.1. Let X ⊂ R N be a Borel set and let µ be a finite Borel measure on X. Then there exists a σ-compact set K ⊂ X such that µ(K) = µ(X). Lemma 2.2. Let X and A be metric spaces and let π X : X × A → X be a projection given by π X (x, a) = x. Then the following hold.
•
• If X and A are σ-compact and f : X × A → R k is continuous, then the set
is σ-compact and hence Borel.
Proof. The first part follows from the fact that π X is continuous, and a continuous image of a compact set is also compact. To show the second part, let π X ×A : X × A × X → X × A denote the projection π X ×A (x, a, y) = (x, a). Then
where ∆ = {(x, a, y) ∈ X × A × X : x = y}. By the first part of the lemma, it suffices to prove that the sets {(x, a, y) ∈ X × A × X : f (x, a) = f (y, a)} and (X × A × X ) \ ∆ are σ-compact. The first one is σ-compact as a closed subset of the σ-compact space X × A × X . For the second one observe that
where d is the metric on X . It is enough to note that each set {(x, a, y) ∈ X × A × X :
} is σ-compact as a closed subset of a σ-compact space.
A probabilistic embedding theorem involving Hausdorff dimension
k . With this identification, let η k be the probability measure on E With this notation, we have the following geometrical inequality. It is the key ingredient of the proof of Theorem 3.2.
where c > 0 is an absolute constant.
Theorem 3.2. Let X ⊂ R N be a Borel set such that H k (X) = 0 for some k ∈ N, let µ be a Borel probability measure on X and let φ :
Proof. By Lemma 2.1, we can assume that X is σ-compact. Set
By Lemma 2.2, A is Borel. For x ∈ X and L ∈ E N k , denote by A x and A L , respectively, the sections
The sets A x and A L are Borel as sections of a Borel set. Observe first, that in order to prove the theorem it is enough to show that η k (A x ) = 0 for every x ∈ X, since then by Fubini's Theorem,
, we obtain the desired result. To show η k (A x ) = 0 for a point x ∈ X, it suffices to prove
for every δ > 0, where K δ = {y ∈ X : x − y ≥ δ}. Take δ > 0 and fix a small ε > 0. Since 
By Lemma 3.1 and (3.1) we have
Since ε > 0 was arbitrary, we obtain
Remark 3.3. Note that the assumption H k (X) = 0 is fulfilled if dim H (X) < k, so Theorem 3.2 is indeed a Hausdorff dimension embedding theorem. However, it may happen that H k (X) = 0 and dim H (X) = k.
A similar result to Theorem 3.2 was obtained recently in [ABDL
]. The authors introduced the notion of the description complexity of a Borel probability measure µ on R N , defined as
and proved an embedding theorem in its terms:
18, Theorem II.1] Let µ be a Borel probability measure on R N . Let k ∈ N be such that k > K(µ). Then for Lebesgue almost every linear transformation L :
In particular, the above theorem holds if there exists a Borel set X ⊂ R N such that dim B (X) < k and µ(X) = 1. Note that (2.1) implies that Theorem 3.2 is stronger than Theorem 3.4. Non-probabilistic embedding theorems were first obtained in topological and smooth categories. Menger-Nöbeling embedding theorem ([HW41, Theorem V.2]) states that for a compact metric space X with Lebesgue covering dimension at most n, a generic continuous transformation φ : X → R 2n+1 is injective (and hence a homeomorphism between X and φ(X)). The dimension 2n + 1 is known to be optimal. Generic means here that the set of injective transformations f : X → R 2n+1 is a dense G δ subset of C(X; R 2n+1 ) endowed with the supremum metric. The corresponding result in the category of smooth manifolds is the Whitney embedding theorem ( fails to be injective on X. It turns out that the assumption k > 2dim H (X) is insufficient, while k > 2dim B (X) is sufficient. This stems from the fact that the proof of Theorem 3.5 requires working with the set X − X rather than X. The property required for the proof is indeed k > dim H (X − X). The upper box-counting dimension satisfies
(note that this calculation shows that k > 2dim B X is a stronger assumption than k > dim H (X − X)). On the other hand (3.2) does not hold for the Hausdorff dimension (nor for the lower box-counting dimension), hence dim H (X) does not control dim H (X − X). The fact that we can work with the Hausdorff dimension in Theorem 3.2 comes from applying Fubini's theorem: after doing so it suffices to consider covers of the set X instead of X − X. Note that it is not true, that a linear embedding from Theorem 3.2 preserves the dimension of X. Indeed, the Hausdorff dimension and box-counting dimensions are invariants for biLipschitz transformations, yet inverse of a linear transformation on a compact set does not have to be Lipschitz. Therefore, we are only guaranteed that dim(φ L (X)) ≤ dim(X) (see [Rob11,  Theorem 3.7. Let X ⊂ R N be a compact set. Let k ∈ N be such that k > 2dim B X and let α be such that 0 < α < 1 − This is however not true in the case of Theorem 3.2:
Remark 3.8. We cannot claim that in general φ L | X L in addition to being injective has a Hölder continuous inverse. If that would be the case, then we can extend 
A probabilistic Takens theorem involving Hausdorff dimension
In this section we present the proof of the probabilistic Takens theorem. It turns out that linear perturbations are insufficient for Takens type theorems (Remark 4.5). As observed in [SYC91] , one can take perturbations from the space of polynomials of degree 2k. This can be easily extended to more general families of functions. α j h j (x l ) = ξ l for each l = 1, . . . , k. In other words, the matrix
. . . . . .
is of full rank as a transformation from R m to R k . Note that it follows that the same is true for any collection of q distinct points with q ≤ k.
Note that any basis h 1 , . . . , h m of degree at most k polynomials on R N is a k-interpolating family. For a matrix A denote by σ k (A) its k-th largest singular value (eigenvalue of the matrix A * A). Instead of Lemma 3.1 we will use the following one. 
For a transformation T : X → X define
Per n (T ).
Define also the grand orbit of x ∈ X as
Note that if T is injective, then Orb(x) is countable any two grand orbits Orb(x) and Orb(y) are either equal or disjoint. Let µ and ν be measures on a measurable space (X , F ). µ is called singular with respect to ν if there exist a measurable set A ⊂ X such that µ(X \ B) = ν(B) = 0. We denote this fact by µ ⊥ ν. By µ| A we denote the restriction of µ to the set A ∈ F .
Theorem 4.3. Let X ⊂ R N be a Borel set, let µ be a Borel probability measure on R N such that µ(X) = 1 and let T : X → X be Lipschitz and injective. Let k ∈ N be such that
Under the above assumptions, for Lebesgue almost every α = (α 1 , . . . , α m ) ∈ B m (0, 1) there exists a Borel set X α ⊂ X such that µ(X α ) = 1 and the transformation
Proof. We proceed similarly as in the proof of Theorem 3.2, but instead of Lemma 3.1 we will use Lemma 4.2 together with suitable rank estimates (see Claim below). Let η m = 1 κ
Leb| Bm(0,1) , where κ = Leb(B m (0, 1)). Applying Lemma 2.1, to the (possibly zero) measures µ| Hp(T ) , we conclude that there exist disjoint σ-compact sets X 1 , X 2 , . . . , X k−1 ⊂ X such that
Similarly, there exists a σ-compact set
It is Borel by Lemma 2.2. For x ∈ X µ and α ∈ B m (0, 1), denote by A x and A α the Borel sections
Observe first, that it is enough to prove η m (A x ) = 0 for µ-a.e x ∈ X µ , since then by Fubini η m ⊗ µ(A) = 0 and consequently µ(A α ) = 0 for η m -a.e. α ∈ B m (0, 1). Since φ T α is injective on X µ \ A α , we obtain the desired result. For x, y ∈ X define the following matrix D x,y :
Fix x ∈ X µ . We begin the proof of η m (A x ) = 0 by making the following claim: Claim: For x, y ∈ X, x = y we have rank(D x,y ) ≥ 1 and moreover
(ii) if y / ∈ Orb(x) and y ∈ H p (T ) for some p ∈ {1, . . . , k − 1}, then rank(D x,y ) ≥ p. Before proving the above claim, let us demonstrate how it implies the theorem. Decompose
A orb is Borel as 
Sets A p,n are Borel by the Lemma 2.2 (we used here continuity of the singular value of a given order, see [GVL13, Corollary 8.6 .2]). We have
Consequently, it is enough to prove η m (A p,n \ A orb ) = 0 for each n ∈ N and p = 1, . . . , k. Fix
. . , h m are Lipschitz on X and α is taken from a bounded set. From (4.4) we have
Since for each i ∈ N it holds σ p (D x,y i ) ≥ 1 n , we can apply Lemma 4.2 and (4.3) to obtain
Since ε > 0 was arbitrary, we conclude that η m (A p,n \ A orb ) = 0. It remains to prove the Claim. For (i), it suffices to observe that, the first row of D x,y is non-zero as long as x = y and therefore rank(D x,y ) ≥ 1. Indeed, otherwise we would have h j (x) = h j (y) for j = 1, .., m what would contradict the fact that h 1 , . . . , h m is an interpolating family. Let us assume now that y / ∈ Orb(x). Then Orb(y) ∩ Orb(x) = ∅, since T is injective. Let l ∈ N be the cardinality of the set {x, T x, . . . , T k−1 x, y, T y, . . . , T k−1 y}. Note that 1 ≤ l ≤ 2k and the upper inequality can be strict, as x or y may be periodic. Enumerate {x, T x, . . . , T k−1 x, y, T y, . . . , T k−1 y} = {z 1 , . . . , z l } with z 1 , . . . , z l distinct. The matrix D x,y can be decomposed as and J x,y is a matrix whose all entries belong to {0, 1, −1}. Since z 1 , . . . , z l are distinct and h 1 , . . . , h m is a 2k-interpolating family, the matrix V x,y is of full rank, hence rank(D x,y ) = rank(J x,y ). Note that since orbits of x and y are distinct, matrices J x,y and V x,y can be always taken of the form J where again q ∈ {1, . . . , k}, J 1 and J 2 depend on the period of x. In this case we obtain rank(J x,y ) ≥ p.
