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Nous construisons un système dynamique combinatoire où l'espace et le temps sont dis-
crets. À l'aide de la théorie de Morse discrète de Robin Forman, nous généralisons le
champ vectoriel combinatoire pour obtenir un système dynamique combinatoire. Nous
utilisons les complexes simpliciaux comme espaces combinatoires. Nous apparions un
simplexe de dimension n avec un simplexe de dimension n+1 pour construire un champ
vectoriel combinatoire sur cet espace. Ensuite, pour décrire la dynamique du système,
nous construisons une application multivoque ΠV. Nous nous intéressons à une étude qua-
litative du système. Donc, nous cherchons les ensembles invariants isolés et les liens entre
eux pour obtenir la décomposition de Morse. En outre, nous approfondissons la structure
des cycles qui nous permettent de construire une méthode générale pour construire la dé-
composition de Morse d'un système dynamique combinatoire. De plus, nous développons
des algorithmes pour vérifier les définitions, les calculs d'invariants et la construction
d'une décomposition de Morse.
Mots-clés : système dynamique combinatoire, complexe simplicial, théorie de Morse
discrète, décomposition de Morse, champ vectoriel discret.
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INTRODUCTION
Depuis la dernière décennie, le concept de champ vectoriel combinatoire, introduit par
Robin Forman en 1998 [For02], est devenu un outil très efficace pour la discrétisation des
problèmes continus en mathématiques, en imagerie et pour le calcul d'homologie. Dans
ce travail, nous l'appliquons aux systèmes dynamiques. D'abord, nous avons besoin de
quelques notions préliminaires sur la théorie des graphes et sur les systèmes dynamiques
classiques. Ensuite, nous définissons les complexes simpliciaux [Mun84] qui permettent de
construire l'espace combinatoire. De plus, à partir d'un ensemble de points, nous construi-
sons des complexes simpliciaux avec plusieurs méthodes différentes comme le complexe
de ech, le complexe de Vietoris-Rips et le complexe Alpha [EH10, Ghr14]. Par la suite,
nous introduisons une première approche des champs vectoriels combinatoires gradients
développés par Robin Forman [For02, For98]. Dans ces travaux, l'auteur les utilise pour
donner une analogie discrète de la théorie de Morse. De plus, nous montrons un algo-
rithme qui construit un champ vectoriel gradient à partir d'un complexe simplicial avec
une fonction donnant une valeur réelle à chaque sommet [RJWS10]. Ensuite, nous repre-
nons la même idée des champs vectoriels combinatoires et nous la généralisons pour le cas
des systèmes dynamiques pour en obtenir leur discrétisation [KMW16]. Nous aurons be-
soin d'une application multivoque qui nous permettra d'étudier les systèmes dynamiques
combinatoires. Alors, nous définissons les solutions et analysons les zones de convergence
ou divergence de ces solutions. Nous ajoutons quelques conditions supplémentaires à ces
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zones pour obtenir les invariants isolés et les invariants minimums. Ensuite, nous défi-
nissons les cycles dans un système dynamique combinatoire et nous approfondissons leur
structure. Pour finir, nous décomposons un système dynamique combinatoire en une dé-
composition de Morse [BKMW]. Pour ce faire, nous utilisons un ensemble partiellement
ordonné qui est composé d'ensembles invariants isolés et les relations entre eux définies
par les solutions entrantes et sortantes. Avec ces données, nous créons un graphe de
Morse qui encode l'information sur les zones importantes et les liens entre elles. Ainsi,
cette décomposition de Morse permet une étude qualitative du système. Ainsi, ce mémoire
présente une approche aux systèmes dynamiques combinatoires qui est la généralisation
de la construction des champs vectoriels discrets de la théorie de Morse discrète sur les
complexes simpliciaux et une méthode systématique pour les analyser. De plus, nous
développons des algorithmes afin de vérifier des définitions, construire des invariants et
la décomposition de Morse. Les algorithmes de ce mémoire sont codés et utilisés pour la
production des exemples et des figures.
Donc, la suite de ce mémoire est organisée comme suit : le chapitre 1 fait un rappel sur
les systèmes dynamiques classiques et de la théorie des graphes. Le chapitre 2 introduit
les complexes simpliciaux. Le chapitre 3 est consacré sur la théorie de Morse discrète.
Ensuite, dans le chapitre 4, nous développons sur les systèmes dynamiques combinatoires.
Pour finir, dans le chapitre 5, nous étudions les cycles et la décomposition de Morse. Mes




1.1 Les systèmes dynamiques classiques
Tout d'abord, qu'est-ce qu'un système dynamique ? Nous cherchons les solutions x(t, x0)







où t est le temps et x0 est la valeur initiale. Donc, nous nous intéressons à connaître
l'évolution d'une valeur de x dans le temps t. Par exemple, cette valeur pourrait être
la position d'un objet ou même des conditions météorologiques. Ainsi, nous définissons





φ(0, x) = x.
(1.2)
Définition 1.1. Soient X un espace métrique et φ : IR×X → X une fonction continue.
Alors, φ est un flot, ou un système dynamique à temps continu, si les propriétés suivantes
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sont satisfaites :
1. φ(0, x) = Idx ;
2. φ(s+ t, x) = φ(t, φ(s, x)), pour tout t et s ∈ IR.
La première condition indique qu'au temps initial, la valeur initiale est x0. Pour la
deuxième, si nous additionnons les temps s et t au point x, ceci revient à la compo-
sition du flot au temps s avec x et ensuite avec le temps t obtenu du nouveau point. Nous
avons quelques exemples de systèmes dynamiques dans la Figure 1.1.
Ainsi, nous posons la question suivante : que pouvons-nous étudier sur un système dy-
namique ? D'abord, nous pouvons nous intéresser aux futurs du système dynamique,
c'est-à-dire quand t → ∞ ou même aux passés du système quand t → −∞. De plus,
nous pouvons chercher les points d'attraction, les points répulsifs et vérifier s'il contient
des cycles. Donc, nous nous intéressons au comportement des trajectoires que nous défi-
nissons comme suit.
Définition 1.2. Soient un flot φ et un point x0 ∈ X. Une trajectoire est t→ φt(x0) de
x0 et son image est φIR(x0) = {φt(x)}t∈IR ⊂ X aussi appelée une orbite.
De plus, s'il y existe une trajectoire de φ de x telle que son orbite φIR(x) = x, alors, le
point x est un point d'équilibre aussi appelé un point fixe. Une trajectoire t→ φt(x) est
un cycle, s'il existe T > 0 tel que φT+t(x) = φt(x) pour tout t.
Donc, si nous avons une trajectoire quelconque d'un système dynamique, il est difficile de
trouver la solution associée à cette trajectoire de l'équation (1.1). En revanche, il serait
plus simple d'analyser le futur et le passé des trajectoires. À la Figure 1.1, nous avons
quelques exemples de trajectoires qui sont représentées en bleu.




Figure 1.1  Exemples des portraits de phase des systèmes dynamiques avec des trajec-
toires en bleu.
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Exemple 1.4. Calculons les ensembles α-limites et ω-limites des points sur les trajec-
toires des systèmes dynamiques de la Figure 1.1. Pour 1.1(a), soit x1 un point sur une
des trajectoires en bleu. Alors α(x1) = ∅ et ω(x1) = (0, 0). Pour 1.1(b), soit x2 un
point sur une des trajectoires en bleu. Alors α(x2) = (0, 0) et ω(x2) = ∅. Pour 1.1(c),
soit un point x3 sur une des trajectoires en bleu et φt(x3) sa trajectoire associée. Alors
α(x3) = φt(x3) = ω(x3).
L'ensemble α-limite représente la source de la trajectoire par exemple des points répulsifs.
Pour l'ensemble ω-limite, ceci représente la destination de la trajectoire par exemple
des points attractifs. Par contre, analyser toutes les trajectoires possibles contient trop
d'information redondante. Alors, ils sont regroupés dans des zones qui contiennent un
comportement intéressant, comme, les cycles, les points attractifs et les points répulsifs.
Définition 1.5. Soient φ un flot et un intervalle (t−(x), t+(x)) où t−(x) < 0 et t+(x) > 0.
Un ensemble K ⊂ X est un invariant si φt(x) ∈ K pour tout x ∈ K et pour tout
t ∈ (t−(x), t+(x)). Si c'est seulement pour les t ∈ [0, t+(x)), alors, K est un invariant
positif. Si c'est seulement pour les t ∈ (t−(x), 0], alors, K est un invariant négatif.
Exemple 1.6. Retournons à la Figure 1.1 et trouvons des invariants. Pour 1.1(a), soit
K1 = [−1, 1]× [−1, 1] avec une trajectoire quelconque. K1 est un invariant positif, mais il
n'est pas un invariant négatif. Pour 1.1(b) avec le même K1 et une trajectoire quelconque,
nous obtenons le contraire. K1 est un invariant négatif, mais il n'est pas un invariant
positif. Pour 1.1(c), soit K2 l'intérieur de la trajectoire bleue formant le plus petit cycle,
alors K2 forme un invariant.
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Donc, nous décomposons le système dynamique en plusieurs zones contenant un com-
portement intéressant comme un point attractif, un point répulsif ou un cycle. Ainsi,
ceci nous permet d'étudier le système pour comprendre les tendances du système et de
pouvoir faire des prédictions en sachant des valeurs initiales.
Dans un autre ordre d'idée, nous pouvons aussi discrétiser le temps du système dyna-
mique. Ainsi, le flot devient φ : Z×X → X, que nous appelons un système dynamique à
temps discret. De plus, si f : X → X est donnée par f(x) = φ1(x). Alors, nous obtenons
f(x) ◦ f(x) ◦ . . . ◦ f(x)⏞ ⏟⏟ ⏞
n compositions
= φ1 ◦ φ1 ◦ . . . ◦ φ1 = φn(x) pour les temps t = n ∈ Z≥0. Dans le
cas où t est négatif, il y a quelques solutions possibles. Une solution est de supposer que
la fonction f est inversible. De la même façon, nous pouvons appliquer f−1 n fois pour
obtenir les temps négatifs t ∈ Z<0.
Donc, nous remarquons qu'il est simple de discrétiser le temps. Si nous avons la fonction
f qui définit une unité de temps, alors, nous appliquons la fonction t fois pour obtenir
le temps t pour une valeur x. En revanche, il est plus difficile de discrétiser l'espace
euclidien X car si nous ne faisons pas attention à l'espace utilisé, nous pouvons perdre de
l'information importante, comme un point fixe. Ainsi, le but de ce mémoire est de définir
un système dynamique combinatoire ayant un temps discret, un espace combinatoire et
une méthode pour l'étudier basée sur les invariants et leurs liens entre eux.
1.2 La théorie des graphes
1.2.1 Les Graphes
Dans cette section, nous nous intéressons aux graphes [Ski08] afin de visualiser les ap-
plications multivoques de notre système dynamique combinatoire que nous utilisons plus
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Figure 1.2  Exemple de graphe non orienté
Figure 1.3  Exemple de graphe orienté
tard. De plus, la représentation sous forme de graphe permet d'exploiter des algorithmes
efficaces pour vérifier qu'un graphe est cyclique et de d'autres propriétés que nous utili-
sons plus tard.
Définition 1.7. Un graphe G est une paire (V,E). V est l'ensemble des sommets et
E est l'ensemble des arêtes tel que E ⊂ V × V . Nous pouvons ajouter une orientation
sur les arêtes. S'il n'y a pas d'orientation, alors, l'arête (x, y) est équivalente à (y, x)
pour x, y ∈ V . Dans l'autre cas, nous distinguons la paire (x, y) et (y, x), c'est-à-dire
(x, y) ̸= (y, x). Une flèche est ajoutée pour indiquer l'orientation. De plus, nous ajoutons
une multiplicité aux arêtes s'il y a plusieurs arêtes différentes entre deux sommets.
Exemple 1.8. À la Figure 1.2, nous avons un exemple de graphe non orienté. L'en-
semble des sommets est V = {1, 2, 3, 4, 5} et l'ensemble des arêtes est E = {(1, 2), (1, 4),
(2, 3), (3, 4), (3, 5), (4, 5)}.
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Figure 1.4  Exemple plus complexe de graphe orienté
À la Figure 1.3, nous voyons un exemple de graphe orienté. L'ensemble des sommets est
V = {1, 2, 3, 4, 5, 6, 7} et l'ensemble des arêtes est E = {(1, 2), (1, 3), (2, 3), (3, 4), (5, 3), (4,
6), (4, 7)}.
Définition 1.9. Soient G un graphe et x, y ∈ V .Un chemin entre x et y est une suite
d'arêtes telle que (x, a1), (a1, a2), (a2, a3), . . . (an, an+1) et (an+1, y) ∈ E et x, y, a1, a2,
. . . , an+1 ∈ V .
Exemple 1.10. À la Figure 1.4, nous avons un graphe orienté plus complexe. L'ensemble
de sommets est V = {1, 2, 3, 4, 5, 6, 7} et l'ensemble des arêtes est E = {(1, 2), (1, 3), (2, 3),
(3, 4), (4, 1), (4, 6)2, (6, 7), (7, 6), (7, 5), (5, 5)}. Nous remarquons qu'il y a plusieurs flèches
pour la paire (4, 6) car (4, 6) est de multiplicité 2. De plus, nous pouvons aussi avoir
l'arête (5, 5) qui est représentée par une boucle.
Un exemple de chemin entre le sommet 1 et 7 est (1, 2), (2, 3), (3, 4), (4, 6) et (6, 7). De
plus, le chemin (1, 2), (2, 3), (3, 4) et (4, 1) est un cycle. Un graphe qui contient des cycles
est appelé un graphe cyclique. Un graphe qui ne contient pas de cycle est dénommé un
graphe acyclique.
Définition 1.11. Soit G un graphe orienté. Nous définissons une composante fortement
connexe g, un sous-graphe de G tel que pour chaque x, y ∈ Vg, il existe un chemin de
x à y. Pour Eg, nous ajoutons les arêtes utilisées pour les chemins entre x et y. Pour
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Figure 1.5  Exemple de composantes fortement et faiblement connexes
les composantes faiblement connexes, l'orientation de G est ignorée et nous prenons les
sous-graphes g tels que pour chaque x, y ∈ Vg, il existe un chemin de x à y.
Remarque 1.12. Dans le cas d'un graphe non orienté, les composantes fortement et
faiblement connexes sont équivalentes. Donc, nous les nommons simplement des compo-
santes connexes.
Exemple 1.13. À la Figure 1.5, le graphe est défini par l'ensemble des sommets V =
{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11} et l'ensemble des arêtes E = {(1, 2), (2, 3), (3, 1), (3, 4), (3, 6),
(4, 5), (5, 3), (7, 8), (7, 9), (8, 9), (9, 10), (11, 8), (10, 11)}.
Les composantes fortement connexes de ce graphe sont :
C1 = ({1, 2, 3, 4, 5}, {(1, 2), (2, 3), (3, 1), (3, 4), (4, 5), (5, 3)})
C2 = ({8, 9, 10, 11}, {(8, 9), (9, 10), (10, 11), (11, 8)})
C3 = ({7}, ∅), C4 = ({6}, ∅)
Les composantes faiblement connexes de ce graphe sont :
c1 = ({1, 2, 3, 4, 5, 6}, {(1, 2), (2, 3), (3, 1), (3, 4), (4, 5), (5, 3)(3, 6)})
c2 = ({7, 8, 9, 10, 11}, {(7, 8), (7, 9), (8, 9), (9, 10), (10, 11), (11, 8)})
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Figure 1.6  Exemple d'un arbre avec 0 comme racine
Nous nous intéressons aussi à une structure plus précise d'un graphe nommée un arbre
[MS05].
Définition 1.14. Un arbre est un graphe acyclique avec un sommet que nous identifions
comme la racine de l'arbre. De plus, à partir de la racine, nous avons accès à tous les
sommets.
Voici de la terminalogie que nous allons utiliser sur les arbres.
Définition 1.15.  Les sommets d'un arbre sont appelés des n÷uds.
 S'il y a une flèche orientée entre le n÷ud a et b, alors, a est un n÷ud parent de b
et b est un n÷ud enfant de a
 Si deux n÷uds ont le même parent, alors, ils sont des n÷uds voisins.
 Les branches sont les sous-arbres ayant comme racine les enfants de la racine
principale.
 La profondeur d'un n÷ud a est le nombre de n÷uds entre la racine et a. La racine
est de profondeur 0.
 Le degré sortant d'un n÷ud est le nombre de flèches sortantes.
Voir la Figure 1.6 pour un exemple d'arbre où la racine est le sommet 0.
De plus, nous pouvons ajouter une structure supplémentaire sur l'arbre en identifiant
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Figure 1.7  Exemple d'un arbre avec les différents types d'arêtes
trois nouveaux types d'arêtes :
 Une arête vers l'avant est une arête partant d'un n÷ud à un n÷ud plus profond
dans l'arbre en bleu sur la Figure (1.7).
 Une arête vers l'arrière est une arête partant d'un n÷ud à un n÷ud moins profond
dans l'arbre en rouge sur la Figure (1.7).
 Une arête transversale est une arête partant d'une branche à l'autre en vert sur
la Figure (1.7).
Cette structure augmentée sera utile pour montrer l'algorithme de Tarjan et l'arbre sim-
plicial.
1.2.2 Des structures de données
Nous nous intéressons aux types de structures de données utilisées pour un graphe et
nous présentons les deux structures les plus simples qui vont être utilisées pour encoder
un graphe.
La première structure de donnée est la matrice d'adjacence. Nous utilisons une matrice
n×n pour encoder l'information où n est le nombre de sommets dans le graphe G. Soit A
une matrice d'adjacence d'un graphe. Alors, il y a un isomorphisme entre les n÷uds du
graphe et les indices entre 1 et n. De plus, aij est le nombre d'arêtes partant du sommet
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Figure 1.8  Exemple de graphe pour la matrice d'adjacence et la liste d'adjacence
i allant au sommet j. Dans le cas d'un graphe non orienté, la matrice d'adjacence est
symétrique.
Exemple 1.16. À partir de la Figure 1.8, nous obtenons la matrice adjacence suivante :
M =
⎡⎢⎢⎣
0 0 1 0
1 0 1 1
0 0 0 1
0 0 0 1
⎤⎥⎥⎦
La deuxième structure de donnée pour encoder un graphe est la liste d'adjacence. Elle
utilise une liste de listes de longueur n où n est le nombre de sommet dans le graphe.
Le ième élément de la liste de listes représente la liste des arêtes ayant comme source le
ième sommet.
Exemple 1.17. À la Figure 1.8, nous obtenons la liste suivante des sommets : {1, 2, 3, 4}.
Chaque sommet a sa liste de sommets : la liste 1 : {3}, la liste 2 : {1, 3, 4}, la liste 3 :
{4} et la liste 4 : {4}.
Le tableau (1.1) contient le nombre d'opérations nécessaires pour faire une action sur le
graphe. Nous supposons que c'est le pire cas possible pour chacun. Soient n le nombre
de sommets et m le nombre d'arêtes.
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Matrice d'adjacence Liste d'adjacence
Quantité de mémoire n2 m+ n
Accès à un sommet O(1) O(n)
Accès à une arête O(1) O(m+ n)
Ajout d'un sommet O(n) O(1)
Suppression d'un sommet O(n) O(n)
Ajout ou suppression d'une arête O(1) O(m+ n)
Tableau 1.1  Comparaison de la liste d'adjacence et de la matrice d'adjacence
Les deux structures sont bonnes pour représenter les graphes, mais nous choisissons une
structure selon la densité du graphe. Nous appelons un graphe dense s'il y a beaucoup
d'arêtes entre les sommets et un graphe creux, s'il y a peu d'arêtes entre les sommets.
Donc, comme les opérations de la matrice d'adjacence ne sont pas affectées par le nombre
d'arêtes, alors nous préférons utiliser la liste d'adjacence quand le graphe est creux. En
général, la matrice d'adjacence est meilleure, mais plus couteuse sur la mémoire.
1.2.3 Algorithmes
Nous présentons quelques algorithmes sur les graphes que nous avons utilisés dans ce
travail.
Algorithme pour parcourir un graphe
Nous nous intéressons à une méthode permettant de parcourir un graphe G quelconque. Il
y a deux techniques permettant de parcourir un graphe. La première méthode est un par-
cours en profondeur et la deuxième est un parcours en largeur. Le parcours en profondeur
favorise à chercher le fond des chemins au lieu de regarder ses voisins. Inversement, pour
le parcours en largeur, il favorise à regarder ses voisins avant de les explorer. Les deux
manières utilisent la récursivité pour parcourir le graphe. Une application intéressante
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est de vérifier si un graphe orienté est acyclique ou non. Pour ce faire, il faut ajouter une
marque sur chaque sommet que nous visitons durant le parcours. De plus, nous démar-
quons les sommets quand nous revenons vers l'arrière. L'algoritme s'arrête quand nous
voulons marquer un sommet qui est déjà marqué. Alors, nous avons trouvé un cycle et
le graphe est cyclique. De plus, il faut s'assurer que chaque sommet soit au moins visité
une fois. Le temps de l'algorithme, dans le pire cas, est O(m+n) car nous devons visiter
tous les sommets et toutes les arêtes au moins une fois par un parcours en profondeur ou
un parcous en largeur.
La fermeture transitive d'un graphe
La fermeture transitive d'un graphe permet de trouver s'il y existe un chemin entre deux
sommets. Soit un graphe de départ G1. L'algorithme nous donne un autre graphe G2 tel
que G1 et G2 ont les mêmes sommets. Par contre, les ensembles des arêtes sont différents.
Soient x1 et y1 deux sommets de G1 et x2 et y2 les mêmes sommets pour G2. S'il existe un
chemin entre les sommets x1 et y1, alors, nous ajoutons une arête entre les sommets x2
et y2. Ainsi, le nouveau graphe G2, avec une matrice d'adjacence, nous permet d'obtenir
en un temps constant s'il y existe un chemin entre deux sommets du graphe G1. Une
méthode simple pour l'implémenter est de parcourir le graphe en utilisant un parcours
en largeur ou en profondeur. Durant le parcours du graphe, nous marquons les sommets
que nous visitons pour éviter de traiter un même sommet plus qu'une fois. Nous ajoutons
une arête entre les sommets quand nous passons d'un sommet à l'autre. De plus, nous
l'appliquons de façon rétroactive. C'est-à-dire, que si nous ajoutons une arête entre les
sommets x et y, alors, pour tous les sommets z qui ont une arête entre z et x, nous
ajoutons aussi une arête entre z et y. Cet algorithme a une complexité de O(n3).
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(a) Entrée (b) Sortie
Figure 1.9  Exemple de calcul de la fermeture transitive d'un graphe
Algorithme de Tarjan : les composantes fortement connexes
L'algorithme de Tarjan [Tar72] permet de partitionner un graphe en ses composantes
fortement connexes. Ainsi, l'algorithme prend en entrée un graphe orienté et en sortie
une liste des composantes fortement connexes de ce graphe. Maintenant, décrivons l'al-
gorithme de Tarjan. Tout d'abord, nous définissons une relation d'équivalence entre les
sommets d'une même composante fortement connexe. Notons [v] la classe d'équivalence
des composantes fortement connexes du sommet v. Nous utilisons le parcours en pro-
fondeur d'un sommet v quelconque. En calculant ce parcours, nous obtenons un arbre
avec des arêtes vers l'avant, vers l'arrière et transversales que nous notons l'arbre PeP
(parcours en profondeur) de v. S'il y a une composante fortement connexe dans l'arbre
PeP de v, alors, elle est connexe. Autrement dit, la composante de v est en un morceau
dans l'arbre PeP de v. Plus précisément, nous nous intéressons à séparer la composante
fortement connexe du reste de l'arbre. Nous notons le n÷ud de la tête de la compo-
sante fortement connexe le moins profond de l'arbre PeP. Ainsi, le problème de trouver
les composantes fortement connexes revient à un problème de trouver la tête de chaque
composante fortement connexe.
Nous avons trois cas à gérer dans l'arbre PeP de v. D'abord, si l'arbre PeP de v ne contient
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pas d'arête transversale ou vers l'arrière, alors, l'arbre PeP est acyclique et [v] a un seul
élément. Dans le deuxième cas, si nous avons au moins une arête vers l'arrière dans l'arbre
PeP de v et qu'elle pointe vers un ancêtre de v, alors, v n'est pas une tête et il fait partie
d'un cycle. Le troisième cas est si nous avons seulement des arêtes transversales sortantes
entre les branches de l'arbre PeP de v. Pour faciliter ce cas, nous enlevons les sommets
qui sont des têtes déjà traitées auparavant. Montrons que, si l'arbre PeP de v a des arêtes
transversales sortantes, alors, v n'est pas la tête d'une composante fortement connexe.
D'abord, une remarque importante est que le parcours en profondeur construit un arbre
où les arêtes transversales pointent toujours vers un n÷ud moins profond dans l'arbre.
Supposons qu'une arête transversale parte de u vers w. Soit z la tête de la composante
fortement connexe [w]. Alors, z est visitée plus tard que w. Si z est dans une branche
séparée, alors, nous avons fini de visiter et supprimons z et w. Par contre, ceci contredit
le fait que nous avons l'arête transversale de u vers w. Donc, z est un ancêtre de v. Nous
construisons le chemin suivant. Nous commençons par l'arête u−w. Ensuite, z est la tête
de w implique qu'il y a un chemin de w à z. De plus, z est l'ancêtre de v. Donc, nous
obtenons un cycle et v n'est pas la tête de la composante fortement connexe. Ainsi, ce
que nous devons faire est de vérifier l'existence d'une arête transversale ou une arête vers
l'arrière de l'arbre PeP pour vérifier que [v] est une tête ou non.
Pour l'implémentation de l'algorithme, nous définissons deux valeurs : le temps de dé-
couverte durant le parcours en profondeur noté tmpDec(v) et le temps minimum de
découverte durant le parcours en profondeur noté tmpMin(v). Donc, nous remarquons
quelques propriétés qui découlent de ces définitions. Si nous avons une arête transversale
ou une arête vers l'arrière cela implique que tmpDec(v) > tmpMin(v). De plus, v est une
tête d'une composante fortement connexe si, après le calcul de l'arbre PeP, tmpMin(v) =
tmpDec(v). Pour finir, si l'arbre PeP de v n'a pas d'arrête transversale ni une arête vers
l'arrière, alors, nous obtenons l'égalité tmpMin(v) = tmpDec(v). De plus, nous utilisons
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une pile qui nous permettra d'identifier le sous-arbre enraciné en v. Nous empilons les
sommets visités dans la pile. Ainsi, quand nous avons fini de visiter le sommet v, tous les
n÷uds de l'arbre v sont maintenant dans la pile. Si v est une tête et nous avons enlevé
les autres têtes dans l'arbre, alors, les n÷uds restants dans la pile sont [v].
Maintenant, nous pouvons décrire l'algorithme. Nous effectuons un parcours en profon-
deur en conservant les valeurs de tmpMin et tmpDec de chaque n÷ud. Avec ses valeurs,
nous pouvons détecter les têtes des composantes fortement connexes et nous les suppri-
mons au fur et à mesure. Cet algorithme est en temps linéaire car nous effectuons un
parcours en profondeur et les manipulations ajoutées dans l'algorithme de Tarjan sont
négligeables.
En synthèse, la théorie des graphes sera utile car nous aurons des objets finis avec des
relations qui se représentent bien dans un graphe. D'abord, nous avons couvert les défini-
tions de bases des graphes. Ensuite, nous avons comparé la liste d'adjacence et la matrice
d'adjacence qui sont deux structures de données de graphe. Pour finir, nous avons vu




Dans ce chapitre, nous nous intéressons à une structure combinatoire permettant de
définir un système dynamique combinatoire. Nous utilisons les complexes simpliciaux.
D'abord, nous définissons les simplexes et les complexes simpliciaux géométriques. En-
suite, nous généralisons cette définition pour obtenir les complexes simpliciaux abstraits.
De plus, nous montrons deux méthodes d'implémentation pour encoder les informations
nécessaires d'un complexe simplicial. Dans ce travail, le diagramme de Hasse et l'arbre
simplicial sont présentés. Pour finir, nous expliquons quelques manières différentes pour
construire un complexe simplicial à partir d'un nuage de points.
2.1 Les complexes simpliciaux
Définition 2.1. Un ensemble de points {v0, v1, . . . , vn} dans IRN , avec n ≤ N , est géo-









nous avons que t0 = t1 = . . . = tn = 0.
Cette définition d'ensemble géométriquement indépendant a un lien avec la définition des
familles de vecteurs linéairement indépendantes dans le sens de l'algèbre linéaire.
Lemme 2.2. Un ensemble {v0, v1, . . . , vn} est géométriquement indépendant si et seule-
ment si l'ensemble des vecteurs {v1−v0, v2−v0, . . . , vn−v0} est une famille linéairement
indépendante dans le sens de l'algèbre linéaire.
Démonstration. Soit un ensemble {v0, v1, . . . , vn} géométriquement indépendant.
n∑︂
i=0
tivi = 0 =⇒
n∑︂
i=1
tivi = −t0v0 =⇒
n∑︂
i=1






i=0 ti = 0. Par conséquent,
∑︁n
i=1 ti(vi − v0) = 0 et 0 = ti pour tout i = 1, 2, . . . , n.
Donc, {v1 − v0, v2 − v0, . . . , vn − v0} est une famille linéairement indépendante.
De l'autre côté, supposons que {v1− v0, v2− v0, . . . , vn− v0} est une famille linéairement
indépendante. Alors, nous obtenons
n∑︂
i=1







Posons t0 = −
∑︁n
i=1 ti. De plus, par l'indépendance linéaire, nous avons t1 = t2 = . . . =
tn = 0, ce qui entraîne que t0 = 0. Donc,
∑︁n
i=0 tivi = 0 et
∑︁n





0. Ceci implique que t0 = t1 = . . . = tn = 0. Ainsi {v0, v1, . . . vn} est géométriquement
indépendant.
Maintenant, nous pouvons définir les simplexes qui seront les objets d'intérêts de notre
espace combinatoire.
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Figure 2.1  V0, V1 et V2 forment un 2-simplexe.
Définition 2.3. Soit {v0, v1, . . . , vn} un ensemble géométriquement indépendant dans
IRN . Nous définissons un n-simplexe appartenant au sous-espace engendré par v0, v1, . . . ,







i=0 ti = 1 et ti ≥ 0 pour tout i = 0, 1, . . . , n.
Note : Les ti sont appelés des coordonnées barycentriques.
Proposition 2.4. Les coordonnées barycentriques d'un point x du simplexe sont uniques.
Démonstration. Supposons que les coordonnées barycentriques de x ne sont pas uniques.









i=0 λi = 1 et ti ̸= λi pour au moins une valeur de i. Donc,
0 = x − x = ∑︁ni=0(ti − λi)vi = 0 et ∑︁ni=0(ti − λi) = 1 − 1 = 0. De plus, les vi sont
géométriquement indépendant, alors ti − λi = 0 pour tout i. Donc, les coordonnées
barycentriques sont uniques.
Passons à certains exemples pour comprendre la forme d'un n-simplexe pour un certain
n.
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Exemple 2.5. Le 0-simplexe est engendré par un point v0. Ainsi, t0 = 1. Alors le seul
point est x = v0. Donc, le 0-simplexe est un singleton.
Exemple 2.6. Le 1-simplexe, engendré par v0 et v1, consiste en tous les points de la
forme x = t0v0 + t1v1 tel que t0 + t1 = 1. Ainsi, t1 = 1− t0 et x = t0v0 + (1− t0)v1 est le
1-simplexe formé de l'ensemble des points de la droite entre v0 et v1. Le 1-simplexe est
aussi appelé arête.
Exemple 2.7. Le 2-simplexe σ, engendré par v0, v1 et v2, est l'ensemble des points
x = t0v0 + t1v1 + t2v2 tels que t0 + t1 + t2 = 1. Si t0 ̸= 1, alors
t0 + t1 + t2 = 1 =⇒ 1− t0 = t1 + t2 =⇒ 1 = t1 + t2
1− t0
Ainsi, x = t0v0+ (1− t0)(( t11−t0 )v1+ ( t21−t0 )v2) représente un point entre v0 et p , où p est
le point entre v1 et v2. Donc, le 2-simplexe est un triangle. Dans la Figure 2.1, le point
x est obtenu avec t0 = 12 , t1 =
1
6
et t2 = 13 .
Exemple 2.8. En suivant une démarche similaire du 2-simplexe, nous pouvons montrer
qu'un 3-simplexe est un tétraèdre.
Voici quelques définitions sur les simplexes que nous utiliserons comme les sommets, les
faces, la frontière et l'adhérence.
Définition 2.9. Soit σ un n-simplexe avec les points {v0, v1, . . . , vn} :
 Les points v0, v1, . . . , vn sont appelés les sommets.
 [v0, v1, . . . , vn] est un n-simplexe engendré par les sommets {v0, v1, . . . , vn}.
 Le nombre n est la dimension d'un n-simplexe. Nous notons σ(p) un simplexe de
dimension p.
 Tous les sous-ensembles de {v0, v1, . . . , vn} sont appelés les faces et nous les notons
τ ≤ σ si τ est une face de σ. En particulier, les faces différentes de σ sont les
faces propres et nous notons τ < σ.
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 Si τ > σ, alors, nous disons que τ est une coface de σ qui est équivalent à dire
que σ est une face de τ .
 L'adhérence de σ est l'ensemble de toutes les faces de σ noté Cl σ.
 La frontière de σ est l'ensemble de toutes les faces propres de σ. Elle est notée
Bd σ.
Maintenant que nous connaissons les simplexes, nous nous intéressons à une structure
qui contient plus qu'un simplexe. Nous nous restreignons à deux conditions pour obtenir
un ensemble ayant des propriétés intéressantes.
Définition 2.10. Un complexe simplicial K dans IRN est un ensemble de simplexes tel
que :
1. Toutes les faces d'un simplexe dans K sont aussi dans K.
2. L'intersection entre deux simplexes de K est une face pour chacun des simplexes
ou l'ensemble vide.
La première condition d'un complexe simplicial nous indique que nous voulons que toutes
les faces de tous les simplexes soient dans le complexe simplicial. La deuxième condition
représente la manière dont nous voulons coller les simplexes ensemble. Nous voulons que
ce collement se fasse sur les faces des simplexes.
Exemple 2.11. À la Figure 2.2, nous avons des exemples et des contre-exemples sur
les complexes simpliciaux. Les Figures 2.2(a) et 2.2(b) représentent des complexes sim-
pliciaux. Les Figures 2.2(c) et 2.2(d) ne représentent pas des complexes simpliciaux car,
dans les deux cas, l'intersection entre les deux 2-simplexes n'est pas une face pour chacun
des 2-simplexes.
Remarque 2.12. Soit K un complexe simplicial composé seulement de 0-simplexes et de




Figure 2.2  Exemples et contre-exemples de complexes simpliciaux
arêtes d'un graphe. Donc, les complexes simpliciaux sont une généralisation des graphes
non orientés.
Notons Kd l'ensemble des simplexes de dimension d dans un complexe simplicial. Par
exemple, l'ensemble des sommets dans K est noté par K0.
Parfois, il n'est pas nécessaire d'avoir une structure géométrique à notre espace combi-
natoire. Par contre, nous voulons garder des relations similaires que les deux conditions
de la définition 2.10 des complexes simpliciaux.
Définition 2.13. Un complexe simplicial abstrait est un ensemble K qui contient des
ensembles finis et non vides. Si A est un élément de K, alors, tous les sous-ensembles de
A sont aussi dans K.
Ainsi, nous remarquons qu'un complexe simplicial de la définition 2.10 respecte la défini-
tion 2.13 d'un complexe simplicial abstrait. Parfois, l'inverse est aussi vrai. Cela dépend
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de l'espace que nous avons choisi pour projeter le complexe simplicial, ce qui est la réa-
lisation géométrique de K.
2.2 Implémentation
Dans cette section, nous discuterons de l'implémentation informatique des complexes
simpliciaux. Nous développerons deux structures : le diagramme de Hasse et l'arbre
simplicial.
2.2.1 Diagramme de Hasse
Le diagramme de Hasse est utilisé pour afficher un ensemble partiellement ordonné. Donc,
nous les définissons et nous l'appliquons pour le cas des complexes simpliciaux. De plus,
le diagramme de Hasse est représenté par un graphe orienté, ce qui nous permet de
l'implémenter dans une application informatique.
Définition 2.14. Un ensemble partiellement ordonné est un ensemble E avec une rela-
tion binaire ≤ qui respecte les trois axiomes suivants :
1. La réflexivité : Soit x ∈ E. Alors, x ≤ x.
2. L'antisymétrie : Soit x, y ∈ E. Si x ≤ y et y ≤ x, alors, x = y.
3. La transitivité : Soit x, y, z ∈ E. Si x ≤ y et y ≤ z, alors, x ≤ z.
Ce qu'il faut retenir de cette définition est que nous ne pouvons pas forcément comparer
tous les éléments entre eux. Si nous pouvons comparer tous les éléments entre eux, alors,
c'est un ensemble totalement ordonné.
Exemple 2.15. Soit E un ensemble d'ensembles et nous prenons l'inclusion comme rela-
tion binaire entre les ensembles. Posons E = {{a}, {b}, {c}, {a, b}, {a, c}, {b, c}, {a, b, c}}.
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Figure 2.3  Diagramme de Hasse de l'exemple 2.15.
Donc, nous avons que {a} ⊆ {a, b}, mais {a} ⊈ {b, c}.
Un diagramme de Hasse est une manière de visualiser un ensemble partiellement ordonné
à l'aide d'un graphe. Les éléments de l'ensemble sont les n÷uds. Nous ajoutons une arête
partant de x à y, si x ≥ y et il n'existe pas d'éléments z tels que x ≥ z et z ≥ y. Nous
enlevons ces arêtes pour éviter de surcharger le diagramme.
Dans le cas des complexes simpliciaux, nous obtenons un ensemble partiellement or-
donné en prenant les simplexes comme ensemble et l'inclusion comme relation. Pour le
diagramme de Hasse, nous remarquons qu'une arête du n÷ud σ à τ suit la relation :
dimσ = dim τ +1. L'algorithme 1 permet de construire un diagramme de Hasse à partir
d'un complexe simplicial.
Calculons le nombre de n÷uds et d'arêtes d'un diagramme de Hassse d'un complexe
simplicial K. Soit Kmax = {σ1, σ2, . . . , σN} ensemble des simplexes maximaux de K tel
que pour tout i ̸= j, σi n'est pas une face de σj. De plus, pour un simplexe de dimension








faces. Un d-simplexe a d+1 arêtes sortantes qui pointent vers ses faces propres sauf pour
d = 0 qui n'a pas d'arête sortante. Donc, la quantité d'arêtes d'un d-simplexe avec toutes
ses faces est
∑︁d−1





. Avec ces calculs, nous pouvons trouver une borne
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(a) (b)
Figure 2.4  Un complexe simplicial avec son diagramme de Hasse.
Algorithme 1 Construire un diagramme de Hasse à partir d'un complexe simplicial.
Entrée : Une liste K contenant tous les simplexes du complexe simplicial.
Sortie : Un diagramme de Hasse G.
Initialise G à un graphe vide.
Pour tout σ ∈ K faire
Ajouter un n÷ud N contenant σ à G.
Pour tout M ∈ G \N faire
Soit τ le simplexe contenu dans M .
Si dimσ − 1 = dim τ et τ ⊂ σ Alors
Ajouter une arête partant de N à M .
Sinon Si dimσ + 1 = dim τ et σ ⊂ τ Alors




Retourne Le diagramme de Hasse G.
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maximale sur le nombre d'arêtes et de n÷uds pour un diagramme de Hasse. Soient D la
dimension maximale des simplexes dans K, N le nombre de simplexes dans l'ensemble
des simplexes maximaux, n le nombre de n÷uds du graphe et m le nombre d'arêtes du
graphe. Nous obtenons :










Pour obtenir l'égalité, il faut que les simplexes maximaux soient de mêmes dimensions
et ils sont tous mutuellement disjoints.
Cette structure de diagramme de Hasse est intéressante. Ceci nous permet de visualiser les
complexes simpliciaux. Par contre, il y a plusieurs inconvénients à cette implémentation.
D'abord, un complexe simplicial génère rapidement un très grand graphe. Par (2.1) et
(2.2), ils ont une complexité exponentielle. Alors, nous obtenons facilement un très grand
graphe quand n est grand. Aussi, il est difficile d'ajouter ou supprimer un simplexe car
il faut ajouter ou supprimer plusieurs n÷uds et plusieurs arêtes dans le graphe tout en
conservant la strucutre du complexe simplicial, ce qui peut être très couteux. De plus,
la recherche d'un simplexe peut être ardue, parce que nous devons utiliser un parcours
en profondeur ou en largeur du graphe pour le trouver. La prochaine structure que nous
introduisons permet de mieux gérer la structure de données des complexes simpliciaux.
2.2.2 L'arbre simplicial
Dans cette sous-section, nous montrons une autre méthode plus efficace pour travailler
avec les complexes simpliciaux. Cette structure de données est appelée l'arbre simplicial
[BM14] [Mar14].
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Avant de définir l'arbre simplicial, nous allons ajouter des conditions sur les sommets et
ajouter un indice sur les simplexes. Soit n le nombre de sommets. Alors, nous numérotons
les sommets de 1, 2, . . . , n. Donc, si nous rassemblons les sommets, ils forment des mots
qui nous donnent les simplexes. Plus rigoureusement, un d-simplexe abstrait est un mot
ordonné de longueur d + 1, c'est-à-dire, soit σ = {vl0 , vl1 , . . . , vld} où vli ∈ K0, li ∈
{1, 2, . . . , n} et l0 < l1 < . . . < ld. De plus, nous définissons dernier(σ), la dernière
étiquette du simplexe, comme suit dernier(σ) = vld . Maintenant, nous pouvons définir la
structure de données.
Définition 2.16. Soit K un complexe simplicial. Un arbre simplicial conserve les sim-
plexes de K sous forme de mot et doit satisfaire les trois propriétés suivantes :
1. Les n÷uds de l'arbre sont en bijection avec les simplexes de K. De plus, la racine
est associée au simplexe vide.
2. Chaque n÷ud de l'arbre, sauf la racine, contient l'étiquette d'un sommet. Plus
précisément, un n÷ud associé à un simplexe σ ̸= ∅ contient l'étiquette dernier(σ).
3. Un chemin entre la racine et le dernier(σ) contient tous les sommets du simplexe
σ. De plus, les étiquettes sont en ordre croissant.
Avec cette structure, nous obtenons une autre propriété. La profondeur d'un n÷ud dans
l'arbre représente la dimension + 1 d'un simplexe, sauf pour la racine qui est 0. Donc,
les enfants directement sous la racine sont tous les sommets du complexe simplicial.
Exemple 2.17. À la Figure 2.5, nous avons un complexe simplicial avec son arbre sim-
plicial. Pour alléger la figure, nous avons affiché qu'une seule flèche sortante qui pointe
vers ses enfants. Pour les flèches en pointillés, nous reviendrons plus tard. Le n÷ud en
vert avec l'étiquette 4 représente le simplexe [1, 3, 4] et le n÷ud en jaune avec l'étiquette
5 représente le simplexe [3, 5].
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(a) (b)
Figure 2.5  Un complexe simplicial (a) et son arbre simplicial (b).
Pour mieux comprendre l'arbre simplicial, nous allons expliquer comment une recherche
de simplexe est accomplie dans cette structure. Soit un simplexe σ = [vl0 , vl1 , . . . , vld ] avec
l0 < l1 < . . . < ld et qui est contenu dans l'arbre simplicial. Nous commençons à la racine
et cherchons son enfant avec une étiquette égale à l0. Ensuite, avec le n÷ud contenant
l0, nous refaisons une recherche similaire pour trouver l1. De manière récursive, nous
réappliquons cette méthode jusqu'à temps que nous trouvions ld, ce qui arrête l'algorithme
car nous avons trouvé le n÷ud correspondant au simplexe recherché. En revanche, si le
simplexe n'est pas dans l'arbre simplicial, alors, il existe au moins un sommet vli tel que
le simplexe τ = [l0, l1, . . . , li] est dans l'arbre simplicial, mais le simplexe [l0, l1, . . . , li, li+1]
n'y est pas. Donc, il faudrait ajouter, après le n÷ud représentant τ , une suite de n÷uds
avec les étiquettes li+1 jusqu'à ld.
Pour améliorer l'efficacité de la structure, nous ajoutons une liste circulaire qui relie les
n÷uds de la même profondeur et qui ont la même étiquette. Donc, à la Figure 2.5(b), les
flèches en pointillées représentent les listes circulaires. De plus, nous ajoutons un pointeur
d'un n÷ud enfant à son parent pour obtenir un accès en temps constant.
De plus, nous utilisons un dictionnaire de grandeur linéaire pour effectuer une recherche,
une insertion ou une suppression entre les n÷uds qui ont le même n÷ud parent. Ceci nous
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permet d'accélérer le temps de recherche entre les enfants. Donc, chaque n÷ud parent
pointe vers un dictionnaire contenant tous ses enfants. Par exemple, les dictionnaires
que nous pouvons utiliser sont un arbre rouge et noir [MS05] ou une table de hachage.
L'ajout de cette structure n'affecte pas la complexité asymptotique de la mémoire d'un
arbre simplicial.
Avant d'écrire le fonctionnement des algorithmes de base, définissons quelques notations
dont nous aurons besoin pour calculer leur complexité algorithmique. Soit deg(T) le degré
sortant maximal d'un n÷ud qui n'est pas la racine pour un arbre simplicial T. De plus,
nous notons Dm le nombre d'opérations maximal entre faire une recherche, une insertion
ou une suppression d'un simplexe selon le dictionnaire utilisé. Donc, si nous avons choisi
un arbre rouge et noir Dm = O(log(deg(T))) dans le pire cas et si nous utilisons une table
de hachage Dm = O(1) amorti. Nous définissons T>dl , pour une étiquette l et un indice d,
le nombre de n÷uds avec une profondeur plus grande que d et contient l'étiquette l. Par
exemple, reprenons la Figure 2.5, nous obtenons T>14 = 4 qui sont tous les simplexes de
dimension strictement plus grands qu'un et contiennent l'étiquette 4. En particulier, si l
est la plus petite étiquette, alors, T>0l = 1. Si l est la plus grande étiquette, alors, T
>0
l
est égale au nombre de cofaces du simplexe [vl0 ].
Dans la suite, nous allons décrire les algorithmes suivants :
 Rechercher, ajouter et enlever un simplexe.
 Trouver les cofaces.
 Trouver les faces.
Rechercher, enlever et ajouter un simplexe
D'abord, pour la recherche d'un simplexe, nous l'avons déjà expliquée plus haut. Cet
algorithme prend O((d+ 1)Dm) opérations où d est la dimension du simplexe.
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Pour enlever un simplexe σ, nous devons trouver le simplexe et enlever son n÷ud associé.
Par le fait même, nous enlevons aussi le sous-arbre qui a σ comme racine. Par contre,
il est possible qu'il reste encore des cofaces de σ. Donc, il faut trouver les cofaces que
nous discuterons dans la prochaine sous-section. Ainsi, en enlevant les cofaces, nous
satisfaisons la définition 2.10 d'un complexe simplicial. L'algorithme d'enlever un seul
simplexe revient à chercher un simplexe qui est de complexité O((d+ 1)Dm).
Pour ajouter un simplexe σ = [vl0 , vl1 , . . . , vld ], comme plus haut, nous cherchons le n÷ud
qui représente le simplexe [vl0 , vl1 , . . . , vli ] et qui n'a pas d'enfant contenant l'étiquette
li+1. Nous ajoutons les n÷uds li+1 jusqu'à ld avec comme parent le n÷ud li à ld−1. Donc, σ
est ajouté, mais il est possible que le complexe simplicial de l'arbre simplicial ne satisfasse
plus à la définition de complexe simplicial car certaines faces de σ ne font pas parties du
complexe simplicial. Ainsi, nous ajoutons ses faces d'une dimension inférieure de la forme
[vl0 , vl1 , . . . , vli−1 , vliˆ , vli+1 , . . . , vld ] où vliˆ est le sommet enlevé. De plus, nous l'appliquons
de manière récursive sur ses faces. Donc, dans le pire des cas, il faudrait ajouter toutes








et nous obtenons la complexité algorithmique O(2dDm).
Trouver les cofaces
Soit τ = [vl0 , vl1 , . . . , vld ] et nous cherchons les cofaces de τ , c'est-à-dire, les simplexes
σ tels que τ > σ. Les cofaces de τ sont de la forme [∗vl0 ∗ vl1 ∗ . . . ∗ vld∗] où ∗ est une
suite de sommets arbitraire en respectant l'ordre ou un ensemble vide. En général, les
suites de sommets ∗ sont différentes. D'abord, nous nous intéressons aux simplexes de la
forme [∗vl0 ∗vl1 ∗ . . .∗vld ]. Ceci nous permet d'obtenir facilement les simplexes de la forme
[∗vl0 ∗ vl1 ∗ . . . ∗ vld∗]. En utilisant les listes circulaires Li, nous définissons Li(ld)(i > d)
l'ensemble de tous les n÷uds contenant l'étiquette ld avec une profondeur d'au moins
d + 1. Pour chaque n÷ud Nld ∈ Li(ld)(i > d), nous parcourons l'arbre simplicial de
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manière ascendante en cherchant les simplexes [∗vl0 ∗ vl1 ∗ . . . ∗ vld ]. Comme nous avons
un ordre sur les sommets, nous pouvons enlever certains cas dans notre recherche. Par
exemple, si nous cherchons le n÷ud contenant li−1 à partir de li, alors, nous ne vérifions
pas les parents de Nli avec une étiquette lk telle que lk < li−1. Après cette recherche,
il reste à trouver les simplexes [vl0 ∗ vl1 ∗ . . . ∗ vld∗]. Soit les n÷uds Nld obtenus de la
recherche ascendante. Tous les n÷uds des sous-arbres avec la racine Nld sont de la forme
[vl0 ∗ vl1 ∗ . . . ∗ vld∗]. Donc, la sortie de cet algorithme est une liste contenant les racines
Nld . Le nombre d'opérations de l'algorithme dépend de T
d>
dernier(σ). Si k est la dimension
du simplexe maximal du complexe simplicial, alors, le parcours ascendant est au pire
O(k). Donc, nous obtenons la complexité O(k · T>jdernier(σ)).
Trouver les faces
Nous nous intéressons à trouver les faces propres de dimension maximale d'un simplexe
σ. Si nous avons besoin d'obtenir toutes ses faces, nous réappliquons l'algorithme sur ses
faces propres. Plus précisément, soit un simplexe σ = [vl0 , vl1 , . . . , vld ] et nous cherchons
les simplexes τi = [vl0 , vl1 , . . . , vli−1 , vliˆ , vli+1 , . . . , vld ] pour tout i = 0, 1, . . . , d. Nous savons
que les simplexes τi existent car l'arbre simplicial contient l'information d'un complexe
simplicial. D'abord, notons le n÷ud Nli représentant le simplexe [vl0 , vl1 , . . . , vli ] pour
i = 0, 1, . . . , d et ces n÷uds ensembles forment un chemin de la racine jusqu'à σ. Pour
chaque n÷ud Nli , nous connaissons le mot [li+1, li+2, . . . , ld] et le n÷ud Nli−1 . Donc, à
partir de Nli−1 , nous cherchons le mot [li+1, li+2, . . . , ld] pour obtenir le simplexe τi =
[vl0 , vl1 , . . . , vli−1 , vliˆ , vli+1 , . . . , vld ]. La complexité algorithmique est O(d
2Dm).
Maintenant, comparons les deux structures de données : le diagramme de Hasse et l'arbre
simplicial. Le tableau 2.1 compare quatre structures de données avec quelques méthodes
de bases qui ont été montrées plus haut. Comme le diagramme de Hasse(DH) est un
graphe orienté, nous pouvons le représenter par une liste d'adjacence ou une matrice
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d'adjacence. L'arbre simplicial(AS) a besoin d'un dictionnaire. Pour la comparaison, nous
utilisons un arbre rouge et noir et une table de hachage. Nous prenons n de l'équation
(2.1) et m de l'équation (2.2). Soit d la dimension du simplexe.




AS arbre rouge et noir AS table de
hachage
Recherche O(n+m) O(n+m) O((d+1) log(deg(T))) O(d+ 1)
Ajout O(2dn) O(2d) O(2d(log(deg(T)))) O(2d)
Retrait O(n) O(n+m) O((d+1) log(deg(T))) O(d+ 1)
Trouver les
faces
O(n) O(1) O(d2(log(deg(T)))) O(d2)
Trouver les
cofaces
O(m+ n) O(m+ n) O(kT>ddernier(σ)) O(kT
>d
dernier(σ))
Tableau 2.1  Comparaison en terme d'opérations du diagramme de Hasse et de l'arbre
simplicial
Une remarque intéressante est que l'arbre simplicial dépend de la dimension des simplexes
au lieu de la quantité de simplexes dans le diagramme de Hasse. Grâce aux dictionnaires
de recherche linéaire, nous n'avons pas besoin de vérifier tous les n÷uds du diagramme
comme pour chercher un simplexe. En général, l'arbre simplicial est plus rapide pour
effectuer des opérations, sauf pour faire la recherche des faces qui est plus complexe.
Pour cette structure de l'arbre simplicial, nous remarquons qu'il y a certaines parties de
l'arbre qui sont répétées plusieurs fois. Donc, il est possible de compresser l'arbre pour




Figure 2.6  Un exemple d'un nerf de recouvrement (a) et son complexe simplicial (b).
2.3 Du nuage de points au complexe simplicial
Dans cette section, nous nous intéressons à construire un complexe simplicial à partir d'un
nuage de points sur un espace topologique X ⊂ IRN . Pour le faire, nous allons construire
un autre espace topologique à partir d'ensembles convexes qui est une approximation
de X. Ces ensembles forment un nerf de recouvrement de notre espace topologique. De
plus, la convexité de l'ensemble nous permet de conserver les propriétés topologiques
intéressantes. Pour finir, nous allons construire quatre complexes simpliciaux différents :
le complexe de ech, le complexe de Rips, le complexe de Delaunay et le complexe Alpha.
Définition 2.18. Soit X un espace topologique et F = {Fα}α∈I où Fα ⊂ X et I un
ensemble des indices. Nous construisons le nerf de recouvrement de F , noté Nrf F . Nous
ajoutons un (k − 1)-simplexe quand k éléments de F ont une intersection non nulle.
Exemple 2.19. À la Figure 2.6(a), nous avons un espace topologique K et il est formé
par un ensemble F de 5 éléments. Donc, nous obtenons 5 0-simplexes. Ensuite, nous
avons 7 sous-ensembles non vides entre des intersections deux à deux de F et 2 sous-
ensembles non vides entre des intersections de trois ensembles de F . Alors, nous obtenons
7 1-simplexes et 2 2-simplexes. Ainsi, nous obtenons le complexe simplicial de la Figure
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2.6(b).
Nous nous intéressons à ce recouvrement car il nous permet de faire une approximation
d'un espace topologique en conservant ses invariants topologiques comme l'homotopie
[Mun84].
Théorème 2.20. Soit F un ensemble contenant des ensembles fermés et convexes dans
un espace euclidien. Alors, le nerf de recouvrement de F et l'union des ensembles dans
F ont le même homotopie.
Ce théorème est complexe et demande plusieurs notions de topologie algébrique. Nous
référons l'article suivant pour les détails [Bor48].
Donc, nous allons construire plusieurs ensembles F différents qui sont des ensembles
fermés et convexes, ce qui nous donnera des types de complexes simpliciaux différents.
De plus, si deux types de complexes forment le même complexe simplicial, alors, ils ont
des invariants topologiques équivalents.
Pour le reste de la section, nous utiliserons la norme euclidienne classique.
Définition 2.21. Soient S un ensemble de points dans IRN et Bx(r) = x + rBN une
boule fermée, centrée en x et de rayon r où BN est la boule unitaire. Le complexe de ech
de S et de rayon r est le nerf de recouvrement de l'ensemble des boules.
Cˇech(r) = {σ ⊂ S | ∩x∈σBx(r) ̸= ∅}.
Remarque 2.22. Nous remarquons que r0 ≤ r implique que Cˇech(r0) ⊂ Cˇech(r). Par
contre, si la valeur de r est trop grande, il se peut que le complexe de ech obtenu
ne soit plus géométriquement réalisable dans IRN . À la figure 2.7, nous avons quatre
sommets dans IR2 et quatre boules qui s'intersectent à la région verte. Donc, nous ajoutons
un 3-simplexe. Mais, le 3-simplexe n'est pas géométriquement indépendant dans IR2. En
revanche, nous obtenons toujours un complexe simplicial abstrait.
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Figure 2.7  Exemple d'un nerf de recouvrement qui ne forme pas un complexe simplicial
géométriquement réalisable dans IR2.
Montrons une autre construction du nerf de recouvrement. De la même manière que le
complexe de ech, nous construisons des boules fermées autour de chaque point et nous
vérifions les intersections deux à deux entre les boules pour obtenir les 1-simplexes. Par
contre, pour les simplexes de dimension supérieure, nous ajoutons un n-simplexe si toutes
ses faces propres sont ajoutées.
De plus, nous pouvons définir cet nouvel ensemble en fonction du rayon de la boule.
D'abord, nous notons diam σ la plus petite valeur r telle que, pour tout x, y ∈ σ,
dist(x, y) ≤ r. Soit σ un d-simplexe pour d > 1. Nous remarquons que le diam σ = diam τ
tel que τ est le plus long des 1-simplexes contenu dans τ . Donc, pour ajouter un d-
simplexe, il faut une intersection entre deux boules de son plus long 1-simplexe, c'est-à-
dire, diam σ ≤ 2r. Ainsi, nous obtenons la définition suivante.
Définition 2.23. Le complexe de Vietoris-Rips pour un rayon r est donné par l'en-
semble :
Rips(r) = {σ ⊆ S | diam σ ≤ 2r}.
Exemple 2.24. À la Figure 2.8, nous avons un exemple d'un nerf de recouvrement d'un
complexe de ech et un complexe de Rips. Nous avons 7 boules fermées. Nous remarquons
une différence entre le complexe de ech et le complexe de Rips. Nous obtenons un 2-
simplexe supplémentaire dans le cas du complexe de Rips car nous avons toutes ses faces
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propres.
Nous remarquons que Cˇech(r) ⊂ Rips(r) par l'exemple 2.24. De plus, même si le complexe
de Rips ressemble au complexe de ech, le complexe de Rips est plus facile à calculer
car nous avons seulement à vérifier les intersections avec deux boules. Dans le cas du
complexe de ech, il faut faire une vérification des n-intersections avec les n boules pour
ajouter un (n− 1)-simplexe. Par contre, il est aussi possible d'obtenir l'inclusion inverse
pour des valeurs de rayons différentes.




Démonstration. D'abord, nous disons qu'un simplexe est régulier, si toutes ses arêtes sont
de même longueur. De plus, nous définissons un simplexe standard de dimension N , noté
∆N , engendré par les points ei = (0, 0, . . . 0, 1, 0, 0, . . . , 0) ∈ IRN+1 où il y a un 1 seulement
à la ième position pour i = 1, 2, . . . , N,N +1. Ainsi, pour tout σ(1) ∈ ∆N , nous obtenons
∥σ∥ = √2. Par symétrie, la distance de l'origine à un point sur un simplexe standard









. Donc, le barycentre du simplexe standard est aussi le centre de la plus petite
d-sphère passant par les sommets de∆N . Soit rN le rayon de cette sphère et nous obtenons
r2N = 1− ∥z∥2 = NN+1 . De plus, si N tend vers l'infini, alors NN+1 converge vers 1. Donc,
pour tout ensemble contenant au plus N + 1 points de la même sphère, toutes les paires
de points ont une distance de
√
2 ou plus. Cela implique que tous les simplexes réguliers
de diamètre
√
2 ou moins appartiennent à Cˇech(rN). Si nous multiplions par
√
2r, nous
obtenons que les simplexes réguliers sont des éléments de Rips(r) ⊆ Cˇech(√2r · rN) ⊆
Cˇech(
√
2r). Pour les simplexes non réguliers, nous remarquons qu'ils seront ajoutés en
même temps que les simplexes réguliers si le diamètre du simplexe régulier et non régulier
est le même. Donc, les inclusions sont vraies pour les simplexes non réguliers.
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(a) (b) Complexe de ech (c) Complexe de Rips
Figure 2.8  Exemple du nerf de recouvrement (a). En (b), nous avons son complexe de
ech et en (c) le complexe de Rips.
Figure 2.9  Exemple d'un diagramme de Voronoï avec 5 points.
Par contre, le complexe de Rips a le même problème que le complexe de ech. Le complexe
de Rips, pour une grande valeur de rayon, ne forme pas un complexe simplicial qui est
géométriquement réalisable dans IRN . Les deux prochains complexes simpliciaux nous
assurent de conserver la réalisation géométrique.
Définition 2.26. Soit S un ensemble de points dans IRN . Une cellule de Voronoï d'un
point u ∈ S est l'ensemble des points x ∈ IRN tels que u est le point le plus près de x
par rapport aux autres points de S, Vu = {x ∈ IRN | ∥x − u∥ ≤ ∥x − v∥, v ∈ S}. Nous
appelons le diagramme de Voronoï l'ensemble de toutes les cellules de Voronoï u ∈ S.
Donc, chaque cellule de Voronoï forme un ensemble fermé et convexe. Alors, nous pouvons
définir son nerf de recouvrement.
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Définition 2.27. Le complexe de Delaunay est l'ensemble fini S ⊆ IRN qui est équivalent
au nerf de recouvrement du diagramme de Voronoï :
Delaunay = {σ ⊆ S | ∩u∈σVu ̸= ∅}.
Nous l'appelons le complexe de Delaunay car il est construit comme la triangulation de
Delaunay. Ici, le complexe de Delaunay est toujours géométriquement réalisable dans
IRN . Par contre, nous n'avons pas de paramètre pour gérer la distance maximale pour
créer un complexe simplicial. De plus, le complexe de Delaunay est unique. Donc, pour la
prochaine construction, nous ajoutons un paramètre pour empêcher de créer un simplexe
pour les points qui sont trop éloignés.
Définition 2.28. Soient S un nombre fini de points dans IRN et r ≥ 0. L'union des
boules Bu(r) est l'ensemble des points qui est à une distance de r pour au moins un point
dans S. Soit Ru(r) = Bu(r) ∩ Vu l'intersection de la boule avec sa cellule de Voronoï.
Ainsi, le complexe Alpha est le nerf de recouvrement de Ru(r) pour tout u ∈ S.
Alpha(r) = {σ ⊆ S | ∩u∈σRu(r) ̸= ∅}.
Donc, nous combinons la méthode pour construire le complexe de ech et la méthode
pour construire le complexe de Delaunay pour obtenir le complexe Alpha. Grâce aux cel-
lules de Voronoï, nous assurons que le complexe simplicial est toujours géométriquement
réalisable.
Ainsi, le complexe Alpha est une bonne construction pour obtenir un complexe simplicial
à partir d'un ensemble de points car il nous permet de conserver la réalisation géométrique
du complexe simplicial. Nous utilisons le paramètre du rayon des boules pour obtenir
un complexe simplicial qui reflète mieux les données. Par exemple, si nos données sont
récupérées sur un espace topologique d'un cercle, alors, nous voudrons conserver le trou
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(a) (b) Complexe de Delaunay (c) Complexe Alpha
Figure 2.10  Exemple du nerf de recouvrement(a). En (b) nous avons le complexe de
Delaunay(b) et en (c) nous avons le complexe Alpha.
dans le complexe simplicial. Nous choisissons une bonne valeur de r pour construire le
complexe simplicial désiré.
En synthèse, nous avons défini un complexe simplicial pour profiter de la forme com-
binatoire des simplexes. Ensuite, nous avons montré deux manières d'implémenter les
complexes simpliciaux dans une application par le diagramme de Hasse et par l'arbre
simplicial. Pour finir, nous avons montré quelques manières de construire des complexes
simpliciaux à partir d'un nuage de points tout en conservant des invariants topologiques
de l'espace topologique approximé. Ainsi, nous pouvons maintenant définir les vecteurs
de notre champ vectoriel combinatoire.
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CHAPITRE 3
La théorie de Morse discrète
Dans ce chapitre, nous survolons la théorie de Morse discrète introduite par Robin
Forman[For98]. Il propose une analogie discrète de la théorie de Morse classique [Mat02].
Cette théorie classique nous permet d'étudier des variétés. Pour le faire, nous utilisons
une fonction de Morse qui est définie sur une variété et nous étudions ses points critiques.
Selon les coordonnées locales du point critique, nous lui attribuons un indice de Morse.
Selon certaines conditions, ces indices de Morse nous donnent de l'information sur la
variété. Pour définir l'indice de Morse, nous devons faire un changement de variable aux
coordonnées locaux aux points critiques associés. Par le lemme de Morse, dans le cas
d'une surface, les coordonnées locaux à un point critique (x0, y0) peuvent prendre quatre
formes différentes. Soient X, Y les nouvelles variables dans le changement de coordonnée.
Les formes possibles sont : F (X, Y ) = ±X2± Y 2+ f(x0, y0). Donc, l'indice de Morse est
défini par le nombre de variables ayant un signe négatif. Par exemple, si nous étudions
la sphère unitaire S2 avec la fonction hauteur, c'est-à-dire f(x, y, z) = z, alors, nous
trouvons deux points critiques. Il y a un minimum pour le point (x, y, z) = (0, 0,−1)
d'indice de Morse 0 et un maximum pour le point (x, y, z) = (0, 0, 1) d'indice de Morse
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2. Nous avons besoin de deux bols, un bol à l'envers pour le maximum et un bol pour
le minimum pour reconstruire la sphère. Par conséquent, si nous avons une autre surface
et qu'elle a des points critiques avec les mêmes indices de Morse, alors, les deux surfaces
sont homéomorphes. Bref, c'est une méthode pour classifier des surfaces. En revanche,
nous ne sommes pas intéressés à la classification des surfaces. Par contre, dans la théo-
rie de Morse, les champs vectoriels gradients sont importants. Donc, Forman [For98] a
construit des champs vectoriels gradients combinatoires dont nous nous inspirons pour
attribuer une définition aux systèmes dynamiques combinatoires.
3.1 Les champs vectoriels combinatoires gradients et
les fonctions de Morse discrètes
D'abord, nous utilisons l'espace combinatoire formé par les complexes simpliciaux, ce
qui nous permet d'approximer une variété en la discrétisant. Commençons par définir la
fonction de Morse discrète.
Définition 3.1. Soit K un complexe simplicial. Une fonction f : K → IR est une fonc-
tion de Morse discrète si, pour tous α(p) ∈ K, elle respecte les deux conditions suivantes :
1. Hf (α) := card ({β(p+1) > α | f(β) ≤ f(α)}) ≤ 1 où β(p+1) ∈ K.
2. Tf (α) := card ({γ(p−1) < α | f(γ) ≥ f(α)}) ≤ 1 où γ(p−1) ∈ K.
Exemple 3.2. Vérifions l'exemple et le contre-exemple à la Figure 3.1 pour laquelle il y
a une fonction f pour 3.1(a) et une fonction g pour 3.1(b). Dans le premier cas, nous
avons deux simplexes qui ne satisfont pas la définition de la fonction de Morse discrète.
Soit le sommet σ où f(σ) = 5. Nous avons deux simplexes de dimensions supérieures qui
ont comme face σ. De plus, f(σ) = 5 ≥ 2 et f(σ) = 5 ≥ 4 implique que Hf (σ) = 2. Soit
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(a) Contre-exemple (b) Exemple
Figure 3.1  Les fonctions de Morse discrètes sur un ensemble de 0-simplexes et 1-
simplexes.
le 1-simplexe τ où f(τ) = 0. Le simplexe τ a deux faces de dimension 0 avec 1 ≥ 0 = f(τ)
et 3 ≥ 0 = f(τ). Donc, Tf (τ) = 2 ne respecte pas la définition de la fonction de Morse
discrète. Dans le deuxième cas, la fonction g satisfait les conditions d'une fonction de
Morse discrète.
Comme dans le cas de la théorie de Morse classique, nous nous intéressons aussi aux points
critiques. Mais, nous ne pouvons pas donner la définition usuelle des points critiques aux
simplexes critiques. Donc, nous adaptons la définition pour les simplexes critiques d'une
fonction de Morse discrète.
Définition 3.3. Un simplexe α(p) est critique si les deux conditions suivantes sont sa-
tisfaites :
1. Hf (α) = 0.
2. Tf (α) = 0.
Sur les figures, les simplexes critiques sont en rouge.
Lemme 3.4. Soit K un complexe simplicial avec une fonction de Morse discrète f .
Alors, pour tous les simplexes α(p), soit Hf (α) = 0 ou Tf (α) = 0.
Démonstration. Par contradiction, supposons qu'il y a un τ ∈ K tel que Hf (τ) = 1 et
Tf (τ) = 1. Donc, il existe un σ ∈ K tel que σ > τ et f(σ) ≤ f(τ). Aussi, il existe un
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Figure 3.2  Exemple des simplexes critiques notés en rouge.
γ < τ et f(γ) ≥ f(τ). De plus, il existe τ ′ ∈ K tel que τ ′ ̸= τ et γ < τ ′ < σ car, entre
γ et σ, il y a deux dimensions de différence. Donc, il y a deux simplexes τ et τ ′ qui sont
des cofaces de γ et ils sont des faces de σ. Nous avons que f(σ) ≤ f(τ) et f(γ) ≥ f(τ).
Ainsi, nous obtenons que f(τ ′) < f(σ). Si f(τ ′) ≥ f(σ), alors, Tf (σ) = 2. Mais, f est
une fonction de Morse discrète. Alors, ce cas n'arrive pas. Par le même argument avec
γ, on a que f(τ ′) > f(γ). Par conséquent, f(τ) ≤ f(γ) < f(τ ′) < f(σ) ≤ f(τ) d'où nous
obtenons la contradiction.
Maintenant que nous avons une fonction de Morse discrète, nous pouvons définir les
champs vectoriels combinatoires de Forman. Nous utilisons la règle suivante pour la
construction des vecteurs. Soit un simplexe α(p) une face de β(p+1) avec une fonction de
Morse discrète f . Si f(α) ≥ f(β). Alors, nous dessinons une flèche de α à β.
À l'aide du lemme précédent 3.4, nous avons qu'un simplexe α quelconque satisfait à
seulement un de ces trois cas :
1. α est la queue d'une seule flèche ;
2. α est la tête d'une seule flèche ;
3. α n'est pas la tête ni la queue d'une flèche qui est un simplexe critique.
Maintenant que nous avons défini un vecteur dans l'espace des complexes simpliciaux,
nous pouvons définir le champ vectoriel combinatoire.
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(a) Avec une fonction de Morse
discrète.
(b) Avec une fonction qui n'est pas
de Morse discrète.
Figure 3.3  Dessin de vecteur par la règle f(α) ≥ f(β). Alors, α→ β.
Définition 3.5. Un champ vectoriel combinatoire V sur un complexe simplicial est un
ensemble de paires {α(p) < β(p+1)} de simplexes dans K tel que chaque simplexe de K
est au plus dans une seule paire de V . Si un simplexe n'est contenu dans aucune paire,
alors, le simplexe est critique.
D'abord, nous remarquons qu'une fonction de Morse discrète engendre un champ vectoriel
combinatoire défini plus haut. Par contre, est-ce que l'inverse est toujours vrai ? Est-
ce qu'il existe une fonction de Morse discrète qui engendre le même champ vectoriel
combinatoire ? Ceci n'est pas toujours vrai.
Définition 3.6. Soit K un complexe simplicial. Un champ vectoriel combinatoire V sur
K est gradient s'il y existe une fonction de Morse discrète f : K → IR qui produit le
même champ vectoriel combinatoire que V .
Maintenant, cherchons un critère pour qu'un champ vectoriel combinatoire est gradient.
















telle que pour chaque i = 0, 1, . . . , r, nous avons {αi < βi} ∈ V et βi > αi+1 ̸= αi.
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(a) Un v-chemin. (b) Un v-chemin fermé non trivial.
Figure 3.4  Exemples
De plus, si r ≥ 0 et α0 = αr+1, alors, nous disons que le v-chemin est fermé non trivial.
Voici une manière de visualiser les v-chemins. Si un simplexe est à la queue d'une flèche,
le prochain simplexe est le simplexe à la pointe de la même flèche. Si le simplexe est à
la pointe d'une flèche, le prochain simplexe de la suite est une de ses cofaces, mais il est
interdit de passer par le sens inverse de la flèche. De plus, dans la définition de v-chemin,
nous ne nous intéressons pas aux simplexes critiques car nous voudrons vérifier, dans
un champ vectoriel combinatoire, qu'il n'existe pas de v-chemin fermé et ce cas ne peut
jamais arriver dans une suite de simplexes qui contient un simplexe critique. Nous le
démontrerons dans le chapitre 5 dans un cas plus général.
Exemple 3.8. Vérifions deux exemples de v-chemins de la Figure 3.4. Pour le premier
exemple 3.4(a), nous avons un v-chemin avec la suite associée est [V0, V4], [V0, V4, V5], [V0,
V5], [V0, V1, V5], [V1, V5], [V1, V2, V5], [V2, V5], [V2, V5, V6], [V2, V6], [V2, V3, V6] de longueur 10.
Pour le deuxième exemple 3.4(b), le v-chemin est fermé non trivial et la suite associée
est [V1], [V0, V1], [V0], [V0, V2], [V2], [V2, V1], [V1] de longueur 7.
Maintenant, vérifions l'effet de la valeur d'une fonction de Morse sur les v-chemins.
Théorème 3.9. Soit V un champ vectoriel gradient combinatoire d'une fonction de
Morse f . Alors, la suite (3.1) est un v-chemin si et seulement si pour i = 0, 1, . . . , r,
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nous avons
f(α0) ≥ f(β0) > f(α1) ≥ f(β1) > . . . > f(αr) ≥ f(βr) > f(αr+1).
Démonstration. Soit une suite de simplexes qui définit un v-chemin. Par la définition de
v-chemin, nous avons αi < βi > αi+1 et {αi < βi} ∈ V. De plus, αi+1 ̸= αi ce qui entraine
que {αi+1 < βi} /∈ V. Alors, nous obtenons f(βi) > f(αi+1), pour tout i. Par ailleurs, si
nous avons {αi < βi} ∈ V, alors f(αi) ≥ f(βi), pour tout i. Ainsi, nous obtenons la suite
suivante : f(α0) ≥ f(β0) > f(α1) ≥ f(β1) > . . . > f(αr) ≥ f(βr) > f(αr+1).
De l'autre côté, soit une suite de simplexes telle que f(α0) ≥ f(β0) > f(α1) ≥ f(β1) >
. . . > f(αr) ≥ f(βr) > f(αr+1). Si f(αi) ≥ f(βi), nous obtenons {αi < βi} ∈ V. De plus,
si f(βi) > f(αi+1), alors, nous avons {αi+1 < βi} /∈ V, ce qui entraine que αi ̸= αi+1.
Donc, la suite α0, β0, α1, β1, . . . , αr, βr, αr+1 est un v-chemin.
Nous remarquons s'il y a une fonction de Morse discrète sur le long d'un v-chemin, alors,
elle est décroissante. Donc, nous ne pouvons pas avoir de v-chemin fermé non trivial. Ce
résultat est présenté dans le prochain théorème.
Théorème 3.10. Un champ vectoriel combinatoire V est gradient issu d'une fonction
de Morse discrète si et seulement s'il ne possède aucun v-chemin fermé non trivial.
Pour la démonstration de ce théorème, nous allons y revenir plus tard car nous allons
traduire ce problème en un problème de la théorie des graphes. Donc, nous devons d'abord
construire un graphe qui encode la même information que les v-chemins dans un champ
vectoriel combinatoire.
Comme nous avons un complexe simplicial, nous utilisons son diagramme de Hasse et
nous modifions l'orientation de certaines flèches. Soit un simplexe α(p) et un simplexe
β(p+1) tels que α(p) < β(p+1). Dans le diagramme de Hasse, nous avons une arête allant
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(a) (b)
Figure 3.5  Construction du diagramme de Hasse.
(a) (b)
Figure 3.6  Construction du diagramme de Hasse modifié.
de β(p+1) à α(p). Si {α(p) < β(p+1)} ∈ V, c'est-à-dire que α(p) et β(p+1) forment un vecteur,
alors, nous inversons l'orientation de l'arête dans le diagramme de Hasse. Avec cette
nouvelle règle, nous obtenons le diagramme de Hasse modifié. Voici un exemple, avec les
Figures 3.5 et 3.6, qui montre les étapes de cette construction.
Ainsi, cette construction de diagramme de Hasse modifié encode l'information de tous
les v-chemins possibles d'un champ vectoriel combinatoire sur un complexe simplicial.
Donc, le théorème 3.10 est équivalent au prochain théorème 3.11.
Théorème 3.11. Il n'y a pas de v-chemin fermé non trivial si et seulement s'il n'y a pas
de chemin non trivial dans le diagramme de Hasse modifié.
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De plus, comme la fonction de Morse discrète sur les v-chemins est décroissante, nous
pouvons traduire le dernier théorème 3.11, dans un contexte plus général, pour obtenir
le théorème 3.12 qui est connu dans la littérature de la théorie des graphes.
Théorème 3.12. Soit G un graphe orienté. Alors, il existe une fonction à valeur réelle
strictement décroissante le long des chemins orientés si et seulement s'il n'existe pas de
cycle dans G.
Avec toutes ces équivalences entre les théorèmes, nous obtenons la démonstration du
théorème 3.10. Ceci nous permet d'identifier l'existence d'une fonction de Morse discrète
sur un champ vectoriel combinatoire quelconque car s'il y existe un v-chemin fermé non
trivial, nous ne pouvons pas construire une suite de simplexes décroissante pour construire
le v-chemin.
Dans la littérature, il existe encore d'autres résultats intéressants. Par exemple, il y a
un lien à faire entre les simplexes critiques et la dimension des groupes homologiques de
chaque dimension d'un complexe simplicial. En revanche, ce qui nous concerne pour les
systèmes dynamiques combinatoires sont les idées suivantes. Tout d'abord, d'utiliser les
complexes simpliciaux comme espace combinatoire. Ensuite, d'apparier les simplexes de
dimension d avec les simplexes de dimension d+ 1 pour créer les vecteurs. Pour finir, les
v-chemins nous permettent de construire une suite de simplexes qui suit la dynamique
des vecteurs. Donc, dans le prochain chapitre, nous allons généraliser ces concepts pour
les systèmes dynamiques combinatoires car nous nous intéressons à tous les types de
champs vectoriels combinatoires et non seulement à un champ gradient qui est utilisé
pour la théorie de Morse classique et discrète.
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3.2 Des données au fonction de Morse discrète
Dans cette section, nous adaptons l'algorithme de Vanessa Robins, Peter John Wood,
et Adrian P. Sheppard [RJWS10] qui permet d'étendre une fonction sur les sommets
d'un complexe cubique à un champ vectoriel combinatoire gradient pour le complexe
simplicial. Nous posons f : K0 → IR la fonction des valeurs sur les sommets. De plus,
nous avons besoin que f soit injective. Si ce n'est pas le cas, nous appliquons une petite
perturbation pour que la fonction f soit injective.
Définition 3.13. Soient K un complexe simplicial, f : K → IR et un simplexe σ ∈ K.
Nous définissons l'étoile de σ par l'ensemble suivant :
st(σ) = {α ∈ K | σ ∈ α}
De plus, nous définissons l'étoile inférieure de σ en ajoutant la condition que f(α) ≤ f(σ)
et nous la notons L(σ).
La fonction f a seulement des valeurs sur les sommets. Construisons une fonction g :
K → IR qui possède une valeur sur tous les simplexes. Pour ce faire, nous posons la
valeur d'un simplexe en prenant la valeur maximale de ses sommets. C'est-à-dire, soit
σ ∈ K. Alors, g(σ) = maxk0∈σ f(k0). Ainsi, pour cette fonction g, nous obtenons l'égalité
sur l'étoile inférieure de σ ∈ K : L(σ) = {α ∈ K | x ∈ K0 et f(x) = maxy∈α f(y)}.
Lemme 3.14. Soit K un complexe simplicial avec une fonction f : K0 → IR sur les
sommets et g : K → IR. Nous obtenons K = ∪x∈K0L(x).
Démonstration. D'abord, K ⊃ ∩x∈K0L(x) est trivial par la définition de L(x). Il reste
à montrer l'inverse. Soit σ ∈ K. Alors, g(σ) = maxk0∈σ f(k0). Donc, posons le sommet
k∗0 = argmaxk0∈σ f(k0). Ainsi, g(σ) = f(k
∗
0). De plus, L(k
∗
0) = {α ∈ K | k∗0 ∈ α et
f(α) ≤ f(k∗0)}. Mais, nous avons σ ∈ L(k∗0). Donc, pour tout σ ∈ K, il existe k∗0 tel que
σ ∈ L(k∗0). Bref, K ⊂ ∪x∈K0L(x).
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Ainsi, nous pouvons récupérer tous les simplexes en utilisant seulement l'étoile inférieure
sur les sommets.
Maintenant, décrivons l'algorithme 2 qui permet de construire un champ vectoriel com-
binatoire à partir d'une fonction de valeur sur les sommets. Le résultat obtenu est trois
listes A, B et C. La liste A contient les simplexes sources, la liste B contient les sim-
plexes cibles et la liste C contient les simplexes critiques. De plus, le ième élément de A
et le ième élément de B forme un vecteur dans V , c'est-à-dire que {A[i] < B[i]} ∈ V
pour tout i. Donc, nous traitons chaque sommet dans l'ordre croissant. Nous apparions
le sommet avec un 1-simplexe ayant la valeur minimum de g dans l'étoile inférieure du
sommet. Alors, les autres 1-simplexes ne sont pas appariés. Donc, nous essayons de les
apparier avec un autre simplexe de dimension supérieure. Ainsi, nous introduisons deux
files de priorité nommées PQzero et PQone. La file PQzero contient tous les simplexes
qui ne peuvent pas être appariés par ses cofaces. Dans le même ordre d'idée, la file PQone
contient tous les simplexes qui peuvent être appariés par une seule de ses faces. De plus,
les deux files sont en ordre décroissant avec les valeurs de g. Pour un simplexe, toutes les
faces sont situées avant le simplexe lui-même. Donc, les autres 1-simplexes qui ne sont
pas appariés avec le sommet se retrouvent dans PQone. Maintenant, passons et vidons
les deux files de priorité PQone et PQzero.
D'abord pour les éléments qui se retrouvent dans la file PQone, soit le premier élément α
de PQone. D'abord, nous vérifions si nous pouvons apparier α avec un autre simplexe. Si,
c'est faux, nous l'ajoutons à PQzero. Sinon, nous ajoutons α à la liste A et le seul élément
qui s'apparie avec, appelé pair(α), à B. Il se peut que pair(α) soit dans PQzero. Alors,
nous l'enlevons de cette file. Ensuite, nous vérifions tous les simplexes qui ont comme
face α ou pair(α) et que leur nombre de faces non appariées est un. Si c'est le cas, nous
les ajoutons à PQone. Nous répétons ces étapes jusqu'à ce qu'il n'y ait plus d'éléments
dans PQone.
52
Les éléments qui se retrouvent dans PQzero ne peuvent pas être appariés avec un autre
simplexe. Alors, nous les mettons dans la liste C comme simplexe critique. De la même
manière que plus haut, nous vérifions tous les simplexes qui ont comme face le simplexe
critique et que leur nombre de faces non appariées est un. Si c'est le cas, nous les ajoutons
à PQone. Nous répétons ces étapes pour vider la liste PQzero.
Après avoir vidé la file PQzero et que la file PQone est encore vide pour tous les sommets.
Alors, l'algorithme se termine et nous obtenons trois listes A, B et C.
Proposition 3.15. Pour chaque sommet x, tous les simplexes dans L(x) sont appariés
dans V : A→ B ou un simplexe critique dans C.
Démonstration. D'abord, tous les simplexes ajoutés dans PQone ou PQzero seront ajou-
tés dans les ensembles A, B ou C. Supposons le contraire. Soit α(p) un simplexe qui
n'appartient pas à A, B ou C. Alors, α(p) n'est pas ajouté à PQone ou PQzero. Si α
n'est pas dans PQone ou PQzero implique que numFacesNonAppariées(α) ≥ 2. Donc, il
existe δ(p−1) ∈ L(x) et δ(p−1) < α qui n'est pas ajouté dans A, B ou C. Par les mêmes
arguments, il existe aussi δ(p−2) ∈ L(x) et δ(p−2) < δ(p−1) qui n'est pas ajouté à A, B ou
C. Ainsi, il existe δ(1) qui n'est pas dans A, B ou C. Par contre, tous les simplexes sont
ajoutés à PQzero ou ils sont ajoutés dans B et nous obtenons la contradiction.
Donc, l'algorithme 2 s'assure d'ajouter tous les simplexes du complexe simplicial K dans
A, B ou C. Il reste à vérifier que les listes A, B et C forment un champ vectoriel combi-
natoire gradient.
Théorème 3.16. L'algorithme 2 génère trois listes A,B et C qui permettent de construire
un champ vectoriel combinatoire gradient.
Démonstration. Nous allons construire une fonction m et montrons que m est une fonc-
tion de Morse discrète. Soit x un sommet et L(x) son étoile inférieure. Si L(x) a k = 1
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simplexe. Alors, le sommet x est critique. Sinon, si L(x) a k > 1 simplexes, soit δ le
1-simplexe le minimum de G(α) et si L(x) a k > 2, soit α1, α2, . . . , αk−2 les simplexes
restants dans L(x). Rappelons l'ordre des simplexes de L(x) qui sont ajoutés dans V ou
C. Nous avons que si V (α) = β, alors, β est immédiatement précédé par α. Donc, nous
obtenons l'ordre suivant des simplexes de L(x) :
δ, x, αj1 , αj2 , . . . , αjk−2
Soit ϵ = minx̸=y{|g(x) − g(y)|}. Comme K est un complexe simplicial fini. Alors, nous
posons N = maxx∈K0 card (L(x)). Définissons la fonction m :
m(δ) = g(x)− ϵ
N
m(x) = g(x)
m(αji) = g(x) +
iϵ
N
Nous étendons m à tous les sommets x ∈ K0. Il nous reste à montrer que m est une fonc-
tion de Morse discrète de la définition 3.1. D'abord, considérons une paire {α(p), β(p+1)} ∈
V . Si p = 0, le résultat est trivial. Si p ≥ 1, il existe un x ∈ K0 tel que α(p), β(p+1) ∈ L(x)
et m(β) < m(α). Les autres faces de β sont insérées dans V ou C plutôt dans l'algo-
rithme car pour apparier α et β ensemble, il faut que numFacesNonAppariées(β) = 1.
Alors, α est la seule face de β avec une valeur de m(α) ≥ m(β). Donc, toutes les paires
{α < β} ∈ V respectent la définition 3.1. Si γ ∈ C est un simplexe critique. Toutes
les faces de γ sont ajoutées avant γ et tous les simplexes contenant γ comme face sont
ajoutés après. Donc, pour tout σ < γ < τ , nous avons m(σ) ≤ m(γ) ≤ m(τ) qui respecte
la définition 3.1. Ainsi, m est une fonction de Morse discrète et que les listes A, B et C
forment un champ vectoriel combinatoire gradient.
Exemple 3.17. Appliquons l'algorithme 2 sur le tore de la Figure 3.7(a). D'abord, nous
avons une représentation, dans IR2, d'un tore. Il y a une relation d'équivalence entre les
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Algorithme 2 Traiter les étoiles inférieures sur les sommets
Entrée : Une fonction f : K0 → IR sur les sommets.
Sortie : Trois listes A,B et C.
Pour x ∈ K0 faire
Si L(x) = {x} Alors
x est un minimum local. Alors, ajouter x à C.
Sinon
δ := un 1-simplexe dans L(x) tel que g(δ) est minimum.
Ajouter x à A.
Ajouter δ à B.
Ajouter les autres 1-simplexes de L(x) à PQzero.
Ajouter tous les simplexes α ∈ L(x) à PQone tel que
α > δ et numFacesNonAppariées(α) = 1.
Tant que PQone ̸= ∅ ou PQzero ̸= ∅ faire
Tant que PQone ̸= ∅ faire
α := PQone.popfront
Si numFacesNonAppariées(α) = 0 Alors
Ajouter α à PQzero.
Sinon
Ajouter α à A.
Ajouter pair(α) à B.
Enlever pair(α) de PQzero.
Ajouter tous les simplexes β ∈ L(x) à PQone tel que (β > α ou β >
pair(α)) et numFacesNonAppariées(β) = 1.
Fin Si
Fin Tant que
Si PQzero ̸= ∅ Alors
γ = PQzero.popfront
Ajouter γ à C.







arêtes opposées du carré. C'est-à-dire, soit un carré égal à [0, 1] × [0, 1]. De plus, nous
avons ajouté les relations suivantes : (x, 0) ∼ (x, 1) pour tout x ∈ [0, 1] et (0, y) ∼ (1, y)
pour tout y ∈ [0, 1]. De plus, soit une fonction f injective qui attribue des valeurs aux
sommets.
D'abord, nous ordonnons les sommets en ordre croissant et regardons l'évolution des listes
A,B et C après chaque traitement des sommets :
 Traitement du sommet 0 : A = ∅, B = ∅ et C = {[0]}.
 Traitement du sommet 10 : A = {[10]}, B = {[0, 10]} et C = {[0]}.
 Traitement du sommet 20 : A = {[10], [20]}, B = {[0, 10], [10, 20]} et C = {[0]}.
 Traitement du sommet 30 : A = {[10], [20], [30]}, B = {[0, 10], [10, 20], [10, 30]} et
C = {[0]}.
 Traitement du sommet 40 : A = {[10], [20], [30], [40]}, B = {[0, 10], [10, 20], [10, 30],
[0, 40]} et C = {[0], [30, 40], [20, 40]}.
 Traitement du sommet 50 : A = {[10], [20], [30], [40], [50], [40, 50], [10, 50], [20, 50],
[30, 50]}, B = {[0, 10], [10, 20], [10, 30], [0, 40], [0, 50], [0, 40, 50], [0, 10, 50], [20, 40,
50], [10, 30, 50]} et C = {[0], [30, 40], [20, 40]}.
 Traitement du sommet 60 : A = {[10], [20], [30], [40], [50], [40, 50], [10, 50], [20, 50],
[30, 50], [60], [10, 60], [20, 60], [40, 60], [30, 60]}, B = {[0, 10], [10, 20], [10, 30], [0, 40],
[0, 50], [0, 40, 50], [0, 10, 50], [20, 40, 50], [10, 30, 50], [0, 60], [0, 10, 60], [10, 20, 60], [20,
40, 60], [30, 40, 60]} et C = {[0], [30, 40], [20, 40]}.
 Traitement du sommet 70 : A = {[10], [20], [30], [40], [50], [40, 50], [10, 50], [20, 50],
[30, 50], [60], [10, 60], [20, 60], [40, 60], [30, 60], [70], [40, 70], [30, 70], [10, 70], [20, 70]},
B = {[0, 10], [10, 20], [10, 30], [0, 40], [0, 50], [0, 40, 50], [0, 10, 50], [20, 40, 50], [10, 30,
50], [0, 60], [0, 10, 60], [10, 20, 60], [20, 40, 60], [30, 40, 60], [0, 70], [0, 40, 70], [30, 40,
70], [10, 30, 70], [10, 20, 70]} et C = {[0], [30, 40], [20, 40]}.
 Traitement du sommet 80 : A = {[10], [20], [30], [40], [50], [40, 50], [10, 50], [20, 50],
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(a) (b)
Figure 3.7  Exemple sur un tore de l'algorithme 2
[30, 50], [60], [10, 60], [20, 60], [40, 60], [30, 60], [70], [40, 70], [30, 70], [10, 70], [20, 70], [
80], [70, 80], [60, 80], [20, 80], [30, 80], [50, 80]}, B = {[0, 10], [10, 20], [10, 30], [0, 40],
[0, 50], [0, 40, 50], [0, 10, 50], [20, 40, 50], [10, 30, 50], [0, 60], [0, 10, 60], [10, 20, 60], [20,
40, 60], [30, 40, 60], [0, 70], [0, 40, 70], [30, 40, 70], [10, 30, 70], [10, 20, 70], [0, 80], [0,
70, 80], [0, 60, 80], [20, 70, 80], [30, 60, 80], [20, 50, 80]} et C = {[0], [30, 40], [20, 40],
[30, 50, 80]}.
Donc, nous obtenons un champ vectoriel combinatoire gradient présenté à la Figure
3.7(b).
Bref, nous avons adapaté une méthode [RJWS10] permettant de construire un champ
vectoriel combinatoire gradient sur un complexe simplicial avec une fonction f définie
seulement sur les sommets. De plus, nous utilisons une fonction g qui étend la fonction
f à tous les simplexes, ce qui nous permet de définir les étoiles inférieures permettant
de décomposer le complexe simplicial en sous-ensembles de simplexes. Pour finir, nous
avons expliqué un algorithme et démontré sa validité. Il existe aussi d'autres algorithmes




Les champs vectoriels combinatoires
avec une application multivoque
Dans ce chapitre, nous généralisons l'idée de Forman, de la théorie de Morse discrète,
d'apparier un n-simplexe avec un (n + 1)-simplexe comme source et destination d'un
vecteur pour assigner une définition aux systèmes dynamiques combinatoires [KMW16].
Ensuite, nous construisons une application multivoque qui nous permettra de créer le
dynamisme du système. De plus, nous nous intéressons à une suite de simplexes asso-
ciée à l'application multivoque appelée une solution, plus précisément, aux solutions qui
convergent ou divergent dans une zone du système dynamique combinatoire nommée un
invariant. Par la suite, en ajoutant des conditions aux invariants, nous obtenons des in-
variants isolés et des invariants minimums. De plus, nous retrouvons ici une partie de
mes contributions originales.
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4.1 Les systèmes dynamiques combinatoires
Définition 4.1. Soit K un complexe simplicial géométrique. Alors, V : K → K est
un système dynamique combinatoire si V est une application partielle, c'est-à-dire que
Dom V ⊂ K, injective et les trois conditions suivantes sont satisfaites :
1. Pour tout simplexe σ ∈ Dom V, soit que V(σ) = σ, un point fixe, ou soit que σ
est une face d'une dimension inférieure à V(σ).
2. Dom V ∪ Im V = K.
3. Dom V ∩ Im V = Crit V, où Crit V est l'ensemble des points fixes du système dy-
namique combinatoire. C'est équivalent aux points critiques dans le cas du champ
vectoriel combinatoire de Forman.
Autrement dit, les systèmes dynamiques combinatoires ressemblent à la définition des
champs vectoriels combinatoires de la théorie de Morse discrète. Par contre, nous ne
nous intéressons pas seulement aux fonctions de Morse discrètes et il n'y a aucune va-
leur associée sur les simplexes. L'application partielle V permet que tous les simplexes
ne soient pas fixes pour que l'application soit bien définie et d'avoir certains simplexes
comme source. La première condition nous indique que nous pouvons avoir des points
fixes et les autres éléments dans le domaine de V qui sont appariés avec un autre simplexe
qui est une coface d'une dimension supérieure. Donc, cette condition reflète l'intuition
des vecteurs de la théorie de Morse discrète sans avoir de valeur sur les simplexes. La
deuxième condition permet que tous les simplexes du complexe simplicial soient une
source, une cible ou les deux d'un vecteur. La troisième condition enlève le cas d'avoir
un n-simplexe apparié avec un (n − 1)-simplexe et (n + 1)-simplexe, c'est-à-dire d'être
la source et la cible de deux vecteurs différents. Alors, seulement les simplexes fixes sont
dans l'intersection du domaine et de l'image de V. Parfois, nous l'appelons aussi un champ
vectoriel combinatoire. Donc, voir la Figure 4.1 pour un exemple de système dynamique
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Figure 4.1  Exemple d'un système combinatoire dynamique
combinatoire et les Figures 4.2 pour 4 contre-exemples qui ne respectent pas la définition
4.1.
Remarque 4.2. Nous utilisons trois listes A, B et C pour encoder l'information du
système dynamique combinatoire dans une application. Nous posons A = Dom V\Crit V,
B = Im V\Crit V et C = Crit V. Ainsi, nous pouvons restreindre V : A∪C → B∪C où
le ième élément de la liste A et le ième élément de la liste B sont reliés par un vecteur.
Donc, il est important de garder un ordre fixe aux listes A et B pour reconstruire les
vecteurs.
Nous rappelons le calcul de l'adhérence et de la frontière d'un simplexe 2.9. Soit σ un
simplexe. L'adhérence de σ (Cl σ) est l'ensemble de toutes ses faces et la frontière de σ
(Bd σ) est l'ensemble de toutes ses faces propres.
Définition 4.3. Un multi flot combinatoire associé à un système dynamique combinatoire
V est défini par une application multivoque ΠV : K → P (K) où P (K) est l'ensemble des
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(a) V n'est pas injectif (b) La condition 3 n'est pas
respectée
(c) La condition 1 n'est pas
respectée
(d) La condition 2 n'est pas
respectée




Cl σ Si σ ∈ Crit V
Bd σ \ {V−1(σ)} Si σ ∈ Im V \ Crit V
{V(σ)} Si σ ∈ Dom V \ Crit V.
(4.1)
Nous définissons la préimage de ΠV comme σ ∈ Π−1V (τ) si et seulement si τ ∈ ΠV(σ). De
plus, nous définissons ΠkV en appliquant une k-ième fois l'application multivoque ΠV à
l'ensemble des simplexes de l'itération précédente k − 1. Par exemple, si nous calculons
Π2V(σ). D'abord, nous calculons ΠV(σ) = A . Pour ensuite, calculer ΠV(A) = Π
2
V(σ).
Exemple 4.4. Calculons certains simplexes de l'application multivoque ΠV du système
dynamique combinatoire de la Figure 4.1.
Soit σ1 = [V1, V2] ∈ Dom V. Alors, le calcul de ΠV est la cible du vecteur associé à σ1.
Ainsi, ΠV(σ1) = {[V0, V1, V2]}.
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Figure 4.3  Exemple d'un graphe orienté du système combinatoire dynamique 4.1.
Soit σ2 = [V1, V2, V3] ∈ Im V. Alors, nous calculons la frontière de σ2 : Bd σ2 = {[V1], [V2],
[V3], [V1, V2], [V2, V3], [V1, V3]}. Ensuite, nous enlevons V−1(σ2) = [V2, V3]. Donc, nous ob-
tenons le résultat ΠV(σ2) = {[V1], [V2], [V3], [V1, V2], [V1, V3]}.
Soit σ3 = [V2, V3, V5] ∈ Crit V. Alors, nous devons calculer l'adhérence de σ3 : Cl σ3 =
{[V2], [V3], [V5], [V2, V3], [V2, V5], [V3, V5], [V2, V3, V5]} = ΠV(σ3).
À l'aide de l'application multivoque ΠV, nous pouvons construire un graphe orienté. Par
exemple, la Figure 4.3 est un graphe orienté de ΠV du système dynamique combinatoire
4.1. Les points bleus sont les 2-simplexes, les points verts sont les 1-simplexes et il y a une
copie des 0-simplexes pour faciliter la lecture du graphe. De plus, les n÷uds, ayant un
contour rouge, sont les simplexes critiques et ils ont une flèche qui pointe vers eux-mêmes.
Elles ne sont pas affichées dans le graphe. De plus, nous restreignons la longueur des noms
des 1-simplexes et 2-simplexes pour faciliter la lecture du graphe. Donc, nous pouvons
utiliser les algorithmes de la théorie des graphes pour faire des calculs rapides et efficaces.
Ceci serait aussi une autre méthode pour encoder un système dynamique combinatoire en
utilisant la liste d'adjacence et la matrice d'adjacence. Par contre, vérifier qu'un simplexe
est un élément du domaine, de l'image ou un simplexe critique à partir du graphe n'est
pas trivial.
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Maintenant, nous pouvons définir un chemin avec une suite de simplexes telle que le
ième simplexe et le prochain sont en relation par l'application de ΠV. Ceci généralise le v-
chemin de la théorie de Morse discrète. Avec la nouvelle idée de v-chemin, il sera possible
de faire une suite de simplexes contenant des simplexes de plusieurs dimensions au lieu
du v-chemin qui considère les simplexes de dimension p et p+1. De plus, le v-chemin ne
possède pas de point critique sauf à la fin du v-chemin. Ce qui nous permettra d'étudier
les tendances et les prédictions du système.
Définition 4.5. Une solution d'un multi flot combinatoire ΠV d'un champ vectoriel com-
binatoire V est une fonction ϱ : I → K telle que I est un intervalle dans Z et ϱ(i+ 1) ∈
ΠV(ϱ(i)), pour i ∈ I. De plus, nous disons que c'est une solution complète si I = Z.
Nous remarquons que le temps i ∈ I est discret.
Exemple 4.6. Construisons des solutions de la Figure 4.1. Soit une solution ϱ1 :=
[V3, V5] → [V3, V4, V5] → [V3, V4] → [V3, V4] → [V4] → [V4, V5] → [V5] avec I = {0, 1, 2, 3,
4, 5, 6}. Soit une solution complète ϱ2 := . . . → [V2, V3, V5] → [V2, V3, V5] → [V2, V3] →
[V1, V2, V3]→ [V1, V2]→ [V0, V1, V2]→ [V0]→ [V0, V2]→ [V2]→ [V2]→ . . . avec I = Z.
Ainsi, une première question que nous pouvons nous poser est : quand existe-t-il une
solution entre deux simplexes ? Les deux prochains lemmes nous aideront à répondre à
cette question. Le premier est sur la non-existence d'une solution et le deuxième est sur
l'existence d'une solution. Ce qui nous permettra d'avoir une meilleure compréhension
des solutions possibles dans un système dynamique combinatoire.
Lemme 4.7. Soit σ ∈ Dom V \Crit V avec dimσ = d. Soit τ ∈ K. Si la dim τ ≥ d+ 2,
alors, il n'existe pas de solution partant de σ à τ . Soit σ ∈ Im V avec dimσ = d. Soit
τ ∈ K. Si la dim τ ≥ d+ 1, alors, il n'existe pas de solution partant de σ à τ .
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Démonstration. D'abord, nous allons faire quelques calculs sur la dimension des simplexes
en appliquant l'application multivoque ΠV. Soit σ ∈ K de dimension d et τ ∈ ΠV(σ).
Nous obtenons les trois cas suivants :
 Si σ ∈ Dom V \ Crit V, alors, dimσ = dim τ + 1 et τ ∈ Im V \ Crit V.
 Si σ ∈ Im V \ Crit V, alors, dimσ > dim τ .
 Si σ ∈ Crit V, alors, dimσ ≥ dim τ et l'égalité est obtenue seulement pour σ = τ .
Donc, σ ∈ Dom V \ Crit V est le seul type de simplexe qui permet d'augmenter de
dimension dans une solution. Alors, il n'existe pas de solutions entre les simplexes de
dimension d + 2 et plus et σ ∈ Dom V \ Crit V. Si σ ∈ Im V, alors, il peut exister un
τ ∈ Dom V\Crit V∩ΠV(σ) de dimension d−1. Par le même argument que précédemment,
nous avons qu'il n'existe pas de solution entre les simplexes de dimension d + 1 et plus
et σ ∈ Im V.
Donc, le résultat précédent indique la non-existence d'une solution entre deux simplexes
en utilisant seulement la dimension du simplexe de départ et d'arrivée. Par contre, il
serait convenable d'avoir un critère combinatoire qui identifie s'il y existe ou pas une
solution entre deux simplexes.
Lemme 4.8. Soit σ, τ ∈ K. Il existe une solution entre σ et τ si et seulement s'il existe
un k ∈ Z>0 tel que τ ∈ ΠkV(σ).
Ce lemme est simple à démontrer. En revanche, si le complexe simplicial K est fini, alors,
il existe un k tel que ∪ki=1ΠiV(σ) = ∪k+1i=1ΠiV(σ). Ainsi, la suite ∪ki=1ΠiV(σ) devient constante
pour tout j > k. Donc, nous obtenons un critère d'arrêt, s'il n'y a pas de solution entre
σ à τ . Nous obtenons l'algorithme 3.
Dans le même ordre d'idée, pour la préimage de V, il y a des conditions nécessaires pour
qu'un simplexe soit la préimage de l'application multivoque ΠV.
Proposition 4.9. Soit σ ∈ K de dimσ = d.
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Algorithme 3 Existence d'une solution entre deux simplexes.
Entrée : Deux simplexes σ et τ dans K et K complexe simplicial fini.
Sortie : Vérifie l'existence d'un chemin allant de σ à τ .
Si σ ∈ Dom V Alors
Si dimσ < dim τ + 2 Alors
Retourne Faux
Fin Si
Sinon Si dimσ < dim τ + 1 Alors
Retourne Faux
Fin Si
Trouver ← faux, S0 = {σ}
Répéter
Sj+1 ← Sj ∪ ΠV(Sj)
Si σ ∈ Sj+1 Alors
Trouver ← Vrai
Fin Si
Jusqu'à Sj = Sj+1 ou Trouver
Retourne Trouver
 Si σ ∈ Dom V\Crit V, alors, il n'existe pas τ ∈ Π−1V (σ) tel que τ ∈ Dom V\Crit V,
τ ∈ Im V de dim τ < d+ 1 ou τ = V(σ).
 Si σ ∈ Im V\Crit V, alors, il n'existe pas de τ ∈ Π−1V (σ) tel que τ ∈ Dom V\Crit V
sauf pour τ = V−1(σ) ou τ ∈ Im V de dim τ < d+ 1.
 Si σ ∈ Crit V, alors, il n'existe pas de τ ∈ Π−1V (σ) tel que τ ∈ Dom V \ Crit V ou
Im V de dim τ < d+ 1 sauf pour σ = τ .
De plus, soit τ ∈ Im V. Si σ < τ et σ ̸= V−1(τ), alors τ ∈ Π−1V (σ).
Pour le démontrer, nous utilisons le lemme 4.7 en vérifiant les solutions possibles par-
tant de Π−1V (σ) à σ et en appliquant la définition 4.3 de l'application multivoque ΠV.
Par contre, si le complexe simplicial K est infini, il se peut qu'il existe un σ tel que
card (Π−1V (σ)) =∞. Ainsi, dans le cas fini, nous obtenons l'algorithme 4 pour calculer la
préimage d'un simplexe. Voir la définition 4.17 pour comprendre la signification de σ− et
σ+.
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Algorithme 4 Calculer la préimage de σ.
Entrée : Un simplexe σ ∈ K.
Sortie : E est la préimage de σ.
Si σ ∈ Im V Alors
Ajouter σ− à E .
Fin Si
Pour tout τ ∈ Im V \ Crit V faire
Si σ ∈ τ Alors
Si σ ∈ Dom V et τ ̸= σ+ Alors




Pour tout τ ∈ Crit V faire
Si σ < τ Alors





Maintenant, nous aimerons étudier les systèmes dynamiques combinatoires en profondeur.
Plus précisément, nous voulons connaître les secteurs intéressants du système dynamique.
Mais, quel type de zone pourrions-nous étudier ? L'approche que nous allons prendre est
d'étudier les régions où il existe des solutions complètes qui restent complètement dans la
région pour un temps i qui tend à −∞, à +∞, ou les deux. C'est une manière de mieux
comprendre les tendances et les comportements des solutions des systèmes dynamiques
combinatoires.
Définition 4.10. Soit V un champ vectoriel combinatoire sur un complexe simplicial K.
Alors, un ensemble S ⊆ K est un invariant associé à un multi flot combinatoire ΠV, si
pour chaque simplexe σ ∈ S, il existe une solution complète ϱ : Z → K passant par σ
telle que Im ϱ est contenue dans S. De la même manière, nous définissons les invariants
66
positifs avec des solutions telles que I = Z≥0 et les invariants négatifs avec des solutions
telles que I = Z≤0.
Exemple 4.11. Retournons à la Figure 4.1 et trouvons des invariants et un contre-
exemple. D'abord, nous remarquons qu'un seul point fixe est un invariant comme σ =
[V2, V3, V5] avec une solution complète constante en σ. Soit S1 = {[V5], [V2, V5], [V2, V3, V5],
[V3, V5], [V3, V4, V5], [V3, V4]}. Alors, nous avons deux solutions complètes ϱ1 = . . . →
[V2, V3, V5 ] → [V2, V3, V5] → [V3, V5] → [V3, V4, V5] → [V3, V4] → [V3, V4] → . . . et ϱ2 =
. . . → [V2, V5] → [V2, V5] → [V5] → [V5] → [V5] → . . . passant par tous les simplexes de
S1. Donc, nous avons deux solutions complètes telles que Im ϱ1 ⊂ S1 et Im ϱ2 ⊂ S1.
Ainsi, S1 est un invariant. Soit S2 = {[V0], [V1], [V2], [V1, V2], [V0, V2], [V0, V1, V2]}. Alors,
nous avons que ΠV([V1]) = [V0, V1] /∈ S2 et card (ΠV([V1])) = 1. Donc, il n'existe pas de
solutions complètes passant par [V1]. Ainsi, S2 n'est pas un invariant.
Remarque 4.12. L'image d'une solution complète est toujours un invariant.
Voici un peu de notation pour les invariants. Soit A ⊂ K. Alors, nous notons :
 Inv(A) = {σ ∈ A | il existe une solution complète passant par σ}.
 Inv+(A) = {σ ∈ A | il existe une solution avec I = Z≥0 passant par σ}.
 Inv−(A) = {σ ∈ A | il existe une solution avec I = Z≤0 passant par σ}.
Nous remarquons que Inv(A) = Inv+(A) ∩ Inv−(A) car nous pouvons concaténer les
solutions, pour un σ ∈ Inv+(A)∩ Inv−(A), pour I+ = Z≥0 et I− = Z≤0 pour obtenir une
solution complète avec I = I+ ∪ I−. C'est aussi vrai pour Inv(A) ⊂ Inv+(A) ∪ Inv−(A).
Dans un autre ordre d'idée, avec l'exemple 4.11, nous remarquons que nous pouvons
vérifier si un ensemble est un invariant ou non avec l'image ou la préimage de ΠV d'un
simplexe. Le prochain lemme permettra de construire un critère pour vérifier si un en-
semble est un invariant.
Lemme 4.13. Soit N ⊂ K un ensemble fini. N est un invariant si et seulement si pour
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tous σ ∈ N , card (ΠV(σ) ∩N) ≥ 1 et card (Π−1V (σ) ∩N) ≥ 1.
Démonstration. Supposons que N est un invariant. Soit σ ∈ N . Alors, il existe une
solution complète ϱ où Im ϱ ⊂ N et, sans perte de généralité, nous supposons que
ϱ(0) = σ. Ceci implique que ϱ(1) ∈ N ∩ ΠV(σ) et ϱ(−1) ∈ N ∩ Π−1V (σ). Donc, la
card (ΠV(σ) ∩N) ≥ 1 et la card (ΠV(σ)−1 ∩N) ≥ 1 pour tout σ ∈ N .
Supposons l'inverse que pour tout σ ∈ N , card (ΠV(σ)∩N) ≥ 1 et card (Π−1V (σ)∩N) ≥ 1.
Soit σ0 ∈ N . Alors, il existe σ−1 ∈ Π−1V (σ0) ∩ N et σ1 ∈ ΠV(σ0) ∩ N . Par les mêmes
arguments, nous les appliquons à σ−1 et à σ1 pour obtenir σ−2 et σ2. Par induction,
nous avons σj pour tout j ∈ Z tel que σj ∈ ΠV(σj−1) et σj ∈ Π−1V (σj+1). Donc, nous
construisons une solution complète ϱ où ϱ(j) = σj pour j ∈ Z. Aussi, nous avons Im ϱ ⊂
N . Ainsi, nous avons une solution complète passant par σ et contenu dans N pour tout
σ ∈ N . En somme, N est un invariant.
Avec ce lemme, nous pouvons trouver les simplexes qui ne respectent pas le lemme 4.13
et les enlever de l'ensemble en question. Par contre, il faut faire attention car nous devons
recommencer la vérification de l'invariant du début à chaque fois que nous enlevons un
simplexe. Ceci est dû au fait qu'il est possible d'avoir des simplexes qui ne respectent
plus le lemme en enlevant un ou plusieurs simplexes. Donc, le prochain théorème est
une manière d'enlever systématiquement des simplexes jusqu'à obtenir un invariant de
l'ensemble de départ.
Théorème 4.14. Soit N un sous-ensemble fini du complexe simplicial K avec ΠV. Nous
construisons une suite des sous-ensembles Sj, pour j = 0, 1, 2, . . . de N par induction :
S0 = N
Sj+1 = ΠV(Sj) ∩ Sj ∩ Π−1V (Sj)
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Alors, il existe un j0 ∈ N tel que la suite Sj devient constante, c'est-à-dire, Sj = Sj0 pour
tout j ≥ j0. De plus, Sj0 = Inv(N).
La prochaine démonstration est fortement inspirée de la démonstration [KMM04, Théo-
rème 10.83, p.348]. Nous la gardons dans ce mémoire pour qu'il soit complet.
Démonstration. Montrons que la suite Sj est constante pour un assez grand j.
La suite Sj est décroissante car c'est une suite d'intersections d'ensembles. Alors, Sj+1 ⊂
Sj pour tout j. Comme S0 est fini, il existe un j0 ∈ Z tel que Sj = Sj0 ∀j ≥ j0. Donc, la
suite Sj devient constante.
Montrons que Sj0 ⊂ Inv(N). Tout d'abord, nous remarquons que Sj0+1 = Sj0 = ΠV(Sj0)∩
Sj0 ∩ Π−1V (Sj0). Pour tout σ ∈ Sj0 , ils existent α ∈ Sj0 et β ∈ Sj0 tels que σ ∈ ΠV(α) et
β ∈ ΠV(σ). Les mêmes arguments sont applicables à α et β. Donc, il existe une solution
complète ϱ : Z → K passant par σ telle que ϱ(0) = σ, ϱ(−1) = α et ϱ(1) = β et nous
appliquons l'induction sur n = 1, 2, 3, . . . et n = −1,−2,−3, . . . pour obtenir le reste de
la solution complète. Comme Sj0 ⊂ N , l'image de la solution ϱ est contenue dans N .
Nous avons choisi σ de façon arbitraire dans Sj0 , alors Sj0 = Inv(Sj0) ⊂ Inv(N).
Montrons que Sj0 ⊃ Inv(N). Nous remarquons que Sj0 = ∩j0k=0Sk = ∩∞k=0Sk. Alors, par
induction, il est suffisant de montrer que Inv(N) ⊂ Sk pour tout k = 0, 1, 2 . . .. Par
définition, Inv(N) ⊂ N = S0. Soit K ≥ 0, supposons que c'est vrai pour Inv(N) ⊂ Sk
et montrons le pour k + 1. Pour tout σ ∈ Inv(N), il existe une solution complète ϱ :
Z → Inv(N) passant par σ sous ΠV. Posons σn = ϱ(n) pour n ∈ Z. Par l'hypothèse
d'induction, σn ∈ Sk pour tout n. Nous avons σ = σ0 ∈ ΠV(σ−1) et σ1 ∈ ΠV(σ). La
dernière égalité est équivalente à σ ∈ Π−1V (σ1). Nous obtenons σ ∈ Sk∩ΠV(σ−1)∩ΠV(σ1) ⊂
SK ∩ ΠV(SK) ∩ Π−1V (Sk) = Sk+1. Ainsi, σ ∈ Sk+1. Alors, Inv(N) ⊂ Sk+1. Donc, nous
parvenons au résultat que Inv(N) = Sk.
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Donc, il est simple de créer l'algorithme 5 :
Algorithme 5 Calcul Invariant
Entrée : : N un sous-ensemble de K.
Sortie : I est un invariant de N .
S0 ← N
Répéter
Sj+1 ← ΠV(Sj) ∩ Sj ∩ Π−1V (Sj)
Jusqu'à Sj = Sj+1
I ← Sj
Retourne I
De plus, si l'algorithme 5 ne fait qu'une itération, l'ensemble de départ était un invariant.
Maintenant, nous allons ajouter deux conditions supplémentaires sur les invariants pour
obtenir un nouvel objet permettant de définir la décomposition de Morse plus tard.
Définition 4.15. Soit V un champ vectoriel combinatoire sur un complexe simplicial
K et S ⊂ K un ensemble invariant associé au multi flot combinatoire ΠV. Définissons
l'ensemble des sorties de S par :
Ex S := Cl S \ S.
Alors, S est un invariant isolé si les deux conditions suivantes sont satisfaites :
1. L'ensemble des sorties Ex S est fermé dans K, c'est-à-dire que Cl Ex S = Ex S.
2. Il n'existe pas de solutions ϱ : [−1, 1] ∩ Z → K de ΠV tel que ϱ(−1) ∈ S, ϱ(1) ∈
S et ϱ(0) ∈ Ex S.
Cette nouvelle définition est une adaptation des blocs isolants du cas continu dans un
point de vue des systèmes dynamiques combinatoires. La première condition est semblable
au cas continu d'avoir l'ensemble des sorties fermées. La deuxième condition signifie que
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nous ne voulons pas avoir des solutions tangentes à l'intérieur d'un invariant isolé, c'est-
à-dire que nous ne voulons pas en un temps t être dans Ex S et que les simplexes aux
temps t− 1 et t+ 1 dans l'invariant isolé S.
Exemple 4.16. Vérifions des invariants isolés de la Figure 4.1. Soit S1 = {[V2, V3, V5],
[V2, V5], [V2], [V5]} un invariant. Alors, Ex S1 = {[V2, V3], [V3, V5], [V3]} et Cl Ex S1 =
{[V2, V3], [V3, V5], [V3], [V5], [V2]}. Nous obtenons Ex S1 ̸= Cl Ex S1. Donc, S1 n'est pas
un invariant isolé.
Soit S2 = {[V4], [V5], [V3, V4], [V4, V5]} un invariant. Alors, Ex S2 = {[V3]} et Cl Ex S2 =
{[V3]} = Ex S2. Donc, la première condition est satisfaite. De plus, il n'existe pas de
solution complète ϱ telle que ϱ(−1) ∈ S2, ϱ(1) ∈ S2 et ϱ(0) ∈ Ex S2 car ΠV([V3]) =
[V1, V3] /∈ S2. Ainsi, S2 est un invariant isolé.
Avec la définition 4.15, trouver des invariants isolés n'est pas toujours évident car il est
difficile de vérifier la deuxième condition. Alors, nous allons définir de nouveaux simplexes
permettant d'avoir une approche combinatoire sans utiliser la notion des solutions.
Définition 4.17. Soient V : K → K un système dynamique combinatoire et σ ∈ K.
Définissons les simplexes suivants :
σ+ :=
{︄




σ Si σ ∈ Dom V
V−1(σ) Sinon
(4.2)
Exemple 4.18. À la Figure 4.1, calculons σ+ et σ− de quelques simplexes. Soit σ1 =
[V1] ∈ Dom V \ Crit V. Alors, σ−1 = [V1] et σ+1 = [V0, V1]. Soit σ2 = [V3, V4, V5] ∈
Im V\Crit V. Alors, σ−2 = [V3, V5] et σ+2 = [V3, V4, V5]. Soit σ3 = [V2, V5] ∈ Crit V. Alors,
σ−3 = [V2, V5] et σ
+
3 = [V2, V5].
Le simplexe σ+ représente la cible d'un vecteur et le simplexe σ− représente la source
d'un vecteur associé à σ. Donc, si σ est la source ou la destination, selon le cas, σ+ ou
σ− est égale à σ. Ainsi, nous obtenons le résultat suivant.
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Lemme 4.19. Soit V un champ vectoriel combinatoire sur un complexe simplicial K.
Alors, pour un simplexe σ ∈ K, nous avons σ− ⊂ σ ⊂ σ+ et au moins une de ces
inclusions est une égalité.
Les trois prochaines démonstrations sont semblables à celles de l'article [KMW16]. Par
contre, nous les conservons pour avoir un mémoire complet.
Démonstration. Si σ ∈ Dom V, alors, σ+ = V(σ) . Mais, par la définition 4.1 de V, nous
obtenons que V(σ) = σ ou σ est une coface de V(σ) ce qui implique que σ ⊆ V(σ). De
plus, nous avons σ− = σ. Ainsi, nous obtenons σ− = σ ⊆ σ+.
Si σ /∈ Dom V, alors, σ+ = σ et σ− = V−1(σ). Mais, par la définition 4.1 de V, nous avons
V−1(σ) = σ ou V−1 est une coface de σ, ce qui implique que V−1(σ) = σ− ⊆ σ = σ+.
Donc, nous obtenons au moins une égalité dans les deux cas.
Dans le cas d'un point fixe, nous obtenons les deux égalités σ− = σ = σ+ pour les
inclusions. Maintenant, appliquons la définition de σ+ et σ− pour faire des liens avec les
invariants isolés.
Lemme 4.20. Soit V un champ vectoriel combinatoire sur un complexe simplicial K
et un invariant isolé S associé à un multi flot combinatoire ΠV. Alors, pour tous les
simplexes σ ∈ K, nous avons que σ+ ∈ S si et seulement si σ− ∈ S.
En d'autres mots, il y a deux possibilités. σ+ et σ− sont à l'intérieur ou à l'extérieur de
l'invariant isolé S.
Démonstration. Tout d'abord, si σ ∈ Crit V, alors, σ = σ+ = σ−. Donc, σ+ ∈ S et
σ− ∈ S.
Supposons que σ /∈ Crit V. Alors, nous avons σ+ ̸= σ− par le lemme 4.20. De plus,
par la définition 4.17, nous obtenons que V(σ−) = σ+. Soit σ− ∈ S. S est un invariant.
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Alors, il existe une solution complète ϱ : Z → S telle que σ− = ϱ(0). Par le multi flot
combinatoire ΠV, nous obtenons ϱ(1) ∈ ΠV(ϱ(0)) = ΠV(σ−). Si σ ∈ Dom V, alors, σ− = σ
et ΠV(σ−) = {V(σ−)} = σ+. Sinon, σ ∈ Im V. Alors, σ− = V−1(σ) ∈ Dom V. Donc,
ΠV(σ
−) = ΠV(V−1(σ)) = σ = σ+. Ainsi, σ+ = ϱ(1) ∈ S. De l'autre côté, soit σ+ ∈ S. De
la même manière, S est un invariant. Alors, il existe une solution complète ϱ : Z → S
telle que σ+ = ϱ(0). Soit τ = ϱ(−1). Nous obtenons σ+ = ϱ(0) ∈ ΠV(ϱ(−1)) = ΠV(τ).
Nous devons vérifier deux cas.
Dans le premier cas, si τ ∈ Dom V \ Crit V, alors, ΠV(τ) = {V(τ)} et σ+ = V(τ). Donc,
σ− = τ ∈ S.
Dans le deuxième cas, soit τ ∈ Im V. D'abord, si σ /∈ Crit V, alors, σ+ /∈ Crit V. Donc,
σ+ est une coface de τ . De plus, si σ− = V−1(σ+), alors, σ− est une coface de σ+ de
même pour τ . Ainsi, σ− ∈ ΠV(τ) car les deux images possibles du multi flot combinatoire
contiennent toutes ses faces.
Nous construisons une solution ϱ : [−1, 1] ∩ Z → K, en posant ϱ(−1) := τ , ϱ(0) := σ−
et ϱ(1) := σ+ ∈ S. Comme S est un invariant isolé et σ− est une coface de σ+. Par la
définition 4.15, σ− ∈ S car la deuxième condition d'un invariant isolé indique qu'il n'existe
pas de solution ϱ : [−1, 1] ∩ Z→ K telle que ϱ(−1) ∈ S, ϱ(1) ∈ S et ϱ(0) ∈ Ex S.
À l'aide du lemme précédent, nous pouvons alléger la définition d'invariant isolé (plus
précisément la deuxième condition) pour faciliter la vérification d'invariant isolé.
Proposition 4.21. Un invariant S est un invariant isolé s'il satisfait les deux conditions
suivantes :
1. L'ensemble des sorties Ex S est fermé dans le complexe simplicial K.
2. Pour tous simplexes σ ∈ K, nous avons σ− ∈ S si et seulement si σ+ ∈ S.
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Démonstration. Ce qu'il faut montrer est pour tout simplexe σ ∈ K, nous avons que σ−
∈ S si et seulement si σ+ ∈ S. Alors, il n'existe pas de solution ϱ : [−1, 1] ∩ Z → K de
ΠV tel que ϱ(−1) ∈ S, ϱ(1) ∈ S et ϱ(0) ∈ Ex S.
Par contradiction, supposons qu'il existe une telle solution ϱ comme indiqué ci-dessus.
Nous avons trois cas à vérifier.
Si ϱ(0) ∈ Dom V\Crit V, alors, σ+ = ϱ(1) ∈ S et σ− = ϱ(0) ∈ Ex S. Nous obtenons une
contradiction avec σ− ∈ S si et seulement si σ+ ∈ S.
Si ϱ(0) ∈ Im V \ Crit V, alors, σ− = ϱ(−1) ∈ S et σ+ = ϱ(0) ∈ Ex S . Nous obtenons
une contradiction avec σ− ∈ S si et seulement si σ+ ∈ S.
Si ϱ(0) ∈ Crit V, alors, ϱ(0) ̸= ϱ(1) et ϱ(1) ∈ Cl ϱ(0). Donc, Ex S n'est pas fermé et
contredit la condition 1) de la définition 4.15.
Donc, il n'existe pas de solutions ϱ avec la condition ci-dessus. Alors, S est un invariant
isolé.
Nous pouvons encore réduire la deuxième condition. Vérifier tous les simplexes d'un
complexe simplicial peut devenir exigeant. Donc, il est inutile de vérifier les simplexes qui
sont éloignés de l'invariant. Nous modifions cette vérification globale par une vérification
locale à l'invariant.
Lemme 4.22. Soit N un invariant. Si σ ∈ K \ Cl N , alors, σ+ /∈ N et σ− /∈ N .
Démonstration. Soit σ ∈ K \ Cl N . Si σ ∈ Crit V, alors, σ = σ+ = σ− et σ /∈ N . Donc,
σ+, σ− /∈ N .
Si σ ∈ Dom V \ Crit V, alors, σ− = σ et nous obtenons σ− /∈ N . De plus, σ+ = V(σ)
où σ < V(σ) /∈ Cl N car si V(σ) ∈ Cl N , alors, σ− = σ ∈ Cl N qui se contredit. Donc,
σ+ /∈ N .
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Si σ ∈ Im V \ Crit V, alors, σ = σ+ et V−1(σ) < σ. Nous obtenons σ+ /∈ N et σ− < σ+.
Montrons que si N est invariant, alors, il n'existe pas de σ ∈ K tel que σ− ∈ N et
σ+ /∈ N . Supposons qu'il existe un tel σ. Alors, nous avons card (ΠV(σ) ∩N) = 0. Donc,
il n'existe pas de solution complète passant par σ, mais, ceci contredit l'hypothèse que
N est invariant. Alors, ce cas n'arrive pas quand N est invariant. Ainsi, σ− /∈ N .
Donc, nous obtenons que σ ∈ K \ Cl N . Alors, σ+ /∈ N et σ− /∈ N .
Ainsi, nous pouvons réduire la condition 2) de la proposition 4.21 pour seulement vérifier
les simplexes de l'adhérence de S au lieu de vérifier tout le complexe simplicial. Nous
obtenons l'algorithme 6.
Algorithme 6 Vérifie si un ensemble est un invariant isolé
Entrée : Un ensemble de simplexes S.
Sortie : Retourne vrai si S est un invariant isolé.
Si S n'est pas un invariant Alors
Retourne Faux
Fin Si
Ex S ← Cl S \ S
Si Ex S n'est pas fermé Alors
Retourne Faux
Fin Si
Pour tout σ ∈ Cl S faire





Exemple 4.23. Vérifions si les invariants dans la Figure 4.1 sont des invariants isolés.
Soit S1 = {[V2, V3, V5], [V2, V5], [V2, V3], [V1, V2, V3], [V1, V2], [V0, V1, V2], [V0, V2], [V2]} un in-
variant. Nous avons Ex S1 = {[V0], [V0, V1], [V1], [V1, V3], [V3], [V3, V5], [V5]} = Cl Ex S1.
Alors, la première condition est satisfaite. Calculons σ+ et σ− de [V0, V2]. Nous avons
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σ+ = [V0, V2] ∈ S1 et σ− = [V0] /∈ S1. Alors, la deuxième condition n'est pas satisfaite.
Donc, S1 n'est pas un invariant isolé.
Soit S2 = {[V2, V3, V5], [V3, V5], [V2, V5], [V5], [V3, V4, V5], [V3, V4], [V4], [V4, V5]} un invariant.
Nous avons Ex S2 = {[V2], [V2, V3], [V3]} = Cl Ex S2. Calculons σ+ et σ− des simplexes
de S2 :
σ1 = [V2, V3, V5], σ
+
1 = [V2, V3, V5] et σ
−
1 = [V2, V3, V5].
σ2 = [V2, V5], σ
+
2 = [V2, V5] et σ
−
2 = [V2, V5].
σ3 = [V5], σ
+
3 = [V5] et σ
−
3 = [V5].
σ4 = [V3, V5], σ
+
4 = [V3, V4, V5] et σ
−
4 = [V3, V5].
σ5 = [V3, V4, V5], σ
+
5 = [V3, V4, V5] et σ
−
5 = [V3, V5].
σ6 = [V3, V4], σ
+
6 = [V3, V4] et σ
−
6 = [V3, V4].
σ7 = [V4], σ
+
7 = [V4, V5] et σ
−
7 = [V4].
σ8 = [V4, V5], σ
+
8 = [V4, V5] et σ
−
8 = [V4].
Pour tous les autres simplexes τ /∈ S2, τ+ /∈ S2 et τ− /∈ S2. Donc, S2 est un invariant
isolé.
Nous pouvons nous intéresser au plus petit invariant à l'intérieur d'un invariant. Au-
trement dit, si nous avons un invariant N , pouvons-nous enlever des simplexes à N et
satisfait encore la définition d'invariant ? Donc, nous pouvons définir un invariant minimal
de manière classique.
Définition 4.24. Un invariant N est minimum, s'il n'existe pas d'invariants M tels que
M ̸= ∅ et M ⊊ N .
Pareillement au lemme 4.13, nous obtenons un critère similaire des invariants pour les
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invariants minimaux. Par contre, il faut ajouter des hypothèses plus fortes pour l'obtenir.
Lemme 4.25. Soit N un invariant. N est minimum si et seulement si N est connexe et
pour tout σ ∈ N , card (ΠV(σ) ∩N) = 1 et card (Π−1V (σ) ∩N) = 1.
Démonstration. D'abord, montrons que si N est minimum, alors, pour tout σ ∈ N , nous
avons que card (ΠV(σ)∩N) = 1 et card (Π−1V (σ)∩N) = 1. Par la contraposée, supposons
qu'il existe un σ ∈ N tel que card (ΠV(σ) ∩N) ̸= 1 ou card (Π−1V (σ) ∩N) ̸= 1. D'abord,
par le lemme 4.13, nous obtenons que card (ΠV(σ) ∩ N) ̸= 0 et card (Π−1V (σ) ∩ N) ̸= 0.
Soit σ ∈ N tel que card (ΠV(σ) ∩ N) > 1. S'il existe une solution complète ϱ1 passant
par σ1, mais ne passant jamais par σ2 ou s'il existe une solution complète ϱ2 passant par
σ2, mais ne passant par σ1, alors, Im ϱ1 ⊊ N et Im ϱ2 ⊊ N . De plus, Im ϱ1 et Im ϱ2 sont
des invariants. Donc, N n'est pas un invariant minimal.
Il reste un autre cas plus difficile à vérifier. Soient σ ∈ N tel que card (Π−1V (σ) ∩N) > 1.
Donc, il existe σ1 ̸= σ2 tel que σ1 et σ2 ∈ Π−1V (σ). S'il y existe une solution complète ϱ1
passant par σ1 et ensuite σ2, mais entre σ1 et σ2, la solution ne passe jamais par σ. Sinon,
nous pourrions repasser par σ1 et nous obtenons le cas plus haut. De la même manière
que ϱ1, nous définissons ϱ2, mais, au lieu de passer par σ1 et ensuite σ2, ϱ2 passe par σ2 en
premier et ensuite σ1. Donc, nous avons une solution ϱ′1 de σ1 à σ2 et une solution ϱ
′
2 de
σ2 à σ1. Donc, nous construisons une solution complète ϱ3 en concaténant, en alternance,
ϱ′1 et ϱ
′
2 une infinité de fois. Donc, Im ϱ3 ⊂ N et σ /∈ Im ϱ3 implique que N n'est pas
minimal.
Il reste à montrer que N est connexe. Par contradiction, supposons que N est un invariant
minimum et il n'est pas connexe. Donc, il existe deux solutions complètes ϱ1 et ϱ2 telles
que Im ϱ1∩ Im ϱ2 = ∅. Ainsi, nous avons que Im ϱ1 ⊊ N . Donc, N n'est pas un invariant
minimum et nous obtenons la contradiction.
De l'autre côté, montrons que si N est connexe et pour tout σ ∈ N , card (ΠV(σ)∩N) = 1
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Figure 4.4  Exemple sur les invariants minimaux.
et card (Π−1V (σ)∩N) = 1, alors, N est minimum. Par construction, comme chaque σ ∈ N
a une image unique et une préimage unique associée à ΠV et N est connexe, il existe une
unique solution complète ϱ contenue dans N . Donc, Im ϱ = N ce qui entraine que N est
minimal.
Donc, nous avons un critère combinatoire pour vérifier les invariants minimaux. Alors,
nous obtenons cet algorithme 7.
Algorithme 7 Vérification d'un invariant minimum
Entrée : Un ensemble de simplexes N .
Sortie : Vérifie si N est un invariant minimum.
Pour tout σ ∈ N faire








Exemple 4.26. Vérifions des invariants minimaux de la Figure 4.4. D'abord, nous
remarquons qu'un seul point critique est un invariant minimum, comme [V2, V3]. Soit
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N = {[V1], [V1, V2], [V2], [V2, V6], [V6], [V4, V6], [V4], [V1, V4], [V1, V4, V6], [V1, V6], [V1, V2, V6]}.
Nous avons que N n'est pas un invariant minimal car card (ΠV([V1, V4, V6]) ∩ N) = 7.
Donc, nous décomposons N en quatre invariants minimaux : M1 = {[V1, V4, V6]}, M2 =
{[V1, V2, V6]}, M3 = [V1, V6] et M4 = {[V1], [V1, V2], [V2], [V2, V6], [V6], [V4, V6], [V4], [V1, V4]}.
Nous appliquons le lemme 4.25 pour vérifier que M1,M2,M3 et M4 sont des invariants
minimaux.
Ainsi, dans cette section, nous avons donné une définition des systèmes dynamiques com-
binatoires. De plus, nous ajoutons d'autres définitions permettant de les étudier comme
l'application multivoque ΠV, les solutions, les solutions complètes, les invariants, les in-
variants isolés et les invariants minimums. Nous avons aussi développé des algorithmes
pour vérifier si un ensemble est un invariant, un invariant isolé, un invariant minimal ou
pas.
Dans un autre ordre d'idée, nous allons développer une intuition pour mieux trouver
des ensembles candidats pour la vérification d'invariant au lieu d'y aller à l'aveuglette.
D'abord, nous remarquons qu'un point critique forme un invariant minimal. Mais, il existe
aussi d'autres types d'invariants comme les cycles qui respectent aussi les conditions
d'isolés et de minimaux. Donc, au prochain chapitre, nous nous concentrerons sur les
cycles et la décomposition de Morse.
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CHAPITRE 5
L'étude des cycles et la décomposition
de Morse
Dans ce chapitre, nous étudions les cycles qui sont des cas particuliers des ensembles
invariants. En outre, nous définissons la décomposition de Morse qui est une méthode
qualitative pour étudier les invariants et leurs relations entre eux. Ceci nous permet de
comprendre les tendances du système dynamique combinatoire. Pour finir, nous montrons
une construction d'une décomposition de Morse qui fonctionne pour tous les systèmes
dynamiques combinatoires avec un complexe simplicial fini. De plus, ce chapitre constitue
ma principale contribution originale à ce domaine.
5.1 Les cycles
Dans cette section, nous développons le concept des cycles dans les systèmes dynamiques
combinatoires. Grâce à cette structure combinatoire, nous obtenons des propriétés inté-
ressantes. De plus, nous montrons quelques résultats qui nous permettront de construire
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Figure 5.1  Exemple sur des cycles.
des invariants isolés avec les cycles.
Définition 5.1. Un cycle est une solution ϱ : σ0 → σ1 → . . . → σn−1 → σn avec n > 0
tel que σ0 = σn.
De plus, nous définissons la longueur d'un cycle de la façon suivante. Nous construisons
la solution complète φ : Z → K avec le cycle ϱ en le concaténant une infinité de fois
avec lui-même. Ainsi, la longueur est le plus petit n > 0 tel que φ(i) = φ(i+n) pour tout
i ∈ Z.
La définition de la longueur d'un cycle est un peu complexe. Nous ne pouvons pas prendre
nécessairement le plus petit n tel que φ(i) = φ(i + n) pour un seul i car nous pouvons
avoir une auto-intersection dans cette définition de cycle. Donc, nous pourrions avoir
σ0 = σi = σn pour un i = 1, 2, . . . , n − 1 ou si nous passons plusieurs fois dans le même
cycle que nous verrons à la définition 5.8. Ainsi, cette définition de longueur sur les cycles
est nécessaire.
Exemple 5.2. Prenons la Figure 5.1 pour vérifier la définition sur les cycles. D'abord,
un exemple simple sur les cycles, soit ϱ1 = [V4] → [V4] est un cycle de longueur un car
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[V4] est un point critique. Soit ϱ2 = [V1, V4] → [V1, V2, V4] → [V2, V4] → [V2, V4, V7] →
[V4, V7] → [V4, V6, V7] → [V4, V6] → [V1, V4, V6] → [V1, V4] est un cycle de longueur huit.
Soit ϱ3 = [V0] → [V0, V1] → [V1] → [V1, V3] → [V3] → [V3, V6] → [V6] → [V6, V8] → [V8] →
[V7, V8] → [V7] → [V5, V7] → [V5] → [V2, V5] → [V2] → [V0, V2] → [V0] est un cycle de
longueur 16.
Nous remarquons qu'il y a une structure spécifique sur les cycles ϱ1, ϱ2 et ϱ3 de l'exemple
précédent. D'abord, par le simplexe ϱ1, les cycles de longueur un possède un seul point
critique. De plus, pour ϱ2 et ϱ3, ils ont une alternance des simplexes de dimension d et
d+ 1. Les deux prochains résultats démontrent ces remarques.
Proposition 5.3. Soit ϱ un cycle. ϱ possède un simplexe critique si et seulement si ϱ
est de longueur 1.
Démonstration. Soit un cycle ϱ de longueur 1. Nous obtenons ϱ : σ0 → σ1 tel que σ0 = σ1.
Si σ0 ∈ Dom V \Crit V, alors, σ1 /∈ ΠV(σ0). Si σ0 ∈ Im V \Crit V, alors, σ1 /∈ ΠV(σ0).
Si σ0 ∈ Crit V, alors, σ1 ∈ ΠV(σ0). Donc, la seule possibilité est que σ0 est un simplexe
critique.
Soit un cycle ϱ contenant un simplexe critique. Supposons que la longueur du cycle
est n et strictement plus grand que 1. Soit σi ∈ Crit V et σi ∈ ϱ. Nous avons que
σi−1 /∈ Dom V \Crit V car σi /∈ Im V \ Crit V. Donc, σi−1 ∈ Im V \ Crit V ou σi−1 ∈
Crit V. Si σi−1 ∈ Im V \Crit V ou σi−1 ∈ Crit V tel que σi−1 ̸= σi, alors, nous obtenons
dimσi−1 > dimσi > dimσi+1. Donc, nous avons une contradiction à l'aide du lemme 4.7
car il n'existe pas de solutions entre σi+1 à σi+n−1 quand nous étendons ϱ à une solution
complète. Si σi−1 = σi, alors, il existe un j tel que σi−j ̸= σi car la longueur est plus
grand que 1. Par les mêmes arguments, nous obtenons la même contradiction pour σi+1.
Ainsi, la longueur de ϱ est 1.
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Lemme 5.4. Soit un cycle ϱ : σ0 → σ1 → σ2 → . . . → σn−1 → σn, avec n > 1.
La dimension d'un simplexe σ ∈ Im ϱ est d, si σ ∈ Dom V \ Crit V et d + 1, si σ ∈
Im V \Crit V. De plus, il y a une alternance dans le cycle entre un élément du domaine
de V et un élément de l'image de V de dimension d et d+ 1 respectivement.
Démonstration. Supposons que σ0 est de dimension p. Par le lemme 4.7, il n'existe pas
de solution entre σ0 et σi si la dimσi = p + 2. Par le même argument, nous montrons
aussi qu'il n'existe pas de solution entre σi et σn = σ0, si la dimσi = p− 2.
Donc, pour le moment, les simplexes de Im ϱ sont de dimensions p − 1, p et p + 1. Ce
qu'il reste à montrer que ∀σ ∈ (Dom V \ Crit V) ∩ Im ϱ et ∀τ ∈ (Im V \ Crit V) ∩ Im ϱ
implique que dimσ + 1 = dim τ .
Si σi ∈ Dom V \ Crit V, alors, σi+1 ∈ Im V \ Crit V et nous obtenons dimσi + 1 =
dimσi+1. Si σi ∈ Im V \ Crit V, alors, nous avons deux cas. Si σi+1 ∈ Im V \ Crit V,
alors, dimσi+2 < dimσi+1 < dimσi. Donc, dimσi − dimσi+2 ≥ 2 et nous obtenons la
contradiction. Donc, dimσi+1 = dimσi+1. Si σi+1 ∈ Dom V \Crit V, alors, il y a le seul
cas possible dimσi = dimσi+1 + 1 car si dimσi > dimσi+1 + 1, alors, nous obtenons une
contradiction similaire que plus haut à l'aide du lemme 4.7.
Ainsi, nous obtenons l'alternance dans le cycle entre un élément du domaine de V et un
élément de l'image de V.
À l'aide, du lemme précédent, nous définissons, sans ambiguïté, l'indice d'un cycle.
Définition 5.5. Un indice d sur un cycle est la dimension des simplexes qui sont éléments
du domaine du système dynamique combinatoire. Nous notons un d-cycle.
Maintenant que nous comprenons mieux la structure des cycles dans le cas des systèmes
dynamiques combinatoires, nous démontrons qu'un cycle est un invariant. De plus, un
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cycle respecte aussi les conditions pour être un invariant isolé que nous démontrons dans
la prochaine proposition.
Proposition 5.6. Un cycle ϱ est un invariant isolé.
Démonstration. Soit un ϱ : σ0 → σ1 → . . . → σn−1 → σn. Posons S = Im ϱ. Nous
pouvons construire une solution complète φ en concaténant une infinité de fois ϱ. Donc S
est un invariant. Donc, il reste à montrer que S est aussi isolé. Pour le faire, nous allons
utiliser la proposition 4.21.
D'abord, vérifions si Ex S est fermé dans K, c'est-à-dire que Cl Ex S = Ex S. Par le
lemme 5.4, un cycle contient seulement des simplexes de dimension p et p+ 1.
Ainsi, Cl S contient les simplexes de dimension 0 jusqu'à p+1. Par définition de l'adhé-
rence, nous avons que ∀σ ∈ Cl S, si τ < σ implique que τ ∈ Cl S. Donc, Cl S \S contient
des simplexes de dimension 0 jusqu'à p et chaque simplexe ont toutes leurs faces dans
Cl S \ S. Ainsi, si nous calculons l'adhérence de Cl S \ S, nous ajoutons aucun simplexe
car toutes ses faces sont déjà dans l'ensemble Cl S \ S. Donc, Cl S \ S est fermé.
Vérifions si pour tout σ ∈ S, σ+ ∈ S si et seulement si σ− ∈ S. Plus précisément,
nous vérifions les deux cas suivants qui n'arrivent pas. D'abord, nous devons connaître
le résultat suivant. Soit σ ∈ K. Alors, σ− ∈ Dom V et σ+ ∈ Im V qui découle de la
définition de σ+ et σ−.
Le premier cas est si σ− ∈ S, alors, σ+ /∈ S. Montrons que ce cas n'arrive pas. Supposons
qu'il existe un σ ∈ K respectant la condition ci-dessus. Donc, card (ΠV(σ−) ∩ S) = 0.
Mais, S = Im ϱ. Donc, card (ΠV(σ−) ∩ S) = 1 pour tout σ ∈ Im ϱ. Donc, nous obtenons
la contradiction.
Le deuxième cas est si σ− /∈ S, alors, σ+ ∈ S. Montrons que ce cas n'arrive pas. Supposons
qu'il existe un σ ∈ K respectant la condition ci-dessus. Donc, card (Π−1V (σ+) ∩ S) = 0.
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Mais, S = Im ϱ. Donc, card (Π−1V (σ
+)∩S) = 1 pour tout σ ∈ Im ϱ. Donc, nous obtenons
la contradiction.
Donc, le cycle est un invariant isolé.
Ainsi, la recherche des invariants isolés revient à trouver les cycles. Un cycle dans le
système dynamique combinatoire est équivalent à un cycle dans un graphe orienté généré
par l'application multivoque ΠV. Par contre, il faut supposer que le complexe simplicial
K est fini. Dans le cas infini, trouver tous les cycles dans un graphe orienté est plus
difficile. Donc, avec la théorie de graphe, nous avons une méthode systématique pour
trouver les invariants isolés. Maintenant, pour optimiser la recherche d'un cycle, nous
avons quelques propriétés sur les cycles permettant de réduire les cas à vérifier.
Proposition 5.7. Voici quelques propriétés des cycles :
1. La longueur d'un cycle est 1 ou un nombre pair.
2. Si ϱ : . . . → σi−1 → σi → σi+1 → . . . est un cycle et σi−1, σi+1 ∈ Im V, alors,
σi = σi−1 ∩ σi+1.
3. Si ϱ : . . . → σi−1 → σi → σi+1 → . . . est un cycle et σi−1, σi+1 ∈ Dom V, alors,
chaque sommet de σi appartient soit à σi−1 ou à σi+1.
4. Soit un cycle qui ne contient pas de simplexe critique. Alors, sa longueur minimale
est 6.
Démonstration. 1. S'il y a un simplexe critique dans un cycle, alors la longueur du
cycle est 1 par la proposition 5.3. Sinon, pour un cycle de longueur plus que 1,
nous avons qu'une alternance entre un simplexe dans le domaine et un simplexe
dans l'image de V qui ne sont pas critiques. Donc, nous obtenons une longueur
paire.
2. D'abord, nous avons σi < σi−1 et σi < σi+1. Ainsi, σi ⊂ σi+1 ∩ σi−1.
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De plus, σi−1 ̸= σi+1 car si σi−1 = σi+1 et nous avons que ΠV(σi) = σi+1. Alors,
σi /∈ ΠV(σi+1) = ΠV(σi−1) et nous obtenons la contradiction. Donc, dim(σi−1 ∩
σi+1) < dimσi−1 = dim σi+1 = p + 1 et p ≤ dimσi ≤ dim(σi−1 ∩ σi+1) < p + 1.
Ainsi, p = dim(σi−1∩σi+1).K est un complexe simplicial. Alors, il existe un unique
simplexe pour l'intersection entre σi−1 et σi+1. Donc, nous avons σi = σi−1 ∩ σi+1.
3. Premièrement, nous avons que σi−1 ̸= σi+1. Supposons le contraire σi−1 = σi+1.
Alors, σi+1 ∈ ΠV(σi), mais σi−1 /∈ ΠV(σi). Donc, nous obtenons la contradiction.
Nous avons que σi−1 ⊂ σi de dimension p, σi+1 ⊂ σi de dimension p et σi de
dimension p + 1. Nous savons que σi+1 ̸= σi−1. Alors, chacun contient p + 1
sommets et il existe au moins un sommet v1 ∈ σi−1, mais v1 /∈ σi+1. Par symétrie,
il existe aussi v2 ∈ σi+1, mais v2 /∈ σi−1. Donc, pour obtenir les deux simplexes σi−1
et σi+1, nous avons besoin d'au moins p + 2 sommets de σi qui est de l'ensemble
de tous ses sommets.
4. D'abord, nous avons démontré que la longueur d'un cycle est paire. Alors, il reste
à vérifier que la longueur 2 et 4 ne forment pas un cycle.
Soit un cycle ϱ : σ0 → σ1 → σ2 de longueur 2 tel que σ0 = σ2. Si σ0 ∈ Dom V,
alors, σ1 ∈ Im V. Donc, nous avons que σ0 /∈ ΠV(σ1) et σ2 ∈ ΠV(σ1) qui est
contradictoire. Si σ0 ∈ Im V, alors, σ1 ∈ Dom V. Donc, σ1 ∈ ΠV(σ0) et σ2 ∈
ΠV(σ1). Donc, σ1 /∈ ΠV(σ2) = ΠV(σ0) qui est contradictoire. Ainsi, il n'existe pas
de cycle de longueur 2.
Soit un cycle ϱ : σ0 → σ1 → σ2 → σ3 → σ4 → σ5 de longueur 4 tel que σ0 = σ4
et σ1 = σ5. Si σ0 ∈ Dom V, alors, σ1, σ3 ∈ Im V et σ2 ∈ Dom V. Utilisons la
propriété suivante : σi+1 ∩ σi−1 = σi où σi+1, σi−1 ∈ Im V. Ainsi, σ1 ∩ σ3 = σ2 et
σ3 ∩ σ5 = σ4. Mais, σ1 = σ5. Alors, σ2 = σ4. Nous obtenons la contradiction car
σ2 /∈ ΠV(σ3). Si σ0 ∈ Im V, alors, σ1, σ3 ∈ Dom V et σ2 ∈ Im V. Par la même
propriété, nous avons que σ0 ∩ σ2 = σ1 et σ2 ∩ σ4 = σ3. Ainsi, σ1 = σ3, mais cela
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Figure 5.2  Exemple d'un cycle de longueur 6.
est contradictoire par le même raisonnement que plus haut. Donc, il n'existe pas
de cycle de longueur 4.
Il existe des cycles de longueur 6. À la Figure 5.2, nous avons un exemple d'un
cycle de longueur 6 avec trois 0-simplexes et trois 1-simplexes.
Continuons à étudier la structure des cycles. Par la définition de l'application multivoque
ΠV et des cycles, il peut exister des sous-cycles à l'intérieur d'un plus grand cycle. Grâce
aux éléments de Im V, nous avons que l'application multivoque nous permet d'avoir
plusieurs directions différentes. Ainsi, nous pouvons avoir des auto-intersections.
Définition 5.8. Un cycle ϱ a une auto-intersection, s'il y existe au moins deux sous-
cycles ϱ1 et ϱ2 tel que Im ϱ1 ̸= Im ϱ2, Im ϱ1 ∩ Im ϱ2 ̸= ∅, Im ϱ1 ⊊ Im ϱ et Im ϱ2 ⊊ Im ϱ.
Exemple 5.9. À la Figure 5.3, il y a un cycle contenant une auto-intersection. Ce
complexe simplicial est réalisable dans IR3. Nous avons deux 2-simplexes [V0, V3, V4] et
[V1, V3, V4] qui se chevauchent. Soit ϱ : [V0, V3] → [V0, V3, V4] → [V3, V4] → [V3, V4, V6] →
[V4, V6] → [V4, V6, V7] → [V4, V7] → [V4, V5, V7] → [V4, V5] → [V1, V4, V5] → [V1, V4] →
[V1, V3, V4] → [V3, V4] → [V3, V4, V6] → [V3, V6] → [V2, V3, V6] → [V2, V3] → [V0, V2, V3] →
[V0, V3] un cycle de longueur 18. Nous avons deux sous-cycles ϱ1 := [V0, V3]→ [V0, V3, V4]
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Figure 5.3  Exemple d'une auto-intersection dans les cycles.
→ [V3, V4] → [V3, V4, V6] → [V3, V6] → [V2, V3, V6] → [V2, V3] → [V0, V2, V3] → [V0, V3]
de longueur 8 et ϱ2 := [V1, V4] → [V1, V3, V4] → [V3, V4] → [V3, V4, V6] → [V4, V6] →
[V4, V6, V7] → [V4, V7] → [V4, V5, V7] → [V4, V5] → [V1, V4, V5] → [V1, V4] de longueur 10.
Nous avons que Im ϱ1 ̸= Im ϱ2, Im ϱ1 ∩ Im ϱ2 = {[V3, V4], [V3, V4, V6]}, Im ϱ1 ⊊ Im ϱ et
Im ϱ2 ⊊ Im ϱ. Donc, ϱ possède une auto-intersection.
Comme mentionné auparavant, ce sont les éléments de Im V qui nous permetent d'avoir
une auto-intersection car la cardinalité de l'image de ΠV est plus grande ou égale à un.
Par contre, pour les éléments du Dom V, la cardinalité de l'image de ΠV est égale à un.
Donc, il n'a pas de choix pour avoir une auto-intersection. Mais, leurs préimages des
éléments du Dom V permettent d'avoir une auto-intersection dans un cycle. Ainsi, nous
pouvons borner le nombre des sous-cycles possible en observant seulement la cardinalité
de ΠV des éléments de Im V.
Lemme 5.10. Soit ϱ un cycle avec une seule auto-intersection. Il existe un σi ∈ Im V∩
Im ϱ qui est le dernier simplexe faisant partie des sous-cycles. Alors, nous pouvons borner
le nombre de sous-cycles possibles(NC) : 0 < NC ≤ dimσi.
Démonstration. Soit d = dimσi+1. Alors, nous pouvons choisir d sommets parmi d + 1







= d+ 1 cofaces. Mais, σi ∈ Im V \Crit V. Alors, la coface
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σ−i /∈ ΠV(σi). Donc, il y a d cofaces possibles pour construire un sous-cycle. Ainsi, nous
obtenons le résultat 0 < NC ≤ dimσi+1.
Remarque 5.11. Une conséquence du lemme précédent est qu'il n'existe pas d'auto-
intersections dans les 0-cycles.
Dans le cas des complexes simpliciaux géométriques, il n'existe pas toujours une possibi-
lité pour avoir une auto-intersection pour un d-cycle car, par la réalisation géométrique,
certains éléments du Dom V ont une cardinalité plus petite ou égale à un pour sa préimage
de ΠV.
Lemme 5.12. Soit K un complexe simplicial géométrique. Un d-cycle ne peut pas avoir
une auto-intersection, si la réalisation géométrique de K est dans IRd+1 ou moins.
Démonstration. Soit ϱ un d-cycle. Alors, σi ∈ Im V∩ Im ϱ est de dimension d+1. Donc,
pour obtenir un simplexe géométrique comme σi, il faut que les d+2 sommets de σi soient
géométriquement indépendants. Donc, pour la réalisation géométrique de σi, nous avons
besoin d'être au moins dans IRd+1. Il reste à vérifier qu'il n'a pas d'auto-intersection pour
les d-cycles dans IRd+1. Alors, il existe au maximum deux simplexes τ1 et τ2 ∈ Im V où
σi < τ1 et σi < τ2. Posons que τ1 ∈ ΠV(σ1). Alors, τ2 est le seul élément possible de
Π−1V (σi). Donc, nous ne pouvons pas avoir d'auto-intersection.
Maintenant, nous voulons faire des liens entre les cycles et les invariants minimaux car
nous remarquons que si nous enlevons un simplexe d'un cycle qui ne contient pas d'auto-
intersection. Alors, nous perdons l'invariance de cet ensemble. Donc, nous percevons une
ressemblance entre les cycles et les invariants minimaux qui est présentée dans le prochain
corollaire.
Corollaire 5.13. Soit N un invariant fini. N est minimal si et seulement si N est
l'image d'un cycle qui n'a pas d'auto-intersection ou N est un point critique.
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Démonstration. Par le côté opposé, si N est un point critique, alors, il n'existe pas de
sous-ensemble de N non-vide et différent de N . Si N est un cycle avec une longueur plus
grande que 1, alors, nous avons que N est connexe et pour chaque σ ∈ N , card (ΠV(σ)∩
N) = 1 et card (Π−1V (σ)∩N) = 1. Donc, nous appliquons le lemme 4.25 pour obtenir que
N est un invariant minimum.
Soit N un invariant minimal. Si card (N) = 1, alors, le seul cas possible est que σ ∈ Crit V
pour que N reste un invariant. Si card (N) > 1, alors, N ne contient pas de point critique.
Par contradiction, supposons que N n'est pas un cycle. Donc, pour toutes les solutions
complètes, il n'existe pas de n tel que σi = σi+n, mais N est fini et par le lemme 4.25,
nous obtenons la contradiction. S'il y a une auto-intersection, alors, il existe ϱ1 et ϱ2 tel
que Im ϱ1 ̸= Im ϱ2. Donc, N n'est pas un invariant minimum.
Maintenant, retournons aux graphes générés par l'application multivoque et nous nous
intéressons aux composantes fortement connexes qui ont plus qu'un élément. Ils res-
semblent à une union de cycle tel que pour chaque cycle, il existe au moins un autre
cycle dont l'intersection est non nulle. Ainsi, nous obtenons le résultat suivant.
Proposition 5.14. Une composante fortement connexe F avec card (F ) > 1 est un in-
variant isolé. De plus, F est de la forme F = ∪i∈IC(d,i) où C(d,i) sont des cycles connexes,
d est l'indice du cycle et I est l'ensemble des indices.
Démonstration. Soit F une composante fortement connexe avec card (F ) > 1. Montrons
que F = ∪i∈IC(d,i). Nous avons que pour tout cycle d'indice d1 et d'indice d2 où d1 ̸= d2
implique que Cd1∩Cd2 = ∅. Tous les simplexes du Dom V∩Cd1 sont de dimension d1 ̸= d2
et tous les simplexes de Im V ∩ Cd1 sont de dimension d1 + 1 ̸= d2 + 1 . Donc, la seule
possibilité pour avoir une intersection est F = ∪i∈IC(d,i) avec d comme indice du cycle.
Il reste à montrer que F est un invariant isolé. D'abord, nous avons que chaque cycle est
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un invariant. Alors, l'union d'invariant est encore invariant. Donc, F est un invariant.
De la même manière que la preuve de la proposition 5.6, nous montrons que Ex F est
fermé et pour tout σ ∈ K, nous avons que σ− ∈ F si et seulement si σ+ ∈ F . Par la
proposition 4.21, F est un invariant isolé.
Remarque 5.15. Les cycles avec des auto-intersections dans les systèmes dynamiques
combinatoires ont la même structure que les composantes fortement connexes dans le
graphe orienté construit à l'aide de l'application multivoque ΠV.
Donc, à l'aide de l'algorithme de Tarjan présenté plus haut, nous obtenons une méthode
pour énumérer les invariants isolés, qui ne sont pas des points critiques, de manière efficace
dans un système dynamique combinatoire avec un complexe simplicial fini.
5.2 La décompostion de Morse
Dans cette section, nous montrons la décomposition de Morse qui permet de faire une
étude qualitative du système dynamique combinatoire. Donc, nous nous intéressons à
trouver le début et la fin des solutions complètes. Autrement dit, d'un point de vue de
système dynamique, nous cherchons les zones de divergence et de convergence des trajec-
toires. Dans la décomposition de Morse, ces zones sont les invariants isolés. D'abord, nous
présentons les α-limites et les ω-limites dans le contexte combinatoire qui nous permet
de déterminer ces zones de convergence et de divergence des trajectoires. Ensuite, nous
définissons la décomposition de Morse. Pour finir, nous introduisons une construction qui
nous donne cette décomposition pour les systèmes dynamiques combinatoires avec un
complexe simplicial fini.
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Figure 5.4  Exemple des ensembles α-limites et ω-limites.
Définition 5.16. Soit ϱ : Z → K une solution complète d'un multi flot combinatoire
ΠV. Nous définissons les deux ensembles limites suivants :




{ϱ(k) | k ≤ n}
.




{ϱ(k) | k ≥ n}
.
Comme dit plus haut, la notion d'ensemble limite vient de la dynamique classique. Par
contre, pour le contexte de la dynamique combinatoire, tenant compte du fait que l'inter-
section est prise sur une famille décroissante d'un nombre fini des ensembles, les ensembles
α-limites et ω-limites sont atteints dans un temps entier fini. Par exemple, ces ensembles
peuvent être des simplexes critiques répulsifs pour l'ensemble α-limite, des simplexes
critiques attractifs pour l'ensemble ω-limite ou des solutions cycliques.
Exemple 5.17. À la Figure 5.4, soit ϱ := . . . → [V0, V1, V2] → [V0, V1, V2] → [V0] →
[V0, V1] → [V1] → [V1, V2] → [V2] → [V0, V2] → [V0] → [V0, V1] → [V1] → . . . une solution
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complète. Nous calculons les ensembles limites :
α(ϱ) = {[V0, V1, V2]} et
ω(ϱ) = {[V0], [V1], [V2], [V0, V1], [V1, V2], [V0, V2]}
Ainsi, nous avons tous les ingrédients nécessaires pour définir la décomposition de Morse.
Cette décomposition nous permettra de diviser le complexe simplicial en invariants isolés
et de comprendre à l'intérieur de quel invariant isolé proviennent les solutions complètes
ou l'avenir des solutions complètes. De plus, nous voulons savoir les liens qu'il y a entre
les invariants isolés, c'est-à-dire, qu'il y a une solution passant d'un invariant isolé à un
autre.
Définition 5.18. Soit S un ensemble contenant des ensembles invariants isolés. Nous
disons qu'une famille M := {Mi | i ∈ I}, indexée par un ensemble partiellement ordonné
I, est une décomposition de Morse de S si les conditions suivantes sont satisfaites :
1. Les éléments de M sont des sous-ensembles invariants isolés de S mutuellement
disjoints.
2. Pour toutes les solutions complètes ϱ contenues dans K, il existe r, r′ ∈ I, r ≤ r′,
tels que α(ϱ) ⊆Mr′ et ω(ϱ) ⊆Mr.
3. Si pour une solution complète quelconque ϱ contenue dans K et r ∈ I, nous obte-
nons que α(ϱ) ∪ ω(ϱ) ⊆Mr, alors, Im ϱ ⊆Mr.
Grâce à l'ensemble ordonné I, nous pouvons créer le diagramme de Hasse que nous appe-
lons le graphe de Morse. La première condition signifie que nous voulons que les invariants
isolés soient disjoints pour comprendre la source et la destination des solutions complètes.
La deuxième condition décrit l'interaction des ensembles limites d'une solution complète
entre les invariants isolés. La structure de l'ensemble partiellement ordonné I avec l'in-
clusion représente les liens entre les invariants isolés. Donc, nous pouvons comparer deux
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(a) (b)
Figure 5.5  Exemple d'une décomposition de Morse d'un système dynamique combina-
toire avec son graphe de Morse.
invariants isolés par une solution complète où la source, contenant α-limite, est plus
grande que la cible, contenant ω-limite. La troisième condition implique que si les solu-
tions complètes sortent d'un invariant isolé, alors, ils ne peuvent pas retourner dans le
même invariant. Donc, nous voulons que si l'ensemble α-limite et ω-limite d'une solution
complète sont dans le même invariant isolé, alors, l'image de la solution est complète-
ment contenue dans cet invariant isolé. Cette décomposition permet de comprendre les
tendances et les passés des solutions complètes.
Exemple 5.19. À la Figure 5.5, nous avons un système dynamique combinatoire avec
son graphe de Morse. Construisons une décomposition de Morse. Nous avons les six
invariants isolés suivants : M1 = {[V0], [V1], [V2], [V0, V1], [V1, V2], [V0, V2]}, M2 = {[V3]},
M3 = {[V6]}, M4 = {[V0, V1, V2]}, M5 = {[V2, V3]} et M6 = {[V4, V6]}. De plus, il existe
des solutions entre les invariants isolés : M4 → M1, M5 → M1, M5 → M2, M6 → M2
et M6 → M3. Donc, nous rajoutons les relations nécessaires à l'ensemble partiellement
ordonné I, par exemple M4 ≥M1. Donc, nous avons que cette décomposition respecte les
conditions de la décomposition de Morse. Ainsi, nous pouvons construire le diagramme
de Hasse de I qui est présenté à la Figure 5.5(b). De plus, nous remarquons qu'il y a trois
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ensembles attractifs ( M1, M2 et M3 ). D'autre part, les ensembles ( M4, M5 et M6 )
sont répulsifs.
Nous pouvons aussi trouver une autre décomposition de Morse pour le même système
dynamique. Soient les trois invariants isolés suivants : M1 = {[V0], [V1], [V2], [V0, V1],
[V0, V2], [V1, V2], [V1, V2, V3]}, M2 = {[V3], [V4], [V6], [V3, V4], [V4, V6]} et M3 = {[V2, V3]}.
Nous avons des solutions entre les invariants isolés M3 → M1 et M3 → M2 qui nous
donnent l'ensemble partiellement ordonné. Nous remarquons qu'un système dynamique
combinatoire n'a pas une décomposition de Morse unique. Par contre, certaines décompo-
sitions de Morse décrivent, en détail, la trajectoire des solutions du système. Donc, nous
nous intéressons à trouver la décomposition de Morse la plus fine. Dans cet exemple, la
deuxième décomposition de Morse est moins fine que la première.
Maintenant, nous présentons une construction permettant d'avoir une décomposition de
Morse à tout coup pour un complexe simplicial fini. Nous utilisons le graphe associé à
ΠV pour trouver les composantes fortement connexes en utilisant l'algorithme de Tarjan,
ce qui nous permet d'avoir les invariants isolés par la proposition 5.14. De plus, nous
calculons la fermeture transitive d'un graphe pour vérifier s'il existe un chemin entre
deux sommets donnés.
Pour la décomposition de Morse, de la même manière que précédemment, soit Cfi la ième
composante fortement connexe avec plus qu'un élément et ci le ième simplexe critique.
Nous posons S = {Cf1, Cf2, . . . , Cfn, c1, c2, . . . , cm} pour l'ensemble des invariants isolés.
Pour l'ensemble partiellement ordonné I, nous ajoutons les relations suivantes. Soit Si
et Sj ∈ S et M la matrice de la fermeture transitive, s'il existe un σ ∈ Si et τ ∈ Sj tel
que Mi(σ)i(τ) ̸= 0, alors, nous ajoutons la relation Si ≥ Sj à I. C'est-à-dire, nous ajoutons
une relation à I s'il existe au moins une solution entre Si et Sj. Ainsi, nous obtenons le
prochain théorème.
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Théorème 5.20. Soit K un complexe simplicial fini. Soit la construction ci-dessus de
S et I. M := (S, I) est une décomposition de Morse.
Démonstration. D'abord, pour la première condition de la décomposition de Morse, nous
avons que pour tous les invariants isolés composés par un seul simplexe critique forment
un cycle de longueur 1. Alors, [Si] est une composante fortement connexe contenant un
seul élément. Donc, comme les composantes fortement connexes forment une relation
d'équivalence, tous les éléments de S sont disjoints. Alors, la première condition de la
décomposition de Morse est respectée.
Montrons que, pour toutes les solutions complètes ϱ contenues dans K, il existe r, r′ ∈ I,
r ≤ r′ tel que α(ϱ) ⊆Mr′ et ω(ϱ) ⊆Mr. Par la construction de l'ensemble partiellement
ordonné, nous avons ajouté toutes les relations entre deux invariants isolés s'il y existe
une solution entre les deux invariants isolés. Donc, soit une solution ϱ partant de Mr′
allant à Mr. Nous étendons la solution ϱ en une solution complète pour le temps t à
−∞ en ajoutant des éléments de Mr′ et pour le temps t à +∞ en ajoutant des éléments
de Mr. Comme les ensembles Mr et Mr′ sont finis. Alors, α(ϱ) ̸= ∅ et ω(ϱ) ̸= ∅. Donc,
nous avons que r′ ≥ r pour la solution complète ϱ. De cette manière, nous pouvons
reconstruire toutes les solutions complètes et ils satisfont à la deuxième condition.
Ensuite, pour la troisième condition d'une décomposition de Morse nous voulons montrer
qu'il n'existe pas de solution complète ϱ telle que α(ϱ) ∪ ω(ϱ) ⊂ Mr et Im ϱ ̸⊂ Mr.
Nous avons deux cas à vérifier. Soit Mr un invariant isolé composé d'un seul simplexe
critique σ. Il n'existe pas de solution ϱ telle que ϱ(i) = σ, ϱ(i + 1) ̸= σ et ϱ(j) = σ
avec i < j et i, j ∈ Z car, par la proposition 5.3, nous avons que les cycles possibles
avec un simplexe critique sont tous de longueur un. Soit Mr un invariant isolé composé
d'une composante fortement connexe. Donc, par contradiction, supposons qu'il existe
une solution complète ϱ telle que α(ϱ) ∪ ω(ϱ) ⊆Mr et Im ϱ ̸⊂ S. Donc, nous définissons
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une solution ϱ′ une restriction de ϱ telle que Im ϱ′ = Im ϱ \ (α(ϱ) ∪ ω(ϱ)). Donc, nous
avons une solution partant de Mr et qui retourne dans Mr. Alors, par la définition de la
composante fortement connexe, ϱ′ est contenu dans Mr qui contredit le fait Im ϱ ̸⊂ S.
Donc, il n'existe pas de solution complète ϱ telle que α(ϱ) ∪ ω(ϱ) ⊂ S et Im ϱ ̸⊂Mr.
Donc, cette construction d'invariant isolé par les composantes fortement connexes et les
simplexes critiques et l'ensemble partiellement ordonné I est une décomposition de Morse.
Ainsi, par le théorème précédent, nous pouvons construire l'algorithme 8.
Algorithme 8 Décomposition de Morse par les composantes fortement connexes et les
simplexes critiques
Entrée : Un complexe simplicial K avec un champ vectoriel combinatoire discret V.
Sortie : Une liste d'invariants isolés M et un ensemble partiellement ordonné I.
Un graphe G := calcul du graphe de l'application multivoque ΠV.
une liste CFC = decomposeComposanteFortementConnexe(G).
Pour tout c ∈ CFC faire
Si card (c) > 1 Alors
Ajouter c à M.
Fin Si
Fin Pour
Pour tout σ ∈ Crit V faire
Ajouter σ à M.
Fin Pour
Calculons I :
Soit i : K → N un indexage des simplexes σ .
Soit une matrice tc = calculeMatFermetureTransistive(G).
Pour tout S1 ∈M et S2 ∈M faire
Si Il existe σ ∈ S1 et τ ∈ S2 tel que tci(σ)i(τ) ≥ 1 Alors






Figure 5.6  Exemple d'une décomposition de Morse par les composantes fortement
connexes avec son graphe de Morse.
Exemple 5.21. Appliquons cette construction de décomposition de Morse par compo-
santes fortement connexes et des simplexes critiques à la Figure 5.6(a). D'abord, ce com-
plexe simplicial est dans IR3 et il y a trois simplexes [V1, V3, V4], [V8, V9, V11] et [V9, V10, V11]
qui sont situés en dessous du complexe simplicial. Nous générons le graphe de l'appli-
cation multivoque et nous appliquons l'algorithme de Tarjan. Nous ne dessinons pas ce
graphe car il contient 59 n÷uds et 129 arêtes. Nous obtenons deux composantes fortement
connexes : S1 := {[V0, V3], [V0, V3, V4], [V3, V4], [V3, V4, V6], [V3, V6], [V2, V3, V6], [V2, V3], [V0,
V2, V3], [V4, V6], [V4, V6, V7], [V4, V7], [V4, V5, V7], [V4, V5], [V1, V4, V5], [V1, V4], [V1, V3, V4]} il a
une auto-intersection avec deux sous-cycles et S2 = {[V9, V11], [V8, V9, V11], [V8, V11], [V8,
V11, V12], [V11, V12], [V11, V12, V13], [V11, V13], [V10, V11, V13], [ V10, V11], [V9, V10, V11]}. De plus,
il y a sept simplexes critiques : S3 = {[V3]}, S4 = {[V4]}, S5 = {[V11]}, S6 = {[V13]},
S7 = {[V1, V5]}, S8 = {[V6, V7]} et S9 = {[V9, V10]}. Nous calculons la matrice transitive
du graphe pour trouver l'existence des solutions entre deux invariants isolés. Donc, nous
calculons l'ensemble partiellement ordonné I qui a les relations suivantes : S1 ≥ Si pour
i = 2, 3, ..., 9, S2 ≥ S5, S2 ≥ S6, S2 ≥ S9, S7 ≥ S4, S7 ≥ S6, S8 ≥ S3, S8 ≥ S6 et
S9 ≥ S6. Donc, nous obtenons le graphe de Morse 5.6(b).
Pour finir, dans les deux derniers chapitres, nous avons introduit le concept des systèmes
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combinatoires. Pour ce faire, nous avons généralisé l'idée de la théorie de Morse discrète
de Forman. Nous utilisons les complexes simpliciaux et nous apparions les objets de
dimension d à lui-même s'il y est fixe ou de dimension d + 1 qui ont une relation de
coface. Ensuite, nous définissons l'application multivoque ΠV et les solutions qui sont
une suite de simplexes permettant d'étudier le dynamisme du système. Par la suite, nous
nous intéressons aux solutions complètes avec leur secteur de convergence quand le temps
tend vers l'infini ou le secteur de divergence quand le temps tend à moins l'infini. Nous
avons appelé ces zones les invariants et en ajoutant certaines conditions nous obtenons les
invariants isolés et les invariants minimums. Puis, nous avons remarqué que trouver des
invariants est difficile. Alors, nous avons approfondi la structure d'un type d'invariant :
les cycles. Ensuite, nous avons défini les ensembles α-limites et ω-limites permettant
d'identifier aux solutions complètes d'où elles proviennent et d'où elles se rendent. De plus,
ceci nous a permis de définir une décomposition de Morse qui aide à mieux comprendre les
liens entre les invariants isolés. Pour finir, nous avons développé un algorithme qui calcule
une décomposition de Morse à l'aide des composantes fortement connexes et les simplexes
critiques. Cette structure de systèmes dynamiques combinatoires est une nouvelle façon
de raisonner sur les systèmes dynamiques dans les mathématiques appliquées.
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CONCLUSION
Dans ce mémoire, nous avons vu une méthode pour traiter les systèmes dynamiques
combinatoires. Pour ce faire, nous utilisons les complexes simpliciaux pour construire
un espace combinatoire. Ensuite, nous nous inspirons de la théorie de Morse discrète de
Robin Forman. Il a construit un champ vectoriel gradient combinatoire en appariant un
simplexe de dimension n comme source et un simplexe de dimension n+1 comme cible du
vecteur ou un simplexe à lui-même pour obtenir un simplexe critique. De plus, il a défini
une suite de simplexes, appelé un v-chemin, qui permet de construire des trajectoires dans
le complexe simplicial avec les vecteurs combinatoires. Par la suite, nous avons généra-
lisé les champs vectoriels gradients combinatoires pour obtenir les systèmes dynamiques
combinatoires. Nous gardons la même idée pour construire les vecteurs combinatoires,
mais nous avons modifié la notation des simplexes critiques pour des simplexes fixes et
les v-chemins par les solutions avec une application multivoque ΠV pour mieux refléter
le concept des systèmes dynamiques. Ensuite, nous avons discrétisé les invariants et les
invariants isolés. Par la suite, nous avons étudié la structure des cycles et nous avons
démontré qu'ils forment des invariants isolés. En outre, nous nous intéressons aussi aux
liens entre les invariants isolés. Donc, nous avons défini la décomposition de Morse qui
relie deux invariants isolés s'il y existe une solution complète partant d'un invariant à
l'autre. De plus, nous avons montré quelques algorithmes pour vérifier si un ensemble
est un invariant, faire des calculs de la préimage de ΠV et une méthode pour faire une
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décomposition de Morse.
Il y a plusieurs autres avenues que nous n'avons pas explorées. D'abord, nous pouvons
utiliser d'autres types de complexes comme le complexe cubique et le complexe cellulaire.
Ensuite, nous aurions pu enlever quelques conditions sur les champs vectoriels combina-
toires. Si nous permettons qu'un simplexe soit la source de plusieurs simplexes ou la cible
de plusieurs simplexes, alors, nous obtenons les champs multi vectoriels [Mro17]. Une
autre possibilité dans la théorie de Morse discrète est d'utiliser des fonctions de Morse
discrète multidimensionnelles f : K → IRN avec N > 1. Donc, nous ne pouvons pas re-
prendre la même définition 3.1 car nous utilisons des inégalités sur les fonctions de Morse
discrète. Alors, nous pouvons utiliser la définiton comme dans cet article [AKLM]. De
plus, avec les invariants isolés de la décomposition de Morse, nous pouvons calculer leur
indice de Conley [KMM04] qui permet de comprendre davantage le type d'invariant et
de faire un lien entre les systèmes dynamiques classiques et combinatoires. Nous devons
définir une paire d'ensembles et en calculer l'homologie relative qui nous donne leurs
indices de Conley.
En revanche, un algorithme intéressant serait de construire un système dynamique combi-
natoire à partir des données. Dans le cas classique, il existe des méthodes d'apprentissage
automatique pour trouver la fonction ḟ(x) = x(t). Par exemple, il existe la méthode
SINDy [BPN15] qui utilise une régression non linéaire creuse avec une bibliothèque des
fonctions possibles. Ainsi, l'algorithme trouve les fonctions et lui attribue un coefficient,
ce qui permet de trouver ḟ . Par contre, dans le cas combinatoire, nous avons des algo-
rithmes pour fabriquer un champ vectoriel gradient combinatoire à partir des valeurs sur
les sommets et aussi de construire un complexe simplicial. Mais, il n'existe pas d'algo-
rithme qui le fait pour un champ vectoriel non gradient combinatoire.
Donc, une piste intéressante est d'utiliser l'apprentissage automatique sur des données,
mais, au lieu de construire ḟ(x), nous pourrions construire un complexe simplicial avec un
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champ vectoriel discret qui nous fournit une application multivoque ΠV. Une autre idée
est d'apprendre sur l'application multivoque qui est différente de ΠV de la définition 4.3.
Par contre, l'application multivoque n'est pas une fonction que nous pouvons exprimer
par des polynômes et la transformée de Fourrier. Donc, il faudrait créer une nouvelle
méthode pour pouvoir appliquer l'apprentissage automatique.
En résumé, nous avons appliqué la topologie computationnelle aux systèmes dynamiques
à partir de la théorie de Morse discrète. Ainsi, les systèmes dynamiques combinatoires sont
utiles pour expliquer plusieurs phénomènes combinatoires, ou même une approximation
d'un phénomène continu, avec la puissance de l'informatique augmentant jour après jour
qui nous permet de faire des prédictions de plus en plus précises.
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