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1.1 Scientific and industrial context
The cooperation and exchange of ideas between the public and private research sectors is crucial
for the advance of research, especially in such a specialized field as aeronautics. In an attempt to
reduce the historical barriers between those two worlds, the French education ministry has created the
CIFRE (Conventions Industrielles de Formation par la Recherche) thesis. By this mean, the French
research community can come together to promote shared interests and seek solutions to address
the issues that interfere with advancement of the aeronautical field. This alliance provides a process
for debate among all relevant participants so that academic researchers propose original solutions to
the technical problems of the industrials partners. This CIFRE thesis originates from a cooperation
between TURBOMECA and the European Centre for Research and Advanced Training in Scientific
Computation (CERFACS) laboratory.
The thesis presented here inherits from this particular background. This introduction describes
the specific problem of turbine blades in the helicopter engines, which are the final industrial target.
Indeed, including its joint programs with other manufacturers, TURBOMECA is the world leading
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provider of helicopter engines. Going through the state-of-the-art and todays methods applied in
engine design, the aim is to show that a new technological step has to be achieved in Computational
Fluid Dynamics (CFD) in order to provide industrial constructors with a reliable tool to predict more
precisely temperature on turbine blades.
1.1.1 The temperature problem
Current gas engines are at the paradigm of advanced technology. However, due to the limitation
of fuel reserves and the increase of the environmental concern as well as operating cost restraints,
improvements must be achieved in gas turbine components even if those (compressor, combustion
chamber and turbine) already operate close to their maximum thermodynamic efficiency. Decrease
of the fuel consumption and extension of the engine life time are two of the major improvements that
must be accomplished to lower operating cost and to limit the global warming impact.
The Gordian knot of this thesis is the temperature of the turbine blades, which drives the life
time of this component. The ideal Brayton cycle can be used to understand the significance of this
temperature, Fig. 1.1 (a):
 The flow entering the engine undergoes first an isentropic compression in the compressor re-
ceiving the work W˙comp.
 Then, an isobaric combustion takes place in the combustion chamber, the flow receiving a heat
Q˙comb released by chemical reactions.
 Finally, the flow expands isentropically in the turbine, the work W˙turb being generated.
(a) (b)
Figure 1.1: Ideal Brayton cycle: (a) simplified gas turbine and (b) associated temperature-entropy dia-
gram, W˙comp is the work used to drive the compressor, Q˙comb the heat created by combustion and W˙turb the
work generated by the turbine, source Mattingly [117].
In real engines, pressure and thermal losses induce irreversibilities which move us away from the
ideal cycle. Nevertheless, the aim of this little exercise is to point out the major development axis in
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engine design. The engine performance is driven by its mass flow rate m˙ and the difference between
W˙turb-W˙comp, which is proportional to the area between curves 3-4 and 2-5 of Fig. 1.1 (b). This balance
is called the net power, W˙net , which is controlled mainly by the combustion chamber exit temperature
T4. Additionally, the thermal efficiency of the cycle can be defined as:
ηt =
W˙net
Q˙comb
= 1−
(
p3
p2
)− γ−1γ
.
When the compression ratio increases so does the thermal efficiency. In the real system, an
inflection point exists and at this point, W˙net begins to decrease with
p3
p2
. Therefore, an arrangement
must be found between the production of work W˙net and the pressure ratio (thermal efficiency) in real
engines. Another limitation to take into account is the one regarding T4. The temperature at the exit
of the combustion chamber can not be increased infinitely since the blades in the downstream turbine
could not physically bare such environment. This specific problem will be looked at in detail in the
following paragraphs.
Figure 1.2: Cross-section of Ardiden III turboshaft.
After the middle of the last century, helicopter industry adopted the gas turbine neglecting piston
engines, that had been used since the 30s. In helicopter industry, the gas turbine is a turboshaft, a
form of gas turbine which is optimized to produce free turbine shaft power rather than jet thrust, i.e.
W˙net is used to produce mechanical energy provided to the rotor of the helicopter. The turboshaft
9
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engine is made of two major modules: the gas generator and the power section. The gas generator
consists of the compressor, combustion chamber and at least one stage of turbine. The power section
includes additional stages of turbines, a gear reduction system and the shaft output. The gas generator
creates the hot expanding gases to drive the power section. In most designs, the gas generator and
power section are mechanically separated so that they may each rotate at different speeds. In this
thesis, only a part of the gas generator is studied. A usual example of the turboshaft principle is
the TURBOMECA Ardiden III engine. The general layout of this turboshaft is presented in Fig. 1.2.
Fresh air goes in before undergoing two stages of compression, both of them usually being centrifugal
stages. The annular combustion chamber is designed as a reverse-flow combustor and at the end of
the engine, a high pressure turbine drives the compressor and a free low pressure turbine is united to
the speed reducer via a coaxial branch (left part of Fig. 1.2).
Figure 1.3: Picture of a coloration, technique in which the temperature seen by the blades corresponds to
a color scale, courtesy of TURBOMECA.
In this last 60 years, the gas turbines have encountered significant improvements in global perfor-
mance, power, life span and reduction of pollutants, etc. The enhancement of efficiency and pressure
ratio
P3
P2
of the compressor, the advancement of combustion chamber efficiency and pressure loss re-
ductions, the gains of turbine efficiency and the increase of the inlet temperature bared by the blades
thanks to material research and cooling techniques have contributed to the progressive amelioration
of the whole gas turbine performance. However, the actual thermal design of high-pressure turbine
blades represents one of the most difficult engineering tasks in the whole turboshaft conception as the
improvement of the propulsive performance is inhibited by several technological issues focused on
this component. The main difficulty is the hot streak flow temperature issued by combustion taking
place upstream the blades. The maximum temperature withstood by the blades can be increased by
10
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cooling techniques or the use of more resistant materials. But the ultimate aim is to know with pre-
cision what temperature the blades are seeing. Independently of the technological achievements, this
can be accomplished by better understanding and control of the flow field around the blades. In this
case, fluid mechanics simulation tools play an important role in the conception process. Experimen-
tal campaigns do not provide a temperature with sufficient accuracy, as one can see in Fig. 1.3. No
magnitude on the temperature is given deliberately, this figure shows nevertheless that experimental
campaigns are quite rough in the prediction of blades temperature. However, it is commonly accepted
that a difference of 15◦ in the blade temperature can divide the blade life span towards thermal fatigue
by two [166]. Therefore, accurate predictions of the blades temperature is of paramount importance.
Part I of this dissertation specifically deals with this issue and proposes the qualification of LES meth-
ods to predict the heat flux on a fixed turbine, a necessary step prior to any other.
As mentioned before, the main cycle components (compressor, combustion chamber and turbine)
are the key factors to improve the overall efficiency and power of the turboshaft. But the separate
improvement of single components is limited due to the interaction between them. Changes in one
component may have impact on the other and lead to efficiency losses. For example, increasing the
combustion temperature will increase the Brayton cycle efficiency, but will also cause higher thermal
stress and thus shorter lifetime of the high pressure turbine. With this in mind and the increasing com-
pactness of new engines, the need to take the interaction phenomena into account becomes obvious.
This thesis captures one of the numerous interfaces within an engine: the combustor-turbine interface
and the aero-thermal combustor-turbine interactions associated.
1.1.2 Aero-thermal combustion chamber-turbine interaction
Two components of the turboshaft are involved if focusing on the combustion chamber-turbine in-
terface: the combustion chamber and the turbine. The design problems confronted by these two
components are different.
The combustion chamber
In the combustion chamber, thermal energy is added to the thermodynamic cycle by chemical
reactions. This process must be stable and reliable for all operating points. Improving combustion
addresses directly the global warming consequences of fuel consumption [73, 155]. World Meteoro-
logical Organization has been warning since 1990 of the issues of air pollution and climate change, as
illustrated in Fig. 1.4. In 2001, the Advisory Council of Aeronautics Research in Europe commission
11
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announced its prospects for 2020 [9]: a reduction of CO2 emissions by 50% and NOx emissions by
80% compared to emissions allowed by the Commission on Aviation and Environmental Protection
in 2001. In general, pollutants have to be minimized to follow regulatory guidelines determined by
Annex 16 Volume II of the Convention on International Civil Aviation. These rules are compulsory
for all manufacturers. With the limits on pollutants decreasing drastically, none of the gas engines on
todays helicopters would be certified unless manufacturers work on new combustion technologies to
meet the regulation requirements.
(a) (b)
Figure 1.4: (a) Atmospheric life-time of CO2 and (b) Areas under water for specified sea level increases
in mm: areas between 0−25 mm may be under water with a 2−3◦ temperature rise, from Sawyer [155] .
The turbine
The second component to be considered is the turbine. Combustion chamber exit flows are non-
uniform in total pressure and temperature as well as highly turbulent. Secondary flows develop from
spatial gradients near the hub and shroud at the inlet of the turbine stage and are responsible for the
heat transfer between the fluid and the turbine vane. The migration of different inlet radial temper-
ature and pressure profiles through the high turbine vane of a turbine stage have been investigated
profusely [15, 92]. Furthermore, technological devices, as cooling in the blades like in Fig. 1.5 or
conjugate heat transfer between the blade and the fir-tree blade root, have recently demonstrated its
influence on the blade temperature distribution although not normally taken into account in the design
process [186, 192]. The relative importance of these parameters has been studied lately in the PhD
thesis of Wlassow [191].
The current aerodynamic and thermal analysis procedures in industry for turbines rely mostly on
Reynolds Averaged Navier-Stokes (RANS) flow computations, whose inflow condition are given by
1D profiles issued from a separate RANS computation of the combustion chamber. This 1D radial
profile of mean temperature, called Radial Temperature Factor (RTF), is usually desired by turbine
12
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Figure 1.5: Cooling technologies in a turbine blade, from Guha [72].
engineers to be minimum on the shroud where cooling is complicated and on the hub where thermo-
mechanical constraints are maximum (more information on RTF is given in Appendix A). This mainly
1D profile induces some lack of precision in the prediction of the flow field around the blades since
no complex interaction effects are taken into account. For instance and among others, the influence
of Free-Stream Turbulence (FST) on the local heat transfer rate in the laminar or transition regions or
the actual two-dimensional temperature field to which the Nozzle Guide Vane (NGV) is exposed are
clearly inaccessible in this context. Similarly, the possible effect of the turbine on the outlet of the
combustion chamber is totally disregarded in this process.
The following paragraphs present a quick overview of the major steps given in the combustion
chamber-turbine interaction analysis. For a more detailed study, eager readers can study the chapter
dedicated to this matter in the thesis of Klapdor [92].
Combustion chamber influence on the turbine
Historically, the first interaction that cached the attention from researchers was the effect of the
combustion chamber flow on the turbine stage. Experimental and numerical campaigns are plen-
tiful for the analysis of hot streak migration, clocking effects, influence of the cooling techniques,
etc [43, 44, 114].
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Turbine influence on the combustion chamber
Much less investigated, the impact of the NGV on the combustion chamber flow is a very new
research area, only a few publications treat this problem and this has only been investigated numeri-
cally so far [104, 151]. Up to now, the combustion community was less concerned by the effect of the
turbine stage on their chamber outlet. With the generalization of Large Eddy Simulations (LES) for
resolving the combustion chamber flow and the adoption of more sophisticated boundary conditions,
the assumption of a constant pressure at the outlet of the combustion domain is beginning to be a
rough approximation for the study of combustion instabilities [193] or noise propagation. Leyko et
al. [104] investigated the effect of hot pocket conversion into acoustic while passing through the NGV.
In 2008, Roux et al. [151] analyzed the influence of the NGV on the mean and unsteady velocity as
well as the temperature at the outlet of the combustion chamber field. A usual simulation (i.e., only
the combustion chamber was simulated) was compared to one simulation in which the stator was in-
cluded into the computational domain. Strong influence on the mean quantities in the rear part of the
combustor was observed. Appendix A of this thesis addresses partially this problem by investigating
multi-component flow simulations of an industrial configuration.
Combustion chamber/turbine interaction
When numerical coupling strategies for the simulation of an entire engine are concerned, only
Stanford researchers [4, 120, 157] have seriously attempted to develop a software framework able to
execute and exchange data between the different solvers taking part in such a simulation. Previous
studies from Turner et al. [185] had already faced the difficulties of coupling several RANS codes. In
the case of Stanford’s Accelerated Strategic Computing Initiative (ASCI) project, an incompressible
LES solver is used to simulate the reactive flow. Unsteady RANS computations are employed for
the turbine components. The major part of their study deals with the transformations needed to pass
information from LES to RANS and vice versa [158, 162]. A simulation of this kind may need a com-
puting power and time which is today available in a laboratory and less likely accessible in industry.
Following this initiative, other research centers are beginning to develop coupling strategies [180].
To complement this numerical research effort going on in the multi-component analysis field,
the European FACTOR (Full Aero-thermal Combustor-Turbine interactiOn Research) project was
launched to study these aspects experimentally. The main objective of the FACTOR project is to
optimize the combustion chamber-high pressure turbine interaction design. This will be achieved
through a better understanding of the synergies between the cooling system, the secondary flows and
14
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mixing mechanisms enabling the determination of the blade temperature with an error of +/- 5◦. More
information on the goals of FACTOR can be found in http://www.factor-fp7.eu/.
The main problem for experimental investigations is to build a test set-up that operates close to
the real conditions. Actually, test bench temperatures remain below real temperatures in this kind
of experimental configurations since such test facilities are costly to install and maintain. The major
benefit from numerical simulations is that these operating conditions are not a limitation and even if
CPU cost is yet high, modifications of the setup are easier to implement than in a real experimental
rig. The development of a numerical approach that can take into account these combustion cham-
ber/turbine interactions is the strategy chosen in this thesis. In the following sections, the different
kind of numerical simulations available to achieve this purpose are presented.
1.2 CFD state of the art
Figure 1.6: Microprocessor Transistor Counts 1971-2011& Moore’s Law, from Wikipedia.
Since the 60s, CFD has inherited from the significant progress achieved in the meshing techniques
as well as numerical methods, going from simple 2D configurations to todays complex 3D high
Reynolds number simulations. Of course, one of the major contributions is the increasing computer
capability, as shown by Fig. 1.6. All these factors have contributed to the universalization of CFD in
design cycles of industry. This thesis relies on the capacity of present strategies to improve the CFD
solution if used in new application fields or if coupled.
15
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1.2.1 Physical modeling
The main modeling techniques used in the numerical simulation of turbulence are introduced here:
DNS, RANS, LES and hybrid RANS-LES. Turbulence is still an open problem even if present in
most of the real flows. In turbomachinery, the crucial aspects of turbulence are related to unbounded
and near wall flows.
Figure 1.7: Turbulent kinetic energy cascade of Kolmogorov [82].
If the Reynolds number, defined as Re =
u.l
ν
where u and l are the characteristics velocity and
length scale of the flow and ν is the kinematic viscosity of the fluid, is greater than a certain value
depending of the configuration, the flow is turbulent. Turbulence causes the formation of eddies of
many different length scales. A turbulent flow may be viewed as made of an entire hierarchy of
eddies over a wide range of length scales. The hierarchy can be described by the energy spectrum
that measures the energy of velocity fluctuations for each wave number, as seen in Fig. 1.7. Using
Kolmogorov’s assumptions of self-similarity, the rate of energy injection ε in the integral scales is the
same as the rate of energy lost to heat at the dissipative scales. This transfer of energy occurs without
any influence from dissipation and must be equal at all scales. It only depends on the size of a given
scale, l, and the velocity of fluctuations, u, at that scale, so one has ε=
u3
l
[83].
The cascade creates structures that are small enough so that molecular diffusion becomes impor-
tant and viscous dissipation of kinetic energy finally takes place. The scale at which this happens
is the Kolmogorov length scale. In his 1941 theory [94], Kolmogorov introduced the idea that the
smallest scales of turbulence are universal and that they depend only on ε and ν. The definitions of
16
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the Kolmogorov microscales can be obtained using dimensional analysis. Since the dimension of
kinematic viscosity is
[length]2
[time]
, and the dimension of the energy dissipation rate per unit mass is
[length]2
[time]3
, the Kolmogorov length scale can be a function of ε and ν such that η= (
ν3
ε
)
1
4 . The ratio
between the size l of the large scale eddies and the Kolmogorov length scale η defines the range of
active scales in a given turbulent flow. The ratio of these two length scales follows
l
η
= Re
3
4 where
Re is a turbulent Reynolds number characteristic of the large scale eddies. The small structures thus
become smaller and smaller as the Reynolds number increases. If one needs to perform a 3D simula-
tion of the flow, the number of points needed is at least equal to Re
9
4 , if Kolmogorov scales are to be
resolved [64].
Typical flows in turbomachinery have Reynolds numbers around 106. In these cases, the Kol-
mogorov scales are around 30 000 times smaller than the larger eddies in the flow. The application
of Direct Numerical Simulations (DNS) which intends to solve directly all flow scales would require
3.2 1013 grid points. Such numbers are of course not accessible with current computing means and
DNS. Practically, modeling assumptions are used to minimize the complexity of the simulation.
Before identifying the various approaches to compute/simulate turbulence, one can not forget that
in a large number of engine simulations, walls are present and that turbulence does not have the same
behavior near walls. Independently of the Reynolds number, the inner layer, whose length scale is
δv, is the region close to the wall where the viscosity, ν, and the viscous shear stress at the wall,
τw, determine the behavior of turbulence, Fig. 1.8. In the wall region, quantities are normalized by
δv =
ν
ut
and ut =
√
τw
ρ
, where ut is the characteristic velocity, and are subsequently expressed in
wall units. Based on the value of y+ =
y
δv
, where y is the distance from the wall, one can differentiate
several regions near the wall. Note that y+ plays the role of a local Reynolds number. The logarithmic
law of the wall is a self similar solution for the mean tangential velocity to the wall; it is valid for
flows at high Reynolds numbers and far enough from the wall for viscous effects to be neglected [156].
Here, U+ =
1
k
log(y+)+A, where k and A are well-known constants. Pope [145] validates this relation
for y+ > 30. Below this zone, the viscous sub-layer, Fig. 1.8, is the region where inertial effects are
negligible compared to the viscous ones, i.e.: y+> 0. The profile of velocity is universal in this region
and follows U+ = y+ under 5 wall units. In the buffer layer, between 5 wall units and 30 wall units,
neither law is valid. It is called the overlap region where both profiles adapt to each other. One can
refer to the textbook of Pope for more information [145].
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Figure 1.8: Wall law [188]
1.2.2 Current strategies for gas turbines simulations
The Navier-Stokes equations are the most widely spread model for resolving internal and external
flows. The peculiarity of this system of equations is that it remains mathematically open since
the well-posedness has not yet been demonstrated [93]. The Clay Mathematics Institute has called
this one of the seven most important open problems in mathematics, http://www.claymath.org/
millennium/. Simultaneously, turbulence which has a paramount importance in many flows still
remains without a precise description. It is often qualified as ”the most important unsolved problem
of classical physics” as described by Richard Feynman, 1965 physic’s nobel prize. This subsection
reviews the major CFD strategies to address the resolution of numerical simulations with regard to
modeling assumptions, computational cost and current applications. Figure 1.9 illustrates the 3 dif-
ferent existing approaches that are today available to address turbulent flows:
1. As mentioned before, DNS may enable an accurate description of all 3D scales, from the larger
eddies to the smallest ones (even near wall structures would be resolved). In the turbomachin-
ery field, the Reynolds number can be as great as 106. Turbulence plays a major role and the
structures in the near wall region scale as Re0.8 [83]. With current CPU means, even though
this power is increasing drastically, modeling assumptions have to be taken before resolving the
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Figure 1.9: Conceptual representation of RANS, LES and DNS applied to a homogeneous isotropic
turbulent field, from Gravemeier [69].
DNS of the Navier-Stokes equations. DNS is nevertheless used as a research tool for models
development in more elementary configurations [129].
2. In RANS simulations, a turbulence model is used to represent the turbulence and only the mean
motion is resolved. The velocity is decomposed in two parts: the average component and the
fluctuating part, i.e., u = u¯+u′. The averaging operator is defined as an ensemble average over
a set of samples N, u¯ =
1
N
N
∑
1
un, where un denotes the nth realization of the sample of realiza-
tions N. The RANS simulations are economical and therefore spread in industry for all kind of
problems [11, 26]. The modeling of turbulent boundary layers is easy to implement in RANS
codes [88], at least for canonical configurations. Up to these days, RANS models are fitted to
behave in a specific way on certain classes of flows. It is indeed deemed very difficult to have
a universal RANS model that will be able to predict the behavior of all turbulent flows.
3. LES introduces the differentiation between large and small scales which is done with a low-
pass filter as shown in Fig. 1.9. The Navier-Stokes equations are filtered yielding an evolution
equation for the velocity u¯ that has supplementary unclosed terms. In this case, u¯ is equal to
the convolution G ∗ u, where G is the filter function, so u¯ =
∫
u(x′)G∆(x′− x)dx′. This filter
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has a cut-off scale associated, the filter size noted ∆. Figure 1.9 shows that LES resolve eddies
larger than the filter size, the smaller ones being modeled. Therefore, the main advantage of
LES is that it only has to model scales smaller than the filter size and not the entire range of
turbulence [125]. Although less resource demanding than DNS, the cost of LES still exceeds
by several orders of magnitude the cost of a RANS simulation. The main challenge associated
with this method is the treatment of boundary layers due to the high cost of resolving these
zones. The grid extension sizes ∆y+ ≈ 1, ∆x+ ≈ 50, ∆z+ ≈ 15 are those classically retained in
well-resolved LES to capture the near wall structures [85, 140]. Note that apart from potential
constraints near walls, the fully unsteady resolved field issued by LES is the reason why it
is widely developed in the combustion community [138, 150, 174] where flames develop far
from walls. LES still faces difficulties expanding in near-wall configurations, except for limited
blade or wing configurations [18, 116]. Substantial efforts have therefore been undertaken to
develop wall-modeling approaches that are adapted to LES [133, 139].
More detailed aspects of the governing equations and computational techniques employed in this
thesis can be found in Appendix D. Our field of interest are flows in turbomachinery, a very detailed
analysis of the methods above presented (their pros and cons, their application domain, etc ...) is
gathered in the study followed by Tucker [184]. In page 537 of [184], appears a summary of eddy
resolving simulations with typical grid densities and Reynolds numbers for all kind of components:
from compressors to turbines. As noticed in that paper, very few turbomachinery simulations make
use of unstructured LES to resolve near-wall flow. Even LES simulations on high pressure turbines are
not very often seen in literature [45, 67, 103]. Table 1.1 illustrates the mesh requirements that would
be demanded to compute a 3D turbine stage. The use of DNS with the actual means of computation
is prohibitive. Modeling assumptions (LES or RANS) have to be used in the turbomachinery context
to minimize the complexity of the simulation.
Test case Re Number of points Number of points Number of points
DNS LES RANS
Turbine stage 106 ∼ 3.2 1013 ∼ 1 109 2.2 106
Table 1.1: Estimation of the grid requirements needed to compute a 3D turbine stage.
Not only, can one use the DNS, LES or RANS approach as standalone tool but one can also com-
bine them, so the drawbacks of each strategy are compensated and one can benefit from the pros of
each kind of simulation. Hybrid methods coupling RANS and LES have recently caught the attention
of industry, since they aim to combine the accuracy of LES and the cheap computational cost of RANS
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Figure 1.10: Classification of unsteady approaches according to levels of modeling and readiness
from Sagaut & Deck [153].
simulations [179]. Von Terzi & Fro¨hlich [181] define the approach as a ”quality-cost trap”: i.e. a
standard RANS approach is insufficient and LES is too expensive; the idea is to ”perform LES only
where is needed while using RANS procedures in regions where they are reliable and efficient”. If us-
ing an unsteady definition of RANS simulations, the structural similarity of LES and RANS equations
allows to switch from LES to RANS and vice versa (only by modifying the unresolved stress tensor
τti j). This approach is called the unified approach as only one solver handles the simulation. There
is a huge panoply of hybrid methods, for a detailed overview of hybrid LES/RANS methods one
can refer to Fro¨hlich & Von Terzi [57]. Their division of hybrid methods is classified as unified and
segregated methods. According to Sagaut & Deck [153], these two major classes of hybrid methods
can be called global and zonal methods, instead of unified and segregated, respectively. This kind of
global or segregated approaches will come in between standalone LES and RANS as seen in Fig. 1.10.
The zonal hybrid methods refer to methods based on a decomposition of the domain before starting
the simulation into regions for RANS computations and others which would be solved in LES. The
connection between the distinct zones during the simulation is established via explicit coupling of the
solution at the interfaces in both directions, from LES to RANS and vice versa [147, 168]. Most of
the zonal hybrid applications tend to use only one solver. More recently, the segregated approach has
been investigated to treat different domains with different solvers [163, 180]. Despite the increasing
developments of coupled procedures, no clear mathematical justification is today provided for zonal
coupling. This thesis will try to partially answer this point.
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1.3 Objectives of the present work
Como no esta´s experimentado en las cosas del mundo,
todas las cosas que tienen algo de dificultad
te parecen imposibles–Don Quijote a Sancho–.
El Ingenioso Hidalgo Don Quijote de la Mancha,
Miguel de Cervantes.
Industrially, TURBOMECA, like all the propulsion manufacturers, seeks the improvement of
the engine power as well as the larger life span of the propulsive components. The augmentation
of the temperature at the inlet of the turbine stage is directly related to the rise of the net power.
Unfortunately, the thermal constraints that such temperature elevations impose to the blade put a
limit to this increase. Indeed, the turbine blades are placed in a hostile environment, especially the
rotor blade, which also has to support the circumferential mechanical constraints. In consequence,
TURBOMECA needs:
 to improve the efficiency and the design process of the propulsion system,
 to increase the life span of the turbine blades,
 to ameliorate the prevision of the flow field around the turbine blades,
 to predict correctly the temperature on the turbine blades walls.
Therefore, instead of using a monolithic approach, i.e., one code-one domain; one can split the
region of interest (combustion chamber+ turbine) in two. The ideal and industrially friendly solution
would be to solve the combustor chamber and turbine stage all together. However, LES is a very
efficient method for predicting reactive flows in combustion chambers [24], while RANS approaches
are more convenient for turbomachines [67]. This LES/RANS coupling strategy is thus targeted.
For this work and contrarily to Stanford, only compressible flow solvers are considered (a struc-
tured multi-block solver -elsA- and an unstructured solver -AVBP-). A zone of overlap is computed
by both codes, in the industrial application it may correspond with the NGV component. This stator
will thus be calculated in RANS, as usual in an industrial configuration, but also with LES.
Two steps have to be investigated before facing the industrial application. First, unstructured LES
has to demonstrate its ability to accurately predict the heat flux on a high-pressure turbine blade.
Second, a coupled approach has to be developed and validated to ensure the exchange of information
between separate LES and RANS codes in an intelligent way. Ultimately a mathematical rigorous
demonstration of this coupling should also be provided. These aims are illustrated in Table 1.2 in
comparison with usual strategies used in industry. In summary, the two ideas which vertebrate this
thesis and constitute the two main parts of this dissertation are:
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 the set-up of an unstructured LES approach for the prediction of the wall heat transfer in a fixed
blade configuration,
 the development of a zonal LES/RANS coupling strategy which would enable to do a coupled
simulation with todays computing means in industrial configurations.
Combustion chamber Non-rotating blade Turbine stage
RANS X Used in industry X Used in industry X Used in industry
LES PART I
X Used in industry Unstructured mesh 7 CPU limit
LES approach
COUPLING PART II
Combustor with - - compressible LES/
compressible RANS
Table 1.2: The contributions targeted for the present thesis should allow to compute a coupled combustion
chamber and turbine stage.
1.4 Thesis outline
The work carried out during the course of this thesis is presented as follows:
 Part I presents the validation of an unstructured LES tool to determine the correct aerodynami-
cal and thermal quantities in a high-pressure turbine configuration. This approach is compared
to both structured RANS and LES.
 A new zonal hybrid LES/RANS approach dedicated to the coupling between two compressible
flow codes is presented in Part II. A mathematical study of the domain decomposition method
used is explained here. The possibilities of this coupling are studied thoroughly and illustrative
examples of the capabilities of the method are provided. The aim of this section is to illustrate
the potential of fluid/fluid coupling for industry like problems.
 Finally, conclusions come together with recommendations for future work.
 In the Appendices A and B, the reader can find a part dedicated to the applications of multi-
component and multi-physics simulations of an industrial configuration analyzed during this
thesis. An extension of the domain decomposition method presented in Part II is developed
in Appendix C for fluid/solid conjugate heat transfer. Appendix D gives some details of the
existing solvers to compute flows using RANS simulations and LES in nowadays numerical
simulations of gas turbines. OpenPALM, the coupling tool is presented at the end of this Ap-
pendix.
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Part I
LES and heat transfer

Introduction
A large range of numerical methods is nowadays available in the literature as pointed out in the intro-
duction, all of which are more or less suited to near wall flows [76, 145, 152, 178]. RANS simulations
require all the turbulent scales of the flow to be modeled putting stringent modeling effort on the tur-
bulent closures near walls [2, 172]. It however inherits from years of research and developments. The
limits and advantages of RANS simulations are known and it is routinely used in the design phase of
most industrial applications. Fully unsteady numerical methods where all turbulent scales (DNS) or
parts of the scales (LES) are solved for are also available. Although the former is clearly out of reach
for real applications, the latter still requires to prove its efficiency. Recent contributions based on
LES [152, 153] provide promising results especially for the prediction of heat transfer in fundamental
test cases [16] or in complex geometry [19, 45].
The aim of this part of the dissertation is to demonstrate the potential of LES, especially unstruc-
tured LES, for the prediction of heat transfer for high pressure turbine in turbulent flows. One critical
aspect that complexifies the use of LES for blade heat transfer predictions, is the sensitivity of the
procedure to modeling which is usually linked to the local grid resolution, numerics and cell topol-
ogy. Theoretically well defined isotropic and uniform meshes are better suited for LES. Near walls
structured meshes comply to the preferred directions of such flows and ease the use and development
of high order numerical schemes with low dispersion and dissipation properties which ensure that the
Sub-Grid Scale (SGS) model works adequately and as designed [134] (to retrieve more information
about SGS models, one can refer to Appendix D). Many turbine CFD investigations hence consider
structured grids [27]. This method suffers, however, a major drawback: the difficulty to refine local-
ized regions that also need to comply with the meshing of technological devices. A potential answer
is the use of unstructured grids that represent a promising way for local mesh refinements necessary
to take into account very complex geometries (cooling holes, etc.) [45, 99]. Very few contributions
directly discuss the use of structured or unstructured LES solvers for blade flows [103] and one in-
tent of this thesis is to address this issue. To do so, the comparison of LES and RANS predictions
is first proposed to emphasize the differences of the two approaches for a test case representative of
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turbine flows: the first stage of an uncooled, transonic, high-pressure turbine [10]. Comparisons of
LES predictions obtained using a fully structured solver and a fully unstructured one are detailed and
compared to experiments. Irrespectively of the solver used clear common features are recovered and
are in good agreement with experimental data. Typically, for the investigated operating point, obser-
vations show a by-passed transition on the blade suction side, which is very difficult to predict with
conventional numerical flow solvers. Experimental data [10] also indicates that the solution is largely
dependent on the external turbulence level, a sensitivity which is confirmed and captured by the two
LES approaches.
All the results obtained during this thesis on turbine heat transfer are gathered in Chapter 2. This
part of the manuscript is arranged as follows. The experimental target configuration is first introduced
in Section 2.1 along with the dependency to the upstream Free-Stream Turbulence (FST) intensity of
the experiment and its length scale. Section 2.2 provides the description of the numerical methods,
models, computational domains, meshes and sets of boundary conditions used for CFD. The first part
of Section 2.3 is devoted to the analysis of the results with first comparisons against experimental
findings of structured RANS and LES predictions. Structured versus unstructured LES is detailed for
aero-thermal prediction with and without FST. The sensitivity of the calculations to geometric param-
eters and the potential impact it may have on heat transfer predictions is then investigated. In the last
part of Section 2.3, the ability of LES to reproduce the sensitivity of the flow to FST is illustrated. For
this specific analysis, different values of FST are investigated and specific flow structures are studied.
The following sections are part of a published paper in the International Journal of Heat and Mass
Transfer [40]. There are here presented with additional figures to ease the reader’s comprehension.
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—No hay camino tan llano —replico´ Sancho—,
que no tenga algu´n tropezo´n o barranco;
en otras casas cuecen habas, y en la mı´a, a calderadas.
El Ingenioso Hidalgo Don Quijote de la Mancha,
Miguel de Cervantes.
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2.1 Reference experimental setup and conditions
The context of application of this study is the qualification of LES for the improvement of heat
transfer predictions around distributor blades located right at the exit of the combustion chamber of
aeronautical gas turbine engines. This specificity imposes having access to a high Mach number flow
facility with detailed data around blades typical of turbines. To meet this purpose the Von-Karman
Institute (VKI) LS 89 case [10] is retained since it is constructed to specifically address and validate
CFD methods and exhibits many of the fine mechanisms often present in real applications.
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2.1.1 The LS89 case
The tested configuration is a 2D turbine blade cascade, called LS 89 blade, largely described in Arts
et al. [10] and displayed in Fig. 2.1. Only the central passage is investigated and aims at simulating a
blade to correspond to periodic flow conditions. The blade chord C is of 67.647 mm with a pitch/chord
ratio of 0.85 and is placed at an angle of attack of 0◦.
Figure 2.1: Experimental facility investigated by Arts et al. (1990) [10].
The convective heat transfer coefficient, H, measured in this experimental rig is defined as the
ratio between the wall heat flux, qwall , and the difference between the total free stream temperature,
T0 and the local wall temperature, Twall , Eq. (2.1).
H =
qwall
T0−Twall (2.1)
Test case Re2 Mis,2 Pi,0 Ts,wall Tu0
MUR129 1.13 106 0.840 1.87 105 Pa 298 K 1.0%
MUR235 1.15 106 0.927 1.85 105 Pa 301 K 6.0%
Table 2.1: Test cases and details of the flow conditions for VKI experiment.
A large range of free stream conditions have been experimentally investigated but only two con-
figurations are explored in this work, Table. 2.1, where the indices 0 and 2 denote quantities at the
inlet and outlet, respectively. The adjustment of the position of the turbulence grid relative to the
cascade controls the variation of the turbulence intensity. The considered Reynolds numbers, Re2,
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based on the chord and outlet velocity is approximately equal to 106 for both cases while the inlet
FST intensity, Tu0, equals 1% and 6% respectively. This two-set configuration is believed to be the
more representative conditions present in a real turbine. Both cases have approximately the same inlet
total pressure, Pi,0 and static mean wall temperature, Ts,wall . The isentropic Mach number at the outlet
is slightly different between the cases (Mis,2 = 0.840 and 0.927).
The flow topology expected around the airfoil is represented schematically in Fig. 2.2. Several
phenomena can be determined for the LS89 case: 1 is the well-know Von Karman vortex shedding in
the blade’s wake. This vortex shedding creates pressure waves emitted from the unsteady boundary
layer detachment at the trailing edge. These pressure waves 2 then travel upstream and downstream
the flow interacting with other flow regions. Part of the impacting pressure waves on the suction side
wall of the underneath blade, 3, is reflected back into the main channel. Skin vortices 4 can also be
created from this impact and will then interact with the flow on the suction side. Note also that the
downstream propagating pressure wave also interacts with the wake structures. With the operating
conditions targeted, a shock wave, 5, could be present with appearance of supersonic regions. The
Von Karman street is well noticeable in Fig. 2.3. These complex flow phenomena have to be taken
into account since they affect the aerodynamic field around the blade, and therefore, the heat transfer,
which is one of the quantities of interest for turbine designers. An additional difficulty with these
conditions is evidenced by the dependency of the flow patterns to the upstream turbulence as further
discussed below and illustrated in Fig. 2.7.
Figure 2.2: Schematic view of the flow topology around the LS89 blade (based on the MUR235
case) [103].
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Figure 2.3: Instantaneous field of Mach number predicted by the unstructured LES.
2.1.2 Dependency to the upstream veine turbulence
In the last decades, the effect of FST and its length scale has been largely studied experimentally in
high pressure turbine passages. Yardi et al. [195] analyzed those effects on the stagnation regions of
a cylinder concluding that the maximum effects appear for a dimensionless length scale L/D
√
ReD
between 5 and 15, where L is the integral length scale of the turbulence and D is the cylinder diameter.
Dullenkopf and Mayle [50] found that fluctuations at low frequencies only impact the quasi-steady
state, while those of high frequencies are damped by viscosity. As a result, only a narrow band of the
turbulence intensity has an influence on heat transfer. Their major conclusion is that the augmentation
of heat transfer varies linearly with the intensity weighted by the effective length scale. Ames et
al. [8] analyzed the transition location with respect to the FST intensity and length scale in a C3X
blade cascade. In the experiment, the decrease of the length scale increases the heat transfer and the
transition location moves towards the leading edge when intensifying the turbulence intensity.
Pressure gradient and surface curvature play also a major role on the flow structure and the bound-
ary layer response, which ultimately controls the heat transfer. As seen in Fig. 2.4, where experimen-
tal results from Table 2.1 are plotted, the heat transfer can be increased by 40% on the pressure side
if turbulence is present in the main stream. Go¨rtler observes that the boundary layer on a concave
surface becomes unstable under the effect of centrifugal forces [54]. Stream-wise vortices appear
along the wall, known as Go¨rtler vortices, which are responsible of an increased local vorticity and
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enhanced heat transfer to the blade. Unsteady vortical structures are detected also at the leading edge
in the LES of Xiong et al. [194]. On the suction side, Fig. 2.4 underlines that the transition onset is
different for the experiment with and without FST. This particular point will be largely discussed in
Section 2.3.2.2.
Figure 2.4: Experimental profiles of the local heat transfer coefficient, H, as a function of the blade
curvilinear abscissa S (negative values for the pressure side and positive values for the suction side of the
blade, the zero corresponding to the leading edge position) and Tu0, inlet FST intensity, results from Arts
et al. [10].
As the FST intensity is known in the experiment, the reader would expect a comparison of the
Power Spectrum Density (PSD) between the experiment and the simulations. Results extracted at the
leading edge location can serve as a validation of inlet turbulent conditions. However, there is no
information in the experiments reported by Arts et al. [10] about the PSD at the considered turbulent
intensities. The second point is that the length scale of inlet turbulence, L0, is not known. To better
deal with this problem, a parametric study has been added in the Section 2.3.2.2 to show the effect of
the turbulent length scale on the wall heat transfer.
Numerically, the principal limits of RANS simulations are the accurate prediction of the transition
onset: traditional turbulence models predict a fully turbulent flow while in reality there is a transition
zone. Significant improvements have been achieved in RANS based transition models [111]. For
LES, while profuse in low pressure turbine [124, 190], numerical analysis on high pressure turbine
have not been addressed, except by Bhaskaran et al. [19].
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2.2 Numerical simulations
Irrespectively of the turbulent modeling formalism adopted for the computation (i.e., RANS or LES),
the initial governing equations are the unsteady compressible Navier-Stokes equations that describe
the conservation of mass, momentum and energy. In conservative form, it can be expressed in three-
dimensional coordinates as:
∂U
∂t
+div F = 0 (2.2)
where U in Eq. (2.2) is the vector of primary variables themselves function of time, t, and space,
x. F = (f− fv,g−gv, h−hv) is the flux tensor; f,g,h are the inviscid fluxes and fv,gv,hv are the
viscous fluxes (including the potential contribution of models for turbulence through the addition of
the so-called turbulent viscosity, νt). The fluid follows the ideal gas law p = ρ r T , where r is the
mixture gas constant, T , the temperature and ρ, the density. The fluid viscosity follows Sutherland’s
law and the heat flux follows Fourier’s law.
2.2.1 Turbulence modeling for RANS and LES
The high Reynolds number related to the studied flow implies that all the flow scales can not be ef-
ficiently represented directly with current grid sizes. Turbulence modeling is thus necessary to allow
computing such flows. Different formalisms exist and the most common approach for complex con-
figurations is still the RANS procedure which proposes to model the effect of all the turbulent scales
on the mean flow in statistically stationary cases. For this formalism, the mathematical operation in-
troduced relies on the statistical ensemble of independent realizations of the same flow problem from
which only the statistical ensemble means are of interest. The initial system of equations is thus usu-
ally supplemented by additional modeled transport equations to specifically address turbulence local
non-equilibrium or other turbulent flow features [110, 145, 178]. With this approach and for the spe-
cific problem of the boundary layer transition, transition criteria [2, 87, 118, 172] can be added. Note
that this modeling formalism has been applied to turbine flows with moderate success [108, 113]: the
transition criteria are effective to match the experiments (if the solution is known) but they usually
suffer from a lack of universality.
A more comprehensive method and particularly less demanding modeling formalism is obtained
with LES. In this approach the notion of separation of turbulent scales is introduced and distinguishes
a separation between the resolved (large) turbulent scales and the modeled (small) scales [53, 125,
142, 145, 152]. This separation of scales is obtained by filtering out the small flow scales that can not
be properly represented by the mesh, their effects on the filtered field being modeled by the so-called
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SGS model. For compressible LES and RANS, the spatial Favre filtering or ensemble means are used
and the operation reduces for spatially, temporally invariant and localized filter functions to:
ρ f˜ =

RANS:
1
N
N
∑
1
ρn(x, t) f n(x, t),
LES:
∫
ρ(x′, t) f (x′, t)G(x′−x)dx′,
(2.3)
where G denotes the filter function while n is the nth realization of a statistical ensemble composed
of N of such fields. The unresolved SGS stress tensor τi jt and the equivalent Reynolds stress tensor
appearing in RANS simulations are usually modeled using the Boussinesq assumption [171]:
τi jt − 13 τkk
t δi j =−2ρνt S˜i j , (2.4)
with S˜i j =
1
2
(
∂u˜i
∂x j
+
∂u˜ j
∂xi
)
− 1
3
∂u˜k
∂xk
δi j. (2.5)
In Eq. (2.4), S˜i j is the resolved or ensemble mean strain rate tensor and νt is the SGS or RANS turbu-
lent viscosity. The unclosed energy flux qit is modeled using a turbulent heat conductivity obtained
from νt by λt = ρνt cp/Prt where Prt is a constant turbulent Prandtl number,
qit =−λt ∂T˜∂xi . (2.6)
In Eq. (2.6), T˜ is the Favre filtered temperature which satisfies the modified filtered state equation
p = ρ r T˜ [126].
RANS closures:
For this work a two-equation type of closure is adopted. To handle transition, the standard Abu-
Ghannam model [2] introduces the intermittency factor γ (parameter representing the time in which
the flow is turbulent) but results [66] underline the poor predictive capability of such approach when
there is an impact of FST on the heat transfer around the blade. An improvement, detailed in Sec-
tion 2.3.1, is noticed when implementing Menter γ-Reθ model [123] coupled with a two equation
turbulence model k-ω using a correction on the Shear Stress Transport (SST) [122]. The novelty of
this correlation-based transition model is not only to use local variables but also their gradients. Such
new closure however requires additional transport equations. A transport equation for the intermit-
tency γ model is needed to turn on the production term of the turbulent kinetic energy downstream of
the transition point, Eq. (2.7), where Sγ represents the transition sources.
∂(ργ)
∂t
+
∂(ρU jγ)
∂x j
= Sγ+
∂[(µ+ µtσ f )
∂γ
∂x j ]
∂x j
. (2.7)
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A second transport equation is solved in terms of the transition onset momentum-thickness Reynolds
number (R˜eθt) and is given by Eq. (2.8). In this equation, Sθt stands for the source term which forces
the transported scalar to match the local value of Reθt calculated from an empirical correlation outside
the boundary layer. More information of this methodology can be found in Menter et al. [123].
∂(ρR˜eθt)
∂t
+
∂(ρU jR˜eθt)
∂x j
= Sθt +
∂[(µ+µt)σθt ∂R˜eθt∂x j ]
∂x j
. (2.8)
LES closures:
The SGS model, used for both structured and unstructured meshes, is the Wall-Adapting Local Eddy-
Viscosity (WALE) model [134], specially built to compute turbulence near walls. Similarly to the
Smagorinsky model [171], local flow features are lost and only global quantities are represented by
the SGS model. Following this closure, the SGS viscosity reads,
νt = (Cw∆)2
(sdi js
d
i j)
3/2
(S˜i jS˜i j)5/2+(sdi js
d
i j)
5/4
, (2.9)
sdi j =
1
2
(g˜2i j + g˜
2
ji)−
1
3
g˜2kkδi j, (2.10)
In Eq. (2.9) and Eq. (2.10) , ∆ stands for the filter length (∝ the cubic-root of the cell volume), Cw
is the model constant equal to 0.4929 and g˜i j is the resolved velocity gradient. For the SGS energy
flux, q¯it , Eq. (2.6), the turbulent Prandtl number coincides with the SGS quantity and differs from the
conventional turbulent Prandtl number. The value chosen for the turbulent SGS Prandtl number is 0.6
for both solvers.
2.2.2 Numerical solvers
Two different solvers are used in this work. The first solver (elsA) is specialized in external and inter-
nal flow predictions using RANS, LES and Detached Eddy Simulation (DES). It is fully compressible
and relies on a temporal implicit marching scheme. The second solver (AVBP) targets reactive flow
predictions by use of LES and relies on an explicit temporal integration scheme of the fully com-
pressible multi-species system of equations. Specificities about the numerics adopted for both codes
are detailed below for the first code followed by the second code.
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The parallel elsA software uses a cell centered approach on structured multi-block meshes. More
information about this flow solver can be found in Cambier et al. [32]. For (steady-state) RANS sim-
ulations, convective fluxes are computed with a second order centered scheme with classical artificial
dissipation parameters k2 and k4 [81]. Diffusive fluxes are computed with a second-order centered
scheme. The pseudo time-marching is performed by use of an efficient implicit time integration
approach, based on the backward Euler scheme and a scalar Lower-Upper (LU) Symmetric Succes-
sive Over-Relaxation (SSOR) method [197]. As previously indicated, for RANS, the γ-Reθ Menter
model [123] is used coupled with a two-equation k-ω turbulence model with a SST correction [122].
For LES, convective fluxes are computed with a fourth order centered scheme, considering minimal
artificial dissipation [49]. The time-marching scheme is based on a second order Dual Time Stepping
method [80]. Such implicit algorithms are very attractive to reduce the computational cost since the
simulation is stable even with CFL numbers greater than 100 (although clear care is needed and such
large values are to be avoided for LES). In the present case, 16,000 time steps (∆t = 0.12 µs) are
necessary to describe one through-flow time (the time for a particle dropped at the inlet to reach the
outlet, i.e. ≈ 2.0 ms).
The parallel LES code, AVBP [121, 164], solves the full compressible Navier-Stokes equations
using a two-step time-explicit Taylor-Galerkin scheme (TTG4A) for the hyperbolic terms on a cell-
vertex formulation [39], along with a second order Galerkin scheme for diffusion [42]. TTG4A
provides high spectral resolution and both low numerical dissipation and dispersion, which is par-
ticularly adequate for LES [101]. Such numerics are especially designed for LES on hybrid meshes
and have been extensively validated in the context of turbulent reacting flow applications [24, 174].
The scheme provides 3rd order space and time accuracy [39]. The major drawback of this strat-
egy arises from the explicit nature of the solver whose time step is controlled by the low acoustic
CFL number preventing from reducing characteristic cell size below the wall unit scale. Therefore,
for aerodynamic applications, where the viscous sub-layer needs to be computed, mesh refinements
force small time steps (∝10−7s or lower, ∆t = 1.54 10−8s in this particular case) and a higher compu-
tational cost is inferred. In the present case, about 130,000 time steps are necessary to simulate one
flow-through time. Note that despite this clear constraint, the unstructured hybrid approach enables
refinement of the mesh in zones of interest by using prisms in the wall region for example. Note that
more information on the solvers (numerical and temporal discretization, closures, etc) can be found
in Appendix D.
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2.2.3 Computational setup
2.2.3.1 Computational domain and mesh generation
The computational domain examined is sketched in Fig. 2.5 (a) accompanied by a view of probe loca-
tions , Fig. 2.5 (b), used in the analysis of the unsteady features predicted by LES . For the structured
mesh, the flow domain is discretized with a multi-block approach, using an O-4H meshing strategy
for the guide vane passage. A partial view of the structured mesh used is presented in Fig. 2.6 (a). In
order to limit the dependency of the solution to the inlet/outlet positions, the mesh extends up to 0.7C
upstream the blade leading edge and 1.5C downstream the vane. Typical grid dimensions are ∼650
points in the stream-wise direction with ∼780 points around the blade, ∼175 points in the pitch-wise
direction and ∼200 points in the span-wise direction. The total number of grid points for the blade
passage is 29.7×106 points for structured LES and 35.000 points for 2D RANS. Typical cell sizes in
wall units are in agreement with recommended values, suitable for LES predictions [86], Table 2.2.
(a) (b)
Figure 2.5: (a) Sketch of the computational domain and (b) visualization of three of numerical probes
used to diagnose LES predictions.
For the unstructured simulations, a hybrid approach with prismatic layers at the wall and tetrahe-
dra in the main duct, Fig. 2.6 (b), is adopted to reduce the number of cells in the nearby region of the
wall and to meet the preferential directions of the boundary layer flow. The solution adopted has 5
layers of prisms where the vertical length of the prism ∆y is smaller than the triangle base-length ∆x
or ∆z (here, ∆x ∼ ∆z) resulting in a minimum cell volume that is increased if compared to a full tetra-
hedral option. A limit is imposed to this mesh adaptation to avoid numerical errors in these layers,
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the aspect ratio of the first and thinnest layer is set to ∆x+ ∼ 4∆y+, i.e., x+ ≈ 4y+ in agreement with
known observations and boundary layer scales [31]. The last constraint to control, which is known to
be critical numerically, is the stretching ratio. It can be defined as the ratio between the characteristic
length of an element of a layer to the characteristic length of the neighboring cell. In this particular
case, the characteristic length is equal to the prism height. The stretching ratio is here equal to 1.09.
Taking into account all the constraints of this strategy, 29.3× 106 (6.3× 106 prisms and 23× 106
tetrahedra) cells are required, Table 2.2. Typical grid properties are 6,000 points around the blade,
∼200 points in the pitch-wise direction and ∼230 points in the span-wise direction.
(a)
(b)
Figure 2.6: (a) Detail of the structured mesh grid and (b) unstructured mesh grid for the LS89 blade.
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RANS LES LES
structured structured unstructured
< y+ > ∼1 ∼1 ∼4
1st layer size 2µm 2µm 8µm
2D ∆z+∼25 ∆z+∼4∆y+
∆x+∼150 ∆x+∼4∆y+
Mesh size 0.035M cells 29.7M cells 29.3M cells
Table 2.2: Wall refinement and mesh size for RANS and LES approaches for MUR235.
2.2.3.2 Boundary conditions
Inflow and outflow mean conditions are applied for both codes based on available experimental data,
Table. 2.1. Walls are treated as isothermal and the mean static pressure is applied at the downstream
end to set the outlet isentropic Mach number at the desired value. Periodicities are used for lateral
and radial (”top and bottom”) sections of the computational domain, Fig. 2.5 (a).
Specific attention is taken for the inflow conditions, the difficulty relating to the studied flow
imposes to take into account the turbulence intensity. Mean inflow information is first set for all
simulations based on measured total temperature and total pressure for both solvers: i.e., the mean
carrying field is constant in space and time at the inflow. For RANS simulations, turbulence intensity
is of critical importance along with the turbulent length-scale for the transition criterion [123]. There
are set constant in time and space at a reference chosen value of the inflow condition (Tu0 = 6% and
L0 = 1.5 mm). The main drawback of this modeling, analyzed in Section 2.3.1.2, is that it is not
able to take into account the effect of turbulent structures in the suction side of the blade, which are
responsible of an increase of 40% in the heat transfer when there is FST.
For LES, the notion of turbulent inflow imposes a notion of unsteadiness as well as spatial varia-
tions of the flow at the inflow condition. Different methods exist either relying on a turbulent channel
precursive simulation [19], synthetic turbulence [33] or recycling methods [82]. The aim of all these
methods remains common and is to mimic the effects of turbulence without relying on white noise
that is not effective due to the lack of spatial and temporal coherence. The methods retained for
the study are the ”2D” version of the ”Synthetic Eddy Method” (SEM) proposed by Jarrin et al. [82]
available with the structured LES solver and the synthetic approach proposed by Guezennec et al. [71]
for the unstructured solver, Fig. 2.7. These two inflow conditions require a value of Tu0 and a most
energetic turbulent length-scale, Le. They are conceptually identical and yield similar LES results on
simple turbulent flows. With both approaches, the inflow information is recast into:
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Figure 2.7: Instantaneous field of || ∂ρ∂xi ||/ρ as obtained by unstructured LES using synthetic turbu-
lence [97] at the inflow boundary.
u˜i(x, t) =< u˜i > (x)+ u˜′i(x, t) with
∂u˜′i
∂xi
= 0. (2.11)
In Eq. (2.11), u˜i, refers to a LES velocity filtered quantity and < u˜i > refers to the RANS equiv-
alent. Note that this correspondence supposes a statistically stationary and ergodic flow [145, 178].
u˜′i is defined by its position and its amplitude and results from 100 to 1,000 random wave number
fields whose individual amplitudes are divergence free and relate to given turbulent synthetic spec-
tra [136, 144] of given integral length-scale that is proportional to Le [33, 82, 97].
2.3 Results and discussions
In order to proceed and qualify both LES solvers on the LS89 problem, several computations are
produced, the detail of which is provided in Table. 2.3. RANS and LES results are first compared,
Section 2.3.1, to study the suitability and limits of these approaches. Case Ia & Ib are confronted to
Cases IIa & IIb and IIIa & IIIb in terms of aerodynamical and thermal predictions. More detailed
analyses of the two LES strategies in terms of the sensitivity of both the mesh topology and the FST
parameters is carried out in Section 2.3.2.
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RANS LES LES
structured structured unstructured
Scheme Implicit Implicit Explicit
Model k-ω, transition criteria [122] WALE WALE
MUR129 Case Ia Case IIa Case IIIa
MUR235 Case Ib Case IIb Case IIIb
Table 2.3: Cases analyzed in Section 2.3.
2.3.1 RANS versus LES predictions
A first point of interest of the present investigation is to quantify and qualify the contribution of LES
in the context of highly loaded guide vane of turbines. In the following, Figs. 2.8 & 2.9 & 2.10,
direct qualitative comparisons of the available RANS model and both LES are produced for the two
operating conditions (all Cases from Table.2.3). For the MUR129 case, all solvers predict a subsonic
flow around the blade, Figs. 2.8 (a) & 2.9 (a) & 2.10 (a). For MUR235, mean flow features are clearly
captured by both approaches: i.e. the existence of the shocks (noted 1 in Figs. 2.8 (b) & 2.9 (b)
& 2.10 (b)), the blade wake and the flow acceleration on the suction side issued by the profile strong
curvature are present in RANS and LES. Differences essentially appear in the actual extent of the
blade wake and the presence of a Von Karman street in the structured and unstructured LES (Figs. 2.9
& 2.10). The Von Karman street is however less visible in Fig. 2.10 with this scaling. Strong pressure
waves generated at the trailing edge flow separation are also evidenced by both LES which is not the
case in RANS simulations. When FST is imposed at the inlet, MUR235, LES indicate that turbulent
flow patterns impact the vane leading edge, resulting in the development of vortices on the pressure
side, noted 2 in Fig. 2.9 (b) and also noticeable in Fig. 2.10 (b).
More quantitative comparisons are provided in Fig. 2.11. Aerodynamic fields are first judged
through the evolution of the isentropic Mach number along the curvilinear abscissa of the blade, S
(set equal to zero for the blade leading edge and negative/positive for the pressure side/suction side,
respectively). In agreement with the observations from the flow field views given in Figs. 2.8 - 2.10,
no major distinctions between RANS and LES are noted around the blade for the two cases. Only the
curves for MUR129 are showed in Fig. 2.11. Note that experimental measurements of the isentropic
Mach number are not available for the conditions of Table 2.1, the comparison presented serves only
to gauge the magnitude of the parameter, Mis,2 ∼ 0.84 for all the numerical approaches vs Mis,2 ∼
0.88 for the experimental data. As seen in Figs. 2.8 (a) & 2.9 (a) & 2.10 (a), the flow is subsonic
all around the blade in MUR129. A more detailed investigation of the flow boundary layer behavior
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(a) (b)
Figure 2.8: Mean RANS predictions of || ∂ρ∂xi ||/ρ for (a) Case Ia and (b) Case Ib of Table 2.3.
(a) (b)
Figure 2.9: Instantaneous LES predictions of || ∂ρ∂xi ||/ρ for (a) Case IIa and (b) Case IIb of Table 2.3.
(a) (b)
Figure 2.10: Instantaneous LES predictions of || ∂ρ∂xi ||/ρ for (a) Case IIIa and (b) Case IIIb of Table 2.3.
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(a) (b)
Figure 2.11: Isentropic Mach number distribution along the blade wall for (a) RANS and (b) LES com-
putations of MUR129. The experimental conditions are slightly different from the ones of Table 2.1.
of these two predictions is then carried out by looking at the heat transfer flux at the blade wall in
Figs. 2.12 & 2.15.
2.3.1.1 Test case wihout FST:
In MUR129, Fig. 2.12, the boundary layers remain mainly laminar on both suction and pressure sides.
The heat transfer coefficient H obtained by RANS and LES is correctly estimated on the pressure side
and on most of the suction side. The common behavior of H for RANS and LES in the near leading
edge region corresponds to the development of the laminar boundary layer on both sides of the profile.
RANS and LES anticipate the boundary layer transition seen on the experimental curve at S= 75 mm.
This difference is common to RANS and LES in the estimation of heat transfer with respect to the
experimental results, RANS and LES having nearly the same transition abscissa (S ≈ 61mm). The
disparity between experimental and numerical results is possibly due to the pressure gradient, whose
value for the solvers becomes negative at this specific location, as shown in Fig. 2.11, and eases
transition at this spot of the numerical predictions. The major difference between RANS simulation
and both LES is the level of heat transfer coefficient they reach after the transition, H ≈ 850 W/m2.K
for RANS and H ≈ 500 W/m2.K for LES.
Based on this test case and although both approaches are theoretically very different, the flow is
adequately captured by the steady and unsteady solvers confirming the proper behavior of the LES and
RANS models for this operating condition which at the wall remains laminar and stationary. Views of
the flow activity near the wall region and as captured by LES are shown in Fig. 2.13. For identification,
the Q-criterion (colored by the velocity field) is employed to discriminate flow structures from pure
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(a) (b)
Figure 2.12: Heat transfer coefficient, H, predicted by (a) RANS and (b) structured and unstructured
LES at MUR129.
shear at the wall. As evidenced by these results, limited flow activity is present on the pressure side,
Fig. 2.13 (b), and almost no activity appears on the suction side. Very small vortices appear past the
coordinates S ≈ 20 mm where acoustic waves generated at the trailing edge upper blade impact the
suction side of the blade placed below (Fig. 2.13 (a)). These structures however remain aligned and
do not seem to initiate transition to a turbulent boundary layer.
Similar observations hold for the pressure side of the blade where the activity is further delayed
and only appears near the trailing edge. These observations are confirmed by the time/frequency
maps, Fig. 2.14, constructed based on the temporal signal recorded for the three probes identified in
Fig. 2.5 (b). Note that in this case, a Strouhal number (based on the boundary layer height and section
bulk velocity) is used and time is adimensionalized accordingly. For all three points probed, low
frequency and low intensity activity is visible confirming the pseudo stationary flow in these regions
also explaining the low level of the heat transfer coefficient around the blade.
2.3.1.2 Test case with FST:
Results of Fig. 2.15 (a) for MUR235, Table. 2.1, point to the difficulty for this flow and the importance
of the main vein turbulence intensity on the boundary layer behavior. For this specific case and with
the model adopted, RANS simulations fail to accurately predict the wall heat transfer on the pressure
side. The heat transfer enhancement issued by the main flow turbulence is underestimated by about
30%; no influence of the FST is noticed on the pressure side: the heat transfer coefficient H is nearly
identical to the MUR129 test case. In the leading edge zone, on the contrary, the γ-Reθ model of
Menter [123] is able to take into account the turbulence intensity effect. Further downstream on the
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(a)
(b)
Figure 2.13: Instantaneous view of the LES flow activity on the (a) suction side and (b) pressure side of
the MUR129 test case (Case IIIa of Table 2.3).
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(a)
(b)
(c)
Figure 2.14: Temporal evolution of the frequency content recorded at the three probes identified in
Fig. 2.5 (b): (a) Probe 1, (b) Probe 5 for the suction side of the blade and (c) Probe 9 for the pressure side
(Case IIa of Table 2.3).
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suction side, RANS model does not correctly locate the experimental onset of pre-transition (S ≈ 20
mm), which is triggered in the RANS simulation by the shock wave at S ≈ 62 mm. At this location,
the error reaches up to 70%. Indeed, RANS model predicts a decreasing evolution from S ≈ 20 mm
to S ≈ 62 mm, whereas there is a plateau in the experimental heat transfer curve. For S > 65 mm,
the MUR235 boundary layer is fully turbulent and RANS simulation predicts the correct order of
magnitude for the guide vane heating with a discrepancy of 30% if compared to the experimental
results. For this case, the model seems better calibrated compared to the results obtained with the
Abu-Ghannam approach and shown in Gourdain et al. [66].
(a) (b)
Figure 2.15: Heat transfer coefficient, H, predicted by (a) RANS and (b) structured and unstructured
LES at MUR235.
Structured and unstructured LES predictions are also able to reproduce adequately the bound-
ary layer heat transfer coefficient in the near leading edge region, Fig. 2.15 (b). In this zone, for
both approaches the error is under the experimental uncertainty reported at 5%. The pressure side
development improves if compared to RANS simulations. That is the heat transfer enhancement is
captured by both solvers but the level of improvement is not sufficient to recover the experimental
findings (18% error at most in Case IIIb and 10% in Case IIb). On the suction side, both LES strate-
gies provide an improvement of the prediction when compared to RANS simulations especially for
the prediction of the location and length of the onset of transition. Shock strengths are not equal
indicating that both strategy differ and room for improvement still exists.
The main contribution of LES for this highly loaded blade profile naturally arises from the for-
malism ability to reproduce the proper boundary layer transition on the pressure side with increasing
FST [19]. Although LES still underestimates the overall heat transfer on the pressure side, as noticed
before, the difference with experimental data is reduced to 10% for the structured LES and 18% for
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the unstructured approach. The effect of FST is also clearly captured in the suction side, Fig. 2.15
(b). The main gain appears in the prediction of the pre-transition region: i.e. from S = 20 mm to
S = 62 mm. On this side of the blade and all around the leading edge, the heat transfer coefficient
is estimated with an error less than 5% (i.e. within the experimental uncertainty) until S = 50 mm.
The maximum error appears close to the trailing edge where structured and unstructured LES locally
underestimate the wall heat transfer by approximately 25% and 40%, respectively.
Visualizations of the flow instantaneous activity captured by LES are provided in Fig. 2.17. Com-
pared to Fig. 2.13, flow structures are much stronger, much less aligned and initiated much earlier
on the suction side, Fig. 2.17 (a), confirming the importance of such turbulence in the heat transfer
enhancement in this region of the flow. A detail of the physics on the suction side with FST is pictured
in Fig. 2.16 (a). Fig.2.16 (b) shows the location of the plot. The long stream-wise streaky structures
are responsible for the augmentation of the heat transfer and lead to the transition on the suction side
boundary layer. On the pressure side, Fig. 2.17 (b), high disrupted flow structures are evidenced; they
are not present in the MUR129 case explaining the differences observed experimentally on the heat
transfer coefficient. If investigating the time/frequency maps, Fig. 2.18, most of the differences be-
tween MUR129 and MUR235 occur at Probe 5, Fig. 2.18 (b), where a lot of intense activity appears.
No clear pattern is however noted pointing to the turbulent nature of the activity present in this region
of the flow. More information illustrative of the blade boundary layer state along the blade can be
found in Gourdain et al. [66].
(a) (b)
Figure 2.16: For unstructured MUR235, (a) iso-surfaces of second invariant of velocity gradient tensor
overlaid with the plan view of velocity contours show the vortex at the location of the spot precursor and
(b) location of the view in the whole domain.
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(a)
(b)
Figure 2.17: Instantaneous view of the LES flow activity on the (a) suction side and (b) pressure side of
the MUR235 test case (Case IIIb of Table 2.3).
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(a)
(b)
(c)
Figure 2.18: Temporal evolution of the frequency content recorded at the three probes identified in
Fig. 2.5 (b): (a) Probe 1, (b) Probe 5 for the suction side of the blade and (c) Probe 9 for the pressure side
(Case IIb of Table 2.3).
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2.3.2 LES sensitivity analysis and impact on the flow predictions
Although of interest and very promising, the previous LES set of predictions underline few aspects
and difficulties specific to this approach. Both LES strategies used here clearly improve the flow
predictions when compared to RANS simulations (at least over the set of modeling options retained
for this work). In particular and with proper mesh design, structured or unstructured LES are able
to correctly reproduce the FST sensitivity of this highly loaded turbine blade thereby improving heat
transfer predictions along the blade wall. Details on the actual sensitivity of the approach seem
therefore recommended in order to fully identify the potential sources of errors added by the multiple
parameters introduced in a LES of such flows. Specific aspects of such a list are discussed below to
highlight the potential of the two proposed approaches and the importance of known characteristic
flow to resolved/grid scales.
2.3.2.1 Sensitivity of LES to mesh extent, topology and grid resolution
Figure 2.19: y+ at the surface of the blade computed with unstructured LES.
For the structured approach, the minimum cell size is less than 2 µm all around the blade and in
the wall normal direction (corresponding to a mean wall distance y+ ≈ 1). The wall normal expansion
ratio used in this case is close to 1.05. Note that experimentally the 2D nature of the flow is confirmed
and the number of points in the span-wise direction needed for RANS simulation is found not to be
a critical parameter and can be reduced to only 2 points. For structured LES such procedures are
clearly not applicable due to the unsteady and 3D nature of the resolved turbulence needed for this
approach. Figure 2.20 (a) presents the evolution of the normalized wall distances ∆x+,∆y+ and ∆z+
52
2.3 Results and discussions
around the blade: the maximum value of y+ being always below 2. In other directions, normalized
wall distances are kept under acceptable values (< ∆z+ >= 25 and < ∆x+ >= 150).
(a) (b)
Figure 2.20: (a) Normalized wall distances ∆x+, ∆y+ and ∆z+ for the structured elsA code (Case IIb) and
(b) normalized wall distances ∆y+ for the unstructured AVBP code (Case IIIb).
To achieve a mean wall distance of y+ ≈ 4 with the unstructured solver without impairing on
the simulation time step (explicit solver), the minimum wall cell size needed is approximately 8 µm
yielding ∆t ∼ 1.54 10−8s for an acoustic CFL condition of 0.7, as plotted in Fig. 2.19. In the case
of the structured solver, the scheme is implicit and the used acoustic CFL is much less drastic. For
the current structured solver LES simulations, a CFL of 25 is used yielding a time step of 1.2 10−7s.
The unstructured meshes rely on 5 layers of prismatic wall cells described in Section 2.2.3.1. The
aspect ratio of the prisms is at maximum equal to 4 in the x and z directions resulting in < ∆z+ >= 16
and < ∆x+ >= 16 (Table. 2.2 recapitulates all these constraints). Figure 2.20 (b) presents the wall
resolution issued by the unstructured mesh. As expected and by construction, the overall shape of
y+ obtained on the unstructured mesh is in agreement with results of the structured mesh, Fig. 2.20
(a). Only the absolute value reached differs although they remain in agreement with the imposed
characteristic scales of the different cell topologies. This comforts the ability of LES to produce the
proper gross behavior of the boundary layer of the MUR235 case with the proposed schemes and
mesh constraints.
In the previous validation, only the cell characteristic size is addressed and this irrespectively
of the extent in the span-wise direction of the computational domain. The computational domain
dimensions are chosen to limit the dependency of the solution to the inlet/outlet positions as detailed
in Section 2.2.3.1 and the span-wise extent of the computational domain covers 10% of the vane span
(i.e. 10 mm in the span-wise direction) in the previous set of results. Tests are introduced to better
53
2. TURBINE BLADE HEAT TRANSFER
evaluate the dependency of the MUR235 results to this parameter: they include a 20% vane span
simulation keeping the same set of numerical parameters: i.e. twice the total number of points for the
structured solver and twice the number of cells for the unstructured solver as well as a 5% vane span
simulation. Both test (20% and 5%) are compared to the baseline 10% vane span simulation for the
structured and unstructured simulations (references Cases II & III) whose meshes are detailed in the
first part of this subsection and in Table 2.2 .
(a) (b)
Figure 2.21: (a) Error on heat transfer coefficient, H when comparing a computation with 20% of the span
to the baseline computation (10% of the span) and a computation with 5% to the baseline computation,
for the structured solver and (b) Difference on the H coefficient when confronting results from Case IIIb
to Case IIb, both taking 10% of the span.
Results obtained with the fully structured meshes are provided in Fig. 2.21 (a) for the mean wall
heat transfer and confirm that considering a 10% or 20% span-wise extent does not affect the predic-
tions. The error remains below 5% for all curvilinear abscissae. The same conclusion is reached with
the unstructured solver underlying that the numerics of both solvers (implicit versus explicit) with the
dedicated resolutions are efficient for this test case. It also emphasizes the fact that flow structures
and the turbulence developing from these two sets of simulations are not constrained by the span-wise
extent of the computational domain. The same conclusion is not validated when comparing the case
with the span-wise computational domain of 5 mm (Fig. 2.21 (a)). This span-wise extent is clearly
insufficient to achieve a correct simulation. Turbulence is too constrained and errors on the heat trans-
fer coefficient reach locally values above 100% (near the transition point). Note that a 10% span-wise
length corroborates preliminary results obtained by LES on a fully structured solver by Bhaskaran et
al. [19] using a 11 mm thick domain.
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In Fig. 2.21 (b) a direct comparison is done between the results of the unstructured approach (Case
IIIb) and the structured analysis (Case IIb) for MUR235. On the pressure side, the differences, taking
as a reference the structured solver, remain under 10% corroborating the analysis from Fig. 2.15 (b).
The major discrepancy between the approaches is noticed after the pre-transition region, at S = 62
mm, where the transition is triggered. This difference could be explained by the shock capturing
ability of the solvers and the SGS models behavior after the transition.
2.3.2.2 Sensitivity of LES predictions to FST
Figure 2.22: (a) Instantaneous wall flux at the blade surface.
Figures 2.23 & 2.25 show the instantaneous heat flux contours at the blade surface as in Fig. 2.22
but cutting the blade at its trailing edge and performing an auxiliary view of the plane. The MUR129
test case (Tu0 = 1%,Re2 = 106 and Mis,2 = 0.84) is the simplest test case to simulate since the bound-
ary layers remain mainly laminar on both suction and pressure sides. No turbulence is imposed at
the inlet when comparing with experimental data at Tu = 1%. As illustrated in Fig. 2.12, the heat
transfer coefficient H is well captured by both solvers on the appropriate meshes. In experiments, the
leading mechanism in this configuration is the natural boundary layer transition triggered by Tollmien-
Schlichting waves. As seen in Figs. 2.23 (a) & (b), the instantaneous boundary layer visualizations
of heat transfer show the uniformity of the flow in the span-wise direction and on both sides of the
leading edge. At S = 40 mm, acoustic waves impact the blade suction side, Fig.2.9 (a) or Fig.2.10 (a),
as a consequence, local perturbations are visible at this position in Fig 2.23. These disturbances are,
however, damped and it is the adverse pressure gradient at S = 62 mm which is responsible for the
transition of the boundary layer. The two solvers show the same behavior for the MUR129 case.
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(a)
(b)
Figure 2.23: Instantaneous wall heat fluxes q(W/cm2) (a) Case IIa and (b) Case IIIa.
The MUR235 (Tu0 = 6%,Re2 = 106 and Mis,2 = 0.927) test case although very close to MUR129
is much more complicated especially because of the near wall dynamics that are greatly affected by
FST. The triggering mechanisms are here twofold: (a) FST which interacts with the local boundary
layer state and (b) the shock-boundary layer interaction on the suction side of the blade. Two pa-
rameters are needed to specify the turbulence injected at the inlet of the computation: Tu0 and L0.
The data related to the FST intensity at the inlet has been measured in the experiments. However,
no information on the turbulence length scale at the inlet is available. An exhaustive compilation of
studies on the influence of Tu0 and L0 on the LS89 test case can be found in Liu [108].
In this particular analysis, to measure the influence of L0, several simulations have been per-
formed with both solvers for MUR235. Results obtained with the LES structured code are shown in
Fig. 2.24 for L0 = 1.5 mm, 3.5 mm and 8 mm for a 10% baseline vane span. On the pressure side,
the increase of L0 is responsible for a decrease of 30% of the heat transfer coefficient. On the suction
side, turbulence modifies the transition point position, St rans = 55 mm for L0 = 1.5 mm and St rans =
60 mm for L0 = 8 mm (out of Fig. 2.24). No influence is noted after the transition point.
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Figure 2.24: Effect of the inlet turbulent length scale L0 on the wall heat transfer coefficient H on the
leading edge area predicted with structured LES (Case IIb).
In the MUR235 case, the flow topology has the same behavior for both solvers leading to the
results of Fig. 2.15 (b) and as shown in Fig. 2.25, which presents similar views as in Fig. 2.23 but
for Cases IIb & IIIb (MUR235). The turbulent eddies coming from the main upstream flow and
imposed in the simulation by use of the synthetic turbulent injection model, Fig. 2.7, and Eq. (2.11),
impact the leading edge of the blade, S = 0 mm. The future of these vortices from the leading edge
around the blade involves first stretching of the initially isotropic structures and interactions with the
local boundary layer flow. These complex interactions yield streaky structures originating from the
stagnation flow region present at the leading edge and clearly visible in Fig. 2.25 in both LES’s. This
flow response explains the local heat transfer increase noticed previously for MUR235, differentiating
it from MUR129. Note that the relative size of the incoming turbulent structures to the local boundary
layer thickness is probably of critical importance for a proper evaluation of the heat transfer rate along
the blade (as already pointed out in Fig. 2.24).
On the suction side, S > 0, for both the structured and unstructured strategies, the vortices are
rapidly distorted and eventually damped out by the accelerating flow issued by the strong curvature
of the blade. At S = 20 mm, only elongated structures of span-wise size proportional to the incoming
turbulent scales are present in both the structured and unstructured predictions. After this point,
vortical stream-wise vortices eventually break-down and turbulent spots develop in the boundary layer
(20 mm < S < 50 mm ) of the structured and unstructured solutions and as seen in White [189]. This
wall behavior combined with the local adverse pressure gradient yields a slower decrease of the heat
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(a)
(b)
Figure 2.25: Instantaneous wall heat fluxes q(W/cm2) computed with LES for MUR235 with (a) struc-
tured and (b) unstructured LES solvers.
flux at the wall compared to MUR129 and it is only slightly prior to S = 62 mm (shock location) that
a massively turbulent boundary layer appears. Although the overall dynamics is equivalent in the two
LES’s, subtle differences appear between the two predictions resulting in a slightly delayed transition
point with the unstructured LES solver: the wall flow becomes fully turbulent slightly before the
shock at S = 55 mm for the structured LES and at the shock for the unstructured LES method. A
critical point underlined by such differences (aside from the proposed numerical approaches) is the
dependency of such flow predictions to the characteristic length scale of FST as already anticipated
by Fig. 2.24.
On the pressure side, the initially generated flow structures appearing at the leading edge orient
with the main flow stream-wise direction, mainly because of the favorable pressure gradient in this
zone. Further downstream, S = −20 mm, the local blade curvature may be at the origin of Go¨rtler
like vortices [154] and a clear rise of the wall heat transfer is observed because of the perturbation of
the thermal boundary layer in agreement with experimental findings. Observations apply for both the
structured and unstructured LES’s with similar conclusions as for the suction side.
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This part of the thesis describes the investigations made about the prediction of wall heat transfer in a
highly loaded turbine guide vane with RANS and two LES approaches (structured and unstructured).
The effect of inlet turbulence on heat transfer and boundary layer development has been studied at
two different flow operating conditions (Mis,2 = 0.840/0.927, Re2 = 106, Tu0 = 1/6%).
First, the results analyzed show that the RANS approach (coupled with a transition criterion) is
effective in predicting wall heat transfer when the boundary layer transition does not play a major role
and it remains efficient in terms of computational resources. However, when the wall flow patterns
depend on the main vein turbulence or from the inflow specification, RANS methods lack predictive
capability. The adoption of a transport equation for the transition criteria helps to partially overcome
this problem although RANS procedures are still not capable of predicting the significant effect of
turbulent structures when no transition of the boundary layer is present.
Second, the study has revealed that LES can take into account the effects of FST in the wall region.
Both structured and unstructured approaches are very promising methods, especially when an accu-
rate description of the boundary layer transition is necessary. The simulated blade isentropic Mach
number distribution and heat transfer coefficient show a very good agreement with the experiments
of Arts et al. [10]. While LES still requires a very large computational power (a 30M points grid is
necessary to represent only 10% of the vane span), this method is able to describe natural as well
as by-passed transitions. Not only regarding mesh size, but also for CPU needs is LES much more
costly than RANS simulations: by a factor of approximately 6,000 for the meshes of Table 2.2. The
main reasons are of course mesh requirements and formalisms: RANS simulation only costs 0.3 CPU
hours (∼15 CPUh for a full 3D simulation) to reach convergence. The simulation of 10 through-flow
times for the structured LES solver requires 90,000 CPU hours for the same state, Table 2.4. Note
also that 10 through-flow times is the time necessary to converge statistical quantities of the flow. The
equivalent cost with the fully unstructured approach yields 140,000 CPU hours.1
1All numerical simulations are performed on a SGI Altix computing platform.
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RANS LES LES
structured structured unstructured
CFL 20 25 0.9
Time step NA 1.2 10−7s 1.54 10−8s
CPU cost tRANS ∼6000 tRANS ∼1.5*6000 tRANS
Table 2.4: Temporal parameters and CPU cost comparison for all the approaches for MUR235.
This work has also detected by use of two different solvers the presence of streaky structures on
both blade sides. These structures are responsible for the intensification of heat transfer on the blade
surface. Stretching of vortices from the inlet turbulence around the leading edge and the following
transport of these vortices into the blade passage produce these boundary layer streaks. Around the
leading edge, these streaks cause an increase of the laminar heat transfer. This phenomenon can
also be observed on the pressure side. Note however that the suction side is less sensitive to inlet
turbulence. The present analysis also unveils the influence of the FST energetic length scale on the
heat transfer coefficient, issues that have since then been more deeply investigated in the context of
quantification of uncertainties [64].
Furthermore, it has recently been illustrated by Wlassow [191] that the FST has also a major
impact on the heat transfer of RANS simulations in real industrial engines (pages 133-135 of his dis-
sertation). In his manuscript, FST is classified among the most important factors to take into account
when predicting the blade temperature. Surprisingly, in todays industrial procedures, the FST level is
set at the inlet of the turbine stage arbitrarily without taking into account the FST coming from the
upstream combustion chamber.
Heat predictions with LES are not currently feasible in a whole turbine stage principally because
of the colossal number of points needed and CPU cost, as pointed out before, but also because no clear
method emerges in LES to treat the stator/rotor interface. Nevertheless, an alternative solution must
be found to get the maximum information from the upstream LES computation of the combustion
chamber to feed the downstream RANS computation, since the final goal pursued in industry is to
improve the physics the rotor sees.
The first step is to succeed in the LES resolution of the combustion chamber with the turbine
Nozzle Guide Vane (NGV). The feasibility of the LES simulation of a fixed blade has just been
demonstrated in this part by both structured and unstructured context. The combustion chamber +
NGV computation and the conclusions drawn from it are presented in Appendix A. The main findings
are that the flow prediction in the NGV is improved compared to RANS simulations if the mesh is
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sufficiently fine since the FST level is taken into account implicitly in the NGV sector, but also that
the inclusion of the NGV has a notable influence on the combustion chamber exit profiles because of
its potential effects.
The second step is the implementation of a coupling strategy between LES and RANS codes. In
fine, this PhD proposes to develop a method that could be applied in industrial problems to achieve a
coupled computation of
 a LES resolution of the combustion chamber + NGV,
 a structured usual RANS computation of the turbine stage (NGV + rotor).
 with the NGV present in both computations.
The second part of this manuscript deals with the development of this zonal LES/RANS coupling
strategy.
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Part II
Towards multi-component simulations

Introduction
As mentioned in the conclusions of the first part of this manuscript, the industrial community is
longing for a CFD solution that can treat the multi-component aspect in their simulations. Before
beginning the next chapter, let’s remind briefly some of the reasons why we do need to couple LES and
RANS codes to simulate the combustion chamber and the turbine stage. The answer is of twofolds.
Figure 2.26: Mach=1 iso-surface in the NGV vein passage. The vein is not totally blocked.
First, performing a multi-component simulation is compulsory as there is an interaction between
the combustion chamber and the turbine stage. Indeed, if an iso-surface of Mach equal to one is
plotted in the high-pressure Nozzle Guide Vane (NGV) of a aeronautical engine, a zone near the
shroud where the flow is subsonic can be identified in Fig. 2.26. Thus, a multi-component simulation
between the combustion chamber and the turbine is needed since information will travel both ways
and two separate calculations will never be able to capture those synergies without interacting. This
means that the information exchange has to go in both, downstream and upstream directions.
Second, one could ideally think of doing all the computation with only one solver. The solver
that is usually employed for TURBOMECA applications in combustion chambers is AVBP [164] and
the one used for turbine applications is elsA [32]. However, elsA is not capable of taking into account
the species reactions and can not be used in the combustion chamber. AVBP, suited for combustion
problems, is not prepared to evolve in a turbine stage as the unstructured solver lacks of a methodology
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to treat the stator-rotor interface. Even so, the wall refinements needed to resolve properly the wall
behavior are scarce and no clear answer emerges to retain LES as a solution in the turbine realistic
industrial applications, at least not in the rotor. Each solver being suited for a specific component, the
zonal coupling dawns as the solution for the multi-component simulations we need to perform.
Interest in zonal LES/RANS code coupling for industrial applications for GT engines began with
the ASCI project within which Stanford started to search a zonal coupling in the 2000s. After some
years of developments of the coupling platform and test cases validation [162], Stanford researchers
did in 2007 the first and, until now, the sole unsteady simulation of an entire engine with LES/RANS
coupling. Their simulation relies on unsteady RANS simulations for compressor/turbine and incom-
pressible LES for the combustion chamber [120]. A simple time-average of the velocity provides
a mean velocity at the inlet of the RANS domain. This velocity distribution is highly non-uniform
which allows to describe turbulence at the inlet with the local turbulence generation from the mean
velocity. They propose to use an auxiliary duct in which the RANS turbulence model equations are
solved for the transferred mean velocity. In an industrial case, the mean velocity from the combustor
outlet is passed to the duct and the equations for k and ω are iterated until convergence for a frozen
mean flow. Finally, the mean velocity from the combustor and k and ω from the duct are passed to
the turbine inlet. This produces an inflow boundary condition for the RANS domain that is consis-
tent with the RANS turbulence model used. However, this method, retained by Stanford to compute
combustion chamber/turbine interactions, does neither have any feedback from RANS to LES nor
physical consistency of pressures between the compressible and incompressible solvers. The body
force applied in their test cases is not used in the full engine application [161]. Furthermore, no math-
ematical justification is given for the methodology employed by the authors to assure the convergence
of the solution. In this thesis, both these points will be addressed but will clearly need more analyses.
This part of the dissertation is arranged as follows:
 Chapter 3 presents the philosophy of the methodology proposed, that is a domain decompo-
sition method. Inflow and outflow conditions and solvers synchronization, as well as other
coupling aspects treated in this thesis are also detailed in this Chapter.
 Chapter 4 deals with the mathematical justification of the coupled procedure in a 1D simplified
scheme giving some insights of the way one should couple to reach convergence, among other
things. A numerical 1D toy illustrates some of the findings of this Chapter.
 The different test cases used to validate the methodology are detailed in Chapter 5. They are
representative of the physics that can be found in real turbomachinery and serve to evaluate the
coupling approach proposed.
 The last chapter gathers the major conclusions drawn from this study.
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In 1870, Schwarz published an iterative method to solve simple problems relying on Partial Dif-
ferential Equations (PDE) [165]. He proposed to divide the initial problem in subdomains. The global
solution is obtained by solving iteratively the subproblems in each subdomain and exchanging the so-
lution obtained by the neighbor subdomains. It was not until the 80s that P. L. Lions [107] promoted
the use of the overlapping Schwarz methodology in the numerical resolution of PDE problems by us-
ing the increasing computing power and parallelization of tasks as can be seen in Fig. 3.1. A complete
overview of the different decomposition methods is proposed in Balin [12]. To simplify, only the two
major trends in Domain Decomposition Methods (DDM) are presented here. There are of two types:
 subdomains without overlap: the intersection between the subdomains is only at the boundaries,
Fig. 3.2 (a), where Ω1∩Ω2 = ∂Ω1∩∂Ω2.
 subdomains with overlap: each subdomain covers a part of the neighboring subdomain as plot-
ted in Fig. 3.2 (b), where Ω3 =Ω1∩Ω2.
In this thesis, only the overlap technique is considered, although it could be of interest to have Ω3
go to zero so one obtains the non-overlapping contact.
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Figure 3.1: Each base grid can be distributed over a contiguous range of processors. In this example
the base grid G1 is distributed over processors [0, 1], the base grid G2 over processor [4], the refinement
grid G3 over processors [3, 4, 5] and the refinement grid G4 over processors [6,7] from Henshaw &
Schwendeman [74].
(a) (b)
Figure 3.2: (a) DDM without overlap and (b) DDM with overlap.
Simultaneously to the development of DDM in the mathematical field, another procedure upraised
in the fluids mechanics community, the Chimera method, also called the overset grid method in the
literature [17]. Historically, the fluids mechanics field went from non overlapped domains (parallel
computations) to overlapped domains, as in the Chimera technique. Overset grid methods were born
originally to diminish the mesh generation difficulties in structured grids. Chimera is a variant of
the Schwarz algorithm used in CFD to ease the meshing of complicated objects as in Fig. 3.3. The
mathematical formulation of Chimera is presented for a 2D Laplace problem in Brezzi et al. [28].
Numerically, the method transfers the solution from overlapping grids through interpolation. The
Chimera method is implemented in the elsA solver and has widely been applied to industrial config-
urations. An exhaustive synopsis on Chimera technique, its origins and applications with elsA solver
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(a) (b)
(c) (d)
Figure 3.3: Illustration of the use of Chimera for aerodynamic computations [22]: (a) mesh of the
wing, (b) mesh of the flap, (c) cells of the wing mesh inside the flap mesh and (d) cells whose values are
calculated by interpolation in the flap mesh.
is available in Blanc [21]. The fact that the Chimera scheme does not satisfy a global discrete conser-
vation property has been labeled as the source of anomalies observed in some utilizations. Keeling
et al. [89] introduce a new mathematical framework within which Chimera schemes can be properly
analyzed to study such loss phenomena. Particularly, it can be noticed that dissipation problems can
occur if a mesh is drastically de-refined in a single domain computation and does not come exclu-
sively from domain decomposition.
The current chapter describes the framework for the DDM/Chimera based execution of RANS
and LES flow solvers. The portray of the RANS and LES flow solvers has already been done in
Chapter 2 and Appendix D, the first question to answer in this chapter is what makes the coupling
presented in this thesis different from other LES/RANS coupling strategies:
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 Two different codes are used, an unstructured LES solver and a structured RANS solver.
 Not only is the RANS solver compressible but so is the LES code.
 There is a feedback from the RANS computation to the LES computation.
This two-way exchange avoids reducing the problem to standard LES computation, where the
RANS solution is computed a priori and only serves to provide a boundary condition to LES. The
implementation of our two-way coupling technique needs also to define:
 the spatial coupling, where the information is exchanged,
 the nature of the physical quantities transmitted,
 the synchronization of the coupling system.
Each of these points will be treated hereafter.
3.1 Domain decomposition targeted
Figure 3.4: LES and RANS coupled computation of the combustion chamber/turbine in a real engine:
the solvers run simultaneously and exchange only the necessary information at the interfaces: the nozzle
guide vane is computed in both LES and RANS.
In this thesis, the LES domain is always upstream of the RANS domain because of the specific
application. The RANS domain receives flow data from the LES solver to define its inflow boundary
conditions. In return, the upstream LES solver has to receive flow information from the downstream
RANS flow solver. This last step is necessary in order to take into account the influence of the
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downstream flow development on the flow in the LES domain. The strategy chosen after the study
of the state of the art is to couple LES and RANS exchanging information at specific planes. An
overlap region will be computed by each solver, i.e, in the final industrial application, the nozzle
guide vane (NGV), could be simulated by both AVBP and elsA, in LES and RANS, respectively as
shown in Fig. 3.4. With such a decomposition, mean values of the flow computed by AVBP before
the NGV should take into account the potential effects of the downstream stator computed by elsA.
For more information on the computation of a combustion chamber + NGV in LES, one can refer to
Appendix A. Note that no longer will there be an average in the azimuthal direction in the plane that
will serve as inlet condition for the elsA computation. In addition, the outlet of the AVBP combustion
chamber + high pressure NGV computation will be set by the information extracted from the middle
of the elsA computational domain, in a plane between the stator and rotor. The potential effects from
the NGV and rotor would be taken into account by the AVBP flow, whereas in todays computations
the pressure is constant at the outlet plane. In this thesis, the aim is to implement a DDM to be
used on non-conforming overlapping grids that can serve, when validated, to solve highly complex
configurations. In a generic form, this DDM can be pictured as in Fig. 3.5.
Figure 3.5: Schematic DDM proposed in this thesis, an identical illustration of this method is plotted in
Fig. 3.2 (b) .
The goal of such a zonal coupling is to compute all models in their own regime of validity: steady
RANS for flows with stationary statistics and unsteady LES where it is needed. Even though one can
choose the best suited method for each subdomain without considering their compatibility, inappro-
priate coupling conditions can lead to contamination of the results in the LES or RANS subdomains.
As a consequence, an effort is needed for implementing complex coupling conditions. Depending
on the type of the interface illustrated in Fig. 3.5, the requirements on the coupling conditions differ.
Indeed, a domain decomposition method is defined not only by the geometric criteria by which the
global domain is partitioned, but also by the information which is transferred between subdomains.
Since the LES will be always placed before the RANS domain, as pictured in Fig. 3.5, the definition
of the the nature of the physical quantities transmitted is equivalent to establish the RANS inflow and
LES outflow conditions.
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3.2 Physical quantities transmitted
3.2.1 RANS inflow data specification
The construction of boundary conditions for RANS from LES data is quite straightforward and has
been used on multiple occasions [57, 161, 191]. The LES data can be averaged over time and used
as boundary conditions for the RANS solver (at least for the first moments). A temporal classical
average can be performed in the LES computation, at each time step the flow field from LES partic-
ipates to the average field computation. This method needs an adaptation time linked to the average
statistics convergence of the LES fields. For turbulent flows, the average statistics of LES results can
also be used as inlet conditions for the turbulent model variables (higher order moments) although
care is necessary [120]. In this thesis, a sliding average is performed when needed. More details
about the time averaging technique can be found in Sections 3.3 and 5.4.
A general method for downstream coupling with a sharp interface was devised by Von Terzi &
Fro¨hlich [180]. For the velocity coupling, the explicitly Reynolds-averaged velocity field of the LES
domain is imposed as a Dirichlet condition for the RANS inflow boundary. In this thesis, the choice
has been to interpolate onto the first two rows of the downstream subdomain mesh all the conservative
variables plus the two turbulent variables, when needed. The downstream solver uses this information
to update its residuals computation in the nearby row. This method can be understood as a one-way
Chimera, since the feedback is done at the other end of the overlap zone. The extension of the two
rows to be interpolated from the upstream region is set for reasons of compatibility with the numerical
scheme, as shown in Fig. 3.6, and the need to impose information in a weak form (i.e. fluxes and not
hard conditions).
Figure 3.6: Two rows to be interpolated from the upstream subdomain to the downstream subdomain for
a 5 points scheme in the downstream domain.
In agreement with the Chimera technique implemented within elsA, the zone of transfer in the
vicinity of an overlapping boundary must be extended so that the numerical stencil of the discretiza-
tion applied to the boundary interface is complete. For a simple numerical stencil, the extension must
take place in the direction perpendicular to the boundary and to a discretization point layer count de-
duced from the number of points of the numerical stencil in one direction. For example, no extension
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for a scheme with 3 points in a topological direction whereas an extension to 1 layer is needed for a
scheme with 5 points in a topological direction. Since a 5 points scheme is used in all the applications
of this thesis, deduction of the points to be interpolated in the vicinity of an overlapping boundary in
a direction is pictured in Fig. 3.6: two rows (i−2 and i−1) should be interpolated, the third (i) being
calculated by the downstream scheme. In this case, the downstream code uses the variables in the
first two rows to advance its scheme. The information in these two rows has been interpolated from
the cells of the upstream domain. Fig. 3.3 (b) also shows the two rows of cells which are receiving
the interpolated values. It goes without saying that the conservativity of this approach directly relies
on the interpolation method [84, 175]. We use a linear interpolation. According to Henshaw [75],
for the resolution of a time-dependent and elliptic equation with a second order numerical method, a
linear interpolation is sufficient between the subdomains for the errors to go to zero.
3.2.2 LES outflow data specification
LES delivers a time-dependent solution but RANS simulation can only provide mean values. There-
fore, the role of the outflow interface is to allow for mean flow information to propagate upstream
and for the fluctuations to leave the LES domain without too much reflection. As stated by Schlu¨ter
et al. [163], a natural choice to ensure the transfer of information from the downstream domain to
the upstream domain would be to prescribe the outflow pressure distribution. However, the ASCI
researchers could not adopt this method as in their project the LES solver was a low-Mach number
incompressible code. As a consequence, the pressure evolution is determined by a Poisson equation
where its magnitude adjusts to the velocity field. This formulation makes it impossible to prescribe
the pressure of a compressible code at the outlet of the LES domain directly, since it is not coherent
with a divergent free velocity field. Instead, only the velocities or their derivatives can be specified
as boundary conditions in the LES flow solver, the pressure adjusts accordingly. In their approach,
the mean velocity profiles are enforced by adding a virtual body force to the right-hand side of the
momentum equations inside the overlap region of the computational domains of the LES and the
RANS flow solvers [159]. More information and mathematical analysis on full convective outflow
conditions for LES can be found in Fro¨hlich & Von Terzi [57].
For any RANS zone downstream of a LES zone, the desired task from a hybrid LES/RANS cou-
pling at an outflow type interface is to propagate mean flow information upstream. In this thesis and
contrarily to the ASCI project, two compressible codes are used so the choice is done to give an infor-
mation on pressure through the LES outlet boundary condition as will be detailed below. Boundary
conditions are of paramount importance in a compressible LES computation because the concept is
unsteady by nature and includes also acoustic waves. For this reason, characteristic boundary condi-
tions were proposed by Poinsot & Lele [141] (NSCBC approach). This method is an extension of the
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characteristic decomposition of the Euler equations to viscous flows and allows to define waves that
can directly be acted upon by the boundary condition. There are several ways to impose boundary
conditions in the discretized equations. Considering a simplified form with a single step time ad-
vancement, where Unj is the vector of conservative variables on the node j at the time step n, the hard
way to impose Dirichlet boundary conditions is to replace the flow variables predicted by the scheme
for the time step n+1 by the imposed value at the nodes located on the domain boundary ∂Ω:
Un+1j = U
n
j −
∆t
Vj
(
dUnj
)
scheme ∀ j ∈ {Ω\∂Ω} (3.1)
Un+1j =
(
Un+1j
)
BC
∀ j ∈ {∂Ω} (3.2)
For Neumann boundary conditions, the correction is applied after the calculation of the fluxes.
The boundary condition is used to determine a corrected nodal residual dUnj that replaces the resid-
ual predicted by the scheme before advancing the equations in time to obtain a new vector of flow
variables Unj :
Un+1j = U
n
j −
∆t
Vj
(
dUnj
)
scheme ∀ j ∈ {Ω\∂Ω} (3.3)
Un+1j = U
n
j −
∆t
Vj
(
dUnj
)
BC ∀ j ∈ {∂Ω} (3.4)
This last method is used in AVBP for the non-characteristic application of Neumann bound-
ary conditions directly on conservative variables but also for the characteristic boundary conditions
(Dirichlet and Neumann type) that modify the residual at the boundary nodes. The concept of char-
acteristic boundary conditions is the following: waves that are leaving the domain are well computed
by the numerical scheme, they only contain upwind information, and must be left unchanged, while
waves entering the domain cannot be computed by the numerical scheme, they transport downwind in-
formation, and must therefore be replaced by user-defined values. These values are given in AVBP by
the physics of the boundary conditions [141]. The number of waves imposed for an inlet or an outlet
is justified by Table 3.1 (Chapter 9 of [142]) and coincides with the number of waves traveling in the
exiting or entering directions at the considered domain boundary.
Implementing boundary conditions directly from waves corresponding to the full Navier-Stokes
equations is far too difficult. The aim of this section is to show theoretical developments on the
well known conservative form of Euler equations, which are treated using the characteristic theory
in AVBP. The extension to Navier-Stokes equations is then done according to the NSCBC principles
leaving viscous terms apart. To look in more detailed to the passage from Navier-Stokes equations to
characteristic form, one can refer to Nicoud [132]. To summarize,
∂W = LU∂U (3.5)
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Boundary type Euler Navier-Stokes
Supersonic Inflow 5 5
Subsonic Inflow 4 5
Supersonic Outflow 0 4
Subsonic Outflow 1 4
Table 3.1: Number of physical boundary conditions required for well-posedness (3D flow) [142].
where LU is the matrix to pass from conservative variables to characteristic variables (U stands for the
conservative variables and W for the characteristic variables). The associated propagation velocities
are: 
λ1
λ2
λ3
λ4
λ5
=

un+ c
un− c
un
un
un
 (3.6)
where un and c are the normal velocity and the speed of sound, respectively. For an acoustic wave
traveling upstream of a subsonic outflow boundary condition, ∂W 2 (superscript 2 because it is the
second component) is the acoustic wave of interest.
To build the boundary condition, the explicit time advancement scheme of AVBP leads to the
predicted value Un+1pred :
∂U =Un+1pred−Un =−RP∆t (3.7)
The total residual RP can be split into two parts :
∂U =−∆t(RPBC +RPU) (3.8)
RPBC which will be modified by the BC treatment and R
P
U will be left unchanged. The objective of the
BC treatment is to construct the final value of U at time n+1 : Un+1
Un+1 =Un−∆t(RCBC +RPU) (3.9)
where RCBC is the part of the residual which has been corrected using R
P
U , U
n, the type of boundary
condition and the target values. More details about all the methods to determine RPU can be found
in Nicoud [132]. The follow-on question lies in the evaluation of the different waves in the spatial
formulation, which is the initial form of the NSCBC method [141]. The ∂W are obtained from spatial
gradients:
∂W =−λ∂W
∂n
∆t (3.10)
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where λ is the vector containing the eigenvalues, i.e. the propagation speed of the waves as previously
defined in Eq. (3.6). This means that the variations of characteristic variables in the spatial formulation
are proportional to normal gradients of variables (true for a 1D problem). Following the development
of Poinsot & Lele [141] we can introduce the L notation:
L= λ
∂W
∂n
(3.11)
As a consequence, defining L through the boundary condition allows to retrieve ∂U with the
combination of Eqs. (3.5), (3.8) and (3.10). The acoustic behavior of a subsonic outlet is easy to
study as only one wave is imposed in the characteristic formalism employed in AVBP. Three main
behaviors are possible at the outlet:
 If the amplitude of the wave going upstream is zero, which is the same that imposing L2 =
(un− c)∂W
2
∂n
= 0, the boundary is fully non reflecting. A downside of this method is that
pressure drifts may occur.
 To elude this drawback, a relaxation can be added whose function is to drive the pressure
towards a user defined target value, Pt . In this case:
L2 = θ(P−Pt) where P is the state pressure. (3.12)
Non zero values of the relaxation parameter, θ, lead to partially reflecting boundaries. θmay be
chosen as small as possible when wanting to avoid acoustic reflections by the boundary since
the relaxation acts as a low-pass filter [167].
 The last solution is to impose directly the pressure outlet in a totally reflecting way. The in-
coming wave will be determined both by a pressure difference as previously, but also by the
outgoing wave.
In this thesis, the choice is done to use the second type for our LES solver, a relaxed type of
outlet boundary condition. However, by this definition, the incoming wave is independent of the
outgoing wave, which is the definition of a non-reflecting boundary condition. As both solvers are
compressible, the nearby downstream computation can be used to determine the amplitude of the
wave reflected at each point of the LES boundary condition. As it has been coded for this particular
coupling process, one has Pt = PelsA, where PelsA is the elsA local time averaged (in a RANS sense)
pressure.
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3.3 Synchronization of the coupled solvers
Two strategies can be imagined for a coupled application depending on the necessity or not to make
both solvers coincide in physical time. Let’s call T1 the time the Solver 1 advances in time between
two updates of the boundary values and T2, the same quantity for Solver 2. Two cases are of interest:
 T1 6= T2, the two solvers are not synchronized in physical time,
 T1 = T2, the two solvers are synchronized in physical time.
fcpl is called the coupling synchronization frequency. It is how often the boundary conditions are
updated. Another aspect to take into account is that in a parallel machine, codes may run together
or sequentially. Fig. 3.7 shows how the transmission conditions previously defined in Section 3.2
are exchanged in a sequential procedure, also called staggered coupling. At synchronization step
kcpl of the solvers, after a physical time T1, Solver 1 provides U
kcpl
1 (corresponding to two rows of
conservative variables) to Solver 2, which then starts and runs for T2 and sends back pressure P
kcpl
2 .
Figure 3.7: Sequential coupling strategy.
On the contrary, in the parallel approach, both solvers run simultaneously and exchange informa-
tion at the user-defined frequency. The information given from one code to the other at the step kcpl is
used to run each solver during a common period of time until next rendez-vous. The parallel approach
is pictured in Fig. 3.8.
Most existing applications that use the sequential procedure are based on steady state in one side
of the coupled problem [187]. On the contrary, as explained by Duchaine et al. [46], the use of the
parallel approach is usually devoted to the analysis of transient or fully unsteady phenomena. Even
if this particular aspect of the coupled LES/RANS is not the main aim of this thesis, the development
(from a computing point of view) of a parallel procedure has been included to allow further studies in
this direction.
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Figure 3.8: Parallel coupling strategy.
3.3.1 LES/RANS coupling
In our particular LES/RANS coupling, the aim is to preserve the specificities and resolution methods
of each solver in the LES and RANS sides, separately. For the RANS simulation, the coupling instants
essentially coincide with an alteration of the boundary condition while converging to the steady state
solution. Since LES resolves large-scale turbulence in space and time, the time step between two
consecutive times of the partial differential equation integration scheme is relatively small. RANS
flow solver, on the contrary, averages all turbulent motions over time and predicts ensemble average
solutions of the steady mean (i.e., independent of time) flow. Even when an unsteady RANS approach
is used, the time step employed by the RANS flow solver is still much larger than the one used for a
LES flow solver. In such cases, to provide the RANS computation with statistically average values, a
sufficient number of integration steps should be achieved in the LES subdomain.
To be coherent with RANS, a sliding average is done to the LES quantities over the time period
corresponding to (d) in Fig. 3.9, before transmitting them to the RANS computation (steps a). In
practice, in such a staggered approach, a sub-cycling strategy can be implemented so that both sub-
domains are advanced using different time steps. On the RANS side, step (b) in Fig. 3.9 stands for
the run towards a converged state. Such schemes in fact reproduce a fixed point iteration process to
ensure coherent coupled steady state solutions (mean fields) of a given problem solved on one side by
use of an unsteady model.
The coupling algorithm goes like this for each cycle:
 Step a): A sliding average is performed (in the time window corresponding to d) on the infor-
mation sent to the Solver 2. In our coupling staggered procedure, it corresponds to the average
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Figure 3.9: Coupling strategy for LES/RANS procedure.
conservative variables which are interpolated on the first two rows of Solver 2.
 Step b): Solver 2 runs until convergence. Solver 1 waits.
 Step c): Solver 2 sends its information to Solver 1. In our case, pressure to advance the Neu-
mann boundary condition of the upstream solver.
 Step d): Solver 1 runs for a determined number of time steps. Solver 2 waits. No time coher-
ence is compulsory between the subdomains physics. The coupling procedure starts again.
3.4 Other coupling strategies
Even if this thesis is centered around the LES/RANS approach to answer the industry needs, other
coupling procedures have been investigated during this research activity. The justification being that
zonal fluid coupling between two different compressible solvers has barely been confronted. There-
fore, before introducing the complexity of coupling two different compressible techniques such as
LES and RANS, a coupling between the same compressible code is a step that has been addressed
to test the coupling background (CWIPI, interpolations, ... presented in Appendix D.2). For this test
case, AVBP comes as a natural candidate: it has proven its capability in solving combustion prob-
lems [174] as well as providing good results even if expensive in blade context, cf Part I. The analysis
of the AVBP/AVBP coupling is not showed in this dissertation. This embryo of coupling between two
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instances of the same AVBP code has been much further developed by Dr. Wang to take into account
the rotation of one of the AVBP parts, among other additions. The results of such a study should be
available shortly.
Consistency
DNS/DNS low Re Steady Space
low Re Unsteady Time and Space
LES/LES high Re Unsteady Time and Space
(not presented here)
LES/RANS high Re Unsteady/Steady Of averaged fields in Space
Table 3.2: Coupling strategies tested during this thesis.
To be coherent with this philosophy, before confronting LES/RANS coupling, the AVBP/elsA
platform has been declined in the different kinds of solutions that can appear when solving compress-
ible flows: steady laminar or unsteady laminar. For example, as shown in Table 3.2, if the flow has
a low Reynolds number and the solution is steady, the consistency between the two subdomains has
only to be ensured in space at the interfaces. If there is an unsteady behavior in the solution such
as vortex shedding, the coupling will have to assure the consistency both in time and space. These
aspects are not directly related to the LES/RANS coupling but seemed interesting to treat in order to
set the basis for LES/LES coupling for example (Table 3.2). The reader will find in the two following
chapters a differentiation between the problems where a time coherence is needed and those, like
LES/RANS, where it is not.
Before applying some of these ideas to more realistic problems, the convergence of the coupling
methods is studied thanks to a simplified 1D model in Chapter 4. Resolving a 1D Euler characteristic
system of equations allows to study only one equation at a time as the 3 equations resulting from this
problem are uncoupled. It also enables to maintain the transmission aspect (downstream/upstream) in
the analysis of the convergence even if not resolving the full viscous problem. The resolution of such
systems should enable the identification of the different coefficients present in the coupling process
(relaxation parameters, coupling iteration ...). Chapter 4 is thus fully dedicated to well-posedness of
the coupling process of two compressible fluid subdomains.
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After having presented the coupling methodology in the previous chapter, the coupling proce-
dure is here treated by Domain Decomposition Method (DDM) of a one-dimensional problem. The
fundamental question we want to address is whether the solution coming from the coupling of two
overlapping subdomains through their interfaces is the same solution we would have if we had faced
the same equations in a sole domain.
A generic form of DDM is proposed to analyze different strategies of transmissions (Dirichlet,
Neumann, Robin) between the subdomains. The transmission conditions are applied at the bound-
aries of the subdomains. This approach does not exactly correspond to the method retained for our
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coupling, in the sense that the coupling procedure explained in the previous chapter is based on the
interpolation of the conservative variables at the inlet of the downstream domain. Nevertheless, in a
1D approach, our procedure is equivalent to imposing a Dirichlet condition.
The first section of this chapter presents the DDM problem in the Euler context. To be more
representative of the physics and bounded domains we use, the second section introduces the diffusion
term in the equations. The Euler equations are then retrieved by taking the hyperbolic limit. In the
third section, the influence of the time step on the convergence rate is briefly described. The last
section introduces a panel of numerical tests to analyze the DDM parameters influence with a 1D
simple tool.
4.1 Analysis of the 1D coupled Euler equations
The aim of this section is to perform the convergence analysis on the continuous coupled problem. To
do so, we solve the Euler hyperbolic time dependent problem using a Schwarz domain decomposition
technique. An overview of the different decomposition methods is proposed in Balin [12]. Contrary
to the classical approach where one discretizes time to obtain a sequence of steady problems to which
the domain decomposition algorithms is applied [3, 41], the algorithm is directly formulated for the
original problem without discretization. The advantage of this approach lies in the avoidance of the
algebraic equivalent of our coupling in overlapping non conforming grids. The continuous procedure
allows us to treat the coupling from a simpler pure geometric level. The spatial domain is decom-
posed into subdomains and solves iteratively time dependent problems on subdomains exchanging
information at the boundaries. The algorithm is defined as in the classical Schwarz case [107] but
with time dependent subproblems. The idea of this section is to merge two existing techniques in the
mathematical literature: the passage to the Laplace space to express the time dependency [58] and the
methodology of DDM as considered by Houzeaux & Codina [78]. Let’s remind the definition of the
Laplace unilateral transform. The Laplace transform of a function F˜(t) is the function F(s) defined
by:
F(s) = L(F˜(t)) =
∫ ∞
0
e−st F˜(t)dt ∀t ∈ R+
with parameter s ∈ C, ℜ(s)> 0.
Starting with a 1D system of the hyperbolic advection equation:
F˜u =
∂u
∂t
+a
∂u
∂x
= 0 ∀x ∈Ω (4.1)
where advection is constant and such that
a > 0. (4.2)
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The Euler equations in one dimension are 3 scalar independent equations. The case with a < 0 will
be treated after in this section.
Applying the Laplace transform with parameter s ∈ C, ℜ(s)> 0, one finds Eq. (4.1) to be of the
form:
Fu : us+a
∂u
∂x
= 0 ∀x ∈Ω (4.3)
We obtain an Ordinary Differential Equation (ODE) for a given s. The spatial domain is decom-
posed in two overlapping subdomains Ω1 = (−∞,δ) and Ω2 = (−δ,∞). For our analysis, k stands
for the iteration index of the coupling process. At k = 0, no exchange between the subdomains has
been done. k = 1, one transmission occurs. What we want to study is the convergence with respect
to the number of coupling iterations. Given two initial guesses u01 and u
0
2 for the two domains, the
aim is to find uk+11 and u
k+1
2 and prove that u1 ∪ u2 → u for k→ ∞, u being the solution of the non
partitioned problem. The general iteration by subdomain decomposition algorithm of overlap 2δ to
solve the system associated to Eq. (4.3) reads:
{
Fuk+11 = 0 ∀x ∈Ω1,
Φ1(uk+11 ) = θ1Φ1(u
k
2)+(1−θ1)Φ1(uk1) at x = δ,
(4.4)
{
Fuk+12 = 0 ∀x ∈Ω2,
Φ2(uk+12 ) = θ2Φ2(u
k′
1 )+(1−θ2)Φ2(uk2) at x =−δ,
(4.5)
where Φ1 and Φ2 are the linear functionals representing the transmission conditions at δ and −δ,
respectively, and θ1 and θ2 are positive constants, called relaxation parameters. Finally, k′ is the
iteration index which can be:
k′ =
{
k+1 for the sequential version,
k for the parallel version.
The reader should note that the terms parallel and sequential have been already used in this
manuscript to refer to the synchronization of the coupled solvers in time in Section 3.3. In this chapter,
sequential and parallel indicate the coupling process and do not designate the time synchronization.
Even though for stationary flow solution, a connexion between both approaches can be done, as will
be seen later in Chapter 5. The DDM presented previously is illustrated for θ1 = θ2 = 1 and k′ = k+1
in Fig. 4.1. In agreement with the scheme illustrated, the problem on subdomain Ω1 is solved for the
coupling iteration k+ 1 thanks to the transmission conditions on uk+11 , function of u
k
2, value given
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Figure 4.1: DDM with two overlapping subdomains for the Euler equation in a unrelaxed sequential case.
by subdomain Ω2 at the kth step. The resolution of the problem in subdomain Ω1 gives uk+11 , whose
value is used in the transmission condition of subdomain Ω2. The system of subdomain Ω2 can now
be solved. The process is sequential as the resolution of one subdomain depends explicitly (through
the transmission condition) on the resolution of the other subdomain. On the contrary, if the coupling
is parallel, the resolution of the subdomains depends implicitly on the solution of the other subdomain.
If it is assumed that the solution noted u(x,s) of the problem expressed by Eq. (4.3) satisfies
the transmission conditions, then the error ek+1i = u
k+1
i −u(x,s) verifies the following homogeneous
system of equations for k≥0:
{
Fek+11 = 0 ∀x ∈Ω1,
Φ1(ek+11 ) = θ1Φ1(e
k
2)+(1−θ1)Φ1(ek1) at x = δ,
(4.6)
{
Fek+12 = 0 ∀x ∈Ω2,
Φ2(ek+12 ) = θ2Φ2(e
k′
1 )+(1−θ2)Φ2(ek2) at x =−δ,
(4.7)
Three transmission conditions are of particular interest here:
Dirichlet: ΦD(u) = u,
Neumann: ΦN(u) =
a2
s
∂u
∂x
nx,
Robin: ΦR(u) =
a2
s
∂u
∂x
nx− (anx)u,
nx is the exterior normal which can take the values nx = 1 and nx = −1, for x = δ and x = −δ,
respectively. Note that with these forms,
a2
s
has the dimension of a viscosity.
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Solving Eqs. (4.6)1 and (4.7)1 (the index here stands for the equation number of the system be-
tween parentheses), the general solution is of the form:
ek+1i (x,s) =C
k+1
i exp(−
s
a
x),
where Ck+1i is a constant dependent on the transmission conditions given by Eqs. (4.6)2 and (4.7)2.
Before going into more details, a generic matrix formulation is introduced. It will help us in the
study of convergence. Let’s note the C¯k+1 vector as
C¯k+1 =
[
Ck+11
Ck+12
]
, (4.8)
all the decomposition domain algorithms lead to an algebraic system of the form:
C¯k+1 = T C¯k,
where T is called the iteration matrix. The errors ek+11 (x,s) and e
k+1
2 (x,s) will converge to zero as the
iteration proceeds if and only if
lim
k→∞
C¯k+1 = 0.
It can be shown that a necessary and sufficient condition is that the spectral radius ρ(T) of T, also
called convergence rate, satisfies
ρ(T) = sup
λi∈Sup(T)
|λi|< 1. (4.9)
where λi are the eigenvalues of the iteration matrix. The Laplace transform being a continuous
linear application, if ek+1i converges to zero, so does L
−1(ek+1i ).
To sum up, three separated problems have to be treated and will affect convergence towards the
solution of the whole domain problem:
• sequentiality vs parallelism of the iterations,
• the kind of boundary condition imposed at the coupling interfaces,
• the relaxation introduced at the boundary conditions.
Every aspect is treated hereafter.
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4.1.1 Sequential system
Let’s study the convergence of the continuous problem for the unrelaxed sequential version: k′= k+1
and θ1 = θ2 = 1. The effects of relaxation will be studied later. One can re-write the error coefficients
expression from Eq. (4.6)2 and Eq. (4.7)2, for k≥0, in a simplified form valid for every transmission
condition (Dirichlet, Neumann or Robin):
Ck+11 = ρ1C
k
2
Ck+12 = ρ2C
k+1
1
(4.10)
where ρ1 and ρ2 do not depend on the iteration number k. For k≥1, using the fact that Ck2 = ρ2Ck1,
we can write:
Ck+11 = ρ1ρ2C
k
1
Ck+12 = ρ1ρ2C
k
2
(4.11)
and the iteration matrix becomes
T =
[
ρ1ρ2 0
0 ρ1ρ2
]
(4.12)
whose double multiplicity eigenvalue is λ= ρ1ρ2, so that ρ(T) = ρ= |ρ1ρ2|.
The expressions of ρ are going to be determined for each decomposition method. In our case, a
Dirichlet condition is imposed for Φ2 at x = −δ. The combination of this condition with any of the
three conditions at x = δ will lead to three families of overlapping domain decomposition methods,
Dirichlet/Dirichlet (Schwarz method), Dirichlet/Neumann and Dirichlet/Robin.
Dirichlet/Dirichlet Dirichlet conditions are imposed at both x = −δ and x = δ. The transmission
conditions give:
x = δ{
Φ1(ek+11 (δ,s)) =C
k+1
1 exp(− saδ)
Φ2(ek+12 (δ,s)) =C
k+1
2 exp(− saδ)
x =−δ{
Φ1(ek+11 (−δ,s)) =Ck+11 exp( saδ)
Φ2(ek+12 (−δ,s)) =Ck+12 exp( saδ)
Substituting these expressions into the equations for the error transmission Eq. (4.6)2 and Eq. (4.7)2,
one can conclude that ρ1 = 1 and ρ2 = 1 yielding therefore |ρ| = 1. The error at k+ 1 remains and
is the initial error since the expression of the error at the coupling iteration k+1 is directly related to
the initial error by:
ek+1i (x,s) = ρ
k+1e0i (x,s).
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An alternative view on the problem granting the same conclusion can be of interest. Let’s combine
the two following expressions:
ek+11 (x,s) =C
k+1
1 exp(− sa x),
ek+12 (x,s) =C
k+1
2 exp(− sa x),
with the transmission relation at x =−δ: [ek+12 (−δ,s) = ek1(−δ,s)]
ek+12 (−δ,s) =Ck+12 exp( saδ) = ek1(−δ,s),
and thus substituting Ck+12 in the expression of e
k+1
2 (x,s):
ek+12 (x,s) = e
k
1(−δ,s)exp(− saδ)exp(− sa x),
= ek1(−δ,s)exp(− sa(x+δ)),
Since at x = δ, the transmission condition applies, one also has:
ek+11 (δ,s) =C
k+1
1 exp(− saδ) = ek2(δ,s).
Substituting the value of Ck+11 (some expressions appear in bold or underlined to ease the reader
comprehension, for instance, the following expression in bold will be used below):
ek+11 (x,s) = e
k
2(δ,s)exp(
s
aδ)exp(− sa x),
ek+11 (x,s) = e
k
2(δ,s)exp(− sa(x−δ)),
so at the end,
ek2(x,s) = e
k−1
1 (−δ,s)exp(− sa(x+δ)),
ek2(δ,s) = e
k−1
1 (−δ,s)exp(− sa(2δ)),
and thus substituting in the expression of ek+11 (x,s)
ek+11 (x,s) = e
k−1
1 (−δ,s)exp(− sa(x−δ))exp(− sa(2δ)),
e2k1 (x,s) = e
0
1(−δ,s)exp(− ksa (x+δ)).
To obtain the convergence result for bounded time intervals, the back-transformation is performed.
Since
e−αs =
∫ ∞
0
e−stδ(t−α)dt
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and using the convolution result on Laplace transform, L( f ∗ g) = L( f )L(g), and Laplace transform
with α= ka(x+δ):
e2k1 (x, t) = e
0
1(−δ, t)∗t δ(t−
k
a
(x+δ)) =
∫ ∞
0
e01(−δ,τ) δ(t−
k
a
(x+δ)− τ)dτ
e2k1 (x, t) = e
0
1(−δ, t−
k
a
(δ+ x))
e2k1 (δ, t) = e
0
1(−δ, t−
k
a
(2δ)) at x = δ
In the time space, there has been a translation (depending on the overlap region 2δ) of the initial
error but no amplification. It is the same conclusion as retrieved in the Laplace space. In the following,
the study will be limited to the latter space.
Dirichlet/Neumann A Neumann condition is imposed now at x= δwhere nx = 1. The transmission
conditions hence read:
Φ1(ek+11 (δ,s)) =−a Ck+11 exp(− saδ)
Φ1(ek+12 (δ,s)) =−a Ck+12 exp(− saδ)
Φ2(ek+11 (−δ,s)) =Ck+11 exp( saδ)
Φ2(ek+12 (−δ,s)) =Ck+12 exp( saδ)
Substituting these equations into the equations for the error transmission Eq. (4.6)2 and Eq. (4.7)2,
one can conclude that ρ1 = 1 and ρ2 = 1 and similarly to the previous case |ρ|= 1. The error at k+1
retains the initial error.
Dirichlet/Robin A Robin condition is imposed now at x = δ. The transmission conditions thus
give:
Φ1(ek+11 (δ,s)) = [−2a]Ck+11 exp(− saδ)
Φ1(ek+12 (δ,s)) = [−2a]Ck+12 exp(− saδ)
Φ2(ek+11 (−δ,s)) =Ck+11 exp( saδ)
Φ2(ek+12 (−δ,s)) =Ck+12 exp( saδ)
Substituting these equations into the equations for the error transmission Eq. (4.6)2 and Eq. (4.7)2,
one can conclude that ρ1 = 1 and ρ2 = 1 and therefore |ρ| = 1. The error at k+ 1 also retains the
initial error.
For each of the three transmission conditions, in the case of the unrelaxed sequential approach, the
convergence rate is equal to 1. Another important observation out of this analysis is that the overlap
length has no influence in the convergence rate in all three cases.
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4.1.1.1 Waves traveling upstream
Let’s consider a 1D advection problem that becomes an advection-reaction problem after the Laplace
transform: {
Fu = su+a
∂u
∂x
= 0 ∀x ∈Ω (4.13)
where advection is constant and such that a < 0. Let’s remind that k′ = k+1 and θ1 = θ2 = 1 in
this case. Introducing the transmission coefficients suitable for each case in the unrelaxed sequential
version, one can deduce the expressions for ρ1 and ρ2. For this particular study, we concentrate on
the Dirichlet/Neumann transmission condition since it is the one we are employing in the application
cases. A legitimate question may arise for the convergence of the Neumann/Dirichlet method for
a > 0, conceptual symmetric of the Dirichlet/Neumann with a < 0 as shown by Fig. 4.2.
(a)
(b)
Figure 4.2: (a) Dirichlet/Neumann with a < 0, conceptual symmetric of the (b) Neumann/Dirichlet
method for a > 0.
Neumann/Dirichlet For a Dirichlet condition at x= δ and a Neumann condition imposed at x=−δ,
Φ1(ek+11 (δ,s)) =C
k+1
1 exp(− saδ)
Φ1(ek+12 (δ,s)) =C
k+1
2 exp(− saδ)
Φ2(ek+11 (−δ,s)) = a Ck+11 exp( saδ)
Φ2(ek+12 (−δ,s)) = a Ck+12 exp( saδ)
Substituting these equations for the errors transmission conditions in Eq. (4.6)2 and Eq. (4.7)2,
one obtains: ρ1 = 1 and ρ2 = 1. The rate of convergence is equal to 1. The Neumann/Dirichlet method
with a < 0 has the same behavior as the Dirichlet/Neumann method with a > 0.
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4.1.1.2 Relaxed sequential system
In order to compare the results of the relaxed version to unrelaxed ones, ρ1 and ρ2 from the unrelaxed
sequential approach are used in the following sections. The relaxed version of the sequential domain
decomposition methods can be obtained from Eqs. (4.6)2 and (4.7)2 for k ≥ 0:
Ck+11 = θ1ρ1C
k
2 +(1−θ1)Ck1
Ck+12 = θ2ρ2C
k
1 +(1−θ2)Ck2
(4.14)
where ρ1 and ρ2 are the unrelaxed rates of convergence calculated in the last subsection. The iteration
matrix T is for k ≥ 0:
T =
[
1−θ1 θ1ρ1
θ2(1−θ1)ρ2 θ1θ2ρ1ρ2+(1−θ2)
]
(4.15)
Making the simplification (θ1,θ2)=(θ,1), since in our methodology only the feedback from
RANS to LES has a relaxation, and calculating the characteristic polynomial, one finds a double
eigenvalue λ, which is given by λ = 1+θ(ρ1ρ2− 1). Therefore, for all the transmission conditions
earlier given, since ρ1ρ2 = 1, one has λ = 1 so that |ρ| = 1 meaning that relaxation at the interface
has not influence in this case.
4.1.2 Parallel system
The convergence analysis on the continuous problem can also be studied for the unrelaxed parallel
version. In this case, k′ = k and θ1 = θ2 = 1. One can re-write the error coefficient expressions from
Eq.(4.6)2 and Eq.(4.7)2, for k≥0, as it has been done before for the unrelaxed sequential system:
Ck+11 = ρ1C
k
2
Ck+12 = ρ2C
k
1
(4.16)
which leads to the iteration matrix:
T =
[
0 ρ1
ρ2 0
]
(4.17)
whose eigenvalue is λ =
√|ρ1ρ2|, so that ρ =√|ρ1ρ2|. Convergence criteria for the parallel
system is the same as the one for the sequential version (for all the transmission conditions studied).
The rate of convergence is the square root of the one in the sequential method. For the cases of
interest, it remains equal to 1.
4.1.2.1 Relaxed parallel system
The iteration matrix for the relaxed parallel version reads
T =
[
1−θ1 θ1ρ1
θ2ρ2 1−θ2
]
(4.18)
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whose characteristic equation is equal to λ2+(θ1+θ2−2)λ+1−θ1−θ2+θ1θ2(1−ρ1ρ2) = 0
and whose discriminant is ∆=(θ1−θ2)2+4θ1θ2ρ1ρ2. Making again the simplification (θ1,θ2)=(θ,1),
the discriminant becomes ∆= (θ−1)2+4θρ1ρ2. For each type of transmission coefficient, ρ1ρ2 = 1,
as a consequence ∆ becomes equal to (θ+1)2. The two eigenvalues are 1 and −θ. To have conver-
gence, one must assure that |θ| ≤ 1.
4.1.3 Concluding remarks
In this section, a justification of the mathematical foundation of our coupling procedure has been
presented through a simple example on the Euler equations. The main conclusions are that the initial
error is retained for all the procedures proposed. The initial guesses will be of paramount importance
since they will affect the subsequent coupled computation. Moreover, the overlap length has no
influence in the convergence rate. Table 4.1 gathers the convergence rates. Furthermore, for the
relaxed parallel approach, one has to assure that the relaxation parameter is smaller than 1.
Rate of convergence Conditions for convergence
Unrelaxed sequential 1 –
Relaxed sequential 1 –
Unrelaxed parallel 1 –
Relaxed parallel 1 |θ| ≤ 1
Table 4.1: Summary of the mathematical analysis for the Euler scalar equations.
The convergence rates obtained with the proposed algorithm in this section have been compared
for the unrelaxed parallel case with the methodology developed by Dolean et al. [41] to study the
convergence rate from a quantitative point of view in 2 and 3D cases for overlapping decompositions.
Their method relies on the formulation of an additive Schwarz algorithm involving transmission con-
ditions that are derived naturally from a weak formulation. These interface conditions are Dirichlet
conditions for the characteristic variables. They correspond to incoming waves also called natural
interface conditions which take into account the hyperbolic nature of the Euler equations. Only the
negative eigenvalues are applied at the boundary condition for subdomain 1 and only the positive
ones are applied at the boundary condition of subdomain 2. Similar formulations were previously
studied for the semi-discrete Euler equations by Bjørhus [20] and for more complicated models as
Navier-Stokes equations by Quarteroni et al. [146]. The main difference is that we treat the scalar
equation and they do the matrix approach. We have applied their analysis [41] to the 1D problem and
the same results have been retrieved for the unrelaxed parallel approach: ρ= 1.
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The resolution of the scalar Euler 1D equation does not take into account the bounded boundary
layers present in real configurations. Indeed, the usual domains do not extend from (−∞,∞) but
are bounded (−l1, l2). The first remark is that the initial errors may interact with this supplementary
boundary conditions and behave differently: they may be amplified or reduced. This is the reason why
we propose an additional section, where we will be treating a one-dimensional advection-diffusion
scalar equation (well-posed with 2 boundary conditions). In the hyperbolic limit, we will recover the
Euler scalar equation.
4.2 The advection-diffusion general problem statement
It has been seen in the previous section that no convergence rate inferior to 1 can be achieved if using
the DDM proposed for the advection system. The aim of the present section is to consider also the
diffusion for the problem definition and then take the hyperbolic limit to retrieve the linearized Euler
equations.
Instead of the pure advection system of Eq. (4.3), the advection-diffusion problem for 1D becomes
an advection-diffusion-reaction problem after the Laplace transform:
 Fu =−ν
∂2u
∂x2
+ su+a
∂u
∂x
= 0 ∀x ∈Ω= (−l1, l2)
u = 0 at x =−l1, l2
(4.19)
where l1 and l2 are positive. ν and s are constant such that s > 0 and ν > 0. The advection is
supposed constant and such that a > 0. l = l1+ l2 is the total length of the domain.
Two non-dimensional parameters can be defined, the Reynolds number, Re, and the reaction
number, R, as:
Re =
a l
ν
and R =
s l
a
Performing the same process as previously, the iteration by subdomain decomposition algorithm
of overlap 2δ to solve (4.19) is:

Fek+11 = 0 ∀x ∈Ω1,
ek+11 = 0 at x =−l1,
Φ1(ek+11 ) = θ1Φ1(e
k
2)+(1−θ1)Φ1(ek1) at x = δ,
(4.20)
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
Fek+12 = 0 ∀x ∈Ω2,
ek+12 = 0 at x = l2,
Φ2(ek+12 ) = θ2Φ2(e
k′
1 )+(1−θ2)Φ2(ek2) at x =−δ,
(4.21)
The three transmission conditions are defined as:
Dirichlet: ΦD(u) = u,
Neumann: ΦN(u) = ν
∂u
∂x
nx,
Robin: ΦR(u) = ν
∂u
∂x
nx− (anx)u.
Solving Eqs. (4.20)1 and (4.21)1, the solution is of the form:
ek+1i = A
k+1
i exp((ω+ τ)x)+B
k+1
i exp((ω− τ)x)
where Ak+1i and B
k+1
i are constants depending on the boundary conditions given by (4.20)2 and
(4.21)2. Taking into account these boundary conditions, the errors can be expressed as:
ek+11 =C
k+1
1 exp(ωx) sinh(τ(l1+ x)),
ek+12 =C
k+1
2 exp(ωx) sinh(τ(l2− x)).
ω and τ are given by:
ω=
Re
2l
and τ=
1
l
√
(Re/2)2+ReR
4.2.1 Sequential system
Introducing the transmission coefficients suitable for each case in the unrelaxed sequential system,
one can deduce the following expressions for ρ1 and ρ2, as done in the previous section. Let’s remind
that k′ = k+1 and θ1 = θ2 = 1 in this case.
Dirichlet/Dirichlet
ρ1 =
sinh(τ(l2−δ))
sinh(τ(l1+δ))
and ρ2 =
sinh(τ(l1−δ))
sinh(τ(l2+δ))
(4.22)
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Therefore,
ρ=
sinh(τ(l2−δ))
sinh(τ(l2+δ))
sinh(τ(l1−δ))
sinh(τ(l1+δ))
(4.23)
Since l2 > δ and l1 > δ, ρ1 and ρ2 are positive, and so is their product ρ1ρ2. We will use this
property in Section 4.2.3.1 to determine the validity regime for the relaxation parameter.
Dirichlet/Neumann For a Neumann condition imposed at x = δ,
Φ1(ek+11 (δ,s)) =C
k+1
1 exp(ωδ)[νω sinh(τ(l1+δ))+ντ cosh(τ(l1+δ))]
Φ1(ek+12 (δ,s)) =C
k+1
2 exp(ωδ)[νω sinh(τ(l2−δ))−ντ cosh(τ(l2−δ))]
Substituting these equations and the ones for the Dirichlet condition for the error transmission
conditions in (4.20)3 and (4.21)3, one obtains:
ρ1 =
ω sinh(τ(l2−δ))− τ cosh(τ(l2−δ))
ω sinh(τ(l1+δ))+ τ cosh(τ(l1+δ))
and ρ2 =
sinh(τ(l1−δ))
sinh(τ(l2+δ))
(4.24)
and ρ is given by:
ρ=
∣∣∣∣ω sinh(τ(l2−δ))− τ cosh(τ(l2−δ))ω sinh(τ(l1+δ))+ τ cosh(τ(l1+δ)) sinh(τ(l1−δ))sinh(τ(l2+δ))
∣∣∣∣ (4.25)
To determine the sign of the product ρ1ρ2, ρ1 can be expressed as:
ρ1 =
ω tanh(τ(l2−δ))− τ
ω tanh(τ(l1+δ))+ τ
cosh(τ(l1+δ))
cosh(τ(l2−δ)) (4.26)
It is easy to prove that ρ1 is always negative since the norm of the hyperbolic tangent function
is always smaller than one and τ is always bigger than ω. Furthermore, as ρ2 is always positive, the
product ρ1ρ2 is negative. As said before, we will use the sign of ρ1ρ2 in Section 4.2.3.1 to determine
the validity regime for the relaxation parameter.
Dirichlet/Robin For the Robin condition imposed at x = δ,
Φ1(ek+11 (δ,s)) =C
k+1
1 exp(ωδ)[ντ cosh(τ(l1+δ))]
Φ1(ek+12 (δ,s)) =C
k+1
2 exp(ωδ)[−ντ cosh(τ(l2−δ))]
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So that
ρ1 =
−cosh(τ(l2−δ))
cosh(τ(l1+δ))
and ρ2 =
sinh(τ(l1−δ))
sinh(τ(l2+δ))
(4.27)
and finally,
ρ=
∣∣∣∣sinh(τ(l1−δ))sinh(τ(l2+δ)) cosh(τ(l2−δ))cosh(τ(l1+δ))
∣∣∣∣ (4.28)
The product ρ1ρ2 is always negative. We will use this in Section 4.2.3.1.
The important observation is now the fact that the extent of the overlap will impact the conver-
gence rate for all three types of transmission coefficients.
4.2.2 The hyperbolic limit
To consider the hyperbolic limit of the advection-diffusion-reaction equation is to take ν→ 0, i.e.,
Re  1 and as a consequence, τ  1. Sinh and cosh can be simplified as sinh(ξ) ≈ cosh(ξ) ≈
exp(ξ)/2 when ξ1. s is considered non-zero and since Re 1, τ> ω.
Equations (4.23), (4.25) and (4.28) give the following rates of convergence in the hyperbolic limit:
Dirichlet/Dirichlet ρ1ρ2 ≈ exp(−4τδ),
Dirichlet/Neumann ρ1ρ2 ≈ exp(−4τδ) −R/Re1+R/Re ,
Dirichlet/Robin ρ1ρ2 ≈−exp(−4τδ)
(4.29)
Since the reaction term R is bounded, the following stability conditions can be announced:
Dirichlet/Dirichlet δ> 0,
Dirichlet/Neumann δ≥ 0,
Dirichlet/Robin δ> 0.
(4.30)
In this case, writing the full advection-diffusion-reaction equations and taking the hyperbolic limit
shows that unlike in the latter section, when only the Euler system was considered, one can prove that
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all these three transmission conditions are unconditionally stable in a sequential overlapped approach,
highlighting the importance of δ and its potential impact on convergence.
4.2.2.1 Relaxed sequential system
The approach presented in the previous Euler section is generic. We can apply the same equations to
the actual scalar advection-diffusion equation. ρ1 and ρ2 refer to the unrelaxed sequential values de-
duced from transmission conditions. As explained in Section 4.1.1.2, the eigenvalue λ of multiplicity
two is given by λ= 1+θ(ρ1ρ2−1). Therefore, the rate of convergence is ρ= |1+θ(ρ1ρ2−1)|. The
convergence condition ρ< 1 gives |1+θ(ρ1ρ2−1)|< 1 which is equivalent to−2< θ(ρ1ρ2−1)< 0.
As |ρ1ρ2|< 1 for each of the three approaches studied, the condition of convergence on the relaxation
parameter becomes
0 < θ<
2
1−ρ1ρ2 (4.31)
In the hyperbolic limit, aside from the previous limitation on δ, θ is bounded between 0 and 2
(ρ1ρ2 tending to zero as formerly proved).
4.2.3 Parallel system
For k′ = k and θ1 = θ2 = 1, the convergence conditions |ρ| < 1 for the parallel version are the same
as the ones from the sequential version since ρ=
√|ρ1ρ2|.
4.2.3.1 Relaxed parallel system
The characteristic equation is equal to λ2 +(θ1 + θ2− 2)λ+ 1− θ1− θ2 + θ1θ2(1−ρ1ρ2) = 0 and
its discriminant is ∆ = (θ1−θ2)2 + 4θ1θ2ρ1ρ2. Making again the simplification (θ1,θ2)=(θ,1), the
discriminant becomes ∆ = (θ−1)2 +4θρ1ρ2. Owing to Eq. (4.29), the product ρ1ρ2 is always pos-
itive in the hyperbolic limit for Dirichlet/Dirichlet transmission conditions. The eigenvalues of the
characteristic equation are then real and equal to:
λi =
1
2
(
(1−θ)±
√
(θ−1)2+4θρ1ρ2
)
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The convergence can not be improved by relaxing the Dirichlet/Dirichlet approach. The optimal
relaxation couple found is (θ1,θ2)=(0,0). On the contrary, the mixed transmission conditions (Neu-
mann/Dirichlet or Robin/Dirichlet) have a negative product ρ1ρ2 and thus, an interval for the couple
(θ1,θ2) exists in which one can choose an optimal value for each of these relaxation parameters to in-
crease the convergence of the method [79]. In our case, θ1 = θ and θ2 = 1, the discriminant becomes:
∆= (θ−1)2+4θρ1ρ2 = (θ−1)2
[
1+4
θρ1ρ2
(θ−1)2
]
In the hyperbolic limit, a Taylor expansion of this discriminant can be performed as ρ1ρ2 tends to
zero for all transmission conditions. One finds the value for both eigenvalues to be:

λ1 =− θρ1ρ2
(θ−1)
λ2 = (θ−1)+ θρ1ρ2
(θ−1)
(4.32)
As a consequence, to reach convergence, one must assure that θ< 2 in the hyperbolic limit.
4.2.4 Waves traveling upstream
Let’s consider a 1D advection-diffusion problem that becomes an advection-diffusion-reaction prob-
lem after the Laplace transform: Fu :=−ν
∂2u
∂x2
+ su+a
∂u
∂x
= 0 ∀x ∈Ω= (−l1, l2)
u = 0 at x =−l1, l2
(4.33)
where advection is constant and such that
a < 0. (4.34)
Let’s remind that k′ = k+ 1 and θ1 = θ2 = 1 in this case. The definition for ω and τ remains un-
changed. Introducing the transmission coefficients suitable for each case in the unrelaxed sequential
version with a> 0, one can deduce the expressions for ρ1 and ρ2 in (4.23), (4.25) and (4.28). From the
symmetry of Eqs. (4.23) and (4.28), one can conclude that the Dirichlet and Robin conditions can be
located independently of the direction of the flow. This is not the case of the Dirichlet/Neumann trans-
mission conditions, Eq.(4.25). A question may arise for the convergence of the Neumann/Dirichlet
method for a > 0, conceptual symmetric of the Dirichlet/Neumann with a < 0.
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Neumann/Dirichlet For a Neumann condition imposed at x =−δ,
Φ1(ek+11 (δ,s)) =C
k+1
1 exp(ωδ)[νω sinh(τ(l1−δ))+ντ cosh(τ(l1−δ))]
Φ1(ek+12 (δ,s)) =C
k+1
2 exp(ωδ)[νω sinh(τ(l2+δ))−ντ cosh(τ(l2+δ))]
Substituting these equations and the ones for the Dirichlet condition for the errors transmission
conditions in (4.20)3 and (4.21)3, one obtains:
ρ1 =
ω sinh(τ(l1−δ))+ τ cosh(τ(l1−δ))
ω sinh(τ(l2+δ))− τ cosh(τ(l2+δ)) and ρ2 =
sinh(τ(l2−δ))
sinh(τ(l1+δ))
(4.35)
and ρ is given by:
ρ=
∣∣∣∣ω sinh(τ(l1−δ))+ τ cosh(τ(l1−δ))ω sinh(τ(l2+δ))− τ cosh(τ(l2+δ)) sinh(τ(l2−δ))sinh(τ(l1+δ))
∣∣∣∣ (4.36)
Equation (4.36) gives the following rate of convergence in the hyperbolic limit:
{
Neumann/Dirichlet ρ1ρ2 ≈ exp(−4τδ)1+R/Re−R/Re , (4.37)
An additional term in the expression is needed to increase the precision of the expansion. Con-
serving a term function of δ gives:
{
Neumann/Dirichlet ρ1ρ2 ≈ exp(−4τδ) 1+R/Re−R/Re− exp(−2τ(l2+δ))/2 , (4.38)
Since the reaction term R is bounded, solving a second order equation gives the following stability
condition:
 Neumann/Dirichlet exp(Reδ
l
)>
−exp(−Rel2
l
)+
√
exp(−2Rel2
l
)+4R/Re(R/Re+1)
2R/Re
,
(4.39)
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Simplifying for Re 1,
{
Neumann/Dirichlet δ>
l
Re
ln(
√
Re
R
) (4.40)
which expression as a function of a reads:{
Neumann/Dirichlet δ>
ν
a
ln(
|a|√
νs
) (4.41)
In Section 4.2.2, we concluded that the Dirichlet/Neumann method is unconditionally stable with
a > 0 (cf Eq. (4.29)). The transmission conditions are consistent with the subdomains boundary
conditions in the hyperbolic limit, i.e. Neumann condition at outflow and Dirichlet condition at inflow.
In this section, the Dirichlet/Neumann coupling is deduced to be conditionally stable with a < 0, cf
Eq. (4.40). That means that an overlap length must exist if imposing this couple of transmission
conditions and will help stabilizing the problem as proven by Eq. (4.40).
4.2.5 Concluding remarks
Table 4.2 below summarizes the behaviors detailed in this section:
Rate of convergence Conditions for convergence
Unrelaxed sequential Dirichlet/Dirichlet ρ1ρ2 ≈ exp(−4τδ) δ> 0
Dirichlet/Neumann ρ1ρ2 ≈ exp(−4τδ) −R/Re1+R/Re δ≥ 0
Dirichlet/Robin ρ1ρ2 ≈−exp(−4τδ) δ> 0
Relaxed sequential Dirichlet/Dirichlet
with Dirichlet/Neumann ρ= |1+θ(ρ1ρ2−1)| 0 < θ< 21−ρ1ρ2
(θ1,θ2)=(θ,1) Dirichlet/Robin
Unrelaxed parallel Dirichlet/Dirichlet δ> 0
Dirichlet/Neumann ρ=
√|ρ1ρ2| δ≥ 0
Dirichlet/Robin δ> 0
Relaxed parallel Dirichlet/Dirichlet no possible improvement –
with Dirichlet/Neumann Eq. (4.32) |θ|< 2
(θ1,θ2)=(θ,1) Dirichlet/Robin Eq. (4.32) |θ|< 2
Table 4.2: Summary of the mathematical analysis in the hyperbolic limit of the advection-diffussion-
reaction equations (a > 0).
99
4. MATHEMATICAL ANALYSIS FOR ZONAL COUPLING
Some of these conclusions will be tested in an application case in Section 4.4.2. The Dirichlet
and Robin transmission conditions can be located indifferently of the flow direction because their
convergence rate exhibits an interesting symmetric behavior with respect to the subdomains lengths
l1 and l2 in Eq. (4.23) and Eq. (4.28). As previously seen, the Dirichlet/Neumann can not be po-
sitioned independently of the flow direction. Dirichlet/Neumann can achieve convergence with no
overlapping domain for a > 0, whereas an overlap length (function of the Reynolds number but not
on the subdomain lengths) has to be present if a < 0.
To understand physically the reason of this dissymmetry, one can think of the boundary layer we
are imposing when given a Dirichlet condition at the outflow of the domain Ω1 (with a > 0). Let y
be the thickness of this boundary layer, when the diffusion term is equivalent to the advection term,
νu/y2 ∼ au/y. As a consequence, y/l ∼ Re−1. The condition given by Eq. (4.40) means that to avoid
divergence, δ must be bigger than the boundary layer y created by imposing the Dirichlet condition at
x = δ as shown in Fig. 4.3. Here, the overlap zone is necessary to have a convergent approach. This
could explain the necessity for Stanford researchers to impose a body force in their coupling strategy.
Precisely, for high Reynolds simulations, the RANS approach has effectively a lower Reynolds num-
ber than the LES approach so that the downstream RANS zone of influence would be even bigger as
stated by the relation of y and Re.
Figure 4.3: Neumann/Dirichlet method for a > 0: y and δ.
The goal of this section was to propose a general method to analyze the convergence of the DDM
in a 1D problem. Of course a lot of researchers have already tried to answer the questions we have
here raised. Among the most important, one can cite Lions [107] that was not only the first to study
the Schwarz additive problem in two domains but has also developed the method for N domains. The
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convergence for higher space dimensions has been investigated profusely by Dolean et al. [41], Gan-
der et al. [59], Quarteroni et al. [146]. We refer the reader to Lui [109] for the study of the DDM
applied to the Navier-Stokes equations. This section is only a preview of what can happen in mul-
tidimensional and complex problems, it however confirms the suitability of the proposed coupling
strategy.
In the previous continuous analysis, the reaction term comes from the Laplace transform. This
term will come from the time discretization in the real computations, where s will be related to the
time step. Note that when this term is not present, the Dirichlet/Neumann method with a < 0 can
not converge for high Reynolds numbers (cf Eq. (4.40)). The reaction term is thus favorable to the
convergence of the Dirichlet/Neumann method.
4.3 Time step influence
In this section, we will no longer perform a Laplace transform since the goal is to establish a relation
between the convergence rate and the temporal evolution. The usual approach is to combine the
Schwarz procedure with the semi-discretization in time of the equations [107]. A simple implicit
backward Euler scheme can be used to build an approximation of
∂u1
∂t
and
∂u2
∂t
. We analyze the space
and time decomposition iteration for an advection-diffusion equation in one dimension:

F˜u =−ν∂
2u
∂x2
+
∂u
∂t
+a
∂u
∂x
= 0 ∀x ∈Ω= (−l1, l2)
u = g(x) at t = 0
u = 0 at x =−l1, l2
(4.42)
where l1 and l2 are positive. The aim is to determine a relaxation between k, ∆t and possibly the other
coupling parameters. In Fig. 4.4, one can see a coupling for which the convergence is achieved with
3 sequential coupling iterations inside each time step.
The recursive system of equations to study this problem is the one we called unrelaxed sequential
with Dirichlet/Dirichlet conditions in the two previous sections. Additionally the initial conditions
are here defined.

F˜ek+11 = 0 ∀x ∈Ω1,
ek+11 = 0 at x =−l1,
ek+11 = e
k
2 at x = δ,
ek+11 (x,0) = 0 for t = 0.
(4.43)
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Figure 4.4: Example of coupling: in each time step, 3 sequential coupling iterations are performed.

F˜ek+12 = 0 ∀x ∈Ω2,
ek+12 = 0 at x = l2,
ek+12 = e
k+1
1 at x =−δ,
ek+12 (x,0) = 0 for t = 0.
(4.44)
Giladi & Keller [61] prove that such a system of equations determines the evolution of the error
at a fixed time level ∆t as a function of the iteration number k such that:
||ek+1i ||∆t
||e0i ||∆t
≤ exp
(
Re
2
)
exp
(
−(2 (k−1) δ)
2
v ∆t
)
with k→ ∞ (4.45)
We are not including the details of the demonstration. All necessary lemmas and proofs can be
found in [61]. The bound condition for the iteration depends on the overlap length δ, the size of the
time window ∆t (or temporal integration time step) and the diffusion coefficient ν. The asymptotic
convergence rate is governed by the diffusion of the error across the overlap between the subdomains
and appears through the dimensionless factor
δ2
ν∆t
. The use of a high time window or a small overlap
length does not affect convergence rate if a small diffusion coefficient is used (high Reynolds flow).
Gander et al. [58] arrive to the same conclusion on the convergence rate dependency for such an
algorithm with a Laplace transform method, similarly to the procedure employed in the two previous
sections, taking the supremum in time on a bounded time interval (each coupling state can be seen as
a steady state, the temporal term in
1
∆t
playing the role of our reaction term).
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4.3.1 The hyperbolic limit
If Eq. (4.45) is analyzed when Re is high:
||ek+1i ||∆t
||e0i ||∆t
≤
[
exp
(
−a δ
ν
)
+ exp
(
−a l
2ν
)]2
(4.46)
which is valid for all t > 0 and k≥ 1+ 1
2pi
ν
a δ
[61]. In the hyperbolic limit, the exponential decay
is governed by the two Reynolds numbers respectively based on δ and l but is independent of ∆t!
When ν tends to zero, the asymptotic convergence rate tends to zero.
In the DDM proposed, we have considered the coupling algorithm directly without discretiza-
tion. The spatial domain has been divided in two subdomains with an overlap. We have solved
iteratively time dependent problems on each subdomain through exchange information at boundaries.
The interest of this procedure was to analyze the dependency of ρ with all the domain decomposi-
tion parameters so as to define which decomposition yields the minimum coupling iteration number
for solving the problem for a certain precision. Then, in this section, the goal was to find a relation
between ρ and the time discretization ∆t.
4.4 Coupling parameters influence
Aside from the influence of k or ∆t, the impact of the other coupling parameters (relax coefficient,
overlap length, etc) can be analyzed. In this section, only the sequential approach with Dirich-
let/Neumann transmission conditions is studied for the problem expressed in Eq. (4.42) since they
will be the ones implemented in the real test cases.
4.4.1 Theoretical approach
Some ideas of additional test cases come from the conclusions of Section 4.2. As can be deduced
from the following Table 4.3, Dirichlet/Neumann transmission conditions allow to have an overlap
length null, i.e, δ = 0 with a > 0, and still are able to achieve convergence when no relaxation is
introduced. If the overlap length is not null, the bigger the overlap is, the faster the convergence is
achieved.
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Rate of convergence ρ Conditions for convergence
Unrelaxed sequential Dirichlet/Neumann ρ1ρ2 ≈ exp(−4τδ) −R/Re1+R/Re δ≥ 0
Relaxed sequential Dirichlet/Neumann |1+θ(ρ1ρ2−1)| 0 < θ< 21−ρ1ρ2
Table 4.3: Extract from Table 4.2 for Dirichlet/Neumann sequential approach with (θ1,θ2)=(θ,1) and
a > 0.
In this thesis, the procedure used is the relaxed sequential strategy with (θ1,θ2)=(θ,1). Therefore,
the problem of interest here is:

Fuk+11 = 0 ∀x ∈Ω1,
uk+11 = 0 at x =−l1,
Φ1(uk+11 ) = θΦ1(u
k
2)+(1−θ)Φ1(uk1) at x = δ,
Fuk+12 = 0 ∀x ∈Ω2,
uk+12 = 0 at x = l2,
Φ2(uk+12 ) =Φ2(u
k+1
1 ) at x =−δ.
(4.47)
with Φ1(u) = u and Φ2(u) = ν
∂u
∂x
nx.
We know that δ↗ implies ρ1ρ2 ↘ according to the expression in Table 4.3. But how does ρ
evolve as a function of ρ1ρ2 in the sequential approach? As a function of θ? The relaxed convergence
rate ρ can be seen as a surface in a 3D space (θ, ρ1ρ2, ρ) like in Fig. 4.5. It is however difficult to
apprehend the possible behaviors of the convergence rate as a function of (θ, ρ1ρ2) by only looking
at that figure. Transverse cuts of the surface are taken to simplify the analysis. First of all, one can
study the evolution of the relaxed convergence rate as a function of the unrelaxed convergence rate in
Fig. 4.6 but no conclusion can be drawn directly. The behavior of ρ towards ρ1ρ2 is not unique. ρ
can as well increase or decreased with ρ1ρ2 depending on the value of the relaxation parameter. Note
that ρ1ρ2 is always negative as predicted before (look at the sign of ρ1 in Eq. (4.26)).
When ρ1ρ2 ↘, Fig. 4.6 becomes Fig. 4.7 (a) and (b) for θ ↘ and θ ↗ within its limits. In the
hyperbolic limit, θ ∈ (0, 2) is the range of validity for θ as can be seen in Table 4.3.
It also has to be taken into account that ρ1ρ2 1, so that Fig. 4.5 really becomes in the hyperbolic
limit a line with a slope of an inverse triangle like in Fig. 4.8 (a). Some behaviors can be inferred
from this study:
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Figure 4.5: Surface of the relaxed convergence rate, ρ, as a function of (ρ1ρ2, θ), the unrelaxed conver-
gence rate and relaxation parameter, respectively.
Figure 4.6: ρ as a function of ρ1ρ2 for several values of θ ∈ (0,2).
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(a)
(b)
Figure 4.7: Two zooms of Fig. 4.6: ρ as a function of ρ1ρ2 for several values of θ: (a) for θ→ 0 and (b)
for θ→ 2.
 for θ ∈ ( 0, ∼1): if θ↗, ρ↘.
 for θ ∈ (∼1, 2): if θ↗, ρ↗.
Figure 4.8 (b) also points out that beyond a limit for θ, the rate of convergence is not longer smaller
than one confirming that θ must be chosen carefully.
Another way to study the global parameters influence is by means of a 1D numerical program. In
the first part of next section, the convergence as a function of k will be analyzed. In a second part, we
will study a time-dependent DDM problem with k = 1 at each time step.
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(a)
(b)
Figure 4.8: (a) ρ as a function of θ for several values of ρ1ρ2 tending to zero and (b) zoom of Fig. 4.8 (a)
in the region of θ ∼ 2.
4.4.2 1D numerical calculations
4.4.2.1 Pseudo-steady state problem
Let’s solve numerically the advection diffusion equation written in Eq. (4.19) by the DDM adopted:
that is a sequential fashion and by use of the Dirichlet/Neumann conditions for -δ and δ respectively.
At each time step, the equation can be seen as an ordinary differential equation depending solely on
x and no longer as a partial differential equation (depend on x and t). The system to solve described
by Eqs. (4.20) & (4.21) becomes a pseudo steady system with s∼ 1
∆t
as written in Eq. (4.48) for the
global problem and for the DDM problem in Eqs. (4.49) & (4.50). The computational domain goes
from −5 < x < 5.
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
−ν∂
2u
∂x2
+
u
∆t
+a
∂u
∂x
= 0 −5 < x < 5,
u(x) = 0 at x =−5,
∂u
∂x
(x, t) = 0 at x = 5.
(4.48)
The term in
1
∆t
comes from the discretization in time. For a fixed time step, the term in
∂u
∂t
can
be seen as
u
∆t
. u here represents the current u in the time iteration. After the pseudo-discretization in
time, we iterate in k. Indeed, the coupled system solves -with the simplification (θ1,θ2) = (θ,1)- the
following equations:
−ν∂
2uk+11
∂x2
+
uk+11
∆t
+a
∂uk+11
∂x
= 0 −5 < x < δ,
uk+11 (x) = 0 at x =−5,
∂(uk+11 )
∂x
= θ
∂(uk2)
∂x
+(1−θ)∂(u
k
1)
∂x
at x = δ,
(4.49)
and 
−ν∂
2uk+12
∂x2
+
uk+12
∆t
+a
∂uk+12
∂x
= 0 −δ< x < 5,
∂(uk+12 )
∂x
(x) = 0 at x = 5,
uk+12 = u
k+1
1 at x =−δ.
(4.50)
The numerical investigation is limited to the resolution of the linear system with constant coeffi-
cients. ∆x=
L
N
is the space discretization, where L= 10 m is the total length and N, the number of uni-
form segments in which the domain is discretized. The nodes are x j = ( j−1)∆x for j = 1, ...,N+1.
A centered second order discretization in space reads:
a
u j+1−u j−1
2∆x
−νu j+1−2u j +u j−1
∆x2
This very simple scheme works fine only if the speeds a remains below a critical limit given by
|acrit |= 2ν∆x . This comes from writing that the Pe`clet number based on the mesh discretization equals
1.
Pe∆x =
|a|∆x
2ν
= 1
If the space discretization is sufficiently refined, the scheme is stable since Pe∆x will be smaller than
1 and the O(∆x2) convergence is recovered.
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The parameters values for the coupled baseline computation are given in Table 4.4. The reader
should note that δ corresponds to half of the total overlap length. An enormous amount of different
simulations can be done with such a DDM. Here are presented only the main results, focusing espe-
cially on the ones that confirm the trends deduced from the mathematical continuous analysis.
∆x ∆t a ν νnum Re L δ θ
1/100 1/100 1 0.005 0.005 2000 10 1 1
Table 4.4: Numerical parameters for the baseline computation.
With this set of numerical parameters the convergence is then measured based on a residual defi-
nition. This latter follows:
E =
∫ δ
−δ
||u1(x)−u2(x)||dx.
We are calculating the estimated number of coupling iterations for a threshold ε = 10−2 in the
norm of this error. As can be seen in Fig. 4.9 (a), the problem is convergent in this case. In this figure
is plotted the base-10 logarithm of the norm of the error between u1 and u2 in the overlap zone. The
initial residual is reduced by a huge factor in one coupling step.
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Figure 4.9: (a) Number of coupling iterations k needed for the relative error in the overlap to be under the
threshold ε= 10−2 with the numerical parameters of Table 4.5 and (b) number of coupling iterations k as
a function of the overlap length.
Many other calculations have been performed (varying δ, the Reynolds number, ...). The main
conclusions of these numerical 1D tests are that:
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 The number of coupling steps is independent of δ (Fig. 4.9 (b)) and also of the Reynolds num-
ber. The relative error goes to zero whatever their values (even for δ = 0), but the values of δ
and Re (from 1 to 200.000) play a role in the rate of convergence as already noticed in Table 4.3
in the case of the hyperbolic limit. For all cases tested, the term coming from the discretization
in time is the one driving the convergence. The smaller ∆t, the bigger s (and R) and the better
for achieving convergence and diminishing k.
 If Re is high, ρ tends to zero independently of ∆t as proved in Section 4.3.1.
 Another interesting result is that when the term from temporal discretization is not present
(s= 0), the Dirichlet/Neumann method converges in 1 step even though s= 0. On the contrary,
for low Reynolds numbers, the DDM does not converge.
 For s= 0, the Dirichlet/Neumann method can not converge in the hyperbolic limit with a< 0, as
previously shown mathematically. The solutions never get to agree in the overlap zone meaning
that the gap between them never disappears with the advancement of k. To achieve convergence
in the hyperbolic limit, the length of the overlap has to be of the same order of magnitude than
the size of the Neumann subdomain. This solution has no interest for industrial applications.
Hopefully, in our case, a time discretization term is always present and allows convergence (if
one ensures that the overlap length is superior to
l
Re
).
In this section, we have pointed out the dominant role played by ∆t. However, no particular novel
aspects are introduced by this exercise with respect to the role played by the relax parameter or the
overlap length in the convergence rate. Additional illustrations of their impact will be provided in
the following paragraphs in a time-dependent problem. Gander et al. [58], Giladi & Keller [61] have
shown that the error can be divided by a factor of 10−2 with k = 1. This level of accuracy seems
sufficient for our purposes. In the following, k = 1 for each ∆t. This choice is done not to penalize
the coupling applications in process time.
4.4.2.2 Time dependent domain decomposition
Some questions of interest remain unanswered. For example, what happens if the initial guesses for
the two domains are different? Can the coupled solution still converge? This kind of investigation
needs to define initial conditions and thus, a dependency with time.
A very visual way to analyze the coupling approach if a time evolution appears is by means of a
numerical toy. The reference solution is no longer the analytical solution but the one deriving from
the sole domain computation. As said before, k = 1. This means that for each time step, only one
coupling iteration is performed. The sequential coupling procedure follows the scheme plotted in
Fig. 4.10.
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Figure 4.10: Sequential coupling strategy for k = 1.
It is equivalent to Fig. 4.4 with only one coupling iteration instead of 3. For iteration ksum + 1
(ksum stands for the sum of all the iterations made, 1 coupling iteration corresponding to 1 time step),
Solver 1 receives at its boundary condition (BC) the information of the previous time step from Solver
2. The solution of subdomain 1 is computed for tksum +dt and this information is given to Solver 2 to
advance its scheme during the time step tksum +dt.
The space-time domain decomposition of the advection-diffusion unsteady scalar equation is
studied with a small diffusion coefficient. We consider the problem in the computational domain
(−5 < x < 5) defined by:

−ν∂
2u
∂x2
+
∂u
∂t
+a
∂u
∂x
= 0 −5 < x < 5, 0 < t < T = 10,
u(x, t) = 0 at x =−5,
∂u
∂x
(x, t) = 0 at x = 5,
u(x,0) =−exp(2.(x+3))2 −5 < x < 5.
(4.51)
The coupled system solves -with the simplification (θ1,θ2) = (θ,1)- the following equations:
−ν∂
2uksum+11
∂x2
+
∂uksum+11
∂t
+a
∂uksum+11
∂x
= 0 −5 < x < δ, 0 < t < T = 10,
uksum+11 (x, t) = 0 at x =−5,
∂(uksum+11 )
∂x
= θ
∂(uksum2 )
∂x
+(1−θ)∂(u
ksum
1 )
∂x
at x = δ,
u01(x,0) =−exp(2.(x+3))2 −5 < x < δ,
(4.52)
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and
−ν∂
2uksum+12
∂x2
+
∂uksum+12
∂t
+a
∂uksum+12
∂x
= 0 −δ< x < 5, 0 < t < T = 10,
∂uksum+12
∂x
(x, t) = 0 at x = 5,
uksum+12 = u
ksum+1
1 at x =−δ,
u02(x,0) =−exp(2.(x+3))2 −δ< x < 5.
(4.53)
The initial solution as well the conditions at the boundaries are given by these two systems of
equations which are based on the mathematical procedure analyzed in Section 4.2. The numerical in-
vestigation is limited to the resolution of the linear system with constant coefficients. The term
∂ui
∂t
is
discretized with a first order explicit scheme, so one has to assure that the CFL = a
∆t
∆x
≤ 1 (to retrieve
more information on the CFL number, the reader can refer to Appendix D). This complemented by
the previous spatial stability condition (the same space discretization than in the pseudo-steady state
is used) ensures numerical stability of the proposed solution.
We are working in the hyperbolic limit of the equations, when ν→ 0 and Re 1. The parameters
values for the baseline coupled computation are given in Table 4.5, they are the same as when the
pseudo-steady system was studied. The reader should note that δ corresponds to half of the total
overlap length.
∆x ∆t a ν νnum CFL Re L δ θ
1/100 1/100 1 0.005 0.005 1 2000 10 1 1
Table 4.5: Numerical parameters for the baseline computation.
We solve the problem with two subdomains with an initial overlap set to 20% of L. As can be
seen in Fig. 4.11, the transmissions condition grants the information to be convected and very weakly
diffused. Indeed, we have chosen the limit of stability CFL = 1 and νnum = ν. This set of numerical
parameters allows to have precise results so that we can better discern the origin and influence of the
errors when varying the coupling parameters.
The snapshots of Fig. 4.11, in which the overlap is displayed, show that the coupling algorithm
works even when k = 1. The solutions from subdomain 1 and 2 overlay for almost each x and
t. However differences subsist. It is not simple to distinguish the errors between the subdomain
solutions in the overlap zone and between the subdomains solutions and the reference solution u in
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Figure 4.11: Evolution with time of the solution of the entire domain u (solid line), u1 (red circles) and
u2 (black crosses).
such figures. In the following, the relative errors will be analyzed instead. They depend on time and
space. The three interesting quantities to study are:
• Ei(t), which corresponds to the integrated subdomain error with respect to the numerical ”ex-
act” solution for each time step. The expression of such an error is
Ei(t) =
∫
x
||ui(x, t)−u(x, t)||dx =
∫ δ
−5
||u1(x, t)−u(x, t)||dx+
∫ 5
−δ
||u2(x, t)−u(x, t)||dx
It underlines when the error is generated and how it evolves in time.
• E12(t) stands for the relative error between the solutions:
E12(t) =
∫
x
||u1(x, t)−u2(x, t)||dx
• Ei stands for the overall integrated error:
Ei =
∫
t
∫
x
||ui(x, t)−u(x, t)||dx dt
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In the next paragraphs, the influence of different aspects of the coupling on these errors is ana-
lyzed. In this section are only presented the most significative behaviors encountered when studying:
Influence of the initial solution
Let’s modify the initial state of the subdomain 1 such that{
u1(x,0) = u(x,0)+0.05 =−exp(2.(x+3))2+0.05 −5 < x < δ. (4.54)
The other parameters of the computation remain unchanged and u2(x,0) = u(x,0) for−δ< x< 5.
In Fig. 4.12 (a), we study the evolution of Ei(t) for each subdomain. The coupled computation seems
unable to forget the initial state of the problem (this behavior was already pointed out in Section 4.1).
It is interesting to notice that even though the initial error remains with respect to the ”exact” solution
u at the end of the simulation, the relative error between u1 and u2 disappears as plotted in Fig. 4.12
(b).
Other simulations have been performed varying the relax parameter value and δ with this set of
initial solutions. No major influence of the relax or the overlap length values (several have been
tested) is noted on the trends here deduced when respecting the mathematical limits previously found
for these parameters.
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Figure 4.12: Influence of the initial condition: (a) E1(t) and E2(t) (red circles correspond to subdomain
1 and black crosses to subdomain 2) and (b) the evolution with time of the relative error between u1 and
u2. Overlap appears here in time.
In the following, note that the initial solution has been chosen not to have any interaction with the
overlap zone at t = 0 like in Fig. 4.11(a) and u1(x,0) = u(x,0) and u2(x,0) = u(x,0).
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Influence of the overlap region
We analyze the influence of δ in the resolution of the system defined in Eqs. (4.52) & (4.53) with
the parameters gathered in Table 4.5. Only the value of δ varies. The ρ calculated by resolving such
a system is equal to zero at each time step for all δ, which means that having this set of numerical
parameters and k = 1 is sufficient to achieve convergence at each time step. The time step reaction
term is the one that drives convergence. As seen in Eq. (4.45), the coefficient directing the conver-
gence rate is
δ2
ν∆t
. In this particular case, ∆t is so little that no major influence of δ can be appreciated.
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Figure 4.13: Influence of the overlap extent: Ei(t) and Ei for δ = 1 ((a) & (b), respectively) and δ = 2
((b) & (c), respectively). Red circles correspond to subdomain 1 and black crosses to subdomain 2.
One can however study in detail the errors induced by the change of δ and draw some conclusions.
Figure 4.13 (a) and 4.13 (c) emphasize the impact of the overlap length on the coupling procedure.
The error (concentrated only in the subdomain receiving the Neumann condition) evolves completely
differently depending on the overlap extent (plotted also in the figures). The cumulated error, whose
value is the one corresponding to t = 10 in Figs. 4.13 (b) and 4.13 (d), is however very similar al-
though its temporal evolutions progress disparately. Note that Ei(t) is at most equal to 0.025 which
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represents 2.5% of the maximum in the Gaussian propagation curve. The error Ei is smaller for δ= 2.
Henceforth, the overlap extent used in all the following simulations will be equal to 2.
Influence of the relax parameter
When analyzing the behavior of the errors previously defined for the baseline coupled computa-
tion but now with δ= 2 and θ= 2, differences in the behavior appear after t = 6 in Fig. 4.14 (a) with
respect to Fig. 4.13 (c). Fig. 4.14 (b) gives a better insight to what is happening. The error is no longer
bounded at the end (t = 10). It continues to increase. If θ> 2 is employed, the error goes to infinity.
This results coincide with the limit predicted with the mathematical analysis in the hyperbolic limit
in Table 4.3: θ can not be equal or superior to 2.
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Figure 4.14: Influence of the relax parameter: Ei(t) and Ei, (a) and (b) respectively, for θ= 2. Red circles
correspond to subdomain 1 and black crosses to subdomain 2.
Waves traveling upstream
For a < 0, the behavior has been analyzed in depth in previous sections. With this toy, the same
main conclusions about the considerable impact of δ are recovered. For little values of δ, the compu-
tation does not provide acceptable results. For certain values of δ, the results show good agreement
like in Fig. 4.15 (a).
The main conclusion is that the choice of δ may have a repercussion on the quantities transmitted.
δ acts like a filter inducing a dispersion of the signal transmitted to the neighboring subdomain. Great
care has to be taken when treating problems where there is coherence in time at the interfaces between
the subdomains so as to avoid situations like the one plotted in Fig. 4.15 (b), where reflections in the
Dirichlet boundary create a wave that propagates upstream with a phase-shift.
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Figure 4.15: Evolution with time of the solution of the entire domain u (solid line), u1 (red circles) and
u2 (black crosses) for a wave traveling upstream with (a) δ= 1.7 and (b) δ= 4 .
Apart from the influences already studied, some other interesting tests can be done which are not
directly related to our coupling methodology.
Aliasing
If coherence in time has to be ensured at the boundaries, it is peremptory to iterate between the
subdomains at each time step to avoid aliasing of the quantities transmitted, as can be seen in Fig. 4.16
(a) & (b). Here, the solvers do not exchange at each iteration but at multiple of each iteration. The
boundary conditions are no longer updated at each iteration. Aliasing could be another full-fledged
dissertation, we will not confront to this topic in this manuscript. For more information, the reader
can look up in Moreau [127], Schlu¨ter et al. [160].
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Figure 4.16: Evolution with time of the solutions of both subdomains if information is not exchanged at
each time step (u1 in red starts and u2 in solid line).
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Low Reynolds simulation
The toy enables the use of low Reynolds numbers coupled computations. When the Reynolds
number goes from 2000 to 200, ρ is no longer zero but 0.9. The decrease of the Reynolds number
lowers the convergence rate, as pointed out in the mathematical developments. The difference with
previous computations is only that ν has been increased by a factor of 10, so that ∆x is now
1
∆x
= 0.1
to guarantee numerical stability.
4.4.3 Concluding remarks
This last section has served to illustrate the earlier theoretical parts. The same major conclusions
are drawn from these simulations of the coupled 1D problem. This simple 1D coupled computation
enables the analysis of the coupling parameters influence before going to more difficult configura-
tions. It has emphasized the interconnection between all the parameters intervening in the coupling
process. The tool has turned out to be very powerful and unfortunately, only a little percentage of its
capacity has been exploited. The last two paragraphs (aliasing and low Reynolds influence) underline
the potential of this tool. Moreover, numerical stability has not been studied in depth in this chapter
and should be considered before further developments.
More generally, we have designed a domain decomposition inspired by the work of mathemati-
cians in the field of DDM. We have reduced the system to scalar equations and analyzed the influence
of positive and negative eigenvalues of the uncoupled Euler system of equations. The resulting al-
gorithm behaves well for advection dominated equations. A more comprehensive 1D numerical test
has been performed to assess the applicability of the proposed procedure to large scale computations
even at high Reynolds number. This work can also be seen as a first step for deriving domain decom-
position methods for coupling the 2D or 3D compressible Navier-Stokes equations.
As pointed out before, the numerical toy allows to compare all the types of equations (pure dif-
fusion, advection, equation without reaction term, etc) in the DDM procedure. For most of them, an
analytical expression is available in the pseudo-steady state. A good exercise for future students or
researchers could be to further develop the embryo here presented on such different types of equa-
tions. It could be interesting to run the tool for two types of equations in each subdomain (different
νi or even different ∆ti) so as to test a 1D LES/RANS coupling.
Another aspect of the coupling regarding pure diffusion has also been analyzed in the context of
fluid/solid conjugate heat transfer, cf Appendix C.
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¿Que´ te parece desto, Sancho?–dijo Don Quijote–
Bien podra´n los encantadores quitarme la ventura,
pero el esfuerzo y el a´nimo sera´ imposible.
El Ingenioso Caballero Don Quijote de la Mancha,
Miguel de Cervantes
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5.1 Memento on the strategy to validate the coupling approach
In the previous two chapters, the question that has been treated is how to determine consistent bound-
ary conditions for coupled simulations that would require an exchange of information at the interfaces
of the computational domains. To sum up what has been explained in previous sections, one can plot
the approach implemented in Fig. 5.1:
Figure 5.1: Diagram of the coupling procedure.
 The vector of conservatives variables, U = (ρ,ρu,ρv,ρw,ρE)+(ρk,ρl) when needed, is inter-
polated in the first two rows of cells of the downstream subdomain. The downstream solver
uses this information to advance its scheme.
 The pressure from the downstream domain is imposed via the boundary formulation of the
upstream subdomain.
2δ is the overlap length. The first point corresponds to imposing a Dirichlet condition for what
is ought to become the inflow of the RANS subdomain. The second point is equivalent to applying a
Neumann condition to characteristic variables. In AVBP, to go from the characteristic variables to the
conservatives ones, an inversion of a matrix is sufficient as stated by Eq. (3.5). Our coupling follows
a sequential approach as pictured in Fig. 3.9. The Dirichlet/Neumann transmission conditions are the
most appropriated method for advection dominated flows, as the Neumann and Dirichlet conditions
are imposed according to the hyperbolic character of the equation, as deduced in Chapter 4. The
Neumann condition is relaxed but the Dirichlet condition is not. The couple (θ1,θ2) becomes (θ,1),
which was the simplification made in Chapter 4.
The strategy followed in this thesis to validate the coupling procedure is to perform the first steps
detailed in Table 5.1. This table gathers the applications of increasing difficulty, some of which are
detailed in the coming sections.
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DNS/DNS Consistency of coupling Test case
Re ∼ 500 Steady Space Laminar tube
Re ∼ 100 Unsteady Time and Space Cylinder tandem
LES/RANS
Re ∼ 20 000 Unsteady/Steady Of averaged fields in Space Turbulent tube
Re∼ 100 000 Unsteady/Steady ” To be defined
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
Re ∼ [1e4-1e6] Unsteady/Steady ” Combustion chamber
+ turbine
Table 5.1: Table of increasingly difficult test cases, some of which are employed in this thesis to validate
the coupling strategy.
 The first application to be faced is the Poiseuille tube whose analysis will serve to validate the
methodology. This case is fully laminar and steady so the problem reduces to the resolution
of a DNS/DNS coupled simulation spatially consistent at the interface. Temporal iterations are
only required to eliminate errors introduced by the initial solutions.
 Secondly, the outflow LES condition is inspected in a configuration where a recirculation zone
is present: the arrangement of a tandem of cylinders. This case is laminar but unsteady. There
should be consistency in time and space at the interface between the two subdomains for the
solution to be fully equivalent to a single domain CFD solution.
 Thirdly, to investigate the turbulent variables transfer, a high Reynolds number tube is studied
with a fully developed LES/RANS coupling strategy. In this test case, the sliding average
influence on the turbulent variables is going to be analyzed.
 At last, before applying the coupling procedure to an industrial case, the methodology should
be tested on an academic configuration with a high Reynolds number: cylinder tandem [106]
or rod + profile [25] are good candidates for such a simulation as experimental and numerical
data is available for both simulations. This computation would stand for a very simplified
combustion chamber/turbine simulation and will show the improvements available with such a
coupling in those kinds of computations and if compared to a mere chaining between AVBP and
elsA (respectively used in their LES and RANS modes).
To retrieve more details of the computing background behind the AVBP/elsA coupling, the reader
can refer to Appendix D.2.
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5.2 Poiseuille tube
The reasons to choose a laminar tube as a first application case have been three-folds:
 the simplicity of the geometry and implementation,
 the pure advective problem and turbulence free context,
 the analytical solution available, which can serve to gauge the coupled results directly.
Despite its low difficulty, the resolution of a Poiseuille flow is not trivial. Its simplicity may pitilessly
bring to light any default of the methodology. For example any inconsistency in the initial guesses
supplied to AVBP and elsA will exhibit issues as discussed in Chapter 4. Table 5.2 below gathers the
general features of the flow in this laminar tube.
Governing Equations: 3D Navier-Stokes
Flow regime: laminar
Turbulence: no turbulence
Chemistry model: no chemistry
Number of species: 1 (air)
Number of reactions: 0
Reynolds number: ≈ 500 (Based on diameter and mean axial velocity)
Mach number: ≈ 0.02
Table 5.2: General flow characteristics
5.2.1 Computational domain
Figure 5.2: Transverse sketch of the global computational domain.
The computation domain is illustrated in Fig. 5.2. It is a circular section tube whose length is set
to 8 diameters. The diameter D is 1mm. The boundary conditions can be written as:
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 For the inlet, uparab = 2.umean(1− r
2
R2
) , v = 0, w = 0 and T = T∞,
 For the outlet, p = p∞,
 For the walls of the tube, u = 0, v = 0, w = 0,
where r is the radial cylindrical coordinate and umean the mean axial velocity. At the inlet, a
parabolic profile is imposed in agreement with the analytical solution of such flow. The profile has
a mean axial velocity of 7.5m/s, which corresponds to a Reynolds number based on the diameter of
approximately 500, resulting in a fully laminar flow. T∞ is the free-stream temperature and p∞, the
atmospheric pressure.
Figure 5.3: Sketch of the computational domain for the AVBP solver (left) and the elsA code (right).
Taking a transverse cut of the Poiseuille tube, the two subdomains for the coupled resolution are
illustrated in Fig. 5.3. Note that the tubes are positioned at the same vertical abscissa but for clarity
the second one has been translated in the vertical direction in the figure. The overlap zone is equal to
2D. As explained in Chapter 3, the idea is to interpolate the information from the interior of the grid
of the source solver to the boundary condition of the target solver. The AVBP computational domain
is meshed with an O-grid arrangement using hexahedral elements. The elsA domain has also been
meshed with this same philosophy and is divided in 5 structured blocks. Figure 5.4 gives an illustra-
tion of the meshes in this application and Table 5.3 gathers the mesh refinements for the AVBP and
elsA computations.
The mesh density is quite similar for both subdomains but nodes have been deliberately chosen
not to be coincident to test the interpolation effect on this simple application test case. This influence
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∆x ∆y ∆z n◦ cells n◦ points
AVBP D/5 D/20 D/20 8500 11833
elsA D/5 D/20 D/20 8500 11154
Table 5.3: Mesh refinements for the coupled AVBP and elsA domain.
was already studied in the AVBP/AVBP coupling methodology, whose results are not presented in this
thesis. It is visible that the nodes are neither coincident in the axial (Fig. 5.4 (a)) nor in the radial
direction (Fig. 5.4 (b)).
(a) (b)
Figure 5.4: (a) AVBP and elsA meshes and (b) transverse view of both meshes.
5.2.2 Numerical parameters
Neither LES nor RANS model is employed for the computation of the AVBP or elsA domain since the
solution is laminar. Specificities about the numerics adopted for both codes are detailed below. The
convective time of the global computation is approximatively:
tconv =
8.10−3 m
7.5 m/s
= 1.0677 10−3 s (5.1)
In the present case, the time step from the AVBP computation has been fixed to ∆t = 1 10−8 ms.
AVBP solves the full compressible Navier-Stokes equations using TTGC scheme. TTGC is a version
of the two-step Taylor-Galerkin (TG) schemes. This family of schemes is based on the finding that
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finite-volume methods in a cell-vertex framework can be interpreted as a finite-element approach,
allowing the development of Taylor-Galerkin type schemes. TTGC is of third order in time and
space [39].
The parallel elsA software uses a cell centered approach on the 5 structured multi-block mesh.
Convective fluxes are computed with a Roe scheme, third order limiter [76]. Diffusive fluxes are
computed with a second-order centered scheme. The global time-marching is performed by the use
of an implicit time integration approach with the same time step as AVBP but based on the back-
ward Euler scheme and a scalar Lower-Upper (LU) Symmetric Successive Over-Relaxation (SSOR)
method [197].
To compute a through-flow ≈100 000 iterations are needed. Each subdomain is calculated sepa-
rately until the variables have reached the stationary state. Then, the codes are coupled sequentially
after each time step to obtain the results shown here. In a second coupled simulation, the introduc-
tion of a coupling frequency in the coupling loop has also been evaluated. The coupling frequency
defines how often the coupling transmissions are performed. Although, the solution is steady for this
application and each subdomain has already reached the steady state separately, the speed at which
the final coupled results are reached depends on the coupling frequencies. They have been chosen
arbitrarily in this test case. The solution being steady, iterating in t or k is analogous. The coupling
frequency parameter will be re-introduced and further investigated in the cases where the turbulent
variables play a predominant role.
5.2.3 Results and discussions
5.2.3.1 Operating point
Analytical equations are not detailed in this section. Only the main results of the operating point, to
which the numerical solutions will be compared, are gathered in Table 5.4.
µ ν umean Q m˙ −d p/dx
1.717 ·10−5 kg/m/s 1.48 ·10−5 m2/s 7.5 m/s 5.89 ·10−6 m3/s 6.89 ·10−6 kg/s 4120.8 Pa/m
Table 5.4: Poiseuille analytical flow properties.
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It stands to reason that both AVBP and elsA computations follow the same Sutherland’s law.
Additionally, since the sole specie is air, no difference exists between the thermodynamical reference
quantities (γ, R, cp, etc) of the two subdomains.
The converged flow is checked for conservation of the velocities and compared to the analytical
results for the axial pressure loss. Before that, a comparison on the mass flow rate of both compu-
tations is imperative. First of all, the kind of inflow interface in this coupled procedure guarantees
a mass conservation across the interface if there is no interpolation error, since among the variables
exchanged there are ρ and ρu. In the coupled application, the analytical result is 6.89 ·10−6kg/s. The
error on the mass flow rate in the first tube is 0.29% compared to the analytical solution.
The error performed on the mass flux rate is directly related to the wall shear computation in the
solver: τw = −R2 ·
d p
dx
and from the integration of u across the tube section
d p
dx
=− 8µ
piR4
·Q, where
Q is the volumetric flow rate. This relation comes from the balance between the shear stress force
(τw ·2piRL) and the pressure difference acting on the tube which produces the force (−d p/dx ·LpiR2).
In the second tube, the relative error with respect to the analytical solution is much less: 0.04%.
Between the two tubes, the relative difference of mass flow rate is of 0.1%. This difference is due
to the numerical errors resulting from the linear interpolation used for data communication and the
difference of the spatial scheme accuracy between the two tubes. Nevertheless, the error is still within
the same order of magnitude of the ones tolerable in engineering applications.
5.2.3.2 Variables exchanged via CWIPI
(a) (b)
Figure 5.5: (a) Field of the first conservative variable sent from AVBP to elsA and (b) in a traversal view,
the two rows of ρE transmitted by the coupler.
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An amusing visualization to do is the one of the exchanged variables. On the upstream/downstream
direction, AVBP ”gives” to elsA the whole vector of conservatives variables U = (ρ,ρu,ρv,ρw,ρE)
in two rows at each exchange performed so elsA can advance its residuals computation. One can
then plot these fields. Only the ρ and ρE are displayed in Figs. 5.5 (a) & (b), respectively. Qualita-
tively, one can affirm that the exchanged variables actually follow a parabolic profile, as predicted by
the analytical solution. To certify more quantitatively this behavior, a comparative analysis has been
performed beneath for velocity and pressure evolutions .
5.2.3.3 Velocities and pressure drop
(a)
(b)
Figure 5.6: (a) Axial velocity fields of the coupled computation and (b) location of the axial velocity
profiles in the following figures.
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(a) (b)
(c) (d)
Figure 5.7: Profiles of axial velocity at different stages of the coupled simulation.
Figures 5.6 (a) & (b) show the resulting velocity fields for both subdomains for such a coupled
computation. This figure does neither provide a quantitative analysis but allows to visualize the
whole domain results. We rely on the 4 next figures (Fig. 5.7 (a)-(d)) to study the evolution of the
axial velocity through the tube. The black rectangles denote the analytical solution, i.e, the parabolic
profile corresponding to the solution of a fully-developed Poiseuille tube. This should be the solution
at any downstream location in the tube. Figure 5.7 (a) shows the dimensionless axial velocity profiles
at different locations of the AVBP and elsA computations.
Separating the profiles may give a better insight of the quality of the results. Figure 5.7 (b)
presents the profiles of AVBP and elsA at x = 3mm, the plane at which the information is given to
elsA. The slight error on the mass flow rate is noticeable also at this abscissa, especially at the center
of the section, i.e, r = 0. Figure 5.7 (c) exhibits the profiles at x = 5mm. This location corresponds to
the AVBP outlet condition. It is seen that the flow is also perfectly axisymmetric. The whole coupled
128
5.2 Poiseuille tube
domain inlet and outlet profiles are plotted in Fig. 5.7 (d). Considering the inlet velocity profile as
the initial and targeted velocity, the outlet of the elsA computation follows a parabolic profile with an
error of at most 1%. This difference comes from the deviation on the mass flow rate but also from
the interpolation of the conservative variables (ρ,ρU). Let’s remind that Schlu¨ter et al. [161] also
targeted an accuracy of 1% for velocity profiles in a very similar test case.
(a) (b)
Figure 5.8: (a) Pressure drop in the tubes and (b) zoom in the overlap zone.
Figure 5.8 (a) shows the pressure drop for both tubes of the coupled simulation compared to the
theoretical ramp. The coupled simulation exhibits a slightly stronger gradient (d p/dx = -4250 Pa/m
compared to d p/dx = -4120.8 Pa/m for the analytical solution). The error on the pressure gradient
is of 3.1%. As a comparison, the error on the pressure gradient is of 4.8% for a computation of the
whole tube (from x = 0 mm to x = 8 mm) in AVBP. AVBP is indeed corrected by the elsA’s feedback
pressure at the AVBP outflow condition. The increased spatial accuracy of elsA counteracts the lower
order estimates of AVBP that act over a shorter distance. It is however still not sure that this trend is
retrieved in all kind of flows. Figure 5.8 (b) displays a zoom of the Fig. 5.8 (a) in the overlap zone.
The maximum difference with respect to the analytical solution is of 2 Pa, which represents 0.05% of
d p/dx.
5.2.4 Concluding remarks
To conclude, the coupled simulations results in quite good representation of the 3D Poiseuille flow.
However, the coupled simulation introduces slightly more viscous losses than predicted by the ana-
lytical solution, but this cannot be imputed to the coupling process but instead comes from the CFD
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solvers. This simple application case also allows to emphasize the difficulty of the coupling process
between two different codes, even more between two compressible solvers where multiple sources of
errors can now combine rendering a potentially unstable solution or erroneous predictions.
Even if no direct relation can be established between the relax value in the AVBP/elsA coupled
simulation (typical values of the relax for a laminar tube are of 500 at the outlet) and the θ param-
eter used in the mathematical analysis, an influence on this parameter is noticed in the convergence
rate towards the results. An influence of the type of the boundary condition used at the outlet of
AVBP has also been observed. The use of the condition OUTLET RELAX P 3D instead of OUT-
LET RELAX P improves the results for both AVBP/AVBP and AVBP/elsA coupling procedures. The
difference between these two types of boundaries is the implementation of the transverse terms in the
expression of the incoming wave’s amplitude in the OUTLET RELAX P 3D condition so as to re-
duce spurious acoustic wave reflections. Based on the work of Yoo & Im [196], a damping coefficient
β is needed while using these transverse terms. The correction is based on the local Mach number at
each node on the boundary patch [68]. More work needs to be done in the future to determine the
exact influence of the relaxation parameter and the boundary condition on the convergence rate.
Two major steps have still to be faced: a strong dependence between the upstream domain and
the downstream domain as well as the introduction of the turbulent variables in the coupling process.
These two aspects are independent and will be treated in two separate sections.
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5.3 Tandem of two cylinders
The channel flow is a sensitive but uncritical test case, no downstream information is really needed
for the upstream tube. This is different in the flow past a tandem of cylinders. The flow around the
first cylinder depends strongly on the flow around the second cylinder.
Forced convection heat transfer around circular cylinders has numerous application in engineering
practice. The studies involving flow over two cylinders have been the subject of numerous experi-
mental and numerical works in the last two decades. Both the flow field and force coefficients depend
highly on the configuration and the spacing of the cylinder pair due to both the wake and proximity-
induced interference effects. Some of the earliest experimental studies on cylinder pairs in a tandem
orientation that were carried out by King & Johns [91], Kostic & Oka [95], Tanida et al. [177] demon-
strated the presence of two major flow regimes with a complex transition region between them. For
closely spaced cylinders, the flow separates behind the first cylinder and reattaches to the second one
while, for larger spacing, vortex shedding occurs behind the tandem.
Figure 5.9: Global computation domain.
Extensive reviews of numerical results in tandem can be found in the published works of Blevins
[23], Zdravkovich [198]. Critical spacing, which is defined as the minimum gap between the walls
of the cylinders, has a substantial influence on the flow regimes established for a particular tandem
arrangement. The numerical studies confirm the experimental findings: if the gap is greater than the
critical spacing (∼ 3.5D - 3.8D), the upstream cylinder sheds vortices onto the downstream cylinder.
In our case, the cylinder spacing is of 3D, what Zdravkovich [198] called the in-between regime.
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In this work, the unsteady laminar convective flow from two isothermal cylinders of a tandem ar-
rangement is numerically investigated. The numerical analysis is carried out by the coupled AVBP and
elsA. The working fluid is air. The analysis is done for the Reynolds number of 100 and for center-
to-center distance ratio, L/D, of 4. The temperature field is generated to interpret the flow and heat
transport visualization. Flow parameters as the pressure coefficient and Strouhal number are also ob-
tained and compared with those available in literature. Finally, the coupled results are compared to a
full AVBP computation.
5.3.1 Computational domain
The computational domain and the configuration of the cylinders are illustrated in Fig. 5.9. It is a
rectangular domain of height 15.7D and length 18.6D + L. Even if the flow remains 2D, the com-
putational domain is slightly 3D, for coupling reasons, with a characteristic length in the transversal
direction of 0.7D (D is the cylinder diameter).
(a) (b)
Figure 5.10: Computational domain for (a) the AVBP solver and (b) the elsA code.
The boundary conditions are imposed according to:
 For the AVBP inlet, u =U∞, v = 0, w = 0 and T = T∞,
 For the elsA outlet, p = p∞,
 For the top and bottom, u =U∞, v = 0, w = 0,
 For the cylinders wall, u = 0, v = 0, w = 0 and T = Tw,
 Periodicity in the transversal direction,
where Tw is the cylinder wall constant temperature and U∞, T∞ are the free-stream velocity and
temperature, respectively. The Reynolds number is defined as Re = U∞D/ν and is equal to 100. The
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two computational domains solved are illustrated in Fig. 5.10. The overlap zone is plotted in Fig. 5.11,
its length is equal to 1.14D in this case. Figure 5.11 also shows where information goes from AVBP to
elsA on BC1 and vice versa on BC2.
Figure 5.11: Coupled domains with overlap zone.
The number of grid points is an important matter in such unsteady laminar flow over cylinders
because of the complex phenomena existing in this type of flow (separation and vortex shedding). The
AVBP computational domain is meshed using triangular elements. A non-uniform grid distribution
was employed with more refinement around the cylinder wall and in the wake region as can be seen in
Fig. 5.12. For the AVBP problem, the total number of nodes are around 150.000. For elsA, the mesh
is composed of 8 structured blocks and an overall number of points of 100.000. No more refinement
was included in the elsA mesh out of concern for CPU time. Besides, the disparity of refinement in
the overlap zone is highly likely to appear in the industrial application and should be tested.
(a) (b)
Figure 5.12: (a) AVBP and (b) elsA mesh.
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Figure 5.13: AVBP full domain mesh.
5.3.2 Numerical parameters
With this refinements, two separate DNS are performed in the AVBP domain and the elsA domain.
Indeed, both codes solve the same unsteady equations, no LES nor RANS models are employed.
Specificities about the numerics adopted for both codes are detailed below. The parallel elsA soft-
ware uses a cell centered approach on structured multi-block meshes. Convective fluxes are computed
with a Roe scheme with a minmod limiter [76]. Diffusive fluxes are computed with a second-order
centered scheme. The global time-marching is performed by use of an implicit time integration ap-
proach, based on the backward Euler scheme and a scalar Lower-Upper (LU) Symmetric Successive
Over-Relaxation (SSOR) method [197].
AVBP solves the full compressible Navier-Stokes equations using a time-explicit Taylor-Galerkin
scheme (TTG4A) for the hyperbolic terms on a cell-vertex formulation, along with a second order
Galerkin scheme for diffusion [42]. The scheme provides 3rd order space and time accuracy [39].
In the present case, both time steps have been fixed to ∆t = 6 10−8 ms. Around 34 000 time steps
are necessary to describe one vortex-shedding period, i.e., T ≈ 2.05 ms. The solvers are coupled
sequentially and do 1 time step each before exchanging information.
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5.3.3 Results and discussions
The full AVBP computation, to which the coupled simulation is compared, has the exact same com-
putation domain as in Fig. 5.9. Its mesh (1 018 776 nodes) is plotted in Fig. 5.13. The numerical
parameters are the same that the ones used for the coupled AVBP subdomain. In the following,
AVBP full will refer to the full AVBP simulation, AVBP to the coupled AVBP simulation and elsA to
the coupled elsA simulation.
5.3.3.1 Axial and transverse profiles
Figure 5.14 shows the evolution of the mass flow rate of both the coupled AVBP and elsA. Even
though the mass flow rate deviation becomes slightly bigger that in the Poiseuille tube, the difference
is of at most 0.12%. It still remains acceptable for an engineering purpose.
Figure 5.14: Mass flow rate in the AVBP outlet and elsA inlet during a fraction of the vortex shedding
time.
One can analyze the influence of the downstream domain on the upstream domain comparing the
longitudinal profiles of pressure on the cylinders axis (for x ∈ [-4.3D, 18.6D]), like in Fig. 5.15. The
difference in the pressure profiles is at most of 100 Pa in Fig. 5.15 (b) , in other words, 0.09% of the
operating mean pressure. The slope of both simulations in the overlap is quite similar, even though
in Fig. 5.15 (b), one can notice the effect of the boundary condition on the pressure evolution for the
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AVBP solver. It is also interesting to look at the transversal profiles of velocity in the overlap zone in
Fig. 5.16.
(a)
(b)
Figure 5.15: (a) Evolution of the pressure in the axial direction and (b) zoom in the overlap zone.
As done for the Poiseuille tube, one can visualize the velocity at the same axial location in the
overlap zone with the two different codes. In Fig. 5.16, the cut is done in the exact middle of the
overlap zone. The extent and strength of the recirculation zone is well captured by both solvers.
The proposed outflow boundary condition adjusts the pressure directly, and indirectly, the velocity
components.
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Figure 5.16: Instantaneous value of the axial velocity in the middle of the overlap zone (x = 14mm) for
AVBP and elsA simulations.
5.3.3.2 Isotherms and vorticity contours
According to Zdravkovich [198] with a spacing L/D of 4, one should be in between the reattachment
regime and the co-shedding regime. A vortex street is formed due to separated shear layers from
both the upstream cylinder and downstream cylinder. Figure 5.17 depicts the vortex structures visible
in a temperature field and the isotherms between the two cylinders and downstream region during
a complete vortex shedding cycle. Both the flow field from the coupled computation as well as the
isotherms from Mahir & Altac¸ [112] present very similar features.
5.3.3.3 Pressure coefficient
An additional comparison that can been performed between the full AVBP and the coupled simulation
is the one on the pressure coefficient, cp. It is interesting to predict cp accurately since the aerody-
namic performance, drag coefficient and lift coefficient, depends directly on its value.
Figure 5.18 (a) shows time-averaged pressure coefficient distributions on the surface of the first
cylinder for the full AVBP computation and the coupled AVBP. The front stagnation corresponds to
α = 0◦. The values are consistent with the observations of earlier researches on isolated elements
(page 36 of [170]). The results for the second cylinder are plotted in Fig. 5.18 (b). The predictions
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(a)
(b)
(c)
(d)
Figure 5.17: Fields of temperature for the tandem arrangement of two cylinders during a complete vortex
shedding cycle. Superposition with isotherms results from Mahir & Altac¸ [112]: (a) T /4, (b) 2T /4, (c)
3T /4, (d) T .
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(a) (b)
Figure 5.18: Pressure distribution on the surface of (a) the first cylinder and (b) the second cylinder for
the time average flow field.
from the coupled simulation are very similar to the ones of the standalone AVBP solver. Obviously,
the prediction on the second cylinder differ as can be seen in Fig. 5.18 (b). This discrepancy is
due to the distinct numerical set-up between the AVBP and elsA solvers and the very different mesh
discretization (Fig. 5.12 (b) vs Fig. 5.13).
5.3.3.4 Strouhal number
Figure 5.19: Visualization of the two numerical probes used to diagnose the coupled predictions in
comparison to standalone AVBP results.
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The vortex shedding frequency f is obtained from the Fast Fourier Transform (FFT) of the time
history of the vertical velocity data in order to compute the Strouhal number, f ·D/U∞, which is the
measure of oscillating fluid (here U∞ = 21.9 m/s). The results on this frequency analysis are gath-
ered in Table 5.5 for the full AVBP computation and the coupled simulation for the probes shown in
Fig. 5.19. In the full AVBP computation, the Strouhal number of both cylinders is the same. The
same conclusion is found in the literature [112]. The dominant frequency is found to be 490.6 Hz.
This frequency gives a Strouhal which is really close to the experimental data of 0.156 [112]. For the
sake of simplicity, only frequencies are displayed in Table 5.5, a Strouhal of 0.156 corresponding to
a frequency of 488 Hz.
Experimental data [112] Full AVBP Coupled AVBP Coupled elsA
x = 14 mm 488 Hz 490.6 Hz 490.2 Hz 490.2 Hz
x = 40 mm 488 Hz 490.6 Hz − 490.2 Hz
Table 5.5: Dominant frequencies of the coupled computation for a probe at x = 14 mm in the overlap
zone and another probe at x = 40 mm, behind the second cylinder, and comparison to the results from a
full AVBP simulation and to the data available in literature.
The same study is performed for the coupled results. Conclusions are similar. The dominant
frequency is the same for both cylinders; results are identical in the region between the cylinders
(x = 14 mm) and behind the second cylinder (x = 40 mm). Since x = 14 mm is the abscissa just in
the middle of the overlap zone, the values in this spot can be compared for the coupled elsA and
AVBP. The dominant frequency seen by both codes is the same. The overall error with respect to the
experimental data is of 0.45%.
5.3.4 Concluding remarks
The purpose of this study was to numerically investigate the coupling on a configuration of two cylin-
ders of equal diameter in tandem arrangements subject to a cross flow of air yielding Re = 100. This
test case is pertinent to study the outflow conditions implemented in the coupling process since there
is a flow interaction between the two cylinders. The combined wake is different from that of a sin-
gle cylinder. The flow parameters, such as pressure and velocity profiles, have been obtained and
compared to a full AVBP computation and with literature, when available, to verify the coupling ap-
proach. The isotherms were also obtained to interpret the flow around the tandem. The comparison
with others studies show very good agreement. Furthermore, both the pressure coefficients and the
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Strouhal numbers have demonstrated that the methodology is able to give good results on such a type
of configuration.
As in the previous laminar case, the relaxation parameter influence has been investigated. The
convergence rate towards the coupled solution is increased when enhancing the outlet relax value in
AVBP. Additionally, the inflow for the downstream domain introduced by this coupling methodology
allows to have a negative velocity inlet profile at the elsA inlet as in Fig. 5.20, even though the or-
dinary inlet boundary conditions for the elsA solver does not permit a negative axial velocity at this
location. This could be quite important in industrial configurations, where it has been shown that re-
circulation can appear in the region between the combustion chamber and the turbine, a region where
the coupling overlap zone is meant to be used (cf Fig. A.10 in Annexe A).
The introduction of the turbulence variables is the next major step to face in the coupling process.
This point will be treated in the last section of this chapter.
Figure 5.20: Negative axial velocity at the inlet of elsA.
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5.4 Turbulent tube
The goal of this section is to achieve a computation between two different compressible LES and
RANS solvers including the transmission of the turbulent variables. To do so we study a simple case
in comparison with a turbomachinery: a turbulent pipe flow. Table 5.6 below gathers the general
features of the flow in this turbulent tube.
Governing Equations: 3D Navier-Stokes
Flow regime: turbulent
Turbulence: LES/RANS
Chemistry model: no chemistry
Number of species: 1 (air)
Number of reactions: 0
Reynolds number: ≈ 20 000
Mach number: ≈ 0.28
Table 5.6: General flow characteristics
5.4.1 Computational domain
The computation domain is illustrated in Fig. 5.21. It is a circular section tube whose length is set
to 6 diameters. The diameter D is 3mm and the bulk velocity is Ub = 100m/s. The fluid is air at
300K with a kinematic viscosity ν = 1.51 10−5 m2/s. Thus, the Reynolds number based on these
parameters is:
Re =
UbD
ν
∼ 20 000. (5.2)
Figure 5.21: Transverse sketch and meshes of the turbulent pipe test case.
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Instead of developing turbulence spatially, one can use the turbulence injection at the inlet of the
domain, as done in Part I of the manuscript at the blade inlet. More references on turbulence injection
in tubes can be obtained in Guezennec [70], Jarrin et al. [83]. The mean velocity radial profile at the
inlet patch is given by the empiric power law:
u¯(r) =
Ub
2
(n+2)(n+1)
(
1− r
R
)n
(5.3)
where R is the radius of the tube and n = 1/7. The modelization of the velocity fluctuations
√
u′2i (r)
is also requested at the inlet. The Kraichnan/Celik method [96] is used for the fluctuations in this test
case.
An axial view for the AVBP mesh and the elsA mesh is given in Fig. 5.21. The AVBP domain goes
from 0 to 15 mm. The elsA domain extends from 13 to 18 mm. The overlap zone is equal to 2 mm. As
explained in Chapter 3, the idea is to interpolate the information from the interior of the grid of the
source solver to the boundary condition of the target solver. This is valid in both ways, from AVBP to
elsA, and vice versa. The AVBP computational domain is meshed using 308 000 tetrahedral elements.
The elsA domain is meshed following a O-grid arrangement and is divided in 5 structured blocks (the
number of nodes is doubled in each direction with respect to the laminar case). This refinement is
sufficient for this section purpose which is to analyze the turbulent variables transmission. Meshes
have been deliberately chosen to be unstructured and structured, respectively for AVBP and elsA, to
represent the real industrial conditions, where each approach is usually used for each code. Table 5.7
gives the mesh refinements. The turbulent rate at the inlet is equal to 10% and wall laws are used
in both subdomains for modeling the behavior at the tube walls (y+ ∼ 45 for AVBP and y+ ∼ 30 for
elsA).
∆x ∆y ∆z n◦ cells n◦ points
AVBP D/30 D/30 D/30 308 000 58 250
elsA D/20 D/40 D/40 68 000 78 183
Table 5.7: Mesh refinements for the coupled AVBP and elsA domain.
The mesh density is quite similar for both subdomains but nodes have been deliberately chosen
not to be coincident. It is visible that the nodes are neither coincident in the axial (Fig. 5.21) nor in the
radial direction (Fig. 5.22). More references on the interpolation method are given in Appendix D.2.
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(a) (b)
Figure 5.22: Traversal view of the mesh for: (a) the AVBP solver and (b) the elsA code.
5.4.2 Numerical parameters
LES and RANS models are employed for the computation of the AVBP and elsA domain, respectively,
since the solution is no longer laminar. Specificities about the numerics adopted for both codes are
detailed below. The convective time of the global computation is approximatively:
tconv =
18 10−3 m
100 m/s
= 1.8 10−4 s, (5.4)
where 100 m.s−1 is the bulk velocity and 18 mm, the tube total length. In the present case, the time
step from the AVBP computation has been fixed to ∆t = 5 10−8 ms. AVBP solves the full compressible
unsteady Navier-Stokes equations using Law-Wendroff scheme [102]. This scheme uses an explicit
time integration with a single Runge-Kutta step. Its accuracy in both space and time is of second
order. The scheme is quite robust due to a diffusive term that stabilizes it very effectively even if
it is a centered scheme in space. Furthermore, it is characterized by low computational cost. The
Smagorinsky model [171] is used to predict SGS behavior in the computation.
The parallel elsA software uses a cell centered approach on the 5 structured multi-block mesh. For
steady-state RANS simulations, convective fluxes are computed with a second order centered scheme
with classical artificial dissipation parameters k2 and k4 [81]. Diffusive fluxes are computed with a
second-order centered scheme. The pseudo time-marching is performed by using an implicit time
integration scheme, based on the backward Euler scheme and a scalar Lower-Upper (LU) Symmetric
Successive Over-Relaxation (SSOR) method as proposed in Yoon & Jameson [197]. The turbulent
viscosity is computed with the two equations model of Smith [173] based on a k− l formulation.
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Before coupling, each subdomain is calculated separately until the variables have converged sta-
tistically for the AVBP solver and until convergence of the residuals and mass flow rates for the
elsA solver. Then, the codes are coupled sequentially as explained in Fig. 3.9. To be coherent with
RANS, a sliding average is done to the LES quantities over the time period defined by the user.
5.4.3 Prescribing RANS inflow conditions
How to define the mean value of the vector of conservative variables U transmitted to the RANS
computation? The approach chosen can be defined as a sliding average over a trailing time window
T :
U =
1
T
∫ t
t−T
U
The difficulty comes from the choice of T . T has to be taken so as to average the turbulent
fluctuations but still short enough to allow the unsteadiness of the mean profile to pass through the
interface. T would act as a filter and should therefore be carefully designated depending on what
information wants to be transmitted.
Definition of the higher momentum terms
The RANS model from elsA needs an information on the couple (k, l). An obvious suggestion is to
compute k as:
k =
ndim
∑
1
(u2i −ui2)
both quantities (ui2 and u2i ) are easily accessible as U is already computed in our method. The cal-
culation of turbulent length scale l is however less direct. A rough approximation could be used so
to impose l(x,y,z) = 0.33D. Since this is the length scale enforced for the AVBP inlet. Or we could
calculate the exact expression of l =
Cµ k3/2
ε
, where Cµ is the model constant. Neither solution seems
pertinent. The first is oversimplified, the last too complicated for this first step towards LES/RANS
coupling as it requires the exact computation of ε.
Our choice of expression for l comes from a Solomonic decision: an equilibrium between physical
representativity and CPU cost. The Prandtl algebraic expression (page 448 of Chassaing [35]) allows
to express the mixing length in a pipe flow as:
lm
R
= 0.14−0.08
(
1− r
R
)2
−0.06
(
1− r
R
)4
. (5.5)
The flow at x = 13 mm has a high Reynolds number and can be supposed at equilibrium for a simple
given shear
∣∣∣∣∂U∂y
∣∣∣∣. Therefore, the supposition that a zone exists where production equals dissipation
can be done. This hypothesis is also performed by Stanford researchers [120]. Introducing k in
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the mixing Prandtl model equation (like in page 463 of Chassaing [35]), the expression of turbulent
viscosity gives:
C1
√
kl = lm2
∣∣∣∣∂U∂y
∣∣∣∣ . (5.6)
This last expression implies that l and lm are related by:
l = lm
(
C31
C2
)−1/4
(5.7)
where C1 and C2 are respectively equal to 0.002 and 0.09. This last relationship allows to estimate l
through a simple algebraic expression in this application test.
5.4.4 Results and discussions
The mass flow rate error between the two domains is equal to 0.14%. Slightly higher than in previous
test cases, this error is again tolerable in engineering applications. In this case, it can be easily
diminished if refining the meshes in both subdomains and improving the interpolation method [84,
135].
5.4.4.1 Velocity profiles
Figure 5.23 presents the fields of axial velocity in the plane z = 0 for both simulations. The flow
is turbulent in the AVBP domain and characteristic turbulent structures are visible. Their sizes are
typically from 0.2D to 0.4D which is in good agreement with the value of l = 0.33D imposed on the
inlet patch. The growth of the boundary layer along the wall is also noticeable on this figure. This
phenomenon highlights a relaminarization in the vicinity of the wall owing to the low mesh refinement
compared to the turbulence scales in this part of the flow. In the visible part of the elsA subdomain, the
axial velocity field does not present any structure. The flow is completely steady. More information
about the flow can be reached by the analysis of the mean axial velocity profiles.
Figure 5.24 shows radial profiles for the axial velocity. On the inlet patch, x = 0 mm, there is a
very good agreement between the simulation and the target profile. Profiles at x = 13 mm (beginning
of the overlap), 15 mm (end of the overlap) and at the outlet patch show how the flow tends to a
laminar form close to the wall for both codes. In particular, the peak of turbulent velocity tends to
vanish. At every stage, the radial profiles show a good agreement between the solvers.
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Figure 5.23: LES instantaneous and RANS flow field of axial velocity for AVBP (left) and elsA (right)
coupled computations. In the overlap zone, only AVBP is visible.
5.4.4.2 Pressure drop
The pressure drop ∆P for turbulent flow in a pipe of length L and diameter D is given by:
∆P =
λρU2b L
2D
(5.8)
where λ is the friction factor [182]. The experimental law of Blasius gives an evaluation of λ for
2000 < Re < 105 [145]:
λ= 0.3164Re−
1
4 (5.9)
For this study, the theoretical pressure drop is ∆P = 894 Pa. The coupled simulation exhibits a
slightly stronger pressure drop (∆P= 937 Pa) equivalent to 4.8% error. Again, as in the laminar case,
the elsA computation improves the whole coupled solution behavior.
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(a) (b)
(c) (d)
Figure 5.24: Radial profiles of axial velocity component for AVBP and elsA coupled computations at
different stages of the pipe with respect to the theoretical profile.
5.4.4.3 Turbulent variables
Figure 5.25 presents the typical shape of the kinetic energy K for a turbulent pipe flow. The quantity
y+ is the dimensionless distance to the wall:
y+ =
(R− r)U∗
ν
(5.10)
Where U∗ is the wall friction velocity. Tournier [182] proposes an evaluation of U∗ for turbulent pipe
flows at Reynolds numbers between 2000 and 105:
U∗2 = 0.03955U(
7
4)
b
( ν
2R
) 1
4
= 0.03955
U2b
Re
1
4
(5.11)
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Therefore the value of the wall friction velocity for this test case is U∗ = 5.7m/s. The maximum
value simulated by both solvers is very close. The overall slope is also very similar. The peak is
located at a slight different y+ since the elsA mesh is a little more refined in this direction than the
AVBP mesh.
Figure 5.25: Radial profile of the turbulent kinetic energy K for AVBP and elsA coupled computations in
the overlap zone.
The averaging time span influence
To provide the RANS computation with statistically average values, a sufficient number of integration
steps should be achieved in the LES subdomain. All the previous results have been obtained with an
averaging time span equal to one flow-through time (Tadim = 1 expressed in a dimensionless way
where the flow-through time is the reference). In order to determine the influence of the choice
of the averaging time-span, two supplementary computations are performed varying the length of
the trailing average (Tadim = 2 and Tadim = 0.5). As can be seen in Fig. 5.26, there are remarkable
discrepancies depending on the trailing time window in the turbulent kinetic energy received by elsA.
This turbulent kinetic energy represents the turbulent fluctuations transmitted. Similar conclusions
were drawn by Schlu¨ter et al. [161] (page 18).
In this case, averaging over one time unit, given the ratio of tube diameter and bulk velocity, is
found to be sufficient for this coupling. This criteria requires the averaging time to be of the order of
the integral time scale of the turbulence, which for a turbulent tube flow in proportional to the ratio
149
5. COUPLED TEST CASES
(a)
(b)
(c)
Figure 5.26: Transversal cuts of turbulent kinetic energy of the elsA coupled computation with a trailing
time window of: (a) Tadim = 0.5, (b) Tadim = 1 and (c) Tadim = 2.
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of the tube diameter to bulk velocity (Tadim = 1.5 was chosen by Zhang et al. [199] in their turbulent
channel).
To accelerate the coupling in a real applications, the Stanford researchers concluded that the
turbulent variables should instead be computed from the mean flow velocity field [119]. Indeed, the
mean velocity is a first order moment which converges significantly faster than the RMS velocities
(second order moments) and thus, a smaller averaging window can be employed. The proposed
solution is the use of an auxiliary duct in which the RANS turbulence model equations are solved for
the mean velocity field transferred from the mean solution obtained from the LES simulation as inlet.
Actually, with the methodology they use, the body force relaminarizes the LES velocity field so they
fell back on the auxiliary duct to generate the inlet turbulent variables for their RANS pipe.
5.4.5 Concluding remarks
A turbulent pipe has been here simulated by means of a LES/RANS coupling tool. Velocity and
pressure drop analysis show good agreement between the solvers and the theoretical predictions. The
aim of this section was not centered around the exhaustive description of the flow in a turbulent pipe
flow, but more around the impact of the coupling on the physics predicted. Obviously, to achieve a
better description of the flow, better depiction of the wall gradients or finer meshes would be needed.
Besides some shortfalls of the employed numerical schemes, grid structure, etc, this test case allow
us to illustrate the impact of the coupling on the transmitted values.
The preeminent factor to take into account in the LES/RANS coupling is the trailing time window
on which the LES fields are averaged before going to the RANS solver. In Section 5.2 which describes
the laminar tube, this parameter was also tested but no influence was noticed on a steady application.
Here, it is the dominant criterion. In fine, the choice of T will depend on what wants to be simulated.
In the future, if the coupling tends to LES/URANS or LES/LES simulations, the definition of T
should be revisited to be coherent with the physics modeled.
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A coupling methodology has been developed to exchange information between a LES solver and a
RANS solver. The coupling tool performs:
 An interpolation of the vector of conservatives variables, U= (ρ,ρu,ρv,ρw,ρE)+(ρk,ρl) in the
first two rows of cells of the downstream elsA subdomain.
 An imposition of the pressure from the downstream elsA domain via the boundary formulation
of the upstream AVBP subdomain.
A domain decomposition inspired by the work of mathematicians in the field of DDM has also
been proposed to study the convergence of the coupled problem. The influence of positive and nega-
tive eigenvalues of the uncoupled Euler linearized system of equations has been studied. Additionally,
a 1D numerical tool test has been performed to assess the applicability of the proposed procedure to
large scale computations even at high Reynolds number. Finally, three representative and simple test
cases have been implemented to validate the methodology.
Due to its relevance for industrial applications, coupling of LES and RANS solvers is a very active
field of research. This thesis is only a first step towards a coupling tool that could be employed in
industrial configurations. The main contributions of this coupling methodology are:
1. its operability. It has been validated in different test cases, from laminar to turbulent, with
recirculation zones, ...
2. its mathematical basis. The analysis for convergence here proposed has a big potential and can
be declined for other types of coupling, cf appendix C.
Many additional computations can be performed to further evaluate the coupling process. Some
of them have already been tested during this thesis, but need a more detailed study. Among the most
interesting aspects that can be analyzed are:
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 test one-way: does the outflow condition have any influence in the Poiseuille tube?
 robustness against mass-conservation, like already done by Schlu¨ter et al. [161]
 influence of the relax parameter/the overlap length like done in Section 4.4.2.
 acoustic tests: waves traveling downstream/upstream of the domain and transmission consider-
ations.
As far as the LES/RANS coupling is concerned, the influence of the choice of the averaging time-
span has been revealed. In the following developments, the contribution of the modeled part of the
turbulent kinetic energy should be taken into account in the contribution given to the downstream
solver. The estimation of l can be additionally ameliorated [120].
Another interesting point to treat is the one related to the different Reynolds number seen by
the LES and RANS solver since νt in the RANS solver is greater and can have an influence on the
minimum overlap length chosen, as pointed out in the mathematical analysis.
To further develop this promising methodology for industrial applications, the following steps are
to be treated in priority:
1. AVBP works with a multi-species philosophy whereas elsA only considers mono-species com-
putation (more information is given in Appendix D). A consistent transition between the solvers
should be investigated. Moreover, the implementation of a variable γ in elsA could improve the
results drastically. Indeed, the downsize of the coupling is that it inherits the weakest point
from the solvers. Wlassow [191] has evaluated the errors attributable to the limitation coming
from a constant γ and they are not negligible.
2. The study on numerical stability [135] and the analysis of aliasing [157] have to be pursued.
3. The implementation of others coupling strategies based on mathematical or physical analysis
as suggested by the work of Gander et al. [59], Kim et al. [90] could be interesting.
4. The development of a LES/URANS or LES/LES approach and determining the benefits from
such strategies appears as the natural outcome of the work here presented.
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In the context of gas turbine applications, thermal management becomes critical for the high pres-
sure turbine located directly after the combustion chamber and which experiences high temperature
gradients at walls. Typical engine life duration today directly relies on the capacity of designers to
correctly estimate the wall heat transfer at the blade wall. Unfortunately, such flow phenomena are
extremely difficult to predict in such aggressive environments where technological small scale de-
vices (such as cooling holes, tip gap, etc.) impact the turbine flows and clearly increase geometrical
complexity. Turbulence also plays a major role on heat transfer and a laminar to turbulent transition is
often observed on the turbine blade walls. Despite such long-lived difficulties, classical steady state
CFD simulations are the only alternative to correlations for most gas turbine configurations. These
CFD solutions are indeed very attractive as they induce relatively short response time in comparison
to more costly experimental campaigns. Unstructured LES and zonal LES/RANS coupling procedure
have not still proven their value in this context.
The work presented in this manuscript was motivated by two main objectives: the assessment of
unstructured LES in high turbine background for heat transfer quantification and the development of
a coupling methodology between LES and RANS compressible solvers. Conclusions are presented
with respect to each of these objectives:
 LES and heat transfer:
Few studies directly address the use of fully structured versus unstructured, implicit versus
explicit flow solvers and their respective impact for LES modeling of complex wall bounded
flows. To partly answer these important issues, an unstructured computational solver is applied
and assessed by comparing the predictions of the heat transfer around the experimental high
pressure turbine blade profile cascade of Arts et al. [10] to the results from structured LES and
RANS simulations. First, both LES predictions are compared to RANS modeling with a par-
ticular interest for the accuracy/cost ratio and improvement of the physical phenomena around
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the blade. LES are then detailed and further investigated to assess their ability to reproduce
the inlet turbulence effect on heat transfer and the development of the transitional boundary
layer around the blade. Quantitative comparisons against experimental findings show excellent
agreement especially on the pressure side of the profile. Detailed analysis of the flow predic-
tions provided by both the structured and unstructured solvers underline the importance of long
stream-wise streaky structures responsible for the augmentation of the heat transfer and leading
to the transition of the suction-side boundary layer.
Finally, the study presented demonstrates that LES is ready to help the understanding of com-
plex flow phenomena that are observed in high-pressure turbines (including at high Reynolds
numbers). Maybe not yet in an established design process but punctually could LES be used to
help engineers on a particular aspect of the conception progression.
 Coupling compressible solvers:
During the past years, coupling is taking increasingly place in the CFD community, not only
because of a trend movement but because it is an intelligent solution to sum the pros from long
trajectories of standalone solvers and intend the resolution of unattainable problems otherwise.
In the specific problem of the turbine/combustion chamber interaction, the coupling could pro-
vide both a more complete inlet condition for the downstream RANS computation and a more
predictive LES outflow condition.
A house should be built by its basis, that why the demonstration of the final industrial config-
uration has not been the priority of this research, even though all steps are ready (LES com-
putation of the combustion chamber + NGV (Appendix A), coupling methodology (Part II)
and RANS turbine stage computations current in industry). More emphasis has been given to
fundamental aspects as the mathematical groundwork for such coupling procedures. The 1D
theoretical study provides the identification of the coupling parameters which have an impact
on the coupling process, before facing more complex applications. The resulting approach has
been successfully tested in three different cases. Each case aims at accentuating a characteristic
that could be relevant in the engine final application. Recirculating zones at both inlet/outlet of
the domains, for instance, can be treated by the procedure implemented in this PhD.
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With respect to the objectives requested by TM, we have partially achieved to answer their de-
mands by implementing:
 the set-up of a hybrid mesh approach in LES for the prediction of the wall heat transfer in a
fixed blade configuration,
 the development of a zonal LES/RANS coupling strategy which makes possible the coupled
computation of industrial configurations with todays computing means.
However and since our study is one among the firsts to analyze the response of unstructured LES
around blades and the coupling between two compressible solvers, many discoveries are still to be
accomplished. The major aspects that should be further tested or investigated are gathered below for
each goal of the thesis:
 LES and heat transfer:
Throughout this thesis work, we have seen that flow physics at walls is a still an open problem
that covers laminar to turbulent, natural and forced transitions, compressibility effects such
as shocks, wall curvature or roughness, FST intensity, external pressure gradient effects, etc.
In industrial applications, such issues and difficulties also point to massively separated flows,
reattachment points, rotational forces, relaminarization, etc.
Recent developments and demonstrations for the prediction of turbulent flows around blades
point to LES as a very promising tool. Theoretical limits and scales of wall bounded flows are
now well mastered in simple cases but complex industrial applications usually introduce un-
knowns and mechanisms that are difficult to apprehend beforehand especially with LES which
is usually computationally intensive and bounded to code scalability, mesh quality, modeling
performances and computer power.
To completely validate this formulation in such configurations, more adapted sub-grid modeling
model to take into account the spatial distribution of the streaks near the wall [133] should be
analyzed. Wall laws including Mach number evolution could also be a solution to improve the
efficiency of LES in such configurations. Despite the fact that this numerical method still
requires modeling and intense computing effort compared to RANS simulations, this fully
unsteady simulation technique provides valuable information on the turbulent flow otherwise
inaccessible. An effort is nonetheless necessary to use LES in an industrial context (full 3D,
stage configurations, etc.).
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 Coupling compressible solvers:
One of the main advantages of the coupling procedure is that each solver can be ameliorated
individually and follow its own development. For example, AVBP kinetic scheme could be
improved or elsA could benefit from a new version with variable γ. These separate revisions
would enhance the overall computation without impinging the structure of the current coupling
methodology. The coupling procedure itself could be improved, for example, with the inclusion
of a more accurate description of k which would take into account the SGS contribution in the
LES/RANS coupling. Moreover, the coupling implementation has been thought so as to adapt
to further developments towards parallel synchronization or LES/URANS and even LES/LES
coupling without much effort. Another aspect that could also be revised without touching the
coupling platform is the interpolation precision.
The domain decomposition community is very animated. A more in depth look on the method-
ologies adopted by mathematicians could give some ideas on the most optimized conditions
to apply at the interfaces [58]. Notably, to reduce the probability of undesired reflections, a
method to discern which waves are traveling upstream or downstream could be performed and
a symmetric differentiate treatment (Neumann/Dirichlet and Dirichlet/Neumann, respectively)
could be imposed in the coupling between two compressible solvers. Moreover, some literature
exists in the mathematic field that studies the domain decomposition for two aspects that could
be interesting for our particular problem:
– the first comes when heterogeneities exist between the subdomains [13]. These analyses
can be further developed to apply them to our particular case where AVBP is multi-species
and elsA only models a specie,
– the second heterogeneity that it could be interesting to treat is the one between equations.
One could imagine a shock wave to appear in between the subdomains and treat the prob-
lem with a coupling procedure [149]. The nature of the equations changes at this spot.
Mathematical analyses have already been performed on such problems [146] and could
be additionally explored with a simple 1D tool. This study could also serve research on
the wave transmission across the turbine [105].
Another interesting experience could be to use a 1D numerical tool similar to the one developed
here to proceed to a coupled simulation with a high Reynolds number on one side and a lower
Reynolds number on the other side. Another important aspect to which no attention has been
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given in the CPU consumption, future developers should take great care of this parameter,
especially when the coupling procedure will be applied to industrial configurations.
In the true geometry of the propulsion system, additional cooling devices are present, in particular
at the trailing edge of the NGV. These systems were not included in this study for simplicity. The first
step in the further analysis is going to be the inclusion of these cooling devices present in the trail-
ing edge of the stator as well as the addition of a more realistic internal cooling system [55]. Some
experimental results will be available soon for the NGV blade temperature. A comparison should be
driven to determine the accuracy of the LES computation or, instead, the modifications which should
be done to improve the simulation.
The following step will be for the geometry to take into account the re-injection in the vein be-
tween stator and rotor, the tip squealer and the fir-tree root in the high pressure rotor. Moreover,
conjugate heat transfer will be computed in both stator and rotor, which implies, respectively, the
coupling between LES code AVBP and thermal code AVTP and the coupling between RANS code
elsA and thermal code AVTP, both already available [45, 192]. In the future, computations will take
into account different phenomena like conjugate transfer but also radiation when solving the fluid
motion. A glance of such an analysis on a combustion chamber + NGV domain can be viewed in
Appendix B.
The final aim is to determine how many geometrical details in both stator and rotor are compulsory
to obtain a good prediction of the high pressure rotor temperature. Also, to determine if a LES
calculation, thermal coupling and code coupling are necessary to accurately predict the high pressure
rotor temperature. All the results from the approach anteriorly detailed could be then compared with
the RANS approach followed by F. Wlassow [191].
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Part III
Appendices

Appendix A
Simulation of the combustion chamber
and NGV in LES
A.1 The study case: TURBOMECA propulsion system
Figure A.1: View of the propulsion system geometry.
The aim of this study is to carry out a LES calculation, which integrates the chamber geometry
as well as the one of the NGV of the turbine. A similar study is attempted with RANS codes in
the dissertation of Klapdor [92]. This LES computation is the one to be used coupled to the RANS
calculation in the turbine to determine the temperature of the high-pressure rotor, which is of prime
importance for the efficiency and life expectancy of the whole propulsion system. Here, the objective
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is to improve the combustion chamber overall predictions at its outlet so that the input for the turbine
stage computation would be more accurate.
The configuration is a sector (1/N, N being the total number of injectors) of a helicopter com-
bustion chamber, including the secondary air flow (A) and the NGV (D) like shown in Fig. A.1. The
calculation takes into account all the components positioned between the outlet of the combustion
chamber and the high-pressure rotor, as, for instance, the multiperforations. The novelty from this
computation is the inclusion of the NGV in the LES prognosis. The flame tube (C) is fed with air
through two contra-rotating swirlers and gaseous kerosene at the center (B). Cold air films along the
walls assure the chamber cooling. The calculated operating point correspond to the normal flight
operating point.
A.1.1 Mesh
The LES mesh is built with 11.9 106 tetrahedrical cells. It takes into account the secondary air flow
as well as the cooling films and dilution jets, but only in the combustion chamber region. The mesh
is refined in the primary zone, where the flame stabilizes in a conical zone. 5 106 cells are used for
the combustion chamber (Fig A.2). The other half is used to refine the NGV vane (Fig A.3).
Figure A.2: View of the combustor mesh.
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Figure A.3: View of the DHP mesh.
The original mesh comes from an isolated combustion chamber calculation. This mono-component
mesh is the one used for the implementation of the NGV. Thus, the mesh had to change to adapt to
the mesh used by RANS elsA simulation for the turbine stage. Indeed, Fig. A.4 shows the differences
between the meshes. Results on the next section are shown only for the modified mesh.
Figure A.4: View of the geometry change performed.
A.1.2 Numerical parameters
The LES is performed with the AVBP code. The numerical method employed for the integration is
the second order Lax-Wendroff scheme. The sub-grid scale turbulent model used is the Smagorinsky
model. The turbulent Schmidt and Prandtl numbers are equal to 0.6. The mean time step imposed by
the CFL is of 2.2 10−8 s. The chemical kinetic scheme used for the kerosene is Kero-Luche, which
reduces to 2 steps the global scheme [56]. A new specific correction for thickening flame model,
which results are shown later in Fig. A.7 has been validated to improve the model of the second
177
A. SIMULATION OF THE COMBUSTION CHAMBER AND NGV IN LES
reaction. Thermodynamic properties are tabulated so as to recover the correct temperature influence.
An algebraic adiabatic law of the wall is used for the walls of the geometry including the blade. In
the outlet of the NGV, the pressure is fixed following the mean value obtained by a RANS computation
in this plane for the turbine stage [192]. Some problems were encountered in the outlet limit of the
computational domain. They were resolved by using the 3D approach for pressure [68] and the
imposition of axisymmetric equal values. Obviously, to impose a constant pressure at the outlet of
the computation domain is a limitation, no feedback from the rotor presence is taken. This constitutes
one of the reason why the coupling strategy between AVBP and elsA is prone to. And a first step to
achieve a coupled industrial computation is to perform a simulation taking into account a combustion
chamber and a NGV at the same time, like this computation does; the NGV region being the overlap
zone between LES and RANS computations in the future coupled simulation.
A summary of the numerical parameters used in the TURBOMECA engine computational case
can be found in Table A.1.
Numerical scheme LW
Sub-grid model Smagorinsky
2nd order AV 0.2
4rth order AV 0.01
Time step 2.2 10−8
Pr 0.739
Prt 0.6
Table A.1: Summary of the numerical parameters used for the calculation.
A.2 Numerical results
A.2.1 Average results
Figure A.5 (a) shows the mean axial velocity in the median plane, adimensionalized by the injection
velocity. The recirculation zone, which is limited by a zero axial velocity contour, can be recognized.
This contour extends from the injector nozzle to half the primary zone. The flow is not symmetric
due to the curved geometry of the combustion chamber. Furthermore, the flow is strongly accelerated
in the distributor, as it can be noticed in Fig. A.6 (b). The RMS axial velocity field emphasizes zones
of high turbulence in Fig. A.5 (b). Close to the injection, there are shear zones and behind the central
recirculation zone, the hot gas mix with the primary air jets.
Figure A.6 (a) displays the mean temperature, adimensionalized by the injection temperature Tin j.
The hot primary zone reaches around the conical flame a maximum temperature of 4Tin j. The flame
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(a) (b)
Figure A.5: Dimensionless mean axial velocity in the median plane with iso-contour of zero velocity (a)
and RMS velocity (b).
(a) (b)
Figure A.6: Dimensionless mean static temperature in the median plane (a) and Mach number in the
NGV vane (b).
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is asymmetric as the hot zone is more extended on the internal side. In fact, the hot gases are cooled
down abruptly by the cold air jets, down to a temperature around 2Tin j. The temperature of the burnt
gases gradually decreases downstream through the action of the cooling films along the chamber
walls, reaching a value around 1.5Tin j near the blade. Although high turbulence levels in the dilution
zone (Fig. A.5 (b)) increases mixing, the temperature is not homogeneous at the chamber exit.
A.2.2 Instantaneous results
The mesh refinement in such a computation does not allow to capture the real flame thickness, which
is normally smaller than the mesh refinement. A thickened model [38] is introduced to replace the
flame by an equivalent thicker flame resolvable with the mesh given.
The flame thickening can be seen in Fig. A.7 with an iso-surface of heat release (HR in the
figure). The thickening procedure is only applied in the reacting zones. These results show that the
model correction performed on the second equation is consistent with the physics expected in the
recirculation zone.
Figure A.7: Thickening field and iso-surface of HR in the median plane.
A.2.3 Effect of the NGV presence on aerodynamic magnitudes
Mean aerodynamic magnitudes are compared on a plane, which is 3 mm upstream of the leading edge
of the NGV, for two cases:
 when there is not NGV in the computation,
 when there is a NGV in the computation domain.
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(a) (b)
Figure A.8: (a) Location of the plane 40 and (b) view of the position of the probes in the plane 40 upstream
of the NGV.
This plane, called plane 40, is shown in Fig. A.8 (a). Figure A.9 shows that the NGV has a great
influence on all the quantities:
 U , Vt ,Vr, the axial velocity, the tangential velocity and the radial velocity, respectively,
 rho, T , P, density, temperature and pressure, respectively.
The first consequence is that fields are more heterogenous in the azimuthal direction because of
the NGV appearance. In the tangential velocity field, it can be noticed that velocity vectors have to
adapt to the presence of a leading edge. Moreover, in the axial velocity and the pressure fields, the
potential effects clearly appear: there is an acceleration on the suction side and a deceleration on the
pressure side.
The two calculations have approximatively reached the same statistical values. Both of them
have strictly the same set of numerical parameters (scheme, sub-grid model, average iteration step,
...). A negative iso-surface of axial velocity is taken in the whole volume in Fig. A.10 (a) for the
computation without NGV and (b) with NGV. The influence of the NGV on the aerodynamic behavior
of the chamber appears in a recirculation, in circles, before the leading edge of the NGV in hub and
shroud. Nowadays, no boundary condition in elsA allows to have a negative axial velocity at the
inlet. However, the coupling methodology proposed in this thesis allows a region at the inlet of the
elsA computational domain where the velocity is negative, as shown in Section 5.3.
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Figure A.9: Mean aerodynamic magnitudes with and without NGV in plane 40.
A.2.4 Unsteadiness upstream of the NGV
To characterize the unsteadiness at the inlet of the NGV vein, 5 probes have been placed in the plane
40. Their location is shown in Fig. A.8 (b). The temperature fluctuations are analyzed for the resolved
LES field. The temperature fluctuations can be represented as a function of the time normalized by
the revolution period of the high pressure rotor, like in Fig. A.11. It can be seen from the picture that
during a rotor revolution, the upstream condition can vary radically, Trms ∼±300K, this phenomenon
can affect the thermo-mechanical fatigue of the blades.
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(a) (b)
Figure A.10: Isosurface of negative axial velocity in the calculation of the combustion chamber alone (a)
and the combustion chamber with NGV (b).
Figure A.11: Fluctuations of temperature in probe 3.
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A.2.5 Radial Temperature Factor (RTF)
Engine manufacturers usually want to know the overheating of the combustion gases over the com-
bustion chamber. That is the reason why they use a dimensionless profile of radial temperature to
compare the heating capacity of engines. The RTF is computed at the perpendicular plane to the axis,
plane 40 (Fig. A.8 (a)). The comparison of different RTF curves makes it possible for designers to
analyze the homogeneity of the temperature field.
m˙40 =
∫
A40
ρ(r,θ)u(r,θ)dA (A.1)
In Eq. (A.1), m˙40 represents the flow going through the plane 40, u(r,θ) and ρ(r,θ) are the axial
velocity and the density in cylindric coordinates in the plane 40. The specific mean enthalpy value is
shown in Eq. (A.2), H(r,θ) stands for the value of enthalpy in each point of the plane, it is a function
of the total temperature T (r,θ) and the chemical composition.
H40 =
∫
A40 ρ(r,θ)u(r,θ)H(r,θ)dA
m˙4
(A.2)
Figure A.12: Comparison of the Radial Temperature Factor of two calculations with/without NGV.
The relative increase of the enthalpy can be written as follows in Eq. (A.3) as a function of H3, the
mean enthalpy of gases at the compressor outlet. The enthalpy is not a magnitude that can be easily
extracted from the flow in experimental tests. The expression with enthalpies can be replaced by an
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equation with temperatures, which can be taken out experimentally from the flow without difficulty.
The local factor of temperature is defined in Eq. (A.4).
H(r,θ)−H40
H40−H3
(A.3)
T (r,θ)−T40
T40−T3
(A.4)
It should be noticed that the integral of the term in Eq. (A.3) is equal to zero by construction in the
plane 40. On the contrary, the integral of the local factor of temperature in the Eq. (A.4) is not equal
to zero, unless it is supposed that cp and ρ are uniform in this plane. This hypothesis is accepted, the
Radial Temperature Factor is defined by the formula in Eq. (A.5):
RT F(r) =
(
1
2pi
∫
0≤θ≤2pi
T (r,θ)dθ
)
−T40
T40−T3
(A.5)
The RTF of the actual computation is compared to the RTF of the combustion chamber alone and
their difference is shown in Fig. A.12. The maximum discrepancy between the two curves is of 50K,
which is the experimental error bars. For the moment, no supplementary conclusions can be drawn
even if the azimuthal differences are evident in Fig. A.9. Indeed, the 1D RTF curve can not represent
the azimuthal heterogeneity introduced by the NGV.
A.2.6 Concluding remark
The major conclusion extracted from this study is that the interaction between codes used for the
separate combustor and turbine stage calculations has to be implemented, since as it has been seen
that the NGV presence has a sizable influence on the flow upstream of its leading edge. Both solvers
have to exchange information in order to improve the overall prediction, for instance, the LES code
should be aware of the upstream potential effect of the NGV.
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Appendix B
A multi-physics simulation of an
industrial application
(a) (b)
Figure B.1: (a) Real cooling system and (b) cooling system modeled inside the NGV.
A set of muti-physics coupled simulations (heat transfer and radiation) was pursued during the
2010 Summer Program in the Center for Turbulent Research on the configuration presented in Ap-
pendix A. The geometry studied is slightly different from the computation detailed above. The cool-
ing system inside the stator blade has been modeled as shown in Fig. B.1 (b). The internal mesh is
inspired on the true cooling system present in the real blade, Fig. B.1 (a). The mesh size of the NGV
blade has been chosen non-coincident and of the same order as the cells of the fluid nearby as seen
in the Fig. B.2. The physical properties chosen for the inner blade have been extracted from TUR-
BOMECA experience. Amaya et al. [7] expose the conclusions from this study in the proceedings of
the Summer Program 2010.
The main conclusion drawn from this work is that the temperature field in the fluid and in the
NGV are sensitive to both heat conduction and radiation, and that these two phenomena must be
included to accurately predict the blade temperature, as shown in Fig. B.3.
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Figure B.2: Mesh of the NGV blade of the TURBOMECA engine.
(a) (b)
Figure B.3: Profiles of dimensionless temperature on the surface
T sw
Tin j
and convective heat qw in the
shroud for AVBP alone (solid lines) and AVBP coupled (symbols) with the radiation and the solid thermics,
from [7].
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Appendix C
Conjugate heat transfer: a mathematical
analysis
In conjugate heat transfer, one parameter that greatly influences the thermodynamical fluid-structure
interface behavior [36] is the thermal activity ratio defined as: β =
√
(λρcp) f
(λρcp)s
( f for fluid and s
for solid). β drives the fluid/structure interaction in such a way that when β→ ∞ the wall tempera-
ture fluctuations tend to an isoflux boundary-condition behavior (maximum temperature fluctuations),
whereas when β→ 0 the interface behaves like an isothermal wall with no temperature fluctuations.
In our application test cases (turbine and combustion chamber), β→ 0. Therefore, the solid is usually
considered in a steady state with respect to the fluid. Nevertheless, if LES results are used to couple
to the thermal solver, the unsteady structures in the fluid domain can have an effect on the temporal
variations of the fluid [84]. That’s why one should not only analyze the fluid/solid interaction as an
steady problem [37] but also in a unsteady context to incorporate, for instance, transient effects. The
difference in the approach presented here with respect to the literature in unsteady problems for the
conjugate heat transfer [45, 52, 62] is that we do not discretize the problem but treat the convergence
towards a solution in the continuous form of the equations.
In this case, the PDE that describes the behavior of both domains is a parabolic equation. To solve
the heat transfer coupling problem between fluid and solid, the methodology employed in Chapter 4
can be used to retrieve one of the most known results from literature [37, 45, 62]: to reach a stable
thermal state, one should imposed a Dirichlet condition to the fluid and a Neumann or Robin condition
to the solid.
189
C. CONJUGATE HEAT TRANSFER: A MATHEMATICAL ANALYSIS
The equation to be examined is the unsteady heat diffusion in each domain. Let’s consider a 1D
system of the form:
F˜T = ρicpi
∂T
∂t
−λi ∂
2T
∂x2
= 0 for i = 1,2 and ∀x ∈Ωi (C.1)
since each domain has its own thermal conductivity λi (W.m−1.K−1), its own heat capacity cpi
(J.kg−1.K−1) and its own density ρi (kg.m−3). 1 and 2 can designate the fluid or the solid subdomain.
After applying the Laplace transform with parameter s ∈ C, ℜ(s)> 0, one has:
FT = ρicpiT s−λi ∂
2T
∂x2
= 0 for i = 1,2 and ∀x ∈Ωi (C.2)
The spatial domain is decomposed in two non-overlapping subdomains Ω1 = (−l1,0+) and Ω2 =
(0−, l2). There is no overlap, so δ= 0 in this particular case. An iteration by subomain decomposition
algorithm is used to solve system (C.2), given initial guesses T 01 and T
0
2 , to find T
k+1
1 and T
k+1
2 such
that: 
FT k+11 = 0 ∀x ∈Ω1,
T k+11 = Tl1 at x =−l1
Φ1(T k+11 ) = θ1Φ1(T
k
2 )+(1−θ1)Φ1(T k1 ) at x = 0+,
(C.3)

FT k+12 = 0 ∀x ∈Ω2,
T k+12 = Tl2 at x = l2
Φ2(T k+12 ) = θ2Φ2(T
k′
1 )+(1−θ2)Φ2(T k2 ) at x = 0−,
(C.4)
where Φ1 and Φ2 are the linear functionals representing the transmission conditions at 0+ and 0−
respectively. θ1 and θ2 are positive constants, called the relaxation parameters and k′ is the iteration
index which can be
k′ =
{
k+1 for the sequential version,
k for the parallel version.
The geometry of the problem is plotted in Fig. C.1. It is assumed that the solution of problem
(C.2) satisfies the transmission conditions, then the error ek+1i = T
k+1
i − T verifies the following
homogeneous system of equations for k ≥ 0:

Lek+11 = 0 ∀x ∈Ω1,
ek+11 = 0 at x =−l1
Φ1(ek+11 ) = θ1Φ1(e
k
2)+(1−θ1)Φ1(ek1) at x = 0+,
(C.5)

Lek+12 = 0 ∀x ∈Ω2,
ek+12 = 0 at x = l2
Φ2(ek+12 ) = θ2Φ2(e
k′
1 )+(1−θ2)Φ2(ek2) at x = 0−,
(C.6)
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Figure C.1: Scheme of the simplified geometry considered to study the unsteady conjugate heat transfer
between solid and fluid.
Three transmission conditions are of particular interest here:
Dirichlet: ΦD(u) = T,
Neumann: ΦN(u) = λ
∂T
∂x
nx,
Robin: ΦR(u) = λ
∂T
∂x
nx+h T nx,
nx is the exterior normal which takes the values nx = 1 and nx = −1, for x = 0+ and x = 0−,
respectively. h is the heat transfer convective coefficient of the fluid (W.m−2.K−1).
Solving Eqs. (C.5)1 and (C.6)1, the solution is of the form:
ek+1i = A
k+1
i exp(τix)+B
k+1
i exp(−τix)
where τi is given by:
τi =
√
ρicpi
λi
√
s =
√
s
Di
for i = 1,2
where Di =
λi
ρicpi
is the thermal diffusivity of each one of the subdomains and Ak+1i and B
k+1
i are
constants depending on the boundary conditions given by (C.5)2 and (C.6)2. Since no discretization
is introduced in this Appendix, we do not talk here about the fluid and solid time steps. A remark
from researchers used to conjugate heat transfer problems can be that the s parameter is the same for
both solid and fluid. Let’s briefly recall the usual approach in literature [45]: instead of considering
the same physical time, each subdomain is advanced of its characteristic time between a coupling
iteration. Indeed, the characteristic time scales of fluid and structure are not the same in our applica-
tion test cases: a few seconds are necessary for diffusion through a solid whereas the flow-through
time along the solid can be of less than 1ms. When the steady state of the solid is aimed at, to gain
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computational time, the coupling synchronization can be the same for the solid and the fluid. There
is not consistency in the physical time. In our case, in a fully unsteady reasoning, the physical time is
the same for both subdomains and thus, s is a global parameter.
Taking into account the previous boundary conditions, the errors can be expressed as:
ek+11 =C
k+1
1 sinh(τ1(l1+ x)),
ek+12 =C
k+1
2 sinh(τ2(l2− x)).
C.1 Sequential system
Let’s study the convergence analysis on the continuous problem for the unrelaxed sequential version.
k′ = k+ 1 and θ1 = θ2 = 1. No overlap is present in the solid/fluid decomposition domain, so that
δ= 0.
C.1.1 Dirichlet/Dirichlet
Dirichlet conditions are imposed at both x = 0+ and x = 0−. The transmission conditions give:
Φ1(ek+11 (0+,s)) =C
k+1
1 sinh(τ1l1))
Φ1(ek+12 (0+,s)) =C
k+1
2 sinh(τ2l2))
Φ2(ek+11 (0−,s)) =C
k+1
1 sinh(τ1l1))
Φ2(ek+12 (0−,s)) =C
k+1
2 sinh(τ2l2))
Substituting these equations into the equations for the error transmission Eq. (C.5)3 and Eq. (C.6)3,
one can conclude that |ρ|= 1. The error at k+1 retains the initial error. The main conclusion is that
imposing symmetric Dirichlet conditions is not enough to guarantee the strict convergence of the
DDM problem.
C.1.2 Neumann/Dirichlet
A Neumann condition is imposed now at x = 0+, nx = 1 at this location. A Dirichlet condition is
given at x = 0−. The transmission conditions give:
Φ1(ek+11 (0+,s)) =C
k+1
1 λ1τ1 cosh(τ1l1)
Φ1(ek+12 (0+,s)) =−Ck+12 λ2τ2 cosh(τ2l2)
Φ2(ek+11 (0−,s)) =C
k+1
1 sinh(τ1l1)
Φ2(ek+12 (0−,s)) =C
k+1
2 sinh(τ2l2)
and
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ρ= |ρ1ρ2|=
∣∣∣∣λ2τ2 cosh(τ2l2)λ1τ1 cosh(τ1l1) sinh(τ1l1)sinh(τ2l2)
∣∣∣∣
This last expression can be re-arranged as follows:
ρN/D =
∣∣∣∣λ2τ2λ1τ1 cosh(τ2l2)cosh(τ1l1) sinh(τ1l1)sinh(τ2l2)
∣∣∣∣= ∣∣∣∣λ2τ2λ1τ1 tanh(τ1l1)tanh(τ2l2)
∣∣∣∣
The first fraction equals:
λ2τ2
λ1τ1
=
λ2
λ1
√
D1
D2
Since tanh(x) is a monotonic increasing function, |ρN/D|< 1 as long as
∣∣∣∣λ2τ2λ1τ1
∣∣∣∣< 1 and ∣∣∣∣τ1l1τ2l2
∣∣∣∣< 1.
The solid thickness ls is normally very small. Let’s remind that we have applied the heat unsteady
diffusion equation to the fluid (C.2), but this only stands in a little region near the solid where the heat
transfer is prominent. For a l > l f , the convective effects become dominant and the Eq. (C.2) is no
longer valid. l f is the thermic boundary layer thickness. It can be estimated as ∼ Pr1/3.δconv, where
δconv is the convective boundary layer and Pr is the Prandtl number. In our field of research, Pr ∼ 1.
As a consequence, l f ∼ δconv [34]. For the Reynolds number of the applications targeted, we have
δconv ∼ problem characteristic length√
Re
. As a consequence, we can express the hypothesis that l f and
ls are of the same order of magnitude, i.e, if l1 ≈ l2.
Thus, the last condition,
∣∣∣∣τ1l1τ2l2
∣∣∣∣ < 1, can also be expressed as |D2| < |D1| if this approximation
on the thickness of the subdomains is done. As an example, one can take the values in Table C.1 for
the thermal characteristics of the subdomains. β, the thermal activity ratio defined in the introduction,
can easily be calculated.
Solid (650 K) Hot gases (2300 K)
Thermal diffusivity Di (m2.s−1) 3.36 10−6 3.72 10−4
Thermal conductivity λi (W.m−1.K−1) 12.97 0.140
λi√
Di
∼1 104 ∼10
Table C.1: Thermal characteristics, from Duchaine et al. [46].
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• On the one hand, if the fluid is in subdomain 1 and the solid is in 2, with the above values, one
has:
λ2
λ1
≈ 90,
√
D1
D2
≈ 10.
Thus,
∣∣∣∣λ2τ2λ1τ1
∣∣∣∣ 1 and |D2|< |D1|, no convergence can be achieved if subdomain 1 is the fluid
and subdomain 2 is the solid since |ρ| would never be smaller than 1. No convergence is possi-
ble if a Neumann condition is imposed to the fluid and a Dirichlet condition is imposed to the
solid.
• On the other hand, if the fluid is in subdomain 2 and the solid in 1:
λ2
λ1
≈ 1 10−2,
√
D1
D2
≈ 1 10−1.
Then
∣∣∣∣λ2τ2λ1τ1
∣∣∣∣ 1 and |D2| > |D1|, so unconditional convergence is achieved for this type of
coupling. Imposing a Dirichlet condition to the fluid and a Neumann condition to the solid
assures convergence since the rate of convergence is always smaller than 1. The converging
method is plotted in Fig. C.2.
Figure C.2: Scheme of the converging method.
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C.1.3 Robin/Dirichlet
A Robin condition is imposed now at x = 0+. A Dirichlet condition is given at x = 0−. The transmis-
sion conditions give:
Φ1(ek+11 (0+,s)) =C
k+1
1 [λ1τ1 cosh(τ1l1)+h sinh(τ1l1)]
Φ1(ek+12 (0+,s)) =C
k+1
2 [−λ2τ2 cosh(τ2l2)+h sinh(τ2l2)]
Φ2(ek+11 (0−,s)) =C
k+1
1 sinh(τ1l1)
Φ2(ek+12 (0−,s)) =C
k+1
2 sinh(τ2l2)
and
ρ= |ρ1ρ2|=
∣∣∣∣−λ2τ2 cosh(τ2l2)+h sinh(τ2l2)λ1τ1 cosh(τ1l1)+h sinh(τ1l1) sinh(τ1l1)sinh(τ2l2)
∣∣∣∣
Re-organising the equation, one has:
ρR/D =
∣∣∣∣−λ2τ2+h tanh(τ2l2)λ1τ1+h tanh(τ1l1) tanh(τ1l1)tanh(τ2l2)
∣∣∣∣
∀x, |tanh(x)|< 1 and is a strictly increasing function, so
• if |D1| < |D2|, |τ1| > |τ2| and |tanh(τ1l1)| > |tanh(τ2l2)| with l1 ∼ l2. The other term of the
equation is easy to analyze, at most tanh(τ2l2) or tanh(τ1l1) are equal to 1.
Typical values of h in turbomachinery have been plotted in Section 2.3.1. h∼ 500 W.m−2.K−1.
Remembering that τi =
√
s
Di
, we can assure
∣∣∣∣−λ2τ2+h tanh(τ2l2)λ1τ1+h tanh(τ1l1)
∣∣∣∣< 1, ∀s > 0. Indeed, sub-
stituting the expressions with the reference values given in Table C.1, this fraction can be easily
plotted as a function of s to conclude that when subdomain 2 corresponds to the fluid and 1 to
the solid, |ρ| < 1, ∀s > 0. For more information about the role played by h in conjugate heat
transfer, one can refer to Chemin [37].
• On the contrary, the method where 1 is the fluid and 2 the solid is unconditionally divergent.
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In fact, the Robin/Dirichlet has the same convergence behavior that the Neumann/Dirichlet method.
The same conclusion was drawn in Chemin’s thesis in what he called the Fourier/Dirichlet coupling
(page 47 in [37]). Indeed, the Robin condition should be applied to the subdomain with the biggest
thermal conductivity.
C.1.4 Relaxed sequential system
The methodology to deduce the rate of convergence of the relaxed sequential version has already
been presented in Section 4.1.1.2. No addition is made in this Appendix. The reader is free to apply
himself the conclusions of the aforementioned section and the limitations to the relaxation parameter
induced. Some interesting results have already been deduced about relaxation on the conjugate heat
transfer problem by Chemin [37], Duchaine et al. [45].
C.2 Concluding remarks
A brief literature survey of the conjugate heat transfer problems shows that main contributions center
on stability, but lack on convergence analysis. This Appendix is just a draft of a methodology that
should enable to define how many coupling iterations k are needed to solve an unsteady conjugate
heat transfer coupling. Some of the aspects which have not been treated in this mathematical analysis
and could be interesting are:
 other transmission conditions for the coupling can be studied, for instance, Robin/Neumann
methods or Robin/Robin,
 the conjugate heat transfer could also be studied with a different modelization for the fluid
(advection-diffusion, Navier-Stokes system, ...),
 a deeper investigation of the influence of discontinuous coefficients in the DDM convergence
of parabolic equations [98],
 a 1D stability analysis, like the one performed in Giles [62], but for a fully symmetric (meaning
both fluid and solid) unsteady problem,
 the generalization to 2D and 3D problems of convergence and stability criteria.
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Appendix D
Numerical tools
D.1 elsA and AVBP
In the following sections, the equations governing the motion of the flow are described. In Sec-
tion D.1.1, the RANS and LES governing equations (for averaged and filtered quantities) are derived.
The CFD codes, elsA and AVBP, used to solve the equations are presented in Section D.1.2, with spe-
cific emphasis on the differences, that is the time-advancing scheme or spatial discretization. They are
indeed important for understanding the modifications introduced concerning the coupling of codes.
D.1.1 Navier-Stokes equations
D.1.1.1 Conservation equations
Irrespectively of the turbulent modeling formalism adopted for the computation (i.e., RANS or LES),
the set of conservation equations describing the evolution of a compressible flow with chemical reac-
tions of thermodynamically active scalars reads,
∂ρui
∂t
+
∂
∂x j
(ρui u j) =− ∂∂x j [Pδi j− τi j], (D.1)
∂ρE
∂t
+
∂
∂x j
(ρE u j) =− ∂∂x j [ui (Pδi j− τi j)+q j]+SE , (D.2)
∂ρk
∂t
+
∂
∂x j
(ρk u j) =− ∂∂x j [J j,k]+Sk. (D.3)
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Einstein’s rule of summation is adopted for the description of the governing equations. Note
however that the index k is reserved to refer to the kth species and will not follow the summation rule
unless specifically mentioned.
In Eqs. (D.1) to (D.3), which respectively correspond to the conservation laws for momentum,
total energy and species, the following symbols (ρ, ui, E, ρk) denote the density, the velocity vector,
the total energy per unit mass and the density of the chemical species k. ρk = ρYk for k = 1 to N
(where N is the total number of species). Yk is the kth species mass fraction, P denotes the pressure,
τi j the stress tensor, qi the heat flux vector and J j,k the vector of the diffusive flux of species k. The
source term in the total energy equation (SE in Eq. (D.2)) is composed of a chemical source term,
ω˙T . The source term in the species transport equations (Sk in Eq. (D.3)) contains contributions from
chemical production or consumption of species, the net effect being noted ω˙k.
It is common to distinguish between inviscid and a viscous terms. They are subsequently noted
for the three conservation equations:
Inviscid terms:
 ρ ui u j +P δi j(ρE +P δi j) u j
ρk u j
 (D.4)
Viscous terms:
The components of the viscous flux tensor take the form:
 −τi j−(ui τi j)+q j
J j,k
 (D.5)
The stress tensor τi j is detailed below in Eq. (D.6).
D.1.1.2 Transport coefficients
The stress tensor τi j is given by:
τi j = 2µ
(
Si j− 13δi jSll
)
(D.6)
where µ is the shear viscosity and where Si j is the rate of strain tensor
Si j =
1
2
(
∂u j
∂xi
+
∂ui
∂x j
)
(D.7)
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In CFD codes, the molecular viscosity µ is often assumed to be independent of the gas composi-
tion and close to that of air so that the classical Sutherland law [189] can be used:
µ = c1
T 3/2
T + c2
Tre f + c2
T 3/2re f
(D.8)
where c1 and c2 must be determined so as to fit the real viscosity of the mixture. For air at Tre f = 273
K, c1 = 1.71e-5 kg/m.s and c2 = 110.4 K. The heat conduction coefficient of the gas mixture can then
be computed by introducing the molecular Prandtl number of the mixture as:
λ=
µCp
Pr
(D.9)
with Pr supposed constant in time and space.
Furthermore, in multi-species flows the total mass conservation implies that:
N
∑
k=1
Yk V ki = 0 (D.10)
where V ki are the components in directions (i=1,2,3) of the diffusion velocity of species k. They are
often expressed as a function of the species gradients using the Hirschfelder Curtis approximation:
Xk V ki =−Dk
∂Xk
∂xi
, (D.11)
where Xk is the molar fraction of species k : Xk =YkW/Wk and Dk are the species diffusion coefficients.
In terms of mass fraction, the approximation D.11 may be expressed as:
Yk V ki =−Dk
Wk
W
∂Xk
∂xi
, (D.12)
Summing Eq. (D.12) over all k shows that the approximation in Eq. (D.12) does not necessarily
comply with Eq. (D.10) that expresses mass conservation. In order to achieve this, a correction
diffusion velocity ~V c is added to the convection velocity to ensure global mass conservation (see
[142]) as:
V ci =
N
∑
k=1
Dk
Wk
W
∂Xk
∂xi
, (D.13)
and computing the diffusive species flux for each species k as:
Ji,k =−ρ
(
Dk
Wk
W
∂Xk
∂xi
−YkV ci
)
, (D.14)
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Here, Dk are the diffusion coefficients for each species k in the mixture. The computation of
the species diffusion coefficients Dk is a specific issue. These coefficients should be expressed as
a function of the binary coefficients Di j obtained from kinetic theory [77]. The Di j are complex
functions of collision integrals and thermodynamic variables. If a simplified chemical scheme is
used, modeling diffusivity in a precise way is not needed. Therefore, a simplified approximation is
used in AVBP for Dk. The Schmidt numbers Sc,k of the species are supposed to be constant so that the
binary diffusion coefficient for each species is computed as:
Dk =
µ
ρSc,k
(D.15)
Moreover, an additional heat flux term appears in the diffusive heat flux. This term is due to heat
transport by species diffusion. The total heat flux vector then takes the form:
qi = −λ ∂T∂xi︸ ︷︷ ︸
Heat conduction
−ρ
N
∑
k=1
(
Dk
Wk
W
∂Xk
∂xi
−YkV ci
)
hs,k︸ ︷︷ ︸
Heat flux through species diffusion
=−λ ∂T
∂xi
+
N
∑
k=1
Ji,khs,k (D.16)
where λ is the heat conduction coefficient of the mixture and hs,k the sensible enthalpy of the
species k.
D.1.1.3 Equation of state
To close the problem, a state equation relating ρ.E and P is needed. For a bivariant fluid, the ideal
gas law is usually:
P = ρ r T (D.17)
where r is the gas constant of the mixture dependent on time and space: r =
R
W
where W is the mean
molecular weight of the mixture obtained from:
1
W
=
N
∑
k=1
Yk
Wk
(D.18)
The gas constant r and the heat capacities of the gas mixture depend on the local gas composition as:
r =
R
W
=
N
∑
k=1
Yk
Wk
R=
N
∑
k=1
Yk rk (D.19)
Cp =
N
∑
k=1
Yk Cp,k (D.20)
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Cv =
N
∑
k=1
Yk Cv,k (D.21)
where R = 8.3143 J/mol.K is the universal gas constant. The adiabatic exponent for the mixture
is given by γ =Cp/Cv. Thus, the gas constant, the heat capacities and the adiabatic exponent are no
longer constant if a reactive approach is taken. They depend on the local gas composition as expressed
by the local mass fractions Yk(x, t):
r = r(x, t), Cp =Cp(x, t), Cv =Cv(x, t), and γ= γ(x, t) (D.22)
D.1.1.4 Mono vs multi-species: determination of the temperature
AVBP and elsA both solve the compressible Navier-Stokes system previously detailed. On the one
hand, AVBP has historically been developed to treat problems related to combustion chambers. Fol-
lowing this logic, the solver has a multi-species approach. The gas constant R, γ and the heat capac-
ities are not constant with temperature, the equations remain as established in Section D.1.1.1. The
standard reference state used is P0 = 1 bar and T0 = 0 K. The sensible mass enthalpies (hs,k) and en-
tropies (sk) for each species are tabulated for 51 values of the temperature (Ti with i = 1...51) ranging
from 0 K to 5000 K with a step of 100 K. Therefore these variables can be evaluated by:
hs,k(Ti) =
∫ Ti
T0=0K
Cp,kdT =
hms,k(Ti)−hms,k(T0)
Wk
, and (D.23)
sk(Ti) =
smk (Ti)− smk (T0)
Wk
, with i = 1,51 (D.24)
The superscript m corresponds to molar values. The tabulated values for hs,k(Ti) and sk(Ti) are
obtained from the JANAF tables [176]. With this assumption, the sensible energy for each species
can be reconstructed using the following expression;
es,k(Ti) =
∫ Ti
T0=0K
Cv,kdT = hs,k(Ti)− rkTi i = 1,51 (D.25)
Note that the mass heat capacities at constant pressure Cp,k and volume Cv,k are supposed constant
between Ti and Ti+1 = Ti+100 K. They are defined as the slope of the sensible enthalpy (Cp,k =
∂hs,k
∂T
)
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and sensible energy (Cv,k =
∂es,k
∂T
). The sensible energy varies continuously with temperature and is
obtained by using a linear interpolation:
es,k(T ) = es,k(Ti)+(T −Ti)es,k(Ti+1)− es,k(Ti)Ti+1−Ti (D.26)
The sensible energy and enthalpy of the mixture may then be expressed as:
ρes =
N
∑
k=1
ρkes,k = ρ
N
∑
k=1
Ykes,k (D.27)
ρhs =
N
∑
k=1
ρkhs,k = ρ
N
∑
k=1
Ykhs,k (D.28)
The temperature is deduced from the the sensible energy, using Eqs. (D.26) and (D.27).
On the other hand, elsA has been developed to perform aerodynamical predictions around wings
or blades of engines. From this background, the solver was conceived without adding multi-species
equations. Hence, a contraction of the index k can be performed to deduce the system of equations
solved by elsA and the internal energy can be expressed as:
es(T ) = cvT (D.29)
where cv does not change with the temperature of the gas. γ and cp have no dependency on T .
The main characteristics of the two solvers used in this PhD are detailed in Table. D.1.
elsA AVBP
Historical Domain Aerodynamics Combustion
Equations NS compressible NS compressible
µ Sutherland Sutherland
Mixture mono multi
r constant r(x, t,T )
γ constant γ(x, t,T )
Cp constant Cp(x, t,T )
Cv constant Cv(x, t,T )
Temperature determination Eq. (D.29) Eq. (D.26)
Table D.1: elsA vs AVBP solver for Navier-Stokes equations.
202
D.1 elsA and AVBP
D.1.1.5 Turbulence modeling
In the introduction of this manuscript, a comparison is provided of the different methods to deal with
turbulence; it clearly identifies DNS of the above Navier-Stokes equations as being extremely costly
due to the many different scales involved. If complexity of the system to be simulated is to be re-
duced, an operator has to be applied to the exact solution of the Navier-Stokes equations. Labourasse
& Sagaut [100] defined the RANS averaging operator and the LES spatial filtering operator in the
general framework of multilevel methods relying on different scale separation operators.
Succinctly, for RANS formalism, the mathematical operation introduced relies on the statistical
ensemble of realizations of the same flow problem from which only the statistical ensemble means are
of interest. As explained in Part I, in LES, the notion of separation of turbulent scales is introduced
and distinguishes a separation between the resolved (large) turbulent scales and the modeled (small)
scales.
For compressible LES and RANS, the spatial Favre filtering or ensemble means are used and the
operation reduces for spatially, temporally invariant and localized filter functions to:
ρ f˜ =

RANS:
1
N
N
∑
1
ρn(x, t) f n(x, t),
LES:
∫
ρ(x′, t) f (x′, t)G(x′−x)dx′,
(D.30)
where G denotes the filter function while n is the nth realization of a statistical ensemble composed
of N of such fields. The conservation equations for filtered quantities are obtained by filtering the
instantaneous Eqs. (D.1), (D.2) and (D.3). In these new equations, there are now three types of terms
to be distinguished: the inviscid terms, the viscous terms and the filtered terms. The inviscid terms
are equivalent to the unfiltered equations except that they are now expressed in filtered quantities.
The same conclusion is valid for the viscous terms. However, filtering the balance equations leads to
unclosed quantities, which need to be modeled. These terms are:
 −τi jtq jt
J j,k
t
 (D.31)
The unresolved SGS stress tensor τi jt from LES and the equivalent Reynolds stress tensor appear-
ing in RANS are usually modeled using the Boussinesq assumption [171]:
τi jt − 13 τkk
t δi j =−2ρνt S˜i j , (D.32)
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with S˜i j =
1
2
(
∂u˜i
∂x j
+
∂u˜ j
∂xi
)
− 1
3
∂u˜k
∂xk
δi j. (D.33)
In Eq. (D.32), S˜i j is the resolved or ensemble mean strain rate tensor and νt is the SGS or RANS
turbulent viscosity. Normally for RANS a two-equations type of closure is adopted. There is a great
number of different closures more or less suited for turbomachinery applications. For more infor-
mation on the different kinds of RANS additional transport variables, one can consult [32, 115]. As
highlighted above, filtering the transport equations yields a closure problem evidenced by the SGS
turbulent fluxes. For the system to be solved numerically, closures need to be supplied in LES. Mod-
els for the subgrid-scale turbulent viscosity νt are an essential part of a LES: Smagorinsky [171] or
WALE are some of the most used.
For AVBP , the subgrid scale diffusive species flux vector is:
Ji,k
t
= ρ
(
u˜iYk− u˜iY˜k
)
, (D.34)
Ji,k
t is modeled as:
Ji,k
t
=−ρ
(
Dkt
Wk
W
∂X˜k
∂xi
− Y˜kV˜ic,t
)
, (D.35)
with
Dtk =
νt
Stc,k
(D.36)
The turbulent Schmidt number Stc,k is the same for all species. Note also that having one turbulent
Schmidt number for all the species does not imply, V˜ c,t = 0 because of the Wk/W term in Eq. (D.35).
The correction diffusion velocities are then obtained from:
V˜ ci +V˜
c,t
i =
N
∑
k=1
(
µ
ρSc,k
+
µt
ρStc,k
)
Wk
W
∂X˜k
∂xi
, (D.37)
and where Eqs. (D.15) and (D.36) are used. The filtered diffusive species flux vector for non-reactive
flows is:
Ji,k =−ρ
(
Dk
Wk
W
∂Xk
∂xi
−YkVic
)
≈−ρ
(
Dk
Wk
W
∂X˜k
∂xi
− Y˜kV˜ic
)
,
(D.38)
where higher order correlations between the different variables of the expression are assumed negli-
gible.
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At last, the subgrid scale heat flux vector is:
qit = ρ(u˜iE− u˜iE˜), (D.39)
where E is the total energy.
qit =−λ∂T∂xi +
N
∑
k=1
Ji,khs,k
≈−λ∂T˜
∂xi
+
N
∑
k=1
Ji,k h˜s,k
(D.40)
These forms assume that the spatial variations of molecular diffusion fluxes are negligible and can
be modelled through simple gradient assumptions. In Eq. (D.40), T˜ is the filtered temperature which
satisfies the modified filtered state equation p = ρ r T˜ [126]. The unclosed energy flux qit is modeled
using a turbulent heat conductivity obtained from νt by λt = ρνt cp/Prt where Prt is considered to
be a constant turbulent Prandtl number even though it has been reported not to be so by Bhaskharan
[18]. In the LS89 guide vane, values of the turbulent Prandtl number are reported to oscillate between
0.5 to 2. By our experience, this parameter has a minor influence in LES. To confirm this point, two
simulations with Prt = 0.6 and Prt = 0.9 have been performed in the LS89 case. Results show that the
predictions for the wall heat fluxes are identical.
To conclude, AVBP is an exclusively LES solver. Smagorinsky and WALE SGS models, among
others, are implemented in AVBP. For more information on the SGS models and their application
fields, one can search [30, 133]. In elsA, a large variety of turbulence models are available, ranging
from eddy viscosity to Reynolds stress models, and including options for Detached Eddy Simulation
(DES) and LES [63, 65].
elsA AVBP
RANS X 7
DES X 7
LES X X
Table D.2: elsA vs AVBP turbulent closures available.
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D.1.2 Numerical methods
In this section, the numerical methods used by elsA and AVBP solvers are described. Aspects relevant
for the developments carried out in the present work are discussed in details while elements like
numerical schemes that are applied but not modified are briefly described. For more details, the
reader is referred to the cited literature.
D.1.2.1 Spatial discretization
There is three major methods to resolve numerically the set of governing equations [137]. The first is
Finite Difference (FDM), the flow variables are known at the mesh nodes. Schemes, based on Taylor
expansions are used to calculate the derivates at these points [128]. The FDM uses a network of
topological lines to construct the discretization of the partial differential equations (PDE). This is a
limitation when working in complex geometries in multiple dimensions. This problem motivated the
use of an integral form of the PDEs and the consequent development of the finite element and finite
volume techniques. The second approach is Finite Elements (FEM); a numerical approach which
finds approximate solutions of PDEs as well as integral equations. Galerkin methods are widely used
in FEM for converting a continuous operator problem (such as a differential equation) to a discrete
problem [51]. The last method is Finite Volume Method (FVM). In this method, the mean value of
variables is taken on a control volume [76]. The theorem of Green is applied on the integral form of
Navier-Stokes system of equations, so that integrals on surfaces can be obtained on the faces of each
mesh cell. This method ensures conservativity and requires flux calculations.
Unstructured vs Structured: FVM can be applied on three kind of meshes, illustrated in Fig. D.1:
 Structured meshes: In 2D, it is made of quadrangles and of hexahedra in 3D. There is a regular
connectivity between the mesh cells so that a 2 or 3 dimensions table with direct mapping is
enough to store the mesh. One privileged direction per space dimension exists, which enables
to associate mesh nodes to a triplet of integers (i, j, k) in three-dimension space. The major
advantage of a structured mesh resides in this privileged direction that makes theses meshes
nearly unbeatable when boundary layers are to be resolved. It is however almost impossible
to discretize a whole complex geometrical domain with an only structured block. In practice,
several blocks are necessary. The refinement in one location or direction is inherited by all the
blocks in the domain. Fortunately, no-matching techniques [17] have been developed to relax
this constraint. The major drawback of structured meshes is the generation of the mesh itself.
It can be a difficult and long task especially for industrial applications.
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(a) (b) (c)
Figure D.1: 2D structured (a), hybrid (b) and unstructured (c) meshes (from [169]).
 Unstructured meshes: Any element can exist in an unstructured mesh. Normally, the major
part is composed of triangles in 2D. The connectivity in unstructured meshes is not regular.
The main drawback with respect to a structured approach is that all the connectivities between
cells should be stored and demanding thereby much more memory and time for accessibility.
Nevertheless, the unstructured method eases the mesh creation around complex geometries and
handles local refinement quite naturally.
 Hybrid meshes take advantage of both type of meshes. A hybrid mesh is a mesh composed of
several element shapes. Generally, they are structured near the wall to ensure proper capturing
of boundary flows and unstructured in the rest of the domain.
elsA is a multi-block structured solver while AVBP is an unstructured/hybrid grid solver.
Cell-vertex vs Cell-centered: Once the spatial discretization treated, two different approaches to
locate data can be defined. Indeed, elsA and AVBP share a FVM approach, but data is not located at
the same place. The cell-vertex approach is a very common discretization method for FV schemes, the
very popular alternative being the cell-centered formulation which is the most widespread technique
for the discretization of the Navier-Stokes equations on structured grids [76]. While in the latter case,
flow variables are stored at the center of the cells, they are stored at the grid nodes in the former as seen
in Fig. D.2. The key difference is the computation of fluxes through cell boundaries. For cell-centered
schemes, the flux through a cell boundary is based on the interpolation of variables situated on either
side of the cell edge, i.e. from the centers of two neighboring cells. In a cell-vertex scheme, the flux
is obtained from the values at the vertices, i.e. at either end of the cell edge. Here, vertices are to be
understood as points that coincide with the grid nodes but are associated to a grid cell. This means
that one grid node can coincide with several vertices, one for each grid cell the node is connected to.
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The cell-vertex formalism corresponds to the one used in the AVBP solver and is described in detail
by Lamarque [101]. The cell-centered formulation is the one used to solve the FV problem in elsA.
Figure D.2: Primary control volumes used in FVM. Left: vertex-centered. Right: cell-centered.
D.1.2.2 Temporal discretization
Irrespectively of the turbulent modeling formalism adopted for the computation (i.e., RANS or LES),
the initial governing equations are the unsteady compressible Navier-Stokes equations that describe
the conservation of mass, momentum and energy. In conservative form, it can be expressed in three-
dimensional coordinates as:
∂U
∂t
+div F = 0 (D.41)
where U in Eq. (D.41) is the vector of primary variables themselves function of time, t and space,
x. F = (f− fv,g−gv, h−hv) is the flux tensor; f,g,h are the inviscid fluxes and fv,gv,hv are the
viscous fluxes (including the potential contribution of models for turbulence through the addition of
the so-called turbulent viscosity, νt). This is the compact form of Eqs. (D.1) & (D.2) & (D.3).
The advance of the solution in time in AVBP is originally based on a N-step low-storage Runge-
Kutta explicit scheme [39]. One of the most crucial parameter in an unsteady calculation is the time
step value ∆t. Discretizations used in AVBP are conditionally stable, then one must ensure the time
step is small enough to avoid numerical instabilities. Linear analyses have derived critical Courant-
Friedrichs-Lewy (CFL) (for convection schemes) and Fourier (for diffusion schemes) numbers to
be respected to ensure linear stability [64]. Therefore, the global time step, ∆tmax, is determined
by a CFL condition that limits the time step as a function of the spatial discretization. In practice,
this introduces an important constraint because excessively small grid cells, ∆xmin (even if they occur
only very locally and in small numbers) can considerably increase the computational cost of the entire
computation.
∆tmax <CFL
∆xmin
(|~V |+ c)max
(D.42)
where |~V | is the velocity vector and c the propagation speed.
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In elsA, if the flow solution targeted is stationary so the temporal derivative in Eq. (D.41) is null,
to converge the initial solution of the computation to the stationary solution, iterations are done over
a pseudo-time t∗ so that actual system solved reads:
∂U
∂t∗
+div F = 0 (D.43)
With this technique there is no need to assure a temporal consistency between all cells, as in an
unsteady computation, so each cell can have a difference pseudo-time. The local time step hence
equals:
∆t =CFL
∆xcell
(|~V |+ c)cell
(D.44)
Convergence is achieved when the residuals resulting from the spatial discretization of convective
and diffusive terms tend to zero.
Otherwise, when the computation is unsteady, all the cells of the domain must have the same
physical time, i.e., the global time step equals the littlest of all, given by Eq. (D.42). Use of an implicit
temporal method allows to release the constraint on the time step for a given grid resolution. The
resulting implicit system to solve becomes however non-linear for each time step and the resolution
can be done by a direct Newton method or a Dual Time Stepping (DTS) approach like in Eq. (D.45).
For the latter, at each t, a loop on t∗ is advanced. The first term of Eq. (D.45) tends to zero and only
the unsteady equation remains, becoming Eq. (D.41). The resolution of this system of equations for
each time step allows the use of a bigger time step if compared with classical methods [81]. To
retrieve more information on DTS, one can refer to the thesis of Sicot [169].
∂U
∂t∗
+
∂U
∂t
+div F = 0 (D.45)
D.1.3 elsA vs AVBP
The AVBP solver is a property of CERFACS and IFPEn (http://www.cerfacs.fr/~avbp). It was
originally created by the Oxford University Computing Laboratory and CERFACS in 1993. Nowa-
days, the AVBP solver is the basis of several industrial collaborations with national and international
research programs. The code is written in Fortran. It allows to study both academic configura-
tions [183] as well as industrial configurations (piston engines, aeronautical combustion chambers)
with interesting results [60, 130, 164]. As said, the solver relies on the cell-vertex approach and FVM
on unstructured or hybrid meshes.
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elsA (ensemble logiciel pour la simulation en Ae´rodynamique) solver was developed by ONERA
in 1997 to integrate in a standalone solver the knowledge disseminated in several solvers to resolve
problems in subsonic and transonic flows in turbomachinary, planes as well as supersonic flow in
rockets. elsA can also treat multi-physics applications as aeroelasticity and aeroacoustics. Since 2001,
CERFACS participates to the development of the numerical routines. The last status on the solver has
been done by Cambier & Veuillot [32]. As mentioned before, elsA uses FVM on structured meshes
and Euler, RANS, URANS, DES as well as LES are integrated in the solver. elsA is object-oriented
written in C++ with the low level routines written in Fortran to improve computation performance.
The user interface is in Python.
No information is given in this manuscript about the numerical performance and parallelism char-
acteristic of the solvers used at CERFACS, for more information, one can read Gourdain et al. [67].
A table summing up the major numerical features of AVBP and elsA is presented below:
elsA AVBP
Meshes structured unstructured/hybrid
Spatial discretization FVM cell-centered FVM cell-vertex
Temporal discretization implicit explicit
CFL > 1 < 1
Table D.3: elsA vs AVBP numerical methods.
D.2 OpenPALM
Most of the CFD problems, not only combustion chamber-turbine interaction, deal simultaneously
with mechanisms involving different physics. Their modelization needs to be linked to different
physical description in time and space. Instead of developing a new numerical tool which will enable
the resolution of the global problem, one can benefit from years of development on each dedicated
solver. To do so, an independent and performing coupling solver is needed. The major advantage
of implementing a coupling methodology is that each code can evolve independently of the coupling
strategy.
In 1996, the MERCATOR project faced the problem to set-up a tool for Data Assimilation in
an evolving configuration. Instead of hard-coding data assimilation routines in the model, a coupled
tool for the model, observations and algebra were imagined in a flexible and computationally effec-
tive way. PALM (Projet d’Assimilation par Logiciel Multi-me´thode) was created [1]. Nowadays,
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PALM has become open-source, OpenPALM, and its application domain extends to multiple scien-
tific applications. It has been tested in numerous CFD problems handling multi-physics: flow and
structure [45, 148]; flow and radiation [6, 143]; flow, structure and radiation [7].
D.2.1 The software
The coupler is a software tool allowing the concurrent execution and the intercommunication of pro-
grams not having been especially designed for it. Furthermore, the coupler takes care of a number of
other services, such as intermediate computations on the exchanged data, grid to grid interpolations,
parallel data redistribution. The codes may run in parallel, especially if the coupling takes place in
the iterative process of the computational entities. The main qualities of the OpenPALM coupler
are its easy set-up, its flexibility, its performances, the simple updates and evolutions of the coupled
application and the many side services and functions that it offers.
OpenPALM applications are implemented via a graphical user interface called PrePALM. In this
interface, the programmer initially defines the coupling algorithm: number of components, sequential
and parallel sections, loops and conditional executions, resources management. Indeed, an Open-
PALM application can be described as a set of computational units arranged in a coupling algo-
rithm [29]. The communications between units are described at this level as well as all synchroniza-
tion, memory management and parallel computing options. Computing resources such as the required
memory and the number of concurrent processors, are handled by the OpenPALM coupler too. The
different units are controlled conditionally and iteratively and belong to algorithmic sequences called
computational branches. The possible communications between OpenPALM units are assured by
PALM Put and PALM Get primitives written in the source codes. The PALM Puts and PALM Gets
are connected through the graphical interface PrePALM, which really creates the communications
based on MPI protocols.
A branch is structured like a program in a high level programming language: it allows the def-
inition of sequential algorithms. Inside a branch, the coupled independent programs, the units, are
invoked as if they were subroutines of the branch program. For two coupled solvers, each solver has a
branch which is drawn in the PrePALM canvas and the units are inserted in each branch. The resulting
PrePALM application for AVBP/elsA coupling, presented in Part II, is plotted in Fig. D.3. One can
see the two branches with one unit each.
To find more information on communications and OpenPALM environment, one can refer to
Buis et al. [29] or look at the very complete web (http://www.cerfacs.fr/globc/PALM_WEB/).
Moreover, a complete description of the methodology that should be followed to instrument the codes
and include them as computational units in OpenPALM can be found in Amaya [5].
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Figure D.3: OpenPALM AVBP/elsA coupled application.
D.2.2 The CWIPI functionnality
Coupling With Interpolation Parallel Interface (CWIPI) [14, 131] is a library that enables the coupling
between n parallel codes with MPI communications. It was created by EDF and it is now developed
by ONERA and CERFACS. Coupling is made through an exchange zone that can be discretized in a
different way on any coupled code. Linear, surface or volume couplings are available. CWIPI takes
into account all types of geometrical elements (polygon, polyhedral); there is no requirement about
the mesh nature. CWIPI contains the following functionalities:
 control of coupled processes,
 geometrical location,
 interpolation,
 field exchange,
 visualization file building.
The application programming interface is available in Fortran and C/C++. CWIPI can thus couple
codes written in different languages, as it is the case for AVBP and elsA. The coupled applications must
be launched in the same MPI environment, cf Fig. D.4. During the initialization phase, CWIPI creates
an internal communicator for each code. For every coupling defined by the user, inter communicators
are created between coupled codes. From the user point of view, the inter-application communications
become completely transparent even if the applications are parallel.
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Figure D.4: Schematic OpenPALM interface application.
The user can define coupling algorithms by the use of the control parameters. These parameters
are global variables that are synchronized and shared between coupled codes. For example, one can
define some control parameters to exchange the convergence state or the simulation time, for instance
like in the AVBP/elsA coupling, a coupling frequency to determine the rhythm of exchanges between
the codes.
In order to improve the interoperability of the different codes, instead of implementing all cou-
pling routines (communication, search, and interpolation) in all solvers separately, theses tasks are
assured by CWIPI. The idea is to take away some of the workload from the solvers. CWIPI performs
all searches and interpolations. In order to be able to perform these tasks, the coupler requires the
meshes and the solutions of the solvers. In the case of the AVBP/elsA coupling, the field projection is
based on a linear interpolation. CWIPI exports all results to EnsightTM gold format files to visualize
exchanged interpolated fields which makes debug much more easy. All these CWIPI functionalities
are directly accessible in the PrePALM canvas.
This thesis provides an example in Part II of the application of OpenPALM using the library
CWIPI to construct a fluid-fluid coupled application. For more information, on the use of CWIPI,
one can refer to Duchaine et al. [47, 48].
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Latin characters
Symbol Description Unit
a Advection factor [m/s]
c Propagation velocity [m/s]
C Blade chord [m]
Cw WALE model constant [−]
Cv Heat capacity at constant volume [J/(kgK)]
Cp Heat capacity at constant pressure [J/(kgK)]
cp Pressure coefficient [−]
D Diameter [m]
D Thermal diffusivity [m2/s]
e,E Sensible, specific energy [J], [J/kg]
ei,Ei Error [−]
f Frequency [Hz]
F Flux tensor of the conservative variables
f Convective part of the flux tensor of the conservative variables
fv Viscous part of the flux tensor of the conservative variables
G Filter function [−]
H Heat transfer coefficient [W/(m2K)]
h,H Sensible, specific enthalpy [J], [J/kg]
i, j,k Mesh nodes triplets [−]
J j,k Diffusive flux vector of species k [kg/(m2s)]
k Kinetic turbulent energy [J]
k Coupling iteration index [−]
k RANS k− l model specific dissipation [m2/s2]
l RANS k− l model specific length [m]
L( ) Laplace transform [−]
Le Most energetic turbulence length scale [m]
L0 Inlet turbulence length scale [m]
m˙ Mass flux [kg/s]
P Pressure [N/m2]
q Heat flux [J/(m2s)]
Q Volumetric flow rate [m3/s]
Qi j Vorticity tensor [1/s]
r,θ Cylindrical coordinates
r Mixture gas constant [J/(kgK)]
R Universal gas constant [J/(kgK)]
R Radius [m]
s Sensible entropy [J/K]
s Laplace transform variable [1/s]
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Symbol Description Unit
S Curvilinear abscissa [m2]
Si j Boussinesq tensor (rate of strain tensor) [m/s2]
St Strouhal number [−]
S Vector of source terms [kg/(m3s)]
t Time [s]
T Gaseous temperature [K]
T Iteration matrix [−]
Ti Period [s]
u,U,V Velocity [m/s]
U Vector of conservatives variables
Vi Species diffusion velocity vector [m/s]
W Vector of characteristic variables
W Molecular weight [kg/mol]
x Spatial coordinate [m]
X Molar fraction [−]
y Distance to the wall [m]
Y Mass fraction [−]
Greek characters
Symbol Description Unit
β Thermal activity ratio [−]
γ Adiabatic exponent of the mixture [−]
δ Overlap half length [m]
δv Wall characteristic length [m]
∆x,∆y,∆z Grid extension sizes [m]
∆ Cut-off scale of the filter G [m]
∆p Pressure drop [N/m2]
∆t Time step [s]
ε Dissipation rate [m2/s3]
η Kolgomorov length scale [m]
λ Thermal conductivity [J/(mK)]
λi Eigenvalues [−]
µ Molecular viscosity [kg/(ms)]
ν Kinematic viscosity [m2/s]
ρ Gaseous density [kg/m3]
ρi Convergence rate in the mathematical context [−]
τi j Stress tensor [N/m2]
θ Momentum thickness [−]
θi Relaxation parameters [−]
Φi Linear functions for the transmission conditions [−]
ω˙ Chemical source term [kg/(m3s)]
Ωi (Sub)domain [−]
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Dimensionless numbers
Symbol Description
M Mach number
Nu Nusselt number
Pe Pe`clet number
Pr Prandtl number
Prt Turbulent Prandtl number
R Reaction number
Re Reynolds number
Sc Schmidt number
Tu Turbulent intensity
Indices and superscripts
Symbol Description
¯ Time-averaged or Favre filtered value
∼ Resolved value
+ Superscript of quantities written in wall units
′ Superscript for fluctuating quantity
k Iteration superscript
0 Index for free-stream quantities
BL Index of quantities in the liquid column boundary layer
cpl Index for coupling quantities
j Index of a grid node
f Index of fluid quantities
k Species quantity
is Index for isentropic quantities
n Index for normal quantities
r Index for radial quantities
s Index of solid quantities
SGS, t Index for modeled (SGS or turbulent) value
t Index for tangential quantities
w Index of variables located at the wall
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Acronyms
Symbol Description
AV Artificial Viscosity
BC Boundary Condition
CFL Courant-Friedrichs-Lewy
CFD Computational Fluid Dynamics
CWIPI Coupling With Interpolation Parallel Interface
DES Detached Eddy Simulation
DDM Domain Decomposition Method
DNS Direct Numerical Simulation
FDM Finite Difference Method
FEM Finite Elements Method
FFT Fast Fourier Transform
FST Free-Stream Turbulence
FV M Finite Volume Method
LES Large Eddy Simulation
LUSSOR Lower-Upper Symmetric Successive Over-Relaxation
MPI Message Passing Interface
NGV Nozzle Guide Vane
NSCBC Navier-Stokes Characteristic Boundary Condition
ODE Ordinary Differential Equation
PDE Partial Differential Equation
PSD Power Spectrum Density
RANS Reynolds-Averaged Navier-Stokes
RMS Root Mean Square
RT F Radial Temperature Factor
SEM Synthetic Eddy Method
SGS Sub-Grid Scale
ST T Shear Stress Transport
V KI Von Karman Institute
WALE Wall-Adapting Local Eddy
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Abstract
This PhD dissertation, conducted as part of a CIFRE research project between TUR-
BOMECA and CERFACS, deals with improving performance of axial turbines from he-
licopter engines. One of the main difficulties with such an objective is the control of the
temperature prediction around the blades, especially the temperature of the high pressure
rotor.
The work of this thesis focusses on two axes:
 First concerns the analysis of Large Eddy Simulation (LES) predictions around
blades: a numerical LES approach on unstructured meshes is compared to Reynolds
Averaged Navier-Stokes (RANS) results on structured meshes as well as to LES on
structured meshes. LES on unstructured meshes demonstrates its capacity of taking
into account the phenomena which have an impact on wall heat flux around blades.
 The second axis deals with the development of a numerical tool for coupling and
transferring information between a reactive LES code, used in combustion cham-
bers, and a non-reactive RANS solver, employed by industrial actors for modeling
the turbine stage. This tool is validated on a number of test cases which show the
potential of this methodology for multi-component predictions.
Keywords: Combustion chamber-turbine interaction, heat transfer, numerical simula-
tion, coupling.
Re´sume´
Ce travail de the`se, mene´ dans le cadre d’une convention CIFRE entre TURBOMECA
et le CERFACS, s’inscrit dans un contexte d’ame´lioration des performances des turbines
de type axial e´quipant les turbore´acteurs d’he´licopte`re. L’une des principales difficulte´s
rencontre´e dans cette de´marche concerne la maıˆtrise de la tempe´rature que voient les
pales de ce composant, notamment la roue haute pression.
Les travaux de cette the`se s’articulent autour de deux axes principaux:
 Le premier traite l’analyse de la Simulations aux Grandes Echelles (SGE) autour de
pales. Une approche nume´rique SGE sur des maillages non-structure´s est compare´e
aux re´sultats Reynolds Averaged Navier-Stokes (RANS) sur des maillages struc-
ture´s, usuels dans ce type de configuration, ainsi qu’a` une approche SGE sur mail-
lages structure´s. La SGE sur maillage non-structure´ de´montre sa capacite´ a` prendre
en compte les phe´nome`nes qui ont un impact sur les flux de chaleur parie´taux.
 Le second axe de recherche a pour objectif de de´velopper un outil nume´rique de
couplage pour assurer le transfert d’information entre un code SGE re´actif sur
maillage non-structure´, employe´ dans les chambres de combustion, et un code non-
re´actif en RANS, utilise´ par les industriels pour mode´liser l’e´tage turbine. Cet outil
a e´te´ valide´ sur plusieurs cas tests qui montrent le potentiel de cette me´thodologie
pour le couplage multi-composant.
Mots cle´s: Interaction chambre de combustion-turbine, transfert de chaleur, simulation
nume´rique, couplage.
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