In this paper, a fast two-cycle level set contour tracking algorithm based on interactive superpixel segmentation is proposed. Then, image retrieval is carried out based on the contour tracking results. The method of contour tracking is divided into three stages: superpixel segmentation, interactive feature extraction, and foreground tracking. In the first phase, the image is preprocessed by a superpixel segmentation method. In the second stage, the feature pools are defined and established interactively according to the complexity of the image. In the last stage, based on the first two stages, a fast two-cycle level set method is used to track the contour of the target object. Finally, the results of the contour tracking are applied to an image matting of the target foreground, and then the foreground image retrieval is implemented. The results of experimental comparisons demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
The emergence of unmanned vehicles and advanced assisted driving systems has introduced brand-new relationships among people, roads, and cars; these present new challenges for the future of traffic development [1] . Before an unmanned vehicle is put into use, a large number of tests and evaluations need to be carried out [2] . A field test is the most direct test method, but its development is limited by many impediments such as high costs, time demands, and safety hazards. An offline test can complete numerous tests in a laboratory simulation environment, overcoming some field test limitations; however, an offline test requires large amounts of traffic scene data information. The analysis of the traffic elements in road scenes is crucially important to the traffic simulation. In addition to the semantic segmentation methods [3] , [4] , the target contour tracking methods [5] - [8] combine with image retrieval method to build a traffic The associate editor coordinating the review of this manuscript and approving it for publication was Huimin Lu . simulation environment by tracking vehicles, pedestrians, and other traffic elements. This provides conditions for the off-line testing of unmanned vehicles. In addition, target contour tracking in road images can enable unmanned vehicles to monitor the road conditions [9] , such as the vehicles ahead and the traffic signs; this is of great significance to the intelligent transportation system. In the community of intelligent transportation system, the image retrieval based on traffic scene elements is an important research direction of the intelligent machine communication system. It has a good development prospect in vehicle monitoring, charging and management of the intelligent transportation system.
The currently available tracking algorithms have made significant contributions in the area; however, some limitations still exist. Most adopt constraints to the actual motion model of a target to simplify the target tracking [10] . For example, the taracking model is established by simplifying the number, shape, motion path, and other information of the tracking target; it can only track a certain target in a simple background. The algorithms may lose the target when the environment is more complex or the target has a large deformation. Conventionally, most of the tracking targets have complex shapes, and many traditional tracking algorithms only use simple geometric shapes for target tracking, which cannot provide accurate target contour information. In addition, most image retrieval methods are based on the entire image domain. In practical applications, we only need to focus on specific image regions, ignoring rest of the image content.
To solve the above problems, we propose a fast two-cycle level set tracking algorithm based on interactive superpixel segmentation [11] for foreground contour tracking. Superpixel divide the adjacent pixel points with similar features into pixel blocks. As shown in flow diagram of Fig. 1 , the algorithm can efficiently realize the contour tracking of the target foreground in the image sequence. Furthermore, these tracking results can be used for the image matting of the target object, realizing the image retrieval of road traffic elements.
The main contributions of this paper are as follows:
-A fast two-cycle level set tracking algorithm is introduced based on superpixels. The superpixel segmentation greatly improves the efficiency of the image processing. The velocity equation defined by the color features can quickly drive the evolution of the inner and outer contour curves. -Interactive feature extraction. The region of interest for the foreground and background can be interactively selected, according to the complexity of the image; the features are extracted as feature pools. -The result of the foreground contour tracking is applied to the image matting of the target object, and then the foreground image retrieval is carried out. -An intra-class retrieval method is proposed, which takes full advantage of the classiffication information of our fine-tuned network. It provides a fast and accurate model for intelligence transportation system.
II. RELATED WORKS
After the overview of relevant literatures, the current studies on target contour tracking and image retrieval by scholars are summarized in this section. The results are organized into two groups: target contour tracking and image retrieval.
A. TARGET CONTOUR TRACKING
With the rapid development of information technology, computer vision technology has emerged as an active research field. Within this field, target tracking technology developed based on target detection [12] , [13] is an important research topic. Kass et al. first propose the Snake model, which takes control points of a certain shape as the template; the energy function is minimized through the elastic deformation of the template itself. However, the Snake model cannot naturally deal with topological changes. Moreover, the algorithm may return a local minimum. David et al. [14] propose a minimum output error and filter (Mosse) for target tracking. This method is robust to the changes in the target's illumination, size and, attitude; however, it can only realize the target tracking of the image with obvious differences in features.
Wang et al. [15] the local least squares analysis tracking (PLS) algorithm. This method alleviates the problem of online tracking drift caused by a model update, but the initial state of the first frame has a great influence on the tracking results. The correlation filtering tracking method proposed by Hu et al. [16] solves the problem of scale change and target disappearance, but this method has shortcomings in tracking non-rigid objects. Karami [17] and Ilg et al. [18] use the optical flow method to achieve the accurate tracking of intracranial veins. Here, the sensitivity of the optical flow method to changes in brightness, and the position of two adjacent frames of the target may limit its application range. Liu et al. [19] propose a fast compression tracking (FCT) method, which extracts features by constructing a sparse matrix. This method has high efficiency, accuracy, and robustness; however, it could not accurately depict the contour of the tracking target. The level set method is a kind of important target contour tracking curve evolution method that has been jointly proposed by Osher and Sethian [20] . The traditional level set tracking algorithm has been used in the field of target contour tracking, but its widespread adoption is limited by the need to solve complex differential equations. Wang et al. [21] propose a non-traditional target contour tracking method based on the level set method, which avoids the complex calculation process of solving the differential equations. However, the definition of the target foreground and background feature pools is based on the entire image space. As a consequence, it is only applicable to image sequences that are easy to distinguish the foreground from the background and have the characteristics of one color and texture. Li et al. [22] propose a fast two-cycle level set tracking algorithm based on a narrow background perception, greatly improving the efficiency of target contour tracking. However, this method is not flexible with respect to the setting of the size of the narrow background area. As a result, the initial setting of the narrow background area has a great influence on the tracking results. In recent years, target tracking methods based on convolutional neural networks (CNN) [23] - [25] have become popular. However, the training models of CNN requires specific datasets, which do not achieve good tracking results for special or small datasets.
Based on the idea of Li et al. [22] , the tracking algorithm proposal in this paper is a fast two-cycle level set tracking algorithm with two unique features: it includes a superpixel segmentation pre-processing and an interactive feature extraction. These increase the flexibility of feature extraction and improve the tracking efficiency of image processing at the level of a superpixel. In addition, we optimize the feature extraction algorithm to make the extracted features more conducive to the contour tracking of the target foreground.
B. IMAGE RETRIEVAL
With the emergence of large-scale digital images, contentbased image retrieval (CBIR) technology has emerged [27] . Feature extraction is an important part of CBIR. Wang et al. [28] put forward a method based on color features. The texture feature dimension proposed by Liu et al. [29] is low and easy to use. However, the global description method based on color, texture, and other feature information has a low retrieval efficiency for illumination, deformation, and occlusion. Image retrieval based on local features such as SIFT (Scale Invariant Feature Transform ) features, provides a solution to problems such as deformation and occlusion, but it has limitations such as an insufficient global description of images and a slow retrieval speed. To solve these problems, convolutional neural network (CNN) has been applied in the field of image classification [30] and retrieval [31] ; however, the image retrieval model training based on CNN requires appropriate data sets, and the training process is time-consuming [32] . Liu itet al. [33] propose a complex background image retrieval algorithm based on foreground extraction. This method greatly improves the accuracy in comparison with the original image retrieval, but the location of the target foreground is strictly required.
Based on the idea of Liu et al. [33] , this paper proposes a method of foreground image retrieval based on the foreground tracking results for the target objects matting. Image matting is to segment the target foreground with the tracking contour information [34] . This method not only eliminates the influence of foreground location for image retrieval, but also avoids the influence of non-interest regions. This makes the foreground retrieval results more accurate and efficient. Furthermore, a new intra-class retrieval method is proposed, which apply fine-tuned CNN model to implement the foreground vehicle retrieval. The classification network is constructed by the pre-trained ResNet firstly, and then the image features and category information are learned for image retrieval.
The rest of this paper is organized as follows. In Section 3, we propose the foreground contour tracking algorithm based on superpixel segmentation and interactive feature extraction. The application of the foreground image retrieval is introduced in Section 4. The comprehensive experiments and comparisons are presented in Section 5. The conclusion and future work are presented in Section 6.
III. INTERACTIVE SEGMENTATION BASED ON SUPERPIXEL FTC LEVEL SET
The proposed method can be divided into three stages: superpixel segmentation, interactive feature extraction, and foreground tracking. As shown in Fig. 2 , in the first stage, the SLIC superpixel segmentation algorithm [35] is used to preprocess the image sequence. In the second stage, after analyzing the color characteristics of the specific image, the most representative and distinctly different foreground and background regions of interest (ROI) are interactively selected.
After that, the foreground and background regions are redefined by the interactive feature selection results, and then the feature pools are constructed by features in the new foreground and background. Especially, the extracted foreground and background regions are the most representative partial regions of the processed image, which improves the efficiency of the proposed algorithm. Furthermore, a fast twocycle level set tracking algorithm is proposed to track the target foreground regions based on the feature pools.
A. SUPERPIXEL SEGMENTATION
The superpixel segmentation is widely used in the computer vision domain, and we can select the appropriate superpixel segmentation algorithm for specific situations. It divides the adjacent pixel points with similar features into pixel blocks; the division is accomplished using specific rules according to certain algorithms. In order to obtain better superpixel segmentation results, this paper uses DBSCAN, SLIC, Turbopixel, and other superpixel segmentation algorithms to segment images [36] . These segmentation results are shown in Fig. 3 .
As shown in Fig. 3 , the superpixel blocks that have been segmented by the superpixel clustering algorithm of SLIC are even, compact, and good edge fit. In addition, the SLIC algorithm requires fewer parameters to set and runs faster. Therefore, this paper adopts the SLIC algorithm to preprocess the image sequence. Then, the areas of interest for the foreground and the background of each frame are processed at the superpixel level. This greatly reduces the complexity of the image post-processing and improves the work efficiency.
B. FEATURE EXTRACTION
Each frame of the traffic scene image sequence differs in the region of interest due to the differences in the foreground and background. In order to extract features of the images accurately, we interactively select the region of interest based on the complexity of every frame. Moreover, the number of regions of the foreground and background may be selected according to specific changes in color, texture, brightness, and so on.
Usually, the color feature is quite distinct for the target in the image sequence of the traffic scene, so we extract features by the kmeans clustering algorithm using the RGB color space to define the feature pools [37] . The kmeans algorithm is a typical clustering algorithm using distance as the evaluation index of similarity. More specifically, the smaller the distance between the two objects, the larger the resulting similarity. It is defined as follows:
where i, j are on behalf of the serial numbers, d(x i , x j ) is the distance between the object of x i and x j . J is the criterion function, n is the number of samples and k is the number of classes. x ik represents the i th object belonging to the k th category, and x jk represents the j th object belonging to the k th category; r nk represents whether the n th sample point belongs to the k th class, if it belongs to, r nk = 1, then does not belong to, r nk = 0; µ k represents the k th center point. Especially, we set k = 4 for all the experiments in this paper, duing to its good tracking results. The 12-dimensional clustering feature vectors can be obtained by feature extraction based on RGB color space. Algorithm 1 shows the details of kmeans algorithm.
Algorithm 1 K-Means Clustering Algorithm
1: Define the initial k clustering centers; 2: For each feature, compute its distance to the nearest cluster center according to the principle of minimum distance d(x i , x j ); 3: Update the k clustering centers according to the clustering results; 4: Repeat step 2 and step 3 until the clustering centers are no longer changed.
C. FOREGROUND TRACKING
As shown in Algorithm 2, the curve evolution process of our proposed algorithm is completed through two cycles.
In the initialization stage, the feature extraction is carried out for the ROI of the image that has been processed with the superpixel segmentation method. The features are used to initialize the feature pools. At the same time, the target contour is initialized by manually labeling the coordinates of the initial contour of the first frame image; the kernel function is initialized by the initial contour. In the first cycle, the contour curve evolution of each frame image is carried out by the curve evolution functions of switchIn() and switchOut(), according to the defined velocity equation. The double-link pixel points and kernel function matrix is generated, and the feature pools of the target are updated. In the second cycle, the Gaussian filter is calculated to smooth the contour pixels.
The main data structures of Algorithm 2 include the level set kernel function, velocity equation, and double-link pixel. Their definitions are as follows:
1) LEVEL SET KERNEL FUNCTION MATRIX φ
We define to represent the image as the integer-valued range of [−3,3]. Pixels outside the contour curve and not including the outer contour C out are defined as the outer pixel and represented by 3. Pixels within the contour curve, but excluding the contour C in , are defined as internal pixels and denoted by −3. The pixels in C in and C out are denoted Calculate gaussian filter value G(x) for all points in C in and C out . 8: For each point x ∈ C in , switchOut(x) if G(x) > 0, delete x from C in if all of the G(N (x)) < 0, and update φ(x) at the same time.
9:
For each point x∈ C out , switchIn(x) if G(x) < 0, delete x from C out if all of the G(N (x)) > 0, and update φ(x) at the same time. 10 : end for Output: Updated φ, C in and C out . by −1 and 1, respectively. The complete definition of is shown as follows:
where x represents pixel. In order to clearly represent , we show the evolution process of from time t to time t + 1 in Fig. 4 (a) . Fig. 4 (b) is the 3D representation of at the time of t. In accordance with equation (3), −3 and 3 represent the pixels inside and outside the contour, respectively, and −1 and 1 represent the pixels of C in and C out separately in Fig. 4 .
2) VELOCITY EQUATION F D
We introduce F d to represent the evolution direction of the contour, which is defined according to the competition terms of the target foreground and background at time t. This direction is used to drive the evolution of contour. F d > 1 indicates that the current pixel is more likely to belong to the foreground and F d < 1 implies it more likely to belong to the background. F d is defined as follows:
where, f c (X ) represent the color features of the position X . The initial contour of the foreground target contour curve needs to be defined manually, and then the evolution is driven by the velocity equation. Among them, C in and C out represents the pixel of inner and outer contour curve, respectively. N (x) represents the space adjacent pixels of x. D is the image area, is on behalf of the target foreground, and D\ represents the background.
When the contour tracking of the foreground is carried out, we need to initialize the maximum iterations N of the evolution of the foreground contour curve and the size of gaussian filter N g . Algorithm 3 is the target foreground tracking process of the image frame sequence {I 1 , I 2 , . . . , I n }. The evolution process of foreground contour tracking is shown in Fig. 5(a) , and Fig. 5(b) is the detailed information of foreground contour.
Algorithm 3 The Target Tracking Process of Two-Cycle Level Set Tracking Algorithm Input:
Image frame sequence {I 1 , I 2 , . . . , I n }; Experimental parameters: N , N g . Initialization: 1: Carry out superpixel segmentation for each frame of image. 2: Interactively feature extraction to establish the feature pools. 3: Mark the inside and outside contour of the first frame manually and generate the initial φ. Target tracking: 4: for t = 1 : n do 5: Calculate F t d .
6:
Execute Algorithm 2, save φ, C in and C out for the initialization of the next frame.
7:
Update the feature pools, φ, C in and C out at time t. 8: end for Output: φ, C in and C out of each frame.
IV. FOREGROUND RETRIEVAL
The foreground retrieval is implemented in three steps: foreground matting, feature extraction and similarity computation. Foreground matting is carried out based on the tracking results of the foreground vehicles, pedestrians, and other traffic elements. VOLUME 7, 2019 FIGURE 6. The foreground retrieval process.
A. FEATURE EXTRACTION
Most of the previous works on CBIR utilize pre-trained CNN models to extract features, which can not be effectively used for fine-grained image retrieval. In this work, we aim to classify the most similar vehicles rather than all vehicles into one category. Therefore, a more detailed classification network based on pre-trained ResNet is utilized for feature extraction, which can classify vehicles of similar color and shape into one class. The last layer of the proposed network outputs the demanded category information, and we take the features obtained from the upper layer for similarity comparison.
In this way, the useful features including color, contour and other information are learnt through the proposed network, and the image features and category information are simultaneously obtained. So, the features and categories of all the images are computed in the retrieval database using our network, which are saved into the file by category.
B. SIMILARITY COMPUTATION
The cosine similarity measure is employed in this paper. The categories and features of each image are obtained through our network. For a query image, only the images with the same category are selected for the comparison of feature similarity. The number of group vectors is far less than that of database vectors, so the computation can be simplified and the retrieval time is shortened.
The experimental results are ranked by similarity scores in a high to low order, and the top-5 similarity results are selected.
C. RETRIEVAL PROCESS
The retrieval that is achieved by the method in this paper is mainly about the content-based retrieval of foreground vehicles. The retrieval algorithm is shown in Algorithm 4, and the retrieval process is shown in Fig. 6 .
The biggest advantage of the foreground retrieval is the reduction of computational complexity, and has high accuracy simultaneously. Comprehensive experimental studies
Algorithm 4 Foreground Retrieval Input:
Image I 1 forretrieval. 1: Train a classification network that can judge vehicles of similar color and shape into one class. 2: Extract the features including color, contour and other information of foreground for each input image and the retrieving images. 3: Obtain the category information of foreground for each image in database and the retrieving images. 4: Compute similarity score for images of same class in the database and sort them in ascending order.
Output:
n images most similar to I 1 .
have confirmed the feasibility of the proposed method; these results are presented in the following section.
V. EXPERIMENTS AND COMPARISONS A. EXPERIMENTAL PLATFORM
The experimental comparison and analysis of target tracking are completed using Matlab2014a on a 2.6 GHZ Intel PC. The experimental data include the TSD-max dataset [41] and a traffic scene dataset collected by ourselves. The TSD-max dataset is provided by the Institute of Artificial Intelligence and Robotics, Xi 'an Jiaotong University. Experiments are conducted by selecting five groups (256×256×90) of vehicle datasets, three groups (256×256×90) of traffic sign datasets, and five groups (256×256×90) pedestrian datasets collected by ourselves.
The experiments and comparisons of image retrieval are conducted on a computer with NVIDIA Geforce 1080Ti GPUs of 11G memory. The dataset used is a self-made vehicle dataset containing 14 types and 1150 images, which includes the vehicle types of traditional car, SUV, bus and minibus. The colors of the vehicles include white, red, silver, black, green, etc. 
B. TARGET CONTOUR TRACKING
In order to verify the effectiveness of the proposed method, we firstly carry out the foreground contour tracking with the continuous 50-frame images in the traffic scene. Part of the tracking results are presented in Fig. 7 . The tracking method proposed by us can extract features flexibly for images with complex and similar background colors. Therefore, the feature pools our method obtains are representative for a foreground with complex and a similar background, and the tracking results are satisfying. Then, we conduct experiments with the proposed method for different traffic scene elements, such as rigid moving vehicles, traffic signs, and non-rigid moving pedestrians, respectively. In addition, we use the optical flow method and snake method to comparatively test [42] the same traffic scene elements. It can be seen from Table 1 , the proposed method achieves a higher efficiency.
In Fig. 8 , the tracking results for each group is followed by our method, the optical flow method, and the Snake method. From the comparison results of the rigid motion tracking contours and the nonrigid motion tracking contours in Fig. 8 , we report the following observations. First, it can be seen that the optical flow method achieves better tracking results at the beginning, but the tracking results in multi-frame tracking are not as good as our method. Second, the description of the target foreground contour by the Snake method tracking result is far less accurate than the method we propose.
In comparison with other methods, our method can make the most suitable choice for the ROI in the foreground and background. The feature pools obtained are the most representative, and we can get better tracking results. A mass of experiments have demonstrated that our proposed method is not only suitable for tracking the foreground contour of rigid targets, but is also suitable for tracking the foreground contour of non-rigid targets.
In order to evaluate the tracking results of the proposed method more accurately, we use the distance of the center of all of the pixels in the tracking contour and the real contour to describe the quality of the tracking results. Firstly, we average the tracking contour of each frame and the coordinates for all of the pixels in the real contour to obtain the center, and then calculate their Euclidean distance d (GT , predit) . This distance is defined as follows: where x g and x p represent the central abscissa of the real contour labeled by hand and the tracking contour respectively; y g and y p donate the central longitudinal coordinates of the real contour and the tracking contour, respectively. In order to further evaluate the accuracy of the foreground tracking profile, we introduce IOU (Intersection over Union) as follows:
where predit is the segmentation area of the tracking contour points, and GT represents the segmentation area of the real contour points labeled manually. We provide a comprehensive comparison of the proposed method with 14 state-of-the-art methods in the paper. The comparison methods are: ATOM [5] , HCFT [11] , CCOT [18] , UDT [6] , SiamRPN [7] , SiamMask [8] , SiamFC [34] , DSST [35] , Mosse, FTC, Snake, PLS, Particle tracking, Optical flow. Fig. 9 presents the comparison of the tracking contour center of the vehicle, traffic sign, and pedestrian traffic scene with the real contour center using various methods. At the same time, we calculate their mean values as shown in Table 2 . From the comparison results, it can be seen that the tracking results of the proposed method are the closest and most stable to the real contour center. The proposed method makes the feature pools more representative of the real objects in the images due to the interactivity. Fig. 10 describes the IOU comparison of the proposed method with the optical flow and the snake methods for the contour tracking of vehicles, traffic signs, and pedestrians. Meanwhile, we calculate the mean values, as shown in Table 3 . Obviously, it can be seen from the results that our method is generally higher than other methods, which fully demonstrates that our method achieves a higher target contour tracking accuracy.
In addition, the proposed method is compared qualitatively with other different contour tracking algorithms as displayed in Table 4 . The table summarizes a wide variety of characteristics: Num represents the number of tracking targets (S: single target, M: multi-target). Train indicates whether training is needed ( √ means training, × means no training). Feat(Feature) denotes the image area processed in the experiment (P implies part of the image, F denotes the full image). Occl(Occlusion) illustrates occlusion processing ( √ indicates the occlusion problem can be solved, × shows the occlusion problem cannot be solved). Topo(Topological) conveys the processing of the target topology change ( √ indicates the topology change problem can be solved, × states the topology change problem cannot be solved). Inter(Interactive) expresses the interactivity in the contour tracking process ( √ shows the ROI can be interactively selected, × indicates the ROI can't be interactively selected).
As can be seen from Table 4 compared with other comparison methods, only the proposed method proposed can interactively select the ROI to make the definition of the feature pools more representative, and the target tracking stage only needs to process part of the image area with higher efficiency. Moreover, our method is simple to operate without model training and can handle topological changes. In summary, our method provides numerous advantages as a general, single target foreground contour tracking approach. 
C. FOREGROUND RETRIEVAL
The results of target contour tracking can be applied to image matting of foreground vehicles, and the foreground vehicle retrieval experiments are conducted. The experiments are designed based on our dataset with vehicle images (256 × 256 × 480), which is named as XJTUSE _Vehicle dataset. The dataset is roughly divided into 14 categories, such as green bus, blue truck, etc. The correct retrieving results of each image has 6 images, which are saved into a file subfolder.
The top-5 retrieval results using similarity score based on XJTUSE _Vehicle dataset are shown in Fig. 11 , and the qualitative comparison with the VGG16 method is shown in Fig. 12 .
To validate the effectiveness of the proposed image retrieval method, we select 4 state-of-the-art image retrieval methods to conduct the comparative experiments on the VOLUME 7, 2019 XJTUSE _Vehicle dataset, which include RegionalAttention [55] , GeM [56] , R-MAC+DFS [57] , Filip [58] . Besides, we also choose 4 classical networks for comparison, which include Densenet [53] , Inceptionv3 [52] , ResNet [54] and VGG16 [51] . We utilize precision and recall as the evaluation metrics, where maxres = n indicate that top n retrieval results are selected. Tables 5, 6, 7 show the precision and recall values of different methods when maxres was set to 5, 8, and 10.
As the comparison results demonstrate, precision and recall of the proposed method outperform the state-of-the-art methods. The main reason lies in that the proposed algorithm is designed for vehicle images, which only searched among the same class of the current test image. As a result, the speed and accuracy of the retrieval process can be improved with less computation cost. Fig. 13 shows the variation of the precision values of different methods on XJTUSE _Vehicle dataset under different maxres values. The variation of the recall values are shown in Fig. 14. The proposed method achieved high accuracy and strong robust on the XJTUSE _Vehicle dataset.
The comparison results demonstrate that the proposed algorithm performed best when maxres is set to 5. Therefore, we further evaluate the map score and F-score of each algorithm under maxres = 5. To compute the F-score, we set β to 0.5, 1 and 2, respectively, as shown in Table 8 . The experimental results demonstrate that the proposed method achieved the best map and F-score values.
VI. CONCLUSION AND FUTURE WORKS
In this paper, based on the two-cycle level set algorithm, we introduce a superpixel segmentation preprocessing and an interactive feature extraction for target contour tracking. The tracking algorithm is applied to the foreground image retrieval problem. Image processing is carried out at the level of the superpixel; the interactive ROI method is used in the feature extraction. The new method improves the efficiency and accuracy of the contour tracking results and has great practicability. Moreover, the tracking results are applied to image matting for efficient intra-class image retrieval.
In the future, we plan to apply the proposed method to more complex traffic scene elements tracking and more foreground image retrieval. Additional methods of feature extraction are going to be used to build feature pools.
