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Abstract
We prove that the treewidth of an Erdo¨s-Re´nyi random graph G(n,m) is, with high
probability, greater than βn for some constant β > 0 if the edge/vertex ratio mn is
greater than 1.073. Our lower bound mn > 1.073 improves the only previously-known
lower bound established in [19]. We also study the treewidth of random graphs under
two other random models for large-scale complex networks. In particular, our result
on the treewidth of random intersection graphs strengths a previous observation in [16]
on the average case behavior of the gate matrix layout problem. For scale-free random
graphs based on the Baraba´si-Albert preferential-attachment model, our result shows
that if more than 12 vertices are attached to a new vertex, then the treewidth of the
obtained network is linear in the size of the network with high probability.
1 Introduction
Treewidth plays an important role in characterizing the structural properties of a graph
and the complexity of a variety of algorithmic problems of practical importance [4, 19].
When restricted to instances with bounded treewidth, many NP-hard problems are poly-
nomially sovable. Dynamic programming algorithms based on the tree-decomposition of
graphs have found many applications in research field such as computational biology and
artificial intelligence [8, 9].
The theory of random graphs pioneered by the work of Erdo¨s and Re´nyi [11] deals
with the probabilistic behavior of various graph properties such as the connectivity, the
colorability, and the size of (connected) components [11, 5, 2, 13]. Random intersection
graphs and scale-free random graphs were proposed as more realistic models for large-scale
complex networks arising in real-world domains such as communication networks (Inter-
net, WWW, Wireless and P2P networks), computational biology (protein networks), and
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sociology (social networks). It has been hoped that these new models will be able to cap-
ture the common features of these networks in a better way and in the mean time, are
mathematically approachable and algorithmically tractable [7, 12, 15, 20].
As treewidth is one of the most important structural parameters used to capture the al-
gorithmic tractability of computationally hard problems, it is interesting to see how large the
treewidth of a typical graph is in these random models. Of course, studying the probabilis-
tic behavior of the treewidth of these random graphs is itself an interesting combinatorial
problem. Except for a result in [19] establishing an lower bound on the threshold of having
a linear treewidth of the Erdo¨s-Re´nyi random graph, we are not aware of any other work in
the literature. In the paper, we study the treewidth of random graphs under the following
three random models:
1. The Erdo¨s-Re´nyi model [5, 11]. An Erdo¨s-Re´nyi random graph G(n,m) is defined
on n vertices and contain m edges selected from the N =
(
n
2
)
potential edges uniformly
at random and without replacement.
2. The random intersection model [16]. A random intersection graph GI(n,m, p)
on n vertices is defined as follows. Let M = {1, 2, · · · ,m} be a fixed universe of size
m. Each vertex v is associated with a subset Sv ⊂ M that is obtained by including
each element in M independently with probability p. These Sv’s are determined
independently as well. There is an edge between a pair of vertices u and v if and only
if Su ∩ Sv 6= ∅.
3. The Baraba´si-Albert scale-free model [3]. A Baraba´si-Albert random graph
GS(n,m) on a set of n vertices {v1, · · · , vn} is defined by a graph evolution process in
which vertices are added to the graph one at a time. In each step, the newly-added
vertex is connected to m existing vertices selected according to the preferential at-
tachment mechanism, i.e. an existing vertex is selected with probability in proportion
to its degree.
We establish a lower bound 1.073 on the edge/vertex ratio mn above which an Erdo¨s-
Re´nyi random graph G(n,m) has a treewidth linear to the number of vertices with high
probability. Our lower bound improves the previous one mn > 1.18 in [19]. We obtain similar
results on the behavior of the treewidth for the random intersection graph GI(n,m, p)
and the Baraba´si-Albert scale-free random graph GS(n,m). Our result on GI(n,m, p)
complements an observation in [16] on the average case behavior of the gate matrix layout
problem. Our result on the scale-free random graph GS(n,m) shows that if more than 12
vertices are attached to a new vertex, then the treewidth of the obtained network is linear in
the size of the network with high probability. Our results are summarized in the following
theorems:
Theorem 1 Let G(n,m) be an Erdo¨s-Re´nyi random graph. For any mn ≥ 1.073, there is a
constant β > 0 such that
lim
n→∞PG(n,m) {tw(G(n,m)) > βn} = 1. (1.1)
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Theorem 2 Let GI(n,m, p) be a random intersection graph with the universe M = {1, · · · ,m}
and m = nα. For any p ≥ 2m and α > 0, there exists a constant β > 0 such that
lim
n→∞PGI(n,m,p) {tw(GI(n,m, p)) > βn} = 1. (1.2)
Theorem 3 Let GS(n,m) be the Baraba´si-Albert random graph. For any m ≥ 12, there is
a constant β > 0 such that
lim
n→∞PGS(n,m) {tw(GS(n,m)) > βn} = 1. (1.3)
1.1 Technical Contribution
The approach used in [19] is essentially an application of the first-moment method to the
random variable that counts the total number of the balanced partitions (S,A,B) where
the size of the separator S is at most βn (See Section 3 for the formal definition of a
balanced partition.) It is further commented in [19] that it was not known whether the 1.18
lower bound can be improved and that the treewidth of the random graph G(n,m) with
1
2 <
m
n < 1 is unknown.
Our main contribution in this paper is in the proof of our improved lower bound mn >
1.073. We note that a more refined analytical calculation is able to improve the lower
bound 1.18 in [19] to 1.083. The difficulty lies in bringing down the lower bound further
from 1.083 to 1.073. To achieve this, we introduce the notion of d-rigid and balanced
partitions (S,A,B) which are maximally balanced in the sense that no vertex subset of
certain size from the larger part, say B, can be moved to the smaller one |A| to create
a new balanced partition. The motivation is that by considering the expected number of
these more restricted partitions, we will be able to get a more accurate estimation when
applying Markov’s inequality1.
The difficulty we have to overcome in the case of treewidth is the estimation of the
expected number of d-rigid and balanced partition (S,A,B) in G(n,m). To do this, an
exponentially small upper bound is required on the probability that the induced subgraph
G[B] of the random graph G(n,m) doesn’t have small-sized tree components.
We managed to obtain such an exponentially small upper bound in a “conditional”
probability space, which is equivalent to the Erdo¨-Re´yni random model as far as the size
of the treewidth is concerned, by using a Hoeffding-Azuma style inequality. To achieve the
best possible Lipschitz constant in our application of the Hoeffding-Azuma inequality, we
used a “weighted” count on the number of tree components of size up to a fixed constant d.
We are not aware of any other application of the Hoeffding-Azuma inequality in the study
of random discrete structures where this idea of weighted counts is beneficial.
1.2 Outline of the Paper
The next section fixes our notation and contains preliminaries. Also discussed in this section
is a variant of the Erdo¨-Re´nyi model for random graphs which we will be using in our proofs.
1The idea of restricting the kinds of combinatorial objects to be considered have been used in the study of
the threshold for the satisfiability of random CNF formulas and the chromatic number of random graphs[17,
1, 10]
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Sections 3 - 5 contain the proofs of Theorem 1, Theorem 2, and Theorem 3 respectively.
The two appendices contain the proof of some necessary lemmas.
2 Notation and Preliminaries
Throughout this paper, all logarithms are natural logarithms, i.e., to the base e. The car-
dinality of a set U is denoted by |U |. All graphs are undirected and standard terminologies
in graph theory [23] are used. Given a graph G(V,E) and a vertex v ∈ V , we use N(v) to
denote the set of neighbors of v, i.e.,
N(v) = {u ∈ V | u 6= v and (u, v) ∈ E}.
Given a vertex subset U , we use N(U) to denote the neighborhood of U , i.e.,
N(U) = {w ∈ V \ U | (w, u) ∈ E for some u ∈ U}.
The induced subgraph on a subset of vertices U is denoted by G[U ]. By a component of a
graph, we mean a maximal connected subgraph.
In the proofs, we will be using the following upper bound on
(
n
δn
)
that can be derived
from Stirling’s formula:
Lemma 2.1 For any constants 0 < β < 1,(
n
βn
)
≤ θ√
β(1− β)n
(
1
ββ(1− β)1−β
)n
.
where θ > 0 is a constant.
We also need the following three lemmas on the properties of some useful functions.
The proof of these lemmas are incldued in Appendix 2.
Lemma 2.2 On internal (0, 1), the function
f(t) = tt(1− t)1−t
attains its minimum at t = 12 and limt→0
f(t) = 1. Furthermore, f(t) is decreasing on the
interval (0, 12 ] and decreasing on the interval [
1
2 , 1).
Lemma 2.3 Let r(t) is a function defined as
r(t) =
2t2
(1 + )2c
(
1
e
) 4ct
1−2t(1−t)
(2.4)
where c > 0 is a constant. For any c > 1 and sufficiently small β > 0, r(t) is decreasing on
the interval [1−β2 ,
2
3 ].
Lemma 2.4 Let g(t) be a function defined as
g(t) =
(1− 2t+ 2t2 + 2βt)c
tt(1− t)1−t (2.5)
where c > 1 and β > 0 are constants. Then for sufficiently small β, g(t) is increasing on
[1−β2 ,
2
3 ].
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2.1 Treewidth and Random Graphs
The notion of treewith plays an important role in graph theory and in real world computing.
Several equivalent definitions of treewidth exist and the one based on k-trees is probably
the easiest to explain. The graph class of k-trees is defined recursively as follows [19]:
1. A clique with k+1 vertices is a k-tree;
2. Given a k-tree Tn with n vertices, a k-tree with n+1 vertices is constructed by adding
to Tn a new vertex and connecting it to a k-clique of Tn.
A graph is called a partial k-tree if it is a subgraph of a k-tree. The treewidth tw(G) of
a graph G is the minimum value k such that G is a partial k-tree.
Since the seminal work of Erdo¨s and Re´nyi [11], the theory of random graphs has been
an active research area in graph theory and combinatorics. The probabilistic behavior of
various graph properties such as the connectivity, the colorability, and the size of (con-
nected) components, have been extensively studied. The theory of random graphs has also
motivated the study of the probabilistic properties of random instances of other important
combinatorial optimization problems, most notably that of the satisfiability of random logic
formulas in conjunctive normal form (CNF).
We use G(n,m) to denote an Erdo¨s-Re´nyi random graph [5] on n vertices with m edges
selected from the N =
(
n
2
)
possible edges uniformly at random and without replacement.
Throughout this paper by “with high probability”, abbreviated as whp, we mean that the
probability of the event under consideration is 1− o(1) as n goes to infinity.
We will be working with a random graph model G(n,m) that is slightly different from
G(n,m) in that the m edges are selected independently and uniformly at random, but with
replacement. There is a one-to-one correspondence between the random graph G(n,m)
and the product probability space (Ω,A,PG(n,m) {·}) defined as follows:
1. Ω =
m∏
i=1
Ei where each Ei is the set of all
(
n
2
)
possible edges. This is a finite and discrete
sample space.
2. A is the σ-field consisting of all subsets of Ω.
3. The probability measure PG(n,m) {·} is
PG(n,m) {ω} =
(
1(
n
2
))m , ∀ω ∈ Ω. (2.6)
A sample point ω ∈ Ω is interpreted as an outcome of the random experiment that selects
m edges independently, uniformly at random with replacement from the set of all possible
edges. Note that the graph corresponding to a sample point ω ∈ Ω is actually a multi-graph,
i.e., a graph in which parallel edges are allowed.
It turns out that as far as the property of having a treewidth linear in the number of
vertices is concerned, the two random graph models G(n,m) and G(n,m) are equivalent. In
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fact, the equivalence holds for any monotone increasing combinatorial property in random
discrete structures, as has been observed in [17, 1] and formally proved in [18]. For com-
pleteness, we will include in Appendix A an alternative pure measure-theory style proof.
Proposition 2.1 If there exists a constant β > 0 such that
lim
n→∞P
{
tw(G(n,m)) ≥ βn} = 1,
then
lim
n→∞P {tw(G(n,m)) ≥ βn} = 1.
Due to Proposition 2.1, we will continue to use the notation G(n,m) instead of G(n,m)
throughout this paper, but with the understanding that the m edges are selected indepen-
dently and uniformly at random with replacement.
In the rest of the paper, we will always subscript operations such as a probability mea-
sure PG(n,m) {·} and a mathematical expectation EG(n,m) [·] to clear indicate the underlying
probability space in which these operations are applied.
In [19], it proved that the treewidth of an Erdo¨s-Re´nyi random graph G(n,m) is linear
in the number of vertices whp if the edge/vertex ratio is greater than 1.18. It is mentioned
in [19] that it was unclear whether the lower bound 1.18 can be further improved, and that
the treewidth of a random graph G(n,m) with 12 <
m
n < 1 is unknown [19]. The main result
of this paper improves the bound to 1.073.
2.2 Random Intersection Graphs
The intersection model for random graphs was introduced by Karonn´ski, et al. [16]. As one
of the motivations, Karonn´ski, et al. discussed the application of this model in the average-
case analysis of algorithmic problems in gate matrix circuit design [16]. Other motivations
for the recent interests in random intersection graphs include the possible applications in
modeling large-scale complex networks arising in wireless communications [22] and social
networks.
A random intersection graph GI(n,m, p) over a vertex set V is defined by a universe
M and three parameters n (the number of vertices), m = |M |, and 0 ≤ p ≤ 1. Associated
with a vertex v ∈ V is a random subset Sv ⊂ M formed by selecting each element in M
independently with probability p. A pair of vertices u and v is an edge in GI(n,m, p) if
and only if Su ∩ Sv 6= ∅.
An alternative view of GI(n, p,m) is as follows. Let (C1, · · · , Cm) be a set of m subsets
of vertices. Each Ci is formed independently by including each vertex independently with
probability p. A pair of vertices u and v is an edge in GI(n,m, p) if and only if some Ci
contains both u and v. In this sense, a random intersection graph is actually the primal
graph of a random hypergraph consisting of m hyperedges each of which contains a vertex
with probability p.
6
2.3 Baraba´si-Albert Random Graphs
In recent years, there has been growing interests in random models for large-scale communi-
cation networks, biological networks, and social networks. A remarkable observation is that
the degree distribution of these large-scale networks follow a power law, i.e., the fraction of
vertices of a given degree d is proportional to d−γ for some constant γ > 0.
The Baraba´si-Albert model for random graphs is proposed in [3] and has been shown to
have a power law degree distribution [6]. In addition to the purpose of modeling, it is also
hoped that features such as a power-law degree distribution may be exploited algorithmi-
cally and/or mathematically to help solve real-world problems defined on these large-scale
networks. See, for example, the work and arguments in [7, 12, 20, 15].
Following the formal definition given in [6], a Baraba´si-Albert random graphGS(n,m) on
a set of n vertices V = {v1, · · · , vn} is defined by a graph evolution process in which vertices
are added to the graph one at a time. In each step, the newly-added vertex is connected
to m existing vertices selected according to the preferential attachment mechanism, i.e. an
existing vertex is selected with probability in proportion to its degree. To be more precisely,
let vi be the vertex to be added and let Gi−1 be the graph obtained after vertex vi−1 is
added. The m neighbors of vi are selected in m steps. In step 1 ≤ j ≤ m, the probability
that an existing vertex w is selected as the neighbor of the new vertex v is
degGi−1(w) + dw(j)
m(i− 1) + 2(j − 1) , (2.7)
where
1. (i− 1)m = ∑
k≤i−1
degGi−1(vk) is the total degree of Gi−1,
2. dw(j) is the number of times w has been picked as the neighbor of v in the first (j−1)
trials, and
3. the term 2(j − 1) takes into consideration the increase of the total degree as a result
of the first j − 1 neighbors.
One also needs to take care of the initial phase, but that won’t have any impact on our
analyses.
3 Treewidth of Erdo¨s-Re´nyi Random Graphs: Proof of The-
orem 1
In this section, we prove Theorem 1 to establish the lower bound c∗ on the edge/vertex ratio
m
n such that whenever
m
n ≥ c∗, the treewidth of an Erdo¨s-Re´nyi random graph G(n,m) is
whp greater than βn for some constant β > 0. To begin with, we introduce the following
concept which will be used as a necessary condition for a graph to have a treewidth of
certain size. The following notion of balanced l-partition was used in [19] to establish the
lower bound 1.18.
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Definition 3.1 ([19]) Let G(V,E) be a graph with |V | = n. Let W = (S,A,B) be a triple
of disjoint vertex subsets such that V = S ∪A ∪B and |S| = l + 1.
We say that W is balanced if 13(n − l − 1) ≤ |A|, |B| ≤ 23(n − l − 1). Without lose of
generality, we will always assume that |B| ≥ |A|.
We say that W is an l-partition if S separates A and B, i.e., there are no edges between
vertices of A and vertices of B.
The following notion of a d-rigid partition plays an important role in establishing our
improved lower bound:
Definition 3.2 Let d > 0 be an integer. A triple W = (S,A,B) with |B| > |A|+ d is said
to be d-rigid if there is no subset of vertices U ⊂ B with |U | ≤ d that induces a connected
component of G[B].
A d-rigid and balanced l-partition generalizes Kloks’s balanced l-partition by requiring
that any vertex set of size at most d in the larger subset of a partition cannot be moved to
the other subset of the partition, and hence the word “rigid”. As we will have to consider
all the vertex sets of size at most d to get the best possible estimation, the requirement of
connectivity is a kind of “maximality” condition to avoid repeated counting of vertex sets
of different sizes. For the case of d = 1, being d-rigid means that G[B] has no isolated
vertices.
We note that the idea of imposing various restrictions on the combinatorial objects
under consideration has been used in recent years to increase the power of the first moment
method when dealing with combinatorial problems in discrete random structures such as
the satisfiability of random CNF formulas [17, 10] and the colorability of random graphs
[1]. Our result is a further illustration of the power of this idea in the context of treewidth
of random graphs.
Lemma 3.1 Let d ≥ 1 be an integer. Any graph with a treewidth at most l > 4 must have
a balanced l-partition W = (S,A,B) such that either |B| ≤ |A|+ d or W is d-rigid.
Proof. From [19], any graph with treewidth at most l > 4 must have a balanced l-partition
W = (S,A,B). If |B| ≤ |A|+d, we are done. Otherwise, if the triple W is not d-rigid, then
there must be a vertex subset U ⊂ B that induces a component of G[B] and consequently
N(U) ∩ (B \ U) = ∅.
Therefore, we can move U from B to A and create a new balanced l-partition with the size
of B decreased by |U |. Continuing this process until either |B| ≤ |A| + d or the partition
becomes d-rigid. 
3.1 Conditional Probability of a d-rigid and balanced l-partition
We now bound the conditional probability that a balanced triple W = (S,A,B) with
|S| = l+1 and |B| ≥ |A|+d is d-rigid given that it is an l-partition of G(n,m). To facilitate
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the presentation, we define the following function
x(t, c) =
2ct
2t2 − 2t+ 1 ,
g(t, c) =
d∑
i=2
ii−2
i!
(
x(t, c)e−x(t,c)
)i−1
,
r(t, c) =
2t2
(1 + )2c
e−2x(t,c) (3.8)
where  = 1d−1 .
Theorem 4 Let G(n,m), c = mn , be a random graph and let W = (S,A,B) be a balanced
triple such that |S| = l + 1, |A| = a, and |B| = b = tn. Let d > 0 be a constant integer less
than l + 1. Then for n sufficiently large,
PG(n,m) {W is d-rigid |W is an l-partition} ≤
(
1
e
)r(1+g)2n
(3.9)
where  = 1d−1 ,
r = r(t) =
2t2
(1 + )2c
(
1
e
) 4ct
1−2t(1−t)
and
g = g(t) =
d∑
i=2
ii−2ci−1
i!
e
− 2(i−1)ct
2t2+2t−1 .
Proof. Conditional on that W is an l-partition of G(n,m), each of the m edges can only
be selected from the set of edges
EW = V 2 \ {(u, v) : u ∈ A, v ∈ B},
where V 2 denotes the set of unordered pair of vertices. Let s be the size of EW , we have
s = |EW | = n(n− 1)2 − ba
=
n(n− 1)
2
− tn(n− tn− (l + 1)).
In the rest of the proof, we will work on the conditional probability space P = (Ω,PP {·})
where Ω = Ω1 × Ω2 × · · · × Ωm and Ωi = EW for each 1 ≤ i ≤ m. A sample point
ω = (ω1, · · · , ωm) ∈ Ω corresponds to an outcome of selecting m edges from EW uniformly at
random and with replacement such that W is a balanced l-partition of the graph determined
by ω. The probability measure PP {·} is
PP {ω} =
(
1
s
)m
.
The following lemma guarantees that we can obtain Equation (3.9) by studying the proba-
bility PP {W is d-rigid}:
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Lemma 3.2
PG(n,m) {W is d-rigid | W is an l-partition} = PP {W is d-rigid} .
Proof. Recall that PG(n,m) {·} is the probability measure for the probability space (Ω,PG(n,m) {·})
and PP {·} is the probability measure for the probability space P = (Ω,PP {·}). Note that Ω
is the set of sample points ω in Ω such that W is an l-partition in the graph determined by
ω. Let Q ⊂ Ω be the set of sample points ω such that W is d-rigid in the graph determined
by ω. We have
PG(n,m) {W is d-rigid | W is an l-partition}
=
∑
ω∈Q∩Ω
PG(n,m) {ω}∑
ω∈Ω
PG(n,m) {ω}
(definition of conditional probability)
=
|Q ∩ Ω|
|Ω| =
|Q ∩ Ω|
sm
=
∑
ω∈Q∩Ω
PP {ω} (definition of the two probability spaces)
= PP {W is d-rigid} .
This proves the lemma. 
Continuing the proof of Theorem 4, we need to bound PP {W is d-rigid}. To make
thing simpler, we will bound the probability that there exist tree components, instead of
general connected components, of size at most d in the subgraph of G(n,m) induced on the
vertex set B. We use the following variate of Hoeffding-Azuma inequality:
Lemma 3.3 (Lemma 1.2 [21] and Theorem 1.19 [5]) Let Ω =
m∏
i=1
Ωi be a indepen-
dent product probability space where each Ωi is a finite set, and f : Ω → R be a random
variable satisfying the following Lipschitz condition
|f(ω)− f(ω′)| ≤ cf (3.10)
if ω, ω′ ∈ Ω differs only in one coordinate. Then, for any t > 0,
P {f(ω) ≤ E [f(ω)]− t} ≤ e
− 2t2
c2
f
m
.
In our case, the probability space is P = (Ω,PP {·}) and we may use any the function
f : Ω → R such that the total number of tree components of size at most d is larger than
zero whenever f > 0. To achieve the best possible Lipschitz constant cf in Equation (3.10),
we consider a weighted sum I of all tree components of size at most d defined as follows.
For any 1 ≤ i ≤ d, let Ui = {U ⊂ B : |U | = i} be the collection of size-i vertex sets in
B and let
U =
d⋃
i=1
Ui.
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For a vertex set U ∈ U , we use IU to denote the indicator function of the event that G[U ]
is a tree component of G[B], i.e., G[U ] is a tree and N(U) ∩ (B \ U) = ∅. Define
I =
∑
U∈U
(1− (|U | − 1)) IU =
d∑
i=1
∑
U∈Ui
(1− (i− 1))IU (3.11)
where  = 1d−1 . The idea is that instead of counting the total number of tree components of
size at most d, we use the random variable I as a “weighted count” to which the contribution
of a tree component on a vertex set of size i is (1− (i− 1)). Note that the constant  can
be made arbitrarily small by taking an arbitrarily large (but constant) d. The purpose is
to make |I(ω)− I(ω′)| as close to 1 as possible for every pair ω and ω′ that differs only on
one coordinate.
It is obvious that I > 0 if and only if that the total number of tree components of size
at most d is greater than zero. By the definition of a d-rigid triple, we have
PP {W is d-rigid} ≤ PP {I = 0} .
By Lemma 3.2 and Lemma 3.3, we have
PG(n,m) {W is d-rigid |W is an l-partition}
= PP {I = 0 |W is an l-partition }
≤ PP {I − EP [I] ≤ −EP [I]}
≤
(
1
e
) 2E2[I]
c2
f
cn
(3.12)
where cf = max |I(ω)− I(ω′)| with the maximum taken over all pairs of ω and ω′ in Ω that
differ only on one coordinate. The following lemma bounds max |I(ω)−I(ω′)|. (Note that if
we had used the unweighted sum I =
∑
U∈U
IU , the best we can have is max |I(ω)−I(ω′)| ≤ 2.)
Lemma 3.4 For any ω, ω′ ∈ Ω that differ only in one coordinate,
|I(ω)− I(ω′)| ≤ 1 + .
Proof. Note that ω and ω′ represent two possible outcomes of the m independent random
experiments that select the m edges of a random graph. If ω, ω′ ∈ Ω differ only in one
coordinate, say the i-th coordinate, then the edge sets of the corresponding graphs Gω and
Gω′ only differ in the i-th edge.
Let us consider the change of the value of I when we modify Gω to Gω′ by removing
the i-th edge of Gω and adding the i-th edge of Gω′ . First, removing the i-th edge can only
increase I by δ+(I). The maximum increase occurs situations where a tree component T is
broken up into two smaller tree components T1 and T2. Suppose that there are i vertices
in T1 and j vertices in T2, we have
δ+I = (1− (i− 1)) + (1− (j − 1))− (1− (i+ j − 1))Ii+j≤d.
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where ii+j≤d = 1 if i+ j ≤ d and Ii+j≤d = 0 otherwise. If i+ j ≤ d, we have
δ+I = (1− (i− 1)) + (1− (j − 1))− (1− (i+ j − 1)) = (1 + ).
If i+ j > d, we have (since  = frac1d− 1)
δ+I = 2− (i+ j − 2) = 2− (i+ j − 1)+  < 1 + .
Secondly, adding the i-th edge can only decrease I by δ−I . The maximum decrease occurs
in situations where two tree components are merged into a larger one, and δ−I ≤ 1 +  as
well.
Therefore, the maximum net change of I is (1 + ) and is achieved when δ+I = 1 +  and
δ−I = 0, or δ
+
I = 0 and δ
−
I = −(1 + ). Consequently,
|I(ω)− I(ω′)| ≤ 1 + .
The proves the lemma. 
To complete the proof of Theorem 4, we estimate in the following lemma the expected
number of tree components EP [I].
Lemma 3.5 Let I = I(ω) be the number of tree components on at most d vertices in G[B].
We have
EP [I] ≥ te−x(t,c)
(
1 +
d∑
i=2
ii−2
i!
(
x(t, c)e−x(t,c)
)i−1)
n (3.13)
Proof. Let U, |U | = i, be a vertex set in Ui and recall that in G(n,m), the m = cn
edges are selected uniformly at random and with replacement. Conditional on the event
that W = (S,A,B) is a balanced l-partition, the m edges are selected from the set EW
uniformly at random with replacement. Therefore for i ≥ 2, the probability that G[U ] is
an induced tree component in G[B] is
PP {IU = 1} =
(
cn
i− 1
)
ii−2
(
i− 1
s
i− 2
s
· · · 1
s
)(
1− i(tn− i) +
(
i
2
)
s
)cn−i+1
= ci−1ni−1ii−2
(
1
s
)i−1(
1− i(tn− i) +
(
i
2
)
s
)cn−i+1
For the case of |U | = 1, the probability PP {IU = 1} is the probability that the single vertex
in U is isolated in G[B], and thus
PP {IU = 1} =
(
1− (tn− 1)
s
)cn
.
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Since there are
(
tn
i
)
vertex subsets of size i in B, the expected number of tree components
in G[B] on at most d vertices is
EP [I] =
∑
U∈U
PP {IU = 1}
= tn
(
1− (tn− 1)
s
)cn
+
d∑
i=2
(
tn
i
)
ci−1ni−1ii−2
(
1
s
)i−1(
1− i(tn− i) +
(
i
2
)
s
)cn−i+1
Since s = n(n−1)2 − tn(n− tn− (l+1)) = (1−2t(1−t))n
2+tn(l+1)−n
2 , we have that for sufficiently
large n
EP [I] ≥ tn
(
e
− 2ct
1−2t(1−t) +
d∑
i=2
ti−1ii−22i−1
(2t2 − 2t+ 1)i−1i!c
i−1e−
2ict
2t2−2t+1
)
= te−x(t,c)
(
1 +
d∑
i=2
ii−2
i!
(
x(t, c)e−x(t,c)
)i−1)
n.
This proves Lemma 3.5. 
To complete the proof of Theorem 4, we see that Equation (3.9) follows from Lemma 3.4,
Lemma 3.5, and Equation (3.12). 
3.2 Proof of Theorem 1
We prove Theorem 1 by applying Markov’s inequality and the upper bound obtained in
Section 3.1 on the conditional probability of a d-rigid and balanced l-partition.
Let l + 1 = βn where β > 0 is a sufficiently small number to be determined at the end
of the proof. Let J1 be the total number of balanced βn-partition W = (S,A,B) such that
|A| ≤ |B| ≤ |A|+d, and let J2 be the total number of balanced βn-partition W = (S,A,B)
such that |B| > |A|+ d and W is d-rigid.
By Lemma 3.1, if the treewidth of G(n,m) is at most βn, then either J1 > 0 or J2 > 0.
It follows that
PG(n,m) {tw(G(n,m)) ≤ βn} ≤ PG(n,m) {J1 + J2 > 0} . (3.14)
If we can show that EG(n,m) [J1 + J2] tends to zero as n goes to infinity, Theorem 1 follows
from Markov’s inequality.
Define
φ1(t) =
(
1− 2t+ 2t2 + 2tβ +O(1/n))c ,
φ2(t) =
(
e−
1
c
r(t,c)(1+g(t,c))2
)c
,
φ(t) = φ1(t)φ2(t)
For the expectation of J1, we have
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Lemma 3.6 For any c > 1, there is a constant β∗1 > 0 such that for any β < β∗1 ,
lim
n→∞EG(n,m) [J1] = 0.
Proof. Consider a partition W = (S,A,B) of the vertices of G(n,m) such that |B| ≥ |A|.
Since |A|+ |B| = (1− β)n, we see that |B| ≤ |A|+ d if and only if |B| ≤ (1−β)n+d2 .
The probability that W is a balanced l-partition is
PG(n,m) {W is an βn-partition} =
(
1− tn(n− tn− βn)
n(n− 1)/2
)cn
=
(
1− 2t+ 2t2 + 2tβ +O(1/n))cn
= φ1(t). (3.15)
For a fixed vertex set S, there are
((1−β)n
b
)
ways (12n ≤ b = |B| ≤ 23n) to choose the pair
(A,B) such that one of them has the size b. It follows that
EG(n,m) [J1] =
(
n
βn
) ∑
(1−β)n
2
≤b≤ (1−β)n
2
+d
(
n− βn
b
)(
φ1(
b
n
)
)n
≤
(
n
βn
) ∑
(1−β)n
2
≤b≤ (1−β)n
2
+d
(
n
b
)(
φ1(
b
n
)
)n
.
Since
(
n
b
)
attains its maximum at b = n2 and the function φ1(t) is increasing in the interval
[1−β2 , 1], we have by Stirling’s formula (Lemma 2.1) that
EG(n,m) [J1] ≤ d
(
n
βn
)(
n
n
2
)(
φ1(
1
2
)
)n
≤ d
(
n
βn
)
2n(
1
2
+ β)cn
≤ d
(
1
ββ(1− β)1−β
)n(
2(
1
2
+ β)c
)n
.
For any c > 1, there is some β1 > 0 such that 2(12 + β)
c < 1 for any β < β1. Since
lim
β→0
1
ββ(1−β)1−β = 1, there exists some β2 > 0 such that
1
ββ(1−β)1−β ≤
(
2(12 + β1)
c
)−1.
Taking β∗ = min(β1, β2), we see that for any β < β∗,
EG(n,m) [J1] ≤ d
(
1
ββ(1− β)1−β
)n(
2(
1
2
+ β1)c
)n
≤ dγn
where 0 < γ < 1. Lemma 3.6 follows. 
For the expectation of J2, we need to take into consideration the requirement of being
d-rigid in order to get a better bound.
Lemma 3.7 For c = 1.073, there is a constant β∗2 > 0 such that for any β < β∗2 ,
lim
n→∞EG(n,m) [J2] = 0.
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Proof. Consider a partition W = (S,A,B) of the vertices of G(n,m) such that |S| =
l + 1 = βn, |B| ≥ |A| + d, |B| = b = tn, with 1−β2 ≤ t ≤ 2(1−β)3 . Let IW be the indicator
function of the event that W is a d-rigid and balanced l-partition. We have
EG(n,m) [IW] = PG(n,m) {W is a d-rigid and balanced βn−partition}
= PG(n,m) {W is a balanced βn-partition} ×
PG(n,m) {W is d-rigid |W is a balanced βn−partition} . (3.16)
From Theorem 4, we know that
PG(n,m) {W is d-rigid |W is a balanced βn−partition} ≤ e−r(1+g)
2n.
By the definition of a balanced partition,
PG(n,m) {W is a balanced βn-partition} =
(
1− tn(n− tn− βn)
n(n− 1)/2
)cn
= φ1(t). (3.17)
For a fixed vertex set S with |S| = βn, there are (n−βnb ) ways (12n ≤ b ≤ 23n) to choose the
pair (A,B) such that |B| = b. Therefore,
EG(n,m) [J2] =
∑
W
EG(n,m) [IW]
≤
(
n
βn
) ∑
1
2
n≤b≤ 2
3
n
(
n− βn
b
)(
φ(
b
n
)
)n
≤
(
n
βn
) ∑
1
2
n≤b≤ 2
3
n
(
n
b
)(
φ(
b
n
)
)n
.
By Lemma 2.1, we have for n large enough
EG(n,m) [J2] ≤
(
1
ββ(1− β)1−β
)n ∑
1
2
n≤b≤ 2
3
n
 φ1( bn)φ2( bn)
b
n
b
n (1− bn)1−
b
n
n
Recall that
φ2(t) =
(
e
1
c
r(t,c)(1+g(t,c))2
)c
,
and see Equation (3.8) for the definition of r(t, c) and g(t, c). By Lemma 2.3, r(t) and g(t)
are decreasing on [1−β2 ,
2
3 ]. Consequently φ2(t) is increasing on [
1−β
2 ,
2
3 ]. It follows that
φ2(
b
n
) ≤ φ2(23)
By Lemma 2.4,
φ1( bn)
b
n
b
n (1− bn)1−
b
n
≤ φ1(
2
3)
(23)
2
3 (13)
1
3
=
(59 +
4
3β)
c
(23)
2
3 (13)
1
3
.
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Therefore,
EG(n,m) [J2] ≤ O(n)
(
1
ββ(1− β)1−β
)n(((59 + 43β)φ2(23))c
(23)
2
3 (13)
1
3
)n
. (3.18)
Consider the function
z(β, , c) =
(
(59 +
4
3β)φ2(
2
3)
)c
(23)
2
3 (13)
1
3
.
Numerical calculations using MATLAB shows that for c = 1.073, β = 0, and  = 0, we
have
z(0, 0, 1.073) < 1.
Since z(β, , 1.073) is continuous in β and  on [0, 1], there exist constants β1 > 0 and 1 > 0
such that
z(β1, , 1.073) < 1, ∀ < 1.
By Lemma 2.4, there exits a constant β2 > 0 such that
1
ββ(1− β)1−β <
1
z(β1, 1, 1.073)
, ∀β ≤ β2.
Let β∗ = min(β1, β2). It follows that for any β < β∗ and  < 2,
EG(n,m) [J2] ≤ O(n)
1
ββ∗∗ (1− β∗)1−β∗
z(β∗, ∗, 1.073)
≤ O(n) 1
ββ22 (1− β2)1−β2
z(β1, , 1.073)
≤ O(n)γn (3.19)
for some constant 0 < γ < 1. This proves Lemma 3.7. 
It follows from Equation (3.14) that for any β ≤ β∗,
lim
n
PG(n,m) {tw(G(n,m)) ≤ βn} = 0, if
m
n
= 1.073.
Since the property that the treewidth of a graph is greater βn is a monotone increasing
graph property, we have that for any c ≥ 1.073,
lim
n
PG(n,m) {tw(G(n, cn)) ≤ βn} = 0.
Theorem 1 follows. 
4 Treewidth of Random Intersection Graphs: Proof of The-
orems 2
Let p = cm . Consider a balanced triple W = (S,A,B) with |S| = βn and |A| = tn. We
upper bound the probability that W is a balanced βn-partition and then use Markov’s
16
inequality. By the definition of random intersection graphs, there is no edge between the
two vertex sets A \ S and B \ S if and only if
e 6∈
 ⋃
v∈A\S
Sv
 ∩
 ⋃
v∈B\S
Sv
 , ∀e ∈M, (4.20)
which in turn is equivalent to the following: for every e ∈M ,
either e 6∈ Sv, ∀v ∈ A \ S, or e 6∈ Sv,∀v ∈ B \ S. (4.21)
Since Sv’s are formed independently and since P {e ∈ Sv} = p for any e ∈ M and v ∈ V ,
the probability for the event in Equation (4.21) to occur is(
(1− p)an + (1− p)bn − (1− p)(1−β)n
)m
.
It follows that
P {W is a balanced βn-partition}
=
(
(1− p)a + (1− p)b − (1− p)(1−β)n−a−b
)m
= (1− p)am
(
1 + (1− p)(b−a) − (1− p)(1−β)n−a−b
)m
. (4.22)
There are
(
n
βn
)
ways to choose S and for each fixed S, there are
(
n−βn
tn
)
ways to choose A
with |A| = tn. Since the treewidth of GI(n,m, p) is at most βn implies that there is a
balanced βn-partition, we have by Markov’s inequality that for p ≥ cm , c > 2,
P {tw(GI(n,m, p)) ≤ βn}
≤ P {There exsits a balanced βn-partition}
≤
(
n
βn
) ∑
1
3
n≤a≤ 1
2
n
(
n
a
)
(1− p)am
(
1 + (1− p)(b−a) − (1− p)(1−β)n−a−b
)m
≤ O(1)
(
n
βn
) ∑
1
3
n≤a≤ 1
2
n
(
(1e )
a
n
c
( an)
a
n (1− an)1−
a
n
)n
≤ O(1)n
(
n
βn
)(
(1e )
2
3
(13)
1
3 (23)
2
3
)n
.
where last inequality is because the function (
1
e
)tc
tt(1−t)1−t is decreasing on [
1
3 ,
1
2 ] for any c > 2.
Note that (
1
e
)
2
3
( 1
3
)
1
3 ( 2
3
)
2
3
< 1. Therefore, for sufficiently small β, we have
lim
n→∞P {tw(GI(n,m, p)) ≤ βn} = 0.
This proves Theorem 2. 
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5 The Baraba´si-Albert Model: Proof of Theorem 3
Let V = {v1, v2, · · · , vn} be the set of vertices in GS(n,m) and Vi = {v1, · · · , vi}. Without
loss of generality, assume that the vertices are added toGS(n,m) in this order in the iterative
construction of GS(n,m). Let I1 be the first half of the vertices, i.e, I1 = {v1, v2, · · · , v 1
2
n},
and I2 be the second half {v 1
2
n+1, · · · , vn}.
Let W = (S,A,B) be a balanced triple of disjoint vertex subsets such that |S| = βn.
(See Definition 3.1 for the details). Write |A| = an and |B| = bn. Assume, without loss of
generality, that |A| ≤ |B| so that 1−β3 ≤ a ≤ 1−β2 . Considering the way in which A and B
intersect with I1 and I2, let us write
|I1 ∩A| = sn, |I2 ∩A| = (a− s)n;
|I1 ∩B| = tn, |I2 ∩B| = (b− t)n; (5.23)
where s and t shall satisfy
0 ≤ s ≤ 1− β
2
, s+ t =
1− β
2
.
We upper bound the probability PGS(n,m) {W is a balanced βn-partition}. Let E be
the event that W is a balanced βn-partition, and focus on what happens when the second
half of the vertices, i.e. those in I2, are added to GS(n,m). Define the following events
Ei =
{ {N(vi) ∩ (I1 ∩B) = ∅}, if vi ∈ I2 ∩A
{N(vi) ∩ (I1 ∩A) = ∅}, if vi ∈ I2 ∩B (5.24)
We have
E ⊂ En
2
+1 ∩ · · · ∩ En.
Therefore,
PGS(n,m) {E} ≤ PGS(n,m)
{
En/2+1 ∩ · · · ∩ En
}
. (5.25)
The following lemma bounds the conditional probability of Ei given GS(n,m)[Vi−1].
Lemma 5.1
PGS(n,m) {Ei | GS(n,m)[Vi−1]} ≤

(1− s2)m, if vi ∈ I2 ∩B
(1− t2)m, if vi ∈ I2 ∩A
(5.26)
Proof. Consider a vertex vi ∈ I2 ∩ B (The case that vi ∈ I2 ∩ A is similar). The total
vertex degree of GS(n,m)[Vi−1] is 2(i− 1)m ≤ 2nm. The total vertex degree of the vertices
in I1 ∩A is at least snm. Note that the event Ei occurs implies that none of the vertices in
I1 ∩A is selected as the neighbor of vi in the m-step procedure to pick vi’s neighbors.
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By the definition of preferential attachment mechanism in the Baraba´si-Albert model,
Equation (2.7), we have that
PGS(n,m) {Ei | GS(n,m)[Vi−1]}
≤ (1− snm
2(i− 1)m)(1−
snm
2(i− 1)m+ 2) · · · (1−
snm
2(i− 1)m+ 2(m− 1))
≤ (1− snm
2nm
)m
= (1− s
2
)m.
This proves the lemma. 
Continue the proof of Theorem 3. From Lemma, we have
PGS(n,m) {E} ≤ PGS(n,m)
{
En/2+1 ∩ · · · ∩ En
}
=
n∏
i=n/2+1
PGS(n,m) {Ei | GS(n,m)[Vi−1]}
≤ ((1− s/2)m)|I2∩B| ((1− t/2)m)|I2∩A|
=
(
(1− s/2)b−t(1− t/2)a−s
)mn
(5.27)
Taking into consideration that a+ b = (1− β)n, we see that
PGS(n,m) {E} ≤
(
(1− s/2)b−t(1− t/2)a−s
)mn
=
(
(1− s/2)b+s−(1−β)/2(3/4 + s/2)a−s
)mn
=
(
(1− s
2
)s−a+
1−β
2 (
3
4
+
s
2
)a−s
)mn
. (5.28)
Consider the behavior of the function
f(s, β) = (1− s
2
)s−a+
1−β
2 (
3
4
+
s
2
)a−s
=
(
1− s/2
3/4 + s/2
)s−a
(1− s/2) 12 (1− s/2)−β/2. (5.29)
for 0 ≤ s ≤ 12 and 1−β3 ≤ a ≤ (1−β)2 . We have
Lemma 5.2 There is a constant β∗ > 0 such that for any β < β∗,
fmax = max{f(s, β) : s ∈ [0, 1/2], a ∈ [(1− β)/3, (1− β)/2]} < 0.9425. (5.30)
Proof. Note that the last term (1 − s/2)−β/2 of f(s, β) can be made arbitrarily to 1 by
requiring that β is less than a sufficiently small number, say β0. We, therefore, only need
to consider the function
f(s) =
(
1− s/2
3/4 + s/2
)s−a
(1− s/2) 12 .
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First, we claim that f(s) ≤ (78) 12 for any s ∈ [14 , 12 ]. To see this, we take the logarithm
on both sides of Equation (5.29) to obtain
log f(s) = (s− a− 1
2
) log(1− s
2
) + (a− s) log(3
4
+
s
2
).
Taking derivative on both sides in the above, we get
1
f(s)
f ′(s) = log
1− s2
3
4 +
s
2
− 1
2
2s− 74a+ 38
(1− s2)(34 + s2)
.
Since for any s ≥ 14 and 1−β3 ≤ a ≤ 1−β2 ,
1− s
2
3
4
+ s
2
≤ 1 and 2s − 74a + 38 > 0, we see that
f ′(s) < 0. The claim holds since f(14) =
(
7
8
) 1
2 = 0.9354.
Now consider the interval [0, 14 ]. Let β1 be a constant such that for any β < β1,
1
4 −
1−β
3 < 0. Split [0,
1
4 ] into d+ 1 segments and consider the (d+ 1) intervals [si, si+1] where
si = i 14d ,∀0 ≤ i ≤ d. Since g(s) =
(
1−s/2
3/4+s/2
)s−a
is decreasing in [0, 1/2], s− a < s− 13 < 0
for any s ∈ [0, 1/4] and a ∈ [(1 − β)/3, (1 − β)/2], and h(s) = (1 − s/2) 12 is decreasing in
[0, 1/4], we have
max
s∈[0,1/4]
f(s) = max
0≤i≤d
{ max
s∈[si,si+1]
f(s)}
≤ max
0≤i≤d
(g(si+1)h(si)).
Numerical calculations2 using d = 10 gives us max0≤i≤d(g(si+1)h(si)) < 0.9425. Take
β∗ = min{β0, β1}, we get Equation (5.30). 
To complete the proof of Theorem 3, we see from Markov inequality that the expected
number of balanced β-partition is at most(
n
βn
)(
n
a
)(
(1− s
2
)s−a+
1
2 (
3
4
+
s
2
)a−s
)mn
≤
(
n
βn
)(
n
an
)
0.9425mn.
Numerical calculation shows that 0.942512 < 12 . Since an ≤ 12n, we have by Lemma 2.1 and
Lemma 2.4 that there is a constant β2 such that for any β < β2,
lim
n→∞
(
n
βn
)(
n
an
)
0.9425mn = 0.
Let β = min{β∗, β2} where β∗ is the constant required in Lemma 5.30. It follows that
for any m ≥ 12, the expected number of balanced βn-partitions in GS(n,m) tends to zero,
and consequently
lim
n→∞PGS(n,m) {tw(GS(n,m)) > βn} = 1.
This completes the proof of Theorem 3.
2We also tried d up to 10, 000, and found out that the value seems to converge to 0.9424
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A Proof of Proposition 2.1
The result actually holds for any monotone increasing combinatorial property in random
discrete structures, as has been observed in [17, 1] and formally proved in [18]. For com-
pleteness, we give an alternative pure measure-theory style proof here.
Recall that a random graph can be identified with a properly-defined probability space.
The Erdo¨s-Re´nyi random graphG(n,m) corresponds to the probability space (Ωm,PG(n,m) {·})
where Ω is the collection of the
(
N
m
)
subsets of m edges (N =
(
n
2
)
), and PG(n,m) {·} is
PG(n,m) {ω} =
1(
N
m
) ,∀ω ∈ Ω. (A.31)
Each sample point ω ∈ Ωm corresponds to a set of m edges selected uniformly at random
without replacement from the N potential edges.
The random graph G(n,m), where the m are selected uniformly at random, but with
replacement, can be identified with the following probability space (Ω,PG(n,m) {·}) where
1. Ωm =
m∏
i=1
Ei where each Ei is the set of all
(
n
2
)
possible edges. A sample point ω =
{ωi, 1 ≤ i ≤ m} ∈ Ωm corresponds to a multip-graph with m edges.
2. The probability measure PG(n,m) {·} is
PG(n,m) {ω} =
(
1(
n
2
))m . (A.32)
Each sample point ω ∈ Ωm is an outcome of the random experiment of selecting m
edges independently and uniformly at random with replacement from the set of all
possible edges. Also note that the graph represented by a sample point in Ωm is
actually a multi-graph, i.e., there are may be more than one edges between a pair of
vertices.
Let β > 0 be a fixed constant. Let Qm ⊂ Ωm be the set of sample points ω such that
the treewidth of the multi-graph determined by ω is greater than βn, and let Qm ⊂ Ωm be
the set of sample points ω such that the treewidth of the simple graph determined by ω is
greater than βn.
For each ω ⊂ Ωm, let r(ω) ∈ Ω|r(ω)| be the set of distinct edges that ω has, and let
Ei = {ω ∈ Ωm : |r(ω)| = i} be the set of sample points in Ω that have exactly i distinct
edges. For each sample point ω ∈ Ωi, define
Ti(ω) = {ω ∈ Ωm : r(ω) = ω}.
We claim that {Tω : ω ∈ Ωi} satisfies the following⋃
ω∈Ωi
Ti(ω) = Ei; (A.33)
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Ti(ω1) ∩ Ti(ω2) = ∅,∀ω1, ω2 ∈ Ωi; (A.34)
|Ti(ω1)| = |Ti(ω2)|,∀ω1, ω2 ∈ Ωi. (A.35)
If there is an ω that belongs to both Ti(ω1) and Ti(ω2), then it must be the case that
ω1 = ω2. Therefore, Ti(ω1) ∩ Ti(ω2) = ∅, ∀ω1, ω2 ∈ Ωi. To see that |Ti(ω1)| = |Ti(ω2)|,
note that any one-to-one mapping map(·) between the two sets of edges ω1 and ω2 defines
a one-to-one mapping between Ti(ω1) and Ti(ω2).
From Equations (A.33) through (A.35), the additive property of a probability measure,
and the fact that |Ωi| =
(
N
i
)
, we see that for any Ti(ω),
PG(n,m) {Ti(ω)} =
PG(n,m) {Ei}(
N
i
) . (A.36)
Since parallel edges have no impact on treewidth, we have
either Ti(ω) ∩Qm = ∅ or Ti(ω) ⊂ Qm, (A.37)
and consequently ⋃
ω∈Qi
Ti(ω) = Qm ∩ Ei. (A.38)
We have
PG(n,m)
{
Qm
}
=
m∑
i=1
PG(n,m)
{
Qm ∩ Ei
}
=
m∑
i=1
∑
ω∈Qi
PG(n,m) {Ti(ω)} (due to (A.34), (A.37), and (A.38))
=
m∑
i=1
|Qi|
PG(n,m) {Ei}(
N
i
) (due to (A.36))
=
m∑
i=1
PG(n,i) {Qi}PG(n,m) {Ei} (due to (A.31))
≤ PG(n,m) {Qm}
m∑
i=1
PG(n,m) {Ei}
= PG(n,m) {Qm} (A.39)
where the second last inequality is due to the fact that the graph property represented by the
set of sample points Qi is monotone increasing and Theorem 2.1 in [5] on the probability of
monotone increasing properties in the Erdo¨s-Re´nyi random graph G(n,m). This completes
the proof of the proposition. 
B Proof of Lemmas 2.2, 2.3 and 2.4
B.1 Proof of Lemma 2.2
Taking derivative on both sides of
log f(t) = t log t+ (1− t) log(1− t),
22
we see that f(t) is increasing on (0, 12 ] and decreasing on [
1
2 , 1). The lemma follows. 
B.2 Proof of Lemma 2.3
To show that the function
r(t) =
2t2
(1 + )2c
(
1
e
) 4ct
1−2t(1−t)
is decreasing in t on the interval [1−β2 ,
2
3 ], we show that the its derivative r
′(t) < 0, ∀t ∈
[1−β2 ,
2
3 ]. To this end, we take take the derivative of the logarithm of r(t)
log(r(t)) = 2 log(t)− 4ct
1− 2t+ 2t2 − log((1 + )
2c)
to get
1
r(t)
r′(t) =
2(1− 2t+ 2t2)2 − 4c(t− 2t2 + 2t3)− 4c(−2t2 + 4t3)
t(1− 2t+ 2t2)2 .
Since r(t) > 0 and t(1 − 2t + 2t2)2 > 0, we only need to show that the numerator of the
right-hand side in the above, i.e., the function
h(t) = 2(1− 2t+ 2t2)2 − 4c(t− 2t2 + 2t3)− 4c(−2t2 + 4t3).
is less than zero.
Note h(12) =
1
2 − c < 0 and h(23) = 5081 − 14481 c < 0. As h(t) is continuous, we have that
for sufficiently small β > 0, h(1−β2 ) < 0 as well. It is thus sufficient to show that h(t) itself
is monotone. The first and second derivatives of the function h(t) are respectively
h′(t) = 4(−2 + 8t− 12t2 + 8t3)− 4c(1− 8t+ 18t2)
and
h′′(t) = 4[(8− 24t+ 24t2)− c(−8 + 36t)].
Note that as a quadratic polynomial, h′′(t) = 4(24t2−(24+36c)t+8(1+c)) can be shown to
be always less than 0 for any t ∈ [12 , 23 ]. As h′(t) is continuous and h′(12) = −4c(1 + 12) < 0,
we see that for sufficiently small β > 0, h′(1−β2 ) < 0 as well. It follows that h
′(t) < 0,∀t ∈
[1−β2 ,
2
3 ]. Therefore h(t) is monotone as required. 
B.3 Proof of Lemma 2.4
First, since both 1− 2t+ 2t2 + 2βt and 1
tt(1−t)1−t are increasing on the interval [
1−β
2 ,
1
2 ], we
have that
g(t) =
(1− 2t+ 2t2 + 2βt)c
tt(1− t)1−t
is increasing on the interval [1−β2 ,
1
2 ].
Focusing now on the interval [12 ,
2
3 ], let us consider the logarithm of the function g(t),
h(t) = log g(t) = c log(1− 2t+ 2t2 + 2βt)− t log t− (1− t) log(1− t).
23
The derivative of h(t) is
h′(t) = c
−2 + 4t+ 2β
1− 2t+ 2t2 + 2βt − log t+ log(1− t)
and h′(12) ≥ 0. The second-order derivative of h(t) is
h′′(t) =
c
(1− 2t+ 2t2 + 2δt)2t(1− t) × z(t, δ)
where
z(t, β) = 4(1− 2t+ 2t2 + 2βt)(1− t)t− (4t− 2 + 2β)2(1− t)t− (1− 2t+ 2t2 + 2βt)2.
First, assume that β = 0. On the interval [12 ,
2
3 ], we have
(4t− 2 + 2β)2 ≤ (4× 2
3
− 2)2 = 4
9
,
2
9
≤ t(1− t) ≤ 1
2
(1− 1
2
) =
1
4
and
1
2
≤ (1− 2t+ 2t2 + 2βt)2 ≤ (1− 2× 2
3
+ 2× (2
3
)2)2 =
5
9
.
It follows that
z(t, β = 0) ≥ 4× 1
2
2
9
− 1
9
− (5
9
)2 =
2
81
> 0.
Since the family of functions z(t, β), β > 0 are uniformly continuous on [12 ,
2
3 ], we have that
for small enough β, z(t, β) > 0, ∀t ∈ [12 , 23 ]. It follows that the second-order derivative h′′(t)
is always greater than zero. Since h′(12) > 0, we have that h
′(t) > 0,∀t ∈ [12 , 23 ]. It follows
that h(t) is increasing. Consequently, g(t) is also increasing since g(t) > 1, ∀t ∈ [12 , 23 ], 
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