Abstract-We formulate a novel class of stochastic network optimization problems, termed Markovian network optimization, as a primal-dual pair, whose solutions are characterized by the Kolmogorov equation, the Bellman equation, and generalized Ohm's law. We further generalize such network optimization to accommodate variable divergence-i.e., total flow in the network is variable-and multi-commodity flows with heterogeneous planning horizons, features that are well-motivated in applications arise from game-theoretic settings. Finally, in order to solve the primal-dual pair, we design dynamic programming based numerical algorithms that outperform state-of-the-art commercial software (Gurobi) in extensive numerical experiments.
I. INTRODUCTION
The optimal flow and potential problem is a primal-dual pair whose solution is an equilibrium in networks with interactions of a mechanical or economic nature [1] - [5] , which arises in a variety of applications including constrained resource allocation and routing in communication or transportation networks. For instance, the so-called traffic assignment problem, which has received significant attention [6] - [9] , is a primary example in which a population of self-interested agents seeks shortest paths through a network with congestion effects; that is, a network such that the cost of an edge increases with the volume of agents using it.
In many of the existing approaches, one challenge in ensuring network optimization abstractions, such as the traffic assignment problem, are practically relevant is incorporating environment stochasticity into the model. In particular, realizations of flow allocations may depend on exogenous random variables; e.g., routing of airplanes depends on stochastic storm evolution [10] , planning of ride-sharing drivers depends on random demand from riders [11] . In these cases, solutions such as the shortest path problem fail to capture the uncertainty in flow allocation decisions.
Due to the fact that network optimization problems arise in a variety of disparate application domains, many communities have independently derived solution approaches that are very much parallel to one another. Drawing connections between the different approaches may well lead to better solutions, both from a computational and analytic perspective.
For instance, one recent approach to address the challenge of capturing stochasticity of the environment proposes an optimal flow problem that combines the idea of traffic assignment with finite-horizon Markov decision process (MDP) [12] , [13] . In particular, an optimal flow problem is formulated subject to constraints capturing the stochastic propagation of flows [11] . The specific goal of this work is to forecast the equilibrium of a stochastic multi-agent congestion game, in which a population of self-interested agents seeks optimal sequences of actions to minimize an expected accumulated cost in a stochastic environment with congestion effects; that is, an environment such that an action will cause a stochastic transition from the current state to the next state, and the cost of an action increases with the volume of agents using it.
While this work serves as a first step toward creating a more general class of stochastic network optimization problems, it has the following limitations: (i) neither the underlying network structure nor the corresponding optimal potential problem is explicitly defined, (ii) some important features of the traffic assignment problem, such as variable divergence-i.e., the amount of agents entering the network is variable rather than fixed-and multi-commodity flow [7] i.e., resource allocation on networks with multiple sourcesink pairs-are not considered, and (iii) the solution approach relies exclusively on off-the-shelf software, which fails to fully exploit the network structure.
In this paper, we not only address these limitations but also proposed a general framework and computationally efficient solution approach for stochastic network optimization problems, which we term Markovian network optimization. In particular, we make the following contributions: 1) We first introduce a novel class of networks, named Markovian networks, that embed the structure of MDP. Such network structure provides a network perspective to finite horizon MDP, namely problems (P-1) and (P-2). 2) As an extension to the recent results in [11] , we introduce not only the optimal flow problem (P-3) but also the optimal potential problem (P-4) on Markovian networks. Solutions to this primal-dual pair are characterized by the Kolmogorov equation, the Bellman equation, and generalized Ohm's law. 3) We further generalize the constraints and cost structure in problems (P-3) and (P-4) by considering (i) variable divergence in problem (P-5) and problem (P-6), and (ii) multi-commodity flows with heterogeneous planning horizons in problem (P-7) and problem (P-8), where agents can enter or exit the network at any time rather than the same time.
4) Finally, leveraging efficient dynamic programming solutions to MDPs, namely Algorithm 1 and 2, we design dynamic programming based numerical algorithms for the network optimization problems (P-3)-(P-8), namely Algorithm 3-8. These algorithms fully exploit the network structure and outperform Gurobi, a state-of-the-art commercial software.
In addition to these contributions, our work also uncovers, to our best knowledge, previously unobserved connections between network optimization [1] , [2] , multi-agent MDPs [14] , [15] , and mean field games [16] - [21] . Our contributions to each individual area can be interpreted as follows.
• Network Optimization. We extend existing network optimization models by combining the features of dynamic network flow problems [22] , [23] , where the network has a time-expanded structure, and those of stochastic shortest path problems [24] , where each edge leads to a probability distribution over possible successor nodes.
• Multi-Agent MDPs. We provide novel optimization models and numerical algorithms to estimate the collective behavior of large number of homogeneous agents solving an MDP, where the cost experienced by agents is subject to congestion effect [11] .
• Mean Field Games. We generalize mean field games over a graph [20] , [21] from continuous action space to discrete action space, where the game equilibrium can be found efficiently by solving a convex optimization problem.
With these interpretations, our work forms an intersection of these existing areas, and provides a unified perspective to their individual developments. The rest of the paper is organized as follows. In Section II, we define the concept of Markovian networks, introduce Markovian network optimization, and provide generalizations that capture variable divergence and multi-commodity flow. In Section III, we develop dynamic programming based numerical algorithms to solve the optimization problems proposed in Section II. In Section IV, we provide numerical examples that demonstrate the effectiveness and efficiency of these algorithms. Section V summarizes the connections between our work and existing areas, along with some key insights. Finally, we conclude with discussion and comments on future directions of research in Section VI.
II. MODELS
In this section, we introduce the concept of Markovian networks-i.e., networks embedded with the structure of MDP-and develop the optimal flow and optimal potential problem on a Markovian network, whose optimality conditions are characterized by the Kolmogorov equation, the Bellman equation, and generalized Ohm's law.
We use the following notation: denote R the set of real numbers, R + the set of nonnegative real numbers; denote [N ] the set {1, 2, . . . , N } for integer N ; denote a ijk the ijk-th component of the three-dimensional tensor a ∈ R n1×n2×n3 , and analogously, a ij for the two-dimensional case. , respectively. Within each layer, there are S · A edges, each pointing from a state node towards an action node. Between two adjacent layers, there are A · S edges, each pointing from an action node in the current layer towards a state node in the next layer. At layer T , edges from all action nodes reach a root node. State nodes are sources that generate flow. Action nodes conserve and redistribute flow follows: if the flow from state node s to action node a in the layer t is y tsa , then the flow from action node a in layer t to state node s in layer t + 1 is given by s ′ P s ′ as y ts ′ a , where
The root node is a sink that absorbs all incoming flow. See Fig. 1 and Fig. 2 Based on this definition, we show that a finite-horizon MDP [12] is equivalent to a linear optimal distribution and differential problem [1, Sec. 7A] in Section II-A. We then introduce the general optimal distribution and differential problem in Section II-B, which are further generalized to the case with variable divergence and multi-commodity flow in Section II-C and, respectively, Section II-D.
A. Linear Optimal Distribution and Differential Problems
We start with the linear optimal distribution and differential problem on a Markovian network, which is equivalent to the linear programming formulation of finite-horizon MDP [12] . In this way, we provide a network perspective of MDP, which is summarized in in Table I , and set the stage for the general optimal flow and potential problem later.
We consider the following linear optimal distribution problem [ 
(P-1) where y ∈ R T ×S×A denotes the flow on edges; c ∈ R T ×S×A denotes the constant edge cost; P ∈ [0, 1] S×A×S is the given transition kernel; p ∈ R T ×S + denotes the divergence on state nodes, i.e., amount of flow generated by sources. We assume, without loss of generality, that s p 1s > 0. Notice that once y is given, the flow on all the edges are determined.
The optimization problem in (P-1) has the following network interpretation. The objective in (P-1) represents the total cost experienced by the flow in the network. The constraints can be interpreted as Kirchhoff's current law: flow is conserved at each node. At optimality, y gives the optimal flow such that the total cost is minimized.
An optimizer of (P-1) can be described by a mapping from state to action nodes, commonly known as a policy in the MDP literature [12] . If the transition kernel is deterministic, then a policy reduces to paths [1, Sec. 2A ] that end at layer T . Hence, an alternatively way to describe the optimality condition of (P-1) is that all flow is assigned to optimal policies.
The dual of (P-1) is given by the following linear optimal differential problem:
where v ∈ R T ×S denotes the potential on state nodes, which is known as value in the MDP literature [12] , [13] .
The optimization problem in (P-2) has the following network interpretation. The objective, again, represents the total cost experienced by all the flow in the network. The constraints can be interpreted as Kirchhoff's voltage law: potentials at layer t are constrained by those at layer t + 1 and the tensions between them. At optimality, the active constraints (i.e., equalities) define the optimal edges that "shortcut" the sub-optimal edges, which correspond to inactive constraints (i.e., strict inequalities).
The Karush-Kuhn-Tucker (KKT) conditions [25, Sec. 5.5 .3] of optimization (P-1) and (P-2) include the following Kolmogorov equation,
with initial condition a y 1sa = p 1s for all s ∈ [S], and the following Bellman equation,
with final condition v T s = min a c T sa for all s ∈ [S]. Complementary slackness implies that positive flow only occurs on optimal edges, i.e., edges correspond to time-state-action triplets that attains the minimum in (2) . See Section VII-A for a detailed derivation.
Since the flow that enters the network at a later time does not affect the flow that entered at an earlier time, the optimization problem in (P-1) can be decomposed into T subproblems, each of which only considers the flow that enters at one layer. A similar observation can be made for the optimization problem (P-2). In other words, we can, without loss of generality, assume that p ts = 0 for all 1 < t ≤ T, s ∈ [S]. With this additional assumption, the optimization problems (P-1) and (P-2) reduce to the primal-dual linear programs of an MDP, which have been studied extensively due to their elegance of theory, compatibility with constraints, and facility for sensitivity analysis [10] , [12] , [13] , [15] , [26] .
The primal-dual linear programs of MDP model the optimal sequential decision making in a stochastic environment. In this setup, variable y denotes the state-action frequency, which gives the probability of choosing each action in each state; variable v denotes the values, which gives the expected accumulated cost starting from each state; parameter P gives the one-step transition probability between every two states when an action is chosen [12] . See Table I for a detailed comparison. The relation between this stochastic sequential decision making model and our network flow model is analogous to the relation between the Brownian motion of electrons and Kirchhoff's circuit laws: the former focuses on microscopic behavior of an individual particle, whereas the latter focuses on the macroscopic behavior of flow, which is a collection of large amount of homogeneous particles.
B. Optimal Distribution and Differential Problems
Now we generalize the optimization in (P-1) and (P-2) to the cases where the cost on an edge is a variable named tension, which is a function of corresponding flow. In particular, we assume the relation between the tension and flow on an edge is described by an increasing function that reduces to Ohm's law when it is linear. Network optimization with these assumptions are known as optimal distribution and differential problems.
The optimal distribution problem [1, Sec. 8D] on a Markovian network is given by the following optimization problem: min.
where φ tsa is a continuous increasing function peculiar to edge tsa. Such functions are known as characteristic curves, which describes a maximal monotone relation in R 2 [1, Sec. 8B]. Later we will see that these functions describe a generalized Ohm's law that couples flow and tension at equilibrium. The dual problem of (P-3) is the optimal differential problem [1, Sec. 8G] that takes the following form:
where u ∈ R T ×S×A denotes the tension on edges. The KKT conditions of optimization (P-3) and (P-4) again include the Kolmogorov equation (1), the Bellman equation
, and the following relation that generalizes Ohm's law [1, Sec. 8H]
. The complementary slackness conditions, again, ensure that positive flow only occurs on optimal edges. See Section VII-B for a detailed derivation. Due to the coupling between flow and tension in (4), the Bellman equation (3) must be solved jointly with Kolmogorov's equation (1) and (4). In addition, we can no longer assume p ts = 0 for all 1 < t ≤ T, s ∈ [S] without loss of generality, since the flow that enters the network later may still affect the flow that enters earlier.
The equilibrium characterized by the Kolmogorov equation and the Bellman equation was first introduced in mean field games literature [16] , [17] and later extended to network setting [18] - [21] . Such problems consider the collective behavior of a large number of players where the inter-player interaction is mediated by a mean field. In our model, such a mean field is described by generalized Ohm's law in (4) .
The optimization problem (P-3) was first introduced in MDP routing games [11] where p ts is assumed to be zero for 1 < t ≤ T . Here, we relaxed this assumption to allow flow entering the network at any time. Later we will further consider the case where flow can also exit the network at any time.
C. Optimal Flow and Potential Problems
An important feature of network optimization is variable divergence: the divergence on each source is modeled as a function of the corresponding potential. In the context of multiagent MDPs, the basic premise behind such an assumption is that each agent has the option of not entering the network and is motivated by the expected accumulated cost [ 
(P-5) where ψ ts is a continuous decreasing function. Compared with (P-3), the flow divergence x is variable rather than constant.
The dual problem of (P-5) is the optimal potential problem [1, Sec. 8G] given by the following. 
(P-6) The KKT conditions of the optimization problems (P-5) and (P-6) include the Kolmogorov equation (1), the Bellman equation (3), the generalized Ohm's law in (4) and
, and finally the complementary slackness conditions. See Section VII-C for a detailed derivation. The optimization problems in (P-5) and (P-6) can be interpreted as an economic market as follows. The demand side corresponds to the sources on state nodes, injecting flow into the Markovian network. The supply side corresponds to the Markovian network itself, offering policies to reach the root node with corresponding potentials. In particular, consider a degenerate case where T = S = A = 1, then optimization problems in (P-5) and (P-6) reduce to the following:
The above primal-dual pair has an economics interpretation in terms of the Marshallian supply-demand paradigm [7] . The flow y and potential v has the interpretation of quantity and, respectively, price in a economic market. The functions φ and ψ represent the supply and, respectively, demand curve. The objectives in problem (P-5.1) and (P-6.1) each represent the social surplus of this market, written as integral of quantity y and, respectively, price v. Social surplus measures the total welfare of consumers and producers. Its optimum is achieved at the intersection point of supply and demand curve. See Fig. 3 for an illustration. Notice that by construction, the integral objective in (P-6.1) upper bounds the one in (P-5.1), hence weak duality always holds.
The optimal flow and potential problems defined by (P-5) and (P-6) seem like a generalization to the optimal distribution ) and (P-6.1) (shaded area in Fig 3b) achieve optimum at the intersection point of supply curve φ and demand curve ψ.
and differential problem defined in (P-3) and (P-4). However, they are essentially equivalent, as we now show.
Consider the following variation of problem (P-5):
min.
2) where x ts is an overestimate of the divergence on state node ts and is readily available in most practical applications.
Using the change of variables, z ts = x ts − x ts , for all s ∈ [S], we can decompose the second term of the objective function in (P-5.2) as follows:
where ψ ts (x ts − ·) is obtained by flipping ψ ts (·) about a vertical axis passing through x ts /2. Substituting this into (P-5.2) and dropping the constant term in the objective, we obtain the following optimization: min.
3) The dual of (P-5.3) is given by the following: max. where w ts denotes cost of not entering the network at state node ts. In other words, optimization in (P-5.3) and (P-6.3) are equivalent to those in (P-5) and, respectively, (P-6) when variable divergence is upper bounded. Alternatively, we can construct optimization (P-5.3) and (P-6.3) from problem (P-3) and (P-4) in Section II-B as follows. We introduce an additional overflow edge on each state node that directly reaches the root node. The overflow edge originates from state node ts has a characteristic curve described by ψ ts (x ts − ·); its flow and tension are denoted by z ts and respectively, w ts . See Fig. 4 for an illustration. Then problem (P-3) and (P-4) defined on this augmented network with fixed divergence x take exactly the form of (P-5.3) and, respectively, (P-6.3). Therefore, we conclude that in a Markovian network, the optimal flow and potential problems are actually equivalent to optimal distribution and differential problems. In Section III, we show that such equivalence makes numerical algorithms designed for problems (P-3) and (P-4) readily available to problems (P-5.3) and (P-6.3).
D. Multi-commodity Flows
Observe that problem (P-3) and (P-4) in Section II-B can model agents with heterogeneous planning horizon by allowing flow entering the Markovian network at different time. However, they require all flow to exit the network at t = T , which meaning all agents' planning horizon must end simultaneously. Such assumption is obviously very restrictive. In this section, we discuss some modifications to problem (P-3) and (P-4) to also allow the flow exiting the network at any time. In particular, we identify different flows by their exiting time, i.e., all flow exiting at time τ is considered as one single commodity labeled by τ . In this sense, Section II-B only considers single commodity case, whereas the current section will be devoted to its multi-commodity generalization.
Consider the following multi-commodity optimal distribution problem in a Markovian network: min.
is the index set of commodities. We assume, without loss of generality, that T ∈ C. When |C| = 1, problem (P-7) reduces to its single commodity case in (P-3). When |C| > 1, (P-7) solves for the equilibrium of |C| commodities. In particular, y (τ ) tsa denotes the flow in commodity τ that uses edge tsa, p (τ ) ts denotes the flow in commodity τ that enters at state node ts ; the total flow using edge tsa is given by aggregated flow τ,τ ≥t y (τ ) tsa , the tension on edge tsa is governed by characteristic curve φ tsa .
The dual of optimization problem (P-7) is given by the following multi-commodity optimal differential problem: max.
where u tsa denotes the tension on edge tsa, v (τ ) ts denotes the potential on state node ts considered by commodity τ .
The KKT conditions of (P-7) and (P-8) include the multicommodity Kolmogorov equation,
with initial condition a y
with final condition v (τ ) τ s = min a u τ sa for all τ ∈ C and s ∈ [S], and generalized Ohm's law
tsa , and corresponding complementary slackness conditions. See Section VII-D for a detailed derivation.
Compared with the single commodity case in Section II-B, the Kolmogorov equation in (6) contains |C| copies of the Kolmogorov equation in (1), one for each commodity; same with the Bellman equation in (7) and (2) . The coupling among different commodities is due only to generalized Ohm's law in (8) . In the following section, we exploit such structure in the design of algorithms for finding multi-commodity equilibrium.
III. ALGORITHMS
Network optimization problems typically cannot be solved analytically, hence customized numerical algorithms are necessary [2] . The main design challenge is to overcome curse of dimensionality that occurs in large scale networks. One of the most effective techniques is to exploit the network structure by adapting general purpose algorithms [2, Sec. 1.3] . In this section, we propose several efficient algorithms of this kind to solve the optimization problems in the preceding section.
We first review the dynamic programming algorithm for an MDP (Section III-A), which provides an efficient analytic solution to problem (P-1) and problem (P-2). Based on that, in Section III-B, we develop iterative algorithms for problem (P-3) and problem (P-4), which solves problem (P-1) and respectively, (P-2), at each iteration. Section III-C and Section II-D discuss how these algorithms can be generalized to the case of variable divergence in (P-5) and (P-6), and multicommodity flow in (P-7) and (P-8).
For simplicity, we will use the following notation: for all y ∈ R T ×S×A and x ∈ R T ×S , denote φ(y) the tensor whose tsa-th component is φ tsa (y tsa ); ψ(x) the tensor whose ts-th component is ψ ts (x ts ).
A. Linear Optimal Distribution and Differential Problems
Problem (P-2) can be solved by Algorithm 1, which is a direct evaluation of Bellman equation in (2). The "min" operation in Line 1 and Line 4 returns both the value and argument of the minimum, and assign them to corresponding entry of optimal potential v and optimal policy π, respectively. With such an optimal policy, problem (P-1) can be solved by Algorithm 2, which is an evaluation of the Kolmogorov equation in (1) by assigning flow to the optimal policy. Algorithm 1 is known as the dynamic programming solution of an MDP [12] , [13] . Compared with general linear programming algorithms, dynamic programming is a more efficient way to solve both (P-1) and (P-2), due to its exploitation of the sparsity structure. For example, to solve problem (P-2) (linear program with T S variables and T SA inequality constraints), an interior point algorithm will cost O(T 3.5 S 3.5 A 1.5 ) arithmetic operations [27] ; on the other hand, Algorithm 1 only costs O(T S 2 A) (Line 4 in Algorithm 1 needs to be evaluated for all t ∈ [T − 1] and s ∈ [S]; each evaluation costs O(SA) arithmetic operations). In the sequel, we use Algorithm 1 and Algorithm 2 as building blocks to develop algorithms for general Markovian network optimization problems.
Algorithm 1 Backward induction
for each s ∈ [S] do end for 6: end for
B. Optimal Distribution and Differential Problem
Now we develop iterative algorithms for the optimal distribution and differential problems on a Markovian network. Specifically, we design a Frank-Wolfe algorithm for problem (P-3) and a projected subgradient algorithm for problem (P-4). Each iteration of these algorithms calls Algorithm 1 and Algorithm 2 as subroutines. Compared with general algorithms for convex optimization, our algorithms exploit the structure of the underlying Markovian network via the more efficient dynamic programming solution to MDPs.
1) Optimal Distribution Problem:
The optimal distribution problem in (P-3) contains a continuously differentiable convex objective and a set of polyhedral constraints. When the objective becomes linear, it reduces to the linear optimal distribution problem in (P-1) that has an efficient close-form solution. Such structure is well exploited by Frank-Wolfe method [28] , which is one of the most popular algorithms for the optimal flow problem in traffic assignment [9, Sec. 4.1] . The algorithm alternates between a linearization step, which solves a subproblem whose objective linearly approximates the original one, and an update step, which obtains the next iterate as a convex combination of the current iterate and the solution to the current linearized subproblem. We summarize the Frank-Wolfe algorithm applied to the optimization problem (P-3) in Algorithm 3, where the initial value y 0 satisfies the constraints in (P-3). Algorithm 3 converges to optimum at the rate of O(1/K) with step size α k = 2/(k + 1) [29, Thm 3.8].
Algorithm 3 Frank-Wolfe method
Input: p, P, φ, T, y 0 , {α k }.
(v, π) ←Alg. 1(P, φ(y k ), T ).
3:
y ← Alg. 2(π, p, P, T ).
4:
The optimization problem in (P-4) can be written as follows:
where g(u) is the optimal value of the linear optimal differential problem (P-2) where c = u. The idea is to decompose the joint optimization over v and u in (P-4) into an outer problem (P-4.1), which optimizes over u alone, and an inner problem that optimizes v given value of u, which is exactly problem (P-2). Strong duality between the linear programs (P-1) and (P-2) implies that
y tsa u tsa , y ∈ ∂g(u).
where y denotes the optimizer of problem (P-1) with cost u per edge, ∂g(u) is the subdifferential of function g at u defined as [30, Sec. 23] 
where y, u−v = t,s,a y tsa (u tsa −v tsa ). Such dual decomposition was first proposed in the traffic assignment literature [31] , and has a wide range of applications in constrained network optimization problem [3] . Based on this decomposition, we propose the projected subgradient method [31] in Algorithm 4 for the optimal differential problem (P-4), where Line 4 denotes the projection onto the domain of function φ, i.e., Proj
is the subgradient of the objective function in (P-4.1), due to the relation in (9) . Algorithm 4 converges to optimum at the rate
. We note that Algorithm 4 is equivalent to backpropagation algorithm applied to a fully connected neural network composed of covolution and min-pooling layers [32] , where Algorithm 1 and Algorithm 2 represent the forward evaluation and respectively, backward error propagation of the neural network.
Algorithm 4 Subgradient method
Input: p, P, φ, T, u 0 , {α k }.
y ←Alg. 2(π, p, P, T )
4:
(v, π) ← Alg. 1(P, φ(y k ), T ).
3:
y ← Alg. 2 (π, x − z, P, T ).
5:
7: end for Algorithm 6 Augmented subgradient method
u k+1 ← Proj φ u k + α k y − φ −1 (u k ) 6: w k+1 ← Proj ψ w k + α k z − x + ψ −1 (w k ) − z 7: end for
C. Optimal Flow and Potential Problems
As we pointed out in Section II-C, optimal flow and potential problem is equivalent to optimal distribution and differential problem in an augmented network, which takes the form of (P-5.3) and (P-6.3). This suggests that the algorithms designed in Section III-B can be applied to the optimization problems in (P-5.3) and (P-6.3), respectively, via proper modification. In particular, the modified Frank-Wolfe and subgradient method is summarized in Algorithm 5 and Algorithm 6, respectively.
In Line 3 of Algorithm 5, ⊙ denotes the elementwise product, and σ(v > w) returns a T × S tensor whose ts element is 1 if v ts > w ts , and 0 otherwise. Same for Line 3 in Algorithm 6.
The main difference between Algorithm 3 and Algorithm 5 is as follows. After obtaining an optimal policy, Algorithm 3 propagates all flow via Kolmogorov equation (Line 3). On the other hand, Algorithm 5 will first see, for every state node, if using overflow edges costs less than not using them: if so, the flow generated on that state node is assigned to overflow edges (Line 3); otherwise, it will be propagated via Kolmogorov equation (Line 4).
The main difference between Algorithm 4 and Algorithm 6 is as follows. Algorithm 4 is based on the dual decomposition in (P-4.1). Algorithm 6, on the other hand, is based on the following dual decomposition of problem (P-6.3): max. 
Using a strong duality argument similar to the one used in (9), one can show that (y, z) ∈ ∂g(u k , w k ), where z and y are computed by Line 3 and, respectively, Line 4 in Algorithm 6.
D. Multi-commodity Flows
As we pointed out in Section II-D, the optimality conditions of multi-commodity optimal distribution and differential problems are merely |C| copies of the Kolmogorov and Bellman equations, coupled together by generalized Ohm's law. Based on this observation, we propose Algorithm 7 for problem (P-7), and Algorithm 8 for problem (P-8). In line 2 of Algorithm 7, y ∈ R T ×S×A denotes the total flow on edges, y τ ∈ R τ ×S×A denotes the τ -th commodity flow whose tsa-th component is y
denotes the flow aggregation operator such that y = τ y τ if and only if
Similarly for line 6 of Algorithm 8.
Observe that Line 3-7 in Algorithm 7 are same as Line 2-4 in Algorithm 3 repeated |C| times, one for each commodity; the difference is that Algorithm 7 first compute the aggregated flow in Line 2, then uses the corresponding tension in Line 4. Similarly for Line 6 in Algorithm 8.
Algorithm 7 Aggregated Frank-Wolfe method
Input: p, P, φ, C, y 0 τ for all τ ∈ C, {α k }.
y ← τ y k τ
3:
for each τ ∈ C do 4:
(v τ , π τ ) ←Alg. 1(P, φ(y), τ ).
5:
y τ ← Alg. 2(π τ , p, P, τ ).
6:
end for 8: end for Algorithm 8 Aggregated subgradient method
for each τ ∈ C do 3:
y τ ←Alg. 2(π τ , p, P, τ )
end for 6: y ← τ y τ 7:
IV. NUMERICAL EXAMPLES
In this section, we demonstrate the effectiveness and efficiency of the algorithms designed in Section III via extensive numerical examples.
A. Effectiveness
We first demonstrate the effectiveness of Algorithm 3-8 via numerical examples generated as follows:
• basic parameters: let T = 10, S = 10, A = 10;
let P sas ′ = rand(0, 1) 1 , then normalize it such that
• cost functions: let φ tsa (y tsa ) = rand(1, 2)y tsa + rand(1, 2) and ψ ts (x ts ) = rand(−110, −100)x ts + rand(100, 110) for all
• divergence: we assume all divergence to be zero except those in the first layer. In (P-3) and (P-4), let p 1s = rand(0, 1) for all s ∈ [S]; in (P-5) and (P-6), let x 1s = 1 for all s ∈ [S]; in (P-7) and (P-8), let C = {4, 7, 10}, p 
where f k is the objective function value achieved at iteration k, f ⋆ is the ground truth optimal objective function value obtained via Gurobi (http://www.gurobi.com). We make the following observations: (i) The Frank-Wolfe algorithm consistently outperforms subgradient algorithm in terms of convergence speed, which agrees with the observation made in [9, Sec. 4.3.7] . (ii) Compared with Algorithm 3, Algorithm 5 has a more oscillating convergence curve. A plausible explanation is that unlike the case of Algorithm 3, the linearized subproblem solved in Algorithm 5 might assign large amount of flow to overflow edges, which cause erratic oscillation in objective function value.
B. Efficiency
We further compare the computational efficiency of Algorithm 3 and Algorithm 4, which are the foundation of (P-4) ; the rest of the parameters are generated in the same way as in Section IV-A. We measure the average running time of different algorithms on all these examples, where Algorithm 3 and Algorithm 4 terminate when they achieves objective function value ǫ-close to the one achieved by Gurobi, i.e., relative error is less than ǫ. All code is written in MATLAB and runs on a 2.8GHz PC. The results are reported in Fig. 6 , where we omit the case of Algorithm 4 with ǫ = 1e−5 due to the its slow convergence.
We can see that Algorithm 4 achieves approximately the same computation time as Gurobi with ǫ = 10 −4 ; on the other hand, Algorithm 3 is about ten times faster than Gurobi with ǫ = 10 −4 , and still twice as fast when ǫ = 10 −5 , even for a large scale network where T · S · A > 4 × 10 5 . The results clearly illustrate the computational efficiency of our proposed algorithms and their superiority in solving optimal flow and potential problems in large-scale Markovian networks. The model of Markovian network optimization is based on the structure of Markovian networks. Such structure reduces Kirchhoff's laws to Kolmogorov equation and Bellman equation, and consequently leads to the generalization from shortest path problem to finite horizon MDP [12] , [13] . This network optimization model complements the sequential decision making model of MDP the same way Kirchhoff's laws complements the Brownian motion model of electrons: it focuses on collective behavior of large amount of homogeneous agents rather than microscopic behavior of individual agent. Markovian network optimization model can further capture inter-agent interactions via a mean field described by generalized Ohm's law, adding a network optimization perspective to both multi-agent MDP [14] , [15] and mean field games model [16] - [21] . It also naturally adopts economics motivated features of network optimization [1] , [2] , such as variable divergence and multi-commodity flow [7] , [9] .
The algorithms for Markovian network optimization are based on dynamic programming algorithms of MDP, which provide efficient subroutines for iterative methods, such as Frank-Wolfe and subgradient methods. In particular, the subgradient method for Markovian network optimization is identical to the backpropagation method in training neural networks [32] : the forward evaluation amounts to evaluating Bellman equation, whereas the error propagation amounts to evaluating Kolmogorov equation. With these algorithms, the solutions to problems with variable divergence and multi-commodity are also readily available via network augmentation and, respectively, flow aggregation techniques from the network optimization literature [8] , [9] .
VI. CONCLUSION In this paper, we study the optimal flow and potential problems on Markovian networks which describe equilibrium problems characterized by the Kolmogorov equation, the Bellman equation, and generalized Ohm's law. We further discuss generalizations to variable divergence and multi-commodity flows, that extend the current state-of-the-art. We also draw useful connections and parallels between disparate bodies of literature in optimization, control theory, and economics as well as applications domains such as routing in transportation networks. Finally, we design efficient algorithms to solve such optimization problem-particularly those on largescale networks for which state-of-the-art commercial software is plagued by the curse of dimensionality-based on dynamic programming. Future directions include generalization to cases with capacity constraints [15] , infinite-horizon [33] , and stochastic network optimization problems arising in a variety of application domains such as transportation logistics.
VII. APPENDIX In this appendix, we provide a detailed derivation of the KKT conditions of the optimal distribution/flow problems in Section II. The derivation for the optimal differential/potential problems are similar, so we omit them.
A. Linear Optimal Distribution and Differential
We first define the Lagrangian for optimization (P-1) as follows: 
B. Optimal Distribution and Differential
We first define the Lagrangian for the optimization problem (P-3) as follows: where v ts is the dual variable corresponding to the flow conservation constraints at node ts, µ tsa ≥ 0 is the dual variable corresponding to the non-negative flow constraint at edge tsa. Since the constraints of (P-3) are identical to those of (P-1), the KKT conditions of (P-3) include the same conditions as those in (A.1), and the following vanishing gradient conditions. 
C. Optimal Flow and Potential
We first define the Lagrangian for optimization (P-5) as follows:
L(x, y,v, µ) = where v ts is the dual variable corresponding to the flow conservation constraints at node ts, µ tsa ≥ 0 is the dual variable corresponding to the non-negative flow constraint at edge tsa. Since the constraints of (P-5) are almost identical to those of (P-1), the KKT conditions of (P-5) include the same conditions as those in (A.1) where p = x, and the following vanishing gradient conditions 
D. Multi-commodity Flows
We first define the Lagrangian for optimization (P-7) as follows:
L(y, v, µ) = ts is the dual variable corresponding to the flow conservation constraints of commodity τ at node ts, and µ (7) and (8) .
