By making use of lexicographic breadth rst search (Lex-BFS) and partition re nement with pivots, we obtain very simple algorithms for some well-known problems in graph theory.
Introduction
Some e cient algorithms for various classes of graphs and boolean matrices are presented. These classes are comparability, chordal, interval graphs and their complements. To this aim a general framework, namely partition re nement 14, 16] , is used. This framework allows a uni ed and more general treatment of problems on these classes, such as transitive orientation of a comparability graph or its complement, recognition of an interval graph or its complement, and consecutive ones testing of boolean matrices. We give e cient solutions to these problems that do not use the preprocessing steps of computing PQ trees or modular decomposition.
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All graphs considered in this paper are nite and simple. A directed graph is transitive if, whenever (a; b) and (b; c) are arcs, (a; c) is also an arc. A graph is a comparability graph if its edges can be assigned orientations so that the resulting directed graph is transitive and acyclic, hence a partial order. An interval graph is a graph that can be modeled by assigning to each vertex an interval on the set of integers, such that two vertices are adjacent in the graph if and only if their intervals intersect. A graph is a co-comparability graph if its complement is a comparability graph. It is readily seen that an interval graph is a co-comparability graph, since two vertices are an edge in the complement if and only if one of the intervals comes before the other, and this relation is transitive.
A chordal graph is an undirected graph where every induced cycle on four or more vertices has a chord. It is not hard to see that an interval graph must be chordal. In fact, a graph is an interval graph if and only if it is chordal and its complement is a comparability graph 9] .
Chordal graphs are characterized by the existence of a perfect elimination ordering of their vertices, which is de ned as follows. A clique is a set of vertices inducing a complete subgraph. An ordering x 1 ; : : : ; x n of vertices is a perfect elimination ordering of a graph G = (V; E) if the neighborhood of each vertex x i is a clique of the induced subgraph G fxi;:::;xng .
A graph is chordal if and only if there exists an arrangement of its maximal cliques into a tree such that the maximal cliques containing a given vertex always induce a connected subtree 8] . Such a tree is called a clique tree. Interval graphs are the chordal graphs admitting a clique tree that is a chain, or equivalently, a numbering of their maximal cliques such that the maximal cliques containing a given vertex occur consecutively. Such a chain is called a clique chain. If there are k cliques, this associates with each vertex an interval on the integers from one to k, namely, the subscripts of the cliques that contain the vertex. The result is an interval representation of the graph, since two vertices are adjacent if and only if they reside in a common clique.
A boolean matrix has the consecutive ones property if its columns can be reordered so that the ones in each row are consecutive.
In many applications, the modular decomposition 5] appears as a preprocessing step of e cient algorithms for transitive orientation 12] , and interval graph recognition 10]. The rst recognition algorithm, presented in 2], uses a complex procedure for computing a data structure called the PQ-tree. Later, simpler algorithms based on Lex-BFS have been discovered: in 11], a simplication of the PQ-tree, called the MPQ-tree is used, while in 10], the modular decomposition is used, and in 12], a transitive orientation of the complement is used.
Either explicitly or implicitly, most of these disparate algorithms make use of an operation that is sometimes called pivot. In a pivot, a partition of the vertices is re ned by splitting a partition class according to its adjacency to a selected vertex that is not a member of that partition class. The evolution of the partition re nement yields information about the structure of the graph, which is then used to solve the problem. Pivoting is used in nding twins, recognizing chordal graphs 15], recognizing permutation graphs 12], nding a transitive orientation 12], and modular decomposition 12, 4] . Lex-BFS is a special case of pivoting, and is used for recognizing chordal graphs 15] .
In this paper, we attempt to show that pivoting is fundamental to the so- lution of these problems, by showing how e cient algorithms for them can be obtained without much recourse to other techniques. The pivot may be viewed as a generalization to graphs of the Quicksort pivoting rule, used for sorting integers. This general approach was originally put forth in 14] and in 16] , who showed how it can lead to a simpler conceptual framework for developing algorithms for some of these problems. By generalizing it to arbitrary set families, we are able to use it to manipulate cliques of interval graphs.
We rst show how the O(n + mlogn) transitive orientation algorithm presented in 12] can be adapted so that it does not require the formidable step of pre-computing the modular decomposition. We then present an O(n + m) interval graph recognition algorithm that uses a clique tree for pivoting. A clique tree of a chordal graph can be computed with Lex-BFS in linear time (see 6]). In order to use the same algorithm for the consecutive one's property problem, we propose an adaptation of Lex-BFS that takes as input the cliques of a graph. This Lex-BFS version gives linear time and space algorithms for the recognition of convex graphs and Y -semichordal graphs.
Re ning a Partition by Pivoting
All the algorithms we propose are based on the general framework of Algorithm 1, which re nes a partition of a set E according to a subset S of E. A partition is an ordered collection of disjoint subsets of E called classes, whose union is E. A set S E is given as a parameter. We re ne the partition by splitting each partition class I a into two subsets, I a \ S and I a n S. At the same time, we maintain an order on the partition classes as they evolve. Figure 1 gives an illustration. The re nement can be performed in O(jSj) time by using the following data structure. All the elements of E are stored in a doubly linked list. Each class consists of an interval in this list, and is implemented with a structure that has a pointer to its rst element and a pointer to its last element. Each element keeps a pointer to the class that contains it. To maintain an ordering on the classes, these class structures are stored in a doubly linked list.
During the re nement, each element in S is simply removed from the list and inserted at the end of its new class. This preserves the initial ordering of the vertices inside the classes when S is sorted according to this ordering. When it is not important to keep this ordering, it may be simpler to store the vertices in an array, and to exchange the element to be removed and the rst (or the last) element of the class being split. The bounds of the new class and the class being split must then be updated.
In graph algorithms, E is usually the vertex set and S is the neighborhood of a pivot vertex. Note that the procedure for re ning the partition by the complement of E n S of S produces an identical result if suitable adjustments are made to the ordering rule used to determine whether Y should be placed before or after X a in Algorithm 1. In graph algorithms, this means that, given the adjacency-list representation of a graph, we can run the partition re nement routine on the complement of the graph directly, without having to compute an adjacency-list representation of the complement. This property was used in 12] to recognize permutation graphs, which are those comparability graphs whose complement is also a comparability graph.
Lex-BFS Orderings
Standard breadth-rst search fails to specify completely the order in which vertices must be visited. Lex-BFS imposes additional constraints, by breaking ties according to a rule that we describe below. This guarantees that the order in which vertices are visited has certain desirable properties. We call Lex-BFS ordering the order in which the vertices are visited. Lex-BFS was introduced in 15] to recognize chordal graphs. Algorithm 2 is one way to implement Lex-BFS.
Since there is only one pivot on each vertex, the time bound is clearly O(n+m).
An example is given in Figure 2 . Given a graph G and a partial numbering of the vertices of G, we de ne RN(x) to be the neighbors to the right of x, namely, the set fy : y 2 N(x) and (y) > (x)g. Partway through execution of the above algorithm, not all of the eventual members of RN(x) are yet known, so in this context, we we will nd it convenient to let RN(x) be de ned to be the vertices currently known to belong to the right of x in the eventual ordering. Speci cally, if (x) is already de ned, RN(x) is de ned as before, and if not, RN(x) is the neighbors of x that have already been assigned numbers.
An important function is label(x), which denotes the sequence of labels of RN(x) in ascending order. It is not hard to verify that the algorithm maintains the invariant that two un-numbered vertices x and y are in the same partition class if and only if label(x) = label(y), and that if the reverse of label(x) precedes the reverse of label(y) in lexical order, then x's partition class is before y's. Thus, in the nal ordering, the labels of the vertices are in lexical order. 
Lex-BFS Orderings and Chordal Graphs
The O(n + m) time bound follows from the time bound of operations in Algorithm 3, and the fact that all operations in an iteration of the last for loop may be charged at O(1) to x and O(1) to each element of the list RN(x). The sum of cardinalities of RN lists is O(m).
For the correctness, note rst that for each vertex x, RN(x) is a subset of the ancestors of x in T. This is true for the root. Suppose it is true for any vertex at depth k, and assume that x is at depth k + 1. The parent of x is the earliest member of RN(x) in . Since RN(x) is a clique, RN(x) n parent(x) is a subset of RN(parent(x)). By the inductive hypothesis, RN(x) n parent(x) is a subset of the ancestors of parent(x).
Next, adopt as an inductive hypothesis that just after each vertex is processed, the current set of cliques re ects the maximal cliques of the subgraph of G induced by the set of processed vertices. As a base case, this is obviously true just before second vertex is processed. The correctness of the set of cliques after the inductive step is immediate from the fact that the members of RN(x) have already been processed in the preorder traversal, and fxg RN(x) is a clique.
Finally, we show that after each vertex is processed, the parent relation is a clique tree on the subgraph induced by the set of processed vertices. To do this, we show that for an arbitrary processed vertex y, the cliques containing y induce a connected subtree of this tree. As a base case, it is true just after y is processed, since it is contained in only one clique of the tree. Suppose it is true just before some subsequent vertex x is processed. If no new clique containing y is created, it continues to be true. So assume that processing x creates a new clique C and y is contained in C. It su ces to show that the parent of C is a pre-existing clique that contains y. For each processed vertex z, C(z) contains fzg RN(z). In particular, C(parent(x)) contains fparent(x)g RN(parent(x)). Since fparent(x)g RN(parent(x)) contains RN(x), C(parent(x)) contains y. The parent of the new clique is a pre-existing clique containing y.
It follows that the tree is a clique tree for G after all vertices are processed.
Lex-BFS orderings and co-chordal graphs
Note that in Algorithm 2, the same result could be achieved by removing the non-neighbors of the pivot from X b and placing them before X b . Thus, the only asymmetry in the treatment of neighbors and non-neighbors is the decision to place the non-neighbors before the neighbors in the ordering of the re ned classes. It follows that if this rule is changed so that the neighbors are placed before X b , rather than after, the resulting ordering is that which would be produced by a Lex-BFS on the complement graph. Changing the ordering rule does not a ect the time bound of Algorithm 2, so we get the following:
Algorithmic Result 1 If G is a co-chordal graph, it is possible to produce a Lex-BFS ordering of G in O(n + m) time.
To recognize whether a graph is a co-chordal graph, we need only verify that that this ordering is a perfect elimination ordering on the complement. We give the following adaptation of Algorithm 3:
For the correctness, let RN(x) be the non-neighbors to the right of x in G. To run Algorithm 3 on G, we use the same parent function that we use in Algorithm 5. Instead of using RN(x), we would use RN(x), and check whether RN(x) n parent(x) is a subset of RN(parent(x)). This happens if and only if RN(parent(x)) fails to be a subset of RN(x), so the two sets of tests are equivalent. The algorithm returns TRUE if and only if Algorithm 3 returns TRUE when given G and the same Lex-BFS ordering of G as input.
For the time bound, creating and sorting the RN lists is accomplished just as it was in Algorithm 3. To compute parent(x), mark all neighbors of x, Algorithm 5: Co-chordalilty test Input: a graph G = (V; E), and a numbering of vertices Output: Returns TRUE if is a perfect elimination ordering on G begin for each vertex x do let RN(x) be its neighbors to the right in G let parent(x) be the leftmost non-neighbor to its right Let T be the tree de ned by the parent pointers for each vertex x in T in postorder do check that RN(parent(x)) is a subset of RN(x) if no check failed then return TRUE else return FALSE end and then moving rightward from x in the ordering given by , nd the rst unmarked vertex. This is parent(x). Then unmark the neighbors of x. Except for the O(1) time spent at parent(x), the time is charged to marked neighbors of x, and takes O(1 + jN(x)j). Computing this for all x thus takes O(n + m).
Given the sorted RN lists, the time spent in the subset tests can be charged to members of RN lists and are thus O(n + m).
Algorithm 4 can be adapted in a similar way. We use it below to recognize whether the complement of a graph is an interval graph. The entire vertex set, its singleton subsets, and the empty set are trivial modules.
A graph with only trivial modules is a prime graph. It is easily seen that if X and Y are disjoint modules, then X and Y are either adjacent (every member of X Y is an edge of G) or nonadjacent (no member of X Y is an edge of G).
A modular partition of G is a partition P of V such that every member of P is a module. A modular partition always exists, since the singleton subsets of V are trivially a modular partition. Since all sets in a modular partition are disjoint, their adjacency relation de nes a quotient graph G=P whose vertices are the members of P. The quotient graph is isomorphic to the subgraph induced by any set consisting of one vertex from each member of P.
If a comparability graph contains nontrivial modules, then they give a way of breaking the transitive orientation problem into smaller pieces, as follows 7]. Proof: It su ces to show that there is a transitive orientation where x 1 is a sink, since reversing the directions of the arcs in this orientation gives another where x 1 is a source.
Let V = X 1 ; X 2 ; : : : ; X k = fx 1 g be the sequence of partition classes that contain x 1 during the course of the execution of the Lex-BFS. These classes are always rst in the sequence of partition classes, since they contain x 1 , which is rst in the nal partition. Each X i : 1 i < k is split into X i+1 and a class Y by some pivot z not in X i , since the graph is prime and X i is therefore not a module. Note that every vertex in Y is adjacent to z, and every vertex in X i+1 is nonadjacent to z. Adopt as an inductive hypothesis that there is a transitive orientation that directs all nonedges of G in fx 1 g (V n X i ) into x 1 before this split. For the inductive step, note that in such a transitive orientation, any nonedge between y 2 Y and x 1 must be oriented into x 1 , since the nonedge (z; x 1 ) is oriented into x 1 , and (z; y) is an edge, not a nonedge, and therefore cannot be used in a transitive closure of arcs (z; x 1 ) and (x 1 ; y). The inductive hypothesis is therefore true for X i+1 also. As a base case, since X 2 = V n fx n g, we may arbitrarily orient the nonedge (x n ; x 1 ) into x 1 , since any transitive orientation or its inverse will assign this orientation. The truth of the inductive hypothesis for X k = fx 1 g establishes the result.
A result similar to Lemma 1 is given in 12]. However, we wish to avoid reducing the problem to prime co-comparability graphs, since this reduction is what makes calculation of the modular decomposition necessary. Thus, the assumption that the graph is prime is inadequate for our purposes. In order to remedy this, we now generalize it to co-comparability graphs that need not be prime.
If P is a modular partition of an undirected graph G, and is a Lex-BFS ordering, then for each X 2 P, let the discovery time of X be maxf ?1 (x) : x 2 Xg. The following result is a key element in our transitive orientation algorithm.
Lemma 2 Let G be an arbitrary undirected graph. Proof: If G is prime, then the result follows from Lemma 1. So assume that G is not prime. Adopt as an inductive hypothesis that the lemma is true for graphs with fewer vertices than G.
Let X be the maximal module, other than V , that contains x 1 . Since fx 1 g is a module, X is always de ned. Let Y be a maximum-cardinality module that is contained in V n X. At least one of X and Y is a non-singleton set, since G is not prime. Let P consist of X, Y , and the singleton subsets of V n (X Y ).
G=P and G X each have fewer vertices than G does.
As pivots are performed, the partition class containing x 1 is always rst, since x 1 is the rst vertex in the nal ordering. Vertices are successively split o from the class that contains x 1 . When only one partition class remains, it must be X, since X cannot be split by pivots that it does not contain. Thus, X is the last-discovered member of P. By the inductive hypothesis and Lemma 2, X is a sink in a transitive orientation of G=P and x 1 is a sink in a transitive orientation of G X . The result now follows immediately from Theorem 3. Figure 3 illustrates the forcing relation on the non edges during a Lex-BFS.
Corollary 1 If G is a chordal co-comparability graph, and K is the last clique discovered during a Lex-BFS, then there is a transitive orientation of G where every member of K is a sink.
Proof: K consists of x 1 and its neighbors. Consider a transitive orientation of G where x 1 is a sink. For any vertex y of K and any non-neighbor u of y, u is not a neighbor of x 1 , since it is not in K. Since x 1 is a sink, uy is forced to be oriented toward y, by the orientation of ux 1 toward x 1 and the adjacency of x 1 and y.
A Transitive Orientation Algorithm
The transitive orientation algorithm of 12] uses modular decomposition to reduce the problem to that of transitively orienting prime co-comparability graphs. To transitively orient a prime co-comparability graph, they begin with an ordered partition (V n fvg; fvg), where v is a sink in a transitive orientation of G. They then repeatedly perform pivots. When a class X is split into X a and X n by a pivot, where X a are the vertices adjacent to the pivot, they use the following ordering rule: if the pivot vertex is in a class that follows X, replace X in the sequence by X n ; X a , in that order; otherwise replace X by X a ; X n .
The inductive hypothesis is that there is a transitive orientation where every of G that is not contained in a single partition class is oriented from the later partition class to the earlier one. Suppose this is true before X is split. If the pivot vertex z is in a later class than X, then all nonedges to X n are oriented toward X n . This forces the orientation of all edges of G that are in X n X a also to be oriented toward X n , since orienting them any other way would require transitive edges from z to X a . Since X a is adjacent to z in G, there can be no such transitive edge in G. The inductive hypothesis thus holds after X is split. It is true for the initial partition because of the choice of v. Since G is prime, there is always a pivot that can split a non-singleton class. The nal partition thus consists of singletons, and the inductive hypothesis says that the nal ordering is a linear extension of a transitive orientation of G.
This algorithm is not su cient for our purposes, since we seek to eliminate the assumption that we have the modular decomposition, and thus cannot assume that we have reduced the problem to the special case where G is prime.
Suppose we apply their ordering rule, and perform pivots until each partition class is a module. Let P be the resulting modular partition. Then the inductive hypothesis given in the previous paragraph implies that the resulting ordering of P is a linear extension of G=P. By Theorem 3, it only remains to nd a linear extension of a transitive orientation of G X for each X 2 P. Our approach is to nd these recursively, but as we will see, this must be done in a particular order to avoid ruining the time bound.
To obtain an O(n + m log n) time bound on prime graphs, one may use the following rule for selecting a pivot 16, 12] : only select a pivot if its current partition class is at most half the size of the partition class that contained it the last time it was used as a pivot. This guarantees that each adjacency list will be touched at most O(log n) times, which gives an O(n+m log n) bound on the running time. For the correctness, let X be a largest partition class when the pivot selection rule prevents any more pivots from being selected. Every vertex y not in X has been used as a pivot since the last time y was in a common partition class with the members of X; otherwise the rule would allow y to be selected as a pivot. Since X has not been split up by any of these pivots, it is a module. Since G is prime, it must be a singleton set.
It is shown in 16] that the pivot selection rule may be extended when the graph is not prime, in order to perform pivots until every partition class is a module. If the pivot selection rule does not allow any more pivots to be selected, then we have seen that any largest class X is a module. A nal pivot on each member of X splits any classes that are distinguished by members of X. X can now be removed from consideration, and the algorithm may continue on the remainder of the partition and G V nX . The algorithm halts when no vertex remains, and the removed partition classes are the desired modules. Each adjacency is used at most log n times when the pivot rule allows it to, plus an additional time, when its class is removed from consideration. Thus, the running time is still O(n + m log n).
If we apply the algorithm in 16] recursively inside the modules that it nds, using the ordering rule introduced in 12] to order the classes, then we get a linear extension of a transitive orientation of G, by Theorem 3. Unfortunately, the rule that says that a nal pivot on a vertex is necessary when its partition class is discovered to be a module violates the rule that a pivot is only used when its partition class is half as big as the one that contained it when it was last used. This is not a problem for the time bound when the algorithm of 16] is run once, since this situation happens only once for each vertex. When the algorithm is applied recursively, however, it can happen more than O(log n) times, so the O(n + m log n) bound fails.
We can get around this problem by changing the order of the recursive calls.
When a set X is discovered to be a module, Spinrad's algorithm says that we must perform a pivot on each member of X before we can remove it from consideration. Instead of doing this, we observe that a pivot occurs on each member of X when we make the recursive call on X. So, instead of performing a nal pivot on each member of X, we make the entire recursive call on it, and only then remove it from consideration and proceed with the rest of the work in the main call. We use the pivots inside the recursive call to split also those classes not contained in X. This guarantees that we use a pivot in a recursive call only if the last time it was used, it was in a class that was twice as big, even if the previous pivot occurred in the main call. This restores the O(m log n) bound on the number of times a vertex is used as a pivot in all recursive calls put together.
To complete the algorithm, we must show how to identify a sink v in each of the recursive calls. Making a call to Lex-BFS at the beginning of each recursive call would ruin the time bound. Fortunately, each recursive call is applied to a module that was discovered in a higher-level call. Thus, we may preprocess the graph by running a single call to Lex-BFS to number its vertices. By Lemma 2, part 1, whenever we need a sink in the subgraph induced by a module, we may just select the highest-numbered vertex in the module.
The complete algorithm is given as Algorithm 8, with the recursive structure of the algorithm simulated with a set of nested loops. Figure 4 gives an illustration.
A trait shared with it by our algorithm is that it fails to recognize within that time bound that the result is not transitive if the input is not a comparability replace X c by X c n fx l g; fx l g in L lastused(fx l g) = 1 end graph. However, as is shown in 12], this does not prevent it from being used as a key step in many algorithms for other problems where the correctness of a solution must be certi ed.
The algorithm computes a linear extension of a transitive orientation of G if G is a co-comparability graph. By reversing the insertion order rule for new classes, the algorithm computes a linear extension of a transitive orientation of G if it is a comparability graph. A transitive orientation may then be obtained by orienting the edges according to the linear extension. Permutation graphs are those graphs that are both comparability and co-comparability graphs. Combining the two above results and using this fact, permutation graph recognition with same complexity is easily obtained; see 12] for details.
This gives the following:
Algorithmic Result 4 Using the algorithm 8, we can compute in O(n+m log n) time and in linear space a transitive orientation of a comparability graph.
Interval and Co-interval Graph Recognition
We have given an algorithm for nding an ordering of vertices of G that is a linear extension of a transitive orientation of G if G is a comparability graph. Given such an ordering, it is easy to check whether G is an interval graph in linear time 12] . Finding the ordering takes O(n + m log n) time, yielding a simple O(n + m log n) interval graph recognition algorithm. In this section, we show how to get this bound down to O(n + m) without compromising the conceptual simplicity. Hsu and Ma 10] give a linear-time algorithm for recognizing whether a prime graph is an interval graph. They then use modular decomposition to reduce the problem to the special case of prime graphs. We show that there is a way to eliminate the modular decomposition step.
An interval graph is a chordal graph such that there exists a clique tree that is a path. That is, the maximal cliques can be linearly arranged so that all cliques containing a given vertex are consecutive. Such an ordering is called a clique chain. This associates an interval on this clique chain with each vertex, namely, the interval given by the cliques that contain the vertex. This assignment of intervals gives an interval representation of G, where two vertices are adjacent if and only if their intervals intersect.
There may be more than one clique chain on G. However Thus, the problem of computing a clique chain and the problem of computing a transitive orientation of G may be regarded as dual problems.
In view of these observations, the following is an immediate consequence of Corollary 1:
Lemma 3 The last clique discovered in a Lex-BFS is an extreme clique in some clique chain.
We will assume that G is an interval graph and show how a clique chain can be computed under this assumption. Since only interval graphs have clique chains, the output of the algorithm must fail to be a clique chain if G is not an interval graph. Checking whether the output is a clique chain will then give a recognition algorithm for interval graphs. This test can be achieved in linear time after each re nement step (line 3). For the sake of simplicity, in the interval graph recognition algorithm, the veri cation is made globally in a separate further step. This also can be done in linear time by the usual technique which traverses the clique chain and builds the interval representation.
Algorithm 9 gives the procedure, and Figure 5 illustrates an execution of the algorithm on an example. containing members of C, we may split each of the X a and X b into cliques that contain the pivot and cliques that do not, and order the resulting classes so that the classes containing members of C are still consecutive. Since the cliques that contain the pivot must be consecutive in a clique chain, any clique chain that is a linear extension of the old ordered partition must also be a linear extension of the new one.
To launch the process, we put the last clique discovered during a Lex-BFS in a separate class to the right of all others. We know from Corollary 1 and Lemma 3 that there is an interval representation of G where this clique is rightmost in the clique chain. This establishes the invariant initially. Each pivot only needs to be used once, but it may not be used until the cliques that contain it reside in more than one class. The cliques containing a vertex induce a connected subtree of the clique tree, which we may refer to as its containing subtree. A vertex is eligible if some edge of its containing subtree intersects two partition classes. The set of vertices whose subtrees contain a tree edge (C 1 ; C 2 ) is C 1 \ C 2 , since each vertex's containing subtree is connected. Thus, the rst time C 1 and C 2 nd themselves in di erent partition classes, we may add C 1 \ C 2 to a list of eligible pivots.
Hsu and Ma show that if the graph is prime, this re nement leads to a set of partition classes where each contains one clique. The truth of the main invariant at this point gives the clique chain. However, we are not assuming that the graph is prime, since we wish to avoid the modular decomposition step. Thus, we must consider the possibility that the process will halt when some partition classes contain more than one clique. If A is a partition class with more than one clique at this point, let S A denote the set of vertices that occur only in cliques of A.
If z is a vertex not in S A , then z is either in every member of A or none of them; otherwise z could be used to split A further. Thus z is either adjacent to every member of S A or to none of them. We may conclude that S A is a module.
In addition, since < F is a total order, for each X; Y in A, there exists x 2 X and y 2 Y such that (x; y) is not an edge of G. It follows that x; y 2 S A , hence that the relative ordering of cliques in A may be determined by restricting our attention to < F 0 , where F 0 is a transitive orientation of G SA . Since S A is a module, Theorem 3 implies that we are free to choose F 0 to be any transitive orientation of G SA . The existence of x and y also establishes that X \ S A and Y \ S A are not contained in the same clique of G SA . Since < F 0 induces a total order on A, A 0 = fK \ S A : K 2 Ag are the maximal cliques of G SA . Thus, we may call the algorithm recursively on G SA to nd a clique chain on A 0 , and assign this ordering to the corresponding members of A in order to obtain the desired ordering of members of A. However, naively calling the algorithm recursively in G SA would result in some ine ciencies that we wish to avoid. Since S A is a module, we are able to use Lemma 2 and Lemma 3 to avoid computing another Lex-BFS ordering inside the recursive call. Instead, we reuse the ordering on S A imposed by our initial Lex-BFS. In addition, we avoid computing the members of A 0 explicitly, by letting the members of A stand in for them. We also simulate the recursive call within the loop structure.
For the time bound, we must consider the time bound when G may or may not be chordal. In this case, the purported cliques may not actually be cliques. Because of the way the purported cliques are constructed, each purported clique is the neighborhood of its last-visited vertex, and each vertex is the last-visited vertex of at most one purported clique. Thus, there are are O(n) purported cliques, and their total size is O(n + m).
Each vertex is used once as a pivot, and a clique is touched once for each of its members. This gives an O(n+m) bound for performing pivots and touching cliques. We must also bound the cost of maintaining the list of eligible pivots.
Since each clique has only one parent edge, the O(n + m) bound on the sum of the sizes of the cliques gives an O(n + m) bound on the number of times vertices are inserted in the list of pivots. To identify clique-tree edges when they rst intersect two classes as a result of a pivot, we mark all tree edges incident to members of C \ X a and C \ X b , since we have to touch these cliques to move them during the pivot. A tree edge that is marked only once will be deleted, so this happens O(n) times. An edge that is marked twice goes between a child clique and its parent, and the child is a touched clique. In this case, we charge the cost of marking the edge to the child. Only cliques that are touched during the pivot are charged in this way, and each touched clique is charged at most once. As a consequence:
Algorithmic Result 5 Algorithm 9, tests in linear time and space wether a graph is an interval graph.
For cointerval graph recognition, we note that Algorithm 6 gives a representation of the clique tree, where each clique C of G is represented with the set C = V n C. Since C is just the neighbors in G of the leftmost vertex of C, the sum of cardinalities of these complements of cliques is at most m. Thus, for each vertex, we may create a list that gives the maximal cliques of G that do not contain it. The sum of sizes of these lists is also m.
We obtain a cointerval graph recognition algorithm by simulating a run of Algorithm 9 on G. When we pivot on a vertex, we use the lists of cliques of G that do not contain it instead of the list of cliques that do. Since the cliques that contain a vertex are consecutive in the list of partition classes on the cliques, the cliques that do not contain a vertex are contained in a pre x and/or a su x of the list of partition classes. The end of the pre x identi es X a , and the beginning of the su x identi es X b . To split X a , we remove the cliques that do not contain the pivot and place them to the left of what remains of X a . We perform the symmetric operation on X b . This duplicates the results of the pivot had we run the original algorithm on G, but in time proportional to the number of cliques that do not contain the pivot. Similarly, for the nal veri cation step, we check for each vertex that the cliques that do not contain it in the purported clique chain form a pre x and su x of that chain.
We must also change the way we keep track of eligible pivots. Previously, we had to detect when a tree edge (C 1 ; C 2 ) rst intersected more than one partition class. This happened when exactly one of C 1 and C 2 contained the pivot. We perform the equivalent test now by checking whether exactly one of C 1 and C 2 contains the pivot. By the charging arguments used before, we can then keep track of these events in O(n + m) time. When such an event happens when we run Algorithm 9 on G, we insert C 1 \ C 2 into a list of eligible pivots. To simulate this exactly, we would have to insert C 1 C 2 into a lit of eligible pivots. This would not satisfy the time bound, since if C 1 has multiple children in the clique tree, the members of C 1 might be inserted multiple times. However, if the members of C 1 have already been inserted when an edge (C 1 ; C 3 ) was processed, the list of eligible pivots will still be complete if we only insert C 2 . Thus, we may mark each C the rst time we insert its list of members, and refrain from ever doing it again. When it is time to process (C 1 ; C 2 ), we insert any or both of C 1 and C 2 that are unmarked, and then mark them. Since each C is only end of a valid Lex-BFS ordering, and that after the i th pivot, for each un-numbered vertex y and clique C has lexically maximal label among those cliques that contain y, label(y) = label(C). As a base case, this is true when i = 0. Since the i+1 st pivot x is selected from a clique in the rightmost class of cliques this clique has lexically maximal label among all cliques with un-numbered vertices. By the inductive hypothesis, x has maximal label among all un-numbered vertices. Thus, the rst i + 1 pivots are a su x of a valid Lex-BFS ordering. Suppose y is an un-numbered vertex, after the rst i + 1 pivots. No clique containing y contains a non-neighbor of y, so no clique's label may be lexically greater than y's. Since G is chordal, y and its numbered neighbors are a clique. There are one or more cliques of G that contain y and its numbered neighbors, so the labels of these cliques must be the same as y's, and their labels must be lexically maximal among all cliques that contain y. The inductive hypothesis continues to hold. After all n pivots, the numbering must be a valid lex-BFS numbering of G.
Lemma 5 Algorithm 10 takes time proportional to the sum of cardinalities of members of C. Proof: The cost of a pivot may be charged to its occurrences in members of C.
Since no vertex is used twice as a pivot, the bound is immediate.
It remains to adapt Algorithm 4. Create a search tree S whose vertices are labeled with vertices of G, and where each member of C is the sequence of labels on a path from the root to a leaf, and where these labels appear in descending The reader should notice that up to now the only known recognition algorithm for convex graphs used PQ-trees (see 2]).
Conclusions
We have given simple algorithms and e cient algorithms for clique tree on a chordal graph or its complement, transitive orientation of a comparability graph or its complement, and interval graph recognition. >From the transitive orientation results follow simple algorithms for permutation graph recognition, maximum clique and minimum vertex on comparability graphs, maximum independent set and clique cover on co-comparability graphs that run in the O(n + m log n) time; see 12] for details. To date, the only general lineartime transitive orientation algorithm is quite complex 13]; the simplicity of the O(n + m log n) algorithm provides some hope for a simple linear transitive orientation algorithm that avoids modular decomposition.
The techniques might be generalized to other recognition algorithms, such as trapezoidal graphs or weakly chordal graphs and perhaps for some other interesting classes of bipartite graphs.
