In high-throughput cancer genomic studies, markers identified from the analysis of single data sets often suffer a lack of reproducibility because of the small sample sizes. An ideal solution is to conduct largescale prospective studies, which are extremely expensive and time consuming. A cost-effective remedy is to pool data from multiple comparable studies and conduct integrative analysis. Integrative analysis of multiple data sets is challenging because of the high dimensionality of genomic measurements and heterogeneity among studies. In this article, we propose a sparse boosting approach for marker identification in integrative analysis of multiple heterogeneous cancer diagnosis studies with gene expression measurements. The proposed approach can effectively accommodate the heterogeneity among multiple studies and identify markers with consistent effects across studies. Simulation shows that the proposed approach has satisfactory identification results and outperforms alternatives including an intensity approach and meta-analysis. The proposed approach is used to identify markers of pancreatic cancer and liver cancer.
INTRODUCTION
Cancer research has entered the -omics era. High-throughput profiling studies have been extensively conducted, searching for genomic markers associated with the development, progression, and variation
INTEGRATIVE ANALYSIS OF MULTIPLE HETEROGENEOUS DATA SETS
In integrative analysis of multiple cancer genomic studies, we make the working assumption of sparsity. Specifically, we postulate that of the thousands of genes surveyed, only a small number of them are associated with cancer. In genome-wide studies, it is safe to assume that only a fraction of genes surveyed are cancer associated (Knudsen, 2006) . To date, only over 300 genes have been identified as "cancer genes" (all types of cancers combined; Greenman and others, 2007) . Based on our current knowledge, for a specific type of cancer, the number of cancer genes is expected to be small. Variable selection approaches, including the proposed one, make the sparsity assumption. Dimension reduction approaches, such as principal component analysis, do not make the sparsity assumption. However, the findings from such approaches may suffer a lack of interpretability. For the purpose of prediction, published studies have shown that performance of variable selection and dimension reduction approaches is data dependent, with no one dominating the other. We analyze multiple studies that share comparable designs and common biological ground. With such data, we search for genes with consistent effects across multiple studies. For a single data set, it is possible that multiple gene sets have comparable prediction performance. In our study, we reinforce that the same set of genes are identified in all studies, as such genes may be more likely to represent the essential genomic features of cancer Rhodes and others, 2004) . Even though the same cancer outcome or phenotype is investigated, different studies may use different platforms for profiling. They may also differ in other experimental setup. Thus, for a specific gene, its strengths of association with the response variables in different studies, which are measured using regression coefficients, may differ. It is desirable to allow for different regression coefficients for different data sets (Stevens and Doerge, 2005; Ma and Huang, 2009) .
Assume that data from M independent studies are available. 
INTEGRATIVE SPARSE LOGIT BOOSTING

Boosting
As a generic machine learning technique, boosting assembles a stronger learner using a family of weak learners. Compared with other methods, boosting may be preferred because of its flexibility, low computational cost, and satisfactory empirical performance. We refer to Berk (2008) , Hastie and others (2009) , and others for comprehensive reviews. Among the numerous boosting approaches, the proposed approach is most closely related to the LogitBoost (Dettling and Buhlmann, 2003) and sparse boosting (Buhlmann and Yu, 2006) .
There are different choices of weak learners. With cancer genomic data, it is possible to use complex functions such as spline functions of gene expressions as weak learners. However, such a choice may lead to high computational cost and a lack of interpretability. Following Dettling and Buhlmann (2003) and others, we take linear functions of gene expressions as weak learners.
LogitBoost was developed for the analysis of a single data set with a binary response variable (Friedman and others, 2000) . It has been applied to diagnosis studies with gene expression measurements and shown to have satisfactory performance (Dettling and Buhlmann, 2003) . For the sake of completeness, we describe the LogitBoost algorithm below and refer to Dettling and Buhlmann (2003) and others for more details. Let X = (X 1 , . . . , X d ) be the length d covariate (gene expressions). Suppose that a random sample (x 1 , y 1 ), . . . , (x n , y n ) of size n is available. The LogitBoost proceeds as follows.
Step 1: Initialization. Set k = 0,f [0] = 0, and p [0] (x i ) = 1/2. Here, p(x i ) is an estimate of Pr(y i = 1|x i );
Step 2: Fit and update. k = k + 1. Compute the weights and pseudo-response variables as w
ν is the step size. As suggested in Buhlmann and Yu (2006) and references therein, the choice of ν is not crucial as long as it is small. In our numerical study, we set ν = 0.1.
Step 3: Iteration. Repeat Step 2 until a certain stopping rule is reached.
With LogitBoost, the negative log likelihood is taken as the loss function. With the logistic model, we are able to rewrite the negative log likelihood as a weighted least squares criterion. In Step 3, there are multiple choices for the stopping rule, including, for example, Akaike information criterion (AIC), Bayesian information criterion (BIC), cross-validation, and minimum description length (MDL). Our literature review suggests that with high-dimensional data, there is no consensus on the relative performance of different stopping rules. The resultedf [k] , also referred to as the "committee function," is an estimate of the log odds ratio log( p(x)/(1 − p(x))). For a subject with covariatex, the LogitBoost classifier classifies it as (signf [k] (x) + 1)/2. Here, the sign function is defined as sign(a) = 1, 0, −1 for a > 0, = 0, < 0.
Sparse boosting is developed by Buhlmann and Yu (2006) for linear regression models. A different sparse boosting approach is proposed by Zhang and Ramadge (2009) . When the weak learners and stopping rule are properly chosen, ordinary boosting may enjoy a certain degree of sparsity. However, numerical studies suggest that with high-dimensional data, it may not be "sparse enough." The sparse boosting introduces further sparsity by modifying the loss function. More specifically, at each iteration, the sparse boosting loss function consists of 2 parts. The first part is the same as that with ordinary boosting, which, for example, can be the negative log-likelihood function. The second part is a penalty term measuring the sparsity of model. The weak learners are chosen in a manner that balances goodness-of-fit and sparsity, which can lead to sparser classifiers.
Integrative sparse logit boosting
In this section, we describe the integrative LogitBoost (iLB) and integrative sparse LogitBoost (iSLB) algorithms. They are related to LogitBoost in that they all deal with binary response variables and logistic regression models and use the negative likelihood as a measure of goodness-of-fit. In addition, as high-dimensional data are analyzed, sparsity is desirable. iSLB belongs to the family of sparse boosting approaches and enjoys more sparsity than ordinary boosting. On the other hand, the proposed algorithms significantly differ from existing approaches. First of all, the existing approaches focus on the analysis of single data sets, whereas both iLB and iSLB analyze multiple data sets and automatically accommodate the heterogeneity among them. In addition, iSLB differs from LogitBoost by introducing further sparsity, differs from the sparse boosting in Buhlmann and Yu (2006) by analyzing data with binary responses under the logistic regression models, and differs from the sparse boosting in Zhang and Ramadge (2009) by achieving sparsity using a different computationally simpler penalty.
iLB algorithm. Consider the data and model settings described in Section 2. Denote f m as the committee function in study m. Following the discussions in Section 2, we allow for study-specific f m to accommodate heterogeneity. Let P m be the empirical measure and let P m l m be the normalized empirical log-likelihood function in study m. The iLB algorithm proceeds as follows.
Step 1:
Step 2: Fit and update. 
, where ν is the step size as in the LogitBoost;
Step 3: Iteration. Repeat Step 2 for K iterations;
Step 4:
Compute the objective function
In integrative analysis, multiple data sets need to be analyzed simultaneously. Thus, all quantities in the proposed algorithm are summations over multiple data sets. In Step 2, we adopt the sum of negative log-likelihood functions as the loss function (boosting criterion), which makes the proposed algorithm easily extendable to other models. When choosing the index of weak learner, we evaluate the "overall effects" of genes across M studies. The selected gene (weak learner) has the strongest overall effect and may be different from genes with the strongest effects in individual studies. When a gene is selected, it is included in all M classifiers, leading to the same set of genes and the same sparsity structure for all M classifiers. However, we allow the regression coefficientsγ m s to be different for different m, which is in line with discussions in Section 2. In boosting, a tuning parameter is the step size. Multiple studies have shown that the choice of step size is not crucial. We follow the suggestion of Buhlmann and Yu (2010) and set the step size = 0.1. In boosting, another tuning is the stopping rule. In the proposed algorithm, the stopping criterion in (3.1) has 2 parts. The first part measures the goodness-of-fit. The second part is the MDL criterion (Rissanen, 1989) , which has been advocated in Buhlmann and Yu (2006) . The MDL bridges between AIC and BIC and can be more flexible (Hansen and Yu, 2003) . It has significantly lower computational cost than cross-validation and may be preferred in high-dimensional data analysis. With logistic models, we adopt the computationally efficient approximated MDL criterion (Qian and Field, 2000; Zou and Hastie, 2005) . Our numerical study demonstrates satisfactory performance of the MDL criterion. We conjecture that other stopping rules may also be applicable. A thorough investigation of stopping rules is beyond scope of this article. For study m,f m[k] is the resulted classifier. For a subject with gene expressionx m in study m, the resulted classifier classifies its status as (signf m [k] (x m ) + 1)/2. Genes with index in A at iterationk are identified as cancer markers. iSLB algorithm. In Step 2 of iLB, only the goodness-of-fit is considered in the selection of weak learner. As suggested in Buhlmann and Yu (2006) , such a strategy may have the following limitation. Consider, for example, 2 genes A and B. Suppose that by the end of iteration k −1, gene A has already been selected, with its corresponding weaker learner included in f m [k−1] . Suppose that gene B has not been selected. Consider the scenario where the weak learner corresponding to gene B can improve model fitting slightly better than that with gene A. With iLB, as the goodness-of-fit is the only selection criterion, gene B will be selected in iteration k. In cancer genomic studies, a shorter list of identified markers, which can lead to more focused hypotheses and reduce workload for downstream analysis, is desirable. Thus, we are willing to slightly sacrifice goodness-of-fit in exchange for sparsity. Under the scenario described above, it is desirable to select gene A (instead of gene B) in iteration k. To achieve such a goal, we modify the loss function in Step 2. Specifically, we proposê
Other steps remain the same. With iSLB, we choose weak learners that can balance goodness-of-fit and sparsity in each iteration. This differs from iLB, which only considers sparsity in the stopping rule. As a different criterion is used, {ŝ 1 , . . . ,ŝ k , . . .} selected by iSLB can be different from those selected by iLB. Specifically, iSLB tends to select fewer genes.
NUMERICAL STUDIES
Practical considerations
In practical data analysis, preprocessing is needed. Particularly, normalization of gene expressions needs to be conducted for each data set separately. For Affymetrix data, a floor and a ceiling may be added, and then, measurements are log2 transformed. We fill in missing expressions with means across samples. We then standardize each gene expression to have zero mean and unit variance. There are many different data preprocessing approaches. We choose the one described above for its simplicity. A significant advantage of the proposed approach is that it does not require the direct comparability of measurements from different studies. Thus, cross-study normalization or transformations are not needed. For simplicity of notation, we have assumed that multiple studies have matched gene sets. When different sets of genes are measured in different studies, we employ a simple rescaling approach. Assume that gene s is only measured in the first M s studies. Consider, for example, Step 2 of iLB. We modify it as
Other quantities can be rescaled in a similar manner. The power of integrative analysis decreases when the overlap among gene sets measured in multiple studies decreases. Numerical study is carried out using R (www.r-project.org). Research code is available from the authors.
Simulation
We simulate data for 4 independent studies. In each study, there are 30 or 100 subjects. We simulate 50 or 100 . Thus, some genes have large effects, and others have small to moderate effects. Six (20%) cancer-associated genes and 10% noisy genes are only measured in 2 studies, with their indices randomly generated in each replicate. We generate the binary response variables from the logistic regression models and Bernoulli distributions. The simulation settings closely mimic practical pharmacogenomic studies, where genes have the pathway structures. Genes within the same pathways tend to have correlated expressions, whereas genes within different pathways tend to have weakly correlated or uncorrelated expressions. Among a large number pathways, only a few are associated with the responses. Within those important pathways, some genes are cancer associated and others are noises.
To better gauge performance of the proposed approach, we also consider the following alternatives. (a) An intensity approach: Since the 4 data sets are generated under similar settings, we adopt an intensity approach (Shabalin and others, 2008) , make transformations of gene expressions, combine 4 data sets, and analyze as if they were from a single study. The combined data set is analyzed using 2 approaches. The first is the LogitBoost described in Section 3.1. An MDL criterion similar to that in Step 4 of iLB is used for stopping. The second is the Enet (elastic net; Zou and Hastie, 2005) , which is an extensively adopted penalization approach. The tuning parameters in Enet are chosen using cross-validation. (b) Metaanalysis: We analyze each data set separately using the LogitBoost (with an MDL criterion as the stopping rule) and Enet (with tunings selected by cross-validation). Genes that are identified in at least one study are identified in meta-analysis. An alternative is to consider genes identified in all studies. However, we have examined all simulation scenarios and found that there are very few such genes.
In simulation, we are interested in evaluating both identification and prediction performance. For identification, we evaluate the number of genes identified and number of true positives. In prediction evaluation, for each set of 4 data sets (training), we simulate 4 additional data sets (testing). We generate estimates using the training data, make prediction for subjects in the testing data, and compute prediction errors. Summary statistics based on 200 replicates are shown in Table 1 . Among the 3 families of approaches, meta-analysis approaches have the least satisfactory performance. Particularly, a large number of false positives are identified. This observation is reasonable, considering that individual data sets have small sample sizes, and hence, the identification results can be unsatisfactory. By pooling raw data from multiple data sets, intensity approaches significantly outperform meta-analysis approaches. Such a result is also reasonable considering that the 4 data sets are generated under comparable settings, which favors intensity approaches. Both iLB and iSLB are capable of identifying the majority of true positives with a reasonable number of false positives. They outperform the meta-analysis and intensity approaches by identifying more true positives and/or fewer false positives. iSLB sometimes identifies fewer true positives. However, it identifies much fewer false positives. This observation is in line with Buhlmann and Yu (2006) . Examination of the prediction performance also suggests that iLB and iSLB can outperform alternatives. Simulation clearly demonstrates the power of integrative analysis. More specifically, with meta-analysis and intensity approaches, the Enet penalization approach has better performance than , 26, 14 62, 13, 19 27, 19, 9 40, 20, 19 43, 24, 23 30, 25, 7 100 0.3 143, 25, 27 75, 12, 30 36, 23, 14 38, 13, 21 38, 17, 15 26, 19, 12 0.7 104, 22, 14 74, 18, 21 28, 18, 10 44, 12, 17 49, 27, 15 26, 22, 9 n m , sample size of each data set; # clus, number of gene clusters; ρ, correlation coefficient parameter; LB, LogitBoost. In cells with "a, b, c," a is the number of genes identified, b is the number of true positives, and c is the number of prediction errors per 100 subjects.
boosting under certain simulation scenarios. However, by conducting integrative analysis, the proposed boosting approaches are able to outperform Enet in both identification and prediction accuracy. Under some simulation scenarios, the iLB is less satisfactory with a considerable number of false positives. One possible cause is that the boosting stops "too late." Numerically, we have experimented with the following modification of Step 4 of iLB
where η > 1. We have experimented with different η values and found that with a moderate η, the number of true positives remains almost the same, whereas the number of false positives may decrease. Such a modification may demand tuning an additional parameter or revising the MDL criterion and will not be pursued.
Pancreatic cancer studies
Pancreatic ductal adenocarcinoma (PDAC) is a major cause of malignancy-related death. Apart from surgery, there is still no effective therapy, and even resected patients usually die within 1 year postoperatively. We collect and analyze 4 data sets, which have been described in Iacobuzio-Donahue and others (2003), Logsdon and others (2003) , Crnogorac-Jurcevic and others (2003) , and Friess and others (2002) . We provide brief data description in Table 2 . Two studies used complementary DNA arrays, and the other 2 used oligonucleotide arrays. The 2 sample groups were the PDAC and normal pancreatic tissues. We remove genes with more than 30% missingness. A total of 1204 genes are included in analysis. For each data set, we conduct the preprocessing described in Section 4.1. The lists of genes identified using the proposed approaches are presented in Supplementary Table 6  available at Biostatistics online (iLB) and Table 3 (iSLB), respectively. Properties of the estimates are in line with discussions in Section 2. Although sharing common genes, the sets of selected genes using iLB and iSLB are considerably different. This is not surprising considering the difference in algorithms, difference observed in simulation study, and extremely noisy nature of gene expression data. We search NCBI for the pathological implications of identified genes and find that some of those genes have been established as cancer markers in multiple independent studies. Examples include genes FGL1, CRAT, GSTs, FN1, PTPN12, PDIA2, NBL1, and others.
We evaluate prediction performance using a 4-fold cross-validation-based approach. Besides being of interest itself, the prediction evaluation also provides an indirect evaluation of the identification accuracy: If the identified markers are more meaningful, prediction using these markers is expected to be more accurate. We first randomly cut each data set into 4 subsets with equal sizes. We then remove one subset from each data set. With the reduced data, we apply the proposed approach. We then use the resulted classifiers to make prediction for subjects in the removed subsets. We repeat this procedure over all 4 subsets of each data. The overall prediction error can then be computed. With this approach, 2 and 3 subjects cannot be correctly classified under iLB and iSLB, respectively. We also analyze data using the alternative approaches described in the above section. In meta-analysis, we first analyze the 4 data sets separately using the LogitBoost approach and identify 10, 12, 9, and 7 genes in data sets D1-D4, respectively. A total of 29 genes are identified in at least one data set, with no gene identified in all 4 data sets. The numbers of overlapped genes with iLB and iSLB are 5 and 2, respectively. With the cross-validation-based evaluation, a total of 4 subjects cannot be properly classified. We also analyze the 4 data sets separately using Enet and identify 10, 7, 11, and 6 genes in data sets D1-D4, respectively. A total of 21 genes are identified in at least one data set, with one gene identified in all 4 data sets. The numbers of overlapped genes with iLB and iSLB are 3 and 2, respectively. With the cross-validation-based evaluation, a total of 3 subjects cannot be properly classified. When adopting the intensity approach, we analyze the combined data using LogitBoost and identify 25 genes. The numbers of overlapped genes with iLB and iSLB are 9 and 3, respectively. With the cross-validation-based approach, 4 subjects are not properly classified. We also analyze the combined data using Enet and identify 16 genes. The numbers of overlapped genes with iLB and iSLB are 5 and 1, respectively. With the cross-validationbased approach, 3 subjects are not properly classified.
Liver cancer studies
Gene profiling studies have been conducted on hepatocellular carcinoma, which is among the leading causes of cancer death in the world. Four microarray studies are described in Table 4 . Data sets D1-D4 were collected in 3 different hospitals in South Korea. Although the studies were conducted in a controlled setting, the researchers "failed to directly merge the data even after normalization of each data set" (Choi and others, 2004) . A total of 9984 genes were measured in all 4 studies, among which 3122 genes have less than 30% missingness and are analyzed. We remove 8 subjects that have more than 30% gene expression measurements missing. Compared with the pancreatic cancer data, the liver cancer data have a larger sample size, are more difficult to classify, and hence may demonstrate performance of the proposed approach from a different perspective.
With iLB and iSLB, we identify 33 (see Supplementary Table 7 available at Biostatistics online) and 16 (Table 5 ) genes, respectively. Similar estimation properties as with the pancreatic cancer studies are observed. With the cross-validation-based approach, 19 (iLB) and 17 (iSLB) subjects are not properly classified. We also analyze data using the alternative approaches described in Section 4.2. In meta-analysis, we analyze the 4 data sets using the LogitBoost approach and identify 17, 14, 16, and 10 genes in data sets D1-D4, respectively. A total of 51 genes are identified in at least one data set. The numbers of overlapped genes with iLB and iSLB are 11 and 6, respectively. With the cross-validation-based approach, a total of 36 subjects are not properly classified. We also analyze using Enet and identify 12, 8, 11, and 10 genes in data sets D1-D4, respectively. A total of 30 genes are identified in at least one data set. The numbers of overlapped genes with iLB and iSLB are 9 and 4, respectively. With the cross-validation-based approach, a total of 33 subjects are not properly classified. When adopting the intensity approach, we analyze the combined data using LogitBoost and identify 38 genes. The numbers of overlapped genes with iLB and iSLB are 13 and 7, respectively. With the cross-validation-based approach, a total of 24 subjects are not properly classified. We also analyze the combined data using Enet and identify 35 genes. The numbers of overlapped genes with iLB and iSLB are 10 and 5, respectively. With the cross-validation-based approach, a total of 27 subjects are not properly classified.
DISCUSSION
In the identification of cancer genomic markers, integrative analysis provides an effective way of pooling data from multiple studies, increasing statistical power, and improving reproducibility of identified markers. When pooling data from multiple studies, it is critical to select studies with comparable designs. Another important issue is the interpretation and practical usage of identified markers. We acknowledge the importance and difficulty of these issues. In this study, we focus on the marker identification aspect and refer to Guerra and Goldstein (2009) for established guidelines on data selection and other issues related to the analysis of multiple data sets. We propose an integrative sparse boosting approach for the analysis of multiple cancer diagnosis studies and marker identification. The negative log likelihood is chosen as the loss function. It is possible to extend the proposed approach to other types of loss functions and to other types of response variables. It is also possible to extend to other types of weak learners, for example, nonparametric functions of gene expressions. We use an MDL criterion for stopping with both iLB and iSLB and boosting with iSLB. Such a choice has been motivated by the satisfactory performance of MDL shown in Buhlmann and Yu (2006) and Zou and Hastie (2005) . We conjecture that it is possible to replace the MDL criterion with other criteria that can measure the complexity of learners. Possible choices may include AIC, BIC, and others. With ultrahigh dimensional data, to the best of our knowledge, there is still no definitive result on the optimality of tuning parameter selection approaches. The MDL is intuitively reasonable and has low computational cost and satisfactory numerical performance. It is beyond the scope of this study to establish its relative performance over AIC or BIC. The proposed approach applies the same number of boosting steps to all data sets. Different studies may not be equally informative. It is expected that by allowing different regression coefficients, such difference can be at least partially accounted for. It is of interest to explore whether it is necessary to allow different number of boosting steps.
Simulation study suggests that the proposed approach outperforms penalization and boosting-based meta-analysis and intensity approaches. Comparison with Enet-based analysis is especially interesting, as it shows the power of integrative analysis. We are aware that there are other alternatives. The boostingbased approaches we compare with have a statistical framework closest to that of the proposed approach. The Enet approach is one of the most popular penalization approaches. The proposed approach is shown to have satisfactory performance with the pancreatic and liver cancer data sets. In particular, the sparse boosting algorithms identify shorter lists of genes, which can lead to more focused hypothesis and reduced downstream workload, and have better prediction performance. The pancreatic and liver cancer studies are representative of what is encountered in practice, with one being relatively easy and the other being more difficult to classify. In the most recent studies on other types of cancers (e.g. breast cancer), the sample sizes may be considerably larger. We choose to analyze data with relatively small sample sizes as it can be more critical to conduct integrative analysis with such data. The cross-validation-based approach is used for prediction evaluation. Although it does not use completely independent data, it compares all approaches on the same ground and is reasonably fair. Despite the satisfactory empirical performance of the proposed approach, it appears difficult to establish its theoretical property. In Buhlmann and Yu (2006) , the theoretical properties of sparse boosting with simple linear regression models are established under the strong assumption of orthogonality, which does not hold in general. Logistic regression models are more complicated than linear regression models. Further work is needed to understand the theoretical properties of the proposed approach.
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