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Answering questions raised by O.T. Alas and R.G. Wilson, or by these two authors together
with M.G. Tkachenko and V.V. Tkachuk, we show that every minimal SC space must be
sequentially compact, and we produce the following examples:
– a KC space which cannot be embedded in any compact KC space;
– a countable KC space which does not admit any coarser compact KC topology;
– a minimal Hausdorff space which is not a k-space.
We also give an example of a compact KC space such that every nonempty open subset of
it is dense, even if, as pointed out to us by the referee, a completely different construction
carried out by E.K. van Douwen in 1993 leads to a space with the same properties.
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1. Introduction
A topological space is said to be KC if every compact (not necessarily T2) subset of it is closed. Such spaces are clearly T1,
while every T2 space is KC. Under this point of view, the KC property may be envisaged as a kind of separation axiom
between T1 and T2.
The literature concerning KC spaces has received a considerable impetus during the last years, thanks especially to the
researches of O.T. Alas, M.G. Tkachenko, V.V. Tkachuk and R.G. Wilson. In their papers [3,2,4], a collection of basic results
about KC spaces, and their relationships with other related categories of spaces, are established. This way they set such
notions into a kind of theoretical context, and, at the same time, provide a repertoire of nontrivial techniques which are of
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as open questions, appear to be natural and meaningful.
In [2, Questions 2.13 and 2.14] the authors wonder whether every KC space (or every T2 space) can be embedded in a
compact KC space, and whether there exists a compact KC space in which every nonempty open set is dense. They notice
that a positive answer to the former question would imply a positive answer also to the latter one. We produce here an
example of a T2 space devoid of any KC compactiﬁcation, and at the same time prove the existence of a compact KC space
in which every nonempty open set is dense. Actually, in his report to the ﬁrst version of the present paper, the referee
pointed out that a space described by van Douwen in [9] provides as well a positive answer to [2, Question 2.14]; however,
we have found it suitable to maintain our original example in this ﬁnal version, as it could be informative for the reader
to see how two completely different constructions (starting in one case from βω, and in the other case from the real line)
are both leading to a space with the desired properties. In any case, this result makes us inclined to envisage KC spaces as
somehow closer to T1 than to Hausdorff spaces.
In [2], emphasis is also given to questions concerning minimality in the poset of KC or Hausdorff topologies on a set.
Of course, the comparison between these two posets ﬁts well into the interpretation of the KC property as a separation
axiom, which we have proposed at the beginning. A basic problem in this ﬁeld, ﬁrst raised by Larson in [12], is whether
every KC space which does not admit any strictly coarser KC topology must be compact. Such a question has been solved
in the positive by A. Bella and the second named author in [5], thus settling also, as a by-product, Question 2.11 and the
ﬁrst two items of Question 2.10 in [2]. We solve here the third item of [2, Question 2.10], showing that there exist minimal
Hausdorff (equivalently, H-closed semiregular) topological spaces which are not k-spaces. In fact, we construct two different
such spaces, one of which has countable pseudocharacter, while in the other one every point has a fundamental system of
neighborhoods which is totally ordered by inclusion.
The concept of space which is minimal with respect to the KC property gives rise in a natural way to the notion of Kate˘tov
KC space, i.e. a topological space for which there exists a coarser, minimal KC topology. The natural question of whether
every KC space has to be Kateˇtov KC was answered negatively by W.G. Fleissner, who constructed in [11] a nonHausdorff KC
topology on ω1 not including any minimal KC topology. After such a result, further investigation was devoted to establish
suﬃcient conditions for a space to be Kate˘tov KC. In this vein Alas and Wilson, in [4, Theorem 2.12], prove that every
sequential KC space is Kate˘tov KC. The same authors in [3, Question C] wonder whether every countable KC space is Kate˘tov
KC; notice that in the Hausdorff case such a question has a positive answer [2, Corollary 2.7]. In this paper we give an
example of a countable KC space which does not contain any minimal KC topology, thus showing that, also in this context,
the KC property turns out to be substantially weaker than the separation axiom T2. Also, as a (surprisingly nontrivial)
consequence of this result, it follows that on every inﬁnite set it is possible to deﬁne a KC topology which is not Kate˘tov KC.
A weakening of the notion of KC space that is considered in the literature is the one of SC space, according to which
whenever a sequence S converges to a point x the set S ∪ {x} must be closed. In [4, Theorem 2.4] Alas and Wilson prove
that every minimal SC space is countably compact, and then they wonder in Question 2.6 whether any such space must
actually be compact (or, equivalently, sequentially compact, due to [4, Theorem 2.2]). We give here a positive answer to the
above question; this result, together with [4, Corollary 2.3], provides as well a complete characterization of the minimal SC
spaces which are Hausdorff.
2. General results about KC spaces
Throughout the paper, given a topology σ on a set X and an x ∈ X , we will denote by σ(x) the set {A ∈ σ | x ∈ A}, i.e.
the set of all open σ -neighborhoods of x in X (this notation is also used in [8] and [5]).
As pointed out in the Introduction, the problem of whether there exists a KC compact space where every nonempty open
subset is dense seems quite crucial in order to place the KC property in a right position between T1 and T2. The example
we are going to produce here is obtained by weakening in a suitable way the Euclidean topology on [√2,√3 ] ∩ P. The van
Douwen’s construction carried out in [9], which we have mentioned as well in the Introduction, was using instead βω as
its main ingredient, and then realizing the desired space with the aid of the basic notion of slicing MAD family.
During the next construction, we will set for the sake of convenience
Z = [√2,√3 ], X = Z ∩ P and Y = Z ∩ Q,
where P and Q are, respectively, the irrational and the rational line. Suppose also to have ﬁxed two one-to-one sequences
(am)m∈ω and (bm)m∈ω such that
{am |m ∈ ω} ⊆ X and {bm |m ∈ ω} = Y . (2.1)
We deﬁne on X a topology σ , strictly ﬁner than the Euclidean topology τ , in the following way:
σ = {A ∈ τ ∣∣ ∀m ∈ ω: (am ∈ A 	⇒ ∃ε > 0: ]bm − ε,bm + ε[ ∩ X ⊆ A)} (2.2)
(it is straightforward to check that σ is actually a topology). We will show that the above space (X, σ ) is compact and
KC, and that for a suitable choice of (am)m∈ω and (bm)m∈ω it also enjoys the property that every nonempty open subset is
dense. We ﬁrst need a technical lemma.
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(1) A0 ∈ τ and x ∈ A0;
(2) for each  ∈ ω, A+1 has been constructed taking an εm > 0 for every m ∈ ω such that am ∈ A , and deﬁning
A+1 =
⋃
m∈ω
am∈A
(]bm − εm,bm + εm[ ∩ X).
Then A =⋃∈ω A is a σ -open neighborhood of x.
Proof. Clearly every A ∈ τ and hence A ∈ τ , too. To prove that A ∈ σ we have to show that (2.2) holds. Indeed if am ∈ A
for some m ∈ ω then am ∈ A for some  ∈ ω; therefore there exists εm > 0 such that ]bm −εm,bm +εm[∩ X ⊆ A+1 ⊆ A. 
Proposition 2.2. For any choice of two one-to-one sequences (am)m∈ω and (bm)m∈ω satisfying (2.1), (X, σ ) is a compact KC space.
Proof. To prove that (X, σ ) is compact, let A be a σ -open cover of X . For each x ∈ X , there exist Ax ∈A and δx > 0 such
that
]x− δx, x+ δx[ ∩ X ⊆ Ax. (2.3)
Moreover for each m ∈ ω, since am ∈ Aam (∈A ), by (2.2) there exists εm such that
]bm − εm,bm + εm[ ∩ X ⊆ Aam . (2.4)
Then {]x − δx, x + δx[ ∩ Z | x ∈ X} ∪ {]bm − εm,bm + εm[ ∩ Z |m ∈ ω} is easily seen to be an open cover of Z (= [
√
2,
√
3 ])
with respect to the Euclidean topology. Since Z is compact, there exist x1, . . . , xh ∈ X and m1, . . . ,mk ∈ ω such that(
h⋃
i=1
]xi − δxi , xi + δxi [
)
∪
(
k⋃
j=1
]bm j − εmj ,bm j + εmj [
)
⊇ Z .
We want to prove that X = (⋃hi=1 Axi ) ∪ (⋃kj=1 Aam j ); to this end, it will suﬃce to show that inclusion holds.
Indeed, if c ∈ X , then c ∈ Z and so we will have one of the relations c ∈ ]xıˆ − δxıˆ , xıˆ + δxıˆ [ for some 1  ıˆ  h, or
c ∈ ]bmjˆ − εmjˆ ,bmjˆ + εmjˆ [ for some 1 jˆ  k. In the former case, by (2.3), we see that c ∈ ]xıˆ − δxıˆ , xıˆ + δxıˆ [ ∩ X = Axıˆ ; in
the latter case, it follows from (2.4) that c ∈ ]bmjˆ − εmjˆ ,bmjˆ + εmjˆ [ ∩ X ⊆ Aamjˆ .
To prove that (X, σ ) is a KC space we will show that if C ⊆ X is not σ -closed, then it is not σ -compact. We have two
possible cases:
(1) C is not τ -closed. In this case there exists some (xn)n∈ω ⊆ C which τ -converges to an x¯ ∈ X \ C ; we will prove that
(xn)n∈ω has no σ -cluster point in C , and this will imply that C is not σ -compact.
Thus, we want to show that for each x ∈ C there exist a σ -neighborhood A of x and a n¯ ∈ ω such that
∀n′  n¯: xn′ /∈ A.
Let x ∈ C : Since x = x¯, it turns out that η = |x − x¯| > 0. Since limτ xn = x¯, there exists n such that |xn′ − x¯| < η/2 for every
n′  n. We will produce an A ∈ σ(x) such that for every n′  n, xn′ /∈ A.
Set A0 = ]x − η/2, x + η/2[ ∩ X : Notice that A0 is a τ -neighborhood of x in X and that xn′ /∈ A0 for each n′  n. Then
deﬁne K = {x¯} ∪ {xn′ | n′  n}: Using induction, we will construct τ -open sets A for each  > 0 in accordance with the
hypotheses of Lemma 2.1, and in such a way that K ∩ A = ∅ for every  ∈ ω. Indeed, suppose to have done this for  ˆ:
For every m ∈ ω such that am ∈ Aˆ , we see that bm /∈ K (as bm ∈ Q while K ⊆ X ⊆ P) and hence εˆ = d(bm, K ) = inf{|bm − y| |
y ∈ K } > 0. Thus we may choose εm such that 0 < εm < εˆ, and it will follow that the set Aˆ+1 =
⋃{]bm − εm,bm + εm[ ∩ X |
m ∈ ω, am ∈ Aˆ} is disjoint from K .
Now, by Lemma 2.1, we see that A =⋃∈ω A is a σ -neighborhood of x missing K . In particular, A does not contain
any xn′ with n′  n.
(2) C is τ -closed and hence X \ C is τ -open, while it is not σ -open. Therefore there exists am ∈ X\C such that
∀ε > 0: (]bm − ε,bm + ε[ ∩ X)\(X\C) = ∅,
i.e. such that
∀ε > 0: (]bm − ε,bm + ε[ ∩ X)∩ C = ]bm − ε,bm + ε[ ∩ C = ∅.
Equivalently, m is such that am /∈ C and there exists a sequence (xn)n∈ω ⊆ C with limτ xn = bm . As before, we will show that
(xn)n∈ω has no σ -cluster point in C , i.e. that for each x ∈ C there exist a σ -neighborhood A of x and an n ∈ ω such that
∀n′  n: xn′ /∈ A.
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η/2 for every n′  n.
Set A0 = (]x− (η/2), x+ (η/2)[ \{am})∩ X : Since am = x (as am /∈ C ), A0 is a τ -neighborhood of x in X ; moreover, notice
that xn′ /∈ A0 for each n′  n. Deﬁne H = {am} ∪ {xn′ | n′  n}: By a slight reﬁnement of the procedure used for the previous
case, we will construct τ -open sets A for  > 0 in accordance with the hypotheses of Lemma 2.1, and in such a way that
H ∩ A = ∅ for every  ∈ ω.
Suppose to have done this for  ˆ: For every m ∈ ω such that am ∈ Aˆ , we see by the inductive hypothesis that m =m—
hence bm = bm . Since K = {xn | n ∈ ω} ∪ {bm} is a τ -compact subset of R and bm /∈ K , it turns out that d(bm, K ) = εˆ > 0.
Moreover bm = am (indeed, bm ∈ Q while am ∈ P) and hence |bm − am| = ε∗ > 0. We may choose 0 < εm < min{εˆ, ε∗}, and
it will follow that (]bm − εm,bm + εm[ ∩ X) ∩ (K ∪ {am}) = ∅—in particular, (]bm − εm,bm + εm[ ∩ X) ∩ H = ∅. Then we may
put A
ˆ+1 =
⋃{]bm − εm,bm + εm[ ∩ X | m ∈ ω, am ∈ Aˆ}, and this set is disjoint from H . From Lemma 2.1 it follows that
A =⋃∈ω A is a σ -neighborhood of x such that A ∩ H = ∅. In particular, A does not contain any xn′ for n′  n. 
To complete our construction, we need the following lemma which follows from a general result in the theory of resolv-
able spaces (for the deﬁnition of α-resolvable and maximally resolvable space, cf. [7, beginning of §2 and §3]).
Lemma 2.3. There exists a (faithfully indexed) partition {Qn | n ∈ ω} of Y = Q ∩ [
√
2,
√
3 ], such that each Qn is dense in Y (hence in
[√2,√3 ]) with respect to the Euclidean topology.
Proof. Every metrizable space without isolated points is maximally resolvable [7, Theorem 3.7.(b)], hence ω-resolvable. 
Now, let {An | n ∈ ω} be a (faithfully indexed) countable base for X = P ∩ [
√
2,
√
3 ], consisting of nonempty sets. Since
|An| = c for every n ∈ ω, it is possible to associate by induction to every n ∈ ω a countably inﬁnite Cn ⊆ An \⋃n′<n Cn′ . For
every n ∈ ω, let ϕn be one-to-one of Cn onto Qn , where the sets Qn are those provided by the above lemma. Let ϕ be
one-to-one of C =⋃n∈ω Cn onto Y =⋃n∈ω Qn , and deﬁned by: ϕCn = ϕn for every n ∈ ω. Then indexing C in a one-to-one
way as {am |m ∈ ω}, and letting bm = ϕ(am) for every m ∈ ω, we see that m → bm is one-to-one and Y = {bm |m ∈ ω}.
Proposition 2.4. For the above choice of (am)m∈ω and (bm)m∈ω , in the space (X, σ ) every nonempty open set is dense—hence (X, σ )
gives a positive answer to [2, Question 2.14].
Proof. To prove that every nonempty σ -open subset of X is dense in (X, σ ), we will show that actually every nonempty
τ -open subset of X is dense in (X, σ ).
Let Ω be a nonempty τ -open set: Then
Ω ⊇ ]α,β[ ∩ X (2.5)
for some α,β ∈ X with α < β . Let x¯ be an arbitrary element of X and W an arbitrary σ -neighborhood of x¯: We will prove
that Ω ∩ W = ∅.
Since W ∈ σ(x¯), W ∈ τ (x¯), too, and hence there exists n such that Cn ⊆ An ⊆ W . Moreover, since W ∈ σ , for each m
with am ∈ Cn there exists εm such that
]bm − εm,bm + εm[ ∩ X ⊆ W . (2.6)
Now, Qn is τ -dense in Y (hence in [
√
2,
√
3 ]), therefore there exists q ∈ Qn ∩ ]α,β[. Since ϕn maps onto Qn , there also
exists am ∈ Cn with m ∈ ω such that ϕn(am) = q; it turns out that q = bm . Then by (2.6) there exists εm > 0 such that
]bm − εm,bm + εm[ ∩ X ⊆ W .
In R we have the relations q ∈ ]α,β[ and q ∈ ]bm − εm,bm + εm[, so that
V = ]α,β[ ∩ ]bm − εm,bm + εm[ ∩ Z
is a nonempty open subset of Z = [√2,√3 ] with respect to the Euclidean topology. It turns out that there is r ∈ V ∩ P =
V ∩ X . By (2.5) and (2.6) we see that r ∈ Ω ∩ W . Therefore Ω is σ -dense in X . 
Now we give an example of a T2 (actually, a Urysohn) space which cannot be embedded in any KC compact space. As we
will see, the idea behind this construction is to obtain a space which approaches compactness as much as possible, without
reaching it. We will use a similar idea for the space of Example 3.4 infra.
Notice that, since every Tychonoff space has a T2 (hence KC) compactiﬁcation, we are led to raise the following:
Question 2.5. Is there a regular (not Tychonoff) space devoid of any KC compactiﬁcation?
Example 2.6. Fix an element U ∈ ω∗ and let X be βω endowed with a topology σ coinciding, on βω\{U }, with the usual
topology of βω, while the point U is given the fundamental system of (open) neighborhoods
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Then (X, σ ) is a Hausdorff space which cannot be embedded as a subspace in any compact KC space.
Proof. Towards a contradiction, suppose there exists a compact KC space (Y , σ ′) such that X ⊆ Y and σ ′X = σ . Let Y˜ =
ClY (ω∗\{U }): Then U /∈ Y˜ (because of the way we have deﬁned the topology σ ). We consider Z = Y˜ ∪ ω (envisaged as
a subspace of the KC space (Y , σ ′)). We will prove that Z is compact and this will lead to a contradiction as U /∈ Z and
U ∈ ClY Z .
Since every net in Y˜ has a cluster point in Y˜ itself, to prove the compactness of Z we may restrict ourselves to consider
a net {n j} j∈ J in ω; also, we may assume that such a net has no cluster point in βω \ {U } (otherwise we are done). Then
{n j} j∈ J has U as a cluster point in βω (endowed with the usual topology). Let us associate to every F ∈U a
VF ∈ F ∗\{U } (2.7)
and consider the net {VF }F∈U in Y˜ , where U is envisaged as a (directed) partially ordered set with respect to ⊇. Since Y˜
is compact, the net {VF }F∈U has a cluster point y˜ ∈ Y˜ . We claim that y˜ is also a cluster point for {n j} j∈ J in Z .
Assume to the contrary; then there exist a neighborhood V˜ of y˜ in Z and a j0 ∈ J such that
∀ j  j0, n j /∈ V˜ . (2.8)
Notice that V˜ ∩ω /∈U ; otherwise (V˜ ∩ω)∪ (V˜ ∩ω)∗ would be a neighborhood of U in βω and since U is a cluster point
of {n j} j∈ J in βω and j0 ∈ J there would exist jˆ  j0 with njˆ ∈ (V˜ ∩ ω) ∪ (V˜ ∩ ω)∗ hence njˆ ∈ (V˜ ∩ ω) contradicting (2.8).
Therefore ω\(V˜ ∩ ω) = ω\V˜ ∈ U ; now we use the fact that y˜ is a cluster point of {VF }F∈U in Y˜ , and since V˜ ∩ Y˜ is a
neighborhood of y˜ in Y˜ we obtain a G ∈U with G ⊆ ω\V˜ such that VG ∈ V˜ ∩ Y˜ .
Consider W˜ = V˜ ∩ (βω\{U }); then W˜ is a neighborhood of VG in βω\{U } hence also in βω with the usual topology.
Thus there is H ∈ VG such that H ∪ H∗ ⊆ W˜ whence H ⊆ W˜ ∩ ω ⊆ V˜ ∩ ω. Then from H ∈ VG and G ∈ VG (take (2.7) into
account) it follows that H ∩ G ∈VG which is a contradiction as G ⊆ ω\V˜ while H ⊆ V˜ ∩ ω (hence H ∩ G = ∅). 
3. Minimality results
In this section we will refer, explicitly or implicitly, to posets of topologies deﬁned on a given set X . According to the
different cases, the poset under consideration will be that of either all Hausdorff, or KC, or SC topologies on X (ordered
by set-theoretic inclusion); following [1, Deﬁnitions at the end of §1], we will denote such posets as Σ2(X), ΣKC (X) and
ΣSC(X), respectively. We will then solve some related questions, raised in [3,2,4].
Our ﬁrst result shows that there exist a set X and a topology τ ∈ Σ2(X), such that τ is minimal in Σ2(X) with respect
to set-theoretic inclusion, but (X, τ ) is not a k-space—for the deﬁnition and a basic characterization of k-spaces, see [10,
Theorem 3.3.18]. This solves in the negative the third item of [2, Question 2.10]. Actually, as announced in the Introduction,
we will give two different examples of such spaces.
Let us recall that a topological space X is said to be H-closed if it is Hausdorff and for every open cover A of X there
exists a ﬁnite subcollection F of A such that
⋃
F is dense in X , and that X is said to be semiregular if for every x ∈ X
the collection
{Int V | V is a neighborhood of x}
(where IntM denotes the interior of M , for M ⊆ X ) is a fundamental system of (open) neighborhoods for x.
By a well-known result (cf. [6, Theorem 3.9 and quotations ibid.], or [13, §7.5, Proposition (a)]), a T2 topology τ on a
set X is minimal in Σ2(X) if and only if (X, τ ) is H-closed and semiregular. Thus, our purpose is to construct a H-closed
semiregular (T2) space which is not a k-space.
Example 3.1. Let Y and Z be, respectively, the set of the successor ordinals and of the limit ordinals in ω1. Put X =
(Y × {0,1}) ∪ Z ∪ {∞0,∞1}, where ∞0,∞1 are distinct elements not belonging to (Y × {0,1}) ∪ Z . For every α,β with
α < β ω1, set
〉α,β〈 = ((]α,β[ ∩ Y )× {0,1})∪ (]α,β[ ∩ Z), (3.1)
and deﬁne in a corresponding way the sets 〉α,β〉, 〈α,β〈 and 〈α,β〉 by replacing, in (3.1), ]α,β[ with ]α,β], [α,β[ and
[α,β], respectively. Deﬁne a topology σ on X in such a way that every element of Y × {0,1} is isolated, every λ ∈ Z has a
fundamental system of (open) neighborhoods given by:{〉α,λ〉 ∣∣ α < λ},
while each point ∞i , for i ∈ {0,1}, has a fundamental system of open neighborhoods given by:{{∞i} ∪ ((]α,ω1[ ∩ Y )× {i}) ∣∣ α ∈ ω1}
(notice that X \ {∞0,∞1} = (Y × {0,1}) ∪ Z may be envisaged as well as the quotient space of the disjoint union of the
two copies of ω1: ω1 × {0} and ω1 × {1}, where for every λ ∈ Z we identify the two points (λ,0) and (λ,1)). Then σ is
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neighborhoods totally ordered by inclusion.
Proof. It is straightforward to prove that (X, σ ) is Hausdorff, and that the fundamental systems of neighborhoods we
have assigned to the points of (X, σ ) are all totally ordered by inclusion. To show that (X, σ ) is H-closed, consider an
arbitrary open cover A of X , and let A0, A1 ∈ A be such that ∞i ∈ Ai for i = 0,1. Then there are α0,α1 ∈ ω1 such that
((]αi,ω1[ ∩ Y ) × {i}) ∪ {∞i} ⊆ Ai for i = 0,1. Letting αˆ = max{α0,α1} we see that A0 ∪ A1 ⊇ 〉αˆ,ω1〈. Since, on the other
hand, 〈0, αˆ〉 is compact (as a quotient of a compact space), taking a ﬁnite subcollection F of A with 〈0, αˆ〉 ⊆⋃F we see
that F ∪ {A0, A1} is a ﬁnite subcollection of A whose union is dense in X .
To prove semiregularity, consider that every λ ∈ Z has basic neighborhoods of the kind 〉α,λ〉 with α < λ, and that such
neighborhoods are clearly clopen in (X, σ ); therefore semiregularity is obvious in this case. As for the points ∞i , with
i ∈ {0,1}, a generic basic neighborhood of ∞i is given by {∞i} ∪ ((]α,ω1[ ∩ Y ) × {i}), with α ∈ ω1: Then we see that its
σ -closure is {∞i}∪ ((]α,ω1[ ∩ Y )×{i})∪ (]α,ω1[ ∩ Z), and that the interior of this set gives back the original neighborhood
{∞i} ∪ ((]α,ω1[ ∩ Y ) × {i})—as any neighborhood of each point λ ∈ Z , with λ > α, contains elements of Y × {1− i}.
Finally, we show that X is not a k-space. Actually, let M = X \ {∞0,∞1} = (Y × {0,1}) ∪ Z : Then M is not closed in
(X, σ ), as both points ∞i for i = 1,2 are adherent to it. We claim that, given an arbitrary compact subset K of (X, σ ),
the set M ∩ K is σ -closed. To this end, it is suﬃcient to show that each of the two points ∞0,∞1 either does not belong
to K or is isolated in K : Indeed, in this case we can associate to every i ∈ {0,1} an open neighborhood V i of ∞i such that
Vi ∩ (K \ {∞0,∞1}) = ∅, so that M ∩ K = (X \ {∞0,∞1}) ∩ K = K \ {∞0,∞1} = K ∩ (X \ (V0 ∪ V1)), where the last set is
clearly closed.
Now, notice that if K is compact in X then K ∩ Z is countable, because every strictly increasing ω1-sequence in Z has
no cluster point in X . Also, the closure of every unbounded subset of Y × {0,1} has unbounded intersection with Z ; hence,
if K is compact in X then K ∩ (Y × {0,1}) cannot be uncountable, since otherwise K ∩ Z would be uncountable, too. We
conclude that K ∩ ((Y ×{0,1})∪ Z) is countable for every compact K in X , and this clearly implies that if some ∞i belongs
to K then it is isolated in K . 
Looking at the above example, it is natural to wonder whether the use of an uncountable cardinal is somehow essential
to obtain a space of that kind. In particular, is it possible to construct a minimal Hausdorff space having countable pseu-
docharacter, which is not a k-space? We answer in the positive such a question with the next construction—where, in some
sense, an analogous rôle to that played by the totally ordered space ω1 in Example 3.1 is committed to a Ψ -space. (Notice,
on the other hand, that the space constructed in the previous example has the supplementary property of being radial,
while the next one does not.)
We recall that a collection A ⊆ [ω]ω is said to be almost disjoint (shortly, a.d.) if |A1 ∩ A2| < ω for distinct A1, A2 ∈A ;
and that an inﬁnite such A is said to be mad (= maximal almost disjoint) if it is not strictly included in any other a.d.
collection on ω.
Example 3.2. Let A be an (inﬁnite) mad family on ω. Consider the set X =A ∪ (ω × {0,1}) ∪ {∞0,∞1} (where, as usual,
∞0 = ∞1 and {∞0,∞1} ∩ (A ∪ (ω × {0,1})) = ∅). Deﬁne a topology σ on X in the following way:
(1) The points of ω × {0,1} are isolated;
(2) Every A ∈A has the fundamental system of (open) σ -neighborhoods:{{A} ∪ ((A \ F ) × {0,1}) ∣∣ F ∈ [ω]<ω}; (3.2)
(3) For i ∈ {0,1}, the point ∞i has the fundamental system of (open) σ -neighborhoods:{
VF ,F ,i
∣∣F ∈ [A ]<ω, F ∈ [ω]<ω},
where
VF ,F ,i = {∞i} ∪
((
ω
∖((⋃
F
)
∪ F
))
× {i}
)
(3.3)
for every F ∈ [A ]<ω and every F ∈ [ω]<ω .
Then (X, σ ) is a minimal Hausdorff space of countable pseudocharacter which is not a k-space.
Proof. It is straightforward to prove that (X, σ ) is Hausdorff; for example, for i ∈ {0,1} and A ∈ A , the sets V {A},∅,i and
{A} ∪ (A × {0,1}) are disjoint neighborhoods of ∞i and A, respectively. It is also apparent that X has countable pseu-
docharacter: Actually, the elements of A ∪ (ω × {0,1}) all have countable character, while for every i ∈ {0,1} we see that⋂
n∈ω V∅,{0,...,n},i (=
⋂
n∈ω V∅,n+1,i) = {∞i}.
To prove semiregularity, we proceed in an analogous way to Example 3.1. Since the elements of A have a fundamental
system of clopen neighborhoods, we only have to deal with the points ∞i . Actually, for every i ∈ {0,1}, every F ∈ [A ]<ω
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borhood of each element of A meets the set ω × {1− i}, we conclude that Intσ (Clσ VF ,F ,i) = VF ,F ,i .
Now we show that (X, σ ) is H-closed. Let W be an open cover of (X, σ ): Then, ﬁrst of all, there exist W0,W1 ∈ W ,
F0,F1 ∈ [A ]<ω and F0, F1 ∈ [ω]<ω , such that
∞i ∈ VFi ,Fi ,i ⊆ Wi (3.4)
for i = 0,1. Also, for every A ∈F0 ∪F1 there are W ′A ∈W and F ′A ∈ [ω]<ω such that
A ∈ {A} ∪ ((A \ F ′A)× {0,1})⊆ W ′A .
Finally, for every (n, i) ∈ ω × {0,1} such that n ∈ Fi ∪ (⋃A∈Fi F ′A), let W ′′n,i be an element of W such that
(n, i) ∈ W ′′n,i .
Then
G = {W0,W1} ∪
{
W ′A
∣∣ A ∈F0 ∪F1}∪( ⋃
i∈{0,1}
{
W ′′n,i
∣∣∣ n ∈ Fi ∪( ⋃
A∈Fi
F ′A
)})
is a ﬁnite subcollection of W ; we claim that
⋃
G is dense in (X, σ ). Indeed, it is clear that {∞0,∞1} ⊆⋃G ; we will
also prove that ω × {0,1} ⊆⋃G . As a matter of fact, if (n, i) ∈ ω × {0,1}, then either n ∈ ω \ (Fi ∪ (⋃Fi))—in which case
(n, i) ∈ VFi ,Fi ,i ⊆ Wi ⊆
⋃
G ; or n ∈ A \ F ′A for some A ∈ Fi—in which case (n, i) ∈ {A} ∪ ((A \ F ′A) × {0,1}) ⊆ W ′A ⊆
⋃
G ;
or, ﬁnally, n ∈ Fi ∪ (⋃A∈Fi F ′A)—in which case (n, i) ∈ Wn,i ⊆⋃G . Thus, it remains to show that A ⊆ Clσ (⋃G ): Actually,
given A ∈A , if A ∈F0 then A ∈ {A} ∪ ((A \ F ′A)×{0,1}) ⊆ W ′A ⊆
⋃
G . Otherwise, for every F ∈ [ω]<ω , we see (using (3.4)
and (3.3)) that({A} ∪ ((A \ F ) × {0,1}))∩ W0
⊇ ({A} ∪ ((A \ F ) × {0,1}))∩ ((ω∖(F0 ∪ (⋃F0)))× {0})
⊇
(
A
∖(
F ∪ F0 ∪
(⋃
F0
)))
× {0} =
(
A
∖(
F ∪ F0 ∪
(
A ∩
(⋃
F0
))))
× {0}
=
(
A
∖(
F ∪ F0 ∪
( ⋃
A′∈F0
(A′ ∩ A)
)))
× {0}.
Now, A ∈A \F0 implies that the set F ∪ F0 ∪ (⋃A′∈F0 (A′ ∩ A)) is ﬁnite—hence A \ (F ∪ F0 ∪ (⋃A′∈F0 (A′ ∩ A))) = ∅; since
F ∈ [ω]<ω was arbitrary, it follows that A ∈ Clσ W0 ⊆ Clσ (⋃G ).
Finally, we want to show that (X, σ ) is not a k-space. To this end, consider the set M = X \ {∞0,∞1} =A ∪ (ω×{0,1}):
Then M is not closed in (X, σ ), but we will prove that its intersection with every compact subset of (X, σ ) is closed.
Actually, let K ⊆ (X, σ ) be compact: Arguing exactly as in Example 3.1, we see that it is suﬃcient for us to show that
each of the points ∞0,∞1 either does not belong to K , or is isolated in K . Thus, suppose to have an ∞ıˆ ∈ K : Notice that,
because of the way we have deﬁned the topology σ , every inﬁnite subset of A is devoid of accumulation points in (X, σ ).
Therefore, the set
K ıˆ =
{
n ∈ ω ∣∣ (n, ıˆ) ∈ K}
must have ﬁnite intersection with all but ﬁnitely many elements of A : Otherwise, since K is closed, it would contain in-
ﬁnitely many elements of A (take (3.2) into account), hence A ∩ K would be an inﬁnite subset of K without accumulation
points in X (nor in K ). Let
F = {A ∈A ∣∣ K ∩ (A × {ıˆ}) is inﬁnite}= {A ∈A | K ıˆ ∩ A is inﬁnite}:
then the set F = K ıˆ \
⋃
F is in its turn ﬁnite—otherwise, by maximality of A , there would be an A∗ ∈A meeting F in an
inﬁnite set, so that A∗ ∈F by the deﬁnition of F , but A∗ /∈F because A∗ meets K ıˆ \
⋃
F , a contradiction. Thus VF ,F ,ıˆ
is a neighborhood of ∞ıˆ , and we see that
VF ,F ,ıˆ ∩ K =
(
{∞ıˆ} ∪
((
ω
∖((⋃
F
)
∪ F
))
× {ıˆ}
))
∩ K
= {∞ıˆ} ∪
(((
ω
∖((⋃
F
)
∪ F
))
× {ıˆ}
)
∩ (K ıˆ × {ıˆ}))
= {∞ıˆ} ∪
((
K ıˆ
∖((⋃
F
)
∪ F
))
× {ıˆ}
)
= {∞ıˆ} ∪
(((
K ıˆ
∖⋃
F
)
\ F
)
× {ıˆ}
)
= {∞ıˆ} ∪
(
(F \ F ) × {ıˆ})= {∞ıˆ};
it follows that ∞ıˆ is isolated in K . 
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on a countable set X , such that whenever ϑ ∈ ΣKC (X) and ϑ  σ , ϑ cannot be minimal in ΣKC (X). As a consequence of
this fact, we will show that on every inﬁnite set it is possible to deﬁne a KC topology which is not Kate˘tov KC; in spite of
the appearances, however, it does not seem that such a generalization follows immediately from the countable case, as the
argument we have developed needs a nontrivial auxiliary result—namely, Proposition 3.5 below.
We recall that a space X is countably compact if and only if every its countably inﬁnite subset has an accumulation
point in X (this result is proved for a Hausdorff space in [10, Theorem 3.10.3]; however, the same proof applies to the case
where the space in question is only T1).
Lemma 3.3. Let X be a compact KC space, and let E be an inﬁnite subset of X with only a ﬁnite number of accumulation points. Then
there exists an inﬁnite subset of E with a unique accumulation point in X.
Proof. Fix E ′ ⊆ E with |E ′| = ω: Then the set F of the accumulation points of E ′ is ﬁnite and nonempty (as X is compact).
Now pick any x¯ ∈ F : We see that (E ′ ∪ F )\{x¯} cannot be compact, as X is KC and x¯ ∈ Cl((E ′ ∪ F )\{x¯}). Since (E ′ ∪ F )\{x¯}
is countable, it is not countably compact, hence there exists an inﬁnite S ⊆ (E ′ ∪ F )\{x¯} having no accumulation points
in (E ′ ∪ F )\{x¯}, and the same holds for S ′ = S \ F . On the other hand, S ′ has at least an accumulation point y¯ in X ,
which is compact; moreover, every accumulation point of S ′ is also an accumulation point of E ′ , so that y¯ ∈ F . Hence from
y¯ ∈ X\((E ′ ∪ F )\{x¯}) and y¯ ∈ F it follows that y¯ = x¯; therefore x¯ is the unique accumulation point of S ′ . 
Example 3.4. Let τ be the Euclidean topology on R and τ ′ the restriction of τ to Y = [0,+∞[ ∩ Q. Let X = Y ∪ {p, p1, p2}
where p, p1, p2 are three distinct elements not belonging to Y . Consider the topology σ on X such that σ Y = τ ′ , the
point p has the fundamental system of (open) neighborhoods{{p} ∪ (Y \(K ∪ N)) ∣∣ K is a compact subset of (Y , τ ′)}
(where N = ω \ {0}), while each of the points pi for i = 1,2 has the fundamental system of (open) neighborhoods
{Vi,ϕ,n | ϕ :N → N, n ∈ N},
where
Vi,ϕ,n = {pi} ∪
( ⋃
n′n
(]
n′ − 1
ϕ(n′) + 1 ,n
′ + 1
ϕ(n′) + 1
[
∩ Q
)∖
N
)
for every ϕ :N → N and every n ∈ N.
Then (X, σ ) is a KC space which is not Kate˘tov KC.
Proof. To show that (X, σ ) is a KC space, let E be a nonclosed subset of it and ﬁx x¯ ∈ E\E . If x¯ ∈ Q then, since σ Y = τ ′ ,
there is a sequence S ⊆ E ∩ Q which converges to x¯. This implies, in particular, that S is a bounded subset of R, hence
both p1 and p2 have neighborhoods missing S; moreover, the convergence of S to x¯ implies that S ∪{x¯} is a compact subset
of Q, so that {p} ∪ (Y \ (S ∪ {x¯} ∪ N)) is a neighborhood of p missing S . Therefore S is an inﬁnite subset of E with no
accumulation points in E , and we conclude that E is not compact.
Suppose now that x¯ = p. Since X is T1, letting E∗ = E\{p1, p2} the relation p ∈ E∗\E∗ still holds. Therefore it is not
possible that E∗ ⊆ N ∪ K for some compact K ⊆ Q, i.e. there is no compact subset K of Q such that E˜ = E∗\N ⊆ K . Now
we can consider two possible cases:
1st case. If E˜ is bounded, then Cl(R,τ ) E˜ is also bounded, hence Cl(R,τ ) E˜ cannot be included in Q—otherwise E˜ would be
included in a compact subset of Q. Thus there exists a sequence S ⊆ E˜ ⊆ E∗ ⊆ E such that S converges in R to an irrational
element r. In this case S must be bounded, hence pi /∈ Clσ S for i = 1,2. Since p /∈ E , it is clear that S is a subset of E with
no accumulation points in E , hence E is not compact.
2nd case. If E˜ is not bounded, then there exists a sequence S ⊆ E˜ ⊆ E∗ tending to +∞, and of course S ∩ N = ∅. Thus
for every n ∈ N, since S\[n+ 1,+∞[ is ﬁnite and n /∈ S , there exists ϕ(n) ∈ N such that ]n− 1ϕ(n)+1 ,n+ 1ϕ(n)+1 [ ∩ S = ∅; this
implies, in particular, that Vi,ϕ,1 ∩ S = ∅ for i = 1,2, whence p1, p2 /∈ Clσ S . Again we see that S is a subset of E with no
accumulation points in E , hence E is not compact.
Finally, suppose x¯ = p ıˆ for some ıˆ ∈ {1,2}. Clearly, it follows from our deﬁnition of the neighborhoods V ıˆ,ϕ,n that for
inﬁnitely many n ∈ N, the set E ∩ ([n − 12 ,n + 12 ]\{n}) must have n as an accumulation point. Now, we may assume that
N ∩ E is ﬁnite: Otherwise, it would be an inﬁnite subset of E without accumulation points in X—nor in E . Therefore,
choose n ∈ N\E in such a way that E ∩ ([n − 12 ,n + 12 ]\{n}) has n as an accumulation point. Let S be a sequence in
E ∩ ([n − 12 ,n + 12 ]\{n}) which converges to n, its unique accumulation point in Q: Then S is bounded so that like before
pi /∈ Clσ S for i ∈ {1,2}—and, in particular, for that i ∈ {1,2} which is not ıˆ . Moreover, S ∪ {n} is a compact subset of Q,
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accumulation point in E , which contradicts again the compactness of E .
Now we prove that if ϑ is a KC topology on X coarser than σ , then (X, ϑ) is not compact and hence (due to [5], or also
to [3, Theorem 10]) not minimal KC.
Indeed, for a ϑ like above, (X, ϑ) is countable and KC, therefore by [2, Theorem 1.7] it must have the FDS-property.
It follows that N has an inﬁnite subset L with a ﬁnite number of accumulation points. Towards a contradiction, suppose
(X, ϑ) is compact: Then, by Lemma 3.3, we may assume that L has exactly one accumulation point x¯ in X . Consider the
set K = (⋃n∈L([n − 12 ,n + 12 ] ∩ Q)) ∪ {x¯, p}. We claim that K is compact with respect to the topology induced from ϑ , and
this will contradict the KC property as p1, p2 are easily seen to be both adherent to K with respect to σ (hence to ϑ , too),
while they cannot both belong to K .
Actually, let T be an arbitrary inﬁnite subset of K and let us prove that it has an accumulation point in K . Suppose ﬁrst
that Tn = T ∩[n− 12 ,n+ 12 ] is inﬁnite for some n ∈ L. Now if p is an accumulation point of Tn with respect to σ (hence with
respect to ϑ ), then we are done. Otherwise, there exists a compact H ⊆ Q such that ({p} ∪ (Y \(H ∪ N))) ∩ Tn = ∅; clearly,
this implies that Tn ⊆ H ∪ {n}, whence also Tn ⊆ (H ∪ {n}) ∩ [n¯ − 12 , n¯ + 12 ]. Since (H ∪ {n}) ∩ [n¯ − 12 , n¯ + 12 ] is a compact
subset of (Y , τ ′), it follows that Tn has an accumulation point in (H ∪ {n}) ∩ [n¯ − 12 , n¯ + 12 ] ⊆ [n¯ − 12 , n¯ + 12 ] ∩ Q ⊆ K with
respect to τ ′ , hence also with respect to σ and to ϑ .
Suppose now that T ∩ [n − 12 ,n + 12 ] is ﬁnite for every n ∈ L. Again we may assume that p is not an accumulation point
of T with respect to σ ; hence there exists a compact H ⊆ Q such that({p} ∪ (Y \(H ∪ N)))∩ (T \{p})= ∅. (3.5)
Since H must be bounded, there exists an n ∈ N such that (⋃n∈L,nn[n− 12 ,n+ 12 ])∩H = ∅. Letting T ′ = T ∩(⋃n∈L,nn[n− 12 ,
n + 12 ]), we see that T ′ is still inﬁnite and disjoint from H . Therefore it follows from (3.5) that T ′ ⊆ N, hence T ′ ⊆ L. Now,
since T ′ is inﬁnite and (X, ϑ) is compact, T ′ must have an accumulation point x∗ in (X, ϑ). On the other hand, since
T ′ ⊆ L and L has the unique accumulation point x¯ in (X, ϑ), it follows that x∗ = x¯; therefore T ′—and hence T , too—has an
accumulation point in K . 
Remark. Notice that the above space (X, σ ) may be somehow envisaged as a KC “almost compactiﬁcation” of (Y , τ ′);
actually, the only inﬁnite subsets of X without accumulation points with respect to σ are those almost included in N. This
corresponds to what we have hinted at, after Proposition 2.4.
Now, as announced above, we extend the result of the previous example to a more general situation. We need the
following:
Proposition 3.5. Let (X, τ ) be a compact KC space, and Ω a τ -open subset of X . Then (Ω,τ Ω) is Kate˘tov KC, i.e. there exists a
compact KC topology σ on Ω with σ ⊆ τ Ω .
Proof. Of course, we may assume Ω = ∅. Set, for the sake of convenience, K = X \ Ω; then ﬁx any x¯ ∈ Ω and let
σ = {A ∈ τ ∣∣ A ⊆ Ω ∧ (x¯ ∈ A 	⇒ ∃B ∈ τ : (K ⊆ B ∧ B \ K ⊆ A))}. (3.6)
In other words, σ is the topology on Ω which coincides with τ Ω at the points different from x¯, while x¯ has the funda-
mental system of (open) σ -neighborhoods:{
U \ K ∣∣ U ∈ τ (x¯) ∧ K ⊆ U}.
Of course, σ ⊆ τ Ω by deﬁnition; we prove the other required properties.
(1) (Ω,σ ) is KC.
Let H be a compact subset of (Ω,σ ). If x¯ /∈ H , then H is τ -compact, hence it is closed in (X, τ ). Therefore, in particular,
there exists B ∈ τ with K ⊆ B such that B ∩ H = ∅. Thus, Ω \ H is an element of τ included in Ω (and containing x¯), and
we see that B \ K = B ∩ Ω ⊆ Ω \ H (as B ∩ H = ∅); hence, by (3.6), Ω \ H ∈ σ , i.e. H is σ -closed.
Consider now the case where x¯ ∈ H . Notice, ﬁrst of all, that H ∪ K is τ -compact. Indeed, let A be a τ -open cover of
H ∪ K in X : Since K is τ -compact, there is F ∈ [A ]<ω such that K ⊆⋃F . Let also Ux¯ be an element of A such that
x¯ ∈ Ux¯: Then W = (Ux¯ ∪ (⋃F ))∩Ω ∈ σ(x¯). Set B= {W }∪ {A \ (K ∪{x¯}) | A ∈A }: Since every A ∈A is τ -open, it follows
from (3.6) that every A \ (K ∪ {x¯}) with A ∈ A is σ -open, hence B is a σ -open cover of H in Ω . By compactness, there
exists G ∈ [B]<ω such that H ⊆⋃G ; letting, for every B ∈ G \ {W }, AB ∈ A to be such that B = AB \ (K ∪ {x¯}), we see
that ⋃
B∈G \{W }
AB ⊇
⋃(
G \ {W })⊇ H \ W = H∖((Ux¯ ∪ (⋃F))∩ Ω)= H∖(Ux¯ ∪ (⋃F)).
Since K ⊆⋃F , it follows that F ∪ {Ux¯} ∪ {AB | B ∈G \ {W }} is a ﬁnite subfamily of A covering H ∪ K .
C. Baldovino, C. Costantini / Topology and its Applications 156 (2009) 2692–2703 2701Now, to show that H is σ -closed, it is suﬃcient to consider that if y ∈ Ω \ H then y /∈ H ∪ K , and H ∪ K is τ -closed
because it is τ -compact and (X, τ ) is KC. Therefore, there is V ∈ τ (y) with V ∩ (H ∪ K ) = ∅; we see that V is included
in Ω and does not contain x¯, hence it is a σ -neighborhood of y disjoint from H .
(2) (Ω,σ ) is compact.
Indeed, let A be a σ -open cover of Ω . Take Wx¯ ∈ A such that x¯ ∈ Wx¯: Then there is V ∈ τ (x¯) such that K ⊆ V and
V \ K ⊆ Wx¯ . This implies, in particular, that
Ω \ Wx¯ ⊆ Ω \ (V \ K ) ⊆ Ω \ V = X \ V (3.7)
(the last equality follows from the fact that K = X \ Ω ⊆ V ). Now, X \ V is a τ -closed subset of X , and it is included in Ω
(as K ⊆ V ); since A is a σ -open (hence, τ -open) cover of Ω , there exists F ∈ [A ]<ω such that X \ V ⊆⋃F , hence also
(by (3.7)) Ω \ Wx¯ ⊆⋃F . Thus, F ∪ {Wx¯} is a ﬁnite subcollection of A which covers Ω . 
Corollary 3.6. If X is an inﬁnite set, then there exists a topology σ on X such that (X, σ ) is KC, not Kate˘tov KC.
Proof. Write X as Ω ∪ Z , where Ω, Z are disjoint and inﬁnite, and Ω is countable. By Example 3.4, there exists a topology
γ on Ω which is KC but not Kate˘tov KC. Let also η be any compact KC topology on Z (for example, that corresponding to
the one-point compactiﬁcation of a discrete space of cardinality |Z |), and let ϑ be the topology on X making (X, ϑ) the
topological (disjoint) sum of (Ω,γ ) and (Z , η). Then (X, ϑ) is clearly KC, and we claim that it is not Kate˘tov KC.
Indeed, suppose τ be a minimal KC (hence compact KC, by [5]) topology on X with τ ⊆ ϑ . Then τ Z ⊆ ϑZ = η, and
since η is a compact KC topology, it is minimal among the KC topologies on Z , so that τ Z = η. It follows that Z is a
compact subset of (X, τ ), so that by KC Z is τ -closed, hence Ω = X \ Z ∈ τ . Then by Proposition 3.5 the space (Ω,τ Ω) is
Kate˘tov KC, i.e. there exists a compact KC topology σ on Ω with σ ⊆ τ Ω . Since, on the other hand, from τ ⊆ ϑ it follows
that τ Ω ⊆ ϑΩ = γ , we conclude that σ ⊆ γ , and this contradicts the fact that (Ω,γ ) is not Kate˘tov KC. 
We end the paper by showing that every SC topology on a set X , which is minimal in ΣSC(X), must be compact;
this gives a positive answer to [4, Question 2.6]. Our proof will essentially be a reﬁnement of the argument used in
[4, Theorem 2.4].
Lemma 3.7. If a T1 space X is not sequentially compact, then there exists a countably inﬁnite, discrete subset A of X with no nontrivial
convergent sequences.
Proof. Let S = {sn | n ∈ ω} be a sequence in X without converging subsequences (we may suppose n → sn one-to-one).
Set n0 = 0: Notice that, since S  s0, there exists a neighborhood V0 of s0 such that |S\V0| = ω. Then let L0 = {n ∈ ω |
sn ∈ V0}—whence |ω\L0| = ω—and n1 = min(ω\L0); since (sn)n∈ω\L0  sn1 there exists a neighborhood V1 of sn1 such
that |S\(V0 ∪ V1)| = ω. Let us deﬁne L1 = {n ∈ ω | sn ∈ V1\V0}: It turns out that |ω\(⋃1i=0 Li)| = ω. Suppose now to
have deﬁned ni ∈ ω, Li ⊆ ω and a neighborhood Vi of sni for i  jˆ (∈ ω), in such a way that i → ni is one-to-one for
i ∈ {0, . . . , jˆ}, Li ∩ Li′ = ∅ for distinct i, i′ ∈ {0, . . . , jˆ }, |ω\⋃ik=0 Lk| = ω for every i  jˆ , Li+1 = {n ∈ ω | sn ∈ Vi+1 \ (⋃ik=0 Vk)}
and ni+1 ∈ ω\⋃ik=0 Lk for 0  i  jˆ − 1. Then set njˆ+1 = min(ω\⋃jˆk=0 Lk). Since (sn)n∈ω\(⋃ijˆ Li)  sjˆ+1, there exists a
neighborhood V jˆ+1 of sn jˆ+1 such that |S\(
⋃
ijˆ+1 Vi)| = ω; we let L jˆ+1 = {n ∈ ω | sn ∈ V jˆ+1\(
⋃
ijˆ Vi)}. It follows that
|ω\⋃jˆ+1k=0 Lk| = ω.
Set A = {sni | i ∈ ω}: Then A is a countably inﬁnite discrete set without converging subsequences. 
Now we can prove the following:
Theorem 3.8. If X is a minimal SC-space then X is sequentially compact.
Proof. Towards a contradiction, suppose (X, τ ) is not sequentially compact: Then by Lemma 3.7 there is a discrete, count-
ably inﬁnite subset A of X which, once envisaged as a sequence, has no converging subsequence. Notice also that, by
removing one point from A if necessary, we may assume that there is an element x¯ of X such that x¯ /∈ A. This means that
there exists
V ∗ ∈ τ (x¯) such that V ∗ ∩ A = ∅.
Now, ﬁx a nonprincipal ultraﬁlter U on A, and let σ be the topology on X such that σ X\{x¯} = τ X\{x¯} , while the point x¯ is
given the fundamental system of (open) σ -neighborhoods:{
V ∈ τ (x¯) ∣∣ V ∩ A ∈U }.
Clearly, σ ⊆ τ , and it is also easy to realize that the inclusion is strict: Indeed, while V ∗ is a τ -neighborhood of x¯ missing
the whole set A, every σ -neighborhood of x¯ contains inﬁnitely many points of A. It is also easy to realize that σ is still T1.
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minimal SC. To this end, suppose S is a sequence which converges to a point s in (X, σ ); since σ is T1 we may consider
only the case where the range of S is inﬁnite. Further, we may assume without loss of generality that S is injective and
s, x¯ /∈ S .
Observe that
|A ∩ S| < ω; (3.8)
otherwise, A ∩ S would be a subsequence of A σ -converging to s, and this would lead to a contradiction both if s = x¯
(because in this case A ∩ S would be also τ -converging to s, while A has no converging τ -subsequence) and if s = x¯
(because, taking a T ∈ U such that (S ∩ A) \ T is inﬁnite, the set X \ (A \ T ) would be a σ -neighborhood of x¯ missing an
inﬁnite subset of S ∩ A).
Now, if s = x¯, then S →τ s and hence (by SC) S ∪ {s} is τ -closed; thus X \ (S ∪ {s}) is a τ -open set containing x¯, and
since (S ∪{s})∩ A is ﬁnite, we see that (X \ (S ∪{s}))∩ A ∈U . Therefore, X \ (S ∪{s}) is also σ -open, i.e. S ∪{s} is σ -closed.
On the other hand, if s = x¯, then it suﬃces for us to prove that S →τ x¯, as in this case it will follow that S ∪ {x¯} is
τ -closed and hence σ -closed (actually, any set containing x¯ is closed in the topology σ if and only if it is closed in the
topology τ ). Indeed, towards a contradiction, suppose there exist an inﬁnite S ′ ⊆ S and a V  ∈ τ (x¯) such that
V  ∩ S ′ = ∅. (3.9)
We ﬁrst show that
∀S ′′ subsequence of S: ∀a ∈ A : S ′′ τ a. (3.10)
Indeed, towards a contradiction, suppose there is an inﬁnite S ′′ ⊆ S with S ′′ →τ a ∈ A: Then, by SC, S ′′ ∪ {a} is τ -closed,
i.e. X \ (S ′′ ∪ {a}) is τ -open; also the latter set contains x¯, as x¯ /∈ S and x¯ /∈ A. Since (S ′′ ∪ {a}) ∩ A is ﬁnite, we see that
(X \ (S ′′ ∪ {a})) ∩ A ∈U ; therefore, X \ (S ′′ ∪ {a}) is also σ -open, hence it is a σ -neighborhood of x¯ missing S ′′ . Of course,
this contradicts S →σ x¯.
Using (3.10) (with S ′′ = S ′), we will construct an inﬁnite S˜ ⊆ S ′ such that x¯ /∈ Clσ S˜ , and this will contradict again S →σ x¯.
To this end, index A \ S in a one-to-one way as {an | n ∈ ω} (remember that |A \ S| = ω by (3.8)). Using induction, we want
to deﬁne for every n ∈ ω an inﬁnite Sn ⊆ S , a Vn ∈ τ (an) and an xn ∈ X in such a way that:
(1) S0 ⊆ S ′ and ∀n 1: Sn ⊆ Sn−1;
(2) Vn ∩ (Sn ∪ {x0, x1, . . . , xn−1}) = ∅;
(3) xn ∈ Sn \ {x0, x1, . . . , xn−1}.
To start the inductive procedure, consider that since S ′ τ a0 (by (3.10)), there exists a V0 ∈ τ (a0) which misses an inﬁnite
subset S0 of S ′; then pick x0 ∈ S0. Thus, the ﬁrst part of (1) is satisﬁed, and (2), (3) are satisﬁed for n = 0. Suppose
now to have deﬁned S0, . . . , Sn¯ in such a way that (1), (2), (3) hold for n  n¯: Then since Sn¯ does not converge to an¯+1
(use again (3.10)), there exist V ′¯n+1 ∈ τ (an¯+1) and an inﬁnite Sn¯+1 ⊆ Sn¯ such that V ′¯n+1 ∩ Sn¯+1 = ∅. Also, since an¯+1 /∈
{x0, . . . , xn¯} (as an¯+1 ∈ A \ S while {x0, . . . , xn¯} ⊆ S), by T1 we may consider a Vn¯+1 ∈ τ (an¯+1) such that Vn¯+1 ⊆ V ′¯n+1 and
Vn¯+1 ∩ {x0, . . . , xn¯} = ∅; thus (2) is fulﬁlled for n = n¯ + 1. Finally, pick xn¯+1 ∈ Sn¯+1 \ {x0, . . . , xn¯}, so that (3) is satisﬁed, too,
for n = n¯ + 1.
Set S˜ = {xn | n ∈ ω}: Then S˜ ⊆ S ′ ⊆ S , so that by (3.9) V  ∩ S˜ = ∅. Notice also that Vn ∩ S˜ = ∅ for every n ∈ ω: Indeed,
xn′ /∈ Vn for n′ < n by (2), while for n′  n we see by (3), (1) and (2) that xn′ ∈ Sn′ ⊆ Sn and Vn ∩ Sn = ∅—hence again
xn′ /∈ Vn . Finally, consider that S˜ is inﬁnite, as (3) ensures that n → xn is one-to-one.
Therefore W = V  ∪ (⋃n∈ω Vn) is an element of σ(x¯) (as A \ S ∈U by (3.8)), and W ∩ S˜ = ∅. This contradicts S →σ x¯,
because S˜ is a subsequence of S . 
By a result of Alas and Wilson [4, Theorem 2.2] and the above theorem, we can state the following:
Theorem 3.9. If X is a minimal SC-space then X is compact.
Moreover, Theorem 3.8 together with [4, Corollary 2.3] provides a complete characterization of minimal SC spaces which
are Hausdorff.
Corollary 3.10. A minimal SC space is Hausdorff if and only if it can be written as a ﬁnite union of convergent sequences together with
their limits.
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