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We investigate theoretically the energy exchange between electrons of two co-propagating, out-of-equilibrium
edge states with opposite spin polarization in the integer quantum Hall regime. A quantum dot tunnel-coupled to
one of the edge states locally injects electrons at high energy. Thereby a narrow peak in the energy distribution
is created at high energy above the Fermi level. A second downstream quantum dot performs an energy resolved
measurement of the electronic distribution function. By varying the distance between the two dots, we are able
to follow every step of the energy exchange and relaxation between the edge states — even analytically under
certain conditions. In the absence of translational invariance along the edge, e.g. due to the presence of disorder,
energy can be exchanged by non-momentum conserving two-particle collisions. For weakly broken translational
invariance, we show that the relaxation is described by coupled Fokker-Planck equations. From these we find
that relaxation of the injected electrons can be understood statistically as a generalized drift-diffusion process
in energy space for which we determine the drift-velocity and the dynamical diffusion parameter. Finally, we
provide a physically appealing picture in terms of individual edge state heating as a result of the relaxation of
the injected electrons.
I. INTRODUCTION
The integer quantum Hall effect is beautifully explained
by a non-interacting theory of electrons propagating chi-
rally along the edges of the two-dimensional electron gas
in a perpendicular magnetic field.1,2 Even though multiple
edge states propagate side-by-side along a single edge, their
chirality prevents electronic backscattering, which is at the
root of the extraordinary experimental precision of the quan-
tized Hall conductivity.2 Moreover, already early experiments
demonstrated selective population and carrier detection in dif-
ferent edge states on the same edge and thereby the first
step was taken towards studying the dynamics between the
edge states.3–7 Interestingly, these studies showed that for-
ward scattering between individual edge states is strongly sup-
pressed on very long distances – but, unlike backscattering,
not entirely absent – and, moreover, depends on the spin-
polarization of the involved edge states. If several edge states
have the same spin-polarization, then inter edge state (ES)
electron transfer was originally measured to take place on a
scale of around 50 to 100 µm.3–5 Newer experiments show a
strong dependence of scattering between spin-degenerate ESs
on disorder along the edge.8,9 However, if only two ESs with
opposite spin-polarization co-propagate (i.e. at filling factor
ν = 2), then inter-ES electron scattering happens on even
longer scales of up to a mm,6 since it is limited by the ne-
cessity of an electronic spin-flip.7
Recently though, experimental evidence of energy ex-
change, without electron exchange, between co-propagating
ESs was found in a quantum Hall system of filling factor
ν = 2. Here one of the two ESs was intentionally brought out
of equilibrium via a quantum point contact (QPC),10–13 and
subsequently an energy resolved measurement of the entire
distribution function was performed by a single level quan-
tum dot (QD) downstream from the QPC.10–12,14 This showed
that the QPC created a step in the energy distribution function,
in accordance with the non-interacting Bu¨ttiker scattering
theory,2 and the step did not change measurably on a distance
FIG. 1. (Color online) (e): Setup for the energy resolved injection
and detection of electrons along the outer edge state (ES) (red lines).
The QDs act as energy filters. The energy level of the left QD deter-
mines the (average) injection energy E0 and can be tuned by the gate
voltage V1. By varying the gate voltage V2, the energy dependence
of the outer ES’s electronic distribution fo can be measured. The in-
ner ES’s distribution fi can also be measured by opening the right
QD completely for the outer ES. Thereby, the changes of both elec-
tronic distributions can be measured at a distance x from the creation
point. (a)-(d): Cartoon of the elementary energy exchange processes
due to the inter-ES interaction: An electron injected into the outer
ES looses energy (b), while an electron in the inner (blue) ES gains
energy (a). This process smears out the Fermi sea of the inner ES, or
intuitively, heats the inner ES. Subsequently, an electron in the inner
(smeared) ES looses energy (c), while an electron in the Fermi sea of
the outer ES gains energy (d). This sequence of energy exchange pro-
cesses causes the energy distribution of the injected electrons (EDIE)
to move downwards in energy at constant speed η and broaden, while
the Fermi seas of the inner and outer ESs smear (i.e. heat up).
2of ∼ 1µm.10 However, on longer distances of ∼ 10 − 30µm,
a Fermi function with elevated temperature (compared to the
fridge temperature) and shifted chemical potential was mea-
sured indicating energy exchange without electron exchange
between the ESs.11 The energy exchange is most likely due
to inter-ES electron-electron interactions.11,15,16 Interestingly,
it was also found that when one ES was forced to form a
short closed loop, then energy exchange between the ESs was
strongly suppressed.12
Another recent experiment17 studies relaxation of two
counter-propagating non-equilibrium ESs by having an ES on
either side of a thin gate in the quantum Hall regime of fill-
ing factor ν = 1 as previously discussed theoretically.18 A
different experiment also at ν = 1 found that heat only propa-
gates along the electronic transport direction of the ES.19 This
experiment also revealed that hot electrons injected locally
cooled down, while traveling along a single ES on a distance
of roughly 60 µm.
All these thorough experimental studies prompted vari-
ous rather different theoretical works aimed at understand-
ing the mechanism of energy relaxation in the integer quan-
tum Hall regime.15,16,18,20–26 Some of these works assume the
co-propagating ESs to be translation invariant and their low-
energy physics to be described by chiral Luttinger liquid (LL)
theory.16,20,22–25 Interestingly, the standard (chiral) LL model
cannot strictly speaking account for energy relaxation due to
its integrability.21,25,27–29 In order to study relaxation within
a LL model one needs to circumvent this somehow. The LL
model first put forward by Degiovanni et al.16 focused on en-
ergy exchange as a result of scattering of collective plasmon
excitations in a region of finite size combined with a phe-
nomenological model of the plasmon distribution due to the
QPC. In Refs. 20 and 25, the QPC is emulated by assuming an
initial out-of-equilibrium step momentum distribution func-
tion and then its time-evolution is studied. While the effect of
the QPC is easy to describe in a fermionic language, it is in
general harder to do so within a bosonisation approach. De-
spite tremendous progress, a new experiment30 suggests that
we still lack a complete theoretical understanding of interac-
tion induced relaxation and decoherence in the integer quan-
tum Hall regime.
In this and a previous work by the authors15 as well as
in Ref. 18, a different approach is used by explicitly tak-
ing into account the non-translation invariant nature of ESs.
This is due to the fact that ESs follow the equipotential lines,
which are deformed by the presence of impurities and varia-
tions of the edge confinement potential.2 Consequently, non-
momentum conserving two-particle electron-electron interac-
tions are present and we describe the relaxation in terms of a
kinetic Boltzmann equation. In this model, non-equilibrium
ES distributions are naturally predicted to relax towards
Fermi distributions. In passing, we note that three-particle
interactions,31 relevant for a translation invariant edge, have
also been considered recently within a Fermi-liquid picture.21
Similar models for other quasi-one-dimensional systems have
also recently been studied.28,31–43
Here we discuss the relaxation of high energy electrons
injected locally by a side-coupled QD into one of two ESs
(ν = 2). This gives a narrow peak in the ES’s energy dis-
tribution high above the Fermi level [Fig. 1(b)]. A second
downstream QD measures the distribution function versus en-
ergy, see Fig. 1(e). We analyze the manner in which the en-
ergy distribution of the injected electrons (EDIE) changes as
the electrons relax towards the Fermi level. As a consequence,
the electronic distributions around the Fermi levels of the two
ESs gradually smear out (or, physically, heat up) as outlined
in Fig. 1 and its caption. Our analysis is relevant for a steady-
state situation and focuses on weakly broken translational in-
variance along the edge. We provide a step-by-step under-
standing of the energy exchange processes, i.e. as a function
of the distance between the QDs. This is even achieved analyt-
ically under certain simplifying assumptions. In fact, the ana-
lytical distribution functions are found in a non-perturbative
and far-from-equilibrium situation.44 Finally, we note that
both the energy resolved injection and detection of electrons
using side-coupled QDs have already been realized in sepa-
rate experiments.30,45,46 A system combining both capabilities
– very similar to our setup – is being currently investigated.30
Hence our predictions could be tested in the near future.
A. Main results and experimental predictions
We analyze the relaxation between two ESs where electrons
are injected into one of them high above the Fermi energy of
an otherwise equilibrated system. The relaxation dynamics is
described by two coupled (nonlinear integro-differential) ki-
netic equations, which we reduce to a more intuitive set of
coupled Fokker-Planck equations (Secs. III and IV). This
is possible basically by using two conditions: (i) The trans-
lational invariance is only weakly broken and (ii) the injec-
tion QD (see Fig. 1) is only weakly coupled to the ES. The
weakly broken translational invariance means that the energy
scale ∆E of the allowed energy exchange per collision (due to
the non-momentum conserving scattering) becomes the small-
est energy scale in the problem. The weak coupling between
the QD and the outer ES is controlled by gate voltages and
ensures that the EDIE is small compared to full occupation
(i.e. one). Thus, Pauli-blocking for the injected electrons can
be neglected.47
From our analysis, the physical picture illustrated in Fig. 1
emerges: The EDIE with average energy E0 in the outer ES
relaxes via a generalized drift-diffusion process. The energy
lost by the injected electrons smears out the distribution of the
inner ES around the Fermi level µi, i.e. intuitively heats up
the inner ES [Fig. 1(a-b)]. The heat of the inner ES in turn
gradually equilibrates with the outer ES, which therefore also
smears out around its (initial) Fermi-level µo [Fig. 1(c-d)].48
The supplementary material contains movies showing the de-
scribed course of the relaxation (See e.g. symmetric.avi).49
A simple prediction of our work, which should be easy to
verify experimentally, is that the average energy 〈E〉 of the
EDIE moves towards the Fermi-level as [see Fig. 1(d)]
〈E〉 = E0 − ηx, (1)
3i.e. with constant drift-velocity in energy space given by
η =
√
π
4
γ(∆E)3, (2)
where γ is the effective inter-ES interaction (specified later in
Eq. (9)) and x is the distance between the QDs. The average
energy is equal to the maximum of the EDIE, Emax(x) = 〈E〉,
if it is even around its maximum initially, which is a very
likely experimental30 realization.
Furthermore, while the EDIE loses energy on average, its
width increases as
Γ(x) =
√
Γ20 + 4η
∫ x
0
dx′Di(0, x′), (3)
where Γ0 is the initial width of the EDIE and Di(0, x) describes
the energy smearing around the Fermi level of the inner ES,
i.e. intuitively the temperature of the inner ES (defined rig-
orously in Sec. II). The function Di(0, x) is nothing else than
the dynamical diffusion parameter of the drift-diffusion relax-
ation process in the inner ES. Interestingly, the spreading of
the EDIE is dynamically accelerated during the relaxation,
since the heating of the inner ES [i.e. increasing Di(0, x)] is
caused by the gradual energy loss of the injected electrons.
Due to this feedback mechanism, we dub the drift-diffusion
process of the EDIE to be generalized compared to e.g. Brow-
nian motion.50 Strictly speaking, Eq. (3) only holds for an ini-
tial Gaussian EDIE, but other forms of the distribution give
qualitatively the same result (see Appendix B).
We deal with the relaxation and thereby the smearing of
the inner ES, Di(0, x), using two different models. In the first
model in Sec. III, we neglect the Fermi sea of the outer ES and
thereby only focus on the interplay between the injected elec-
trons and the inner ES. The advantage of this model is analytic
distribution functions for both ESs, showing e.g. that the inner
ES strictly speaking does not remain an exact Fermi distribu-
tion with elevated temperature for x > 0 — even though it is
close. The problem of this model is that the inner ES smears
out too fast (i.e. over-heats), which acts back on the EDIE by
inducing too fast an energy spreading via Di(0, x), see Eq. (3).
The over-heating problem is taken care of in our second model
in Sec. IV, where the Fermi sea of the outer ES is included
again and therefore is able to receive some of the energy from
the smearing of the Fermi sea of the inner ES. We emphasize
that Eqs. (1-3) are valid for both models, and only the widen-
ing of the EDIE differs due to different Di(0, x). However,
the second model only offers immediate analytic solution of
the EDIE, but not for the entire electronic distribution of both
ESs. Nevertheless, by introducing an effective temperature
approach in Sec. IV C, we gain powerful physical insight into
the energy redistribution between the ESs and the electronic
distributions. Finally, we compare this approach with an exact
iterative numerical solution of the original kinetic equations.
Our Fokker-Planck approach is valid as long as the EDIE is
sufficiently well separated in energy from the Fermi sea of the
outer ES. Once the EDIE gets close to the Fermi sea, then the
relaxation scheme discussed above changes. This happens at
a characteristic length
ℓfp = (E0 − µo)/η, (4)
where the average energy of the injected electrons equals the
Fermi level. We emphasize that ℓfp characterizes nearly full
relaxation for our setup with an EDIE and depends explicitly
on the initial energy E0, i.e. it is not a generic relaxation length
scale in ESs. In contrast, the velocity in energy space, η, is a
more fundamental quantity obtained within our theory.
We treat the relaxation of the EDIE close to the Fermi level,
x & ℓfp, by noting that two Fermi distributions with equal tem-
peratures solve the full kinetic equations. The common tem-
perature [see Eq. (50)] and the Fermi levels of the fully equi-
librated system are found from conservation of energy and
particle number (Sec. V). We confirm that the Fermi distribu-
tions indeed are the equilibrated distributions by numerically
solving the full coupled kinetic equations (Sec. IV C). Finally,
we discuss relaxation beyond the Fokker-Planck regime and
electron-hole symmetric relaxation in Sec. VI.
II. THE MODEL
To analyze the electronic relaxation within the ESs, we use
the Boltzmann kinetic equation
vkα∂x fα(k, x) = Ikxα[ fα, fα¯] (5)
where fα is the distribution function for the inner (α = i) or
outer (α = o) ES at position x and wavenumber k. The ve-
locity is vkα = (1/~)∂kEkα and α¯ is the opposite ES of α. The
energy exchange between the ESs is mediated by two-particle
inter-ES interactions described by the collision integral51
Ik1 xα[ fα, fα¯] =
∑
k2k1′ k2′
W12,1′2′ (6)
×
{
fα(k1′ , x)[1 − fα(k1, x)] fα¯(k2′ , x)[1 − fα¯(k2, x)]
− fα(k1, x)[1 − fα(k1′ , x)] fα¯(k2, x)[1 − fα¯(k2′ , x)]
}
.
The Pauli-principle is incorporated into the combination of
distribution functions by the in- and out-scattering terms as
fα(k, x)[1 − fα(k′, x)], which describes a scattering from k to
k′ in ES α. The scattering rate W12,1′2′ is found from the Fermi
golden rule, i.e. W12,1′2′ = 2π~ |〈k1′α, k2′ α¯|V |k1α, k2α¯〉|2δ(Ek1α +
Ek2α¯ − Ek1′α − Ek2′ α¯), from which the conservation of total en-
ergy in the scattering is explicit.
As in our previous work,15 we incorporate the non-
translational invariance by using an interaction between elec-
trons in the inner and outer ESs at positions x and x′, respec-
tively, of the form V(x, x′) = V0δ(x − x′)g(x). Here V0 is
the interaction strength and g(x) is a dimensionless function
modeling the variations of the inter-ES interaction along the
edge due to the lack of translational invariance, which opens
the possibility of non-momentum conserving scattering.52 We
are not interested in studying a specific disorder realization,
so we average over different configurations and assume a
Gaussian distributed deviation of g from its mean g0, i.e.
4(g(x) − g0)(g(x′) − g0) = A/(
√
2πℓp)e−(x−x′)2/(2ℓ2p). Here we
introduce the momentum-breaking correlation length ℓp char-
acterizing the amount of non-momentum conservation. The
length A describes the typical magnitude of the interaction
variations. This leads to an averaged interaction matrix el-
ement with a non-momentum conserving part of the form
|〈k1′α, k2′ α¯|V |k1α, k2α¯〉|2∆k,0 ∝ V20 Ae−∆k
2ℓ2p/2, where ∆k is the
difference between the total momentum before and after the
scattering, ∆k ≡ k1 + k2 − k1′ − k2′ . Therefore, the larger ℓp
is, the more restricted is the possibility for having ∆k , 0.
This interaction model is convenient, but its specific form is
not important for the physics described in this paper as long as
it incorporates the non-momentum conserving processes. Fi-
nally, we note that the intra-ES interaction matrix element is
zero due to cancellation of the direct and exchange interaction
terms. This cancellation depends somewhat on the interaction
model, but the intra-ES interaction is generally strongly sup-
pressed. Further details on the used interaction are found in
Ref. 15 and its supplementary material.49
The phase space for momentum and energy conserving
scattering is very limited in one dimension, so the functional
form of the dispersion relation Ekα plays a role for the detailed
relaxation.21,31 However, here the phase space opens up due to
the non-momentum conserving processes and the form of the
dispersion relation is less important. Thus, we simply use lin-
ear dispersions Ekα = µα + ~vα(k − kF,α),53 and from now on
consider the kinetic equation (5) in energy space, i.e.
∂x fα(E, x) = IExα[ fα, fα¯]. (7a)
Here 1/vα is absorbed into the collision integral as indicated
by the notation change, I → I, i.e.
IExα[ fα, fα¯] =γ
∫ ∞
−∞
dω e−(ω/∆E)2 (7b)
×
{
fα(E + ω, x)[1 − fα(E, x)]Dα¯(ω, x)
− fα(E, x)[1 − fα(E + ω, x)]Dα¯(−ω, x)
}
,
which describes the exchange of an energy ω between the two
ESs. The available phase space in ES α¯ to absorb an energy ω
is accounted for by
Dα¯(ω, x) =
∫ ∞
−∞
dE′ fα¯(E′ − ω, x)[1 − fα¯(E′, x)]. (8)
Similarly, Dα¯(−ω, x) gives the phase space for emitting energy
+ω by ES α¯. Moreover,
γ =
V20 A
(2π~vi~vo)2 and ∆E =
√
2
ℓp
~vivo
|vi − vo| (9)
are, respectively, the effective interaction strength and the en-
ergy scale for the allowed energy exchange per collision due
to the non-momentum conserving scattering.
Mathematically, our problem is now to solve the two cou-
pled kinetic Eqs. (7) for the distribution functions fα(E, x) of
the inner and outer ESs (α = i, o) with the initial condition that
fi(E, 0) is a Fermi distribution and fo(E, 0) is a Fermi distri-
bution plus the initial EDIE b(E, 0). In general, this is a hard
problem to solve analytically. Our Fokker-Planck approach
however offers interesting insight into the relaxation process.
A. Conserved quantities
The kinetic equation (5) leads to conservation of (i) the par-
ticle number of each ES separately, and (ii) the total energy of
both ESs. These conserved quantities are very useful guide-
lines to both understand the relaxation and make meaningful
approximations. Therefore, we briefly discuss them here.
Conservation of the number of particles in a single ES,
Nα =
∫
dEρα fα(E, x), where ρα = L/(2π~vα) is the density
of states, follows from
∂x
∫ ∞
−∞
dE fα(E, x) = 0. (10)
This is shown by using the kinetic equation (5) in Appendix A.
Due to the linear dispersions, it can be convenient to introduce
a low-energy cut-off such that Nα is finite. This does not affect
the physics discussed here.
Even though the ESs exchange energy, the sum of the elec-
tronic energies in the ESs is conserved in each collision, i.e.
Ek1α+Ek2α¯ = Ek1′α+Ek2′ α¯. Therefore, the total energy current
is conserved, which leads to the following conserved quantity
(derived in Appendix A):
∂x
∑
α
Zα(x) = 0, where (11a)
Zα(x) =
∫ ∞
−∞
dE(E − µ¯α) fα(E, x). (11b)
Here we introduced an (arbitrary) reference chemical poten-
tial µ¯α for calculational convenience. We formulated the con-
servation laws in Eqs. (10-11) for our specific case. However,
in Appendix A, they are derived from the kinetic equation (5)
with general dispersion relations.
III. RELAXATION OF THE INJECTED ELECTRONS
WITHOUT A FERMI SEA IN THE OUTER EDGE STATE
In this section, we consider a simplified problem, where we
ignore the Fermi sea in the outer ES, into which the electrons
are injected. This simplification leads to analytic solutions for
the distribution functions. It includes the physics illustrated
in Fig. 1(a) and (b), but excludes the energy-redistribution be-
tween the Fermi seas shown in Fig. 1(c) and (d).
A. The coupled Fokker-Planck kinetic equations
Within this model, the distribution function of the outer ES
is restricted to only the EDIE (i.e. a blob) and written as
fo(E, x) = b(E, x), (12)
while the inner ES distribution function fi(E, x) initially is a
Fermi function with temperature T . The particle number Nb
of the EDIE is conserved, so∫ ∞
−∞
dE b(E, x) = Nb
ρo
(13)
5FIG. 2. (Color online) Analytic solution of the distribution functions for the model without a Fermi sea in the outer ES in Sec. III. Left panel:
Evolution of the gaussian EDIE b(E, x) in Eq. (19) with the width given in Eq. (3) and the energy smearing of the inner Fermi sea Di(0, x) in
Eq. (21). The dashed (black) line indicates the evolution of the maximum of the distribution given by Eq. (20). Right panel: corresponding
evolution of the inner ES distribution fi(E, x) Eq. (18). As long as ∆E is the smallest energy scale of the problem, the distribution functions
only depend on η (and thereby ∆E and γ) through the unit of x. Thus, using E0 = µi in the figure, we can scale x by the same unit of length,
namely E0/η = µi/η. The parameters are (in arbitrary units): Nb/ρo = 0.5, Γ0 = 2 and kbT = 1.25.
is independent of x. The coupled kinetic equations (7)
∂x fi(E, x) = IExi[ fi, b], (14a)
∂xb(E, x) = IExo[b, fi], (14b)
greatly simplify by assuming that the EDIE is small in the
sense that b(E, x) ≪ 1, such that Pauli-blocking can be ne-
glected in the collision integrals: b(1 − b) ≃ b. The smallness
of the initial distribution b(E, 0) is controlled experimentally
by the confinement gates of the injection QD. The collision
integrals simplify to
IExi[ fi, b] ≃ γNb
ρo
∫ ∞
−∞
dω e−[ ω∆E ]2
{
fi(E+ω, x)− fi(E, x)
}
, (15a)
since Do(ω, x) ≃ Nb/ρo for b(E, x) ≪ 1, and
IExo[b, fi] ≃ γ
∫ ∞
−∞
dω e−[ ω∆E ]
2 (15b)
×
{
b(E + ω, x)Di(ω, x) − b(E, x)Di(−ω, x)
}
.
Next we restrict ourself to the limit of weakly broken trans-
lational invariance such that ∆E becomes the smallest en-
ergy scale, in particular smaller than variations in energy of
the EDIE b(E, x), the distribution fi(E, x) as well as the func-
tion Di(E, x). Thus, the Gaussian kernel in (15) becomes a
strongly peaked function around ω = 0, such that only the
lowest order terms in the energy exchange ω in the curly
brackets are needed. Formally, a new integration variable
z = ω
∆E can be introduced, which allows for an expansion in
the small parameters given by ∆E over the energy variations
of the involved functions. This is the idea behind deriving a
Fokker-Planck equation from a rate-like equation.28,54 After
expanding and doing the integrals, the kinetic Eqs. (14) be-
come
∂x fi(E, x) = η
Nb
ρo
∂2E fi(E, x), (16a)
∂xb(E, x) = 2η
[
∂ωDi(0, x)∂Eb(E, x) + 12 Di(0, x)∂
2
Eb(E, x)
]
,
(16b)
where η is defined in Eq. (2). Using only that fi(E, x) is
fully occupied (empty) for very low (high) energy, we get
∂ωDi(0, x) = 12 independently of x (see Appendix D 1). This
reduces the kinetic equation (16b) for b(E, x) to
∂xb(E, x) = η
{
∂Eb(E, x) + Di(0, x)∂2Eb(E, x)
}
, (17)
which is a Fokker-Planck equation.50 Together with the ki-
netic equation (16a) for the inner ES distribution fi, these two
simplified kinetic equations determine the evolution of the dis-
tributions in the small ∆E limit. In Eq. (17), the first term in
the brackets on the right-hand side describes the drift motion
of the EDIE in energy with velocity η, while the second term
describes its diffusion in energy with dynamical diffusion pa-
rameter ηDi(0, x). The diffusion in energy is termed dynami-
cal due to its x-dependence. The kinetic equations (16a) and
(17) still couple, but in a much weaker way than the origi-
nal kinetic equations (7) with the full collision integrals. In
fact, the evolution of the inner distribution fi in Eq. (16a) only
couples to the EDIE via its particle number Nb — not to the
full form of b(E, x) as in the original kinetic equation. This
stems from the smallness of the EDIE and already appears
in the collision integral approximation (15a). The evolution
of the EDIE in Eq. (17) couples to the other ES via Di(0, x),
which describes the smearing of the distribution of the inner
ES around the Fermi level and initially Di(0, 0) = kbT .
6B. The analytic distribution functions
Now we discuss the solutions of the coupled Fokker-
Planck equations (16a) and (17). Eq. (16a), which is a one-
dimensional diffusion equation, is readily solved to yield
fi(E, x) =
√
ρo
4πNbηx
∫ ∞
−∞
dE′ e−
(E−E′ )2
4Nbηx/ρo fi(E′, 0), (18)
where fi(E′, 0) is the initial Fermi distribution of temperature
T . Interestingly, this solution explicitly shows that fi(E, x)
does not remain a Fermi distribution with elevated temper-
ature for x > 0, even though it is rather similar as seen on
Fig. 2. Nevertheless, once the injected electrons fully relax at
x > ℓfp, then fi(E, x) becomes a Fermi distribution again, see
Sec. IV C. However, full relaxation is never reached within the
present model, since it is the missing Fermi sea in the outer ES
that effectively ends the relaxation.
The Fokker-Planck Eq. (17) for the EDIE can be solved an-
alytically, if we assume an initially Gaussian form of b(E, 0).
In that case, the EDIE remains Gaussian for x > 0,
b(E, x) = Nb
Γ(x)ρo
√
π
exp
[
− [E − E0(x)]
2
Γ(x)2
]
. (19)
To obtain E0(x) and Γ(x), we insert b(E, x) in Eq. (19) into
Eq. (17) and solve the two simple differential equations that
arise. We find the maximum of the EDIE E0(x) to gradually
move downwards in energy,
E0(x) = −ηx + E0, (20)
from its initial value E0, while the width Γ(x) increases ac-
cording to Eq. (3). The constant drift-velocity η, given in
Eq. (2), only depends on the effective inter-ES interaction and
∆E, while the width of the distribution Γ(x) also depends on
the inner ES distribution through its smearing Di(0, x). By in-
serting fi(E, x) from Eq. (18) into the definition of Di(0, x) in
Eq. (8), we find
Di(0, x) =
√
ρo
8πNbηx
∫ ∞
−∞
dE e−
ρo E2
8Nbηx
E
1 − e−E/kbT . (21)
This shows that the energy smearing of the inner ESs Fermi
level initially is nothing but the temperature, Di(0, 0) = kbT ,
and that it increases for longer distances, Di(0, x) > Di(0, 0).
In the limit of long distances,
√
8Nbηx/ρo ≫ kbT , we approx-
imately find Di(0, x) ≈
√
2Nbηx/(πρo) (keeping ∆E ≪ kbT in
mind). Thereby, we have a complete description of the evolu-
tion of the EDIE b(E, x) and the inner ES distribution fi(E, x)
within this simplified model as shown in Fig. 2.
C. Generic features of the relaxation
The relaxation pattern of the EDIE does not depend cru-
cially on the assumption of an initially Gaussian distribu-
tion. An initial Lorentzian distribution or an initial distribu-
tion ∝ cosh−2[(E − E0)/(2Γc)] do not change our predictions
qualitatively as discussed in Appendix B. Furthermore, for
any initial EDIE, the average energy of the injected electrons,
〈E〉 ≡ ρo
Nb
∫ ∞
−∞
dE Eb(E, x), (22)
is found to evolve in space like the maximum of the Gaussian
distribution in Eq. (20), i.e. 〈E〉 = −ηx + E0. This can be
realized by inserting Eq. (17) into ∂x〈E〉, i.e.
∂x〈E〉 = ρoNb
∫ ∞
−∞
dEEη
{
∂Eb(E, x) + Dα¯(0, x)∂2Eb(E, x)
}
= −η,
(23)
where we used partial integration and the fact that b(E, x) →
0, Eb(E, x) → 0 and E∂Eb(E, x) → 0 for E → ±∞. We em-
phasize that the evolution of the average energy 〈E〉 is generic
for any EDIE. If we specialize to an EDIE that is initially sym-
metric in energy around its maximum Emax(x), then we find
that 〈E〉 = Emax(x) and that an initially symmetric distribution
remains symmetric for x > 0. This is shown in Appendix C.
Finally, we observe that energy is transferred by the relax-
ation of the injected electrons to the inner ES at a constant
rate, which is reflected by the fact that
∂xZo(x) = −∂xZi(x) = −ηNb
ρo
. (24)
This is shown by inserting the Fokker-Planck Eqs. (16a) and
(17) into the definition of Zα(x) in Eq. (11) (similar deriva-
tion as given Appendix D 2). This gradual energy transfer,
which causes smearing of the distribution around the inner
ES’s Fermi level, is physically interpreted as heating of the
inner ES. Moreover, Eq. (24) also shows that the conservation
law ∂x[Zo(x) + Zi(x)] = 0 in Eq. (11) is fulfilled irrespectively
of the form of b(E, 0) as expected.
IV. RELAXATION OF THE INJECTED ELECTRONS
INCLUDING THE FERMI SEA IN BOTH EDGE STATES
Next, we incorporate the outer ES’s Fermi sea and thereby
analyze the relaxation of the injected electrons in the presence
of Fermi seas in both ESs. Although we consider a EDIE with
an average energy high above the Fermi level, the Fermi sea of
the outer ES still plays a role, since it absorbs energy from the
inner ES. The physical picture emerging from our analysis is
that the relaxation of the injected electrons heats the inner ES
and subsequently the heat redistributes between the two ESs
as shown in Fig. 1. Here, heating refers to an increase of the
energy smearing around the Fermi level. The reduced heating
of the inner ES causes the EDIE to spread less than described
by the model without the outer Fermi sea in Sec. III.
A. The coupled Fokker-Planck kinetic equations
We begin by separating the outer ES distribution fo into an
EDIE b(E, x) and a function fo(E, x) describing the Fermi sea:
fo(E, x) = fo(E, x) + b(E, x), (25)
7where fo as well as fi initially are Fermi functions of temper-
ature T and chemical potentials µo and µi, i.e.
fo(E, x = 0) = 1
1 + exp
(E−µo
k
b
T
) . (26)
The Fermi energies of the two ESs can easily be tuned sepa-
rately in an experiment, although they are equal for the car-
toon setup in Fig. 1(e). Using the rewriting (25), the full cou-
pled kinetic equations (7) become
∂x fi(E, x) = IExi[ fi, fo + b], (27a)
∂x[fo(E, x) + b(E, x)] = IExo[fo + b, fi], (27b)
which describe the entire relaxation until equilibrium.
Here, we specialize to the case of an EDIE high above
the Fermi level and sufficiently narrow such that b(E, x) and
fo(E, x) do not overlap in energy. As the EDIE loses energy
on average and widens, this assumption will eventually break
down, so the final stages of the relaxation are excluded from
the description below. The separability in energy of b and fo is
taken to be much larger than ∆E such that the particle number
in each distribution is conserved separately, i.e.∫ ∞
−∞
dE b(E, x) = Nb
ρo
and
∫ ∞
ǫc
dE fo(E, x) = Nfs
ρo
(28)
are both independent of x. (Here ǫc ≪ µo, µi is a low energy
cutoff to keep Nfs < ∞ and without importance for the de-
scribed physics.) The separation in energy between b and fo
allows us to neglect products of the kind b(E±ω, x)fo(E, x) in
the collision integrals in Eq. (27) such that
IExi[ fi, fo + b], ≃ IExi[ fi, fo] + IExi[ fi, b], (29a)
IExo[fo + b, fi] ≃ IExo[fo, fi] + IExo[b, fi]. (29b)
Moreover, ∂xfo(E, x) and ∂xb(E, x) naturally also separate in
energy such that we can split the kinetic equation (27b) into a
kinetic equation for each of the two distributions b and fo, i.e.
∂x fi(E, x) = IExi[ fi, fo] + IExi[ fi, b], (30a)
∂xfo(E, x) = IExo[fo, fi], (30b)
∂xb(E, x) = IExo[b, fi]. (30c)
Thus, the injected electrons and the outer ES’s Fermi sea do
not exchange energy directly, since no collision integral con-
nect b and fo and intra-ES interaction is absent (see Sec. II).
However, indirectly they exchange energy through the inner
ES. The appearance of fo and the ability of the Fermi seas
of the two ESs to exchange energy due to IExi[ fi, fo] and
IExo[fo, fi] in Eq. (30) are new ingredients of this model [com-
pare to Eq. (14)]. Furthermore, IExo[fo, fi] = IExi[ fi, fo] = 0
at x = 0, since the collision integral of equal temperature
Fermi functions vanish (even for µi , µo). Thus, the ini-
tial evolution at x = 0 of the EDIE and fi is the same as for
the model in Sec. III, since Eqs. (30a) and (30c) simplify to
Eqs. (14) at x = 0. This shows that some initial relaxation
of the injected electrons is necessary to change fi, before the
Fermi seas begin to exchange energy.
As in Sec. III, we now concentrate on the case of a small
EDIE, b(E, x) ≪ 1, and therefore neglect Pauli-blocking,
b(1 − b) ≃ b, such that the collision integrals IExi[ fi, b] and
IExo[b, fi] simplify to the forms in Eq. (15). Next, we consider
the limit of weakly broken translational symmetry, such that
∆E is the smallest energy scale of the problem. By the same
strategy as discussed after Eq. (15), we now derive a set of
coupled Fokker-Planck equations from the kinetic Eqs. (30).
The small ∆E limit of the collision integrals involving b are
the same as found previously in Eqs. (16) and (17), i.e.
IExi[ fi, b] ≃ ηNb
ρo
∂2E fi(E, x), (31a)
IExo[b, fi] ≃ η
[
∂Eb(E, x) + Di(0, x)∂2Eb(E, x)
]
. (31b)
The collision integrals describing the relaxation between the
two Fermi seas in the limit of small ∆E are
IExi[ fi, fo] ≃ η
{
[1−2 fi(E, x)]∂E fi(E, x) +Do(0, x)∂2E fi(E, x)
}
,
(32a)
IExo[fo, fi] ≃ η
{
[1−2fo(E, x)]∂Efo(E, x) + Di(0, x)∂2Efo(E, x)
}
,
(32b)
where in analogy to Dα(ω, x) in Eq. (8) we introduced
Do(ω, x) =
∫ ∞
−∞
dE′ fo(E′ − ω, x)[1 − fo(E′, x)] (33)
and used ∂ωDo(0, x) = ∂ωDi(0, x) = 1/2 (see Appendix D 1).
Inserting these collision integrals into the kinetic Eqs. (30),
we end up with the coupled Fokker-Planck equations,
∂x fi(E, x) = ηNb
ρo
∂2E fi(E, x) (34a)
+η
{
[1 − 2 fi(E, x)]∂E fi(E, x) +Do(0, x)∂2E fi(E, x)
}
,
∂xfo(E, x) = η
{
[1 − 2fo(E, x)]∂Efo(E, x) + Di(0, x)∂2Efo(E, x)
}
,
(34b)
∂xb(E, x) = η
{
∂Eb(E, x) + Di(0, x)∂2Eb(E, x)
}
, (34c)
in the limit of weakly broken translational symmetry. As
stated above, these equations are valid when ∆E is the small-
est energy scale, i.e. smaller than the variations in energy
of b, fi, fo, Di and Do. The dynamical diffusion parame-
ters are ηDi(0, x) [as in the previous model Eq. (17)] and
η(Nb/ρo +Do(0, x)) for the outer and inner ES, respectively.
Evidently, including the outer ES’s Fermi sea fo compli-
cates the coupled Fokker-Planck Eqs. (34) compared to the
ones without it in Eqs. (16a) and (17). Therefore, no immedi-
ate analytic solution of the coupled Fokker-Planck Eqs. (34)
for all three distributions are in sight. Nevertheless, the EDIE
can in fact be found analytically, since Eq. (34c) is formally
identical to the Fokker-Planck Eq. (17) in the absence of the
Fermi sea of the outer ES. Consequently, the average energy
〈E〉 of the EDIE with any initial form still follows Eq. (1) and
for an initial Gaussian EDIE, the solution is still
b(E, x) = Nb
Γ(x)ρo
√
π
exp
[
− [E − E0(x)]
2
Γ(x)2
]
(35)
8as in Eq. (19), where E0(x) and Γ(x) still follow Eqs. (20) and
(3), respectively. However, the smearing of the inner ES’s
Fermi sea, Di(0, x), is now different from the one found pre-
viously in Eq. (21), which affects the width of the EDIE only.
In fact, from the point of view of the EDIE, the present exten-
sion of the previous model in Sec. III only serves to refine the
modelling of Di(0, x). Below, we will model Di(0, x) within
an effective temperature approach.
The difficulty of solving the coupled Fokker-Planck
Eqs. (34) is partly due to the non-linear drift terms (1 −
2 fi)∂E fi and (1−2fo)∂Efo. These stem from the fact that fi and
fo are not always small, so the Pauli-blocking terms fi(1 − fi)
and (1 − fo)fo cannot be simplified in the collision integrals
(32). Such non-linear terms makes the Fokker-Planck scheme
less fruitful for an initial step distribution as previously stud-
ied by other methods theoretically15 and experimentally.10–13
To illustrate the differences between the models with and
without a Fermi sea in the outer ES, we provide two sim-
ulation movies in the supplementary material.49 They com-
pare our two models together with a numerical solution of
the full kinetic Eqs. (7) in the Fokker-Planck regime (named
model compI.avi) and outside the Fokker-Planck regime
(called model compII.avi). The latter regime will be dis-
cussed in Sec. VI A. Both simulations clearly show an over-
heating of the inner ES in the model without the outer ES’s
Fermi sea as expected. Moreover, the Fokker-Planck mod-
els are found to compare very well to the full kinetic Eqs. (7)
within the Fokker-Planck regime.
B. Conserved quantities within this model
Now we show that the coupled Fokker-Planck Eqs. (34) ful-
fil the conservation laws in Sec. II A, so they are a sensible
approximation to the full coupled kinetic Eqs. (7).
First of all, the coupled Fokker-Planck Eqs. (34) conserve
the particle number of the Fermi seas fi and fo and the EDIE
b separately, since
∂x
∫ ∞
ǫc
dE fi(E, x) = ∂x
∫ ∞
ǫc
dEfo(E, x) = ∂x
∫ ∞
−∞
dEb(E, x) = 0.
(36)
This is shown by inserting each of the three Fokker-Planck
Eqs. (34) and using (1 − 2g)∂Eg = ∂E[(1 − g)g] for g = fi, fo
as well as the appropriate high and low energy limits of the
distributions and their derivatives.
Secondly, we confirm the conservation law
∂x[Z fi(x) + Zfo (x) + Zb(x)] = 0, (37)
expressing energy conservation in the scattering. Due to our
partitioning of the outer distribution, fo = fo + b, we have
here divided Zo(x) for the outer ES into two parts as Zo(x) =
Zfo (x) + Zb(x). Therefore, here we label Z by the distribution
instead of the ES as in Eq. (11), i.e.
Zg(x) =
∫ ∞
−∞
dE (E − µ¯g)g(E, x), (38)
for g = b, fo, fi. From the Fokker-Planck Eqs. (34) and the
high and low energy limits of the distributions, we find (see
Appendix D 2 for details)
∂xZb(x) = −ηNb
ρo
, (39a)
∂xZ fi(x) = η
Nb
ρo
− ηDi(0, x) + ηDo(0, x), (39b)
∂xZfo (x) = −ηDo(0, x) + ηDi(0, x), (39c)
so the conservation law in Eq. (37) is fulfilled. We observe
from Eq. (39a) that the injected electrons lose energy at a con-
stant rate, ∝ ηNb, as in the model without the outer ES’s Fermi
sea [compare to Eq. (24)]. According to Eq. (39b), the inner
ES’s Fermi sea fi absorbs this energy at the same rate, ηNb/ρo,
just like in Eq. (24). However, now the Fermi seas of the inner
and outer ESs also exchange energy with rates proportional
to their energy smearing, Di(0, x) and Do(0, x), respectively,
as evident from Eqs. (39b) and (39c). This interpretation of
Eq. (39) motivate us to construct an effective temperature ap-
proach below in order to better understand the physics of the
Fermi sea distributions fi and fo in the relaxation.
C. Effective temperature approach
Up to now, we have several times discussed the energy
smearing around the inner and outer Fermi levels, Di(0, x) and
Do(0, x), and intuitively understood these as temperatures of
the two Fermi seas —although we are in an out-of-equilibrium
situation. Here we take this intuition one step further and gain
transparent physical insights into the relaxation of the injected
electrons in the Fokker-Planck regime described by Eqs. (34).
To this end, we use the Ansatz that the Fermi seas are simply
distributed according to Fermi functions with x-dependent ef-
fective temperatures Ti(x) and To(x), i.e.
fi(E, x) → f Fi (E, x) ≡
1
1 + exp
[ E−µi
k
b
Ti(x)
] , (40a)
fo(E, x) → fFo (E, x) ≡
1
1 + exp
[ E−µo
k
b
To(x)
] . (40b)
Inserting these into the definitions (8) and (33) promptly gives
DFi (0, x) = kbTi(x) and DFo (0, x) = kbTo(x), (41)
where the superscript F indicates the use of the Ansatz (40).
Thus, the energy smearing around the inner and outer ES’s
Fermi level is simply the effective temperature, also out-of-
equilibrium for x > 0. This is the basic idea of our effective
temperature approach. We emphasize that Eq. (40) is not the
exact solution to the coupled Fokker-Planck Eqs. (34), but it
is a good approximation as discussed below. Furthermore, we
stress that the effective temperatures are not to be understood
as strict thermal equilibrium quantities, but merely as the en-
ergy smearing of the Fermi seas.
We use the energy conservation in the relaxation as ex-
pressed by Eqs. (39) to build the basic equations for the ef-
fective temperatures Ti(x) and To(x). The Ansatz (40) allows
9us to evaluate the left-hand sides of Eqs. (39b) and (39c), i.e.
∂xZFfi (x) =
∫ ∞
−∞
dE(E − µi)∂x f Fi (E, x) =
π2
3 kbTi(x)kb∂xTi(x),
(42)
and ∂xZFfo (x) = π
2
3 kbTo(x)kb∂xTo(x), where we chose µ¯ fi = µi
and µ¯fo = µo. Inserting these into Eqs. (39b) and (39c) leads
to the basic equations for the evolution of Ti(x) and To(x) as
k
b
∂xTi(x) = η 3
π2
(
Nb/ρo
k
b
Ti(x) +
To(x)
Ti(x) − 1
)
, (43a)
k
b
∂xTo(x) = η 3
π2
(
Ti(x)
To(x) − 1
)
. (43b)
These equations describe the relaxation of the Fermi seas as
long as the EDIE and the Fermi sea are well separated in
energy, just as for the Fokker-Planck Eqs. (34). The term
Nb/(ρokbTi) originates from the collision integral between the
EDIE and fi, while the terms Ti/To − 1 and To/Ti − 1 stem
from the collision integrals connecting the two Fermi seas.
Now we explain how the effective temperature Eqs. (43)
give a physically transparent picture of the relaxation as il-
lustrated in Fig. 1. At the injection point x = 0, Ti(0) =
To(0) = T and according to Eq. (43b), ∂xTo(0) = 0, while
k
b
∂xTi(0) = η 3π2 NbρokbT > 0 due to Eq. (43a). Thus initially,
the injected electrons relax by heating up the inner ES only
as seen on Fig. 1(a-b). Therefore, Ti(dx) > To(dx) for some
small distance dx. This, in turn, forces To(x) to increase since
Ti(dx)/To(dx) − 1 > 0 in Eq. (43b), while the rate of heating
of the inner ES [i.e. the right-hand side of Eq. (43a)] is re-
duced. This is exactly the energy redistribution between the
Fermi seas shown in Fig. 1(c-d), where the Fermi sea in the
outer ES absorbs some of the heat from the inner ES. It is
now evident that Ti(x) > To(x) throughout the relaxation and
that it is the relaxation of the injected electrons that drives the
heating through the term Nb/(ρokbTi(x)) in Eq. (43a).55
Fig. 3 presents the effective temperatures found numerically
from the system of differential equations (43). This numerical
example agrees with the general evolution of the effective tem-
peratures discussed above. In particular, the inner ES heats up
rapidly for small x as seen in the inset, whereas the outer ES
needs some temperature difference, Ti(x)−To(x), before it be-
gins to heat up as well. In Fig. 3, the effective temperatures are
compared to the energy smearing of the Fermi levels, Di(0, x)
and Do(0, x) − Nb/ρo, as obtained by an iterative numerical
solution of the full kinetic equations (7). The comparison is
nearly perfect in the regime of validity of our Fokker-Planck
approach in Sec. IV A, i.e. when ∆E is the smallest energy
scale, b(E, x) ≪ 1, and the EDIE is well separated in energy
from the Fermi sea fo, which is valid for x < ℓfp. In this
regime, we have Do(0, x)−Nb/ρo ≃ Do(0, x). Here Do(0, x) is
calculated using the entire outer ES distribution from the full
kinetic equations, whereas Do(0, x) is for the Fermi sea dis-
tribution only. Note that the full kinetic Eqs. (7) do not give
direct access to the outer ES’s Fermi sea distribution separated
from the EDIE, see Appendix F. Physically, the heating of the
ESs stops once the Fermi sea absorbs the injected electrons for
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FIG. 3. (Color online) The effective temperatures To(x) (full red
curve) and Ti(x) (dashed blue curve) according to Eqs. (43) com-
pared with Di(0, x) and Do(0, x) − Nb/ρo ≃ Do(0, x) (full and dashed
black curves) obtained by numerical iteration of the full kinetic equa-
tions (7). These quantities are shown in units of the initial device
temperature k
b
T . The dotted horizontal line gives the temperature
T∞ of the fully relaxed distributions Eq. (50). The dotted-dashed ver-
tical lines give the positions of the distribution snapshots in Fig. 4.
The inset shows a zoom-in of the short distance behavior. The pa-
rameters are in the Fokker-Planck regime, i.e. ∆E is the smallest
energy scale and the EDIE fulfills b(E, x) ≪ 1. The effective tem-
perature Eqs. (43) only depend on η = √πγ(∆E)3/4 = 0.014 and
Nb/ρo = 0.1, whereas the full kinetic Eqs. (7) use ∆E = 0.4, γ = 0.5,
k
b
T = 0.8, E0 − µo = 40 and Γ0 = 2 (in arbitrary units) and an initial
Gaussian EDIE.
x & ℓfp and the system thereby fully relaxes. This is not cap-
tured by our effective temperature model (evident from Fig. 3
and Eq. (44) below), since it models the case of the EDIE b
and Fermi sea fo being separated in energy valid for x < ℓfp.
However, the entire relaxation is captured by the full kinetic
Eqs. (7) as seen on Fig. 3, where both Di(0, x) and Do(0, x) go
to the asymptotic temperature k
b
T∞ of the fully relaxed sys-
tem to be discussed in the next section [see Eq. (50)].
Fig. 4 shows three snapshots of the distribution functions
for the parameters of Fig. 3 at distances x = 0.07ℓfp, x =
0.354ℓfp and x = 1.4ℓfp (vertical dashed-dotted lines in Fig. 3).
The effective temperature Fermi Ansatz distributions (40) are
found to compare well with the results of the full kinetic
Eqs. (7) for x < ℓfp, which is evident from the difference be-
tween the two approaches (shown below the distributions in
Fig. 4). Outside the regime of validity of the Fokker-Planck
approach, x & ℓfp, a larger difference is found as expected.
The effective temperature approach was constructed to ap-
proximate the coupled Fokker-Planck Eqs. (34) and therefore,
we present a separate comparison between them in Appendix
F and Fig. 8. This shows that the effective temperature ap-
proach contains the correct physics for x < ℓfp, even for larger
values of Nb/ρo than presented in Fig. 3.
Now we present a few analytical insights into the effective
temperatures. Firstly, by calculating ∂x[Ti(x)2] + ∂x[To(x)2]
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FIG. 4. (Color online) The distribution functions of the inner and outer ESs at distances x = 0.07ℓfp , x = 0.354ℓfp and x = 1.4ℓfp (indicated
by vertical dashed-dotted lines in Fig. 3). These are obtained by (i) numerical iteration of the full kinetic Eqs. (7) ( fi and fo shown as full and
dashed black curves) and (ii) from the effective temperature Fermi Ansatz distributions f Fi and fFo Eq. (40) combined with the Gaussian EDIE
bF Eq. (35) with Di(0, x) exchanged by kbTi(x) in Γ(x) in Eq. (3) (shown by dashed blue and full red curves). The thin dotted (blue and red)
curves indicate the initial distributions. Note the scale change of the vertical axis between the figures for x < ℓfp and x > ℓfp. The difference
between the distributions found by the two approaches are given in the lower panels. The difference increases significantly for x & ℓfp, since it
is outside the regime of validity of our Fokker-Planck approach. All parameters are identical to those of Fig. 3.
from Eqs. (43) and integrating over x, we get the exact relation
[k
b
Ti(x)]2 + [kbTo(x)]2 = 2(kbT )2 + 6π2 Nbρo ηx. (44)
I.e. the sum of the squared effective temperatures increase lin-
early with x. Secondly, we obtain an approximate solution for
Ti(x) and To(x) in Appendix E, which is based on the observa-
tion that [Ti(x)− To(x)]/[Ti(x)+ To(x)] is small and decreases
for increasing x. For intermediate values of x, well beyond
the initial heating of mainly the inner ES and before full re-
laxation, x < ℓfp, this approximation shows that
k
b
Ti(x) ≃
√
(k
b
T )2 + 3Nbηx
π2ρo
+
Nb
4ρo
, (45a)
k
b
To(x) ≃
√
(k
b
T )2 + 3Nbηx
π2ρo
− Nb
4ρo
. (45b)
These satisfy Eq. (44) to lowest order in Nb/ρo, i.e. in the
Fokker-Planck regime with a small EDIE. Thus, the difference
of the effective temperatures is found to be simply Nb/(2ρo) in
the intermediate regime as observed in Fig. 3. To reach this
regime, the injection energy E0 has to be sufficiently large.
Finally, we point out that the effective temperature ap-
proach for the model without the outer ES’s Fermi sea in
Sec. III, gives k
b
∂xTi(x) = η 3π2 NbρokbTi(x) such that kbTi(x) =√
(k
b
T )2 + 6Nbηx/(π2ρo). Comparing with Eq. (44), it is clear
that the model without the outer ES’s Fermi sea produces an
overheated inner ES. Including both Fermi seas, the heating is
redistributed between the ESs.
V. THE FULLY RELAXED STATE
At first the injected electrons gradually lose energy (x <
ℓfp), then they get absorbed by the Fermi sea (x ∼ ℓfp) and
finally the ESs reach a fully relaxed state (x ≫ ℓfp). Now we
discuss the final fully relaxed state. Numerical iteration of the
full kinetic Eqs. (7) leads to a fully relaxed state consistent
with Fermi distributed ESs, i.e.
fo(E, x ≫ ℓfp) = 1
1 + exp
[E−µ∞o
k
b
T∞
] , (46a)
fi(E, x ≫ ℓfp) = 1
1 + exp
[E−µ∞i
k
b
T∞
] . (46b)
These distributions indeed solve the full kinetic Eqs. (7), since
the collision integral (7b) of equal temperature Fermi func-
tions is zero. We determine the Fermi levels, µ∞o and µ∞i , and
the temperature T∞ of the fully relaxed distributions by using
the conservation laws discussed in Sec. II A. First of all, the
particle number is conserved in each ES separately, i.e.∫ ∞
ǫc
dE fα(E, x = 0) =
∫ ∞
ǫc
dE fα(E, x ≫ ℓfp) (47)
for α = i, o. Inserting Eq. (46) and the initial distributions give
µ∞i = µi and µ∞o = µo +
Nb
ρo
, (48)
i.e. absorbing the injected electrons naturally increase the
Fermi level of the outer ES. Secondly, according to Eq. (11)
the energy conservation in the scattering implies that
Zi(x = 0) + Zo(x = 0) = Zi(x ≫ ℓfp) + Zo(x ≫ ℓfp), (49)
where we choose µ¯α = µα for convenience. This leads to
k
b
T∞ =
√
(k
b
T )2 + 3
π2
Nb
ρo
[(
E0 − µo
)
− 1
2
Nb
ρo
]
, (50)
which is obtained solely from the initial and the fully re-
laxed distributions, i.e. T∞, µ∞i and µ∞o are independent of
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the assumptions used to derive the Fokker-Planck dynamics.
Here E0 is the initial average energy of the injected electrons,
i.e. E0 = 〈E〉x=0 [see Eq. (22)], which is equal to the initial
maximum for a symmetric EDIE (see Appendix C). Fig. 3
shows how k
b
T∞ is approached by
∫
dE fα(1− fα) for α = i, o
found from the full kinetic equations as x increases beyond ℓfp.
Moreover, when calculating the particle number (47) as well
as Zα for the Fermi distributions, it is necessary to choose the
cut-off energy ǫc sufficiently low to obtain the above expres-
sions. As expected, the final results are independent of ǫc.
In the previous sections, we have studied electrons injected
high above the Fermi level such that the Fermi seas of the ESs
are heated as a result of the relaxation, i.e. T∞ > T . Remark-
ably, the opposite T∞ < T is actually also possible, namely
if the electrons are injected close to the Fermi level such that
E0 − µo < Nb/(2ρo) as seen from Eq. (50). In this case, the
inner ES is therefore cooled down compared to the initial tem-
perature. This might seem counterintuitive at first, since the
initial average energy of the injected electrons is higher than
the Fermi level, E0 − µo > 0. However, in this case the Fermi
sea and the EDIE in the outer ES have to a large extend merged
such that the temperature of the outer ES’s Fermi sea looses
its physical meaning.56 Instead, the initial out-of-equilibrium
distribution of the outer ES pictorially appears colder, i.e. with
a steeper transition from one to zero than k
b
T . This is there-
fore physically comparable to the case of two ESs with dif-
ferent initial temperatures, where the hotter ES also will cool
down in the relaxation process. Therefore, it is now clear that
T∞ < T is indeed physically possible. Interestingly, it could
be used proactively to cool down an ES below the device tem-
perature by electrostatic means in future experiments.
VI. DISCUSSION
A. Relaxation beyond the Fokker-Planck regime
In the preceding we have shown that under the conditions
that (i) the occupancies of the high energy states remain low,
b(E, x) ≪ 1, and (ii) that ∆E characterizing the energy ex-
change per collision is the smallest energy scale, then the re-
laxation can be described as a generalized drift-diffusion pro-
cess in energy modelled by a Fokker-Planck equation. Phys-
ically this corresponds to an injection QD weakly coupled to
an ES, along which the translational invariance is only weakly
broken. In this section, using the numerical solution of the
full kinetic equations (7), we explore how relaxation proceeds
when either of these two conditions are not satisfied, that is
relaxation beyond the Fokker-Planck regime.
If the injection QD is not weakly coupled to the ES, then
condition (i) is not satisfied, i.e. the occupancies of the high
energy states may approach unity. However, if ∆E remains the
smallest energy scale, then we may expect that modifications
mainly arise due to the Pauli principle, since Pauli-blocking
can no longer be neglected in the collision integrals, i.e. b(1−
b) ; b for b 3 1. Therefore, non-linear terms in b arise and
the Fokker-Planck Eq. (34c) is replaced by
∂xb = η
{[
1 − 2b]∂Eb + Di(0, x)∂2Eb}. (51)
Hence, the drift term becomes non-linear. A simple conse-
quence is a reduced drift velocity of the EDIE, since 1 − 2b <
1. This effect is seen in the movie model compII.avi,49
where the Fokker-Planck approaches and the full kinetic
Eqs. (7) are compared for a large EDIE (Nb/ρo = 2.5). Fur-
thermore, we can understand the effect of the Pauli-blocking
on the width of the EDIE as follows. For an initial EDIE
with a well-defined single maximum Emax(0), we have that
b(E−∆E, x) > b(E, x) for E > Emax(x), so Pauli-blocking will
suppress transitions of electrons with energies above the max-
imum Emax(x) to states with lower energy (of order E−∆E) but
higher occupancy. In contrast, since b(E−∆E, x) < b(E, x) for
E < Emax(x), electrons with an energy below the maximum
Emax(x) can more frequently transition to lower energy states
because the latter have lower occupancy. Thus the relaxation
produces asymmetry around the maximal energy. Even if the
initial EDIE is symmetric with respect to the average injec-
tion energy E0, it will not remain so: Its low energy side will
spread faster than its high energy side. This is indeed what
we observe on the top panel of Fig. 5, where we show the low
and high-energy half-widths of the EDIE for Nb/ρo = 2.5. We
clearly see that the low-energy half-width (hw L) grows faster
than the high-energy half-width (hw H). For comparison we
show the corresponding behavior in the Fokker-Planck regime
for Nb/ρo = 0.1 in the bottom panel of Fig. 5. The movies
symmetric.avi and asymmetric.avi in the supplementary
materials49 show the corresponding evolution of the distribu-
tion functions.
If condition (i) is satisfied but not condition (ii), e.g. if the
energy exchange per collision ∆E is on the order of the in-
jection energy E0, then relaxation can proceed in a jump-like
fashion and not in a drift-diffusive way. This is illustrated
in movie jumpI.avi in the supplementary materials.49 Note
that relaxation proceeds in a similar jump-like fashion if nei-
ther condition (i) nor condition (ii) are satisfied as shown in
movie jumpII.avi of the supplementary materials.49 Indeed
if ∆E is larger than the initial width of the EDIE, then the Pauli
blocking effect discussed above is irrelevant.
B. Electron-hole symmetric relaxation
Electrons and holes injected well above/below the Fermi
level into a one dimensional wire have recently been shown
experimentally to relax very differently in a cleaved-edge
overgrowth device.57 This asymmetric relaxation between
electrons and holes can be quantitatively understood from
three-particle collisions31 in a non-linear band using a Boltz-
mann kinetic equation approach.58
Using our quantum Hall setup of two QDs connected by an
ES shown in Fig. 1, we could equally well analyze the relax-
ation of electrons removed from the Fermi sea at an energy
far below the Fermi level. In other words, we could study
how the energy distribution of injected holes (EDIH) change
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FIG. 5. (Color online) Symmetric vs. asymmetric relaxation for
Nb/ρo = 0.1 (bottum panel) and Nb/ρo = 2.5 (top panel). The
low-energy half-width (hw L, dashed blue lines) and high-energy
half-width (hw H, solid red lines) are obtained from the numeri-
cal solution of the full kinetic equations (7). For comparison, we
also show the half-width obtained from the coupled Fokker-Planck
Eqs. (34) named hw FP (dotted black lines). The parameters used are
k
b
T/(E0 − µo) = 0.03, ∆E/(E0 − µo) = 0.01 and Γ0/(E0 − µo) = 0.05.
and thereby examine the possibility of electron-hole asymmet-
ric relaxation. However, in the theory presented here, the in-
jected electrons and holes relax in the same way, i.e. we find
electron-hole symmetric relaxation. Pictorially, this means
that the relaxation pattern of an EDIH can be found by simply
making a mirror image of an equivalent EDIE in the Fermi
surface. Mathematically, the electron-hole mirror image of
some distribution function f (E, x) in the Fermi level µ is given
by 1 − f (µ − (E − µ), x). Thus, the statement of electron-hole
symmetric relaxation precisely means that the outer ES’s dis-
tribution fo,H(E, x) containing injected holes is related to the
distribution fo,E(E, x) containing injected electrons by
1 − fo,E(µo − (E − µo), x) = fo,H(E, x), (52)
where the initial electron (E) and hole (H) distributions are
mirror images, i.e. fo,E(E, 0) = f0(E)+b(E, 0) and fo,H(E, 0) =
f0(E) − b(µo − (E − µo), 0) with f0(E) being the Fermi func-
tion. Some amount of electron-hole asymmetry could be in-
troduced into our theory by using e.g. non-linear bands. Ex-
perimentally investigating the electron-hole symmetry of re-
laxation could help to pinpoint the relaxation mechanism and
the possible need for band curvature in modelling of ESs in
the integer quantum Hall regime.
VII. SUMMARY AND OUTLOOK
We have discussed a Fermi-liquid model for relaxation and
energy exchange among quantum Hall ESs, which takes into
account non-momentum conserving electron-electron inter-
actions due to e.g. disorder and edge roughness. Specifi-
cally, we analyze the relaxation of high energy electrons in-
jected into one of two co-propagating ESs by a tunnel-coupled
QD. We focus on the statistical properties and study the en-
ergy distribution functions of the two ESs, since these can
be mapped out experimentally by a second downstream QD
(see Fig. 1). Varying the distance between the two QDs en-
ables us to study various stages of the relaxation process. Our
analysis is relevant for a steady-state situation in contrast to
recent studies of a QD laterally coupled to an ES with a time-
dependent component.59–70 By including a finite width of the
EDIE, our setup is close to an actual experimental realiza-
tion, where tunnel-coupling always introduces a broadening
of the injected energy. The system considered here is also very
closely related to the system recently realized experimentally
by Tewari et al.,30 to investigate quantum coherence of chiral
excitations in the integer quantum Hall regime. Our results
could help understand some of the more puzzling observa-
tions made in this experiment, which clearly disagree with a
number of other theoretical descriptions.29 A discussion of de-
phasing within this framework is however beyond the scope of
the present paper.
Here we start from the Boltzmann kinetic equation for the
distribution functions of the ESs with a two-body collision in-
tegral and derive a set of coupled Fokker-Planck equations.
These describe the relaxation of the injected electrons statisti-
cally as a generalized drift-diffusion process in energy space.
We find a constant drift velocity of the EDIE, i.e. the aver-
age energy of the injected electrons decreases towards the
Fermi level with a constant rate depending only on the ef-
fective inter-ES interaction strength and the energy scale for
inter-ES energy exchange per collision, ∆E. Moreover, the
EDIE widens as the electrons relax, while the energy smear-
ing around the Fermi levels of the two Fermi seas increases.
The Fokker-Planck dynamics is reached, when the scale of
energy exchange per collision is the smallest energy scale and
the EDIE is small compared to full occupation.
The physical picture that emerges from this analysis is as
follows. The injected high energy electrons in the outer ES
loose energy and initially only cause electrons in the inner
ES’s Fermi sea to gain energy, i.e. to heat up. Subsequently,
the heat of the inner ES is redistributed between the two Fermi
seas and an intermediate regime with a constant effective tem-
perature difference between the ESs appears. Remarkably,
the effective temperature difference is only determined by the
number of electrons in the EDIE. The heating and the relax-
ation comes to an end, when the injected electrons are finally
absorbed by the Fermi sea of the outer ES.
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We provide analytical solutions of both ES’s energy dis-
tribution function in a non-perturbative out-of-equilibrium
regime within a model, where the outer ES’s Fermi sea is ne-
glected. This gives a detailed and well-controlled picture of
the relaxation. However, due to the absence of a Fermi sea,
the inner ES is overheated within this model. To describe the
energy redistribution between the Fermi seas, we provide a re-
fined model including both ESs, in which the EDIE can still
be found analytically, but the exact distributions of the Fermi
seas cannot. However, we introduce an intuitive effective tem-
perature approach to describe the energy exchange in great
detail, which compares well with the full Boltzmann kinetic
equations.
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Appendix A: Conserved quantities within the kinetic equation
approach
For completeness, we include a derivation of the conserved
quantities in the framework of the kinetic Eq. (5) for general
dispersion relations. In Sec. II A, we briefly discussed these
for our interaction model and linear dispersion relations.
The current Iα = (1/L)∑k vkα fα(k, x) in a single band α is
conserved. Here, L is the length of the entire system. The con-
servation of current, ∂xIα = 0, can be shown by substituting
∂x fα(k1, x) by the collision integral [Eq. (5)], i.e.
∂xIα =
1
L
∑
k1
vk1α∂x fα1 =
1
L
∑
k1
Ik1 xα[ fα, fα¯] (A1)
=
1
L
∑
k1k2k1′ k2′
W12,1′2′
{
fα1′ [1 − fα1] fα¯2′ [1 − fα¯2]
− fα1[1 − fα1′ ] fα¯2[1 − fα¯2′ ]︸                          ︷︷                          ︸
Interchange k1↔k1′ and k2↔k2′
}
= 0
using the short-hand notation fαi = fα(ki, x) and assuming a
symmetric scattering rate: W12,1′2′ = W1′2′,12 . We emphasize
that in the case of linear bands used in the main part of this
paper, the conservation of current and number of particles
in Eq. (10) are identical. In the main text, we use the term
conserved number of particles.
Next, we show the conservation of the total energy current
IE = (1/L)∑kα Ekαvkα fα(k, x) in all bands, i.e
∂xIE =
1
L
∑
k1α
Ek1αvk1α∂x fα1 =
1
L
∑
k1α
Ek1αIk1 xα[ fα, fα¯] (A2)
=
1
L
∑
k1k2
k1′k2′α
W12,1′2′
1
2
[
Ek1α + Ek1α︸︷︷︸
Exchange k1↔k2,
k1′↔k2′ and α↔α¯
]{ fα1′ [1 − fα1] fα¯2′ [1 − fα¯2] − fα1[1 − fα1′ ] fα¯2[1 − fα¯2′ ]}
=
1
4L
∑
k1k2
k1′ k2′α
W12,1′2′
[
Ek1α + Ek2α¯ + Ek1α + Ek2α¯︸       ︷︷       ︸
Exchange:
k1↔k1′ , k2↔k2′
]{ fα1′ [1 − fα1] fα¯2′ [1 − fα¯2] − fα1[1 − fα1′ ] fα¯2[1 − fα¯2′]} = 0
due to energy conservation, Ek1α+Ek2α¯−Ek1′α−Ek2′ α¯ = 0, and
by using W12,1′2′ = W21,2′1′ = W1′2′,12 in the summation in-
dex exchanges indicated. From this, we obtain the conserved
quantity
∑
α Zα indicated in Eq. (11).
The above considerations can easily be extended to include
spin, intra-mode scattering and other types of collision inte-
grals. Furthermore, if we also had momentum conservation,
then
∑
kα kvkα fα(k, x) would also be conserved. However, this
is not the case here.
Appendix B: Comparison of different initial shapes of the EDIE
In Sec. III of the main text, we focused on the relaxation
of an initial gaussian EDIE. In this appendix we show that
the relaxation is qualitatively similar for different shapes of
the initial distribution. Specifically we do this by solving nu-
merically the partial differential equation (17) and computing
Di(0, x) according to Eq. (21) for the following initial distri-
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FIG. 6. (Color online) Comparison of the electron relaxation for different initial shapes of the EDIE. Left panel: The shape of the EDIE at the
distances marked by the vertical dashed lines on the right panel. Right panel: The half-widths taken at half of the maximum of b(E, x) versus
x in units of E0/η. The parameters used are Nb/ρo = 0.5, E0 = 40, Γl = 2 (lorentzian width), η = 0.014 and kbT = 1.25.
butions
bl(E, x = 0) = Nb
πρo
Γl
Γ2l + (E − E0)2
, (B1)
bc(E, x = 0) = Nb4Γcρo cosh
−2
(
E − E0
2Γc
)
, (B2)
bg(E, x = 0) = Nb
Γg
√
πρo
exp
− (E − E0)2
Γ2g
 . (B3)
In order to facilitate the comparison, we choose distributions
with equal initial half-widths at half maximum equal to Γl,
which is achieved by letting Γc = Γl/(2arccosh(
√
2)) and
Γg = 2Γl/
√
ln(2). (In the main text, we use the notation Γ0
instead of Γg for simplicity.) Only the initial gaussian distribu-
tion keeps its functional form for x > 0. Fig. 6 shows the evo-
lution of the three types of initial distributions as well as their
half-widths. The broadening of the distributions is indeed
similar. Note however that the initial lorentzian distribution
initially broadens somewhat faster than either the gaussian or
the cosh−2 distributions. However, the lorentzian distribution
also has more weight in its longer power-law tails compared
to the exponential tails of the two other initial shapes. Fur-
thermore, since all these initial shapes are symmetric, their
maximum evolve identically as shown in Appendix C.
Appendix C: Evolution of a symmetric EDIE following the
Fokker-Planck equation
In this Appendix, we discuss the class of EDIE b(E, x)
evolving according to the Fokker-Planck equation (17) or
(34c), which are initially symmetric (i.e. even) in energy
around their maxima Emax(x). We show that (i) the maximum
and the average energy are identical for a symmetric EDIE,
〈E〉 = Emax(x), and (ii) an initially symmetric EDIE at x = 0
remains symmetric for x > 0.
We begin by showing 〈E〉 = Emax(x) by using that a sym-
metric EDIE fulfills b(E + Emax(x), x) = b(−E + Emax(x), x)
for any x. A direct calculation yields
〈E〉 ≡ ρo
Nb
∫ ∞
−∞
dEEb(E, x)
=
ρo
Nb
∫ ∞
−∞
dE′[E′ + Emax(x)]b(E′ + Emax(x), x)
=
ρo
Nb
∫ ∞
−∞
dE′E′ b(E′ + Emax(x), x)︸                 ︷︷                 ︸
even for b(E,x) symmetric
+ Emax(x) ρoNb
∫ ∞
−∞
dE′b(E′ + Emax(x), x)
=Emax(x), (C1)
where a new integration variable E′ = E − Emax(x) was used
and we arrived at the desired result.
However, having this statement for a symmetric EDIE for
any x, we are faced with a new question: Does an EDIE re-
main symmetric for x > 0, if it is initially symmetric at the
injection point x = 0? In other words, do the Fokker-Planck
equation preserve the symmetry around the maximum of the
EDIE? To answer this, we write the EDIE in a co-moving
frame as
b(E, x) = B(E − Emax(x), x), (C2)
where Emax(x) = E0 − ηx and the initial EDIE b(E, 0) is as-
sumed to be symmetric around E0. By inserting this rewriting
into the Fokker-Planck equation (17), we see its advantage,
namely that the drift term is eliminated, i.e.
B(0,1)(E−Emax(x), x) = ηDi(0, x)B(2,0)(E − Emax(x), x). (C3)
Here the notation B(0,1) means differentiation with respect to
the second entry in the function one time andB(2,0) means dif-
ferentiation with respect to the first entry two times etc. Since
the differentiation is with respect to the entry in the function
(not energy nor space), we can replace E − Emax(x) by ¯E for
convenience, so
B(0,1)( ¯E, x) = ηDi(0, x)B(2,0)( ¯E, x). (C4)
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Now we integrate over space form the injection point x = 0 to
x and use that we know the full functional form of the initial
EDIE at x = 0, i.e.
B( ¯E, x) = B( ¯E, 0) + η
∫ x
0
dx1Di(0, x1)B(2,0)( ¯E, x1). (C5)
This equation has an iterative structure similar to a Dyson
equation, so we can insert it into itself and obtain
B( ¯E, x) =B( ¯E, 0) + η
[∫ x
0
dx1Di(0, x1)
]
B(2,0)( ¯E, 0)
+ η2
∫ x
0
dx1Di(0, x1)
∫ x1
0
dx2Di(0, x2)B(4,0)( ¯E, x2).
Repeating this procedure, we find a formal solution
B( ¯E, x) = B( ¯E, 0) +
∞∑
n=1
ηn
[∫ x
0
dx1Di(0, x1)
∫ x1
0
dx2Di(0, x2) · · ·
∫ xn−1
0
dxnDi(0, xn)
]
B
(2n,0)( ¯E, 0), (C6)
where x0 should be understood as x. From this formal solu-
tion, we now argue that b(E, x) remains symmetric for x > 0,
if b(E, x = 0) is symmetric. First, we note that if B( ¯E, x)
is even in ¯E, then b(E, x) is symmetric. Therefore, we want
to show that B( ¯E, x) is even, if B( ¯E, x = 0) is even. If
B( ¯E, x = 0) is even, then so are all the even derivatives
B(2n,0)( ¯E, 0) for all n ∈ N. Thus, it follows from Eq. (C6)
that B( ¯E, x) is indeed even in energy, if B( ¯E, x = 0) is even.
Hence, we arrive at the desired result, namely, that the EDIE
remains symmetric, if it is symmetric initially.
Appendix D: Various calculational details
This Appendix serves as a help with various mathematical
details in the paper.
1. Detailed evaluation of ∂ωDi(0, x) = 1/2
Here we show that ∂ωDi(0, x) = 1/2 for all x. We only use
that fi(E, x) is fully occupied (empty) for very low (high) en-
ergy, so knowledge of the entire distribution fi is not required.
From the definition of Di(ω, x) in Eq. (8), we obtain
∂ωDi(0, x) =
∫ ∞
−∞
dE[ − ∂E fi(E, x)][1 − fi(E, x)]
= −
∫ ∞
−∞
dE∂E fi(E, x) +
∫ ∞
−∞
dE[∂E fi(E, x)] fi(E, x)
= 1 +
∫ ∞
−∞
dE[∂E fi(E, x)] fi(E, x) = 12 , (D1)
since partial integration gives∫ ∞
−∞
dE[∂E fi(E, x)] fi(E, x) = −12 , (D2)
using the high and low energy limits of fi(E, x) to obtain a
boundary term of −1. The result, ∂ωDi(0, x) = 1/2, is a useful
and astonishing simplification. The result ∂ωDo(0, x) = 1/2 is
shown in the same way.
2. Detailed evaluation of ∂xZb, ∂xZfo and ∂xZ fi
For completeness, we show how to evaluate ∂xZb, ∂xZfo and
∂xZ fi in Eq. (39) in Sec. IV B.
First, we consider ∂xZb. We insert the right-hand side of
the Fokker-Planck Eq. (34c) (or equivalently Eq. (17)) into
the definition of Zb(x) in Eq. (38) and use partial integration,
i.e.
∂xZb(x) =
∫ ∞
−∞
dE(E − µ¯b)∂xb(E, x)
= η
∫ ∞
−∞
dE(E − µ¯b)[∂Eb(E, x) + Di(0, x)∂2Eb(E, x)]
= η
{[
(E − µ¯b)[b(E, x) + Di(0, x)∂Eb(E, x)]]E→∞
E→−∞
−
∫ ∞
−∞
dE[b(E, x) + Di(0, x)∂Eb(E, x)]}
= −ηNb
ρo
. (D3)
Here we use that b(E, x) and ∂Eb(E, x) goes to zero faster than
|E−µ¯b| increases for E → ±∞ as well as
∫
dEb(E, x) = Nb/ρo.
Interestingly, this calculation shows explicitly that the diffu-
sion term Di(0, x)∂2Eb of the Fokker-Planck equation for the
EDIE does not provide a source for energy redistribution be-
tween the ESs.
Secondly, we find ∂xZfo by inserting the right-hand side of
Eq. (34b) into the definition of Zfo and use partial integration
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such that
∂xZfo (x) = η
∫ ∞
ǫc
dE(E − µ¯fo )
×
{
∂E
{[1 − fo(E, x)]fo(E, x)} + Di(0, x)∂2Efo(E, x)}
= η
{[
(E − µ¯fo )[1 − fo(E, x)]fo(E, x)
]E→∞
E→ǫc
−
∫ ∞
ǫc
dE[1 − fo(E, x)]fo(E, x)
+
[
(E − µ¯fo )Di(0, x)∂Efo(E, x)
]E→∞
E→ǫc
− Di(0, x)
∫ ∞
ǫc
dE∂Efo(E, x)
}
= −ηDo(0, x) + ηDi(0, x). (D4)
Here we used the rewriting [1−2fo(E, x)]∂Efo(E, x) = ∂E{[1−
fo(E, x)]fo(E, x)} in the drift-term of the Fokker-Planck equa-
tion, the fact that both [1 − fo]fo and ∂Efo goes to zero faster
than |E − µ¯fo | for high and low energies, the definition of
Do(0, x) in Eq. (33) and that
∫
dE∂Efo(E, x) = −1. Finally,
∂xZ fi is found essentially by combining the arguments leading
to ∂xZb and ∂xZfo above.
Appendix E: Approximate solutions of the effective
temperatures
In this Appendix, we find an approximate solution to the
differential equations (43) for the effective temperatures in
Sec. IV C. The approximation builds on the observation that
the sum of the effective temperatures is much larger than their
difference. The sum and difference of the effective tempera-
tures are
T s(x) = 12 [Ti(x) + To(x)], Td(x) =
1
2
[Ti(x) − To(x)]. (E1)
The evolution of T s and Td are found from Eqs. (43) to be
k
b
∂xT s(x) = 3η2π2
[
Nb/(ρokb) − 2Td
Td + T s
+
2Td
T s − Td
]
, (E2a)
k
b
∂xTd(x) = 3η2π2
[
Nb/(ρokb)(Td − T s) + 4TdT s
T 2d − T 2s
]
. (E2b)
The effective temperatures of the two ESs, To(x) and Ti(x),
will grow for increasing x as discussed below Eqs. (43).
Moreover, the exact relation (44) shows that the sum of the
squared effective temperatures also grows. Therefore, we con-
struct approximate solutions relaying on T s(x) being much
larger than Td(x) as x increases. For T s(x) ≫ Td(x), Eq. (E2a)
for T s simplifies to
k
b
∂xT s(x) ≃ 3η2π2
Nb/ρo
k
b
T s
, (E3)
which has the solution
k
b
T s(x) ≃
√
3ηxNb/(ρoπ2) + (kbT )2, (E4)
x
eff
.
te
m
p
.
(k
b
T
(x
=
0)
)
Nb
ρo
= 0.1
η = 0.1
x
eff
.
te
m
p
.
(k
b
T
(x
=
0)
)
Nb
ρo
= 0.1
η = 1
x
eff
.
te
m
p
.
(k
b
T
(x
=
0)
)
Nb
ρo
= 1
η = 0.1
x
eff
.
te
m
p
.
(k
b
T
(x
=
0)
)
Nb
ρo
= 1
η = 1
x
eff
.
te
m
p
.
(k
b
T
(x
=
0)
)
Nb
ρo
= 10
η = 0.1
x
eff
.
te
m
p
.
(k
b
T
(x
=
0)
)
Nb
ρo
= 10
η = 1
FIG. 7. (Color online) Comparison of the effective temperatures
found numerically from Eqs. (43) (k
b
Ti(x) blue and kbTo(x) red) and
the approximations in Eqs. (E4) and (E6) (dashed black curves), all
in units of k
b
T . We vary Nb/ρo and η and keep kbT = 1 (in ar-
bitrary units) fixed. The size of the effective interaction η decides
how rapidly the intermediate regime with k
b
Ti − kbTo ≃ Nb/(2ρo)
is reached. The approximate solutions are seen to work rather well,
especially for larger x where Td/Ts decrease. For instance, if the bot-
tom figures were shown in a larger range of x, then the comparison
would appear better.
using that Ti(0) = To(0) = T . Similarly, for T s(x) ≫ Td(x)
Eq. (E2b) for Td becomes
k
b
∂xTd(x) ≃ 3η2π2
[
Nb/(ρokb) − 4Td
T s
]
, (E5)
Inserting the solution of T s and using Td(0) = 0, we obtain
k
b
Td(x) ≃ Nb4ρo
[
1 − e
4k
b
T
Nb/ρo
−4
√
3ηx
π2Nb/ρo
+
[
k
b
T
Nb/ρo
]2]
. (E6)
The approximate effective temperatures are now easily found
from Ti = T s + Td and To = T s − Td. Since the exponential
term vanish for x ≫ Nb/(ρoη), we find the difference of the
effective temperatures to approach a simple constant,
k
b
Td(x) ≃ Nb4ρo (E7)
in the regime of intermediate distances, Nb/(ρoη) ≪ x ≪ ℓfp,
as given in Eq. (45) of the main text. The upper bound ℓfp is
the limit of the Fokker-Planck approach and the intermediate
regime is only reached for a sufficiently large injection energy
E0. Our approximations fit well with the numerical examples
shown in Figs. 3 and 8 and a direct comparison is found in
Fig. 7 and its caption. Both the numerical and approximate
solutions agree with a decreasing Td(x)/T s(x) for large x.
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FIG. 8. (Color online) Comparison of the effective temperature ap-
proach in Sec. IV C and a numerical solution of the coupled Fokker-
Planck Eqs. (34). The effective temperatures k
b
Ti(x) and kbTo(x) are
compared to the energy smearing of the Fermi levels, Di(0, x) and
Do(0, x), from the Fokker-Planck Eqs. (34) in the top panel, while a
snapshot of the distributions are compared in the bottom panel. We
use the same nomenclature and parameters as in Figs. 3 and 4 in the
main text, except for a five times larger EDIE, i.e. Nb/ρo = 0.5.
Note that neither the effective temperatures nor the energy smearing
of the Fermi levels saturate for x > ℓfp, since these were only cre-
ated to capture the physics of a EDIE separated from the Fermi sea,
i.e. x < ℓfp.
Appendix F: On the comparison of the effective temperature
approach, the coupled Fokker-Planck equations (34) and the
full kinetic equations (7)
The effective temperature approach in Sec. IV C is based di-
rectly on the coupled Fokker-Planck Eqs. (34) including both
Fermi seas. Therefore, we compare these two approaches here
for completeness in Fig. 8. In the main text, the effective tem-
perature approach is compared to the full kinetic Eqs. (7) in-
stead, see Figs. 3 and 4.
We find that the effective temperature approach agrees
almost perfectly with a numerical solution of the coupled
Fokker-Planck Eqs. (34) for the parameters of Figs. 3 and 4
in the main text, i.e. Nb/ρo = 0.1 relevant for a small EDIE.
However, if the EDIE is larger, e.g. Nb/ρo = 0.5 as in Fig. 8,
then the comparison to the Fokker-Planck Eqs. (34) is still
rather good whereas it appears to compare less well to the full
kinetic Eqs. (7). The difference between these two compar-
isons is not due to an actual difference between the Fokker-
Planck Eqs. (34) and the full kinetic Eqs. (7). Instead it is
an artefact of the simple way we extract the energy smearing
of the outer ES’s Fermi level from the full kinetic Eqs. (7) in
Figs. 3 and 4. In these figures, we use Do(0, x) − Nb/ρo as
the smearing of the outer ES’s Fermi level, since the full ki-
netic Eqs. (7) do not give direct access to the Fermi sea part
of the distribution separated from the EDIE. However, if we
wanted to be more precise, then we could compare k
b
To(x) to
Do(0, x) − Nb/ρo + N2b/(ρ2oΓ(x)
√
2π), since
Do(0, x) =
∫ ∞
−∞
dE [fo + b][1 − fo − b]
=
∫ ∞
−∞
dE
(
fo[1 − fo] + b − b2 − 2bfo
)
= Do(0, x) + Nb
ρo
− N
2
b
ρ2oΓ(x)
√
2π
− 2
∫ ∞
−∞
dEbfo (F1)
using a Gaussian EDIE b. For small x, the cross term, bfo,
vanish whereas the b2 term remains finite, yet suppressed as
N2b/(ρ2oΓ(x)). In fact, taking the b2 term into account, the small
difference between k
b
To(x) and Do(0, x) − Nb/ρo for small x
in the inset of Fig. 3 disappears.
In contrast to the artefact of the comparison discussed
above, the small difference between the effective tempera-
ture approach and the coupled Fokker-Planck Eqs. (34) seen
on Fig. 8 is indeed an actual difference between the two ap-
proaches.
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