In this paper, an improved multi-objective differential evolution algorithm (IDEA) 
Introduction
Multi-objective optimization problems (MOP) contain more than one objective that needs to be fulfilled simultaneously. Such problems arise in many applications such as scientific and engineering applications, where two or more, sometimes competing and/or incommensurable objective functions have to be minimized. Concurrently, there are two goals in Multi-objective optimization: (i) to discover solutions are closed to the Pareto-front as possible, (ii) to find solutions are diverse as possible in the obtained non-dominated front. Over the past decade, the development of evolutionary algorithms to solve multi-objective optimization problems has attracted much interest and a number of multi-bjective evolutionary algorithms have been suggested. Srinivas and Deb proposed a non-dominated sorting Genetic Algorithm (NSGA) [1] . The populations are ranked according to its characteristic of nondomination, and gives higher fitness values for better non-dominated solution. Deb, Pratap, Agarwal and Meyarivan proposed an enhanced NSGA named NSGA-II [2] [3] , which employs a fast nondominated approach to assign ranks to individuals and crowed tournament selection for density stimation. Zitzler and Thiele proposed the strength Pareto Evolutionary Algorithm (SPEA) [5] , which introduced elitism, strength to store an extra store population, and the better is kept. The SPEA-II is an advanced version of SPEA [6] . SPEA-II inherited the advantages from SPEA and improved fitness assignment to take both dominated and non-dominated solutions into account. SPEA-II also considered the diversity of neighboring solutions to produce more capable guides. In addition to algorithms mentioned above, there are some recent researches for MOP, such as multiple single objective Pareto Sampling algorithm [7] .
Differential evolution algorithm (DE) is designed for minimizing functions of real variable [8] . It is extremely robust in locating the global minimum. DE is a simple yet powerful evolutionary optimization algorithm that has been successfully used in solving single-objective problems by Price and Storn. After that, Madavan achieved good results with the Pareto differential evolution approach (PDEA) [9] . Xue introduced multi-objective differential evolution [10] . Tea Robic proposed differential evolution for multi-objective optimization [11] . Yao-Nan Wang et al proposed a multiobjective self-adaptive differential evolution with elitist archive and crowding entropy-based diversity measure [12] .
The multi-objective optimization problem can be mathematically described as [2] : 
2) Pareto optimal solution: A point 0 x  is Pareto optimal if there is not another
x satisfies with
3) Pareto optimal set: For a given MOP () fx , the Pareto optimal set ( * p ) is defined as 
Basic differential evolution algorithm
Different evolution (DE) algorithm is a simple but power population-based stochastic search technique for solving global optimization problems, the original DE algorithm is described in the following briefly. Let n SR  be the search space of the problem under consideration. Then, the DE algorithm utilizes NP, n-dimensional vectors 12 { , , , } , 1, 2, ,
As a population for each generation of the algorithm. t denotes one generation. The initial population is generated randomly and should cover the whole parameter space. At each population, two operators, namely mutation and crossover, are applied on each individual to yield a trial vector for each target vector. Then, a selection phase takes place to determine the trial vector enters the population of the next generation or not. There are several variants of DE, where, the scheme which can be classified using the notation as DE/ rand/ bin strategy is adapted. There are two reasons for using the scheme: (1) it is the most often used in practice and (2) no need to select the best vector in each generation, in fact, it is difficult to determine which vector is the best in a MOP because the optimal solution always is a set but not a single solution.
According to the mutation operator of the DE/ rand/ 1/ bin strategy, for each target individual t i X , a mutant vector
is determined by the following equation
An Improved Differential Evolution Algorithm for Multi-objective Optimization Problems Guolin Yu , r r r ， are indexes, randomly selected from the set {1, 2, , } NP . Note that indexes must be different from each other and from the running index i so that NP must be a least four.
Following the mutation phase, the crossover operator is applied on the population. For each mutant vector 1
is generated, using the following scheme. ( 1) ( ) , .
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A. select operator
When applying DE to MOP, we face many difficulties. How to replace the parent with trial solutions and preserve a uniform spread of non-dominated solutions are two main challenges for DE algorithm. The selection operator of original DE is simple but it is not fit for the MOP. The selection is easy in single-objective optimization, but the selection is not so straight forward in MOP. It exists that the trial solutions and the parent solutions are incomparable. According to the original DE, if the trail solutions are not dominance the parent, the trial is discarded. This method lead to miss the optimal solution that have been found.
To overcome the above mentioned drawbacks, we proposed a new selection method. We do not compare trial solution with its parent when a trial point is generated, but keep it in the trial set. When all the members in the population set generate trail solutions, we get a new population size of two population sizes with trial set and parent set. Then truncate it to the size of population size for the next step of the algorithm. The truncation consists of sorting the individuals with Pareto-based ranking and evaluating the individuals of the same front with the distance density. The Pareto-based ranking is as following. Di can be expressed as following [13] :
rank(i)=1+n
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B. External elitist archive
Since Eckart Zitzler introduced formally his strength Pareto evolutionary algorithm (SPEA) with elitist reservation mechanism, many researchers adopt similar elitist reservation concept in the practice. In this article, the elitist reservation strategy is also adopted. An external archive is used to store the Pareto optimality found so far in the whole evolution evolutionary process. Initially, this archive is empty. As the evolution progresses, the trial vectors that are not dominated by the corresponding target vectors obtained at each generation are compared one by one with the current archive, and good solutions enter the archive. There are three cases when the non-dominated trial vectors compare with the current archive. (1) if the trial vectors is dominated by a member(s) of the external archive, the trial vector is rejected; (2) if the trial vector dominates some member(s) of the archive and the trial vector enter the archive; and (3) the trial vector does not dominate any archive members and none of the archive member dominates the trial vector, which implies that archive. The above three rules are called are called elitist archive update rules. Whether the non-dominated trial vectors enter the archive or not is determined by the above rules. When the external archived population reaches its maximum capacity, the distance density is used to keep the external archive at its maximum size.
Randomly migration strategy
When tacking multi-modal test functions, it is important that the algorithm is able to avoid being stuck in one of the local optima. An algorithm must use some strategy to diversify the search in such a way that it does not get stuck in a local optimum, and yet it is able to converge once the global optimum has been found. In order to improve the evolution population's diversity and the ability of breaking away from the local optimum, a kind of migration strategy is introduced. In every generation, migration strategy is accomplished by adding several individuals of external archive to the set of evolution population and then removing the same number of worst solutions, so that the total size of the evolution population does not change. This process ensures that not only the best solutions are still kept in the evolution population, but also information exchanging between evolutionary population and external elitist archive is ensured to be efficient.
Algorithm procedures
The algorithm of IDEA is the following. Step 5: Selection operation, generate next evolution population according to Eq. (5)and Eq.(6).
Step 6: Update elitist archive with elitist archive update rules. When Step7: Randomly migration strategy, migration strategy is accomplished by adding several individuals of external archive to he set of evolution population and then removing the same number of worst solutions.
Step 8:
Step 2 until maximum number of generations. 
Conclusion
IDEA is a new DE implementation dealing with multiple objectives. The biggest difference between IDEA and other MOEAs is that IDEA introduced a new select operator and a kind of randomly migration strategy. We tested the approach on four benchmark problems and it was found that our approach is competitive to most other approach. In the near future, we also plan to evaluate IDEA on additional test problems. 
