The design of periodic excitations for dynamic system

identification by McCormack, Anthony Sean
University of Warwick institutional repository: http://go.warwick.ac.uk/wrap
A Thesis Submitted for the Degree of PhD at the University of Warwick
http://go.warwick.ac.uk/wrap/3671
This thesis is made available online and is protected by original copyright.
Please scroll down to view the document itself.
Please refer to the repository record for this item for information to help you to
cite it. Our policy information is available from the repository home page.
The Design of Periodic 
Excitations for Dynamic System 
Identification 
Anthony Sean McCormack 
University of Warwick 
Department of Engineering 









Introduction to the Thesis xviii 
1 The Design of Multilevel Multiharmonic Signals for System Iden- 
tification 1 
1.1 Abstract .................................. 2 
1.2 Introduction ................................ 2 
1.3 Power Spectrum Synthesis ......... . ..... ....... .. 4 
1.3.1 D-Optimal Designs ........................ 4 
1.4 Time-Domain Signal Design . .... . ........ ... ...... 10 
1.4.1 Comparison of Multifrequency Signal Designs ......... 12 
1.5 Harmonic Suppression .......................... 14 
1.6 Detection of Nonlinear Effects ...................... 16 
1.7 Conclusions ..... .... . ........ ... .... ... .... 
19 




2.1 Abstract ......... ......................... 
22 
2.2 Introduction ....... ......................... 
22 
2.3 Application of MATLAB Toolboxes ................... 
24 
2.3.1 Application 1: Simulated Third-Order Process ......... 24 
2.3.2 Application 2: Hot-Air Flow Device . ..... .... ..... 
27 
2.4 Curve-fitting to Frequency Response Functions ............. 29 
2.4.1 Application 3: Fourth-Order Butterworth Low-Pass Filter .. 31 
2.4.2 Application 4: First-Order System with Noise ......... 32 
2.5 Conclusions ................................ 35 
3 The Suppression of Drift Effects for System Identification 39 
3.1 Introduction ................................ 40 
3.2 Time-Domain Drift Compensation Schemes .............. 41 
3.3 Frequency-Domain Characterisation of Drift .............. 42 
3.3.1 Decoupled Estimation of Output Signal Parameters ...... 
43 
3.3.2 Signal Design for Decoupled Drift Estimation ..... .... 
46 
3.3.3 Coupled Estimation of Drift and Signal Parameters ...... 
47 
3.4 Accuracy of the Drift Estimators .................... 48 
3.5 Input Optimisation with Decoupled Signal . ..... ..... .... 
52 
3.5.1 Drift Suppression for Multivariable System Identification ... 56 
3.5.2 Application Example ....................... 56 
3.6 Excitation Induced Drift ......................... 57 
3.7 Conclusions ................................ 
60 
4 The Suppression of Transient Effects for System Identification 62 
4.1 Introduction ................................ 
63 
4.2 Transient Suppression via Reference Phase ............... 65 
4.3 Truncation and Interpolation ...................... 
66 
iv CONTENTS 
4.3.1 Accuracy of the Fourier Coefficients ............... 72 
4.3.2 The IFFT in the Presence of Drift ................ 72 
4.3.3 Application Example ....................... 76 
4.4 Conclusions 
................................ 78 
5 Periodic Signal Designs for Nonlinear System Identification 80 
5.1 Abstract .................................. 81 
5.2 Introduction .... ... ... . ... ... ... ... .... . .... 81 
5.3 Periodic Signal Designs 
.......................... 82 
5.4 Parametric Nonlinear Models 
...................... 84 
5.5 Application Examples 
.......................... 86 
5.6 Conclusions ................................ 90 
6 Signal Design and Identification for a Class of Nonlinear Systems 93 
6.1 Introduction .... . ....... . .... ....... ... ..... 94 
6.2 Linear Modelling of Nonlinear Systems ................. 96 
6.2.1 Time-Domain Properties 
...... ..... ........ .. 96 
6.2.2 Frequency-Domain Properties 
.................. 98 
6.3 Identification of Nonlinear Dynamics .................. 99 
6.3.1 Measurement Model 
....................... 100 
6.3.2 Higher-Order Frequency Response Measurement 
........ 102 
6.3.2.1 First- and Second-Order Frequency Response Mea- 
surement ........................ 102 
6.3.2.2 Third-Order Frequency Response Measurement ... 106 
6.3.2.3 Hammerstein and Wiener Models ........... 108 
6.3.2.4 Hammerstein and Wiener Identification Example .. 111 
6.3.3 Identification for a Class of Nonlinear Systems ......... 113 
6.3.4 Nonlinear Feedback Example .............. .... 116 
v CONTENTS 
6.4 Conclusions ................ ....... ......... 120 
7 System Identification and Rule Based Controller Design for Auto- 
tune Control 123 
7.1 Introduction ...... ..... ...... .... ... ..... ... 124 
7.2 PID Tuning Rules 
............................. 125 
7.3 Excitation During Tuning 
........................ 126 
7.4 Frequency Response Estimation 
..................... 132 
7.4.1 Non-Parametric Estimation 
................... 133 
7.4.2 Parametric Identification ..................... 133 
7.5 Application of Autotune Control ..................... 135 
7.6 Conclusions ................................ 144 
8 Conclusions and Discussion 147 
8.1 Summary ............ ... ... ....... . .... ... 148 
8.2 Periodic Signal Design ... .... . .... ...... . ....... 148 
8.3 Pre-Treatment of Data .......................... 151 
8.4 Linear and Nonlinear System Identification ... ............. 152 
8.5 Concluding Remarks ........................... 153 
Bibliography 154 
List of Figures 
1.1 Uncertainty of the frequency response functions obtained using bi- 
nary, three-level and multisine excitation signals ............. 7 
1.2 Absolute value of the normalised amplitude spectrum obtained after 
100 iterations of the optimisation algorithm: binary (full), three-level 
(dashed) and multisine (circles). The frequency range has been lim- 
ited to the band at which the desired spectra is non-zero ....... 8 
1.3 Dispersion function after 100 iterations of the optimisation algorithm: 
binary (full), three-level (dashed) and multisine (dash-dot). The min- 
imum of the dispersion function over the frequency grid is also shown. 8 
1.4 Minimum relative harmonic amplitude with changing quantizer char- 
acteristics for a three-level signal with uniform amplitude spectrum . 11 
1.5 Normalised amplitude spectrum of three-level signal specified to have 
equal energy in harmonics 1,5,11,17,37,67,131 ............. 17 
1.6 Normalised amplitude spectrum of three-level signal specified to have 
all multiples of harmonics two and three suppressed, with equal en- 
ergy in harmonics 1,5,11,17,37,67,131 .................. 17 
2.1 Empirical frequency response functions for Application 1, each one 
estimated from one period of data . ................... 26 
vi 
vii LIST OF FIGURES 
2.2 Mean error of estimated frequency response functions calculated from 
the parametric models .......................... 28 
2.3 Standard deviations of frequency response function errors calculated 
from the parametric models ....................... 29 
2.4 Frequency response function estimates for hot-air flow device. Em- 
pirical (-), ZOH model (smooth -), and BL model (*).. . .... . .. 30 
2.5 Empirical frequency response function for first analyzer run, together 
with frequency response function of the fitted model. ......... 37 
2.6 Empirical frequency response function for second analyzer run, to- 
gether with frequency response function of the fitted model. ..... 38 
3.1 System response disturbed by un-measurable e(t)............ 43 
3.2 Normalised variances for linear and quadratic parameters of drift 
polynomial ................................. 49 
3.3 Standard deviations obtained with DFT (--), decoupled drift (-) and 
coupled drift (*) estimators, with theoretical value for coupled drift 
(-. ) ...................................... 51 
3.4 Dispersion functions obtained with uniform amplitude spectra. Con- 
secutive (o) and non-consecutive (*) harmonic signal. ......... 53 
3.5 Amplitude spectra obtained after one iteration of the optimisation 
algorithm. Consecutive (o) and non-consecutive (*) harmonic signal.. 54 
3.6 Dispersion functions obtained with amplitude spectra resulting from 
one iteration of optimisation algorithm. Consecutive (o) and non- 
consecutive (*) harmonic signal .... ... ..... ..... . ... . 55 
3.7 Upper: measured output data from the Feedback PT326 process 
trainer. Lower: drift corrected output data ............... 57 
viii LIST OF FIGURES 
3.8 Frequency response functions for the Feedback PT326 process trainer. 
(*): from un-compensated time domain measurements, (-): from drift 
corrected data ............................... 58 
4.1 Average frequency response error obtained when incorrect values of 
the dominant pole are used for the calculation of the reference phase. 67 
4.2 Upper: contour plot of amplitude spectrum of signal (N =512) con- 
taining uniform power in harmonics 1,2 "". 20 for truncated data 
points 1,3 "". 299, with dark corresponding to high energy. Lower: 
reciprocal of the condition number of the regressor for the given trun- 
cation lengths ................................ 70 
4.3 Upper: contour plot of amplitude spectrum of signal (N=512) con- 
taining uniform power in harmonics 1,3 ... 39 for truncated data 
points 1,3 .". 299, with dark corresponding to high energy. Lower: 
reciprocal of the condition number of the regressor for the given trun- 
cation lengths ................................ 71 
4.4 Theoretical standard deviation of the real part of the complex Fourier 
coefficients calculated via the IFFT (I) .................. 73 
4.5 Estimated standard deviation of the real part of the complex Fourier 
coefficients calculated via the IFFT (I) .................. 73 
4.6 Theoretical standard deviation of the imaginary part of the complex 
Fourier coefficients calculated via the IFFT (I) . ............ 74 
4.7 Estimated standard deviation of the imaginary part of the complex 
Fourier coefficients calculated via the IFFT (I) . .... ... .... . 74 
4.8 Theoretical standard deviation of the real part of the complex Fourier 
coefficients calculated via the IFFT (II) . ................ 75 
ix LIST OF FIGURES 
4.9 Estimated standard deviation of the real part of the complex Fourier 
coefficients calculated via the IFFT (II) . ........ ... .... . 
75 
4.10 Transient and drift corrupted input and output time series obtained 
from the Feedback PT326 process trainer ................ 77 
4.11 The estimate of the frequency response function for the Feedback 
PT326 process trainer. (o): estimate from raw measurements. (*): 
estimate removing transient contribution. (-): estimate after both 
drift and transient contributions have been removed. ......... 78 
5.1 Amplitude spectra of response signals for Hammerstein model example 87 
5.2 Amplitude spectra of response signals for nonlinear stiffness model 
example .................................. 88 
5.3 Amplitude spectra of response signals for NARMAX model example . 89 
5.4 Actual and estimated response signal for Hammerstein model with 
49 harmonic excitation ........ .... . ..... ..... ... 90 
6.1 Equalised frequency response of anti-alias filter ............. 101 
6.2 The general third-order nonlinear model ................ 102 
6.3 Second-order frequency response magnitude obtained using signal 
based on the harmonic set obtained using the recurrence formula ... 105 
6.4 Second-order frequency response magnitude obtained using signal 
based on harmonic set designed to yield a maximum number of G2(. ) 
measurements ............................... 105 
6.5 Upper: spectrum of output signal using input harmonic set with each 
harmonic yielding a second order kernel estimate. Lower: equivalent 
using input harmonic set which yields 289 estimates of G2(. ). Graphs 
show utilised harmonics only . ...................... 
106 
x LIST OF FIGURES 
6.6 (a): General nonlinear input model. (b): General nonlinear output 
model ................................... 109 
6.7 Coherence functions estimated for the Hammerstein model: linear 
(*) quadratic (-) and cubic (-. ) ....... . ..... ..... ... 112 
6.8 Coherence functions estimated for the Wiener model: linear (*), 
quadratic (-) and cubic (-. ) ........................ 113 
6.9 Nonlinear system under investigation with measurement arrangement 
shown .................................... 116 
6.10 Input and output time series for the nonlinear feedback example ... 117 
6.11 Input and output amplitude spectra for the nonlinear feedback example117 
6.12 Estimated linear model frequency response functions for the nonlinear 
feedback example ............................. 118 
6.13 Estimated nonlinear characteristic for the nonlinear feedback example 119 
7.1 Upper: amplitude spectrum of narrow-band excitation signal. Lower: 
system Nyquist curve (solid) and portion estimated using narrow- 
band signal (circles) . ........................... 127 
7.2 Upper: amplitude spectrum of broadband excitation signal. Lower: 
system Nyquist curve (solid) and portion estimated using broadband 
signal (circles) . .............................. 128 
7.3 Upper: amplitude spectrum of stop-band excitation signal. Lower: 
system Nyquist curve (solid) and portion estimated using stop-band 
signal (circles) . .............................. 129 
7.4 Amplitude spectra realized for stop-band spectra with a binary, four- 
level and multisine with snow signal . .................. 131 
7.5 Upper: time-domain realization of multisine with snow signal speci- 
fled to have a broadband spectrum. Lower: amplitude spectrum. ... 132 
xi LIST OF FIGURES 
7.6 Feedback configuration assumed for identification of process dynamics 132 
7.7 Mean and standard deviation of the empirical frequency response 
function magnitude, estimated for the hot-air flow device. Open-loop 
configuration ........... ... ... ..... .... ... ... 136 
7.8 Mean and standard deviation of the empirical frequency response 
function phase, estimated for the hot-air flow device. Open-loop con- 
figuration . ................................. 137 
7.9 Output of hot-air flow device showing step response, tuning phase, 
and re-tuned step response ..... . ... ....... . .... ... 137 
7.10 Mean and standard deviation of the empirical frequency response 
function magnitude, estimated for the hot-air flow device. Closed- 
loop configuration . ............................ 138 
7.11 Mean and standard deviation of the empirical frequency response 
function phase, estimated for the hot-air flow device. Closed-loop 
configuration ...... . .... ...... ....... . .... ... 138 
7.12 Mean and standard deviation of the second-order model frequency 
response function magnitude, estimated for the hot-air flow device. 
Closed-loop configuration . ........................ 139 
7.13 Mean and standard deviation of the second-order model frequency 
response function phase, estimated for the hot-air flow device. Closed- 
loop configuration . ............................ 140 
7.14 Mean and standard deviation of the third-order model frequency re- 
sponse function magnitude, estimated for the hot-air flow device. 
Closed-loop configuration ......... ........ ........ 141 
7.15 Mean and standard deviation of the third-order model frequency re- 
sponse function phase, estimated for the hot-air flow device. Closed- 
loop configuration . ... ................. ........ 141 
xii LIST OF FIGURES 
7.16 Step response tests obtained for the hot-air flow device with rule based 
controllers designed from second-order model. Ziegler-Nichols (solid), 
refined Ziegler-Nichols (dashed), ISTE (dashed-dot), KLV (dotted). . 143 
7.17 Step response tests obtained for the hot-air flow device with rule based 
controllers designed from third-order model. Ziegler-Nichols (solid), 
refined Ziegler-Nichols (dashed), ISTE (dashed-dot), KLV (dotted). . 143 
List of Tables 
1.1 Crest factor and determinant of the covariance matrix for Schroeder 
phased binary, three-level and multisine excitations. Iteration 0 cor- 
responds to a uniform power spectrum .... ....... 6 
1.2 Comparison between the properties of the 'different multifrequency 
signals ........... ...................... 13 
3.1 Statistical results for Fourier coefficients obtained via the DFT, the 
coupled and decoupled drift estimators ................. 50 
5.1 Results achieved for the identification of the third-order Hammerstein 
model ................................... 91 
5.2 Results achieved for the identification of the nonlinear stiffness model 91 
5.3 Results achieved for the identification of the third-order NARMAX 
model ................................... 92 
6.1 Results obtained from the identification of the Hammerstein and 
Wiener models .............................. 112 
7.1 Summary of rule based controller designs ................ 126 
7.2 Controller parameter estimates calculated from the parametric fre- 
quency response functions . ........................ 142 
X111 
Acknowledgements 
Special thanks are extended to Professors Keith Godfrey and John Flower, for pro- 
viding the impetus for this work, and offering guidance and assistance during its 
completion. 
Financial support by the British Science and Engineering Research Council (now the 
British Engineering and Physical Sciences Research Council), under Grant GR/H 
14267, is also gratefully acknowledged. 




The following material has been included in the thesis. 
Chapter 1: 
A. S. McCormack, K. R. Godfrey and 10. Flower. The design of multilevel 
multiharmonic signals for system identification. IEE Proceedings Part D, 1995. 
Accepted for publication. 
A. S. McCormack, K. R. Godfrey and J. 0. Flower. The design of multilevel 
multiharmonic signals. In IEE International Conference "Control 94", pages 
520-525, University of Warwick, 1994. 
A. S. McCormack, K. R. Godfrey and J. 0. Flower. The detection of and 
compensation for nonlinear effects using periodic input signals. In IEE In- 
ternational Conference "Control 94", pages 297-302, University of Warwick, 
1994. 
Chapter 2: 
K. R. Godfrey, A. S. McCormack and J. 0. Flower. Applying system iden- 
tification using commercially available software and hardware. In 10th IFAC 
Symposium on System Identification, pages 3.119-3.124, Copenhagen, 1994. 
K. R. Godfrey, A. S. McCormack and J. 0. Flower. Applying system identifica- 
tion using commercially available software and hardware. Control Engineering 
Practice, 1995. Accepted for publication. 
Chapters 3 and 4: 
J. 0. Flower, A. S. McCormack and K. R. Godfrey. Frequency domain iden- 
tification of processes with output drift. In IEEE Instrumentation and Mea- 
surement Technology Conference "IMTC/93", pages 252-257, Irvine. 1993. 
xv 
xvi Declaration 
J. 0. Flower, A. S. McCormack and K. R. Godfrey. Reference phases of low 
peak factor multiharmonic signals. Electronics Letters, 29(2): 144-145,1993. 
A. S. McCormack, J. 0. Flower and K. R. Godfrey. The suppression of drift 
and transient effects for frequency-domain identification. IEEE Transactions 
on Instrumentation and Measurement, 43(2): 232-237,1994. 
Chapter 5: 
A. S. McCormack, K. R. Godfrey and J. 0. Flower. Periodic signal designs 
for nonlinear system identification. IEEE Instrumentation and Measurement 
Technology Conference "IMTC/95", Waltham, Massachusetts, 24-26 April, 
1995, pp. 265-270. 
Summary 
System identification techniques are developed for modelling linear and nonlinear 
systems. The main results of the work are concerned with the design and utilisation 
of periodic perturbation signals in general areas of time- and frequency-domain sys- 
tem identification. A design strategy is given for a new class of perturbation signals, 
together with examples of their use in system identification applications. Signal pro- 
cessing procedures are developed for the practical treatment of drift disturbances 
and transient effects, and also for the detection of nonlinear contributions to the 
measurement data. The techniques rely completely on the periodicity of the exci- 
tation, and so the advantageous properties of periodic input signals are considered 
in detail. The use of periodic excitations in discrete- and continuous-time nonlinear 
system identification is also reported, with the identification methods illustrating 
the worth of frequency-domain measurements in this area. An automatic tuning 
procedure for PID controllers is also developed, which illustrates an application of 
system identification techniques to control problems. 
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Introduction to the Thesis 
The problems encountered when characterising a system using measurements of its 
input and output behaviour have led to many decades of research effort. Solving 
these problems continues to be a fundamental task in a broad range of engineering 
research activities. The work reported here covers a wide area of this subject, but 
makes the underlying assumption that a specific class of external stimuli, namely 
a periodic signal, can be applied to the system during the identification experi- 
ment. The postulation of periodic excitations and their favourable properties is by 
no means a novel topic, and indeed their application among practitioners of identifi- 
cation is reasonably well established. However more recent advances and directions 
in periodic excitation design have either been acknowledged with minimal inter- 
est by identification aficionados, or have been inexorably linked to non-parametric 
identification, even by practitioners active in the field. 
While it is true that periodic signal design and frequency-domain identification 
form an excellent partnership, and also that frequency-domain identification relies 
on period excitations, the utilisation of periodic excitations certainly does not en- 
force the use of frequency-domain system identification. The coupling of these two 
components of system identification is often natural since the estimation of the non- 
parametric frequency response function and/or the coefficients of a Laplace transfer 
function is the most obvious utilisation of periodic data. However, comparing the 
situation with the case when pseudo-random signals are used, impulse response esti- 
mation via cross-correlation is just a conveniently simple (although very important) 
means of identification. In this work, it is shown that periodic excitations find many 
areas of application in system identification, sometimes allowing considerable simpli- 
fications to be made in the problem formulation, and always allowing measurements 
to be performed at increased signal-to-noise ratios. 
xix Introduction to the Thesis 
The techniques developed during the course of this research and reported in 
Chapters 1 through 7 are directed at a series of practical problems commonly en- 
countered in applying system identification techniques. Apart from the studies 
made in Chapters 5 and 6, the end product of the identification strategy is a lin- 
ear model description, and to this end, identification algorithms now available as 
commercially available software are utilised. Using these established techniques, it 
is believed that the procedure of selecting a linear model from within a family of 
such models is something that can be achieved with a high degree of confidence, 
when good quality, representative input and output data is used. This use of estab- 
lished identification algorithms, (both time- and frequency-domain techniques) has 
naturally led to a more objective view of the benefits of periodic signal design. 
Individual chapters describe a distinct area of application and, as such, may be 
read quite independently of all other material. This said, it is easy to envisage a 
single application which would encapsulate all of the problems considered in each 
of the chapters. All the identification techniques, proposed throughout the thesis, 
may be used in 'a coherent manner, and it is this that binds the work together. 
Frequent use is made of simulation and experimental examples, both to illustrate 
the concepts, and the accuracy of the proposed methods. A summary of the contents 
of each chapter now follows. 
The opening chapter examines the design of perturbation signals which can ap- 
proximate an arbitrary Fourier specification, and have a time-domain realization 
containing only a small number of amplitude levels. This chapter also serves as in- 
troductory material, since the complete design of the excitation is treated, while in 
examining the properties of the excitation, the main classes of multiharmonic signal 
are compared. Along with the selection of the power spectrum and the design of 
the multilevel signal, the suppression of energy from sets of harmonics is also con- 
sidered. This finds immediate application when the system under investigation is 
xx Introduction to the Thesis 
likely to exhibit nonlinear effects (whether for detection or modelling), but it is seen 
in Chapters 3 and 4, that suppressing harmonics from the excitation spectrum, can 
also facilitate the treatment of drift and transient effects. This chapter also includes 
material on the assessment of optimal power spectra and the use of the coherence 
function when used with periodic input signals. 
Chapter 2 describes several applications of identification techniques that have 
made it to the consumer market. After a discussion of the various identification 
strategies treated in the chapter, several application examples are given. Each appli- 
cation involves a comparison of the results achieved with the different identification 
methods. From the comparison of the software tools, it is seen that there is little 
difference between the accuracy of the results obtained with quite different param- 
eter estimation methods. Therefore, a sounder basis for comparison is the intended 
use of the model, and the experimental situation under which the measurements are 
performed. The applications involving the hardware systems illustrate the necessity 
to pay attention to details other than the parameter estimation, when a model is 
to be estimated from real data. The results from one of the hardware systems are 
wide-open to misinterpretation, due to the lack of appropriate structure detection 
facilities. 
The influence of drift disturbances is addressed in Chapter 3. This form of 
disturbance can be the dominant source of error in system identification, tending 
mainly to distort low frequency measurements, and so it is essential to remove 
its effects before carrying out any system parameter estimation. Drift estimation 
schemes, which are proposed as preprocessing methods, are shown to be applicable to 
the commonly encountered forms of drift, i. e. a disturbance which can be modelled 
using a low-order polynomial. The advantage of using a periodic excitation in this 
instance is that an arbitrarily complex drift disturbance may be modelled during the 
estimation of the Fourier coefficients. If an excitation with a specific type of power 
xxi Introduction to the Thesis 
spectrum can be employed, a particularly simple drift estimator results. Although 
the drift estimation is carried out in the frequency-domain, it is not necessarily 
assumed that the system parameter estimation is carried out likewise. The accuracy 
of the estimation procedures is assessed throughout the chapter, and it is shown that 
the simplified estimator performs well when compared to the more complex coupled 
estimation procedure. Along with the assumption of a periodic excitation is the 
implicit assumption that no transient effects are present in the estimation data. 
Identification in the presence of drift when this is not the case is treated in Chapter 
4. However, a signal design procedure is given in Chapter 3, for situations where 
the transient problem manifests itself in the form of a linear drift, i. e. applications 
involving type 2 systems. 
Signal design and processing procedures which can be used to diminish the ef- 
fects of initial transients are reported in Chapter 4. This material is included mainly 
to alleviate the problem of wasted experimental time when using periodic signals 
with frequency-domain identification. The techniques are therefore most relevant 
in application areas where the increased experimental time involved in waiting for 
transient effects to decay, before acquiring a full period of steady-state data, is a 
noticeable disadvantage of using periodic excitations. The first solution proposed 
in Chapter 4, is applicable to systems that have a single long time constant (known 
a priori), while the second method is applicable to all stable systems. The main 
result of developing these techniques is that the practitioner will have the confidence 
to process the first period of the response to the excitation in the normal way, e. g. 
spectral analysis or parametric model identification. One of the methods uses an 
alternative algorithm instead of direct use of the discrete/fast Fourier transform. 
System identification using a single period of the excitation may suffer if signifi- 
cant external disturbances corrupt the measurements. However the accuracy of the 
proposed truncation method is shown to be comparable to using the DFT with 
xxii Introduction to the Thesis 
steady-state records, in all but the harshest tests of the algorithm. The coupling of 
the truncation method to the drift estimation technique reported in Chapter 3 is 
discussed and illustrated using a realistic identification example. 
In Chapter 5, an assessment is made of the performance of several periodic 
signal designs, when they are used in estimating the parameters of a nonlinear 
model. To obtain an objective assessment, discrete-time identification methods and 
models are considered. Three different types of excitation power spectrum are used, 
with a random excitation included for comparison purposes. It is seen that if a 
nonlinear model is to be estimated, it is advantageous to apply a periodic signal 
with an extremely rich harmonic content. This type of signal can be easily designed 
using multi-frequency signal design algorithms, already developed for linear system 
identification. 
The first part of Chapter 6 discusses both the impact of using periodic excita- 
tions when nonlinearities are present in the system, and common ways to control the 
resulting errors when a linear model is to be estimated. The remainder of Chapter 
6 develops signal design procedures which are relevant only to specific methods of 
frequency-domain identification. This material is included to highlight the areas 
where periodic excitations simplify the identification of certain models of nonlin- 
ear systems. The identification methods, discussed in Chapter 6, are relevant to 
the three main areas of nonlinear identification: functional series expansions; block- 
structured systems; and parametric methods. The reliance of all the techniques 
on frequency-domain measurements (and admittedly in some cases on some very 
peculiar signals) is kept mainly to explore the potential of nonlinear system identi- 
fication in the frequency-domain. The advantages, disadvantages and limitations of 
using frequency-domain measurements in this application are discussed. The identi- 
fication methods are illustrated using both simulated and experimentally measured 
data. 
xxiii Introduction to the Thesis 
Chapter 7 is an application of system identification methods for control system 
design. The consideration given to the PID controller is owing to its almost uni- 
versal acceptance in industry, and also the renewed attention it is receiving in the 
literature. The automatic tuning of the PID controller parameters generally involves 
the estimation of a limited part of the frequency response of the system, followed 
by the application of a simple tuning rule, many of which have been postulated 
in the literature. The application of multi-frequency signal techniques for the task 
of frequency response estimation is immediately apparent. However, the work re- 
ported in Chapter 7 covers only the bare skeleton of the research needed to produce 
a robust autotune PID controller system, i. e. attention is only paid to the signal 
design and frequency response estimation method. However these alone are enough 
to illustrate the efficacy of the proposed solution to the autotune problem. The rules 
considered for calculating the PID parameters, include all those that are known to 
the author. However, a rapprochement is necessary between the broadband identi- 
fication results and the tuning of the controller, since at the moment the tuning is 
based on knowledge of the system dynamics at a single frequency. 
Chapter 8 summarises the main results reported throughout the thesis and dis- 
cusses areas of future research. 
Chapter 1 
The Design of Multilevel 
Multiharmonic Signals for System 
Identification 
2 1.1 Abstract 
1.1 Abstract 
The chapter begins with a review of the existing multifrequency signals available 
for linear system identification in the frequency-domain. The motivation for an 
excitation with a specified Fourier amplitude spectrum, yet having a small number 
of signal levels, is then outlined. An algorithm is given for the design of multilevel 
signals, which realises an arbitrarily defined set of Fourier specifications. It is shown 
that the properties of the multilevel signals make them a strong candidate for linear 
system identification, as well as for the detection of nonlinear effects. 
1.2 Introduction 
The selection of the power spectrum (Goodwin and Payne, 1977) and the con- 
straints on the form of the excitation (Godfrey, 1993c) are two important issues 
which need to be considered during the design of an experiment for system iden- 
tification. For linear system identification, periodic excitation signals offer many 
advantages (Schoukens, Pintelon and Van hamme, 1994), with design algorithms 
available to optimise the power spectrum (Van den Eijnde and Schoukens, 1991), 
and to produce good time-domain realisations (Schroeder, 1970; Van den Bos and 
Krol, 1979; Van der Ouderaa, Schoukens and Renneboog, 1988a; Guillaume, Schou- 
kens, Pintelon and Kollar, 1991). The complete design of the excitation is usually 
a two-step process (Schoukens, Guillaume and Pintelon, 1993a), involving power 
spectrum selection/optimisation, followed by the optimisation of an arbitrary real- 
isation of this spectrum, taking into account the inevitable amplitude constraints 
present on the input. 
The two classes of signal most commonly used to realise the specified power 
spectrum are the multisine (sum of harmonics (SOH)), and the discrete-interval 
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binary signal (DIBS). This chapter discusses the properties of multilevel (m-level) 
signals which are shown to offer an intermediate level of approximation to the desired 
power spectrum, when compared to the DIBS and multisine signals. These are 
useful when a signal with a large number of amplitude levels cannot be accurately 
applied to the system under investigation (Chen, Kerlin and Fry, 1972; Van den Bos 
and Krol, 1979; Franck and Rake, 1985). In these situations the properties of the 
DIBS excitation, although excellent in terms of the realisation of the desired power 
spectrum, may be unsuitable from a practical (Harris, 1993), or theoretical (Nowak 
and Van Veen, 1994) standpoint. The algorithm proposed here to design the m-level 
signals is similar to that developed for the design of DIBS signals (Van den Bos and 
Krol, 1979), and the clipping method used for the design of multisines (Van der 
Ouderaa et al., 1988a). 
Due to the strong coupling between the nature of the desired power spectrum and 
the ability of the design algorithms to realise it, simple guidelines for the selection of 
the power spectrum are given in Section 1.3, that are appropriate in situations where 
approximate knowledge of the system dynamics is available. The results achieved 
for the design of DIBS, m-level and multisine excitations, for an illustrative system, 
are compared in Section 1.3.1, and on a more general note, the ability of the m-level 
signal design algorithm to match the spectral properties achieved with DIBS and 
multisine signals, is considered in Section 1.4.1. 
The final part of the chapter discusses the extension of the design algorithm to 
include additional constraints on the power spectrum of the excitation. Suppression 
of harmonics from the power spectrum (a useful property of multisines), is shown to 
be possible with the m-level signals in a limited, but useful, way. This can be useful 
for the estimation of drift effects (McCormack, Flower and Godfrey, 1994a), and 
the detection of nonlinear effects (McCormack, Godfrey and Flower, 1994b). It is 
possible to suppress harmonics from the power spectrum of multilevel pseudorandom 
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signals, derived from maximum length sequences (Barker, 1993), but due to the 
nature of the codes, stringent conditions are enforced on the shape of the power 
spectrum, and also on the number of levels necessary in the signal. 
1.3 Power Spectrum Synthesis 
Before detailing the m-level design procedure, the selection of the power spectrum 
is discussed. For practical identification, the lack of good a priori information about 
the system under investigation can sometimes be a problem, meaning that optimi- 
sation of the input signal is rarely carried out (Norton, 1986). However, in this 
section, knowledge of the system parameters is assumed, so that an assessment can 
be made of the coupling between the power spectrum and time-domain optimisation 
procedures. 
The example that is used for illustration throughout Section 1.3.1 is the same as 
that used by Schoukens and Pintelon (1991, section 4.3.5), with the emphasis here 
on the m-level signals. 
1.3.1 D-Optimal Designs 
Experimental design which minimises the determinant of the estimated parameter 
covariance matrix, (D-optimal designs), is considered here. As is usual, the covari- 
ance matrix is approximated by the Cramer-Rao lower bound, for which an explicit 
expression is given by Schoukens and Pintelon (1991). The design algorithm. used is 
due to Van den Eijnde and Schoukens (1991), and is implemented in Kollar (1994). 
The quantity examined here is the response dispersion function, given by, 
v(X, 3w) = trace {[Fi(X)]-'fitjw)} (1.1) 
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where, 
K 
X(jw) _ (I X (7wi)12 ... JX (awK)12) with EIX (Jwk)12 = P. (1.2) 
k=1 
Fi(X) and fi(3w) are the Fisher information matrices corresponding to the spectra 
X(3w) and X (jw), respectively, with P representing the signal power, and IX(2w)12 = 
P. Here Fi(X) will be calculated from the spectrum that has been realised with each 
time-domain realisation. 
If the system can be represented as an output-error model, with disturbing noise 
variance ay (3w), the corresponding model uncertainty, oH (3w), is given by, 
CHOW) = 
/v(x'. 7w)a Üw) (1.3) 
P 
and so to simplify the considerations, o (jw) is assumed to be equal to unity for all 
frequencies. The design procedure generates, at each iteration, an improvement on 
the previous power spectrum, assuming equal power for each design. This is never 
the case if multiharmonic signals are used with an amplitude constraint present on 
the system input, and so to assess the actual improvement at each iteration, the 
power spectrum, matching the amplitude constraint, must be produced. This is a 
rather tedious task since the respective design algorithms use an iterative procedure 
to ensure that a near-optimal signal is found. To combat this, the approach adopted 
here is to use Schroeder phases (Schroeder, 1970), to design each signal. For the 
DIBS and m-level signals this corresponds to mapping the Schroeder multisine to 
the amplitude levels of both signals. This one-step procedure gives a good indication 
of the final value of the uncertainty (assuming correct prior knowledge), since the 
results from Schroeder phasing are usually indicative of the results which will be 
produced with the computationally intensive iterative design procedures. 
The system that is used for illustrative purposes (see also Kollar (1994)) is a 
band-pass system with fourth-order numerator, a2s2 """ a4s4, and sixth-order de- 
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nominator, ßo8° """ /3686, with the system coefficients given by ((Schoukens and Pin- 
telon, 1991, pp. 179)), 
(a2, a3, a4) = (8.973e-10,5.155e-12,3.2010e-17) 
(ßo """ ß6) = (1,2.5017e-4,3.5869e-7,5.5550e-11, 
3.36031e-14,2.5351e-18,1.0131e-21). (1.4) 
An optimal design was carried out for a three-level signal (levels: -101) designed to 
have power concentrated in the first 50 harmonics of the fundamental (20Hz). The 
results are given in Figure 1.1, which show the model uncertainty produced after 1,2, 
3,10 and 100 iterations of the design algorithm. Also shown are the results produced 
with the Schroeder phased DIBS and multisine excitations. The determinants (D), 
of the corresponding covariance matrices are shown in Table 1.1, together with 
the respective crest factors (CF). The spectra obtained after 100 iterations of the 
Iterations Binary 3 Level Multisine 
CF D CF D CF D 
0 1.09 104.247 1.175 375.28 1.713 0.037x10 
1 1.103 0.235 1.215 1.219 2.069 0.0018x10 
2 1.114 0.16 1.151 0.266 2.001 0.0006x10 
3 1.11 0.139 1.144 0.231 1.962 0.0003x10 
10 1.108 0.13 1.20 0.453 2.137 0.0012x10 
100 1.126 0.16 1.245 0.914 3.183 1.19x10 
Table 1.1: Crest factor and determinant of the covariance matrix for Schroeder 
phased binary, three-level and multisine excitations. Iteration 0 corresponds to a 
uniform power spectrum 
optimal design algorithm, using the one-step design procedure for the excitations, are 
shown in Figure 1.2, with the corresponding dispersion functions shown in Figure 
1.3. Note that max{v(X, 3w) }< number of estimated parameters corresponds 
to D-optimality. In Figures 1.2 and 1.3, the power in the desired harmonics has 
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Figure 1.1: Uncertainty of the frequency response functions obtained using binary, 
three-level and niultisine excitation signals. 
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Figure 1.2: Absolute value of the normalised amplitude spectrum obtained after 
100 iterations of the optimisation algorithm: binary (full), three-level (dashed) and 
multisine (circles). The frequency range has been limited to the band at which the 
desired spectra is non-zero 
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Figure 1.3: Dispersion function after 100 iterations of the optimisation algorithm: 
binary (full), three-level (dashed) and multisine (dash-dot). The minimum of the 
dispersion function over the frequency grid is also shown. 
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been normalised to aid visualisation of the "fit" of each realisation to the desired 
spectrum. This normalisation is not present in Figure 1.1. 
The results given in Table 1.1 show a strong correspondence among the three 
signal types with, as stated by Schoukens et al. (1993a), the designs produced after 
the initial iterations of the algorithm yielding the most significant decrease in the 
value of the determinant. However, this has been obtained in this work by simple use 
of the Schroeder design formula, thus drastically reducing the computational time. 
The other interesting property displayed by the DIBS and m-level signals is their 
ability to realise the desired spectra (across 50 harmonics) to a high level of accuracy. 
The results achieved with the uniform power spectrum, and that produced after one 
iteration of the design algorithm need careful attention, since these are typical of 
the spectra which will most commonly be used in the majority of cases. The former 
spectrum usually results from a heuristic basis, where good coverage of the system 
dynamic range is desired, while the latter simply corresponds to concentrating the 
signal power crudely around the dominant modes of the system. 
The importance of the power realized in the desired harmonics can be seen by 
comparing the results of Figure 1.1 and Figure 1.3. Even though the multisine 
spectrum is the perfect "fit" to the desired spectrum (Figure 1.3), the lower crest 
factors of the DIBS and m-level signals produce the best overall results (the DIBS 
and m-level signals with uniform spectra produce better results than the "optimum" 
multisine). Schroeder phased multisines are used purely to assess the relative im- 
provement achieved for each design. It is acknowledged that the actual results for 
each spectra will be improved with the use of iterative design procedures, however 
the relative improvements will remain the same. The inclusion of snow during the 
design of the multisine will give crest factors as low as the DIBS and m-level signals. 
Hence in terms of the accuracy of the experiment, the spectra realised by the 
m-level signals can give results which are better than those obtained with the mul- 
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tisine signal, and similar to those obtained with both the DIBS and multisine with 
snow signals. This means that the relevant question guiding the selection of the 
time-domain properties of the signal, is whether a bandwidth-limited or piecewise- 
constant excitation signal is more desirable for the identification (Schoukens et al., 
1994). Given that the m-level signals possess these properties, the specific nature of 
the system should guide the selection of the most suitable excitation, e. g. the na- 
ture of the input transducer, and/or the required measure of the systems nonlinear 
characteristics. 
1.4 Time-Domain Signal Design 
The algorithm used to approximate the desired Fourier amplitude spectrum, C . k, 
(k EK the set of harmonics) is based on the time-frequency domain method used 
for conventional multiharmonic signal design (Van den Bos and Krol, 1979; Van der 
Ouderaa et al., 1988a). The harmonic phases are used to maximise the minimum 
relative Fourier amplitude, Emin, realised in the m-level signal 
'min = min{ICmklEds ICxk) (1.5) 
where Cmk is the realised Fourier coefficients, and EE, is the total energy specified 
in the design. The normalisation by EE, allows direct comparison of Emin to that 
produced with a DIBS excitation with levels 1 and -1. The mapping in the time- 
domain is an M-level quantizer with symmetric bands of size Q;, where, 
Bi Bi+l 
i= Qi = 
qi-1 q% 
" 
1, """, M/2, M even 
1, """, (M - 1)/2, M odd, 
(1.6) 
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where B;, i=1"""M+1, result from dividing the input range into M equal seg- 
ments. The convergence of this algorithm for binary signals has been proven by 
Van den Bos and Krol (1979). According to the experience of the author, when 
the (fixed) mapping in the time-domain is selected using eqn. (1.6), convergence 
is achieved in a small number of iterations. The parameter q needs to be selected 
for each set of specifications. The approach adopted here is to carry out a series 
of designs initialised with Schroeder phases, with the value of q chosen as the one 
which yields the maximum value of Emi,,. This value can then be used to carry out 
amultiple start procedure, with random harmonic phases used each time as initial 
conditions. The effect of q on a design requiring a uniform spectrum in harmonics 
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Figure 1.4: Minimum relative harmonic amplitude with changing quantizer charac- 
teristics for a three-level signal with uniform amplitude spectrum 
all the spectra examined, as detailed in Section 1.4.1. 
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1.4.1 Comparison of Multifrequency Signal Designs 
The results achieved with the m-level design algorithm are now compared with the 
characteristics of both the DIBS and multisine signals. The multisine signals used 
for each design are zero-order-hold multisines (ZOHSOH). These usually give better 
results than the bandwidth-limited designs since the time-domain signal properties 
need only be optimised at the desired sampling instants. The benefits of ZOHSOH 
signals are greatest when the minimum number of samples is used to realize the 
spectrum, i. e. with an over-sampling factor of 1. Three- and four-level signals 
are considered here, and the properties given are the results obtained after 100 
randomised starts of the phase optimisation. The same procedure is adopted for the 
DIBS signal, whereas each multisine signal is the result after 2000 iterations of the 
minimisation algorithm with Schroeder's initial conditions. The DIBS and multisine 
signals were designed using the Frequency Domain System Identification Toolbox 
(Kollar, 1994). The multisine signals with snow (SOHS) were designed with the 
lp norm (Guillaume et al., 1991) being minimised for p=2,4,6, ..., 200, starting at 
p=2 with Schroeder phases. The snow was allowed in all non-excitation frequencies 
up to the Nyquist frequency. The spectra considered for the comparison are as 
follows (the oversampling factor for each signal is given after the set of harmonics) 
Spectrum 1 Uniform Amplitudes in Harmonics 1 to 10 (6.4). 
Spectrum 2 Linearly Increasing Amplitudes in Harmonics 1 to 10 (6.4). 
Spectrum 3 Uniform Amplitudes in Harmonics 1,2,4,8,16,32,64 (4). 
Spectrum 4 Linearly Increasing Amplitudes in Harmonics 1,2,4,8,16,32,64 (4). 
Spectrum 5 Amplitudes 1,1,1,2,3,4 in Harmonics 1,2,4,8,16,32 (2). 
The results are summarised in Table 1.2, with the designated spectrum in each 
case being denoted by S. The signal power, Zp, is quoted for the signals after 
13 1.4 Time-Domain Signal Design 
S Signal Puae (%) Emin (%) xP q 
2 Level 79.67 83.18 1 »1 
3 Level 90.72 81.3 0.83 1.75 
1 4 Level 94.54 79.42 0.77 1.25 
ZOHSOH 100 66.76 Vk 0.45 - 
SOHS 80.06 85.78 Vk 0.92 - 
2 Level 79.1 80.6 1 »1 
3 Level 89.36 80.3 0.88 2.5 
2 4 Level 91.6 79.95 0.82 1.75 
ZOHSOH 100 63.38 Vk 0.4 - 
SOHS 81.85 87.21 Vk 0.93 - 
2 Level 68.3 80.3 1 »1 
3 Level 81.39 75.74 0.76 2.25 
3 4 Level 79.85 76.92 0.77 2.75 
ZOHSOH 100 46.08 Vk 0.21 - 
SOHS 72.78 83.16 Vk 0.95 - 
2 Level 71.0 77.6 1 »1 
3 Level 84.29 74.57 0.72 2 
4 4 Level 86.70 73.54 0.7 2 
ZOHSOH 100 43.5 Vk 
- 
0.19 - 
SOHS 72.13 83.22 Tk - 
l e 62.7 74.4 1 »1 
el 83.05 73.55 0.73 2.25 
5 el 
E4Lev 
87.32 72.71 0.65 1.75 
OH 100 49.1 `dk 0.24 - 
71.89 80.41 Vk 0.90 - 
Table 1.2: Comparison between the properties of the different multifrequency signals 
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their maximum absolute value has been scaled to unity, while P, 13e represents the 
percentage of the signal power realized in the desired harmonics. From the table it 
can be seen that, generally, the characteristics of the DIBS and the SOHS signals 
are similar in terms of the figures for xp and P,,,,, while Emin is consistently greater 
for the SOHS signals. Comparing the properties of the three- and four-level signals 
to those of the DIBS signal, and assuming that a SOHS signal cannot be applied 
to the system, the values for E1 in are seen to be comparable for each of the signal 
designs. This is realized in the m-level signals with as little as two thirds of the 
power of the DIBS signal, giving a significant reduction in the amount of wasted 
power being applied to the system. 
Hence for linear system identification, with no concerns other than the distribu- 
tion and absolute value of the power realized in the perturbation signal, the m-level 
signals have very useful properties. Attention is now given to an added advantage 
of using more than two signal levels in the approximation of the desired Fourier 
coefficients: harmonic suppression. 
1.5 Harmonic Suppression 
It is often desirable to leave gaps within the perturbing power spectrum so that 
energy in the response signal, at non-excited frequencies, can be used to gain in- 
formation about the system other than the linear behaviour, e. g. for the treatment 
of drift effects (McCormack et al., 1994a). This problem was originally introduced 
by Barker (1993), where multilevel pseudorandom sequences were considered. The 
restrictions of the pseudorandom codes meant that a high number of levels had to 
be used to suppress any useful harmonics, e. g. a seven-level sequence was needed to 
suppress multiples of harmonics two and three from the spectrum. Also the designer 
is offered very little control over the power spectrum of the signal. Therefore this 
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concept is developed here for the m-level signals. Clearly the limited flexibility of 
the DIBS signal in this regard makes it unattractive for these applications. 
Formally stated, we wish to suppress all multiples of the prime set, 
P= {p1, """, p} from the m-level power spectrum. To enable this, the following 
equality must hold for the m-level signal, x, n(r): 
V-1 N EXm(T+nN)=0, T=O,..., -1, Vp E P. (1.7) 
n=0 P 
with min(M) =3 if pj > 3. The signal length, N, must be an integer multiple 
of all the members of {P}, and so the values of N that correspond to 21, n an 
integer, are generally not available. This rules out the use of the radix-2 FFT 
algorithm, but due to the availability of mixed-radix FFT algorithms, e. g. the 
chirp-z transform algorithm (Rabiner, Schafer and Rader, 1969), this is not deemed 
a particular problem. The most common P is {2, p, } with the most useful p, being 
3. This is because values other than 3, or subsequent members of P, cause very 
few extra harmonics to be suppressed. For example, P= {2,3,5} causes only three 
extra harmonics to be suppressed than P= {2,3}, when harmonic 53 is considered 
to be the maximum. For this reason, consideration is limited here to P=p, and 
P= {2, p, }. To suppress all multiples of harmonics two and three from an m-level 
spectrum, the signal time-series must obey the usual inverse-repeat property, as well 
as, 
xm (T) + xm (T }_ 
N 
3) + xm (T .} 
2N 
3) =- 0' T= 0, ... , 
N3 
-1, (1.8) 
with N an integer multiple of six. The implementation of this can be carried out on 
an existing m-level signal, but it is found that the resulting value of Ervin can drop to 
around 30%, which is clearly unsatisfactory. To get around this problem the signal 
must be adjusted to satisfy eqn. (1.7) at each iteration of the phase optimisation. 
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For P=3, it is required to construct, at each iteration, 
2 nN N x, Up(T) = 
Exm(T+ 
3)T= 03 ... ) 3_1, 
n=0 
and for x, up(T) 0, modify xm (r), x n(T + N/3) or x,.. (T + 2N/3), such that 




xsup(r) < max(IVI) r=0"""N-1 (1.11) 
where V equals the maximum allowable value of the m-level signal. For P= {2,3}, 
the modifications to x,,, (r) must not alter its inverse-repeat structure, but because 
xsup(T) is inverse-repeat, for an inverse-repeat xm(r), this is possible. 
As an example, Figure 1.5 shows the results achieved with this algorithm on a 
specification for a three-level signal containing uniform amplitudes in harmonics 1, 
5,11,17,37,67,131. For this signal Emin = 78.24%, and Pu8e = 80.34%. The 
spectrum shown in Figure 1.6 has the same specification, but has all multiples of 
P= (2,3} suppressed. The signal has Emin = 64.82%, and Pu8 ,, = 74.75%. The 
value for Emin has clearly been affected by the suppression technique, but compared 
to the value which would be expected with a multisine signal, the properties of the 
signal are still attractive. 
1.6 Detection of Nonlinear Effects 
The estimate of the frequency response function (FRF) gives an excellent means 
for validating any parametric model estimated from system input/output measure- 
ments. A common method for validating the FRF estimate is the coherence function 
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Figure 1.5: Normalised amplitude spectrum of three-level signal specified to have 





Figure 1.6: Normalised amplitude spectrum of three-level signal specified to have all 
multiples of harmonics two and three suppressed, with equal energy in harmonics 
1,5,11,17,37,67,131 
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(Bendat and Piersol, 1980), which arose originally in applications involving stochas- 
tic time records. The (squared) coherence function between two signals, x(t) and 
y(t), calculated at the excitation harmonics, is defined as: 
(k) 12 
'y (ký = SxI (k). Sy (k). 
(1.12 
For a periodic signal, measured over D periods of the excitation, the cross-spectral 
terms are calculated as 
Suv(k) _ 15 > 
d=1 
UU(k)Vd(k) (1.13) 
where the variables Ud(k) and Vd(k) represent the discrete Fourier transform of 
the dth period of u(t) and v(t) respectively, and the asterisk denotes the complex 
conjugate. For the case where D is equal to 1, the value of -yzy(k) reduces to 
2kX* (k). Y* (k). X (k). Y(k) (1.14) ryxy( )= X*(k). X(k). Y*(k). Y(k). 
giving ryxy(k) =1VkEK. Now for the case when there is no noise present on the 
input and output records, it is clear that estimates of Sxy(k), Sýx(k) and Syy(k) in 
eqn. (1.12) can be calculated independently of the value of D. Hence the coherence 
function always reduces to the calculation given in eqn. (1.14). This leads to the 
conclusion that yxy(k) will be unity even if y(t) is derived from a purely nonlinear 
function of x(t), a fact that can easily be overlooked. In situations where only the 
output signal is disturbed by noise, eqn. (1.12) reduces to 




which gives the same result as for the noise-free case regarding the detection of 
nonlinear effects at the excitation frequencies. The expression given in eqn. (1.15) 
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does offer, however, a very useful means of assessing the periodicity of the energy 
measured at non-excited frequencies in the output signal, since the calculation is 
independent of the input spectrum. This feature can be used with an m-level signal 
as the excitation, with the harmonic suppression implemented, to assess the linearity 
of the system under investigation. 
If a significant amount of coherent output energy is detected in the output signal, 
the linear representation of the system may need to be augmented with a charac- 
terisation of the nonlinear contribution. The identification method used to obtain 
structural knowledge and parameter estimates for the system is at this point a choice 
to be made by the user. If the nonlinearity can be represented by a low-order polyno- 
mial function of the input or output signal, frequency-domain identification schemes 
can be easily formulated (Evans, Rees and Jones, 1992; McCormack et al., 1994b). In 
the absence of structural knowledge and/or in the presence of more general nonlinear 
behaviour, a strong possibility is offered by the nonlinear rational model represen- 
tation (Billings and Zhu, 1991; Billings and Zhu, 1994). Although discrete-time 
estimators are not as dependent upon the characteristics of the excitation signal 
(particularly its periodicity), they do benefit from periodic designs (Schoukens et 
al., 1994; Nowak and Van Veen, 1994). It is shown by Godfrey, McCormack and 
Flower (1995) that the accuracy achieved when discrete-time estimators are used 
with a periodic excitation is similar to that obtained when estimators specifically 
designed to utilise the periodic nature of the data are used. 
1.7 Conclusions 
Multilevel signals yielding a specified set of spectral amplitudes have been discussed. 
Their properties have been shown to be useful for realising arbitrary Fourier spec- 
ifications to a high degree of approximation. They are suitable for the realisation 
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both of optimal spectra, based on prior estimates of the system parameters, and 
of spectra selected on a more heuristic basis. Taking this into account with the 
possibilities offered by harmonic suppression, gives them an intermediary position 
between the properties of binary and multisine signals. 
Chapter 2 
The Application of Software and 
Hardware Tools in System 
Identification 
21 
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2.1 Abstract 
System identification methods are now incorporated into several commercially avail- 
able products, including two MATLAB Toolboxes and a number of frequency re- 
sponse analyzers. This chapter assesses the accuracy obtained with the two MAT- 
LAB Toolboxes, when used with idealised noisy data, and also their performance 
when used with real measurement data. The performance of the curve-fitting algo- 
rithms on two commercial FFT analyzers is also compared using two applications 
for illustration. 
2.2 Introduction 
The availability of commercially available identification tools means that, today, 
it is relatively straightforward for the practising engineer to use the vast amount 
of knowledge that has been gathered from several decades of research into system 
identification and parameter estimation. Several textbooks are available, of which 
Eykhoff (1974), Ljung (1987), Norton (1986), Schoukens and Pintelon (1991) and 
Söderström and Stoica (1989) are examples. Interactive analysis tools are available 
for estimation procedures developed under the assumption of piecewise constant ex- 
citation (Ljung, 1986) and using frequency-domain methods (Kollär, 1994). There is 
also a noticeable trend towards the design of spectral analysis equipment which allow 
parametric models to be obtained, along with the more traditional non-parametric 
techniques. Examples are Hewlett Packard Co. (1989) and Advantest Corporation 
(1989). The applicability of each method depends greatly on the experimental setup, 
the intended use of the model and also on the required accuracy, but it is fair to 
say that for most control and measurement requirements, a linear system model can 
now be obtained comparatively easily. 
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The objectives here are to list some of the approaches which have made it to com- 
mercially available products, to describe some practical applications of these identi- 
fication methods, and also to emphasise the often-neglected role of perturbation sig- 
nal design in linear system identification (Godfrey, 1993c). Several notable surveys 
have appeared in the literature on system parameter estimation, both in discrete- 
time (Aström, 1980; Ljung, 1985) and in continuous-time (Young, 1981; Sinha and 
Rao, 1991). Transfer function estimation from frequency response data has been 
reviewed by Whitfield (1986). 
It is assumed here that the identification is carried out off-line, and that a peri- 
odic excitation can be applied to the system under investigation. The discrete-time 
estimators have the advantage that they can be formulated for on-line implementa- 
tion (Ljung and Söderström, 1983) and do not require the excitation to be periodic. 
However, significant advantages can be obtained from the use of periodic excitations 
(Schoukens et al., 1994), while the formulation of the frequency-domain estimators 
becomes tractable due to the algebraic relationship between the input and output 
Fourier coefficients (Van den Bos, 1970). The problem of obtaining a Laplace trans- 
fer function from an empirical frequency response function is treated separately, 
since it is not based on a statistical framework. 
The chapter is split into two parts. In the first, the two MATLAB identific- 
ation Toolboxes mentioned above are used to identify two systems, one of them 
simulated and the other a bench-scale heating process. The first Toolbox (Ljung, 
1986) assumes a zero-order-hold (ZOH) excitation, and is aimed at estimating the 
coefficients of a discrete-time model of the process and, if required, a model of the 
disturbing noise. The second Toolbox (Kollar, 1994) requires a bandwidth-limited 
(BL) excitation, and is aimed at estimating the coefficients of either a discrete- 
or continuous-time model. In the applications described here, the two Toolboxes 
are used correctly. Substantial systematic errors can arise from application of ei- 
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ther Toolbox with data that violate the basic assumptions (Pintelon, Schoukens 
and Chen, 1994b; Schoukens et al., 1994). The objective therefore is to compare 
models obtained through the correct use of the two Toolboxes. Undoubtedly the 
most common source of systematic error in system identification is the presence of 
nonlinearities. From the point of view of linear model estimation, in the presence 
of system nonlinearities, there is no explicit advantage in using the identification 
algorithms of either Toolbox in favour of the other. However the periodic excitation 
design algorithms of the frequency-domain Toolbox can prove useful, e. g. the user 
is given the opportunity to design a signal with an arbitrary power spectrum and 
low peak-to-peak value. 
In the second part of the chapter, two applications of estimating a Laplace 
transfer function of a process by curve-fitting to an empirical frequency response 
function (FRF), measured using a spectrum analyzer, are described. Results have 
been obtained from two different analyzers. 
2.3 Application of MATLAB Toolboxes 
2.3.1 Application 1: Simulated Third-Order Process 
For this application, the process is a (software) simulated third-order process with 
a transfer function consisting of three equal time-constants, each of 10ms. The 
Laplace transfer function is thus given by 
G(s) =1 10_6s3 + 3.10-4s2 + 0.03s + 1' 
(2.1) 
Two different perturbation signals are used. The first consists of 50 consecutive- 
harmonics (1 to 50), while the second consists of 400 consecutive-harmonics (1 to 
400). Both signals have uniform power spectra. Other broadband excitation sign- 
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als, e. g. pseudorandom signals, may be employed with both Toolboxes, but here the 
multisine signals are favoured due to their ability to realise an arbitrary power spe- 
ctrum. The peak-to-peak value of both signals is minimised using a time-frequency 
domain swapping algorithm (Van der Ouderaa et al., 1988a). The frequency ranges 
of the signals are 1 Hz to 50 Hz for the 50-harmonic signal and 0.125 Hz to 50 Hz for 
the 400-harmonic signal. The total power in each signal is set to 0.5, and Gaussian 
noise with variance equal to 0.04 is added to the output; the noise is band-limited, 
with constant power spectral density up to 50 Hz and zero power above 50 Hz. 
The empirical FRF estimated from one period of the response, to each of the 
two perturbation signals (BL data), is shown in Figure 2.1, together with the theo- 
retical FRF. From Figure 2.1 it can be seen that the increased signal-to-noise ratio 
afforded by the 50 harmonic signal gives a more accurate estimate of the frequency 
characteristic. This proves very useful in assessing model errors. 
For the identification of a parametric model, eight periods of the response to each 
excitation signal (50-harmonic and 400-harmonic) are used to obtain each model es- 
timate. For the time-domain identification (using the System Identification Toolbox) 
a ZOH excitation is used. Time-domain averaging is performed on the eight periods, 
with the sampling periods used for the 50- and 400-harmonic excitations made the 
same by specifying 1024 and 8192 samples per period, respectively. An output error 
model structure is used, which is of the form 
B(g) Yr = F(4) Ur-nk + er (2.2) 
where 
B(q) = b1 + b2q-1 + b3q-2, F(q) =1+ flq_1 + f2q_2 + f3q_3, and nk = 1. 
This is the simplest model capable of fitting the measurements in the frequency- 
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Figure 2.1: Empirical frequency response functions for Application 1, each one es- 
timated from one period of data. 
domain. 
For the frequency-domain identification (using the Frequency Domain System 
Identification Toolbox), the output Fourier coefficients are averaged over the eight 
periods, with the variances of the real parts (equal to the variances of the imaginary 
parts) calculated during averaging. The model structure used is 
Ym(3Wk) = GOWk, P)X (3Wk) + NV(3Wk), k=1,2---F (2.3) 
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with X(3wk), Ym(jWk) and Ny(3wk), representing the Fourier coefficients of the true 
input, measured output, and output noise, respectively, and with F the number of 
harmonics. The'vector P contains the unknown parameters of the transfer function, 
G(s), (s = 3w) of eqn. (2.1). 
Note that, for both model structures, input noise is not added or considered. 
Since the frequency-domain algorithms are based on an error-in-variables model, 
the input noise variance is set equal to zero for the calculations. The time-domain 
and frequency-domain parameter estimates are used to compute the estimated fre- 
quency response over the range 0.125 Hz to 50 Hz (400 points), with the estimation 
repeated with 100 realisations of the output noise. The estimated mean and stan- 
dard deviation of the error, in the estimated frequency characteristics, are shown in 
Figures 2.2 and 2.3, respectively. From Figures 2.2 and 2.3 it can be seen that all 
of the errors are small, with low uncertainties, showing that in this idealistic case, 
with the algorithms used under the correct assumptions, there is little to choose 
between the two MATLAB Toolboxes. 
2.3.2 Application 2: Hot-Air Flow Device 
The second application involves the identification of a bench-scale hot-air flow device 
(the PT326 Process Trainer). This is quite a realistic laboratory scale process, 
exhibiting many of the problems of a typical industrial process, including output 
drift (trend), inherent process noise and a limited linear range. The 50-harmonic 
signal is used to excite the heater within the linear range, with the period of the 
signal equal to 40 seconds. Averaging of the output data is over two periods of the 
signal. 
A second-order plus time-delay model (as suggested by the manufacturers) is 
fitted using both the MATLAB Toolboxes, and the frequency responses of the fitted 
models are shown in Figure 2.4, together with the empirical FRF. It can be seen 
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Figure 2.2: Mean error of estimated frequency response functions calculated from 
the parametric models 
that the results obtained from this experiment again highlight the fact that both 
identification methods give very good results, if used correctly. 
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Figure 2.3: Standard deviations of frequency response function errors calculated 
from the parametric models 
2.4 Curve-fitting to Frequency Response Functi- 
ons 
As noted in the introduction, there is an increasing trend in spectral analysis equip- 
ment towards incorporating facilities for obtaining parametric models by curve fit- 
ting to empirical frequency response functions. Some examples are the Hewlett- 
Packard 3562A Dynamic Signal Analyzer and 3563A Control Systems Analyzer, 
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Figure 2.4: Frequency response function estimates for hot-air flow device. Empirical 
(-), ZOH model (smooth -), and BL model (*). 
both of which can estimate a Laplace transfer function with up to 40 poles and 40 
zeros. Another example is the Advantest R9211C FFT Servo Analyzer which has a 
limit of 20 sets of poles and zeros. The HP 3563A can also fit up to 40 poles and 40 
zeros in a z-domain transfer function fit. To illustrate some of the problems encoun- 
tered when using such techniques for system identification, two further applications 
are given below, both using the HP 3562A and the R9211C. 
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2.4.1 Application 3: Fourth-Order Butterworth Low-Pass 
Filter 
The process in this case is a fourth-order Butterworth low-pass filter with cut-off 
frequency equal to 500 Hz. The nominal Laplace transfer function is given by 
9.741.1013 G (s) = (s + 2903 ± X1203) (s + 1203 ± 32903) 
(2.4) 
The word "nominal" is important here, because this is not a software simulated 
process, but a device constructed from the nearest preferred values of resistors and 
capacitors available. Therefore one might expect reasonable, but not exact, agree- 
ment between the theoretical and measured transfer functions. For both spectrum 
analyzers, the frequency response is measured with a maximum frequency of 2kHz 
(12566 rad s'1). No noise is added at the output. Perturbation signals are obtained 
from the signal generators that form an integral part of the overall analyzer system 
and have approximately flat amplitude spectra over the frequency range up to 2 
kHz. 
For the HP 3562A results, the signal used is a periodic chirp (i. e. a swept sine 
wave). Fitting is carried out using the automatic fit facility, where the user does 
not specify the model structure. The estimated transfer function is 
129158.103(s + 747253) G(s) = (s + 2942 ± j1078) (s + 1208 ±, 2879) 
(2.5) 
The denominator is in reasonable agreement with that of G(s) and so is the nu- 
merator once it is realised that within the frequency range up to 2 kHz (12566 rad 
s-1), the zero can effectively be regarded as a constant and combined with the mul- 
tiplier of s in the numerator of d(s) to give a numerator constant of 9.651.1013. 
The agreement between d(s) and G(s) is certainly as close as might be expected 
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given that only the nearest preferred values of resistors and capacitors were used in 
constructing the filter. 
For the 9211C results, the perturbation signal is a 400 consecutive-harmonic mul- 
tisine, with equal power in each harmonic. The signal is very similar to a Schroeder- 
phased multisine. The estimated transfer function, G(s), is 
-159.4.10'6 (s + 20306) (s - 32112) (s - 5221 ± j30347) G(s) _ (s + 2896 ± 11078) (s + 1202 ±, 2875) 
(2.6) 
It is clear that the denominators of G(s) and G(s) are in reasonable agreement, 
but the numerator of O(s) appears, at first sight, to bear no resemblance to that of 
G(s). 
At this point, it is necessary to consult the "know-how of use" in the Instruction 
Manual of the R9211C, where one reads that "large enough" zeros and poles should 
be removed by regarding them as constants (taking the modulus in the case of 
complex zeros and poles). All the zeros are larger in magnitude than the maximum 
radian frequency of 12566 rad s-1 and so replacing them by constants, the numerator 
becomes 9.392.1013, which is close to that of G(s). The main problem associated 
with this procedure is precisely what is meant by "large enough". In this example, 
the magnitude of the smallest zero is 20306, compared with a maximum radian 
frequency of 12566, the ratio between them of 1.616 not appearing particularly 
large. The frequency response calculated from d(s) is indistinguishable from the 
measured frequency response and is therefore not reproduced here. 
2.4.2 Application 4: First-Order System with Noise 
In the final application, the process is a first-order lag, set up on a Feedback PCS327 
Process Simulator, with a nominal transfer function consisting of a time-constant of 
O. Ols (denoted a) and a numerator of 1 (denoted b). As in the preceding example, 
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the word nominal is important because the process is part of a hardware simulator. 
For both spectrum analyzers, the frequency response is measured with a maximum 
frequency of 100 Hz. 
For the HP 3562A results, the perturbation signal used is a periodic chirp, and 
fitting is carried out using the automatic fit facility. Averaging over 16 periods 
of the input signal, with no noise added, the fitted transfer function, d,., f (s), has 
parameters of a=0.00982 and b=0.95998, which is reasonably close to the nominal 
G(s). The experiment was then repeated with wide-band Gaussian noise added at 
the output. The noise level selected meant that the (squared) coherence function 
drops to 0.9 at the top end of the frequency scale. The first transfer function fit, 
Gl (s), has values ä=0.010067 and b=0.98214, again reasonably close to the 
nominal G(s). Very similar results are obtained when the experiment is repeated 
several times. 
For the R9211C, as in Section 2.4.1, the perturbation signal is a 400 consecutive- 
harmonic multisine. Averaging over 16 periods of the input signal, and with no 
noise added at the output, the estimated transfer function, G,. e f(s), has parameters 
a=0.010027 and b=1.00484, again close to the nominal G(s). The experiment 
was then repeated with wide-band Gaussian noise added at the output, of the same 
amplitude and bandwidth as that used in the HP 3562A experiment. 
According to the R9211C manual, "Curve fitting is inhibited in the case of an 
averaged frequency response function whose corresponding coherence function is less 
than 0.8". A major problem in using this type of analysis for system identification is 
illustrated in twc, consecutive runs under identical conditions, except for the specific 
realisation of the added random noise. For the first run, the empirical FRF and 
the FRF of the estimated model are shown in Figure 2.5. The measured coherence 
function is above 0.9 throughout the frequency range. For this run, the fitted transfer 
function, Gl (s), has parameters h=0.01009 and b=1.00346, which is close to the 
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nominal G(s) and to the estimated 0, f (s), in the noise-free case. In the second run, 
results for which are shown in Figure 2.6, the empirical FRF is very similar to that 
of Figure 2.5, and the coherence is again above 0.9 throughout the frequency range. 
However, the fitted transfer function is completely different. There are two zeros, 
s= -278.3 and -1718.2, and fourteen poles, s= -126.1 : L312.6; +217.8±3178.9; 
-193.1 ± 1227.9; +148.2 ± 1470.6; -138.1 ± 3478.8; -50.9 ± 3650.1; +46.0 f 3653.1. 
Only one of the zeros could be replaced with a constant, while six of the poles are 
in the right half of the s-plane. 
From inspection of Figure 2.6, it may be seen that the frequency response of the 
model is in poor agreement with the empirical FRF at higher values of frequency. 
This second fit is wholly unacceptable. Further runs with the same noise level 
produces either a first-order fit or multiple-zero/multiple-pole fits of varying order. 
The conclusion, therefore, is that the curve fitting route to obtaining a Laplace 
transfer function on this particular device is liable to produce a very poor fit when 
even a quite modest amount of noise is present in the system. 
In all areas of system identification (and especially in the control area where 
processes are of comparatively low-order), it is necessary that the user is able to 
specify the order of both the denominator and the numerator, as in the MATLAB 
Toolboxes discussed earlier. With the HP 3562A, the user does have the option of 
specifying the number of poles and number of zeros required in any fit. In Appli- 
cation 3, when a no-zero, four-pole fit is specified, the estimated Laplace transfer 
function is 
9.760.1013 
G(s) = (s + 2978 ±, 1044) (s + 1207 ±, 2875) 
(2.7) 
The denominator is very close to that obtained when using the automatic fit facility, 
and the numerator constant is also similar to the 9.651.1013 obtained from the auto- 
matic fit once the constant term and the zero have been combined. In Application 
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4, the HP 3562A analyzer produces the correct structure of model, even when noise 
is added. In contrast, the R9211C does not allow the user to specify the order of the 
numerator and denominator for the transfer function. To compound the problem, 
the model-order estimation algorithm produces unusable results. 
2.5 Conclusions 
The first two application examples, the first on a simulated system and the second 
involving a bench-scale heating system, have shown that, in these examples, both 
MATLAB identification Toolboxes examined here produce good quality results if 
used correctly. The 50-harmonic and 400-harmonic perturbation signals used in 
Section 2.3.1 show that the parameter estimation methods used in both Toolboxes 
are not highly dependent upon the harmonic content of the excitation. However, 
for practical identification, the increased SNR at each harmonic frequency, obtained 
with the 50-Harmonic signal, makes it easier to inspect possible model errors, since 
the uncertainty on the empirical FRF is reduced. 
The second two application examples, both on hardware systems, have shown 
that, for one of the analyzers (an Advantest R9211C FFT Servo Analyzer), consid- 
erable skill may be needed in interpreting a Laplace transfer function obtained by 
curve-fitting to a noise-free measured frequency response. When a comparatively 
small amount of noise is added to the system output, the results can be nonsensi- 
cal. From the viewpoint of most system identification applications in the control 
engineering area, the second of these problems makes this a dangerous route to use. 
The problem is seen to be overcome if the user is able to specify the order of the 
numerator and denominator of the transfer function to be fitted, as in the MATLAB 
Toolboxes. The user is also able to specify the model structure in the other analyzer 
used (a Hewlett-Packard 3562A Digital Signal Analyzer), although very good results 
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are obtained from this even when using the automatic fit facility, in which the model 
structure is not specified. The advantages of good perturbation signal design using 
this means of identification are clear, since high accuracy of the empirical FRF is 
necessary. 
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Figure 2.5: Empirical frequency response function for first analyzer run, together 
with frequency response function of the fitted model. 
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Figure 2.6: Empirical frequency response function for second analyzer run, together 
with frequency response function of the fitted model. 
Chapter 3 
The Suppression of Drift Effects 
for System identification 
39 
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3.1 Introduction 
The treatment of periodic data records which are contaminated by drift disturbances 
(also termed trends or aperiodic noise) is considered in this chapter. Pre-processing 
methods are discussed, and so the system parameters may be estimated using any 
of the available identification techniques. However, the estimation techniques em- 
ployed to approximate the drift disturbance may only be used when a periodic signal 
is used to excite the system under investigation. Due to the advantages to be gained 
from using periodic excitations in system identification applications (Schoukens et 
al., 1994), this is not seen as a practical limitation. Indeed the assumption of a 
periodic signal has been used by many authors to tackle the drift problem (Barker, 
1967; Barker, 1969; Ream, 1968; Brown, 1968), where pseudo-random binary signals 
are the most frequently encountered excitation. Due to the increasing use of pertur- 
bation signals which are designed to meet frequency-domain constraints (Godfrey, 
1993c), a re-examination of the drift problem, taking into account the properties of 
these excitation signals, seems timely. 
Two frequency-domain approaches are considered here. The first, the decoupled 
approach, offers a simple method for establishing the drift characteristics by mak- 
ing use of the non-excited frequency lines in the measured response signal. This 
method can be employed in conjunction with every class of periodic excitation, 
but it is more suitable where considerable flexibility is allowed in the control of 
the power spectrum, i. e. multisine and multilevel signals. The method can be em- 
ployed in characterising highly nonlinear forms of drift disturbance, with increasing 
constraints on the perturbation; thus it is most attractive when dealing with the 
frequently encountered lower-order forms of disturbance. The second method, the 
coupled approach, needs no assumptions to be made about the harmonic content 
of the excitation, and so is appropriate for all experiments where a periodic sig- 
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nal is used. This advantage however needs to be weighed against the considerably 
increased computational burden. 
The practical identification of type-2 systems is dealt with in Section 3.6. This 
material is included here, since the application of a periodic signal to a type-2 system 
results in the response signal drifting away from the desired operating region. It is 
shown that the reference phase proposed by Flower, Forge, Radcliffe and Roust 
(1978), to eliminate the change in the mean level of the output signal encountered 
when testing type-1 systems, can be used unchanged in this application. 
The treatment of drift effects by other workers is reviewed in Section 3.2. The 
decoupled and coupled approaches to the drift problem are presented in Section 
3.3, together with a discussion of the required perturbation signal properties. The 
resulting accuracy of the drift parameters and the Fourier coefficients is examined 
in Section 3.4, while Section 3.5 examines the accuracy of the complete experiment 
when a perturbation signal, suitable for use with the decoupled estimator, is used as 
an excitation. The treatment of drift effects for multivariable system identification, 
using the approaches developed here, is examined in Section 3.5.1. The reference 
phase method is discussed in Section 3.6, followed by some conclusions in Section 
3.7 
3.2 Time-Domain Drift Compensation Schemes 
The established methods for the treatment of drift in the time-domain can be split 
into reference phase methods and weighting methods. Both of these approaches 
share the common property that the characteristic of the drift is not directly esti- 
mated, and so they are expected to be immune to additional stochastic disturbances 
present in the measurement system. However these methods generally depend on 
the perturbation signal used, and also on the a priori knowledge of the likely drift 
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characteristic. 
The suppression of drift effects when pseudo-random signals derived from m- 
sequences are used as the perturbation signal, has been examined in Barker (1967) 
and Barker (1969). It was shown that it is possible to generate several reference 
phases, for the pseudo-random signals, which have the property that the correlation 
with constant and linear signals is zero. It was further shown that out of these 
reference phases it is possible to select one which minimises the correlation with 
quadratic signals. For drift signals containing cubic contributions, it is necessary 
to use a weighting function, with the correlation being taken over two periods of 
the measured response to the perturbation. This concept is similar to the approach 
adopted by Brown (1968) where an inverse-repeat perturbation signal is studied 
and also to that of Davies and Douce (1967). In the former, the system estimate is 
shown to be immune to drift if the correlation is taken over a number of half-periods 
corresponding to the nature of the drift influencing the response. The latter authors 
generalise the weighting concept so that it can be used with an arbitrary excitation. 
A set number of periods still being required. 
3.3 Frequency-Domain Characterisation of Drift 
In contrast to the time-domain methods, the drift-suppression techniques detailed 
here are based on frequency-domain results, and rely on direct estimation of the 
drift characteristics, prior to system parameter estimation. They have the advantage 
that a fixed number of observation periods is not required, and also that they can 
be used with most classes of excitation signal. The first method to be presented is 
the decoupled approach. 
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3.3.1 Decoupled Estimation of Output Signal Parameters 
The measurement problem is illustrated in Figure 3.1. The un-measurable distur- 
e(t) 
h(t) . N(s) 
x(t) y(t) y (t) m 
Figure 3.1: System response disturbed by un-measurable e(t). 
bance e(t) is assumed to be given by 
e(t) = n(t) + d(t) (3.1) 
where n(t) is assumed to represent a stochastic disturbance, and d(t) is a low freq- 
uency disturbance which may be represented by 
M 
d(t) =E am. tm. m=1 
(3.2) 
The exclusion of the constant term, (m = 0), in d(t), is due to the frequency-domain 
analysis which follows. The input signal in Figure 3.1 is assumed to be periodic, and 
the measurement record, ym(t), is assumed to contain no transient contribution, i. e 
the steady-state has been reached (see Chapter 4). In this case, representing the 
input signal by its Fourier series 
x(t) = 1: [-ykcos(kwot) + Sksin(kwot)] (3.3) 
k 
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where wo and kEK are respectively the fundamental frequency and harmonics of 
x(t), the pth period of the measured response, ym(t), is given by 
M 
ymn[t+(p-1)T] = E[Ckcos(kwot)+7)ksin(kwot)]+I am(t+(p-1)T)m+n(t). (3.4) 
k m=1 
If measurements are made over one period of x(t), (P = 1), Fourier transformation 
of eqn. (3.4) results in, 
M 
Ym(9kW) = Y(9kw) +E amC.. (k) (3.5) 
m=1 
where, 
Y(jkw) =2 (Ck - 37lk) (3.6) 
and 









Although the preceding analysis considers continuous-time signals and in reality, the 
measurements will consist of a discrete sequence for y, (t), the following points can 
be made: 
" If X(jkw), the complex amplitudes of x(t), equal zero, the solution for a,, is 
a linear least-squares problem. 
" For identifiability, at least M harmonic amplitudes of X (jkw) must equal zero. 
This is due to the linear dependency exhibited by the values for C, n(k). 
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Recognising that the measured response signal will represent a discrete set of 
values, and due to fact that d(t) is assumed to be time limited (and hence not band 
limited), the values for Cm(k) required for estimation purposes are calculated using 
2 N-1 P Cm(k) 
PN 
E 1: (n + (P - 1)N)'nexp(-ýNkn) (3.9) 
P 
with P. N the total number of observations of ym(. ). From eqn. (3.5) with Cm(k) 
calculated using eqn. (3.9), and assuming a linear relationship between z(t) and y(t), 
it can be seen that by setting X(jkw) to zero for D>M values of k (k1, k2 """ kD), 
the parameters al -"" am may be estimated from Ym(k) using. 
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ß1(k1) ß2(1d) ... QM(kl) 
ai(k2) a2(k2) ... aM(k2) 
Qi(k2) ß2(k2) ... , 6m(k2) 
al(kD) a2(kD) ... aM(kD) 














Z(k) = Q(k) +yr(k). 
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The estimated drift signal, d(t), can then be removed from the measured response. 
The accuracy of this method for drift estimation is examined in Section 3.4 
3.3.2 Signal Design for Decoupled Drift Estimation 
The estimator 'dc relies on the fact that ym(n) contains no information about the 
system H(s) at certain Fourier coefficients. The class of perturbation signals which 
allow the experimenter to create this situation needs to be discussed. The most 
suitable choice for the problem is the multisine signal, since it affords complete 
control over the power spectrum. In this case, D>M harmonic amplitudes can 
be set to zero, or if experimental restrictions allow, P>M periods of the response 
signal may be measured and the Fourier analysis taken over the P. N measurements. 
In situations where the stochastic disturbance, n(t), is substantial, this may be 
necessary to get an accurate estimate of the drift if it has to be described by a 
high-order polynomial (M > 3). 
For binary signals, both discrete-interval binary signals (Van den Bos and Krol, 
1979) and pseudo-random signals (Godfrey, 1993b), the inability to suppress har- 
monics from the power spectrum (other than suppressing all odd- or all even- 
harmonics of the fundamental), means that it will generally be necessary to record 
multiple periods of the response. This is equivalent to using an excitation designed 
by concatenating at least M+1 periods of a consecutive harmonic signal together. 
Multilevel signals, both m-level (see McCormack, Godfrey and Flower (1995) and 
Chapter 1) and pseudo-random signals (Barker, 1993), do allow, however, greater 
control of the power spectrum. If these are used, it is possible to have an input spec- 
trum with the Fourier coefficients equal to zero at all harmonics which are multiples 
of a set of prime numbers. For example, the complex amplitudes at all multiples of 
the second- and third-harmonics may be set to zero with an m-level signal (three 
amplitude levels) or a pseudo-random signal (seven amplitude levels). Hence it 
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will be possible to characterise a drift signal containing linear, quadratic and cubic 
contributions. 
In Section 3.5 the effect on the accuracy of system frequency response (estimated 
via a parametric model) is examined when a multisine signal, with gaps left in the 
low frequency end of the spectrum, is used to excite the system. The ability to 
compress this type of signal in the time-domain (effect on signal-to-noise ratio), 
compared to a signal containing consecutive-harmonics is also examined. 
3.3.3 Coupled Estimation of Drift and Signal Parameters 
The estimation of the drift parameters prior to calculation of the Fourier coefficients 
is attractive from a computational point of view, but for situations where time is not 
a constraint on the off-line calculations, an alternative estimator is considered here. 
Examination of eqn. (3.4) shows that the output y(t) is linear in the unknown Fourier 
coefficients, 17k and (k, as well as the drift parameters, a,. These can therefore be 
estimated in a straightforward manner, with the nth row of the regression matrix, 
, now given by lie 
(cos(2irkn) 
sin(2irkn) " .. cos(2irKn) sin(2iKn) n""" n' 
) (3.11) 
with n=0... P. N -1 and Tc, a vector containing the time-domain samples. Clearly 
the size of 52., (P. N x (2K + M)), is quite unwieldy for large K and PN, but 
estimation of the parameters via this route will be more accurate, due to the use 
of all the time-domain samples. The accuracy loss, and its significance, using the 
decoupled approach is examined in Section 3.4. 
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3.4 Accuracy of the Drift Estimators 
In this section the accuracy of the decoupled drift estimator is compared to that 
obtained using the coupled approach. To begin with, the loss in accuracy in the 
parameter estimates, resulting from processing only the lower end of a polynomial 
spectrum, is examined. Following this, a comparison is given of the results achieved 
with the two estimators, in the presence of a multiharmonic signal. Two conceptual 
situations for the decoupled approach are treated. The first corresponds to the case 
where harmonics are left free in the perturbing spectrum, and the second when 
at least M+1 periods of the response are measured, allowing a minimum of M 
harmonics to be used for drift estimation. The former case will assume that the 
fundamental frequency is not present, since, if this is not true, the two cases are 
identical. For both situations the accuracy of the Fourier coefficients calculated 
from the response signal is examined, and so the accuracy of the DFT is included 
for comparison purposes. 
For both estimators, the covariance matrix of the parameter estimates, P,, is 
given by 
Pz = (SZz SZz)-1ýý (3.12) 
where Pdc and PP correspond to the covariance matrices for the decoupled (regression 
matrix S2 j) and the coupled (regression matrix SZ) methods respectively. If the 
stochastic disturbance on the Fourier coefficients is assumed to have covariance 
matrix 
R=o (k). I, (3.13) 
with a (k) representing the variance of the real or imaginary part of the Fourier 
coefficients at harmonic k, the expression for the covariance matrix reduces to 
I': = ub(k)(52, Sýz)-1. (3.14) 
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If the noise spectrum, e(jw), can be assumed to be flat in the region of interest, then 
the noise variances, oy (k) can be calculated from the time domain variance using 
Qv (k) = 
2N 2 t Vk EK (3.15) 
where at is the standard deviation of e(t). 
As an illustration of the decrease in the parameter accuracy from, firstly increas- 
ing the number of harmonics and, secondly using harmonics 1"""D, to estimate 
the polynomial coefficients, Figure 3.2 shows the normalised variances obtained for 
the parameters of a second-order function. The first and second values on each 
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Figure 3.2: Normalised variances for linear and quadratic parameters of drift poly- 
nomial 
graph are obtained from processing harmonics [2,3] and [2,3,4] respectively, while 
successive points correspond to harmonics [1,2], """, [1,2,3,4]. In the limit, using 
harmonics [1 """P. N/2] corresponds to the coupled method. The results of Figure 
3.2 show that there is a large drop in the variance of the estimates when the first 
harmonic can be used for drift estimation. However it also shows that there is little 
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to be gained from using the computationally intensive coupled estimator if multiple 
periods of the response can be measured. 
The accuracy of the Fourier coefficients is the main consideration, and so this will 
be considered now. The DFT will be taken as the benchmark, which under the given 
noise assumptions, yields parameter variances given by eqn. (3.15). The variance of 
the Fourier coefficients obtained via the coupled estimator, which will intuitively be 
very close to that obtained to the DFT, can be obtained from eqn. (3.14). Since the 
decoupled approach is a two-step procedure, the variance of the Fourier coefficient 
estimates will be obtained from an analysis of 100 sets of data. For comparison, this 
procedure will also be carried out for all cases where the theoretical variance values 
are available. 
The results given in Table 3.1 are the variances obtained using each estimator 
with a data set consisting of a multisine signal (N=1024) superimposed upon a 
second-order polynomial. The perturbation signal is designed to have equal power in 
Estimator Estimate I Yawl 
Theoretical Measured 
DFT 8.84e-03 9e-03 
1 Period 
Coupled 9.5e-03 9.5e-03 
1 Period 
Coupled 6.3e-03 6.2e-03 
2 Periods 
Decoupled - 10.2e-03 
[2,3,4] 
Decoupled - 6.2e-03 
[1,3,... 9] 
Table 3.1: Statistical results for Fourier coefficients obtained via the DFT, the 
coupled and decoupled drift estimators 
harmonics 1,5,6" " "100. The performance of the drift estimators is given for the cases 
where one and two periods of the response is measured. In the former, harmonics 2,3 
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and 4 are available, while in the latter, harmonics 1,3,4" " "9 can be used to estimate 
the drift parameters. The term I Y(ew) l has been chosen for examination since its 
standard deviation is approximately the same as the real and imaginary parts of 
Y(. jw). The first 20 harmonics of the signal have been used for the calculation of 
the mean standard deviation. 
The results of Table 3.1 indicate superficially that the decoupled drift estimator 
gives good performance (equal to the coupled method when two periods are mea- 
sured), however, the harmonic standard deviations given in Figure 3.3 show the 
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Figure 3.3: Standard deviations obtained with DFT (--), decoupled drift (-) and 
coupled drift (*) estimators, with theoretical value for coupled drift (-. ). 
in the standard deviation of the spectral estimate when one period of the response 
is measured. However this decreases to the same level as that obtained with the 
coupled and DFT estimators when the first harmonic can be used, which in this 
case was possible when two periods of the response were processed. 
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3.5 Input Optimisation with Decoupled Signal 
The effect of using an excitation signal with missing harmonics, on the final parame- 
ter estimates will now be examined. The non-parametric estimate is not considered 
since it is absent at the harmonics used for drift estimation. The treatment will 
assume that after drift estimation, the drift contribution is zero, and hence the 
properties of the input signal alone are important. The effect on the uncertainty 
is considered followed by the effect on the ability to compress a signal with the 
designated spectrum in the time-domain. 
The decoupled drift estimator requires that at least M harmonic frequencies, 
in the excitation signal, are not used to perturb the system. Since these harmon- 
ics need to be as low as possible, to accurately characterise the drift, there is the 
potential to leave out the frequencies at which the system parameters display max- 
imum sensitivity to the input signal. Since the majority of systems encountered in 
the process industries display low-pass characteristics, it will be the energy at low 
frequencies (around the bandwidth of the system) which contribute the most to the 
accuracy of the estimated model. Although optimal power spectra are rarely calcu- 
lated in practice, the algorithm given by Van den Eijnde and Schoukens (1991) and 
implemented in Kollar (1994) is useful for giving an indication of the frequencies at 
which the system should be excited. Here, for illustration purposes and simplicity, 
the system to be identified is assumed to be given by a first-order system with a d. c. 
gain of 1 and the pole at -1. The set of harmonics (1,5, " "" 50) is used to construct 
the input. This will be compared to a signal with consecutive harmonics (1,2 
50), with both signals designed, initially, to contain equal powers. 
The fundamental frequency for both signals is set equal to a quarter of the cut-off 
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frequency for the system, so that the harmonic frequencies are 
F= 1/87r, 2/8ir, 3/87r, 4/8n, 5/8ic, """ 50/87r. (3.16) 
The frequencies in bold are used in the first signal to estimate the drift, and so 
will contribute no information to the system parameter estimates. It should be 
noticed that the fourth harmonic is exciting the system at the -3dB point. The 
dispersion function (Goodwin and Payne, 1977; Schoukens and Pintelon, 1991) is 
used to examine the effect on the model variance when the above frequency grids 
are used for the experiment. The input amplitudes are initially set to a uniform 
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Figure 3.4: Dispersion functions obtained with uniform amplitude spectra. Conse- 
cutive (o) and non-consecutive (*) harmonic signal. 
that the dispersion function for the non-consecutive harmonic signal has a gap in 
the low-frequency harmonics. It is expected that the recorded uncertainty at these 
frequencies will be greater than at the excited frequencies, due to the necessary in- 
" terpolation. When the model structure is correctly specified, or in practical terms, 
the system is not over-modelled, this increased uncertainty will not be significant. 
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In Figure 3.4, the maximum frequency shown is 20/87r, since the uncertainty drops 
off very rapidly. In this case, the maximum value of the dispersion function, cal- 
culated with the non-consecutive harmonic signal, is approximately 1.8 times that 
obtained with the signal containing consecutive harmonics. Although a minimum 
dispersion function is seldom sought, due to the general lack of precise prior knowl- 
edge of the system, it may be useful to carry out a small number of iterations of the 
optimisation algorithm. Here, the results after just one iteration will be examined, 
which corresponds to placing the majority of the signal power in the pass-band of 
the system. The new amplitude spectra for the experiment are shown in Figure 3.5. 
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Figure 3.5: Amplitude spectra obtained after one iteration of the optimisation al- 
gorithm. Consecutive (o) and non-consecutive (*) harmonic signal. 
the most information about the system. The corresponding dispersion functions are 
shown in Figure 3.6. In this case the maximum value of the dispersion function ob- 
tained with the non-consecutive harmonic signal is 1.03 times that obtained with the 
consecutive harmonic signal. Hence with proper selection of the signal bandwidth, 
no significant loss in accuracy is expected to result from using the non-consecutive 
harmonic signal. 
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Figure 3.6: Dispersion functions obtained with amplitude spectra resulting from 
one iteration of optimisation algorithm. Consecutive (o) and non-consecutive (*) 
harmonic signal. 
It is demonstrated above that the expected loss in accuracy in the model estimate 
is low when a signal designed for use with the decoupled drift estimator is used for 
the experiment. The two signals used in the comparison were assumed to have 
equal power, and so no consideration was given to the ability of the time-domain 
optimisation algorithms to realize the desired power spectra. The desired spectra 
are assumed to be realized with multisine signals, since multilevel signals are studied 
in detail in Chapter 1. If the clipping algorithm (Van der Ouderaa et al., 1988a) 
is used to optimise the time-domain signals, with 200 clipping iterations, the crest 
factors are 1.49 and 1.58 respectively for the uniform amplitude spectra, and 1.33 
and 1.38 respectively for the "optimised" spectra. Since the dispersion function is 
normalised by the power in the signal (Schoukens and Pintelon, 1991), the relative 
increase from the equal power case can be calculated from the ratio of the power in 
each signal after they have been scaled to have equal peak values. In this case, the 
maximum expected ratio of the dispersion functions increases by a factor of 1.12 
for the uniform amplitude spectrum and 1.08 for the amplitude spectra after one 
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iteration of the optimisation procedure. Hence if correct signal design procedures are 
followed (high signal power in useful part of system bandwidth), no significant drop 
in accuracy is to be expected if the signal designed to be used with the decoupled 
estimator is used for the experiment. 
3.5.1 Drift Suppression for Multivariable System Identific- 
ation 
Frequency-domain identification of MIMO systems is conceptually identical to the 
scalar case if uncorrelated input signals are applied to each input (although global 
approaches are developed by Guillaume, Pintelon and Schoukens (1992) and Bayard 
(1994)). Since with the decoupled drift estimator, the drift contribution is modelled 
as another uncorrelated signal (at certain frequencies), the number of harmonics that 
can be used for the system identification, reduces in the lower frequency band, if the 
system has several inputs. In these cases, the decoupled estimator will give accurate 
results if multiple periods of the responses to the excitations can be measured. The 
coupled estimator is of course independent of the number of inputs present in the 
system. The same holds for the decoupled estimator when the system is single-input 
multiple-output. 
3.5.2 Application Example 
The drift suppression technique will be illustrated on the Feedback PT326 process 
trainer. An identification experiment was carried out using an odd-harmonic signal 
(harmonics [1,3,5 "" . 49]) with a fundamental frequency of 128.02/1024 Hz. One 
period of steady-state data was recorded. The measured output signal is shown in 
Figure 3.7, together with the result of removing a linear drift term. The harmonics 
used for drift estimation were two and four, and as can be seen, are adequate for 
57 3.6 Excitation Induced Drift 
Mnwnd Oupul 
5 






. O. S 
F 





1, /........... ä ........ ......... 
Tkm(s) 
Figure 3.7: Upper: measured output data from the Feedback PT326 process trainer. 
Lower: drift corrected output data 
accurate characterisation of the drift disturbance. The empirical frequency response 
functions calculated from the measured data and drift corrected data are shown in 
Figure 3.8. These show a significant improvement in accuracy after the drift has been 
removed. A similar more detailed identification example, also using the Feedback 
PT326 process trainer, is given in Section 4.3.3 of Chapter 4. 
3.6 Excitation Induced Drift 
This section illustrates a use of the reference phase (see Flower it al. (1978) and 
Chapter 4) of multiharmonic signals. In the appendix of Flower et al. (1978) it 
is shown how to specify the reference phase so as to eliminate the standing offset 
produced in the output of the process during frequency response testing of type-1 
systems. This is accomplished by setting the coefficient of the 1/s term to zero in 
the partial fraction expansion of G(s)X(s), where G(s) is type-1, thus eliminating 
the offset term. Here it is shown how to specify the reference phase to eliminate the 
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Figure 3.8: Frequency response functions for the Feedback PT326 process trainer. 
(*): from un-compensated time domain measurements, (-): from drift corrected 
data 
drift due to the input signal when the system is type-2. 
The multisine signal, x(t), has a Laplace transform, X (s), given by 




where the phase set, {¢k}, which is usually used to minimise the crest factor of z(t), 
can be written as 
Ok _4 +0o (3.18) 
with 00 representing the reference phase of x(t) (Flower et al., 1978). This reference 
phase is open to choice and is usually set equal to zero. The system, G(s), is assumed 
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+T (a,, ) + P(Ikwo) (3.20) 
s2 s 
where the coefficients, Kl and K2, are calculated from 
Km,. 
-n =1 
[(s + Pr)M"G(s)X (S)]s=-P. (3.21) 9Z1 CZSn 
where n=0,1 and M,. is the order of the pole -Pr, which in this case is two (Seifer 







+T (am) + PÜkwo) (3.22) 
S2 k -3kwp s 
where Kl is calculated from 
Kl = [- (Go(s)X (s)]a=o. (3.23 
Therefore 




+ Go(0)Re (kwo)2 
(3.24) 
k 
where the prime, ('), denotes the first derivative. Now the term 
Go(O) 
Re E 
Akex p(WOk) (3.25) 
2o k 
produces a ramp term (drift) in y(t). The presence of this drift term in y(t), as well 
as causing practical problems, has the effect of producing a bias on the frequency 
response function estimate, G(jkwo). The drift term in this case is given by a linear 
function of time, which contributes an additive term to the Fourier coefficients of 
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y(t), given by F(at), where F(. ) denotes Fourier transformation and a equals the 
coefficient of 1/s2 in eqn. (3.25). If the Fourier analysis is taken over P periods of 
y(t), the contribution of F(at) to harmonic k of Y(3kwo), is calculated from eqn. 
(3.8) as 
2 
jaT F(at) 1k= 
2k 
(3.26) 
where T denotes the signal period. Therefore the elimination of the drift is neces- 
sary from an experimental and a measurement viewpoint. This is accomplished by 
equating the summation in eqn. (3.25) to zero and noting eqn. (3.18), which yields 
the following value for ¢o 
00 = -tan-1 
Ek A sink (3.27) 
Ek k COS 
This is the same reference phase that eliminates the offset produced in the output 
signal when testing type-1 systems (Flower et al., 1978). Note that the term 




representing a constant offset, is still present in the output. It is not possible, gen- 
erally, to eliminate the ramp and offset terms simultaneously by use of the reference 
phase. 
3.7 Conclusions 
This chapter discussed methods for tackling the practical problem caused by drift 
disturbances during identification experiments. It was shown that frequency-domain 
measurement techniques can be used to suppress the drift effect from the measure- 
ment results. This is applicable to drift disturbances that can be modelled using 
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low-order polynomials, which are the most common type found in practice. The ac- 
curacy of the techniques was demonstrated through simulation results and a realistic 
experimental example. The techniques, as reported in this chapter, are restricted to 
situations where periodic excitations are used, and also when steady-state records 
are available. The latter restriction is dropped in the next chapter, where transient 
corrupted data records are considered. Included in this chapter was an application 
of the reference phase which can eliminate the linear drift which is inherent when 
using periodic signals to identify type-2 systems. 
Chapter 4 
The Suppression of Transient 
Effects for System Identification 
62 
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4.1 Introduction 
Experimental design for dynamic system identification considers many different con- 
straints, one of which being the duration of the experiment. In this thesis and in 
many recent publications (Godfrey, 1993c; McCormack et al., 1994a; Schoukens et 
al., 1994), the properties of periodic excitations have been examined and many ad- 
vantages have been highlighted. The price to be paid for these useful properties in 
frequency-domain identification is the necessary use of the DFT without systematic 
errors, which means that the data records, used for processing, must contain no 
transient information from the system. This can sometimes mean a large amount 
of time is wasted at the start of the experiment, which can be a costly exercise for 
systems with large settling times. 
In attempting to alleviate this problem, some authors (Kvashnin, 1969; Darnell 
and Kemp, 1988; Darnell, 1993), have examined the properties of aperiodic signals 
and correlation schemes for both single- and multi-input system identification. The 
general methodology employed in the single-input case is to trail the signal with a 
suitable number of zeros and record the response of the system to the composite 
signal (aperiodic signal + zeros). An aperiodic correlation scheme is then used 
to obtain the system impulse response. The method however has the unfortunate 
disadvantage that the period of the excitation must be very much greater than the 
settling time of the system for accurate results to be obtained (Chen, 1993), hence 
defeating the original goal of a quick experiment. Also, for multi-input systems, 
the method seems to give very large systematic errors due to the non-zero cross- 
correlation between the aperiodic excitation signals available at the present time. 
In this chapter, two simple methods for suppressing transient effects are given 
which may be used in conjunction with standard periodic excitations. The aim is 
to suppress the effect of the transient response on the Fourier coefficients, and so 
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the means of system parameter estimation does not need to be specified. Firstly in 
Section 4.2, a reference phase method is given for use with multisine signals, although 
its extension to general periodic excitations is straightforward. This method is 
applicable to systems where a single long time-constant dominates the transient 
response, and a priori knowledge of its value exists. It is shown that approximate 
knowledge of the value of this time-constant is sufficient to obtain accurate results. 
To treat the more general case, an interpolated fast Fourier transform (IFFT) 
algorithm (Renders, Schoukens and Vilain, 1984) is examined in Section 4.3. This 
can be used to calculate the Fourier coefficients from data which does not contain 
an integer number of periods of each harmonic frequency. The philosophy employed 
is to truncate the transient corrupted section of the first period of the response 
and to process the remainder using the IFFT instead of the DFT (FFT). Hence 
by using the IFFT, the problem of dealing with transients is transferred to one 
of dealing with spectral leakage, which has been treated much more extensively in 
the literature (Jain, Collins and Davis, 1979; Grandke, 1983; Andria, Savino and 
Trotto, 1989; Offelli and Petri, 1990; Schoukens, Pintelon and Van hamme, 1992). 
The algorithm and its derivation is given in Section 4.3, with Section 4.3.1 comparing 
its statistical properties to those of the DFT. The extension of the IFFT algorithm 
to estimate a polynomial contribution to the signal is given in Section 4.3.2, which 
can be used where the response is corrupted by a drift term. In Section 4.3.3, an 
application example is given. 
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4.2 Transient Suppression via Reference Phase 
The application of X(s), given in eqn. (3.17), to a system G(s) with poles am results 
in the following dynamic response: 
Y(s) = E[s 
Kä 
Re E 
Ake+ (3 k) l+ P(3kw0) (4.1) 
mmkm ,io 
with Km constants associated with G(s), and Pokwo) the desired periodic mode of 




where jail is small compared to lam5zI, then Y(s) can be written as 
Y(s) = -Go(-at) Re>AkexpÜOk) +T(aý#t)+P(jkwo) (4.3) s+ at k at + 3kwo 
with T(am01) containing the transient terms due to Go(s). It is assumed that the 






k at + ýkwo 
Rý cos(ok - Ok) (4.4) 
k 
with 
Rk = Vai + (kwo)2 and 9k = tan-1 
kw° 
a1 
and equating eqn. (4.4) to zero, while noting (3.18) gives 
Oo = tan- 
1(Ek cos(ýk - 
Ok) 
Ek ýsin(O' - °k) 
1 (4.5) 
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Therefore with knowledge of aj, its transient response may be set to zero if q5o is 
calculated according to eqn. (4.5). 
Since it is unlikely that exact knowledge of al will be available prior to the 
experiment, the sensitivity of the resulting periodic estimate, P(k3wo), to inexact 
knowledge of at is important. To assess the efficiency of the method, a simulation 
was carried out with an input signal consisting of the first 300 harmonics of a 
fundamental, designed using the method of Van der Ouderaa et al. (1988a). The 
following error function is used to evaluate the results. 
Err(T, T) = 3100 
E(I Gokwo) I-I 6(3kwo) 1)2 (4.6) 
where G(3kwo) is the correct value of the frequency response function at harmonic 
k and G(jkwo) is calculated with x(t) incorporating the reference phase. T and f 
denote the signal period and the estimate of the time constant respectively. Figure 
4.1 shows the results of 90 simulations with f varying from being 10% in error to 
150% in error (T being over-estimated each time), and T varying from 6.25/a to 
200/a. The errors involved for these practical levels off and T are seen to be small 
thus giving high confidence in the use of the . reference phase method. 
4.3 Truncation and Interpolation 
The fundamental frequency of the perturbation signal relative to the system band- 
width depends heavily on the system being identified, but generally the signal period 
is greater than the settling time of the system by a factor of at least three or four. 
Therefore, upon measurement of the first period of the response to the excitation, 
a large amount of the latter section of the data contains insignificant amounts of 
transient information. It therefore seems appropriate to explore methods of extract- 







Figure 4.1: Average frequency response error obtained , when 
incorrect values of the 
dominant pole are used for the calculation of the reference phase. 
ing the Fourier coefficients from the latter section of the data record. Calculation 
directly with the DFT is not a possibility (even with windowing) due to the presence 
of spectral leakage. The interpolated FFT does offer a possibility, since its use is 
intended for data records containing non-integer cycles of the harmonic frequencies 
of the fundamental. The interpolated FFT used in this application (Renders et al., 
1984) is a closed form solution due to the fact that the frequencies are known a 
priori. 
Given a multifrequency signal x(t) with a harmonic set {K}, sampled at discrete 
intervals At, with N representing the number of samples, a truncation of x(At) by 
n samples results in x(At) which can be written as 
x'(nLt) _ EXk'cos(27rfk'ntt) - Ykssin(27rfkºnLt). (4.7) 
percentage error 01 signal period 
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J 
where 
Xk' +, JYk' = Ak'exP(3 k'), (4.8) 
fk' =kNfo=ýk'fO (4.9) 
with Y=N- ic, and 
2irkrc ck' 
-c5k+ j T- (4.10) 
The DFT of eqn. (4.7) at line i is given by 
U; + jV =EE Xk' cos(2iAn/1'). cos(2irin/N') 
k' n=0 
-Yko sin(2rAn/N'). cos(2irin/N') 
-, jXk, cos(27r to/1N'). sin(2irin/N') 
+jYYº sin(2rAn/N'). sin(2irin/11') (4.11) 
which gives 
N'-1 Xk' 27r(A - i)n 21r(A+i)n 
N' 
U; + IV =>2 -{Cos( N, 
)+ Cos( 
k' n=o 
i)n)} 2kI {sin(2ý( 
r 














G'(z) _E cos( Nnz) = Cos( 
N, (1Vý - 1)z)"sin(") 
n=0 ly 
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and 
N'-1 sin S (z) _ sin( N-z) = sin(N, 
(1ý 1)z)"sin(ý) 
n-0 N 
and equating the real and imaginary parts of eqn. (4.12) gives 
E xk- (C(\ - i) +C%+ i)) - Yr (S(A - i) + s(A + i)) = 2U1 k' 
Xk' (S(A + i) - S(A - i)) + Yk' (C(A - i) - c(A + i)) = 2v. 
Written in matrix notation, this becomes Ax =B where 
rl{1 r211 





K'2 B= " ands= 
ýiF, 77nc, 
ae, + be/ -de! - Ce1 
(2u11) 
_Xk. ref 
Cej - d., ac, - be, 






aef = (%(lCe - f), bei = C. '(ke + .f 
ýr ce, = S(ke + f), de, = S(ke - f) 
This leads to a linear least squares estimate for Xk and Yk. The regression matrix A 
must have rank 2K, and its behaviour with different frequency sets K and truncation 
lengths i needs careful attention, before any statistical analysis of the estimator is 
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Figure 4.2: Upper: contour plot of amplitude spectrum of signal (N =512) con- 
taining uniform power in harmonics 1,2 "". 20 for truncated data points 1,3 ."" 299, 
with dark corresponding to high energy. Lower: reciprocal of the condition number 
of the regressor for the given truncation lengths. 
carried out. 
The numerical ill-conditioning of A coincides with the DFT spectrum of the 
truncated signal having less than K dominant peaks. The maximum value of A,, 
dictates this. To visualise the degeneration in rank, the absolute value of the DFT 
spectrum is shown in Figure 4.2, together with the reciprocal of the condition number 
of A (computed using singular value decomposition), for a 20 consecutive-harmonic 
signal (km;,, = 1) being increasingly shortened. From this, the truncation method 
could only be used confidently with at least three-quarters of the signal. The loss 
in rank is complete at around N/2 (max(A) = 10.45). Repeating the procedure 
with a signal containing the first 40 consecutive-harmonics of the fundamental, the 
regressor loses rank at about N/3. 
This method of eliminating the transient information will seldom be used with 
very large values for rc compared to N, and so the results presented above do not 
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preclude its use. However the numerical ill-conditioning of the algorithm is po- 
tentially dangerous, and so frequency sets which alleviate the problem are useful. 
The immediate choice is an inverse-repeat signal, and so now the numerical con- 
ditioning of the algorithm with frequency sets containing only odd-harmonics is 
examined. The conditioning of the regressor as the number of truncated data points 
increases is shown in Figure 4.3, together with the corresponding DFT spectrum of 
a bandwidth-limited inverse-repeat signal, containing uniform power in harmonics 
1,3 """ 39. It can be seen from Figure 4.3 that the regressor is well conditioned up to 
Magnitude of An Jude Spectrum 
_2 ..... .... .... 
_s ................................................... r.........: 
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Number Of Truncated Points (Taal-800) 
Figure 4.3: Upper: contour plot of amplitude spectrum of signal (N=512) containing 
uniform power in harmonics 1,3 """ 39 for truncated data points 1,3 """ 299, with 
dark corresponding to high energy. Lower: reciprocal of the condition number of 
the regressor for the given truncation lengths. 
a truncation length of half the period length, at which point similar behaviour to the 
consecutive-harmonic case is observed. For this reason the accuracy of the Fourier 
coefficients estimated with the IFFT algorithm will be examined for band-limited 
inverse-repeat signals. 
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4.3.1 Accuracy of the Fourier Coefficients 
Since the interpolated FFT algorithm used in this work processes quantities which 
result from a DFT, the corrupting noise can be assumed to have a Gaussian distri- 
bution and diagonal covariance matrix. This assumption is valid for data records of 
practical lengths (N > 512) (Schoukens and Renneboog, 1986). The multiharmonic 
signal is an odd-harmonic signal (1,3 ... 39, N= 1024), and the maximum value of 
is is 599. The theoretical and empirical standard deviations of the real and imagi- 
nary parts of the estimated Fourier coefficients are calculated for an increasing value 
of rc. The standard deviations are estimated from 100 independent records for each 
truncation length. The results are shown in Figures 4.4-4.9. From the results, it 
can be seen that the assumption of a diagonal covariance matrix for the noise gives 
excellent agreement between the theoretical and estimated standard deviations of 
the Fourier coefficients. A discrepancy is only noticeable when a very large value 
of rc is being used (short data record). However the main conclusion that can be 
drawn from the results is that the uncertainty of the Fourier coefficient estimates is 
no greater than double that of the DFT used with a transient free full data record, 
even when nearly half of the signal is being discarded. 
4.3.2 The IFFT in the Presence of Drift 
The expression (4.7) for the DFT of the truncated multifrequency signal can be 
modified to include the contribution to the Fourier coefficients of the polynomial 
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Figure 4.4: Theoretical standard deviation of the real part of the complex Fourier 
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Figure 4.5: Estimated standard deviation of the real part of the complex Fourier 
coefficients calculated via the IFFT (I). 
X 10-3 










Truncated Data Points 00 Harmorwc 
Figure 4.7: Estimated standard deviation of the imaginary part of the complex 
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Figure 4.8: Theoretical standard deviation of the real part of the complex Fourier 
coefficients calculated via the IFFT (II). 
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Figure 4.9: Estimated standard deviation of the real part of the complex Fourier 
coefficients calculated via the IFFT (II). 
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drift representation in (3.2). The resulting regressor is 
r11 r2i1 ... j'K 
, rli3 rz;, ... r , K2 
rl{F r2$., ... rK{F 
G111 G2j1 ... GM,, 
Gli2 G212 ... GM12 
G1, G2$F ... GM; F 
(4.15) 
where Gm{ _ Pin (i) a .. (i)]T from (3.11) with P=1 and k=A, """, N. Hence for 
experimental situations where a drift disturbance affects the measurements, and it 
is desirable to process the first period of the system response, the Fourier coefficients 
can be extracted from the data. The inclusion of the polynomial representation for 
the drift increases the unknown parameters by only a few terms (possibly just one) 
and so the estimation accuracy will be similar to that obtained with the IFFT algo- 
rithm. Use is made of the ability to suppress both drift and transient contributions 
in the following application example. 
4.3.3 Application Example 
The process to be identified in this section is, as in Section 3.5.2, the Feedback 
PT326 process trainer. The objective here is to identify the system using the first 
period of the response data, which is also corrupted by a drift disturbance. This 
drift disturbance was accentuated for illustration purposes by partially covering the 
end of the tube, through which the heated air exits. A step-response test gave an 
initial estimate of the settling time and dead time as approximately 2 and 0.125 
seconds respectively. Noting this, a signal containing all odd-harmonics up to 49 
with a fundamental of 0.125 Hz (same as in example of Section 3.5.2) was used 
to excite the system. The input and output time series for the experiment are 
shown in Figure 4.10. As can be seen the output data exhibits a significant drift, 
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Figure 4.10: Transient and drift corrupted input and output time series obtained 
from the Feedback PT326 process trainer 
while because the experiment involved moving to a different operating level, the 
output signal contains considerable transient information. Three frequency response 
functions were estimated from the data: 
" Estimate obtained directly from the input and output signals. 
" Estimate obtained using IFFT algorithm (Section 4.3) with the initial 2 sec- 
onds of data being discarded. 
" Estimate obtained with the IFFT algorithm including a linear drift model 
(Section 4.3.2) with initial 2 seconds of data being discarded. 
These estimates are shown in Figure 4.11. Note that the phase response of the 
estimate obtained from the raw measurements is not shown as it was impossible 
to interpret. The immediate benefit of removing the transient contribution is clear 
from the figure, but it can be seen that the estimate at the first harmonic frequency 
is still significantly in error. The estimate obtained after the drift has been removed, 
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Figure 4.11: The estimate of the frequency response function for the Feedback PT326 
process trainer. (o): estimate from raw measurements. (*): estimate removing 
transient contribution. (-): estimate after both drift and transient contributions 
have been removed. 
shows that this low frequency error has been corrected. This example shows quite 
clearly that the transient suppression technique works with real experimental data. 
4.4 Conclusions 
Two practical techniques were presented in this chapter that can suppress the effects 
of initial transients on the identification results, when a periodic signal is used 
as the excitation. These find application when it is desirable to process the first 
period of the response signal, and so are expected to be relevant in identification 
applications which involve systems with slow dynamics or when experimental time 
is at a premium. 
The first of the methods is designed to work in situations where the system 
dynamics are dominated by a single long time-constant. It was shown that approx- 
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imate knowledge of the dominant pole (e. g. obtained from a simple step-response 
test), can be used to suppress the corresponding transient term. 
The second technique is an application of an interpolated fast Fourier transform 
algorithm, and works solely on the premise that the first period of the response is 
corrupted by transients for only a fraction of the total duration of the signal. The 
limits to the method were found to be situations where a signal period equal to three 
to four times the settling time is used for a consecutive harmonic excitation signal. 
The signal period could be decreased to about twice the settling time of the system if 
an inverse-repeat signal is used. Though extending the applicability of the proposed 
method, system identification experiments seldom use signal periods as low as this 
since there is considerable scope to miss important features of the system dynamics. 
The method was shown to be compatible with a drift estimation procedure given in 
Chapter 3. The signal processing techniques were demonstrated on measurements 
obtained from a hot-air flow device and were found to give excellent results. 
Chapter 5 
Periodic Signal Designs for 
Nonlinear System Identification 
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5.1 Abstract 
The accuracy of nonlinear parametric model estimates is examined for experimental 
situations which allow the application of a periodic excitation signal. The emphasis 
of the chapter is on the influence of the excitation properties on the identification 
results, particularly when the parameter estimation is carried out using algorithms 
which do not require a special form of excitation. 
5.2 Introduction 
Parametric approaches to nonlinear system identification are gaining increasing pop- 
ularity in the literature (Chen, Billings and Luo, 1989; Billings and Zhu, 1991; Patra, 
1993). Out of the many possible parametrisations, the discrete-time nonlinear AR- 
MAX (NARMAX) model (Leontaritis and Billings, 1985) and its continuous-time 
counterpart (Tsang and Billings, 1994) have been developed to a stage where struc- 
ture detection and parameter estimation can be carried out routinely (Korenberg, 
Billings, Liu and Mcllroy, 1988; Chen et al., 1989). The identification procedures 
developed to carry out the system parameter estimation are invariably in the time- 
domain and so, as a result, little attention has been given to the design of the signal 
used to perturb the system under investigation. Furthermore, since the familiar 
pseudorandom binary signal is usually unsuitable as an excitation when a nonlinear 
model is sought, random excitations are applied in the majority of applications. 
Although the use of random signals is generally adequate for identification, it is 
interesting to take note of recent developments in the area of perturbation signal 
design for linear system identification (Godfrey, 1993c; Kollar, 1994; Schoukens et 
al., 1994), and to determine whether any distinct advantages are to be gained by 
utilising a periodic excitation in nonlinear system identification. For multi-input 
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linear system identification, periodic excitations allow the straightforward creation 
of uncorrelated sets of signals which can, at least, decouple the identification into 
scalar relationships (Briggs and Godfrey, 1966), thus simplifying the problem con- 
siderably. This ability to suppress energy from certain harmonics in the spectrum 
of the excitation has direct application to the detection of nonlinear effects, where 
simple processing procedures can highlight their presence (McCormack et al., 1995). 
One can go further, and use the energy in the response signal, which can only be 
attributed to nonlinear effects, to identify certain nonlinear models for the system. 
However, the dependence of the identification strategy on the properties of the in- 
put signal is, in these cases, too great to establish whether this type of periodic 
excitation is useful in the general sense. 
The objective here is to examine, through examples, the benefits of using various 
types of periodic excitations in nonlinear system identification strategies which do 
not explicitly utilise their special properties. Consideration is not given to any 
possible simplifications which may be possible when using periodic excitations except 
in the case of continuous-time model estimation, where frequency-domain relations 
can be used to good effect. To begin with, the properties of periodic signals are 
discussed in Section 5.3. Following this, the parametric models considered in this 
chapter are summarised in Section 5.4, together with the identification procedures 
used for parameter estimation. The application of various periodic signal designs 
to several nonlinear models is discussed in Section 5.5. Finally in Section 5.6, some 
conclusions are drawn. 
5.3 Periodic Signal Designs 
Recent directions in perturbation signal design for linear system identification have 
concentrated on signals which are capable of realizing an arbitrary set of Fourier 
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specifications (Godfrey, 1993c; Kollar, 1994; McCormack et al., 1995). The most 
popular signals are the multisine and discrete-interval binary signals. Due to the 
unsuitability of binary signals for nonlinear system identification (Leontaritis and 
Billings, 1987), the properties of multisine signals will be examined here, although 
multi-level signals (McCormack et al., 1995) are equally applicable. For linear sys- 
tem modelling the complete test signal design procedure involves the selection of a 
power spectrum, followed by the optimisation of a time-domain realization (Schou- 
kens et al., 1993a). Furthermore, for multiple-input system identification, uncorre- 
lated sets of signals can be designed in a straightforward manner. 
Input signal design for nonlinear system identification is still an open problem, 
but for many of the parametric techniques, the requirements of the excitation signal 
can be satisfied by using random noise. As with linear system identification, an 
increased power content is a direct benefit of using periodic signals, due to the avail- 
ability of powerful periodic signal design procedures (Schoukens et al., 1993a). The 
ability to control the power spectrum of the excitation also seems to be a potential 
benefit of using a periodic signal when a nonlinear model is sought. For example, 
the suppression of harmonics from the power spectrum of the excitation can aid the 
identification of certain nonlinear models (Barker and Al Hilal, 1985; Schoukens, 
Pintelon and Renneboog, 1988a). Generally, the rationale behind this is that coher- 
ent energy at these frequencies can only be attributed to nonlinear behaviour, and so 
is of use for parameter estimation. This orthogonality can be directly utilised during 
the identification of input-nonlinear models (e. g. Hammerstein models), where the 
suppression of certain harmonics can result in partially uncorrelated signals available 
for the identification of the linear dynamics. However the benefits, if any, of using 
these special classes of periodic excitations for parametric nonlinear identification 
have not been investigated. 
To this end, several periodic signal designs will be examined here. The first 
84 5.4 Parametric Nonlinear Models 
design considered is a signal containing the first F harmonics of the fundamental, the 
second has the same bandwidth but contains zero energy at all even-harmonics, while 
the third has zero energy at all even-harmonics and every second odd-harmonic. 
The time-domain properties of these signals are optimised using the time-frequency 
domain clipping algorithm (Van der Ouderaa et al., 1988a) available as part of 
the Frequency Domain System Identification Toolbox (Kollar, 1994). The total 
desired power in each of the signals is the same, with the signals specified to have 
an approximately equal peak factor (Godfrey, 1993a). Each of these signals will be 
used to identify a discrete-time nonlinear model for several nonlinear systems. In 
all cases random-noise excitations will be included for comparison purposes. 
5.4 Parametric Nonlinear Models 
Polynomial single-input, single-output (SISO) nonlinear models are focussed upon 
here. These are capable of modelling many systems encountered in practice, but 
are most applicable when low-order approximations are possible. The polynomial 
nonlinear ARMAX (NARMAX) model has been shown to be a practical means 
of modelling nonlinear systems, when used with suitable structure detection and 
parameter estimation techniques (Billings and Voon, 1986; Chen et al., 1989). The 
model is of the form, 
y(k) = F'R(y(k -1), ..., y(k - ny), u(k -1), ... , u(k - nu), 
e(k - 1), """, e(k - ne)) + e(k) (5.1) 
where ns nu and ne correspond to the maximum lags in the output, input, and noise 
signals respectively, and F' represents an Rth order nonlinear function. Assuming 
additive output noise, the NARMAX representation is conceptually similar to the 
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m-input ARMAX representation 
A(4)y(k) = Bi(9)uj(k) + B2(9)u2(k) + ... + Bmum(k) + C(q)e(k) (5.2) 
where the signals ul(k) """u,,, (k) are formed from the polynomial expansion of (u(k), 
y(k)). The main distinction between the models of eqn. (5.1) and eqn. (5.2) is the 
presence of multiplicative noise terms in the former, even when the noise is additive 
at the output. This means that identification procedures based on the model of 
eqn. (5.2) will produce biased parameter estimates (Billings, 1985). As is generally 
the case with discrete-time identification algorithms, an arbitrary excitation may be 
used as an input signal with the NARMAX representation. 
The deterministic continuous-time counterpart of the NARMAX representation 
is the nonlinear differential equation model, given by 
Em du (t) n bi-7ti = ai 
ý`iýýtý 
+ FR[Vn(t), ... 'Y(t), um(t), ..., u(t)] (5.3) i_p dt i=O dts 
which has been examined by various authors (Patra, 1993; Tsang and Billings, 
1994), where identification procedures have been developed. In these contributions, 
no treatment of the noise model is present, and so linear least squares procedures are 
postulated. The numerical integration identification method postulated by Tsang 
and Billings (1994) can be used with arbitrary excitations, whereas the use of the 
discrete Hartley transform by Patra (1993) implicitly requires a periodic excitation. 
Hence the periodic signal designs considered here are directly applicable to the 
identification method developed by Patra (1993). 
Discrete-time models are focussed upon here, and the parameter estimation is 
carried out using the System Identification Toolbox (Ljung, 1986). There is ex- 
pected to be a bias in the parameter estimates through an inadequate noise model 
(Billings, 1985), however at the noise levels considered in Section 5.5 this is seen to 
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be insignificant. 
5.5 Application Examples 
Three representative nonlinear models will be used in this section to examine the 
performance of the periodic signals described in Section 5.3. The first, a Hammer- 
stein model, consists of a third-order polynomial in series with a linear system, the 
transfer function of which is given by, 
H(s) 
(s + 1)3ý 
(5.4) 
The input signals used for the identification are zero-order-hold multisines (Schou- 
kens et al., 1994) and were specified to have uniform power in harmonics 1,2,3 .". 399 
(Signal 1), 1,3,5 """ 399 (Signal 2), and 1,5,9 ... 399 (Signal 3), with resulting peak 
factors of 0.9823,0.9915 and 0.9953 respectively. The maximum value of the ampli- 
tude of each input signal was normalised to unity, and the response of the system 
was disturbed with zero-mean normally distributed noise of variance (1/40)2. The 
spectrum of each output signal is shown in Figure 5.1. The input and output data 
were used to obtain a representative NARMAX model of the form 
(1 + alq-' + a2q-2 + a3q-3)y(k) = (bllq-1 + bl2q 2+ bl3q-3)u(k) + 
(bgiq 1+ bg2q-2 + bg3q 3)u2(k) + (bclq'1 + bc2q 2+ bc3q-3)u3(k) + 
C(q)e(k) (5.5) 
The model identification was repeated 50 times with Table 5.1 showing the mean 
(x) and standard-deviation (o) of the resulting parameter estimates. Signal 4 
corresponds to a normally distributed random excitation with the same peak-value 
as the other three signals. 























Figure 5.1: Amplitude spectra of response signals for Hammerstein model example 
The results from this example indicate that all three periodic signals give par- 
ameter estimates having an uncertainty which is typically a third of that obtained 
with the random signal. However there is no significant difference between the re- 
sults obtained with the three periodic signals, with any discrepancy being due to 
the unequal peak factors of the three signals. 
The second example uses a nonlinear stiffness model, with a model equation 
which is given by 
u(t) =`d 2+ 2dy(t) + y(t) + y2(t) + y3(t). (5.6) 
The three input signals have the same specified power spectra as in the last example, 
but now are of the bandwidth-limited type. The peak factors are 1.1418,1.1458, and 
1.1459 for Signal 1, Signal 2 and Signal 3 respectively, with, this time, the maximum 
value of the input signal amplitudes scaled to 2. The spectra of the three output 
signals are shown in Figure 5.2. A discrete-time model of the form 
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Figure 5.2: Amplitude spectra of response signals for nonlinear stiffness model ex- 
ample 
(1 + aiq-1 + a2q-2) y(k) = (b14 1+ b2q 2)u(k) + 
(aalq-1 + aa2q-2)y2(k) + (aaalq-1 + aaa2q 2)y3(k) (5.7) 
was specified, and the parameter estimation carried out 50 times with the resulting 
mean and standard deviation shown in Table 5.2. Again all three periodic input sig- 
nals perform equally well, with the uncertainty obtained with the random excitation 
being very large for the parameters of the nonlinear portion of the model. 
The final model is the NARMAX model 
(1-f- alq-1 + a2q 2+ a3q 3)ß! (k) = (biq-1 + bsq-2 + b3q 3)u(k) + 
(ablq-' + ab2q-2)u(k)y(k) + aaq-2y2(k) + aaaq-2y3(k) -I- 
aabq-2y2(k)u(k) + bbbq 2u3(k) (5.8) 
which was identified by Billings (1985) as representing the input flow rate to the 
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height of the liquid in a pair of coupled tanks. The input signals described in the 
first example were used here. The output spectra are shown in Figure 5.3, with the 
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Figure 5.3: Amplitude spectra of response signals for NARMAX model example 
pattern as those obtained in the first two examples. 
The estimation procedure was repeated for the first two examples, with in- 
put signals containing uniform power in harmonics 1,2,3 ". " 49; 1,3,5 " .. 49; and 
1,5,9 ... 49. For the Hammerstein model, this proved to give extremely unreliable 
parameter estimates, although the output time-series and predicted output signal, 
shown in Figure 5.4, were in good agreement. With the nonlinear stiffness model, 
the recorded accuracy of the results obtained with the consecutive harmonic sig- 
nal decreased by as much as a factor of four, with the accuracy obtained with the 
non-consecutive odd-harmonic signal remaining virtually unchanged. The inaccu- 
racy of the parameter estimates, although not highlighted by the output time-series 
is indicative of the need for input signals with greater harmonic content (in the 
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Figure 5.4: Actual and estimated response signal for Hammerstein model with 49 
harmonic excitation 
Hammerstein example 49 excitation harmonics proved insufficient with 15 free pa- 
rameters). Hence even if the number of parameters to be estimated is low, the 
input signal is required to have a very high harmonic content. Although this is 
an advantage of using random signals, the typical low power content of these sign- 
als, when compared to periodic signals, outweighs this advantage. Periodic signals 
with broadband power spectra are seen to give reliable results in all the examples 
considered here. 
5.6 Conclusions 
It is seen that broadband periodic signals with a high harmonic content give superior 
parameter estimates for a variety of parametric nonlinear models. In this category of 
excitation signals, inverse-repeat and non-consecutive odd-harmonic signals perform 
equally well, and so the secondary properties of such signals, e. g. their advantages 
for nonlinear detection, can be utilised without any loss in accuracy. 
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P Value t, o Signal 1 x, a Signal 2 x, Qx Signal 3 x, a Signal 4 
al -1.376 -1.374,0.035 -1.377,0.036 -1.379,0.041 -1.338,0.144 
a2 0.631 0.629,0.044 0.633,0.045 0.635,0.051 0.583,0.185 
a3 -0.097 -0.096,0.015 -0.097,0.016 -0.098,0.018 -0.080,0.065 
bil 0.045 0.045,0.005 0.045,0.004 0.045,0.005 0.045,0.007 
b12 0.100 0.100,0.008 0.100,0.007 0.100,0.007 0.101,0.011 
b13 0.014 0.014,0.007 0.014,0.007 0.013,0.007 0.019,0.017 
b1 0.089 0.089,0.002 0.089,0.002 0.089,0.002 0.090,0.009 
b 0.201 0.201,0.004 0.200,0.005 0.200,0.005 0.202,0.018 
b3 0.028 0.028,0.010 0.027,0.010 0.028,0.011 0.038,0.036 
b, 1 0.134 0.133,0.007 0.132,0.005 0.133,0.006 0.133,0.028 
bc2 0.301 0.302,0.011 0.302,0.009 0.300,0.011 0.311,0.044 
bc3 0.041 0.042,0.015 0.041,0.014 0.041,0.015 0.052,0.062 
Table 5.1: Results achieved for the identification of the third-order Hammerstein 
model 
P Value x, a Signal 1 x, o Signal 2 2, oz Signal 3 2, a Signal 4 
al -1.543 -1.543,0.003 -1.543,0.003 -1.543,0.003 -1.541,0.006 
a2 0.595 0.595,0.003 0.594,0.003 0.596,0.003 0.594,0.005 
bl 0.028 0.028,0.339e-3 0.029,0.441e-3 0.029,0.402e-3 0.029,0.645e-3 
b2 0.024 0.024,0.529e-3 0.024,0.695e-3 0.024,0.641e-3 0.024,0.938e-3 
aal -0.028 -0.029,0.002 -0.029,0.002 -0.028,0.002 -0.027,0.008 
aal -0.024 -0.024,0.002 -0.024,0.002 -0.024,0.002 -0.025,0.008 
aaal -0.028 -0.028,0.002 -0.028,0.002 -0.028,0.002 -0.025,0.030 
aaa2 -0.024 -0.024,0.002 -0.024,0.002 -0.024,0.002 -0.025,0.030 
Table 5.2: Results achieved for the identification of the nonlinear stiffness model 
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P Value . 2, Qx Signal 1 2, vx Signal 2 2, a 
Signal 3 2, ax Signal 4 
al -0.436 -0.437,0.015 -0.440,0.018 -0.438,0.010 -0.461,0.086 
a2 -0.681 -0.681,0.008 -0.679,0.010 -0.680,0.007 -0.673,0.031 
a3 0.149 0.150,0.01 0.153,0.012 0.150,0.006 0.165,0.055 
bl 0.396 0.396,0.002 0.396,0.002 0.396,0.002 0.397,0.004 
b2 0.014 0.013,0.007 0.012,0.010 0.013,0.006 0.004,0.033 
b3 -0.071 -0.072,0.003 -0.070,0.003 -0.071,0.002 -0.071,0.006 
abl -0.351 -0.350,0.003 -0.349,0.004 -0.350,0.003 -0.348,0.010 
ab2 -0.135 -0.135,0.008 -0.133,0.008 -0.134,0.006 -0.121,0.040 
as -0.034 -0.034,0.001 -0.034,0.001 -0.034,0.001 -0.033,0.004 
aaa -0.027 -0.027,8.23e-4 -0.027,5.57e-4 -0.027,4.05e-4 -0.026,0.003 
aab -0.108 -0.107,0.002 -0.108,0.003 -0.108,0.002 -0.103,0.016 
bbb -0.099 -0.098,0.005 -0.099,0.006 -0.099,0.005 -0.096,0.013 
Table 5.3: Results achieved for the identification of the third-order NARMAX model 
Chapter 6 
Signal Design and Identification 
for a Class of Nonlinear Systems 
93 
94 6.1 Introduction 
6.1 Introduction 
This chapter is directed towards the identification of linear and nonlinear models for 
certain nonlinear systems. The techniques considered here are thought to be most 
appropriate when testing systems which are describable by weakly nonlinear models. 
In this context, low order functional series expansions and block structured systems 
(single valued) are encompassed. Effectively the linear system description is being 
augmented with a nonlinear model, rather than completely replaced by it. From 
the point of view of perturbation signal design, two questions that are of primary 
importance are: 
" Can the accuracy of the linear system description be improved by suitable 
perturbation signal design ? 
" Are there perturbation signal designs which can aid the identification of certain 
nonlinear models ? 
These will be addressed in turn. 
The suitability of a periodic excitation when used to identify a linear model for 
a nonlinear system has been assessed by many researchers in the literature (Godfrey 
and Briggs, 1972; Buckner and Kerlin, 1972; Godfrey and Moore, 1974; Barker and 
Davy, 1975; Schoukens, Pintelon, Van der Ouderaa and Renneboog, 1988b; Suki 
and Lutchen, 1992). This subject is treated in Section 6.2, where both the time- 
and frequency-domain properties of the excitation are examined. For generality, the 
discussion does not assume that the Fourier coefficients are used for the parameter 
estimation, and so the identification procedure used to obtain the system model is 
not specified. 
The identification of a nonlinear model representation is discussed in Section 6.3. 
To begin with, the requirements of the measurement model are outlined, since they 
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are significantly different than those required for linear system modelling (Schoukens 
et al., 1994). In this context, the construction of the measurement channel used in 
the example of Section 6.3.1 is described. Non-parametric modelling is treated in 
Section 6.3.2, with attention being limited to the Volterra system description. Some 
simple identification procedures are described for commonly encountered systems; 
these are similar to those described in Bendat (1990). The advantages (and dis- 
advantages) of specific designs, that have been described in the literature, are also 
discussed. 
Section 6.3.3 is directed towards the estimation of the parameters of nonlinear 
differential equation models. Attention is restricted to models that can be written 
in a form that is linear in the parameters. The identification of a certain class of 
these models using periodic excitations is discussed in Section 6.3.3, with a realistic 
experimental example being included to illustrate the method. 
The applicability of the continuous-time or discrete-time (Leontaritis and Bil- 
lings, 1985; Korenberg et al., 1988; Chen et al., 1989) representation must decide the 
issue over which formulation is more desirable. Furthermore, the decision to process 
the raw time-domain data, as opposed to the Fourier coefficients, must be made by 
the user. This is an important choice, since modern continuous-time system identif- 
ication methods allow systematic modelling errors to be controlled at relatively low 
sampling frequencies (Sinha and Rao, 1991; Van hamme, 1992). As is the case with 
linear system identification, time-domain identification methods generally permit 
the use of an arbitrary excitation signal. Although this is an advantage when exter- 
nal excitation signals are not permitted or impossible to apply to the system, in all 
other applications, considerable benefits are to be gained from the use of excitation 
signals which have superior signal-to-noise ratios, and flexible spectral properties. 
This is discussed further in Chapter 5. 
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6.2 Linear Modelling of Nonlinear Systems 
The frequency-domain response of an Rte' order polynomial nonlinear system to a 
periodic excitation with Fourier coefficients Ak, kEK, is given by 
KKK 
Y(f) =L AkG1(fk)6(f - fk) +>E AkAk1G2(fkl, fk1)5(f - Al - fk2) 
k=-K k1=-K k2=-K 
KKKR 
+---+ LE... 
E ][I AkrGR(fkl ... fkRt)6(f - Al ... - fkR) 
k1=-K k2=-K kit=-Kr=1 
(6.1) 
where Gr(fkl, fk2 """ fk, ) is the rth order frequency response of the system. The 
identification of the linear model, Gl (. ), is to be considered here. The identification 
technique (time/frequency, parametric/non-parametric) is not specified. However 
identification strategies that require multiple experiments, with signals of different 
amplitudes (Barker and Davy, 1975; Schoukens, Rolain, Montecelli and De Locht, 
1993b), are not considered. The accuracy of the resulting linear system estimate, 
in the presence of systematic nonlinear effects, is predominantly affected by both 
the time- and frequency-domain properties of the signal. These are considered sep- 
arately. 
6.2.1 Time-Domain Properties 
For the general case, with an excitation signal composed of a pre-determined power 
spectrum, the only free variables are the harmonic phases, c6k. In practical situ- 
ations, the presence of strong nonlinear effects (such as limiters) enforces the use 
of excitation signals with low peak amplitudes and so a low crest factor is essen- 
tial. However, we wish to examine the benefits of using periodic signals with low 
crest factors in the presence of weak nonlinear effects. To this end, concentration 
is focussed upon the effect of the relationship y= N(x) where N(. ) is either a 
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square-law or cubic function. The effect of a square-law characteristic is zero if the 
excitation is symmetrically distributed (Bendat, 1990). In the general case (see also 
Section 6.2.2), the excitation signal can be regarded as approximately symmetrically 
distributed, and so the identification error is expected to be small. This point is 
discussed further by Schoukens and Pintelon (1991), with measurement examples 
used to compare the distortions introduced by a nonlinear function on results obtai- 
ned using both random and periodic excitations. The periodic signals possess much 
greater immunity to the effect of the nonlinearity. 
Considering cubic distortions, Evans, Rees and Jones (1994b) performed simula- 
tions and found that when the multisine phases are normally distributed, the error 
in the linear frequency response estimate is proportional to the square of the crest 
factor. Hence for Gaussian-like signals, the benefits of a low CF are clear when the 
nonlinearity operates upon this signal. This is of interest if the nonlinearity operates 
upon a signal which is the result of passing the excitation (which more than likely 
has a non-Gaussian PDF) through a linear system. Unfortunately, the time-domain 
properties of an excitation with a low crest factor cannot even be crudely approx- 
imated by a Gaussian model, and so this square-law result will not apply to the 
input nonlinearity case, although it is interesting to note the use of Gaussian-like 
multisines in Ditmar and Pettitt (1993). However the existence of the square-law 
relationship for multisines with randomised phases, makes it clear that in general 
a low crest factor is desirable in order to reduce nonlinear distortions. If linear 
dynamics separate the input signal and the nonlinear element, then approximate 
knowledge of the linear dynamics may be used to minimise the crest factor of the 
relevant signal(s) (Van der Ouderaa, Schoukens and Renneboog, 1988b; Guillaume 
et al., 1991). 
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6.2.2 Frequency-Domain Properties 
Here we will assume that we have the flexibility to designate an arbitrary excitation 
spectrum, specified by Ak, kEK, and wish to know if certain choices of K offer 
potential benefits. A well known choice for K is a set containing no even entries, 
thus eliminating the effect of an even-order kernel, Gf (. ) r even, upon the estimate of 
Gl (. ). Applications of this idea in the literature are numerous (Godfrey and Moore, 
1974; Kollar, Pintelon and Schoukens, 1994; Evans, Rees, Jones and Hill, 1994a). 
Similar statements involving G,. (. ) r odd >1 are difficult since it is impossible to 
specify a frequency set, K, which causes Gl (. ) to be unaffected by other odd-order 
kernels. This is clear from eqn. (6.1), by realizing that k± k2 ± k3 can always be 
made equal to k. Given that there are in the order of LK contributions in the output 
signal due to an rth order kernel, where LK is the number of harmonics in K, one 
might try to reduce the bias by reducing the number of contributions which fall 
at each frequency. This does not, however, actually reduce the magnitude of the 
distortion (bias). 
The use of a multiharmonic signal with the harmonic set chosen such that the 
excitation harmonics are affected by the minimum number of contributions is anal- 
ogous to using a sinewave excitation. Here the energy due to the nonlinearity at 
the excitation frequencies will have the same phase as the original energy at the 
excitation frequencies (Evans et al., 1994b; Schoukens and Pintelon, 1994a) (due 
to fk + fk, - fk, ). On the other hand, if an excitation with a broadband spect- 
rum is used, then the contribution at a given harmonic will contain an ensemble of 
contributions each with an independent phase value, thus giving the overall effect 
of a distortion which is approximately random across the excitation harmonics. In 
this case, a signal containing a large number of interacting harmonics is expected 
to produce the best results. 
To assess the merits of periodic excitations for linear system identification in the 
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presence of nonlinearities, attention has been restricted in this research to the influ- 
ence of second- and third-order nonlinear effects. For these instances, the benefits 
of a low crest factor have been discussed as well as the advantages of being able to 
stipulate specific harmonic sets. It has been shown that that a low crest factor is 
important for good accuracy of the linear model. This may seem obvious since the 
usual reason for crest factor minimisation is owing to the presence of nonlinear input 
transducers. Hence once it is realized that the crest factor is an important variable 
(to maximise input power for a given input range), and care is taken to reduce it, the 
effect of the crest factor in this range may not be great. However this assumes that 
low crest factor signals are used in the first place, which is not the case when utilising 
random excitations. Regarding the selection of the power spectrum, the well known 
methodology of using inverse-repeat or anti-symmetric signals occurs as the only 
general principle. Note that the selection of specific harmonic sets for the purpose 
of higher-order frequency response measurements will be treated further in Section 
6.3.2. Using periodic excitations comes with the added advantage of allowing easy 
selection of the relevant frequencies in the response signal. This is automatically 
carried out when the Fourier coefficients are used for the identification but can just 
as easily be used for time-domain methods (Ljung, 1986). 
6.3 Identification of Nonlinear Dynamics 
This section deals with the non-parametric estimation of the the first three freque- 
ncy response functions in eqn. (6.1) along with the non-parametric and parametric 
estimation of a certain class of continuous-time nonlinear systems. The identifica- 
tion will be carried out utilising the spectra of the input and output signals. The 
parametric models considered in Section 6.3.3, are the class of systems, considered 
by Tsang and Billings (1994), which enable the model equations to be written in the 
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frequency-domain, involving the spectra of the input and output signals and their 
higher powers. The transferral to the frequency-domain enables estimation of the 
physical parameters of the system, without having to reconstruct the derivatives of 
the input and output signals, which is necessary with the identification method of 
Tsang and Billings (1994). To begin with, the requirements of the measurement 
model and the steps taken to realize it are described. 
6.3.1 Measurement Model 
With linear system modelling the use of relatively calibrated anti-alias filters is 
sufficient to realize the bandwidth-limited data. This unfortunately is not sufficient 
when one needs to reconstruct a nonlinear model from the measurements, since 
generally 
AA2(jw)YOw) = F(AA1(jw)U(jw)) 9& AA, Uw)F(U(jw)) (6.2) 
where F(. ) is a nonlinear function and AA1(. ), AA2(. ) respectively represent the 
characteristics of the input and output anti-alias filters. To model the nonlin- 
ear system, AA1(. ) (and consequently AA2(. )) must commute with F(. ), and so 
equalisation of the anti-alias filters will generally be necessary. This, though time 
consuming, may be carried out with the methods developed by Pintelon, Rolain, 
Vanden Bossche and Schoukens (1990), Kollar, Pintelon, Rolain and Schoukens 
(1991) and Schoukens and Pintelon (1991), with the complete design possible us- 
ing the identification techniques implemented by Kollar (1994), for an arbitrary 
filter characteristic. With periodic excitations it is sufficient to model the frequency 
characteristic of the anti-alias filter(s), and to apply a simple correction procedure 
off-line. The measurements obtained in this work were obtained using an Advantest 
R9211C servo analyser (Advantest Corporation, 1989), connected to a PC using a 
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GPIB interface. The analyser has anti-alias protection on both channels (which may 
be switched off), but the frequency response of these filters is not specified, and is 
not measurable to a high accuracy given the configuration of the hardware. For this 
reason, external anti-alias filters were used (eight-order Barr and Stroud), with the 
Advantest filters switched off. The bandwidth of interest will be in the range 0-. ^: 
200 Hz (see Section 6.3.3) and so the cut-off frequency of the filter is set to 200 
Hz. The results of equalising the output channel, in this case, are shown in Figure 
6.1. It is sufficient for the compensated characteristic to have a uniform amplitude 
Magna ude PAw 
,a 
0 0 
Figure 6.1: Equalised frequency response of anti-alias filter 
characteristic and linear phase, but because the compensation is being carried out 
off-line, with periodic signals, we can obtain the characteristic shown in Figure 6.1. 
Note that only output noise will be considered here, and hence the measurement 
system requires anti-alias protection on the output channel only. 
Fnqus^cy(Hz) Fnquwwy(Hz) 
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6.3.2 Higher-Order Frequency Response Measurement 
The direct measurement of the higher-order frequency response functions, G, (. ), r 
> 1, using periodic signals is now treated. The use of sparse-harmonic sets for this 
purpose has received attention in the literature (Victor and Shapely, 1980; Lawrence, 
1981; Boyd, Tang and Chua, 1983), with attention usually being restricted to the 
second- and third-order functions, G2(fk fk, ) and G3 (fkl, fk fk, ), respectively. 
Throughout the present discussion, it is assumed that the system to be identified 
is represented by R frequency kernels and not just the RI frequency kernel. For R 
equal to three, the nonlinear system is shown in Figure 6.2. To begin with, the case 
of R=2 is considered. 
Al 
Figure 6.2: The general third-order nonlinear model 
6.3.2.1 First- and Second-Order Frequency Response Measurement 
The system is assumed to be represented by the input-output relationship shown in 
Figure 6.2 with G3(. ) equal to zero. To obtain correct measurements of G1(. ) and 
G2(. ), it is clear that the Y(fk, + fk, ) must be uncorrelated with Y(fk) and also 
that Y(fkl +1k2) results from a unique combination (±fkl, ±fk2). If this is the case, 
the frequency response functions can be measured using (noting that X(- fk, ) = 
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X*(fka)) 
Gl(fk) = 
Y(fk) Vk EK X(. fk) 
and 
G2(fk1, fks) = 
Y(. fkl + fk2) 
t/kl, k2 EK Sc2 = Sc2X (fkl)"X (fk2) 
(6.3) 
1 k1=kz (6.4) 
2 otherwise. 
A harmonic set which satisfies the above condition, exactly, is given in eqn. (6.5), 
which, when used to excite a system that can be described by a second-order Volterra 
system, will allow 400 measurements of G2(f2, fZ) to be made 
K= 11,25,57,73,137,189,209,297,375,441,533, 
629,797,935,1075,1177,1287,1287,1517. (6.5) 
The ratio of the lowest harmonic to the highest harmonic is approximately 150 for 
this signal, and so, in theory, this signal could be used to to provide a useful estimate 
of the system dynamics. The price to be paid is the necessity to have the lowest 
harmonic in the set equal to eleven, which increases the signal period by at least 
the same factor. If the first harmonic is specified in the twenty harmonic set, the 
equivalent ratio of the highest to lowest harmonic is 1649, which is thought to be 
too great for most practical applications. 
Given that the use of the harmonic set given in eqn. (6.5) allows 400 estimates 
of the second-order frequency response function to be made, at the expense of a 
long experimental time, it seems logical to attempt a compromise solution. The 
harmonic set (number of harmonics, NK, equal to 20), given in eqn. (6.6) is one 
such solution: 
K=5,9,17,29,45,65,89,117,149,185,225,269 
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317,369,425,485,549,617,689,765 (6.6) 
drawn from the recursion 
K(i + 1) = K(i) + 4. (i) (6.7) 
with i=1, """, NK and K(1) equal to 5. When this is compared to a harmonic 
set, specified to produce no interaction between the harmonic frequencies (i. e. the 
counterpart of eqn. (6.5)): 
K= 5,7,11,31,39,79,131,161,219,275,335,439 
551,645,699,797,1085,1271,1461,1537 (6.8) 
it is seen that the use of the harmonics in eqn. (6.6) allows an approximate halving 
of the signal period. The compromise in using a harmonic set, calculated using eqn. 
(6.7), is the reduction in the number of estimates of G2(. ) which can be made: for 
eqn. (6.6) the number of possible measurements is 289. 
To illustrate a second-order frequency response measurement, Figure 6.3 shows 
the magnitude of the calculated G2(. ) for a Wiener model consisting of a first-order 
linear system (time constant 10ms, unity gain) and a square-law nonlinearity, when 
excited with a signal containing the harmonics of eqn. (6.6), with a signal period 7.65 
seconds. Figure 6.4 shows the corresponding estimate obtained when the system is 
excited with the harmonic set of eqn. (6.8), with a period of 15.37 seconds now being 
required. The utilised energy, up to the excitation signal bandwidth, for the two 
responses is shown in Figure 6.5. This illustrates that although significant energy is 
being discarded from the response to the "faster" excitation, good coverage of the 
dynamic range is being achieved. 
The use of sparse harmonic sets to measure the first- and second-order frequency 
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Figure 6.3: Second-order frequency response magnitude obtained using signal based 




Figure 6.4: Second-order frequency response magnitude obtained using signal based 
on harmonic set designed to yield a maximum number of G2(. ) measurements 
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Figure 6.5: Upper: spectrum of output signal using input harmonic set with each 
harmonic yielding a second order kernel estimate. Lower: equivalent using input 
harmonic set which yields 289 estimates of G2(. ). Graphs show utilised harmonics 
only. 
response functions is therefore most suited to systems which exhibit relatively fast 
dynamics. If the time-constants of the system approach the order of seconds, the 
signal period quickly approaches large values (hours). However, for systems which 
exhibit fast responses, the method is feasible. The simultaneous measurement of 
the third-order frequency response function is discussed in Section 6.3.2.2. 
6.3.2.2 Third-Order Frequency Response Measurement 
The measurement of the third-order frequency response function is included here 
for completeness. An immediate problem is that an independent measurement of 
Gl (fk) cannot be made, as discussed in Section 6.2. Along the same lines as Section 
6.3.2.1, G3(fk fk fk3) can be measured directly if the measured response Y(f,,, ) at 
the frequency f,,, results from a unique combination of any three of the excitation 
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frequencies (±fk1, ±fkz, ±fk3). If this is the case, G3(. ) can then be calculated using 
C3 
_- 
Y(fkl + fk2 + fk2) b'ki, kz, k3 EK (fkl ý fkz ý fk3) SC3. X(fkl)"X(fk2). X(fk2) 
1 k1=k2=k3 
SC3 =6 ki i k2 k3 (6.9) 
3 otherwise. 
The task now is to find suitable harmonic sets which allow direct measurement of 
G3(. ). The harmonic sets which allow the maximum number of points on G3(. ) to be 
made, such as those given in eqn. (6.5) and eqn. (6.8), were examined initially to see 
if they offer any advantages when it comes to the measurement of G3(. ). Considering 
a ten harmonic set, with the same properties as that given in eqn. (6.5), although 
it allows 79 measurements of G3(. ) to be made, not one of these measurements 
falls within the bandwidth of the excitation. For the compromise signal, calculated 
using the recursion of eqn. (6.7), the situation is worse (35 measurements of G3(. ), 
all outside the excitation bandwidth). Hence different harmonic sets are necessary. 
One approach that is fruitful (but not necessarily practical) is to specify only 
those harmonics which do not contribute to the third-order harmonic frequencies, 
i. e. for an excitation X (k), 
0, klfk2f""" fkR=R. k 
X(kl, k2i """, kR) _ `dk E K. (6.10) 
Ak, kl±k2±... fkR9AR. k 
A set of frequencies displaying this property is 
K=1,7,25,31,97,103,121,127,385,391. (6.11) 
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Using an excitation containing these frequencies allows 61 measurements of G3(. ) to 
be made within the excitation bandwidth (100 measurements in total), along with 
66 measurements of G2(. ). The use of signals with min {K} »1 is again beneficial 
for practical coverage of the dynamic range of the system, but results in long signal 
periods. The use of a signal containing the harmonics given in eqn. (6.11) or a set 
specified along similar lines would only be justified if the experimental time was not 
excessive and no structural knowledge was available. In these circumstances they 
are an alternative to the random excitations considered by Bendat (1990). 
This discussion of frequency-domain non-parametric higher-order frequency re- 
sponse estimation, shows that the first three kernels can be estimated using simple 
analysis procedures. However the benefits of direct measurement comes with the 
potentially considerable disadvantage of employing signal periods which are several 
orders of magnitude greater than the dominant time-constants of the system. This 
point has already been discussed by Lawrence (1981). However if this long signal 
period is not unworkable e. g. for systems with fast dynamics, employing specially de- 
signed signals does simplify the identification procedure. This simplification is some- 
times useful in biological applications (Victor and Shapely, 1980) where parametric 
models are often difficult to postulate. However for many practical applications, this 
direct measurement is not feasible due to the long experimental time necessary. For 
this reason, the identification of certain commonly encountered parametric models 
is considered in the following sections. 
6.3.2.3 Hammerstein and Wiener Models 
The attention that has been given to Hammerstein and Wiener model structures 
(Billings and Fakhouri, 1977; Billings and Fakhouri, 1979; Greblicki and Pawlak, 
1986; Hunter and Korenberg, 1986) illustrate the common appearance of these mod- 
els in practical applications. They are included here to illustrate the advantages of 
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using periodic signals with specified spectra, and also the limitations of using such 
ideas. 
The higher-order frequency response functions of the Hammerstein, GNr(. ), and 
Wiener, Gw, (. ), models are, respectively, 
GHr(fkl, fk2 ... fkr) = arGI(fkl + fk2 ... + fkr) 
(6.12) 
and, 
GWr(fkl, fkz ... fkr) = aGl(fkl)"Gl(fkZ) ... Gl(fkr) 
(6.13) 
and are thus special cases of the general case-1 and case-2 nonlinear models consid- 
ered by Bendat (1990), and depicted in Figure 6.6. For the model of Figure 6.6(a), 
A; X(t) 
Figure 6.6: (a): General nonlinear input model. (b): General nonlinear output 
model 
the use of non-parametric multiple-input single-output identification procedures, 
with uncorrelated signals, has been reported for random excitations (Bendat, 1976), 
and periodic excitations (Barker and Al Hilal, 1985; McCormack et al., 1994b). For 
the periodic case, the use of an inverse-repeat signal with certain odd-harmonics of 
the fundamental set equal to zero, allows the identification of the linear and nonlin- 
ear subsystems. Note that the Hammerstein model is considered again in Section 
6.3.3. 
With the Wiener model, when R equals 2, the use of an inverse-repeat signal 
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allows the direct measurement of the linear and nonlinear characteristics. However 
when R=3, the correlation at Y(fk), between the linear and cubic contributions, 
allows no such procedures to be used. At this point iterative estimation procedures 
are needed which may be either in the time-domain (Billings and Fakhouri, 1977; 
Hunter and Korenberg, 1986) or in the frequency-domain. A frequency-domain 
method similar to that used by Hunter and Korenberg (1986) can be written as 
follows, with initial conditions calculated according to Billings and Fakhouri (1977), 
1. Calculate 
y` (r) _ -1(Gý'ý (. 7w) "X ýw)) (6.14) 
where G(i) (, jw) is the FRF of the estimated model G(') (s). 
2. Calculate the energy expected in the frequency set {H}. 
N-1 
y(*) (h) =E (y(*) (r))3exp(-jwhn/N) (6.15) 
n=0 
3. Estimate the corresponding value for 63') 
c3') = sign(c3°)) 
1EI Y(h)I (6.16) 
ý NN n If (i) (h) 
where c3°) is the initial estimate of c3, and Y(h) is the measured Fourier co- 
efficients in H for which a high coherence is estimated (see Chapter 1 and 
McCormack et al. (1995)). 
4. Compensate the linear output signal 
yk(r) - (63(ý). (yký)(r))3) (6.17) 
where, yk(r) is the measured output signal with all non-excitation frequencies 
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removed. 
5. Estimate a new model G('+') (s). 
6. Iterate a set number of times, or until Ila"') - Cis, II E" 
After calculation of c3i the corrected linear output can be used to calculate c2. 
The accuracy of the above method, and the non-parametric Hammerstein alga 
rithm is illustrated using the example in-Section 6.3.2.4. 
6.3.2.4 Hammerstein and Wiener Identification Example 
The identification methods for the Hammerstein and Wiener models are tested on 
a system whose linear element is given by, 
bo 
G(s) = 
a3s3 + a2s2 + als + ao 
6.18 
with the parameter vector, Pi = [bo, al, a2, a3] = [1,3,3,1] (note that ao has been 
fixed to unity). For both models, the static nonlinear element consists firstly of a 
third-order polynomial and secondly a saturation element, where in both cases the 
nonlinear element has parameters, P, = [c2, c3]. The excitation signal is a five-level 
signal, (see Chapter 1 and McCormack et al. (1995)), specified to have equal power 
in harmonics, 
K=1,5,7,11,13,17,19,23,25,29,31,35,37,41 (6.19) 
and with all multiples of harmonics two and three suppressed. The mean and 
standard deviation, [(), &], of the parameters are calculated from 100 sets of data, 
each containing five periods of the response to the excitation, excluding transients. 
The input signal amplitude was normalised to unity, and the variances of the output 
Fourier coefficients were obtained from an analysis of the individual periods. The 
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System Noise Estimate, [(. ), &] 
Linear Nonlinear 
al a2 a3 C2 C3 
Hammerstein True Value 1 3 3 1 2,5 3.5 
Polynomial Noise e 1 3 3 1 2.5 3.5 
c=O. 1 1.02,0.02 3.0,0.01 3.0,0.01 1.0,0.03 2.51,0.1 . 51,0.18 
Hammerstein True Value 1 3 3 1 0 
- - 
-0.58 
Saturation Noise e 1.08 .9 .9 .9 
6 
C', 0.1 1.11,0.1 2.99,0.08 3.01,0.06 0.98,0.14 0 -0.32,0.05 
Wiener rue ue 1 3 3 1 1.5 2 
Polynomial Oise e 1 3 3 1 1.5 2 
0.1 0.99,0.03 2.99,0.03 3.00,0.03 0.99,0.04 1.52,0.1 [2.08,0.30] 
Wiener True Value 1 3 3 1 0 -0.9492 
Saturation Noise Rree 1.12 3.07 2.97 -0.949 
o=0.1 [1.12,0.03] (3.07,0.08) 2.97,0.06 1.06,0.09 0 -0.95,0.02 
Table 6.1: Results obtained from the identification of the Hammerstein and Wiener 
models 
results are summarised in Table 6.1. For the noisy cases, typical coherence functions 
obtained for the Hammerstein (polynomial) and the Wiener (saturation) trials are 
shown in Figures 6.7 and 6.8 respectively. 
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Figure 6.7: Coherence functions estimated for the Hammerstein model: linear (*), 
quadratic (-) and cubic (-. ) 
The results shown in Table 6.1 illustrate that the use of non-parametric-like 
methods can aid the identification of the Hammerstein model, and give satisfactory 
results. For the Wiener model, the results obtained also show good accuracy. How- 
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Figure 6.8: Coherence functions estimated for the Wiener model: linear (*), 
quadratic (-) and cubic (-. ) 
ever for the Hammerstein model the identification method is not easily extendible 
beyond a third-order polynomial approximation of the nonlinearity. This is due to 
the orthogonality conditions between the input signal and its higher powers being 
inherently limited. Similarly for the Wiener model, the use of the Fourier coefficients 
for the identification of the nonlinear characteristic is limited to a single monomial 
coefficient. 
6.3.3 Identification for a Class of Nonlinear Systems 
The nonlinear models examined in this section are a subset of the class of systems 










where, FR is an Rth-order polynomial nonlinear function of the input and output 
signals, and their higher-order derivatives. This model has been treated by Patra 
(1993) and Tsang and Billings (1994). Due to the linear in the parameters nature of 
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eqn. (6.20), the orthogonalised linear regression techniques, which were developed 
for discrete-time models (Korenberg et al., 1988; Chen et al., 1989), are used by 
Tsang and Billings (1994) for the parameter estimation and structure detection. 
The decision to identify the parameters of the continuous-time system as opposed 
to the discrete-time counterpart (Leontaritis and Billings, 1985), is based on the 
need for physical interpretation of the parameters. 
Although the time-domain approach developed by Tsang and Billings (1994) is 
applicable to the whole class of systems described by eqn. (6.20), the high over- 
sampling needed to numerically approximate the integrating filters (a factor of 400 
is evident in the results section of Tsang and Billings (1994)), may prevent the 
application of the approach in many real-life situations. The approach adopted here 
utilises the Fourier coefficients of the input and output signals, their higher powers, 
and if necessary, their cross products. Therefore the following model is appropriate, 
R 
A(3w)Y(3w) +E Gr(3W)r(? w) = B(3w)X(3w) 
r=2 
RR 
+E G,. (3w)X r (3w) +EG, Uw)Zr(9w) (6.21) 
r=2 r=1 
where X'' (jw), Irrow) and Z'' (3w) correspond to the spectra of xr(t), y'' (t) and 
(x(t)y(t))r respectively. The main advantage of using the Fourier coefficients, within 
the model equation of eqn. (6.21), is the applicability of the method at relatively 
low sampling intervals (theoretically no over-sampling is necessary), as well as the 
exact relationship in the frequency-domain when periodic signals are used with 
synchronised sampling. 
Systems which may be modelled by the general model of eqn. (6.21) include the 
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Hammerstein model, written in frequency-domain transfer function representation, 
B(ow) 
y(3w) -- A(9w) 
(X (. 7w) +E hrXr(jw)), (6.22) 




(X (3w) - *ý'r(7w)) (6.23) A(ýw) 
r=2 




, +- d3y2 (t) 
dY(t) 
_ Em du(t) (6.24) 
{=0 lit' dt {=0 (lt' 
with frequency-domain transfer function 
ß'(. 9w) =A(KW) (B(. 7w)X (3w) - DOW)Y3(7W)), (6.25) 
where h,., f,. and d3 are scalar coefficients and D(3w) is a differentiator. 
The frequency-domain transfer functions are nonlinear in the parameters,. and 
so the linearised solution of the estimation problem (similar to using the method 
of Levi (1959) for linear systems) is expected to produce poor results in situations 
containing even a moderate amount of noise. Iterative schemes that have been 
developed to produce improved estimates of the transfer function coefficients of 
linear systems (Sanathan and Koerner, 1963; Lawrence and Rogers, 1979) could, in 
principle, be modified accordingly, and used with the problem at hand. However 
with easy access to powerful numerical minimisation techniques (Grace, 1992), the 
original least-squares cost function can be minimised. This is by no means the best 
way to obtain parameter estimates for the model equations, but it is expected to at 
least generate usable results. The start values for the optimisation can be obtained 
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from the linearised cost function. 
6.3.4 Nonlinear Feedback Example 
To illustrate the identification technique, the system shown in Figure 6.9 is used. 
The saturation element was used in favour of polynomial operators owing to the 
latter not being available. However its use does give an indication of the accuracy of 
the identification method, and the performance in the presence of modelling errors. 




y(t) X(t) "p1 (0.01 S+ lr 
+ 
ý-ý 
------------- ----------------------- LP2 
Measurement System 
CHA CHB O, 
N 
Advantest FFT Servo Analyzer/PC GPIB Interface 
------------------------------------------------- 
Figure 6.9: Nonlinear system under investigation with measurement arrangement 
shown. 
all multiples of harmonics two and three are suppressed from the input spectrum. In 
Figure 6.9, LP, represents an eighth order reconstruction filter (cut-off frequency: 
60Hz) to ensure spectral purity of the excitation, and LP2 is the (equalised) anti- 
alias filter whose characteristic is shown in Figure 6.1. The noise source, n(t), was 
obtained from a Hewlett-Packard Gaussian noise generator, and was specified to 
have 0.2 V, ys in the 
frequency range up to 500 Hz. To obtain an indication of the 
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accuracy of the results, 19 periods of the steady-state response, y(t), were measured. 
One period of the time series and the corresponding amplitude spectra are shown 
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The model equation for the system shown in Figure 6.11 is, 
Y(jw) = T1 {X(jw) - NL(Y(, ýw))} (6.26) 
where, NL(. ) represents the saturation element in the feedback loop, and 1/AUw) 
represents the linear dynamics. The saturation element can be crudely approximated 
by a combined linear and cubic function, i. e. writing eqn. (6.26) as 
1 




where Y3Uw) are the Fourier coefficients of y3(t) and 1/A' jw) represents the linear 
dynamics in the linear feedback loop. The result of the 19 identification trials are 
shown in Figures 6.12 and 6.13. 
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Figure 6.12: Estimated linear model frequency response functions for the nonlinear 
feedback example 
It can be seen that the nonlinear least-squares procedure, based on the model 
of eqn. (6.27), has provided accurate estimates of the linear and nonlinear charac- 
0 20 40 60 
F*equencyQiz) 




Figure 6.13: Estimated nonlinear characteristic for the nonlinear feedback example 
teristics. The use of the period excitation has ensured that the model parameters 
are well defined, and that high accuracy has been achieved. Note that the pres- 
ence of multiplicative noise terms (see Chapter 5) means that this consistency is 
expected to break down at higher noise levels. It should also be noted that the 
estimates obtained from the linearised cost function were unusable in this example, 
but proved adequate for initial conditions. Hence the use of the frequency-domain 
measurements has proved advantageous for the estimation of the continuous-time 
parameters in the nonlinear model of this example. 
The use of the known structure of the model may be seen to be an idealisation 
in practice, and owing to the iterative nature of the parameter estimation method, 
the orthogonal least-squares procedures (Korenberg et al., 1988; Chen et al., 1989), 
which aid structure detection for discrete-time models, are not directly applicable, 
except to the linearised model equations. The similarity of the identification method 
to deterministic methods of linear system identification in the frequency-domain, 
surveyed by Pintelon, Guillaume, Rolain, Schoukens and Van hamme (1994a), is 
Estimated Nonlinear Characteristics 
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immediately apparent. For linear system identification, structure selection based on 
linear estimation methods is not advised (Pintelon et al., 1994a), and so is expected 
to be even more hazardous when the model is nonlinear. Further work is needed in 
this area if the benefits of frequency-domain methods are to be of use in nonlinear 
system identification. 
6.4 Conclusions 
Linear and nonlinear modelling of systems, having commonly encountered struc- 
tures, has been treated in this chapter. The representation of the system using a 
linear model is, at the present time, the most widespread assumption, and it has 
been shown that periodic excitations possess two properties which are useful when 
nonlinearities are likely to effect the measurements; a low crest factor and, if desired, 
a perfectly symmetric amplitude PDF. The combination of these features eliminates 
and reduces, respectively, the effects of even- and odd-order nonlinear functions on 
the linear representation of the system. This material is included mainly to re- 
fute the recommendation by Advantest Corporation (1989) and Hewlett Packard 
Co. (1989), that a random excitation should be used when a linear model is to be 
identified for a nonlinear system. 
The main results in this chapter are from the area of nonlinear system ident- 
ification. The results presented, and the identification algorithms developed, rely 
completely on the utilisation of a periodic excitation. Therefore, one must assess 
whether the potential benefits actually justify this restriction. In this area one must 
always be careful not to place too much emphasis on what is, after all, only one part 
of the complete , dentification strategy. 
To begin with, it was shown that specific harmonic sets can be used to measure 
the second- and third-order frequency response functions. The measurement of the 
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second-order frequency response is something that is useful since its visualisation 
is straightforward using suitable computer graphics. Also an adequate number of 
points may be measured using a single application of a perturbation signal, albeit 
with a long signal period. A set of harmonics was given that allows a reduction in 
the experimental time, at the expense of a slightly reduced number of measurements. 
The situation for the third-order frequency response measurement is different in 
that even greater restrictions are enforced on the input signal, and, even with this, 
several experiments would have to be conducted to adequately cover the frequency 
space. However, if one wishes to estimate such a quantity in the first place, with- 
out estimating a parametric model (with its associated difficulties: model/structure 
selection), the problem of a long experimental time is not specific to periodic exci- 
tations. In this way, the signals considered in Section 6.3.2 are an alternative to the 
random excitations considered by Bendat (1990). 
The second class of nonlinear models considered were those that can be repre- 
sented by a linear element in series with a single static nonlinear characteristic. In 
this case, non-parametric methods (or a similar parametric method) could be used 
to identify the Hammerstein model, in a simple manner, if the nonlinear character- 
istic could be represented by a third-order polynomial. This identification method 
makes direct use of the energy in the output signal, at frequencies not present in the 
input signal, and so is the most intuitive utilisation of perturbation signals which 
have gaps in their power spectrum. However, this simplification does not extend to 
even a Wiener model (except in the case of a purely quadratic nonlinearity), and so 
the advantages of leaving out harmonics for nonlinear identification (as opposed to 
detection, see Chapter 1 and McCormack et al. (1995)) are not as obvious. Nonethe- 
less, an identification strategy for the Wiener model was described which utilised 
the "harmonic gaps". Using this, the parameters of a continuous-time linear system 
and a polynomial model of the nonlinearity may be identified, but this technique 
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is limited to a third-order approximation of the nonlinear system. Hence the only 
advantage, generally, in using a periodic signal, will be the high signal-to-noise ratio 
achieved and the possibility to identify the continuous-time parameters, since any 
other advantages will generally be coupled to a particular identification strategy. 
The final part of the chapter considered a subset of the class of nonlinear models 
which may be written as linear in the parameter differential equations. Identification 
of these models was considered in the frequency-domain since the continuous-time 
representation is a direct extension of the linear case. It was shown that periodic 
signal designs, along with a nonlinear least-squares procedure, can produce accurate 
estimates of the continuous-time parameters. The use of periodic signals is also im- 
plicitly assumed by Patra (1993), although a different identification strategy is used. 
The big question is whether the transferral of the periodic data (assuming a peri- 
odic signal is used for its high power content) to the frequency-domain is worthwhile 
when a time-domain identification method (such as that developed by Van hamme 
(1992)) may be more applicable. The answer to this question is probably no. How- 
ever, at least for the models considered in Section 6.3.3, there is no disadvantage, 
and given the relative simplicity, it may be useful in practice. The extension of the 
time-domain modelling procedures developed by Van hamme (1992) to the model of 
eqn. (6.20), and a comparison of the accuracy achieved when applied to the models 
considered here, will be an area of future research. 
Chapter 7 
System Identification and Rule 
Based Controller Design for 
Autotune Control 
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7.1 Introduction 
One of the main reasons for the popularity of PID controllers in industry is the 
simplicity involved in tuning the controller parameters. Another reason is the fact 
that PID controllers can be used to obtain satisfactory performance from typical 
industrial plant (Aström, Hägglund, Hang and Ho, 1993; Institution of Electrical 
Engineers, 1994). Traditionally, the tuning procedure has been achieved using rules 
such as the Ziegler-Nichols tuning formulae, which require only a limited knowledge 
of the process characteristics. The recent resurgence of interest in PID parameter 
tuning has recognised this acceptance of the PID controller, and also the need to 
keep the required knowledge of the process plant to a minimum (Hang, Aström and 
Ho, 1991; Zhuang and Atherton, 1993; Voda and Landau, 1995). Although some 
authors have considered the tuning of the controller parameters from a model based 
viewpoint (Schei, 1994), this seems to leave behind the strong asset of simplicity 
which comes with the PID structure. 
This chapter addresses the problem of automatically tuning (autotuning) the 
PID parameters, and assumes that a rule based controller design is to be used. 
Many of the more recent developments in autotuning have adopted the same ratio- 
nale as developed by Ziegler and Nichols (1943), meaning that either an open-loop 
step response test is carried out, or an estimate of the system frequency response 
is obtained. A popular method for obtaining the latter is to replace the system 
controller with a relay element, and allowing the process output to limit cycle for 
a short duration, as introduced by Aström and Hägglund (1984). Although this 
method of system identification has the advantage that a suitable input signal is 
generated without the need for a priori knowledge of the process characteristics, the 
replacement of the controller by a relay element can seem overly harsh. 
Since closed-loop identification is all that is required for an autotune controller, 
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this work considers the frequency response estimation problem, assuming that a 
low-amplitude perturbation signal can be applied to the plant for the purposes of 
identification. In this way, normal control is maintained during the tuning proce- 
dure, with just a small disturbance affecting the setpoint. This is believed to be 
more favourable in practice than relay excitation, especially if regular retuning is 
necessary, e. g. when the process is nonlinear over its operating region. 
The chapter is organised as follows. Section 7.2 gives a summary of the (known) 
rule based controller designs which have been postulated in the literature, together 
with the process characteristics which are required to implement them. Signal design 
issues are discussed in Section 7.3, with these very closely linked to the specific rule 
based design used for controller tuning. A comparison of several approaches to the 
frequency response estimation problem is given in Section 7.4. The identification 
results and the performance of the controller designs are assessed in Section 7.5, 
with a laboratory scale system used as a bench-test. Finally in Section 7.6, some 
conclusions are drawn. 
7.2 PID Tuning Rules 
The tuning rules that are compared in the examples of Section 7.5 are the designs 
based on: Ziegler-Nichols (Ziegler and Nichols, 1943), refined Ziegler-Nichols (Hang 
et al., 1991), ISTE Criteria (Zhuang and Atherton, 1993), and the KLV method 
(Voda and Landau, 1995). Table 7.1 lists the information required, and the tuning 
formulae for all the designs. These methods are suitable for direct comparison since 
no design variable based on desired process characteristics is used. Controller de- 
signs such as those based on specified phase and amplitude margins (Aström and 
Hägglund, 1984), and the M-circle design criteria (Aström and Hägglund, 1988), 
need also to be compared, but these are dependent upon the specified loop perfor- 
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mance. The evaluation of other controller designs is to be carried out as a part of 
future research. In the table, 1/Ku and 1/Tu denote the system gain and frequency 
Rule Process Information Kp Ti Td 
Z-N K,,, Tu 0.6K,, 0.5Tu 0.125T 
RZ-N K,,, Tu, K 0.6Ku 0.5Tu , -'cTu 0.125T 
ISTE Ku, Tu, K 0.509Ku 0.051(3.302ic + 1)Tu 0.125T 
KLV K135, W135 4 '2 2K B 4+B 'm 
(1)ß= -"; 2.55<k<15 
(2) -I-1); 1.5 < rc < 2.55 
Table 7.1: Summary of rule based controller designs 
at which the phase is -180 degrees. Similarly K135 and w135/27r denote the system 
gain and frequency at which the phase is -135 degrees. The d. c. gain of the system 
is denoted by K, with 'c = K. K,,. The variable B in the KLV rule is an acceleration 
factor which can take a value between 1 and 2 and is assumed to be 1.5 in this 
work. The variable 3 in the refined Ziegler-Nichols method is a weight applied to 
the setpoint in the proportional term of the controller. 
7.3 Excitation During Tuning 
This section treats the frequency-domain properties of periodic excitation signals, 
which can be used to identify the open-loop frequency response of a system. There is 
large scope for choice here since the controller design rules differ significantly in the 
information that they require. Effectively the main decision to be made is whether 
to use a narrow-band or broadband excitation. If a single estimate of the system 
frequency response is required, e. g. as for the Ziegler-Nichols method (Ziegler and 
Nichols, 1943), and the KLV method (Voda and Landau, 1995), a narrow-band 
excitation centred around the frequency point of interest would be advantageous. 
However, if some knowledge of the low-frequency behaviour of the system is also 
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required, e. g. as for the refined Ziegler-Nichols method (Hang et al., 1991) and 
the ISTE method (Zhuang and Atherton, 1993), a broadband excitation would be 
necessary. These two situations are depicted in Figures 7.1 and 7.2 respectively. 
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Figure 7.1: Upper: amplitude spectrum of narrow-band excitation signal. Lower: 
system Nyquist curve (solid) and portion estimated using narrow-band signal (cir- 
cles). 
Naturally, there are intermediate choices, one of which is shown in Figure 7.3. Using 
the spectra shown in Figure 7.3, both the low- and high-frequency behaviour of the 
" system can be estimated, with energy present in the excitation only in areas where 
an estimate is needed. 
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Figure 7.2: Upper: amplitude spectrum of broadband excitation signal. Lower: 
system Nyquist curve (solid) and portion estimated using broadband signal (circles). 
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Figure 7.3: Upper: amplitude spectrum of stop-band excitation signal. Lower: 
system Nyquist curve (solid) and portion estimated using stop-band signal (circles). 
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The main novelty of the proposed autotune method is the ease with which the 
spectra shown in Figures 7.1,7.2 and 7.3, can be realised with the periodic sign- 
als used throughout this thesis. The three classes of periodic signals, the binary 
(Van den Bos and Krol, 1979), the m-level (McCormack et al., 1995), and the mul- 
tisine (Van der Ouderaa et al., 1988a), all have the ability to realise these spectra in 
time-domain forms with a very high power content in the desired harmonics. The 
binary signal has the advantage of yielding a signal with a very high power con- 
tent in a time-domain form consisting of just two amplitude levels. However, and 
similarly for the m-level signal, a band-limited design is impossible, thus making 
over-sampling necessary to reduce the effects of aliasing. In this regard, the mul- 
tisine with snow (Guillaume et al., 1991) has the property of a very high power 
content, and can also be specified to be band-limited. The signal spectra shown in 
Figure 7.4 illustrate results produced with the binary, the m-level (m = 4) and the 
multisine with snow signals, all designed to meet the specification shown in Figure 
7.3. 
It must be noted that for a given maximum frequency, e. g. the critical frequ- 
ency, the spectra shown in Figures 7.1,7.2 and 7.3, will require signal periods of 
approximately the same length. Therefore the spectrum shown in Figure 7.3 is a 
good compromise, since the accuracy of the most important points on the frequency 
response is being accentuated. However, constraints on the tuning time would gen- 
erally mean that a fixed ratio of the signal period to the settling time of the system 
must be used. If this is the case, a broadband signal is the only viable option, since 
constraining the high-frequency harmonics in Figure 7.3 to be at a certain frequency 
may dictate an excessively long signal period. 
However, eve, i if a broadband excitation is used, considerable flexibility is avail- 
able. In this application, the main benefit of the using periodic excitations will be 
gained if non-parametric identification can be used (similar to relay excitation). To 
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Figure 7.4: Amplitude spectra realized for stop-band spectra with a binary, four-level 
and multisine with snow signal. 
this end, the excitation signal will be designed to increase the accuracy of the non- 
-parametric frequency response function. Since no knowledge of the system frequency 
response can be assumed a priori, the only general way to achieve an increase in 
accuracy is to compress the power in the signal into a smaller number of harmonics. 
The broadband signal used from here on is shown in Figure 7.5. As can be seen, 
a consecutive harmonic signal is used, with the first fifteen harmonics specified to 
have equal power. Snow is allowed at harmonics sixteen to forty, so as to increase 
the power in the desired harmonics. This is believed to allow good coverage of the 
dynamic range of typical low-pass systems, while also allowing a high power content 
in a comparatively small number of harmonics. The application of this signal is 
considered in Section 7.5. 
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Figure 7.5: Upper: time-domain realization of multisine with snow signal specified 
to have a broadband spectrum. Lower: amplitude spectrum. 
7.4 Frequency Response Estimation 
Different classes of frequency response estimators, which are appropriate for this 
application, are considered in this section. A conceptual feedback loop is shown 




Figure 7.6: Feedback configuration assumed for identification of process dynamics 
multiharmonic excitation signal, while e represents a disturbing noise source. 
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7.4.1 Non-Parametric Estimation 
To obtain a non-parametric estimate of the forward path frequency response func- 





where S, y and Sr. represent the cross-spectra between 
[rl, 2(t), y(t)] and [rl, 2(t), u(t)], 
respectively. However, to take advantage of the properties of this estimator, averag- 
ing of the quantities Sfy, and Sru would be necessary, meaning that several periods 
of the excitation signal would have to be applied to the system. This may not be 
practical in many situations. 
Note also that the non-parametric closed-loop identification framework devel- 
oped by Schrama (1991) is similar to using eqn. (7.1), but alleviates the need to 
measure rl(t). There is no advantage evident in this for our particular application. 
Due the correlation between tu(t) and y(t), the application of the direct method of 
identification (using eqn. (7.1) with one period of the excitation), is dubious if the 
noise signal, e(t), is significant. However, since the excitation has been designed to 
have a high power content at selected harmonics, the accuracy of the estimates may 
not be unduly affected. This will be assessed in Section 7.5. 
7.4.2 Parametric Identification 
Even without the presence of the feedback path, the non-parametric estimate of the 
frequency response function may not yield the required accuracy. Schoukens et al. 
(1993a) have shown that if a flat spectrum multisine is used for a non-parametric 
estimate, and a multisine with an optimal spectrum is used for a parametric esti- 
mate, the ratio of the measurement uncertainties for the resulting frequency response 







where vfip and vHp are the uncertainties of the non-parametric and parametric 
estimates respectively, F is the number of frequencies in the excitation, and n, 
is the number of free parameters in the parametric model. Although this large 
reduction in the uncertainty is unlikely to be achieved in practice, the parametric 
method can improve the accuracy of the results significantly in noisy situations. 
However, closed-loop issues are again raised, possibly to an even greater extent 
than for the non-parametric case. A maximum likelihood method has been devel- 
oped by Pintelon, Guillaume, Rolain and Verbeyst (1992), which is based on knowl- 
edge of the input and output spectra, U(f) and Y(f), together with the stochastic 
disturbances (with their covariance) in Figure 7.6. 
The open-loop version of this algorithm, as given by Schoukens and Pintelon 
(1991), has been implemented as part of the autotune controller developed in this 
work. Since this estimator, and other frequency-domain methods are off-line meth- 
ods, the computations have to be split up so that one iteration of the optimisation 
procedure is carried out at each sampling interval. Given good computing power, 
the full closed-loop estimator is-a feasible option. 
It is felt that time-domain methods are better in this application because of 
the ability to process the measurements in a true on-line manner. The parametric 
identification of systems operating in feedback loops has received a great deal of 
attention in the literature recently (Gevers, 1991; Van den Hof and Scrama, 1994). 
Current issues center on approximate identification of the forward path dynamics, 
and so are deemed less restrictive than prediction-error methods (Ljung, 1987). 
An assessment of time-domain approaches to closed loop identification needs to be 
carried out, and is to be an area of future research. 
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Very much in line with feedback issues is the assessment of model errors in 
parametric identification (Goodwin, Gevers and Ninness, 1992). How important 
under-modelling is in autotune applications needs to be assessed, but if it is found 
to significant, the use of the periodic excitations discussed in Section 7.3 does sim- 
plify the quantitative assessment of model errors in open loop system identification 
(Schoukens and Pintelon, 1994b). Unfortunately no similar results are available at 
the present time for feedback systems. 
To end this section, which began with the simple task of obtaining an estimate 
of the open-loop frequency response function, and then went on to approximate 
identification in closed-loop, and the assessment of model errors in parametric id- 
entification, it must be said that these issues may prove to be academic with the 
type of systems which are normally under autotune PID control. They are cer- 
tainly not considered when identification is carried out in other autotune methods 
(Hägglund and Aström, 1991; Schei, 1994). For the moment, standard frequency 
response techniques (albeit with a specially designed excitation signal), and open- 
loop parametric identification has been implemented so far, and is illustrated in the 
examples of Section 7.5. 
7.5 Application of Autotune Control 
The frequency response estimation methods, and the performance of the controller 
designs are now tested with the Feedback PT326 process trainer serving as an il- 
lustrative system. This system has many of the features of typical process plant, 
including an inherent dead-time, and a natural noise component due to turbulence 
within the tube attached to the output of the heater. It also has a limited linear 
range, as noted in Chapter 2. A nominal model structure, recommended by the 
manufacturers, consists of a second-order denominator with a pure time-delay. The 
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system has a settling-time of approximately two seconds, so the period of the ex- 
citation signal is set to ten seconds, giving a frequency range of 0.1 - 1.5 Hz. An 
open-loop frequency response function was estimated, with the results of twenty pe- 
riods being averaged. The mean and standard deviations of the estimates are shown 
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Figure 7.7: Mean and standard deviation of the empirical frequency response func- 
tion magnitude, estimated for the hot-air flow device. Open-loop configuration. 
monics contain significant noise contribution, thus making a "smoothed" estimate 
desirable. 
The frequency response estimation was then repeated in closed-loop, with two 
periods of the excitation signal disturbing the setpoint during each tuning cycle. 
The disturbance to the output is shown in Figure 7.9. The spectra of u(t) and y(t) 
were calculated recursively during the application of the second period. The mean 
and standard deviations of the resulting frequency response functions (20 trials) are 
shown in Figures 7.10 and 7.11. It can be seen that there is no deterioration of 
the results when the feedback loop is present. However the large uncertainty of the 
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low-frequency measurements still means that a parametric model is required if this 
information is to be used confidently for the design of the controller. 
During normal operation of the controller, a Laplace transfer function with first- 
order numerator and second-order denominator was estimated from the spectra of 
u(t) and y(t). Note that this represents the system dynamics as having a zero- 
order numerator, first-order denominator. The process dead-time is being encom- 
passed within a non-minimum phase first-order system. This procedure was repeated 
twenty times, the same as for the non-parametric identification. Figures 7.12 and 
7.13 show the mean and standard deviation of the frequency response functions cal- 
culated with the parametric models. It can be seen that these estimates show a 
Mean 
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Figure 7.12: Mean and standard deviation of the second-order model frequency 
response function magnitude, estimated for the hot-air flow device. Closed-loop 
configuration. 
greatly increased accuracy, especially at the low-harmonics. However the second- 
order structure (non-minimum phase) is unable to match the phase response of the 
" system, resulting in the phase response being systematically under-estimated. A 
first-order numerator, third-order denominator model was then specified, and the 
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Figure 7.13: Mean and standard deviation of the second-order model frequency 
response function phase, estimated for the hot-air flow device. Closed-loop configu- 
ration. 
procedure repeated. The mean and standard deviations of the resulting frequency 
response functions are shown in Figures 7.14 and 7.15. This time, the model 
characterises the system well, also with good accuracy. However, numerical prob- 
lems were encountered when fitting this model (parameters strongly coupled), which 
meant that this structure could not be used confidently. Any attempts to alleviate 
the numerical problems inevitably increases the duration of the tuning phase, which 
is assumed not to be an option here. Since the non-parametric estimate is sufficient 
at the higher harmonics, and the second-order model is sufficient for the characteri- 
sation of the low-frequency behaviour, it is possible to envisage the joint use of this 
information. 
In this feedback system, the accuracy of the non-parametric and parametric 
open-loop identification strategies can be seen to be very good. The accuracy of the 
non-parametric estimate is satisfactory at the higher harmonics, and so the Ziegler- 
Nichols and KLV designs could take advantage of the empirical frequency response 
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function estimate. It is only when knowledge of the low-frequency behaviour of the 
system is required, that the parametric model is required. 
For each parametric estimate, controller parameters were calculated using the 
model frequency response functions. The mean and standard deviations for these 
are shown in Table 7.2. Although the -180° frequency of the second-order model 
Model Rule K Ti Td ß 
RZ-N 2.79 ± 3.48% 0.37 f 2.18% 0.094 ± 2.46% 0.56 f 7.76% 
1/2 ISTE 2.37 ± 3.49% 0.56 f 10.23% 0.094 ± 2.46% - 
KLV 1.67 ± 2.41% 0.76 f 1.18%-' . 18 0 0.057 ± 1.23% - 
RZ-N 2.74 f 2.4% 0.40 f 1.65% 0.10 f 1.70% 0.58 f 6.56% 
1/3 ISTE 2.33 f 2.46% 0.59 f 11.43% 0.1 f 1.70% - 
KLV 1.83 f 2.35% 0.75 f 1.44% 0.056 ± 1.437o - 
Table 7.2: Controller parameter estimates calculated from the parametric frequency 
response functions. 
has been systematically over-estimated (resulting in the magnitude being under- 
estimated), the effect on the parameter values is not great. It is clear that the 
parameters calculated solely from the higher harmonics are well-behaved. The pa- 
rameters utilising the low-frequency characteristics of the process show a greatly 
increased variability. 
Figures 7.16 and 7.17 show the step response of the process, obtained with each 
of the rule based controller designs. Firstly, the discrepancy in the controller 
parameters for the second- and third-order models has not caused any significant 
change in the performance of the system. The controller design which gives the best 
(tracking) performance for this system is the KLV method, which is advantageous 
since this method only requires knowledge of a single frequency response estimate. 
With this system, the non-parametric identification method would have sufficed. 
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PT326 Step Response Tests 
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Figure 7.16: Step response tests obtained for the hot-air flow device with rule 
based controllers designed from second-order model. Ziegler-Nichols (solid), refined 
Ziegler-Nichols (dashed), ISTE (dashed-dot), KLV (dotted). 
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7.6 Conclusions 
An identification approach to the problem of automatically tuning the controller 
parameters in a PID structure was discussed. The identification method centred on 
using a multiharmonic excitation to simultaneously measure several points of the 
process frequency response, without the need to break the feedback loop or halt the 
operation of the controller. Conceptually, the method is similar to relay excitation, 
but it is felt that a small disturbance to the setpoint during tuning is more favourable 
in practice compared to replacing the controller with a relay element. If one wishes 
to simply mimic the relay excitation method, a narrow-band signal can be designed 
to estimate several points of the frequency response, all in close proximity to a 
previously determined value of the critical frequency. However, a more conventional 
identification approach has been adopted here. 
Non-parametric and parametric identification methods have been discussed. The 
main advantages of the identification approach can be gained if the former can be 
used. If this is the case, the properties of the excitation can be directly utilised, and 
the computations required are negligible. A similar identification approach is elabo- 
rated by Hang and Sin (1991), with a PRBS signal used as the setpoint disturbance. 
The ability to compress the signal power into a low number of harmonics with the 
multiharmonic signals is the only main difference between the two experimental sit- 
uations. If there is a significant disturbance within the loop, the non-parametric 
estimate is expected to perform badly. From the results given in Section 7.5, the 
non-parametric estimate would have been unusable if the level of disturbance present 
at the low frequencies were found throughout the frequency range. 
Parametric identification provides a way of improving the accuracy of the es- 
timates, but it also increases the complexity of the problem many-fold. First of 
all comes the problem of structure selection. It must be emphasised that systems 
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typically encountered in the process industries are usually well characterised by 
low-order parametric models (invariably non-minimum phase). Therefore structure 
selection is simplified to some extent. With regard to the particular identification 
method implemented on the PT326 system, the necessity to have the tuning time as 
short as possible, meant that numerical problems were encountered when identify- 
ing the parameters of a very natural representation of the system. Although no use 
is made of the actual parameter values (except for frequency response estimation), 
this is not an ideal situation. 
Recursive time-domain identification methods are to be investigated in the fu- 
ture. The main novelty of the approach is unfortunately lost at this point, as the 
computational complexity involved in structure determination and approximate id- 
entification, for the purposes of estimating the frequency response, make the system 
requirements far from simple. The only way to assess whether an over-complicated 
identification strategy is being used, is to assess the results obtained from real sys- 
tems. This will be carried out in the future as part of a project entitled "Rule based 
and model based tuning of process controllers using frequency domain identifica- 
tion", which is the subject of funding by the EPSRC under Grant GR/K 09373. 
With the process considered in Section 7.5, the accuracy of the majority of the 
non-parametric frequency response estimates was sufficient for controller tuning. 
The use of the estimated frequency response function played only a small role in 
this chapter. This said, all the tuning rules known to the author have been tested on 
a real system. On the PT326 process, the KLV tuning method gave superior tracking 
performance, which is heartening since the method does not require knowledge of 
the low-frequency characteristics of the system. However, it would be dangerous to 
generalise this result. 
Further work needs to be carried out on all the topics considered in this chap- 
ter, with considerable work necessary on the utilisation of the frequency response 
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data. It may turn out that the present tuning rules already give the level of con- 
trol performance which is possible with rule based designs, but this needs to be 
assessed. A comparison is also needed between the straightforward PID structure 
and the pseudo-derivative feedback (PDF) structure. The PDF controller has both 
the proportional and derivative terms of the controller acting on the process output, 
instead of the error signal. This simple modification has been shown to give modest 
improvements in the performance of marine systems (Vahedipour, 1990), and so 
deserves consideration. 
Chapter 8 
Conclusions and Discussion 
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8.1 Summary 
The main results of this research will now be assessed, and where necessary, indica- 
tions given to where further work is necessary. Consideration must also be given to 
current issues in the field of system identification, and to how the work described in 
this thesis fits into the general framework. The contents of the individual chapters 
show that the emphasis of the work has been on the practical utilisation of peri- 
odic excitations in system identification, with attention given to three main areas: - 
perturbation signal design; pre-treatment of data; and identification methods for 
linear and nonlinear systems. Since these areas are arguably the most important 
areas of system identification practice, the actual significance of the work reported 
here needs to be carefully evaluated. This will be carried out, in turn, for the areas 
indicated above. 
8.2 Periodic Signal Design 
System identification methods generally require that an input signal be persistently 
exciting, while if a priori knowledge of the system dynamics exists, it is possible 
to design an optimal excitation, using well-established techniques. For frequency- 
domain identification, a further requirement is that the measurements be trans- 
formed to the frequency-domain without systematic errors, hence enforcing the use 
of periodic excitations. What more is there to say about the design of signals for 
system identification ? Fortunately, quite a lot. 
Immediately, one can usually dispense with any notion of designing an opti- 
mal excitation since, generally, this requires a priori knowledge of the system, of a 
quality that makes the identification experiment obsolete. Also, for practical iden- 
tification, the use of a signal that is persistently exciting, and no more, makes the 
implicit assumption of a known model structure. Hence perturbation signals which 
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guarantee persistent excitation, and allow the user some flexibility when it comes to 
discriminating between different model structures, seem to have some merit. How- 
ever, these problems are relatively well known, and indeed can be circumvented 
using the pseudo-random or random excitations. The type of excitation considered 
in this thesis, and typified by the multilevel signals of Chapter 1, are suitable for 
maximising the input power, in an arbitrary spectrum, for a given time-domain con- 
straint, but is this really necessary, when a pseudo-random signal (established for 
over thirty years), can fulfil nearly all of these tasks quite well ? Well, for the para- 
metric, linear, single-input identification of a linear system, it would be a mistake 
to detract from the pseudo-random excitations, and try to justify the use of these 
"new" periodic signals, on an accuracy basis. However, the systems encountered 
in practice are often multi-input and rarely linear. Furthermore, the control com- 
munity is questioning the accuracy of models obtained using conventional system 
identification methods. The first two points will be considered here, with the last 
point entering the discussion in Section 8.4. 
A good place to start is the non-parametric identification of single-input and 
multiple-input systems. For linear system modelling, the accuracy of each frequency 
response estimate can be directly influenced by the selection of the input power 
spectrum. For multiple-input systems, the design of uncorrelated periodic signals 
corresponds to specifying orthogonal frequency sets, and so can be accomplished 
using the signal designs considered in this work. For the parametric identification 
of multiple-input systems, uncorrelated input signals need not be specified, but 
the identification is certainly aided by the availability of the frequency response 
function of each linear sub-system. This is, in essence, similar to the multivariable 
identification and model selection procedures proposed by Zhu and Backx (1993) and 
Zhu (1994). The availability of the non-parametric frequency response function when 
a periodic excitation is used, alleviates the need to initially estimate a high-order 
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model of the system. Hence for linear system identification, periodic excitations that 
are capable of realizing an arbitrary power spectrum can be seen to be very desirable. 
Of course, the availability of powerful time-domain optimisation procedures to carry 
out the signal design, means that the signals always exhibit a very high power 
content. 
When the system under study is nonlinear, the possible applications of periodic 
excitations increases. Firstly, if a linear model is required, low-order nonlinear 
distortion errors can be controlled by proper selection of the properties of the input 
signal, and the quantitative presence of nonlinear effects can be assessed using signal 
processing procedures which are non-parametric in nature. If it is the actuator, 
alone, which is nonlinear, a large selection of input signals is available to guarantee 
the accurate application of the signal to the dynamics of interest. The multilevel 
signals discussed in Chapter 1 have significant application in this area. When a 
nonlinear model is required, it was shown in Chapters 5 and 6 that the flexibility of 
periodic signals, together with the ability to utilise frequency-domain measurements, 
can aid nonlinear system modelling. Ignoring the identification procedures for the 
moment, the need in parametric nonlinear system modelling for input signals with 
a rich harmonic content, means time-domain optimisation procedures are essential, 
since the potential to create a waveform with a high crest factor is considerable. 
To conclude this section, it can be said that for practical system identification, 
the consideration given to the properties of periodic input signals in Chapters 1,5 
and 6, shows that periodic input signals have a wide-enough area of applicability 
to justify their use in most system identification experiments. The multilevel sig- 
nals prove useful when it is difficult to apply a multisine to the system, and when 
the properties of binary signals are unsatisfactory. The most important conclu- 
sion, though, is that a well-designed periodic signal will give accurate identification 
results, with excellent facilities for model validation, including the assessment of 
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nonlinear distortions. The flexibility of being able to choose between different time- 
domain realizations is an added advantage. 
8.3 Pre-Treatment of Data 
Leaving aside the discussion of the merits of periodic excitations, attention is now 
given to signal processing procedures which usually precede the estimation of the 
system parameters. It is shown in Chapters 3 and 4 that drift and transient ef- 
fects can be diminished, relatively easily, when a periodic excitation is used for the 
identification experiment. Looking firstly at the treatment of drift effects, three 
procedures were proposed to estimate a polynomial approximation of the drift dis- 
turbance, that are applicable in different experimental situations. The first method 
is appropriate in situations where the drift disturbance can be represented by a 
low-order polynomial, and when it is only possible to excite the system with a low 
number of periods of the input signal. The second method used a conceptually 
similar procedure, but assumed that an appropriate number of signal periods can. 
be applied to the system. This leaves a number of low-frequency harmonics, in 
the output signal, free for approximating the drift. Finally, the third method used 
a coupled method to simultaneously estimate the drift and spectra of the output 
signal, and is applicable in all experiments that utilise a periodic input signal. The 
second and third methods were shown to give approximately the same results in the 
presence of additional stochastic disturbances. The first method was shown to give 
acceptable results, when low-frequency harmonics can be left free in the input signal 
for the purposes of drift removal. 
Turning now to the suppression of transient effects, it was shown that signal 
processing procedures can be used to alleviate the requirement of allowing transient 
effects to decay before acquiring the periodic mode of response. This is particularly 
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necessary when frequency-domain identification is used. However, the work was 
carried out initially, to explore alternatives to using aperiodic excitations and iden- 
tification methods, which are also appropriate in situations where transient effects 
are a problem. It was shown in Chapter 4 that there is no need to specify alter- 
native excitations or identification procedures (e. g. aperiodic cross-correlation), to 
side-step the transient problem. The methods proposed were shown to give accurate 
results with realistic experimental data. Both methods of transient suppression are 
compatible with the drift suppression procedures studied in Chapter 3 
8.4 Linear and Nonlinear System Identification 
Identification procedures were discussed in Chapters 2 and 6 for linear and nonlin- 
ear system identification. A control-relevant system identification procedure was 
also discussed in Chapter 7. The material in Chapter 2 was included to illus- 
trate the use of linear system identification procedures, and show that time-domain 
and frequency-domain system identification procedures are complementary to each 
other. The nonlinear system identification procedures, developed in Chapter 6, 
showed that both non-parametric and parametric nonlinear models may be obta- 
ined from frequency-domain measurements. The identification methods employed 
included techniques which are completely dependent upon specific forms of periodic 
input signals, as well as parametric methods which use the frequency-domain data 
in much the same way as linear system identification procedures. In the area sep- 
arating these two strategies, identification procedures were given for Hammerstein 
and Weiner models, which impose weak constraints on the type of excitation that 
may be used for the experiment. 
The application of linear system identification to PID controller tuning, consid- 
ered in Chapter 7, encompasses many of the current issues in control-relevant system 
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identification. Although the application can be thought of as being simplistic in the 
light of modern control theory, the coupling of identification and control methods, 
as is the case here, is the focus of much research by the identification community. 
Several approaches were given in Chapter 7 for estimating the frequency response 
of the system under control. Signal design issues were also dealt with. 
A great deal of further research is required in this area, to create both a robust 
identification method, and tuning rules which exploit the identification results. It is 
currently believed that the necessary identification procedures will be parametric, 
and so the recent work on model error quantification (Goodwin et al., 1992; Schou- 
kens and Pintelon, 1994b), is of much interest. The identification method is, how- 
ever, only half of the picture. With the availability of a large number of frequency 
response estimates, research is required to assess whether the tuning rules, avail- 
able at the present time, can be improved upon, and of equal importance, whether 
different controller structures (albeit still of the PID type), can offer improvements. 
8.5 Concluding Remarks 
Signal design procedures were developed for the identification of linear and nonlinear 
systems. Signal processing procedures were given for the suppression of drift and 
transient effects from the identification results, and for the assessment of nonlin- 
ear contributions to the measurements. Frequency-domain identification techniques 
were given for a class of nonlinear systems. Finally, a new autotune method was 
described, which improves upon many of the features of current methods. 
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