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Abstract 
We present  improved  running  times  for  a  wide range 
of approximate  high  dimensional  proximity  problems. 
We obtain subquadratic running  time for each of these 
problems.  These improved running times are obtained 
by reduction to Nearest Neighbour queries.  The prob- 
lems we consider in this paper are Approximate Diam- 
eter,  Approximate  Furthest  Neighbours,  Approximate 
Discrete Center, Approximate Metric Facility Location, 
Approximate  Bottleneck  Matching,  and  Approximate 
Minimum Weight Matching. 
1  Introduction 
Proximity problems are a  class of geometric problems, 
loosely described as those which involve the notion of a 
distance between points in a  d-dimensional space.  For 
example, the closest pair problem, furthest pair (or di- 
ameter)  problem,  many variants  of clustering  (includ- 
ing  MST),  and  nearest  neighbor  search  all  belong  to 
this class.  If the dimension d is low, these problems en- 
joy very efficient (exact or approximate) solutions (e.g. 
see [29, 4, 26, 1] or the textbooks [28, 27]).  However, the 
running time and/or space requirements  of these algo- 
rithms grow exponentially with the dimension.  This is 
unfortunate,  since the high-dimensional  versions of the 
above problems are of major  and  growing importance 
to a variety of applications, usually involving similarity 
search or clustering; some examples are information re- 
trieval, image and video databases, vector quantization, 
data mining,  and pattern recognition.  Therefore, a lot 
of recent research [5, 24, 19, 20, 25, 17, 2, 18] has focused 
on algorithms with improved (polynomial) dependence 
on the dimension. 
In  this  paper  we consider  several basic proximity 
problems  in  Euclidean  space;  see  Section  2  for  the 
precise  statement  of  the  problems  and  Table  1  for 
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the  results.  (Throughout  this  paper,  we assume that 
d  is  O(logn)  because  of  the  Johnson-Lindenstrauss 
Lemma  [22].)  We  show  that  all  the  problems  we 
consider  can  be  reduced  to  a  small  number  (usually 
O(n)) of calls to a (possibly dynamic) data structure for 
(1 +  e)-approximate nearest neighbors.  By the results 
of [19, 20] there is a  data structure with  (randomized) 
O(n 1/(1+~)) time per query/update.  In effect, we obtain 
significantly improved subquadratic-time algorithms for 
those problem.  Moreover, since our results are obtained 
via  black-box  reductions,  any  future  improvement  in 
the  running  time  of the  (1 +  c)-approximate  nearest 
neighbor  data  structure  will  automatically  result  in 
improvements  for  the  problems  we  consider  in  this 
paper.  Thus,  we are  able  to  reduce  a  large  number 
of  high-dimensional  geometric  problems  to  a  single 
primitive.  This  adds to already known reductions for 
the  approximate  Minimum  Spanning  Tree  [19, 20,  2] 
and Bichromatic Closest Pair [8, 9], which give similar 
results.  Thus we believe that  this approach will result 
in  further  improvements  for  other  high-dimensional 
geometric problems. 
Our  techniques.  Our  techniques  are  diverse  and 
depend  on  the  actual  problems.  For  the  (1  +  c) 
approximate diameter problem, we exploit the fact that 
if we  have  a  set  of points  P  on  a  sphere  S,  then  a 
furthest  neighbor  of  q  E  S  in  P  is  also  a  nearest 
neighbor  of  q~  in  P,  where  q'  denotes  the  antipode 
of q.1  Unfortunately,  this  reduction  does not have to 
preserve approximation.  However, if S  is the minimum 
enclosing ball  of P, we can show that the approximation 
guarantee  is  preserved.  The  (approximate)  minimum 
enclosing ball can be computed in O(d°O)n)  time, for 
example using ellipsoid algorithm  [15]; the dependence 
on d can be further improved by reducing the dimension 
to  O(logn)  via  Johnson-Lindenstrauss  Lemma  [22]. 
Thus  the  running  time  for  the  diameter  problem  is 
dominated by the time needed to perform 0(n)  (1 + ~)- 
1A  similar observation  w.r.t  the  Hamming cube  was  earlier 
used in  [18]. 
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Figure  1:  The  old and new results.  Due  to lack of space,  the  (large  number  of)  references to  algorithms for 
low-dimensional spaces have been omitted. 
nearest neighbor queries.  These techniques can in fact 
be  generalized to  obtain  a  data-structure  for  (1  +  ~) 
approximate  furthest-neighbour  queries.  If  we  are 
satisfied with x/X-approximation, we can use a subset of 
the above techniques and get O(dn)-time algorithms for 
the approximate diameter and discrete  center problem. 
For the bottleneck matching  problem, we use a close 
relation between spanning forests with even-sized com- 
ponents  and  perfect  matchings.  For  the facility  loca- 
tion we use the  primal-dual approximation algorithms 
of Jain and Vazirani [23]. We show that this primM-dual 
algorithm can be expressed in terms of O(n)  calls to a 
data structure for (1 +  e)-approximate dynamic bichro- 
matic closest pair; this in turn can be reduced to com- 
parable number of (1 + e)-approximate dynamic nearest 
neighbor operations using the scheme of Eppstein  [8] 2. 
Finally, for the minimum weight matching  problem,  we 
use a fast implementation of the algorithm of Goemans 
and Williamson [14] 3 
Although in  this  paper  we  mainly focus on  high- 
dimensional spaces, we mention that the last two results 
(i.e.  facility location and matching) are also of interest if 
the dimensionality of the space is low (say constant).  In 
particular, they imply nearly linear-time approximation 
2The reduction in [8] is approximation preserving [9]. 
3We omit the description of this algorithm in this version due 
to lack of space. 
algorithms  for  those  problems;  the  algorithms  have 
small O0  constants and are simple to implement. 
2  Preliminaries 
Notation.  We use the following notation.  For a metric 
space  (X,d)  and r  >  0  we let B(p,r)  denote the ball 
of radius  r  centered  at p,  that  is  the  set  of points  in 
X  within  distance  r  from p.  Let  S(p,r)  denote  the 
sphere of radius r  centered at p, that is the set of points 
at  exactly  distance r  from p.  Moreover, for any set  S 
of points we use S ~ to denote the set of points within 
distance 5 from S. 
Problems.  The  problems  we  address  are  defined as 
follows.  Let P  =  {Pl,-.-,P2n}  be a  set of 2n points in 
Nd.  A  perfect matching of P  is a  partition of P  into n 
pairs.  The  bottleneck  cost c(M)  of a  perfect matching 
M  is  defined  to  be  the  distance  between  the  two 
points that make up the furthest pair in the matching. 
The  (approximate)  bottleneck  matching  problem  is  to 
find a  perfect matching with  (approximately) minimal 
bottleneck cost. 
The facility location problem is  defined as follows. 
Let  (X,d)  be a  metric and let f  : X  ~  7¢  +.  The goal 
is to find a  set S  of facilities such that the cost 
pES  qEX 
770 is minimized. 
The  minimum  weight  matching  problem  takes  a 
metric space  (X,d),  with X  --  n  =  2k  as input.  The 
goal is to divide the 2k points into k disjoint pairs (xi, yi) 
k  such that ~i=1 d(xi,yi)  is minimized.  4  The remaining 
problems are defined as follows. 
DEFINITION 1.  c-Furthest  Neighbor  Problem  (c- 
FN)  Given  a set P  =  {Pl,...,Pn}  of points in ~d,  de- 
vise a data structure which,  given any q E ~d, produces 
a point p  E P  such that d(q,p)  >  1/cmaxp, Ep d(q,p'). 
The following two problems are trivially reducible 
to c-FN. 
DEFINITION  2.  Approximate  Discrete  Center 
Problem (c-DCP): given an n-point set P  C ~d, find 
s E P  such that 
max d(p, s) < c min max d(p, s). 
pEP  sEP  pEP 
DEFINITION 3.  Approximate  Diameter  Problem 
(c-DP):  given  an n-point  set  P  C  ~,  find p,q  E  P 
such that 
1 
d(p, q) >  -  max d(p, q). 
--  c p,qEP 
Some of our algorithms exploit efficient algorithms 
for the following problem. 
DEFINITION  4.  Approximate Minimum Enclosing 
Ball  (c-MEB):  given  an  n-point  set  P  C  ~d,  find 
s E ~d  such that 
max d(p, s) < c rain max d(p, s). 
pEP  --  sEN d  pEP 
By using the ellipsoid algorithm, this problem can 
be  solved  using  ()(clan log lie)  arithmetic  operations 
(where c =  1 + e); each operation is performed on words 
of size O(dlog l/e). 
Most of our algorithms ultimately rely on efficient 
data structure for the following problem. 
DEFINITION 5.  c-Nearest  Neighbor  Problem  (c- 
NN)  Given a set P  =  (pl,... ,Pn) in ~d, devise a data 
structure  which,  given  any  q  E  ~d,  produces  a  point 
p  E P  such that d(q,p) _< cminp, ep d(q,p'). 
In [19] it was shown that c-NN can be reduced to 
the (defined below)  (r,c)-PLEB problem.  The (binary- 
search type) reduction is deterministic and incurs only 
a polylog(n) overhead in the running time and storage 
requirements. 
4The reductions for the facility location and both the matching 
problems  work  for  an  arbitarary  metric  space,  but  since  the 
nearest neigbour results hold only in  ~d,  the running times are 
claimed only for ~d. 
DEFINITION 6.  (r, c)-Point Location in Equal Balls 
((r, c)-PLEB)  Given n  radius-r  balls  centered  at P  = 
{pl,... ,pn)  in a metric (X,d),  devise  a  data structure 
which for any query point q E X  does  the following: 
•  if there  exists p  E  P  with q  E  B(p, r)  then  return 
YES  and a point ff  such that q E B(ff , cr), 
•  if q ¢  B(p, cr) for all p  E P  then return NO, 
•  if for the point p  closest to q  we have r  < d(q,p) _< 
cr)  then return either YES  or NO. 
We  are  also interested in  the  dynamic  version of 
the problem,  when  we  are  allowed to  add/delete ele- 
ments of P.  Indyk and Motwani [19, 20]  gave a  data 
structure for this problem whose query and update time 
(randomized) is ()(nWC).  A generalization of the above 
problem is the (approximate) dynamic chromatic  clos- 
est pair (CCP) problem, where the goal is to maintain 
(under insertions and deletions) a set of colored points 
P  (each point can have one of k colors);  at any time, the 
data structure should keep a pair of points (say p, q) of 
different colors such that d(p, q) is (approximately) min- 
imum among all pairs of points with different colors.  It 
can be observed that the k-chromatic problem can be 
reduced to the 2-chromatic (or bichromatic) case with 
O(logk)  overhead in query and update times.  More- 
over, Eppstein [8, 9] has shown that the c-approximate 
bichromatic closest pair can be reduced (with polylog- 
arithmic overhead in query and update time) to the c- 
approximate dynamic nearest neighbor. 
3  A  x/T-approximation  for  furthest  neighbor 
problems 
In  this  section  we  develop  a  data  structure  for  the 
c-furthest  neighbor  search  problem  (c-FN)  by  using 
fast algorithms for ct-MEB,  where  c'  =  1 4- 1/L  and 
c  =  v/2 +  1/L,  where L  --  n e(1),  with the exponent 
being an arbitrarily large constant.  The preprocessing 
time of the algorithm is bounded by the running time 
of c'°MEB; the query time is O(d  2 logn).  Notice, that 
this  immediately implies  v/2-approximations  for  the 
diameter and discrete center problem in c'-MEB time. 
The basic idea of our algorithm is as follows. Let P 
the n-point subset of ~d.  Suppose that we could in fact 
compute the exact minimum enclosing ball B(O*, r*) of 
P.  Then  there is  a  subset  R  C  P  of at  most d 4- 2 
points  such  that  each  point  of R  lies  on  the  sphere 
S(O*,r*), and the center O* is in the convex hull of R 
(see Figure 2).  Our data structure consists simply of the 
set R.  For a query point q that is not O*, (if q is O*, any 
point in R  is a furthest neighbor of q)  we consider the 
hyperplane hq passing through O* and perpendicular to 
the line through O*  and q.  Since O*  is in the convex 
771 hull of R, there must be at least one point in R  on the 
side of hq that does not contain q.  We return any such 
point  as our approximate furthest neighbor of q.  It is 
easy to see that the answer is a  x/T-approximation, and 
that the query can be answered in O(d  2) time. 
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Figure  2:  An  example set  of points  and  its  Mininmm 
Enclosing Ball.  The solid points form the set  R.  One 
can  observe that  each  hemisphere  contains  one  point 
from R. 
Since we can only afford to compute an approximate 
minimum enclosing ball B(O, r)  for some r  sufficiently 
close to r*, we modify the algorithm as follows. 
We now choose our subset  R  C  P  of points to be 
the set of all points of P  within fi >  0 of the sphere 
S(O,r),  that  is, R  = P N S~(O,r).  We show that 
this  subset  satisfies nearly the same  properties as 
in the exact case. 
However, the set  R  chosen this way may be quite 
large, in fact of size ft(n).  So we first apply a small 
random  perturbation  to  the  point  set  P  (before 
finding  the  approximate enclosing ball  and  R)  so 
that  with  positive probability the set  R  will have 
O(dlog n) points. 
Perturbation.  Assume for simplicity that [0, 1] d is the 
boundng  box  for  P.  Define  a  new  points  set  P~  by 
the  following random  process:  for each point Pi  C P, 
choose a random vector vi such that  Ivil  =  ~  and define 
P~ =  Pi +  vi.  Consider now any q from the  "&precision 
cube" C  =  [0, 1] d M (~z)d(z denotes the set of integers) 
and  r  =  [q-pl  for anyp  E  C  s.t.  r  >  1/2.  Define 
P(q,r) = PN S~(q,r). 
LEMMA 3.1.  There exist constants  cl,c2 >  1 such that 
/f  r-  v/~-3,  2  <  ~/cl  and  V/~  >  c2nx/d,  then 
there  is  at least  a  constant probability  that ]P(q,r)l  = 
O(dlogn/v)  for all q,r  as above. 
REMARK  1.  Notice  that  the  first  condition  is  implied 
by '72  <  dr2 /c~  for some  c~  >  1.  Also,  it  is possible 
to satisfy both conditions  simultaneously  by setting ~ = 
1  1  O(~n  )  and 7 = O(~n). 
Proof.  Take  any  p  E  P.  Let  S  =  S(q,r)  and  let 
S ~ =  S(p,~).  Define  A  =  S ~ NS'  (see  Figure  3  for 
the  illustration).  We  will  first  show  that  <_  1/n 
where  [A[  denotes  the  measure  of A  (notice that  the 
latter quantity is exactly the probability of p~ E S~). 
Figure 3:  Two spheres:  S  (with large radius r)  and S' 
(with small radius '7).  The region A  is bounded using 
dashed lines. 
Let H  be a  (d- 1)-dimensional hyperplane orthogo- 
nal to the vector ~  and tangent to S.  It can be verified 
that  (for a  suitable  cl)  if r  -  v/~  5-  3  '2  <  ~/cl,  then 
A  C  H 2~  (i.e.  A  is almost  "fiat").  On the other hand, 
it  is known  (e.g.,  see  [21])  that  IH2~nS'[  =  0(X/~6/7).  S' 
Therefore, if we choose 7  _> c26nv/~ (for a  suitable c2) 
then the latter quantity becomes smaller than 1/n. 
Now we can  upper  bound  the probability that  for 
fixed pair q and r  we have IP(q,r)]  > t by 
(~)/nt<(en/t)t/nt=(e/t)  t 
because  each  point  from  P  falls  into  P(q,r)  indepen- 
dently  with  probability  1/n.  Since the  number  of all 
772 pairs q,r  is at most  1/52d,  for t  =  cdlogn  we get that 
the probability that there exist q, r  such that P(q, r)  > t 
f   cdlo n 
is at most 1/524. ~cd~gn]  , which is less than 1/2 
for a  suitable c. 
REMARK 2.  Notice  that  the  dependence  on  n  in  the 
above  bound can be reduced to log n~ log logn. 
The  following  "hemisphere  lemma"  shows  that  if 
B(O, r) is an approximate minimum enclosing ball of P, 
then for any point q g  O, there has  to be at least one 
point in SS(O, r)  "close" to the hemisphere of S(O,r) 
opposite  q.  Formally,  it  has  to  be  close  to  the  set 
g(q) =  (p E S(O,r):  (q-  O). (p-  O) <  0}. 
LEMMA 3.2.  Let B  =  B(O,r)  be a feasible solution for 
the MEB problem over P  such that r  = r*(1 +8)  where 
the optimal solution has radius r*, for 0 < ]~ <  1.  Then 
for any point q E S  =  S(O, r)  there exists a point p  E P 
within distance ax/~r from H(q), for a constant a. 
Proof.  We  can  assume  r*  =  1.  Also,  without  loss  of 
generality we can assume that q -  O  =  (1, 0,... 0).  Let 
=  H(q).  Let A  >  ~&.  By contradiction, assume  H 
that  D(P,H)  >  2A.  Define O' =  (A,0,. .. ,0); we will 
show that for all points p  E P  we have IP -  O~l <  Y~3" 
Rotate the space such that the vector O -  O ~ and p 
lie on the same plane.  The point configuration is then 
depicted as on Figure 4. 
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Figure 4:  The point configuration after the rotation.  All 
points from P  must lie outside of the region surrounded 
by the dashed line. 
It is easy to verify by inspection that in order for a 
point p =  (x, y) to be as far from O' as possible, it must 
be that y _> A.  However, since x ~ +y2 <  1, we conclude 
that 
1 
[p-O'J =  (y-A)2+x 2 <  1-2yA+A 2 <  1-A 2 <  1+----~ 
which was to be shown. 
Final  analysis.  Our  algorithm  consists  of finding 
an approximate minimum enclosing ball B(O, r)  of P, 
where r  =  r*(1 +  8)  and ~  =  O(5~), for 5  =  1/L.  We 
then take R to be the set PnS~(O, r), the set of points in 
P  lying within 5 of the sphere S(O, r).  From Lemma 3.1, 
R  has  size  O(dlogn)  with  constant  probability.  The 
procedure to  find  R  takes  O(d3n))  time.  Given  any 
query point q, we simply return the point in R  farthest 
from q as our approximate farthest neighbor. 
It  follows from  Lemmas  3.2  and  3.1  that  for any 
query point  q,  there is a  point  u  E  R  within distance 
aSr  from  H(q).  Let  t  =  [q-  O[.  We  know  that 
Iq -  uI -> x/~y + r2 -  a6r, while the furthest point from q 
(say p) is within distance at most [q -  OJ + Jp- OJ  <  t + r 
from q.  Thus 
Iq -  u]  >  x/~ + r 2 -  aSr 
Iq -  Pl  -  t + r 
The  latter  ratio  an  be  easily  shown  to  be  at  least 
(i/v/2)(1  -  1/nO(l)),  and  so  u  is  a  x/2(1 +  1/nO(l)) - 
furthest neighbor of q. 
REMARK  3.  We  mention  that  if  one  is  only  inter- 
ested  in  solving  the  diameter  or  discrete  center prob- 
lem  (not the furthest  neighbor search problem),  the  al- 
gorithms  can  be  considerably  simplified.  In  both  cases, 
we  start from finding  (approximate)  minimum  enclos- 
ing ball B  = B(O, r).  For the diameter,  we take a point 
p  E P  closest  to the  boundary of B, find a point p~ E P 
furthest from p  and return (p,p~).  For the discrete  cen- 
ter, we find a point p  E P  closest to 0  and return it as a 
center.  Since the approximation factor and the analysis 
remain  essentially  the  same,  we  omit further  descrip- 
tion. 
A  lower  bound.  It  is  natural  to ask  if the  approx- 
imation  factor  x/~ is  the  best  possible,  for a  furthest 
neighbor data structure  requiring only O(nT)  prepro- 
cessing and O(T) query time, where T  =  O(d°(1)).  Be- 
low we show a  result  which  indicates  that  this  indeed 
could be true.  Specifically, we show that  if we have a 
c-approximation (for a  constant c  <  vf2) for FN,  then 
we  could  O(1)-approximate  nearest  neighbor  for  ran- 
dom point  sets  from  12  d  (for d  =  ~(logn))  within  the 
same time bounds.  The latter  (average case)  problem 
has been considered recently in [31].  His algorithm has 
773 T  =  nn(1); obtaining T  =  0(d °(U) seems difficult using 
current techniques. 
The reduction  works as follows.  Let P  be a  set of 
points  chosen independently  and uniformly at  random 
from [-1, 1] d.  If d  =  ft(logn),  it is known that  for any 
p  E  P  the norm IPl is sharply concentrated  around the 
mean  (say  r).  Moreover,  for  any p,p'  E  P,  the  dot 
product p  • p' is close to 0  (i.e.  p  and p' are  "almost" 
orthogonal),  and  thus  the  distance  IP-  P'I  is  close  to 
v'2r.  Consider the query point q.  We can focus on the 
case when there exists p  E P  such that IP-q]  -< r/A, for 
some large but constant A  (otherwise any point from P 
is a  O(1)-approximate nearest neighbor of q).  Now we 
ask a c-FN query with the argument  -q.  Observe that: 
•  the distance from -q  to p  is close to 2r 
•  the  distance  from  -q  to p'  E  P  -  {p}  is  close to 
Therefore for  A  large enough  the  c-FN  algorithm  will 
return p. 
4  A  (1 +  e)-approximation  for FN 
In  this  section  we  show  how  to  answer  (1  +  e)-FN 
queries by performing 0(1)  (1 +  e)-approximate nearest 
neighbor  queries;  the  same  overhead  holds  for  the 
preprocessing. 
The reduction is as follows.  At the beginning,  sim- 
ilarly as in the  previous section,  we define  an approxi- 
mate minimum enclosing ball B  =  B(O, r)  of the given 
set of points  P.  Since we can get  arbitrarily good ap- 
proximation at  essentially no cost,  in  the following we 
will  assume for  simplicity  that  B  is  exact;  this  incurs 
only a  multiplicative error of 1 +  1/n °(1),  as in the pre- 
vious section. 
Let c~ >  0  (specified later).  Let ri = r/(1 + o~) i, let 
k  =  O(1/c~)  be the first integer such that  rk  _<  ~-  1 
and  let  B  =  B(O, ri)  for  i  =  0...k  be  a  sequence  of 
concentric  balls around  O.  We round  each point  in  P 
to the nearest sphere Si  =  S(O, ri)  (notice that in this 
way we make only c~r additive error).  For each ball Bi 
we build  an  (1 +  @approximate nearest neighbor data 
structure for the set of points on S~. 
Now,  for  each  point  p  E  P  and  each  ball  Bi,  we 
define the "antipode" pi ofp w.r.t.  Bi defined as follows. 
Let pl  and p~  be the  two points  of the  intersection  of 
the  sphere  of Bi  with  the  line  passing  through  p  and 
O.  Let  hv  denote  the  hyperplane  through  O  that  is 
perpendicular  to the line through p  and  O.  We define 
pi  to be the  one of the  points Pl,P2  which  lies  on  the 
side of hp different from the side containing p. 
Now, in order to find the furthest neighbor of q, we 
issue a  (1 + e)-approximate nearest neighbor query with 
the point qi  in the  data structure for the points on Si, 
for all  i.  Among the  points found,  we  return  the  one 
furthest from q. 
The complexity of the  algorithm is  clear from the 
description.  In the following we will show that (modulo 
the  rounding  phase)  the  algorithm  indeed  computes  a 
(1  +  e)-FN.  To  this  end,  consider  the  actual  furthest 
neighbor p of q.  We can assume that p  E Si and q E Sj. 
Let H(q) denote the hemisphere of B  (or Bj)  "opposite" 
q, that  is g(q)  =  {t E S[(t -  0).  (q -  O)  <  0}.  By an 
argument as in the previous section we have that point 
p  has to lie in H(q). 
Let  s  be  the  point  returned  as  the  (1  +  e)- 
approximate nearest  neighbor  of qi  in  the  data  struc- 
ture for P  N Si.  From the definition it has to satisfy the 
property la__g:J. _  1 <  e.  We will show that 
Iv-qq 
L  ~-~-1 
-  <1 
~:-~  -  1  -  Ip-q  t 
implies 
q--p  _<  which  ~  l+e.  To this end, observe that we 
can rotate and scale the space such that O  is the origin 
and the ball Bi has radius  1.  Moreover, we can assume 
that all points q, qip, s  lie in a  3-dimensional space.  In 
fact,  we  can  move  s  to  the  plane  spanned  by  q,q~,p 
such  that  all  distances  of interest  remain  unchanged. 
Therefore,  we  can  assume  that  all  four  points  lie  on 
the  plane.  Let  qi  =  1  =  (0,1),  q  =  (0,-y),  y  >  0 
and  p,s  E  S(0, 1)  lie  in  the  upper  left  quadrant,  so 
that p  =  (cos 0, sin0)  and  s  =  (cos0',sin 0'),  such that 
0, 0' E [7r/2, 7r] and 0 <  0'.  We now want to maximize 
q--p 
We will do that in two phases.  Firstly, we show that 
the above expression is maximized for q =  -1  =  (0, -1). 
Then we bound 
I-i-Pl  -  1 
L'-l-l-s[ 
l--~.:al!  -  1 
IP-q'l 
LEMMA  4.1.  For  any fixed p  and  s,  the  value  of L  = 
L(q)  is maximized  when q =  -1. 
Pro@  Notice  that  the  denominator  of  L  does  not 
depend  on  q,  therefore  it  is  sufficient  to  maximize 
F(y) =  ~  or equivalently, F(y) 2 -  1.  Then  Iq-sl  ' 
cos20 +  (sin20 +  y)2  _  1 
F(y) 2-1  =  cos20  ,+(sin20 ,+y)2 
1 +  y2 +  2ysin0 
=  --1 
1 +  y2 +  2ysin0' 
774 2y(sin0 -  sin0') 
1 +  y2 +  2ysin0' 
The latter expression can be easily seen to achieve 
maximum for y =  1, independently of the value of 0 and 
0', as long as sin0 -  sin0' _> 0 and sin0' >  0. 
LEMMA 4.2.  L' <  1. 
Proof.  We can expand L' into 
(  ~/1 ~  sin0  1) /  [~1T  sin0'  1) 
~/1 +  sin0'  ~, x/T: s~ 
Let ¢  =  0/2 -  7r/4 and ¢' =  8'/2 -  rr/4; note that 
¢, ¢'  E  [~-/4, 7r/2].  We  use  the  identities  1 +  sin0  = 
2cos2¢  and  1-  sin0  =  2sin2¢.  In  this  case,  the 
expression becomes 
cos~  _  1 
L' =  cos¢' 
sins'_ _  1" 
sine 
In  order  to  show  L'  <  1  it  is  sufficient  to  show 
cos¢ sine -  sine' cos¢'  <  0.  However, the LHS of this 
expression is just (sin2¢ -  sin2¢')/2, which is is smaller 
than 0 since ¢  <  ¢~. 
Thus, the above procedure returns a (1 + e + O(c~))- 
approximate furthest neighbor. 
THEOREM  4.1.  The static (c +  5)-approximate furthest 
neighbor  can  be  solved  with  the  preprocessing  time 
O(d°(1)n) plus the cost of initiating O(1/5)  data struc- 
tures for static c-PLEB;  the  query  time  is  bounded  by 
the cost of 0(1/5) c-PLEB queries. 
5  Bottleneck matching 
Let  M*  denote  the  perfect  matching  of  P  with  the 
smallest bottleneck cost, and let c* be the cost of M*. 
In this section, we describe an algorithm that computes 
a perfect matching whose cost is at most 2(1 +  e)c*. 
For any real r  >  0, let G(r) denote the graph whose 
vertex  set  is  P  and  whose  edge  set  is  {(Pi,Pj)IP~  ¢ 
pj, D(pi,pj)  < r}.  Let r* be the smallest value of r  for 
which each connected component of G(r)  has  an even 
number  of vertices.  Let G1,... ,Gk  be the  connected 
components of G(r*), and for 1 <  i  <  k,  let Ti be any 
spanning tree of Gi.  Note that  the length of any edge 
in Ti is at most r*. 
LEMMA 5.1.  The cost c*  of the optimal matching is at 
least r*. 
Proof.  Fix  some  r  <  r*.  We  will  show  that  for  any 
perfect matching M  of P, the cost c(M) of M  is greater 
than r. 
By definition, there is a connected component G ~ of 
G(r) which has an odd number of vertices.  Thus for any 
perfect matching M, there is a pair (u, v) E M  such that 
u  is  a  vertex of G t  and  v  is not.  Clearly D(u, v)  >  r, 
and therefore c(M) > D(u, v) > r. 
On the other hand, we can get a perfect matching of 
P  whose cost is at most 2r* by applying the algorithm 
of the following lemma to each Ti. 
LEMMA 5.2.  Let  T  be  a  tree  whose  vertex  set  V  = 
{Pl,..-,P2m}  has even cardinality,  and let g denote the 
length  of the  longest  edge in  T.  We  can  construct  a 
perfect matching  of V  whose bottleneck  cost is at most 
2g.  Given T, such a matching can be computed in O(m) 
time. 
Proof.  We  make  T  into  a  rooted  tree  by  picking  an 
arbitrary vertex as the root. Let u be any internal vertex 
of T  such that all of u's children are leaves of the tree. 
It is easy to see that such a vertex exists. 
1.  If u has two or more children, let v and w be any two 
children ofu.  Delete v (resp.  w) and the edge (v, u) 
(resp.  (w, u)) incident to it.  Let T ~ be the resulting 
tree.  Recursively compute a  perfect matching M ~ 
of the vertices in T'.  Return M'U  {(v,w)}  as the 
perfect matching for the vertices of T.  Note that 
D(v, w) < D(v, u) + D(u, v) < 2g. 
2.  If u has only one child v, delete v and u from T.  In 
the resulting tree T', recursively compute a perfect 
matching M' of its vertices. Return M'u{(u, v)} as 
the perfect matching for the vertices of T.  Clearly, 
D(u, v) < e. 
It  is  easy  to  see  that  the  bottleneck  cost  of the 
matching M  returned by the above procedure is at most 
2e. We now sketch an O(m) time implementation of the 
procedure.  Let  us  call  an  internal  vertex of a  rooted 
tree T  interesting if all its children are leaves.  Clearly, 
it suffices to maintain the set of interesting vertices of 
T  as leaves get deleted from T.  At each internal vertex 
u  of the  tree,  we  keep  a  count  of all  the  children  of 
u  that  are not leaves.  These counts can be computed 
initially in  O(m)  time  by a  post-order traversal of T. 
The interesting vertices are those whose count is zero. 
When  a  leaf gets  deleted,  the  count  changes  at  only 
a  constant  number  of vertices near  the  leaf.  Hence, 
updating  the counts takes  O(1)  time.  Thus the entire 
procedure can be implemented in O(m) time. 
Reduction  to  nearest-neighbor.We  now  com- 
pute a spanning forest {T1,..., Tk} of P  with the prop- 
erty that each edge of of the forest has length at most 
775 r*(1 +  c), and each tree in the forest has an even num- 
ber of vertices. Such a forest can be easily computed by 
running Kruskal's MST algorithm until each component 
is even, with O(nlogn)  calls to K-chromatic dynamic 
closest  pair.  Only,  we  replace  the  calls  to  the  exact 
data structure by calls to a  data structure for (1 +  e)- 
approximate K-chromatic dynamic closest pair.  Using 
the algorithm of the above lemma, we can then compute 
a matching whose bottleneck cost is 2r*(1 +  c). 
THEOREM  5.1.  The  2(1  +  e)-approximate  bottleneck 
matching can be solved using O(n log n )  calls to (1 + e)- 
CCP. 
6  Facility  location 
In this section we show how to implement the algorithm 
of Jain  and  Vazirani  [23] as a  sequence of closest pair 
operations  5.  The  original  algorithm  gives  factor  3 
approximation to this problem and runs in O(n  ~ logn) 
time,  where  n  is  the  number  of vertices  8.  Although 
there are algorithms which achieve lower approximation 
factor, their result is interesting because of its low time 
complexity. 
We first reduce the bit precision needed to represent 
the distances to O(logn), in the following way.  Firstly, 
we  compute a  lower bound  L  for the  optimal  facility 
location  cost  C*,  such  that  L  <  C*  <  aLn,  for  a 
constant a.  To this  end,  observe that the cost C'  of a 
minimum spanning forest with k components is a lower 
bound  for  C*;  it  is  also  easy to  see  C*  _<  nC'.  We 
compute  an  a-approximate  spanning  forest  using  the 
approximate MST techniques;  if we set a  >  c  =  1 +  e 
then  this  computation  can  be  done in  time  negligible 
compared  with  the  running  time  of  the  rest  of  this 
procedure.  We can then set L =  Cl/a. 
After  that,  we  collapse all  pairs  of vertices whose 
distance  is  less  than  5 L-  for  5  .~  e,  forming  disjoint  n 
clusters; clearly, this operation changes the value of C* 
by at most :t:5C*. This clustering can be achieved using 
O(n)  calls to O(1)-PLEB, along with  a  simple Union- 
Find  data structure.  We also open all facilities which 
have cost at  most 5L/n.  Again,  this  can increase the 
cost of the solution by at most 5L.  Thus, as a result of 
the above transformation,  the cost of the solution can 
go up by at most a  factor of 1 +  0(5).  Finally, we set 
the  value of all  edges  with  distance  greater than  aLn 
to aLn;  note that  the resulting distance matrix is still 
a  metric.  We do the same for the facilities which cost 
5We give here only  a  brief description  of their  algorithm  and 
its proof of correctness; the reader is advised to read  this section 
after or concurrently to reading of their paper. 
6Infact their running time is O(ncn S log(ncns)), where nc and 
n I  are the number of cities and facilities, respectively. 
more aLn.  At  the of this  procedure we can represent 
each distance using only O(log n) bits of precision. 
Now we proceed with  the  main  algorithm of Jain 
and  Vazirani.  The  algorithm  is  based  on the  primal- 
dual approach (see [14] for the background information 
on  this  method).  The  basic  idea  is  to  formulate 
the  problem  as  a  0-1  integer  program,  relax  it  to 
a  linear  program,  and  apply  primal-dual  ascent  to 
obtaining approximate solution.  The 0-1 programming 
formulation  of facility location  problem  is  as  follows. 
We use two kinds  of variables:  xij  and yi.  The event 
yi  =  1 is intepreted  as that  the facility i  is open;  the 
event xij  =  1 is interpreted as that the jth point (city) 
is  using  the  ith  facility.  With  this  in  mind,  one can 
formulate the problem as follows. 
minimize  E  D(i,j)xij +  E  f(i)yi 
iePl ,jEPc  iEP! 
such that 
VjEPc:  Exij  kl 
ieP! 
Vi E Pi, Vj E Pc : yi -  xij  >0 
vi E Ps, vje  Pc : x~j ~  {0,1} 
Vi E PI : yi E  {0, 1} 
After the relaxation, the program becomes: 
minimize  E  D(i,j)xij +  E  f(i)yi 
iEPi ,jEP¢  iEPi 
such that 
Vj E Pc : E  xij  k  1 
iEP! 
Vi E Pi, Vj E Pc : Yi -  Xij  >0 
Vi E Pi,Vj E Pc : xij  k  O 
Vi E Pf : yi k  O 
The  primal-dual  method  operates  mainly  on  the 
dual  formulation  of  the  linear  program,  which  is  as 
follows. 
maximize  E  aj 
jEPc 
Vi E Pf,Vj E Pc : c~3 < ~i,j + D(i,j) 
Vi E PS: E  13i,j < f(i) 
J 
Vi ~  Ps, Vj ~ Pc : Zi,j  _> 0 
Vj E Pc : c~i > O 
The algorithm tries to maximize the dual objective 
while maintaining dual feasibility.  It is done by growing 
776 balls  around  each  active  city  (initially  all  cities  are 
active)  at  a  uniform rate;  c  U  represents  the  radius  of 
the ball around j.  There are two types of events.  The 
first type of event occurs when a ball hits a facility (i.e. 
aj  =  D(i,j)  for  some  pair  (i,j));  to  mainitain  dual 
feasibility, ~i,j  must also be increased now as c  U grows. 
The second type of event occurs when  ~j  ~k,j  =  f(k) 
for some facility k.  Now none of the ~k,j  'S can increase, 
and therefore we have to stop growing all aj  such that 
aj  > D(k, j) - the corresponding cities become inactive 
and  the  corresponding edges  are  declared  tight.  The 
facility  which  causes  an  event  of the  second  type  is 
marked as being temporarily open.  If an event of the 
first type  results  in  a  ball  hitting  a  temporarily open 
facility then  the  corresponding edge  is  declared  tight 
and the ball stops growing. 
The number  of events of the  first  type  can  be as 
large as  ~(n 2)  and  hence it  might  seem impossible to 
obtain  a  sublinear  (in  the  size  of the  metric  space) 
implementation of the algorithm of Jain and  Vazirani. 
We  get  around  this  problem  by  dividing  events  of 
the  first type into  two categories -  essential  and  non- 
essential.  Events  which  result  in  a  ball  hitting  an 
already open facility are  declared essential -  there are 
only O(n)  of these  events.  The remaining events  are 
used  merely to help in  detecting events of the  second 
type and are not used in the subsequent phase.  We call 
these events inessential. 
We  now  have to explain  how  we  detect  events of 
the second type and  essential events of the first type. 
Notice that  all distances are larger than 5L/n  (by our 
preprocessing phase)  and  hence no events can happen 
till all the balls grow to a radius of r0 -- L.  During each 
ball growing step, the radius of each active ball will be 
increased to the next discrete value. 
Define a PLEBk to be a c-approximate PLEB data 
structure  used  to locate  points  within  balls  of radius 
ro • c k.  The essential events of the first type are easy 
to detect -  after the k-th ball growing step, add all the 
temporarily open facilities to a PLEBk structure.  Then, 
for each active city, add the city to the data structure, 
see if there is a  facility that  is close enough,  and then 
delete the city from the data structure.  If a close enough 
facility was found, then this city will be marked inactive 
and the corresponding edge declared tight. 
Detecting  events  of the  second  type  is  somewhat 
harder.  Let Xk  denote a PLEBk data structure defined 
on  all  cities  which  were  active  during  the  k-th  ball 
growing step.  For facility i, let Nk (i) denote the number 
of cities  in  Xk  which  are  within  a  distance  r k  from 
facility i. 
LEMMA 6.1.  For  any  unopened  facility  i,  ~j  ~ij  : 
K  ~k=l (rk -- rk-1)Nk(i)  after K  ball growing steps. 
Proof.  Let 7i,j,k  =  1 iff each of the following is true 
1.  City j  is active after the k-th ball growing step 
2.  Facility i  is  unopened after the  k-th  ball growing 
step 
3.  D(i,j)  < rk 
and  ~iS,k  =  0  otherwise.  Now,  after K  ball  growing 
steps, for any unopened facility i, 
EC~ij  =  Emax{aj  -  n(i,j),O} 
J  J 
K 
j  k=l 
K 
k=l  j 
K 
=  E(rk  -- rk-,)Nk(i) 
k:l 
Since k  takes ()(1)  values, we now try to estimate 
Nk(i)  in  time  polynomially less  than  n.  To this  end 
notice that Nk (i) is just the number of cities within dis- 
tance rk  from i.  This can be estimated using standard 
approximate counting techniques  (by reduction to ap- 
proximate PLEB), see [20] for the details.  Thus the to- 
tal running time of phase 1 is bounded by O(n) c-PLEB 
operations. 
The  second  phase  of the  algorithm  by  Jain  and 
Vazirani  is  relatively straightforward.  Let  F'  denote 
the set of temporary open facilities, T  denote a  graph 
defined by set of tight edges and let H  be the square of 
T.  The facilities in F I are ordered in the increasing order 
of the time they have been declared open;  let Pl...Pt 
denote this  sequence.  Then  the  algorithm  builds  the 
final  set  of facilities,  by  doing  the  following step  for 
i =  1... t:  if no neighbor ofpi  in H  has been yet added 
to F,  pi  is  added  to F;  otherwise,  if such  a  neighbor 
exists, Pl is not added to F.  We can again implement it 
efficiently using the c-PLEB data structure. 
It is not difficult to see that the algorithm performs 
at  most  O(n)  calls to an  c-PLEB data structure,  and 
thus its running time is bounded accordingly. It remains 
to bound the approximation ratio, which we defer to the 
final version of this paper. 
THEOREM  6.1.  Our  implementation  of  the  algorithm 
of Jain  and  Vazirani  performs  O(n)  calls  to  c-PLEB 
and produces  a 3(1 + 5)c3-approximate  solution, for any 
constant 5 > O. 
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