We modify the definition of Aldous' multiplicative coalescent process [3] and introduce the multiplicative coalescent with linear deletion (MCLD). A state of this process is a square-summable decreasing sequence of cluster sizes. Pairs of clusters merge with a rate equal to the product of their sizes and clusters are deleted with a rate linearly proportional to their size. We prove that the MCLD is a Feller process. This result is a key ingredient in the description of scaling limits of the evolution of component sizes of the mean field frozen percolation model [22] and the so-called rigid representation of such scaling limits [19] .
Introduction
Let us define , then all of the components instantaneously coagulate and form one component with infinite mass, see [18, Section 2.1] . In Section 2, we collect the basic results about MC relevant for our study.
Let λ P R`. For any m P ℓ We are going to call such a process a multiplicative coalescent with linear deletion with deletion rate λ, and briefly denote it by MCLDpλq.
If m P ℓ Ó 0 then the MCLDpλq process obviously exists and m t P ℓ Ó 0 for any t ě 0. In fact, if m P ℓ Ó 8 with ř 8 i"1 m i ă 8 then the definition of MCLDpλq is still quite simple because the time between consecutive coalescences/deletions is always positive. On the other hand, for initial conditions with infinite total mass, the set of times when a coalescence or deletion occurs will be dense in R`, and it is not a priori clear that a well-defined stochastic process satisfying (1.2) exists (see Remark 1.4 below for related non-existence results).
In Section 3 we will give a graphical construction of the process m t with initial state m P ℓ
The main result of this paper is that our construction indeed gives rise to a well-behaved continuous-time Markov process on ℓ We will prove Theorem 1.2 in Section 4 using an argument that involves truncation and coupling. If we obtain m 1 t , t ě 0 from m t , t ě 0 by inserting an extra deletion event at time t 1 then it might happen that this deletion prevents later coagulations and deletions, so that m 1 t 2 has more/bigger components than m t 2 for some t 2 ą t 1 . Similarly, insertion of an extra coagulation event at some time might lead to the deletion of more/bigger components and thus create a state with fewer/smaller components at a later time.
Motivation, related results
Our reason for developing the theory of MCLDpλq on the state space ℓ Ó 2 is that we want to understand the scaling limit of the time evolution of large connected component sizes in the self-organized critical mean field frozen percolation model [22] , as we now explain.
The frozen percolation process on the binary tree was defined in [5] : the model is a modification of the dynamical percolation process on the binary tree which makes the following informal description precise: edges appear with rate 1 and if an infinite component appears, we immediately "freeze" it, and we do not allow edges with an end-vertex in a frozen component to appear.
Remark 1.4. I. Benjamini and O. Schramm showed that it is impossible to define a similar modification of the percolation process on Z 2 , c.f. [9, Section 3, Remark (i)]. Various modifications of the two-dimensional frozen percolation model where large finite clusters are frozen are further explored in [7, 16, 8, 6] . The result of [17] Then M pnq ptq, t ě 0 is a Markov process -let us call it here the frozen percolation component process on n vertices with lightning rate λpnq, or briefly FPpn, λpnqq. In fact, up to time-change, M pnq ptq, t ě 0 evolves according to the rules (1.2) of MCLD. Remark 1.6. We note that FPpn, λpnqq is a simplification of the mean field forest fire model [23] , the definition of which agrees with Definition 1.5 above, with the only difference that in the forest fire model we only delete the edges of the connected components that are destroyed by fire, i.e., a destroyed component of size k is immediately replaced by k singletons. The mean field forest fire model behaves very similarly to the mean field frozen percolation model (e.g., the self-organized critical behaviour of the two models are quite similar, see also Remark 1.10(iii) below), however the mathematics of the mean field frozen percolation model is simpler than that of the mean field forest fire model, e.g. the solution of the system of differential equations that appears in [22 is interested in small connected component densities then the two models produce exactly the same (self-organized critical) behaviour. However, if one is interested in the scaling limit of big component dynamics, the exact deletion mechanism does crucially enter the picture.
We are interested in identifying the scaling limit of FPpn, λpnqq as n Ñ 8. In order to describe the kind of result we are after, let us recall that the large components of the dynamical Erdős-Rényi random graph process in the critical window Gpn, 1`tn´1 {3 n q, t P R, scaled by n 2{3 , converge in law to the standard multiplicative coalescent process pMptq, t P Rq, see [3, Section 4.3].
Remark 1.8. The family of multiplicative coalescent processes defined for all t P R (i.e., the eternal MC processes) are characterized in [4] . The class of inhomogeneous random graph models whose scaling limit is the standard MC is explored in [10, 12] (see also references therein). The scaling limits of other classes of inhomogeneous random graph models are related to nonstandard eternal MC processes, see [4, 11] . The continuum scaling limit of the metric structure of critical random graphs is studied in [1, 13] (see also references therein).
The next result gives a scaling limit for the frozen percolation process started from a critical Erdős-Rényi graph. Proposition 1.9. Fix u P R and let F pnq 0 be an Erdős-Rényi graph Gpn, pq with edge probability p "
. Let λ ą 0 and let M pnq ptq, t ě 0 be the
Then as n Ñ 8 the finite dimensional marginals of the sequence of ℓ Ó 2 -valued processes m pnq ptq, t ě 0 converge in law to the finite dimensional marginals of the MCLDpλq process pmptq, t ě 0q started from an initial state with distribution mp0q " Mpuq (i.e., the state of the standard multiplicative coalescent process at time u), i.e., for every k P N and 0 ď t 1 ă t 2 ă¨¨¨ă t k we havé
The proof of Proposition 1.9 follows as an application of Theorem 1.2 (for details of the proof, we refer to [19, Proposition 6.10] ). Remark 1.10.
(i) Loosely speaking, if pmptq, t ě 0q is the MCLDpλq process started from an initial state with distribution mp0q " Mpuq (this is the limit object that appears in Proposition 1.9), then we have mptq " Mpu`t´Φptqq, where Φptq denotes the sum of the sizes of the components deleted up to time t (see [19, Proposition 6.7(ii) ] for a precise formulation of this property). In fact, in [19, Proposition 6.7] we give a representation of pmptq, t ě 0q on the probability space of a standard Brownian motion using what we call the "rigid" representation of MCLDpλq. We note that Theorem 1.2 is also crucially used when we extend our rigid representation results from ℓ
(ii) In [20] we describe the possible scaling limits that can arise from a FPpn, λn´1 {3 q process started from an empty graph. The possible limit objects are eternal MCLDpλq processes (i.e., they are defined for any t P R). The "arrival at the critical window" gives rise to a non-stationary MCLDpλq scaling limit, while the scaling limit in the "self-organized critical" regime is a stationary MCLDpλq (see also [19, Remark 6.8] ).
(iii) We conjecture that the scaling limit of the coagulation-fragmentation dynamics of big components of the mean field forest fire model (c.f. Remark 1.6 above) with lightning rate λn´1 {3 is also an MCLDpλq process.
Notation and basic results
The aim of this section is to collect some basic results about the multiplicative coalescent from [3] and [18] . In some cases, we will augment these results to fit our purposes or present them using different notation.
We define
We have ℓ by letting ordpxq be the decreasing rearrangement of x P ℓ2 .
and G is a graph with vertex set V Ď N`, denote by ordpm, Gq the ordered sequence of the weights of the connected components of G. More precisely, if C 1 , C 2 , . . . is the sequence of the vertex sets of the connected components of G, we define
assuming that x G P ℓ2 . We also denote
Let us now state an elementary yet useful result which involves the metric dp¨,¨q defined in (1.1).
Proof. This is a special case of [3, Lemma 17] .
Let us recall the graphical construction used in [3, Section 1.5] to define the multiplicative coalescent process. Definition 2.3. Let pξ i,j q 1ďiăjă8 denote independent random variables with EXPp1q distribution. Given x P ℓ2 let us define the simple graph G t with vertex set N`and an edge between i and j if and only if ξ i,j ď tx i x j . For i, j P N`we denote by i Gt ÐÑ j the event that i and j are connected by a simple path in the graph G t .
Given G t we define the connected components pC k ptqq
Note that we have
Gt ÐÑ js (2.5) and S G 0 2 "
The statement of the next lemma follows from [3, Proposition 5] 
In particular, for any t P R`the weights of the connected components of G t are almost surely finite:
The next lemma is an extended version of [18, (2. 2)].
Lemma 2.5. For any x P ℓ2 and i, j P N`and t ă
Corollary 2.6. For any x P ℓ2 , t ě 0 and i, j P N`, if
holds then we have
Proof. Using (2.5), (2.8) and (2.10) we obtain
The next lemma is based on [3, Lemma 23] and [18, (2.5) ]. It will be used in Section 4 to show that the truncated process is close to the original process if the truncation threshold is chosen big enough. 
Moreover, if
t 2 ab ď 1 2 ,(2.
14)
Proof. First note that, similarly to (2.5), we have
Now note that the number of visits to I of a simple path in B t is at most |I|.
Using this idea and a calculation similar to (2.9), we obtain the inequalities
Combining these inequalities with (2.16) we obtain (2.13) as well as
This completes the proof of (2.15).
Lemma 2.8. With probability 1, the function t Þ Ñ ordpm, G t q (see (2.2) ) is càdlàg with respect to the dp¨,¨q-metric (defined in (1.1) ).
Proof. Let us fix some T ě 0. Denote by A the event
for any i, j P N the number of simple paths connecting i and j in G T is finite
By Lemma 2.4 the event A almost surely holds. Assuming that A holds, we will show that t Þ Ñ ordpm, G t q is càdlàg on r0, T q.
Since G s Ď G t if s ď t, we can apply Lemma 2.2 in order to reduce our task to showing that the function t Þ Ñ S Gt 2 is càdlàg on r0, T q. If A holds, then for any i, j P N the function t Þ Ñ 1ri Gt ÐÑ js is càdlàg on r0, T q. Using this fact, (2.5) and the dominated convergence theorem, we obtain that indeed t Þ Ñ S Gt 2 is also càdlàg on r0, T q.
Graphical construction of MCLD(λ)
Recall the informal definition of the MCLDpλq process m t from (1.2). We now give a graphical construction of the process m t with initial state m P ℓ Ó 2 and deletion rate λ. Let pξ i,j q 1ďiăjă8 be random variables with EXPp1q distribution, pλ i q 1ďiă8 be random variables with EXPpλq distribution, (3.1) and let us also assume that all of these random variables are independent. The heuristic description of our graphical construction is as follows: we increase t continuously and if the event ξ i,j " tm i m j occurs for some 1 ď i ă j ă 8, we merge the components of the vertices i and j, moreover if λ i " tm i for some i P N`, then we say that a lightning strikes vertex i and delete the connected component of vertex i. Since the total rate of merger and deletion events is infinite if ř i m i "`8, we need to be careful with the above heuristic definition if we want to make it precise: we will now provide the graphical construction.
In Definition 2.3 we defined the simple graph G t with vertex set N`. We will define for any t P Rt he set of intact vertices V t Ď N`and the set of burnt vertices N`zV t .
(3.
2)
The graph H t will denote the subgraph of G t spanned by V t and m t will denote the ordered sequence of component weights of H t .
Recall that we enumerated the connected components C k ptq, k P N`of G t in (2.4) . By the properties of exponential random variables, (2.7) and the independence of pξ i,j q 1ďiăjă8 and pλ i q 8 i"1 , we see that for every t ě 0
This implies that for every t ě 0 and k P N`, there exists an almost surely finite N-valued random variable N (the number of lightnings that hit the component C k ptq by time t), indices i 1 , . . . , i N Ď C k ptq (the vertices that are hit by lightning) and times 0 ă t 1 ă¨¨¨ă t N ď t (the ordered sequence of the times of the lightnings) such that
We now define the set of intact vertices V t Ď N`by constructing V t XC k ptq for every k P N`.
Let us fix k P N`. We recursively define V t l X C k ptq for each 1 ď l ď N in the following way.
(i) At t 0 " 0 we have V t 0 X C k ptq " C k ptq.
(ii) Assume that we have already constructed V t l´1 X C k ptq for some 1 ď l ď N. We define V t l X C k ptq by deleting the connected component of i l in the restriction of the graph G t l to the vertex set V t l´1 X C k ptq.
(iii) With this recursion we define V t N X C k ptq. Since there are no lightnings hitting C k ptq between t N and t, let
Since C k ptq, k P N`is a partition of N`, we define V t " Ť kě1 pV t X C k ptqq and H t to be the subgraph of G t spanned by V t .
(3.4)
Recalling Definition 2.1 we let Proof. m t is a random element of ℓ Ó 2 , because we have
The fact that m t is a Markov process with the prescribed transition rates follows from the memoryless property and independence of the random variables pξ i,j q 1ďiăjă8 and pλ i q 8 i"1 . We omit further details. Proof of Proposition 1.1. We will show that with probability 1, the function t Þ Ñ ordpm, H t q is càdlàg with respect to the dp¨,¨q-metric, see (1.1).
Let us fix some T ě 0. We know that the event A defined in (2.17) almost surely holds. Denote by B the event that every connected component of G T is exposed to only finitely many lightning strikes on r0, T s. By (3.3), the event B occurs almost surely. Assuming that A X B holds, we will show that t Þ Ñ ordpm, H t q is càdlàg on r0, T q. For any t ě 0, define
• p H t`∆t to be the subgraph of G t spanned by V t`∆t ,
• q H t`∆t to be the subgraph of G t`∆t spanned by V t .
Recalling (3.4) and the inclusions G t Ď G t`∆t and V t`∆t Ď V t we see that
so we can apply Lemma 2.2 and the triangle inequality in order to reduce our task of proving right-continuity of t Þ Ñ ordpm, H t q at t to showing that
Now (a) follows from the fact that the graphical representation of the multiplicative coalescent possesses the càdlàg property (see Lemma 2.8).
In order to show (b) we observe that on the event B, for every connected component C of G T , we have lim ∆tÑ0 1r D i P C : tm i ă λ i ď pt`∆tqm i s " 0.
Given this observation, we see that for every connected component C of H t we have lim ∆tÑ0 1r C Ď V t`∆t s " 1. Using this fact, S Ht 2 ă 8 and the dominated convergence theorem, we obtain (b).
The proof of the existence of left limits is similar and we omit it.
Feller property of MCLDpλq
Definition 4.1. The graphical construction of Section 3 gives a joint realization of all of the MCLDpλq processes with different initial conditions by using the same collection of random variables pξ i,j q 1ďiăjă8 and pλ i q 1ďiă8 (see (3.1)). We call this coupling the pξ, λq-coupling. We want to prove Theorem 4.2 using truncation, because (4.1) trivially holds for the truncated process. However, we cannot directly apply Lemma 2.2 to compare the original with the truncated process, because we cannot upper bound the state of the truncated process at time t by the state of the original process at time t (c.f. Remark 1.3).
In Section 4.1 we overcome this problem by introducing two auxiliary objects that upper/lower bound both the original and the truncated object, but yet these auxiliary objects can be shown to be close to each other if we only throw away a small part of the original when we truncate.
In Section 4.2 we prove Theorem 4.2 using the results of Section 4.1 and variant of the ε{3-argument.
Bounding the effect of truncation
In this subsection, we will fix t ě 0 as well as an initial state m P ℓ Ó 2 , and omit the dependence of random variables on t and m. We also fix a truncation threshold m P N. Let m (resp. m pmq ) denote the state at time t of the realization under the pξ, λq-coupling of the MCLDpλq process with initial state m (resp. m pmq ). Now we define a subset K˚Ď K indexing "bad" components of G mÓ . This definition involves the random variables pξ i,j q 1ďiăjă8 as well as pλ i q 8 i"1 . The components indexed by k P KzK˚are "good". The key property of good components will be stated in Lemma 4.7 below. (ii) We say that k P K (resp. l P L) is intact if no lightning hit any vertex of C mÓ k (resp. C mÒ l ) before time t. If a vertex of B is not intact, then we say that it is damaged.
(iii) We say that k P K˚if k P K and there is a edge-simple path in B which consists of at least one edge and connects k to a damaged vertex of B.
For an illustration of Definition 4.6, see Figure 1 .
PSfrag replacements G mÓ G mÒ Figure 1 : An illustration of Definition 4.6. The blobs marked with a lightning are damaged connected components of G mÓ and G mÒ . The grey blobs are the "bad" components of G mÓ . The set of indices of "bad" components is denoted by K˚. Note that intact connected components of G mÓ can be "bad" and damaged connected components of G mÓ can be "good". 
Proof. Let k P KzK˚. Denote by C 1 the connected component of k in B. We prove (4.5) by considering two cases separately.
s a connected component of G which contains C mÓ k (c.f. Definition 4.5), moreover our assumption that k is intact together with k P KzK˚imply that C is intact (c.f. Definition 4.6), thus we have C Second case: k is damaged. C 1 ztku is the disjoint union of some connected components C 1 N , N P N of Bztku. Our assumption that k is damaged, Definition 4.6 and the fact that k P KzK˚together imply that there are no parallel edges connected to k in B and no edge-simple circle of the graph B contains k as a vertex. Therefore for each N P N, the cluster C 1 N is connected to k by one single edge e N of B. Note that k P KzK˚implies that C 1 N is intact for all N P N. Therefore, the fires caused by lightnings can only spread "away" from k on the edges e N , N P N, so by the graphical construction given in Section 3 and Definition 4.3 we obtain (4.5). Now we define auxiliary random graphs p G pmq and q G pmq (c.f. Lemma 4.4). Define p G pmq to be the subgraph of G spanned by the vertices and the "right" vertices correspond to the components of G mÒ . Define the weights of the vertices of r B to be the wp¨q-weight of the corresponding connected components. We declare two vertices in r B to be connected if the corresponding subsets are connected in q G pmq . Denote by r G pmq the subgraph of G spanned by r V pmq .
With the above notation we have 
