In this paper, we present the bidiagonalization of n-by-n (k, k+ )-tridiagonal matrices when n ≤ k. Moreover, we show that the determinant of an n-by-n (k, k+ )-tridiagonal matrix is the product of the diagonal elements and the eigenvalues of the matrix are the diagonal elements. This paper is related to the fast block diagonalization algorithm using the permutation matrix from [T. Sogabe and M. El-Mikkawy, Appl. Math.
Introduction
We consider an n-by-n (k, k + )-tridiagonal matrix T 
The numbers of elements d i , a i and b i are n, n − k and n − k − , respectively. The matrix T (k,k+ ) n can also be described as follows: 
where e i denotes the i-th canonical n dimensional basis vector and e T i denotes the transpose of e i .
*Corresponding Author: S. Takahira: Graduate School of Information Science & Technology, Aichi Prefectural University, Japan, E-mail: id171002@cis.aichi-pu.ac.jp T. Sogabe: Graduate School of Engineering, Nagoya University, Japan, E-mail: sogabe@na.nuap.nagoya-u.ac.jp T.S. Usuda: Graduate School of Information Science & Technology, Aichi Prefectural University, Japan, E-mail: usuda@ist.aichi-pu.ac.jp (k, k + )-tridiagonal matrices arise in applications such as the discrete hungry Lotka-Volterra system and linear systems (see, e.g., [3, 4] ). These matrices are related to k-Hessenberg matrices Hn(k) [2] , in that T (k,k+ ) n with k = corresponds to Hn(k) with k = , and can be regarded as a variant of k-tridiagonal matrices (see, e.g., [1, 7] ). Moreover, a (k, k + )-tridiagonal matrix is a special case of a (k, k )-pentadiagonal matrix (see, e.g., [6] ). In fact, if k = k + , and the k-th superdiagonal and k -th subdiagonal are all zero, then a (k, k )-pentadiagonal matrix is a (k, k + )-tridiagonal matrix. For k-tridiagonal matrices and (k, k )-pentadiagonal matrices, the fast block diagonalization algorithm using a permutation matrix is discussed in [6, 7] . However, the (k, k + )-tridiagonal matrices are irreducible in the sense that the block size of the matrix produced by the block diagonalization algorithm in [6] is one.
In this paper, we consider another type of diagonalization, that is, bidiagonalization using a permutation matrix. The bidiagonalization of T (k,k+ ) n is the process of nding a lower bidiagonal matrix T and a permutation matrix P such that
where P is the n-by-n permutation matrix de ned as
and σ is a permutation in the symmetric group of order n. Moreover, we give an explicit representation of the bidiagonal matrix T and the permutation matrix P. We consider only bidiagonalizations of the form P T T (k,k+ ) n P, and in particular do not consider bidiagonalizations of the form P T T (k,k+ ) n Q for di erent permutation matrices P and Q. One reason is that, as we will see in Corollary 4, the eigenvalues of an n-by-n
We now give a necessary condition for bidiagonalization of n-by-n (k, k + )-tridiagonal matrices T 
Proof. The number of elements of
The position of nonzero elements of the bidiagonal matrix T must be on the diagonal or on the subdiagonal. The number of nonzero elements of T (k,k+ ) n is equal to the number of nonzero elements of T because we consider the bidiagonalization by a permutation matrix. Thus, we have n − k − ≤ n + n − , that is n ≤ k. Therefore, we consider only the case n ≤ k.
Main Result
We present the bidiagonalization of the n-by-n (k, k+ )-tridiagonal matrix T (k,k+ ) n when n ≤ k and an explicit representation of the permutation matrix as a theorem. In addition, we give the determinant and eigenvalues of the n-by-n (k, k + )-tridiagonal matrix when n ≤ k as corollaries of the theorem. 
where P is the permutation matrix
, we de ne
and compute each of P T Dn P, P T An P, P T Bn P to obtain P T T (k,k+ ) n P. The vector P T e i can be written
where δ i,j is the Kronecker delta, that is, δ i,i = and
, we also obtain e T i P. We compute P T Dn P as follows:
Next, we compute P T An P as follows:
Finally, we compute P T Bn P as follows:
Therefore, we have a bidiagonalization of the form (5). This completes the proof of Theorem 2.
Note that the case n = k is essential for bidiagonalization using a permutation matrix. Because, as we will see in the appendix, the permutation matrix when n = k is uniquely derived as
In addition, the permutation matrix when n < k can be obtained from the permutation matrix when n = k. Moreover, bidiagonalization is not uniquely determined when n < k. For the case n < k, the matrix (5) is the block diagonal matrix that has one bidiagonal block and some -by-blocks (for example, see Example 6). Therefore, choosing an appropriate permutation matrix P to exchange blocks, we can obtain another bidiagonalization of the form T = (PP ) T T (k,k+ ) n (PP ). However, this is not essential for bidiagonalization because such a permutation matrix P only exchanges blocks.
From Theorem 2, we have the following corollary giving the determinant and eigenvalues of an n-by-n (k, k + )-tridiagonal matrix T (k,k+ ) n when n ≤ k. 
Examples
In this section, we present two examples based on the result in the previous section.
Example 5 (n = , k = ). Let T ( , ) be the following ( , )-tridiagonal matrix:
Applying Theorem 2, we have the permutation matrix P = [e , e , e , e , e , e , e , e , e , e ],
and the bidiagonal matrix T is
This example corresponds to the case n = k. The total number of values a i and b i is = n − . We can see that some a i or b i appears in each position of the subdiagonal.
Example 6 (n = , k = ). Let T ( , ) be the following ( , )-tridiagonal matrix:
This example corresponds to the case n < k. The total number of values a i and b i is < (n − ). Thus, there are two zero elements in the subdiagonal. In particular, both the ( , ) element and the ( , ) element are zero.
A. Preliminaries
We present a relationship between the elements of X and X in the following lemma. Throughout the paper, X i,j denotes the (i, j) element of a matrix X and σ − denotes the inverse of the permutation σ.
Lemma 7.
Let X be an n-by-n matrix and P be an n-by-n permutation matrix.
Proof. We prove this lemma by direct calculation:
A. The nonzero structure of the bidiagonal matrix
We describe the nonzero structure of
Proof. The proof is similar to that of Lemma 8.
We now show the nonzero structure of the bidiagonal matrix T in Lemma 8 and Lemma 9. 
Proof. From Eqs. (20) and (23), we have the following -by-bidiagonal submatrices of T :
The elements of T T is a , b , a , b , . . . , a n−k− , b n−k− , a n−k .
A. Derivation of the permutation matrix
We now derive an explicit representation of the permutation matrix P when n = k. Proposition 10 suggests a permutation matrix of the form P = 
We summarize this in the following proposition.
Proposition 11. The permutation matrix P that bidiagonalizes the n-by-n (k, k + )-tridiagonal matrix T (k,k+ ) n when n = k is the matrix in Eq.(26).
