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Tensor networks offer a variational formalism to efficiently represent wave-functions of extended
quantum many-body systems on a lattice. In a tensor network N , the dimension χ of the bond
indices that connect its tensors controls the number of variational parameters and associated com-
putational costs. In the absence of any symmetry, the minimal bond dimension χmin required to
represent a given many-body wave-function |Ψ〉 leads to the most compact, computationally effi-
cient tensor network description of |Ψ〉. In the presence of a global, on-site symmetry, one can use
a tensor network Nsym made of symmetric tensors. Symmetric tensors allow to exactly preserve the
symmetry and to target specific quantum numbers, while their sparse structure leads to a compact
description and lowers computational costs. In this paper we explore the trade-off between using a
tensor network N with minimal bond dimension χmin and a tensor network Nsym made of symmetric
tensors, where the minimal bond dimension χminsym might be larger than χ
min. We present two techni-
cal results. First, we show that in a tree tensor network, which is the most general tensor network
without loops, the minimal bond dimension can always be achieved with symmetric tensors, so that
χminsym = χ
min. Second, we provide explicit examples of tensor networks with loops where replacing
tensors with symmetric ones necessarily increases the bond dimension, so that χminsym > χ
min. We
further argue, however, that in some situations there are important conceptual reasons to prefer a
tensor network representation with symmetric tensors (and possibly larger bond dimension) over
one with minimal bond dimension.
PACS numbers: 03.67.-a, 03.65.Ud, 03.67.Hk
I. INTRODUCTION
Tensor networks allow for an efficient description of
certain quantum many-body wave-functions, including
the ground states of a large variety of local Hamiltoni-
ans on a lattice in D spatial dimensions. Tensor network
states were originally proposed as the basis for novel vari-
ational approaches to quantum many-body problems [1–
10], and are currently used to study e.g. systems of frus-
trated antiferromagnets [11–18] and strongly interacting
fermions [19–29], as well as quantum phase transitions
[30–34] and topological order [35–43]. In addition, they
have in time also become a natural language in which to
formulate important theoretical questions. For instance,
they have been recently used to obtain a complete classi-
fication of the possible zero-temperature, gapped phases
of quantum matter in D = 1 spatial dimensions [44–47]
and in generalizations of this result to D > 1 spatial di-
mensions [48–50]; or adopted as a new tool to describe
the holographic principle by the string theory community
[51–61].
A. Tensor networks
The wave-function |Ψ〉 ∈ V⊗L of a many-body sys-
tem on a lattice L made of L sites, each described
by a d-dimensional vector space V, can always be ex-
pressed as a linear combination of dL product basis states
|i1i2 . . . iL〉 ≡ |i1〉 ⊗ |i2〉 ⊗ · · · ⊗ |iL〉,
|Ψ〉 =
d∑
i1=1
d∑
i2=1
· · ·
d∑
iL=1
Ψˆi1i2...iL |i1i2 . . . iL〉. (1)
Here {|ik〉}dik=1 is an orthonormal basis of the vector
space V of site k, and Ψˆi1i2...iL are complex coefficients.
A tensor network representation N of the many-body
wave-function |Ψ〉 consists of a set of tensors that are
interconnected into a network, see Fig. 1. The tensor
network has two types of indices: physical indices and
bond indices. A physical index (or open index) is associ-
ated to one of the L sites of lattice L and has dimension
d (that is, it labels d options, namely the elements |ik〉
of a basis in V). A bond index connects two tensors in
the network and has dimension χ, the bond dimension of
the network. [For notational simplicity, in several parts of
the paper we will assume χ to be uniform throughout the
network, although all of our results are also valid when
each bond index is allowed to have a different bond di-
mension.] Upon summing over (or contracting) all bond
indices, the tensor network produces a single tensor with
L open indices, corresponding to the dL complex coeffi-
cients Ψˆi1i2...iL . The key point is that, by restricting the
value of the bond dimension χ, the tensor network repre-
sents certain many-body wave-functions |Ψ〉 ∈ V⊗L us-
ing a number of coefficients that only grows polynomially
2FIG. 1: Graphical representation of a tensor network N for
a many-body wave-function |Ψ〉 of a lattice L made of L = 4
sites. Each circle represents a tensor and the emerging lines
depict the indices of the tensor. Each bond index of the tensor
network connects two tensors. There are also L = 4 physical
indices. Bond indices are contracted (or summed over). Upon
contraction of the bond indices, the tensor network produces
the complex coefficients Ψˆi1i2i3i4 .
(and often just linearly) in L, instead of exponentially in
L, and thus offers an efficient description of a subset of
many-body states.
Some popular classes of tensor networks, characterized
primarily by the shape of the networks, have acquired
special names. For instance, when the tensors are con-
nected into a one-dimensional array, the tensor network
is known as a matrix product state [1–4] (MPS), whereas
when they are connected into a tree, it is known as a tree
tensor network [5–7] (TTN), see Fig. 2. Notice that an
MPS is a particular case of a TTN, and that the latter
is characterized by having no loops. In contrast, other
tensor networks have plenty of loops. This is the case
of the multi-scale entanglement renormalization ansatz
[8, 9] (MERA), described by a quantum circuit in D+ 1
dimensions (D ≥ 1), and the projected entangled pair
state [10] (PEPS), where tensors are connected accord-
ing to a D-dimensional array (D ≥ 2), see Fig. 3.
B. Minimal bond dimension
Given a choice of tensor network, say an MPS, and a
value χ of its bond dimension, the tensor network can
represent some subset Sχ ⊂ V⊗L of states |Ψ〉 of the
lattice by changing the variational parameters stored in
the tensors. By increasing the bond dimension from χ
to χ′, and thus specifying a larger number of variational
parameters, one can represent a larger subset of states,
Sχ ⊆ Sχ′ . However, increasing the bond dimension also
results in a description in terms of larger tensors. This
implies larger storage costs, as well as larger computa-
tional costs to manipulate the tensor network (the cost
of tensor network algorithms typically scales as O(χp) for
some power p, which ranges from p = 3 for a simple MPS
to p ≈ 10− 20 for MERA and PEPS in D ≥ 2 spatial di-
mensions). Consequently, given a state |Ψ〉 ∈ V⊗L, it is
important to identify the minimal bond dimension χmin
capable of representing it, since this will typically lead to
the most compact description and lowest computational
cost.
FIG. 2: (a) Example of a tree tensor network (TTN) for a
lattice of L = 6 sites. Notice that the bond indices do not
close any loop. (b) A matrix product state (MPS) with open
boundary conditions (OBC) is an example of TTN.
C. Global symmetry
Let us now consider a many-body state |Ψsym〉 ∈ V⊗L
that is invariant under the action of a global, on-site sym-
metry G, acting on the lattice L. This could correspond,
for instance, to particle number parity conservation, (G =
Z2), particle number conservation (G = U(1)), or to spin
isotropy (G = SU(2)). In this paper we refer to a state
invariant under G such as |Ψsym〉 as a G-symmetric state.
A possible way to represent a G-symmetric state |Ψsym〉
is by using a tensor network Nsym made of G-symmetric
tensors – that is, where each tensor is invariant under G
– after the action of G has been conveniently extended
to all the bond indices). A G-symmetric tensor has a
well-understood inner structure that allows for a compact
form of storage and for faster tensor manipulations. In
addition, use of G-symmetric tensors in Nsym has several
other advantages, such as ensuring that the symmetry is
exactly preserved even during an approximate computa-
tion, and allowing to target a specific symmetry sector
(for instance, one could choose to target the odd parity
sector for G = Z2, the sector with a given number N = 7
of particles for G = U(1), or sector with spin J = 1/2
for G = SU(2)). As a result, on-site global symmetries
have been systematically incorporated [62–69] into tensor
network algorithms by using symmetric tensors.
Notice, however, that a G-symmetric state |Ψsym〉 can
also be represented with a tensor networkN made of non-
symmetric tensors – all we need is the global symmetry
of |Ψsym〉, which does not require individual tensors to
also be symmetric. And it may well be the case that
the minimal bond dimension χmin is only achieved by a
tensor network N with non-symmetric tensors. That is,
it may be the case that forcing the global symmetry of
|Ψsym〉 into each single tensor in Nsym results in a bond
dimension χmin
sym
larger than is actually needed. A main
goal of the present paper is to establish when this may
occur.
D. Summary of results
Given a tensor network N for a G-symmetric many-
body wave-function |Ψsym〉, we will show the following.
(i) If the network contains no loops (that is, for a TTN
or an MPS with open boundary conditions, see Fig. 2),
then each tensor in N can be replaced with a symmetric
3FIG. 3: Examples of tensor networks with loops: (a) ma-
trix product state (MPS) with periodic boundary conditions
(PBC) for a lattice of L = 6 sites; (b) multi-scale entangle-
ment renormalization ansatz (MERA) for a lattice in D = 1
spatial dimensions; (c) projected entangled-pair state (PEPS)
for a lattice in D = 2 spatial dimensions.
tensor without increasing the bond dimension. In other
words, the minimal bond dimension χmin for |Ψsym〉 can
always be achieved with a tensor network Nsym, so that
χmin
sym
= χmin. (ii) Instead, if the network contains one or
several loops, it might be that replacing non-symmetric
tensors for symmetric ones necessarily requires increasing
the bond dimension, that is χmin
sym
> χmin, as we show with
explicit examples for an MPS with periodic boundary
conditions on a three-site lattice, and for the MERA in
D = 1 spatial dimensions.
These results imply that when looking for the most
compact and computationally efficient, exact representa-
tion of |Ψsym〉 in terms of a TTN (or MPS with OBC),
Fig. 2, we can restrict our attention to a tensor net-
work Nsym made of symmetric tensors. Instead, when
using tensor networks with loops, such as an MPS with
PBC, a MERA or a PEPS, Fig. 3, one still needs to con-
sider the computational benefits of the inner structure
of G-symmetric tensors before being able to decide what
type of tensors, symmetric or non-symmetric, provide the
most compact and computationally efficient description.
Moreover, there are important reasons to use a tensor
network Nsym made of G-symmetric tensors, regardless of
the above considerations, at least in two situations: in the
study of symmetry-protected phases of quantum matter,
and in the study of holography. Indeed, as we recently
explained in Ref. [71], the use of G-symmetric tensors
in the MERA is key to obtaining the right structure of
renormalization group fixed points in the case of sym-
metry protected phases (see also [70]); and to realizing a
property of the AdS/CFT correspondence, namely that
a global symmetry of the boundary theory corresponds
to a gauge symmetry in the bulk.
The rest of the paper is divided into four more sections.
Sect. II reviews the use of symmetric tensors in tensor
networks. Sects. III and IV present our results for tensor
networks without and with loops, respectively. Finally,
Sect. V reviews the results of Ref. [71] concerning the
need for G-symmetric tensors in the MERA when applied
to classifying phases and holography.
FIG. 4: (a) Graphical representation of the constraint in
Eq. 2 fulfilled by a G-symmetric state |Ψsym〉. (b) Graphical
representation of the proof of lemma 1, or Eq. 5. First (left)
we find a representation of ρˆA as a partial trace of |Ψsym〉, see
Eq. 4. Then (center) we use the invariance of |Ψsym〉 under
the action of G, Eq. 2. Finally (right) we use the fact that
G acts unitarily and therefore (Uˆg)
†Uˆg = Iˆ for the sites that
have been traced out.
II. TENSOR NETWORKS IN THE PRESENCE
OF A GLOBAL ON-SITE SYMMETRY
In this section we review the use of G-symmetric ten-
sors in tensor networks.
A. Symmetric many-body wave-function
Let us consider a compact, completely reducible group
G, such as a discrete group (e.g. Z2 for particle number
parity) or a Lie group (e.g. U(1) for particle number con-
servation or SO(3) for spin isotropy), acting on the vec-
tor space V⊗L of lattice L by means of an on-site unitary
representation (Uˆg)
⊗L, where Uˆg : V→ V is a single-site
unitary transformation and g ∈ G is an element of the
group G [72].
We say that a many-body wave-function |Ψsym〉 ∈ V⊗L
is invariant under G, or just G-symmetric, if
|Ψsym〉 = (Uˆg)⊗L|Ψsym〉, ∀ g ∈ G. (2)
In terms of the coefficients Ψˆi1i2...iL in Eq. 1, this condi-
tion reads
Ψˆi′
1
i′
2
...i′
L
=
∑
i1,i2,...,iL
(Uˆg)i′
1
i1(Uˆg)i′2i2 . . . (Uˆg)i′LiLΨˆi1i2...iL ,
(3)
as represented diagrammatically in Fig. 4(a). Let ρˆA
denote the reduced density matrix
ρˆA ≡ trB (|Ψsym〉〈Ψsym|) , (4)
4FIG. 5: (a) Graphical representation of the global constraint
fulfilled collectively by the tensors in a tensor network that
represents a G-symmetric state. (b) Possible assignment of
directions in the indices of a tensor network. (c) Constraint
fulfilled by each G-symmetric tensor. Notice that the group
acts with Vˆg on outgoing bond indices and with (Vˆg)
† on in-
coming bond indices. (d) Proof of lemma 2: (left) tensor net-
work Nsym made of G-symmetric tensors; (center) the same
tensor network where we have used the invariance of each ten-
sor under a symmetry transformation (here, each symmetry
transformation implements the same group element g ∈ G);
(right) after using that (Vˆg)
†Vˆg = Iˆ on each bond index, we
are left with the action G only on the physical indices.
where A denotes a subset of LA sites of lattice L and B
the remaining sites.
Lemma 1. The reduced density matrix ρˆA is also in-
variant under the action of the group, that is,
ρˆA =
(
(Uˆg)
⊗LA
)
ρˆA
(
(Uˆ †g )
⊗LA
)
, ∀ g ∈ G. (5)
This lemma follows immediately from Eqs. 2 and 4
and the fact that Uˆ †g Uˆg = Iˆ, see Fig. 4(b).
B. Tensor network made of symmetric tensors
Fig. 5(a) shows a tensor network N for a G-symmetric
many-body wave-function |Ψsym〉. The global symmetry
imposes collective constraints on the tensors. A possible
way of satisfying these constraints is by using a tensor
network Nsym made of G-symmetric tensors. In order to
do so, we first need to extend the action of the group
G to the bond indices of the network. For this purpose
we assign a direction to each bond index, see Fig. 5(b)
and then define a unitary representation Vˆg : Cχ → Cχ,
where Cχ is a χ-dimensional vector space associated to
each bond index. [To keep the notation simple, in this
section we assume that all bond indices are equivalent:
they have the same bond dimension χ and G acts with
the same unitary representation Vˆg. However, all the
results presented in this section generalize to the case
where each bond index has its own bond dimension and
unitary representation of G].
Given a tensor Tˆ in the tensor network, we distinguish
between outgoing bond indices, where the group acts
with Vˆg, and incoming bond indices, where the group
acts with its adjoint Vˆ †g (for consistency, we can think of
the physical indices, where the group acts with Uˆg, also
as outgoing indices). We then say that tensor Tˆ is sym-
metric if it is invariant under the simultaneous action of
G on all its indices. For instance, for the left-most tensor
in the tensor network of Fig. 5(b), which has one physical
index i and two bond indices j and k, where i and j are
outgoing indices and k is an incoming index, invariance
under G is given by
Tˆi′j′k′ =
∑
ijk
(Uˆg)i′i(Vˆg)j′j Tˆijk(Vˆ
†
g )kk′ , ∀g ∈ G, (6)
see Fig. 5(c). The following lemma is proved in Fig. 5(d).
Lemma 2. A tensor network Nsym made of symmetric
tensors represents a symmetric many-body wave-function
|Ψsym〉.
As discussed in Refs. [63, 67, 68], a G-symmetric tensor
can be regarded as a linear combination of intertwiners,
and as such be written in its (P,Q)-decomposition [63],
where P are a collection of degeneracy tensors, containing
all the degrees of freedom not fixed by the symmetry,
and Q are structural tensors (intertwiners, build from the
Clebsh-Gordan coefficients) completely specified by the
symmetry. The (P,Q)-decomposition of a G-symmetric
tensor offers a very compact representation, in which only
the degeneracy tensors P and some minimal information
about quantum numbers need to be stored in memory. It
also leads to very significant computational gains during
tensor manipulations [63, 67, 68].
Lemma 2 tells us that the use of G-symmetric tensors is
sufficient to ensure the global symmetry of |Ψsym〉. How-
ever, it is not necessary. Indeed, we had already men-
tioned that it is also possible to represent |Ψsym〉 by means
of a tensor network N made of non-symmetric tensors,
which are only collectively constrained by the symme-
try, Fig. 5(a). An immediate question is then whether
the use of symmetric tensors, where each tensor is indi-
vidually constrained by the symmetry, may result in a
minimal bond dimension χmin
sym
larger than the minimal
bond dimension χmin achievable if the tensors are only
collectively constrained by the symmetry. The next two
sections give an answer to this question.
III. TENSOR NETWORKS WITHOUT LOOPS
Let us consider a tensor network without loops, that
is, a tree tensor network (TTN), which includes the ma-
5FIG. 6: (a) Tree graph associated to a tree tensor net-
work (TTN). It is made of a set V of vertices, V =
{v1, v2, · · · , s1, s2, · · · } (where {s1, s2, · · · } denote the sites of
lattice L), and a set E of edges, E = {e1, e2, · · · }, where
each edge can be specified by a pair of vertices (for instance,
e1 = (v1, v2) and e4 = (v1, s1)). The defining property of a
tree graph is the absence of loops. (b) A TTN is obtained
from a tree graph by replacing each vertex in V (other than
those corresponding to sites of L) with a tensor, and each
edge in E with an index. Bond indices connect two tensors.
(c) Each bond index defines a bipartition σ ∈ Ω. This TTN
has three bond indices, and therefore Ω = {σ1, σ2, σ3}. (d) A
bond index α divides the TTN into two parts, and each part
describes a set of χ states, {|ΦAα 〉}
χ
α=1 and {|Φ
B
α〉}
χ
α=1, where
A and B are complementary subsets of sites of L.
trix product state (MPS) with open boundary conditions
(OBC) as a particular case, see Fig. 2.
A. Tree tensor network
An undirected graph is a pair (V,E), where V is a set
of vertices and E is a set of edges connecting the vertices.
A tree is an undirected graph without loops. Here we are
interested in a tree with L open edges or leaves, one for
each site of lattice L, see Fig. 6(a). We refer to any such
tree as a tree on L. Let σ denote a bipartition of lattice
L into two subsets A and B of lattice sites, such that
A ∩ B = ∅ and A ∪ B = L. Notice that each edge of
a tree on L defines a different bipartition σ of L. Let
then Ω be the set of bipartitions σ of L induced by the
tree, where we exclude the bipartitions induced by the
tree where either part A or part B only contain one leaf,
see Fig. 6(b).
Given a tree (V,E) on L, a TTN is obtained by attach-
ing a tensor to each vertex in V and by then connecting
the tensors with indices according to the pattern of edges
in E, Fig. 6(a),(c). By construction, a bond index α of
the TTN corresponds to a bipartition σ ∈ Ω of the lat-
tice L into parts A and B, which also divides the TTN
FIG. 7: (a) Basic step of replacing a tensor Tˆ with a G-
symmetric tensor Tˆsym in a tensor network N . (b) Tensor
network N ′, containing the same number of tensors as N ,
and tensor network N˜ , which contains one tensor less.
into two parts, Fig. 6(d). Each of these two parts is in
itself a TTN. Let χ denote the dimension of that bond
index α. Then one part of the tensor network describes a
set of χ many-body states {|ΦAα 〉}χα=1 for the sites in A,
and the other part of the tensor network describes a set
of χ many-body states {|ΦBα〉}χα=1 for the sites in B, see
Fig. 6(d). Moreover, the many-body wave-function |Ψ〉
for the whole lattice L can be written as
|Ψ〉 =
χ∑
α=1
|ΦAα 〉|ΦBα〉, ∀σ ∈ Ω, (7)
from where it follows that the reduced density matrix
ρˆA ≡ trB (|Ψ〉〈Ψ|) can be written as
ρˆA =
χ∑
αα′=1
〈ΦBα|ΦBα′〉|ΦAα 〉〈ΦAα′ |. (8)
Then this lemma follows simply from Eq. 8.
Lemma 3. For any bipartition σ ∈ Ω, the rank r(ρˆA)
of the reduced density matrix ρˆA is less than or equal to
the bond dimension χ,
r(ρˆA) ≤ χ. (9)
B. Tree tensor network for a symmetric state
Until the end of this section, each partition σ ∈ Ω
has a bond index ασ with bond dimension χσ. That
is, the different bond indices may have different bond
dimension.
Theorem. Let N denote a TTN for |Ψsym〉 ∈ V⊗L,
according to a tree with bipartitions σ ∈ Ω and with bond
dimensions {χσ}σ∈Ω. Then there exist a TTN Nsym for
|Ψsym〉 that is made of symmetric tensors and such that
its bond dimensions {χσ
sym
}σ∈Ω fulfill
χσ
sym
≤ χσ, ∀σ ∈ Ω. (10)
6FIG. 8: (a) Sequence of tensor networks with non-symmetric
tensors, obtained by iteratively using the basic step (de-
scribed in the text), where at the end of each step a G-
symmetric tensor is removed. (b) A tensor network Nsym
made of G-symmetric tensors is obtained by connecting all the
G-symmetric tensors resulting from iterating the basic step,
and the matrix Mˆsym.
Proof. We will prove this result constructively, pro-
ducing the TTN Nsym by sequentially replacing each ten-
sor in N with a symmetric tensor. For simplicity, we
assume that N is made of trivalent tensors, although
the proof can be easily generalized to the case where the
tensors have more than three indices [73]. First, we (ar-
bitrarily) choose one bipartition σ∗ of the TTN, Fig. 7,
which will be treated differently.
Basic step-. Let σ ∈ Ω denote a bipartition of lattice
L into a part A containing two sites s and s′ and a part
B containing the remaining sites. Let Tˆ be the tensor in
the TTN N that connects the indices i and i′ for sites
s and s′ with the bond index α for partition σ. (That
is, σ corresponds to a bipartition of the tensor network
into a single tensor Tˆ and the remaining tensors.) We
can always regard Tˆ as a linear map
Tˆ : Vσ → Vs
sym
⊗ Vs′
sym
, (11)
where Vσ denotes a vector space of dimension χσ for the
bond index α, andVs
sym
andVs
′
sym
denote the vector spaces
of sites s and s′, for which we use the subscript ‘sym’ to
emphasize that the symmetry group G acts with unitary
representations
Uˆ (s)g : V
s
sym
→ Vs
sym
, Uˆ (s
′)
g : V
s′
sym
→ Vs′
sym
. (12)
Let ρˆA be the reduced density matrix for part A,
ρˆA : Vs
sym
⊗ Vs′
sym
→ Vs
sym
⊗ Vs′
sym
. (13)
According to lemma 1, ρˆA is G-symmetric. Let us con-
sider its eigenvalue decomposition,
ρˆA = QˆDˆQˆ†, (14)
where Qˆ is a unitary matrix (QˆQˆ† = Qˆ†Qˆ = Iˆ) and Dˆ
is a diagonal matrix with the (non-negative) eigenvalues
of ρˆA in its diagonal. Notice that Qˆ is a G-symmetric
matrix [74]. In addition, matrix Dˆ only contains some
number χσ
sym
of non-zero eigenvalues, where (by lemma
3) χσ
sym
≤ χσ. Let Pˆ be a projector onto the non-zero
eigenvalue subspace Vsym of Dˆ. Then Tˆsym ≡ QˆPˆ is an
isometry,
Tˆsym : Vsym → Vs ⊗ Vs′ , (Tˆsym)†Tˆsym = Iˆ. (15)
Further, let us define a unitary representation Vˆ
(σ)
g of G
by
Vˆ (σ)g ≡ (Tˆsym)†
(
Uˆ (s)g ⊗ Uˆ (s
′)
g
)
(Tˆsym), ∀g ∈ G. (16)
Notice that
Tˆsym(Tˆsym)
†|Ψsym〉 = |Ψsym〉, (17)
since the projector Tˆsym(Tˆsym)
† preserves the support of
ρˆA. Consequently, we can obtain a new TTN N ′ for
|Ψsym〉 from the old TTN N
N (Tˆ , Rˆ, Sˆ, · · · ) =⇒ N ′(Tˆsym, Rˆ′, Sˆ, · · · ), (18)
by replacing tensor Tˆ with tensor Tˆsym, and the tensor Rˆ
that is connected to Tˆ with a new tensor Rˆ′ = (Tˆsym)†Tˆ Rˆ,
Fig. 7(a). Since the matrix (Tˆsym)
†Tˆ maps Vσ into Vσ
sym
,
(Tˆsym)
†Tˆ : Vσ → Vσ
sym
, (19)
it follows that the index α of Rˆ becomes an index α′ in
Rˆ′ with a χσ
sym
-dimensional vector space Vσ
sym
on which
the symmetry group G acts with the unitary representa-
tion Vˆg. In summary, then, we have been able to replace
one tensor Tˆ with a G-symmetric tensor Tˆsym, without
increasing the corresponding bond dimension.
Iteration-. Next, consider the TTN N˜ (Rˆ′, Sˆ, · · · ) ob-
tained by removing tensor Tˆsym from N ′, Fig. 7(b). By
construction, this new TTN describes a symmetric state
|Ψ˜sym〉 on a lattice L˜ which is obtained from lattice L
by replacing sites s and s′ with an effective site s˜. This
effective site s˜ has vector space Vσ
sym
and unitary repre-
sentation Vˆ
(σ)
g . We can therefore repeat the basic step
above for N˜ , where we choose another suitable biparti-
tion σ˜ ∈ Ω, and iterate for all L − 3 bipartitions σ ∈ Ω,
including bipartition σ∗, which is chosen twice, see Fig. 8.
Final step-. After L − 2 iterations of the basic step,
Fig. 8(a), we are left with one tensor that describes a G-
symmetric state of two effective sites, corresponding to
bipartition σ∗. This tensor is therefore a G-symmetric
matrix Mˆsym.
The tensor network Nsym for |Ψsym〉 ∈ V⊗L is then
obtained by collecting the L − 2 G-symmetric, isometric
tensors, such as the one in Eq. 15, and the G-symmetric
matrix Mˆsym, Fig. 8(b).
7IV. TENSOR NETWORKS WITH LOOPS
In this section we build two explicit examples of tensor
networks that contain loops and for which the replace-
ment of their tensors with G-symmetric tensors necessar-
ily leads to larger bond dimensions.
A. Matrix product state (MPS) with periodic
boundary conditions (PBC)
For our first example, let us consider a lattice L made
of L = 3 sites, each one with vector space V ∼= C3, and
the state
|Ψ〉 ≡ 1√
3
(|000〉+ |111〉+ |222〉) ∈ (C3)⊗3, (20)
which is invariant under a global G = Z3 symmetry, gen-
erated by Uˆ ⊗ Uˆ ⊗ Uˆ , where
Uˆ =

 0 1 00 0 1
1 0 0

 , Uˆ3 = I. (21)
Lemma 4. The state |Ψ〉 in Eq. 20 can be represented
with a MPS with PBC where the dimension of each of
the three bond indices is χmin = 2.
Indeed, let us define the sets of 2 × 2 MPS matrices
{Aˆi, Bˆi, Cˆi}, where i = 0, 1, 2, with all the matrix coeffi-
cients equal to zero except for the following ones:
√
3Aˆ010 = Bˆ
0
01 = Cˆ
0
11 = 1 (22)√
3Aˆ101 = Bˆ
1
11 = Cˆ
1
10 = 1 (23)√
3Aˆ211 = Bˆ
2
10 = Cˆ
2
01 = 1. (24)
Then we have that, indeed,
2∑
i,j,k=0
tr(AˆiBˆjCˆk)|ijk〉 (25)
=
(
Aˆ010Bˆ
0
01Cˆ
0
11
)
|000〉+
(
Aˆ101Bˆ
1
11Cˆ
1
10
)
|111〉 (26)
+
(
Aˆ211Bˆ
2
10Cˆ
2
01
)
|222〉 = 1√
3
2∑
i=0
|iii〉. (27)
This specific MPS with PBC has the triplet of bond
dimensions (2, 2, 2). Notice that if the bond dimension χ
was less than 2 for one index, then we would have an MPS
with OBC. It is then easy to see that the remaining bond
dimensions must be at least χ = 3, that is, we would have
bond dimensions (1, 3, 3).
Let us now try to obtain an MPS with PBC with bond
dimensions (2, 2, 2) using Z3-symmetric tensors. In this
case, each index of a tensor labels irreducible represen-
tations (irreps) of the group Z3. All irreps are one-
dimensional, since Z3 is an Abelian group. There are
three inequivalent irreps, namely 1, ei2pi/3 and ei4pi/3. Let
FIG. 9: MPS with PBC made of three Z3-symmetric tensors
{Aˆ, Bˆ, Cˆ}. Each index of each tensor is labeled by irreducible
representations of Z3. For instance, tensor Aˆ
µ
γα has indices
with irreducible representations γ, α and µ = α− γ| (modulo
3), where we have already taken into account the constraints
imposed by the symmetry, namely that the sum (modulo 3) of
incoming charges be equal to the sum (modulo 3) of outgoing
charges (see e.g. [67]).
us consider first the open indices, corresponding to states
of each lattice site. On each site, the irreps are given by
the states
|0˜〉 ≡ (|0〉+ |1〉+ |2〉)/
√
3, (28)
|1˜〉 ≡ (|0〉+ w|1〉+ w2|2〉)/
√
3, (29)
|2˜〉 ≡ (|0〉+ w2|1〉+ w|2〉)/
√
3, (30)
where w ≡ ei2pi/3. Inverting this relation,
|0〉 ≡ (|0˜〉+ |1˜〉+ |2˜〉)/
√
3, (31)
|1〉 ≡ (|0˜〉+ w2|1˜〉+ w|2˜〉)/
√
3, (32)
|2〉 ≡ (|0˜〉+ w|1˜〉+ w2|2˜〉)/
√
3, (33)
we can express |Ψ〉 as
|Ψ〉 = ( |0˜0˜0˜〉+ |0˜1˜2˜〉+ |0˜2˜1˜〉
+ |1˜0˜2˜〉+ |1˜1˜1˜〉+ |1˜2˜0˜〉
+ |2˜0˜1˜〉+ |2˜1˜0˜〉+ |2˜2˜2˜〉 )/3. (34)
Lemma 5. If |Ψ〉 in Eq. 20 is represented by an MPS
with PBC made of Z3-symmetric tensors, then at least
one of the bond dimensions must be larger than or equal
to 3.
Indeed, let us suppose to the contrary that each bond
index is equal to 2. That is, two different charges appear
on each bond index. As shown in Fig. 9, any choice
of charges on the bond indices uniquely determines the
charges on the open indices, if the tensors are to be Z3-
symmetric. Therefore, with only 2 charges on each bond
index at most 8 triples of charges (α − γ, β − α, γ − β)
can be obtained on the open indices. However, 9 different
triples of charges appear in Eq. 34. Thus, to allow for all
9 triples of charges on the open indices, at least one bond
dimension must be 3.
We have then seen that the presence of a closed loop in
an MPS with PBC implies that it is not always possible
to replace non-symmetric tensors (with a triple of bond
8FIG. 10: Coarse-graining transformation Wˆ made of disen-
tanglers uˆ and isometries wˆ. Each square at the bottom of
the figure represents one site of lattice L, with vector space
V ∼= (C2)⊳⊗(C2)⊲, whereas each square at the top represents
one site of the coarse-grained lattice L′, with vector space V′.
dimensions (2,2,2)) with symmetric tensors without in-
creasing at least one of the bond dimensions. That is,
χmin
sym
> χmin when representing the state |Ψ〉 in Eq. 20
with a PBC MPS.
B. Multi-scale entanglement renormalization
ansatz (MERA)
For our second example, let us consider a lattice L in
D = 1 spatial dimensions made of L sites, where each site
has a four-dimensional vector space V ∼= (C2)⊳ ⊗ (C2)⊲
that decomposes as the tensor product of two qubits,
that we call left qubit (C2)⊳ and right qubit (C2)⊲. Let
time reversal act anti-unitarily on each qubit by means
of Tˆ ≡ iσˆyKˆ, where σˆy is the Pauli matrix
σˆy ≡
(
0 −i
i 0
)
, (35)
and Kˆ denotes complex conjugation [75]. Applying time
reversal twice on a qubit amounts to applying the oper-
ator (T )2 = −Iˆ. This implies that on each site of lattice
L, which is made of two qubits, time reversal squares to
the identity operator, (−Iˆ)⊳⊗ (−Iˆ)⊲ = IˆV, defining a Z2
group of transformations. Following [47–49], we denote
this group of transformations by ZT2 , where the super-
script T emphasizes that it implements time reversal.
Still following [47–49], on the above lattice, we consider
a state |Ψ〉 ∈ V⊗L that is the product of singlet states
|ψ−〉 ≡ 1√
2
(|01〉 − |10〉),
|Ψ〉 ≡
⊗
s∈L
1√
2
(|0s,⊲1s+1,⊳〉 − |1s,⊲0s+1,⊳〉) (36)
=
⊗
s∈L
|ψ−〉s,⊲;s+1,⊳ (37)
where each singlet state is an entangled state of the right
qubit (C2)⊲ of one site s with the left qubit (C2)⊳ of
the next site s+1, see Fig. 10(a). This state is invariant
under the action of time reversal ZT2 , as can be checked
by noticing that each singlet state |ψ−〉 fulfills
(iσy)⊗ (iσy)|ψ−〉 = |ψ−〉. (38)
Let us consider a MERA representation for the state
|Ψ〉 in Eq. 36. Specifically, we focus on one layer Wˆ of
the MERA, made of disentanglers uˆ and isometries wˆ,
uˆ : V˜⊗ V˜→ V⊗ V, wˆ : V′ → V˜⊗ V˜, (39)
subject to isometric constraints
(uˆ)†uˆ = Iˆ
V˜
⊗ Iˆ
V˜
, (wˆ)†wˆ = IˆV′ , (40)
which implements a coarse-graining transformation from
lattice L to a new lattice L′ made of L′ = L/2 sites, see
Fig. 10. In Eq. 39, V˜ denotes the (possibly reduced)
vector space of one site of L after the action of a disen-
tangler uˆ, whereas V′ is the vector space of one effective
site in L′. For each even s, first uˆ† acts on pairs of sites
(s, s+1) of L, and then wˆ† acts on pairs of sites (s−1, s),
to produce a site of L′. Overall, Wˆ † takes two adjacent
sites of lattice L, with combined vector space V⊗V, into
a single effective site of L′, with vector space V′. The
coarse-graining transformation Wˆ † thus maps the state
|Ψ〉 ∈ V⊗L of the lattice L into a state
|Ψ′〉 ≡ Wˆ †|Ψ〉, (41)
of the coarse-grained lattice L′. Our goal is to represent
the state |Ψ〉 as a tensor network by writing it in terms
of Wˆ and |Ψ′〉,
|Ψ〉 = Wˆ |Ψ′〉. (42)
This is actually just one step in building the MERA,
which in general will concatenate several coarse-graining
transformations, but it turns out to be sufficient for our
purposes.
Next we discuss whether there exist disentanglers uˆ
and isometries wˆ such that the coarse-grained state |Ψ〉′ is
a product state, which corresponds to a vector space V′ of
dimension χ = 1, or must necessarily remain entangled,
which corresponds to a vector space V′ of dimension χ >
1. Notice that here χ is the bond dimension of the upper
index of the isometry wˆ.
Lemma 6. If the disentanglers uˆ and isometries wˆ are
not restricted by time-reversal ZT2 symmetry, then there
exist tensors (uˆ, wˆ) such that χ = 1.
Lemma 7. If the disentanglers uˆsym and isometries
wˆsym are restricted to be (time-reversal) Z
T
2 -symmetric,
there do not exist tensors (uˆsym, wˆsym) such that χ = 1.
In other words, when representing |Ψ〉 as a MERA,
the use of Z2-symmetric tensors requires a larger bond
dimension, χmin
sym
> χmin.
The proofs of lemma 6 and lemma 7 are closely related
to recent results concerning symmetry protected phases
of quantum matter in D = 1 spatial dimension [44–47].
9FIG. 11: (a) Graphical notation for |ψ−〉, the identity oper-
ator on a qubit C2, and 〈ψ
−|. In particular, a line represents
the identity on a two-dimensional vector space. (b) Graphical
notation for 〈Ψ|, where |Ψ〉 is the state in Eq. 36. (c) Isome-
try wˆ and isometry uˆ in Eqs. 43-44. The lower legs of uˆ are
represented by a double line, representing the identity in the
vector space V ∼= (C2)⊳ ⊗ (C2)⊲, whereas the upper legs are
represented by a single line, representing the identity in the
vector space V˜ ∼= C2. The isometry wˆ has no upper leg, since
the effective sites of L′ have vector space V′ ∼= C. (d) Un-
der coarse-graining by Wˆ †, the state |Ψ〉 becomes a product
state. The figure shows 〈Ψ|Wˆ or, equivalently, 〈Ψ′|, where
|Ψ′〉 = |0〉⊗L/2. In red, we can follow the fate of two singlets
|ψ−〉 under coarse-graining. One of them (left) is absorbed
by a disentangler, whereas the other (right) is absorbed by an
isometry.
For lemma 6 we can build the following disentangler uˆ
and isometry wˆ, Fig. 11(c),
uˆ ≡ Iˆs,⊳ ⊗
(|ψ−〉s,⊲;s+1,⊳)⊗ Iˆs+1,⊲, (43)
wˆ ≡ (|ψ−〉s−1,⊲;s,⊳) 〈0|. (44)
In this case, V˜ ∼= C2, V′ ∼= C. When acting on |Ψ〉 as
|Ψ′〉 ≡
(⊗
even s
wˆ†s−1,s
)(⊗
even s
uˆ†s,s+1
)
|Ψ〉 (45)
the disentanglers eliminate every second singlet |ψ−〉 in
|Ψ〉, whereas the isometries eliminate the remaining sin-
glets, Fig. 11(d). The resulting state is the product state
|Ψ′〉 = |0〉⊗L/2, (46)
which requires χmin = 1. This proves lemma 6. It turns
out that by using ZT2 -symmetric local unitary transfor-
mations, it is not possible to transform |Ψ〉 into a product
state. Since both uˆsym and wˆsym can always be completed
into Z2-symmetric unitary transformations, the results
of Refs. [44–47] imply that by means of ZT2 -symmetric
disentanglers and isometries it is not possible to trans-
form |Ψ〉 into a product state. Therefore, we have that
χsym > 1, proving lemma 7.
In preparation for the next section, let us introduce
a second coarse-graining transformation Wˆsym, made of
(time-reversal) ZT2 -symmetric tensors, that has the state
FIG. 12: (a) ZT2 -symmetric isometry wˆsym and (trivial) dis-
entangler uˆsym in Eqs. 47-48. Each upper and lower leg of
these tensors is represented by a double line, corresponding
to the identity operator on a vector space C2⊗C2. (b) Under
coarse-graining by Wˆ †sym, the state |Ψ〉 is mapped into a state
with the same local structure. The figure shows 〈Ψ|Wˆsym,
which is equal to 〈Ψ| on the coarse-grained lattice L′ with L/2
sites. In red, we can follow the fate of two singlets |ψ−〉 under
coarse-graining. One of them (left) propagates from L to L′,
whereas the other (right) is absorbed by an isometry. (c) Con-
catenation of two steps of the coarse-graining transformation,
to emphasize that the state |Ψ〉 is indeed a fixed-point of the
Z
T
2 -symmetry protected coarse-graining transformation. At
each coarse-graining step, half of the singlet states |ψ−〉 are
absorbed by the isometries.
|Ψ〉 in Eq. 36 as a fixed point. It consists of the following
(trivial) disentanglers uˆsym and isometries wˆsym
uˆsym ≡ Iˆs ⊗ Iˆs+1, (47)
wˆsym ≡
(
Iˆs−1,⊳ ⊗ |ψ−〉s−1,⊲;s,⊳ ⊗ Iˆs,⊲
)
, (48)
Fig. 12(a). In this case V˜ ∼= (C2)⊳ ⊗ (C2)⊲, whereas
V
′ for an effective site is obtained by joining left and
right qubits from two different sites of L, V′ ∼= (C2)s,⊳⊗
(C2)s+1,⊲, see Fig. 12(b). The coarse-grained state
|Ψ′〉 = Wˆ †
sym
|Ψ〉 is locally identical to |Ψ〉, and therefore
|Ψ〉 is indeed a fixed-point of the coarse-graining trans-
formation Wˆsym.
We say that |Ψ〉 is a fixed-point of a symmetry pro-
tected (with symmetry ZT2 ) renormalization group flow,
in that we have enforced the ZT2 symmetry in the coarse-
graining tensors uˆsym and wˆsym. If we do not enforce this
symmetry on the tensors, then we have seen above that
the state |Ψ〉 can be coarse-grained into a product state,
Eq. 46.
V. DISCUSSION
In this paper we have considered tensor networks that
represent G-symmetric many-body wave-functions. In
Sect. III we have shown that the use of G-symmetric
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FIG. 13: (a) The multi-scale entanglement renormalization
ansatz (MERA) for a lattice L of L = 32 sites in D = 1 spatial
dimensions. Notice that the MERA expands one dimension
more than the lattice L. The radial direction of the MERA
corresponds to scale. The MERA can be used to represent the
ground state |Ψ〉 of a quantum critical system, corresponding
to a CFT, and the network of tensors is a discrete version of
AdS geometry. (b) If the ground state |Ψ〉 has a global on-
site symmetry G, then the tensor network is invariant under
the action of the symmetry simultaneously on all the sites of
L. (c) If the MERA is made of G-symmetric tensors, then
not only does it preserves the symmetry globally (lemma 2),
but the bulk of the tensor network is also invariant under the
action of G locally on individual tensors, where the symmetry
acts on all the indices of the tensor at once.
tensors does not require an increase in bond dimension χ
when the tensor network has no loops (that is, a TTN),
that is, χmin
sym
= χmin. Moreover, in Sect. IV we have de-
scribed explicit examples of states described with a ten-
sor network with loops (namely with an MPS with PBC,
and with the MERA) such that the use of G-symmetric
tensors necessarily requires a larger bond dimension χ,
so that χmin
sym
> χmin.
It is important to emphasize that in this second case it
is not necessarily true that non-symmetric tensors pro-
duce the most compact or computationally convenient
tensor network representation. Indeed, the sparse struc-
ture of G-symmetric tensors implies that they may de-
pend on less parameters, and result in less costly calcu-
lations, even when their bond dimension is larger. There-
fore, for tensor networks with loops, establishing whether
the use of G-symmetric tensors leads to a more compact
and computationally less expensive representation of the
many-body wave-function requires a more detailed anal-
ysis, and the final conclusion may depend on the specific
many-body wave-function that is being represented.
We also note that the discussion of this paper con-
sidered only different exact representations (with and
without G-symmetric tensors) of some fixed G-symmetric
many-body wave-function |Ψ〉. Another context of in-
terest is that of using a tensor network as a variational
ansatz. In that case, for a fixed bond dimension χ, we
may aim at producing an approximate description of a
G-symmetric ground state by minimizing the expectation
value of the Hamiltonian. If obtaining the lowest possible
variational energy Eχ is the only goal, it is clear that an
unconstrained search (where the tensor network is not
required to represent a G-symmetric state) is likely to
produce a lower energy than a constrained search (where
we enforce symmetry constraints to the variational wave-
function).
Finally, we notice that there are situations where the
use of G-symmetric tensors appears as mandatory, re-
gardless of computational costs or variational energy con-
siderations. Two of these situations, analyzed in Ref.
[71], relate to using the MERA to produce a symmetry-
protected renormalization group flow (see also [70]). Here
we review them briefly.
First, as we have seen at the end of Sect. IV, the use
of G-symmetric tensors produces a symmetry-protecting
renormalization group flow that has the G-symmetric
state |Ψ〉 in Eq. 36 as a fixed-point; whereas using
non-symmetric tensors produces a renormalization group
transformation where the same state |Ψ〉 flows into a
product state |prod〉. It turns out that the state |Ψ〉
and the product state |prod〉 belong to different sym-
metry protected topological (SPT) phases under time-
reversal symmetry (G = ZT2 ) [44–49]. A symmetry-
protecting renormalization group transformation, made
of G-symmetric tensors, can be used to find out what
SPT phase a given ground state belongs to, by observing
what fixed point it flows to. However, if the renormaliza-
tion group transformation is not made of G-symmetric
tensors, then nothing prevents the state of the system
from flowing towards the product state |prod〉, which cor-
responds to the trivial SPT phase. We conclude [70, 71]
that a G-symmetry protecting coarse-graining transfor-
mation, made of G-symmetric tensors, is needed in order
to define a renormalization group with the right struc-
ture of fixed points – namely, different fixed-points for
different SPT phases.
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Second, the use of G-symmetric tensors is also es-
sential in order to reproduce certain properties of the
holographic principle with the MERA. Recall that the
AdS/CFT correspondence [51] establishes a connection
between a conformal field theory (CFT) and a theory of
gravity in anti de Sitter (AdS) space in one additional
dimension, which corresponds to scale. In this scenario,
there is a dictionary between properties of the CFT (seen
as living at the boundary of the space with one addi-
tional dimension) and properties of the gravity theory
(seen to live in the bulk of AdS space). In particular, a
global symmetry of the CFT corresponds to a gauge sym-
metry of the gravity theory [52]. In Refs. [53–61], the
MERA is regarded as a lattice realization of the holo-
graphic principle. In Ref. [71] we pointed out that, if
we use G-symmetric tensors to represent a many-body
wave-function with a global, on-site symmetry G, then
the resulting tensor network, extending in one additional
dimension (corresponding to scale) has a gauge symmetry
given by group G, see Fig. 13, thus matching a property
observed in AdS/CFT [51, 52].
In conclusion, we have investigated the trade-off be-
tween using a tensor network with minimal bond di-
mension and one made of symmetric tensors. We have
shown that when describing a G-symmetric many-body
wave-function with a TTN, one can always replace non-
symmetric tensors with G-symmetric ones without in-
creasing the bond dimension, and that this is no longer
the case for tensor networks that contain loops. However,
we pointed out that in the latter case there might still
be good reasons, both conceptual and computational, to
prefer using G-symmetric tensors.
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