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When we represent logical, connective implications by directed edges, the resulting set 
of directed edges can be regarded as a complex network. In this article, we compose a 
network model that represents a deductive-logic-like structure composed solely of 
implications. The proposed network model grows like the BA model reported    
                    [Science 286, 509 (1999)]. Though the BA model references the 
whole of the existing network when a node is added, our model references only part of 
the existing network. In this view, our model is more realistic than the BA model. 
However, it also exhibits power law characteristics. 
 
 
 The imp  c   o          o  “ f    h   C”     n ordered binary relation in formal 
logic. Therefore, it may be represented by a directed edge, such as “A → C,”         of 
the frequently u      p         o  “A ⊃ C.” Thus, a real-world set composed of a huge 
number of implicational relations, such as “ f X      c ow  h   X          ” o  “ f X      
kitten then X is a cat,” c        g               c    comp  x    wo k. Though there are 
some formal representations of logic, as in mathematical logic [1], proof theory [2], and 
lattice theory [3], these representations mainly focus on algebraic structure. On the 
contrary, in this article, we present the network-like features of logic. 
 The pioneering models of complex networks are the ER model [4], WS model 
[5], and BA model [6]. Of these, the model proposed in this article is most similar to the 
BA model, proposed by          and Albert. The BA model consists of two main 
features: growth and preferential attachment. Growth represents the step-wise evolution 
of a network by adding nodes and directed edges. The preferential attachment rule is 
employed when a new node is added to an existing network. This rule determines the 
probability of a new edge being formed between the new node and existing nodes 
according to their number of attached edges. Thus, nodes with many attached edges 
acquire more edges, whereas those with fewer edges struggle to acquire new edges. As a 
result of this preferential attachment, the BA model exhibits power law characteristics in 
terms of its degree distribution. The power law is sometimes referred to as being 
scale-free, and is a universal phenomenon displayed in the metabolic networks of 
organisms [7], topology of the Internet [8], directed graphs on the Web [9], and so on. 
The fact that the BA model demonstrates the power law implies that it is as universal as 
these other networks. 
 In general, there are two inferences in logic: deduction and induction. In this 
article, we consider only deductive inference, which is considered to present fewer 
problems than induction. One famous representation of deduction is: “All men are 
mortal. Socrates is a man. Therefore, Socrates    mo    .” That is, deduction is broadly 
reasonable to most people. We formulate the process of deduction, and transform it into 
a network of logic based on deductive inference. 
 In the BA model, all information about the entire existing network is 
referenced when a new node is added. This is not a problem when there are few nodes 
or edges. However, if we have thousands of nodes or edges, this reference to the whole 
of the network becomes too strong and idealistic. In fact, there are some modified 
models that limit their reference to a local, finite part of the network [9-11]. In this 
article, the reference and transformation also remain local; thus, our model is more 
realistic than the BA model. Despite this restriction, our model also exhibits the power 
law in terms of degree distribution. This new result adds deductive logic (to be precise, 
local deductive logic that does not assume the wholeness of the network) to the 
collection of networks that exhibit the power law. 
 We now describe the construction of our model. First, we formulate deduction 
into a scheme. For a set B, we prepare a tautological binary relation B → B. In logic, 
this binary relation is called a reflexive law; under normal conditions, there is generally 
no argument with this relation. Next, we bring up a subset A of B on the   f  of “→,”and 
a set C whose subset is B on the   gh  of “→.” Thus, a new binary relation A → C is 
formed. This binary relation is ensured by the inclusive relation of sets or the transitive 
law in logic. The validity of this implicational binary relation A → C is easy to 
understand by substituting the      of “c   ,” “k      ,”     “   m   ” fo  B, A, and C, 
respectively (see Fig. 1). Roughly speaking, the transformation is a manipulation akin to 
“collapsing the left and expanding the right.” Th     w  -formed binary relation is not 
novel, but is sound. In addition, the transformation exactly coincides with the “Socrates” 
example described above, where A, B, and C       g         “Soc     ”, “me ”,     
“mo    s,”    p c  v   . Thu ,  h        fo m   o     a schematic representation of 
deduction. 
 The BA model network grows in a step-by-step manner as nodes are added. 
At each step, the number of edges of every node (i.e., the complete network) is checked. 
That is, in the BA model, it is assumed there is some viewpoint that can overlook the 
whole of the network, even as the network becomes huge. This assumption is not quite 
realistic when real-world networks are considered. Therefore, we do not adopt this 
assumption, and instead introduce a local network transformation into our model as the 
network grows. This local transformation proceeds as follows: 
 
1. Choose a node p from an existing network. 
2. Prepare a node p' that is a copy of p and a directed edge between p and p'. The 
direction of the directed edge is determined at random with a probability of 0.5. 
Regardless of its direction, the new directed edge (either p → p' or p' → p) represents a 
tautological binary relation at this moment, because p and p' have the same 
representation. 
3. Transform the new directed edge by the deductive transformation described above, 
i.e., “co   p   g the left and expanding the right.” 
4. The set of nodes that have a directed edge to or from p are called the adjacent set. 
Check whether p' and each node in the adjacent set have an implicational relation “→” 
(details are described later). If p' and a member of the adjacent set have an implicational 
relation “→,” form a directed edge between p' and that node in the natural direction. 
5. Recheck the implicational relations “→” between p and each node of the adjacent set. 
If p retains any such relations, the directed edge between p and the node is maintained. 
Otherwise, remove the directed edge. 
 
Steps 4 and 5 illustrate wh  w  c     h       fo m   o  “ oc  ,” as only those directed 
edges to nodes in the adjacent set are checked. Nodes outside the adjacent set are not 
examined. 
 We implement the manipulation of “co   p   g  h    f       xp     g  h  
  gh ” u ing bit strings. A binary       o  “→” between two bit strings a1 a2 a3 ... an and 
c1 c2 c3 ... cn is defined as follows: 
 Definition a1 a2 a3 ... an → c1 c2 c3 ... cn iff ai ≤ ci ∀i, where ai and ci are either 0 or 1. 
 
For example, the 4-bit strings 0110 → 0111 and 0101 → 1111 satisfy this definition. 
However, 0110 does not have a binary relation with 1101, because the third bit does not 
satisfy the definition. This binary relation is formed from the   f  x v    w of “→” by 
“co   p   g the left and expanding the right.” Fo   x mp  , w  c   co       0101 → 
1111 to be formed from 0111 → 0111    “co   p   g the left” to give 0101 → 0111 and 
“ xp     g the right” as 0111 → 1111. The fo m                o  0111 → 0111 is 
validated by the   f  x v    w of “→.” This representation by bit strings also gives a 
representation of the deductive transformation. Figure 2 shows an example of the local 
transformation of a network represented by bit strings. 
 Using the local network transformation described above, we propose the 
following construction: 
 
1. Consider m nodes in the initial state. Each node is represented by an n-bit string. If 
each pair of nodes is in the state of “→,” a directed edge is formed between them in the 
corresponding direction. 
2. Choose a node at random from the existing network, and conduct the local network 
transformation around this node. 
3. In the new node, e ch     m       “co   p   g  h    f ”    set to 0 if its former value 
is 0; otherwise, it is set to 0 or 1 at random with a probability of 0.5. Each bit of the new 
 o   m       “ xp     g  h    gh ”    set to 1 if its former value is 1; otherwise, it is 
set to 0 or 1 at random with a probability of 0.5. This step is repeated until the left and 
right nodes become different. 
4. If, in the process of local network transformation, we form two nodes that are the 
same, then they are linked to each other by two reciprocal directed edges. 
5. Steps 2–4 are iterated until we reach a predefined number of nodes N. 
 
 We conducted a trial with m = 2, N = 10000, and 14-bit strings. The initial 
nodes are p1 = 00000001111111 and p2 = 00000001111111; thus, there are two 
reciprocal directed edges p1 → p2 and p2 → p1. As shown in Fig. 3, both the out-degree 
and in-degree exhibit power-law distributions of the node degree. Figure 4 shows the 
evolution of the clustering coefficient and average path length with respect to N. The 
clustering coefficient remains constantly high, and the average path length is 
proportional to log(N). Note that the edge directions are ignored in calculating the 
clustering coefficient and average path length; that is, the networks are regarded as 
undirected networks. 
 These results show that, like many other networks, deductive logic has 
universal structure. As logic is used by every healthy subject, this would appear to be 
valid. That is, logic is one of the most abstract computational models to have been 
formulated from the real world. If logic is not universal, it would never have become so 
popular. 
 The network in the model is updated step by step, including existing nodes 
and directed edges. At first, the change in the representation of a node (the change in its 
bit string) may be unexplainable, as may the addition or elimination of a directed edge. 
However, these aspects of the model correspond to a reconsideration of our recognition 
of the real world. We sometimes change our view of the world drastically—the change 
of representation of a node and the addition/elimination of a directed edge represent this 
drastic change. Logic that has already been formalized is static and does not vary. 
However, our logical judgment in the real world is dynamic and pliable. The model in 
this article is a representation of the latter. Such a reconsideration has been argued in the 
area of artificial general intelligence [12]. The most important aspect of our model is the 
sustainment of the power law, no matter how the network is updated.  
 
Acknowledgement This work was carried out under the supports by the Cooperative 
Research Project Program H25/A12 of the Research Institute of Electrical 
Communication, Tohoku University. 
 
 
[1] J. R. Shoenfield, Mathematical Logic (A K Peters/CRC Press, Natick, Massachusetts, 
2001). 
[2] A. S. Troelstra and H. Schwichtenberg, Basic Proof Theory, 2nd Edition (Cambridge 
University Press, Cambridge, 2000). 
[3] B. A. Davey and H. A. Priestley, Introduction to Lattices and Order, 2nd Edition 
(Cambridge University Press, Cambridge, 2002). 
[4] P. E  ős and A. Rényi, Publ. Math. 6 (1959). 
[5] D. J. Watts and S. H. Strogatz, Nature 393, 440 (1998). 
[6] A.-L. Barabási and R. Albert, Science 286, 509 (1999). 
[7] H. Jeong, B. Tombor, R. Albert, Z. N. Oltvai, and A.-L. Barabási, Nature 407, 651 
(2000). 
[8] M. Faloutsos, P. Faloutsos, and C. Faloutsos, ACM SIGCOMM Comput. Commun. 
Rev. 29, 251 (1999). 
[9] A. Broder, R. Kumar, F. Maghoul, P. Raghavan, S. Rajagopalan, R. Stata, A. 
Tomkins, and J. Wiener, Comput. Networks 33, 309 (2000). 
[10] J. Gómez-Gardeñes and Y. Moreno, Phys. Rev. E 69, 037103 (2004). 
[11] L.-N. Wang, J.-L. Guo, H.-X. Yang, and T. Zhou, Phys. A: Stat. Mech. Appl. 388, 
1713 (2009). 
[12] B. Goertzel, and C. Pennachin (eds), Artificial General Intelligence (Springer, 
Berlin Heidelberg, 2007). 
 
 
 
 
 Figure 1: Forming implicational relations. This transformation is represented as 
“co   p   g  h    f       xp     g  h    gh ” f om the   u o og c                o  “c    
→ c   .” 
 
 
Kittens  
Cats 
 
Animals 
 
 
Kittens 
 
Animals 
 
Cats 
 Figure 2: An example of local network transformation represented by bit strings. From 
the initial network (upper left), a node p = 1100 is randomly chosen and copied as p'. 
Thus, a tautological binary relation is formed (upper right). The tautological binary 
relation is transformed by the deductive transformation of “co   p   g  h    f  and 
 xp     g  h    gh ” ( ow     f ). Th        o      w       h   p = 0100 or p' = 1110, 
and the existing nodes 0000 and 1101 that have the relation “→” with p are checked. If 
two nodes are related by “→,”       c      g          /        ; otherwise, the edge is 
removed/not added (lower right). By this local network transformation, the existing 
relation 1110 → 1101 is removed. The node 1111 is not completely referenced by this 
local network transformation. This explains  h  m     g of  h  “ oc  ” network 
transformation. 
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Figure 3: Distributions of node degrees. (a) Out-degree and (b) in-degree. Each graph 
shows the relation between the degree (vertical axis) and the rank ordered by the degree 
(horizontal axis). Both graphs are double logarithmic plots. 
(a) 
 
(b) 
 
Figure 4: (a) Evolution of clustering coefficient with respect to N for values of N = 10, 
20, ..., 100, 200, ..., 1000, 1500, 2000, ..., and 5000. The straight line is positioned at 
0.77. (b) Evolution of average path length with respect to N for the same values of N. 
The curved line is the plot of (4 log10N)/5. 
