Abstract. The paper describes a new attack on RSA-CRT employing Montgomery exponentiation. Given the amount of so-called final subtractions during the exponentiation of a known message (not chosen, just known), it creates an instance of the well known Hidden Number Problem (HNP, [2] ). Solving the problem reveals the factorization of RSA modulus, i.e. breaks the scheme. The main advantage of the approach compared to other attacks [14, 17] is the lack of the chosen plaintext condition. The existing attacks, for instance, cannot harm so-called Active Authentication (AA) mechanism of the recently deployed electronic passports. Here, the challenge, i.e. the plaintext, is jointly chosen by both parties, the passport and the terminal, thus it can not be conveniently chosen by the attacker. The attack described here deals well with such a situation and it is able to solve the HNP instance with 150 measurements filtered from app. 7000. Once the secret key used by the passport during AA is available to the attacker, he can create a fully functional copy of the RFID chip in the passport he observes. A possible way to obtain the side information needed for the attack within the electromagnetic traces is sketched in the paper. Having no access to high precision measurement equipment, its existence has not been experimentally verified, yet. The attack, however, should be taken into account by the laboratories testing the resilience of (not only) electronic passports to the side channel attacks.
Introduction
Motivated by the recent deployment of the electronic passports, we study the security of it anti-cloning measure called Active Authentication (AA, [5] ). As it is an RSA based challenge-response protocol, one can try to attack AA with the well-known Schindler's adaptive chosen plaintext attack [14] or Tomoeda's chosen plaintext attack [17] . It turns out, however, both of these approaches fail in this scenario due to their chosen plaintext condition as the plaintext used in AA is chosen jointly by both parties.
In this paper we present a new side channel attack on RSA-CRT with Montgomery multiplication [10] . Being a known plaintext attack, it suits well the AA scenario. The side information that is available to the attacker is the same as in [17] , i.e. the amount of the final subtractions during Montgomery exponentiation within one branch of the CRT computation (e.g. exponentiation mod p). It is shown such information can be used to obtain modular approximations of one of the factors of the RSA modulus. The side information is stronger variant of the simple timing information used in [14] .
The approximations suit perfectly as the input to the well-known Hidden Number Problem [2] which can be efficiently solved using lattice reduction techniques [9, 4] . The attack presented using this side information is of independent merit and can be applied in other scenarios where the side information is available.
The existence of the side information in the electronic passport is yet to be proven, however. Our simple measurements show the square-and-multiply-always exponentiation can be identified very well in the electromagnetic trace surrounding the chip. More precise measurements are needed, however, to support the hypothesis that Montgomery multiplication is used and that the amount of the final subtractions is revealed.
As the existence of the side channel implies the insecurity of AA security measure, the attack should be taken into account by the testing laboratories. No further research is needed for this purpose. On the other hand, no theoretical guarantee is given in the paper that the attack always works. Further research is necessary for more theoretical results. The attack validity is supported by the experiments with the emulated side information. As the electronic passports are already deployed, we believe the attack should be made public at this stage already.
The paper is organized as follows. The electronic passport and AA are overviewed together with our simple electromagnetic measurements in Section 1. The RSA-CRT scheme with Montgomery multiplication is described in Section 2. Briefly overviewing the existing attacks, we elaborate the conversion to HNP here, as well. Remarks on HNP relevant to the scenario and the results of the experiments with the emulated observations are given in Section 3. Several possible directions for future research are suggested in Section 4.
e-Passport
The electronic passport is a modern travel document equipped with a RFID (Radio Frequency IDentification) chip compatible with ISO 14443 [7] (on the physical layer to the transport layer) and with ISO 7816 [8] (the application layer).
The chip contains digitally signed electronic copy of the data printed on the passport: the machine readable zone (MRZ) including the passport no., the photo
Algorithm 1 Active authentication
Parties: T . . . terminal, P . . . passport 1: T: generate random 8-byte value V 2: T → P: V 3: P: generate random 106-byte value U 4: P: compute s = m d mod N , where m ="6A"||U ||w||"BC", w = SHA-1(U ||V ) and d is the passport's secret AA key securely stored in the protected memory 5: P → T: s, U 6: T: verify m = s e mod N , where e is the passport's public key stored in publicly accessible part of passport memory of the holder, as well as the public and private key for the Active Authentication (AA) described in the next paragraph.
Active Authentication
Besides the required security mechanisms in [6] such as the passive authentication and the basic access control (BAC), the e-passport can optionally employ cryptographically more sophisticated active authentication which aims to make the duplication virtually impossible for the attacker. The challenge-response protocol used in AA is shown in Algorithm 1.
As we can see, the formatted message m being signed by the passport is chosen jointly by the terminal and the passport, thus cannot be conveniently chosen by the attacker on the terminal side.
Electromagnetic Side Channel Leakage
As previously mentioned, the e-passport is compatible with ISO 14443 on the physical layer. To send the data to the terminal, the so-called near magnetic field is employed. Depending on the data being sent, the passport loads its antenna with a specific impedance circuit. Such an activity propagates in the surrounding magnetic field which is detected by the terminal. The reader is encouraged to see [3] for more details on the physical layer.
The question that is an interesting one to be asked in this scenario is whether the passport can fully control the emanation of the antenna. It is not only the special purpose circuit but also the other parts of the chip that load the antenna with their impedances. Especially, one should ask whether any of the cryptographic operations computed on the chip can be identified in the surrounding field.
During the early stages of the research, we presumed square-and-multiply algorithm with Montgomery exponentiation is employed during AA. This hypothesis is partly supported by the measurements shown on Figure 1 . The ratio between the duration of two repetitive patterns corresponds to the execution duration of square and multiply operations and they appear in two series of 512 repetitions. This measurement does not reveal, however, whether the Montgomery multiplication is used. In case it is not, the attack described in the following text can still be employed in other implementations that make use of Montgomery multiplication. Since we presume square-and-multiply-always algorithm (see Algorithm 3) is used for exponentiation, the secret exponent d cannot be directly extracted from these measurements. We suspect however, it is possible to extract some information about the exponentiation if higher precision measurements are available. In fact, we believe the number of so-called final subtractions within the exponentiation mod p can be revealed by this side channel. A method that is able to make use of such information and discloses the secret key d is described in the next section.
RSA-CRT with Montgomery Multiplication
Let N be the public RSA modulus and e be the public exponent. Let (p, q, d) satisfying N = pq, d = e −1 mod φ(N ) be the corresponding private data. Being given message m, the private RSA operation m d mod N is computed using Chinese Remainder Theorem as follows
Algorithm 2 Montgomery multiplication mont()
, m p = m mod p, m q = m mod q and p inv p = 1 (mod q). For our attack, we expect the exponentiation in (1) and (2) is computed employing the standard square-and-multiply-always algorithm with Montgomery representation of the integers (see Algorithm 3) with Montgomery constant R = 2 log N 2 . One of the well-known countermeasures to prevent a simple SPA side channel attack on Algorithm 3 is the execution of the dummy multiplication in step 8. This prevents an attacker from distinguishing if the operation mont(z, u, p) was executed or not. We will see, however, this countermeasure has no effect on our attack.
Schindler's observation
In [14] , Schindler demonstrated an interesting property of the Montgomery multiplication algorithm (Algorithm 1). Let x be a fixed integer in Z p and B be randomly chosen from Z p with uniform distribution. Then the probability that the final subtraction (step 6 in Algorithm 2) occurs during the computation mont(x, B) is equal to
This observation allowed attacking RSA-CRT with an adaptive chosen plaintext timing attack.
Trick by Tomoeda et al.
In [17] , the original Schindler's attack is modified to a chosen plaintext attack. All of the values are chosen in advance by the attacker, i.e. they are not required to be chosen during the attack.
With the probability of the final subtraction computation within one multiplication step given by Schindler (4), Tomoeda gave an estimate on the total number of final subtractions n i during the whole exponentiation operation (m p,i ) dp mod p, where m p,i = m i mod p. In fact, the approximation (5)
is given for 0 ≤ i < k where n max = max 0≤i<k n i and n min = min 0≤i<k n i are the maximal and the minimal number of FS during k observations. To justify this approximation, the authors of [17] proposed experimental result similar to the one shown on Figure 2 .
Being an approximation, we cannot expect (5) to be as tight as Schindler's high-precision (4). Instead, we can empirically measure minimal precision of (5) in bits. In section 2.4, we will see for 1024 bit modulus we can expect at minimum 4 bits with proper filtering of the measurements.
In [17] , the attack used 512 measurements (in case without the RSA blinding) to recover 512 bit long prime factor of N , i.e. one bit per measurement was used on average. We will see in section 2.4, however, that the average number of bits extracted per measurement and even their minimum can be much higher.
Conversion to HNP
Both approaches, Schindler's [14] and Tomoeda's [17] , are chosen plaintext attacks on RSA-CRT with Montgomery exponentiation. They cannot be applied on AA in the e-passport scenario, however. As the plaintext (i.e. the formatted challenge) is generated jointly by the terminal and the e-passport, it cannot be conveniently chosen by the attacker.
The main contribution of this paper is the lack of the chosen plaintext condition while recovering the factorization of N . To do this we transform the problem of finding the secret factor of N to the well-known Hidden Number Problem (HNP, see [12] ). Being given the approximation (5), we first realize there exists an integer k i such that m i R mod p = m i R − k i p. Consequently, we multiply (5) by N obtaining The relationship between the known number of FS during the computation (mp,i) dp mod p and the unknown value miR mod p. We see it is strongly linear and can be expressed as in (5).
and we substitute t i = m i R mod N and u i = ni−nmin nmax−nmin N for 0 ≤ i < k. We now have a "modular approximation" u i of a known t i -multiple of (hidden number) q, i.e.
for suitable k i , 0 ≤ i < k. Even if the values t i and u i were taken at random from Z N , it would hold
(let us remind |a| N = min k∈Z (a − kN )). However, we expect (7) to be a better approximation than the random one and we can measure its precision in bits and note it as l i , i.e. 
Approximation Precision and Filtering
During the one-time precomputation step we simulated the side channel measurements over 2 12 RSA instances with 1024 bits long mudulus and 2 12 random plaintexts for each instance. The minimal number of FS within the exponentiation mod p was 0 while the maximal was 290.
For each measurement we computed so-called "ideal n max ", the value for which the approximation (6) becomes equality with n min = 0. The value was rounded to the nearest integer. The distribution of these values is shown on Figure 3 . The value 224 being the most frequent candidate for "ideal n max " value was used instead of the real value n max = max 0≤i<k n i during the following steps. This simple adjustment increased the minimal precision l min by 0.5 bit and even by 1 bit within the filtered measurements described in the next paragraph.
The precision l i of the i-th approximation u i (see (9)) was measured as l i = −1 + log N − log |t i q − u i | N . The interesting relationship between these values and the number of FS is shown on Figure 4 . We see the minimal precision of one single bit is obtained for approximately 150 final subtractions. However, focusing on the experiments with less than 5 final subtractions, the minimal precision jumps to 4 bits. For this reason during the simulated experiment we filter all of the measurements with 5 final subtractions or more resulting in 150 (2 suitable measurements from the total of 6797 (2 12.7 ) measurements conducted (simulated).
Hidden Number Problem
The Hidden Number Problem was first introduced in [2] . Being given k approximations
with t i , u i ∈ Z N , l ∈ N known for 0 ≤ i < k, the task is to find the hidden number x ∈ Z N 1 2
. In [2] , the hidden number is a random unknown value from Z N , however, this is not the case in our scenario. Here, the hidden number is a factor of N with the expected size in order of N 1 2 . The lattice we use to solve the HNP instance is adjusted for this purpose.
The usual technique to solve HNP is the employment of the lattices. The problem is converted to one of the well studied lattice problem, the Approximate Closest Vector Problem (ACVP). One constructs the lattice L spanned by the rows of the basis matrix
and the vector V = (u 0 , . . . , u k−1 , 0). The lattice vector
is the hidden vector for suitable α 0 , . . . , α k−1 ∈ Z, as its last coordinate reveals the hidden number x. The hidden vector H belongs to lattice L. It is unknown, however. The construction of lattice L and vector V yields existence of such α 0 , . . . , α k−1 that ||H −V || < N 2 l . The first step in solving ACVP is finding an LLL-reduced basis of L using the LLL algorithm [9] or its BKZ variant [15] with the time complexity exponential on lattice dimension k +1. Being given the reduced basis, the second step is using Babai's closest plane algorithm [1] to find a vector H in L close to V . One can now hope the vector H reveals the hidden number x in its last coordinate, i.e. H is equal to hidden vector H or is "similar enough".
It is shown in [12] that the probability of recovering the hidden number using this approach is close to 1 if the precision l of the approximations is in order of (log N ) 1/2 and reasonable amount of approximations is given. In our scenario with 1024-bit long modulus N, we would need 32 bit measurement precision in order to have the theoretical guarantee of success. As we have seen previously this would hardly be the case with the electromagnetic side channel which provides us with 4 bits at minimum, 7 bits on average. To overcome this limitation we can lower the imprecision of the approach introduced by Babai's algorithm by heuristically converting the ACVP to Unique-SVP, as shown in Appendix. More importantly, the lattice basis reduction algorithms behave much better in real-life situations than what is guaranteed in theory [4] . Next section shows it is possible in fact to recover the hidden number q in our scenario.
Experiments with Emulated Observations
We implemented the attack using NTL library [16] . The computing platform was 64-bit GNU/Linux Debian running on Opteron 244 with 2GB RAM.
We first emulated the side channel and extracted the number of final subtractions l i within the Montgomery exponentiation s i = (m p,i ) dp mod p. As justified in Figure ( 4) only the measurements with at most 4 final subtractions were used in order to keep the approximation precision on an acceptable level. In fact, the minimal precision l min within these measurements was 4.2 bits while it was as high as 7.2 bits on average. We have to note however, these values are not known during the attack, thus the lower bound has to be estimated. In order to collect 150 such measurements, the total number of 7000 measurement was emulated. In real life, the physical measuring of such a collection should be feasible in order of hours.
With the side information available, lattice L was constructed. The dimension of the lattice was 152, since the CVP problem was converted to Unique-SVP adding 1 to the original dimension. The parameter l approximating the minimal number of known bits was chosen from the set The lattices were first reduced with the basic LLL XD variant of LLL algorithm implemented in NTL. Following, stronger G BZK XD reduction was run with BlockSize initially set to 4 being increased by 2 to up to 20. After each BlockSize increase, the short vector of the reduced lattice was checked. In case it revealed the hidden number q, the attack was successful.
In the experiment with 150 simulated measurements, the attack was successful with parameter l equal to 9 and 9.5. The expensive lattice basis reduction steps took approximately 40 minutes each.
Five different scenarios with random RSA instances were emulated and experimented with. The RSA modulus was successfully factored in each of these instances.
Future Research
As mentioned several times, our main hypothesis-that the Montgomery multiplication is used and that the amount of final subtractions leaks-is to be verified. Furthermore, the resilience of other HW modules against this side channel attack in similar scenarios should be verified, as well. The probability of success of the attack under given circumstances is to be elaborated.
Conclusion
We presented new known plaintext side channel attack on RSA-CRT with Montgomery exponentiation in this paper. The lack of chosen plaintext condition greatly increases its applicability in the scenarios based on random formatting of the message being signed (probabilistic signature scheme). The existence of the side information we used was questioned. We urge the testing laboratories to verify it in the electronic passport scenario.
A Lattices
We give the definition of a full-rank lattice and overview several basic algorithmic problems associated with it in this section. We point out the state-of-the-art algorithms solving these problems, as well.
Let the set B = {b 0 , . . . , b k−1 } be a set of linearly independent vectors in R k . The lattice L spanned by the vectors in B is defined as L = x i b i , x i ∈ Z. In such case, B is a basis of lattice L. A k×k-type matrix over R whose rows are the vectors b 0 , . . . , b k−1 is the called basis matrix of L and we will note it as B, as well. The volume of a lattice L is defined as det B, where B is any basis of L.
i-th successive Minkowski minimum λ i (L) of lattice L is the radius of the smallest sphere containing at least i linearly independent (non-zero) vectors of L. Especially, we see the first Minkowski minimum is the length of the shortest non-zero lattice vector and we denote it as λ(L). The ratio 
A.1 Problems
Two lattice problems that are interesting in scope of this paper are the Unique shortest vector problem (Unique-SVP) and the Closest vector problem (CVP). Being given the lattice and its gap, Unique-SVP problem is to find the shortest vector of the lattice. Analogically, CVP problem is to find closest lattice vector to a given non-lattice vector. Sometimes, CVP is viewed as a non-homogenic variant of SVP.
A.2 Solutions
The usual approach to solve Unique-SVP is the LLL algorithm [9] or one of its variants [15] . In [4] , it is experimentally shown it is possible to solve Unique-SVP if the gap λ2 λ1 is at least 1.021 k with BKZ-20 variant of LLL algorithm. One can try to solve CVP with Babais closest plane algorithm [Ba85], the experience shows, however, the heuristic conversion to Unique-SVP provides better results. We use the same technique as in [11] , i.e. we construct lattice L with the basis matrix B = B 0 V 1 . As the lattices L and L have the same determinant and approximately the same dimension, we can expect their respective shortest vectors to be approximately of the same size. Given the fact that the hidden vector H is in L and close to V (section 3), we see the vector V −H is short and belongs to L . In fact, we can expect is to be the shortest vector of L . If the gap λ2 λ1 is sufficiently large, we can use the lattice basis reduction techniques and check if the short vector found reveals the hidden number x in (k + 1)-st coordinate (follows from the construction of lattice L in section 3).
