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Abstract
A new data processing methodology, based on the statistical analysis of ground-clutter 
echoes and aimed at investigating the stability of the weather radar relative calibration, is 
presented. A Bayesian classification scheme has been used to identify meteorological and/
or ground-clutter echoes. The outcome is evaluated on a training dataset using statistical 
score indexes through the comparison with a deterministic clutter map. After discriminating 
the ground clutter areas, we have focused on the spatial analysis of robust and stable returns 
by using an automated region-merging algorithm. The temporal series of the ground-
clutter statistical parameters, extracted from the spatial analysis and expressed in terms of 
percentile and mean values, have been used to estimate the relative clutter calibration and 
its uncertainty for both co-polar and differential reflectivity. The proposed methodology has 
been applied to a dataset collected by a C-band weather radar in southern Italy.
Keywords: Calibration, analysis techniques, radar clutter, Bayes classifier, meteorological 
radar, radar polarimetry.
Introduction
Ground-based weather radars are typically used to locate precipitation over large areas and 
classify its type (e.g., rain, snow, hail) as well as quantitatively estimate rain accumulations 
at the ground level. The outcome of the aforementioned applications is strongly dependent 
by a proper radar system calibration in both single- and dual-polarization modes, that is, 
by the exact definition of the radar constants involved when trying to convert the received 
backscattered power into the co-polar reflectivity (Zhh) and the differential reflectivity 
(Zdr) in the radar equation. Both Zhh and Zdr are the radar quantities considered to estimate 
rain precipitation and perform hydrometeor classifications. They are often used together 
with the specific differential phase shift (Kdp) that is not affected by miscalibration effects 
being a measure of the rate of range variations of the differential signal phase between 
the horizonatal (h) and vertical polarization (v). It happens that such radar constants (i.e. 
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transmitted peak power, antenna technical features and in general all the radar transmitter 
and receiver system parameters) may slightly change over time departing from their 
nominal values.
Several techniques have been developed to check the degree of calibration of a radar 
system and compensate for it. For example, Holleman et al. [2010] proposed to observe the 
incoherent radiation from the Sun as a stable reference to define the level of miscalibrations 
in the receiver section of the radar systems in terms of Zhh. In Gorgucci et al. [1999], the 
degree of redundancy shown in the dual polarization radar measurements of Zhh, Zdr and 
Kdp, in light rain regimes, is exploited to find an absolute calibration factor for Zhh. For the 
Zdr calibration, the same Authors, proposed a vertical looking strategy of rain drops while 
they fall on the radar. Later, Bringi and Chandrasekar [2001] and Ryzhkov et al. [2005] 
prosed a theoretical curve relating the vertical looking observations of Zdr to the slanted 
ones, thus providing an alternative way to find a calibration factor for Zdr that is not limited 
to the availability of vertical scan only. A third more recent technique proposes the use of 
ground-clutter signature as reference target to monitor the calibration status of the radar 
system relatively to a starting time of observation [Silberstein et al., 2008; Wolff et al., 
2015; Golbon-Haghighi et al., 2015]. Note that this technique does not provide an absolute 
calibration factor but, instead, it allow monitoring the system calibration over the time, 
which is a useful aspect in operational contexts.
It is worth mentioning that there exist other radar calibration methodologies aimed at 
merging all the aforementioned techniques [e.g., Ice et al., 2014; Falconi et al., 2015; 
Vaccarono et al., 2016]. The final goal of such blended techniques is to increase the chance 
to have a more accurate and continuous reference source for calibration. In addition, when 
multiple source of calibration are took into account all the calibration information can be 
summarized, for example using a fuzzy logic approach, in a single diagnostic quality index, 
which can be useful to take decisions on where and when a direct technical intervention 
is necessary on the radar system [Falconi et al., 2015]. Independently by the calibration 
method adopted, the typical precision when calibrating Zhh and Zdr is 1 dBZ and 0.1 dB, 
respectively. These requirements limit the impact of the system error on the estimation of 
precipitation intensity and on hydrometeor classifications [Bringi and Chandrasekar, 2001] 
and at the same time poses a severe criterion in the selection and the implementation of the 
various calibration techniques.
In this work, we want to investigate in more detail the relative calibration technique based 
on the use of the ground clutter try to put the basis for improving its reliability. In particular, 
our attention is focused on algorithm aspects for a more robust clutter identification and its 
spatial categorization to automatically and objectively identify the targeted areas of “best 
clutter” for a more accurate calibration monitoring based on ground clutter information.
Ground-clutter characteristics, modeling and simulation have been extensively studied 
by several authors in order to improve the radar detection of meteorological targets [e.g., 
Hubbert et al., 2009a, 2009b]. In a typical radar processing chain, the ground clutter is 
usually automatically detected using some specific and well-consolidated algorithms and 
then rejected to retain only the radar echoes originated by rain precipitation processes. 
One of the first efforts to discriminate precipitation echoes from ground-clutter was made 
by Browning [1978] that has analyzed in depth the characteristics of the clear-air radar 
signal with respect to those related to meteorological targets. Later, with the work of 
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Moszkowicz et al. [1994] some automated approaches, using established methods like 
Bayesian classification schemes, have been applied for the identification of the anomalous 
propagation and then to ground clutter being the two issues potentially related.
More recently, with the increasing of the computation power, machine-learning techniques 
including those based on fuzzy logic or neural networks approaches, become more popular. 
In particular, neural networks and fuzzy logic have been using widely [Haykin and Deng, 
1991; Jakubiak et al., 1997; Lee et al., 2015] although comparisons with the standard 
Bayesian classification approaches [Haykin et al., 1991] showed a slight improvement 
of the latter with respect to the former [Rico-Ramirez and Cluckie, 2008]. It should be 
mentioned that other methodologies for the separation of ground clutter and meteo-targets 
made use of decision-tree classifier [Steiner and Smith, 2002] as well as of analysis of 
the received radar signal in the spectral domain [Passarelli et al., 1981; Alku et al., 2015]. 
Although out of the scope of this study, it is worth mentioning, as the ground clutter is not 
the unique source of clutter. Other kind of clutters, like for example those originated by 
sea, birds, chaff and interference caused by telecommunication devices have been studied 
as well and there are continuous updates on this topic [e.g., Alku et al., 2015; Saltikoff et 
al., 2016]. For what concern ground clutter, more recently, is emerging the idea that the 
ground clutter has not to be considered as a disturb that needs to be necessarily discarded 
but, instead, its characteristic in time and space can be used as a stable reference for the 
monitoring of weather radar hardware system [Silberstein et al., 2008; Golbon-Haghighi et 
al., 2015; Wolff et al., 2015]. Thus, a more accurate statistical analysis of the ground-clutter 
echoes in terms of their temporally and spatially variations, can be useful to formulate a 
clutter distribution model that can be used to better define the properties of ground clutter 
which are needed to perform a relative calibration monitoring with the required precision. 
The calibration using the clutter medium is already widely applied by several national 
weather services [Silberstein et al., 2008 Golbon-Haghighi et al., 2015; Wolff et al., 2015], 
although its operative implementation takes indistinctly into account all the ground clutter 
scenarios thus not considering its statistical variability in space. Actually, a detailed spatial 
analysis of the ground-clutter might suggest that there exists “targeted clutter areas” more 
suitable for a robust implementation of the relative calibration strategy. On the other hand, 
a temporal analysis of such targeted clutter areas can be a very useful tool to estimate 
the relative calibration and evaluate its uncertainty. Indeed, the temporal monitoring of 
the variation of the calibration parameters aims at two goals: i) provide a synthetic and 
intuitive visualization of the relative calibration errors and ii) measure the uncertainty on 
such relative calibration errors using for example a moving window standard deviation on 
daily basis.
Starting from the aforementioned considerations, this work focuses on the following three 
aspects: (1) apply a Bayesian classifier to identify the ground-clutter areas more suitable 
for calibration purposes [Rico-Ramirez and Cluckie, 2008]. A statistical analysis based on 
score indexes is carried out as well to have a degree of accuracy of the clutter identification 
performed; (2) present a statistical analysis of the targeted ground clutter areas in terms 
of Zhh and Zdr by applying an automated region merging algorithm [Nock and Nielsen, 
2004]; (3) monitor the ground-clutter probability and cumulative distributions in terms 
of its statistical moments and specifically the mean and 95th percentile [Silberstein et al., 
2008]. To accomplish the objectives proposed in this study, the radar-site of Pettinascura 
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(Cosenza, Calabria) in south of Italy, which is part of the Italian weather radar network, 
is considered. This is one of the first work on the characterization of the ground-clutter 
applied to peculiar Italian complex orography scenario, whose orographic characteristics 
are dominated by coastlines and mountains [Alberoni et al., 2002; Vulpiani et al., 2012]. 
This paper is organized follows. In section “Weather-radar relative calibration techniques” 
we define the overall approach together with the study area and available weather radar 
data. Section “Ground-clutter Bayesian classification” is devoted to introduce the Bayesian 
classification and score indexes, whereas section “Ground-clutter spatial analysis and 
radar calibration” presents the region merging algorithm for ground-clutter spatial analysis 
and illustrates the results in terms of relative calibrations and uncertainty, based on the 
ground-clutter reference technique, and comparing it with respect to the well-established 
radar receiver calibration based on Sun monitoring. Conclusions are drawn in section 
“Conclusions“ where future work is outlined as well.
Weather-radar relative calibration techniques
We present in this section the overall algorithm to analyze the calibration status of a radar 
system together with the study area considered, the available weather radar data and the 
system characteristics of the radar used in this work.
Overall algorithm approach
Figure 1 shows the block diagram of the overall approach followed to use ground-clutter 
for monitoring a weather radar system in terms of its relative calibration. The relative 
calibration approach follows various steps:
1) The first step is aimed at separating the ground-clutter from the weather signal. A 
Bayesian classification is applied for this purpose. The output of this procedure is a real-
time selection indicating the areas affected by clutter and those where hydrometeors are 
likely present in terms of probabilistic membership. The set of grid points within the 
radar domain affected by ground clutter is indicated by D. A training data set extracted 
from measurements of Mt. Pettinascura radar is used to estimate the a priori and the 
likelihood probability density functions as detailed after.
2) The second step is generally devoted to the use the clutter signal in the domain D, for 
monitoring the radar system performances. Two statistical moments of the ground 
clutter probability distribution, namely the mean value or the 95th percentile, are used 
to synthesize the information brought by the ground-clutter signature. The choice of 
consider these two statistical moments instead of the overall clutter distribution is 
made to have a more stable evaluation as will be clear later on. At this step we apply a 
ground-clutter spatial analysis based on a region merging approach to select different 
sub-domains of D (hereafter indicated by D*). The region merging approach works in 
statistical terms using the cumulative distributions defined on spatial basis and its aim 
is to verify if there exists optimal sub domains, D*, which are more stable in terms of 
ground-clutter statistical parameters. The stability of the result is then evaluated using 
the daily temporal standard deviation, by assuming that the value of Zhh or Zdr at the grid 
points of stable clutter within D* should not vary significantly. The different results are 
evaluated using both the mean value and the 95th percentile index of the ground clutter 
probability distribution.
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3) The last step is the numerical estimation of the relative calibration value for both radar 
observables, i.e. co-polar reflectivity DZhhD*  and differential reflectivity DZdrD* , using 
the most stable region domain D* derived from the previous step. The daily relative 
calibration index is computed using the mean value of the two radar observable statistics.
Figure 1 - The overall algorithm to analyze the calibration status of a radar system is shown 
as detailed in Section “Overall algorithm approach”. The block diagram starts with the 
weather radar data volume and ends in output with the relative calibration results for the 
co-polar reflectivity and differential reflectivity in the spatial region D*. The sub-domain D* 
is defined as a stable area in terms of standard deviation of the clutter distribution from the 
previous ground-clutter analysis as in Section “Ground-clutter analysis by region merging”.
System and data
Weather radar network in Italy is mainly used to detect severe weather and related hydro-
geological risks. The Italian orography, characterized by small catchments along most 
coastlines and by the Alpine and Appenine chains, increases the flood hazard especially 
during the fall season [Alberoni et al., 2002]. In the last years, many extreme rainfall events 
have highlighted the need of a real time monitoring system. In this scenario the presence of 
a complex-orography conditions heavily affects the quality of the retrieved radar products 
and is get more difficult the rain-rate estimation [Vulpiani et al., 2012]. 
For this study, we have considered the C-band dual polarization radar in southern Italy 
along the Ionic sea, sited at Mt. Pettinascura (Cosenza, Calabria, Italy). At the basis of 
this work there is the idea to use the orography as a stable robust reference (“geographical 
constraint”) to estimate the relative radar calibration for the weather radar observables. The 
location of the radar at about 1705 m and is surrounded by the meridional Appenines and the 
Sila mountain (Fig. 2). The weather radar exhibits 1° for azimuth resolution as well as 150 
and 100 m for the range resolution at slanted and vertical pointing, respectively. The radar 
system, having Doppler capacity, has different operation modes such as: radar single mode, 
radar dual h mode, radar dual v mode. The time sampling of the radar scan is 10 minutes 
and for each sampling time a polar volume, composed by 360° sectors for 11 elevation steps 
plus a vertical one, is acquired. The radar operates with a nominal wavelength of 5.3 cm 
and a pulse width, which varies from 1 us until the fourth elevation (3.5°) to 0.5 us until 
the eleventh elevation (15.99°), and 0.66 us at vertical incidence. This results in a variable 
range resolution which is sampled at 150; 75; 99 m, respectively.
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Figure 2 - The clutter mask (red) shows the clutter scenario surround the radar-site of Mt. 
Pettinascura (green-point), the closest available radiosounding near Brindisi is also shown (green-
cross). Background image from: Google Earth.
Table 1 - List of the data-set for the study acquired by the radar-site of Mt. Pettinascura on 
seven days every 10 minutes (first column). The second two columns present the number of 
hours in which the acquisition are interested respectively by clear air and meteorological data. 
The determination of clear-air and precipitation conditions are obtained by using the texture of 
the differential phase-shift along with a visual inspection of the data. The fourth column shows 
the freezing-level height (FLH) range as retrieved from the closest available radiosounding of 
Brindisi (Puglia, Italy) (Radiosonde Database - University of Wyoming), useful information 
for the Sun monitoring. The last column shows the number of daily acquisition at the first 
elevation interested by the solar interference.
Date
Clear air periods 
(UTC)
Meteo periods
(UTC)
Freezing Level Height 
(km)
Sun interference
(#)
1 Aug 2014 20:00 – 23:50 00:00 – 20:00 3.6890 1
2 Aug 2014 00:00 – 12:00
15:00 – 22:30
12:00 – 15:00
22:30 – 23:50
4.5045 1
3 Aug 2014 14:00 – 23:50 00:00 – 14:00 4.5640 1
4 Aug 2014 00:00 – 13:00
19:30 – 23:50
13:00 – 19:30 4.2495 2
5 Aug 2014 00:00 – 12:00
22:00 – 23:50
12:00 – 22:00 4.7825 2
6 Aug 2014 - 00:00 – 23:50 3.7800 1
7 Aug 2014 - 00:00 – 23:50 3.8800 1
In this study we have selected the radar data acquired on seven days every 10 min in 2014 
from the August 1 until August 7. The events are listed in Table 1 together with the number of 
hours in clear air and those interested by precipitation and, the freezing-level height (FLH) as 
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derived from the closest available radiosounding (LIBR, Brindisi Observations (Radiosonde 
Database - University of Wyoming) and the solar interference (Solar Database - Commission 
géologique du Canada). The solar interference availability is included in Table 1 as well.
Ground-clutter Bayesian classification
In this section we introduce the Bayesian methodology used to perform the clutter 
identification. The Bayesian classifier segments the radar polar volume in terms of 
probabilistic membership for the two classes of meteo and clutter targets. In addition, the 
score indexes, such as critical success index, the probability of detection and the false 
alarm rate, are individually analyzed to evaluate the classification performance as well as 
to find an optimal window size, needed to calculate the input quantities to run the Bayesian 
classifier. The results are shown separately at the end of this section.
Methodology
The statistical analysis of the observed radar measurements affected by ground clutter is the 
basis for our study and starts with the ground-clutter Bayesian classification to separate the 
clutter from the weather signal. The Bayes classifier have to be trained and for this reason 
we divide the entire data set, described in Table 1, in two parts consisting of a training 
and a test group of samples. The training data set consists of two days on August 1 and 2, 
2014 and it contains both precipitation and clutter echoes whereas the test dataset includes 
the remaining days. From the training dataset we extracted the likelihood conditional 
probability distribution functions (PDFs), indicated as p(x|c), of a set n radar measurement 
x=[x1, x2,…, xn] for the class c (c=1 for clutter echoes or c=0 for weather echoes). The term 
p(x|c) represents the conditional probability of the input radar measurement, x, given the 
class c. Note that in general the vector x can have several number of components although 
in our case we will limit n to 3 as will be clear later on. The PDFs of the single l-th radar 
variables, p(xl|c), are then modelled using the generalized extreme value (GEV) distribution 
for all the raw radar variables, namely, the co-polar reflectivity, the differential reflectivity, 
the co-polar correlation coefficient, the differential phase shift, the radial Doppler velocity 
and the Doppler spectrum width, labelled as Zhh, Zdr, rhv, fdp, V and W, respectively. These 
distributions are shown in Figure 3 (black and red curves for ground clutter and meteo-
targets, respectively) for the training dataset only. Note that for the training dataset, an 
automatic and more established procedure for the identification of the ground clutter is 
used. It is based on the properties shown by the texture of the differential phase shift only. A 
threshold is considered to define a reference ground clutter mask. A further visual inspection 
analysis is then carried out, using the periods of clear air and ground clutter previously 
defined in Table 1, to obtain the reference and robust normalized PDFs, shown in Figures 3 
and 4. The PDF for the GEV distribution with location parameter µ, scale parameter σ and 
shape parameter k≠0 is defined as Kotz and Nadarajah [2000]:
p x c k k
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x
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Assuming (1+k (x-µ)/σ) > 0, the condition k > 0 corresponds to the Type II case, while 
k <0 corresponds to the Type III case whereas k =0 indicates the Type I case. The GEV 
distributions are introduced in order to implement the naïve Bayes classifier. The term 
“naïve” is inspired by the fact that the likelihood conditional PDF is not described by a 
multivariate Gaussian distribution as typically done in Bayesian implementations to 
simplify the theoretical formulation, but instead, by a product of single normalized PDFs:
p c k p x c kln lx ; , , ; , ,µ σ µ σ( ) = ∏ ( ) [ ]=1 2
under the hypothesis that the input radar measurements xl are independent.
In this study, the naïve Bayesian classifier foresees three input measurements: the standard 
deviation of differential reflectivity , differential phase-shift  and co-polar correlation 
coefficient  [Rico-Ramirez and Cluckie, 2008]. The normalized conditional PDFs, (xl|c=1) 
and (xl|c=0) with l=1, 2, or 3, are shown in Figure 4 for the training dataset of our case 
of study in black and red curves for ground clutter and meteo-targets, respectively. The 
normalization is performed with respect to the probability value of the statistical mode of 
each density distribution. The formulation of the naïve Bayesian classifier assumes that all 
input measurements are spatially independent and is given by:
p
p p c k
p
p p x c k
p x c
l
n
l
l
n
l
c
c c
x
X
x( ) =
( ) ∗ ( )
( )
=
( ) ∗∏ ( )
∏
=
=
; , , ; , ,µ σ µ σ
1
1
; , ,k µ σ( ) [ ]
3
where p(c) is the a-priori probability of the class c and it is assumed to be the same for 
clutter and precipitation (p(c)=0.5) and p p x c kln lx( ) = ∏ ( )=1 ; , ,µ σ  under the assumption 
of independent radar variables. The classification result is obtained using an argument-
maximum rule (modal value of the PDF) applied on the naïve Bayes metrics for each 
position s= (i,j) and each time frame t: 

c argmax c
c
s s, ,
.
t p p x t cl l( ) = ( ) ∗∏ ( )( )  [ ]
=
=
0 1
1
3 4
where we introduced the space and time dependency and the predicted class 
c s,t( )  
corresponds to the highest posterior probability. Note that when applying Equation [4] on 
actual radar measurements, the input quantity xl(s,t) is dynamically evaluated for each time 
frame on moving windows covering the whole radar domain and centered, at each visiting 
step, on positions s. It is worth mentioning that the Bayes classifier is strictly dependent on 
these spatial-moving windows size applied. To define the optimal size of these windows 
we have used an optimization step using the score indexes as we will discuss in more detail 
in the following section. Another aspect to highlight in Equation [4] is that while the term 
xl(s,t) is dynamically updated at each time step, the conditional probability functions, p, are 
fixed and defined from the analysis of the training dataset.
At the end of the Bayesian procedure, once defined the terms p(c) and p(x|c) on a training 
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dataset, we have two dynamical maps M c( )  corresponding to the clutter 

c =( )1  and to the 
weather signal 

c =( )0 , respectively:
M t


c c
U cs ss,( ) = ( ) [ ]5
Figure 3 - Normalized spatial and temporal PDFs for precipitation (red) and clutter (black) for 
the 0.5° elevation, 1 us pulse-length, 750 Hz PRF, 360° scans and 5 rpm obtained on data from 1-2 
August. The bars represents the data selected in precipitation (red) and clutter (black), and the 
line represents the GEV-approximation. The method used to separate precipitation and clutter is a 
basic filter on the texture of the differential phase improved with the visual inspection of the data.
Figure 4 - Precipitation (red) and clutter (black) normalized PDFs at the 0.5 degree elevation 
for the Bayes classifier, from left the standard deviation of, respectively, differential reflectivity, 
differential phase shift and co-polar correlation coefficient obtained on data from 1-2 August. 
Falconi et al. Ground-clutter for weather radar calibration
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Score indexes and results
The dynamical clutter map obtained for each time frame applying the described Bayes 
classifier is validated on the test dataset by using some performance indexes, namely: the 
critical success index (CSI), the probability of detection (POD) and the false alarm rate 
(FAR) as a measures of classification results. The reference clutter map used as ground-
truth for the validation of the Bayes classifier is a deterministic clutter mask obtained with 
the average of Zhh for one-month of data acquired earlier. The definition of the performance 
indexes used is [6-8]:
CSI = + +( ) [ ]H H M F/ 6
POD = +( ) [ ]H H M/ 7
FAR = +( ) [ ]F H M/ 8
where H, F, M and C stands for the number of Hit (event observed and predicted), False 
(event not observed but predicted), Miss (event observed but not predicted) and Correct 
negatives (event not observed and not predicted).
The CSI score is a valid indicator of the relative worth of different forecast techniques 
when they are applied to the same environment and is very useful to validate the Bayes 
classifier [Schaefer, 1990]. We use, as a validation data set, five days on August 3-7, 
2014, from the data in Table 1 to calculate the classification performance scores, CSI, 
POD and FAR resume in Table 2. The indexes are calculated on the entire validation 
data set, and the resulting values in Table 2 refer to daily means. One of the most critical 
aspect of the Bayesian classification is the size of the spatial moving windows in which 
the standard deviation of the input radar variables are calculated (i.e. the xl(s,t) in Eq. [4]) 
thus allowing the definition of the probability density functions (xl(s,t)|c). We have used 
the performance scores, calculated testing various size of the spatial windows, to set their 
optimal value. Indeed, the results are shown for three different spatial windows where 
we can apply the Bayesian classification. The score indexes indicate that the use of a 5x5 
spatial window provides the best results for our analysis. Figure 5 shows an example, 
before and after the Bayesian classification, for a single time step of the analysed event 
where the proposed Bayesian classifier is able to discriminate between weather signals 
and ground-clutter even where they appear to be superimposed. This result is significant 
more better than the common one obtained using a deterministic clutter map [Rico-
Ramirez and Cluckie, 2008] where a given grid-point can be classified as ground clutter 
or as meteo-target without the possibility to quantify the degree of coexistence of the two 
classes at the same location.
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Figure 5 - Case of study of the 5 August 2014 at the 17:10 UTC shown for the co-polar 
reflectivity Zhh time frame: a) before and c, d) after the application of the Bayesian classifi-
cation (c for the clutter signal on the whole domain D and d for the weather signal); in (b) 
the conditional posterior probability that is the argument of Equation [4].
Table 2 - By using the deterministic clutter mask as a reference for the dynamical clutter map, 
obtained from the Bayesian classification, we can see the CSI, POD, FAR results shown in the 
table for three different windows size. The performance indexes are defined in Section “Score 
indexes and results” through Equations [6-8]. The spatial-window is the critical parameter for 
the Bayesian classification and has been tested for three different sizes (3x3; 5x5; 7x7) shown in 
the first left column of the table. The optimal window correspond to the 5x5 size in which the best 
performance indexes are obtained.
3 Aug 2014 4 Aug 2014 5 Aug 2014 6 Aug 2014 7 Aug 2014
CSI POD FAR CSI POD FAR CSI POD FAR CSI POD FAR CSI POD FAR
3x
3 0.79 0.98 0.19 0.87 0.98 0.12 0.84 0.98 0.14 0.79 0.93 0.17 0.85 0.97 0.13
5x
5 0.82 0.98 0.17 0.87 0.99 0.12 0.86 0.97 0.12 0.81 0.92 0.14 0.87 0.97 0.12
7x
7 0.71 0.99 0.28 0.86 0.99 0.13 0.80 0.99 0.19 0.72 0.97 0.27 0.81 0.99 0.19
Falconi et al. Ground-clutter for weather radar calibration
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Ground-clutter spatial analysis and radar calibration
In this section we first present the formulas for the characterization of ground-clutter relative 
calibrations. The second part shows the ground-clutter spatial analysis by using the region-
merging algorithm in which clutter areas are divided into statistically stable sub-regions 
that share consistent statistical distributions. Finally, the results of the relative calibration 
with conventional approaches (i.e. using the whole unpartitioned domain) and the proposed 
approach (using the statistically-stable sub-regions) are discussed. Note that, as an indirect 
validation, we also compare the overall proposed approach with the results obtained from 
the Sun-interference technique.
Characterization of ground-clutter relative calibration
The radar ground-clutter relative calibration can be expressed as the temporal difference 
between statistical moments of co-polar reflectivity (mZhh) or differential reflectivity (mZdr), 
selected in the whole spatial domain of clutter echoes (indicated by D), between two 
verification periods at time t and t-1:
Dm m mZx
D
Zx
D
Zx
Dt t t( ) = ( ) − −( ) [ ]1 9
In Equation [9] mZx
D t( )  is a statistical moment of Zx in the domain D where the subscript “x” 
stands for “hh” or “dr”, indicating the co-polar or the differential reflectivity, respectively. 
The two moments considered for the ground-clutter characterization are the mean and the 
95th percentile: m mZx
D
Zx
D
Zx
D
x
DZ Z= =, ,95  respectively. They are defined as follows:
mZx
D
x
D
ZxD t
x
D
x xZ t where
Z wher
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


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∫
0
We can note that the use of Equation [9] leads to a relative calibration by the difference of 
value and not to an absolute calibration such as those obtained, for example, by the Sun 
monitoring. In the next section we will describe how the selection of the clutter domain D 
can be critical for a meaningful implementation of relative calibration through Equation [9].
Ground-clutter analysis by region merging
After the identification of the domain D (i.e. the set of grid point positions affected by the 
clutter within the whole radar covered domain) by means of the Bayesian classifier, we can 
spatially characterize the statistical distributions of Zhh and Zdr affected by ground clutter. 
However, this is not accomplished in the whole domain D but, instead, in some subdomains 
of D that need to be automatically and objectively identified, in order to find more stable sub-
regions in terms of clutter statistical distribution. This step is important to avoid confusing 
the fluctuations of the intrinsic clutter echoes (for example due to changes in the state of the 
vegetation covering the clutter source or to changes linked to environmental factors) with 
variations that are attributable to the radar system deterioration.
The selection of the sub-domains of D, characterized by a stable ground-clutter PDFs and 
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labelled as D*, is objectively accomplished using the region merging algorithm [Nock and 
Nielsen, 2004]. The region merging algorithm takes in input the dynamical clutter map in the 
domain D obtained using the Bayes classifier for each time frame within the training dataset 
and gives as output a subdomain D* (consisting of sub-regions not necessarily connected 
each other, i.e. with no intersections). The subdomain D* has the property to show values 
of reflectivity with a smaller fluctuation than those in the whole domain D. In a word, the 
domain D* is expected to include grid points which show a more stable clutter PDFs. The 
basic idea of the region merging algorithm is to identify homogeneous ground clutter areas 
in terms of probability density distributions of p(xl(s,t)|c, k, σ, µ) defined in Equation [1] 
where k, σ and µ are the shape, scale and location parameter of a GEV distribution of the 
radar derived quantity: xl. The region-merging algorithm follows several steps:
step 1): Select an initial squared sub-region of ground-clutter such that at least 10x10 
samples are available and calculate the GEV distribution parameters (shape k, scale 
σ, and location parameter µ) of p(xl(s, t)|c, k, σ, µ) defined in Equation [1];
step 2): Moving the squared sub-region neighboring (with at least 5x5 samples) where we 
compute its GEV distribution parameters and then their Euclidean distance from 
the GEV distribution parameters obtained for the first sub-region defined at step 1;
step 3): Impose a tolerance threshold on the Euclidean distance defined at step 2 to decide 
when two sequential sub-regions must be merged or split. In our case, this threshold 
is set to 0.5, which we verified to be a good compromise. The sub-regions whose 
distance is below this tolerance threshold are separated by an edge otherwise they 
are merged;
step 4): Iterate the steps (2) and (3) till the whole clutter map is completely covered that is, 
the iterations have explored all spatial domain D.
Figure 6 - Case of study of the 5 August 2014 at the 17:10 UTC after the application of the Bayesian 
classification and region merging in which we obtain three clutter maps (in co-polar reflectivity) 
for three clutter sub-regions selected on spatial base from left to right: " "*Dm1 , " "*Dm2 , " "*Dm3 , 
respectively.
Falconi et al. Ground-clutter for weather radar calibration
946
Figure 7 - The normalized PDFs of the three clutter sub-regions selected on spatial base. The 
parameters of this GEV distributions are shape parameter k, scale parameter σ, and the loca-
tion parameter µ. We can describe the first zone with k=0.6837, σ=5.2009, µ=-5.5193, the second 
zone with k=0.1773, σ=7.0187, µ=0.2347 and the last zone with k=0.1396, σ=3.8257, µ=4.9951. The 
results are presented only for the co-polar reflectivity because the region merging shown three 
stable regions for the co-polar reflectivity and no stable regions for the differential reflectivity.
After the identification of the sub-regions for each analyzed clutter map in the training 
dataset by running steps 1-4 abovementioned, we identified the minimum clutter sub-
regions Dm*( ) , which is common to all the available time sequence of the clutter maps.
For our case studies, the region-merging algorithm has identified three different sub-regions 
or domains: D D and Dm m m* * *,1 2 3 . As an example, Figure 6 shows these three domains D jm*  
and j=1, 2 and 3 which are defined considering the data on 3 August 2014 in terms of Zhh, 
whereas Figure 7 shows the different experimental probability distribution functions for 
the same regions. The same sub-regions have been tested for the differential reflectivity 
proving also in this case a more stable trend.
In order to find the domains in D* which are more stable in terms of clutter statistic of Zhh and 
Zdr we can analyse the temporal trend of the statistical moments referred to the 95th percentile 
and the mean values of Zhh and Zdr. They are labelled as 95ZhhD  and 95ZdrD  and ZhhD  and ZdrD , 
respectively where D, in this case, coincides with one of the three domains D jm* . The temporal 
trends of  and  are shown in Figure 8 whereas those of  and  are shown in Figure 9. Both 
figures show also the temporal trends of the statistical moments when the whole domain D 
is considered.
Reasonably, we can expect the value of each statistical moment in Figures 8 and 9 to be 
relatively stable on daily basis. Following this consideration, we can identify the areas which 
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show the more stable clutter signature by looking at the lowest daily standard deviation in 
each of the D jm*  domains. In this respect, Tabs. 3-4 show the standard deviation (s) of the 
quantities Zhh
Dm j* , ZdrDm j
*  (in Tab. 3) and 95Zhh
Dm j* , 95ZdrDm j
*  in (in Tab. 4) as well as those referred 
to the whole domain D.
(a)
(b)
Figure 8 - Temporal trend of acquisition of the mean value of the probability distribution for the 
co-polar reflectivity (a) and differential reflectivity (b).
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(a)
(b)
Figure 9 - Temporal trend in time of acquisition of the 95th percentile of the cumulative 
distribution for the co-polar reflectivity (a) and differential reflectivity (b). 
From these tables, it emerges that the lowest standard deviation is found for domain D when 
considering Zdr (look at the lowest standard deviation s ZdrD( )  in Tab. 4), whereas in terms of 
Zhh the lowest standard deviations are found for first sub-region domain, (look at the lowest 
values of s ZhhDm
* 1( )  in Tab. 4). This result indicates that areas around the radar system, i.e. 
those in the domain  are more suitable to calibrate the co-polar reflectivity, Zhh, whereas 
the whole domain D can be efficiently used to calibrate the differential reflectivity Zdr The 
comparison between Tables 3 and 4 highlighted that the standard deviations associated 
with the mean value statistical parameter (Tab. 3) are lower than those associated to the 
95th percentile. Note that, considering that 1 dBZ and 0.1 dB are the typical limits for 
the estimated precision of the calibration techniques [Bringi and Chandrasekar, 2001], a 
fluctuation of the same amplitude makes unsuitable the 95th percentile for this purpose.
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Table 3 - Standard deviations for the co-polar reflectivity and differential reflectivity of the 
ground-clutter sub-regions D 1, D 2, D 3m* m* m*  and the whole clutter scenario D using the mean value 
statistical parameter. The clutter domain D is basically the dynamical clutter map for each instant 
within the training dataset as defined in Section “Ground-clutter analysis by region merging”. 
The subdomains D 1, D 2, D 3m* m* m*  are sub-regions not necessarily connected, output of the region 
merging algorithm that have more stable clutter PDFs inside it.
3 Aug 2014 4 Aug 2014 5 Aug 2014 6 Aug 2014 7 Aug 2014
s Zhh( ) s Zdr( ) s Zhh( ) s Zdr( ) s Zhh( ) s Zdr( ) s Zhh( ) s Zdr( ) s Zhh( ) s Zdr( )
D 0.6570 0.1324 0.4196 0.1111 0.5372 0.1156 1.1517 0.1207 0.2611 0.0940
D 1m* 0.5958 0.3881 0.4111 0.1858 0.4981 0.2772 0.7883 0.2388 0.2457 0.2127
D 2m* 0.7036 0.1710 0.4852 0.1433 0.5140 0.1532 1.6153 0.1849 0.3346 0.1176
D 3m* 0.7881 0.3215 0.5243 0.2485 0.7650 0.2355 1.1024 0.3281 0.5218 0.2477
Table 4 - Standard deviations for the co-polar reflectivity and differential reflectivity of the 
ground-clutter regions D 1, D 2, D 3m* m* m*  and the whole clutter scenario D using the 95th percentile 
statistical parameter. The definitions of the domain D and sub-domains is in Table 3.
3 Aug 2014 4 Aug 2014 5 Aug 2014 6 Aug 2014 7 Aug 2014
s Zhh95( ) s Zdr95( ) s Zhh95( ) s Zdr95( ) s Zhh95( ) s Zdr95( ) s Zhh95( ) s Zdr95( ) s Zhh95( ) s Zdr95( )
D 2.4634 0.2288 0.9551 0.1186 0.9676 0.2188 1.8041 0.2215 0.8128 0.1484
D 1m* 4.7192 0.3043 2.3508 0.2187 2.6451 0.2645 2.8530 0.2177 1.9963 0.1640
D 2m* 3.4633 0.1664 1.2742 0.1921 1.1570 0.1873 1.8552 0.2593 0.8419 0.0809
D 3m* 2.3384 0.3105 1.3618 0.3284 1.4901 0.3563 2.6603 0.2531 1.0663 0.2221
One of the interesting aspects of this analysis is the possibility to use different domains to 
analyse the various radar observables, such as in this case. A deeper analysis of the considered 
dataset also shows that in the whole domain and in the sub-domain the trend of the standard 
deviation increases during the day and decreases during the night (see Fig. 8). This interesting 
aspect, more visible in the stable first sub-domain, D 1m*  (Fig. 8a), can be due to ground-
clutter induced by anomalous propagation occurring as a result of nocturnal radiative 
cooling [Moszkowicz et al., 1994]. Further future investigations will be useful to establish 
this tendency. Concerning the statistical parameter, the mean value of the probability 
distribution is preferable to the 95th percentile value being it much more variable (based on 
Tabs .4-5 and also on Figs. 8 and 9). This means that in the overall approach we can use 
Equation [9] applied to the three identified stable sub-domains D D jm= * .
Relative calibration results
The final result of the overall approach, illustrated in Figure 1, are listed in Table 5 in terms 
of relative calibration values for Zhh and Zdr and its uncertainty. These results are expressed as 
a temporal averages of the differences on sequential days following Equation [9]. Tab. 5 also 
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compares our results with the absolute receiver calibration value obtained by means of the 
Sun-monitoring approach [Holleman et al., 2010]. Note that the latter provides an absolute 
calibration as opposed to a relative calibration so that they should be carefully used by looking 
at the daily differences (and not as absolute values). For clarity, the absolute calibration gives 
an estimate of the value of the miscalibration whereas the relative calibration measures the 
loss of calibration in time as a differences between two temporal measurements. Table 5 
shows the Sun absolute calibration (indicated as SAC), the Sun daily differences (indicated 
as Sun SDD) compared with the Ground-clutter daily differences (indicated as Clutter CDD).
The starting value for the relative calibration on the first day (3 August 2014) is zero because 
1-2 August 2014 have been used to train the Bayesian classifier (see section “Ground-clutter 
Bayesian classification”). From Table 5 we realize that the relative calibration values for the 
differential reflectivity have little temporal variations and this feature is confirmed by the 
absolute Sun monitoring values. The relative calibration values for the co-polar reflectivity 
have a much bigger variation and agree with the Sun monitoring. The residual error between 
Sun-interference and clutter-based calibration may be due to the miscalibration of the radar 
transmitting part, which is taken into account only in the ground-clutter based results. 
The Sun-interference calibration extracts only the radar receiver miscalibration because 
the system is considered as a passive monitoring of Sun radiation. On the other hand, the 
clutter-based calibration considers the whole system evaluating the sum of the transmitter 
and the receiver miscalibration.The reference works for the clutter-based relative calibration 
[Silberstein et al., 2008; Golbon-Haghighi et al., 2015; Wolff et al., 2015] focused their 
efforts in the evaluation of long temporal trend of calibration values obtained by using the 
whole clutter domain. The uncertainty on the estimated calibration values was not taken 
into account in this works. As a matter of fact the standard deviation of these daily temporal 
trend of the calibration values was guaranteed around 10 dB for the reflectivity.Then an 
important result of our statistical analysis for the clutter-based relative calibration is also 
the result in terms of uncertainty, as shown in Table 3. This uncertainty is computed as the 
standard deviation of daily temporal trend of the calibration values (see Figs. 8 and 9). The 
estimated uncertainty is not exceeding 1 dBZ and 0.1 dB for Zhh and Zdr respectively [Bringi 
and Chandrasekar, 2001]. These values are in agreement with upper limit needed for an 
accurate estimation of precipitation intensity and hydrometeors classification. 
Table 5 - Absolute and relative calibrations for the co-polar reflectivity and for the differential 
reflectivity. All values in the table are in dB.
3 Aug 2014 4 Aug 2014 5 Aug 2014 6 Aug 2014 7 Aug 2014
Zhh Zdr Zhh Zdr Zhh Zdr Zhh Zdr Zhh Zdr
Clutter Daily 
Difference
# = CDD
0 0 0.3511 -0.0568 0.6302 -0.0521 0.0581 0.0044 0.0581 -0.0854
Sun Daily 
Difference
# = SDD
0 0 0.3154 0 0.5213 0.07 0 0 0 0
Sun Absolute 
Calibration
# = SAC
0.0462 0.53 0.3616 0.53 0.8829 0.6080 0.8829 0.6080 0.8829 0.6080
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Conclusions
This work has been devoted to the improvement of ground-clutter classification and clutter-
based relative calibration monitoring, using a C-band polarimetric weather radar located 
in the complex orography of southern Italy. In the available literature there are several 
works presenting results on different weather-radar calibration techniques, but only few of 
them use ground-clutter echoes as calibration targets monitoring [Silberstein et al., 2008; 
Golbon-Haghighi et al., 2015; Wolff et al., 2015].
The main goal of this work has been to propose an overall self-consistent approach for 
clutter-based relative calibration including both a Bayesian radar-signal classifier and 
region-merging algorithm to objectively identify those radar grid-points affected by ground 
clutter with a more stable behaviour in terms of its temporal and spatial statistical features. 
Both classification and segmentation algorithmic steps have been discussed, showing 
potentials and limitations of the proposed methodology.
The results, based on a relatively limited dataset, show that a relative radar calibration 
can usefully exploit the identification of stable clutter sub-domains and the analysis of the 
daily mean value of co-polar and differential reflectivity. It is worth noting that the standard 
deviation, both for co-polar and differential reflectivity shows a diurnal cycle, a feature 
which might be exploited to better characterize clutter scenarios. A future development of 
this work will be focused on the enlargement of the available radar dataset and possibly 
extend the analysis to other C-band polarimetric radar systems. Moreover, the same overall 
approach could be further developed in order to include other polarimetric observables 
such as the co-polar correlation coefficient. Thus, we will be potentially able to obtain 
several estimates of calibration errors derived by each of the various polarimetric variables 
considered and then merge them all together (e.g. using a fuzzy logic approach) into a 
single diagnostic quality index of radar calibration which would represent an easier way to 
check the calibration status of the whole radar system.
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