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Abstract
This work entails the development and performance analysis of a human gait
detection system based on radar micro-Doppler signals. The system con-
sists of a tracking functionality and a target classifier. Target micro-Doppler
signatures are extracted with Short-Time Fourier Transform (STFT) based
spectrogram providing a high-resolution signatures with the radar that is
used. A feature extraction mechanism is developed to extract six features
from the signature and an artificial neural network (A-NN) based classifier is
designed to carry out the classification process. The system is tested on real
X-band radar data of human subjects performing six activities. Those activi-
ties are walking and speed walking, walking with hands in pockets, marching,
running, walking with a weapon, and walking with arms swaying. The mul-
ticlass classifier was designed to discriminate between those activities. High
classification accuracy of 96% is demonstrated.
ii
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Abstract
Hierdie werk behels die ontwikkeling, en analise van werksverrigting, van
’n menslike stapdetekor gebaseer op radar-mikrodoppleranalise. Die stelsel
bestaan uit ’n teikenvolger en -klassifiseerder. Die mikrodoppler-kenmerke
van ’n teiken word met behulp van die korttyd-Fourier-transform onttrek,
en verskaf hoe¨-resolusie-kenmerke met die radar wat vir die implementering
gebruik word. ’n Kenmerkontrekkingstelsel is ontwikkel om ses kenmerke
vanuit die spektrogram te onttrek, en ’n kunsmatige neurale netwerk word
as klassifiseerder gebruik. Die stelsel is met ’n X-band radar op werklike
menslike beweging getoets, terwyl vrywilligers ses aktiwiteite uitgevoer het:
loop, loop (hand in die sakke), marsjeer, hardloop, loop met ’n wapen, loop
met arms wat swaai. Die multiklas-klassifiseerder is ontwerp om tussen hi-
erdie aktiwiteite te onderskei. ’n Hoe¨ klassifiseringsakkuraatheid van 96%
word gedemonstreer.
iii
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Chapter 1
Introduction
1.1 The Need for Human Detection
The use of radar to protect land and borders against intruding surface targets,
such as humans and vehicles, has shown a great advantage over optical,
infrared, and acoustical systems. Radars transmit and receive RF energy
that interacts with targets and the surrounding environment, in order to
detect targets and separate them from the environment.
However, it is often a requirement that targets be classified, rather than
only detected. Although a skilled operator can identify targets by listening
to the downmixed Doppler audio signal, this solution is not always practical
– especially if the radar is deployed in a remote location. In this thesis, we
provide a solution that automates this classification process.
In general, moving targets introduce the Doppler eﬀect in the returned
radar signal that is directly related to the moving dynamics of the target.
With recent technology and advancement in signal processing, it is possible
to extend the capabilities of the radar to automatically recognise the tar-
gets from the characteristics of the returned signal influenced by the target
dynamics.
Recent studies, which we will present next, show that targets with moving
parts introduce additional Doppler components, called micro-Doppler signals,
that modulate the main Doppler contribution of the target. Moreover, it
shows a unique signature which then can be observed and analysed to extract
key information that allows recognition with high accuracy.
In this work, a study of the subject of micro-Doppler eﬀect in radar
is presented, along with the design and implementation of a human-gait
classification system. This work will add a new functionality to an existing
surveillance radar system to be able to automatically classify human targets.
1
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The classification process presented in this work combines two methods from
the literature and made suitable for practical implementation. Radar data of
humans performing diﬀerent activities was recorded for the purpose of this
work.
1.2 Literature Review
In radar, the subject of human-gait classification falls under the field of radar
target recognition. The topic of target recognition is as significant and early
as the radar itself. There is always a demand, not only to detect, but to also
determine the type of the radar target. The development and advancement
in this field focus on automating the recognition process and analysing the
scattered signal to extract more useful information. The classical radar tar-
get recognition techniques are thoroughly discussed in [15], [16], [17], [18],
and [19]. Most of those techniques focus on studying the scattering eﬀects
gained by the geometrical aspects of the target, such as the range-profile
and polarisation eﬀects. The target’s Doppler shift is also used to aid in the
recognition process but only as an overall velocity of the target [16]. Those
parameters are used to estimate the shape of the target which is then used
for recognition. With some types of targets, such as humans, it becomes very
diﬃcult to rely on the geometrical aspects of the target due to its ultimate
complexity which demands an ultra-high resolution range.
In radar, what is now known as the micro-Doppler eﬀect was first discov-
ered in the audio of the Doppler signal which can be heard through speakers.
Diﬀerent targets create unique audio signatures that a well-trained operator
can hear in the Doppler audio signal, and some operators can even recog-
nise the type of target [16]. As we’ll show in the following paragraphs, this
Doppler eﬀect has recently been investigated in diﬀerent domains to auto-
mate the recognition process. A good introduction to the micro-Doppler
phenomenon is found in [1] and [28].
Before we discuss the literature in micro-Doppler signature-based tar-
get classification, it is useful to list the key aspects considered in literature,
namely
• the techniques used to extract and visualise the micro-Doppler signals
from the raw radar data;
• prediction and verification of micro-Doppler signals via modelling and
simulation;
• recording and visualisation of signatures from real data of various types
2
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of targets, and the type of radar platform employed or designed for that
purpose;
• representation of those signatures with unique feature-sets; and
• the classification techniques used.
Micro-Doppler Representation Techniques
The representation of micro-Doppler signatures is often carried out in the
time-frequency domain. In most cases, the Short Time Frequency Transform
(STFT)-based spectrogram is used to extract the signature [64, 37, 43, 33].
Depending on the data being used, the dynamics of the target can be observed
in the signature, and this usually provides suﬃcient input for classification.
Other time-frequency representations are also used which can either present
more information from the raw radar data [20], or provide higher resolution
spectral images [60, 1]. A good overview of time-frequency analysis is found
in [7]. For radar applications, various time-frequency analysis techniques,
including Doppler-based imaging, are discussed in [27]. Some common time-
frequency analysis techniques are evaluated and applied to micro-Doppler
phenomenon in [1] and [28]. The author of [43] uses the chirplet transform
to represent the micro-Doppler signature. Although it represents a better
model for the signature, it is diﬃcult to relate the model to the dynam-
ics of the target. The author of [60] evaluates additional time-frequency
distributions besides the spectrogram, as applied to human-induced micro-
Doppler signals. These are the Pseudo-Wigner-Ville Distribution (PWVD)
and the B-Distribution (BD). The B-Distribution has also been investigated
in [56] for basic micro-Doppler signatures such as rotation and vibration.
The S-method, which is derived from the WVD, is used to represent the tar-
get signature in [66]. The Reassigned-Transform and the Iterative Adaptive
Approach are two advanced techniques that have been investigated in [49],
[52], [44], [48], and [65]. These were proposed to sharpen the micro-Doppler
signature of the target. This leads to a better resolution that allows decom-
position of the micro-Doppler components. An attempt to decompose the
micro-Doppler signature was made in [67] by using the Hough Transform.
The Wavelet Transform has been used in [70] to extract the micro-Doppler
signature.
Micro-Doppler Signatures from Simulated and Real Data
There are few micro-Doppler target models found in literature. The models
are then used to visualise the micro-Doppler eﬀect of common targets [1],
3
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as well as to verify recorded-data [28]. [28] simulates the micro-Doppler sig-
nature of four types of motion: rotation, vibration, coning, and tumbling1.
This work has been extended in [1] to simulate real targets such as humans,
animals, birds, and helicopters. In [68], Garbuz simulates micro-Doppler sig-
natures from a 12-point model of a walking human. High resolution data
from a human pedestrian model provided by a motion capture system was
simulated in [32]. This model includes humans walking and running at dif-
ferent elevation and azimuth aspect angles, demonstrating their eﬀect on the
micro-Doppler signal. Another simulation was carried out in [31] with a 15-
point motion model. The authors of [41] use a human locomotion model
to generate data that was used to provide a priori-knowledge to the target
classification process.
Micro-Doppler eﬀect can also be observed in recorded data. A remark-
able eﬀort was done by [22] and [57] who collected and investigated diﬀerent
target signatures of humans performing diﬀerent activities; vehicles, animals,
and clutter. Further significant work was done by [33] and [34], who investi-
gated their techniques on four human subjects, which each performed seven
diﬀerent activities. [30], [31], [63], and [69] present micro-Doppler signatures
of humans walking and cycling, vehicle, and animals. Data from wheeled
and tracked vehicles were found in [71], [20], [61], and [62]. Data from single,
pairs, and groups of people were collected and examined in [36].
Feature Extraction
Feature extraction is a process that is normally required prior to target classi-
fication. Diﬀerent techniques for micro-Doppler feature extraction are found
in literature. Some techniques are only designed for one type of target (e.g.
human) and others are designed for diﬀerent types of targets. A simple
method to extract features from human micro-Doppler signatures is presented
in [64]. This method is carried out by cross-correlating one spectrogram time-
frame with the previous one, in which, once the human target is present, the
correlation will generate detectable peaks. Another simple method is found
in [71] which allows for target classification based only on the target velocity.
Stride rate, which is the rate at which a human makes one step, is presented
in [30] and [31]. On its own, this feature is found to be descriptive, but not
suitable enough for human target classification. [37], [38], and [53] define
two features for human signatures: velocity and step frequency. The later
is defined as the diﬀerence in Doppler frequency between the legs’ Doppler-
envelope and the body’s Doppler contribution. It is shown that the first is
1Tumbling is a rotation accompanied by translation and acceleration. Coning is a
rotation of a rigid body around a cone’s circle [28].
4
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always a constant multiple of the second for the periodic human motion. The
authors of [24] and [35] use the dominant geometrical lines extracted from
the signature to represent the micro-Doppler features of rotation, vibration,
coning, and tumbling. The authors of [33] and [34] use image-based tech-
niques such as edge detection to represent the signatures from seven diﬀerent
human activities with a feature set of eight values. In [23], the author uses
three features that distinguish human motion from other types of motion:
average velocity, stride-rate, and an Radar-Cross-Section (RCS)-based ratio.
The techniques mentioned so far can be directly related to the target
dynamics. Other techniques are employed for micro-Doppler feature extrac-
tion that are generally known in signal and speech processing but diﬃcult to
relate to the target dynamics. [20], [61], and [62] introduce Dynamic Time
Wrapping (DTW), a technique more often used in speech recognition tech-
nique, to extract features from diﬀerent target signatures. The cepstrum,
which is also a technique that is often used in speech processing, is used
in [39] to represent the target signature with a set of cepstral coeﬃcients.
Statistical-based methods such as the Gaussian-Mixture-Model (GMM) and
Particle Filter (PF) are introduced in [41] and [54], respectively, for feature
extraction. The Discrete Cosine Transform (DCT) is implemented in [36] for
feature extraction. Some techniques may produce large feature-sets. In this
case, Principal Component Analysis (PCA) can be used to reduce the size of
the feature set. This technique is used in [20] and [25].
Classification Techniques
Many experiments and performance evaluations of various micro-Doppler
classification techniques are found in literature. A simple classification method
such as Linear Discriminant Analysis (LDA) may be employed, as done in
[71] and [23]. Support Vector Machine (SVM) and Artificial Neural Net-
work (A-NN) based classifiers have shown good classification performance
[37, 38, 53, 24, 35, 33, 34]. Other classification methods include k-nearest
neighbour (k-nn), and na¨ıve Bayesian classifiers [20], [62], and [24]. A com-
parison between various classifiers can be found in [35], [25], and [24]. Most
of the presented studies show that, if the target’s feature set is well defined,
it is easily recognised, regardless of the classification technique used.
Testing and Development Platform
Most of the aforementioned studies either developed a radar system for
testing of algorithms and capturing data, or used an existing system. A
Continuous-Wave (CW) radar operating at 24 GHz was developed in [64]
5
Stellenbosch University  http://scholar.sun.ac.za
and [38] to detect humans in real time. The classifier in [71] was developed
and tested for an existing Ku-band radar (MSTAR) to operate in scanning
mode, replacing the Doppler-audio-based operator. A complete X-band CW
radar system was developed in [43] for micro-Doppler human-gait analysis.
[21] describes the design and testing of a multi-target tracking radar system
with human classification. A multi-channel X-band radar system was de-
veloped in [22] and [57] to demonstrate micro-Doppler signatures of a wide
variety of targets. It is useful to point out that, as found in most of the
literature, a higher radar frequency results in a better Doppler resolution.
1.3 Thesis Objectives
The goals to be achieved in this project are summarised as follows:
• The subject of micro-Doppler phenomenon will be studied in order to
better identify how micro-Doppler features relate to a target and its
movements.
• A practical and reliable method to extract micro-Doppler information
from the radar data will be developed.
• Radar parameters that have an eﬀect in the resolution of micro-Doppler
information will be identified.
• A full micro-Doppler feature extractor will be developed that combines
two methods from literature with some enhancements.
• Simple and a multi-class classifiers will be implemented that can classify
human targets based on the extracted features.
• The system will be trained using real radar data, and tested using
separate data set.
1.4 Contribution
Contributions made in this work are:
1. A human target classification system that works in real-time in con-
junction with an existing radar system.
2. Implementation of a feature extraction mechanism that combines two
methods.
6
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3. Implementation of a multi-class classifier that has the potential to
recognise other types targets such as animals and vehicles.
1.5 Thesis structure
A theoretical background of all the topics discussed in this work is given
in chapter 2. Chapter 3 discusses the conceptual design of the human gait
detection system. Detailed design of the system is given in chapter 4. Testing
and evaluation of the system with real radar data are presented in chapter 5.
Finally, our concluding remarks and suggestions for further work are given
in chapter 6.
7
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Chapter 2
Theoretical Background
2.1 Introduction
The Doppler eﬀect has been studied in numerous fields and applications of
science and engineering [18]. In radar, the eﬀect can be seen as a shift in the
frequency of the reflected signals from moving targets [3].
Radar transmits electromagnetic waves to detect objects of interest by
receiving the returned echoes from those objects [18]. The radar can locate
those objects based on the time delay between transmitting and receiving
the signal. If one object is moving, a frequency shift will be induced in the
returned signal, which is caused by the Doppler eﬀect.
The Doppler eﬀect varies depending on the radial velocity of the object
with respect to the radar. Besides measuring the radial velocity of a tar-
get, modern radars use the Doppler eﬀect to eliminate moving targets from
stationary clutter, which enhances the process of target detection [18].
If the object has oscillating, rotating, or vibrating parts, those parts
will induce additional Doppler components that modulate about the main
Doppler component which was caused by the bulk motion. Those additional
components are called the micro-Doppler components [1, 28].
Extraction of micro-Doppler information can lead to a better represen-
tation of the target dynamics. With additional processing, recognition of
the target is possible [24]. In the case of human targets, the micro-Doppler
components correspond to the swinging of arms and legs while walking or
running; they modulate about the main Doppler component induced by the
bulk motion of the torso.
In the following sections we give background information on how the
Doppler shift is commonly estimated in a radar signal. The most commonly
used method to extract Doppler information is presented. The micro-Doppler
8
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eﬀect will then be introduced, along with a method for extracting the tar-
get signature by means of joint time-frequency analysis. Some examples of
micro-Doppler signatures of selected targets will be shown. Further analysis
of micro-Doppler signatures that leads to target recognition which involve
feature extraction and pattern recognition techniques are presented.
2.2 Doppler Eﬀect in Radar
Due to the Doppler eﬀect, the frequency of the received signal fr from a
moving point scatterer will diﬀer from the transmitted frequency f0. The
special relativity theorem predicts that the received frequency fr can be
represented as [1, 3]
fr =
(
1 + vr/c
1− vr/c
)
f0 (2.1)
where vr is the radial velocity of the scatterer with respect to the source.
Since the velocity of actual radar targets is very small compared to the speed
of light (vr ≪ c), Equation 2.1 can be reduced to [3]
fr =
[
1 + 2
vr
c
]
f0 (2.2)
The diﬀerence between the transmitted frequency f0 and the received fre-
quency fr is the Doppler shift, fD
fr − f0 = fD = 2vr
c
f0 =
2vr
λ0
(2.3)
where λ0 is the transmitted wavelength and vr is positive for an approaching
target and negative for a receding target.
If the target is moving with velocity v and an angle ψ with respect to
the radar line-of-sight, where ψ = 0 for an approaching target and 180◦ for
a receding target, the radial velocity will become v · cosψ and Equation 2.3
becomes
fD =
2v
λ0
cosψ (2.4)
Therefore, the Doppler shift is at a maximum if the target is travelling di-
rectly inbound or outbound (ψ = 0 or 180◦). If the target is crossing the
beam of the radar tangentially (ψ = 90◦) then fD will equal 0 Hz.
The above equation only shows the physical relationship between the
Doppler shift and the radial velocity of the target. It cannot be used to
extract the Doppler information, since the radial velocity of the target is
unknown and more than one target may be present. The following section
shows how to extract Doppler information in modern radars.
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2.3 Extraction of Doppler Information
For a pulse radar, each pulse, whether it is modulated or not, exhibits a
certain limited significant bandwidth. Targets that are not fast enough would
only cause a small Doppler shift that is not large enough to exceed the
bandwidth of one pulse. For this reason, it is very diﬃcult to estimate
Doppler shift based on a single pulse [3]. Therefore, the use of multiple
pulses to measure the Doppler shift is essential, as will be shown in the
following sections.
2.3.1 Video Detectors and Coherent Detectors
Let us assume a single sinusoidal pulse transmitted with a carrier frequency
f0 and centred at time t = 0:
s0(t) = A cos(2πf0t+ θ), −τ
2
≤ t ≤ τ
2
(2.5a)
If the carrier frequency f0 is known, the pulse can be characterised with its
amplitude A and phase θ within its period τ :
s0(t) = Re
{
Aej(2πf0t+θ)
}
(2.5b)
= Re
{
(Aejθ)ej2πf0t
}
(2.5c)
If the transmitted pulse in Equation 2.5 reflects from a target at range R0,
the radar will receive the pulse at time t′ = 2R0/c. The received pulse will
be
sr(t) = s0
(
t− 2R0
c
)
(2.6a)
= A′ cos
[
πf0
(
−2R0
c
+ θ
)]
(2.6b)
= A′ cos
(
2πf0t+ θ − 4π
λ
R0
)
(2.6c)
= A′ cos(2πf0t+ θ′), −τ
2
+
2R0
c
≤ t ≤ τ
2
+
2R0
c
(2.6d)
= Re
{
(A′ejθ
′
)ej2πf0t
}
(2.6e)
The received pulse has a new amplitude A
′
which is attenuated according to
the radar range equation, a new phase θ′ = θ− 4πλ R0, and is delayed in time
by 2R0/c. The phase of the received pulse (θ) is shifted by −4πR0/λ and is
proportional to the range of the target. If the target travels with a constant
10
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LPF
LPF
2 cos(2¼f0t)
2 sin(2¼f0t)
A’ cos(2¼f0t  + µ’)
A’ cos(µ’)
A’ sin(µ’)
In-phase (I) channel
Quadrature (Q) channel
Figure 2.1: Classical coherent I/Q detector.
θ′ = θ − 4πλ0R0 (reproduced from [3]).
velocity, the rate of change of its phase will be constant. If the targets
accelerate or decelerate, the rate of change of phase will vary accordingly.
These two facts are the key to Doppler and micro-Doppler estimation in
modern radars.
The unknown parameters of the received pulse in equation 2.6 are the
new amplitude A′, the phase shift θ′, and the time delay t0 = 2R0/c. Radars
are designed to measure those parameters. Modern radars employ the co-
herent detector to extract the in-phase and quadrature components of the
input received signal. In addition, the moving direction of the target can
be found. A general form of the coherent detector is shown in figure 2.1.
This configuration splits the incoming signal into two channels. The upper
channel signal is mixed with the reference oscillator, while the other channel
is mixed with a 90◦ shifted reference signal. By working out the output of
the two mixers and the low-pass filters, the output of the two channels are
found to be
I = A′ cos θ′ (2.7a)
Q = A′ sin θ′ (2.7b)
Combining the I and Q components gives the complex baseband form of the
received signal
sr = I + jQ (2.8a)
= A′(cos θ′ + j sin θ′) (2.8b)
= A′ejθ
′
(2.8c)
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Figure 2.2: Resolving range from ADC samples: The data matrix is shown
on the right-hand side. Each row forms one range swath.
As we can see, the complex output allows independent measurement of am-
plitude and phase as well as the direction of the target by means of positive
or negative Doppler shifts.
2.3.2 Range Bins and Data Matrix
The use of a coherent detector allows measurement of the received signal’s
amplitude and phase. The time delay of the received echo is estimated by
sampling the output of the receiver repeatedly after the pulse is transmitted
and observing the time at which the echo was received.
For each time sample, whenever a received pulse is present, the output
of the receiver is sampled and a complex signal with I and Q components is
formed. The vector of samples that is formed from the output of the receiver
for each pulse is called the fast-time vector. A form of pulse-compression
processing is performed on this vector to resolve the range information. The
output of this process is a vector of the same length called the range swath
and each of its elements is called a range bin (Figure 2.2).
When the radar transmits M pulses in a dwell time (which is the time
an antenna beam spends on a target), a set of range bins will be generated
for each pulse. Those are typically stored in memory as a two dimensional
matrix of complex samples as shown in Figure 2.2. The time interval between
samples in a row equals one Pulse Repetition Interval (PRI), so the sample
rate in this dimension is the Pulse Repetition Frequency (PRF). Each row
of the matrix represents a series of measurements from the same range bin
over M successive pulses. The total amount of time MT represented by the
data matrix is the Coherent Processing Interval (CPI) [3].
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2.4 Doppler Signal
Suppose a target is approaching the radar with radial velocity v and the
radar transmits a series of M pulses separated by a PRI of T seconds. The
range to the target when the mth pulse is transmitted is R0 −mvT meters.
The phase shift of the echo of the mth pulse will be
∆θ = (−4π/λ)(R0 − vmT ) [rad]
When the output of the coherent detector is sampled some time during the
echo, the measured output for the mth pulse will be
sD[m] = A exp {j[θ − (4π/λ)(R0 − vmT )]} (2.9a)
= A exp
{
j
[
2π
2v
λ
(mT ) + θ −
(
4πR0
λ
)]}
(2.9b)
substituting for fD in Equation 3.1 yields:
sD[m] = A exp [j(2πfDtm + θ
′)] , ≤ m ≤M − 1 (2.9c)
where tm = mT is the transmit time for the mth pulse. Equation 2.9 shows
that the sampled signal formed by measuring the phase of each successive
pulse echo with a multi-pulse waveform forms a discrete-time complex sinu-
soid at the expected Doppler frequency.
The signal is sampled at instants tm separated by the PRI. The sinusoid
is the result of the changing echo phases which are caused by the changes in
target range between pulses. Doppler shift measured from a series of phase
measurements in this way is referred to as spatial Doppler [3].
2.4.1 The Doppler Spectrum
The output signal of the coherent detector is the superposition of some or
all of the following components:
• echoes from moving or non-moving targets,
• clutter,
• receiver and atmospheric noise,
• spurious signals from the receiver, and
• intended interference signals (electronic countermeasures) or non-intended
interference signals.
13
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Figure 2.3: Doppler spectrum of M -pulses [3].
In this work, the focus will primarily be on the first three items: targets,
clutter, and noise.
The Doppler spectrum of a range bin is the discrete-time Fourier trans-
form (DTFT) of the slow-time data for that range bin. Each of the previously
mentioned types of signals will exhibit a diﬀerent Doppler spectrum. The
Doppler spectrum observed at the radar output will be the superposition of
the contributions from each signal source.
Consider a stationary coherent radar staring at a certain direction where
a particular range bin contains some ground clutter and two moving targets,
one approaching the radar and another one receding. Taking the DTFT
of that range bin across the slow-time dimension would generate a Doppler
spectrum that looks similar to that in Figure 2.3. Because the spectrum of
sampled data repeats periodically over the entire frequency band, only the
region between ±PRF/2 is shown. From the Doppler spectrum, the following
signals are observed:
• White receiver noise spread uniformly across the entire spectrum.
• The spectrum of stationary ground clutter (such as buildings, trees,
bushes, etc.) centered around zero Doppler shift. This spectrum can
spread if some stationary clutter element has moving parts, such as
trees in the wind or fans.
• The two peaks of energy represents the two targets, one at negative
frequency, and one at positive frequency. Their position in the Doppler
axis is dependent on their individual radial velocities with respect to the
radar. Their individual amplitudes relative to the noise are determined
by their individual Signal to Noise Ratios (SNRs).
If the target radial velocity vr is in the interval (−λ·PRF/4 ≤ vr ≤ λ·PRF/4),
then the Doppler shift will fall in between ±PRF/2 and the Doppler peaks
14
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will indicate the actual radial velocity.
The Doppler shift of targets with a velocity outside this range will alias
to an apparent Doppler of fD + kPRF, where the integer k is chosen such
that the result falls in the range ±PRF/2. The amplitude of the clutter with
respect to the noise floor is determined by the Clutter to Noise ratio (CNR).
2.4.2 Doppler Resolution
As discussed in the previous section, the Doppler spectrum of a single range
bin is generated by taking the DTFT of multiple pulses over that range bin.
The Doppler shift that is caused by a certain moving target will appear
as a peak with a limited bandwidth in the Doppler dimension. Having an
apparent peak will allow detection. The important question that rises from
that is, if there are two moving targets at the same range bin, what is the
minimum diﬀerence in velocity between the two targets that is required so
that their individual Doppler peaks can be distinguished from each other?
The Rayleigh criterion (applied to the Doppler domain) states that two
point targets are resolvable when the targets can be separated in Doppler
such that the peak of the DTFT of one target falls on the first null of the
second target [3]. To apply this statement, let us consider a constant velocity
point target illuminated by a radar at a certain range bin over a CPI of M
pulses. If the target velocity causes a Doppler shift fD Hz, then the slow-
time received signal at that particular range bin at the output of the coherent
detector is
sr[m] = Ae
j2πfDmT , m = 0, . . . ,M − 1 (2.10)
where T is the PRI. The DTFT of Equation 2.10 is given as [3]
Sr(f) = A
sin[π(f − fD)MT ]
sin[π(f − fD)T ] e
−jπ(M−1)(f−fD)T (2.11)
The magnitude of this equation is plotted in figure 2.4 for the case where
fD = PRF/4 and M = 20 pulses. The main-lobe is centered at f = fD Hz.
The radar Doppler resolution parameters that are estimated according to the
Rayleigh criterion are:
Main-lobe bandwidth =
1
MT
=
PRF
M
[Hz] (2.12a)
or
The width of the main-lobe at −3 dB = 0.89
MT
=
0.89PRF
M
[Hz] (2.12b)
Both parameters are inversely proportional to MT which is the total time of
the set of pulses used to make the spectral measurement. Therefore, Doppler
resolution increases with increasing the observation time (or increasing M).
15
Stellenbosch University  http://scholar.sun.ac.za
!"#$ !"#% !"#& !"#' !"#( " "#( "#' "#& "#% "#$
"
'
%
)
*
("
('
(%
()
(*
'"
+,--./0120/34/5671894.:;-./<1,=1!"#>
|S
r(
f)
|
Figure 2.4: Magnitude of the DTFT of a complex sinusoid representing a
point target moving at constant velocity such that fD = PRF/4 Hz and
M = 20 pulses [3].
2.4.3 Range-Doppler Map
Figure 2.5 shows an example of two targets present in the beam as well
as clutter that is distributed among diﬀerent range bins and Doppler bins.
Clutter can be present in all range bins and is centered at zero Doppler
shift. A scenario of a radar staring in the direction of two targets present
at diﬀerent range bins moving in diﬀerent directions is shown in Figure 2.6.
This representation of radar signals makes it easy to visualise the target and
clutter distribution.
2.5 The Micro-Doppler Eﬀect
Originally, the micro-Doppler eﬀect was introduced in coherent Laser Detec-
tion and Ranging systems (LADARs) [1]. LADAR detects the range of an
object in a similar fashion as a radar but uses an optical light wave. Also, the
concept of coherency is the same as for radar. As coherent LADAR preserves
the phase information of the received wave with respect to the transmitted
wave, it can measure the velocity of an object from the phase rate of change.
LADAR has a greater sensitivity to phase changes. A half-wavelength change
in range will cause a 2π change in phase. In the vibration case, if the fre-
quency of vibration is fv and the vibration displacement is Dv, then the
16
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Figure 2.5: 2-D Range-Doppler Spectrum [3].
maximum Doppler frequency variation determined by [1] is
max{fD} = 2
λ
Dvfv (2.13)
As a result, Doppler frequency shifts can easily be detected in high frequency
systems, since a very small displacement Dv can cause a large phase change
even with a very small vibration rate fv.
If an object has oscillatory or vibrating parts that create a diﬀerent mo-
tion pattern to the main pattern which moves the object, this motion is
called the micro-motion [28]. Examples of micro-motion could be the rotat-
ing blades of a helicopter and the swinging arms and legs in a walking human
which is the subject of interest in this work.
In the Doppler domain, micro-motion modulates extra Doppler shifting
about the main Doppler shift. Those extra components are called the micro-
Doppler components. This modulation enables us to determine the motion
pattern of an object of interest and hence assist in identifying this object.
This modulation has been discovered as a Doppler audio signal in the early
times of radar target recognition [16, 15]. The techniques for time and fre-
quency representation of micro-Doppler as well as how to use them for target
classification is still an active subject of research [28].
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Figure 2.6: 2-D Range-Doppler map.
2.6 Extraction of a Micro-Doppler Signature
The modulation of micro-Doppler components can be extracted from the
complex output of the coherent I/Q detector. In addition to the main
Doppler shift of the moving target that is normally constant with time,
modulation of micro-Doppler will vary with time in accordance to the time-
varying dynamics of the target. For this reason, the Fourier transform that is
used to extract the range-Doppler spectrum is not suitable to represent this
time-varying Doppler information. Therefore, joint time-frequency analysis
is required to extract the micro-Doppler modulation.
2.6.1 STFT Based Spectrogram
The most frequently used time-frequency representation of a time-varying
signal is the spectrogram. It estimates the change of frequency content
of a signal over time. The spectrogram is calculated by using the short-
time Fourier transform (STFT). The discrete short-time Fourier transform
(STFT) of a signal x[n] is defined as [8]
STFTx[k, n] =
∞∑
r=−∞
x[r]w[n− r]e−j2πrk/N k = 0, 1, · · · , N − 1 (2.14)
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where n is the discrete time index, k is the discrete frequency index, and
w[n] is a window function.
The STFT can be viewed as the discrete Fourier transform of a signal mul-
tiplied by a window function that slides in time. The duration of the window
is typically chosen such that the signal of interest is approximately stationary
over the duration of the window. A shorter-duration window provides better
time resolution but reduced frequency resolution. A longer-duration window
provides a better frequency resolution but poor time resolution. This is a
classic time-frequency resolution trade-oﬀ resulting from using the STFT [7].
The spectrogram is used to extract the pattern of time-varying modula-
tion of micro-Doppler components. The spectrogram of x[n] is defined as the
magnitude-squared of the STFT [8]:
Spectrogramx[k, n] = |STFT[k, n]|2 (2.15)
Window selection, and the optimum size for the window, will be defined in
the next chapter.
2.7 Micro-Doppler Target Signature
The word “signature” is widely used in radar and it refers to various char-
acteristic representations of an object or a process [15]. An example is the
overall Radar Cross Section (RCS) plot of an aircraft or a missile which gives
it a unique shape in terms of target reflectivity.
In the micro-Doppler domain, a target signature is the spectral image
that shows the micro-Doppler characteristics of the target. This image can
directly relate to the dynamics of that target. It is a complex-frequency
modulation represented in the joint time-and Doppler frequency domain,
and it is the distinctive characteristics that give the target its identity [1].
A target can be represented as a set of reflecting point scatterers. De-
pending on the dynamics of the target, a point scatterer can be regarded as
having its own motion. The resultant motion of the point scatterers will give
a model of the micro-motion of the overall body of the target. Modelling the
micro-Doppler signature of a target is simplified with point scatterers.
2.7.1 Micro-Doppler Signature of a Vibrating Object
A simple motion of a point scatterer can be regarded as an oscillation, vibra-
tion, or rotation. The Doppler shift of a vibrating point scatterer is shown
in the next paragraph as an example. The same equation has been worked
out for other types of motion in [28].
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The received Doppler-shifted signal from a vibrating scatterer as a func-
tion of time is given in the equation
sr(t) = A exp [j(2πf0t+ φ(t))] (2.16)
where A is the amplitude of the received signal, f0 is the center frequency
of the transmitted signal, and φ(t) is the time-varying phase change of the
vibrating scatterer. The time-varying phase φ(t) of a vibrating scatterer can
be modelled as [28]
φ(t) = β sin(2πfvt) (2.17)
where β = 4πDv/λ, Dv is the amplitude of the vibration, and λ is the
wavelength of the transmitted signal. Substitution of equation 2.17 into
equation 2.16 yields
sr(t) = A exp [j(2πf0 + β sin(2πfvt))] (2.18)
The phase term in the previous equation is a time-varying function. The
Doppler frequency induced by the vibration of the scatterer can be repre-
sented as
fD(t) =
1
2π
dφ(t)
dt
(2.19a)
=
4π
λ
Dvfv cos(2πfvt) (2.19b)
From the above equation, we note that the micro-Doppler component in-
duced by a vibrating scatterer is a sinusoidal function of time at the vi-
brating frequency fv. This component is an important element to simulate
the micro-Doppler signatures of complex targets such as human gait. Com-
plex micro-Doppler signatures can also be modelled with other simple micro-
Doppler signatures such as rotation, tumbling, and coning. Modelling of
micro-Doppler signatures of those types is given in [1] and [28].
2.7.2 Micro-Doppler Signature of a Human
Human motion is a very complex type of motion that involves diﬀerent types
of movement of individual body parts. The way that the human’s locomotion
is achieved is called the human gait [43]. A commonly used method for human
gait analysis and recognition is achieved by using sequences of visual images
generated by optical equipment. However, visual methods can be aﬀected
by distance, light, and environmental conditions. Alternatively, radar has
20
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Figure 2.7: Simulated spectrogram of a walking human [32]. (a) Directly
inbound. (b) 45◦ angle inbound.
been widely used as an RF sensor for detection and tracking of targets of
interest, having the capability of reaching over long ranges and overcoming
the limitations of visual detection systems. Therefore, using radar as a tool
to detect humans is a matter of interest.
The motion of a human body can be characterised by a periodic movement
of limbs which leads to an articulated locomotion. Walking is a typical
example of a human motion which consists of two phases for every gait cycle:
a stance phase, where one foot is on the ground with a heel strike and a toe oﬀ,
and a swing phase, where one foot is lifted from the ground with acceleration
or deceleration [1]. Although this might be the general manner of a human’s
walk, each individual has diﬀerent walking characteristics.
The complex human motion can be modelled as a sum of the motion of
point scatterers from all body parts. The final Doppler signature is the linear
superposition of the Doppler shifts from all the individual point scatterers.
There are a number of models for this developed in literature. Such a model
will not be re-developed in this work, but one of the available models will be
employed for target classification performance measurement as will be shown
in chapter 5.
As mentioned earlier in the literature review, models of human micro-
Doppler signatures were developed for various reasons: to have a better
understanding of the micro-Doppler composition of the signature, to ver-
ify experimental data, or to be used as synthetic training data for target
classifiers.
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2.8 Detection of Targets in Noise and Clutter
Before extracting the signature of a target, it is necessary to detect it first.
Extracting the signature is computationally challenging [20]. Hence, it is
required to reduce the amount of data for less computation. This can be
done by locating the target, then isolating it with a range-gate where only
the surrounding information is processed further [30].
Detection is a classical branch of radar. In this section, the part of detec-
tion that is required to find a moving target is customised for the purpose of
this work.
The main objective of this process is first, to pass on the Doppler spec-
trum only at the ranges where possible targets are present; and second, to
continuously pass it on to the classifier by tracking the targets over range as
long as they are present in the beam.
There are various schemes in radar for detection to take place. For our
types of targets, it is convenient to use the range-Doppler spectrum as an
input to the detection process. The range-Doppler spectrum provides a high
SNR and localises the target energy to a detectable peak rising at the asso-
ciated range and Doppler frequency. To detect a moving target, a suitable
threshold, to which each value of the range-Doppler spectrogram is compared,
shall be determined.
As is well known in detection theory, each sample from the received signal
can be noise-only or a signal corrupted by noise. Given a probability of
false-alarm, the detector has to decide for each sample whether a signal
is present by comparing the sample to a threshold. The threshold can be
either fixed or adaptive. The fixed-threshold technique does not adapt for
non-stationarity of the received signal as the false-alarm rate varies over
time. Alternatively, an adaptive threshold technique is more likely to perform
better. Methods of Constant Flase-Alarm Rate (CFAR) are widely employed
in radar to maintain an adaptive threshold [18, 5].
Cell-Averaging CFAR (CA-CFAR) is one of the most common CFAR
detectors [4]. A detailed scheme of CA-CFAR is shown in figure 2.8. In this
detector, the detection threshold T is given by
T = αPn
where α is a scaling factor known as the threshold factor and Pn is the noise
estimate. The noise estimate is calculated by simply taking the average of
the leading and lagging neighbouring cells around the cell-under-test (CUT)
Pn =
1
N
N∑
i=1
xi
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Figure 2.8: CA-CFAR detector [4].
where N is the number of neighbouring cells and xi is the value of neighbour-
ing cell i. The guard cells are not taken into account as to avoid having part
of the signal included in the neighbouring cells which can eﬀect the noise
estimate. The threshold factor α is a function of the desired probability of
false-alarm (PFA) and the number of neighbouring cells N , such that
α = N
(
P−1/NFA − 1
)
2.9 Tracking
The purpose of tracking is to lock the target within a range-gate so that only
data that is relevant to the target is processed. As the experimentation data
we have contain targets that move in range only, a one-dimensional tracker
is suﬃcient. The basic steps of target tracking will be given in this section.
Detailed steps will be explained in the next chapter.
Target tracking consists of the following steps:
1. plot extraction,
2. track initiation,
3. plot-track association, and
4. track deletion.
Plot extraction is the process of identifying the adjacent detections as a
single target and replacing them with a single plot. A single plot consists
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Figure 2.9: Plot extraction from a sample area of the range-Doppler spec-
trum.
of a measurement of the target’s range (R), spatial velocity (v), Doppler
shift (D), and direction. These measurements are necessary for the tracking
process. Other measurements that are not related to the tracking process but
used during feature extraction are: the spread of range sidelobes, Doppler
bandwidth, and the size of the range-gate.
Given a binary image representing the detection matrix (see Figure 2.9),
there are a few methods that can be used to extract the plots. A well
known method is called connected-components labelling or blob-extraction
[14]. This process labels adjacent 1’s in the detection matrix, which makes it
possible to replace them with a single plot. It can also be used to determine
the centroid of the detection matrix which makes it possible to locate the
plot at the associated range and Doppler shift as shown in figure 2.9.
If plot extraction is carried out for every CPI, plots can be tracked over
time. Tracks are initiated for each plot. If a plot from the next CPI falls
within close proximity to a track, then this plot will be associated with that
track. This process is known as plot-track association [5]. If no plot exists
close to a track, then a plot will be declared as missed and a predicted plot will
be generated. If the number of misses exceeds a certain acceptable number,
then the track will be deleted. As long as the target is being tracked, the
data contained within its range gate will be separately processed for target
classification. This process will be explained in detail in the next chapter.
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2.10 Micro-Doppler Target Classification
After the micro-Doppler signature of a target is extracted, it can be classified.
Essentially, target classification can be done by ear: a skilled operator can
distinguish one type of target from another by listening to the Doppler ex-
tracts [71]. In a sophisticated radar, target classification can be automated.
The objective of this work is to develop such a classifier to identify humans.
A typical classification system consists of three major blocks: preprocess-
ing, feature extraction, and classification. The target signature is generated
as discussed in the previous sections and then the two-dimensional spectro-
gram image is provided as input to the feature extractor. A set of features
that represent the signature is then passed to a previously trained classi-
fier to identify the target class. Signature extraction was explained in the
previous sections. The following two sections explain feature extraction and
classification.
2.10.1 Feature Extraction
Feature extraction is an essential process prior to classification. For an input
signal represented by a large amount of data, such as an image of a time-
frequency distribution of a target signature, it is convenient to decrease this
large amount by extracting key features that can best represent the input
signature. Recent work in literature shows a variety of methods to accom-
plish this process. Each one is suitable for one or more than one type of
target. The authors of [33] propose a method for extracting seven features
based on peak and edge detection in the micro-Doppler spectrogram to dis-
criminate between seven human activities. In [35], a method of extracting
three features (symmetry, slope and presence of a middle line) of four types
of motion (vibration, coning, tumbling, and rotation) based on the micro-
Doppler spectrogram is presented. [30] and [31] employ a simple method
for human detection: they extract the human torso contribution by detect-
ing the maximum peaks of the spectrogram. [23] shows how to discriminate
between humans and animals using two features, stride rate, which is the
rate at which the human take a stride, and another feature that resembles
the RCS diﬀerences between the main body (torso) and the oscillating parts
(appendages) for each target. Another approach is proposed in [37] and [38]
which extracts an average frequency diﬀerence between the torso and the en-
velope of the micro-Doppler signature, and uses that to distinguish humans
from other types of targets. All the extraction methods mentioned here so
far are based on STFT generated signature and applied to a short time frame
of the spectrogram (3 to 6 seconds). Other methods that are not based on
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STFT can be found in [60], [56], [66], [49], [52], [44], [48], [65], [67], and [70].
In this work, we propose a feature extraction method similar to those
presented in [23] and [33]. This method is relatively simple to implement
but powerful enough for practical implementation in real-time applications
and to detect a variety of targets. The method is based on the periodicity
of the target signature, which can be characterised in a spectral map. It
is also possible to relate the outcomes of this method, such as velocity and
stride-length, to the target’s dynamics, as will be shown in section 3.3.
2.10.2 Classification
Given the feature set that represents a certain target signature, it is possible
to define the rules to discriminate one type of target from another. It is
convenient to design the feature extractor to generate feature sets that can
be mapped in a certain space where targets of similar behaviour cluster within
the space. Discrimination rules can be applied to create boundaries between
those areas and hence discriminate one type of target from another.
There are various classification schemes that can be applied for the pur-
pose of target classification with micro-Doppler signatures. Each scheme
varies in performance and accuracy. Target classification using micro-Doppler
signature has been studied using various classifiers in literature. In [33]
and [34], the authors conducted the classification task with Support Vec-
tor Machine (SVM) and Artificial Neural Network (ANN) based classifiers.
The SVM is found to perform slightly better than the ANN for a set of
six features and an output of seven classes. In [35], a comparison test was
performed on five types of classifiers: Bayes Linear Discriminant Classifier
(LDC), Bayes Quadratic Discriminant Classifier (QDC), k-Nearest Neigh-
bour (k-NN), SVM, and ANN. Those classifiers were tested against four
classes of motion: vibration, rotation, coning, and tumbling. All classifiers
are found to perform well, except for a considerable error rate of 12% using
the ANN. However, the authors of [24] do a classification performance anal-
ysis of three types of classifiers: Support Vector Machine (SVN), Artificial
Neural Network (ANN), and Nearest Neighbour (NN). The classifiers were
tested against the same types of motion given in the previous paper and
conducted a similar feature extraction method. The results shows slightly
better performance using the ANN as opposed to the other classifiers.
It is important to note that the previous studies employed similar types
of classifiers but certainly with diﬀerent configurations, hence the variety of
their results. But most of the studies show that, if the target features are
well defined, they will be easily recognised, regardless of which classifier is
used.
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In this work, a neural network based classifier will be designed to perform
the classification task. This design choice was made upon earlier examination
of the proposed feature extraction method with an A-NN classifier which has
shown an acceptable performance. This increased the confidence that the
proposed feature-set is defined well enough for any classifier to be suitable.
The following section introduces the common neural network configura-
tion that is found to be suitable for micro-Doppler based target classification,
along with the training mechanism. The chosen configuration is the multi-
layer feed-forward perceptron with back-propagation training algorithm [9].
The design procedure will be shown in the next chapter.
2.10.3 Overview of ANN Classifiers
Single-Neuron Model
Before we begin discussing the multilayer perceptron (MLP), a short overview
of a single neuron is given1.
A multi-input neuron is shown in figure 2.10. This neuron computes
a weighted sum of its R inputs, p1, p2, . . . , pR. The summation n (the net
input) goes into a transfer function f , also known as the activation function,
and generates a scalar output a. If the sum n is above a certain threshold b,
then a = 1, otherwise a = 0. Mathematically, this can be written as:
a = f
(
R∑
j=1
wjpj + b
)
(2.20)
where f(·) is an activation function (e.g. a step function at 0), and wj is the
weight associated with the jth input. The threshold b (also known as the
bias) is often considered as another weight w0 = b attached to the neuron
with a constant input p0 = 1. This equation can be rewritten in a matrix
form:
a = f(Wp+ b) (2.21)
where the matrixW is the weighting matrix, with only one row in the single
neuron case. There is a variety of activation functions that can be used that
are suitable for diﬀerent applications. The most frequently used function,
other than hard-limit threshold function, is the sigmoid function defined as
f(n) =
1
1 + e−n
The two functions are shown in figure 2.11 and 2.12
1This section follows the description in [9].
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Learning with the Backpropagation Algorithm
The learning procedure in ANNs networks can be seen as a process of updat-
ing the network architecture and connection weights so that it can eﬃciently
perform a specific task. The network must learn the connection weights from
available training data. Its performance improves over time as the weights
in the network are iteratively updated.
To understand the learning process, it is important to have a model of
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Figure 2.12: The log-sigmoid activation function.
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the environment in which a neural network operates. In other words, it
is important to know what information is available to the network. This
model is referred to as the learning paradigm. Secondly, it is important to
understand how the weights are updated and which learning rule governs the
updating process. The learning rule refers to the algorithm or procedure in
which rules are applied when calibrating the network weights.
There are three main learning paradigms presented in literature: super-
vised, unsupervised, and hybrid. In supervised learning, as will be employed
in this work, the training procedure is carried out while the network is pro-
vided with the correct output result a for every input p. The weightsW are
calibrated to allow the network to give outputs as close as possible to the
known correct desired outputs. On the other hand, unsupervised learning
does not require specification of desired outputs associated with each input
training set. Hybrid learning combines the previous two learning paradigms.
Four learning rules are commonly used: error correction, Boltzmann, Heb-
bian, and competitive learning [42]. For simplicity, the error correction rule
is suﬃcient for our work.
In the supervised learning paradigm, the network is given a desired output
for each input set. During the learning process, the actual output a generated
by the network may not equal the desired output d. The basic concept of
error-correction learning rules is to use the error value (d−a) to calibrate the
connection weights in order to gradually reduce this error. The perceptron
learning rule is based on the error-correction rule. To show this concept,
let us consider a perceptron of a single neuron with R adjustable weights,
w1, w2, . . . , wR, and bias b as shown in figure 2.10. Given an input vector
p = [p1, p2, . . . , pR], the net sum of the neuron is
n =
R∑
j=1
wjpj + b
If we employ a step function as the activation function, the output of the
perceptron is +1 if n > 1 and 0 otherwise. In a two-class classification
problem, the perceptron assigns an input set to one class if a = 1 and to the
other class if a = 0. The linear equation
R∑
j=1
wjpj + b = 0
defines the decision boundary that halves the space. The perceptron learning
algorithm can be summarised as follows:
1. Initialise the weights and bias to small random numbers.
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2. Present a pattern vector p = [p1, p2, . . . , pR]T and evaluate the output
of the neuron.
3. Update the weights according to
wj(t+ 1) = wj(t) + η(d− a)pj
where d is the desired output, t is the iteration number, and η (0 <
η < 1) is the gain (step size).
Learning occurs only when the perceptron makes an error. It has been proved
that, when training sets are drawn from two linearly separable classes, the
perceptron learning procedure converges after a finite number of iterations
[9], [42]. This idea is known as the perceptron convergence theorem. The
backpropagation learning algorithm is also based on the error-correction rule.
Single-layer Perceptron
A single-layer network of S neurons is shown in figure 2.13. The layer includes
the weight matrixW, the summers, the bias vector b, the activation function
blocks and the output vector a. It is common for the number of neurons in
a single layer not to be the same as the number of inputs. In other words,
S ̸= R. It is also common for the activation functions not to be the same.
A single-layer network with activation functions of either a hard limit or a
sigmoid is called a single-layer perceptron.
Multi-layer Perceptron
A multi-layer network is shown in figure 2.14. Each layer now has its own
weight matrix W, its own bias vector b, a net input vector n and an output
vector a. A layer of which the output is the network output is called an
output layer. The other layers are called hidden layers. The network shown
here has an output layer (layer 3) and two hidden layers (layers 1 and 2).
Multi-layer perceptrons commonly employ the backpropagation algorithm
for calibrating their weights [9].
Design Issues
Many issues arise when designing multi-layer perceptrons, such as:
• how many layers are needed for a given task,
• how many units are needed per layer,
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Figure 2.13: S-neuron single-layer perceptron.
• how eﬃcient the network performs on data that is not included in the
training set (its ability to generalise), and
• how large the training set should be for good generalisation.
Although the multi-layer feed-forward networks which use backpropagation
have been widely used for classification applications, many design param-
eters, such as weights and number of layers, still take the trail-and-error
method to determine their values for optimum results. Only loose guidelines
are provided in the existing theoretical results for choosing these parameters
[42].
Derivation and implementation steps of the backpropagation algorithm
for the feed-forward network are found in [9] and [42].
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Chapter 3
System Design
3.1 Introduction
In this chapter, the design of the Radar Human Detector as well as the
concepts and methods underlying the detection process are discussed. The
chapter will start by giving an overview of the operating scenario of the
radar where the human detector can be employed, along with the operational
assumptions. The overall objectives and concept diagram of the system are
given in section 3.3. Extraction of the micro-Doppler signature of the target
is detailed in section 3.6. Section 3.7 will explain the method for extracting
features from target signature. Finally, section 3.8 details the development
of two types of classifiers.
3.2 Radar Operational Scenario
The capability of detecting humans can be applied in various applications
such as protecting a border or facilities from possible human presence. For the
radar to use the designed human detection system, the following assumptions
are made:
1. It is assumed that the radar is able to detect the presence of moving tar-
gets within its detection range. Radars with Doppler or MTI detection
capability can provide first detection while operating in a full-scanning
or a sector-scanning modes.
2. Once the detected targets are displayed on the radar screen, we assume
that the operator is given the option to direct the antenna beam at
the target of interest to evaluate the target by initiating the human
detection process. An example is given in Figure 3.1.
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(a)
Target of 
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Figure 3.1: Typical scenario of a surveillance radar: (a) Detection displayed
in Scanning Mode. (b) Staring at the target of interest.
3. While the target is being detected in the beam, we assume thatit will be
isolated and tracked within a range-gate that is centred at the range
of the target. The range-gated data will then be sent to the human
detector to evaluate the presence of humans.
4. The human detection algorithms developed in this work are specifically
applied and tested with a low-power FMCW radar (RSR940). However,
those algorithms can easily be modified to work in other types of radars
with Doppler capability. An overview of the RSR940 Radar System is
given in chapter 4.
It is more likely that the radar can eﬃciently evaluate the target if it
moves directly inbound towards the radar, or directly outbound away
from the radar. As will be shown in our tests in chapter 5, radial
motion inside the beam produces the highest Doppler content. Micro-
Doppler signatures that are obtained from tangential movement across
the beam, or crossing the beam with an angle, will be examined in this
work, although they might not be suitable for human detection.
3.3 System Design
The overall concept diagram of the human detection system is shown in
Figure 3.2. Radar input data are samples received from the ADC module in
the signal processor. Those samples are the time-domain complex samples of
the output of the coherent detector. In the second block, the first detection
process is performed. The range gated data of each individual target in
the beam is generated. In the third block, the human detection process
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Figure 3.2: Overall system concept diagram.
is performed. This process begins by generating the target micro-Doppler
signature by means of joint time-frequency analysis in the data preprocessing
module in a suitable manner for feature extraction. In the feature extraction
module, a periodicity-based method is performed to extract eight features.
Finally, those features are used to perform target classification and the second
detection process takes place.
The following sections explain the design of each individual block.
3.4 System Input Data
A block diagram of the input data interface that is used for this work is
shown in Figure 3.3. As it is the case for most conventional radars, the radar
waveform is generated by the synthesiser and sent to the transmitter for
frequency up-conversion and filtering of spurious frequency components. The
signal is amplified and sent to the transmitting antenna. The echoes from
the transmitted signal are received by the receiver’s antenna, then down-
converted to baseband. The baseband signal are sampled by the Analogue
to Digital Converter (ADC). The samples are captured and sent through the
radar slip-ring via a high-speed Ethernet link to the computer.
Two input modes are defined for this system:
1. Real-time live streaming
In this mode, the radar is in operation. The received signals are sam-
pled and digitised in the radar signal processor then streamed through
the slip-ring via high-speed Ethernet to a PC where the detection pro-
cesses take place. Also in this mode, the radar can be used to record
and store data on the hard drive, as shown in Figure 3.3.
2. Real-time streaming of recorded data
In this mode, the data is streamed via a data playback tool that can
read previously-recorded data and stream it to the system in an equiv-
alent mechanism to the previous mode. The real-time tests for the
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Figure 3.3: Input data to the human detection system.
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Figure 3.4: Simple block diagram of an FMCW radar system.
Human Detection System will only operate in this mode as it is de-
signed to be equivalent to the real-time operational radar.
3.5 Target Detection and Tracking
In this system, the detection and tracking of moving targets are required for
two reasons: firstly, to extract only enough data needed for preprocessing,
and secondly, to separate one target from another so that each target can
be evaluated and classified individually. The required steps to extract the
individual target’s data from the entire data are as follows:
1. Generation of a range-Doppler matrix.
2. Clutter suppression.
3. Suitable estimation of the detection threshold.
4. Detection of returns above the threshold.
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5. Plot extraction and estimation of basic target information.
6. Track initiation and plot-track association.
7. Track maintenance and generation of associated range gated data.
Those steps are detailed in the following sections. It is important to note
that this part of the system design is not the primary focus of this work but
a necessary step before carrying out the classification process.
3.5.1 Range-Doppler Matrix
Summary of variables
N = Number of samples in time-domain signal.
M = Number of sweeps (or pulses). Also known as the burst size.
n = The time sample index.
m = The sweep number (or pulse-number).
NFFTR = Number of RFFT points.
NFFTD = Number of DFFT points.
L = Number of range bins.
l = Range-bin index.
δR = Range resolution [m].
K = Number of Doppler bins.
k = Doppler-bin index.
δD = Doppler resolution [Hz].
SRI = Sweep repetition interval.
SRF = Sweep repetition frequency.
R(l) = (1× L) Range vector.
R(m, l) = (M × L) Range-burst matrix.
D(k, l) = (K × L) Range-Doppler matrix.
Range-FFT (RFFT)
For diﬀerent radars, range can be resolved with various methods. In FMCW
radar, the range to a target can be obtained from the diﬀerence in frequency
between the transmitted sweep and the delayed echo reflected from that
target. Figure 3.4 shows a simple block diagram of an FMCW radar system.
For every sweep, the output of the mixer is a multi-tone signal Each tone
corresponds to the range of the target. The higher the tone, the farer the
target. The highest tone at the output of the mixer is designed in such a
way to correspond to the maximum instrumented range of the radar. To
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Figure 3.5: Resolving range and Doppler from raw-ADC samples: (a) N-
samples of multiple sweeps. (b) Range-FFT matrix R. (c) Range-Doppler
matrix D.
allow for detection, the multi-tone signal, once sampled, is represented in
the frequency domain. If a target is present at certain range, a peak will
rise at the tone-frequency of the corresponding range. The peak corresponds
to the amplitude of the reflected signal from the target. Additionally, the
phase of tone can be obtained. This translation of range from time-domain
to frequency-domain is known as stretch-processing [3]. Range-FFT (RFFT)
is a common method of performing stretch-processing in FMCW radars [6].
Figure 3.5 shows the process of resolving target range with RFFT.
Each multi-tone signal is sampled to N samples. The duration of N
samples equals the sweep-repetition-interval (SRI). Range-FFT is produced
by computing the FFT of those samples (row-FFT of Figure 3.5a), providing
a vector of L elements. Each element is a complex number representing the
amplitude and phase. Example of an output of a single sweep range vector is
shown in Figure 3.6. Example output of a Range-FFT, or target range over
30 seconds (40,000 sweeps) is given in Figure 3.7.
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Figure 3.6: The magnitude of a range-FFT vector R. Example of range-FFT
output of a single sweep showing two targets.
Doppler-FFT (DFFT)
As discussed in the previous chapter, moving targets cause a Doppler shift
in the returned signal. This shift can be extracted from the change in phase.
The benefit of using Doppler for detection is to be able to detect moving
targets from clutter, therefore enhancing the detection process. The Doppler
information that is required for detection can be obtained with an extra
process called Doppler-FFT. This process provides not only the range infor-
mation of the targets, but also the Doppler information for each range-bin.
First, a number of sweeps are stacked in rows defining a burst. The target
is expected to slightly move between one sweep and the next. The Doppler
shift in the returned signal will cause a phase-change in the corresponding
target range-bin. The burst size is measured in number of sweeps (pulses in
the case of pulsed-radar).
The Doppler information can be extracted by taking the FFT across
the slow-time dimension of the range-FFT matrix for each range-bin (each
column in Figure 3.5.b). The intensity-image of the absolute value of the
range-Doppler matrix is called the range-Doppler map. It is used to monitor
the radar returns with respect to range and Doppler shift. Stationary clutter
will be concentrated in the zero-Doppler line with its corresponding range.
Only moving targets are spread away from the zero-Doppler line. Targets
that are approaching the radar will have a positive Doppler shift and those
that are departing away have a negative Doppler shift. Depending on the
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Figure 3.7: Magnitude intensity image of a range-FFT matrix. The time-
axis = m × SRI. (a) One person walking inbound. (b) Two people walking
inbound and outbound.
radar range resolution, targets can be separated in range. Targets that are in
the same range bin will interfere with each other unless the two are moving
in opposite directions to one another, in which case they can be separated in
the Doppler domain. Figure 3.8 shows an example of a range-Doppler map
of two targets moving in opposite directions.
3.5.2 Detection of Moving Targets
A simple detector is designed to detect moving targets from the range-
Doppler matrix. A basic cell-averaging CFAR (CA-CFAR) is employed to
adapt the detection threshold for every burst and every Doppler bin. The out-
come of the detector is a binary matrix of the same size as the range-Doppler
matrix with the digit ”1” corresponding to values above the threshold and
”0” corresponding to values below the threshold. Figure 3.9 shows an image
of the detection matrix of the two targets shown in Figure 3.8.
3.5.3 Target Tracking
The objective of tracking, as was discussed in the previous chapter, is to
identify the present targets with tracks, lock each track with a range-gate,
and pass on the range-gated data to the classification process.
Firstly, the detection matrix is translated to plots. Each plot corresponds
to the area of binary detections of a single target. Plots are generated through
a standard process called connected-components-labelling, where each area
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Figure 3.8: Range-Doppler map of two humans walking inbound and out-
bound.
of detections is represented by a single point which is the centroid of that
area. Plots are generated for every CPI (i.e. for every burst).
Secondly, the tracking process is initiated with the first available plots.
Each plot is assumed to be the beginning of a track. Tracks are updated for
every burst in the following manner:
• A tracking window is associated to each track. The size of that window
is a function of the target speed.
• New plots are examined. If a plot falls within the tracking window of a
track, this plot is associated to that track. Otherwise, the track will be
updated with a missing plot and the new plot will initiate a new track.
• If the number of missing plots for a given track exceeds a certain value,
the track is deleted.
• As long as the target is tracked, the range bins that are bounded within
the track range gate are passed to the classification preprocessor. An
example of range-gated data is shown in Figure 3.11.
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Figure 3.9: Detection map of two humans walking inbound and outbound.
3.6 Data Preprocessing
The objective of data preprocessing is to represent the data in a form suitable
for feature extraction. The conventional method that is commonly used
to represent the micro-Doppler target signature is based on time-frequency
analysis.
STFT (Spectrogram)
The spectrogram is a straightforward method to represent the variations of
a signal over time and frequency. Given a target’s range-gated data, the
spectrogram is computed for every burst, as shown in Figure 3.12, in the
following manner
• For each range bin, the spectrogram is computed using the discrete
short-time Fourier transform given by equation 2.15.
• As the returned energy from the target occupies more than a range bin,
the individual spectrograms are added together to form an integrated
spectrogram of the target.
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An example of an image of a walking human STFT-based signature is shown
in Figure 3.14.
3.7 Feature Extraction
3.7.1 Human Signature Characteristics
Figure 3.13 shows a typical micro-Doppler signature of a walking human.
The physical parameters of a walking human signature are shown in Figure
3.14. The objective is to extract some features that are in direct relation to
Pulse No. (time = pulse no × PRI)
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Figure 3.11: Target Range Gated Data.
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Figure 3.12: Target spectrogram over an entire range gate
these parameters.
The parameters that are marked with numbers in Figure 3.14 are defined
as follows:
1. Main Doppler line: This component contains the highest Doppler
energy from the target. If the target is a human, it results from the
constant (and slightly swinging) movement of the torso.
2. Gait cycle: The time between two alternating steps.
3. Period: The time between two peaks in the upper or lower envelope.
In the case of human targets, it is called the step period.
4. Micro-Doppler bandwidth: The entire range of Doppler variations
of the target. In the case of humans, it is an indication of the swinging
velocity of the arms and legs.
5. Main Doppler line bandwidth: This is the bandwidth of the Doppler
signal without micro-Doppler modulation.
6. Phase variations: These are the phase oﬀsets between micro-Doppler
envelopes (i.e. the variation in the time between the diﬀerent micro-
Doppler envelopes crossing the main Doppler line).
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Figure 3.13: Micro-Doppler human signature decomposition (three steps).
7. Zero-Doppler line: The Doppler line around which the energy of
stationary targets and clutter resides.
3.7.2 Gait-Doppler Map
A simple method to measure the periodicity of the target’s signature is to
take the FFT across the time axis [23]; this is performed by computing the
row-FFT of a short time frame of the spectrogram image, such as the one
in Figure 3.13. The minimum duration of the frame is chosen in such away
to provide more than one gait cycle. The more gait cycles, the lower the
side-lobes of the row-FFT. A feature extraction mechanism is developed in
this work based on that method with a number of improvements:
1. We propose a normalisation process that maintains the same results
for diﬀerent time frames of the spectrogram. Without normalisation,
the diﬀerent time frames of the same target will give diﬀerent features
which will lead to misclassification.
2. This method is employed in real time.
3. Additional features are added to the feature-set.
The output image of the spectrogram row-FFT, such as the one shown in
Figure 3.15, is titled here as the Gait-Doppler map, where the x-axis (gait-
frequency) is the frequency of which the diﬀerent body parts oscillates in
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Figure 3.14: Spectro-temporal features as observed for a human target.
Doppler. The intensity (in colour) represents the Doppler energy decomposi-
tion of the object’s parts with micro-motion. Figure 3.15 shows an example
of the row-FFT output of the spectrogram image extracted from the target
in Figure 3.14.
From that image, the following peak amplitudes are observed:
1. Low gait frequency component: The constant velocity of torso as
well as its slight oscillation will result in a peak close to DC in the gait
frequency axis.
2. Periodic motion of micro-Doppler components: In the case of a
human, this results from the periodic motion of arms and legs that is
modulated around the main Doppler line.
3. Extra gait harmonics: These are the 2nd and 3rd harmonics of the
periodic motion of the arms and legs.
3.7.3 Feature Extraction Mechanism
A time-framed window of the target spectrogram will be processed for feature
extraction. The time length of the window is chosen just short enough for the
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Figure 3.15: Gait-Doppler map (row-FFT of the spectrogram).
row-FFT to resolve the periodicity to significant peaks in the gait-Doppler
map.
In the case of humans, a relationship between the required time length of
the spectrogram time-frame and the velocity of the target can be obtained.
As will be shown in a later chapter, the faster the target is moving, the faster
the hands and legs are swinging. Hence, short gait cycles and a shorter time
frame is needed.
Given the gait-Doppler map for one target, and the main parameters
defined in section 3.7.1, the following features are defined:
1. Target average radial velocity (vav): This value can be obtained
from the average Doppler frequency fav. One way to find fav is to
calculate the average of two Doppler frequencies at which the peak
energy from the torso occurs. The peak energy can be obtained from
the first two gait-frequency bins (the first two columns) from the gait-
Doppler map. Figure 3.16 illustrates this process. Both curves are
extracted from the gait-Doppler map in Figure 3.15. The upper curve
is a plot of the DC gait-frequency bin (1st column) and the lower curve
is a plot of the adjacent gait-frequency bin (2nd column). Both peaks
correspond to the Doppler energy from the torso. In this example, both
peaks happened to have the same Doppler frequency of 83.75 Hz. The
average radial velocity of the target can be obtained by substituting
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Figure 3.16: Torso signal intensity across the Doppler axis.
fD in the equation:
fD = f0
2vav
c
→ vav = 2cfD
f0
[m/s] (3.1)
2. Micro-Doppler bandwidth (BµD): This value can be estimated from
the range-Doppler map (e.g. Figure 3.8). This feature gives an indica-
tion of the overall variations of swinging velocities.
3. Stride Length (Ls): Stride is found to be a fundamental feature that
distinguishes walking beings from other objects with a micro-Doppler
signature, as will be shown in the results. Stride is the length of one
step, which can be obtained by finding the gait frequency fm at which
the fundamental gait component occurs, then substituting that in the
formula
Ls =
vav
fm
[m] (3.2)
4. Gait-harmonic frequency ratios (β1 and β2): This is an indication
of the range in which the gait frequencies’ harmonics fall. The signifi-
cance of this feature is to restrict the peak-detector to detect the right
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Figure 3.17: Phase diﬀerences between three Doppler slices in the spectro-
gram.
harmonics.
β1 =
f2
fm
β2 =
f3
fm
(3.3)
5. Gait amplitude ratio (ρ): This value represents the ratio between
the total micro-Doppler energy, that is spread between the fundamental
gait component and gait harmonics, to the constant Doppler energy
that lies close to DC in the gait-Doppler map. In the case of a human,
this value can represent the ratio between the total RCS of arms and
legs to the total RCS of the torso:
ρ =
Afm + Af2 + Af3
AfD
(3.4)
This ratio is intended to assist in discriminating between humans and
animals, since for most animals, the size of appendages compared to
the main body is quite small.
6. Phase oﬀsets (∆φ1 and ∆φ2): These oﬀsets are shown in Figure 3.17.
This feature can potentially increase the diversity of the target recog-
nition (with periodic motion) since it indicates how the micro-Doppler
components diﬀer in phase. These two features are only demonstrated
for reference. Extraction of these features is very sophisticated. It is
therefore suggested for further work.
Figure 3.18 shows an example of how to measure the values of fm, β1, β2,
and ρ. This plot is extracted from the gait-Doppler map by integrating the
peaks in the image to a one-dimensional vector with the x-axis representing
the gait-frequency and the y-axis representing the integrated amplitudes.
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Figure 3.18: Gait fundamental component and harmonics
The integration process is done by summing up the rows of the gait-Doppler
map over the target’s overall Doppler bandwidth. Furthermore, the rest of
the parameters are determined as follows:
• fm is the frequency at which the highest amplitude occurs in the vector.
• f2 and f3 are the frequencies where the 2nd and 3rd harmonics occur,
respectively.
• The total RCS of legs and arms (or the micro-Doppler components)
are the total sum of the peak amplitudes at fm, f2 and f3.
• The total RCS of the torso is the sum of the peak amplitudes of the
torso signal intensity across the Doppler axis (the peak values at the
zero gait-bin and first gait-bin).
• Phase oﬀsets (∆φ1 and ∆φ2) can be found by taking the diﬀerence in
phase between two peak amplitudes along the amplitude at fm in the
gait-Doppler map.
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3.7.4 The Feature Set
The following vector is generated from the feature extractor (for every burst)
which forms a set of 6 features:
F =
⎡⎢⎢⎢⎢⎢⎢⎣
vav
BD
Ls
β1
β2
ρ
⎤⎥⎥⎥⎥⎥⎥⎦ (3.5)
Those features will be generated for every short-time spectrogram frame. It
will then pass the vector to the classifier for either training or performing
classification and human detection.
3.8 Target Classification
Now that we have our feature set, we are ready to perform the target clas-
sification. The main function of the classifier is to detect the presence of a
human by examining the input feature set and generating a score indicating
how close the input is to a number of previous known inputs (classes). The
possible outcomes that are required from the classifier output should be one
of the following:
1. The target is human: when the outcome score is close to a class of
human.
2. The target is not human: when the score is close to a non-human class.
3. The target is unknown: when the score is neither close to the human
class nor to a non-human class.
As part of this work, two classifiers will be designed: a basic binary clas-
sifier and a multi-class artificial neural network (A-NN). Those two classifiers
can work simultaneous and independently. The outcome scores of the two
classifiers can be combined in the following fashion:
• The system will indicate an alarm if both classifiers detects a human
• The system will indicate an alert if one of them detects a human.
The two classifiers will require training to set the thresholds and boundaries.
The training and validation of classifiers will be detailed in chapter 5.
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3.8.1 Basic Classifier
The objective of this classifier is to apply early knowledge of feature depen-
dencies features that directly relates to human motion most. As the selected
features are strongly related to the dynamics of the human motion, it is
possible to derive some feature dependencies from the mechanism of typical
human motion. Our Experimentation shows that there is a linear relation-
ship between the stride rate and the velocity of walking beings. That is, the
higher the stride rate, the faster the movement. The other property that was
suggested in literature is the possibility of distinguishing between human and
other walking beings by comparing the Doppler energy that is generated by
the torso to the micro-Doppler energy that is generated by the hands and
legs. These two measures will be examined in chapter 5.
3.8.2 A-NN Classifier
Given the diversity and dynamics of the feature set, a classifier that can
handle all or some of the possible inputs is required. The artificial neural
network-based classifier is a good candidate, based on the following consid-
erations:
• Once trained, it performs reasonably fast.
• Wide ranges of transfer functions: step, gradient, or Gaussian.
• Systematic approach to design.
• Proven to give results of high accuracy in this type of application.
• Suitable for multi-class problems.
ANN design follows the following general steps:
1. Collection of data.
2. Creating the network.
3. Configuring the network.
4. Initialising the weights.
5. Training the network.
6. Validating the network.
7. Operating the network.
52
Stellenbosch University  http://scholar.sun.ac.za
Those steps will be applied and explained in chapter 5.
On the ANN design is, note that there is no systematic way for choos-
ing the number of hidden layers and the number of neurons in each layer.
Increase-until-overfit will be done to come up with the best choice, which
should also give the best results. It is also a common practice not to go
beyond three layers [9]. This network will give one of the two outputs we
mentioned above: human or no-human. But this work intends to examine
the potential of the classifier to distinguish diﬀerent human activities such
as running, walking, etc. Obviously, any of those results can be considered
to be human, which gives the desired outcome.
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Chapter 4
System Implementation
4.1 Introduction
In this chapter, we show how the final system is implemented. Full imple-
mentation was done in Matlab and was tested with a PC workstation that is
capable of handling large data and processing. The interface with the system
was already provided and is not part of this work. The main goal of the sys-
tem is to classify human targets as they’re being tracked. The Matlab code
that will achieve this goal is a direct implementation of the concept design
that was discussed in the previous chapter.
4.2 System Architecture
Figure 4.1 shows the overall code architecture. The blocks in the middle
show the main processes of the system. The system parameters needed for
each process are shown on the left. The right side shows the main figures
that are used for graphical demonstration of the output of each process. The
Matlab code is written in the same order. Each process is implemented as a
separate Matlab function with inputs and outputs. The system parameters
are defined first.
The following sections explain each process showing the implementation
steps of the key processes.
4.2.1 Data Player
The data player is a software tool programmed to playback the recorded
radar data. This tool was provided to us and it can be used to stream data
into Matlab to emulate the radar data live-streaming capability. The data
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Figure 4.1: Detailed system architecture.
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.Figure 4.2: Data Playback Tool provided by RRS.
files that are recorded contain the raw samples at the output of the ADC
in Figure 3.4. Each sweep is time-stamped and contains 4096 samples. We
chose to playback the data in one burst at a time. The burst size is selected
to be 64 sweeps. The bigger the burst size, the longer the integration time
for the Doppler-FFT which will increase the SNR. Figure 4.2 shows the data
playback tool that was used. The output ADC burst of the Data player is
loaded into a memory that Matlab can read from.
4.2.2 Range-FFT (RFFT)
The range-FFT is carried out by taking the row-FFT of the ADC samples
ADC burst as demonstrated in Figure 3.5. This is simply done in Matlab as
follows
R burst = fft(ADC burst*.Wr, NFFT1, 2)
where Wr is a Hanning weighting window and NFFT1 is the desired number
of output FFT bins which is 4096. The output of the RFFT is a 2-sided
spectrum. Since it is symmetrical only 1-side is needed, therefore we only
need to consider the first NFFT1/2 bins which is 2048. To obtain the range-
axis from the frequency bins, we simply multiply each bin index by the range
resolution.
The RFFT (or the range) information of the targets can be visualized via
an image plot similar to those shown in Figure 3.7. To obtain the time-axis,
we multiply the sweep index by SRI (provided that the first burst started
at t = 0). The time-axis is then updated for every burst to start from the
ending time of the previous burst.
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4.2.3 Doppler FFT (DFFT)
The Doppler-FFT is carried out by taking the column-FFT of the RFFT
matrix R burst as demonstrated in Figure 3.5. This is simply done in Matlab
as follows
RDM = fft(R burst*.Wd, NFFT2, 1)
where Wd is also a Hanning weighting window and NFFT2 is the desired num-
ber of bins in the output FFT. Now the time-axis in R burst becomes the
Doppler-axis in RDM. The value of NFFT2 is dependant on the burst size
(burstsize). The higher the burst size, the higher the NFFT2 which gives a
higher Doppler resolution. Here, we make NFFT2=burstsize.
The range-Doppler matrix can be visualized via an image plot of RDM
(range-Doppler map). In the Doppler domain, it is necessary to have a 2-
sided spectrum to separate the +ve Doppler from the −ve Doppler. To
achieve this separation, it is necessary to shift the zero-frequency component
of RDM to the center of the Doppler spectrum. This can be done in Matlab
by using the function fftshift. The Doppler-axis is obtained by generating
a linearly spaced vector of NFFT2 elements starting from −SRF/2 to SRF/2.
An example of a range-Doppler map is shown in Figure 3.8. Stationary
clutter resides at zero Doppler, therefore it is disregarded from the following
detection process.
4.2.4 CA-CFAR Detector
The CA-CFAR detector is a direct implementation of the algorithm demon-
strated in Figure 2.8. Our implementation is adapted from [11] to build the
CFAR detector in Figure 2.8 for every Doppler-bin. The input to the detec-
tor is the magnitude of RDM. The output is a matrix of the same size with
’1’ and ’0’ corresponding to RDM values above or below the threshold, respec-
tively. This can be visualized via an image plot known as the detection map
or black/white image. An example of the output of the CA-CFAR detector
is shown in Figure 3.9.
4.2.5 Plot Extractor
The goal of the plot extractor is to represent the target blocks in the detection
map with a single plot that represents the reflection from target. This process
was demonstrated in Figure 2.9. The output of the plot extractor is a set
of plots. Each plot contains the time stamp, range and velocity, and an
indication of the Doppler bandwidth of the target.
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Plot extraction can be implemented in Matlab using the functions bwconncomp
and regionprops provided in the image processing toolbox [12]. New plots
are extracted for every burst.
4.2.6 Tracker
A one-dimensional tracker is implemented following the steps in section 3.5.3.
The following steps summarises the tracking algorithm:
begin for every burst
if existing tracks count = 0
generate a new track from each plot
if existing tracks count > 0
for i = 1:number of plots
for k = 1: number of tracks
if plot(i) falls in track(i) window:
(1) associate plot(i) to track(k)
(2) update track(k) information
if plot(i) doesn't fall in track(i) window:
(1) create new track from plot
(2) kill track(i)
end loop k
end loop i
end
Each track contains the following information:
track id A unique ID number given to the track.
track status ’1’ for an active track or ’0’ for dead track.
track state Current range and velocity of the track.
tracking window Size of the tracking window in range (Rmin & Rmax).
track direction ’1’ for inbound or ’0’ for outbound.
plot history The plot trail as the bursts continue to flow.
Range-gate size The number of range bins surrounding the center range.
RFFT data The RFFT data associated with the track.
track signature Assigned once the signature is extracted.
track features Assigned once the features are extracted.
track class Assigned once the track is classified.
4.2.7 Preprocessor
For every existing track, this process extracts the target’s micro-Doppler
signature from the RFFT data as demonstrated in Figure 3.12. The Matlab
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function spectrogram is used to carry out the signature of the targets as
follows:
[S,f,t] = spectrogram(R burst(rangebin,t0:t0+duration),...
chebwin(NFFT3,50),...
overlap,NFFT3,SRF);
where,
S The output spectrogram.
f The output frequency axis (Doppler axis in this case).
t The time axis of the spectrogram.
t0 The starting time of R burst.
t0+duration The ending time of R burst.
chebwin A function that creates a Chebyshev weighting window.
NFFT3 The desired number of Doppler bins in the spectrogram.
overlap The overlap between the STFT segments in the spectrogram.
SRF Sweep repetition Interval.
The spectrogram is computed for every range bin contained in the track, at
the desired duration of time. Then the absolute values of S for every range
bin are added together to form the target signature as we demonstrated in
Figure 3.12. Similar to the range-Doppler matrix, it is necessary to shift
the zero-frequency component to the center of the Doppler spectrum to
separate +ve Doppler from −ve Doppler. The overall signature can be
visualized with an intensity plot such as the one in Figure 3.14. Note that
the output time-axis t and the Doppler-axis f will be used in the feature
extraction to determine specific features of the signature.
4.2.8 Feature Extractor
All the feature extraction processes are based on the Gait-Doppler map ,such
as the one shown in Figure 3.15), the time-axis t, and the frequency-axis f.
To produce the gait-Doppler map, we take the absolute value of the row-FFT
of the target signature S:
GDM = abs(fft(S,[],2))
The time-axis in the spectrogram becomes the gait-frequency axis in GDM and
the Doppler axis remains the same.
The next step in the feature extraction process is to extract two vectors
from the GDM: The Doppler content at zero-gait frequency gdm0 and the gait-
harmonics vector ghv. An example of the first vector is shown in Figure 3.16.
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An example of the second vector is shown in Figure 3.18. To extract gdm0,
we simply take the first column of GDM (or gdm(0)=GDM(:,1) in Matlab). To
extract the gait-harmonics vector ghv, we take each column of GDM and sum
all the rows. This will produce the one-dimensional vector ghv. The sum is
computed after applying a threshold to the GDM to illuminate the noise. Also
in ghv, the first bin of GDM (which is the zero-gait bin) is illuminated.
The features that we intend to extract from the above are:
v av Average radial velocity of the target.
BD Micro-Doppler bandwidth.
Ls Stride length.
beta1,beta2 Gait harmonics frequency ratios.
rho Gait amplitudes ratio.
To get the value of v av we must get the average Doppler frequency fd of
the target then substitute fd in the equation v av=2*c*fd/f0, where c is the
speed of light and f0 is the transmit frequency of the radar which is 10 Ghz
in our case. To get the value of fd, we find the index at which the maximum
value in the vector gdm0 occurs. This can simply be done in Matlab by using
the max function. Once we find the index, we find the Doppler frequency
value at that index. This can be determined as fd=f(index).
To get the value of BD, we find the Doppler frequency values at which the
rising edge fu and the falling edge fl of gdm0 occurs. Then BD=fl-fu.
To get the value of Ls, we must find the fundamental gait frequency fm
and substitute it in Ls=v av/fm. The value of fm is found by locating the
gait-frequency at which the highest value of ghv occurs. This is done by
either using max function or findpeaks function in Matlab.
Similarly, to get the values of beta1 and beta2, we must find the gait
frequencies f2 and f3 at which the 2nd and 3rd harmonics occur. This can
be done in Matlab by using the findpeaks function.
Finally, to get the value of rho, we must find the signal amplitudes
Afd,Afm,Af2, and Af3 at fd,fm,f2, and f3, respectively. Then these am-
plitudes are substituted in the equation 3.4.
4.2.9 ANN Classifier
Matlab oﬀers a set of functions that can be used to implement and test wide
varieties and types of ANN networks based on [9]. The multi-layer, feed-
forward network that was previously discussed in chapter 2 is implemented
for the classification process. Here we discuss the Matlab functions that’s
been used to build the network. The detailed training, validation and testing
of the network is given in the next chapter.
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To build and test the network, a large set of data is required. For every
target scenario that has been recorded, we extract a set of features that
represent that scenario. A target (or an output) class is defined for each
scenario (or input class). The input data is normally divided into three sets:
training data, validation data, and test data. Training data are presented to
the network during training, and the network weights are adjusted according
to its error. Validation data are used to measure the generalisation of the
network and to stop training when generalisation stops improving. Testing
data are used to measure the performance of the network and it has no
eﬀect on the network training. An example of creating and training an ANN
network in Matlab is shown below.
load input dataset
load target dataset
net = feedforwardnet(20);
net = train(net,input dataset,target dataset);
When executing the code above, the training window will appear as shown in
Figure 4.3. The function feedforwardnet creates the network. The number
of neurons in the hidden layer is chosen to be 20. This number is found to
give the highest performance in our results. The window shows that the data
was divided randomly using dividerand function and the backpropagation
method used is Levenberg-Marquardt algorithm.
Once the network is created and trained, we can use it for classification.
The input to the network is a feature set representing the target. Each node
at the output will produce a score value. The target is classified upon the
node that produces the highest value.
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Figure 4.3: ANN training window showing the training progress.
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Chapter 5
Test and Evaluation
5.1 Introduction
A full evaluation and demonstration of the human classification system are
given in this chapter. The outputs of each system component are generated
with relevant performance observations.
The chapter begins with an overview of the data that was collected for
training and testing, as well as an overview of the type of radar that was used.
The following section demonstrates the detection and tracking components.
Next, a detailed demonstration of the human classification process is shown,
from signature generation, feature extraction, and finally classification.
5.2 Data Collection
For the purpose of this work, radar data of real targets was captured. Those
targets represent one or two human subjects moving in diﬀerent directions
simultaneously and performing diﬀerent activities. The system will be eval-
uated against the data to classify humans, but also to measure the ability to
discriminate between diﬀerent human activities such as walking and running.
If the system shows good discrimination capability, then it will most likely
be able to discriminate between diﬀerent types of targets such as animals
and cars.
The data was captured using the RSR940 radar developed by Reutech
Radar Systems. The RSR940 is a low-power, mobile, FMCW-based radar
that is mainly used for border and coastal surveillance applications. This
radar operates in the X-band with frequencies ranging from 9 to 10.5 GHz.
It is also capable of capturing raw data and streaming it to a MS Windows-
based computer via Ethernet.
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With the aid of a team from Reutech, the radar was deployed to capture
data of human subjects performing diﬀerent activities. Suﬃcient data was
captured to test both the tracker and the classifier, as well as to demonstrate
the micro-Doppler phenomenon by pointing out the various spectral com-
ponents that vary according to the diﬀerent target dynamics. Each activity
was captured in a period of 30 seconds with the target either inbound or out-
bound, and one or two subjects present at the same time. The activities are:
walking with hands in pockets, marching, running, walking with a weapon,
speed-walking, and walking with hands swaying.
5.3 Detector and Tracker
The objective of this test is to demonstrate and evaluate the capability of
the tracker to do the following:
1. Detect the presence of moving targets using range-Doppler mapping.
2. Isolate and lock each target with a range gate.
3. Track the targets as long as they present in the beam.
The tracker will be tested against all data but only two examples are
given here. Figure 5.1 shows the detection and tracking of two cases. The
targets are classified as they’re being tracked.
5.4 Classifier
In this context, the classifier comprises the major components involved in
the classification process, namely:
1. The signature generation by means of the STFT.
2. The feature extraction process.
3. The neural network classification process.
5.4.1 Micro-Doppler Signature Extraction
The micro-Doppler signatures of six diﬀerent human activities are depicted
in Figure 5.2. Those are only samples of the data that were captured, and
each sample is a 3-second frame of the target signature. Those signatures are
generated from tracks that were manually isolated. A STFT-based method
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Figure 5.1: Successful detection, tracking, and classification of two cases: (a)
one man walking with hands in pockets. (b) two men speed-walking.
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is used to generate those signatures with N = 128 FFT points, 120 points
overlap, and a 50-point Chebyshev window. These STFT parameters were
found to give the best resolution for target signatures. For each sample, the
x-axis represents time, the y-axis represents Doppler frequency shift, and
the colour ranges from blue as the lowest signal intensity and red as the
highest. The higher the Doppler shift, the higher the target velocity (in both
directions). The limits of the Doppler frequency axis ranges from −PRF/2
to +PRF/2, where PRF is the pulse-repetition frequency. The PRF was set
to 3 kHz and transmission frequency f0 to 10 GHz.
As expected, the signatures in Figure 5.2 show unique micro-Doppler fea-
tures that can be associated with the relevant target dynamics. The absence
of the arms, components can be observed in Figure 5.2a and 5.2d noted in
the absence of the arms micro-Doppler envelope, which also gives a higher
intensity in the torso-line caused by fixing the arms to the body. A high
micro-Doppler bandwidth, as well as an increased number of cycles within
the same time-frame, can be observed in 5.2c resulting from an outbound run-
ning activity and in 5.2e and 5.2f resulting from the fast oscillation of legs
and arms respectively. On the other hand, a lower micro-Doppler bandwidth
can be observed in 5.2b resulting from the slow oscillation of marching ac-
tivity. Given this ability to finely distinguish between signatures, the STFT
based method, along with the specific radar parameters set for this applica-
tion, gives a suﬃcient resolution in both frequency and time that to enable
feature extraction. Finally, a straight line can be observed in all six cases
showing at fixed rate. This line is a result of a discontinuity in calculating the
STFT caused by the target transition from one range-bin to another. Since
the feature extraction method is a transformation from the signature do-
main to another spectral domain, the eﬀect of the target crossing range-bins
is insignificant.
5.4.2 Feature Extraction
As discussed in chapter 3.3, feature extraction begins by taking the row-
FFT of one signature frame at a time. The resulting image is called the
gait-Doppler map which localises the micro-Doppler energy at diﬀerent gaits.
From the gait-Doppler map, two curves are extracted: one curve shows the
signal intensity at the DC gait-bin and another curve shows the harmonic
components across the entire gait-frequency axis. From the first curve, two
features are extracted, average velocity and micro-Doppler bandwidth. Av-
erage velocity is determined by simply substituting the value of Doppler shift
at the highest peak in equation 3.1. Micro-Doppler bandwidth is estimated
by finding the range of frequencies between the rising and the falling edges of
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Figure 5.2: Micro-Doppler signatures of diﬀerent human activities.
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Table 5.1: Sample features of diﬀerent human activities.
Activity vav Lm BWµD
f2
fm
f3
fm
RCS
(a) Walking with hands in pockets 04.86 2.93 518.00 1.80 2.80 1.23
(b) Marching 04.26 2.58 436.80 2.02 2.72 1.14
(c) Running 14.59 5.48 670.28 2.13 3.13 1.25
(d) Walking with a weapon 06.70 3.30 416.44 1.83 2.83 1.02
(e) Speed-walking 06.69 3.30 589.10 1.83 2.83 1.09
(f) Walking with hands swaying 07.91 3.95 650.00 1.99 2.99 1.06
the peak. The second curve enables the extraction of the fundamental gait-
frequency which is used to find the stride-length and also to locate the second
and third harmonics. From the two curves, the RCS ratio is determined.
Figures 5.3 and 5.4 demonstrate, for each sample signature in Figure
5.2, the two curves extracted from their gait-Doppler maps. The curve in
Figure 5.3 is found to be a better estimator for average velocity and micro-
Doppler bandwidth. The peak detector locates the highest peak, determines
the frequency and records the amplitude.
The higher bandwidth can easily be observed in the activities of running,
speed-walking, and walking with arms swaying. The two activities of walk-
ing with hands in pockets and marching exhibit a similar bandwidth which
might cause an ambiguity in the classification process. Table 5.1 shows the
extracted features from the signatures in Figure 5.2. Each row consists of
the feature-vector of one activity and a single signature frame. A feature set
was generated for each activity. Two scatter plots are generated in Figure
5.5 and 5.6 to show the interrelationship between human features. As ob-
served in Figure 5.5, the data shows an almost linear relationship between
stride length and velocity. The higher the human velocity, the higher the
stride length. This is found to be of major importance to classify walking
subjects, as one subject cannot take a long step without having to increase
velocity. In Figure 5.6, the RCS ratios are scattered. It can be observed that
most of the samples lie within a certain range. This is expected to assist
in discriminating humans against non-human subjects, as humans have a
higher RCS-ratio compared to other walking subjects such as animals. The
gait-frequency ratios have no physically interpretable meaning, but can be
used to ensure the right peak detection of gait harmonics. If the wrong peak
is detected, the extracted features will fall outside the range typically asso-
ciated with humans. Boundaries around the plots in Figure 5.5 and 5.6 can
be used to define a basic classifier.
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Figure 5.3: Doppler signal intensity across the DC bin of the gait-Doppler
map.
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Figure 5.4: Gait fundamental component and harmonics.
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Figure 5.6: RCS ratios of the 406 samples.
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Figure 5.7: Training and validation progress.
Classification
A neural network classifier is employed for the classification process. The
design procedure in section 3.8 is followed. The dataset is prepared by gen-
erating feature sets for the entire data set. From the data we have, 406
samples are generated. The samples are randomly divided in three groups:
65% are used for training, 10% for validation, and 25% are used for testing.
The network is designed and trained to classify inputs against 7 classes. The
diﬀerent classes as well as the number of samples available for each class are
listed in Table 5.2. A feed-forward multilayer network is implemented for
classification with 6 neurons in the input layer, 10 neurons in the hidden
layer, and 7 neurons in the output layer. These parameters are chosen such
that the best classification performance is obtained. The back-propagation
algorithm is used to train the network as shown in Figures 5.7 and 5.8.
The resulting confusion matrix is shown in Figure 5.9. The network out-
put shows a high accuracy. As observed, the high number of correct classifi-
cations are shown in the green squares, and the low number of misclassified
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Figure 5.8: Training performance.
targets is shown in the red squares. The overall network accuracy is shown
in the blue square. The marching activity was misclassified three times for
walking with hands in pockets. It is believed that this error is caused by
the fact that the two activities exhibit close features. Also observed is one
misclassification of walking with a weapon for speed-walking. As the two
activities show close values of micro-Doppler bandwidth, a slight error in the
bandwidth estimation can cause this misclassification. General speaking, this
classifier shows a fine distinction between activities.
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Table 5.2: List of the classes.
Class Number of samples
(1) No target (noise/clutter) 56
(2) Walking with hands in pockets 56
(3) Marching 108
(4) Running 12
(5) Walking with a weapon 39
(6) Speed-walking 71
(7) Walking with hands swaying 60
Total no. of samples 406
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Figure 5.9: Confusion matrix showing the overall percentage of correct clas-
sification (96%).
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Chapter 6
Conclusion
6.1 Discussion of Results
This work presented the design and performance analysis of a human-gait de-
tection system based on micro-Doppler target signatures. The system com-
prises a first detection mechanism designed to identify and track moving
targets and to assist in processing their information separately for classifica-
tion. Target micro-Doppler signatures were extracted by using the STFT. A
mechanism of feature extraction was developed to derive six features from
signatures. A feed-forward neural network was built and trained to do the
classification. The system was tested with data that was captured using an
FMCW X-band radar.
Given the type of radar and the parameters that has been used, the
STFT based method gave a suﬃcient resolution for signature extraction,
and it was possible to visually distinguish between diﬀerent signatures. The
STFT therefore provided a good basis for feature extraction and accurate
classification.
The feature extractor was developed to provide six features based on
the periodicity of the target signature. Those features are average velocity,
micro-Doppler bandwidth, stride length, and gait-amplitude ratios. Those
features are found to represent target signatures well and assist accurate
classification.
A neural network classifier was built to classify seven classes of human
activities based on the six features. The classifier, combined with feature
extractor, has reached an accuracy of 96%.
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6.2 Contributions
This work presents a full classification system suited for practical implemen-
tation in an existing radar system. The classification method combines two
methods from literature with some enhancements. High classification accu-
racy is achieved even though between two targets with insignificant variation
in their dynamics. The feature extraction mechanism was designed in a such
away to easily relate to the target dynamics.
6.3 Further Work
This work can be extended to work for more types of surface targets such
as group of people, vehicles, animals, motorbikes, and birds. Also to test
the system with humans that move in a high clutter area such as forests and
mountains. Studying the eﬀect of changing the aspect angle of the target’s
movement on the classification process can be done to to create more diverse
classifier.
Advanced time-frequency analysis techniques can be used to extract a
higher resolution target signature. This will improve the feature extraction
process in terms of peak detection. Further enhancements in the feature
extractor to extract features from a shorter signature frame can advance for
classifying targets in radar scan-mode.
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