Abstract. This paper is concerned with the null distribution of the likelihood ratio statistic for testing the equality of variances of q nonnormal populations. It is known that the null distribution of this statistic converges to w 2 qÀ1 under normality. We extend this result by obtaining an asymptotic expansion under general conditions. Numerical accuracies are studied for some approximations of the percentage points and actual test sizes of this statistic based on the limiting distribution and the asymptotic expansion.
Introduction
The one-way ANOVA test is a familiar procedure for comparing several populations. Let X ij be the j-th sample observation ð j ¼ 1; . . . ; n i Þ from the i-th population P i ði ¼ 1; . . . ; qÞ with mean m i and common variance s 2 , where m i 's and s 2 are unknown. The null hypothesis which is considered in this test is H 0 : m 1 ¼ Á Á Á ¼ m q . Let n ¼ n 1 þ Á Á Á þ n q , X i ¼ n À1 i P n i j¼1 X ij and X ¼ n À1 P q i¼1 P n i j¼1 X ij . A commonly used statistic is T ¼ ðn À qÞS h =S e , which is the likelihood ratio statistic for the normal case, where S h ¼ P q i¼1 n i ðX i À X Þ 2 ,
and s 2 i ¼ ðn i À 1Þ À1 P n i j¼1 ðX ij À X i Þ 2 . Under normality,
i.e., P i : Nðm i ; s 2 Þ, it is well known that the null distribution of ðq À 1Þ À1 T is distributed as F qÀ1 nÀq . Under nonnormality, it is known that the null distribution of this statistic converges to w 2 qÀ1 and an asymptotic expansion of the null distribution was obtained by Fujikoshi, Ohmae and Yanagihara (1999) . Under normality, it is known that this test is robust against heteroscedasticy of the variances and under nonnormality an asymptotic expansion of the null distribution of the test statistic, proposed by James (1951) , was obtained by Yanagihara (2000) . As thses tests depend on the assumption of variances, it is important to test the equality of variances as a preliminary to one-way ANOVA test.
In this paper we consider testing the null hypothesis
ð1:1Þ
The treated test statistic is T ¼ ðn À qÞ log S e n À q À X q i¼1 ðn i À 1Þ log s
which is the likelihood ratio statistic for the normal case. Under normality it is well known that the null distribution of T converges to w 2 qÀ1 , as the sample sizes n i ði ¼ 1; . . . ; qÞ tend to infinity, and an asymptotic expansion was obtained by Hartley (1940) . Sugiura and Nagao (1969) compared Bartlett's test and Lehmann's test by deriving asymptotic expansion of the non-null distributions under normality. Under nonnormality Boos and Brownie (1989) have proposed a bootstrap approach for the hypothesis (1.1) and the corresponding multivariate results were obtained by Zhang and Boos (1992) . The main purpose of this paper is to obtain an asymptotic expansion of the null distribution of T up to the order n À1 under general conditions. In the multivariate case, we will be able to obtain an asymptotic expansion formula by using similar calculation methods in this paper. However, it needs enormous calculations, and we consider that it has some di‰culty to use for the approximation.
The present paper is organized in the following way. In section 2 we prepare Edgeworth expansions for the density function of the sample variance. In section 3 we derive an asymptotic expansion of the null distribution of T, by expanding the characteristic function of T. In section 4 numerical accuracies are studied for some approximations of the percentage points and actual test sizes of T based on the limiting distribution and the asymptotic expansion.
Preliminary result
Let Y ; Y 1 ; . . . ; Y n be independently and identically distributed with EðY Þ ¼ 0 and EðY 2 Þ ¼ 1. Let the j-th cumulant of Y be denoted by k j . Consider the sample mean, sample squared mean and sample variance defined by
and their standardized statistics defined by
From Barndor¤-Nielsen and Cox (1989) and Hall (1992) etc, we can write the joint characteristic function ðZ;Ṽ V Þ in the following lemma.
Lemma 2.1. Suppose that Y has the eighth moment, then the joint characteristic function of ðZ;Ṽ V Þ can be expanded as
we can obtain an expansion of the characteristic function of V as follow
In order to compute Eðe itṼ V Z 2 Þ, Eðe itṼ V Z 4 Þ and Eðe itṼ VṼ V Þ, we use di¤erentiation of (2.2) in Lemma 2.1. Note that
Using the result we obtain the following lemma. and fðv; 0; m 0 Þ is the probability density function of Nð0; m 0 Þ, H j ðvÞ is the Hermite polynomial of order j, for example,
From the Lemma 2.3 the probability density function of V ¼ ðV 1 ; . . . ; V q Þ 0 can be expanded as
where f q ðv; 0; m 0 I Þ is the probability density function of Nð0; m 0 I Þ and
where r i ¼ ffiffiffiffiffiffiffiffi ffi n i =n p and q i ðvÞ's are given in Lemma 2.3.
Asymptotic expansion of T
In this section we derive an asymptotic expansion of the null distribution of T up to the order n À1 . We consider the null distribution. Let 
where r i 's are defined in the previous section. Suppose that Y and n i ði ¼ 1; . . . ; qÞ satisfy the following assumptions.
ASSUMPTIONS: A1. ðY ; Y 2 Þ satisfies Cramér condition, A2. Y has the eighth moment, A3. r 
with t ¼ ðt 1 ; t 2 Þ 0 and ktk ¼ ðt
Note that T is a smooth function of V 1 ; . . . ; V q . So, from the results of Chandra and Ghosh (1979) it can be shown that T has a valid expansion up to the order n À1 under the assumptions A1, A2 and A3. In the following we will find an asymptotic expansion of the characteristic function of T up to the order n À1 , which may be inverted formally. We can expand T as
where 
where
For evaluation of each term in (3.8), we will use an asymptotic expansion of the density function of V given by (2.4).
For computing the C 0 ðtÞ, using (2.4) we obtain
where Q 1 ðvÞ and Q 2 ðvÞ are defined by (2.5) and (2.6).
Considering the transformation V to X ¼ G À1=2 V, C 0 ðtÞ is expressed as the expectation on X which is distributed as N q ð0; m 0 I Þ. Then we have
Note that U ¼ G 1=2 X is distributed as N q ð0; m 0 GÞ. Therefore, we can write
Applying similar method to C 1 ðtÞ and C 2 ðtÞ, we obtain 
12Þ
ð3:13Þ and a 1 ¼ f4m
i¼1 n=n i and m j 's are given by (2.3). Note that the leading term of (3.12) is j ðqÀ1Þ=2 ¼ ð1 À m 0 itÞ ÀðqÀ1Þ=2 , the null distribution of T converges to ðm 0 =2Þw 2 qÀ1 under nonnormality. Therefore, this test is not robust against nonnormality, because the limiting distribution of the null distribution of T varies according to the value of m 0 =2 ¼ 1 þ k 4 =2 under nonnormality (Box (1953) ). So, we consider the statistic 2T=m 0 whose null distribution converges to w 2 qÀ1 . Finally, by inverting the characteristic function of 2T=m 0 which is computed from (3.12), we have the following Theorem 3.1. Especially, when X ij is normal, we can write
This formula is same one as in Hartley (1940) . The asymptotic expansion (3.14) can be written as
where g q ðxÞ is the density function of a w Then, from (3.15) we can expand tðuÞ as
Numerical accuracies
Numerical accuracies are studied for approximations of the percentage points and actual test sizes of T. The approximations considered are based on the limiting distribution and the asymptotic expansion (3.14). We consider the following five nonnormal models and the normal model with q ¼ 3 and 5.
M1. X þ YZ, where X, Y, Z are independent normal distribution Nð0; 1Þ, M2. symmetric uniform distribution UðÀ5; 5Þ, M3. double exponential distribution DEð0; 1Þ, M4. w 2 distribution with 3 degrees of freedom, M5. w 2 distribution with 8 degrees of freedom, M6. normal distribution. The first three models are symmetric. In M4 and M5 we choose w 2 distributions with di¤erent degrees of freedom which are asymmetric. The cumulants of each model are given in Table I , because we need the cumulants up to eighth for computing the coe‰cients b j 's given in (3.13). Table II gives the upper 5% and 1% percentage points of the null distribution in the case q ¼ 3. The first row tðuÞ is the true percentage points which were obtained simulation experiments. The second row is the approximate percentage points t E ðuÞ given in (3.16) based on the asymptotic expansion. Table III gives the results in the case of q ¼ 5. Table IV gives the actual test sizes for nominal test size 5% and 1% in the case q ¼ 3. The first row a 0 is the actual test size based on limiting distribution under normality. The second row a 1 is one based on limiting distribution, w a 0 ¼ PðT b uÞ;
Note that a 0 ¼ a 1 in M6. Table V gives the results in the case of q ¼ 5.
Conclusion
From Table II to V, we can see that the approximation t E ðuÞ improves the approximation based on the limiting distribution. The a 0 based on normal theory has bad behavior. In the case k 4 < 0 (M2), this test becomes very conservative and in the case k 4 > 0 (M1, M3, M4, M5), it becomes very liberal. On the other hand, the approximation, based on the asymptotic expansion, shows good behaviors under the nonnormal distributions close to normal distribution. However, if the distribution is not close to normal distribution, it is not useful. The test statistic T is optimized against the normal distribution. Therefore, if the underlying distribution is far from the normal distribution, other test statistics should be considered to use. Our aims are to find influence factors of nonnormality and to examine a behavior of the studentized statistic T 1 ¼ 2T=m m 0 . For them we consider the following two steps, because the test statistic is slightly di¤erent according to whether the assumption that population cumulants are known or not.
As the first step we consider to derive an asymptotic expansion assuming population cumulants are given. This paper is concerned with the first step, and the first aim is achieved by evaluating its coe‰cients of the asymptotic expansion. The next step is to derive an asymptotic expansion of T 1 assuming population cumulants are unknown. We have tried similar simulations by using only limiting approximation for the studentized statistic T 1 ¼ 2T=m m 0 . Its result shows better performances than that of T 0 ¼ 2T=m 0 . As a reason of this result, we think that the e¤ect of nonnormality on the null distribution of T 1 becomes smaller than that of T 0 . This relation will be shown by comparing coe‰cients of asymptotic expansions of T 0 and T 1 . Therefore, we will derive the asymptotic expansion of T 1 to investigate this. 
