Multimodal semantic representation is an evolving area of research in natural language processing as well as computer vision. Combining or integrating perceptual information, such as visual features, with linguistic features is recently being actively studied. This paper presents a novel bimodal autoencoder model for multimodal representation learning: the autoencoder learns in order to enhance linguistic feature vectors by incorporating the corresponding visual features. During the runtime, owing to the trained neural network, visually enhanced multimodal representations can be achieved even for words for which direct visual-linguistic correspondences are not learned. The empirical results obtained with standard semantic relatedness tasks demonstrate that our approach is generally promising. We further investigate the potential efficacy of the enhanced word embeddings in discriminating antonyms and synonyms from vaguely related words.
Introduction
The efficient learning and the effective exploitation of a distributed representation of words, phrases, and sentences are active research topics in NLP (Bengio et al., 2013; Mikolov et al., 2013) . Theoretically supported by the concept of grounded cognition (Barsalou, 2008) and technically endorsed by the progress of deep learning techniques, this line of research has been further pursued in order to incorporate perceptual information, such as visual features, into linguistic embeddings (Silberer and Lapata, 2014; Bruni et al., 2014; Kiela and Bottou, 2014; Kiela et al., 2016) . The resulting semantic representation is often referred to as multimodal semantic representation.
Two fundamental requirements, however, may not have been fulfilled simultaneously: (1) the zeroshot representation learning of words, and (2) the exploitation of existing useful resources. It should be noted that zero-shot representation learning in the context of the present research means a computational process for obtaining an appropriate multimodal representation even for a word for which direct visuallinguistic correspondences have not been learned. In this paper, a bimodal autoencoder 1 model, named ViEW (visually enhanced word embeddings), is proposed for incorporating visual features into existing word embeddings.
This architecture facilitates bimodal representation learning from the given visual-linguistic correspondences. In the training, the autoencoder learns to reproduce a linguistic word embedding vector, while having an additional input vector (of the same dimensionality) that represents the corresponding visual features. During the runtime, by exploiting the trained neural network parameters, the autoencoder can construct a visually enhanced word embedding even for a word for which direct visual-linguistic correspondences have not been learned. It should be noted here that these visual and linguistic features could be drawn from independently developed existing resources.
The experimental results demonstrate that our model exhibits state-of-the-art performances in standard semantic relatedness tasks, some of which innately contain zero-shot instances. We further discuss the potential efficacy of the enhanced word embeddings in discriminating antonyms and synonyms from vaguely related words.
Related work
The approaches to multimodal representation learning can be primarily classified by the method of information fusion or integration. In addition, so-called zero-shot representation learning is an important factor for characterizing an approach.
Among the several researches on multimodal semantic representation, only two of them are summarized here. Bruni et al. (2014) applied singular value decomposition (SVD) to a word-feature matrix, where each word is represented by the concatenation of a linguistic vector and the corresponding visual vector. The linguistic vectors are generated using the Strudel method (Baroni et al., 2010) , and the visual vectors are obtained by applying a conventional feature-extraction method that relies on the local features of bag-of-visual-words (BoVW). Kiela and Bottou (2014) simply used vector concatenation, in which the visual features were extracted from a convolutional neural network (CNN), and the linguistic features were Word2Vec (Mikolov et al., 2013) word embeddings. These works pioneered this research direction by developing methods to combine or integrate linguistic and visual features; however, they suffered from the inability to handle zero-shot representation learning.
Zero-shot representation learning, in the context of the present research, indicates a computational process for achieving an appropriate multimodal representation even for a word for which direct visuallinguistic correspondences have not been learned. This concept may have originated in the field of computer vision (Lampert and Harmeling, 2009 ) and has been a continuously active research topic. It is crucial in computer vision and other research areas as well, given a potential situation in which sufficient annotations for all possible categories or concepts cannot be expected.
In order to tackle the zero-shot learning problem in the context of multimodal representation learning, Lazaridou et al. (2015) proposed the multimodal skip-gram (MMSG) model that extends the original skip-gram model (Mikolov et al., 2013) by incorporating visual features. More specifically, a restricted set of words in the training text corpus is accompanied with the corresponding images, and the model builds word vectors by learning to jointly predict linguistic and visual features. The joint objective enables the propagation of visual information to representations of words for which no direct visual evidence is available in the training, and hence, the model can realize zero-shot image labeling and retrieval. However, it should be noted that this framework requires a joint learning process, which means that independently developed existing linguistic or visual features cannot be used.
As in (Lazaridou et al., 2015) , our ViEW model addresses the zero-shot representation learning problem but does not adopt a joint-learning approach. This allows us to fully exploit the existing independently developed linguistic and visual resources. The heart of the proposed approach is a bimodal autoencoder that integrates bimodal inputs by maintaining a specially designed loss function that is described afterward. It should be mentioned here that Silberer and Lapata (2014) have already adopted a similar architecture (in a sense). Their architecture, however, integrates modality-dependent autoencoders in a hidden layer, which means that the multimodal representations can only be built for pairs of visual and linguistic inputs. This means that the autoencoder cannot cope with zero-shot representation learning. Recently, a literature (Kodirov et al., 2017) that proposed an autoencoder architecture for zeroshot learning was published in a computer vision conference. Although the architecture is apparently similar to our ViEW model, their primary input/output is a visual feature instead of a linguistic feature. Figure 1 schematizes the neural network architecture of the ViEW model, which is essentially a multilayer autoencoder for linguistic input/output (shown in blue) with an additional visual input (shown in orange). This means that the network primarily attempts to minimize the error between the linguistic input (as represented in a hidden layer) and output (Loss ling ), while simultaneously minimizing the error between the linguistic input and the visual input (Loss vis ). The rationale behind the architecture is that if a pair of linguistic features are similar, the corresponding visual feature vectors would also be similar. We can expect that a visually enhanced representation could be obtained from the hidden layers (shown in green), even for a word for which direct visual-linguistic correspondences have not been learned.
ViEW model
In particular, during the training time, two losses (L ling and L vis ) are simultaneously optimized in order to minimize the mean square errors (MSEs). L ling measures the error between the input and output linguistic representations, whereas L vis indicates the error between the visual and the hidden-layer (h2) representations.
In the formulation, x = {x (1) , ..., x (n) } and y = {y (1) , ..., y (n) }, ∈ R d ling ×n denote the sequences of linguistic input and output representations respectively; z = {z (1) , ...z (n) } ∈ R d vis ×n represents the sequence of visual representations, and n is the number of trained word-image pairs. In addition, δ ling and δ vis are hyper-parameters that balance the linguistic and visual components 2 . During the runtime, only a linguistic representation (word-embedding vector) is fed into the network, and the network performs a forward computation by employing the trained parameters. We adopt the h3-layer vectors, rather than the h2-layer vectors as the multimodal semantic representation. This decision was made because the h2-layer vectors might be too influenced by visual features, whereas the h3-layer vectors could more mildly incorporate the visual features 3 , and hence, they are more suitable as a semantic representation that can be used in a variety of linguistic semantic tasks.
It should be mentioned that the dimensionalities of the h2-layer vector and visual feature vector must be identical, as we compute the MSE between them. In order to maintain this constraint, we have experimented with several methods for reducing the dimensionality of the visual feature vector (described in section 4.3.2).
Experimental setup 4.1 Task and the evaluation measure
We evaluate the performance of the achieved multimodal representations using standard semantic relatedness tasks (Gabrilovich and Markovitch, 2007; Budanitsky and Hirst, 2006) , which would enable us to compare our results with that of previous works. As semantic relatedness covers a wider range of lexical or semantic relationships between words than semantic similarity, the relatedness tasks may be more suitable for assessing the performance of multimodal semantic representations, which would encode our implicit perceptual knowledge. We mainly employ the MEN (Bruni et al., 2014) dataset and assess the performance by measuring the Spearman's rank correlation coefficients between the MEN's gold ratings and the predicted relatedness.
Test dataset
The MEN dataset was specifically developed for evaluating multimodal semantic models (Bruni et al., 2014) . In addition, we used the SimLex-999 (Hill et al., 2015) and the SemSim/VisSim (Silberer and Lapata, 2014) datasets to further investigate the applicability of the proposed model in other datasets having different characteristics.
• MEN: This dataset includes 3,000 word pairs created from 751 distinct words. Each pair in the dataset was given a semantic relatedness score in the range of [0, 1]. It contains highly semantically related pairs (e.g., beach/sand rated as 0.96) as well as low-scored pairs (e.g., bakery/zebra rated as 0). Each word in the dataset was assigned a part of speech (POS) tag: verb, adjective, or noun.
• SimLex-999: This is a dataset of 999 word pairs that is used for assessing the ability of a semantic model in capturing semantic similarity, rather than semantic relatedness or association. As the authors argue and several empirical results suggest, this dataset poses challenges to the most models based on the distributional hypothesis.
• SemSim/VisSim: This is a dataset of 7,576 word pairs, each of which is annotated using not only semantic similarities (SemSim) but also visual similarities (VisSim), so that the user can compare the performances of her/his model in predicting different types of similarities.
Features
As described in section 3, our ViEW model can consume existing visual and linguistic features. In the experiments, we prepared both these types of features as detailed below. It should be noted that these processes are completely independent from the construction and application of the ViEW model.
Linguistic features
We extracted 300-dimensional word embeddings by applying the skip-gram model (Mikolov et al., 2013) . The text corpus used was enwiki9 4 , which consisted of a collection of the first 10 9 bytes of text from the Wikipedia 2009 dump. We adopted the following hyper-parameters: the window size was set as five, and the frequency threshold for inclusion was five.
Visual features
In order to obtain the visual representation of a word, GoogLeNet (Szegedy et al., 2015) was used to analyze the corresponding images and derive the visual feature vector. GoogLeNet is well known owing to its deep neural network structure and its superior performance, which was demonstrated in the ImageNet Large Scale Visual Recognition Competition (ILSVRC2014). Kiela et al. (2016) states that GoogLeNet balances its performance and memory-efficiency. We constructed a 1024-dimensional visual feature vector for a word by averaging the resulting hidden-layer vectors obtained from the 50-100 corresponding images. As the source of the images, we used the following image datasets. Their utility and problems were examined in the experiments.
• ImageNet (Krizhevsky et al., 2012) 5 : It is a collection of 14 million high-quality images assigned to 21K WordNet synsets. Generally, the target object associated with a synset is depicted at the center of an image, which means that the obtained visual feature chiefly represents the target concept. Therefore, the images are clean but the dataset only contains images associated with concrete concepts.
• ESP-Game dataset (von Ahn and Dabbish, 2004) 6 : It contains 100K images, each of which has multiple labels assigned through "game with a purpose." This means that (1) the object associated with an image label is not necessarily the primary visual component in the image, and (2) an image label does not always have a corresponding visual object in the image. Thus, the images in the ESPGame dataset are obviously noisier (in terms of target word) as compared to the ImageNet images. However, it is expected that this dataset may provide useful visual co-occurrence information in some cases. Furthermore, it should be noted that the images are associated not only with concrete nouns but also with adjectives and verbs.
Dimensionality reduction: As mentioned in section 3, the dimensionality of an h2-layer vector and that of the visual feature vector must be identical. This means that if we require a 300-dimensional h2-layer vector, the corresponding 1024-dimensional visual feature vector extracted from a CNN hidden layer must be reduced in order to match its dimensionality. In order to perform this task, we have applied two methods: the use of a principal component analysis (PCA) and that of an autoencoder (AE). The results obtained on using these two methods were compared with those obtained in the case of no dimensionality reduction (RAW setting). In the RAW setting, the dimensionality of the h2-layer vector was 1024 rather than 300, which implies that the multimodal representations might be sparse.
Results and discussion

Results: non-zero-shot settings
Although the zero-shot representation learning is the main focus of the present work, the efficacy of the proposed model should primarily be evaluated in a setting in which all the words in a test dataset have undergone the bimodal training process. This setting is henceforth referred to as "non-ZS." Table 1 displays the overall results for the non-ZS setting for which a portion of the MEN dataset was employed. The size of the portion used varies depending on the coverage of the images in the exploited image source. Around 23% and 42% of the words in the MEN dataset were accompanied with the corresponding images with the ESP-Game and ImageNet, respectively. The table also compares the following models: linguistic, visual, and multimodal; the multimodal models are further classified by the method used for the dimensionality reduction of the visual features. Table 1 demonstrates that the multimodal representation enabled by the ViEW model is superior to that of the unimodal models. It also shows that ImageNet yielded better results, thus demonstrating the superiority of this image source. However, interestingly, the ViEW model seems to compensate for the problems with the ESP-Game image source well: the difference in the Spearman coefficient between the two image sources is smaller in the case of the MM as compared to the visual unimodal model. It should be further noted that PCA was a better method for visual feature dimensionality reduction, particularly in this setting. Table 3 summarizes the results for the settings for which the entire test dataset is used. We refer to this setting as "ZS," because it inherently includes words without the corresponding trained images (zeroshot conditions). As shown in the table, the ViEW model exhibited a superior performance with the MEN dataset, which is our primary dataset. In contrast, the MMSG models (MMSG-A and MMSG-B) (Lazaridou et al., 2015) achieved better results with the other datasets, such as SimLex-999, SemSim, and VisSim, which indicates that there exist issues to be further explored with the ViEW model. 
Results: zero-shot including settings
Results: POS breakdown
As previously mentioned, the MEN dataset accommodates some words whose part-of-speech (POS) is not a noun. Table 4 thus breaks down the MEN results by POSs, and demonstrates that the overall results are dominated by nouns. Furthermore, the degradation in nouns between the non-ZS and ZS conditions is not very significant, which indicates that, in general, more noun concepts, such as concrete objects, can be depicted in images. However, the ZS results for adjectives were unanticipatedly better than the non-ZS results. We could expect to some extent that the semantic information propagated to adjectives from the modified nouns that could be concrete. Nevertheless, this would be yet another issue that requires further investigation. It should be noted that the verb results were not reliable owing to the small number of instances. Table 4 : POS breakdown of the MEN dataset results (Image source: ESP-Game).
Discussion: antonyms and synonyms
It is often argued that text-based distributional/distributed representations hardly distinguish synonyms from other semantically related words. This is natural because these approaches rely heavily on contextual similarities. One of these typical relation types is antonymy: antonyms are frequently predicted as highly similar or related. In this subsection, we examine the potential efficacy of the multimodal representation in discriminating antonyms and synonyms from vaguely related words. Among the pairs of antonymous adjectives defined in WordNet, we could assign the ViEW multimodal representations to 4,172 pairs by employing ImageNet as the image source. Table 5 shows the examples of k-neighbor words retrieved for some adjectives: "rural," "cold," and "happy." Similarly, we assigned multimodal representations to 106,472 synonymous noun pairs. By using the Word2Vec word embedding vectors and multimodal vectors, we compared the similarity ranks obtained for these representations. As summarized in Table 6 , some of the antonymous pairs had low ranks, and several of the synonymous pairs were ranked relatively higher, which is promising. These results may imply the potential efficacy of the multimodal representation in propagating visual information even to visually novel words and in filtering semantically related but perceptually irrelevant words or concepts. (Maaten and Hinton, 2008) was applied in the visualization. Each of the labels in these figures represents the centroid of a target word. On comparing these figures, it is observed that the centroids for semantically related words are relatively closely located in both cases, but the dispersion is more evident for the features obtained from the ESPGame dataset. These differences may be attributed to the difference in the nature of the datasets as discussed in the previous section. That is, the images in ImageNet are clean in terms of the depiction of a target concept, whereas ESP-Game images are generally noisy. This insight was already confirmed by the results of our experiments. However, the differences in performance (Spearman coefficients) were not very significant as expected, particularly when employed with the multimodal models. This may be partly attributed to the nature of the ESP-Game dataset: visual co-occurrences would have been captured relatively well, and this might have contributed to enhancing the linguistic representations, which form the basis of the multimodal representations.
Concluding remarks
This paper presented a novel bimodal autoencoder model for incorporating visual features into existing word embeddings. Although the empirical results were generally promising, there is still room for improvement and exploration. We would like to incorporate more features, such as POS, semantic class, and abstractness/correctness , into the neural network structure. We intend to develop a method for extracting effective features in order to capture dynamics from videos; this may be vital in representing the visual meaning of motion verbs and the like. Another potential research direction could involve the evaluation of the utility of multimodal representations in downstream applications, such as cross-modal mapping/retrieval.
