One consequence (Corollary 3.18 ) is a negative result concerning the behavior of singular spectral multiplicity under compact perturbations.
We need to establish some conventions and terminology. All Hubert spaces throughout will be separable. Let B be a densely defined operator on a Hubert space H with domain £&(B). We will say that a subspace B is said to be completely non-selfadjoint if the only reducing subspace N for B with the property that the restriction B | N is selfadjoint is the zero subspace.
B is dίssipative if Im <JS/, /> ^ 0 for all / in &r{B).
If in addition (B + i/2)£&(B) = H, then B is called maximal dissipative.

In this case the Cayley transform C = (B -i/2) (B + i/2)"
1 is a contraction defined on all of H. (We have replaced i by i/2 in the Cayley 413 414 THOMAS L. KRIETE transform to make some subsequent equations appear more natural.) There exists a unique reducing subspace N for C with the property that C\N is unitary and C\N L is completely non-unitary. N also reduces B, B\N is selfadjoint, and B\N λ is completely non-selfadjoint. Again N is unique with respect to these properties (see [15] ).
In §3 we will see that A is maximal dissipative. To solve the problem at hand, it thus suffices to find the completely non-unitary part of T = (A -ί/2)(A + i/2)- 1 We now set down the condition on the pair (a, c) that is needed to make our proof work. Suppose that m denotes Lebesgue measure on [0, 1] . Let v be the measure on (-co ? co) given by
for every Borel subset F of the reals. We denote Lebesgue measure on (-oo, oo) by n. dv/dn is the Radon-Nikodym derivative of v with respect to n. We will demand that Since {x: dv/dn(x) Φ 0} c closed support of v c essential range of α, it is clear that (1.1) holds whenever the essential range of a (which is a closed set) is not all of (-oo, oo). In particular, (1.1) holds if A is bounded.
In the next section we write down some necessary information about Sz.-Nagy-Foias operator models and characterize a certain type of invariant subspace. An operator model operator S acting on a space K is then associated with the pair (a, c). In §3 we show that when (1.1) holds, it is possible to construct an isometry W: K->L 2 (0, 1) which gives a unitary equivalence between S and the completely non-unitary part of T = {A -i/2)(A + ί/2)" 1 . We then give a criterion for deciding when W is unitary, i.e., when WK is all of L 2 (0, 1). Since A is completely non-selfadjoint provided WK = L 2 (0, 1), this answers the question posed above. In §4 our methods are used to study almost unitary contractions with no isometric part.
A few remarks on the general spirit of this paper may be useful to the reader. Every completely non-unitary contraction T o acting on a separable Hubert space H is unitarily equivalent to an operator model S in the sense of Sz.-Nagy and Foias [15, Chap. VI] . S acts on a model Hubert space K. T o is determined up to unitary equivalence by the characteristic operator function b of S. One knows the model theory for T o if one can specify 6. Adopting terminology suggested by ALMOST SELFADJOINT OPERATORS 415 Douglas N. Clark, we will say that we know a concrete model theory for T o if we can specify b together with an explicit unitary operator U: H->K with UT 0 = SU. This is necessarily a little vague since the usual method for constructing S from T o always yields an abstract form for U. What we mean here is that U must be defined in terms of some additional structure that H may possess as, say, a space of functions.
This paper offers an example of a concrete model theory with an application to a non-model-theoretic problem. We will take T o and U to be, respectively, the restrictions T\WK and W*\WK where T and W are as above. The model theory of T\ WK was known (modulo Cay ley transforms) to Brodskii and Livsic [3] , although they did not associate an operator model S with the characteristic operator function. Perhaps the first example of a concrete model theory along these lines is due to Sarason [12] and, independently, to Rosenblum (unpublished). They considered the case in which T is a function of the Volterra operator; the operator U in this case is essentially a part of the Fourier transform. The present paper may be viewed as a natural extension of this work. Other examples of concrete model theories are given by the author [11] , Ahern and Clark [1] and Clark [4] .
From the point of view of model theory our most interesting result is probably Theorem 2 which relates the range of W to the regularity (in the sense of Sz.-Nagy and Foias) of certain factorizations of b. These results were announced in [10] .
I wish to thank Professor Marvin Rosenblum for suggesting a research problem that led to these results. 2* The operator S. Let σ Lebesgue measure on the unit circle T in the complex plane normalized so that σ(T) = 1. We sometimes consider σ as a measure on [0, 2π) and P is the projection of ^f onto K. Let S= PU\K. S is a completely non-unitary contraction; I -S*S and I -SS* are operators of rank 1. This is a special case of a general construction due to Sz.-Nagy and Foias (see [15] , [5] 
In particular,
Let iΓ 0 denote the smallest subspace of K containing {H z : zeD}. which converges to \\v\\ 2 as n->^. is an invariant subspace for S*.
The next Lemma is implicitly contained in a proof by de Branges and Rovnyak (see [2] , Theorem 6). We include a proof here for completeness. In general (unless otherwise noted), the projection of a Hubert space onto a subspace B will be denoted by P B . I B is the identity operator on B. The second fact is the following: {xeB: Vxe B) = BQ F*Q. For if x is in BQV*Q, then Vx is orthogonal to Q. However Vx is in C (since V* V = I) and we know that C = B 0 Q, so Vx e B and half of the assertion is proved. The reverse inclusion is clear.
If we put all of this together we have Range (I B -V B V B ) = F*Q, so rank (I B -V% V B ) = dim F*Q. But Q Π Ker F* = {0}, so dim F*Q = dimQ and the proof is complete. Now suppose that F is a separable Hubert space. We will denote by L% the space of (weakly) measurable functions / on T with values in F and such that
Jo
L> is a Hubert space with inner product <f,9>= [*<f(e ix )> g{e ίx )y F dσ{x) .
Jo
Hj is the Hardy subspace of L% (see [8] , [15] [15, p. 277] . Now since N is invariant for S*, a general theorem of Sz.-Nagy and Foias [15, p. 278 ] says there exists a factorization b = Ψ 2 Ψ γ as above which is regular, i.e., it has the following properties: *u, χv) , so that u -c = constant and v -0. Suppose that c Φ 0. Since r i^ © ^ is invariant for ί7, it contains the subspace generated by {U n (c, 0): n = 0,1, -•}, namely iP®{0}. Thus N c {0} © L\E) so that S* | ΛΓ is isometric. Since ί log J dσ = -oo, we can conclude from Lemma 2.1 that N = {0} which contradicts (2.5). Thus it must be the case that c = 0 and so {Sίf © N) Π Ker [7* = {0}. We can now invoke (2.5) and Lemma 2.3 
Thus the mapping a -> (?P" 2 α;, z/ 2 α;, 0) is an isometry of F into G © ^^ It follows that dim F = 1, so we can take F-C and Ψ ι and ¥ 2 to be complex valued (from now on we call them ψ L and ^2, respectively, to emphasize this).
It is shown in [15, p. 290] 
This completes the proof. REMARK 2.5. Suppose that N = Sίf Q M(ψ l9 ψ 2 ) where b = is a scalar regular factorization of 6. Since NaK, we have P N P = P N , so P N H W = P v P(fc w , 0) = P N (k w , 0), wel).
We leave it to the reader to verify that for each w in D, the projection of (k wy 0) onto M(φ ί9 ψ 2 ) is exactly {ir 2 {w)ψ 2 k w , so that
Hence (2.6) <P N H V 1 -wz for all z and w in D.
Now let a and c be as in the introduction and suppose that β is the function β(x) = (a(x) -i/2)(a(x) + i/2)~\ 0 ^ a? ^ 1. Clearly | /31 = 1 a.e. For the rest of §2 and 3 we will assume that b is related to a and c by
One easily checks that
We can thus apply the preceding results in this section to this particular b.
Recall the definition of the measure v in the Introduction. 2π τ-^y) ψ-{τ~\y)) = ψ-{y) a.e. .
an dσ
Now τ~v(y) = 4~1(1 -cos y)~ι so we find that
Making the change of variables y = τ(x) and using the relation τ'{x) -(x 2 + 1/4)~ι yields the equation
The lemma easily follows. We would like to have a simple way of ensuring that log Δ is not tf-integrable. The next proposition gives a useful criterion. PROPOSITION 
Suppose that Φ is a positive Baire function on
Proof. The composition φoa is measurable since Φ is a Baire function. Assume now that (i) holds. By a change of variables we have
It follows from the inequality of the geometric and arithmetic means [12, p. 61 ] that this last integral is not exceeded by
If we also assume that (ii) holds, it must be the case that (1.1) holds also. By Lemma 2.6 this is clearly equivalent to the desired conclusion. Consider, as examples, the functions Φ(x) = e M and Φ(x) = exp(\X -x\~1) where λ is a fixed real number. One might choose the first if \a\ is not too large to often; the second if the values of a are not heavily concentrated near λ.
3* When A is completely non-selfadjoint* Assume in this section that α, c and A are as in the introduction and that (1.1) holds, b will be related to a and c by (2.7). Now suppose that z is not in the essential range of a. For each t in [0, 1] let
If z is not in the essential range of a, then (A -z)~ι exists and
The proof is a simple computation using Fubini's Theorem and the
fact that (d/dt)φ t (z)~ι = -ί φ t {z)~\a{t) -z)~ι \c(t)\\
See also [3] . Recall that β = (a -ί/2)(a + i/2)" 1 , and \β\ = 1 a.e. . 
The proof of this is an easy computation using the form of (A + i/2)-1 and the fact that φ t (-i/2) = δt(O)" Proof. Using the fact that \β\ = 1 a.e. and some computation, it is not hard to show that
The Lemma follows upon integrating this equation from s to t.
Proof. One verifies that
Differentiating (with z Φ 0) gives 0 ^ t ^ 1. If we multiply this equation by 6(0), integrate from 0 to 1 and recall that b 1 = 6, we find that the equation in the statement of the Lemma is true. LEMMA 3.7. [
Jo
Proof. We easily check that
Now |/3 -1| 2 = 2 (1 -Re/9) a.e. (since \β\ = 1 a.e.); substituting this in the previous equation and integrating from 0 to a; gives the desired conclusion. Proof. S is the compression of the isometry U the subspace K = M 1 .
It follows from the proof of Lemma 2.3 that {feK:\\Sf\\ = \\f\\} = KOU*{MQUM).
One easily checks that the vector (δ, A) spans MQUM, which completes the proof.
The following theorem identifies the completely non-unitary subspace of T. Assertions (i), (iii) and (iv) were known (up to Cay ley transforms) to Brodskii and Livsic, although they did not identify the subspace WK as the range of an isometry. Their proof used an argument about the resolvent of A which does not seem to work when A is unbounded. The following proof relates W, S and T in a natural way and has the advantage of working when the spectrum of T is the entire unit circle. THEOREM 
(i) WK is a reducing subspace for T. (ii) WS= TW. (iii) TI WK is completely non-unitary.
Proof. First we show that S* = TF* T* W. For this it will suffice to show that S* and W*T*W agree on the total subset {H z : zeD} of K. Recall that the isometry U acting on 3ίf is exactly U + 0 M χ where M χ : f -+χf acts on U(E) and U + is the unilateral shift on H 2 . Now (Uϊf)(z) = z~ι{f{z) -(/(0)) if / e H\ and S* = U* \ K. It follows from an easy computation that 
(T*Y.)(x) = β{x)Y z {x) + c(x)b x {θr\β(x) ~ l)(b x (ΦM -b(z)b(O)) .
Using this, the definition of Y z > and the fact that |/5| -1 a.e., we easily compute that 
(T*Y,)(x) = zY z (x) -b(zj[c(x)(β(x) -
THOMAS L. KRIETE For convenience, let h(x) -b(0)c(x)(β(x)
Since Y Q e WK we have shown that TWKcz WK. Thus WK reduces T. It follows that B = T\WK which implies that (3.5) can be improved to WS = TW. TI WK is therefore unitarily equivalent to S and so is completely non-unitary.
Finally, we know from Remark 3. We are now in a position to decide when the subspace WK is all of L 2 (0, 1). We will need a simple lemma (see [11, Lemma 3.3] 
(0, t) is easily seen to be invariant for T*, so, by Theorem 1 (ii), K t is invariant for S*.
Let S t be the compression S t = P t S\K t and Γ t be as in Remark 3.3. It follows from Theorem 1 (ii) that W provides a unitary equivalence between S*\K t and 7*1^ (0, t) Conversely, suppose that {b t } is a regular family and \c\ > 0 a.e. Let b = b t q t define q t and set K t = <%* Q M(b t , q t ), 0 ^ t ^ 1. P t will denote the projection of K onto uT i# Again by (2.6) we have (3.9) (P t H w ,
On the other hand, we can use Lemma 3.5 as in equation (3.7) to conclude that
Comparing this with (3.9) for all step functions p. Consequently Y o g = 0 a.e. Since β never takes the value 1 and \c\ > 0 a.e., it follows from Definition 3.2 that I Γ o | > 0 a.e. Thus g = 0 a.e. and WK = L 2 (0,l). This completes the proof.
We would like to have a condition on the pair (a, c) that is equivalent to the hypothesis of Theorem 2. To this end suppose that \c\ > 0 a.e. and let p be the measure on [0, 1] given by p(F) - It will follow from the proof of Lemma 3.14 that for each ί, this limit exists for almost all y in the set σ ac (a) defined below. DEFINITION 3.12 . Suppose that F is a measurable subset of R(a). a will be called essentially invertible on F (with respect to the measure p) if for each t in [0, 1], η(y, t) e {0, 1} for almost every y in F.
Essential invertibility is a kind of measure-theoretic one-to-oneness condition. To see this assume that a is essentially invertible on F. 
(G) = p([0, t]Πθ~ι(G)
). An argument analogous to that in Lemma 2.6 implies that
Thus the condition that {b t } be a regular family is exactly the condition that for any t, 0 ^ t ^ 1 , (3.10) A^{ x )ek^(x)\ a.e.. This is an easy consequence of Theorem 3 and the definition of essential invertibility. The hypothesis can be weakened in several obvious ways. We leave the proof for the reader.
We conclude this section with a rather curious result on the perturbation of singular spectral multiplicity. Proof. We will need the fact, which is probably part of the folklore, that any selfadjoint operator B with no point spectrum can be represented as a multiplication operator M φ : f ->Φf acting on U (a, b) , where [a, b] is a given interval and φ is in L°°{a, b). One way to see this is to decompose B as direct sum of at most countably many selfadjoint operatorators {B k }, each of which has a cyclic vector. B k can be represented as a multiplication /(λ) -> λ/(λ) on U(μ k ) for some finite positive measure μ k with compact support on the line. Now for each B k , select a non-degenerate subinterval I k of [α, b] in such a way that the I k 's are disjoint and their union is [a, b] . We may assume that the total mass of μ k equals the length of I k . μ k has no atoms, so we can choose a strictly increasing function (as in the proof of Theorem 5) It is easy to see that V 2 is unitarily equivalent to the Volterra operator VΊ which is well known to be in the Schatten pclass C p for p > 1. Therefore D is in C p and ||JD|| ^ 2 ||V;||. Now, choose α>2 (HFiH/ε) and apply the above discussion to aB x and aB 2 rather than B ι and B 2 , and then divide by α. Since \\a~ιD\\ < ε, we are done if we set K = α" 1 /). Clearly X = X 0 M ς . It is easy to compute that X is a contraction and, in fact, that I -X*X and I -XX* are positive rank-one operators. For 0 ^ t <£ A, we define X* (analogous to T t in Remark 3.3) to be the compression of X to L 2 (0, £). It is easy to compute that I t -X t *X t = <( , ^<^ Ut and Jί -XίXί* = <^ , v t y v t , where I t is the identity on We associate with X the functions {b t } in the unit ball of H°°g iven by
Set b -b A and associate S and K with 6 as in §2.
Define V Q from finite linear combinations of
We define essential invertility for the function a as in Definition 3.12 but with p replacted by Lebesgue measure m. Let μ be the measure on [0, 2π) given by μ(F) = m{a~\F)). The arguments of the previous sections, altered only in computational details, yield the following theorem. 
if and only if {b t } is a regular family, which is the case if and only if a is essentially invertible on σ ae (a).
In the case a = 0, the mapping V is equivalent to one used by Sarason to study the Volterra integration operator [12] . Note that in this case b(z) reduces to inner function exp -- 2 1-2 and Theorem 4 implies that VK = L 2 (0, A). The operators S of §2 are known to represent a certain abstract class of contractions. Using this fact and Theorem 4 we can prove the following representation theorem. This may be considered as an analog, for contractions, of the triangular model of Brodskii and Livsic [3] . K o will denote the compact operator The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
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