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Re´sume´ – Il a e´te´ de´montre´ re´cemment qu’en pre´sence de signaux rectilignes, respectivement utile (SOI) et interfe´rant (CCI), capte´s par une
seule antenne, la re´jection d’une interfe´rence forte peut eˆtre fortement ame´liore´e par l’utilisation d’un filtre de Volterra complexe du 3e`me ordre
MMSE a` la place d’un filtre widely linear (WL) MMSE. Cette ame´lioration est obtenue en exploitant a` la fois la non gaussiannite´ et la non
circularite´ des signaux aux ordres 2, 4 et 6 plutoˆt que la seule non-circularite´ a` l’ordre 2 exploite´e par les filtres WL. Cela permet, au moins
pour des signaux BPSK, l’exploitation d’une discrimination d’amplitude en plus d’une discrimination de phase entre les signaux. Le but de cette
contribution est d’examiner si ces proprie´te´s restent valables pour des signaux circulaires au second-ordre, omnipre´sents en radiocommunications.
Abstract – It has been recently proved that in the presence of a rectilinear signal of interest (SOI) and a co-channel interference (CCI) , received
on a single antenna, the rejection of a strong interference can be greatly improved by the use of a MMSE third-order complex Volterra filter in
place of a MMSE widely linear filter (WL). This improvement is achieved by exploiting both the non-Gaussiannity and the non-circularity of
the signals up to the 6th-order, rather than the second-order non-circularity exploited by the WL filters. This makes it possible, at least for BPSK
signals, the exploitation of the amplitude discrimination in addition to the phase discrimination between the signals. The aim of this contribution
is to examine whether these properties remain valid for second-order circular signals, ubiquitous in radiocommunications.
1 Introduction
Il est maintenant bien connu que l’une des proprie´te´s les
plus importantes d’un filtre WL [1] est sa capacite´ a` rejeter
une interfe´rence rectiligne (BPSK, ASK) ou quasi-rectiligne
(MSK, GMSK, OQAM) co-canal a` partir d’une seule antenne
(concept de single antenna interference cancellation ou SAIC),
permettant la se´paration de deux utilisateurs a` partir dune seule
antenne [2–4]. L’efficacite´ de ce concept, conjointement a` sa
faible complexite´ expliquent pourquoi il est ope´rationnel dans
la plupart des portables GSM, permettant des gains tre`s signi-
ficatifs pour la capacite´ des re´seaux GSM [4, 5]. Toutefois,
comme explique´ dans [6–8], des extensions et renforcements
du concept SAIC sont requis pour certains nouveaux standards
tels que VAMOS, une e´volution du GSM standardise´e re´cem-
ment [9]. Un besoin similaire est aussi requis pour traiter l’in-
terfe´rence entre porteuses pour les re´seaux utilisant la forme
d’onde multi-porteuses FBMC-OQAM, candidate prometteuse
pour les re´seaux mobiles 5G [10]. Pour cette raison, une ame´lio-
ration de la technologie SAIC base´e sur du filtrage de Volterra
complexe (VC) du 3e`me ordre, extension a` l’ordre 3 du fil-
trage WL, a e´te´ propose´e re´cemment dans [11] pour des si-
gnaux rectilignes, via une approche MMSE. Cette structure ex-
ploite la non gaussiannite´ et les non-circularite´ d’ordre 2, 4 et
6 des signaux, contrairement au filtrage WL qui n’exploite que
la non circularite´ d’ordre 2. Les gains en performance obtenus
de´pendent de diffe´rents parame`tres dont les constellations, les
phases, les puissances et l’asynchronisme des signaux.
Le but de cette contribution est d’e´tendre l’analyse pre´sente´e
dans [11] a` des signaux circulaires a` l’ordre 2 arbitraires (PSK,
QAM...). Pour simplifier l’analyse, nous conside´rons des ca-
naux non e´tale´s temporellement. Nous montrons en particulier
dans cet article qu’un filtre VC d’ordre 3 MMSE a la capa-
cite´ de se´parer deux signaux QPSK synchrones de puissances
diffe´rentes rec¸us par une seule antenne, sans avoir a` de´moduler
les deux signaux. Notons que les rares travaux analysant la ca-
pacite´ des filtres VC a` rejeter une interfe´rence correspondent
a` [13–16]. Alors que [13] traite des filtres VC d’ordre M pour
la de´tection et l’estimation en contexte non-gaussien avec une
application a` la re´jection d’interfe´rence pour M = 2, [14–16]
concernent l’analyse des filtres VC d’ordre 3 pour la re´jection
d’interfe´rences. Ne´anmoins, [14] se limite a` des re´seaux CDMA
alors que [15] et [16] conside`rent du beamforming avec au
moins 2 antennes.
2 Mode`le de signal et statistiques
Nous conside´rons une antenne bande e´troite qui rec¸oit la
contribution d’un SOI, d’un CCI et d’un bruit de fond. Nous
supposons que le canal de propagation est a` un seul trajet et
qu’il y a une parfaite synchronisation fre´quentielle et tempo-
relle du SOI. Dans ce cas, l’envelope complexe en sortie d’an-
tenne s’e´crit sous la forme :
x(t) = µse
iφs
∑
k
akv(t− kT )
+ µje
iφj
∑
k
bkv(t− kT − τj) + n(t), (1)
ou` ak et bk sont des se´quences i.i.d. centre´es de symboles de
constellations circulaires du second-ordre et syme´triques, res-
pectivement du SOI et du CCI inde´pendantes entre elles et avec
le bruit n(t) qui est suppose´ centre´ gaussien circulaire. T est
la pe´riode symbole, v(t) est la re´ponse impulsionnelle d’un
filtre de mise en forme racine carre´e de cosinus sure´leve´, µs,
φs and µj , φj sont les amplitudes et phases respectives du SOI
et CCI et τj ∈ [0, T [ est un retard du CCI par rapport au SOI.
Puisque r(t) def= v(t) ⊗ v∗(−t) (ou` ⊗ repre´sente le produit de
convolution) est un filtre de Nyquist a` valeur re´elle, nous obte-
nons en de´signant par xk l’enveloppe complexe e´chantionne´e
au rythme symbole en sortie de filtrage adapte´ a` l’impulsion
v(t) :
xk = µse
iφsakr(0)+µje
iφj
∑
ℓ
bℓr((k−ℓ)T−τj)+nk, (2)
ou` nk est la composante bruit de fond qui est centre´e, station-
naire gaussienne circulaire de puissance η2.
Nous appelons par a′k and b′k(τj) les symboles ak et termes∑
ℓ bℓr((k−ℓ)T−τj), normalise´s tels queE|a′k2| = E|b′k2(τj)|
=1. Sous ces hypothe`ses, (2) prend la forme suivante :
xk =
√
πse
iφsa′k +
√
πje
iφj b′k(τj) + nk, (3)
ou` πs
def
= µ2sπar
2(0) et πj
def
= µ2jπb(
∑
n r
2((k−n)T − τj)
(avec πa def= E|a2k)| et πb def= E|b2k|) sont les puissances respec-
tives du SOI et du CCI. Nous aurons besoin a` la section 5.1 des
moments du 4ie`me et 6ie`me ordre suivants :
κj,c
def
= E|b′k4(τj)| = E|b4k|
∑
ℓ
r4ℓ + 4[E|b2k|]2
∑
k<ℓ
r2kr
2
ℓ
κj,nc,1
def
= E(b′k
4
(τj)) = E(b
4
k)
∑
ℓ
r4ℓ
κj,nc,2
def
= E(b′k
2
(τj)|b′k2(τj)|) = E(b2k|b2k|)
∑
ℓ
r4ℓ (4)
χj,c
def
= E|b′k6(τj)| = E|b6k|
∑
ℓ
r6ℓ
+ 9E|b2k|E|b4k|
∑
k 6=ℓ
r4kr
2
ℓ + 36[E|b2k|]3
∑
i<k<ℓ
r2i r
2
kr
2
ℓ
χj,nc,1
def
= E(b′k
6
(τj)) = E(b
6
k)
∑
ℓ
r6ℓ
χj,nc,2
def
= E(b′k
4
(τj)|b′k2(τj)|)
= E(b4k|b2k|)
∑
ℓ
r6ℓ + 5E(b
4
k)E|b2k|
∑
k 6=ℓ
r4kr
2
ℓ
χj,nc,3
def
= E(b′k
2
(τj)|b′k4(τj)|)
= E(b2k|b4k|)
∑
ℓ
r6ℓ + 4E(b
4
k)E|b2k|
∑
k 6=ℓ
r4kr
2
ℓ , (5)
ou` rk
def
= r(kT − τj)/
√
πb
∑
ℓ r
2(ℓT − τj). Notons que pour
les constellations 4M2 MAQ et 2M PSK de symboles, celles-ci
sont invariantes par rotation de π/2, ce qui implique : κj,nc,2 =
χj,nc,1 = χj,nc,3 = 0.
3 Formulation du proble`me et introduc-
tion du filtre VC du 3e`me ordre MMSE
Le proble`me conside´re´ ici est la de´tection des symboles ak a`
partir des observations xk a` travers un crite`re MMSE. Naturel-
lement l’estime´e yk de ak selon le crite`re MMSE est l’espe´rance
conditionnelle yk = E(ak|xk), qui dans le cas d’une distribu-
tion conjointe de (ak, xk) respectivement gaussienne circulaire
ou non circulaire devient line´aire ou WL en xk [1]. Mais pour
des distributions de (ak, xk) non gaussiennes, cette espe´rance
conditionnelle devient non line´aire en xk. Or celle-ci est im-
possible a` obtenir car en pratique la distribution de (ak, xk) est
inconnue. C’est la raison pour laquelle une approximation de
cette espe´rance conditionnelle sous la forme d’un filtre VC a
e´te´ introduite dans [11]. Comme il a e´te´ de´montre´ dans [11]
que pour des distributions de (ak, xk) centre´es et syme´triques,
seuls les terme impairs de ce filtre VC permettent de re´duire la
MMSE, le filtre VC du 3e`me ordre suivant (6) y a e´te´ introduit :
yk = w
∗
1,0xk + w
∗
1,1x
∗
k + w
∗
3,0x
3
k︸ ︷︷ ︸
0
+w∗3,1x
2
kx
∗
k︸ ︷︷ ︸
1
+w∗3,2xkx
2∗
k︸ ︷︷ ︸
2+w∗3,3x
3∗
k︸ ︷︷ ︸
3
def
= w˜H x˜k. (6)
ou` w˜
def
=[w1,0, w1,1, w3,0, w3,1, w3,2, w3,3]
T et x˜k
def
=[xk, x
∗
k, x
3
k,
x2kx
∗
k, xkx
∗2
k , x
∗3
k ]
T
.
Un tel filtre est de´note´ par WL-C(0,1,2,3) et des filtres a`
structures partielles ne retenant que certains termes cubiques
de (6) de´note´s WL-C(i) et WL-C(i, j), (i, j) ∈ {0, 1, 2, 3}
ont aussi e´te´ e´tudie´s dans [11]. Par ailleurs, puisque dans cette
contribution, nous ne conside´rons que des symboles ak circu-
laires du second-ordre, pour lesquels le terme w∗1,1x∗k de (6) ne
re´duit pas la MMSE par rapport au filtre line´aire w∗1,0xk, nous
conside´rerons aussi ici des filtres VC de structure partielle ne
contenant pas ce terme w∗1,1x∗k, que l’on notera L-C(i) et L-
C(i, j), (i, j) ∈ {0, 1, 2, 3}.
Le filtre VC du 3e`me ordre MMSE est le filtre w˜ qui mini-
mise le crite`re MSE(w˜) = E|ak−w˜H x˜k|2. Ce filtre est donne´
classiquement par
w˜VC−MMSE = R
−1
x˜ rx˜,a, (7)
ou` Rx˜
def
= E(x˜kx˜
H
k ) et rx˜,a
def
= E(x˜ka
∗
k) et la MMSE obtenue
est donne´e par
MMSE
def
= MSE[w˜VC−MMSE] = πa − rHx˜,aR−1x˜ rx˜,a. (8)
Notons qu’en pratique Rx˜ et rx˜,a ne sont pas connus et doivent
eˆtre estime´es a` l’aide d’une se´quence d’apprentissage corre´le´e
avec les symboles SOI, en utilisant une approche moindre carre´e.
4 De´composition orthogonale
Pour mieux comprendre le comportement de nos filtres VC-
MMSE et pour le comparer a` celui du filtre WL-MMSE, nous
e´tendons l’interpre´tation de ce dernier introduite dans [17] en
remarquant que tous les termes de x˜k contiennent une compo-
sante SOI au travers de sa de´composition orthogonale :
x˜k = ak
(
rx˜,a
πa
)
+ i˜k. (9)
Cette de´composition (9) permet donc d’e´tendre la notion clas-
sique de SINR en sortie de tout filtre VC w˜ :
SINR(w˜) =
|w˜Hrx˜,a|2
πaw˜HRi˜w˜
, (10)
ou` Ri˜
def
= E(˜ik i˜
H
k ) est la matrice de covariance de la compo-
sante de x˜k (9) qui rassemble tous ses termes non corre´le´s avec
le symbole SOI ak. Par ailleurs, il est aise´ de de´monter a` partir
de (9) et (10), la relation ge´ne´rale suivante reliant la MSE et le
SINR a` la sortie yk d’un filtre CV arbitraire w˜ :
MSE(w˜) = πa
∣∣∣∣1− w˜Hrx˜,aπa
∣∣∣∣
2
+
|w˜Hrx˜,a|2
πaSINR(w˜)
. (11)
Nous de´duisons a` partir de (11) que le filtre VC w˜, qui mi-
nimise MSE(w˜) sous la contrainte w˜Hrx˜,a = πa est aussi le
filtre VC qui maximise SINR(w˜) sous ses meˆmes contraintes.
Cela de´montre que sous la contrainte w˜Hrx˜,a=πa, la minimi-
sation de la MSE et la maximisation du SINR sont des crite`res
e´quivalents. Cela donne une interpre´tation physique au SINR
(10) en terme de minimisation de la MSE et nous obtenons :
MMSE =
πa
1 +MSINR
, (12)
ou` MSINR de´signe la valeur maximum du SINR (10), dont il
a e´te´ de´montre´ dans [11] que les filtres qui le maximisent sont
proportionnels a` w˜CV−MMSE. Ainsi en ge´ne´ral, w˜CV−MMSE,
qui minimise MSE(w˜), maximise SINR(w˜), mais n’est pas le
seul.
5 Performances en terme de SINR et de
SER
5.1 Analyse de performances en terme de SINR
Pour des SOI et CCI a` symboles re´els, le SINR en sortie
d’un re´cepteur WL-MMSE est donne´ [3] pour une forte CCI
(i.e., πj ≫ η2) par
SINRWL ≈ 2πs
η2
(
1− cos2(∆φ)) , (13)
ou` ∆φ
def
= φj − φs. La rel. (13) montre que le re´cepteur WL-
MMSE permet le SAIC avec un SINR qui de´croit quand ∆φ
tend vers ze´ro. Par contre a` la sortie de tout re´cepteur VC-
MMSE du 3e`me ordre a` structure partielle WL contenant un
seul terme cubique (6), il a e´te´ de´montre´ [11] en utilisant des
outils de calcul symbolique Matlab, que pour un puissant CCI
a` symboles BPSK synchrones (i.e., τj = 0) nous avions :
SINRWL−C(i) ≈
2πs
η2
, ∀∆φ, (14)
qui est le SINR obtenu en absence de CCI.
Pour des SOI et CCI a` symboles circulaires du second-ordre,
nous avons e´tendu (en utilisant les outils de calcul symbolique
de´veloppe´s dans [11]), les expressions SINRWL−C sous forme
de fraction rationnelle en πs du SINR en sortie d’un re´cepteur
VC-MMSE du 3e`me ordre, aux expressions SINRL−C. Nous
avons ainsi de´montre´ :
SINRL−C =
aPπ
P
j + ...+ a1πj + a0
bP+1π
P+1
j + ..+ b1πj + b0
, (15)
ou` P de´pend de la structure partielle cubique choisie et ou` les
coefficients a0, .., aP , b0, .., bP+1 sont fonctions de πs, η2, κj,c,
κj,nc,i, i = 1, 2, χj,c, χj,nc,i, i = 1, 2, 3, des meˆmes statis-
tiques associe´es au SOI et de ∆φ. Pour les structures partielles
a` 1 et 2 termes cubiques, les valeurs de P sont respectivement
3 et 6 et nous avons de´montre´ en particulier :
Pour la structure partielle L-C(1), b4 = 0 ⇔ χj,c − κ2j,c =
0⇔ |b′k(τj)| prend au plus les valeurs 0 ou 1 ; ce qui est re´alise´
en particulier pour des symboles PSK quelconques (et en par-
ticulier QPSK) synchrones, mais e´galement dans le cadre plus
ge´ne´ral d’un mode`le de CCI non filtre´ a` module constant, pour
lesquels :
lim
πj→∞
SINRL−C(1) =
a3
b3
=
πs
πs + 2η2
. (16)
Pour la structure partielle L-C(1,3), le terme b6 est tre`s com-
plexe, mais pour κj,c = κj,nc,1 = χj,c = χj,nc,2 = 1 et
κj,nc,1 = χj,nc,1 = χj,nc,3 = 0, ce qui re´alise´ en particulier
pour des symboles QPSK synchrones, nous avons
lim
πj→∞
SINRL−C(1,3) =
a5
b5
=
πs
η2
. (17)
Ce qui est le SINR d’un re´cepteur line´aire en absence de CCI.
La rel. (17) montre que pour des symboles QPSK synchro-
nise´s, le CCI est comple`tement annule´ graˆce a` la seule dis-
crimination d’amplitude du CCI vis a` vis du SOI. Ce point
est illustre´ sur la Fig.3. Cette discrimination d’amplitude est
ge´ne´ralement forte dans les syste`mes full-duplex [18]. Pour des
symboles non QPSK ou non synchrones, il est encore possible
de be´ne´ficier de la discrimination d’amplitude CCI/SOI pour
des CCI de fortes puissances. Ceci est illustre´ sur la Fig.1 qui
exhibe le gain SINRLC(1,3)/SINRL en fonction de τj/T pour
des symboles QPSK pour diffe´rentes valeurs du roll-off α de
v(t) ou` ce gain diminue quand α augmente. La Fig.2 montre
que SINRLC(1,3) est tre`s peu sensible a` ∆φ, contrairement au
re´cepteur WL-C(1,3) pour des symboles BPSK [11].
5.2 Analyse de performances en terme de SER
Nous nous inte´ressons ici a` la variation du taux d’erreur sym-
bole (SER) obtenu en sortie de filtres L-C(1) et L-C(1,3) en
utilisant un simple de´tecteur a` seuil pour symboles QPSK SOI
et CCI synchronise´s ou` ∆φ = 0 et SNR = 10dB, en fonction
de l’INR. Ce SER est compare´ a` celui d’un re´cepteur MAP qui
connaıˆt les parame`tres πs, πj , φs, φj et η2. Les Fig.3 et 4 illus-
trent le phe´nome`ne de discrimination d’amplitude CCI/SOI pour
lequel le SER (resp. SINR) du re´cepteur L-C(1,3) est maximum
(resp. minimum) pour INR≈ SNR et est minimum pour un fort
CCI pour lequel le SINR est maximum. De plus, quoique le
re´cepteur MAP est toujours meilleur que le re´cepteur L-C(1,3),
nous remarquons que les SER sont tre`s proches pour un fort
CCI. Enfin, nous notons que les performances en terme de SER
et de SINR sont consistantes, renforc¸ant ainsi le sens du SINR
de´fini a` partir de la de´composition orthogonale (9), comme in-
dicateur de performance.
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Fig.1 Rapport SINRLC(1,3)/SINRL en fonction de τj/T avec symboles
QPSK pour ∆φ = 0, SNR = 10dB et INR = 30dB.
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Fig.2 SINRLC(1,3) et SINRL en fonction de ∆φ avec symboles QPSK pour
SNR = 10dB et INR = 30dB.
0 5 10 15 20 25 30 35 40
INR [dB]
10-3
10-2
10-1
100
SE
R
L
LC(1)
LC(1,3)
MAP
Fig.3 SER en fonction de l’INR pour les re´cepteurs L, LC(1), LC(1,3) et MAP
pour ∆φ=0 et SNR=10dB et symboles QPSK synchonise´s.
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Fig.4 SINR en fonction de l’INR pour les re´cepteurs L, LC(1) et LC(1,3) pour
∆φ=0 et SNR=10dB et symboles QPSK synchonise´s.
6 Conclusion
Nous avons de´montre´ dans cette contribution qu’un filtre
VC du 3e`me ordre MMSE permet de se´parer deux signaux
QPSK synchrones de puissances tre`s diffe´rentes sans avoir a`
de´moduler les deux signaux. De plus pour des symboles de
modules constants non QPSK ou non synchrones, il est en-
core possible de be´ne´ficier de la discrimination d’amplitude
CCI/SOI pour des CCI de fortes puissances. Des re´sultats plus
de´taille´s de performances sont en cours d’e´tude dans le cadre
d’autres sce´narios d’interfe´rence comme les interfe´rences rec-
tilignes ou circulaires impulsionnelles de Bernoulli.
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