With the unprecedented increase of orbital sensor, in-situ measurement, and simulation data there is a rich, yet not leveraged potential for obtaining insights from dissecting datasets and rejoining them with other datasets. Obviously, goal is to allow users to "ask any question, any time, on any size" thereby enabling them to "build their own product on the go".
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Introduction
The term "Big Data" is a contemporary shorthand characterizing data which are too large, fast-lived, heterogeneous, or complex to get understood and exploited. Technologically, this is a cross-cutting challenge affecting both storage and processing, data and metadata, servers and clients as well as mash-ups. Further, making new, substantially more powerful tools available for simple use by non-experts while not constraining complex tasks of experts just adds to the complexity. All this holds for many application domains, but specifically so for the field of Earth Observation (EO). With the unprecedented increase of orbital sensor, in-situ measurement, and simulation data there is a rich, yet not leveraged potential for getting insights from dissecting datasets and rejoining them with other datasets. The stated goal is to enable users to "ask any question, any time, on any volume" thereby enabling them to "build their own product on the go".
In the field of EO, one of the most influential initiatives towards this goal is EarthServer [9] [18] which has demonstrated new directions for flexible, scalable EO services based on innovative NoSQL technology. Researchers from Europe, the US, and Australia have teamed up to rigorously materialize the concept of the datacube. Such a datacube may have spatial and temporal dimensions (such as a satellite image timeseries) and may unite an unlimited number of single images. Independent from whatever efficient data structuring a server network may perform internally on the millions of hyperspectral images and hundreds of climate simulations, users will always see just a few datacubes they can slice and dice.
EarthServer has established a slate of services for such spatio-temporal datacubes based on the scalable array engine, rasdaman, which enables direct interaction, including 3-D visualization, what-if scenarios, common EO data processing, and general analytics. All services strictly rely on the open OGC data and service standards for "Big Geo Data", the Web Coverage Service (WCS) suite. In particular, the Web Coverage Processing Service (WCPS) geo raster query language has proven instrumental as a client data programming language which can be hidden behind appealing visual interfaces.
Actually, EarthServer has advanced these standards based on the experiences gained. The OGC WCS standards suite in its current, comprehensive state has been largely shaped by EarthServer which provides the Coverages, WCS, and WCPS standards editor and working group chair. The feasibility evidence provided by EarthServer has contributed to the uptake of WCS by open-source and commercial implementers; meantime, OGC WCS has entered the adoption process for ISO and INSPIRE.
Phase 1 of EarthServer has ended in 2014 [9] ; independent experts characterized the outcome, based on "proven evidence", that rasdaman will "significantly transform the way that scientists in different areas of Earth Science will be able to access and use data in a way that hitherto was not possible". And "with no doubt" this work "has been shaping the Big Earth Data landscape through the standardization activities within OGC, ISO and beyond". In Phase 2 which started in May 2015 this is being advanced even further: from the 100 TB databases achieved in Phase 1, the next frontier will be crossed by building Petabyte datacubes for ad-hoc querying and fusion ( Figure 1 ). In this contribution we present status and intermediate results of Earth-Server and outline its impact on the international standards landscape. Further, we highlight opportunities established through technological advance and how future services can cope better with the Big Data challenge in EO.
The remainder of this contribution is organized as follows. In Section 2.1.2, the concepts of the OGC datacube and its services are introduced. An initial set of services in the federation is presented in Section 2.1.3, followed by an introduction to the underlying technology platform and an evaluation in Section 2.1.4. Section 2.1.5 concludes the plot and presents an outlook.
Standards-Based Modelling of Datacubes
(which, due to their success, are meantime also under adoption by ISO and INSPIRE).
xxxxxxx EarthServer relies on the OGC "Big Earth Data" standards of OGC, WCS and WCPS, for any kind of access; additionally, WMS is offered. In th server, all such requests uniformly get mapped to an array query language (see Section "Datacube Analytics Technology" below). Advanced visual clients enable point-and-click interfaces effectively hiding the query language syntax, except when experts want to make use of it. Additionally, access through expert tools like python notebooks is under finalization.
At the heart of the EarthServer conceptual model is the concept of coverages as digital representations of space/time varying phenomena as per ISO 19123 (which is identical to OGC Abstract Topic 6) [24] . Practically speaking, coverages encompass regular and irregular grids, point clouds, and general meshes ( Fig. 2 ). The notion of coverages [48] [6] [8] has proven instrumental in unifying spatio-temporal regular and irregular grids, point clouds, and meshes so that such data can be accessed and processed through a simple, yet flexible and interoperable service paradigm.
By separating coverage data and service model, any service -such as WMS, WFS, SOS and WPS -can provide and consume coverages. That said, the Web Coverage Service (WCS) standard offers the most comprehensive, streamlined functionality [32] . This modular suite of specifications starts with fundamental data access in WCS Core and has various extensions adding optionally implementable functionality facets, up to server-side analytics based on the Web Coverage Processing Service (WCPS) geo datacube language [5]. Below we introduce the OGC coverage data and service model with an emphasis on practical aspects and illustrate how they enable high-performance, scalable implementations.
Coverage Data Model
According to the common geo data model used by OGC, ISO, and others, objects with a spatial (possibly temporal) reference are referred to as fea- [8] which is in the final stage of adoption at the time of this writing. Different types of axes are made available for composing a multi-dimensional grid in a simple plugand-play fashion. This effectively allows to concisely represent coverages ranging from unreferenced over regular grids to irregularly spaced axes (as often occurring in timeseries) and warped grids to ultimately algorithmically determined warpings, such as those defined by SensorML 2.0.
Web Coverage Service
The OGC service definition specifically built for deep functionality on coverages is the Web Coverage Service (WCS) suite of specifications. With WCS Core [4], spatio-temporal subsetting as well as format encoding is provided; this Core must be supported by all implementations claiming conformance. Figure 4 illustrates WCS subsetting functionality, Figure 5 shows the overall architecture of the WCS suite. Conformance testing of WCS implementations follows the same modularity approach and involves detailed checks, essentially down to the level of single cell (e.g, "pixel", "voxel") values [33] . 
Web Coverage Processing Service
Web Coverage Processing Service (WCPS) is OGC's geo raster query language, adopted already in 2008 [5] . An example may illustrate the use of WCPS: "From MODIS scenes M1, M2, M3, the difference between red & near-infrared bands, encoded as TIFF -but only those where near-infrared exceeds threshold 127 somewhere." The corresponding query reads as follows: Such results can conveniently be rendered through WebGL in a standard Web browser, or through NASA WorldWind ( Figure 6 ). The syntax is close to SQL/MDA (see below), but with a syntax flavor close to XQuery so as to allow integration with XPath and XQuery, which is being prepared by EarthServer (see the section on data/metadata integration further down).
The Role of Standards
As the hype dust settles down over "Big Data" the core contributing data structures and their particularities crystallize. In Earth Science data, these arguably are regular and irregular grids, point clouds, and meshes, reflected by the coverage concept. The unifying notion of coverages appears useful as an abstraction that is independent from data formats and their particularities while still capturing the essentials of spatio-temporal data. With CIS 1.1, description of irregular grids has been simplified by not looking at the grids, but at the axis characteristics. While many services on principle can receive or deliver coverages, the WCS suite is specifically designed to not only work on the level of whole (potentially large) objects, but can address inside objects as well as filter and process them, ranging up to complex analytics with WCPS.
The critical role of flexible, scalable coverage services for spatio-temporal infrastructures is recognized far beyond OGC, as the substantial tool support highlights. This has prompted ISO and INSPIRE to also adopt the OGC coverage and WCS standards, which is currently under way. Also, ISO is extending the SQL standard with n-D arrays [25] [30] . The standards observing group of the US Federal Geographic Data Committee (FGDC) sees coverage processing a la WCS/WCPS as a future "mandatory standard". In parallel, work is continuing in OGC towards extending coverage world with further data format mappings and to add further relevant functionality, such as flexible XPath-based coverage metadata retrieval. Finally, research is being undertaken on embedding coverages into the Geo Semantic Web [37] , also supporting W3C which has started studying coverages in the "Spatial Data on the Web" Working Group. A demonstration service for 1-D through 5-D coverages is available for studying the WCS / WCPS universe [43] . , and NASA all the aforementioned service partners have set up domain specific clients and data access portals which are continuously advanced and populated over the lifetime of the project so as to cross the Petabyte frontier for single services in 2017. Multiple service synergies will be explored which will allow users to query and analyze data stored at different project partner's infrastructure from a single entry point. An example of this is the LandSat service being developed jointly by MEEO and NCI. The specific data portals and access options are detailed in the following sections.
Science Data Services
Earth Observation Data Services
The use of Earth Observation (EO) data is getting more and more challenging with the advent of the Sentinel era. The free, full and open data policy adopted for the Copernicus programme foresees access available to all users for the Sentinel data products. Terabytes of data and EO products are already generated every day from Sentinel-1 and Sentinel-2, and with the approaching launch of the Sentinel-3/-4/-5P/-5, the need of advanced access services is crucial to support the increasing data demand from the users. With respect to the traditional data exploitation approaches, the EO Data Service supports on-line data interaction, restructuring the typical steps and moving to the end the download of the real data of interest for the users with a significant reduction of data transfer.
The EO Data Service currently provides in excess of 100 TB of ESA and NASA EO products (e.g. vegetation indexes, land surface temperature, precipitation, soil moisture, etc.) to support Atmosphere, Land and Ocean applications. In the framework of the EarthServer-2 project, the Big Data Analytics tools will be enabled on datacubes of Copernicus Sentinel and Third Party Missions (e.g. Landsat8) data from products to support agile analytics on offer as much data from this new generation sensors with the total goal to offer 1PB of data through the service.
Marine Science Data Service
The marine data service (Marine Data Service) is focused on providing access to remote sensed ocean data. The data available are from ocean colour satellites. The marine research community is well accustomed to using satellite data. Satellite data provides many benefits over in-situ observations. The data have a global coverage and provide a consistent and accurate time series of data. The marine research community has recognized the benefit of long time series of data. Time series need to be consistent so that the data are comparable through the whole series. Remote sensed data have helped to provide this consistency.
The ESA OC-CCI project (Sathyendranath et al. 2012 ) is producing a time series of remote sensed ocean colour parameters and associated uncertainty variables. Currently the available time series runs from 1997-2013 and represents one of fourteen subgroups of the overall ESA CCI project. With the creation of these large time series an increasingly technical challenge has emerged, how do users get benefit from these huge data volumes?
The EarthServer project, through the use of a suite of technologies including rasdaman and several OGC standard interfaces, aims to address the issue of users having to transfer and store large data volumes by offering adhoc querying over the whole data catalog.
Traditionally a marine researcher would simply select the particular temporal and spatial subset of the dataset they require from a web based catalog and download to their local disk. This system has worked well but is becoming less feasible due to the increases in data volume and the increase in non-specialists wanting access to the data. Take for example a researcher interested in finding the average monthly chlorophyll concentration for the North Sea for the period 2000-2010. Traditional methodologies would require the download of around several gigabytes of data. This represents a large time investment for the actual download as well as a cost associated with storage and processing required (Clements and Walker 2014). By making the same dataset available through the EarthServer project a research can simply write the analysis as a WCPS query and send that to the data service. The analysis is done at the data and only the result is downloaded, in this case around 100 KB. This example outline the clearest cut advantage, however there are more transient benefits that could improve the way that researchers interact with and use data. One example of this would be the testing of novel algorithms that require access to the raw light reflectance data. These data are used through existing algorithms to calculate derived products such as chlorophyll concentration, primary production and carbon sequestration.
The marine data service currently provides in excess of 70 TB of data. Through the course of the project we will be expanding the data offering to include data from the ESA Sentinel 3 Ocean and Land Colour Instrument (OLCI) [11] . The aim is to offer as much data from the sensor as is available with the total goal to offer 1PB of data through the service. 
Climate Science Data Service
The Climate Science Data Service is developed by the European Centre for Medium-Range Weather Forecasts (ECMWF). ECMWF hosts the Meteorological Archival and Retrieval System (MARS), the largest archive of meteorological data worldwide with currently more than 90 PB of data (ECMWF 2014). As a Numerical Weather Predication (NWP) centre, ECMWF primarily supports the meteorological community through wellestablished services for accessing, retrieving and processing data from the MARS archive. User outside the MetOcean domain, however, often struggle with the climate-specific conventions and formats, e.g., the GRIB data format. This limits the overall uptake of ECMWF data. At the same time, with data volumes in the range of Petabytes, data download for processing on users' local workstations is no longer feasible. ECMWF as a data provider has to find solutions to provide efficient web-based access to the full range of data while at the same time the overall data transport is minimized. Ideally, data access and processing takes place on the server and the user only downloads the data that is really needed.
ECMWF's participation in EarthServer-2 aims at addressing exactly this challenge: to give users access to over one PB of meteorological and hydrological data and at the same time providing tools for on-demand data analysis and retrieval. The approach is to connect the rasdaman server technology with ECMWF's MARS archive, thereby enabling access to global reanalysis data via the OGC-based standards Web Coverage Service (WCS) and Web Coverage Processing Service (WCPS). This way, multidimensional gridded meteorological data can be extracted and processed in an interoperable way.
The climate reanalysis service particularly addresses users outside the Met-Ocean domain more familiar with common Web and GIS standards. A WC(P)S for climate science data can be of benefit for developers or scientists building Web-applications based on large data volumes, but are unable to store all the data on their local discs. Technical data users, for example, can integrate a WCS request into their processing routine and further process the data. Commercial companies can easily build customised webapplications with data provided via a WCS. This approach is also strongly promoted by the EU's Copernicus Earth Observation programme which generates climate and environmental data as part of its operational services. Commercial companies can use the data to build value-added climate services for decision-makers or clients (see Figure 10 ).
Figure 10: Example of how a WC(P)S can be integrated into standard processing chains.
To showcase how simple it is to build a custom web application with the help of a WC(P)S, a demo web client visualizing ECMWF data with NASA WebWorldWind has been developed (see later). Available via http://earthserver.ecmwf.int/earthserver/worldwind it gives access to currently three datasets: ERA-interim 2 meter air temperature and total accumulated precipitation (Dick et al. 2011) as well as GloFAS river discharge forecast data (Alfieri et al. 2013 ). Two-dimensional global datasets can be mapped on the globe (Figure 11 ). An additional plotting functionality allows the retrieval of data points in time for individual coordinates. This is suitable for ERA-interim time-series data and hydrographs based on riverdischarge forecast data ( Figure 12 ).
In summary, the WCS for Climate Data offers a facilitated on-demand access to ECMWF's climate reanalysis data for researchers, technical data users and commercial companies, within the MetOcean community and beyond. 
Planetary Science Data Service
Planetary Science missions are largely based on Remote Sensing experiments, whose data are very much comparable with those from Earth Observation sensors. Data are thus relatively similar in terms of data structure and type: from panchromatic, to multispectral or hyperspectral data, as well as derived datasets such as stereo-derived topography, or laser altimetry, in terms of surface imaging , in addition to subsurface vertical radar sounding (Cantini et al., 2014), or atmospheric imaging and profiles. The vast majority of these data can be represented with raster models, thus they are suitable for use in array databases.
Planetary raster data have never much suffered from being closed in archives during last decades: all remote sensing imagery returned by spacecrafts is available in the public domain, together with documentation (e.g. McMahon, 1996 , Heather et al., 2013 . Nevertheless, archived data are typically lower-level, unprocessed or partially processed images and cubes, not GIS-and science-ready products. In addition, they typically are analyzed as single data granules or with cumbersome processing and analyzing pipelines to be carried out by individual scientists, on own infrastructure.
What is also slightly challenging for the access, integration and analysis of Planetary Science data is the wide range of bodies in terms of surface (or atmosphere) nature, experimental characteristics and Coordinate Reference Systems. The sheer volume of data, counted in few GB for entire missions (such as NASA Viking orbiters) until the 1980s, is now approaching the order of magnitude of tens to hundreds of TB.
All these aspects tend to give a Big Data dignity to Planetary datasets, too. The planetary community expressed the need during the past decade of easier and more effective ways to access and analyze its wealth data ( In addition to Mars data , the use of OGC WCPS is applied to diverse datasets on the Moon, as well as Mercury. Other Solar System Bodies are also going to be covered and served. Derived parameters such as hyperspectral summary products and indices can be produced through WCPS queries, as well as derived imagery color combination products.
One of the objectives of PlanetServer is to translate scientific questions into standard queries that can be posed to either a single granule/coverage, or an extremely large number of them, from local to global scale.
The planetary and remote sensing and geodata communities at large could benefit from PlanetServer at different levels: from accessing its data and performing analyses with its web services, for research or education purposes; to using and adapting or iterating further the concepts and tools developed within PlanetServer.
Also, PlanetServer in its new iteration is completely based on open source software, and its code available on GitHub (PlanetServer GitHub, 2016). The main server component empowering PlanetServer-2 is rasdaman community edition, and its visualization engine is the NASA WorldWind virtual globe (Hogan, 2011) . for data in (last_ingestion_2) return encode( { red: (int)(255/(max(data.band_233)-min(data.band_233))) * (data.band_233 -min(data.band_233)); green: (int)(255/(max(data.band_13)-min(data.band_13))) * (data.band_13 -min(data.band_13)); blue: (int)(255/(max(data.band_78)-min(data.band_78))) * (data.band_78 -min(data.band_78)) ; alpha: (int)(data.band_100 > 0) * 255 }, "png", "nodata=65535" )
The result of this query is a map-projected subset of a cube highlighting compositional variations on the Surface (Figure 14 ) 
Cross-Service Federation Queries
Among the features of the EarthServer platform, consisting of metadataenhanced rasdaman (see next subsection), is the capability to federate services. Technically, this is only a generalization of the service internal parallelization and distributed processing; externally, it achieves location transparency allowing users to send any query to any data center, regardless of which data are accessed and possibly combined, including across data center boundaries.
This capability of the services has been demonstrated live at EGU 2015 where a nontrivial query required combination of climate data from ECMWF in the UK with LandSat 8 imagery at NCI Australia. This query was alternately sent to ECMWF and NCI; each of the receiving services forked a subquery to the service holding the data missing locally. The result was displayed in NASA WorldWind, allowing a visual assessment of equality of the results. Figure 15 shows part of the query, a visualization of the path the query fragments take, and the final result mapped to a virtual globe. 
Datacube Analytics Technology
EarthServer uses a combination of Big Data storage, processing, and visualization technologies. In the backend, this is the rasdaman Array Database system which we introduce in the next section. Data / metadata integration plays a crucial role in the EarthServer data management approach and is presented next. Finally, the central visualization tool, the NASA WorldWind virtual globe, is presented.
Array Databases as Datacube Platform
The common engine underlying EarthServer is the rasdaman Array Database [7] . It extends SQL with support for massive multi-dimensional arrays, together with declarative array operators which are heavily optimized and parallelized [17] on server side. A separate layer adds geo semantics, such as knowledge about regular and irregular grids and coordinates, by implementing the OGC Web service interfaces. For WCS and WCPS, rasdaman acts as OGC reference implementation. On storage, arrays get partitioned ("tiled") into sub-arrays which can be stored in a database or directly in files. Additionally, rasdaman can access pre-existing archives by only registering files, without copying them. Figure 1 shows the overall architecture of rasdaman.
Array Storage
Arrays are maintained in either a conventional database (such as Postgre-SQL) or its own persistent store directly in any kind of file system. Additionally, rasdaman can tap into "external" files not under its control. Since rasdaman 9.3, an internal tiling of archive files (such as available with TIFF and NetCDF, for example) can be exploited for fine-grain reading. Under work is automated distribution of tiles based on various criteria, optionally including redundancy. A core concept of array storage in rasdaman is partitioning or tiling. Arrays are split into sub-arrays called tiles to achieve fast access. Tiling policy is a tuning parameter which allows adjusting partitions to any given query workload, measured or anticipated. As this mechanism turned out very powerful for users, its generality has been cast into a few strategies available to data designers ( Figure 17 ). 
Array Processing
The rasdaman server ("rasserver") is the central workhorse. It can access data from various sources for multi-parallel, distributed processing. The rasdaman engine has been crafted from scratch, optimizing every single component for array processing. A series of highly effective optimizations is applied to queries, including:
Query rewriting to find more efficient expressions of the same query; currently 150 rewriting rules are implemented. Query result caching is used to keep complete or partial query results in (shared) memory for reuse by subsequent queries; in particular, geographic or temporal overlap can be exploited.
Array joins with optimized tile loading so as to minimize multiple loads when combining two arrays [10] . This is not only effective in a local situation, but also when tiles have to be transported between compute nodes or even data centers in case of a distributed join.
After query analysis and optimization, the system fetches only the tiles required for answering the given query. Subsequent processing is highly parallelized. Locally, it assigns tiles to different CPUs and threads. In a cluster, query are split and parallelized across the nodes. The same mechanism is also used for distributing processing across data centers, where data transport becomes a particular issue. To maximize efficiency, rasdaman currently optimizes splitting along two criteria ( Figure 18 ): Send queries to where the data sit ("shipping code to data"). Generate subqueries that process as much as ever possible locally, minimizing the amount of data to be transported between nodes. This way, single queries have been successfully split across more than a thousand Amazon cloud nodes [17] . Figure 19 shows an experiment done on the rasdaman distributed query processing visualization workbench where nine Amazon nodes process a query on 1 TB processed in 212 ms. 
Tool integration
Even though the WCS, WCS, and WCPS protocols are open, adopted standards, they are not necessarily appropriate for end usersfrom WMS we are used to have Web clients like OpenLayers and Leaflet which hide the request syntax, and the same holds for WCS requests and, although highlevel and abstract, the WCPS language. In the end, all these interfaces are most useful as client/server communication protocols where end users are hidden from the syntax through visual point-and-click interfaces (like OpenLayers and NASA WorldWind) or, alternatively, through their own, well-known tools (like QGIS and python).
To this end, rasdaman already supports major GIS Web and programmatic clients, and more are under development. Among this list are MapServer, GDAL, EOxServer, OpenLayers, Leaflet, QGIS, and NASA WorldWind, C++, and Java. Python is in advanced development stage.
The Role and Handling of Metadata
Metadata can be of utmost importance for the utilization of datasets, as apart from textual descriptions and provenance traces, it may provide essential information on how it may be used (e.g. characteristics of equipment/process, reference systems, error margins). When data management crosses the boundaries of systems, institutions and scientific disciplines, metadata management becomes a complex process on its own. The Earth-Sciences landscape is an ample example where datasets, which are substantially "many", may be considered from a variety of standpoints, and be produced/consumed by heterogeneous processes in various disciplines with different needs and concepts.
Focusing on coverages hosted behind WCS and WCPS services, where metadata heterogeneity is evident due to the liberal approach of the relevant specifications, the EarthServer 2 metadata management system addresses the challenge, by being metadata schema agnostic yet maintaining the ability to host and process composite metadata models , while meeting a number of supplementary requirements such as fault-tolerance, efficiency, scalability and capability of hosting billions of datasets.
The system supports of two modes of operation, with quite distinct characteristics (a) in-situ operation (metadata are not relocated and services are offered on top of the original store's metadata retrieval ones) and (b) federated operation (metadata are gathered in a distributed store over which the full range of system services may be provided). The architecture (cf. Figure 20) consists of loosely coupled distributed services that interoperate through standards, WCS and WCPS being the prevailing ones. XPath is utilized for metadata retrieval/filtering, though over NoSQL technologies in order to achieve desired scalability, performance and functional characteristics. Full text queries are also supported. In federated processing mode, services are invoked using the WCPS or WCS-T standards. Other supported protocols include OpenSearch, OAI-PMH and CSW.
Access to the combined processing and retrieval engine is provided via xWCPS2.0, a language that leverages the agile earth-data analytics layer with effective metadata retrieval and processing facilities, delivering an expressive querying tool that can interweave data and metadata in composite operations. Building on xWCPS1.0 (from EarthServer 1), it delivers enhanced FLWOR syntax based on XPath 2.0 specification and utilizes WCS-T protocol for pipeline implementation, delivering improved federated operation.
In the following xWCPS2.0 example, coverages are located via their metadata (name of <field> is elevation in where clause) and results consist of xml elements (<result> in return clause), containing the outcome of an XPath expression and a WCPS evaluated attribute (attr): 
Virtual Globes as Datacube Interfaces
Visual globes help users experiencing their data visually with the various aspects displayed in their native context. This allows data to be more easily understood and their impacts better appreciated.
NASA is a pioneer in virtual globe technology, substantially preceding tools such as Google Earth. Our primary mission has always been to support the operational needs of the geospatial community through a versatile open source toolkit, versus a closed proprietary product. A particular feature of WorldWind is its modular and extensible architecture. WorldWind as an Application Programming Interface, API-centric Software Development Toolkit (SDK) can be plugged into any application that has spatial data needing to be experienced in the native context of a virtual globe.
In EarthServer, the virtual globe paradigm is coupled with the flexible query mechanism of databases. Users can query rasdaman flexibly and have the results mapped to the globe. Rasdaman applications can add any 2-D, 3-D or 4-D information to the WorldWind geobrowser for any dynamically generated query result. This enables a direct interaction with massive databases, as the excerpt of interest is prepared in the server while WorldWind accomplishes sophisticated interactive visualization in the native context of Earth as observed from space. Beyond Earth, WorldWind is also used for Mars and Moon by PlanetServer. In the earlier sections, WorldWind has been heavily used as a visual frontend to the various thematic databases of EarthServer. 
Related Work
A large, growing number of both open-source and proprietary implementations is supporting coverages and WCS (Fig. 3) . Specifically, the most recent version (OGC Coverage Implementation Schema 1.0 and WCS 2.0) are known to be implemented by open-source rasdaman [44], GDAL, QGIS, OpenLayers, Leaflet, OPeNDAP, MapServer, GeoServer, GMU, NASA WorldWind, EOxServer as well as proprietary Pyxis, ERDAS, and ArcGIS. The most comprehensive tool is rasdamanalso OGC WCS Core Reference Implementationwhich implements WCS Core and all extensions, including WCPS. This large adoption basis of OGC's coverage standards promotes interoperability of EarthServer with other services, supporting the GEOSS "system of systems" approach [14] . Notably, rasdaman is part of the GCI (GEOSS Common Infrastructure) [21] .
SciDB is an Array Database prototype under development [38] with no specific geo data support like OGC WCS interfaces. SciQL is a concept study adding arrays to a column store [49] . A performance comparison between rasdaman, SciQL, and SciDB shows that rasdaman excels by one, often several orders of magnitude in performance and also conveys better storage efficiency [29] . To the best of our knowledge, only rasdaman has publicly available services deployed [37] . The scalability potential of the WCS suite is proven by rasdaman cloud federations where single queries have been split across more than 1,000 cloud nodes [17] . At the time of this writing, rasdaman is being extended with support for coverages 1.1.
Sensor Observation Service (SOS) supports delivery of sensor data [12] which can be imagery. However, there is rather limited functionality, and performance is reported as not entirely satisfactory.
OGC WMTS exposes tiling to clients for maximizing performance [26] ; on the downside, queries are fixed to retrieval of such tiles, i.e., there is no free subsetting and no processing. OGC WPS provides an API for arbitrary processing functionality, however, is not interoperable per se as stated already in the standard [47] .
In ISO, an extension to SQL is in advanced stage which adds n-D arrays in a domain-independent manner [25] . SQL/MDA (for "Multi-Dimensional Arrays") has been initiated by the rasdaman team, which also has submitted the specification; see [30] for a condensed overview. Adoption is anticipated for summer 2017.
Conclusion and Outlook
Datacubes are a convenient model for presenting users with a simple, consolidated view on the massive amount of data files gathered -"a cube tells more than a million images". Such a datacube may have spatial and temporal dimensions (such as a satellite image time series) and may unite an unlimited number of individual images. Independently from whatever efficient data structuring a server network may perform internally, users will always see just a few datacubes they can slice and dice.
Following the broadening of minds through the NoSQL wave, database research has responded to the Big Data deluge with new data models and scalability concepts. In the field of gridded data, Array Databases provide a disruptive innovation for flexible, scalable data-centric services on datacubes. EarthServer exploits this by establishing a federation of services of 3-D satellite image timeseries and 4-D climatological data where each node can answer queries on the whole network, in a federation implementing a "datacube mix & match". While in Phase 1 of EarthServer the 100 TB barrier has been transcended, in its Phase 2 it is attacking the Petabyte frontier.
Aside from using the OGC "Big Geo Data" standards for its service interfaces, EarthServer keeps on shaping datacube standards in OGC, ISO, and INSPIRE. Current work involves implementation of the OGC coverage model version 1.1, supporting data centers in establishing rasdaman-based services, and enhancing further the data and processing parallelism capabilities of rasdaman. 
