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ABSTRACT 
Heating energy represents a significant proportion of the total energy consumption of the 
Federal Republic of Germany. Thus, a reduction of heating energy demand in buildings is 
one of the central points of German energy saving and climate goals. Considering that the 
current rate of new building construction is approximately 1 %, the most significant energy 
saving potential lies in existing buildings. The analysis of existing buildings will thus become 
more important in the years to come. As a result, the development of new measurement 
systems to assess the need for renovation is required. In this context, detailed information 
about heat insulation and airtightness is essential. The current approaches to detect air 
leakage in building envelopes are mostly time consuming and expensive. Therefore, the 
development of an advanced and more inexpensive method is a vital step. In this paper, we 







present a study about the feasibility and suitability of ultrasound technology to evaluate the 
size of air leakages in building envelopes. The advantage of ultrasound technology is that the 
corresponding wavelengths are small enough to penetrate small openings and that disturbing 
background noise is usually low. Moreover, the frequencies are above the human threshold of 
hearing; hence, working and living inside the building would be affected less by the 
measurement than by a blower door test or leakage detection with audible sound. To examine 
the suitability of this technology, we use an experimental setup of ultrasound microphones 
and a speaker in a test chamber. Within this setup, we measured different hole sizes and 
assessed whether they could be detected using ultrasonic frequency swept signals. 
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Climate protection and environmental degradation have evolved as prevailing global topics 
over the past few years. In addition to the energy, industry, and transport sectors, the building 
sector is responsible for approximately a third of global primary energy consumption.
1
 The 
German government has committed to reducing greenhouse gas emissions from 1990 to 2020 
by 40 %, and by up to 55 % by 2030.
2
 Unfortunately, according to the German Federal 
Environment Ministry, the reduction anticipated until 2015 will reach just 28 %.
3
 If Germany 
misses this next milestone, it could jeopardize all of the following goals. Therefore, an 
intervention is inevitable. 
Uncontrolled airflow through the building envelope contributes significantly to increasing 
consumption of heating or cooling energy in buildings and thus to higher costs for building 
owners and to higher production of greenhouse gases in this sector. Aside from this fact, 
building air leakage can lead to an impairment of indoor air quality in ventilated buildings,
4
 
can cause construction damages through interstitial condensation of moisture inside the walls, 




Typically, building envelope airtightness
6,7
 is ascertained by the fan pressurization method 
(“blower door test”), which is standardized (e.g., in ASTM E779-19, Standard Test Method 
for Determining Air Leakage Rate by Fan Pressurization).
7
 Although the blower door test 
can calculate the airflow rate at pressure differences of 50 Pa or higher, it does not serve the 
purpose of determining the airflow under natural conditions. The power law allows the 
extrapolation from measured data at high pressures to values at low pressures, where natural 
infiltration in buildings occurs. The measurement is an active intervention, however, and 




Another method used to identify infiltration is the tracer gas dilution method. This method is 
described in ASTM E741-11(2017), Standard Test Method for Determining Air Leakage Rate 
by Fan Pressurization.
6
 A nonreactive tracer gas will be released inside a room and the 
incoming airflow, which has no tracer (e.g., outdoor air) or has less tracer (e.g., from adjacent 
spaces) in it, leads to reduced concentration of the tracer gas, which will be monitored over 
time. The specific requirements related to the measurement devices are demanding in this 
context. Moreover, while using either of these two measurement methods, it is not possible to 
utilize the building in the usual manner, as utilization of the building by residents will affect 
the airflow rate. Although these methods are widely used in the industry, their shortcomings 
make the development of an advanced and more inexpensive method necessary. 
 
The objective of this work is to examine the suitability and feasibility of ultrasound 
technology to detect air leakage spots and their size in buildings. The frequency of ultrasound 
is higher than the human threshold of hearing, and it promises to affect working and living 
less while measurements are taken than the previously described methods. Additionally, the 
wavelengths are short enough to penetrate small openings, and the expected background 
noise is typically low.  Compared with the blower door test, an acoustic method does not 
require a pressure gradient, enclosed spaces, and a priori work on sealing vents. 
Investigations about using sound to locate infiltration openings in building envelopes were 
conducted in 1979. Keast et al.
8
 determined that the sound at cracks is approximately twice as 
loud compared with sealed locations. ASTM E1186-17, Standard Practices for Air Leakage 
Site Detection in Building Envelopes and Air Barrier Systems
9
 refers to a technique using 
sound to detect air leakage sites in building envelopes. This standard recommends the use of 




microphone at the other side. The aim is to quantify local increases in sound intensity, which 
represent potential air leakage sites. Raman et al.
10
 already presented an approach to detect 
leakage locations in the building envelope using a microphone array and beam-forming 
methods. Furthermore, Bader et al.
11
 have explained a method that visualizes the ultrasound 
intensity to detect leakage spots in building envelopes. Tiddens et al.
12
 patented a system that 
uses ultrasound to localize leaks in building envelopes. Compared with the previous 
literature, this paper focuses more on the feasibility of determining leakage sizes.  
The presented work is part of ongoing research activities to make remote-sensing techniques 
applicable for thermal energy analyses of buildings.
13
 The ultimate goal is to develop a 
toolbox of measurement and analysis methods to determine the thermal properties of building 
envelopes quickly and accurately. Thus, single buildings or whole districts may be examined 
in a short time to obtain crucial information for the development of renovation strategies or 
about loads of the energy networks. 
 
State-of-the-Art Fan Pressurization Method 
Currently, the fan pressurization method (also known as “blower door test”) is the most 
frequently used method for quantifying infiltration in building envelopes. This method is 
specified in various standards, including DIN EN ISO 9972, Thermal Performance of 
Buildings
14
 or ASTM E779
7
 and is used for the following purposes: 
1. Measuring the air leakage in building envelopes to meet the requirement of 
airtightness to fulfill energy performance standards (e.g., passive house) 




3. Determining the reduction of air permeability after the implementation of 
improvements 
 
Before the start of the measurements, all external doors, windows, and intentional vents must 
be sealed. Afterward, one door that leads to the outside will be replaced temporarily with a 
door with integrated fan, which allows pressure difference to be applied across the building 
envelope and therefore the airflow induced by air leakage can be measured. 
At least two measurement series have to be taken: one pressurizing and one depressurizing 
the building. Depending on the specific standard that is used (an example of these 
measurements is shown in figure 1), the pressure difference is 10 Pa up to 50 or 60 Pa 
between the inside and outside. No less than five measurement points should be recorded for 
each measurement series. The accuracy of these measurements depends heavily on the 
weather conditions, whereby the velocity of wind should not be higher than 6 m/s and the 
product of the temperature difference (in K) between the inside and outside and the building 






FIG. 1  Example of an air leakage graph with a double logarithmic scale, based on ASTM E779.7 
 
Building air leakage is represented by the measured airflow rate Q (in m³/s), which is a 
function of the pressure difference between the outside and the inside of the building ΔP (in 
Pa). This empirical formulation is known as the power law (equation (0)), where C (in 
m³/s Pa
n
) represents the flow coefficient, which is a measure of the overall leakage size.
15,16
  
The flow exponent n characterizes leakage shape, which is limited to values between 0.5 
(turbulent flow) and 1.0 (laminar flow) but typically is in the vicinity of 0.65.
17
 
 nQ C P  . (0) 
The blower door test enables the determination of flow coefficient C and flow exponent n, 
whereas the power law formulation allows the extrapolation to lower pressure differences in 
cases in which infiltration occurs under natural conditions. The blower door test measures the 
total air change rate for a whole building, but the meaningfulness of this value is limited. One 




methods (e.g., smoke tracer or infrared thermography) must be implemented to identify the 
location of the leaks, which can be time consuming and expensive. 
This work shows the potential of using noncontact ultrasound technology to localize leakage 
spots and to determine their size without applying a pressure difference. 
 
ACOUSTIC FUNDAMENTALS 
Ultrasound is above the human auditory threshold of hearing; hence, working with ultrasound 
would not disturb inhabitants during measurements. Whereas wavelengths of audible sound 
in air are in the order of meters, ultrasonic wavelengths reach the order of millimeters, and 
thus, they are the same size as potential leaks. This paper investigates the coherence between 
the size of leakage orifices and ultrasonic wavelengths. 
An appropriate method to cover a wide range of frequencies at once is the utilization of 
frequency swept signals, which is implied in the standard DIN EN ISO 18233-SS, 
Acoustics—Application of new measurement methods in building and room acoustics.
18
 
Additionally, the influence of standing waves in an enclosed environment is reduced by the 
use of frequency sweeps.
19
 The use of a sine sweep, compared with white or pink noise, has 
the advantage that the amount of energy for each frequency is higher because not all the 
frequencies are played simultaneously. 
 
Frequency Sweep 
A frequency swept signal changes its frequency with time. The application described in this 
paper uses a linear frequency sweep function, in which frequency increases linearly in time.
20
 




changes exponentially or logarithmically over time. In this study, we applied a linear function 
to ensure that all frequencies are equally distributed over a specified period of time. The 
formulation for the linear sweep signal s(t), which is valid in the interval of 0 ≤ t ≤ T can be 
described as follows:. 
    20 1cos 2s t A f t rt     ,  (0) 
where:  
A = signal amplitude,  
θ0 = initial phase,  
f1 = start frequency,  
r = sweep rate, and  
T = the overall sweep duration.  
In this specific implementation s(t) becomes 0 for t < 0 and t > T. Figure 2 shows an example 






FIG. 2 Example of a linear sweep signal in the time domain. 
Fourier Transform 
The Fourier transform shows the frequency content of a signal. Any arbitrary periodic 
function can be described correctly or at least approximated by a sum of sine and cosine 
waves. By applying the Euler’s formula according to Schenk et al.,
21
 the Fourier transform of 
a continuous signal s(t) can be demonstrated as follows: 




      .  (0) 
The Fourier transform is defined for continuous signals and signals that are unlimited in time. 
In this case, however, the signal is not continuous. Because of the sampling process, the 
signal contains a finite number of discrete frequency components; hence, the discrete Fourier 
transform (DFT) should be applied: 
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The DFT requires a long computing time for large data sets; therefore, the fast Fourier 
transform (FFT), which is a faster algorithm, is used in this work. If the signal length is an 
exact power of two, the results from FFT are the same as the results from DFT, but with 
fewer operations and less processing time. The outcome of the calculation is a two-sided 
spectrum in a complex format. 
If a Fourier transform is applied on a linear sweep with constant amplitude and sweep rate, all 
frequencies between the start and end frequency amplitude equally exist in the frequency 
spectrum and build a rectangular shape. In comparison, white noise has similar properties in 






 Therefore, a frequency sweep with an infinite bandwidth would have a similar 
spectral shape. Although white noise is easy to implement, a frequency sweep tends to be the 
better choice, because of its higher resolution and better signal-to-noise ratio. 
Figure 3 illustrates the frequency spectrum of a linear sweep with a start frequency of 20 kHz 
and an end frequency of 100 kHz. In most parts of the sweep spectrum, the spectrum has a 
rectangular shape except at the beginning and end of the signal, at which point oscillations 
(called Fresnel ripples) occur. No ripples would occur in a signal with infinite duration, but 
they appear because of a finite signal bandwidth, which generates discontinuities at the ends 
of this signal in the frequency spectrum.
23
 These discontinuities should be deleted to ensure 











 [20], the cosine tapered window (or the Tukey window) has been 
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The parameters N1 and N2 express the proportion of the tapered data at the start and end of the 
sweep signal, whereas the signal remains constant in the interspace. In this work, N1 and N2 
are both chosen to be 0.05, which promises to remove discontinuities but does not affect the 
signal bandwidth excessively. For N1/2 ≤ 0, the Tukey window segues into a rectangular 
window, and for N1/2 ≥ 1 the window segues into a Hanning window [24]. Figure 4 shows an 
example of the shape of the resulting signal in the time domain. 
 
 





This method of gradually induced tapering reduces the magnitude of oscillations at both ends 
of the spectrum, but it results in a slight reduction of spectral bandwidth; in this case, the 




FIG. 5 Frequency spectrum of a linear sweep between 20 kHz and 100 kHz and an applied Tukey window. 
 
HILBERT-HUANG TRANSFORMATION 
In addition to the widely used and previously described Fourier transform, other methods are 
available to analyze the spectral content of a transient signal. A linear frequency sweep, 




signal behavior at a specific time step for different hole sizes, a high resolution in frequency 
and time is crucial.  Zhou et al.
25
 compared different methods (e.g., short-time Fourier 
transform, Wigner-Ville distribution, wavelet transform, and Hilbert-Huang transformation 
[HHT]) to identify the most appropriate time-frequency analysis method. They selected HHT 
as the most suitable method for analyzing frequency modulated signals.  
The short-time Fourier transform can quickly calculate the frequency components of a signal, 
but it cannot guarantee a high resolution in frequency and time simultaneously. As described 
in this paper, the Fourier transform decomposes a signal into a sum of sine and cosine 
functions with constant amplitude and frequency values. Therefore, these parameters remain 
stationary over the whole signal length regardless of abrupt changes in the original signal. 
Thus, the outputs of the Fourier transform are averaged over the whole signal length, because 
we made calculations under the assumption of the stationary ability of the original signal. 
The HHT enables visualization of sudden changes in the original signal and has a good 




Empirical Mode Decomposition  
The empirical mode decomposition (EMD) is a fundamental part of the HHT.
27
 Instead of 
describing a signal as a sum of sine and cosine functions, the signal is decomposed into 
intrinsic mode functions (IMF), which are modulated in frequency and amplitude. The 
original time signal X(t) can then be described as the sum of the IMFs Cj(t) and the residual 
R(t): 
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The IMFs should be able to determine the local instantaneous frequency at each position of 
the signal. An IMF has to fulfill the following requirements to determine meaningful 
instantaneous frequencies of the signal: 
1. The number of zero-crossing and the number of extrema must be equal or should 
differ not more than one. 
2. The mean value of the envelope defined by the maxima and the minima must be zero 
at any point.  
We took three steps to obtain an IMF. First, we identified all maxima and minima of the 
signal and connected them with two cubic-splines, so that they built the upper and lower 
envelope of the signal. Second, we calculated the mean value of the upper and lower 
envelope is calculated for each step and subtracted them from the initial signal to obtain the 
difference X1(t). Last, the algorithm checked whether the new signal X1(t) corresponded to the 
previously described requirements of an IMF. If the requirements were not fulfilled, we 
repeated the first two steps with X1(t). If the new signal met all requirements, we calculated 
the first IMF C1. After that, we obtained a residual by subtracting the IMF from the original 
signal. We then used this residual signal as a new initial signal, and we repeated all steps of 
the calculation to find subsequent IMFs. We stopped this process when we reached a certain 
predefined threshold, or when the residual became nonoscillatory. Here, we selected the 
stopping criteria according to Rilling et al.
28
 Therefore, the number of IMFs depended on the 
original signal and was not automatically the same for all signals.  
The first IMFs contained higher frequency components and subsequent IMFs contained lower 






Hilbert Spectral Analysis 
Each IMF Cj(t)  was a signal where the Hilbert transform
29
 could be applied: 
        
 2ji f t dt
j j j jZ t C t jY t a t e
    ,  (0)  
where:  
Zj(t) = analytic signal associated with Cj(t).  
Both the amplitude aj(t), and the instantaneous frequency fj(t), are a function of time:  
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Finally, the original signal can be reassembled as the sum of the real part (ℜ) of the Hilbert 
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 .  (0)  
This formulation enabled us to visualize the amplitude and instantaneous frequency as a 
function of time, which was the Hilbert amplitude spectrum. 
  
Comb-Filtering Effect 
This section explains the comb-filtering effect, which appeared in the conducted 
measurements. This effect appeared if sound waves with similar frequency and different 
phase positions were superimposed. In this case, the sound wave generated by the speaker 
and the sound wave reflected from the front side of the microphone were superimposed, 




pressures of both waves added up, and constructive as well as destructive interference 
occurred as a function of the relative phase displacement. For instance, a frequency in which 
the incoming and reflecting waves exhibited a phase displacement of 180° led to a 
cancelation of the waves and consequently to a drop in the frequency spectrum. On the 
contrary, waves with the same phase, intensified each other and led to an increase of the 





FIG. 6 Comb filter effect. 
 
From the differences between the peaks Δfpeak in the frequency spectrum, the distance 






  .  (0) 
In this case, d can be presumed as the distance between the speaker and microphone and c as 
the velocity of sound in air. Therefore, if the comb-filtering effect was visible in the 
measurement results, additional information about the distance between the measuring 




amplitude of the oscillations in the sound field decreased and the distances between the peaks 
in the frequency spectrum grew smaller. 
 
EXPERIMENTAL SETUP 
To investigate the effects of leakage spots on swept ultrasonic waves under laboratory 
conditions, we constructed a test chamber wherein all measurements took place. This acrylic 
glass test chamber is schematically illustrated in figure 7. The chamber is divided into two 
cells (dimensions of each cell: 30.0 cm × 43.5 cm × 31.0 cm), which are separated with a 
replaceable acrylic glass barrier. This barrier contains an orifice, which simulates a leakage 
with a specific diameter. In this case, we investigated hole diameters from 10 mm to 4 mm in 
1 mm steps. We placed a speaker in one cell and a microphone in the other cell, which were 
both centered in front of the orifice. To suppress ultrasonic vibrations and to ensure that only 
the signals from the speaker were recorded, both cells were lined with foam. The recorded 
signal was Fourier transformed to determine the corresponding frequency components. We 
performed the measurements with a linear upsweep, followed by a downsweep, and a total 
swept frequency range from 20 to 100 kHz. We selected the lower bound of 20 kHz, because 
ultrasound starts at this frequency. In addition, from the upper bound of 100 kHz, the 
damping and absorption of ultrasound in the air becomes too dominant for practical 
applications. The duration of one sweep was 10 s; hence, it took 20 s to complete an entire 
measurement procedure. A signal length that was too short had a nonsatisfactory resolution 
and signal-to-noise ratio, but a long signal would require too much processing time. 
Therefore, we selected a total measurement time of 20 s. Between the measurements of 




The ultrasonic emission source used in this experiment was an ultrasonic dynamic speaker 
with a frequency range of 1–120 kHz. The transducer is a 0.25-in. condenser microphone 
with even frequency response and a recommended frequency range of 0.004–100 kHz. Both, 
speaker and microphone remained stationary during measurements. 
According to Nyquist-Shannon sampling theorem, which indicates that the sampling 
frequency should be higher than twice the maximum signal frequency, this measurement 
setup should have had a minimum sampling frequency of 200 kHz to reach the upper sweep 
bound of 100 kHz. The appearance of higher frequencies than 100 kHz would lead to aliasing 
effects in the frequency spectrum. Thus, we performed data acquisition using a USB wide 
dynamic range signal analyzer, which had a sampling frequency of 216 kHz per channel and 
a resolution of 24 bits. An interface between the data logger and measurement computer, as 











A frequency sweep is an exceedingly transient signal. Thus, a high resolution in the 
frequency spectrum is crucial. To achieve this resolution, we divided the time signal into 
small FFT-blocks.  
With a sampling frequency of 216 kHz and a total duration of the measurement of 20 s, the 
signal length equaled 4.32 million data points. According to FFT requirements, the block 
length should be equal to the power of two; therefore, we selected a block length of 8,192 
(= 2
13
). This length was equivalent to less than 2 % of the signal length and was a 
compromise between an appropriate length of the sequence and computing time. 
Furthermore, the FFT required a periodical signal to obtain ideal results, but the 
measurements were not periodic. Therefore, we multiplied the signal time block by a 
Hanning window function (equation (0)), which reduced the ends of the block gradually to 
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The applied window function weighs the signal ends less, however, and the signal 
information gets lost. As a consequence, we used a moving window with an overlap of 95 % 
of the previous block in this analysis. 
 
EXPERIMENTAL RESULTS 
The results of the FFT analysis for a linear frequency sweep are shown in figure 8. The 
measurement took place inside the previously described test chamber with a leak-proof wall 




corresponding wavelength is shown in figures 8–10, for which the velocity of sound in air c 
was required. The velocity of sound depends nearly linear on the room temperature. 
According to Bergmann,
32
 c can be approximated as follows: 
    0 1 273.15 331.3 0.6 273.15c c T T      ,  (0) 
where c0 is equivalent to the velocity of sound at 0°C and standard atmospheric pressure, β is 
the thermal expansion coefficient (in m/(m°C)) of air, and T is the ambient temperature (in 
K). The equation is valid as long as the wavelength is not in the same order as the free path 
between the molecules, thus until roughly 10
8
 Hz. Additionally, the effect of dispersion can 
be neglected within this frequency range. By covering a swept frequency range between 20 
and 100 kHz, the wavelengths were in a range between 17.3 and 3.5 mm considering a room 










An almost rectangular shape in the frequency spectrum is identifiable in the measurement 
plot (fig. 8). Because of the use of the Tukey window function (equation (0)), the bandwidth 
was slightly smaller here; the real rectangle in the frequency spectrum started after 20 kHz 
and finished before 100 kHz.  
The recorded swept frequency signal ended at approximately 100 kHz but it did not entirely 
fall back to 0 dB. Although the generated signal was a pure sine wave, the speaker was 
incapable of producing pure sine waves without harmonic overtones, which were apparent 
above a frequency of 100 kHz. This measurement did not show any effect of comb filtering 









In figure 9 the same measurement is taken but without a separating wall inside the test 
chamber. Here, the previously described comb-filtering effect, which resulted in the 
amplification and attenuation of certain frequencies occurred in the frequency spectrum, but 
the rectangular shape of the spectrum was still apparent from 20 to 100 kHz. The distance 
between the frequency peaks Δfpeak equaled approximately 1.5 kHz, which, according to 
equation (0), would lead to a distance between the microphone and speaker of roughly 23 cm. 
This value correlated with the distance between the speaker and microphone tip in the 
measurement setup. The measurement with a separating wall and without any opening did not 
show any effect of comb filtering in the frequency spectrum because the energy of 
transmitted sound through the wall was too low. 
In the frequency range between 20 and about 55 kHz, the sound pressure level, for the most 
part, was higher than the measurement with a separating wall. Therefore, the damping effect 
of the wall appeared to be the greatest in this part of the spectrum. The damping of the sound 
pressure level was roughly 6 dB in this range, which equaled a reduction of the sound 
pressure by half, compared with the measurement shown in figure 8. 






FIG. 10 Frequency spectra of sweep measurements between 20 and 100 kHz with a separating wall and different hole sizes 
in the test chamber; measurements with hole sizes from 10 mm to 4 mm are displayed (vertical lines). 
 
Next, the experiments have been performed with separating walls and different sizes of 




wall from 10 mm (upper-left part of figure 10) up to 4 mm (bottom left part) and 1 mm steps 
between them. The vertical line indicates the frequency at which the diameter of the hole and 
the wavelength are theoretically the same. 
The comb-filtering effect is most visible for large hole diameters between 10 mm and 7 mm. 
Furthermore, with increasing hole diameter, a weak correlation between the range of the 
maximum oscillation peaks in the frequency spectrum and the location of the hole diameter 
(vertical lines in figure 10) can be seen. At smaller hole diameters between 6 mm and 4 mm, 
oscillations in the lower frequency spectrum are still visible, but considerably smaller. For 
these smaller hole diameters, the location of the predominant oscillations did not match the 
location of the hole diameters anymore, but a distinction between these measurements and the 
measurement of a leak-proof wall in figure 8 remained possible.  
 
We applied the previously described HHT algorithm to measurements with hole diameters of 
4, 6, 8, and 10 mm in the separating wall inside the test chamber. To obtain a better time 
resolution for these measurements, we extended the measurement period to 28 s, and we used 
a single upsweep (20–100 kHz). The frequency swept signals had the lowest frequency 
components at the beginning and the highest components at the end of the signal. 
Figure 11 shows the results of the EMD for a single frequency sweep and a hole diameter in 
the separating wall of 10 mm. The first plot shows the original recorded signal and the two 
corresponding IMFs are plotted below. At IMF1, high-frequency components appeared 
predominantly, whereas IMF2 primarily showed low-frequency components. At the lowest 
position, we illustrated the residual function (red line), which contained noise and the overall 
trend of the signal. The residual function was not used again in the analysis and calculation of 




The Hilbert spectrum in figure 12  was generated from the IMFs used in figure 11. The 
Hilbert spectrum shows the magnitude of the instantaneous frequency components over time 
as an overlay of IMF1 and IMF2 (according to equation (0)). All dark areas represent higher 
amplitude values of the frequencies. Here, the frequency sweep from low frequency (20 kHz) 
to high frequency (100 kHz) was visible. Furthermore, because of the comb-filtering effect, 
the attenuation and amplification of frequencies at specific time steps were apparent 
throughout the whole measurement period. At approximately second 19, we observed a 




FIG. 11 EMD of the time signal into two IMFs and the remaining residual function (res.) of sweep measurement between 20 





FIG. 12 Hilbert spectrum of sweep measurement between 20 and 100 kHz with a separating wall and a hole size of 10 mm. 
 
Figure 13 presents the EMD of the measured time signal for a hole diameter of 8 mm. Similar 
to the EMD performed for the measurement for a hole diameter of 10 mm (fig. 11), we 
calculated two IMFs. The EMD enabled us to filter unwanted distortions from the original 
signal, which appeared, in seconds 9 and 14. These distortions are no longer visible in the 
IMFs and appear only in the residual function.   
The shape of the corresponding Hilbert spectrum, which is shown in figure 14, is similar to 
the Hilbert spectrum in figure 12. In this measurement, the comb-filtering effect was still 





FIG. 13 EMD of the time signal into two IMFs and the remaining residual function (res.) of sweep measurement between 20 
and 100 kHz with a separating wall and a hole size of 8 mm. 
 
FIG. 14 Hilbert spectrum of sweep measurement between 20 and 100 kHz with a separating wall and a hole size of 8 mm. 
 
The EMD of the signal for a 6 mm hole (fig. 15) differed from previously shown EMDs 




IMF represented the high-frequency components between second 6 and 28, whereas the other 
three IFMs had maxima predominantly in the low-frequency range of the signal, which 
occurred in the first seconds. The EMD for the measurement of the smallest hole size (4 mm) 
is shown in figure 17. 
  
 
FIG. 15 EMD of the time signal into four IMFs and the remaining residual function (res.) of sweep measurement between 
20 and 100 kHz with a separating wall and a hole size of 6 mm. 
 
Figures 16 and 18  visualize the Hilbert spectrum of measurements with hole diameters of 6 






 FIG. 16 Hilbert spectrum of sweep measurement between 20 and 100 kHz with a separating wall and a hole size of 6 mm. 
 
 
FIG. 17 EMD of the time signal into four IMFs and the remaining residual function (res.) of sweep measurement between 







FIG. 18 Hilbert spectrum of sweep measurement between 20 and 100 kHz with a separating wall and a hole size of 4 mm 
 
DISCUSSION 
In figure 9, a decline of the overall frequency amplitude and stronger oscillations appears for 
frequencies larger than 55 kHz. The characteristics of condenser microphones changed with 
the wavelength of the received signal. For higher frequencies, the wavelengths became 
smaller and reached the order of magnitude of the microphone diaphragm at some point. In 
our measurements, we used a condenser microphone with a diaphragm diameter of 0.25 in. 
(~6.4 mm). At this point pressure maxima and minima at the microphone diaphragm surface 
could cause local countermovements of the diaphragm and partial damping of the 
frequencies. An acoustic wavelength of 6.4 mm is equivalent to 54.5 kHz, and hence, to the 




To demonstrate whether a dependency between acoustic wavelength and hole diameter 
existed, we tested hole sizes between 10 mm and 4 mm, as shown in figure 10. In the 
diameter range between 10 mm and 7 mm a correspondence between the peaks of oscillations 
and leakage size appeared to exist. Consequently, the comb-filtering effect may 
predominantly appear at larger holes, where the wavelength and the size of the hole diameter 
are in the same order of magnitude. For larger hole sizes, more energy was transmitted 
through the opening in the wall and the effect of comb filtering as more visible with 
increasing diameter of the holes. Under these circumstances, not only the hole size in this 
range may be estimated but also the distance between sound source and microphone. 
Conversely, this correspondence appeared not to exist in the described test setup for hole 
diameters smaller than 6 mm. As described, the acoustic wavelengths undercut the size of the 
microphone diaphragm at 6.4 mm. From that point on, a correlation between the amplitude of 
oscillations was no longer detectable. Nonetheless, oscillations at lower frequency 
components still appeared and decreased with smaller leakage sizes. Therefore, the presence 
of a leak could be detected, but the determination of its size became more challenging for 
smaller leaks with this measurement setup. According to the intensity of amplification and 
attenuation of the frequencies, it is not yet possible to make more than an estimation of the 
hole size.  
The calculated Hilbert spectra of hole diameters from 10 to 4 mm support the appearance of 
the comb-filtering effect in the time-frequency domain. They showed that the impact of this 






In this paper, we proposed a method to investigate the size of air leakage spots in building 
envelopes. We applied the Fourier transform and the HHT to visualize the spectral contents 
of recorded time signals for different leakage sizes. On the basis of these data, we observed 
that the leakage size could affect the appearance of the comb-filtering effect in the acoustic 
near field.  
It has been shown that signal components pass through the openings at which frequencies 
corresponded to wavelengths in the range of large leakage diameters. Accordingly, the order 
of magnitude of leakage sizes may be deduced. For smaller diameters, the detection of 
leakages was still possible, but an accurate determination of the size was difficult because the 
dimension of the microphone diaphragm appeared to limit the detection range. In the future, 
the influence of different microphone dimension will be investigated to verify whether it is 
possible to visualize the dependency of the comb-filtering effect and leakage sizes for higher 
frequencies. 
Using this method, leakage size detection would be independent of a blower door 
measurement. Airflow through the openings induced by pressure differences between inside 
and outside the building is not necessary for leakage size detection in this case. In contrast, 
other established methods, for instance, smoke tracer or infrared thermography, require 
enforced airflow or at least must be supported by enforced airflow. 
In a next development step, it will be possible to combine this method with the application of 
an acoustic camera. An acoustic camera uses a microphone array and beamforming to detect 
the direction of sound sources. Beamforming methods in combination with the method 




the leakage positions. Moreover, more complex hole geometries and leakage paths, as well as 
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