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Synthèse des Travaux
1 Introduction
Ce document fait la synthèse des travaux de recherche que j’ai effectués
après ma thèse [72], thèse qui traitait de la réflexivité. Ces recherches portent
principalement sur la programmation par contraintes, avec deux thèmes de
prédilection, les contraintes sur le continu et les contraintes sur les flottants.
La programmation par contraintes (PPC) est un paradigme caractérisé
par une séparation claire entre la modélisation d’un problème et sa réso-
lution. Idéalement, l’utilisateur se contente de décrire le problème dont la
résolution est confiée à la machine. La description du problème repose sur
un triplet (variables, domaines, contraintes) où les domaines des variables
définissent l’ensemble des valeurs qu’elles peuvent prendre et les contraintes
sont des relations entre ces variables qui en restreignent les valeurs. Cette
approche souple permet de décrire une grande variété de problèmes allant de
problèmes linéaires sur les entiers à des problèmes non linéaires sur les réels
et de résoudre des problèmes d’ordonnancement, de robotique ou encore, de
vérification de programmes.
La séparation entre modèle et résolution rejette les principales difficultés
vers les méthodes de résolution. Naturellement, mes recherches ont porté es-
sentiellement sur ces techniques de résolution, que ce soit sur la résolution
de problèmes non linéaires sur le continu, où les domaines des variables sont
des sous-ensembles de réels, que sur la résolution de problèmes de contraintes
sur les flottants, un nouveau type de contraintes dédiées à l’analyse de pro-
grammes où les domaines des variables sont des sous-ensembles de flottants.
Contraintes sur le continu. La résolution de contraintes sur le continu
s’appuie le plus souvent sur une relaxation de la consistance d’arc aux bornes
du domaine des variables. Cette relaxation a donné naissance à la 2B-
consistance [66] et la Box-consistance [10], deux consistances locales qui
calculent les réductions des domaines en utilisant une seule contrainte à la
fois. De la localité de ce raisonnement naît une limitation sur les réductions
possibles des domaines. Lorsque nous nous sommes intéressés à la résolution
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de problèmes quadratiques, nous avons observé que de nombreux problèmes
offraient des opportunités de réductions substantielles à une échelle plus glo-
bale. Nous avons donc proposé un filtrage global pour des contraintes sur
le continu en utilisant les techniques de relaxations introduites par Sahini-
dis et al. [96, 97, 101]. Plus précisément, en plongeant ces techniques, dites
RLT, pour techniques de relaxations et linéarisations, dans un solveur de
contraintes, nous avons obtenu un filtrage plus global des contraintes qua-
dratiques [65, 60]. Concrètement, une minimisation et une maximisation ap-
pliquées à chaque variable du problème initial permettent d’en réduire le
domaine en tenant compte de l’ensemble du problème linéarisé.
Les résultats encourageants auxquels nous sommes parvenus nous ont
conduits à généraliser cette approche au polynomial [57, 64, 59]. Le solveur
étendu à ces relaxations s’est révélé particulièrement efficace pour résoudre
des problèmes de robotique qui présentent des structures favorables à ce type
de filtrage global. Notons cependant que lorsque les filtrages locaux capturent
correctement le problème, les nombreux appels au simplexe peuvent se révéler
plus coûteux que le bénéfice apporté.
Pour garantir de bonnes performances, ce filtrage global s’appuie sur
une implémentation efficace du simplexe, i.e., une implémentation sur les
flottants. L’utilisation de calculs sur les flottants sans tenir compte de leurs
limites conduit à la perte de solutions, en particulier, lorsque le minimum
calculé se trouve au-dessus du minimum réel. Une autre source potentielle
de pertes de solutions réside dans le calcul des linéarisations : le calcul des
coefficients de ces linéarisations avec des opérations sur les flottants soumises
à des arrondis a pour effet d’en modifier la position. Afin d’obtenir un solveur
correct, i.e., qui ne perd pas de solution sur les réels, nous avons proposé des
calculs rigoureux des coefficients des linéarisations et utilisé un calcul correct
du minimum global [75, 58, 64, 60].
Afin d’améliorer le processus de recherche des solutions, nous nous sommes
basés sur une idée simple, l’utilisation de “trous”, i.e., d’espaces contigus de
non-solutions présents à l’intérieur des domaines des variables, comme cri-
tère de choix et de coupes. Ces espaces non solutions restent le plus souvent
ignorés afin d’éviter la multiplication des intervalles liés au domaine d’une
variable et l’explosion combinatoire qui s’ensuivrait. Toutefois, en modifiant
légèrement les filtrages locaux, il est possible de les retrouver et de les ex-
ploiter dans le cadre de la recherche sans générer les inconvénients qui ap-
paraissent dans le cadre du filtrage [3, 2]. Ces travaux sont à la base de la
thèse d’Heikel Batnini [1] que j’ai co-encadré.
J’ai ensuite travaillé sur la résolution de problèmes d’optimisation glo-
bale. Pour résoudre ces problèmes, nous nous sommes appuyés sur un en-
semble de techniques correctes de linéarisation d’un problème non linéaire
pour calculer une borne inférieure de la fonction objectif. Nous les avons
combinées avec des filtrages classiques pour réduire la taille des domaines
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des variables. Une recherche locale sécurisée par des tests d’existence de
solutions permet de calculer une borne supérieure de la fonction objectif.
Notre algorithme d’évaluation et séparation, ou “branch and bound”, com-
bine donc relaxations linéaires correctes et techniques de filtrage classiques
pour résoudre efficacement des problèmes d’optimisation globale [58, 61].
Dans ce contexte, nous nous sommes aussi intéressés à l’implémentation
rigoureuse de la réduction basée sur l’optimalité [96]. Cette technique cherche
à exploiter les bornes connues de la fonction objectif pour réduire la taille
des domaines de ses variables. Des tentatives de corrections de la méthode
par une approche mathématique rigoureuse se sont révélées incomplètes et
inefficaces [55, 56]. Nous avons donc proposé une approche rigoureuse où la
programmation par contraintes tente de valider, par un processus de réfu-
tation, les réductions calculées et, lorsqu’elle échoue, les utilise comme des
coupes des domaines des variables. Cette approche, simple et naturelle dans
le contexte de la programmation par contraintes, s’est avérée plus efficace
que l’approche rigoureuse (mais incomplète) de Kearfott [62, 63].
Pour améliorer l’efficacité du calcul de la borne supérieure de la fonction
objectif, j’ai proposé d’utiliser une information mise à disposition par le calcul
de la borne inférieure, à savoir la solution de l’optimum global du problème
linéaire. La principale difficulté est que cette solution se trouve en dehors
de la zone faisable alors que la borne supérieure nécessite un point faisable,
i.e., une solution du problème. Nous avons donc introduit un algorithme
basé sur la méthode de Newton qui permet de calculer une pseudo-solution
aussi proche que nécessaire de l’ensemble faisable à partir de la solution de la
relaxation. Cette pseudo-solution sert ensuite à la construction par “inflation”
d’une boîte contenant des solutions faisables [37].
Toujours sur le continu, j’ai travaillé à la résolution de contraintes uni-
versellement quantifiées, plus précisément sur une sous-classe où les quanti-
ficateurs existentiels précèdent les quantificateurs universels, une classe qui
couvre, entre autres, des problèmes de conception et de robustesse. La ré-
solution repose sur une approche par contraintes basée sur une observation
essentielle : il est possible de remplacer les paramètres, quantifiés universelle-
ment, par une instance de leur domaine. La méthode de résolution proposée
[38, 39] se montre particulièrement efficace et s’intègre naturellement dans
un solveur de contraintes.
Contraintes sur les flottants. En parallèle de mes travaux sur le continu,
j’ai contribué à l’introduction des contraintes sur les flottants.
Les contraintes sur les flottants constituent une nouvelle catégorie de
contraintes née de la nécessité de traiter, en analyse et vérification de pro-
grammes, des expressions qui dénotent des calculs sur les flottants. Alors
que de nombreux travaux avaient montré l’intérêt de la programmation par
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contrainte dans la vérification de programme [26, 41, 87], à notre connais-
sance, aucun n’avait encore pris en compte la nécessité de traiter des cal-
culs sur les flottants. La nature particulière des opérations sur les flottants
n’est pas correctement capturée par les contraintes classiques, que ce soient
les contraintes sur les rationnels, ou les contraintes sur le continu, aucune
d’entre elles n’étant conservatives des solutions sur les flottants. Nous avons
donc introduit un cadre pour la résolution des contraintes sur les flottants,
cadre où un processus dit de “shaving” qui s’appuie sur l’arithmétique des in-
tervalles est utilisé pour réduire la taille des domaines sans perte de solution
sur les flottants [77].
Bien que correct, ce premier filtrage sur les flottants manque d’efficacité :
les arrondis extérieurs de l’arithmétique des intervalles sont surconservatifs
et le procédé de “shaving” utilisé nécessite des calculs longs. J’ai donc tra-
vaillé à l’amélioration de l’efficacité du filtrage sur les flottants en proposant
une méthode plus proche d’une consistance d’intervalles. La principale diffi-
culté était de permettre de réduire les domaines des variables d’entrée d’une
contrainte élémentaire sur les flottants, i.e., de calculer les réductions du do-
maine de x pour une contrainte de type z = x + y. À cette fin, j’ai donc
proposé des projections inverses conservatives des solutions sur les flottants
[73], travaux que j’ai ensuite étendus, en collaboration avec Bernard Botella
et Arnaud Gotlieb [13].
Alors que ce second filtrage est nettement plus efficace, des problèmes de
convergences lentes sont apparus au sein même des contraintes ternaires, en
particulier dans le cas de l’addition et de la soustraction. C’est avec Bruno
Marre que nous avons introduit une propriété de la soustraction sur les flot-
tants qui permet de remédier à ces cas de convergences lentes en calculant des
réductions sur les domaines des opérandes à partir de la seule connaissance
du domaine de sortie de l’addition ou de la soustraction [70].
L’arithmétique des flottants souffre de nombreuses limitations (e.g., perte
de la distributivité, de l’associativité, etc.) et nécessite le strict respect de
l’ordre des opérations afin de reproduire un résultat identique. D’un autre
côté, les réels bénéficient de beaucoup plus de flexibilité et de nombreux
algorithmes de résolutions conservatifs des solutions, y compris lors du calcul
sur machine ; au moins pour ceux qui ont pris en compte la problématique des
flottants dans leur implémentation. Une idée séduisante est donc de plonger
les contraintes des flottants dans les réels, i.e., de les relaxer dans R en
proposant des approximations conservatives des solutions sur les flottants
[6, 7, 74] et, ainsi, de bénéficier des approches sur les réels. Cette idée est à
la base de la thèse de Mohammed Said Belaid [5] que j’ai co-encadré.
L’interprétation abstraite est une technique d’analyse de programmes qui
a montré ses capacités à passer à l’échelle et qui offre des techniques intéres-
santes de traitement des boucles, deux caractéristiques qui sont des points
faibles de la programmation par contraintes. Cette dernière permet cepen-
dant des approximations plus précises et a la capacité de produire des contre-
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exemples, i.e., des jeux de valeurs des variables d’entrée pour lesquelles un
phénomène non désirable se produit. Afin de remédier aux défauts respectifs
de ces deux approches, nous avons proposé un schéma de collaboration entre
ces deux techniques qui tente d’en combiner les avantages [88, 89].
J’ai aussi travaillé sur la génération de cas de tests d’intervalles suspects
[20], i.e., des intervalles pour lesquels le programme pourrait adopter un
comportement non souhaitable en suivant un chemin différent sur les réels
et sur les flottants. La détection de ces comportements est cruciale dans
le cadre d’applications critiques pour lesquelles des divergences de chemins
pourraient conduire à des comportements catastrophiques.
Autre travaux. De manière plus annexe, j’ai aussi effectué des recherches
sur la résolution de problèmes de cohérences d’une installation Linux lors de
l’ajout, de la mise à jour ou du retrait de paquets [76, 22]. Dans le cadre
du projet européen Mancoosi, j’ai, en particulier, réalisé mccs (multi criteria
CUDF solver), un solveur qui recherche la meilleure solution selon des critères
multiples au problème précédent. Cet outil est disponible dans la distribution
Debian. Ces recherches portant sur un sujet trop éloigné de l’axe thématique
de cette synthèse, elles ne sont pas décrites plus en détail dans ce document.
Nombre de ces recherches ont été effectuées grâce à des contrats de re-
cherches nationaux et internationaux. J’ai participé activement à la construc-
tion et à la réalisation de la plupart d’entre eux. On compte parmi ces pro-
jets, le RNTL Inka, l’ACI V3F, le RNTL Danocops, l’ANR Cavern, le projet
européen FP7 Mancoosi, l’ANR Aeolus, l’OSI ISI Pajero et l’ANR Coverif
qui a débuté en 2015. Ces projets qui m’ont permis de rencontrer différents
acteurs de la recherche ont été le socle de collaborations fructueuses et un
environnement d’échanges très intéressants.
Notations. Dans la suite de ce document, R dénote l’ensemble des réels et
F un ensemble de nombres à virgule flottante. Pour ce dernier, sauf précision
contraire, il s’agit de l’un des ensembles de flottants en base 2 tel que décrit
dans la norme IEEE 2008. x est utilisé indifféremment pour désigner une
variable ou un vecteur de variables, l’ambiguïté étant levée par le texte.
Lorsque x est un vecteur, ses différents éléments sont distingués par un indice
(e.g., x2 est la seconde composante du vecteur x). Les domaines de valeurs
des variables sont des intervalles de réels ou de flottants. Ils sont dénotés
par le même nom que la variable, mais en gras. Plus précisément, x = {x ∈
R, x ≤ x ≤ x} est un intervalle fermé de réels dont la borne inférieure, x,
et la borne supérieure, x, délimitent les valeurs possibles. De manière plus
concise, on note x = [x, x]. ]x, x[= {x ∈ R, x < x < x} dénote un intervalle
ouvert de réels. De même que x peut représenter un vecteur, x peut dénoter
un vecteur d’intervalles. L’extension naturelle aux intervalles d’une fonction
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f est dénotée par f (i.e., le nom de la fonction mis en gras). Les majuscules
représentent des matrices, que ce soient des matrices de scalaires comme
A, ou encore d’intervalles telle que A. Soit x ∈ F , un flottant, x− est le
prédécesseur de x et x+ est le successeur de x.
Une table des principales notations utilisées est disponible en page 46.
2 Contraintes sur le continu
2.1 Introduction
Cette section présente mes principales contributions liées aux contraintes
sur le continu. Ces contraintes se caractérisent par un triplet (variables, do-
maines, contraintes) où les domaines des variables sont des sous-ensembles
des réels représentés par des intervalles de réels bornés par des flottants afin
d’en permettre la représentation et la manipulation en machine. En d’autres
termes, soit la variable x, son domaine x = [x, x] est défini par l’ensemble
{x ≤ x ≤ x, x ∈ R, x ∈ F , x ∈ F} où x, et x sont, respectivement, les bornes
inférieures et supérieures de l’intervalle x. Les problèmes traités ici relèvent
du non linéaire sans, a priori, de limitations quant à la complexité des expres-
sions utilisées. Cependant, les techniques sous-jacentes couramment utilisées
comme le Newton multivarié par intervalles ou certaines preuves d’existence
de solutions reposent sur des fonctions continûment différentiables. L’axe
principal de ces recherches est l’utilisation correcte de relaxations linéaires
pour résoudre des problèmes de contraintes, ou pour déterminer l’optimum
global d’un problème sous contraintes. Des résultats sur le traitement de
contraintes universellement quantifiées sont aussi présentés en fin de section.
2.2 Filtrage global de contraintes sur le continu
2.2.1 Introduction
La résolution de contraintes sur le continu suit habituellement un schéma
en deux étapes :
— une étape de filtrage des domaines dont l’objectif est d’en réduire
autant que possible la taille ;
— une recherche de solutions où, en général, une des variables est choisie
et son domaine divisé en plusieurs sous-domaines afin de générer des
sous-problèmes de plus petite taille.
Ces deux étapes sont appliquées alternativement aux sous-problèmes générés
jusqu’à l’obtention d’une solution, ou à l’absence de nouveau sous-problème,
i.e., l’absence de solution. Les filtrages utilisés s’appuient sur des consis-
tances locales, telles que la 2B-consistance [66] ou la Box-consistance [10],
qui peuvent être vues comme une relaxation de la consistance d’arc aux
bornes des domaines des variables. À quelques nuances près, liées aux pro-
blèmes de représentation en machine des réels, ces consistances sont véri-
2. CONTRAINTES SUR LE CONTINU 7
fiées lorsque les bornes des domaines sont les solutions, la plus à gauche
et la plus à droite, d’une contrainte donnée. Ce raisonnement à l’échelle
d’une contrainte, dont les effets sont répercutés sur les autres contraintes
par un mécanisme de propagation, limite les réductions obtenues sur les
domaines des variables. Lorsqu’un raisonnement plus global est nécessaire,
des consistances plus fortes sont utilisées comme les kB-consistances [66]
et la Bound-consistance [91]. Mais ces consistances fortes qui reposent sur
des consistances moins fortes restent assez lourdes à calculer. Notons aussi
que le Newton multivarié souvent utilisé dans l’implémentation de la Box-
consistance lui donne un certain degré de globalité.
Les approches décrites ici mettent en œuvre des techniques de linéarisation
qui sont le support d’un raisonnement plus global sur le problème à résoudre.
C’est la première fois, à notre connaissance, que ces techniques ont été uti-
lisées à une telle échelle au sein d’un solveur de contraintes. C’est aussi la
première fois qu’elles le sont de manière correcte et rigoureuse pour offrir des
garanties de conservations de l’ensemble des solutions.
Nous décrivons aussi dans cette section des travaux sur l’utilisation des es-
paces non solutions identifiés par les filtrages comme stratégie de recherche
des solutions.
2.2.2 Filtrage global de contraintes quadratiques
De nombreux problèmes s’expriment sous forme quadratique que ce soient
des contraintes géométriques de distances telles que celles inhérentes à cer-
tains problèmes de robotique, ou encore de nombreux problèmes de physique.
Or un simple système d’équations et d’inéquations contenant des termes qua-
dratiques n’est pas facile à résoudre, en particulier sur les réels. Nous nous
sommes donc intéressés à la résolution de ces systèmes en proposant une
approche nouvelle dans le monde des systèmes de contraintes sur le continu.
L’approche prônée ici est celle d’un filtrage fort, i.e., capable d’obtenir
des réductions significatives des domaines des variables au prix d’un calcul
assez important. Il s’appuie sur une relaxation linéaire du problème initial qui
s’effectue en deux temps. Lors de la première étape, le sous-problème linéaire
est capturé en substituant à chaque terme non linéaire une variable dont le
domaine est estimé à l’aide d’un simple calcul d’intervalles. Si le problème
est linéaire, alors aucune information n’est perdue lors de cette étape. La
seconde étape construit des relaxations linéaires fines des sous-termes non
linéaires, telles que le produit de deux variables ou le carré d’une variable. Le
choix des relaxations utilisées est crucial : une relaxation trop fine, comme
l’enveloppe convexe du carré d’une variable, risque d’engendrer un surcoût
de calcul trop important et une relaxation trop grossière risque de ne pas
permettre de réduire les bornes des variables. Un équilibre entre précision
des relaxations et efficacité du calcul est donc nécessaire. Cela nous a, entre
autres, conduits à réduire le nombre de linéarisations générées pour un carré
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à trois, i.e., les tangentes en x et x ainsi que la droite liant (x, x2) à (x, x2).
Naturellement, le caractère positif du domaine du calcul est lui aussi pris en
compte.
L’algorithme de filtrage [65, 60] repose sur une minimisation et une maxi-
misation de chacune des variables du problème. Chaque modification de
domaine est intersectée avec le domaine initial afin de garantir que l’al-
gorithme converge vers un point fixe. Le coût de calcul est donc assez im-
portant (deux appels de simplexe par variable), mais les réductions possibles
sont conséquentes. Des comparaisons de résolution de systèmes quadratiques
avec une 2B-consistance, une 3B-consistance, ou encore une Box-consistance
montrent des gains significatifs en temps de calcul pour ce filtrage. Notons
que nous ne parlons pas ici de contrainte globale : en effet, aucune construc-
tion linguistique particulière n’est ajoutée à l’ensemble des contraintes du
problème. Les relaxations sont construites automatiquement à partir du CSP
sans que l’utilisateur n’ait à le spécifier. Ce n’est que le filtrage qui capture
un sous-problème, assez large, du problème initial. Toutes les non-linéarités
n’étant pas capturées à ce niveau, ces relaxations sont toujours utilisées en
conjonction avec une consistance locale classique. Cette dernière effectue des
réductions complémentaires.
2.2.3 Extension au polynomial
L’approche du quadratique proposée dans [65] est assez générale pour
traiter des formes non linéaires plus complexes telles que celles rencontrées
dans les polynômes. Il suffit pour cela de l’étendre aux produits multiples et
aux puissances supérieures à 2.
De manière générale, les différentes non-linéarités d’un polynôme peuvent
être gérées par un processus appelé quadrification [100]. Il consiste en une dé-
composition des termes de degré supérieur à 2 en combinaison de termes de
degré 2. Par exemple, le produit multiple x1x2x3 est équivalent à l’ensemble
des produits x12x3, x1x23 et x2x13 où xij est la variable associée au produit
xixj . Une telle décomposition ne génère que des termes bilinéaires dont les
relaxations sont bien connues [71]. Pour limiter l’introduction de nouvelles
variables et la multiplication des relaxations, une quadrification partielle est
opérée. Dans l’exemple ci-dessus, elle consiste à ne prendre en compte que
la première quadrification. Ainsi, le nombre de variables générées est réduit
à (n − 1) et celui des linéarisations à 4(n − 1). Une technique de reformu-
lation/linéarisation directe des polynômes, sans passer par un processus de
quadrification, a été proposée par Sherali et Tuncbilek [99]. Bien que plus
précise, elle génère beaucoup plus de variables et linéarisations qu’une qua-
drification partielle.
Une puissance de la forme xn est approximée par n + 1 inéquations
suivant une procédure proposée par Sherali et Tuncbilek [99] et appelée
“bound-factor product RLT constraints”. Ces inéquations définies par l’en-
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semble {[(x − x)i(x − x)(n−i)], i ∈ {1..n}} génèrent de multiples relations
entre les différentes puissances de x, relations d’un grand intérêt lorsque
plusieurs puissances d’un même terme apparaissent au sein du problème.
D’autres relaxations des puissances ont été proposées par [97, 67], mais elles
ne construisent pas de relations aussi riches entre les différentes puissances
d’un même terme. Une combinaison de ces relaxations plus fines avec une
génération des relations entre les différentes puissances d’un même terme
apparaissant au sein du problème mériterait une étude comparative.
Les expérimentations [57, 64, 59] que nous avons menées avec le solveur
que nous avons développé ont montré un bon comportement de cette ap-
proche sur des problèmes non triviaux, en particulier sur le problème de la
plateforme de Gough-Stewart [28], un type de robot parallèle constitué de
six actionneurs.
2.2.4 Traitement correct des relaxations
L’utilisation de relaxations et d’un simplexe soulève de réels problèmes en
termes de conservation de l’ensemble des solutions. Les relaxations résultent
de calculs de coefficients, calculs effectués sur les flottants. Les arrondis inhé-
rents à ces calculs modifient ces relaxations et peuvent conduire à des pertes
de solutions. Par ailleurs, les implémentations efficaces de l’algorithme du
simplexe font largement appel à des calculs sur les flottants. L’objectif ainsi
calculé peut lui aussi être sensiblement différent de sa valeur mathématique
sur les réels. Un tel comportement conduit naturellement à se poser la ques-
tion de la préservation de l’ensemble des solutions, question particulièrement
sensible dans le contexte des CSP sur les réels où la résolution d’un problème
s’appuie sur une stratégie de bissection des domaines couplée avec le filtrage.
Nous nous sommes donc intéressés à la préservation des solutions lors
d’un filtrage global basé sur des relaxations linéaires avec un traitement
adapté des relaxations afin d’obtenir une représentation conservative de l’en-
semble des solutions du problème initial et l’utilisation d’une procédure cal-
culant un minimum garanti de la fonction objectif [75, 58, 64, 60].
Pour illustrer notre propos, observons ce qui se passe sur un petit exemple
illustratif :
y − 2 ∗ x ≥ 0
y + 2 ∗ x ≥ 0
− y ≥ k
with x and y ∈ [−2.0, 2.0]
Lorsque k = 0, même un simplexe sur les flottants comme CPLEX trouve
la solution x = 0 et y = 0. Supposons que k résulte d’un calcul sur les
flottants dont les arrondis sur les opérations produisent non plus 0, mais son
successeur, i.e., k = 0+. Alors, plus aucune solution n’est trouvée. De fait, le
changement de valeur de k a transformé un problème satisfiable en problème
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insatisfiable.
Afin d’obtenir un système linéaire conservatif de l’ensemble des solutions
sur les réels, nous avons proposé un calcul correct des coefficients des linéa-
risations utilisées. Une première approche [75] a consisté à déterminer les
directions des arrondis en fonction des différentes valeurs de x pour chacun
des coefficients des linéarisations utilisées dans le quadratique de manière
à garantir la conservation des solutions. Avec l’introduction de différentes
linéarisations, nous avons proposé une méthode plus générale basée sur le
calcul par intervalles [58] pour une forme linéaire
∑
i aixi + b ≥ 0 où b et les
ai sont calculés sur les flottants.
Notons que Hongthong et Kearfott [50] se sont basés sur ces travaux
pour proposer des corrections pour d’autres linéarisations. De même, Borra-
daile et Van Hentenryck [12] ont généralisé notre approche et proposé une
formulation mathématique plus rigoureuse de ce problème.
La correction du modèle n’est cependant pas suffisante pour une utilisa-
tion correcte d’un simplexe efficace, c’est-à-dire, sur les flottants. Les calculs
qu’effectuent les algorithmes standard du simplexe sur les flottants n’étant
pas rigoureux, le minimum global qu’ils produisent est parfois au-dessus du
vrai minimum global. Dans le contexte de l’utilisation de linéarisations pour
réduire les bornes des domaines des variables, cela correspond à une perte
de solutions. Dans [83], Neumaier et Shcherbina décrivent une méthode peu
coûteuse qui permet d’obtenir un minimum global rigoureux. C’est sur cette
méthode que nous nous sommes appuyés afin de garantir la conservation des
solutions.
La correction des coefficients des linéarisations du problème alliée à celle
du minimum global calculé par le simplexe permet d’obtenir un algorithme
de résolution rigoureux qui s’intègre bien dans un solveur de contraintes.
Plus de détails sur ces travaux se trouvent dans [75, 58, 64, 60].
2.2.5 Espaces non solutions et recherche de solutions
Les méthodes classiques de résolution de CSP sur le continu se basent sur
un algorithme qui alterne une étape de bissection avec une étape de filtrage.
La plupart des solveurs par intervalles utilisent des consistances locales, telles
que la 2B-consistance [66, 8] ou la Box-consistance [10], ou des consistances
partielles comme la kB-consistance [66] ou la Bound-consistance [91]. Les
algorithmes de filtrage associés à ces consistances calculent toutes les données
nécessaires à l’identification des espaces de non-solution strictement contenus
à l’intérieur des domaines. Toutefois, ces informations n’y sont utilisées que
pour calculer le plus petit intervalle contenant toutes les solutions.
Nous avons introduit une nouvelle stratégie de recherche [2, 3], nom-
mée MindTheGaps, qui exploite les espaces non solutions identifiés par les
algorithmes de filtrage. Ces espaces non solutions, collectés pour un coût
négligeable, servent au choix de la variable à couper ainsi qu’à celui de la
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coupe au sein du domaine de cette variable. Effectuer une coupe qui sup-
prime ces espaces non solutions diminue l’espace de recherche de manière
significative. Cela permet aussi l’élimination de certaines solutions redon-
dantes et aide l’algorithme de recherche à isoler les solutions. Lorsqu’aucun
espace non solution n’est identifié, une stratégie classique est adoptée.
Une stratégie similaire avait été suggérée par Hansen [46, 48] pour le
Newton par intervalles. La stratégie de recherche exploite les espaces non
solutions identifiés par la méthode de Gauss-Seidel. Elle a été mise en œuvre
dans le cadre de l’optimisation globale par Ratz [95]. Nous avons étendu
ces stratégies aux consistances classiques, i.e., la 2B-consistance, la Box-
consistance et la Bound-consistance.
Afin de ne pas générer un nombre trop important d’espaces non solutions,
ceux produits par les fonctions trigonométriques ont été ignorés. De fait, les
espaces non solutions exploités sont ceux produits par les puissances et les
divisions, opérations qui n’en produisent qu’un seul à la fois. Par exemple,
pour une division x/y en arithmétique étendue des intervalles [49], lorsque
0 < x et y < 0 < y, le résultat est donné par l’union de [−∞, x/y] et
[x/y,+∞] ; ]x/y, x/y[ est donc un espace non solution.
Alors que pour la 2B-consistance, les espaces non solutions sont produits
par les fonctions de projections, la Box-consistance peut en produire grâce
au Newton univarié qu’elle utilise pour renforcer la consistance des bornes
de ses domaines. En effet, l’opérateur du Newton univarié, N(f ,x, x′) =
x′ − f(x′)/f ′(x), avec x′ ∈ x, utilise une division susceptible de produire des
espaces non solutions.
Le principe de réfutation à la base des kB et Bound-consistances est lui
aussi générateur d’espaces non solutions : pour renforcer la consistance de la
borne supérieure du domaine de x, ces consistances tentent de prouver que
pour x′ ∈ x, [x′, x] est inconsistant. Lors de ce processus, si la borne inférieure
de [x′, x] est réduite à x′′ > x′, alors [x′, x′′] ne contient pas de solution et
est donc, par définition, un espace non solution. En modifiant légèrement
les algorithmes de base, il est donc possible de collecter des espaces non
solutions.
Une légère modification de la recherche de solutions afin qu’elle puisse
exploiter ces informations s’est traduite par une amélioration notable des
temps de résolutions. Parmi les différentes stratégies explorées, le choix de la
variable avec l’espace non solution le plus important suivi d’une coupe sur
ce même espace non solution a donné les résultats les plus constants. Cette
idée simple, exploiter les espaces non solutions naturellement produits par
les filtrages pour améliorer la recherche de solutions, et peu coûteuse, s’est
révélée plus payante qu’il n’aurait paru au premier abord.
Ce travail a été effectué dans le cadre de la thèse d’Heikel Batnini [1] que
j’ai co-encadré.
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2.2.6 Conclusion
Le filtrage global rigoureux décrit ici a permis d’améliorer notablement
le temps de résolution de problèmes sur le continu. Il se caractérise par un
schéma clair d’interactions entre relaxations linéaires/simplexe et filtrages
classiques sur le continu. La capture du sous-problème linéaire et la construc-
tion des relaxations linéaires s’effectuent de manière transparente pour l’uti-
lisateur final. Combiné avec une prise en compte rigoureuse des calculs sur
les flottants, ce filtrage global offre la garantie que toutes les solutions sont
préservées.
Pour nuancer ces propos, notons néanmmoins que ce filtrage repose sur 2n
appels au simplexe pour n variables. Un appel au simplexe est une opération
très coûteuse qui impacte l’efficacité du filtrage, et lorsque le problème est
bien traité par les filtrages classiques le coût de ces appels grève les bénéfices
attendus. Dans le cadre de la programmation par contraintes, un tel filtrage
ne se montre intéressant que lorsque le point de vue global qu’apporte le
simplexe peut bénéficier à la résolution du problème, en particulier, si le
problème comporte des occurrences multiples de variables, que ce soit au
sein d’une même contrainte ou dans différentes contraintes. Une analyse de
la structure du problème pourrait permettre de déterminer quand l’appel à
ce filtrage présente un réel bénéfice.
2.3 Optimisation globale
2.3.1 Introduction
Cette section présente nos travaux sur l’optimisation globale de pro-
blèmes non linéaires sous contraintes sur le continu. Ces problèmes, particu-
lièrement difficiles à résoudre, consistent à trouver une solution qui minimise
ou maximise une fonction objectif dans un espace faisable caractérisé par
les domaines des variables et un ensemble de contraintes. Notre approche
se caractérise par le mariage de deux tendances jusqu’alors antagonistes, les
approches rigoureuses basées sur l’arithmétique des intervalles dont l’objectif
est la correction des calculs, et les approches à base de relaxations linéaires
prônées par les adeptes de l’efficacité.
Nous montrons aussi comment des techniques complémentaires qui per-
mettent d’améliorer l’efficacité du solveur peuvent être implémentées rigou-
reusement en utilisant la programmation par contrainte et comment la re-
cherche d’une borne inférieure de la fonction objectif peut bénéficier des
informations calculées par les relaxations linéaires.
2.3.2 Relaxations linéaires et optimisation globale
Parmi les différentes approches développées pour résoudre des problèmes
d’optimisation, deux grandes tendances se dégagent. La première, et proba-




Figure 1 – Représentation géométrique du problème 1
blement celle qui a le plus de succès, se concentre sur la rapidité de résolution
du problème. Des relaxations linéaires et des méthodes de recherche locale
sont utilisées pour accélérer la convergence vers l’optimum global. Le re-
présentant le plus connu de cette approche est Baron [101, 97], l’optimiseur
global de Sahinidis. Toutefois, bien que rapides et complètes, ces méthodes ne
sont pas rigoureuses : le résultat de ces algorithmes peut être une sur estima-
tion, ou pire, une sous-estimation de l’optimum global. La seconde tendance
s’appuie principalement sur le calcul par intervalles pour offrir des bornes
rigoureuses de l’optimum global. L’utilisation d’arrondis extérieurs permet
un encadrement rigoureux de l’optimum global au moyen d’un ordinateur.
Le représentant le plus connu de cette seconde tendance est GlobSol, le sol-
veur basé sur l’analyse par intervalles de Kearfott [54]. Le défi était donc de
combiner les avantages des deux méthodes dans une nouvelle approche à la
fois efficace et rigoureuse.
Pour illustrer notre propos, considérons le problème d’optimisation sui-
vant :
minimize x
subject to y − x2 ≥ 0
y − x2(x− 2) + 10−5 ≤ 0
x, y ∈ [−10,+10]
(1)
Ainsi que le montre la figure 1, la solution du problème 1 se trouve
dans le voisinage de x ≈ 3 et y ≈ 9. Ce point est l’unique intersection de
la courbe y = x2 et y = x2(x − 2) − 105. Cependant, au point x = 0 et
y = 0, les deux courbes ne sont séparées que par un  arbitrairement fixé
à 10−5. Baron, dans ses versions 6.0 et 7.2, trouve rapidement 0 comme
minimum global même lorsque la précision est fixée à 10−12. Un tel défaut
est particulièrement ennuyeux : ainsi que le souligne Neumaier dans [82],
dans de nombreuses situations, comme des problèmes liés à la vérification de
conditions de sécurité ou en chimie, la connaissance du véritable optimum
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global est critique. Fournir un optimum global meilleur que l’optimum global
réel peut être particulièrement ennuyeux.
Les techniques rigoureuses de relaxation linéaire que nous avons déve-
loppées pour la résolution de contraintes sur le continu [65, 75, 58, 64, 60]
sont à la base de l’approche que nous avons proposée pour la résolution de
problèmes d’optimisation. Notre algorithme de séparation et évaluation com-
bine l’analyse par intervalles et la programmation par contraintes au sein du
schéma de résolution proposé par Horst et Huy [51]. Les techniques d’analyse
par intervalles permettent l’introduction de garde-fous qui assurent la rigueur
et la correction des calculs alors que la programmation par contraintes amé-
liore les réductions de l’espace faisable.
Schématiquement, notre approche [58, 61] utilise les techniques de filtrage
classiques sur l’ensemble des contraintes du problème à optimiser auquel est
ajoutée une contrainte sur les bornes de la fonction objectif. Les relaxa-
tions servent de base à la détermination de la borne inférieure de la fonction
objectif, les méthodes rigoureuses mises en place garantissant que la borne
inférieure calculée est effectivement une borne inférieure du problème. La
principale difficulté reste la recherche d’une borne supérieure, recherche qui
nécessite la certification de l’existence d’une solution. Les méthodes propo-
sées par Hansen [48] pour traiter les systèmes sous-contraints sont utilisées à
cet effet, en conjonction avec des méthodes de recherche locale pour trouver
un candidat à la faisabilité. Lorsqu’une région faisable est déterminée, elle
est conservée parmi l’ensemble des régions faisables trouvées, et sert à dé-
terminer la borne supérieure de la fonction objectif. Ce processus se termine
lorsque la distance entre les deux bornes rigoureuses de la fonction objectif
est inférieure à un epsilon donné.
Les comparaisons expérimentales [58, 61] que nous avons faites avec Ba-
ron et GlobSol ont montré que, la plupart du temps, notre approche tenait
la comparaison avec Baron et se comportait bien mieux que GlobSol. Une
approche similaire a été développée par Kearfott dans [56], mais les expéri-
mentations ont montré que notre approche restait meilleure.
2.3.3 Contraintes et réduction basée sur l’optimalité
Introduite par Ryoo et Sahinidis dans [96], la réduction basée sur l’opti-
malité (ou OBR pour “Optimality Based Reduction”) cherche à exploiter les
bornes connues de la fonction objectif afin de réduire la taille des domaines
des variables. Cette technique utilise une propriété bien connue du point-
selle (ou point-col, cf., par exemple, le chapitre 5 de [79]) afin de calculer de
nouvelles bornes du domaine d’une variable en fonction des bornes connues
du domaine de la fonction objectif. Toutefois, l’algorithme de base de l’OBR
n’est pas rigoureux et peut donc rendre le processus global de résolution
incomplet et incapable d’atteindre effectivement l’optimum global.
Illustrons le fonctionnement de l’OBR à l’aide d’un petit exemple d’op-
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timisation globale :
minimize −x1 + x1x2 − x2
subject to
c1 : − 2x1 + 2x2 ≤ 1
c2 : 3x1 − x2 ≤ 3
x1, x2 ∈ [0, 5]
Pour linéariser cet exemple, la variable x3 est substituée à l’unique terme
non linéaire x1x2. Ce terme non linéaire est linéarisé grâce à une relaxation
bilinéaire due à McCornick [71]. Le système linéaire ainsi obtenu est :
minimize −x1 + x3 − x2
subject to
c1 : − 2x1 + 2x2 ≤ 1
c2 : 3x1 − x2 ≤ 3
c3 : x2x1 + x1x2 − x3 ≤ x1x2
c4 : x2x1 + x1x2 − x3 ≤ x1x2
x1, x2 ∈ [0, 5], x3 ∈ [0, 25]
Pour le problème linéarisé, l’algorithme du simplexe fournit la solution
duale λ∗1 = 0 et λ∗2 = 0.1666, et L = −1.08333 comme borne inférieure.
Le solveur local Minos [81] appliqué au problème initial donne une borne
supérieure U = −1.005 correspondant au point faisable x∗ = (0.917, 1.062).
L’OBR applique la relation −2x1 + 2x2 − 1 ≥ −(U − L)/λ∗1 à la contrainte
active c1 pour générer la relation x1 ≤ 4.57 et permettre ainsi de retirer l’in-
tervalle [4.57, 5] du domaine de x1. Le point critique est ici le calcul rigoureux
de la solution duale en utilisant une implémentation efficace de la méthode
du simplexe, i.e., une implémentation qui s’appuie sur des calculs avec des
nombres en virgule flottante. Autrement dit, à cause des erreurs d’arrondi,
l’optimum global peut être perdu lorsque l’OBR est appliquée pour réduire
le domaine d’une variable xi. Dans [55, 56], Kearfott a proposé une implé-
mentation rigoureuse de l’OBR, implémentation basée sur un encadrement
rigoureux de la solution duale. Malheureusement, cette méthode souffre de
plusieurs restrictions et est lente.
Notons que les techniques suggérées par Neumaier et al [83] ne permettent
pas de calculer une solution rigoureuse du problème dual.
Pour obtenir un résultat valide, les solutions duales doivent donc être
prouvées afin de conserver la rigueur du processus de résolution par sépa-
ration et évaluation. Comme indiqué ci-dessus, Kearfott [55] a exploré ce
problème dans le cas particulier des relaxations linéaires. Cependant, son
approche soulève deux problèmes majeurs :
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1. La substitution aux contraintes d’égalités par deux inéquations intro-
duit des contraintes redondantes. Dans ce cas, la méthode de Newton
qu’il utilise ne permet pas de valider les solutions.
2. Les contraintes inactives 1 sont identifiées à l’aide des solutions duales
approximatives fournies par la méthode du simplexe.
Kearfott traite ces difficultés en relâchant la relaxation. Par conséquent, la
méthode finale de validation basée sur la méthode de Newton appliquée à un
système de Kuhn-Tucker 2 ne réussit pas toujours, et quand elle réussit, les
bornes trouvées sont plutôt larges en raison du relâchement de la relaxation.
Nous avons proposé une approche rigoureuse et complète de l’implémen-
tation de l’OBR en nous appuyant sur les outils naturels de la PPC.
Une observation essentielle est que les techniques de filtrage peuvent être
utilisées comme technique de réfutation, c’est-à-dire, pour prouver qu’aucun
point faisable n’est contenu dans le domaine de xi lorsque celui-ci est réduit
à [xi, x′i]. De fait, si le système de contraintes constitué de l’ensemble des
contraintes du problème et d’une contrainte sur le domaine de variation de
la fonction à minimiser n’a aucune solution lorsque le domaine de x est fixé
à [xi, x′i], alors la réduction calculée par la méthode de l’OBR est valide. Si le
filtrage ne peut prouver l’absence de solution au sein de la boîte considérée,
cette boîte doit juste être ajoutée à la liste des boîtes qui doivent encore
être traitées par l’algorithme de séparation et évaluation, garantissant ainsi
la perte d’aucune solution.
Nos expérimentations ont montré que la quasi-totalité de l’apport de
l’OBR est perdu avec l’approche prônée par Kearfott. A contrario, l’ap-
proche basée sur la PPC, non seulement préserve les performances, mais de
manière surprenante, elle les améliore : il s’avère que les réductions erronées
de domaines effectuées par l’approche non rigoureuse pénalisent le calcul de
la borne supérieure courante de la fonction objectif.
L’approche basée sur la PPC introduite ici est environ cinq fois plus ra-
pide que l’approche de Kearfott. De fait, le surcoût dû à notre approche reste
négligeable puisque le mécanisme de preuve s’appuie sur la 2B-consistance,
une technique de filtrage peu coûteuse 3.
Cette approche montre comment les techniques de filtrage issues de la
programmation par contraintes peuvent permettre une implémentation ri-
goureuse et efficace de la réduction basée sur l’optimalité. Grâce à la pro-
grammation par contraintes, l’algorithme de séparation et évaluation peut
bénéficier de l’apport de l’OBR à l’aide d’un simple mais efficace processus
de réfutation et l’intégrer de manière naturelle et rigoureuse.
Ces travaux, détaillés dans [62, 63], soulignent l’intérêt qu’il y a à consi-
1. Les contraintes inactives sont les contraintes dont la solution duale est nulle.
2. Pour une introduction détaillée au système de Kuhn-Tucker, voir [4].
3. C’est la raison pour laquelle notre filtrage global basé sur les relaxations linéaires
n’est pas mis en œuvre dans ces exemples.
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dérer l’ensemble des approches possibles lorsqu’une implémentation rigou-
reuse d’une méthode est requise. Une construction mathématique complexe
ne présente pas toujours un intérêt lorsqu’une approche plus pragmatique
du problème s’intègre naturellement au processus de résolution.
2.3.4 Recherche d’une borne supérieure du minimum global
Dans un processus de séparation et évaluation [51] (ou « branch and
bound »), l’un des aspects les plus critiques est de déterminer une borne su-
périeure du minimum global. Les approches rigoureuses doivent alors fournir
une borne correspondant à un point faisable du problème, i.e., une solution
dont l’existence est prouvée. La preuve d’existence d’une solution reste un
processus coûteux susceptible d’échouer même lorsque la boîte testée contient
effectivement des solutions. Par exemple, du fait de l’utilisation de l’arrondi
extérieur, le test d’existence et d’unicité basé sur l’inclusion stricte d’une
itération de l’opérateur de Newton [47] peut échouer sur machine bien qu’il
soit positif mathématiquement. Pourtant, l’obtention d’une bonne borne su-
périeure, i.e., aussi proche que possible du minimum global, permet d’élaguer
substantiellement l’arbre de recherche et d’améliorer significativement la vi-
tesse de résolution du problème.
La recherche de cette borne supérieure, et du point faisable associé, se
base le plus souvent sur une méthode locale. Ces méthodes présentent l’avan-
tage d’être rapides et de fournir une borne supérieure souvent proche du mi-
nimum global. La solution proposée par ces méthodes locales étant calculée
de manière approximative, elles sont rendues rigoureuses en construisant par
inflation une boîte autour du point calculé par la méthode locale et en lui
appliquant un test d’existence (un test de Borsuk dans notre cas [34]). En
pratique, l’obtention d’un point pour lequel cette démarche réussit reste un
processus coûteux nécessitant souvent plusieurs itérations.
Nous avons donc proposé une autre approche pour calculer des prédic-
tions assez précises de points faisables [37], la qualité de ces prédictions
conditionnant le succès de la preuve d’existence. Notre démarche consiste
à exploiter la solution de la relaxation linéaire construite pour calculer une
borne inférieure du minimum global. Cette solution, disponible sans coût sup-
plémentaire après chaque calcul de la borne inférieure, présente un inconvé-
nient : par construction, elle se trouve en dehors de l’espace faisable. Elle est
cependant proche du minimum global et s’en rapproche après chaque coupe
appliquée à la boîte courante. Cette proximité grandissante avec les coupes
successives appliquées lors de la descente dans l’arbre de recherche combinée
avec la construction d’une boîte autour de la solution du programme linéaire
à chaque tentative de preuve d’existence d’une solution faisable semble une
approche suffisante pour construire une borne supérieure. Nos expériences
ont cependant montré l’inefficacité de ce procédé : la preuve d’existence ne
fonctionne que lorsque la solution de la relaxation est assez proche de l’es-
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pace faisable, phénomène qui n’arrive le plus souvent que sur des domaines
très petits. Afin d’exploiter la solution du problème linéaire, une étape sup-
plémentaire est donc nécessaire : il faut calculer, à partir de la solution du
programme linéaire, une pseudo-solution, i.e., un point suffisamment proche
de l’espace faisable de manière à permettre à la preuve d’existence d’opérer
sur une boîte qui englobe au moins une partie de l’espace faisable.
Notre approche s’appuie sur une adaptation de la méthode de Newton
[85] à des systèmes sous-contraints d’équations et d’inéquations. Lorsque les
conditions sont remplies, la méthode de Newton converge par itérations suc-
cessives vers une solution d’un système carré d’équations [47]. Les contraintes
d’un problème à optimiser formant généralement un système sous-contraint,
l’algorithme utilise alors la pseudo-inverse de Moore-Penrose [92]. Les in-
équations sont traitées en les transformant en équations à l’aide de variables
d’écart. Par ce simple moyen, la solution du programme linéaire est rappro-
chée de l’espace faisable jusqu’à atteindre une précision donnée.
Les expérimentations sur une base significative de problèmes ont montré
la pertinence de cette approche. Sur ces problèmes, elle se révèle, en moyenne,
plus efficace que les méthodes locales lorsqu’elles sont rendues rigoureuses.
Des problèmes non résolus par les méthodes locales, que ce soit parce que
la preuve a échoué ou parce que ces méthodes n’ont pu fournir une solution
dans le délai imparti, l’ont été par cette simple méthode.
Une description plus complète ainsi que l’ensemble des expérimentations
sont disponibles dans [37].
2.3.5 Conclusion
Avec ces travaux sur l’optimisation globale, nous avons cherché à amé-
liorer les performances des solveurs rigoureux en nous appuyant sur un rap-
prochement cohérent des techniques de relaxation et des techniques basées
sur l’arithmétique des intervalles. L’implémentation que nous avons faite
d’un optimiseur global basé sur ces techniques a montré les bénéfices de ce
rapprochement tant en termes de vitesse de résolution que de rigueur des
résultats. Nous avons aussi montré comment les réductions basées sur l’opti-
malité pouvaient être intégrées naturellement dans un processus d’évaluation
et séparation en ne faisant appel qu’aux outils de la PPC. Nous avons aussi
montré comment la solution de l’optimum global de la relaxation linéaire
du problème calculée par un simplexe pouvait être utilisée pour construire
une solution faisable. Notons que cette démarche rigoureuse de résolution de
problèmes d’optimisation globale a été reprise, par exemple, dans les travaux
de Neveu et al. [84].
2. CONTRAINTES SUR LE CONTINU 19
2.4 Traitement de contraintes universellement quantifiées
Les problèmes de satisfaction de contraintes quantifiées (QCSP) ont de
nombreuses applications en ingénierie et en conception (cf. [52, 53, 9, 35,
36]). Nous nous sommes intéressés à une sous-classe de ces problèmes où les
quantificateurs existentiels précèdent les quantificateurs universels :
∃x ∈ x,∀y ∈ y, c1(x, y) ∧ · · · ∧ cp(x, y),
où x = (x1, . . . , xn) et y = (y1, . . . , ym) sont des vecteurs de variables,
x = (x1, . . . ,xn) et y = (y1, . . . ,ym) sont des vecteurs d’intervalles sur
des domaines continus, et les contraintes ci sont des inéquations de la forme
fi(x, y) ≤ 0. En plus des problèmes introduits par [9], cette classe de QCSP
peut résoudre des problèmes de conception de contrôleurs robustes que l’on
trouve dans de nombreux travaux [33, 52, 31, 69, 104, 30]. Une observa-
tion essentielle est que dans toutes ces applications, les solutions forment un
continuum de nombres réels. Plus que par une solution isolée, l’utilisateur est
intéressé par un sous-ensemble continu de x dont chaque élément est une so-
lution. C’est pour cette raison que notre algorithme calcule deux ensembles,
I et B (appelés respectivement approximation intérieure et approximation
frontière), qui vérifient la relation suivante : I ⊆ Sol ⊆ I ∪ B (où Sol
représente l’ensemble des solutions). Autrement dit, I ne contient que des
solutions, alors que B est la frontière des solutions, i.e., B contient à la fois
des solutions et des non-solutions. I ∪ B contient l’ensemble des solutions
et est appelé approximation extérieure. Notons que, à cause des limites du
calcul sur machine, ces ensembles sont approximés par des unions de boîtes.
Nous avons introduit un nouvel algorithme de calcul des ensembles I et B.
Par contraste avec les autres approches consacrées à la résolution des QCSP,
nous traitons les QCSP comme des CSP classiques où les quantificateurs
universels sont traités localement, au niveau de chaque contrainte, en intro-
duisant un CSP équivalent au QCSP à résoudre, CSP formé de contraintes
cy(x) sur les variables x (pour plus de clarté, y, le domaine des paramètres,
est mentionné explicitement). De telles contraintes sont quantifiées univer-
sellement : cy(x) ≡ ∀y ∈ y, f(x, y) ≤ 0 où les y sont appelés paramètres 4 de
la contrainte et y, les domaines de variation de ces paramètres. Le traitement
des paramètres est une caractéristique essentielle de notre algorithme.
Un des avantages de cette approche est que les paramètres peuvent être
traités d’une manière adaptée à chaque contrainte. Les techniques standards
de résolution de contraintes doivent cependant être adaptées à cette classe
de contraintes.
L’algorithme proposé alterne étapes de filtrage/contraction des domaines
avec étapes de branchement de manière standard afin de rejeter les parties
4. Les y sont appelés paramètres car les variables quantifiées universellement repré-
sentent l’ensemble des valeurs possibles pour un paramètre de conception ; en d’autres
mots, la contrainte doit être vraie pour toute valeur de y appartenant à y.
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de l’espace qui ne contiennent pas de solution. Au sein de ce processus s’in-
tercale une étape d’identification des boîtes intérieures, i.e., des boîtes qui
ne contiennent que des solutions. Les éléments spécifiques de cet algorithme
sont les suivants :
— La contraction de l’espace de recherche : La contraction lo-
cale cherche à réduire le domaine x à partir de la contrainte ∀y ∈
yi, ci(x, y). Dans ce but, Benhamou et al [9] et Ratschan [94] ap-
pliquent le contracteur Contractci(x,yi)(x) où y est traité comme
une variable quantifiée existentiellement sur le domaine yi. Cette
approche manque cependant d’efficacité. Aussi, nous proposons un
contracteur plus efficace en instanciant le paramètre y à une valeur
arbitraire y˜ ∈ yi. Plus formellement, le domaine de x est réduit en
utilisant le contracteur Contractci(x,y˜)(x) qui ne rejette que les par-
ties de x qui ne satisfont pas ci(x, y˜) et donc pas ∀y ∈ yi, ci(x, y).
Notons que le choix de y˜ n’est pas stratégique. Les réductions ainsi
obtenues ne prennent en compte qu’une seule contrainte à la fois.
Afin d’obtenir un domaine valide pour l’ensemble des contraintes, ces
réductions sont intersectées entre elles.
— L’identification des ensembles de solutions : De manière clas-
sique [19, 93, 103, 9, 94], l’identification des ensembles de solutions est
implémentée par application des contracteurs d’intervalles à la néga-
tion des contraintes. Ici aussi cette identification opère contrainte par
contrainte et seules les boîtes prouvées solutions locales de toutes les
contraintes sont solutions de la totalité du CSP. L’application d’un
contracteur à la négation d’une contrainte ci permet d’obtenir un
sous-domaine xi′ ∈ x tel que x\xi′ ne contient que des solutions de la
contrainte ci. Donc les valeurs de x qui sont en dehors de tous les xi′,
i.e., qui sont dans x\(x1′ ∪ . . . ∪ xp′), satisfont toutes les contraintes.
Afin d’éviter une explosion du nombre de boîtes, on considère une
approximation plus faible des boîtes intérieures, x\(x1′ ∪ . . .∪ xp′),
qui est ajoutée à l’ensemble des boîtes intérieures alors que les xi′
seront raffinés dès la prochaine itération jusqu’à atteindre une taille
suffisamment petite pour être considérées comme faisant partie des
approximations frontières.
— Le traitement des domaines des paramètres : La taille des
domaines des paramètres joue un rôle critique dans l’efficacité des
contracteurs utilisés lors de l’identification des solutions. La néga-
tion des contraintes utilisées lors de cette identification ne permet
pas d’utiliser le même procédé que lors de la contraction de l’espace
de recherche. Trois méthodes différentes sont utilisées pour améliorer
l’efficacité de ces contracteurs. La première consiste à exploiter les
contractions des domaines des paramètres obtenues lors de l’identifi-
cation des ensembles de solutions. [9] restaure les domaines des para-
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mètres à leurs valeurs initiales perdant ainsi toute opportunité de pro-
pagation de ces réductions. Néanmoins, ces réductions peuvent être
propagées sans perte de solution, ce qui constitue une amélioration
significative dont l’implémentation ne nécessite aucun coût supplé-
mentaire. La seconde méthode est la plus naturelle puisqu’elle repose
sur la bissection des paramètres. Notre approche est cependant un
peu différente de celle utilisée dans [94] : elle consiste à substituer à
∀y ∈ y, c(x, y) la conjonction de deux contraintes, ∀y ∈ y1, c(x, y) et
∀y ∈ y2, c(x, y), où y1 et y2 résultent de la bissection de y. La troi-
sième et dernière méthode utilise la monotonie des contraintes sur le
domaine considéré pour substituer aux paramètres une instance de
leur domaine. En effet, si pour la contrainte ∀y ∈ y, f(x, y) ≤ 0, où
y = [y, y], f est croissante (resp. décroissante) relativement à y sur y,
alors la contrainte quantifiée est équivalente à la contrainte non quan-
tifiée f(x, y) ≤ 0 (resp. f(x, y) ≤ 0). L’instanciation des paramètres
peut vraiment améliorer l’efficacité de l’identification des ensembles
de solutions. Elle nécessite néanmoins une évaluation des dérivées,
évaluation qui peut être coûteuse dans certains cas.
Les expérimentations ont montré un gain significatif de la méthode pro-
posée sur les approches précédentes, en particulier sur Rsolver, le solveur
développé par S. Ratschan. Elles montrent aussi l’intérêt de l’utilisation des
dérivées pour instancier les paramètres : s’il y a parfois un peu de pertes de
temps dues à l’évaluation de ces dérivées, le nombre de problèmes résolus est
plus important. L’algorithme est ainsi rendu plus robuste.
L’ensemble de ces travaux est décrit plus en détail dans [38, 39].
2.5 Conclusion
Dans cette section, nous avons décrit les travaux de recherche que nous
avons effectués sur le continu. Une grande partie de ces travaux reposent sur
l’utilisation rigoureuse de relaxations linéaires pour la résolution de systèmes
de contraintes sur les réels et d’optimisation globale d’une fonction réelle
soumise à un ensemble de contraintes sur les réels. Dans le premier cas,
notre approche s’appuie sur un filtrage global qui capture le sous-système
linéaire augmenté d’un certain nombre de relaxations linéaires de termes
non linéaires. Dans le second cas, les relaxations linéaires sont utilisées afin
de déterminer une borne inférieure de la fonction objectif. Dans les deux
cas, le calcul des coefficients des relaxations linéaires est effectué par des
procédures rigoureuses garantes de la préservation de l’ensemble des solutions
du problème initial, et le système linéaire obtenu est résolu à l’aide d’un
simplexe dont le minimum global est lui aussi calculé de manière rigoureuse.
Ces recherches sont complétées par d’autres contributions qui vont de
l’utilisation de sous-espaces non solutions comme critères de choix et de
coupe, à l’exploitation de la solution globale du programme linéaire pour
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construire une solution faisable, en passant par une implémentation rigou-
reuse de la réduction basée sur l’optimalité. Nous avons aussi contribué à
améliorer la résolution de systèmes de contraintes quantifiés universellement.
3 Contraintes sur les flottants
3.1 Introduction
L’analyse de programmes représente un domaine d’application important
pour la programmation par contraintes (PPC). Cette dernière s’y est plus
particulièrement illustrée dans la génération automatique de jeux de tests
[40, 14] et la vérification de la non-conformité d’un programme vis-à-vis de sa
spécification [21]. Cependant, lorsqu’un programme contient des expressions
effectuant des calculs sur les flottants, les approches classiques de la PPC ne
permettent pas un traitement correct de ces expressions :
— L’arithmétique des flottants ne dispose pas des mêmes propriétés que
l’arithmétique des réels. Par exemple, l’arithmétique des flottants
n’est ni distributive, ni associative. Les solveurs de contraintes sur
les réels ou sur les rationnels ne conservent donc pas l’ensemble des
solutions sur les flottants.
— La taille des domaines est considérable et ceux-ci ne sont pas uni-
formément répartis (e.g., la moitié des flottants sont contenus dans
l’intervalle [−1.0, 1.0])). Les techniques classiques de filtrage comme la
consistance d’arc sont donc totalement inadaptées à la manipulation
de tels domaines.
C’est pour ces raisons que nous avons dû développer de nouvelles techniques
capables de traiter correctement les flottants. Pour ce faire, nous avons in-
troduit un nouveau type de contraintes qui capture correctement les calculs
sur les flottants et dont les domaines sont des intervalles de flottants. Natu-
rellement, nous avons aussi introduit un ensemble de techniques propres à
résoudre de tels CSP en conservant l’ensemble des solutions de ces calculs.
L’ensemble des travaux présentés dans cette section traitent de ces questions.
3.2 Un cadre pour les contraintes sur les flottants
Dès le début du projet Inka 5, le problème que nous devions traiter était
celui des contraintes sur les flottants. Si la problématique avait été clairement
identifiée, à notre connaissance aucune solution n’était alors disponible. Nous
avons donc développé le premier solveur de contraintes sur les flottants.
Pour construire un solveur de contraintes sur les flottants, le premier
facteur à prendre en compte est la taille des domaines. Les domaines des
problèmes traités sont très larges et, le plus souvent, aucune information
5. Le projet RNTL Inka (2000-2002) avait pour objet la génération automatique dé-
terministe de données de test selon des critères de couverture structurelle.
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n’étant disponible, ils couvrent la totalité des flottants. Une représentation
par intervalles des domaines considérés semble bien convenir à cette situa-
tion. Les domaines de valeurs y sont donc représentés par des intervalles de
flottants à bornes dans F : x ∈ x = [x, x] = {x ∈ F , x ≤ x ≤ x} avec x ∈ F
et x ∈ F .
La taille des domaines exclut, au moins dans un premier temps, l’uti-
lisation d’une consistance d’arc [68] et oriente vers des filtrages construits
autour de consistances limitées aux bornes des domaines.
De prime abord, les solveurs de contraintes sur les réels semblent four-
nir les outils nécessaires au traitement des contraintes sur les flottants. Ils
partagent avec ces derniers des domaines basés sur des intervalles à bornes
dans F et les filtrages sur les réels font largement appel à une arithmétique
des intervalles basée sur des arrondis extérieurs afin de garantir la conserva-
tion des solutions sur R. Pourtant un tel choix ne résiste pas longtemps à
l’analyse : les nombreuses limites de l’arithmétique des flottants invalident
la plupart des méthodes habituellement utilisées pour résoudre un problème
de contraintes sur le continu.
La 2B-consistance [66], qui repose sur une propriété locale restreinte
aux bornes des domaines d’une variable au niveau d’une unique contrainte,
nécessite le calcul de la projection d’une contrainte ck sur la variable xi
dans l’espace délimité par l’ensemble des variables qui apparaissent dans ck
privé de la variable xi. Le calcul de cette projection étant impossible dans le
cas général, les filtrages par 2B-consistance s’appuient sur une décomposi-
tion de la contrainte initiale en contraintes élémentaires binaires ou ternaires
pour lesquelles le calcul des fonctions de projections est trivial [18]. Malheu-
reusement, les fonctions de projections inverses, i.e., celles qui consistent à
projeter la contrainte sur l’une de ses variables d’entrées, ne sont pas conser-
vatives des solutions sur les flottants. Par exemple, la projection inverse de
la contrainte 16.0 = 16.0 + x sur la variable d’entrée x est obtenue par
les solveurs sur les réels en calculant l’expression [16.0 − 16.0, 16.0 − 16.0],
qui, même avec l’emploi d’arrondis extérieurs, génère un intervalle single-
ton [0.0, 0.0]. Or, sur les flottants 6, tous les flottants doubles contenus dans
l’intervalle [−8.88178419700125232e − 16, 1.77635683940025046e − 15] sont
solutions de la contrainte.
La Box-consistance [10] est une relaxation de la consistance d’arc moins
fine que ne l’est la 2B-consistance. Elle génère pour chaque variable d’une
contrainte des relations univariées en remplaçant toutes les autres variables
par l’intervalle qui représente leur domaine respectif. Mais, contrairement à
la 2B-consistance, elle ne nécessite aucune décomposition de la contrainte
initiale. Les implémentations de la Box-consistance utilisent un Newton
par intervalles afin de calculer le zéro le plus à gauche et le zéro le plus
à droite de la relation univariée qu’elle a générée. Là aussi, des solutions
6. Pour des doubles et avec un arrondi au plus près pair.
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sur les flottants peuvent être perdues à cause des formes de Taylor intro-
duites par le Newton par intervalles. Par exemple, considérons l’équation
f(x, y, z) = x + y + z = 0, avec x ∈ x = [−1, 1], y ∈ y = [16.0, 16.0]
et z ∈ z = [−16.0,−16.0]. Une simple itération de l’opérateur de Newton
x ← x ∩ (m(x) − f(m(x),y,z)/∂f
∂x
(x,y,z)) a pour résultat x = [0, 0], un sous-
ensemble très restrictif de l’ensemble des solutions sur les flottants.
A priori, aucune des consistances sur intervalles disponibles ne semble
convenir au traitement correct des contraintes sur les flottants. Pourtant,
un examen plus attentif de la Box-consistance montre que l’utilisation d’un
Newton par intervalle n’est qu’un moyen, certes efficace, de calculer les zéros
de la fonction considérée. Et, la définition de cette consistance ne mentionne
pas d’algorithme particulier.
Pour construire un substitut au Newton par intervalles, une observation
clef est que l’arithmétique des intervalles est conservative de l’ensemble des
solutions sur les flottants 7 pour autant que l’ordre d’évaluation soit identique
à celui des opérations correspondantes du programme analysé. Puisque cette
arithmétique est conservative, alors pour tout sous-domaine x′ = [x, x′] avec
x < x′ < x, si 0 /∈ f(x′) alors x′ ne contient pas de solution pour f et x peut
être réduit à [x′+, x]. Ce principe de réfutation est suffisant pour construire un
algorithme de « shaving » capable de maintenir la consistance de contraintes
sur les flottants. Un algorithme classique de propagation construit sur ces
réductions permet de réduire l’ensemble des domaines du problème en ne
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Figure 2 – Schéma d’énumération barycentrique
L’ensemble des flottants étant grand, mais énumérable, une procédure
d’énumération barycentrique (cf. figure 2) permet l’obtention de solutions
du problème. Elle est paramétrée par une profondeur d’énumération. Cette
procédure est appliquée par permutation circulaire à l’ensemble des variables.
Naturellement, chaque instanciation de variable est suivie d’un filtrage. En
théorie, si la profondeur d’exploration est suffisante, la recherche de solutions
est complète.
Dans [77], nous détaillons ces travaux, fixons un tout premier cadre pour
les contraintes sur les flottants et proposons une première approche pour le
filtrage et la résolution de ces contraintes. C’est, à notre connaissance, le tout
7. Pour une arithmétique calculée avec des doubles et un arrondi extérieur et pour des
contraintes sur des flottants doubles.
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premier solveur de contraintes sur les flottants. Bien que le procédé de réduc-
tion des domaines mis en place soit relativement lent, nos expérimentations
ont montré sa capacité à résoudre de petits problèmes sur les flottants.
3.3 Vers une consistance d’intervalles
Les travaux précédents (section 3.2) introduisent la notion de contraintes
sur les flottants, fixent un cadre pour ces contraintes et proposent une pre-
mière approche pour résoudre ce type de contraintes qui démontre la faisa-
bilité d’un solveur de contraintes sur les flottants. Cependant, en s’appuyant
sur un algorithme de « shaving » pour réduire les domaines des variables, ce
type de filtrage manque quelque peu d’efficacité. Une démarche plus perti-
nente est possible si, en s’orientant vers un filtrage de type 2B-consistance,
un moyen de calculer les fonctions de projections est mis en place [73].
Une première observation utilisée dans les travaux précédents est que
le calcul d’intervalles est conservatif des solutions sur les flottants. Lorsque
les bornes des intervalles sont calculées avec des arrondis extérieurs, il est
conservatif quel que soit le mode d’arrondi. Mais, grâce à la monotonie du
mode d’arrondi 8, il reste conservatif lorsque les bornes sont calculées avec le
même mode d’arrondi que celui appliqué pour l’opération considérée. Cette
simple propriété permet de calculer l’ensemble des réductions de domaines
qui suivent le sens naturel du calcul. Par exemple, pour une expression telle
que z = x + y, le calcul d’une réduction du domaine de z à partir de ceux
de x et y en tenant compte du mode d’arrondi courant r devient possible :
z← z ∩ (x+r y) = z ∩ [x+r y, x+r y].
La principale difficulté survient lorsqu’il s’agit non plus de calculer les
projections qui suivent le sens naturel du calcul, mais celles qui suivent le
sens inverse. On parle alors de projections inverses par opposition aux pro-
jections précédentes qualifiées de directes. Notons qu’ainsi le sens du calcul
est nécessairement capturé au niveau le plus élémentaire du filtrage et que,
par conséquent, le processus de décomposition des contraintes initiales en
contraintes élémentaires doit prendre en compte cet élément.
Les projections inverses s’appuient sur l’arrondi correct, une propriété ga-
rantie par la norme IEEE, au moins pour les opérations principales : une fonc-
tion sur les flottants fF est correctement arrondie si et seulement si fF ,r(x) =
◦r(f(x)). En d’autres mots, une fonction sur les flottants est correctement
arrondie si elle est équivalente à un calcul du résultat exact sur les réels avant
d’arrondir ce résultat au flottant le plus proche selon la direction d’arrondi
choisi. À partir de cette unique propriété, le calcul de la projection inverse
est rendu possible. Par exemple, pour un arrondi vers +∞, et une fonction f
croissante, cette projection donne x← x∩ [◦+(f−1(y−)), ◦−∞(f(y))] où ◦+()
est un arrondi à +∞ si le résultat est inexact (i.e., f−1(y) n’est pas un flot-
8. i.e., si x ∈ R et y ∈ R avec x ≤ y alors ◦(x) ≤ ◦(y).
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int so lve_cubic (double a , double b , double c )
{
double q = ( a ∗ a − 3 ∗ b ) ;
double r = (2 ∗ a ∗ a ∗ a − 9 ∗ a ∗ b + 27 ∗ c ) ;
double Q = q / 9 ;
double R = r / 54 ;
double Q3 = Q ∗ Q ∗ Q;
double R2 = R ∗ R;
double CR2 = 729 ∗ r ∗ r ;
double CQ3 = 2916 ∗ q ∗ q ∗ q ;
i f (R == 0 && Q == 0)




Figure 3 – solve_cubic extrait de la Gnu Scientific Library
tant) et, le successeur de f−1(y) si le résultat est exact (i.e., f−1(y) ∈ F).
Ce résultat ne dépendant que de l’arrondi correct, du mode d’arrondi et
de la monotonie de la fonction, il couvre naturellement tous les formats de
flottants qui respectent ces conditions.
Couplé à une recherche de solutions basée sur une bissection des domaines
des variables, ce filtrage permet la construction d’un solveur de contraintes
sur les flottants complet à même de trouver toutes les solutions d’un problème
de contraintes sur les flottants. Nos expérimentations ont montré la viabilité
de cette approche qui se montre notablement plus efficace que la version
précédente basée sur la Box.
L’ensemble, projections directes et projections inverses, sert de base à la
construction d’une adaptation de la 2B-consistance aux flottants. Le filtrage
obtenu se montre suffisamment fort pour, au moins dans certains cas, pro-
pager immédiatement l’instanciation d’une variable d’entrée sur les autres
variables d’entrées, comme dans l’exemple de solve_cubic (cf. figure 3) où
un simple filtrage sur une instanciation de a = 1.5 permet de déduire que
b = 0.75 et c = 0.125 pour attendre la première branche du if .
J’ai introduit cette technique de filtrage dans [73]. En collaboration avec
Bernard Botella et Arnaud Gotlieb, nous l’avons ensuite étendue dans le
contexte de l’évaluation symbolique [13], en y détaillant, entre autres choses,
les cas particuliers que sont les infinis et les zéros signés. Ce filtrage sur les
flottants est à la base de FPCS, le solveur de contraintes sur les flottants que
j’ai développé.
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3.4 Amélioration grâce à une propriété de la soustraction
Bien que les fonctions de projection introduites dans [73] améliorent nota-
blement le filtrage des contraintes sur les flottants, elles ne sont pas exemptes
de certains défauts. En testant ce type de filtrage sur des exemples variés,
des cas de convergence lente se sont manifestés. Un examen détaillé du fonc-
tionnement du filtrage a mis en évidence un problème de convergence lente
particulièrement néfaste dans le cas de l’addition et de la soustraction, cas
d’autant plus curieux qu’il se produit au sein d’une même opération.
Pour illustrer notre propos, considérons la contrainte z = x+ y avec un
arrondi à +∞ et où z est réduit à l’intervalle dégénéré [2−, 2−], i.e., le pré-
décesseur de 2. Si x et y valent tous deux [−100.0, 100.0], alors, la première
projection directe de x et y sur z donnera z← z∩ [−200.0, 200.0] = [2−, 2−].
Le domaine de z étant un intervalle dégénéré, aucune réduction n’en est pos-
sible. Avec les projections inverses, on obtient : x ← x ∩ [−98.0, 102.0−] =
[−98.0, 100.0] et y ← y ∩ [−98.0, 100.0−] = [−98.0, 100.0−]. Deux observa-
tions peuvent être faites à ce stade. La première est que les domaines calculés
pour x et y sont surapproximés, la valeur −98.0 n’ayant pas de support dans
z. La seconde observation est que la borne supérieure de y est inférieure d’un
flottant à celle de x. C’est dans ce dernier phénomène que la convergence
lente observée prend ses racines. En effet, à la seconde itération du calcul
des projections inverses, le même phénomène va se reproduire, diminuant
chacune des bornes de x et y d’un flottant, avec x← x∩ [−98.0−, 100.0−] =
[−98.0−, 100.0−] et y ← y ∩ [−98.0−, (100.0−)−] = [−98.0−, (100.0−)−]. De
fait, le filtrage réduit les bornes de x et y d’un flottant à chaque itéra-
tion, processus qui prend plusieurs heures, avant d’atteindre pour point fixe,
x = [−2.0−, 4.0−] et y = [−2.0−, 4.0−], dont les bornes sont des supports.
Un moyen bien connu d’éviter de telles convergences lentes est de stopper
le calcul du point fixe avant terme en prenant comme condition d’arrêt de la
boucle la taille des réductions obtenues sur les domaines. Si cette approche
est volontiers adoptée sur les réels, où les convergences lentes ont d’autres
origines, elle ne convient pas ici : les domaines de x et y sont trop large-
ment surapproximés pour permettre un fonctionnement efficace du solveur
en utilisant un arrêt prématuré du filtrage.
Pour remédier à ce problème et accélérer le fonctionnement du filtrage,
nous avons introduit une nouvelle propriété sur les flottants. Elle se base
sur l’observation suivante : étant donné un flottant positif non nul x, la
plus petite valeur non nulle que l’on puisse produire par soustraction est
x − x−. Cette propriété de la soustraction déduite de cette observation est
la suivante : soit z = x 	 y, où z est un flottant positif non nul et inférieur
à l’infini tel que z s’écrive en binaire 1.b2· · ·bi0· · ·0 ∗ 2ez avec bi = 1, soient
α = 1.1· · ·1 ∗ 2ez+nbz avec nbz = p− i, où p est la taille en bits du signifiant,
et β = α ⊕ z, alors il n’y a pas de x ∈ Fp, x > β, ni de y ∈ Fp, y > α tel
que x	 y = z. De plus, β 	 α = β − α = z, i.e., ce calcul est exact et donc
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indépendant du mode d’arrondi.
Cette propriété qui donne un maximum pour x et y dans le cas où 0 < z <
+∞, s’étend par symétrie à −∞ < z < 0 et à l’addition. Elle s’étend aussi
aux intervalles en recherchant dans l’intervalle z le flottant ayant le plus de
zéros consécutifs de poid faible. En combinant ce résultat avec le calcul des
projections inverses, le filtrage obtenu devient beaucoup plus efficace. Par
exemple, en l’appliquant au cas pris comme exemple illustratif, le filtrage
produit immédiatement le résultat optimal sans nécessiter de longues heures
de calcul.
Ces travaux, menés en collaboration avec Bruno Marre du CEA, sont
décrits plus en détail dans [70]. Ils ont permis d’améliorer notablement le
fonctionnement des solveurs sur les flottants, en particulier, de celui déve-
loppé au CEA par Bruno Marre et de FPCS, le solveur que j’ai développé.
3.5 Et si l’on plongeait le problème dans R ?
Raisonner sur les flottants est une tâche d’autant plus ardue que les
propriétés de l’arithmétique des flottants sont pauvres. Elles interdisent les
manipulations symboliques habituelles qui tendent à simplifier les expres-
sions à traiter. Ainsi, alors que nombre d’occurrences multiples disparaissent
sous l’effet de ces manipulations, les contraintes sur les flottants doivent en
conserver la plupart afin de respecter l’ordre des opérations, ordre dont dé-
pend le résultat de l’évaluation de ces expressions.
Les filtrages forts tels que les kB-consistances [66] offrent un moyen bien
connu de traiter le problème des occurrences multiples. Et, sur la base des
consistances sur les flottants introduites précédemment, il est tout à fait pos-
sible de calculer ces consistances fortes. Il y a cependant un certain nombre
de limites. Les consistances fortes comme la kB reposent sur une (k − 1)B.
Or les filtrages de base peinent déjà à passer à l’échelle. Un filtrage fort qui
serait basé sur les filtrages de base ne ferait qu’empirer ce problème.
Au regard de l’ensemble des limitations liées aux flottants et à l’ensemble
des méthodes de résolutions disponibles sur les réels, il semble naturel de vou-
loir plonger les problèmes de contraintes sur les flottants dans les réels. Les
bénéfices attendus d’une telle démarche semblent nombreux et prometteurs.
C’est pourquoi nous avons proposé à Said Mohammed Belaid, dans le cadre
de sa thèse, de travailler sur une approximation sur les réels des contraintes
sur les flottants.
Avant d’aller plus dans les détails, regardons ce qui se passe sur un petit
exemple : soit la contrainte z = x ⊕ y 	 x. Sur les réels, cette expression se
simplifie naturellement en z = y. Ce n’est pas le cas sur les flottants. Par
exemple, sur les flottants et avec un mode d’arrondi au plus près, le calcul de
10.0⊕10.0−8	10.0 ne donne pas 10.0−8 comme sur les réels mais 0 du fait de
l’absorption de 10.0−8 par 10.0 lors de l’addition. Les simplifications valides
sur les réels ne s’appliquent donc pas aux flottants. Maintenant, supposons
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que x ∈ [0.0, 10.0], y ∈ [0.0, 10.0] et z ∈ [0.0, 10.08]. Un filtrage sur les
flottants basé sur une consistance de type 2B va certes réduire le domaine
de z à [0.0, 20.0], mais sans pouvoir aller plus loin. Il n’est pour autant pas
capable de réduire les domaines de x et y. Les limites de ce filtrage sont liées
à l’incapacité de la 2B de traiter correctement les occurrences multiples. Un
filtrage plus fort de type 3B a lui la capacité de réduire le domaine de z à
[0.0, 10.01835250854492188]. Mais il ne réussira pas à réduire le domaine de
z si x et y apparaissent plus de deux fois dans l’expression à calculer comme
dans la contrainte z = x⊕ y 	 x	 y ⊕ x⊕ y 	 x.
L’approche introduite dans [7] s’appuie sur une relaxation non linéaire
dans R des contraintes élémentaires sur les flottants. La contrainte z = x⊕
y	x est tout d’abord décomposée en un système de contraintes élémentaires
équivalentes : tmp1 = x⊕y∧tmp2 = tmp1	x∧z = tmp2. Chaque contrainte
élémentaire est alors approximée par des inéquations sur les réels, inéquations
qui peuvent contenir des termes non linéaires :
(1− 2−p
(1−2−p))(x+ y) ≤ tmp1
tmp1 ≤ (1 + 2−p(1+2−p))(x+ y)
(1− 2−p
(1−2−p))(tmp1 − x) ≤ tmp2
tmp2 ≤ (1 + 2−p(1+2−p))(tmp1 − x)
z = tmp2
où p est la taille en bits du signifiant des flottants utilisés. Lorsque cela est
nécessaire, les termes non linéaires sont ensuite approximés par des relaxa-
tions linéaires à la manière de celle utilisées dans [64]. Le système résultant
est donc un système d’équations et d’inéquations linéaires qu’un solveur li-
néaire 9 comme le simplexe sait résoudre. En maximisant et minimisant cha-
cune des variables du problème initial sur les flottants, il est possible d’en
réduire les domaines. Par exemple, une maximisation sur la variable z permet
d’en réduire le domaine à z ∈ [0, 10.0000023841859]. Notons que, contraire-
ment à la 3B, cette approche permet de réduire le domaine de z y compris
lorsque le nombre d’occurrences est supérieur à 2 comme dans la contrainte
z = x⊕ y 	 x	 y ⊕ x⊕ y 	 x.
La démarche proposée s’appuie donc sur un ensemble de relaxations dans
les réels des opérations élémentaires sur les flottants. Chaque relaxation dé-
pend du mode d’arrondi utilisé, de la taille du signifiant, et de la nature du
résultat de l’opération à savoir, négatif ou positif et, normalisé ou dénorma-
lisé. Par exemple, pour un arrondi à −∞ et un résultat positif normalisé et
inférieur à maxF , la plus grande valeur numérique positive de F , l’approxi-
mation utilisée est 1
1+2−p+1 (x · y) < x  y ≤ (x · y) où  et · représentent
la même opération binaire, respectivement, sur les flottants et sur les réels.
9. Les mêmes procédures que dans [75, 64] sont utilisées afin de s’assurer de la validité
du résultat.
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Des relaxations rassemblant les différents cas sont toujours possibles et uti-
lisées lorsque seul le mode d’arrondi est connu : pour un mode d’arrondi à
−∞ , et des flottants à valeurs numériques, i.e., −maxF < x  y < maxF ,
on a zr − 2−p+1|zr| − minF ≤ x  y ≤ zr où zr = x · y et, minF , est la
plus petite valeur numérique positive non nulle de F . La valeur absolue qui
apparaît dans ces formules doit être linéarisée lorsque le problème est résolu
par un programme linéaire. Ces dernières relaxations sont plus lâches que les
précédentes et ne sont utilisées qu’en dernier ressort.
L’algorithme de résolution exploré est identique à celui utilisé pour les
réels dans [64]. Les résultats les plus intéressants ont été obtenus dans le cas
d’exemples où plusieurs variables présentaient un certain nombre d’occur-
rences multiples. En l’absence d’occurrences multiples, une simple 2B réduit
autant les domaines des variables.
Plonger les contraintes sur les flottants dans les réels ouvre une multi-
tude de possibilités susceptibles d’améliorer la résolution de contraintes sur
les flottants. L’approche à base de programmation linéaire adoptée ici est
clairement inspirée de nos travaux précédents sur les réels [64]. Bien que les
performances obtenues soient mitigées, la même démarche devrait fournir de
meilleurs résultats en optimisation. Et, bien sûr, tout algorithme sur les réels
capable de résoudre efficacement un système d’inéquations pourrait bénéfi-
cier aux contraintes sur les flottants. Notons aussi qu’elle permet de plonger
au sein d’un même algorithme de résolution l’ensemble des types présents
dans un programme.
Ces travaux sont présentés plus en détail dans la thèse de Mohammed
Said Belaid [5] que j’ai co-encadré.
3.6 Coopération entre interprétation abstraite et PPC
En parallèle au développement des contraintes sur les flottants, d’autres
approches ont vu le jour. L’une des plus connues pour l’analyse statique
de programmes sur les flottants reste l’interprétation abstraite [23]. Citons
par exemple les travaux d’Eric Goubault et Sophie Putot sur la précision
des calculs sur les flottants [42, 43] avec, en particulier, l’introduction à
cette fin des zonotopes, ou l’adaptation de domaines faiblement relationnels
aux flottants par Antoine Minet [80, 78] et ses travaux sur les domaines
polyhédraux [16].
L’idée à la base de l’interprétation abstraite est qu’il n’est pas néces-
saire de calculer les domaines concrets pour vérifier certaines propriétés d’un
programme. Un exemple emblématique illustrant ce propos est l’analyse du
signe d’une expression arithmétique qui fait abstraction des valeurs concrètes
calculées par le programme en manipulant des domaines restreints à +,−, 0.
Il résulte de ces abstractions un bon comportement de cette analyse qui a
montré sa capacité à passer à l’échelle [24]. Cependant, l’interprétation abs-
traite a tendance à fournir des approximations trop lâches qui se traduisent
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par la production de fausses alarmes, i.e., des cas pour lesquels on ne peut
être sûr qu’un problème se produise effectivement.
Utilisée dans le cadre de l’analyse de programmes, la programmation par
contraintes, si elle passe moins bien à l’échelle, fournit des approximations
plus précises. Elle a aussi la capacité de fournir des contre-exemples sous
la forme de jeux de valeurs pour les variables d’entrée du programme pour
lesquels le problème identifié se produit. La différence la plus notable entre
ces deux techniques est dans le traitement des boucles : la programmation par
contraintes utilise des techniques de dépliage de boucles qui ne lui permettent
pas de calculer une approximation de l’ensemble des exécutions possibles
d’une boucle, alors que l’interprétation abstraite a développé un ensemble
de techniques qui permettent, souvent, d’obtenir une bonne approximation
de l’ensemble de ces exécutions.
Interprétation abstraite et programmation par contraintes partagent aussi
quelques défauts communs comme, par exemple, une certaine sensibilité à la
forme syntaxique des contraintes. Notons que cette sensibilité est d’autant
plus critique sur les flottants où la plupart des manipulations symboliques
qui pourraient y remédier ne peuvent être utilisées sans en modifier le résul-
tat. Cependant, là où l’interprétation abstraite va montrer quelques limites
à bien approximer une conditionnelle (cas des Zonotopes dans Fluctuat), la
programmation par contraintes permet une meilleure approximation et là où
la programmation par contraintes va souffrir de la présence d’occurrences
multiples, l’interprétation abstraite fournit une approximation plus fine.
Par leurs approches différentes, leurs avantages et leurs défauts respectifs,
ces deux techniques sont clairement complémentaires. À plusieurs reprises,
l’interprétation abstraite a fait son intrusion dans le monde des contraintes,
comme dans le traitement des boucles à base de techniques d’interpréta-
tion abstraite [27], ou l’intégration de domaines abstraits pour résoudre des
problèmes sur le continu [102, 86].
Pour aller plus loin dans l’exploration des interactions possibles entre
interprétation abstraite et programmation par contraintes, nous avons pro-
posé dans [88, 89] un autre schéma de coopération entre ces deux techniques
où interagissent des solveurs de contraintes sur les flottants et les réels avec
un analyseur par interprétation abstraite afin d’analyser un programme sur
les flottants. Les différents outils coopèrent par leurs domaines et sont uti-
lisés pour explorer les différents chemins possibles. Le principal écueil est le
nombre de chemins à explorer. Pour limiter l’explosion combinatoire, l’ana-
lyse se fait d’un point de jonction au point de jonction suivant en procédant à
une union des domaines dépendant de chacun des chemins qui mènent d’un
point de jonction donné à son suivant. L’analyse continue à partir de ces
unions de domaines jusqu’au prochain point de jonction en explorant tous
les chemins qui mènent du point de jonction courant au prochain point de
jonction suivant jusqu’à atteindre la fin du programme. Les boucles sont dé-
pliées jusqu’à 10 fois afin de permettre à la PPC d’affiner les domaines avant
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de laisser l’IA approximer l’ensemble des exécutions possibles de la boucle
restante.
Cette exploration reste correcte (elle ne perd pas de solution) mais donne
une approximation moins bonne que celle qu’aurait permise une explora-
tion de l’ensemble des chemins d’exécution. Elle reste un bon compromis
en termes de précision tout en permettant de traiter des programmes plus
conséquents.
rAiCp, l’implémentation de cette coopération, a permis de montrer,
y compris sur un exemple industriel, l’intérêt de cette approche. Sur les
exemples testés, les défauts respectifs de l’interprétation abstraite et de la
programmation par contraintes disparaissent le plus souvent du fait de cette
coopération. Et si rAiCp est naturellement plus lent que Fluctuat, il éli-
mine les fausses alarmes que ce dernier avait laissées.
Ces travaux ont permis de souligner la complémentarité de ces deux ap-
proches où l’interprétation abstraite apporte ses différents domaines abs-
traits, sa gestion des boucles et de certaines occurrences multiples de va-
riables et la programmation par contraintes, de meilleures approximations,
sa gestion des non-linéarités et ses capacités de réfutation aussi utilisable
pour vérifier la conformité des programmes vis-à-vis de propriétés.
Ces recherches se prolongent au sein de l’ANR Coverif qui rassemble
différents acteurs de l’interprétation abstraite et de la programmation par
contraintes afin d’explorer une collaboration plus fine de ces deux techniques
au sein d’un même environnement.
3.7 Génération de cas de test d’intervalles suspects
Les programmes sur les flottants dérivent souvent de modèles mathéma-
tiques ou sont écrits avec à l’esprit la sémantique des réels. Cependant, pour
des valeurs d’entrées données, le chemin parcouru par un programme sur
les flottants peut sensiblement différer de celui parcouru par le même pro-
gramme qui adopterait la sémantique des réels. En pratique, cela se révèle
vraiment critique si, pour certaines valeurs des variables d’entrées, le ré-
sultat d’une séquence d’opérations sur les flottants diffère significativement
du calcul effectué avec une séquence d’opérations équivalentes mais selon la
sémantique idéalisée des réels. Par conséquent, le chemin parcouru sur les
flottants peut sensiblement différer de celui parcouru sur les réels avec le
même jeu de valeurs des variables d’entrées. Identifier de tels jeux de valeurs
est très important pour les systèmes critiques.
Les outils d’analyse de l’erreur par interprétation abstraite [16, 25, 44]
calculent une surapproximation des erreurs dues aux calculs sur les flottants.
Si des comportements inappropriés peuvent être identifiés, ces surapproxi-
mations ne permettent pas de savoir si le comportement redouté se produira
effectivement. La figure 4 décrit ce problème : x est une variable de décision,
[xR, xR] dénote son domaine sur R et [xF , xF ] dénote la surapproximation
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Figure 4 – Le programme peut-il effectivement atteindre une zone interdite
sur les flottants ?
de x sur F . En pratique, les limites des valeurs correspondant à une séquence
d’opérations sur les réels peuvent être déterminées par calcul ou par les li-
mites physiques. Une tolérance  autour de ces limites est habituellement
acceptée pour prendre en compte les erreurs d’approximations telles que
celles dues aux mesures, aux statistiques ou même aux calculs sur les flot-
tants. En d’autres termes, cette tolérance, spécifiée par l’utilisateur, définit
une perte acceptable de précision entre les calculs effectués sur les flottants
et les calculs effectués sur les réels. Toutefois, les valeurs situées en dehors de
l’intervalle [xR− , xR+ ] peuvent se traduire par un comportement erroné
du programme, e.g. par prendre la mauvaise branche du flot de contrôle et
donner un signal de commande totalement inapproprié. Les valeurs d’une
approximation sur F situées en dehors de cet intervalle définissent ce que
nous nommons un intervalle suspect.
Le problème est donc de savoir si un programme peut effectivement
produire des valeurs appartenant aux intervalles suspects [xF , xR − [ et
]xR + , xF ]. Pour résoudre ce problème, nous avons introduit une nouvelle
approche basée sur les contraintes à même de générer des cas de tests at-
teignant les intervalles suspects pour un programme sur les flottants. Notre
approche consiste à réduire ce problème de génération de cas tests à un
problème de résolution de contraintes sur les flottants où le domaine d’une
variable critique de décision a été restreint à un intervalle suspect. Lorsqu’au-
cun cas de test n’a pu être généré, l’intervalle suspect est écarté.
Les résultats préliminaires des expérimentations que nous avons menées
sont encourageants : ils montrent que notre approche permet la génération
de cas de test pour des valeurs suspectes se trouvant en dehors de l’ensemble
des valeurs acceptables sur de petits programmes, et donc de déterminer si
un test critique est stable ou non. Ils montrent aussi que FPCS est plus
rapide que CDFL [32] et CBMC [17].
Plus de détails sur ces travaux peuvent être trouvés dans [20].
3.8 Conclusion
Dans cette section, nous avons décrit les recherches que nous avons me-
nées sur les contraintes sur les flottants. Ce type de contraintes particulières
n’avait pas d’existence avant ces travaux. Elles sont pourtant nécessairement
pour traiter des expressions faisant appel à des calculs sur les flottants, chose
à laquelle de plus en plus de programmes font appel.
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Ces recherches sur les flottants partent de l’introduction d’un cadre pour
les traiter correctement [77], pour s’attacher ensuite à améliorer le fonction-
nement d’un solveur sur les flottants, que ce soit en introduisant une forme
de filtrage plus performante [73, 13] basée sur une consistance de type 2B,
en améliorant le fonctionnement de projections particulières telle que l’ad-
dition [70], en plongeant les contraintes sur les flottants dans les réels [64],
ou en faisant collaborer contraintes sur les flottants et interprétation abs-
traite [88, 89]. Une application à la détection de fausses alarmes illustre le
fonctionnement des outils développés sur un exemple industriel [89].
4 Conclusion et perspectives
Les travaux décrits dans ce document couvrent pour l’essentiel mes re-
cherches sur les techniques de résolution de problèmes sur le continu et mes
recherches sur les contraintes sur les flottants, domaine dont j’ai posé les
fondements.
Sur le continu, l’introduction des techniques de relaxation linéaire à des
fins de résolution de problèmes de contraintes ou d’optimisation globale sous
contraintes a, en fournissant un schéma correct de mise en œuvre, montré
l’intérêt effectif de ces approches. Divers travaux, principalement concentrés
sur leur utilisation dans le contexte de l’optimisation globale, ont suivi les
nôtres, que ce soient, par exemple, ceux de Kearfott [56] ou de Domes &
Neumaier [29]. De fait, de nombreux travaux ont eu lieu ces dernières années
sur des questions connexes comme celle des différentes linéarisations possibles
ou encore leurs utilisations. L’ensemble de ces évolutions, alliées avec d’autres
apports comme des résultats récents sur la construction de zone d’exclusions
[98], sont caractéristiques d’une communauté active dont les résultats sont
propres à faire évoluer et à enrichir les techniques de résolution que nous
avons proposées.
Les contraintes sur les flottants se caractérisent par un nombre relative-
ment restreint d’acteurs sans doute lié à la difficulté de raisonner à partir
d’une arithmétique assez pauvre, mais aussi à l’émergence assez récente du
besoin, les calculs en virgule flottante n’ayant fait leur apparition dans les
systèmes critiques que depuis quelques années. Pourtant, le caractère de plus
en plus critique de ces applications et l’utilisation de plus en plus fréquente
de ces calculs dans des systèmes cyber-physiques renforcent la nécessité de
pouvoir raisonner sur l’arithmétique des flottants et ses conséquences. Diffé-
rentes approches commencent à émerger qui vont de l’introduction des flot-
tants dans les solveurs SMT [15, 45] aux approches formelles [11], en passant
par l’interprétation abstraite [42, 78, 43, 16]. Cependant, les contraintes sur
les flottants présentent un compromis unique entre souplesse d’utilisation,
capacités de résolution, d’instanciation et efficacité. Le potentiel est donc là,
mais le passage à l’échelle reste une difficulté importante pour les contraintes
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sur les flottants. Et c’est sans doute sur ce dernier point que les recherches
devront se concentrer pour assurer le succès de cette technique.
La vérification d’un programme sur les flottants passe aussi par l’évalua-
tion des déviations des calculs, i.e., de l’écart entre le calcul sur les flottants et
le calcul idéalisé sur les réels. Cette information souligne la conformité ou la
non-conformité d’un programme sur les flottants vis-à-vis de sa spécification
sur une dimension spécifique au calcul sur les flottants. C’est l’abstraction de
cette dimension là qui constitue la principale originalité de Fluctuat en pro-
posant à l’utilisateur un encadrement des erreurs de calcul. Cet encadrement,
s’il est capable de détailler les origines de l’erreur, n’en reste pas moins une
surestimation de la déviation du calcul. Dans le même domaine, une autre
approche bien connue est celle de la méthode stochastique CESTAC [90] qui
permet d’évaluer la stabilité d’un programme. Ce n’est cependant pas une
méthode complète et si elle est capable de détecter des cas d’instabilité, i.e.,
des cas où le calcul sur les flottants dérive de manière substantielle de celui
sur les réels, l’absence de détection d’un tel cas ne constitue par vraiment une
preuve de stabilité. Les techniques que nous avons développées pour résoudre
des contraintes sur les flottants permettent d’envisager une autre approche.
En particulier, la capacité à plonger ces contraintes dans un problème sur
les réels offre la possibilité d’envisager une nouvelle manière d’aborder cette
problématique en recherchant l’écart maximal entre flottants et réels. En
approximant les contraintes sur les flottants par des systèmes d’équations
et inéquations linéaires sur les réels, on obtient un système linéaire capable
de capturer l’ensemble des types, i.e. entiers, réels et flottants, qui peuvent
intervenir dans cette maximisation, au sein d’un même système. Une ap-
proche du même type que celle que nous avons développée pour optimiser
des problèmes sur les réels devrait permettre de résoudre cette maximisa-
tion de l’écart du calcul et d’offrir une instance capable d’exercer le cas en
question. C’est un des axes de recherches que je souhaite développer dans
les années à venir.
Les phénomènes de convergences lentes liées aux contraintes ternaires
sur les flottants grèvent les performances des solveurs sur les flottants. Si
les travaux que j’ai effectués avec Bruno Marre en limitent les effets les plus
flagrants, les fonctions de projection inverse ne garantissent pas une réduc-
tion optimale pour des fonctions multivariées. Une fonction sur les flottants
peut être vue comme la composition d’une fonction sur les réels avec un
arrondi, arrondi qui fait correspondre à un sous-ensemble des réels un seul
et unique flottant. C’est lors de cette opération qu’une perte d’information
a lieu. Des fonctions de projection optimales, i.e., qui calculeraient des do-
maines dont les bornes seraient solutions de la contrainte, amélioreraient
notablement l’efficacité du filtrage. Si ce comportement semble acquis pour
les fonctions monovariées, un travail conséquent reste à faire pour obtenir la
même propriété pour les fonctions multivariées.
La recherche de solutions d’un système de contraintes sur les flottants
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reste un domaine de recherche qui a fait l’objet de peu de travaux. Il y là
pourtant de nombreuses pistes à explorer pour améliorer cet aspect des CSP
sur les flottants, en particulier, si, comme dans le cas des solveurs SMT,
on s’intéresse soit à la production d’une solution ou à la démonstration de
l’absence de solution. L’une des pistes envisagées est l’exploitation de la ré-
partition des solutions en tenant compte de la répartition particulière des
flottants. En effet, d’une part, plus on se rapproche de zéro, plus la densité
des nombres flottants est importante et, à cause de l’arrondi, plus le zéro
d’une fonction est susceptible de correspondre à plusieurs valeurs des opé-
randes, et, d’autre part, plus la valeur de la dérivée de cette fonction est
proche de zéro, plus le nombre de flottants correspondants à une valeur don-
née de y est important. En tenant compte de ces effets combinés, la recherche
peut être orientée vers des zones plus propices à la découverte de solutions.
Une autre piste à explorer est l’exploitation de la structure du problème,
i.e., un programme. Le comportement d’un programme est entièrement dé-
terminé par ses variables d’entrée. Il suffit donc de se contenter d’énumérer
sur ces variables là pour déterminer l’ensemble des variables du problème. Ce
procédé reporte néanmoins une bonne part des difficultés sur le filtrage : pour
atteindre un point précis du programme, il faut être capable de propager les
informations induites d’une instanciation partielle des variables d’entrée vers
les variables qui n’ont pas encore été affectées. C’est là où ce type d’approche
peut vite rencontrer ses limites. Cette question de la recherche de solution
dans des problèmes sur les flottants nous a paru assez importante pour faire
l’objet de la thèse d’Heytem Zitoun que je co-encadre.
La coopération entre interprétation abstraite et programmation par con-
traintes ouvre de nombreuses perspectives. Il y a là un potentiel important
pour obtenir des méthodes d’analyse de programmes aux capacités accrues.
Bien que préliminaires, nos travaux ont montré tout l’intérêt qu’il y a à faire
coopérer ces deux techniques et soulignés leurs complémentarités. Mais des
marges de progressions importantes subsistent. Les travaux de Denmat [27]
sur l’utilisation de l’interprétation abstraite pour le traitement des boucles
dans un solveur de contraintes montrent qu’une coopération plus fine est pos-
sible et, sans doute, souhaitable. Les modalités de cette coopération restent à
établir, la finesse de la coopération et la finalité de cette coopération pouvant
fortement influer sur les choix à opérer. Du point de vue de la programmation
par contraintes, l’interprétation abstraite peut être vue comme un proces-
sus de filtrage complet, comme dans le cas de nos travaux où l’ensemble du
programme est soumis à interprétation abstraite, ou partiel, comme dans
le cas des travaux de Denmat, où son utilisation est restreinte à une sous-
structure particulière du programme. Son intégration dans le contexte de la
programmation par contraintes semble donc assez naturelle. Cette direction
est aussi appuyée par les travaux de Marie Pelleau & al [86] qui ont adapté
le domaine abstrait des octogones pour un solveur sur les réels. Néanmoins,
la direction inverse, l’intégration de techniques issues de la programmation
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par contraintes dans les interprètes abstraits ne doit pas être exclue. On peut
alors envisager de regarder les CSP comme un moyen d’affiner les résultats
de l’interprétation abstraite pour réduire les ambiguïtés liées aux fausses
alarmes en s’appuyant sur leur capacité à filtrer finement les domaines et sur
cette autre capacité des solveurs de contraintes à fournir des instances, ins-
tances qui concrétisent l’existence d’une erreur dans le programme. C’est sur
ces problèmes que nous comptons travailler avec l’ensemble des partenaires
de l’ANR COVERIF dans les années à venir.
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Annexe : Table des principales notations
R l’ensemble des réels
F un ensemble de flottants
x une variable de type scalaire ou vecteur, l’ambiguïté étant levée par le texte
xi la ième composante du vecteur x
x un intervalle ou un vecteur d’intervalles, l’ambiguïté étant levée par le texte
x la borne inférieure de l’intervalle x
x la borne supérieure de l’intervalle x
[x, x] un intervalle fermé, e.g., [x, x] = {x ∈ R, x ≤ x ≤ x}
]x, x[ un intervalle ouvert, e.g., ]x, x[= {x ∈ R, x < x < x}
A une matrice
A une matrice d’intervalles
x+ le successeur du flottant x
x− le prédécesseur du flottant x
