Consider a connected undirected graph G = (V , E), a subset of vertices C ⊆ V , and an integer r 1; for any vertex v ∈ V , let B r (v) denote the ball of radius r centred at v, i.e., the set of all vertices linked to v by a path of at most r edges. If for all vertices v ∈ V (respectively, v ∈ V \C), the sets B r (v) ∩ C are all nonempty and different, then we call C an r-identifying code (respectively, an r-locating-dominating code).
Introduction
Given a connected undirected graph G = (V , E) and an integer r 1, we define B r (v) , the ball of radius r centred at v ∈ V , by A code C is a nonempty set of vertices, its elements are called codewords, and the elements in V \C are called noncodewords. For each vertex v ∈ V , we denote by A code C is called r-identifying, or identifying, if the sets K C,r (v) , v ∈ V , are all nonempty and distinct [9] . It is called r-locating-dominating, or locating-dominating, if the same is true for all v ∈ V \C [6] . In other words, in the first case all vertices must be covered and pairwise separated by C, in the latter case only the noncodewords need to be covered and separated. 
Remark 2. For given graph G=(V , E)
and integer r, an r-locating-dominating code always exists (simply take C =V ), and any r-identifying code is r-locating-dominating. 
Definition 1.
A graph is said to be r-identifiable if it admits at least one r-identifying code.
The motivations come, for instance, from fault diagnosis in multiprocessor systems. Such a system can be modelled as a graph where vertices are processors and edges are links between processors. Assume that at most one of the processors is malfunctioning and we wish to test the system and locate the faulty processor. For this purpose, some processors (constituting the code) will be selected and assigned the task of testing their neighbourhoods (i.e., the vertices at distance at most r). Whenever a selected processor (that is, a codeword) detects a fault, it sends an alarm signal, saying that one element in its neighbourhood is malfunctioning. We require that we can uniquely tell the location of the malfunctioning processor based only on the information which codewords gave the alarm, and in this case an identifying code is what we need.
If the selected codewords are assumed to work without failure, or if their only task is to test their neighbourhoods (i.e., they are not considered as processors anymore) and we assume that they perform this simple task without failure, then we shall search for locating-dominating codes. These codes can also be considered for modelling the protection of a building, the rooms of which are the vertices of a graph.
Locating-dominating codes were introduced in [6] , identifying codes in [9] , and they constitute now a topic of their own: both were studied in a large number of various papers, investigating particular graphs or families of graphs (such as planar graphs, certain infinite regular grids, or the n-cube), dealing with complexity issues, or using heuristics such as the noising methods for the construction of small codes. See, e.g., [2, 3] , and references therein, or [10] .
In this paper, we concentrate on identifying codes: for any r 1, let G be a connected, undirected, r-identifiable graph with n vertices. It is known [9] that a minimum r-identifying code in G contains at least log 2 (n + 1) vertices; we establish here that such a code contains at most n − 1 vertices, and we prove that both bounds are reached, if n is large enough with respect to r. In addition, we exhibit an infinite graph in which the only 1-identifying code is the set of all vertices. A final short section deals with locating-dominating codes, which, regarding these issues, are easier to handle.
In two forthcoming papers, we show that all cardinalities between the lower and the upper bounds are achievable, for identifying codes [4] as well as for locating-dominating codes [5] .
Lower and upper bounds
In this section, we prove the aforementioned lower and upper bounds on the cardinality of a minimum r-identifying code. The lower bound is trivial.
Theorem 1 (Karpovsky et al. [9, Theorem 1] ). Let r 1 and n 1 be two integers; let G = (V , E) be a connected, undirected, r-identifiable graph with n vertices. If C ⊆ V is r-identifying, then |C| log 2 (n + 1) .
Proof. Because for all vertices v ∈ V , the sets K C,r (v) must be nonempty and distinct, we have: 2 |C| − 1 n.
For the upper bound, we first deal with the case r = 1.
Lemma 1 (Bertrand [1] ). Let n 3 be an integer and G = (V , E) a connected, undirected, 1-identifiable graph with n vertices. If C ⊆ V is a minimum 1-identifying code, then
Proof. Rather than giving the proof from [1] , we prefer to refer to the shorter, more elegant and more general proof in [8] .
Theorem 2, which is the generalization of Lemma 1 to any r, is an immediate consequence of the following definition and lemma. 
How to reach the lower bound
Let r and n be integers such that k = log 2 (n + 1) 2r + 2 4 (so 2 k − 1 n 2 k−1 2 2r+1 ). We look for a graph G with n vertices admitting an r-identifying code of size k.
be a chain with r − 1 vertices and r − 2 edges: 
A chain G i is then linked to
is the following graph (cf. Fig. 2 ):
There are kr vertices in G * k , and C = V k is still r-identifying in G * k , for the following, easy to check, reasons:
is r-covered by more codewords than v m, , and if j = , then v i,j and v m, cannot either be r-covered by the same codewords. Fig. 2 ). There are 2 k − 1 − |V * k | = 2 k − 1 − kr available subsets of this kind, and since 2 k − 1 n, we can add n − kr such vertices to G * k and obtain a graph G with n vertices. Since a vertex v i 1 ,...,i p is r-covered exactly by v i 1 ,1 , . . ., v i p ,1 , the very construction of the new vertices and edges in G shows that C is still r-identifying in G. We have therefore proved the following theorem.
Theorem 3.
Let r 1 and n be integers such that n 2 2r+1 . There exists a connected graph with n vertices admitting an r-identifying code with size log 2 (n + 1) .
A similar result was established independently in [7, Section 2.2] . The case r = 1 was solved in [9, Section IV]. The bound n 2 2r+1 can be improved to n 2 2r , but more significant improvements would involve much more complex arguments. For r = 1, Theorem 3 holds for n = 1 and all n 3; for r = 2, it holds if and only if n 6.
How to reach the upper bound
In this section, we exhibit graphs with n vertices for which any minimum r-identifying code has n − 1 elements. We start with the simple case r = 1.
Theorem 4. For all n 3, there exists a connected graph G n with n vertices, such that any minimum 1-identifying code in G n contains n − 1 vertices.
Proof. We exhibit three graphs meeting the requirements of the theorem, because the first one is very simple and the other two will be used in the proofs of Theorems 5 and 6.
The first graph is the "star", i.e., the tree consisting of n vertices 0, 1, . . . , n − 1, and n − 1 edges {0, i}, 1 i n − 1. It is immediate to check that taking for codewords any set of n − 1 vertices is necessary and sufficient to obtain a 1-identifying code, except for n = 3, where only {1, 2} is 1-identifying.
The second graph has an even number of vertices: let
be its vertex and edge sets, respectively, with p 2 (one can see that this graph is the complete graph on 2p vertices minus a perfect matching). Any set of n − 1 vertices is a 1-identifying code. We show that it is impossible to construct a 1-identifying code C with fewer elements. For each vertex i ∈ V n ,
and for each pair of vertices i, j ∈ V n , i = j ,
where stands for the symmetric difference. Now, in B 1 (i) B 1 (j ) there must be at least one codeword of C which 1-separates i and j. Assume, without loss of generality, that 0 / ∈ C. Then for all j = p,
So for all values of j but one, the n − 1 distinct vertices j + p mod n are necessarily codewords. The third graph has an odd number of vertices: let
be its vertex set and
be its edge set. Observe that, compared to the previous graph, we add one vertex which is linked to all other vertices. Since the vertex n − 1 is within distance 1 from all vertices, we have for all i between 0 and n − 2: B 1 (i) B 1 (n − 1) = {i + p mod (n − 1)}, and therefore, the first n − 1 vertices must be codewords; on the other hand, this choice is sufficient for a 1-identifying code.
We wish to generalize Theorem 4 to any value of r. This is done in Theorems 5 (for n even) and 6 (for n odd), where we use Definition 2 and Lemma 2. Proof. Let n = 2p and p = kr − , with 1 r. Let G n = (V n , E n ) be the following graph (see Fig. 3 ):
Note that 3r + 2r − 2 = (3r − 2) + 2r r(3r − 2) + 2r = 3r 2 , i.e.,
an inequality which will be used later on. Also, n = 2kr − 2 3r 2 implies that 2k 3r + 2 /r; now, if = r, then 2k 3 + 2, and if r − 1, then 2k 3 + 3. Therefore, we have proved that
and k − − 1 /2, which means that k − − 1 1, and J has at least two (positive) elements. Furthermore, if k − − 1 = 1, then by (2), 2. The case = 1, k = 3 is impossible, since then n = 6r − 2 < 3r 2 for r 2. If = 2 and k = 4, then n = 8r − 4, and n 3r 2 implies r = 2, n = 12. So if k − = 2, then r = 2 and n = 12.
By Lemma 2 and Theorem 4, it suffices to prove that the r-transitive closure of G n is the second graph described in the proof of Theorem 4. So our goal is to show that for any vertex i ∈ V n , B r (i) = V n \{i + p mod n}. Since all vertices play the same role, it is sufficient to prove this equality for a particular vertex, say 0, and by symmetry, it is sufficient to investigate the vertices from 0 to p. So, once we have proved that all vertices in {1, 2, . . . , p}, except p, are within distance r from 0, Theorem 5 is proved.
We can express that a vertex v is within distance r from 0 in G n in the following way, where the quantity q (respectively, q ) represents the number of "moves" of length (respectively, − ) carried out in the graph; here, by move of length we mean going from vertex u to vertex u + mod n using the edge {u, u + mod n} ∈ E n :
with the conditions
Note that the absolute value of the right-hand side of equality (3) cannot be greater than kr and is therefore smaller than n. Which integers can we reach with at most r moves? If among these moves, exactly c are of length k, then obviously all integers in the interval 
Using (1), we obtain, for c r − 2, Therefore, with at most r moves including at most r − 1 moves of length k, we can reach all vertices between 1 and p − 1, but we observe that we cannot reach p. With r moves of length k, p cannot be reached either, since kr = p + = p.
In the following theorem, n is still even, but we study graphs with n + 1 vertices.
Theorem 6. Let r be a fixed integer, r 2. For all even n, n 3r 2 , there exists a connected graph G n+1 with n + 1 vertices, such that any minimum r-identifying code in G n+1 contains n vertices.
Proof. We use the same technique as for Theorem 5, by constructing a graph G n+1 whose r-transitive closure is identical to the third graph described in the proof of Theorem 4. Let n = 2p and p = kr − , with 1 r. The graph G n+1 = (V n+1 , E n+1 ) is the following:
Note that k − − 2 0, and if k − − 2 = 0, then r = 2 and n + 1 = 13, see the discussion following inequality (2) . Since A n+1 corresponds to the set of edges E n in the graph G n of Theorem 5, a good way of representing G n+1 is to reconsider Fig. 3 , where we delete the edges belonging to B n+1 and see Z as an additional, central vertex, from which all the edges in C n+1 start (see Figure 4) .
, with
Consider the "starting" vertices of the edges in B n+1 , i.e., the first vertices in our description of the edges: these vertices are of the form 1 + ik in B 1 n+1 and n − 1 − ik − (k − − 2) in B 2 n+1 . We see that the smallest such vertex appearing in B 1 n+1 is 1, and the largest is 1
. Therefore, the absolute values of the differences, mod n, between these vertices in B 1 n+1 and B 2 n+1 are greater than k, except for 1 and n + 1 − (k − ), for which the difference is k − . Clearly, inside B 1 n+1 or B 2 n+1 , the starting vertices of consecutive edges are at distance k from each other.
To prove Theorem 6, we proceed in three steps. In Step 1, we show that from any vertex x between 0 and n − 1, we can reach, in at most r moves, any vertex between 0 and n − 1, except maybe x + p mod n. In Step 2, we show that x + p mod n cannot be reached. In Step 3, we show that from Z, we can reach, in at most r moves, any vertex in V n+1 . Once these three steps are proved, we can conclude, as in the proof of Theorem 5, that the r-transitive closure of G n+1 and the graph described in the third part of the proof of Theorem 4 are one and the same, which, by Lemma 2 and Theorem 4, proves Theorem 6.
Step 1: If E n+1 were equal to A n+1 ∪ C n+1 , there would be nothing to do in Step 1, because we could apply Theorem 5 to the vertices 0, 1, . . . , n − 1, since we have the condition n 3r 2 . But the absence of the "forbidden" edges in B n+1 , necessary in Step 2, gives additional work here.
Consider any two vertices, x and y, and assume, without loss of generality, that y is between x +1 and x +p −1 mod n (otherwise, we would try to go from y to x). From x, we can reach y with at most r moves, if we are allowed to use edges in B n+1 . We now modify this path from x to y, avoiding the forbidden edges. We consider, among other possibilities, an initial path going from x to y with the following sequence of lengths of moves (cf. proof of Theorem 5):
where = ±1 and 0 k − − 2. To obtain this path, we go as close as possible to y with at most r − 1 moves of length k (it may be that no move of length k is necessary), then we divide the remaining length (which can be positive, negative or equal to 0) by k − − 1, and is the remainder.
If is not equal to k − − 2, we are done, since all edges in B n+1 represent moves of length ±(k − − 2). So from now on we assume that = k − − 2.
Let z = y − mod n. If the edge {z, y} does not belong to B n+1 , we are done. So we assume that {z, y} ∈ B n+1 . There are two possible cases: (i) in the sequence of moves between x and y described by (4) , there is at least one move of length (k − − 1); (ii) there is no move of length (k − − 1).
(i) Let z = y − − (k − − 1) mod n. Using Remark 3, we see that the edge {z , z + mod n} exists in E n+1 , because {z, y} ∈ B n+1 and |z −z|=k − −1, which is smaller than k and different from k − . We can therefore replace the sequence (z , z, y) by (z , z − , y) (see Fig. 5 ) and obtain a path between x and y without any edge belonging to B n+1 .
(ii) If there are at most r − 1 moves between x and y, we can replace the last move, , by two moves, (k − − 1) and − . If there are exactly r moves between x and y, we have the sequence k, k, . . . , k (r − 1 times), . Among the r vertices x + ki, 0 i r − 1, belonging to the path between x and y, there is at least one, t, for which the edge {t, t + (k − − 2)} is not in B n+1 (use Remark 3 and the fact that |B 1 n+1 | = |B 2 n+1 | = r − 1). We change accordingly the order of the sequence. In this case, it could be that the first move goes anticlockwise, with length −(k − − 2), followed by moves of length k.
Step 2: In comparison with the proof of the previous theorem, there are fewer edges between the vertices in V n+1 \{Z}. Therefore, if a path with at most r moves exists between x and x + p mod n, necessarily this path goes through Z. Consider a sequence of vertices (y, Z, z), with y, z ∈ {0} ∪ {1, 2, . .
If neither y nor z belongs to {k + 1, n − (k + 1)}, we see that we can also go from y to z in two moves, without going through Z:
(a) If y = n − (k − ) and z = k − , then we can go from y to z with one move of length k and one move of length k − 2 : first, by (2) and 1, we have k − − 1 k − 2 − k + + 2, so |k − 2 | ∈ J ; second, the move from to k − is possible because k − cannot be the end of an edge in B n+1 , unless k − = 1, which is impossible, see the sentence following the description of G n+1 .
(b) If not, then |y − z| 2k − 2 − 2 and clearly with two moves whose lengths belong to J we can link y to z and avoid the forbidden edges (if |y − z| = 2k − 2 − 3, we use one move of length k − − 1 and one move of length k − − 2, in an order which avoids edges in B n+1 , cf. Figure 5) . Therefore, using Z does not help, and as in Theorem 5, it is impossible to reach x + p.
If only one of y and z belongs to {k + 1, n − (k + 1)}, then from a vertex x the furthest vertex we can reach is x = x + (r − 2)k + (k + 1) + (k − ) mod n, using r − 2 times the longest possible move, and the sequence (y, Z, z) with its longest possibility. Now x = x + rk − + 1 = x + p + 1 mod n, and we see that in the sequence of moves leading to x there is no way of shortening a move by only one, so we cannot reach exactly x + p. We can therefore assume, without loss of generality, that from now on y = n − (k + 1) and z = k + 1.
If we use r −2 moves of length k, then we reach x +(r −2)k +2(k +1)=x +rk +2 = x +p mod n. If we use at most r − 4 moves of length k, then the furthest point we can reach is x + (r − 4)k + 2(k − − 1) + 2(k + 1) = x + p − mod n, which cannot attain x + p. Finally, if we use r − 3 moves of length k, then we must use one move of length k − − 2,
This is precisely the length of the forbidden edges in B n+1 ; moreover, since y = n − (k + 1) and z = k + 1 belong to our path and appear in the definition of B n+1 , and |B 1 n+1 | = |B 2 n+1 | = r − 1, we see that the use of an edge of the desired length is impossible.
Step 3: We show that from Z we can reach, in at most r moves, any vertex between 0 and p. We assume here that k − 3 (if k − = 2, then, by the sentence following the description of G n+1 , n + 1 = 13 and the study of G 13 is straightforward).
Apart maybe from Z, vertex 1 is linked to the following vertices:
). The vertices 2, 3, . . . , k − − 2, k − , k + 1 are also linked to Z, as well as
Step 1, we know that from 1 we can reach, in at most r moves, any vertex between 2 and p, with a first move which is either clockwise, or anticlockwise with length −(k − − 2). In all cases, the vertex reached from 1 in the first move can also be reached from Z in one move. Therefore, Z can reach any vertex between 2 and p in at most r moves. By symmetry, the same is true for the vertices between n − 2 and p. Finally, the vertices 0, 1, and n − 1 can be attained in at most two moves from Z.
Whether such extremal codes exist also when n < 3r 2 is an open issue.
An infinite "bad" graph
We exhibit an infinite graph in which the only possible 1-identifying code is the set of all vertices. Let V 1 = {. . . , −3, −1, 1, 3, . . .} be the set of odd integers and V 2 = {. . . , −4, −2, 0, 2, 4, . . .} be the set of even integers. We define the graph G = (V , E) in the following way:
Theorem 7. The set V is the only 1-identifying code in G.

Proof. For all integers i,
which shows that all vertices must be codewords. On the other hand, V is obviously 1-identifying.
Locating-dominating codes
As for identifying codes, we establish lower and upper bounds for the cardinality of an r-locating-dominating code in a graph with n vertices, and give constructions meeting these bounds. The following construction and lemma will be useful. Proof. Because for all vertices v ∈ V \C, the sets K C,r (v) must be nonempty and distinct, we have: 2 |C| − 1 n − |C|. The fact that not all vertices are necessary in a minimum code is obvious, because G is connected.
A complete graph on n vertices is one example of a graph where all vertices but one are necessary for a locatingdominating code.
To reach the lower bound, we apply the construction of Lemma 3 to the graph G constructed in Section 3 for Theorem 3. We fix n * and we have two cases to consider: either 2 k + k < n * < 2 k+1 + k + 1 for some integer k, or n * = 2 + for some .
In the first case, n * reads n * = n + k + 1, where k + 1 = log 2 (n + 1) and 2 k n 2 k+1 − 1; then we use the graph G with n vertices admitting an r-identifying code of size c = log 2 (n + 1) to obtain a graph G * with n * = n + c vertices admitting an r-locating-dominating code of size c * = c. Since c is the smallest integer such that 2 c − 1 n, c * is the smallest integer such that 2 c * + c * n * + 1, which means that the lower bound of Theorem 8 is achieved by the graph G * .
If n * = 2 + , we proceed in the same way as before for n * + 1, and obtain a graph with n * + 1 vertices for which c * = + 1 codewords are sufficient, where c * is the smallest integer such that 2 c * + c * n * + 2 = 2 + + 2. Then c * is also the smallest integer such that 2 c * + c * 2 + + 1 = n * + 1, and deleting one noncodeword yields a graph which achieves the lower bound of Theorem 8.
