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BLM REALIZATION FOR THE INTEGRAL FORM OF QUANTUM gln
QIANG FU
Abstract. Let U(n) be the quantum enveloping algebra of gln over Q(v), where v is an
indeterminate. We will use q-Schur algebras to realize the integral form of U(n). Furthermore
we will use this result to realize quantum gln over k, where k is a field containing an l-th
primitive root ε of 1 with l > 1 odd.
1. Introduction
It is well known that the positive part of the integral form of quantum enveloping algebras
of finite type was realized as a Ringel–Hall algebra (see [16, 17]). Using a beautiful geometric
construction of q-Schur algebras, the entire quantum gln over the rational function field Q(v)
(with v being an indeterminant) was realized by A. A. Beilinson, G. Lusztig and R. MacPherson
(BLM) in [1].
Let U(n) be the Lusztig Z-form of quantum gln, where Z = Z[v, v
−1]. We will give BLM
realization of U(n) in this paper. More precisely, We will construct a certain Z-submodule of∏
r>0S(n, r), denoted by V(n), where S(n, r) is the q-Schur algebra over Q(v). We will show
that V(n) is a Z-subalgebra of
∏
r>0S(n, r) and prove in 4.4 that V(n) is isomorphic to U(n) as
a Z-algebra. Similarly, we may construct the affine version of V(n), denoted by V△(n), which is
a certain Z-submodule of
∏
r>0S△(n, r), where S△(n, r) is the affine q-Schur algebra over Q(v).
We conjecture that V△(n) is a Z-subalgebra of
∏
r>0S△(n, r). If this conjecture is true, then
V△(n) is isomorphic to the Z-module D˜△(n) defined in [2, (3.8.1.1)].
Let k be a field containing an l-th primitive root ε of 1 with l > 1 odd. Specializing v to ε, k will
be viewed as a Z-module. Let Uk(n) = U(n)⊗Z k and Uk(n) = Uk(n)/〈K
l
i − 1 | 1 6 i 6 n− 1〉.
We will prove that the algebra Uk(n) can be realized as a k-subalgebra of
∏
r>0 Sk(n, r), where
Sk(n, r) is the q-Schur algebra over k.
We organize this paper as follows. We recall some results of quantum gln and q-Schur algebras
in §2. We will establish some useful multiplication formulas for q-Schur algebras in 3.4 and 3.5.
A certain Z-submodule of
∏
r>0S(n, r), denoted by V(n), will be constructed in §4. We will use
3.4 and 3.5 to prove that V(n) is BLM realization of U(n). Furthermore, we will give realization
of Uk(n) in 4.6.
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Throughout this paper, let Z = Z[v, v−1], where v is an indeterminate, and let Q(v) be the
fraction field of Z. For i ∈ Z let [i] = v
i−v−i
v−v−1
and [[i]] = v
2i−1
v2−1
. For integers N, t with t > 0, let[
N
t
]
=
[N ][N − 1] · · · [N − t+ 1]
[t]!
∈ Z,
[[
N
t
]]
=
[[N ]][[N − 1]] · · · [[N − t+ 1]]
[[t]]!
∈ Z
where [t]! = [1][2] · · · [t] and [[t]]! = [[1]][[2]] · · · [[t]]. For µ ∈ Zn and λ ∈ Nn let
[
µ
λ
]
=
[
µ1
λ1
]
· · ·
[
µn
λn
]
.
2. The quantum gln and the q-Schur algebra
The below definition of quantum gln is a slightly modified version of Jimbo [11]; see [9, 18].
Definition 2.1. The quantum enveloping algebra of gln is the Q(v)-algebra U(n) presented by
generators
Ei, Fi (1 6 i 6 n− 1), Kj , K
−1
j (1 6 j 6 n)
and relations
(a) KiKj = KjKi, KiK
−1
i = 1;
(b) KiEj = v
δi,j−δi,j+1EjKi;
(c) KiFj = v
δi,j+1−δi,jFjKi;
(d) EiEj = EjEi, FiFj = FjFi when |i− j| > 1;
(e) EiFj − FjEi = δi,j
K˜i−K˜
−1
i
v−v−1
, where K˜i = KiK
−1
i+1;
(f) E2i Ej − (v + v
−1)EiEjEi + EjE
2
i = 0 when |i− j| = 1;
(g) F 2i Fj − (v + v
−1)FiFjFi + FjF
2
i = 0 when |i− j| = 1.
Following [13], let U(n) be the Z-subalgebra of U(n) generated by all E
(m)
i , F
(m)
i , K
±1
i and[
Ki;0
t
]
, where for m, t ∈ N,
E
(m)
i =
Emi
[m]!
, F
(m)
i =
Fmi
[m]!
, and
[
Ki; 0
t
]
=
t∏
s=1
Kiv
−s+1 −K−1i v
s−1
vs − v−s
.
Let Θ(n) be the set of all n×n matrices over N. Let Θ±(n) be the set of all A ∈ Θ(n) whose
diagonal entries are zero. Let Θ+(n) (resp., Θ−(n)) be the subset of Θ(n) consisting of those
matrices A with ai,j = 0 for all i > j (resp., i < j). For A ∈ Θ
±(n), write A = A+ + A− with
A+ ∈ Θ+(n) and A− ∈ Θ−(n). For A ∈ Θ±(n) let
(2.1.1) E(A
+) =
∏
16i6h<j6n
E
(ai,j)
h and F
(A−) =
∏
16j6h<i6n
F
(ai,j)
h
The orders in which the products E(A
+) and F (A
−) are taken are defined as follows. Put
Mj = Mj(A
+) = E
(aj−1,j )
j−1 (E
(aj−2,j )
j−2 E
(aj−2,j )
j−1 ) · · · (E
(a1,j )
1 E
(a1,j )
2 · · ·E
(a1,j )
j−1 ).
Similarly, put
M ′j = (F
(aj,1)
j−1 · · ·F
(aj,1)
2 F
(aj,1)
1 ) · · · (F
(aj,j−2)
j−1 F
(aj,j−2)
j−2 )F
(aj,j−1)
j−1 .
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Then E(A
+) = MnMn−1 · · ·M2 and F
(A−) = M ′2M
′
3 · · ·M
′
n. According to [13, 4.5] and [14, 7.8]
we have the following result.
Proposition 2.2. The set
{E(A
+)
∏
16i6n
Kδii
[
Ki; 0
λi
]
F (A
−) | A ∈ Θ±(n), δ, λ ∈ Nn, δi ∈ {0, 1}, ∀i}
forms a Z-basis of U(n).
Schur algebras are certain important finite-dimensional algebras. It is used to link representa-
tion of general linear groups and symmetric groups. q-Schur algebras are quantum deformation
of Schur algebras, which is defined by certain endomorphism algebras arising from Hecke al-
gebras of type A. We now follow [3, 4] to recall the definition of q-Schur algebras as follows.
Let Sr be the symmetric group on r letters. The symmetric group Sr is generated by the set
{si := (i, i + 1) | 1 6 i 6 r − 1}. The Hecke algebra H(r) associated with Sr is the Z-algebra
generated by Ti (1 6 i 6 r − 1), with the following relations:
(Ti + 1)(Ti − q) = 0, TiTi+1Ti = Ti+1TiTi+1, TiTj = TjTi (|i− j| > 1).
where q = v2. If w = si1si2 · · · sim is reduced let Tw = Ti1Ti2 · · ·Tim . Then the set {Tw | w ∈ Sr}
forms a Z-basis for H(r). Let Λ(n, r) = {λ ∈ Nn | σ(λ) :=
∑
16i6n λi = r}. For λ ∈ Λ(n, r),
let Sλ be the Young subgroup of Sr and let xλ =
∑
w∈Sλ
Tw. Let H(r) = H(r)⊗Z Q(v). The
endomorphism algebras
S(n, r) := EndH(r)
( ⊕
λ∈Λ(n,r)
xλH(r)
)
, S(n, r) := EndH(r)
( ⊕
λ∈Λ(n,r)
xλH(r)
)
are called q-Schur algebras. For λ, µ ∈ Λ(n, r) let Dλ,µ be the set of distinguished double
(Sλ,Sµ)-coset representatives. For λ, µ ∈ Λ(η, r), d ∈ Dλ,µ, define φ
d
λµ ∈ S(n, r) by
φdλµ(xνh) = δµ,ν
∑
x∈SλdSµ
Txh.
According to [4, 1.4], the set {φdλµ | λ, µ ∈ Λ(n, r), d ∈ Dλ,µ} forms a Z-basis for S(n, r).
Let Θ(n, r) =
{
A ∈ Θ(n)
∣∣σ(A) := ∑16i,j6n ai,j = r}. The basis for S(n, r) can also be
indexed by the set Θ(n, r), which we now describe. For 1 6 i 6 n, and λ ∈ Λ(n, r) let
Rλi =
{ ∑
16t6i−1
λt + 1,
∑
16t6i−1
λt + 2, . . . ,
∑
16t6i−1
λt + λi
}
,
According to [10, 1.3.10], there is a bijective map
 : {(λ, d, µ) | d ∈ Dλ,µ, λ, µ ∈ Λ(n, r)} −→ Θ(n, r)
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sending (λ, d, µ) to A = (ak,l), where ak,l = |R
λ
k ∩ dR
µ
l | for all k, l ∈ Z. If λ, µ ∈ Λ(n, r) and
d ∈ Dλ,µ are such that A = (λ, d, µ), let
[A] = v−dAφdλ,µ, where dA =
∑
16i6n
i>k,j<l
ai,jak,l.
Then the set {[A] | A ∈ Θ(n, r)} forms a Z-basis for S(n, r).
The geometric definition of q-Schur algebra was given in [1, 1.2]. It is proved in [5, A.1] that
the two definitions of q-Schur algebras are equivalent. According to [1, 1.2,1.3], for λ ∈ Λ(n, r)
and A ∈ Θ(n, r), we have
(2.2.1) [diag(λ)][A] =

[A] if λ = ro(A)0 otherwise; and [A][diag(λ)] =

[A] if λ = co(A)0 otherwise,
where ro(A) = (
∑
j a1,j , · · · ,
∑
j an,j) and co(A) = (
∑
i ai,1, · · · ,
∑
i ai,n) are the sequences of
row and column sums of A.
The algebra U(n) and the q-Schur algebra S(n, r) are related by an algebra epimorphism ζr
which we now describe. For A ∈ Θ±(n), δ ∈ Zn and λ ∈ Nn let
A(δ, λ, r) =
∑
µ∈Λ(n,r−σ(A))
vµδ
[µ
λ
]
[A+ diag(µ)] ∈ S(n, r);
A(δ, r) =
∑
µ∈Λ(n,r−σ(A))
vµδ [A+ diag(µ)] ∈ S(n, r),
where µ  δ =
∑
16i6n µiδi. Furthermore we set
A(δ, λ) = (A(δ, λ, r))r>0 ∈
∏
r>0
S(n, r);
A(δ) = (A(δ, r))r>0 ∈
∏
r>0
S(n, r).
Then by definition we have A(δ) = A(δ,0), where 0 = (0, · · · , 0) ∈ Nn. For 1 6 i, j 6 n,
let Ei,j ∈ Θ(n) be the matrix (ak,l) with ak,l = δi,kδj,l. According to [1], there is an algebra
epimorphism
ζr : U(n)։ S(n, r)
satisfying ζr(Eh) = Eh,h+1(0, r), ζr(K
j1
1 K
j2
2 · · ·K
jn
n ) = 0(j, r) and ζr(Fh) = Eh+1,h(0, r), for
1 6 h 6 n− 1 and j ∈ Zn.
We conclude this section by recalling an important triangular relation in q-Schur algebras.
For A = (as,t) ∈ Θ(n) and i < j, let σi,j(A) =
∑
s6i;t>j as,t and σj,i(A) =
∑
s6i;t>j at,s. Define
A′ 4 A iff σi,j(A
′) 6 σi,j(A) and σj,i(A
′) 6 σj,i(A) for all 1 6 i < j 6 n. Put A
′ ≺ A if A′ 4 A
and, for some pair (i, j) with i 6= j, σi,j(A
′) < σi,j(A). According to [1, 5.3 and 5.4(c)], we have
the following result.
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Proposition 2.3. For A ∈ Θ±(n), we have∏
16i6h<j6n
(ai,jEh,h+1)(0) ·
∏
16j6h<i6n
(ai,jEh+1,h)(0) = A(0) + f
where the ordering of the products in the left hand side of the above equation is the same as in
(2.1.1) and f is the Q(v)-linear combination of B(j) with B ∈ Θ±(n), B ≺ A and j ∈ Zn.
3. The multiplication formulas for q-Schur algebras
We will derive certain useful multiplication formulas for q-Schur algebras in 3.4 and 3.5.
We need some preparation before proving 3.4 and 3.5. Let ¯ : Z → Z be the ring homomor-
phism defined by v¯ = v−1. The following impotent multiplication formulas for q-Schur algebras
was proved in [1, 3.4].
Proposition 3.1. Let 1 6 h 6 n − 1, A ∈ Θ(n, r) and λ = ro(A). Let Bm = diag(λ) +
mEh,h+1 −mEh+1,h+1 and Cm = diag(λ)−mEh,h +mEh+1,h. Then in S(n, r)
(1) [Bm] · [A] =
∑
t∈Λ(n,m)
∀u∈Z,tu6ah+1,u
vβ(t,A)
∏
u∈Z
[[
ah,u + tu
tu
]][
A+
∑
u∈Z
tu(E
△
h,u − E
△
h+1,u)
]
;
for all 0 6 m 6 λh+1, where β(t, A) =
∑
j>u ah,jtu −
∑
j>u ah+1,jtu +
∑
u<u′ tutu′.
(2) [Cm] · [A] =
∑
t∈Λ(n,m)
∀u∈Z,tu6ah,u
vγ(t,A)
∏
u∈Z
[[
ah+1,u + tu
tu
]][
A−
∑
u∈Z
tu(E
△
h,u − E
△
h+1,u)
]
,
for all 0 6 m 6 λh, where γ(t, A) =
∑
j6u ah+1,jtu −
∑
j<u ah,jtu +
∑
u<u′ tutu′.
We also need the following formulas for Gaussian binomial coefficient (see [12]).
Lemma 3.2. For m,n ∈ Z, a, b ∈ N we have
(1)
[
n
a
]
=
∑
06j6a
v2(m−j)(a−j)
[
m
j
][
n−m
a−j
]
;
(2)
[
m
a
][
m
b
]
=
∑
06c6min{a,b}
v2(b−c)(a−c)
[
m
a+b−c
][
a+b−c
c, a−c, b−c
]
, where
[
a+b−c
c, a−c, b−c
]
= [[a+b−c]]
!
[[c]]![[a−c]]![[b−c]]!
.
Let 6 be the partial order on Nn defined by setting, for λ, µ ∈ Nn, λ 6 µ if and only if λi 6 µi
for 1 6 i 6 n. For λ, α, β, γ ∈ Nn with λ = α+ β + γ let[
λ
α, β, γ
]
=
∏
16i6n
[λi]
!
[αi]![βi]![γi]!
.
The above lemma immediately yields the following corollary.
Corollary 3.3. For λ, µ ∈ Nn and α, β ∈ Zn we have
(1)
[
α+β
λ
]
=
∑
µ∈Nn, µ6λ
vα(λ−µ)−µβ
[
α
µ
][
β
λ−µ
]
;
(2)
[
α
λ
][
α
µ
]
=
∑
γ∈Nn
γ6λ, γ6µ
vλµ−αγ
[
λ+µ−γ
γ, λ−γ, µ−γ
][
α
λ+µ−γ
]
.
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We now use 3.1 and 3.3 to prove 3.4 and 3.5.
Lemma 3.4. For A ∈ Θ±(n), λ, µ ∈ Nn and δ, γ ∈ Zn we have
0(γ, µ)A(δ, λ) =
∑
ν∈Nn, ν6µ
aνA(γ + δ − ν, λ+ µ− ν),
where 0 stands for the zero matrix and
aν =
∑
j∈Nn
ν−λ6j6ν
vro(A)(γ+µ−j)+λ(µ−j)
[
ro(A)
j
] [
λ+ µ− ν
ν − j, λ− ν + j, µ− ν
]
.
Proof. According to (2.2.1) we have
0(γ, µ, r)A(δ, λ, r) =
∑
α∈Λ(n,r−σ(A))
v(ro(A)+α)γ+αδ
[
ro(A) + α
µ
] [α
λ
]
[A+ diag(α)].
Furthermore by 3.3 we have[
ro(A) + α
µ
] [α
λ
]
=
∑
j∈Nn, j6µ
vro(A)(µ−j)−αj
[
ro(A)
j
] [
α
µ− j
] [α
λ
]
=
∑
j,β∈Nn, j6µ
β6λ, β6µ−j
v(ro(A)+λ)(µ−j)−α(j+β)
[
ro(A)
j
] [
α
λ+ µ− j− β
]
×
[
λ+ µ− j− β
β, λ− β, µ− j− β
]
.
Thus we conclude that
0(γ, µ, r)A(δ, λ, r) =
∑
j,β∈Nn, j6µ
β6λ, β6µ−j
vro(A)(γ+µ−j)+λ(µ−j)
[
ro(A)
j
] [
λ+ µ− j− β
β, λ− β, µ− j− β
]
×A(γ + δ − j− β, λ+ µ− j− β, r)
=
∑
ν∈Nn, ν6µ
aνA(γ + δ − ν, λ+ µ− ν, r).
The assertion follows. 
For simplicity, we set A(δ, λ, r) = 0 and A(δ, λ) = 0 if ai,j < 0 for some i 6= j for A ∈Mn(Z).
Lemma 3.5. Let A ∈ Θ±(n), δ ∈ Zn, λ ∈ Nn, m ∈ N and 1 6 h 6 n− 1.
(1) For t ∈ Λ(n,m), 0 6 j 6 λh, 0 6 k 6 λh+1, and 0 6 c 6 min{th, j}, we set
αtj,c,k =
(∑
h>u
tu + λh − j − c
)
eh +
(
λh+1 − k −
∑
h+1>u
tu
)
eh+1,
βtj,c,k = (th + j − c− λh)eh + (k − λh+1)eh+1
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and
f tj,c,k = v
gtj,k
∏
u 6=h
[[
ah,u + tu
tu
]] [
−th
λh − j
] [
th + j − c
c, th − c, j − c
] [
th+1
λh+1 − k
]
where gtj,k =
∑
j>u, j 6=h ah,jtu −
∑
j>u, j 6=h+1 ah+1,jtu +
∑
u′ 6=h,h+1, u<u′ tutu′ − thδh + th+1δh+1 +
2jth − kth+1. Then we have
(mEh,h+1)(0)A(δ, λ)
=
∑
t ∈ Λ(n,m)
0 6 j 6 λh, 0 6 k 6 λh+1
0 6 c 6 min{th, j}
f tj,c,k
(
A+
∑
u 6=h
tuEh,u −
∑
u 6=h+1
tuEh+1,u
)
(δ + αtj,c,k, λ+ β
t
j,c,k).
(2) For t ∈ Λ(n,m), 0 6 j 6 λh+1, 0 6 k 6 λh, and 0 6 c 6 min{th+1, j}, we set
α˜tj,c,k =
( ∑
h+1<u
tu + λh+1 − j − c
)
eh+1 +
(
λh − k −
∑
h<u
tu
)
eh,
β˜tj,c,k = (th+1 + j − c− λh+1)eh+1 + (k − λh)eh
and
f˜ tj,c,k = v
g˜tj,k
∏
u 6=h+1
[[
ah+1,u + tu
tu
]] [
−th+1
λh+1 − j
] [
th+1 + j − c
c, th+1 − c, j − c
] [
th
λh − k
]
where g˜tj,k =
∑
j6u, j 6=h+1 ah+1,jtu −
∑
j<u, j 6=h ah,jtu +
∑
u 6=h,h+1, u<u′ tutu′ + thδh − th+1δh+1 +
2jth+1 − kth. Then we have
(mEh+1,h)(0)A(δ, λ)
=
∑
t ∈ Λ(n,m)
0 6 j 6 λh+1, 0 6 k 6 λh
0 6 c 6 min{th+1, j}
f˜ tj,c,k
(
A−
∑
u 6=h
tuEh,u +
∑
u 6=h+1
tuEh+1,u
)
(δ + α˜tj,c,k, λ+ β˜
t
j,c,k).
Proof. For simplicity, for A ∈ Mn(Z) with σ(A) = r, we set [A] = 0 ∈ S(n, r) if ai,j < 0 for
some i, j. According to 3.1 we have
(mEh,h+1)(0, r)A(δ, λ, r)
=
∑
α∈Λ(n,r−σ(A))
vαδ
[α
λ
]
[mEh,h+1 + diag(ro(A) + α−meh+1)] · [A+ diag(α)]
=
∑
α∈Λ(n,r−σ(A))
t∈Λ(n,m)
vβ(t,A+diag(α))+αδ−thαh
∏
u 6=h
[[
ah,u + tu
tu
]] [
αh + th
th
] [α
λ
]
×
[
A+
∑
u 6=h
tuEh,u −
∑
u 6=h+1
tuEh+1,u + diag(α+ theh − th+1eh+1)
]
.
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Let ν = α+ theh − th+1eh+1. By 3.3 we have[
νh − th
λh
] [
νh
th
]
=
∑
06j6λh
vνh(λh−j)+jth
[
−th
λh − j
]( [
νh
th
] [
νh
j
])
=
∑
06j6λh
06c6min{th,j}
vνh(λh−j−c)+2jth
[
−th
λh − j
] [
νh
th + j − c
] [
th + j − c
c, th − c, j − c
]
and
[
νh+1+th+1
λh+1
]
=
∑
06k6λh+1
vνh+1(λh+1−k)−kth+1
[
νh+1
k
][
th+1
λh+1−k
]
. This implies that
[
αh + th
th
] [α
λ
]
=
∏
s 6=h,h+1
[
νs
λs
] ∑
06k6λh+1, 06j6λh
06c6min{th,j}
vx
ν,t
j,c,k
[
−th
λh − j
] [
th + j − c
c, th − c, j − c
]
×
[
th+1
λh+1 − k
] [
νh
th + j − c
] [νh+1
k
]
.
where xν,tj,c,k = νh(λh − j − c) + νh+1(λh+1 − k) + 2jth − kth+1. Thus
(mEh,h+1)(0, r)A(δ, λ, r)
=
∑
t ∈ Λ(n,m)
0 6 j 6 λh, 0 6 k 6 λh+1
0 6 c 6 min{th, j}
∏
u 6=h
[[
ah,u + tu
tu
]] [
−th
λh − j
] [
th + j − c
c, th − c, j − c
] [
th+1
λh+1 − k
]
×
∑
ν∈Λ(n,r−σ(A)+th−th+1)
vy
ν
j,c,k
∏
s 6=h,h+1
[
νs
λs
] [
νh
th + j − c
] [νh+1
k
]
×
[
A+
∑
u 6=h
tuEh,u −
∑
u 6=h+1
tuEh+1,u + diag(ν)
]
=
∑
t ∈ Λ(n,m)
0 6 j 6 λh, 0 6 k 6 λh+1
0 6 c 6 min{th, j}
f tj,c,k
(
A+
∑
u 6=h
tuEh,u −
∑
u 6=h+1
tuEh+1,u
)
(δ + αtj,c,k, λ+ β
t
j,c,k).
where yν,tj,c,k = β(t, A+ diag(α)) + α  δ − thαh + x
ν,t
j,c,k = g
t
j,k + ν  (δ + α
t
j,c,k). The assertion (1)
follows. The assertion (2) can be proved in a way similar to the proof of (1). 
4. Realization of U(n) and Uk(n)
We shall denote by V(n) the Z-submodule of
∏
r>0S(n, r) spanned by {A(δ, λ) | A ∈
Θ±(n), δ ∈ Zn, λ ∈ Nn}. Let V0(n) be the Z-subalgebra of
∏
r>0S(n, r) generated by 0(±ei)
and 0(0, tei) for 1 6 i 6 n and t ∈ N, where ei = (0, · · · , 0, 1
i
, 0 · · · , 0) ∈ Nn.
Lemma 4.1. The set {0(δ, λ) | δ, λ ∈ Nn, δi ∈ {0, 1},∀i} forms a Z-basis for V
0(n).
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Proof. Let V0(n) be the Q(v)-subalgebra of
∏
r>0S(n, r) generated by 0(±ei) for 1 6 i 6 n.
Since the set {0(j) | j ∈ Zn} forms a Q(v)-basis for V0(n) we conclude that V0(n) is isomorphic
to U0(n), where U0(n) is the Q(v)-subalgebra of U(n) generated by K±1i for 1 6 i 6 n. Now
the assertion follows from [13, 4.5]. 
We now describe several Z-bases for V(n) as follows.
Lemma 4.2. Each of the following set forms a Z-basis for V(n) :
(1) B1 = {0(δ, λ)A(0) | A ∈ Θ
±(n), δ, λ ∈ Nn, δi ∈ {0, 1},∀i};
(2) B2 = {A(0)0(δ, λ) | A ∈ Θ
±(n), δ, λ ∈ Nn, δi ∈ {0, 1},∀i};
(3) B3 = {A(δ, λ) | A ∈ Θ
±(n), δ, λ ∈ Nn, δi ∈ {0, 1},∀i}.
Proof. According to 3.4 we have
0(δ, λ)A(0) = vro(A)(δ+λ)A(δ, λ) +
∑
j∈Nn,0<j6λ
vro(A)(δ+λ−j)
[
ro(A)
j
]
A(δ − j, λ− j).
It follows that V(n) is spanned by {0(δ, λ)A(0) | A ∈ Θ±(n), δ ∈ Zn, λ ∈ Nn}. Thus by 4.1 we
have V(n) = spanZ B1. Since the set {0(j)A(0) | A ∈ Θ
±(n), j ∈ Zn} is linearly independent,
by 4.1 we conclude that the set B1 is linearly independent. Hence the set B1 forms a Z-basis
for V(n). Similarly, the set B2 forms a Z-basis for V(n). It remains to prove that the set B3
forms a Z-basis for V(n). For λ ∈ Nn and µ, δ ∈ Zn we have
vδiµi
[
µi
λi
]
= vλi(vλi+1 − v−λi−1)v(δi−1)µi
[
µi
λi + 1
]
+ v2λi+(δi−2)µi
[
µi
λi
]
.
It follows that
A(δ, λ) = vλi(vλi+1 − v−λi−1)A(δ − ei, λ+ ei) + v
2λiA(δ − 2ei, λ)
= −v−λi(vλi+1 − v−λi−1)A(δ + ei, λ+ ei) + v
−2λiA(δ + 2ei, λ)
for 1 6 i 6 n, λ ∈ Nn and δ ∈ Zn. This shows that V(n) is spanned by B3. Assume∑
A∈Θ±(n), λ,δ∈Nn
δi∈{0,1},∀i
fA,δ,λA(δ, λ) = 0
where fA,δ,λ ∈ Q(v). Then∑
A∈Θ±(n)
µ∈Λ(n,r−σ(A))
( ∑
λ,δ∈Nn
δi∈{0,1},∀i
fA,δ,λv
µδ
[µ
λ
])
[A+ diag(µ)] =
∑
A∈Θ±(n), λ,δ∈Nn
δi∈{0,1},∀i
fA,δ,λA(δ, λ, r) = 0.
This implies that ∑
λ,δ∈Nn
δi∈{0,1},∀i
fA,δ,λv
µδ
[µ
λ
]
= 0
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for A ∈ Θ±(n) and µ ∈ Nn. It follows that∑
λ,δ∈Nn
δi∈{0,1},∀i
fA,δ,λ0(δ, λ, r) = 0
for r > 0 and A ∈ Θ±(n). Thus by 4.1 we conclude that fA,δ,λ = 0 for all A, δ, λ. This shows
that the set B3 is linearly independent and hence the set B3 forms a Z-basis for V(n). 
We now use 3.4 and 3.5 to prove that V(n) is a Z-subalgebra of
∏
r>0S(n, r).
Proposition 4.3. V(n) is a Z-subalgebra of
∏
r>0S(n, r). Furthermore the elements
(mEh,h+1)(0), (mEh+1,h)(0) and 0(δ, λ) (for m ∈ N, 1 6 h 6 n − 1, δ ∈ Z
n and λ ∈ Nn)
generate V(n) as a Z-algebra.
Proof. Let V(n)1 be the Z-subalgebra of
∏
r>0S(n, r) generated by (mEh,h+1)(0), (mEh+1,h)(0)
and 0(δ, λ) for m ∈ N, 1 6 h 6 n− 1, δ ∈ Zn and λ ∈ Nn. From 3.4 and 3.5 we see that
(4.3.1) V(n)1 ⊆ V(n)1V(n) ⊆ V(n).
So by 4.2 it is enough to prove A(0)0(δ, λ) ∈ V(n)1 for A ∈ Θ
±(n), δ, λ ∈ Nn with δi ∈ {0, 1}
(1 6 i 6 n). We shall prove this by induction on ||A||, where
||A|| =
∑
r<s
(s − r)(s − r + 1)
2
ars +
∑
r>s
(r − s)(r − s+ 1)
2
ars ∈ N.
If ||A|| = 0, then A(0)0(δ, λ) = 0(δ, λ) ∈ V(n)1. Now we assume that ||A|| > 0 and our statement
is true for A′ with ||A′|| < ||A||. According to 2.3, for A ∈ Θ±(n), we have∏
16i6h<j6n
(ai,jEh,h+1)(0) ·
∏
16j6h<i6n
(ai,jEh+1,h)(0) = A(0) + f
where f is the Q(v)-linear combination of B(0)0(j) with B ∈ Θ±(n), B ≺ A and j ∈ Zn. It
follows that
(4.3.2)
∏
16i6h<j6n
(ai,jEh,h+1)(0) ·
∏
16j6h<i6n
(ai,jEh+1,h)(0) · 0(δ, λ) = A(0)0(δ, λ) + g
for δ, λ ∈ Nn with δi ∈ {0, 1} (1 6 i 6 n), where g = f · 0(δ, λ). From (4.3.1), 4.1 and 4.2 we see
that g must be a Z-linear combination of B(0)0(γ, µ) with B ∈ Θ±(n), B ≺ A, γ, µ ∈ Nn and
γi ∈ {0, 1} for 1 6 i 6 n. Note that if B ∈ Θ
±(n) satisfy B ≺ A, then ||B|| < ||A|| (see the proof
of [1, 4.2]). Thus by induction we conclude that g ∈ V(n)1 and hence A(0)0(δ, λ) ∈ V(n)1. The
assertion follows. 
Theorem 4.4. There is a Z-algebra isomorphism ζ : U(n) → V(n) satisfying E
(m)
h 7→
(mEh,h+1)(0), F
(m)
h 7→ (mEh+1,h)(0) and
∏
16i6nK
δi
i
[
Ki;0
λi
]
7→ 0(δ, λ) for m ∈ N, 1 6 h 6 n−1,
δ ∈ Zn and λ ∈ Nn.
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Proof. The maps ζr : U(n)→ S(n, r) induce an algebra homomorphism
ζ : U(n)→
∏
r>0
S(n, r)
satisfying ζ(x) = (ζr(x))r>0 for x ∈ U(n). From 4.3 we see that ζ(U(n)) = V(n). Furthermore
by 2.2, 4.2 and (4.3.2), we conclude that ζ is injective. 
Remark 4.5. (1) Let V(n) be the Q(v)-subspace of
∏
r>0S(n, r) spanned by {A(δ) | A ∈
Θ±(n), δ ∈ Zn}. Then V(n) ∼= V(n)⊗Z Q(v). According to 4.3 and 4.4 we conclude that V(n)
is a Q(v)-subalgebra of
∏
r>0S(n, r) and U(n)
∼= V(n).
(2) Note that for A ∈ Θ±(n) and λ ∈ Λ(n, r−σ(A)) we have A(0, λ, r) = [A+diag(λ)]. Thus
from 4.4 we see that ζr(U(n)) = S(n, r), which has been proved in [6, 3.4].
We now use q-Schur algebras over k to realize quantum gln over k, where k is a field containing
an l-th primitive root ε of 1 with l > 1 odd. Specializing v to ε, k will be viewed as a Z-
module. For µ ∈ Zn and λ ∈ Nn we shall denote the image of
[
µ
λ
]
in k by
[
µ
λ
]
ε
. Let Uk(n) =
U(n)⊗Z k and Sk(n, r) = S(n, r)⊗Z k. By restriction, the map ζr : U(n)→ S(n, r) induces an
algebra homomorphism ζr : U(n) → S(n, r). By tensoring with the field k, we get an algebra
homomorphism
ζr,k := ζr ⊗ id : Uk(n)→ Sk(n, r).
Let
Uk(n) = Uk(n)/〈K
l
i − 1 | 1 6 i 6 n− 1〉.
Since ζr,k(K
l
i) = 1, ζr,k induces an algebra homomorphism
ζ¯r,k : Uk(n)→ Sk(n, r)
satisfying ζ¯r,k(x¯) = ζr,k(x) for x ∈ Uk(n). The maps ζ¯r,k induce an algebra homomorphism
ζ¯k :=
∏
r>0
ζ¯r,k : Uk(n)→
∏
r>0
Sk(n, r)
satisfying ζ¯k(x) = (ζ¯r,k(x¯))r>0 for x¯ ∈ Uk(n). For A ∈ Θ(n, r) we let [A]ε = [A] ⊗ 1 ∈ Sk(n, r).
Similarly, for A ∈ Θ±(n), δ ∈ Zn and λ ∈ Nn, let A(δ, λ, r)ε = A(δ, λ, r) ⊗ 1 ∈ Sk(n, r),
A(δ, λ)ε = (A(δ, λ, r)ε)r>0 ∈
∏
r>0 Sk(n, r) and A(δ)ε = A(δ,0)ε. From 4.2 and 4.4 we see that
ζ¯k(Uk(n)) = spank{A(δ, λ)ε | A ∈ Θ
±(n), δ, λ ∈ Nn, δi ∈ {0, 1},∀i}.
Theorem 4.6. The algebra homomorphism ζ¯k is injective. Furthermore, the set
Bk := {A(0)ε0(−λ, λ)ε | A ∈ Θ
±(n), λ ∈ Nn}
forms a k-basis of ζ¯k(Uk(n)).
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Proof. We will identify U(n) with V(n) via the map ζ defined in 4.4. From 4.2 and [13, 6.4(b)],
we see that the set
{A(0)0(lδ)0(−λ, λ) ⊗ 1 | A ∈ Θ±(n), λ, δ ∈ Nn, δi ∈ {0, 1},∀i}
forms a k-basis for Uk(n). It follows that ζ¯k(Uk(n)) is spanned by the set Bk. Thus it is enough
to prove that the set Bk is linearly independent.
Assume ∑
A∈Θ±(n), λ∈Nn
fA,λA(0)ε0(−λ, λ)ε = 0
where fA,λ ∈ k. Then for any r > 0∑
A∈Θ±(n)
µ∈Λ(n,r−σ(A))
( ∑
λ∈Nn
fA,λε
−λ(µ+co(A))
[
µ+ co(A)
λ
]
ε
)
[A+ diag(µ)]ε = 0.
It follows that for any A ∈ Θ±(n), µ ∈ Λ(n, r − σ(A)) with r > σ(A), we have
(4.6.1)
∑
λ∈Nn
fA,λε
−λ(µ+co(A))
[
µ+ co(A)
λ
]
ε
= 0.
We claim that for A ∈ Θ±(n) and µ, α ∈ Nn we have
(4.6.2)
∑
λ∈Nn, λ>α
fA,λε
−λ(µ+co(A))
[
µ+ co(A)
λ− α
]
ε
= 0.
We apply induction on σ(α). For A ∈ Θ±(n) and µ, α ∈ Nn, we denote
gA,α,µ =
∑
λ∈Nn, λ>α
fA,λε
−λ(µ+co(A))
[
µ+ co(A)
λ− α
]
ε
.
If σ(α) = 0 then the claim follows from (4.6.1). Now we assume σ(α) > 0. There exist β ∈ Nn
such that α = β + ei. According to 3.3(1), for λ ∈ N
n with λ > β we have[
µ+ ei + co(A)
λ− β
]
ε
= ελi−βi
[
µ+ co(A)
λ− β
]
ε
+ ελi−βi−1−µi−
∑
16k6n ak,i
[
µ+ co(A)
λ− β − ei
]
ε
.
Thus by the induction hypothesis we conclude that
0 = gA,β,µ+ei = ε
−βigA,β,µ + ε
−βi−1−
∑
16k6n ak,i−µigA,α,µ = ε
−βi−1−
∑
16k6n ak,i−µigA,α,µ.
for A ∈ Θ±(n) and µ ∈ Nn. It follows that gA,α,µ = 0 for A ∈ Θ
±(n) and µ ∈ Nn, proving
(4.6.2).
Let X = {λ ∈ Nn | fA,λ 6= 0 for some A ∈ Θ
±(n)}. If X 6= ∅, we may choose a maximal
element ν in X with respect to 6. Then by (4.6.2) we have
fA,ν = ε
ν(µ+co(A))
∑
λ∈Nn, λ>ν
fA,λε
−λ(µ+co(A))
[
µ+ co(A)
λ− ν
]
ε
= 0.
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for A ∈ Θ±(n). This is a contradiction. Thus fA,λ = 0 for all A ∈ Θ
±(n) and λ ∈ Nn. The
assertion follows. 
Remark 4.7. (1) Let U(gln) be the universal enveloping algebra of gln and let UZ(gln) be the
Kostant Z-form of U(gln). Let SQ(n, r) = S(n, r)⊗Z Q, UZ(n) = U(n)⊗Z Z, where Z and Q are
regarded as Z-modules by specializing v to 1. Let WZ(n) be the Z-submodule of
∏
r>0 SQ(n, r)
spanned by the set {A(0, λ)1 | A ∈ Θ
±
△ (n), λ ∈ N
n}. According to [13, 6.7(c)], 4.4 and 4.6 we
conclude that WZ(n) is a Z algebra and UZ(gln)
∼= UZ(n)/〈Ki − 1 | 1 6 i 6 n〉 ∼=WZ(n).
(2) Assume ε = 1 ∈ k. Then l = 1 and Sk(n, r) is the Schur algebra over k. Let Wk(n) be
the k-subspace of
∏
r>0 Sk(n, r) spanned by the set {A(0, λ)1 | A ∈ Θ
±
△ (n), λ ∈ N
n}. From [13,
6.7(c)] and 4.6 we see that Wk(n) is a k-algebra and UZ(gln)⊗Z k ∼= Uk(n) ∼=Wk(n).
We end this paper with a conjecture on affine q-Schur algebras. Let Θ△(n) be the set of all
Z× Z matrices A = (ai,j)i,j∈Z with ai,j ∈ N such that
(a) ai,j = ai+n,j+n for i, j ∈ Z, and
(b) for every i ∈ Z, both sets {j ∈ Z | ai,j 6= 0} and {j ∈ Z | aj,i 6= 0} are finite.
Let Zn△ = {(λi)i∈Z | λi ∈ Z, λi = λi−n for i ∈ Z} and N
n
△ = {(λi)i∈Z ∈ Z
n
△ | λi > 0}. For r ∈ N let
Θ△(n, r) = {A ∈ Θ△(n) | σ(A) = r} and Λ△(n, r) = {λ ∈ N
n
△ | σ(λ) = r} where σ(λ) =
∑
16i6n λi
and σ(A) =
∑
16i6n, j∈Z ai,j. For λ ∈ Λ△(n, r), let diag(λ) = (δi,jλi)i,j∈Z ∈ Θ△(n, r).
Let S△(n, r) be the affine q-Schur algebra over Z. It has a normalized Z-basis {[A] | A ∈
Θ△(n, r)} (see [15, 1.9]). We put S△(n, r) = S△(n, r)⊗Z Q(v).
Let Θ±△ (n) = {A ∈ Θ△(n) | ai,i = 0 for all i}. For A ∈ Θ
±
△ (n), δ ∈ Z
n
△ and λ ∈ N
n
△ let
A(δ, λ, r) =
∑
µ∈Λ△(n,r−σ(A))
vµδ
[µ
λ
]
[A+ diag(µ)] ∈ S△(n, r)
A(δ, λ) = (A(δ, λ, r))r>0 ∈
∏
r>0
S△(n, r)
where µ  δ =
∑
16i6n µiδi and
[
µ
λ
]
=
[
µ1
λ1
]
· · ·
[
µn
λn
]
. Let A(δ) = A(δ,0), where 0 =
(· · · , 0, · · · , 0, · · · ) ∈ Nn△ .
We shall denote by V△(n) the Z-submodule of
∏
r>0S△(n, r) spanned by {A(δ, λ) | A ∈
Θ±△ (n), δ ∈ Z
n
△ , λ ∈ N
n
△}.
Lemma 4.8. Each of the following set forms a Z-basis for V△(n) :
(1) {0(δ, λ)A(0) | A ∈ Θ±△ (n), δ, λ ∈ N
n
△ , δi ∈ {0, 1},∀i};
(2) {A(0)0(δ, λ) | A ∈ Θ±△ (n), δ, λ ∈ N
n
△ , δi ∈ {0, 1},∀i};
(3) {A(δ, λ) | A ∈ Θ±△ (n), δ, λ ∈ N
n
△ , δi ∈ {0, 1},∀i}.
Proof. The assertion can be proved in a way similar to the proof of 4.2. 
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According to 4.3, V(n) is a Z-subalgebra of
∏
r>0S(n, r). Thus, it is natural to formulate the
following conjecture.
Conjecture 4.9. V△(n) is a Z-subalgebra of
∏
r>0S△(n, r).
Remarks 4.10. (1) According to [8], Conjecture 4.9 is true in the classical (v = 1) case.
(2) Let V△(n) be the Q(v)-subspace of
∏
r>0S△(n, r) spanned by all A(δ) for A ∈ Θ
±
△ (n) and
δ ∈ Zn. It is conjectured in [7, 5.5(2)] that V△(n) is a Q(v)-subalgebra of
∏
r>0S△(n, r). From
4.1 and 4.8, we see that V△(n) ∼= V△(n)⊗Q(v). Thus if Conjecture 4.9 is true, then we conclude
that V△(n) is a Q(v)-subalgebra of
∏
r>0S△(n, r).
(3) If Conjecture 4.9 is true, then by [2, 3.7.3] we conclude that the conjecture formulated in
[2, 3.8.6] is true and V△(n) is isomorphic to D˜△(n), where D˜△(n) is a certain Z-module defined in
[2, (3.8.1.1)].
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