Building upon the work of several previous papers, necessary and sufficient conditions are obtained for an incomplete idempotent latin square R of order n to be embedded in an idempotent latin square of order 2n. This work extends known necessary and sufficient conditions for embeddings into idempotent latin squares of order t ≥ 2n + 1, thereby pushing the bounds down to the point where subsequent developments must handle additional conditions that involve the arrangement of symbols on the given square.
Introduction
A partial latin square of order n on the symbols 1, . . . , t is an n × n array L in which each cell contains at most one symbol, and each symbol appears at most once in each row and at most once in each column of L. An incomplete latin square is a partial latin square in which each cell contains exactly one symbol, so if L is an incomplete latin square then t ≥ n. When t = n then the incomplete latin square is called a latin square. Let N L (i) be the number of cells in L that contain symbol i, and let L(i, j) denote the symbol in cell (i, The history of embedding of partial latin squares with different properties is very long. The classic embedding theorem by Hall [9] in 1945 can be considered the start of the embedding problem of latin rectangles. In 1951, Ryser [14] generalized Hall's result to any incomplete latin rectangle by giving the necessary and sufficient numerical conditions for these embeddings. In 1960, Evans [7] introduced the lowest bound of embeddings of partial latin squares of order n on n symbols.
In 1971, Lindner [11] proved that there exists a finite embedding of a partial idempotent latin square of order n on n symbols, and in 1973 Hilton [10] reduced the size of the embedding to 4n+1. In 1983, Andersen et al. [4] settled this problem for all t ≥ 2n + 1, relying on an important result in [3] . The problem of embedding of incomplete idempotent latin squares of order n on the symbols 1, . . . , t in an idempotent latin square of order t ≥ 2n + 1 was settled by Rodger [13] in 1984.
In the same paper Rodger considered the more general problem of a prescribed, but not necessarily idempotent diagonal for the containing latin square. In 1974 Cruse [6] settled the problem of embedding incomplete symmetric idempotent latin squares.
There are no necessary conditions for embedding an incomplete idempotent latin square L of order n in an idempotent latin square of order t with t ≥ 2n + 1. However, if t ≤ 2n, it is necessary that the generalized Ryser condition be satisfied; namely that N L (i) ≥ 2n − t + f (i) for 1 ≤ i ≤ t, where f (i) = 0 or 1 if i ≤ n or i > n respectively. In 1983, Rodger [12] proved that this condition is sufficient when t = 2n and n > 16. In 2000, Grant and Rodger [8] reduced the bound on n to 10, and dealt with some of the cases when n ≤ 10. If t < 2n then the problem takes a very difficult turn, since the numerical necessary conditions are not sufficient. The arrangement of the symbols within L can determine whether or not there exists an idempotent embedding of L [2, 5] .
In this paper, we address all of the remaining cases when t = 2n. The results in this paper together with the previous results settle the embedding problem of incomplete idempotent latin square of order n in idempotent latin square of order 2n, the smallest value of t for which just numerical conditions on L can be sufficient. It should be pointed that given the large number of incomplete idempotent latin squares, a computer search would be a difficult proposition.
Throughout this paper, we will refer to the symbols 1, . . . , n as small symbols, the symbols n + 1, . . . , 2n as BIG symbols, and the symbols n + 1, . . . , 2n − 2 as big symbols. Let the set B i = {u | u is a BIG symbol and N R (u) = i} and let b i = |B i |. Also, let the set S i = {u | u is a small symbol and N R (u) = i} and let s i = |S i |. Without loss of generality we will assume that
for any n × n incomplete idempotent latin square R that is to be embedded in an idempotent latin square of order 2n (simply rename the symbols to form R ′ ; once the idempotent embedding of R ′ has been obtained return the symbols to their original names and then symmetrically permute the rows and the columns n+1, . . . , 2n to form the required idempotent embedding of R). With this assumption in mind, define
The main idea
Before launching into a series of lemmas, it is worth seeing where we are heading. The desired embedding can be assured if we can carefully extend R by one row and two columns.
The following proposition is formally stated in [8] , though is essentially due to Andersen et al. [4] . Then R can be embedded in an idempotent latin square of order 2n.
Remark 1.
Since R + is not a square, the other useful tool available to us is to note that the embedding of R T in an idempotent latin square L T produces an embedding of R in the idempotent latin square L. This observation is used in Case 2 before Lemma 3.4.
Thus we now devote some effort to find a way to embed R in R + that has the properties stated in Proposition 2.1.
The lemmas
Part of the difficulty in forming R + is ensuring that each symbol occurs enough times, and part is ensuring that each cell is filled. We use the following lemma frequently in the following lemmas to overcome the second of these difficulties. Proof. Let R * be an n × (n + 1) rectangle satisfying the conditions of the lemma.
To fill the empty cells in row a, start by creating a bipartite graph B with parts Ω and C , where C = {c i : the cell (a, c i ) is empty, 1 ≤ i ≤ n}, and let E(B) = {{i, c j } : the symbol i is missing from column j in R}. From the hypothesis of the lemma it is obvious that |C| = ω. Also we note that for each i ∈ Ω the only occurrence of i in R is in cell (i, i) (since R is idempotent), so
Our goal is to find a perfect matching in B. For then, if M is a perfect matching in B, then for every {i, c j } ∈ M we can place the symbol i in the empty cell (a, c j ) to obtain the result.
To find M we use Hall's Theorem [9] . We can now start forming R + by first forming a partial latin rectangle R ′ satisfying the necessary numerical (see Proposition 2.1((i)-(ii))) and structural (see Proposition 2.1 ((iii),(a)-(b))) conditions. Then if n ≥ 5 we use the following lemma due to Grant and Rodger [8] 
The following case could also easily be handled by directly obtaining an embedding for each possible situation arising in this case. However, the proof provided here was chosen to give the reader a good idea of the technique required to handle the more complicated cases ahead (one of which is sufficiently close in method that the reader is directed to [1] for the details).
The incomplete latin rectangles formed are generally required to satisfy numerical conditions of the form N R (σ ) ≥ α (such as conditions ((iii)-(iv)) below); once a symbol is known to meet this bound it is said to be finished. Remark 2. The remaining case for n = 4 (namely, µ = 6) was solved in [8, 12] . (Clearly, if n = 4 then µ ≤ 6.) Proof. Let R be an incomplete idempotent latin square satisfying the conditions of the lemma. Since R is idempotent and no row of R is missing two BIG symbols, each row of R contains exactly 3 BIG symbols and one small symbol. Hence each small symbol i occurs only once in R, namely in cell (i, i).
Since each of the 8 symbols must occur at least once in R, there are not enough cells in R for 3 BIG symbols to occur in every row of R. So, at most two BIG symbols can occur 4 times in R, so at least two BIG symbols must each occur at most 3 times in R. Therefore since N R (j − 1) ≥ N R (j) for j ∈ {6, 7, 8}, symbols 7 and 8 occur at most 3 times in R.
Furthermore, since R does not contain a row or column missing two BIG symbols, symbols 7 and 8 are missing from different rows. Without loss of generality, we can assume that they are missing from rows 2 and 1 respectively (i.e. a = 1 and b = 2). Now since each row of R contains 3 BIG symbols, (4) 2 − (4) = 12 cells contain BIG symbols. So, since we are considering the cases where µ ≤ 5, and since N R (j − 1) ≥ N R (j) for all j ∈ {6, 7, 8}, it must be that N R (5) = 4 (for otherwise
, and similarly N R (6) ≥ 3.
Now begin forming R
+ by adding row 0, column 0, and column −1. Place symbol 7 (symbol 8) in cells (0, 0) and (2, −1) (in cells (0, −1) and (1, 0) respectively).
Then both symbols 7 and 8 now occur at least three times in R + . If the symbol 6 is missing from a row, then since rows 1 and 2 are missing BIG symbols 8 and 7 respectively, we can assume that symbol 6 is missing from row 3; in this case, place the symbol 6 in cell (3, −1). Otherwise, N R (6) = 4 and we fill cell (3, −1) with symbol 1. Hence N R + (6) = 4. Furthermore, all BIG symbols are finished. Now consider the case where R contains a row missing two BIG symbols. Note that if µ < n, then n − µ > 0 so there is a row missing two BIG symbols, one of which is 2n. We are going to consider the two following cases: Case 1. Each row and each column that is missing two BIG symbols contains symbol 2n (so n ≤ µ).
Case 2. There exists a row or a column missing two BIG symbols one of which is symbol 2n. To settle Case 2, it suffices to prove Lemma 3.4, since if there is a column in R that is missing two BIG symbols, one being symbol 2n, then as described in Remark 1 it suffices to show how to embed R T instead, and this can be done by using Lemma 3.4 and Proposition 2.1.
The proof of Lemma 3.4 involves studying multiple cases and is omitted for its length but can be found in [1] . As previously mentioned, the technique closely follows the proof of Lemma 3.3. 
for all i and j ∈ {1, 2, . . . , n}, (ii) cells (0, −1), (a, −1), (0, 0), and (a, 0) are filled with BIG symbols 2n, and t, (iii) N R + (j) ≥ 3 for all small symbols j and for j ∈ {2n, t}, and
The following lemma together with Proposition 2.1 settle Case 1. Proof. Let R be an incomplete idempotent latin square satisfying the conditions of the lemma. So n ≤ µ, for otherwise one row is missing both symbols 2n − 1 and 2n.
By a condition of this lemma, each row and each column missing symbol 2n is missing at most one BIG symbol; but since 2n is itself clearly missing, it follows that: all n − 1 BIG symbols other than 2n must be present in each row and each column that is missing 2n. ( * ) So for n + 1 ≤ j ≤ 2n − 1, since by ( * ) all rows and columns missing symbol 2n contain the symbol j, it follows that
Note that N R (2n) ̸ = 1, since otherwise a contradiction can be reached as follows. Since row a is missing two BIG symbols and contains the symbol 2n, it must contain at least two small symbols, one of which occurs in a non-diagonal cell, say cell (a, j) for some j ̸ = a. Hence, column j contains at least two small symbols (one of which is on the diagonal). So, column j is missing two BIG symbols, yet cannot contain the symbol 2n which only occurs in row a. This contradicts a condition of the lemma. We begin to form R + by adding row 0, column 0, and column −1. We consider the possible values of N R (2n) in turn. Suppose that N R (2n) = 2. Let R(i, j) = 2n = R(k, l). From ( * ), at least one of the cells (i, l) and (k, j) is a non-diagonal cell which contains a small symbol as the following shows. If each cell is either diagonal or occupied by a BIG symbol, then every off diagonal cell is occupied by a BIG symbol contradicting that there is a row missing 2 BIG symbols.
We now consider the possible values of µ in turn. Suppose µ = 6. If n = 4, then since R is idempotent, there are at least 10 cells occupied by the symbols in {1, 2, 3, 4, 7, 8}. This leaves only 6 cells to be filled with the symbols 5 and 6 that should occupy (by the numeric descending condition) at least 8 cells. Hence, n ≥ 5. Since there is a row, say row 1, missing 2 BIG symbols s and t then the only non-finished BIG symbol is 2n. Place the symbol s (symbol t) in cells (0, −1) and (1, 0) (the cells (0, 0) and (1, −1)) respectively. There are n − 1 ≥ 4 rows in R + that do not contain the symbol 2n so place symbol 2n once in each of column 0 and column −1. From the above and ( * ) s 1 ≤ n − 1 and s 2 ≤ 2, so place greedily the symbols in S 2 in row 0, then apply Lemma 3.1 to place the symbols in S 1 in row 0. There remain n − 2 empty cells in each of columns 0 and −1, so apply Lemma 3.1 to place the min{s 1 , n − 2} symbols in S 1 in column 0, and place greedily the remaining symbol (if any) of S 1 in column −1. So all the symbols are finished now, apply Lemma 3.2 to obtain the incomplete latin rectangle R + .
Suppose µ = 5 and n = 5. Since there is a row, say row 1, missing 2 BIG symbols s and t place the symbol s (symbol t) in cells (0, −1) and (1, 0) (the cells (0, 0) and (1, −1)) respectively. Let B 3 = {i : N R (i) = 3, i ∈ {6, 7, 8, 9} \ {s, t}} so b 3 = |B 3 | ≤ 2. There remain n − 1 = 4 rows in R + with empty cells in each of columns 0 and −1, so we place one of the symbols in B 3 (if it exists) in column −1, and place the other (if it exists) in column 0. There are at least 2 rows in R + with empty cells in columns 0 or −1 none of which contains symbol 2n, so place the symbol 2n once in each of columns 0 and −1. As before, s 1 ≤ n − 1 and s 2 ≤ 2, so greedily place the symbols in S 2 , then apply Lemma 3.1 to place the symbols in S 1 in row 0. Place 2 of the symbols in S 1 in column 0 then place the rest in column −1. So all the symbols are finished now, apply Lemma 3.2 to obtain the incomplete latin rectangle R + .
Suppose µ = 5 and n = 4. From ( * ), since N R (2n − 1) = 3, and since each symbol occurs at least once in R, then every BIG symbol except 2n occurs exactly 3 times in R and s 1 = 3 and s 2 = 1. Since there is a row, say row 1, missing 2 BIG symbols s and t place symbol s (symbol t) in cells (0, −1) and (1, 0) (in cells (0, 0) and (1, −1) ) respectively. Let η be a BIG symbol such that N R (η) = 3 and η ∈ {5, 6, 7} \ {s, t}, and let β be a small symbol such that N R (β) = 2. Place η in row 0, then apply Lemma 3.1 to place the symbols in S 1 in row 0. Place greedily symbol β in column −1. There are 2 rows in R + with empty cells in column 0 or −1 which do not contain symbol 2n, so place symbol 2n in column −1 then in column 0. There remains one empty cell in column −1 and 2 in column 0, so place one of the symbols in S 1 in column −1, then place the rest in column 0.
Suppose µ = 4 and n = 4. From ( * ), either (N R (8) , N R (7) , N R (6) , N R (5)) = (2, 2, 3, 4) (or (2, 2, 3, 3) ) if exactly one small symbol is either in (i, l) or (k, s) (if both occupied by small symbols). Note that since there exists a row missing 2 BIG symbols then one of these must be symbol 7.
Suppose that (N R (8) , N R (7) , N R (6) Move the symbol in cell (4, 0) to cell (4, −1) and refill cell (4, 0) with the only small symbol occurring in column −1.
. Then there are exactly 2 non-diagonal cells in R occupied by small symbols. This means that either s 2 = 2 and s 1 = 2, or s 2 = 0 and s 1 = 3. Since there is a row, say row 1, missing 2 BIG symbols s and t place the symbol s (symbol t) in cells (0, −1) and (1, 0) (the cells (0, 0) and (1, −1)) respectively. Since symbol 8 appears in each row which is missing 2 BIG symbols, neither of the symbols s nor t is the symbol 8. Let η be a BIG symbol such that N R (η) = 3 and η ∈ {5, 6, 7} \ {s, t}. Place η and one of the symbols in S 2 (if it exists) in row 0, and place the last symbol in S 2 (if it exists) in column −1. Apply Lemma 3.1 to place the symbols in S 1 in row 0. If s 2 = 2, then let x be one of the symbols in S 1 . Apply Lemma 3.1 on the symbols {x, 8} to fill the remaining 2 empty cells in column −1. Place the symbols 8 and the remaining small symbol in S 1 in column 0. Finally, fill in the remaining empty cell in column 0 greedily. If s 2 = 0, then choose 2 symbols from S 1 , say x and y, and apply Lemma 3.1 on the symbols {x, y, 8} to fill the 3 empty cells in column −1. Place symbol 8 in one of the empty cells in column 0, and place the remaining symbol in S 1 in one of the empty cells in column 0. Finally, fill in the remaining empty cell in column 0 greedily.
and we only have to consider the case when µ = 6. Note that since there are not enough cells in R if n = 4, we have n ≥ 5. Since there is a row, say row 1, missing 2 BIG symbols s and t place the symbol s (symbol t) in cells (0, −1) and (1, 0) (the cells (0, 0) and (1, −1) respectively); if there is a choice for this row, choose one that contains the most symbols in S 2 . Since in this lemma we are given that there is a row missing two BIG symbols, such a row must contain at least two small symbols, one of which also occurs on the diagonal in a different row; therefore it follows that s 1 ≤ n − 1. Let
Fill row 0 as follows. If s 1 = n − 1 then place the symbols in S 1 in row 0, starting with the cells in columns containing symbol 2n; place 2n in the last cell. So now we can assume that s 1 < n − 1.
Suppose there exists a column, say k, that contains both s and t. Place symbol 2n in row 0 in a column other than k. Place the symbols in S 1 in row 0, again avoiding cell (0, k) and filling cells in columns not containing 2n first (even if s 1 = n − 2 this is easily done since R is idempotent). Fill the remaining cells greedily, saving a cell other than (0, k) in a column containing 2n for the second last one filled, and filling cell (0, k) last.
So we now can also assume that the occurrences of s and t are all in different columns; so in fact we can also assume that N R (s) = N R (t) = 3 and that n = 6. Place symbol 2n in row 0. Saving the three cells in columns containing symbol 2n
for last, place the symbols in S 1 in row 0 greedily, then fill the remaining cells greedily; the last two cells can be filled since they are in columns that have both symbol 2n and either s or t in common with symbols in row 0.
Fill the added columns as follows. First note that by the condition of this lemma, each of the n − 3 ≥ 2 rows that do not contain symbol 2n must contain the other n − 1 big symbols (and one small symbol on the diagonal), so in particular such rows contain both s and t; let two such rows be k and l. Place one of the symbols from B 3 in column 0 and the others (at most n − 4 ≤ 2) in column -1, choosing rows that contain the most small symbols in S 2 if there is a choice; note that none of these symbols are placed in rows k and l. Filling the cells in rows k and l at last resort, place the symbols in S 1 ∪ S 2 in the remaining cells (there are at least 2n − 2 − (n − 3) ≥ n + 1 such cells and s 1 + s 2 ≤ n, with rows k and l each containing at most one of these symbols), then fill any remaining cells. Filling the last two cells in each column in this ordering is possible because they occur in a row and column that have at least two symbols in common:
(i) either occurring row k or l, so s and t are the common symbols, (ii) or (rarely) in some other row which, by the choice of row 0 and the choice of where symbols in B 3 are placed, must have common symbols in {s, t} ∪ S 2 .
As we will be shown in Theorem 4.1, the remaining cases can be solved by using the following theorem due to Grant and Rodger [8] . (6) . We first show that if µ > 4 then no such square exist. So then it will remain to consider just the cases where µ ≤ 4. Let R be an incomplete idempotent latin square satisfying the conditions of the lemma. Suppose µ > 4 then N R (6) ≥ 2 and N R (5) = 3. Hence, there are at least 8 cells occupied by BIG symbols; but since R is idempotent, at most 6 cells can contain BIG symbols. Therefore, µ ≤ 4.
If the same permutation α is applied to the rows, columns, small symbols of R, or if α is any permutation of the BIG symbols, then the resulting incomplete latin square α(R) is also idempotent and satisfies the conditions of the lemma. Therefore R can be embedded in some idempotent latin square of order 2n if and only if α(R) can.
Therefore, we can assume that:
1. symbol 6 occurs in cell (1, 2), 2. if symbol 6 occurs twice in R then it occurs in column 1, and 3. if N R (4) = N R (5) then symbol 4 occurs before 5, where we say that cell (i, j) occurs before cell (i
Notice that once the BIG symbols are placed in R, then each remaining empty cell (i, j) can be uniquely filled by the only small symbol missing from row i and column j. By considering the occurrences of the BIG symbols in R we limit the number of idempotent latin squares R that we should consider to 40. Those latin squares and their corresponding host idempotent latin squares T are listed in [1] .
The main result
Now, we are ready to state and prove the main result Proof. As stated in the introduction, it is well known that the generalized Ryser condition is necessary, so in this case such an embedding cannot exist unless each symbol appears at least once, so we now consider the sufficiency.
Let R be an incomplete idempotent latin square of order n on the symbols 1, 2, . . . , 2n such that each symbol occurs at least once in R. Suppose N R (j) ≥ N R (j + 1) for all j ∈ {n + 1, . . . , 2n − 1} and let µ = N R (2n − 1) + N R (2n). The case n ≤ 2 is trivial, and if n = 3 then we apply Lemma 3.7 to obtain the idempotent latin square T . So, it remains to consider the cases when n ≥ 4.
Suppose there does not exist a row or column in R missing two BIG symbols. If n ≥ 5, then we use Theorem 3.6(i) to get the desired embedding. If n = 4, then see Remark 2 if µ = 6, and if µ ≤ 5 then apply Lemma 3.3 to obtain the 5 × 6 incomplete idempotent latin rectangle R + to which we apply Proposition 2.1 to obtain the idempotent latin square T . Finally, suppose there exists a row or a column in R missing two BIG symbols. Since embedding the transpose of R clearly leads to an embedding of R, we can assume that there exists a row in R missing two BIG symbols.
If µ ≤ 6 and n ≥ µ+4, or µ > 6 then apply Theorem 3.6((iii)-(iv)). Otherwise, we can assume that µ ≤ 6 and n ≤ µ+3.
As described in the text before Lemma 3.4, Case 1 and Case 2 are considered in turn to handle this last possibility. Case 2 describes the situation where R contains a row or a column missing two BIG symbols, one of which is symbol 2n; Lemma 3.4 and Proposition 2.1are used to settle this case. Otherwise, Case 1 describes the situation where each row and each column missing two BIG symbols contains the symbol 2n; Lemma 3.5 and Proposition 2.1 are used to settle this case.
Final comments
Clearly, the work in this paper combined with the results in [13, 8] finishes the n to 2n incomplete idempotent embedding problem. Hence any hope to lower the bound of 2n will result of addressing necessary conditions that address the structure of the given square. As an indication of the difficulties involved (see [5] ), note that although the two following squares, A and B, differ in just two cells, the first is embeddable in an idempotent latin square of order 8, T , and the second one is not.
A =
1 3 4 8 7 4 2 1 3 8 5 6 3 1 2 7 5 2 4 6 6 7 8 2 5 B = 1 3 4 8 2 4 2 1 3 8 5 6 3 1 7 7 5 2 4 6 6 7 8 2 5 T = 1 3 4 8 7 2 5 6 4 2 1 3 8 7 6 5 5 6 3 1 2 4 8 7 7 5 2 4 6 8 3 1 6 7 8 2 5 1 4 3 2 8 5 7 3 6 1 4 8 4 6 5 1 3 7 2 3 1 7 6 4 5 2 8
