Abstract-Anisotropic diffusion-based filters are a widespread used resource for medical image denoising because they are designed to preserve the image details during noise removal. This paper aims at providing a quantitative evaluation of this important feature without the inaccuracies of the commonly adopted full-reference metrics. For the first time, the true value of detail preservation yielded by an anisotropic diffusion filter is formally derived from the filter theory. Many computer simulations are reported in the paper in order to study how values and locations of errors representing filtering distortion depend upon the parameter settings.
INTRODUCTION
The development of effective algorithms for noise reduction is a very active research area in medical imaging. Indeed, noise can significantly reduce the accuracy of operations such as feature extraction and object recognition that are of paramount importance for medical diagnosis. Unfortunately, data denoising is a very difficult task because fine details embedding diagnostic information can be destroyed during noise removal. In order to address this issue, many edge-preserving denoising algorithm have been proposed in the literature [1] [2] . In this framework, some of most widely adopted methods are anisotropic diffusion filters [3] [4] [5] [6] [7] [8] [9] , nonlocal means (NLM) [10] [11] [12] [13] [14] and wavelet-based approaches [15] [16] [17] [18] [19] [20] [21] . Typical applications encompass (but are not limited to) ultrasound imaging [22] [23] [24] [25] , computed tomography (CT) [26] [27] , magnetic resonance imaging (MRI) [28] [29] [30] [31] [32] , data preprocessing for the extraction of biological information [33] [34] , Since the accuracy of the filtering plays a key role, metrics that measure the filtering blur are necessary in order to analyze the actual performance of any denoising method and to validate it for medical purposes. Indeed, it is known that the peak signal-to-noise ratio (PSNR) cannot distinguish detail preservation from the overall noise cancellation and the same limitation also affects subjective approaches that aim at mimicking the human perception of image quality [35] [36] . As shown in [37] , these metrics can yield the same score for different mixtures of unprocessed noise and detail blur. The peak signal-to-blur ratio (PSBR) is a recently introduced fullreference measure that overcomes the drawbacks of the sole PSNR and other metrics in assessing the performance of grayscale image denoising filters [38] . Since the PSBR is the PSNR component that deals with the error due to filtering distortion, it can be adopted in conjunction with the classical and widespread adopted PSNR in order to fully characterize the behavior of a denoising system. Clearly, the method for blur estimation plays a key role in the accuracy of this method. The PSBR implementation adopting the most advanced algorithm for blur estimation [38] is not affected by apparent drawbacks, as typically occurs for other methods. Furthermore, it is able to yield the best results in all the comparisons with existing techniques for the measure of detail-preservation, such as vector metrics [39] [40] [41] . However, a critical issue with methods that perform separate estimates of residual noise and detail preservation consists in assessing the accuracy of such estimates. In this paper we show how a solution to this problem can be found for an important family of filters that are widely adopted for medical image denoising. Under the hypothesis of additive noise, we shall theoretically evaluate the PSBR for an anisotropic diffusion filter. The approach described in this paper overcomes the limitations of scalar and vector metrics and, for the first time, computes the exact amounts of detail blur occurring in anisotropic diffusion filtering. Many computer simulations are reported in the paper in order to show how detail blur depends upon the various parameter settings. Error maps showing the actual location of this kind of filtering error are also provided. This paper is organized as follows. Section II describes the theoretical evaluation of the PSBR, Section III focuses on many computer simulations, and, finally, Section IV reports conclusions.
II. THEORETICAL EVALUATION OF THE PSBR
In this section, we briefly review the PSBR approach. Then, we show how a formal expression for the detail blur (and then for the PSBR) can be directly obtained from anisotropic diffusion theory.
A. Definition of PSBR
Let us deal with digitized images having L gray levels (typically L=256). Let r(n) be the pixel luminance at location n=[n 1 ,n 2 ] in the reference (noise-free) image. Let x(n)=r(n)+η(n) be the noisy pixel at location n=[n 1 ,n 2 ], where η(n) represents the noise amplitude. Finally, let f(n) be the pixel luminance at the same location in the filtered picture. Thus, we can express the PSNR as follows:
e N L PSNR (1) where e(n) = f(n) − r(n) is the filtering error and N is the total number of processed pixels. Now, let B represent a measure of the detail blur in the overall image:
where
is an estimate of the actual error component ) (n b e dealing with the detail blur. If B≠0 (as commonly occurs during noise smoothing), we can split the PSNR into two components, namely peak signal-to-blur ratio (PSBR) and degradation caused by noise (D), as expressed by the following relationships:
The PSBR takes into account how good a filter is at preserving image details, whereas D defines the loss in image quality produced by unfiltered noise. If no noise is added to the input image, we have D=0 and thus PSNR=PSBR, according to (3) .
B. Evaluating the true PSBR from anisotropic diffusion
theory Let us consider the basic anisotropic diffusion algorithm dealing with a four-pixel neighborhood W={xi(n): i=1,2,3,4} [42] : 
are the conduction coefficients and 0≤λ≤0.25 ensures numerical stability. Different functions can be adopted for the function g, for example:
where the constant K can be assigned. Remembering that
, at the first iteration we have:
. Now, we can rewrite (10) as follows:
where:
The term ) ( ) 1 ( n r shows how the original noise-free value ) ( ) ( ) 0 ( n n r r = has been modified by the filtering (detail blur) whereas the term ) ( ) 1 ( n η represents the effect of the filtering on the noise (residual noise). It can be easily shown that the filter output at the iteration k+1 is given by: 
) ( ) ( ) ( [ ] (20) Notice that, in general, 
Conversely, if ) (
(An example dealing with actual data will be provided in the next Section).
III. RESULTS OF COMPUTER SIMULATIONS
We shall consider in this section some application examples dealing with simulated BrainWeb data [43] [44] [45] [46] . In the first experiment we considered an example of anisotropic diffusion filtering where the main parameter K is chosen in order to achieve the maximum PSNR. The noisefree data are graphically represented in Fig.1a . The image in Fig.1b has been generated by adding zero-mean Gaussian noise with standard deviation σ=15. The result obtained after ten iterations of the anisotropic diffusion filter (λ=0.125, K=19) is shown in Fig1c. From visual inspection we clearly see that the noise removal has been obtained at the price of some filtering blur. Now, we can achieve a quantitative evaluation of this effect. Indeed, according to (20) , we have: PSNR=31.10 and PSBRT=36.60. The map in Fig.1d shows location and magnitude (amplified by 20) of the absolute values of the actual errors eb(n) caused by filtering blur (red pixels). In the second experiment we considered the case of two filtered pictures having the same value of PSNR but different amounts of filtering distortion. The noisy input data are the same as in the previous experiment. Fig.2a shows the result given by K=9 (PSNR=28.83, PSBRT=36.60), whereas Fig.2c shows the result given by K=86 (PSNR=28.83, PSBRT=30.35). The maps of the errors caused by filtering blur are reported in Fig2b and 2d, respectively. Clearly, the detail preservation is worse for the picture in Fig.2c with respect to the image in Fig.2a . Unlike all other metrics, the PSBRT can exactly evaluate how much these data are blurred. A further experiment dealing with simulated BrainWeb data corrupted by Rician noise is considered in Fig.3 . The noise-free picture is shown in Fig.3a while the corrupted data are depicted in Fig.3b . The result of the anisotropic diffusion algorithm (five iterations) yielding the best PSNR is reported in Fig.3c (PSNR=33.50, PSBRT=40 .74). The map of corresponding errors due to filtering blur is reported in Fig.3d . The values of PSNR and PSBRT that are obtained when the main parameter K ranges from 2 to 40 are graphically depicted in Fig.4 for five and ten iterations of the filter. Finally, the results of some tests dealing with the well-known Shepp-Logan phantom image are depicted in Figs.5 and 6. The correct behavior of the PSBRT is apparent in Fig.6a (five iterations) and Fig.6b (ten iterations) . As the value of the main parameter K becomes larger (and so the filtering blur), the value of PSBRT decreases, as it should be. For a comparison, we considered the Quality Index based on Local Variance (QILV) [47] . This is an interesting full-reference quality index that, like other techniques [35] , measures the structural similarity between the filtered and the original noise-free images. The QILV is more sensitive to detail blur than to the amount of noise: the larger the blur the smaller its value should be. If we observe the data in Fig.6 , however, we see that the QILV wrongly increases for growing values of K: 5≤Κ≤20 (Fig,6a) and 5≤Κ≤10 (Fig,6b) . Thus, similar values of QILV can be obtained for images having different amounts of detail blur. This never occurs using the PSBRT. As an example (Fig.6a) , for K=5 we have QILV=0.827 and PSBRT=54.869 dB, whereas for K=52.6 we have QILV=0.827 and PSBRT=37.034 dB. 
IV. CONCLUSIONS
In this paper we have presented a novel method for investigating the accuracy of anisotropic diffusion filters. Instead of resorting to existing metrics that try to estimate the filtering blur, we have shown how, under the hypothesis of additive noise, the exact amount of detail preservation yielded by an anisotropic diffusion filter can be formally derived from the filter theory. Results of computer simulations have shown that the true value of PSBR can be easily computed and used in conjunction with the well-known PSNR in order to fully characterize the filtering behavior. The method lies in the framework of measurement science, where the concept of error as the difference between the result and the true value plays a very relevant role. Indeed, the method can yield a quantitative evaluation of filtering distortion without the possible inaccuracies of the commonly adopted full-reference metrics. It can also provide error maps showing amount and location of this kind of filtering errors.
