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Abstract
Gold nanorods (GNRs) have unique optical properties. GNRs can
be excited in the near-infrared range and their photoluminescence
is bright and stable. Because of this, GNRs have a large range of
possible applications, including use as labels or as biosensors. For
these kinds of applications, it is important to be able to determine a
GNR’s properties with high accuracy. Here we characterize single
gold nanorods by five properties: their 3D position, plasmon reso-
nance and orientation. The position of GNRs is determined with
a sub-nanometer error in x, y and a 3 nm error in z. The surface
plasmon resonance wavelength and the orientation of GNRs are
determined with errors of < 0.1 nm and 0.1 deg respectively. This
is achieved by applying a four-dimensional fit to a stack of two-
photon photoluminescence images. The methods presented in this
thesis can be used to improve accuracy in the aforementioned ap-
plications of GNRs.
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Chapter1
Introduction
In recent years, gold nanorods (GNRs) have been the subject of an increa-
sing number of scientific publications. GNRs have interesting optical pro-
perties; their absorption spectrum can be tuned and their photolumines-
cence has a high brightness and stability. The applications of GNRs lie not
only in biophysical areas like single-molecule detection [1], but also reach
out to biomedical research, e.g. biosensing [2] and cancer treatment [3].
GNRs can also be used as a five-dimensional data storage device [4],
using not only their position (x, y, z) but also their photoluminescence which
depends on the plasmon resonance and the polarization of the excitation
light. GNRs emit light when they are excited at their resonance wave-
length and when the polarization of the incident light is aligned to the
GNR’s long axis. It is advantageous to use two-photon excitation for de-
termining these resonances, as two-photon resonance peaks are narrower
than their one-photon counterpart. However, previous work performed
on two-photon excitation of GNRs has limited resolution in both the exci-
tation spectrum and polarization dependence.
In this thesis, we aim to fully characterize GNRs in five dimensions:
their 3D position, excitation spectrum and orientation. We want to deter-
mine the accuracy with which a GNR’s properties can be determined and
the reproducibility of said properties. We use a two-photon microscope
to image samples of approximately 150 GNRs that are immobilized on a
glass substrate. First, we address the accuracy with which we can de-
termine the position of a GNR. We introduce a new fitting method (the
3D Fit) which simultaneously fits multiple GNR properties to a stack of
two-photon images and lowers the error on the fitted position. Second,
we discuss measurements of the GNR’s excitation spectrum and polariza-
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tion dependence. These measurements are performed with high spectral
and polar resolutions, allowing us to determine the GNR’s resonance peak
and orientation with high accuracy. Next, we introduce a way to extract all
GNR properties with two subsequent measurements. This is achieved by
scanning multiple parameters within a measurement. This change results
in a comparable or improved accuracy of the obtained GNR properties.
Finally, we determine the point spread function of the setup.
1.1 Gold nanorods
GNRs have particular optical properties that are significantly different
from the bulk properties of gold. When light interacts with a GNR, a col-
lective oscillation of the surface conduction electrons is induced. During
the oscillation, there is a charge separation between the free electrons and
the ionic core, and the Coulomb repulsion among the free electrons acts as
a restoring force to move the electrons in the opposite direction (Fig. 1.1a-
b). This phenomenon is known as the surface plasmon resonance (SPR).
For a GNR, two absorption bands are visible in its absorbance spectrum,
as shown in Fig. 1.1c. These are the longitudinal and transverse plasmon
bands, corresponding to the electron oscillations along the particle’s long
and short axes, respectively. The properties of the longitudinal SPR are
highly dependent on the GNR’s size, shape, as well as its surrounding
medium, while the the transverse SPR is relatively insensitive to changes
of these parameters.
The plasmon resonance decays through either a non-radiative or radi-
ative pathway. In non-radiative relaxation, the energy is released as heat.
Radiative relaxation occurs by the emission of a photon. The emission
quantum yield (the number of emitted photons per absorbed photon) is
typically of the order 10−6-10−5 [7]. This is several orders of magnitude
lower than the quantum yield of typical organic dyes. However, the opti-
cal cross sections of GNRs can be up to 6 orders of magnitude higher than
those of dye molecules [8]. Moreover, since noble metals do not react with
their environment, GNRs produce a stable signal: bleaching and blinking
are therefore usually not an issue for GNRs.
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Figure 1.1: Surface plasmon resonance in a gold nanorod. The longitudinal
(a) and transverse (b) electron oscillations generate two peaks in the absorption
spectrum (c). Figure adapted from [5, 6].
1.2 Two-photon microscopy
Most microscopy techniques are based on the photoluminescence that co-
mes from the absorption of one photon. This absorption excites an electron
from the ground state to a higher energy state. After vibrational relaxa-
tion, a photon is emitted as the electron falls back to the ground state (Fig.
1.2a, left). Photoluminescence can also follow from the simultaneous ab-
sorption of two photons. These two photons have a combined energy that
equals the energy gap between the ground and excited states. The absorp-
tion of the two photons must occur within∼ 0.5 fs [9]. After the excitation,
the electron follows the same decay pathway as for one-photon excitation
(Fig. 1.2a, right).
Two-photon excitation has multiple advantages over one-photon exci-
tation. Because the photons carry half the energy, their wavelength beco-
mes twice as large. This shifts the excitation wavelength from the visible
region to the near-infrared region of the spectrum. Photons with a larger
wavelength induce less photodamage during imaging of cells and tissues.
Because two-photon has a larger spectral gap between the excitation and
emission wavelengths, it easier to separate the two, which results in a lo-
wer background signal. Also, the probability of simultaneous absorption
depends quadratically on the excitation intensity. As a result, the probabi-
lity of absorbing two photons simultaneously is only high enough in the
3
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vicinity of the focal spot. As the photoluminescence signal is proportional
to the absorption, the out-of focus photoluminescence is strongly redu-
ced (Fig. 1.2b). Because of the quadratic dependence, two-photon spectra
are also narrower than the corresponding one-photon spectra. This makes
two-photon advantageous for sensing applications, where it is important
to precisely localize the spectrum peak.
a b
two-photon
one-photon
two-photonone-photon
Figure 1.2: (a) Jablonski diagram for one-photon (left) and two-photon (right)
photoluminescence. Figure reproduced from [10]. (b) Comparison between one-
photon and two-photon photoluminescence of a fluorescent solution. Photo from
[11].
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Theory
2.1 The dipole approximation
Surface plasmon resonances were first described theoretically by Mie [12].
He solved Maxwell’s equations to calculate the scattering and absorption
of light by a spherical particle. For particles much smaller than the wave-
length of the incident light a simplification to first order can be made [13],
which is usually referred to as the dipole approximation. The optical pro-
perties of nanorods were derived by Gans [14], using a version of Mie’s
theory that approximates the rods as ellipsoids with semi-axes a≥ b = c.
The polarizability of such an ellipsoid in a field parallel to one of its prin-
cipal axes is expressed as [15, 16]:
αi = e0V
e− em
em + Li(e− em) (2.1)
where i = (a, b, c) denotes the polarization of the incoming field, e0 is the
vacuum permittivity, V = 4piabc/3 is the ellipsoid’s volume, e is the com-
plex permittivity of the material and em the permittivity of the surroun-
ding medium. The depolarization factors Li depend on the aspect ratio
R = a/b of the particle [14, 15]:
La =
1
R2−1
(
R
2
√
R2−1 ln
(
R +
√
R2−1
R−√R2−1
)
− 1
)
(2.2a)
Lb = Lc =
1− La
2
(2.2b)
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The plasmon resonances occur when the polarizability is maximal, which
is when Re[e] = (1−1/Li)em. This condition is satisfied at two particu-
lar wavelengths, corresponding to the longitudinal (La) and transverse
(Lb, Lc) plasmon oscillations.
The absorption cross section of the particle is a function of the polari-
zability [15, 17]:
〈σabs〉 = 2pi3λ Im
[
∑
i
αi
]
=
2pi
3λ
e0V∑
i
Im[e] em
L2i Im[e]
2 + (em + Li (Re[e]− em))2
(2.3)
where λ is the wavelength.
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Figure 2.1: Absorption spectra calculated with Eq. 2.3, using gold permittivity
from [18]. (a-b) Increasing the particle’s aspect ratio R increases the longitudinal
SPR wavelength and its peak intensity Imax. Calculated for em = 1.78 and con-
stant particle volume. (c-d) Increasing the medium’s permittivity em increases
the longitudinal SPR wavelength. Calculated for R = 4. Figures adapted from
[19, 20].
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Fig. 2.1 shows how the absorption spectrum depends on the aspect
ratio R and medium permittivity em. In the experiments presented in this
thesis we used gold nanorods (GNRs) with median aspect ratio R = 4 in
a water medium (em = 1.78). It is difficult to make an exact prediction for
the absorption spectrum of these GNRs, as different studies report slightly
different values for the permittivity of gold, which alters the spectrum
significantly. The results from three different studies [18, 21, 22] predict
the longitudinal SPR wavelength to be in the range 740-790 nm and the
Full Width at Half Maximum of the peak to be 20-35 nm.
2.2 Two-photon luminescence of GNRs
The process of two-photon excitation of GNRs can be seen as two succes-
sive one-photon steps [23, 24], as depicted in Fig. 2.2a. The first photon
excites an intraband transition within the sp band, from below to above
the Fermi level, creating a hole. The second photon excites an electron in
the d band to recombine with the sp hole left from the first excitation, cre-
ating a second hole in the d band. The excited electron in the sp band then
recombines with the hole in the d band, emitting a photon.
The two-photon (TP) signal has a quadratic dependence on the exci-
tation intensity. The TP excitation spectrum of a single GNR coincides
with the square of its absorption spectrum [4, 25], see Fig. 2.2b. As the
absorption spectrum has a Lorentzian shape [26], the TP spectrum has a
squared Lorentzian dependence. The predicted width of 20-35 nm for the
absorption spectrum translates to a width of 12-21 nm for the TP spectrum.
Because of its quadratic dependence, the TP signal is proportional to the
cos4 of the polarization of the excitation light [4, 25] (Fig. 2.2c).
In our experiments, the GNRs are orientated such that their long axis
is in the xy-plane, which is perpendicular to the incoming light wave. The
pixel size of the obtained images is smaller than the diffraction limit of our
objective. This means that the TP fluorescence spots from single GNRs can
be approximated with a Gaussian [27]. Therefore, the signal intensity I at
position (x, y, z), excitation wavelength λ and polarization θ follows the
form:
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I(x, y, z,λ, θ) = I0 exp
[
−
(
x− x0√
2 wx
)2 ]
(2.4a)
· exp
[
−
(
y− y0√
2 wy
)2 ]
(2.4b)
· exp
[
−
(
z− z0√
2 wz
)2 ]
(2.4c)
·
[
1+ 4
(√
2− 1
)(λ− λ0
wλ
)2 ]−2
(2.4d)
· cos4
(
θ + θ0
)
+ C (2.4e)
Here x0, y0 and z0 are the GNR’s spatial position, wx, wy and wz are the
widths of the point spread function, λ0 is the SPR wavelength of the GNR,
wλ is the Full Width at Half Maximum of the SPR peak and θ0 is the orien-
tation of the GNR in the xy-plane.
ba c
Figure 2.2: (a) Two-photon (TP) excitation of a gold nanorod. The first photon
induces an indirect sp→sp intraband transition. Absorption of the second pho-
ton creates a hole in the d band by exciting an electron to recombine with the
previously created sp hole. Figure reproduced from [24]. (b) The TP excitation
spectrum matches the square of the theoretical absorption spectrum. Figure adap-
ted from [25]. (c) The TP signal shows a cos4 dependence on the polarization of
the excitation light. Dots represent experimentally measured values. Figure re-
produced from [25].
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2.3 Localization accuracy
In the results section we will calculate the accuracy with which we can
determine the position of the GNRs. When fitting with a 2D Gaussian, the
localization uncertainty σ is given by [28]:
σ =
√
s2a
Np
(
16
9
+
8pib2s2a
Npa2
)
(2.5a)
s2a = s
2 +
a2
12
(2.5b)
where s is the half-width of the point spread function, a is the pixel size,
Np is the number of collected photons and b2 is the average background
signal. This is an approximation that is valid for a ≤ s.
We will try to improve on this accuracy by applying a 3 dimensional fit
to a stack of images. This 3D Fit (see section 4.1) simultaneously fits a 2D
Gaussian and a function that describes the intensity between the different
frames in the stack. For a stack of N equally bright images, the accuracy
should improve by a factor
√
N. However, this is an overestimation as the
GNR might not emit light in all frames. Therefore, we expect the accuracy
of the 3D Fit will be given by a weighted error:
σ3D =
σ2D√
∑wi
(2.6)
where wi are normalized weights that are proportional to the intensity of
the images. This equation reduces to σ3D = σ2D/
√
N when all weights are
equal.
9
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Materials and Methods
3.1 Sample preparation
The gold nanorods (GNRs) used in the experiments have a surface plas-
mon resonance (SPR) around 800 nm and are manufactured by Nanopartz
(A12-10-808-CTAB [29]). These GNRs are 10 nm in diameter and 40 nm in
length (R=4) and are coated with cetrimonium bromide (CTAB).
GNRs were immobilized on a glass coverslip by the following proce-
dure. The glass coverslip was rinsed with ethanol, to remove possible
pollution on the surface. The GNRs were diluted 5 times with distilled
water (dH2O). To prevent aggregation, the GNR solution was sonicated
(Ultrasonic Cleaner, VWR) for 10 minutes. A drop of the GNR solution
(typically 50-100 µl) was placed on the glass coverslip. After 5 minutes the
GNRs had sedimented to the glass surface. The remaining solution was
then removed from the glass coverslip by absorption through tissue pa-
per. The glass coverslip was secured in the sample holder and the sample
was immersed in dH2O. This was done to increase the thermal stability of
the GNRs, as water has better thermal conductance compared to air.
3.2 Experimental setup
The immobilized GNRs were imaged using a two-photon multifocal scan-
ning microscope. To acquire high temporal resolution, the setup uses a
diffractive optical element to excite multiple foci in parallel [30]. Fig. 3.1a
shows a schematic view of the setup. This setup was described earlier by
[31] and [10], bar a few modifications.
11
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The two-photon excitation source is a Ti-Sa laser (Chameleon Ultra,
Coherent, USA), which generates pulses of 140 fs at a rate of 80 MHz; the
wavelength is tunable between 690 and 1020 nm. An optical isolator (Bro-
adband Faraday Optical Isolator, Newport, USA) is used to prevent feed-
back of reflected light into the laser cavity. The beam is expanded and
a longpass filter (LP750) prevents light of lower wavelengths from rea-
ching the detector. The diffractive optical element (HOLOEYE Photonics,
Germany) splits the beam into a 25× 25 hexagonal array (Fig. 3.1b, left).
After the beam is collimated, the zero order of the diffraction pattern is
blocked by a piece of soldering tin, deposited on a glass coverslip. The
beam is focused onto a fast scanning mirror (FSM-300, Newport), which
scans the beam in x, y to create a homogeneously illuminated field of view
(Fig. 3.1b, right). The beam is collimated and its intensity is then adjusted
by a ND filter (Thorlabs, USA). A quarter-wave plate, installed on a flip
mount, can be used to convert the linearly polarized light from the laser
to circularly polarized. The beam passes through a motorized (DRTM 40,
OWIS, Germany) rotatable half-wave plate, which is used to rotate the po-
larization of the light. The beam is focused on the sample by the objective
(Apo TIRF 60x, NA = 1.49, oil immersion, Nikon, Japan). The objective is
mounted on a piezo actuator (P-726 PIFOC, PI, Germany) for nanometer
precision positioning on the z-axis, and both can be moved along the z-axis
by a stepper motor (M-126, PI, Germany). The sample is placed on an XY
stage (PKTM 50, OWIS, Germany). The emitted fluorescence light coming
from the sample is deflected by a dichroic mirror (700dcxr, Chroma, USA).
The light passes through two shortpass filters (SP750 and SP720, Thorlabs,
USA), to block the remaining excitation and/or scattering light, before it
is focused on an Electron Multiplying Charge-Coupled Device (EMCCD)
camera (QuantEM:512SC, Photometrics, USA).
The images acquired with this setup have a pixel size of 175 nm. The
image size is 400× 400 pixels, corresponding to a field of view of 70 µm× 70 µm.
During a measurement a stack of images was acquired (Fig. 3.1c) at a rate
of 4 Hz. Three different types of measurements were performed; for each
type a different parameter is scanned over time t:
• Z-measurement, z(t): scanning along the z-axis (z) with the piezo ac-
tuator (ranges< 20 µm) or the stepper motor (ranges> 20 µm) to me-
asure the GNR’s z-position
• Spectrum measurement, λ(t): scanning the laser excitation wavelength
(λ) from 750 to 900 nm to measure the GNR’s excitation spectrum
12
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• Polarization measurement (θ(t)): rotating the polarization of the exci-
tation light (θ) to measure the GNR’s orienation in the xy-plane, we
used an excitation wavelength of 800 nm
The first two measurement types use circularly polarized light so that all
GNRs in the field of view are imaged, regardless of their orientation, while
the latter uses linearly polarized light.
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Figure 3.1: Two-photon laser microscope setup. (a) Schematic view of the setup.
(b) A homogeneously illuminated field of view (right) was realized by a spiral
scan of the array of 25× 25 foci (left), created by the diffractive optical element.
Images show the two-photon fluorescence of Rhodamine B in solution, line pro-
files are displayed below the images. Scale bar = 10 µm. (c) A stack of 2D images
was acquired showing a GNR sample on a glass coverslip. Over the time t, a pa-
rameter was changed, which can be the z-position of the piezo: z(t), the excitation
wavelength: λ(t) or the polarization of the light: θ(t). Scale bar = 10 µm.
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Scanning mirror
The fast scanning mirror creates a homogeneously illuminated field of
view by scanning the beam in x, y with an Archimedean spiral, turning
every focal spot created by the diffractive optical element into a 2D Gaus-
sian profile. Spiral scanning was found to be the best method to create ho-
mogeneous illumination, compared to stochastic or raster scanning [31].
The scanning mirror was synchronized with the camera, so that a com-
plete spiral is performed in the camera’s exposure time (typically 100 ms).
The Archimedean spiral function is:
x = A τ sin (2pinτ) (3.1a)
y = A τ cos (2pinτ) (3.1b)
τ =
√
t
t∗
exp
[
(t/t∗)2
2 σ2
]
(3.1c)
where A is the amplitude of the spiral, σ is the width of the Gaussian
profile, n is the number of spiral branches and t∗ is the exposure time of
the camera. In the experiments we used the values A = 0.4 V, σ = 1.25 V,
n=12 and t∗=0.1 s. In our setup a scanning voltage of 1 V corresponds to
a deflection of the beam in the image plane of 11.2 µm.
3.3 GNR detection
A LabVIEW program was used to analyze the acquired stack of images.
The detection of GNRs in an image was performed as follows. First the
stack of images was summed to create one image containing all GNRs
present in the stack. The location of the brightest pixel in the image was
identified as a GNR. The intensity within a circular area around this GNR
(radius 3 pixels) was then set to the median of the image to remove the
GNR from the image. Then a new brightest pixel was identified as another
GNR. This process was repeated as long as the following condition holds:
Ibp ≥ Imed + α σI (3.2)
where Ibp is the intensity of the brightest pixel, Imed is the median intensity
of the image, α is a cutoff threshold and σI is the standard deviation of
the intensity of the image. In the experiments we used a cutoff value α=
3. For each detected GNR, a region of interest (ROI) was taken around
14
3.3 GNR detection 15
its coordinates. These ROIs were used in the data analysis to extract the
GNR’s properties.
Image correlation was used to correct for translation and/or rotation
between successive stacks of images. The sum of the stack of images was
cross-correlated with the sum of the reference stack, with known GNR
locations. The image was rotated from 0 to 360 deg, with steps of 1 deg.
For each rotation the xy-translation that had the highest correlation with
the reference was used to correct the location of the GNRs.
15
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Results
The gold nanorods (GNRs) are characterized by their spatial position (x, y, z),
excitation spectrum (in near-infrared range) and orientation (in the xy-
plane). We will introduce a new fitting method to analyze the data, which
can determine these properties more accurately. For all three properties,
we will report the accuracy we achieve and the reproducibility of the re-
sults found. We will then introduce a way to determine all three proper-
ties concurrently in one measurement and discuss the reproducibility of
this measurement. Lastly, we will use the new data-analysis method to
determine the point spread function (PSF) of our setup.
4.1 3D Fit
Previously, the data analysis performed on a GNR trace consisted of two
separate fits. First a 2D Gaussian was fitted to the sum of the image stack,
i.e. fitting with Eq. 2.4a, b while keeping z,λ, θ constant, to extract the
GNR position (x0, y0). Second, the intensity at the found position was fit-
ted with the t-dependent function from Eq. 2.4 (c, d or e) that corresponds
to the measurement type. From here on we will refer to this method as
the 2D Fit. The new data analysis method, called the 3D Fit, fits the 2D
Gaussian and the GNR t-dependent parameter simultaneously. This me-
ans that the entire stack of images is fitted with Eq. 2.4 for both x, y and
either z(t),λ(t), θ(t), while keeping the other parameters constant. Using
this fitting procedure, some accuracy is lost because the individual images
of the stack contain less photons and more background than their sum and
(Eq. 2.5). However, the 3D Fit still provides a better accuracy on the fitted
17
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parameters than the 2D Fit because there are more much data points to
be fitted. For example, using a 5×5 pixel region of interest (ROI) and 100
images in the stack, the 2D Fit would use 25 data points for the positional
fit and 100 data points for the t-dependent fit, while the 3D Fit uses all
2500 data points in the image stack.
Fig. 4.1 shows an example of the 3D Fit being applied to a spectrum
measurement. For clarity purposes, we chose a 7×7 pixel ROI and a small
stack of images. The results presented in this section were fitted on 11×11
pixel ROIs and stacks containing up to 500 images. For better comprehen-
sibility, from now on the full fit (displayed in Fig. 4.1d) will be represen-
ted as depicted in Fig. 4.1c. This representation was obtained by taking a
weighted average of the ROI using the fitted 2D Gaussian as the weight.
For each frame, the intensity I(t) was calculated using:
I(t) =
∑
x,y
I(x, y, t) exp
[
−
(
x−x0√
2 wx
)2 ]
exp
[
−
(
y−y0√
2 wy
)2 ]
∑
x,y
exp
[
−
(
x−x0√
2 wx
)2 ]
exp
[
−
(
y−y0√
2 wy
)2 ] (4.1)
As Fig. 4.1c shows, this representation of the data corresponds well to the
fitted squared Lorentzian.
For each type of measurement (z(t),λ(t), θ(t)) we will now discuss the
accuracy of the 3D Fit (the standard error of the fitted parameters) and
look at the reproducibility of the results (the difference between two sub-
sequent measurements of the same field of view). The standard error σi of
a parameter i is calculated as follows:
σi =
√
RSS
DOF
Cii (4.2a)
C =
1
2
D−1 (4.2b)
RSS =
N
∑
i=1
r2i (4.2c)
DOF = N − n (4.2d)
where D is the Hessian of the fitted function with respect to its parame-
ters, C is the covariance matrix, N and n are the number of fitted data
points and fitted parameters respectively, ri are the fit residuals, RSS is the
residual sum of squares and DOF is the degree of freedom of the fit.
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Figure 4.1: Example of the data analysis performed on a single GNR trace. This is
a spectrum measurement with a 7×7 pixel region of interest (ROI) for the fit. (a)
A GNR trace was extracted by taking a ROI (x, y) from the stack of images around
the GNR coordinates. Scale bar = 10 µm. (b) The selected ROI from the four slices
shown in (a) and the corresponding fit. Scale bar = 500 nm. (c) The signal from
the GNR trace as a function of the excitation wavelength (circles) corresponds to
the fitted squared Lorentzian (line). (d) The 3D Fit: a 1D representation of the 3D
data (circles) was fitted with Eq. 2.4 (line), from which the GNR’s position (x0, y0)
and excitation spectrum were extracted. Inset: Zoomed-in view, showing how
x, y, t are varied with pixel index.
4.1.1 Positional accuracy
Any type of measurement (z(t),λ(t), θ(t)) can be used to determine the
accuracy in x, y, because for all types the position (x0, y0) is fitted from the
stack of images. We will first use spectrum measurements to discuss the
accuracy and reproducibility of the fitted position in x, y. Later we will also
show the xy-accuracy obtained with polarization and z-measurements,
and close with the accuracy obtained in z.
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Accuracy in x, y
Fig. 4.2a-b shows the standard error of the fitted parameters x0 and y0,
comparing the 2D and 3D Fit. The error of the 3D Fit was approximately
8 times lower than the error of the 2D Fit, with the 3D Fit attaining errors
of less than 1 nm. We also find that the error is larger in x than in y: for the
3D Fit σx0∼0.9 nm and σy0∼0.7 nm.
We checked how the standard error depends on the intensity of the
GNR trace. Fig. S1 plots the standard error σ as a function of the fitted
intensity I. This shows that the error decreases with intensity, as expected.
We find that the error scales as σ ∝ I−1/2, which is in agreement with the
theoretical predictions discussed in section 2.3.
The reproducibility of the fitted position x0, y0 is shown in Fig. 4.2c-d.
A global shift is observed of roughly 30 nm in x and 10 nm in y, indicating
that there is a drift in the setup. We are interested in how much the po-
sition of a single GNR deviates from this global shift, as this is a measure
of how accurately the fitted position can be reproduced. Therefore, we
look at the standard deviation (SD) of the shift between two subsequent
measurements. This standard deviation is 5 nm in x and 4 nm in y; this is
approximately a factor 6 higher than the standard error on the fitted posi-
tion. This is caused by the shot noise in the data, which can translate the
xy-position of the fitted curve without affecting the standard error of the
fitted position. The found SD does not depend on the fitting procedure,
i.e. the 2D and 3D Fit produce the same SD. For the SD we also find a
larger value in x than in y.
We also measured the position of GNRs before and after translating
the sample by roughly 8.7 µm in x and 4.5 µm in y, which is a few hund-
red times more than the drift in the setup. This is to test if translating the
sample would have an effect on the standard deviation of the shift. Fig.
4.2e-f shows that after translating the sample, the standard deviation of
the shift in position is approximately 25% larger than when doing subse-
quent measurements without translating the sample. This can be caused
by spherical aberrations; the translation of the sample causes the GNRs to
be in a different part of the field of view.
Table 4.1 shows the positional accuracy and reproducibility of the fitted
parameters x0, y0 for all three types of measurements. We see that for pola-
rization measurements the standard error and the SD of the shift between
subsequent measurements are slightly higher than for spectrum measure-
ments. This is because polarization measurements take a shorter amount
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of time than spectrum measurements, which means that less images are
acquired and therefore the number of recorded photons is lower.
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Figure 4.2: The positional accuracy in x, y for a spectrum measurement. (a-
b) Comparison of the standard error σ of the fitted positions x0, y0 for the 2D
(x, y) and 3D (x, y, t) fit: σ∼ 7 nm for the 2D fit, while σ< 1 nm for the 3D fit
(see inset). (c-d) Subsequent measurements of the same field of view show a
shift in GNR position of ∆x0 = 31± 5 nm, ∆y0 = −13± 4 nm. (e-f) Translating
the sample by an arbitrary distance between two measurements produces a shift
∆x0=−8706± 7 nm, ∆y0=4482± 5 nm, showing that after translation the GNRs
could be relocated and the standard deviation on the shift was roughly 25% larger
than that without translation.
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Table 4.1 also shows that z-measurements have the highest standard
errors and SD of the shift between subsequent measurements for x0, y0.
This is either because the acquired data is not as good for this type of me-
asurement, i.e. maybe the objective is unstable in x, y when it is moved
along the z-axis, or the t-dependent function provides a worse fit for z(t)
than for λ(t) or θ(t). To check the former hypothesis, we applied the 2D
Fit to both a spectrum and a z-measurement, as this excludes the fitting
of the t-dependent function. We found that the 2D standard error of the
z-measurement was a factor 2 higher than that of the spectrum measure-
ment, indicating that moving the objective along the z-axis does have a
negative effect on the quality of the data.
Spectrum
λ(t)
Polarization
θ(t)
Z
z(t)
Units
σx0 0.9 1.1 4 nm
σy0 0.7 0.8 4 nm
σΔx0 5 (7) 10 40 nm
σΔy0 4 (5) 7 30 nm
Table 4.1: Comparing the accuracy and reproducibility for the three different ty-
pes of measurements. σi is the standard error of fitted parameter i, σ∆i is the stan-
dard deviation of the shift of parameter i between two subsequent measurements
of the same field of view (in brackets: a xy-translated field of view).
Accuracy in z
The positional accuracy in z was determined by looking at the standard
error of a z(t) fit. Fig. 4.3a-b displays some typical z-profiles from GNR
traces. The traces do not correspond exactly to a Gaussian, with the data
deviating from the fitted Gaussian for the higher values of z. This is caused
by rings that appear above the focal plane, as can be seen in Fig. 4.3c.
Fig. 4.3d-e shows the standard error and reproducibility of the fitted
position z0. We find that the standard error in z is approximately a factor 3
larger than the standard error in x, y. We also see that between subsequent
measurements, there is a significant shift in the measured z-position (al-
most 200 nm). This implies that our sample is not completely stable in the
z-direction. The SD of the shift in z between subsequent measurements is
100 nm, also roughly a factor 3 higher than the SD in x, y.
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We checked if the rings above the focal plane influence the fit. This
was done by comparing a full fit to one performed on a z-range of 7.5 µm
around the focal plane, which does not include the rings. While the latter
fit only uses 25% of the available data, it produced similar values for the
standard error σz0 , indicating that this might be a better fitting procedure.
The standard deviation of the shift between subsequent measurements did
not significantly differ between the two ranges for the fit.
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Figure 4.3: The positional accuracy in z for a 3D positional measurement. (a-b)
Typical traces (circles) and Gaussian fits (lines) of single GNRs. The data devia-
ted from a Gaussian above the focal plane because of the appearance of diffraction
rings. (c) A region on interest of the GNR sample, with images taken 1.2 µm apart
while scanning in z, showing rings above the focal plane. Scale bar = 5 µm. (d)
The standard error σ on the fitted position z0: σz0 ∼ 12 nm (see inset). (e) Subse-
quent measurements of the same field of view produce a shift in GNR position of
∆z0=194± 100 nm.
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4.1.2 Spectrum measurements
Fig. 4.4a-b displays some typical GNR excitation spectra from spectrum
measurements, where the excitation wavelength was scanned from 750 to
900 nm. The traces correspond to the expected squared Lorentzian peaks.
However, in most traces the data shows a slight asymmetry around the
SPR wavelength, with the right half of the spectrum decaying faster than
the left. We attribute this to the broadband contribution that is present in
the excitation spectrum for wavelengths below the SPR wavelength (see
Fig. 1.1c).
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Figure 4.4: The found GNR spectra in spectrum measurements. (a-b) Typical tra-
ces (circles) and squared Lorentzian fits (lines) of single GNRs. (c) Values found
for the SPR wavelength λ0 of individual traces (blue) are in accordance with the
bulk UV-VIS GNR absorbance spectrum (red). (d) The Full Width at Half Maxi-
mum (wλ) is slightly higher than the theoretical predictions of 12-21 nm for single
GNRs.
The standard errors on the acquired SPR wavelength λ0 and spectrum
width wλ are σλ0 ∼ 0.05 nm and σwλ ∼0.1 nm. The found SPR wavelengths
for single GNRs should lie within the bulk’s absorption spectrum. Fig.
4.4c shows that the UV-VIS absorbance spectrum of a solution of GNRs in
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water has its peak at 780-790 nm, and the measured two-photon spectra
have a SPR wavelength around the same value. The width of the peaks
(Fig. 4.4d) is approximately 30 nm, somewhat higher than the expected
value of 12-21 nm for single GNRs that was discussed in section 2.2.
Fig. 4.5 shows the reproducibility of the GNR spectra. The traces from
subsequently measured spectra (Fig. 4.5a-b) largely overlap. Fig. 4.5c-
d shows the shift in SPR wavelength λ0 and spectrum width wλ. For
both parameters, the standard deviation of the shift is approximately 2 nm.
Whereas the shift of the spectrum width is centered around zero, the SPR
wavelength λ0 shows a small but significant positive shift. We also me-
asured a drop in the spectra’s intensity I0 of around 10% (Fig. S2a) in
subsequent spectrum measurements. However, no correlation was found
between ∆I0 and ∆λ0.
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Figure 4.5: Reproducibility of spectrum measurements. (a-b) Typical traces (cir-
cles) and squared Lorentzian fits (lines) of single GNRs in subsequent measure-
ments. (c-d) Subsequent measurements of the same field of view produce a shift
∆λ0=1± 2 nm (c), ∆wλ=0± 2 nm (d).
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4.1.3 Polarization measurements
Fig. 4.6a-b displays some typical GNR traces from polarization measure-
ments. In these measurements, the polarization of the light was rotated
by 720 deg. Because the GNRs are symmetric over 180 deg rotation, there
are four maxima in the traces. The traces correspond to the expected cos4
dependency. The orientation θ0 of the GNRs was acquired with a standard
error σθ0 ∼ 0.1 deg.
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Figure 4.6: The found GNR orientations in polarization measurements. (a-b) Ty-
pical traces (circles) and cos4 fits (lines) of single GNRs. (c) A random distribution
was found for the orientation θ0 of GNRs distributed on a glass coverslip.
Fig. 4.6c shows that the found orientations of the GNRs are randomly
distributed, as expected. The deviations from the random distribution,
e.g. the peak and dip at orientations around 120 and 160 deg respectively,
are found in all polarization measurements and are believed to be caused
by some polarization dependent component(s) in the setup.
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In some traces there is a variation in the intensity between the four
maxima of the trace, this is best visible in the inset of Fig. 4.7c. The amount
of variation is usually below 25% and it seems to be periodic over 360 deg.
This is likely caused by small imperfections in the half-wave plate that is
used to rotate the polarization of the light.
Testing the reproducibility of the polarization measurements resulted
in a shift in GNR orientation ∆θ0 = 0 ± 2 deg between two subsequent
measurements, accompanied by a drop in intensity of approximately 5%
(see Fig. S2b). We also measured the orientation of GNRs before and af-
ter rotation of the sample, to test if the change in GNR orientation then
corresponds to the rotation of the sample. The sample used for this me-
asurement had a cross carved into the glass coverslip, which allowed for
the retrieval of the same field of view after rotating the sample. Fig. 4.7
shows that after rotating the sample by 39 deg, the shift in GNR orienta-
tion ∆θ0 = 40± 7 deg, confirming that the change in orientation of single
GNRs corresponds to the imposed rotation of the sample. This standard
deviation of the shift (7 deg) is significantly larger than that when the sam-
ple is not rotated (2 deg).
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Figure 4.7: Rotating the sample produced a shift in GNR orientation that corre-
sponds to the imposed rotation. (a-b) The sample was rotated by 39 deg between
two measurements. Highlighted is the area that is in the field of view both mea-
surements. Scale bar = 10 µm. (c) The shift in orientation between the two mea-
surements ∆θ0 = 40± 7 deg. Inset: Traces (circles) and cos4 fits (lines) of a single
GNR in both measurements.
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4.2 4D Fit
The 3D Fit provides the GNR’s xy-position and either z0,λ0, θ0. To fully
characterize a 3-dimensional distribution of GNRs, every type of measu-
rement was carried out separately at multiple z-positions. Here we intro-
duce a way to extract all properties (3D position, spectrum, orientation)
in a set of two subsequent measurements. In order to achieve this, a small
adjustment was made to the measurements and the fitting procedure. Pre-
viously, only one parameter was changed during a measurement. In the
measurements that are discussed in this section, we changed two parame-
ters that were scanned alternately.
An example of this type of measurement is displayed in Fig. 4.8a. For
clarity purposes, we chose a 7×7×7 VOI and a small stack of images. The
results presented in this section were fitted on 11×11×15 (x, y, z) VOIs and
stacks containing up to 900 images. The inset of Fig. 4.8a shows that z was
scanned multiple times during one scan of t. This means the entire measu-
rement takes longer or we had to accept a loss in resolution of t. We chose
for the latter, as we found that measuring for longer times has a negative
effect on reproducibility. A 4D Fit was applied to the data corresponding
to this measurement, which simultaneously fits x, y, z and either λ(t) or
θ(t) using Eq. 2.4. By subsequently doing a λ(t) and θ(t) measurement, a
distribution of GNRs could be fully characterized. We call the combination
of these two measurements the 5D measurement. Both measurements are
fitted with Eq. 2.4a, b, c, which means that the GNR position (x0, y0, z0)
is determined twice. The GNR position and standard error on the fitted
position were calculated by taking an inverse-variance weighted average
[32] over the results from the two measurements:
x0 =
xλ σ−2xλ + xθ σ
−2
xθ
σ−2xλ + σ
−2
xθ
(4.3a)
σx0 =
√
1
σ−2xλ + σ
−2
xθ
(4.3b)
Here xλ, xθ are the values found for the x-position in the λ(t) and θ(t) me-
asurements. The y0 and z0 positions and standard errors were calculated
in the same way.
Fig. S3 shows some typical spectrum and polarization traces of 5D
measurements. We see that sometimes there are small shoulders present
in the GNR spectrum and polarization traces. This could indicate that
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these are not single GNRs but clusters. However, since the extra peaks are
only present in either the spectrum or the polarization trace (not in both)
and the samples are prepared in the same way as in the earlier sections,
this seems unlikely.
-5 0 5
0
10
20
30
40
50
w

 (nm)
-5 0 5
0
10
20
30
40
50
C
o
u
n
t

0
 (nm)
-5 0 5
0
10
20
30
40
50

0
 (deg)
25 50 75 100
0
10
20
30
40
50
C
o
u
n
t
x
0
 (nm)
-50 -25 0 25
0
10
20
30
40
50
y
0
 (nm)
-500 -250 0 250
0
10
20
30
40
50
z
0
 (nm)
a
0 2500 5000 7500 10000 12500 15000 17500 20000
0
500
1000
1500
In
te
n
s
it
y
 (
a
.u
.)
Pixel index
0 343 686 1029
t   
  
  
  
  
  
  
  
  
  
  
  
  
  
z
In
te
n
s
it
y
 (
a
.u
.)
Pixel index
b c d
e f g
Figure 4.8: By simultaneously changing the piezo’s z-position and either
λ(t), θ(t) a 4D dataset (x, y, z, t) is acquired. Performing this measurement for
both λ(t) and θ(t) on the same field of view produces a 5D measurement. (a) This
is an example of a spectrum measurement with a 7×7×7 VOI for the fit. A 1D
representation of the 4D data (circles) is fitted with Eq. 2.4 (line). Inset: Zoomed-
in view, showing how t and z are varied with pixel index. (b-g) Reproducibility
of 5D measurements: the shift in the fitted parameters in subsequent 5D measu-
rements of the same field of view. (b) ∆x0 = 64± 13 nm, (c) ∆y0 =−9± 9 nm, (d)
∆z0=−116± 90 nm, (e) ∆λ0=2± 3 nm, (f) ∆wλ=0± 3 nm, (g) ∆θ0=0± 2 deg.
30
4.2 4D Fit 31
Fig. 4.8b-g shows the reproducibility of the fitted parameters in a 5D
measurement, i.e. the shift between subsequent measurements for the fit-
ted parameters. The shift in x0, y0 was approximately twice as large com-
pared to the shift in the 3D Fit. This is because a 5D measurement consists
of two measurements, so twice as much time passes between two 5D mea-
surements. The standard deviation of the shift in x, y (∼ 10 nm) is slightly
higher than 3D spectrum and polarization fits (∼ 5 and 9 nm respectively)
but significantly lower than in 3D z-measurements (∼ 35 nm). Where the
shift ∆z0 was positive for the 3D Fit, it is now negative, with the standard
deviation of the shift remaining at a similar value. This difference may
be caused by the way we scanned in z: for the 3D data we used the step-
per motor, while the 4D data was acquired by scanning with the piezo
actuator. For the SPR wavelength λ0 we again find a small positive shift,
while the shift in the spectrum width wλ and the orientation θ0 are cente-
red around zero.
Table 4.2 compares the standard error of the fitted parameters and the
standard deviation of the shift between subsequent measurements for the
3D and 4D Fit. Most values are similar between the two types of measure-
ments, the most notable differences are the lower value of σz0 and higher
values for the standard deviation of the shift for x0, y0 going from 3D to
4D.
Parameter
i
3D Fit
σi
4D Fit
σi
3D Fit
σΔi
4D Fit
σΔi
Units
x0 0.9 0.8 5 13 nm
y0 0.7 0.7 4 9 nm
z0 12 3 100 90 nm
λ0 0.05 0.06 2 3 nm
wλ 0.1 0.2 2 3 nm
θ0 0.1 0.1 2 2 deg
Table 4.2: Comparing the accuracy and reproducibility of the 3D and 4D Fit. σi
is the standard error of the fitted parameter i, σ∆i is the standard deviation of the
shift of parameter i between two subsequent measurements.
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4.3 Point spread function
The point spread function (PSF) was determined by averaging multiple
GNRs from two z-measurements. A 3D Fit was used to determine the
position (x0, y0, z0) of 327 GNRs. To ensure only point-like sources were
included, GNRs with a positional fit that had a FWHM> 750 nm in x, y
and FWHM> 3000 nm in z were discarded. Fits with R2< 0.1 were also
eliminated, as these are usually camera artifacts or multiple GNRs in one
field of view. This selection left 53 of the initial 327 GNRs. Around these
GNRs a volume of interest (VOI) of 4×4×10 µm (x, y, z) was extracted. For
each GNR, the fitted offset was subtracted and then the data was divided
by the fitted intensity I0, ensuring that each GNR weighed equally in the
calculation of the PSF. The selected VOIs were interpolated in x, y by a fac-
tor of 8, using bicubic spline interpolation, and then each x, y position was
interpolated 8x along z (1D spline interpolation). Subsequently, the inter-
polated VOIs were translated so that the fitted position was in the center
of the VOI. Note: Fig. 4.3a-b shows that a Gaussian does not describe the
data with high accuracy. Therefore, we also tried to use cross-correlation
between the z-traces of the GNRs, instead of fitting a Gaussian, to translate
the VOIs in z. However, no difference was found between the Gaussian
z-shift and the cross-correlation z-shift.
The accumulated PSF, depicted in Fig. 4.9, was found by taking the
average of all the translated VOIs. The origin of the PSF corresponds to
the position found in the 3D Gaussian fit. We see that the maximum of the
PSF is not at x = 0. Because the signal is not symmetrical in x, the fitted
position x0 deviates from the actual maximum by approximately 60 nm.
Also, the width of the PSF is not equal in x and y, the width in x being
larger by a factor of 1.2. To this end, we chose to introduce a corrected
radial distance r˜ for Fig. 4.9b, which has its origin at the maximum of the
PSF and has been corrected for the difference in width:
r˜xy =
√(
x−x0
ρ
)2
+ (y−y0)2 (4.4)
where x0, y0 are the coordinates of the maximum of the PSF in x, y and
ρ = σx/σy = 1.2 is the ratio of PSF widths in x and y. The r˜-z section in
Fig. 4.9b was created by taking a weighted average of each z-slice, using a
Gaussian ring with radius r˜:
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I(r˜, z) =
∑
x,y
I(x, y, z) exp
[
−4 ln(2) (r˜xy − r˜)2 ]
∑
x,y
exp
[
−4 ln(2) (r˜xy − r˜)2 ] (4.5)
The PSF can be characterized by fitting the x, y, z profiles from Fig. 4.9c
with Gaussians. The values for the FWHM of these fits are 650 nm in x,
550 nm in y and 2750 nm in z.
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Figure 4.9: Point spread function obtained from averaging 53 selected GNRs. (a)
x-y section in focus, showing an asymmetry and offset in x. (b) r˜-z section, where
r˜ is the radial distance corrected for the offset and difference in width of x, y (see
Eq. 4.4). (c) Intensity profiles of x, y, z in focus (circles) and Gaussian fits (lines).
Scale bar = 500 nm.
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Discussion
In this study, gold nanorods (GNRs) were characterized with a two-photon
microscope. The GNRs were characterized by their spatial position (x, y, z),
excitation spectrum and orientation. A new fitting method was introduced
that determines these properties with higher accuracy. For each property,
the accuracy achieved with the new method and the reproducibility of the
results found will be discussed. We will then discuss the efficiency of the
new measurement and fitting methods, compared to the ones previously
used.
Positional accuracy
We introduced the 3D Fit method to obtain improved accuracy on the fit-
ted position (x0, y0). With this fitting method we acquired a sub-nanometer
standard error on both fitted parameters. However, in subsequent mea-
surements we observed a drift in the sample of up to 30 nm, indicating
that the sample is not completely immobilized. Since subsequent mea-
surements were performed within a couple of seconds of each other, this
means that the GNRs shift several nanometers within a single measure-
ment. The acquired GNR position is therefore its average position during
a measurement.
We consistently found that the standard error of the fitted position
and the standard deviation of the shift between subsequent measurements
were 1.1-1.4 times higher in x than in y. This can be explained by the point
spread function (PSF) of the setup, which is both wider and more asym-
metric in x than in y. Using the found widths in x, y of the PSF, Eq. 2.5
predicts the localization error in x to be a factor 1.2-1.4 higher than in y.
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For the standard error on the fitted z-position we found two signifi-
cantly different values: σz0 ∼ 12 nm and σz0 ∼ 3 nm for the 3D and 4D Fit
respectively. This improvement in z-accuracy was an unexpected result,
because the number of z-values used is lower (from ∼ 200 to 15) and the
step size in z increased (from 0.15 µm to 0.5 µm). However, in the 3D data
the z-range is scanned once, while the 4D data scans the z-range 50-60
times within one measurement. Also, because the 3D data has a larger
range of z-values (30 µm for 3D, 7.5 µm for 4D), it includes the diffraction
rings that appear above the focal plane (see Fig. 4.3) while the 4D data
does not. In this region the z-trace significantly deviates from a Gaussian,
which can increase the error of the fitted z-position.
Spectrum measurements
The GNR excitation spectra that were acquired corresponded to the ex-
pected squared Lorentzian peaks. The most notable deviation of the data
relative to the fit was an asymmetry in the decay of the squared Lorent-
zian around the SPR wavelength. Fig. 4.4 shows that the spectrum decays
slightly faster for wavelengths below the SPR than for those above, i.e. the
data resembles a somewhat skewed squared Lorentzian distribution. This
asymmetry can be attributed to a broadband contribution for wavelengths
below the SPR peak and is also found in previous studies of GNR spectra
[33–35].
The values found for the Full Width at Half Maximum (FWHM) of
the spectra were approximately 30 nm. This is consistent with the FWHM
of 45-50 nm reported in literature for one-photon spectra of single GNRs
[33, 36]. However, the values found are higher than the theoretical pre-
dictions of 12-21 nm for GNRs with aspect ratio R = 4 in water. This
may be because the theory is valid for GNRs in a single medium, while
in our experiments the GNRs are situated at a glass-water interface. Also,
the theory approximates the GNRs as ellipsoids, while their actual shape
is a spherically capped cylinder. The theoretical predictions also assume
the excitation light to be completely monochromatic, while our excitation
source produces a Gaussian profile with a width of approximately 8 nm.
When this is corrected for, the predicted spectrum width increases by a
factor of 1.5. It was also found by Novo et al. that electron surface scat-
tering and radiation damping broadens GNR spectra [26]. For the GNRs
that were used in our experiments (10 nm in diameter, 40 nm in length) the
surface scattering increases the expected width of the SPR peak by a factor
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∼ 1.4, while the contribution of the radiation damping is negligible.
We also found an increase of 1-2 nm in the SPR wavelength of GNRs
between subsequent measurements. This means that there is a change in
either the GNR or its surrounding medium. GNRs can undergo thermal
reshaping when their temperature increases [37, 38]. However, this resha-
ping would be towards a spherical shape, which would mean a decrease
in SPR wavelength. A possible increase in the temperature of the surroun-
ding water (heat transferred from the GNRs) would also express itself as a
decrease in SPR wavelength. The positive shift in SPR wavelength could
be caused by possible impurities in the water, that move either towards or
away from the GNRs between the two measurements. Later experiments
carried out in our group no longer found the increase in SPR wavelength.
Polarization measurements
The GNR traces from polarization measurements corresponded to the ex-
pected cos4 dependency. The orientations of a sample of GNRs were found
to be randomly distributed, as expected. The small deviations from this
distribution, e.g. the peak and dip at orientations of 120 and 160 deg re-
spectively in Fig. 4.6, are likely caused by some polarization dependent
component(s) in the setup.
The most notable result in the polarization measurements was the dif-
ference in reproducibility for subsequent measurements with and without
rotating the sample. When the GNR sample was rotated, the standard de-
viation of the global shift was found to be a factor 4 higher than without
rotation. This may be because the location of the GNRs changes under
rotation, e.g. in the second measurement the GNR can be at the edge of
our field of view where the fitted orientation is not as accurate. It can
also be caused by the the fact that the likelihood to detect GNRs at certain
orientations is not exactly uniform, e.g. the higher likelihood of finding
GNRs with an orientation of 120 deg described above. A GNR that has an
orientation of, say, 118 deg in the second measurement (after rotating the
sample) may be fitted with an orientation of 120 deg because of this.
Loss of signal intensity
In subsequent measurements of the same sample we always observed a
drop in the signal intensity (Fig. S2). This figure shows that the loss of
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intensity is better defined for spectrum measurements than for the polari-
zation measurements. This is because for a spectrum only one peak has to
be fitted, while a GNR’s polarization trace has four peaks that all need to
be fitted with one intensity. According to theory, a drop in signal intensity
of 10% should be paired with a noticeable shift in SPR wavelength of at le-
ast 25 nm (see Fig. 2.1). However, we do not observe this in our spectrum
measurements. Another explanation can be that the GNRs are slowly mo-
ving out of focus. This is supported by the fact that we observed a shift in
z-position of approximately 100 nm between subsequent measurements.
Later experiments carried out in our group found that there is a drift in
the z-direction in the setup, which causes a sample to move completely
out of focus in approximately 30 minutes.
Comparing the measurements and fitting methods
The 2D and 3D Fit use the same data set, only the fitting procedure dif-
fers. Instead of fitting the xy-position and t-dependent function separately
(2D), both are fitted simultaneously (3D). The 3D Fit produces standard
errors on all fitted parameters that are a factor ∼ 8 lower than the 2D Fit.
The only downside is that the data analysis takes longer, because the 3D
Fit uses approximately a factor 100 more data points to fit. For a typical
data set with roughly 100 GNRs in the field of view, the data analysis takes
15 minutes (3D) instead of 30 seconds (2D).
For the 3D and 4D Fit both the data acquisition and the data analysis
differ. The 4D data scans z and either λ(t) or θ(t) simultaneously, and in
the 4D Fit x, y, z and t are all fitted at once. The amount of data points is
equal, so the measurement and the data analysis take the same amount
of time. Both the standard errors and the reproducibility of the 4D Fit are
comparable to those of the 3D Fit (see Table 4.2).
A possible improvement on the acquisition of the 4D data may be
achieved by altering the way in which z and t are scanned during a me-
asurement. Currently, z is scanned multiple times during one scan of t.
This causes the GNR to consistently flicker on and off as it goes in and out
of focus during the z-scans. Reversing the order in which the two para-
meters are scanned, i.e. scanning t multiple times during one scan of z,
will reduce the number of times a GNR is excited. Also, when this order
is reversed, the drift that is present in the z-direction will have a smaller
impact on the quality of the fit.
As compared to previous studies, we improved on the accuracy with
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which the position of a GNR can be determined. We also measured the
excitation spectrum and polarization dependence of GNRs with high re-
solution, allowing us to determine the SPR wavelength and the orientation
of a GNR with not previously achieved accuracy. From one measurement,
these properties could be extracted for more than 100 GNRs. The met-
hods presented in this thesis can now be used in GNR applications such
as single-molecule detection and biosensing.
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Chapter6
Conclusion
We characterized gold nanorods with a two-photon microscope. We obtai-
ned stacks of images that contain approximately 150 gold nanorods. For
each nanorod we extracted the following five properties: x, y, z position,
excitation spectrum and orientation. The excitation spectra matched the
predicted squared Lorentzian function, and the distribution of SPR wave-
lengths of single gold nanorods corresponded to the UV-VIS absorption
spectrum of the bulk. The values found for the Full Width at Half Max-
imum of the SPR peaks were in accordance with values in literature for
one-photon spectra. The polarization dependence of the gold nanorods
matched the predicted cos4 function, and the found distribution of orien-
tations was random, as expected.
We have performed different types of measurements, each with its own
corresponding type of data analysis. For each method we reported the
standard errors and the reproducibility of the found properties. Overall,
we conclude that the 4D Fit is the best method. In this method both the
measurement and the data analysis take the same amount of time as their
3D Fit counterparts, but more information is extracted and the standard
errors on the fitted parameters are remain unchanged. In the 4D Fit, the
position was determined with errors of 0.8, 0.7, 3 nm in x, y, z respectively.
The error on the SPR wavelength was 0.06 nm and the orientation was de-
termined with an error of 0.1 deg. We tested the reproducibility by looking
at the shift of a parameter between two subsequent measurement. Mainly
we were interested in the standard deviation of this shift, as this is a mea-
sure of how much single gold nanorod deviate from the shift of the entire
sample. The values found for this standard deviation were a factor 10-30
higher than the standard errors of the corresponding parameters.
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Supplementary figures
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Figure S1: The standard error σ of the fitted positions x0 (a) and y0 (b) as a
function of the signal intensity I, showing that σ ∝ 1/
√
I.
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Figure S2: A drop in signal intensity I0 is observed between subsequent spectrum
(a) and polarization (b) measurements.
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Figure S3: Typical traces (circles) and fits (lines) of GNRs in 5D measurements.
(a-d) Spectrum measurements. (e-h) Polarization measurements, performed at an
excitation wavelength of 800 nm.
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