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THE DIRECTED GRID THEOREM
KEN-ICHI KAWARABAYASHI AND STEPHAN KREUTZER
Abstract. The grid theorem, originally proved by Robertson and Seymour
in Graph Minors V in 1986, is one of the most central results in the study
of graph minors. It has found numerous applications in algorithmic graph
structure theory, for instance in bidimensionality theory, and it is the basis for
several other structure theorems developed in the graph minors project.
In the mid-90s, Reed and Johnson, Robertson, Seymour and Thomas (see
[33, 21]), independently, conjectured an analogous theorem for directed graphs,
i.e. the existence of a function f : N → N such that every digraph of directed
tree-width at least f(k) contains a directed grid of order k. In an unpublished
manuscript from 2001, Johnson, Robertson, Seymour and Thomas gave a proof
of this conjecture for planar digraphs. But for over a decade, this was the most
general case proved for the Reed, Johnson, Robertson, Seymour and Thomas
conjecture.
In this paper, nearly two decades after the conjecture was made, we are
finally able to confirm the Reed, Johnson, Robertson, Seymour and Thomas
conjecture in full generality and to prove the directed grid theorem.
As consequence of our results we are able to improve results in Reed et
al. in 1996 [35] (see also [32]) on disjoint cycles of length at least l and in [24]
on quarter-integral disjoint paths. We expect many more algorithmic results
to follow from the grid theorem.
Ken-ichi Kawarabayashi’s research is partly supported by JST ERATO Kawarabayashi Large
Graph Project and Mitsubishi Foundation.
Stephan Kreutzer’s research is partly supported by DFG Emmy-Noether Grant Games and
by the European Research Council (ERC) under the European Unions Horizon 2020 research and
innovation programme (grant agreement No 648527).
A preliminary version appears in the 47th ACM Symposium on Theory of Computing (STOC
2015). This paper also combines some proofs from [24, 26].
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THE DIRECTED GRID THEOREM 1
1. Introduction
Structural graph theory has proved to be a powerful tool for coping with compu-
tational intractability. It provides a wealth of concepts and results that can be used
to design efficient algorithms for hard computational problems on specific classes of
graphs occurring naturally in applications. Of particular importance is the concept
of tree width, introduced by Robertson and Seymour as part of their seminal graph
minor series [37]1. Graphs of small tree width can recursively be decomposed into
subgraphs of constant size which can be combined in a tree like way to yield the
original graph. This property allows to use algorithmic techniques such as dynamic
programming, divide and conquer etc, to solve many hard computational problems
efficiently on graphs of small tree width. In this way, a huge number of problems
has been shown to become tractable, e.g. solvable in linear or polynomial time, on
graph classes of bounded tree width. See e.g. [3, 4, 5, 13] and references therein.
But methods from structural graph theory, especially graph minor theory, also pro-
vide a powerful and vast toolkit of concepts and ideas to handle graphs of large
tree width and to understand their structure.
One of the most fundamental theorems in this context is the grid theorem, proved
by Robertson and Seymour in [38]. It states that there is a function f : N → N
such that every graph of tree with at least f(k) contains a k × k-grid as a mi-
nor. This function, initially being enormous, has subsequently been improved and
is now polynomial [6]. The grid theorem is important both for structural graph
theory as well as for algorithmic applications. For instance, algorithmically it is
the basis of an algorithm design principle called bidimensionality theory, which has
been used to obtain many approximation algorithms, PTASs, subexponential algo-
rithms and fixed-parameter algorithms on graph classes excluding a fixed minor.
These include feedback vertex set, vertex cover, minimum maximal matching, face
cover, a series of vertex-removal parameters, dominating set, edge dominating set,
R-dominating set, connected dominating set, connected edge dominating set, con-
nected R-dominating set and unweighted TSP tour. See [8, 9, 10, 11, 16, 15] and
references therein.
Furthermore, the grid theorem also plays a key role in Robertson and Seymour’s
graph minor algorithm and their solution to the disjoint paths problem [39] (also
see [23]) in a technique known as the irrelevant vertex technique. Here, a problem is
solved by showing that it can be solved efficiently on graphs of small tree width and
otherwise, i.e. if the tree width is large and therefore the graph contains a large grid,
that a vertex deep in the middle of the grid is irrelevant for the problem solution and
can therefore be deleted. This yields a natural recursion that eventually leads to
the case of small tree width. Such applications also appear in some other problems,
see [18, 27, 28].
Furthermore, with respect to graph structural aspects, the excluded grid theorem
is the basis of the seminal structure and decomposition theorems in graph minor
theory such as in [40].
The structural parameters and techniques discussed above all relate to undirected
graphs. However, in various applications in computer science, the most natural
model are directed graphs. Given the enormous success width parameters had
for problems defined on undirected graphs, it is natural to ask whether they can
1Strictly speaking, Halin [19] came up with the same notion in 1976, but it went unnoticed
until it was rediscovered by Robertson and Seymour [38] in 1984.
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also be used to analyse the structure of digraphs and the complexity of NP-hard
problems on digraphs. In principle it is possible to apply the structure theory for
undirected graphs to directed graphs by ignoring the direction of edges. However,
this implies an information loss and may fail to properly distinguish between simple
and hard input instances (for example, the disjoint paths problem is NP-complete
for directed graphs even with only two source/terminal pairs [17], yet it is solvable
in polynomial time for any fixed number of terminals for undirected graphs [23, 39]).
Hence, for computational problems whose instances are digraphs, methods based
on undirected graph structure theory may be less useful.
As a first step towards a structure theory specifically for directed graphs, Reed
[34] and Johnson, Robertson, Seymour and Thomas [21] proposed a concept of
directed tree width and showed that the k-disjoint paths problem is solvable in
polynomial time for any fixed k on any class of graphs of bounded directed tree
width. Reed [33] and Johnson et al. [21] also conjectured a directed analogue of
the grid theorem.
Conjecture 1.1. (Reed and Johnson, Robertson, Seymour, Thomas) There
is a function f : N→ N such that every digraph of directed tree width at least f(k)
contains a cylindrical grid of order k as a butterfly minor
Actually, according to [21], this conjecture was formulated by Robertson, Sey-
mour and Thomas, together with Alon and Reed at a conference in Annecy, France
in 1995. Here, a directed grid consists of k concentric directed cycles and 2k paths
connecting the cycles in alternating directions. See Figure 3 for an illustration and
Definition 3.3 for details. A butterfly minor of a digraph G is a digraph obtained
from a subgraph of G by contracting edges which are either the only outgoing edge
of their tail or the only incoming edge of their head. See Definition 2.1 for details.
In an unpublished manuscript, Johnson et al. [22] proved the conjecture for pla-
nar digraphs. Very recently, we started working on this conjecture, and made some
progress. For example, in [26], this result was generalised to all classes of directed
graphs excluding a fixed undirected graph as an undirected minor. This includes
classes of digraphs of bounded genus. Another related result was established in
[24], where a half-integral directed grid theorem was proved. More precisely, it was
shown that there is a function f : N → N such that every digraph G of directed
tree width at least f(k) contains a half-integral grid of order k. Here, essentially, a
half-integral grid in a digraph G is a cylindrical grid in the digraph obtained from
G by duplicating every vertex, i.e. adding for each vertex an isomorphic copy with
the same in- and out-neighbours. However, despite the conjecture being open for
nearly 20 years now, no progress beyond the results mentioned before has been
obtained. The main result of this paper, building on [26, 24] is to finally solve this
long-standing open problem.
Theorem 1.2. There is a function f : N → N such that every digraph of directed
tree width at least f(k) contains a cylindrical grid of order k as a butterfly minor
We believe that this grid theorem for digraphs is a first but important step
towards a more general structure theory for directed graphs based on directed tree
width, similar to the grid theorem for undirected graphs being the basis of more
general structure theorems. Furthermore, it is likely that the duality of directed
tree width and directed grids will make it possible to develop algorithm design
techniques such as bidimensionality theory or the irrelevant vertex technique for
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Figure 1. Cylindrical grid G4.
directed graphs. We are particularly optimistic that this approach will prove very
useful for algorithmic versions of Erdo˝s-Po´sa type results and in the study of the
directed disjoint paths problem. As mentioned above, the half-integral directed
grid theorem in [24] has been used to show that a variant of the quarter-integral
directed disjoint paths problem can be solved in polynomial time. It is conceivable
that our grid theorem here will allow us to show that the half-integral directed
disjoint paths problem can be solved in polynomial time. Here, the half-integral
directed disjoint paths problem is the problem to decide for a given digraph G and
k pairs (s1, t1), . . . , (sk, tk) of vertices whether there are directed paths P1, . . . , Pk
such that Pi links si to ti and such that no vertex of G is contained in more than two
paths from {P1, . . . , Pk}. While we are optimistic that the directed grid theorem
will provide the key for proving that the problem is solvable in polynomial time,
this requires much more work and significant new ideas and we leave this for future
work. Note that in a sense, half-integral disjoint paths are the best we can hope
for, as the directed disjoint paths problem is NP-complete even for only k = 2 pairs
of source/target pairs [17].
However, the directed grid theorem may also prove relevant for the integral
directed disjoint paths problem. In a recent breakthrough, Cygan et al. [7] showed
that the planar directed disjoint paths problem is fixed-parameter tractable using
an irrelevant vertex technique (but based on a different type of directed grid). They
show that if a planar digraph contains a grid-like subgraph of sufficient size, then
one can delete a vertex in this grid without changing the solution. The bulk of
the paper then analyses what happens if such a grid is not present. If one could
prove a similar irrelevant vertex rule for the directed grids used in our paper, then
the grid theorem would immediately yield the dual notion in terms of directed tree
width for free. The directed disjoint paths problem beyond planar graphs therefore
is another prime algorithmic application we envisage for directed grids.
Another obvious application of our result is to Erdo˝s-Po´sa type results such as
Younger’s conjecture proved by Reed et al. in 1996 [35]. In fact, in their proof of
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Younger’s conjecture, Reed et al. construct a kind of a directed grid. This technique
was indeed a primary motivation for considering directed tree width and a directed
grid minor as a proof of the directed grid conjecture would yield a simple proof for
Younger’s conjecture. In fact our result immediately gives the following corollaries.
(1) Our grid theorem implies the following stronger result than Reed et al. in
1996 [35] (see also [32]): for every ` and every integer n ≥ 0, there exists an
integer tn = tn(`) such that for every digraph G, either G has n pairwise
vertex disjoint directed cycles of length at least ` or there exists a set T of
at most tn vertices such that G− T has no directed cycle of length at least
`.
The undirected version was proved by Birmele´, Bondy and Reed [2],
and very recently, Havet and Maia [20] proved the case ` = 3 for directed
graphs.
(2) The half-integral directed grid theorem in [24] has been used to show that
a variant of the 1/4-integral directed disjoint paths problem can be solved
in polynomial time. By our new result, we can improve this to 1/3-integral.
Organisation and high level overview of the proof structure. In Section 3,
we state our main result and present relevant definitions. In Sections 5 and 6, then,
we present the proof of our main result.
At a very high level, the proof works as follows. It was already shown in [34]
that if a digraph G has high directed tree width, it contains a directed bramble of
very high order (see Section 3). From this bramble one either gets a subdivision of
a suitable form of a directed clique, which contains the cylindrical grid as butterfly
minor, or one can construct a structure that we call a web (see Definition 5.11).
Our main technical contributions of this paper are in Sections 5 and 6. In
Section 5 we show that this web can be ordered and rerouted to obtain a nicer
version of a web called a fence. Actually, we need a much stronger property for
this fence. Let us observe that a fence is essentially a cylindrical grid with one edge
of each cycle deleted. In Section 5, we also prove that there is a linkage from the
bottom of the fence back to its top (in addition, we require some other properties
that are too technical to state here).
Hence, in order to obtain a cylindrical grid, all that is needed is to find such a
linkage that is disjoint from (a subfence of) the fence. The biggest problem here is
that the linkage from the bottom of the fence back to its top can go anywhere in
the fence. Therefore, we cannot get a subfence that is disjoint from this linkage.
This means that we have to create a cylindrical grid from this linkage, together
with some portion of the fence. This, however, is by far the most difficult and also
the most novel part of the proof, which we present in Section 6, and takes more
than 20 pages.
Let us mention that our proof is constructive in the sense that we can obtain
the following theorem, which may be of independent interest.
Theorem 1.3. There is a function f : N → N such that given any directed graph
and any fixed constant k, in polynomial time, we can obtain either
(1) a cylindrical grid of order k as a butterfly minor, or
(2) a directed tree decomposition of width at most f(k).
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Figure 2. Butterfly contracting the dotted edge in the digraph
on the left.
Note that the second conclusion follows from the result in [22], which says that
for fixed l, there is a polynomial time algorithm to construct a directed tree decom-
position of a given directed graph G of width 3l, if G has directed tree width at most
l. So for Theorem 1.3, if the directed tree width of a given directed graph is at least
3f(k), we obtain the first conclusion from the constructive proof of Theorem 1.2.
Otherwise, we obtain the second conclusion by the result in [22].
Acknowledgement. We would like to thank Julia Chuzhoy, as well as an
anonymous STOC referee for patiently reading an earlier full version of this paper,
and suggesting useful improvements for the presentation.
2. Preliminaries
In this section we fix our notations and briefly review relevant concepts from
graph theory. We refer to, e.g., [12] for details. For any n ∈ N we define [n] :=
{1, . . . , n}. For any set U and k ∈ N we define [U ]≤k := {X ⊆ U : |X| ≤ k}. We
define [U ]=k etc. analogously. We write 2U for the power set of U .
2.1. Background from graph theory. Let G be a digraph. We refer to its vertex
set by V (G) and its edge set by E(G). If (u, v) ∈ E(G) is an edge then u is its
tail and v its head. Unless stated explicitly otherwise, all paths in this paper are
directed. We therefore simply write path for directed path.
The following non-standard notation will be used frequently throughout the pa-
per. If Q1 and Q2 are paths and e is an edge whose tail is the last vertex of Q1
and whose head is the first vertex of Q2 then Q1eQ2 is the path Q = Q1 + e+Q2
obtained from concatenating e and Q2 to Q1. We will usually use this notation in
reverse direction and, given a path Q and an edge e ∈ E(Q) write “Let Q1 and Q2
be subpaths of Q such that Q = Q1eQ2.” Hereby we define the subpath Q1 to be
the initial subpath of Q up to the tail of e and Q2 to be the suffix of Q starting at
the head of e.
In this paper we will work with a version of directed minors known as butterfly
minors (see [21]).
Definition 2.1 (butterfly minor). Let G be a digraph. An edge e = (u, v) ∈ E(G)
is butterfly-contractible if e is the only outgoing edge of u or the only incoming
edge of v. In this case the graph G′ obtained from G by butterfly-contracting e is
the graph with vertex set (V (G)−{u, v})∪{xu,v}, where xu,v is a fresh vertex. The
edges of G′ are the same as the edges of G except for the edges incident with u or
v. Instead, the new vertex xu,v has the same neighbours as u and v, eliminating
parallel edges. A digraph H is a butterfly-minor of G if it can be obtained from a
subgraph of G by butterfly contraction.
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See Figure 2 for an illustration of butterfly contractions. We illustrate butterfly-
contractions by the following example, which will be used frequently in the paper.
Example 2.2. Let G be a digraph. Let P = P1eP2 be a directed path in G consisting
of two subpaths P1, P2 joined by an edge e with tail in P1 and head in P2. If every
edge in E(G) \ E(P ) incident to a vertex v ∈ V (P1) has v as its head and every
edge in E(G) \ E(P ) incident to a vertex u ∈ (P2) has u as its tail then P can
be butterfly-contracted into a single vertex, as then every edge in E(P1) is the only
outgoing edge of its tail and every edge in E(P2)∪ {e} is the only incoming edge of
its head.
Definition 2.3 (intersection graph). Let P and Q be sets of pairwise disjoint
paths in a digraph G. The intersection graph I(P,Q) of P and Q is the bipartite
(undirected) graph with vertex set P ∪Q and an edge between P ∈ P and Q ∈ Q if
P ∩Q 6= ∅.
We will also frequently use Ramsey’s theorem (see e.g.[12]).
Theorem 2.4 (Ramsey’s Theorem). For all integers q, l, r ≥ 1, there exists a
(minimum) integer Rl(r, q) ≥ 0 so that if Z is a set with |Z| ≥ Rl(r, q), Q is a set
of |Q| = q colours and h : Q → [Z]l is a function assigning a colour from Q to
every l-element subset of Z then there exist T ⊆ Z with |T | = r and x ∈ Q so that
h(X) = x for all X ⊆ T with |X| = l.
We will also need the following lemma adapted from [31]. In the following lemma,
we denote by Ks, for some s ≥ 1, the biorientation of the complete graph on s
vertices.
Lemma 2.5. There is a computable function fclique : N× N→ N such that for all
n, k ≥ 0, if G := Kfclique(n,k) and γ : E(G)→ [V (G)]≤k such that γ(e)∩e = ∅ for all
e ∈ E(G) then there is H ∼= Kn ⊆ G such that γ(e) ∩ V (H) = ∅ for all e ∈ E(H).
Proof. Let R(n) := R2(n, 2) denote the n-th Ramsey number as defined above. We
first define the function fclique inductively as follows. For all n ≥ 0 let fclique(n, 0) :=
n and for k > 1 let
fclique(n, k) := R
(
max{fclique(n, k − 1), fclique(n− 1, k)}
)
+ 1.
We prove the lemma by induction on k. For k = 0 there is nothing to show. So
let k > 0. Choose a vertex v ∈ V (G) and colour all edges e in Gv := G− v by v if
v ∈ γ(e) and by v¯ otherwise. Let l := max{fclique(n, k − 1), fclique(n − 1, k)}. By
Ramsey’s theorem, as |Gv| ≥ R(l) there is a set X ⊆ V (Gv) of size l such that all
edges between elements of X are coloured v or there is such a set where all edges
are coloured v¯.
In the first case, let G′ be the subgraph of G− v induced by X. Then, |γ(e)| ≤
k − 1 for all e ∈ E(G′) and as |X| ≥ fclique(n, k − 1), we can apply the induction
hypothesis to find the desired clique H ∼= Kn in G′.
So suppose X induces a subgraph where all edges are labelled v¯. Let G′ := G[X]
and γ′(e) := γ(e) for all e ∈ E[G′]. As |G′| ≥ fclique(n − 1, k), by the induction
hypothesis, G′ contains a subgraph H ′ ∼= Kn−1 such that γ(e) ∩ V (H ′) = ∅ for all
e ∈ E(H ′). Hence, H := G[V (H ′) ∪ {v}] is the required subgraph of G isomorphic
to Kn with γ(e) ∩ V (H) = ∅ for all e ∈ E(H). 
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Lemma 2.6. For all integers n, k ≥ 0, if G := Kn·(k+1) and γ : V (G)→ [V (G)]≤k
such that v 6∈ γ(v) for all v ∈ V (G) then there is H ∼= Kn ⊆ G such that γ(v) ∩
V (H) = ∅ for all v ∈ V (H).
Proof. We construct H greedily. In each step we choose a vertex from G, add it to
H and delete v ∪ γ(v) from G. 
We also need the next result by Erdo˝s and Szekeres [14].
Theorem 2.7 (Erdo˝s and Szekeres’ Theorem). Let s, t be integers and let n =
(s − 1)(t − 1) + 1. Let a1, . . . , an be distinct integers. Then there exist 1 ≤ i1 <
· · · < is ≤ n such that ai1 < · · · < ais or there exist 1 ≤ i1 < · · · < it ≤ n such that
ai1 > · · · > ait .
2.2. Linkages, Separations, Half-Integral and Minimal Linkages. A linkage
P is a set of mutually vertex-disjoint directed paths in a digraph. For two vertex
sets Z1 and Z2, P is a Z1-Z2 linkage if each member of P is a directed path from a
vertex in Z1 to some other vertex in Z2. The order of the linkage, denoted by |P|,
is the number of paths. In slightly sloppy notations, we will sometimes identify a
linkage P with the subgraph consisting of the paths in P. Furthermore, we define
V (P) := ⋃{V (P ) : P ∈ P} and E(P) := ⋃{E(P ) : P ∈ P}.
Definition 2.8 (well-linked sets). Let G be a digraph and A ⊆ V (G). A is well
linked, if for all X,Y ⊆ A with |X| = |Y | = r there is an X−Y -linkage of order r.
A separation (A,B) in an undirected graph is a pair A,B ⊆ G such that G =
A ∪B. The order is |V (A ∩B)|. A separation in a directed graph G is an ordered
pair (X,Y ) of subsets of V (G) with X ∪ Y = V (G) so that no edge has the tail in
X \ Y and the head in Y \X. Its order is |X ∩ Y |. We shall frequently need the
following version of Menger’s theorem.
Theorem 2.9 (Menger’s Theorem). Let G = (V,E) be a digraph with A,B ⊆ V
and let k ≥ 0 be an integer. Then exactly one of the following holds:
• there is a linkage from A to B of order k or
• there is a separation (X,Y ) of G of order less than k with A ⊆ X and
B ⊆ Y .
Let A,B ⊆ V (G). A half-integral A-B linkage of order k in a digraph G is a set
P of k A-B-paths such that no vertex of G is contained in more than two paths
in P. The next lemma collects simple facts about half-integral linkages which are
needed below.
Lemma 2.10. Let G be a graph and A,B,C ⊆ V (G).
(1) If G contains a half-integral A-B linkage of order k then G contains an
A-B-linkage of order k2 .
(2) If |B| = k and G contains an A-B-linkage L of order k and a B-C-linkage
L′ of order k then G contains an A-C-linkage of order k2 .
Proof. Part (2) follows immediately from Part (1) as L and L′ can be combined to
a half-integral A-C-linkage (this follows as |B| = k and therefore the endpoints of
L and L′ in B coincide).
For Part (1), suppose towards a contradiction that G does not contain an A-B-
linkage of order k2 . Hence, by Menger’s theorem, there is a separation (X,Y ) of G
8 KEN-ICHI KAWARABAYASHI AND STEPHAN KREUTZER
of order < k2 such that A ⊆ X and B ⊆ Y . But then there cannot be a half-integral
A-B-linkage of order k as every vertex in X ∩ Y can only be used twice. 
We now define minimal linkages, which play an important role in our proof.
Definition 2.11 (minimal linkages). Let G be a digraph, let C,D ⊆ V (G) and let
H ⊆ G be a subgraph. For k ≥ 1, a C-D-linkage L of order k is minimal with
respect to H, or H-minimal, if for all edges e ∈ ⋃P∈LE(P ) \ E(H) there is no
C-D-linkage of order k in the graph (L ∪H)− e.
The following lemma will be used later on.
Lemma 2.12. Let G be a digraph. Let P be a linkage and let L be a linkage such
that L is P-minimal. Then L is P ′-minimal for every P ′ ⊆ P.
Proof. It suffices to show the lemma for the case where P ′ = P \{P} for some path
P . The general case then follows by induction.
Suppose L is not P ′-minimal. Hence, there is an edge e ∈ E(L) \ E(P ′) such
that there is an A-B-linkage L′ of order k in (P ′ ∪L)− e. Clearly, this edge has to
be in E(P ) ∩ E(L) as it would otherwise violate the minimality of L with respect
to P.
Furthermore, L′ must use every edge in E(L)\E(P) as again it would otherwise
violate the P-minimality of L. Let Q ⊆ P be the maximum directed subpath of
P ∩ L containing e and let s, t ∈ V (G) be its first and last vertex, respectively.
If s and t are both end vertices of paths in L then this implies that Q ∈ L and
no vertex of Q is adjacent in L ∪ P ′ to any vertex of P ′. Hence in L ∪ P − e there
is no path from s to t, contradicting the choice of L′.
It follows that at least one of s, t is not an endpoint of a path in L. We assume
that s is this vertex. The case for t is analogous. So suppose s is not an end vertex
of any path in L. Let es be the edge in E(L) with head s. As any two paths in P
are pairwise disjoint, the edge es can not be in E(P).
By construction of Q, no vertex in V (Q) \ {s, t} is incident to any edge in
E(L)∪E(P) other than the edges in Q. Furthermore, as explained above, es must
be in E(L′) as it is not in E(P) (and hence if es were not in E(L′), then L′ would
be P-minimal). As s is not an end vertex of a path in L, and hence not an end
vertex of a path in L′, this implies that there must be an outgoing edge of s in L′.
But this must be on the path Q. Hence, L′ must include both Q and the edge es,
a contradiction. 
Note that the converse is not true. I.e. if L is P-minimal and L′ ⊂ L then L′ may
no longer be P-minimal. In the rest of the paper we will mainly use the following
property of minimal linkages.
Lemma 2.13. Let G be a digraph and P ⊆ G be a subgraph. Let R be a P-minimal
linkage between two sets A and B. Let R ∈ R be a path and let e ∈ E(R) \ E(P).
Let R1, R2 be the two components of R− e such that the tail of e lies in R1. Then
there are at most r := |R| paths from R1 to R2 in P ∪R.
Proof. As R is P-minimal, there are no r-pairwise vertex disjoint A-B paths in
(P ∪R)− e. Let S be a minimal A-B separator in (P ∪R)− e. Hence, |S| = r− 1
and S contains exactly one vertex from every R′ ∈ R \ {R}.
Towards a contradiction, suppose there were r pairwise vertex-disjoint paths
from R1 to R2 in (P ∪ R) − e. At most r − 1 of these contain a vertex from S
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and hence there is an R1-R2 path R
′ in (P ∪ R) − e − S. But then R1 ∪ R′ ∪ R2
contains an A-B path in (P ∪R)− e− S, contradicting the fact that S is an A-B
separator in (P ∪R)− e. Hence, there are at most r− 1 disjoint paths from R1 to
R2 in (P ∪R)− e and therefore at most r pairwise vertex-disjoint R1-R2 paths in
in (P ∪R). 
3. Directed Tree-Width
The main result of this paper is the grid theorem for directed tree width. We
briefly recall the definition of directed tree width from [21].
By an arborescence we mean a directed graph R such that R has a vertex r0,
called the root of R, with the property that for every vertex r ∈ V (R) there is a
unique directed path from r0 to r. Thus every arborescence arises from a tree by
selecting a root and directing all edges away from the root. If r, r′ ∈ V (R) we write
r′ > r if r′ 6= r and there exists a directed path in R with initial vertex r and
terminal vertex r′. If e ∈ E(R) we write r′ > e if either r′ = r or r′ > r, where r is
the head of e.
Let G be a digraph and let Z ⊆ V (G). We say that a set S ⊆ (V (G) − Z) is
Z-normal if there is no directed walk in G−Z with the first and the last vertex in
S that uses a vertex of G− (Z ∪S). It follows that every Z-normal set is the union
of the vertex sets of strongly connected components of G−Z. It is straightforward
to check that a set S is Z-normal if, and only if, the vertex sets of the strongly
connected components of G−Z can be numbered S1, S2, . . . , Sd in such a way that
(1) if 1 ≤ i < j ≤ d, then no edge of G has head in Si and tail in Sj , and
(2) either S = ∅, or S = Si ∪ Si+1 ∪ · · · ∪ Sj for some integers i, j with 1 ≤ i ≤
j ≤ d.
Definition 3.1. A directed tree decomposition of a digraph G is a triple (T, β, γ),
where T is an arborescence, β : V (T )→ 2V (G) and γ : E(T )→ 2V (G) are functions
such that
(1) {β(t) : t ∈ V (T )} is a partition of V (G) into nonempty sets and
(2) if e ∈ E(T ), then ⋃{β(t) : t ∈ V (T ), t > e} is γ(e)-normal.
For any t ∈ V (T ) we define Γ(t) := β(t) ∪ ⋃{γ(e) : e ∼ t}, where e ∼ t if e is
incident with t.
The width of (T, β, γ) is the least integer w such that |Γ(t)| ≤ w + 1 for all
t ∈ V (T ). The directed tree width of G is the least integer w such that G has a
directed tree decomposition of width w.
The sets β(t) are called the bags and the sets γ(e) are called the guards of the
directed tree decomposition. It is easy to see that the directed tree width of a
subdigraph of G is at most the directed tree width of G.
Example 3.2. As an example of directed tree decompositions, consider the graph
in Figure 4 a) and its directed tree decomposition in b). Here, the bags β(t) are
illustrated by circles and the guards γ(e) by square boxes. The width of the decom-
position is 2.
We now recall the concept of cylindrical grids as defined in [33, 21].
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Figure 3. Cyclindrical grid G4.
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a) A digraph G. b) a directed tree-decomposition of G.
Figure 4. a) A sample digraph and b) a corresponding directed
tree-decomposition of width 2.
Definition 3.3 (cylindrical grid). A cylindrical grid of order k, for some k ≥ 1,
is a digraph Gk consisting of k directed cycles C1, . . . , Ck, pairwise vertex disjoint,
together with a set of 2k pairwise vertex disjoint paths P1, . . . , P2k such that
• each path Pi has exactly one vertex in common with each cycle Cj,
• the paths P1, . . . , P2k appear on each Ci in this order and
• for odd i the cycles C1, . . . , Ck occur on all Pi in this order and for even i
they occur in reverse order Ck, . . . , C1.
See Figure 3 for an illustration of G4.
Remark 3.4. Let us define an elementary cylindrical wall Wk of order k to be the
digraph obtained from the cylindrical grid Gk by replacing every vertex v of degree
4 in Gk by two new vertices vs, vt connected by an edge (vs, vt) such that vs has the
same in-neighbours as v and vt has the same out-neighbours as v.
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A cylindrical wall of order k is a subdivision of Wk, i.e. a digraph obtained from
Wk by replacing edges by pairwise internally vertex disjoint directed paths in the
obvious way. Clearly, every cylindrical wall of order k contains a cylindrical grid of
order k as a butterfly minor. Conversely, a cylindrical grid of order k as a butterfly
minor contains a cylindrical wall of order 12k as subgraph.
What we actually show in this paper is that every digraph of large directed tree
width contains a cylindrical wall of high order as subgraph.
Directed tree width has a natural duality, or obstruction, in terms of directed
brambles (see [33, 34]) and we will actually prove our main result in terms of
brambles rather than directed tree width.
Definition 3.5. Let G be a digraph. A bramble in G is a set B of strongly connected
subgraphs B ⊆ G such that if B,B′ ∈ B then B ∩ B′ 6= ∅ or there are edges e, e′
such that e links B to B′ and e′ links B′ to B.
A cover of B is a set X ⊆ V (G) of vertices such that V (B) ∩ X 6= ∅ for all
B ∈ B. Finally, the order of a bramble is the minimum size of a cover of B. The
bramble number bn(G) of G is the maximum order of a bramble in G.
The next lemma is mentioned in [34] and can be proved by converting brambles
into havens and back using [21, (3.2)].
Lemma 3.6. There are constants c, c′ such that for all digraphs G, bn(G) ≤ c ·
dtw(G) ≤ c′ · bn(G).
Using this lemma we can state our main theorem equivalently as follows, which
is the result we prove in this paper.
Theorem 3.7. There is a computable function f : N→ N such that for all digraphs
G and all k ∈ N, if G contains a bramble of order at least f(k) then G contains a
cylindrical grid of order k as a butterfly minor.
4. Getting a web
The main objective of this section is to show that every digraph containing a
bramble of high order either contains a cylindrical wall of order k or contains a
structure that we call a web.
Definition 4.1 ((p, q)-web). Let p, q, d ≥ 0 be integers. A (p, q)-web (P,Q) with
avoidance d in a digraph G consists of two linkages P = {P1, . . . , Pp} and Q =
{Q1, . . . , Qq} such that
(1) P is an A−B linkage for two distinct vertex sets A,B ⊆ V (G) and Q is a
C−D linkage for two distinct vertex sets C,D ⊆ V (G),
(2) for 1 ≤ i ≤ q, Qi intersects all but at most 1d · p paths in P and
(3) P is Q-minimal.
We say that (P,Q) has avoidance d = 0 if Qi intersects all paths in P, for all
1 ≤ i ≤ q.
The set C∩V (Q) is called the top of the web, denoted top((P,Q)), and D∩V (Q)
is the bottom bot
(
(P,Q)). The web (P,Q) is well linked if C ∪D is well linked.
The notion of top and bottom refers to the intuition, used in the rest of the
paper, that the paths in Q are thought of as vertical paths and the paths in P as
horizontal. In this section we will prove the following theorem.
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Theorem 4.2. For every k, p, l, c ≥ 1 there is an integer l′ such that the following
holds. Let G be a digraph of bramble number at least l′. Then G contains a cylin-
drical grid of order k as a butterfly minor or a (p′, l · p′)-web with avoidance c, for
some p′ ≥ p, such that the top and the bottom of the web are elements of a well
linked set A ⊆ V (G).
The starting point for proving the theorem are brambles of high order in directed
graphs. In the first step we adapt an approach developed in [26], based on [36], to
our setting.
Lemma 4.3. Let G be a digraph and B be a bramble in G. Then there is a path
P := P (B) intersecting every B ∈ B.
Proof. We inductively construct the path P as follows. Choose a vertex v1 ∈ V (G)
such that v1 ∈ B1 for some B1 ∈ B and set P := (v1). During the construction we
will maintain the property that there is a bramble element B ∈ B such that the
last vertex v of P is the only element of P contained in B. Clearly this property is
true for the path P = (v1) constructed so far.
As long as there still is an element B ∈ B such that V (P ) ∩ V (B) = ∅, let v
be the last vertex of P and B′ ∈ B be such that P ∩ B′ = {v}. By definition
of a directed bramble, there is a path in G[V (B ∪ B′)] from v to a vertex in B.
Choose P ′ to be such a path so that only its endpoint is contained in B and all
other vertices of P ′ are contained in B′. Hence, P ′ only shares v with P and we
can therefore combine P and P ′ to a path ending in B to obtain a desired path. 
Lemma 4.4. Let G be a digraph, B be a bramble of order k · (k+ 2) and P = P (B)
be a path intersecting every B ∈ B. Then there is a set A ⊆ V (P ) of order k which
is well linked.
Proof. We first construct a sequence of subpaths P1, . . . , P2k of P and brambles
B1, . . . ,B2k ⊆ B as follows. Let P1 be the minimal initial subpath of P such that
B1 := {B ∈ B : B ∩ P1 6= ∅} is a bramble of order bk+12 c. Now suppose P1, . . . , Pi
and B1, . . . ,Bi have already been constructed. Let v be the last vertex of Pi and
let s be the successor of v on P . Let Pi+1 be the minimal subpath of P starting at
s such that
Bi+1 := {B ∈ B : B ∩
⋃
l≤i
V (Pl) = ∅ and B ∩ Pi+1 6= ∅}
has order bk+12 c. As long as i < 2k this is always possible as B has order k(k + 2).
Now let in this way P1, . . . , P2k and B1, . . . ,B2k be constructed. For 1 ≤ i ≤ k
let ai be the first vertex of P2i. We define A := {a1, . . . , ak}.
We show next that A is well linked. Let X,Y ⊆ A such that |X| = |Y | = r.
W.l.o.g. we assume that X ∩ Y = ∅. Obviously r ≤ bk2 c. Suppose there is no
linkage of order r from X to Y . By Menger’s theorem (Theorem 2.9) there is a set
S ⊆ V (G) of order |S| < r such that there is no path from X to Y in G \ S.
Let X := {aj1 , . . . , ajr} and Y := {ai1 , . . . , air}. As |S| < r there is an index l
and B ∈ B2jl such that S ∩
(
V (P2jl) ∪ V (B)
)
= ∅ and similarly there is an index
s and B′ ∈ B2is−1 such that S ∩
(
V (P2is−1) ∪ {ais} ∪ V (B′)
)
= ∅. But as any two
bramble elements of B touch this implies that there is a path through B ∪B′ from
a vertex of v ∈ V (P2jl) to a vertex w ∈ V (P2is−1) and hence, as ajl is the starting
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Figure 5. A 4-linked path system of order 3.
vertex of P2jl and ais is the starting vertex of P2is a path linking ajl to ais avoiding
S which is a contradiction. 
For the rest of the section fix a digraph G, a bramble B of order bn(G) >
(2 · k · h) · ((2 · k · h) + 2), for some k, h ≥ 1, a path P and a well linked set
A ⊆ V (P ) with |A| = 2 · k · h as in the previous lemma. We split P into subpaths
P1, . . . , Ph as follows. P1 is the minimum initial subpath containing 2k elements of
A. If P1, . . . , Pi are already defined we let Pi+1 be the minimum initial subpath of
P \⋃j≤i Pj that contains 2k elements of A. For 1 ≤ i ≤ h we let Ai := V (Pi) ∩A.
Hence, all Ai are of size 2k and between any two Ai and Aj there are 2k pairwise
vertex-disjoint paths linking Ai to Aj . For all 1 ≤ i ≤ h we split Ai into two sets
Aini and A
out
i of order k such that A
in
i contains the first k vertices of Ai appearing
on Pi when traversing Pi from beginning to end. The next lemma immediately
follows from the well linkness of A.
Lemma 4.5. For all 1 ≤ i, j ≤ h there is a linkage Li,j of order k linking Aouti
and Ainj .
We will now define the first of various sub-structures we are guaranteed to find
in digraphs of large directed tree-width.
Definition 4.6 (path system). Let G be a digraph and let l, p ≥ 1. An l-linked
path system of order p is a sequence S := (P,L,A), where
• A := (Aini , Aouti )1≤i≤p such that A := ⋃1≤i≤pAini ∪Aouti ⊆ V (G) is a well
linked set and |Aini | = |Aouti | = l, for all 1 ≤ i ≤ p,
• P := (P1, . . . , Pp) is a sequence of pairwise vertex disjoint paths and for all
1 ≤ i ≤ p, Aini , Aouti ⊆ V (Pi) are so that all v ∈ Aini occur on Pi before any
v′ ∈ Aouti and the first vertex of Pi is in Aini and the last is in Aouti and
• L := (Li,j)1≤i 6=j≤p is a sequence of linkages such that for all 1 ≤ i 6= j ≤ p,
Li,j is a linkage of order l from A
out
i to A
in
j .
The system S is clean if for all 1 ≤ i 6= j ≤ p and all Q ∈ Li,j, Q ∩ Ps = ∅ for
all 1 ≤ s ≤ p with s 6∈ {i, j}.
See Figure 5 for an illustration of path systems. The next lemma follows from
Lemma 4.4 and 4.5.
Lemma 4.7. Let G be a digraph and l, p ≥ 1. There is a computable function
f1 : N×N→ N such that if G contains a bramble of order f1(l, p) then G contains
an l-linked path system S of order p.
We now show how to construct a clean path system from an arbitrary path
system.
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Lemma 4.8. Let G be a digraph. There is a computable function f3 : N4 → N such
that for all integers l, p, k, c ≥ 1, if G contains a bramble of order f3(l, p, k, c) then
G contains a clean l-linked path system S of order p or a well linked (p′, k · p′)-web
of avoidance c, for some p′ ≥ p.
Proof. Let l, p, k, c ≥ 1. For all 0 ≤ i ≤ p let li := ci · l. Let n := p. Furthermore, let
p0 := p and for 0 < i ≤ p let pi := fclique((pi−1+1)·(1+2k·li)n−i, 2k·li), where fclique
is the function defined in Lemma 2.5. Finally, define f3(l, p, k, c) := f1(ln, pn),
where f1 is the function defined in Lemma 4.7.
Let G be a digraph containing a bramble of order f3(l, p, k, c). By Lemma 4.7,
G contains an ln-linked path system S := (P,L,A) of order pn. By backwards
induction on i, we define for all 0 ≤ i ≤ n
• sets Yi,Pi ⊆ P with |Yi| = n− i and |Pi| = pi and
• for all Ps, Pt ∈ Yi ∪ Pi with s 6= t a Pi-minimal Aouts -Aint -linkage Lis,t of
order li such that no linkage L
i
s,t hits any path in Yi (except possibly at its
endpoints).
Clearly, Y0 contains n = p paths and induces a clean l = l0-linked path system of
order p.
Initially, we set Pn := P and Yn := ∅. Furthermore, for all 1 ≤ i 6= j ≤ pn,
we choose a P-minimal Aouti -Ainj -linkage Lni,j . Clearly this satisfies the conditions
above.
Now suppose Yi,Pi and the Lis,t satisfying the conditions above have already
been defined.
Step 1. We label each pair s 6= t with Ps, Pt ∈ Pi by
γ(s, t) :=
{
Pn ∈ Pi : n 6= s, t and Pn hits at least (1−
1
c )li paths in L
i
s,t or
Pn hits at least (1− 1c )li paths in Lit,s
}
.
If there is a pair s, t such that |γ(s, t)| ≥ 2 · k · li then for at least one of Lis,t or
Lit,s, say L
i
s,t, there is a set γ ⊆ γ(s, t) of order k · li such that all Pn ∈ γ hit at
least (1− 1c )li paths in Lis,t. As by Lemma 2.12, the Pi-minimal linkage Lis,t is also
γ-minimal, (Lis,t, γ) form a (li, k · li)-web with avoidance c. This yields the second
outcome of the lemma. Note that the web is well linked as the vertical paths γ are
formed by paths from P and, by definition of path systems, these start and end in
elements of the well linked set A.
Otherwise, all sets γ(s, t) contain at most 2k·li paths. Note that, by construction,
γ is symmetric, i.e. γ(s, t) = γ(t, s) for all s, t, and therefore γ defines a labelling of
the clique K|Pi| so that we can apply Lemma 2.5. As |Pi| ≥ fclique((pi−1+1)(1+2k ·
li)
n−i, 2k · li), by Lemma 2.5, there is a set P ′i ⊆ Pi of order (pi−1+1)(1+2k · li)n−i
such that for no pair s 6= t with Ps, Pt ∈ P ′i there is a path P ∈ P ′i \{Ps, Pt} hitting
(1− 1c )li paths in Lis,t or Lit,s.
So far we have found a set P ′i such that for no linkage Lis,t for two paths Ps, Pt ∈
P ′i there is another path P 6= Ps, Pt hitting at least (1− 1c )li paths in Lis,t. However,
such a path P could still exist for a linkage Ls,t or Lt,s between a Ps ∈ Yi and a
Pt ∈ P ′i. We address this problem in the second step.
Step 2. Let (Y1, . . . , Yn−i) = Yi be an enumeration of all paths in Yi. Inductively,
we will construct sets Qij ⊆ P ′i, for 0 ≤ j ≤ n − i, such that |Qij | = (pi−1 +
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n−i−j and for no 1 ≤ s ≤ j (with j ≥ 1) and Pt ∈ Qij there is a path
P ∈ Qij \ {Pt} such that P hits at least (1− 1c )li paths in Lis,t or Lit,s.
Let Qi0 := P ′i which clearly satisfies the conditions. So suppose Qij , for some
j < n− i, has already been defined. Set s := j + 1. For every Pt ∈ Qij define
γ(t) :=
{
P ∈ Qij \ {Pt} :
P hits at least (1− 1c )li paths in Lis,t or
P hits at least (1− 1c )li paths in Lit,s
}
.
Again, if there is a Pt ∈ Qij such that |γ(t)| ≥ 2 · k · li then choose γ ⊆ γ(t) of
size |γ| = k · li such that for one of Lis,t or Lit,s, say Lis,t, every P ∈ γ hits at least
(1− 1c )li paths in Lis,t. Then (γ, Lis,t) is a well linked web as requested.
Otherwise, as |Qij | = (pi−1 +1)(1+2k · li)n−i−j , by Lemma 2.6, there is a subset
Qij+1 of order (pi−1 + 1)(1 + 2k · li)n−i−(j+1) such that for no Pt ∈ Qij+1, there is
a path P ∈ Qij+1 ∪ Yi hitting at least (1− 1c )li paths in Lis,t or Lit,s.
Now suppose Qin−i has been defined. We choose a path Pn ∈ Qin−i and set
Yi−1 := Yi ∪ {Pn} and define Pi−1 := Qin−i \ {Pn}. By construction, |Yi−1| =
n − (i − 1) and |Pi−1| = pi−1. Furthermore, for every pair Ps, Pt ∈ Yi−1 ∪ Pi−1
there is a linkage L from Aouts to A
in
t of order
1
c · li = li−1 such that Pn does not
hit any path in L and, by induction hypothesis, neither does any P ′ ∈ Yi. Hence,
for any such pair Ps, Pt we can choose a Pi−1-minimal Aouts −Aint -linkage avoiding
every path in Yi−1.
Hence, Yi−1 and Pi−1 satisfy the conditions above and we can continue the
induction.
If we do not get a web as the second outcome of the lemma then after p iterations
we have constructed Y0 and P0 and the linkages L0s,t for every Ps, Pt ∈ Y0 with
s 6= t. Clearly, Y0 induces a clean l = l0-linked path system of order p0 = p which
is the first outcome of the lemma. 
The following lemma completes the proof of Theorem 4.2.
Lemma 4.9. For every k, p, l, c ≥ 1 there is an integer l′ such that the following
holds. Let S be a clean l′-linked path system of order k. Then either G contains a
cylindrical grid of order k as a butterfly minor or a well linked (p′, l · p′)-web with
avoidance c, for some p′ ≥ p.
Proof. Let K := k · (k − 1). We define a function f : [K] → N with f(t) :=
(c ·K · l)(K−t+1)p and set l′ := f(1). For all t we define g(t) := f(t)K·l .
Let S := (P,L,A) be a clean l′-linked path system of order k, where P :=
(P1, . . . , Pk), L := (Li,j)1≤i6=j≤k and A := (Aini , Aouti )1≤i≤k.
We fix an ordering of the pairs {(i, j) : 1 ≤ i 6= j ≤ k}. Let σ : [K] → {(i, j) :
1 ≤ i 6= j ≤ k} be the bijection between [K] and {(i, j) : 1 ≤ i 6= j ≤ k} induced by
this ordering. We will inductively construct linkages Lri,j , where r ≤ K, such that
(1) for all s < r, Lrσ(s) contains a single path P from A
out
i to A
in
j , where
(i, j) := σ(s), and P does not share an internal vertex with any path in
some Lrs,t with {s, t} 6= {i, j},
(2) |Lrσ(r)| = f(r)
(3) for all q > r we have |Lrσ(q)| = g(r) = f(r)K·l , and Lrσ(q) is Lrσ(r)-minimal.
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For r = 1 we choose a linkage L1σ(1) satisfying Condition 2 and for q > 1 we
choose the other linkages as in Condition 3.
Now suppose the linkages have already been defined for r. Let (i, j) := σ(r). If
there is a path P ∈ Lri,j which, for all q > r, is disjoint to at least g(r)c paths in Lrσ(q),
define Lr+1i,j = {P}. Let (s, t) := σ(r + 1) and let Lr+1s,t be an Aouts −Aint -linkage of
order g(r)c = f(r+ 1) such that no path in L
r+1
s,t hits P other than at its endpoints.
Such a linkage exists by the choice of P . For each q > r + 1 and (s′, t′) = σ−1(q)
choose an Aouts′ −Aint′ -linkage Lr+1q of order g(r + 1) = g(r)(c·K·l) such that every path
in it has no inner vertex in P and which is Lr+1s,t -minimal. So in this case, we can
construct linkages Lr+1i,j as desired.
Otherwise, for all paths P ∈ Lri,j there are i′, j′ with σ−1(i′, j′) > r such that P
hits more than (1 − 1c )g(r) paths in Lri′,j′ . As |Lri,j | = f(r) = g(r) · K · l, by the
pigeon hole principle, there is a q > r such that at least f(r)K = g(r) · l paths in Lri,j
hit all but at most g(r)c paths in L
r
σ(q). Let Q ⊆ Lri,j be the set of such paths. As a
result, (Lrσ(q),Q) forms a (g(r), f(r)K )-web with avoidance c. As f(r)K = g(r) · l and
the endpoints of the paths in Q are in the well linked set Aouti ∪Ainj ⊆ A, this case
gives the second possible output of the lemma.
Hence, we assume that the previous case never happens and eventually r = K.
We now have paths P1, . . . , Pk and between any two Pi, Pj with i < j a path
L′i,j from A
out
i to A
in
j and a path L
′
j,i from A
out
j to A
in
i . Furthermore, for all
(i, j) 6= (i′, j′) these paths are pairwise vertex disjoint except possibly at their
endpoints in case they begin or end in the same path in {P1, . . . , Pk}. By definition
of path systems, Aini occurs on Pi before A
out
i . Hence, by Example 2.2,
⋃
1≤i≤k Pi∪⋃
1≤i6=j≤k L
′
i,j contains a cylindrical grid of order k as a butterfly minor. 
We are now ready to prove Theorem 4.2.
Proof of Theorem 4.2. Let k, p, l, c ≥ be given as in the statement of the theorem.
Let l1 be the number l
′ defined for k, p, l, c in Lemma 4.9. Let f be the function
as defined in Lemma 4.8. Let m := max{k, p}. We define l′ := f(l1,m, l, c). By
Lemma 4.8, if G contains a bramble of order l′, then G contains a clean l1-linked
path system (P,L,A) of order m or a well linked (p′, l · p′)-web with avoidance c,
for some p′ ≥ m. As m ≥ p, the latter yields the second outcome of the Theorem.
If instead we obtain the path system, then Lemma 4.9 implies that G contains
a cylindrical grid of order m ≥ k, which is the first outcome of the Theorem, or a
well linked (p′, l · p′)-web with avoidance c, for some p′ ≥ m ≥ p. This yields the
second outcome of the Theorem. 
We close the section with a simple lemma allowing us to reduce every web to a
web with avoidance 0.
Lemma 4.10. Let p′, q′, d be integers and let p ≥ dd−1p′ and q ≥ q′ ·
( p
1
dp
)
. If a
digraph G contains a (p, q)-web (P,Q) with avoidance d then it contains a (p′, q′)-
web with avoidance 0.
Proof. For all Q ∈ Q let A(Q) ⊆ P be the paths P ∈ P with P ∩ Q = ∅. By
definition of avoidance in webs, |A(Q)| ≤ 1dp. Hence, by the pigeon hole principle,
there is a set A ⊆ P and a set Q′ ⊆ Q of at least q′ paths such that A(Q) = A
THE DIRECTED GRID THEOREM 17
for all Q ∈ Q′. Let P ′ := P \ A. Hence, P ∩ Q 6= ∅ for all P ∈ P ′ and Q ∈ Q′.
As p ≥ dd−1 · p′ we have p − 1dp ≥ p′ and hence |P ′| ≥ p′. Furthermore, P ′ is
Q′-minimal. For, Lemma 2.12 implies that P is Q′-minimal. But P ′ is obtained
from P by deleting only those paths P which have an empty intersection with every
Q ∈ Q′. Clearly, deleting these does not destroy minimality. Therefore, (P ′,Q′)
contains a (p′, q′)-web with avoidance 0. 
5. From Webs to Fences
The objective of this section is to show that if a digraph contains a large well
linked web, then it also contains a big fence whose bottom and top come from a
well linked set. We give a precise definition of a fence and then state the main
theorem of this section. The results obtained in this section are inspired by results
in [35], which we generalise and extend.
Definition 5.1 (fence). Let p, q be integers. A (p, q)-fence in a digraph G is a
sequence F := (P1, . . . , P2p, Q1, . . . , Qq) with the following properties:
(1) P1, . . . , P2p are pairwise vertex disjoint paths of G and {Q1, . . . , Qq} is an
A-B-linkage for two distinct sets A,B ⊆ V (G), called the top and bottom,
respectively. We denote the top A by top
(F) and the bottom B by bot(F).
(2) For 1 ≤ i ≤ 2p and 1 ≤ j ≤ q, Pi∩Qj is a path (and therefore non-empty).
(3) For 1 ≤ j ≤ q, the paths P1 ∩Qj , . . . , P2p ∩Qj appear in this order on Qj,
and the first vertex of Qj is in V (P1) and the last vertex is in V (P2p).
(4) For 1 ≤ i ≤ 2p, if i is odd then Pi ∩Q1, . . . , Pi ∩Qq are in order in Pi, and
if i is even then Pi ∩Qq, . . . , Pi ∩Q1 are in order in Pi.
The fence F is well linked if A ∪B is well linked.
The main theorem of this section is to show that any digraph with a large web
where bottom and top come from a well linked set contains a large well linked fence.
Theorem 5.2. For every p, q ≥ 1 there is are p′, q′ such that any digraph G
containing a well linked (p′, q′)-web contains a well linked (p, q)-fence.
To prove the previous theorem we first establish a weaker version where instead
of a fence we obtain an acyclic grid. We give the definition first.
Definition 5.3 (acyclic grid). An acyclic (p, q)-grid is a (p, q)-web P = {P1,
. . . , Pp}, Q = {Q1, . . . , Qq} with avoidance d = 0 such that
(1) for 1 ≤ i ≤ p and 1 ≤ j ≤ q, Pi ∩Qj is a path Rij,
(2) for 1 ≤ i ≤ p, the paths Ri1, . . . , Riq are in order in Pi, and
(3) for 1 ≤ j ≤ q, the paths R1j , . . . , Rpj are in order in Qj.
The definition of top and bottom as well as well linkedness is taken over from the
underlying web.
Theorem 5.4. For all integers t, d ≥ 1, there are integers p, q such that every
digraph G containing a well linked (p, q)-web (P,Q) with avoidance d contains a
well linked acyclic (t, t)-grid.
Theorem 5.2 is now easily obtained from Theorem 5.4 using the following lemma,
which is (4.7) in [35]. It is easily seen that in the construction in [35] the top and
bottom of the fence are subsets of the top and bottom of the acyclic grid it is
constructed from.
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Figure 6. Constructing a Fence in a Grid.
Lemma 5.5. For every integer p ≥ 1, there is an integer p′′ ≥ 1 such that every
digraph with a (p′′, p′′)-grid has a (p, p)-fence such that the top and bottom of the
fence are subsets of the top and bottom of the grid.
As we will be using this result frequently, we demonstrate the construction in
Figure 6. Essentially, we construct the fence inside the grid by starting in the top
left corner and then taking alternatingly vertical and horizontal parts of the acyclic
grid. This yields the vertical paths of the fence (marked as thick black lines from the
top left to the bottom right in the figure). To get the alternating horizontal paths
we use the short paths marked in red in the figure. Note that by this construction,
the horizontal and vertical paths of the new fence each contain subpaths of the
horizontal as well as vertical paths of the original grid.
We now turn towards the proof of Theorem 5.4. We first need some definitions.
Definition 5.6. Let Q∗ be a linkage and let Q ⊆ Q∗ be a sub linkage of order q.
Let P be a path intersecting every path in Q.
(1) Let r ≥ 0. An edge e ∈ E(P ) − E(Q∗) is r-splittable with respect to Q
(and Q∗) if there is a set Q′ ⊆ Q of order r such that Q ∩ P1 6= ∅ and
Q∩P2 6= ∅ for all Q ∈ Q′, where P1, P2 are the two subpaths of P − e such
that P = P1eP2.
(2) A subset Q′ ⊆ Q of order q′ is a segmentation of P (with respect to Q∗) if
there are edges e1, . . . , eq′−1 ∈ E(P )−E(Q∗) with P = P1e1 . . . Pq′−1eq′−1Pq′ ,
for suitable subpaths P1, . . . , Pq′ , such that Q′ can be ordered as (Q1, . . . , Qq′)
and V (Qi) ∩ V (P ) ⊆ V (Pi).
We next lift the previous definition to pairs (P,Q) of linkages.
Definition 5.7. Let P and Q∗ be linkages and let Q ⊆ Q∗ be a sub linkage of order
q. Let r ≥ 0.
(1) An r-split of (P,Q) of order q′ (with respect to Q∗) is a pair (P ′,Q′) of
linkages of order r = |P ′| and q′ = |Q′| with Q′ ⊆ Q such that P ′ can
be ordered P ′ := (P1, . . . , Pr) in such a way that there is a path P ∈ P
and edges e1, . . . , er−1 ∈ E(P ) \ E(Q∗) with P = P1e1P2 . . . er−1Pr and
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a) b)
Figure 7. a) A 2-segmentation of order 7 and b) a 6-split of order 7.
every Q ∈ Q′ can be segmented into subpaths Q1, . . . , Qr such that Q =
Q1e
′
1 . . . e
′
r−1Qr and V (Q) ∩ V (Pi) ⊆ V (Qr+1−i).
(2) An r-segmentation of P of order q′ (with respect to Q and Q∗) is a pair
(P ′,Q′), where P ′ is a linkage of order r and Q′ ⊆ Q is a linkage of
order q′ such that Q′ is a segmentation of every path Pi into segments
P i1e1P
i
2 . . . eq′−1P
i
q′ and for every Q ∈ Q′ and all i 6= j, if Q intersects Pi
in segment P il , for some l, then Q intersects Pj in segment P
j
l . We say
that Q is an r-segmentation of P (with respect to Q∗).
An r-split (P,Q) and an r-segmentation (P,Q) are well linked if the set of start
and end vertices of paths in Q is a well linked set.
Note that in an r-split (P ′,Q′) of (P,Q), all paths in P ′ are obtained from a
single path in P. The previous concepts are illustrated in Figure 7. Part a) of the
figure illustrates a segmentation, where the vertical paths are the paths in Q which
segment the two paths in P. In Part b), a single path P is split at 5 edges, marked
by the arrows on P . The paths in Q involved in the split are marked by solid black
vertical paths whereas the paths in Q which do not split P are displayed in light
grey.
Remark 5.8. To simplify the presentation we agree on the following notation when
working with r-splits as in the previous definition. If P only contains a single path
P we usually simply write an r-split of (P,Q) instead of ({P},Q). Furthermore, as
the order in an r-split is important, we will often write r-splits as
(
(P1, . . . , Pr),Q′
)
.
We first show the following lemma, which is essentially shown in [35].
Lemma 5.9. Let r, s ≥ 0. Let Q∗ be a linkage and let Q ⊆ Q∗ be a sub linkage of
order q. Let P be a path intersecting every path in Q. If q ≥ r · s then P contains
an r-splittable edge with respect to Q and Q∗ or there is an s-segmentation Q′ ⊆ Q
with respect to Q∗.
Proof. Let (Q1, . . . , Qr·s) ⊆ Q be a set of pairwise disjoint paths. For 1 ≤ j ≤ r · s,
let Fj be the minimal subpath of P that includes V (P ∩ Qj). Note that as Q∗ is
a set of pairwise vertex disjoint paths, if Q 6= Q′ ∈ Q∗ and v ∈ V (P ) ∩ V (Q) and
v′ ∈ V (P )∩V (Q′) then the minimal subpath of P containing v and v′ must contain
an edge e 6∈ E(Q∗).
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Suppose first that for some edge e ∈ E(P ) \ E(Q∗) there are at least r distinct
values of j, say j1, . . . , jr, such that e belongs to Fj1 , . . . , Fjr . Then e is r-spittable
as witnessed by Q′ := {Qj1 , . . . , Qjr}.
Thus we may assume that every edge of E(P )\E(Q∗) occurs in Fj for fewer than
r values of j. Consequently there are s values of j, say j1, . . . , js, so that Fj1 , . . . , Fjs
are pairwise vertex-disjoint. Thus Q′ := (Qj1 , . . . , Qjs) is an s-segmentation of P .

The lemma has the following consequence which we will use frequently below.
Corollary 5.10. Let H be a digraph and let Q∗ be a linkage in H and let Q ⊆ Q∗
be a linkage of order q. Let P ⊆ H be a path intersecting every path in Q. Let c ≥ 0
be such that for every edge e ∈ E(P )−E(Q∗) there are no c pairwise vertex disjoint
paths in H − e from P1 to P2, where P = P1eP2. For all s, r ≥ 0, if q ≥ (r + c) · s
then
a) there is an s-segmentation Q′ ⊆ Q of P with respect to Q∗ or
b) a 2-split
(
(P1, P2),Q′′
)
of (P,Q) of order r with respect to Q∗.
Proof. By Lemma 5.9, there is a s-segmentation of P or an (r + c)-splittable edge
e ∈ E(P ) − E(Q∗). In the second case, let P = P1eP2 and let Q′ ⊆ Q of order
(r + c) witnessing that e is (r + c)-splittable. Thus, every path in Q′ intersects P1
and P2. As there are at most c disjoint paths from P1 to P2 in H − e, at most c
of the paths in Q′ hit P1 before they hit P2. Hence, there is a subset Q′′ ⊆ Q′ of
order r such that for all Q ∈ Q′′ the last vertex of V (P2∩Q) occurs before the first
vertex of V (P1 ∩Q). Hence,
(
(P1, P2),Q′′
)
is a 2-split of (P,Q) of order r. 
We will mostly apply the previous lemma in a case where H ⊆ G is a subgraph
induced by two linkages P and Q, and P ∈ P.
We now present one of our main constructions showing that for every x, y, q
every web of high enough order either contains an x-segmentation of order q or a
y-split of order q. This construction will again be used in Section 6 below. We first
refine the definition of webs from Section 4. The difference between the webs (with
avoidance 0) used in Section 4 and the webs with linkedness c defined here is that
we no longer require that in a web (P,Q), P is Q-minimal. Instead we require that
in every path P , if we split P at an edge e, i.e. P = P1eP2, then there are at most
c paths from P1 to P2 in P ∪ Q. This is necessary as in the various constructions
below, minimality will not be preserved but this forward path property is preserved.
We give a formal definition now.
Definition 5.11 ((p, q)-web). Let p, q, c ≥ 0 be integers and let Q∗ be a linkage.
A (p, q)-web with linkedness c with respect to Q∗ in a digraph G consists of two
linkages P = {P1, . . . , Pp} and Q = {Q1, . . . , Qq} ⊆ Q∗ such that
(1) Q is a C−D linkage for two distinct vertex sets C,D ⊆ V (G) and P is an
A−B linkage for two distinct vertex sets A,B ⊆ V (G),
(2) for 1 ≤ i ≤ q, Qi intersects every path P ∈ P,
(3) for every P ∈ P and every edge e ∈ E(P ) \ E(Q∗) there are at most c
disjoint paths from P1 to P2 in P ∪ Q where P1, P2 are the subpaths of P
such that P = P1eP2.
The set C ∩ V (Q) is called the top of the web, denoted top((P,Q)), and D ∩ V (Q)
is the bottom bot
(
(P,Q)). The web (P,Q) is well linked if C ∪D is well linked.
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Remark 5.12. Note that every (p, q)-web with avoidance 0 is a (p, q)-web with
linkedness p.
Lemma 5.13. For all p, q, r, s, c ≥ 0 and all x, y ≥ 0 with p ≥ x there is a number
q′ :=
(
p · q · (q + c))2(x−1)y+1 such that if G contains a (p, q′)-web W := (P,Q)
with linkedness c, then G contains a y-split (P ′,Q′) of (P,Q) of order q or an
x-segmentation (P ′,Q′) of (P,Q) of order q. Furthermore, if W is well linked then
so is (P ′,Q′).
Proof. We set q′ :=
(
p · q · (q+ c))2(x−1)y+1 . We will provide an algorithmic proof of
the lemma. Fix Q∗ := Q for the rest of the proof. All applications of Corollary 5.10
will be with respect to this original linkage Q∗.
For all 0 ≤ i ≤ (x − 1)y + 1 we define qi :=
(
p · q · (q + c))2(x−1)y+1−i . Let
(P,Q) be a (p, q0)-web. For 0 ≤ i ≤ (x − 1)y + 1 we will construct a sequence
Mi := (Pi,Qi,Siseg,Sisplit), where Pi,Qi,Siseg,Sisplit are linkages of order p, qi, xi
and yi respectively and such that Qi ⊆ Q∗ is an xi-segmentation of Siseg and
(Ssplit,Qi) is a yi-split of (P,Q). Recall that in particular this means that the paths
in Ssplit are the subpaths of a single path in P split at edges e ∈ E(P ) \ E(Q∗).
We first set M0 := (P0 := P,Q0 := Q,S0seg := ∅,S0split := ∅) and define x0 =
y0 := 0. Clearly, this satisfies the conditions on M0 defined above.
Now suppose thatMi has already been defined for some i, xi ≥ 0 and yi > 0. If
Sisplit = ∅, we first choose a set Q+ ⊂ Qi of order qi/p ≥ qi+1(qi+1 + c) and a path
P ∈ Pi such that every path in Q+ intersects P before any other path in Pi. Note
that this is possible by the pigeon hole principle. We set Ssplit = {P}. Otherwise,
if Sisplit 6= ∅, we set Ssplit := Sisplit and Q+ := Qi.
Now, let P ∈ Ssplit. We apply Corollary 5.10 to P,Q+ with respect to Q∗ setting
x = qi+1 and y = (qi+1 + c). If we get a qi+1-segmentation Q1 ⊆ Q+ of P with
respect to Q∗ we set
Pi+1 := Pi \ {P}, Qi+1 := Q1, Si+1seg := Sseg ∪ {P} and Si+1split := ∅.
Otherwise, we get a 2-split
(
(P1, P2),Q2) of order qi+1 where Q2 ⊆ Q+. Then we
set
Pi+1 := Pi \ {P} ∪ {P1, P2},
Qi+1 := Q2,
Si+1seg := Siseg and
Si+1split := Sisplit \ {P} ∪ {P1, P2}.
It is easily verified that the conditions for Mi+1 := (Pi+1,Qi+1,Si+1seg ,Si+1split)
are maintained. In particular, the linkedness c of (Pi+1,Qi+1) is preserved as
deleting or splitting paths cannot increase forward connectivity (in contrast to the
minimality property).
Note that in the construction above, in each step we either increase xi (and
decrease yi) or we increase yi. Hence, after at most i ≤ (x− 1) · y + 1 steps, either
we have constructed a set Siseg of order x or a set Sisplit of order y. This concludes
the proof. 
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Consider the case that the outcome of the previous lemma is a y-split. This case
is illustrated in Figure 7 b). We call the structure that we obtain in this case a
pseudo-fence.
Definition 5.14 (pseudo-fence). A (p, q)-pseudo-fence is a pair (P := (P1, . . . , P2p),
Q) of pairwise disjoint paths, where |Q| = q, such that each Q ∈ Q can be divided
into segments Q1, . . . , Q2p occurring in this order on Q such that for all i, each Pi
hits all Q ∈ Q in their segment Qi and P does not hit any Q in another segment.
Furthermore, for all 1 ≤ i ≤ p, there is an edge ei connecting the endpoint of P2i
to the start point of P2i−1.
The top of (P,Q) is the set of start vertices and the bottom the set of end vertices
of Q.
The next lemma follows immediately from the definitions.
Proposition 5.15. Let (P ′,Q′) be a y-split of order q of some pair (P,Q) of
linkages. Then (P ′,Q′) form a (y, q)-pseudo-fence.
In the following three lemmas (which generalize the results in [35]), we show how
in each of the two cases of the previous we get an acyclic grid. We first need some
preparation.
Lemma 5.16. There is a function f : N × N → N with the following properties.
Let P be a linkage and let R be a path intersecting every path in P. Furthermore,
let σ : P → 2P be a function such that
(a) |σ(P )| ≤ K, for some fixed integer K and for P ∈ P,
(b) for every P ∈ P, P ∈ σ(P ) and for all P ′ ∈ σ(P ) we have σ(P ′) = σ(P ),
and
(c) for all P ∈ P, σ(P ) can be ordered as (P1, . . . , Ps), for some s ≤ K, such
that for all 1 ≤ i ≤ s, after the first vertex on R it has in common with Pi,
R does not intersect any Pj with j < i.
For all k ≥ 0, if |P| ≥ f(k,K), then there is a sequence (P1, . . . , Pk) of distinct paths
P1, . . . , Pk ∈ P such that for all 1 ≤ i < k, R contains a subpath Ri from a vertex in
Pi to a vertex in Pi+1 which is internally vertex disjoint from
⋃
1≤i≤k
(
Pi ∪σ(Pi)
)
.
Furthermore, the sequence can be chosen either in a way that
(1) the first vertex of
⋃
1≤i≤k Pi on R is contained in V (P1) or
(2) the last vertex of
⋃
1≤i≤k Pi on R is contained in V (Pk).
Proof. We define f(1,K) = 1. For i > 1 let gi := K + (f(i − 1,K) + i) · (K2 +
1)f(i−1,K)+i and let f(i,K) := 1 +K2 · gi.
Suppose |P| ≥ f(k,K). We first construct a sequence (P1, . . . , Pk) satisfying
Condition 1. The construction for Condition 2 is analogous.
Let P ∈ P be the path such that the first vertex, when traversing from beginning
to end, R has in common with any path in P is on P . Let σ(P ) = (P 1, . . . , P pK )
be ordered by the order given in Condition (c). Let x1, . . . , xs be the vertices of
V (σ(P ))∩ V (R) ordered in the order in which they occur on R. We define xs+1 to
be the last vertex of R. Note that, by Condition (c), there are indices i1, . . . , ipK
such that for all 1 ≤ j ≤ pK , the vertices R has in common with Pj are {xl : ij−1 <
l ≤ ij} (where we define i0 := 0). For any 1 ≤ i ≤ s let Ri be the subpath of R
from xi to xi+1 (including both) and let B′i := {P ′ ∈ P : V (P ′) ∩ V (Ri) 6= ∅}.
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For all 1 ≤ i ≤ pK let P∗j := {P ∈ P : P ∈ B′l for some ij−1 < l ≤ ij and
σ(P )∩B′l = ∅ for all l ≤ ij−1} and let ni := |P∗i |. As |P| ≥ f(k,K) and |σ(P )| ≤ K
for all P , there is a minimal index t ≤ pK such that ni ≥ f(k,K) −K2 · gk ≥ gk.
Let P∗ := Pt and Bj := B′j ∩ P∗ for all it−1 ≤ j ≤ it. i
We now consider two cases depending on|B′i.
Case 1. Suppose first that |B′i| ≥ f(k − 1,K) for some it−1 < i ≤ it. Then
we apply the induction hypothesis to Bi and Ri to get a sequence (H2, . . . ,Hk) of
distinct paths Hj ∈ Bi, for 2 ≤ j ≤ k, such that for all 2 ≤ j < k, Ri contains
a subpath R∗j from a vertex in Hj to a vertex in Hj+1 which is internally vertex
disjoint from
⋃
2≤i≤k
(
Hi ∪ σ(Hi)
)
and furthermore among H2, . . . ,Hk, the first
path Ri intersects is H2. Clearly, none of the R
∗
i intersects any path in σ(P ). Let
R1, . . . , Rt−1 be subpaths of R such that Rj links Pj to Pj+1. Such paths exists
and by construction of P∗ they are internally vertex disjoint from H2, . . . ,Hk.
Hence, (P1, . . . , Pt, H2, . . . ,Hk) is a sequence as required by the lemma, possibly
longer than needed. Let H ′1, . . . ,H
′
k be the first k paths in this sequence. Note
that the subpaths Ri of R constructed above linking H
′
i to H
′
i+1 are internally
vertex disjoint from σ(H ′1), . . . , σ(H
′
k). Hence we can simply attach the paths in⋃(
σ(H ′1), . . . , σ(H
′
k)
) \ {H ′1, . . . ,H ′k} to the paths H ′1, . . . ,H ′k so that they form
paths S1, . . . , Sk satisfying the requirements of the lemma and Condition 1. More
precisely, we construct S1, . . . , Sk as follows. For 1 ≤ l ≤ k let S0l := Sl and set
A0 :=
⋃(
σ(H ′1), . . . , σ(H
′
k)
) \ {H ′1, . . . ,H ′k}. Then, as long as Al 6= ∅, we choose a
path H ∈ Al such that there is a path Slj , for some 1 ≤ j ≤ k, such that H and Slj
can be connected by an edge e ∈ E(Pl) for some Pl ∈ P ′ of which both, H and Slj
are a subpath. Note that this is always possible by construction of the sets. Then
we set Sl+1j := S
l
j + e+H, S
l+1
j′ := S
l
j′ , for all j
′ 6= j and Al+1 := Al \ {H}.
Once Al = ∅ for some l we set Si := Sli, for all i, to obtain a tuple satisfying
Condition 1 and the requirement of the lemma.
Case 2. So suppose that |Bi| < f(k−1,K) for all it−1 < i ≤ it. Let hK+k := 1 and
hi := (K
2 + 1) · hi+1, for all 1 ≤ i < K + k. We will define a sequence (Ci,Xi,Pi),
where Ci ⊆ {Bi : it−1 < i ≤ it}, Xi ⊆ P∗ and Pi := (P1, . . . , Pli) with Pj ∈ P∗ for
all 1 ≤ j ≤ li such that
• |⋃ Ci| ≥ hi,
• for every path P ′ ∈ Xi at least one path of σ(P ′) occurs in every B ∈ Ci
and
• for every 1 ≤ j < li, for no path Pj ∈ Pi any path in σ(Pj) occurs in any
B ∈ Ci and there is a subpath R′i of R with first vertex in Pj , last vertex in
Pj+1 and internally vertex disjoint from
⋃
B∈Ci{P ′ : P ′ ∈ B}∪{P1, . . . , Pli}.
Furthermore, if Pi is not empty then the first vertex R has in common with⋃Pi is on P1.
Initially we set C0 := {Bi : it−1 ≤ i ≤ it}, X0 = P0 = ∅, which clearly satisfies the
criteria.
Now suppose Ci,Ri,Xi have already been defined. Let B = Br ∈ Ci be such that
r is minimal, i.e. B is the first set in Ci such that R intersects a path in Bi. Let P ′
be the first path in B that R intersects.
Let P ′1, . . . P
′
m be an ordering of σ(P
′) in the order in which R intersects the
paths in σ(P ′). Let Q ⊆ ⋃ Ci be the set of paths Q such that σ(P ′) and Q do not
occur together in any B ∈ Ci.
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• Suppose first that |Q| ≥ K2 ·hi+1. For all 1 ≤ a ≤ m let Qa := {Q ∈ Q : R
intersects Q before the last vertex it has in common with Pa and no path
in σ(Q) intersects R before the last vertex R has in common with Pa−1
}. For a = 1 we include into Q1 all paths Q ∈ Q R intersects before the
last vertex it has in common with P1 and we add all paths Q ∈ Q to Qm
such that R intersects any Q′ ∈ σ(Q) only after the last vertex it has in
common with Pm. As |Q| ≥ K2 ·hi+1 and |σ(Q)| ≤ K for all Q there must
be a minimal index c ≤ m such that |Qc| ≥ hi+1. We set Ci+1 := {B1 ∩
Qc, . . . ,Bm ∩ Qc} \ {∅},Xi+1 := Xi and Pi+1 := (P1, . . . , Pli , P ′1, . . . , P ′c).
Clearly, this satisfies the conditions above.
• Otherwise, we set Ci+1 := {B′ ∈ Ci : σ(P ′)∩B′ 6= ∅}, Xi+1 := Xi ∪{P} and
Pi+1 := Pi. Again, this satisfies the conditions above.
This completes the construction. We stop the process as soon as |Pi| = k. We
claim that after at most i ≤ f(k − 1,K) + k steps the process stops with a set Pi
of size k.
Towards this aim, note first that in every step, we either increase |Xi| or |Pi|.
Hence, if we do not find a Pi of size k, then after at most f(k − 1,K) + k − 1
steps we have constructed a set Xi of size f(k − 1,K). In this case, Xi = B
for all B ∈ Ci by construction. But then, in every construction step j < i at
most K2 · gj paths Q where removed from
⋃ Ci. Hence, P = ⋃ C0 contains at
most |Xi| +
∑
j≤iK
2 · hi ≤ K + (f(k − 1,K) + k) · K2 · hf(k−1,K)+k = K +
(f(k − 1,K) + k) · (K2 + 1)f(k−1,K)+k paths. But this contradicts the choice of
|P| ≥ f(k,K) > K + (f(k − 1,K) + k) · (K2 + 1)f(k−1,K)+k. 
In this generality the previous lemma will be needed in Section 6.4. In this
section, we only need the following simpler version which follows from the previous
lemma by setting γ(P ) := {P} for all P .
Corollary 5.17. There is a function f : N→ N with the following properties. Let
P be a linkage and let R be a path intersecting every path in P. For all k ≥ 0, if
|P| ≥ f(k) then there is a sequence (P1, . . . , Pk) of distinct paths P1, . . . , Pk ∈ P
such that for all 1 ≤ i < k, R contains a subpath Ri from a vertex in Pi to a vertex
in Pi+1 which is internally vertex disjoint from
⋃
1≤i≤k Pi.
Furthermore, the sequence can be chosen either in a way that
(1) the first vertex of
⋃
1≤i≤k Pi on R is contained in V (P1) or
(2) the last vertex of
⋃
1≤i≤k Pi on R is contained in V (Pk).
We first consider the case of splits.
Lemma 5.18. Let f be the function defined in Corollary 5.17. For all k ≥ 0, q ≥
f(k) and p ≥ (qk)k!k2, if G contains a p-split (Ssplit,Q) of order q, then G contains
a (k, k)-grid (P ′,Q′). Furthermore, Q′ ⊆ Q and for every path P ′ ∈ P ′, every
subpath S of P ′ with both endpoints on a path in Q′ but internally vertex disjoint
from Q′ is also a subpath of a path in P. Finally, if (Ssplit,Q) is well linked then
so is (P ′,Q′).
Proof. Let Ssplit = (P1, . . . , Pp) be ordered in the order in which the paths in Q
traverse the paths in Ssplit. By definition, for all 1 ≤ i ≤ p, the path Pi intersects
every path in Q. Hence, as |Q| ≥ f(k), by Corollary 5.17, for all 1 ≤ i ≤ p, there is
a sequence Qi := (Qi1, . . . , Qik) of paths Qij ∈ Q such that for all 1 ≤ j < k there is
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a subpath P ij of Pi internally vertex disjoint from
⋃Qi which links Qij to Qij+1. As
|P| ≥ (qk)k!k2, for at least k2 values i1, . . . , ik2 the sequence Qij is the same. Let
Q′ := Qij for some (and hence all) 1 ≤ j ≤ k2. By renumbering Q we can assume
that Q′ := (Q1, . . . , Qk2).
Hence, for all 1 ≤ l < k and 1 ≤ j ≤ k2, the path Pij contains a subpath Fl,ij
linking Ql and Ql+1 which is internally vertex disjoint from
⋃Q′. For all 1 ≤ l < k
and 0 ≤ j < k let Rj be the union of the paths Fl,j·k+l and the subpaths of Ql′ , for
1 < l′ < k linking the endpoint of Fl′−1,j·k+l′ and the start vertex of Fl′,j·k+l′+1.
Hence, Ri is such that Ri ∩ Ql is a path for all 1 ≤ l ≤ k and Ri traverses Q′ in
the order (Q1, . . . , Qk).
Therefore,
({R1, . . . , Rk}, {Qj1 , . . . , Qjk}) form a (k, k)-grid. As we do not split
any path in Q, well linkedness is preserved.
Clearly, the extra condition of the lemma is also satisfied as each subpath Fl,i is
a subpath of a path in P. 
We now consider the case where the result of Lemma 5.13 is a segmentation.
Lemma 5.19. Let f be the function defined in Corollary 5.17. Let t be an integer
and let q ≥ (f(3t)3t ) · 12t2 and r ≥ f(3t) · q!. If G contains an r-segmentation
(Sseg,Q) of order q, then G contains a (t, t)-grid W ′ = (P ′,Q′) such that P ′ ⊆ Sseg.
Furthermore, if the set of start and end vertices of Q is well linked, then so is W ′.
More precisely, the set of start and end vertices of Q′ are subsets of the start and
end vertices of Q.
Finally, the grid (P ′,Q′) can be chosen so that one (but not both) of the following
properties is satisfied. Let P ′ := (P1, . . . , Pt) be an ordering of P ′ in order in which
they occur on the paths Q′ of the grid.
(1) For every Q ∈ Q′, the first path P ∈ P hit by Q is P1.
(2) For every Q ∈ Q′, the last path P ∈ P hit by Q is Pt.
Proof. Let Sseg := (P1, . . . , Pr) and Q := (Q1, . . . , Qq).
Note that in some sense this case is symmetric to the case of Lemma 5.18 in that
here each Pi can be split into segments Pi,1, . . . , Pi,q so that Qj intersects Pi only
in Pi,j . So in principle the same argument with the role of P and Q exchanged
applies to get a grid. However, in this case the paths in Q are split so that the well
linkedness is not be preserved. We therefore need some extra arguments to restore
well linkedness.
By definition of a segmentation, for all 1 ≤ i ≤ r, the path Pi can be divided
into disjoint subpaths Pi,1, . . . , Pi,q such that Qj intersects Pi only in the subpath
Pi,j . As r ≥ f(3t)q! there is a subset P ′ ⊆ {P1, . . . , Pr} of order f(3t) such that the
subpaths occur in the same order on each path in P ′. By renumbering the paths
we may assume that P ′ = {P1, . . . , Pf(3t)}.
As every Qi ∈ Q intersects every P ∈ P ′ and |P ′| = f(3t), Corollary 5.17 implies
that for all 1 ≤ i ≤ q there is a sequence Pi := (P i1, . . . , P i3t) of paths from P ′ such
that for all 1 ≤ j < 3t, Qi contains a subpath Fi,j linking P ij to P ij+1 which is
internally vertex disjoint from
⋃Pi. Furthermore, the sequence Pi can be chosen
so that either the first vertex on Qi the path Qi has in common with
⋃Pi is on P i1
or the last vertex on Qi the path Qi has in common with
⋃Pi is on P i3t. Depending
on which of the two options we choose we can satisfy Condition 1 or 2 of the lemma.
In the sequel, we present the proof in case we choose the first option. The case for
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Figure 8. Illustration of the construction in the proof of Lemma 5.19.
the second option is completely analogous. So suppose that the first vertex on Qi
the path Qi has in common with
⋃Pi is on P i1.
As q ≥ (f(3t)3t )·12t2, there are at least 12t2 values i1, . . . , i12t2 such that Pij = Pij′
for all 1 ≤ j ≤ j′ ≤ 12t2. For ease of presentation we assume that ij = j,
i.e. Pi = Pi′ for all 1 ≤ i ≤ i′ ≤ 12t2. For all 1 ≤ j ≤ 3t let Hj := P 1j and let
H := (H1, . . . ,H3t). H will be the set of horizontal paths in the grid we construct,
i.e. H will play the role of P ′ in the statement of the lemma. Hence this implies
the condition of the lemma that P ′ ⊆ Sseg.
For all 1 ≤ i ≤ 3t and 1 ≤ j ≤ 12t2, we define Hi,j as the segment of Hi that
contains Hi ∩Qj .
By construction, every Qi contains a subpath Qi,j linking Hj,i and Hj+1,i with
no inner vertex in
⋃H, for all 1 ≤ j < 3t. Let Si,j be the subpath of Hi from the
endpoint of Qj,i−1 to the start point of Qj+1,i. See Figure 8 a) for an illustration.
Now we construct a grid as follows. The horizontal paths are just the paths in
H. For all 1 ≤ l ≤ 4t let Vl :=
⋃{Q(3t)(l−1)+i,i : 1 ≤ i < 3t} ∪ ⋃{Si,(3t)(l−1)+i :
1 ≤ i < 3t}. By construction, each Vl intersects all Hj in a path and the paths
H1, . . . ,H3t occur on Vl in this order, for all 1 ≤ l ≤ 4t. Furthermore, for each
1 ≤ i ≤ 3t, the paths V1, . . . , V4t occur on all Hi in this order. Hence (H,V) is an
acyclic (3t, 4t)-grid, but it is not yet well linked.
Recall from above the definition of A and B. By construction of the sequence
Pi, for all Vi the first vertex vi of Vi in
⋃H is on H1 and hence there is an initial
subpath Ri of some path Q ∈ Q (which was used to construct Vi) from A to vi
with no inner vertex in
⋃
(H∪V). By construction, V ′i := Ri∪Vi is a path starting
in A and (H, {V ′1 , . . . , V ′4t}) is still an acyclic grid of the same order but starting in
a well linked set.
For 1 ≤ i ≤ 2t let ai be a vertex in V (V ′i ∩Ht+1) and let bi be the end vertex of
V ′2t+i. Then H∪V contains a linkage L1 from {a1, . . . , a2t} to {b1, . . . , b2t} of order
2t. See Figure 8 b) for an illustration (where t = 2).
Now, each bi is on a path Qi and hence Qi contains a subpath Ti from bi to its
endpoint in B. By construction, this path Ti does not intersect any V1, . . . , V2t and
does not contain any vertex of the initial subpaths of the Hi from the beginning to
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their intersection with V2t. Hence, T1, . . . , T2t forms a linkage L2 from b1, . . . , b2t
to B. The linkage L2 is illustrated by the dotted lines in Figure 8 b).
By construction, L1 and L2 can be combined to form a half-integral linkage
from {a1, . . . , a2t} to B which does not intersect any Vi, with 1 ≤ i ≤ 2t, at
any vertex on Vi before ai and does not intersect any Hi at any vertex before Hi
intersects V2t, i.e. it does not intersect the area marked in dark grey in Figure 8
b). By Lemma 2.10, there is also an (integral) linkage L′ from {a1, . . . , a2t} to B
in the graph
⋃L of order t. Hence, L′ contains t pairwise vertex disjoint paths
L1, . . . , Lt from a subset C := {ai1 , . . . , ait} to B, such that Ll has ail as the
start vertex. By deleting all vertical paths Vj with j 6= il, for all 1 ≤ i ≤ t, and
joining Vij and Lj to form a new path V
′′
ij
, we obtain a well linked acyclic (t, t)-grid
({H1, . . . ,Ht}, {V ′′i1 , . . . , V ′′it }). 
We are now ready to prove Theorem 5.4.
Proof of Theorem 5.4. Let t, d be integers and let a (p, q)-web of avoidance d in a
digraph G be given. We will determine the minimal value for p and q in the course
of the proof. By Lemma 4.10, G contains a (p1, q1)-web with avoidance 0 as long
as
(1) p ≥ d
d− 1p1 and q ≥ q1
(
p
1
dp
)
.
As noted above, any such (p1, q1)-web is a (p1, q1)-web with linkedness c = p1. By
Lemma 5.13, if
(2)
p1 = p2, q1 ≥
(
p2 · q2 · (q2 + c)
)2(x−1)y+1
, x = p2, and y = f(3t)q2!
then G contains a p2-split of order q2 or a f(3t)q2!-segmentation of order q2. In the
first case, if
(3) q2 ≥ f(t) and p2 ≥
(
q2
t
)
· t! · t2,
where f is the function of Corollary 5.17, then Lemma 5.18 implies that G contains
an acyclic well linked (t, t)-grid. In the other case, if
(4) q2 ≥
(
f(3t)
3t
)
12t2
then Lemma 5.19 implies that G contains an acyclic well linked (t, t)-grid as re-
quired. Clearly, for any t ≥ 0 we can always choose the numbers p, p1, p2, q, q1, q2, x, y
so that all inequalities above are satisfied, which concludes the proof. 
As noted in the beginning of this section, Theorem 5.2 follows from Theorem 5.4.
So far we have shown that every digraph which contains a large well linked web
also contains a large well linked fence (P,Q). The well linkedness of (P,Q) implies
the existence of a minimal bottom-up linkage as defined in the following definition.
Definition 5.20. Let (P,Q) be a fence. A (P,Q)-bottom-up linkage is a linkage
R from bot(P,Q) to top(P,Q). It is called minimal (P,Q)-bottum-up linkage, if
R is (P,Q)-minimal.
We close this section by establishing a simple routing principle in fences which
will be needed below. This is (3.2) in [35].
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Lemma 5.21. Let (P1, . . . , P2p, Q1, . . . , Qq) be a (p, q)-fence in a digraph G, with
the top A and the bottom B. Let A′ ⊆ A and B′ ⊆ B with |A′| = |B′| = r for some
r ≤ p. Then there are vertex disjoint paths Q′1, . . . , Q′r in
⋃
1≤i≤2p Pi ∪
⋃
1≤j≤q Qj
such that (P1, . . . , P2p, Q
′
1, . . . , Q
′
r) is a (p, r)-fence with top A
′ and bottom B′.
6. From Fences to Cylindrical Grids
So far we have seen that every digraph of sufficiently high directed tree-width
either contains a cylindrical grid or a well linked fence. In this section we complete
the proof of our main result by showing that if G contains a well linked fence of
sufficient order, then it contains a cylindrical grid of large order as a butterfly minor.
The main result of this section is the following theorem, which completes the proof
of Theorem 1.2.
Theorem 6.1. Let G be a digraph. For every k ≥ 1 there are integers p, r ≥ 1
such that if G contains a (p, p)-fence F and a minimal F-bottom-up linkage R of
order r then G contains a cylindrical grid of order k as a butterfly minor.
Let F and R be as in the statement of Theorem 6.1. We prove the theorem
by analysing how R intersects F . Essentially, we follow the paths in R from the
bottom of F (i.e., start vertices) to its top (i.e., end vertices) and somewhere along
the way we will find a cylindrical grid of large order as a butterfly minor, either (i)
because R avoids a sufficiently large subfence, or (ii) because it contains subpaths
that “jump” over large fractions of the fence or (iii) because R and Q intersect in
a way that they generate a cylindrical grid (as a butterfly minor) locally. We will
show each case in the following subsections, respectively.
6.1. Bottom up linkages which avoid a subfence. We first prove the easiest
part, namely when R “avoids” a sufficiently large subfence of F (i.e., case (i)), as
this is needed in the arguments below.
Definition 6.2 (subfence). Let F := (P,Q) be a fence. A sub-fence of F is a
fence (P ′,Q′) such that every P ∈ P ′ and every Q ∈ Q′′ is contained in ⋃P ∪⋃Q.
A sub-grid of a grid is defined analogously.
To deal with case (i) we first prove a technical lemma which essentially is [35,
(3.3)].
Lemma 6.3. For every t, if F := (P,Q) is a (2q, q)-fence, where q := (t− 1)(2t−
1) + 1, and R is an F-bottom-up linkage of order q such that no path in R has any
internal vertex in P ∪ Q, then P ∪ Q ∪R contains a cylindrical grid of order t as
a butterfly minor.
Proof. Let (P,Q) be a (2q, q)-fence and let R be a linkage of order q from the
bottom B := bot(F) of the fence to the top A := top(F) such that no internal
vertex of R is in P ∪ Q. . Let a1, . . . , aq be the elements of A and b1, . . . , bq be
the elements of B such that Q links ai and bi, for all 1 ≤ i ≤ q. For all 1 ≤ j ≤ q
let ij be such that R contains a path linking bj and aij . By Theorem 2.7, there
is a sequence j1 < j2 < · · · < jt such that ijs < ijs′ whenever s < s′ or there is
a sequence j1 < j2 < · · · < j2t such that ijs > ijs′ whenever s < s′. In either
case, let R′ be the paths in R linking bjs to aijs for all 1 ≤ s ≤ t (or 1 ≤ s ≤ 2t
respectively).
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In the first case, by Lemma 5.21, there are vertex disjoint paths P ′ and Q′ in
P ∪ Q such that (P ′,Q′) is a (2t, t)-fence with the top {aijs : 1 ≤ s ≤ t} and the
bottom {bis : 1 ≤ s ≤ t} and it is easily seen that Q′ can be chosen so that it
links aijs to bis . Hence, (P ′,Q′) together with R yields a cylindrical grid of order
t, obtained by contracting the paths in R into a single edge.
In the second case, again by Lemma 5.21, there are vertex disjoint paths P ′
and Q′ in P ∪ Q such that (P ′,Q′) is a (2t, 2t)-fence with the top {aijs : 1 ≤
s ≤ 2t} and the bottom {bis : 1 ≤ s ≤ 2t} and it is easily seen that Q′ can be
chosen so that it links aij2t+1−s to bis . Let Q′ = (Q1, . . . , Q2t) be ordered from
left to right. To obtain a cylindrical grid of order t, we take for each P ∈ P ′ the
minimal subpath P ∗ of P containing all vertices of V (P ) ∩⋃1≤i≤t V (Qi). Hence,
from each such P ∈ P ′ we only take the “left half”. Let P∗ := {P ∗ : P ∈ P ′}.
Then (P∗, {Q1, . . . , Qt}) form a fence of order t. Furthermore, for all 1 ≤ i ≤ t,
Qi ∪ Rji ∪ Q2t+1−i ∪ Rj2t+1−i constitutes a cycle Ci. Here, Ris is the path in
R′ linking bis to aij2t+1−s . Furthermore, Ci and Cj are pairwise vertex disjoint
whenever i 6= j. Hence, C1, . . . , Ct and P∗ together contain a cylindrical grid of
order t as butterfly minor. 
The previous lemma shows that whenever we have a fence and a bottom-up
linkage R disjoint from the fence, this implies a cylindrical grid of large order as a
butterfly minor. We show in the next lemma that it suffices if the linkage R is only
disjoint from a sufficiently large subfence rather than from the entire fence. This
lemma finishes Case (i) and will be applied frequently in the sequel to ensure that
the bottom-up linkage hits every part of a very large fence.
Lemma 6.4. For every p ≥ 1 let t′ := 2((p−1)(2p−1) + 1) and t := 3t′. Let G be
a digraph containing a (t, t)-fence F consisting of linkages (P,Q) and a linkage R
of order t from the bottom of F to the top. Furthermore, let P ′,Q′ ⊆ F be linkages
such that
(1) (P ′,Q′) form a (t′, t′)-fence F ′,
(2) V (P ′) ∩ V (R′) = ∅ for any path P ′ ∈ P ′ and for any path R′ ∈ R,
(3) V (Q′) ∩ V (R′) = ∅ for any path Q′ ∈ Q′ and for any path R′ ∈ R and
(4) F ′ is “in the middle” of the fence F , i.e. if P = (P1, . . . , P2t) is ordered
from top to bottom and Q = (Q1, . . . , Qt) is ordered from left to right, then
F ′∩(P1∪· · ·∪P2t′ ∪P2t−t′ ∪· · ·∪P2t′ ∪Q1∪· · ·∪Qt′ ∪Qt−t′ ∪· · ·∪Qt) = ∅.
Then G contains a cylindrical grid of order p as a butterfly minor.
Proof. Choose a set A := {a1, . . . , at′} and B := {b1, . . . , bt′} of vertices from the
top and the bottom of F such that R links A to B. Further, let A′ := {a′1, . . . , a′t′}
and B′ := {b′1, . . . , b′t′} be the top and the bottom of F ′ such that Q′ contains a
path linking a′i to b
′
i, for all i. We fix a plane embedding of F and assume that the
vertices a1, . . . , at′ are ordered so that they appear from left to right on the top of
F and likewise for b1, . . . , bt′ , a′1, . . . , a′t′ and b′1, . . . , b′t′ .
As F ′ is in the middle of F , by Lemma 5.21, there is a linkage L in G[P ∪ Q]
linking B′ to B. Furthermore, there is an A-A′-linkage L′ of order t′. Note that L
and L′ are pairwise vertex disjoint and moreover each path in L ∪ L′ does not hit
any vertex in F ′ except for the vertices in A′/cupB′. Hence, the linkages L,R and
L′ can be combined to form a half-integral linkage from B′ to A′. By Lemma 2.10,
this yields an integral linkage L′′ from a subset B′′ ⊆ B′ to a subset A′′ ⊆ A′ of
30 KEN-ICHI KAWARABAYASHI AND STEPHAN KREUTZER
order t′′ := t
′
2 . By Lemma 5.21 there are paths P ′′,Q′′ in G[P ′ ∪ Q′] such that
(P ′′,Q′′) yields a (t′′, t′′)-fence with the top A′′ and the bottom B′′. Now we can
apply Lemma 6.3 to obtain the desired cylindrical grid of order p as a butterfly
minor. 
In the sequel, we will also need the analogous statement of Lemma 6.4 for acyclic
grids instead of fences. The only difference between the two cases is that in a fence,
when routing from the top to the bottom, we can route paths to the left as well as
to the right (as the paths in P hit the vertical paths in Q in alternating directions)
whereas in a grid we can only route from left to right. Otherwise, the same proof
as before establishes the next lemma.
Lemma 6.5. For p ≥ 1 let t′ := 2((p − 1)(2p − 1) + 1) and t := 3t′. Let G be a
digraph containing a (t, t)-grid W and a linkage R of order t′ from the bottom of
W to its top. Furthermore, let P ′,Q′ ⊆W be linkages such that
(1) (P ′,Q′) constitutes a (t′, t′)-grid W ,
(2) V (P ′) ∩ V (R′) = ∅ for any path P ′ ∈ P ′ and for any path R′ ∈ R,
(3) V (Q′) ∩ V (R′) = ∅ for any path Q′ ∈ Q′ and for any path R′ ∈ R,
(4) W ′ is “in the middle” of the grid W , i.e. if P = (P1, . . . , Pt) is ordered
from top to bottom and Q = (Q1, . . . , Qt) ordered from left to right, then
W ′∩ (P1∪· · ·∪Pt′ ∪Pt−2t′ ∪· · ·∪Pt∪Q1∪· · ·∪Qt′ ∪Qt−2t′ ∪· · ·∪Qt) = ∅,
and
(5) the linkage R joins the last third of the bottom vertices (b2t/3+1, . . . , bt) to
the first third of the top vertices (a1, . . . , at/3).
Then G contains a cylindrical grid of order p as a butterfly minor.
6.2. Taming jumps. The previous results solve the easy cases in our argument,
i.e. where the bottom-up linkage R avoids a large part of the fence (i.e., case
(i)). It has the following consequence that we will use in all our arguments below.
Suppose F is a huge fence and R is an F-bottom-up linkage. If R avoids any
tiny subfence, where “tiny” essentially means 4k2, then this implies that F ∪ R
contains a cylindrical grid of order k as a butterfly minor. Hence, for that not to
happen, almost all paths of R must hit every tiny subfence of F . In particular,
this observation will be used in the next lemma to show that R not only must hit
every small subfence, but it must in fact go through F in a very nice way, namely
going up “row by row”. This indeed finishes Case (ii). We give a formal definition
and prove this lemma next.
Definition 6.6. Let F := (P,Q) with P := (P1, . . . , P2p) and Q := (Q1, . . . , Qq)
be a (p, q)-fence. For 1 ≤ i ≤ 2p, the i-th row rowi(F) of F is Pi ∪
⋃
1≤j≤q Q
i
j,
where Qij is the subpath of Qj starting at the first vertex of Qj after the last vertex
of V (Qj ∪Pi−1) and ending in the last vertex of V (Qj ∩Pi) on Qj. Here, for i = 1,
we take the initial subpath of Qj up to the last vertex of Qj ∩ P1.
Hence, the i-th row of a fence is the union of the vertical paths between Pi−1
and Pi, including Pi but none of Pi−1, so that rows are disjoint.
Definition 6.7. Let F be a fence and let R be an F-bottom-up linkage. Let R ∈ R
be a path. For some i > j with i − j ≥ 2, a jump from i to j in R is a subpath
J ⊆ E(R) \ E(F) of R such that the start vertex u of J is in row i of F and its
end vertex v in row j. The length of the jump J is i− j.
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Note that if J is a jump linking u and v, then there is no path from u to v in F .
The following lemma finishes case (ii).
Lemma 6.8. For every t, t′ ≥ 1 there are integers p, q, r ≥ 1 such that if F :=
(P,Q) is a (p, q)-fence and R is a minimal F-bottom-up-linkage of order r then
P ∪Q ∪R
(1) contains a cylindrical grid of order t as butterfly minor or
(2) a sub-fence (P ′,Q′) of (P,Q) of order t′ and a (P ′,Q′)-minimal (P ′,Q′)-
bottom-up-linkage R′ of order t′ such that R′ goes up row by row, i.e. for
every R ∈ R′, the last vertex of R in the i-th row of (P ′,Q′) lies in R before
the first vertex of the j-th row for all j < i− 1.
Proof. Given t we let t′′ := 6((t− 1)(2t− 1) + 1). Given t′, let d2t′′ := 2t′′ and, for
0 ≤ l < 2t′′, let di := 6t′2di+1. Let p := 2d0 and q := d0.
We prove the lemma by eliminating jumps in R. In the first step, we eliminate
jumps of very large length, i.e. that jump over a large part of the fence.
Step 1. Taming long jumps. For 0 ≤ l ≤ 2t′′, we inductively construct a
sequence Jl ⊆
⋃R− E(F) of jumps of order l, subfences Fl of F of order at least
dl and Fl-minimal Fl-bottom-up-linkages Rl of order dl as follows. We set J0 := ∅,
F0 := F and R0 := R.
Now suppose Fl,Rl and Jl have already been defined. If there is a path R ∈ Rl
which contains a jump J in Fl of length at least dl, then let il be the row containing
its start vertex ul and jl be the row containing its end vl. By construction, il−jl ≥
dl+1 + 6. We take a sub-fence Fl+1 of Fl of order dl+1 contained in the rows il − 3
to jl + 3, not including Pil−3 and Pjl+3. We set Jl+1 := Jl ∪ {J}. Furthermore,
let Rl+1 be an Fl+1-minimal Fl+1-bottom-up-linkage in G−
⋃
Jl+1 of order dl+1.
Otherwise, i.e. if there is no such R ∈ Rl, the construction stops here.
Now suppose we have constructed a sequence Jl,Fl,Rl for all l ≤ 2t′′. Then we
have found a sub-fence F2t′′ of order 2t′′ contained in some rows i to j of F , where
i > j, and a set J of 2t′′ jumps J1, . . . , J2t′′ such that the jump Jl that starts at ul
and ends in vl satisfies the followings:
• il > i+ 2 and jl < j − 2, for all 1 ≤ l ≤ 2t′′ and
• il > il+1 + 3 and jl < jl+1 − 3, for all 1 ≤ l < 2t′′.
Let s1, . . . , s2t′′ be 2t
′′ vertices in top(Ft′′) ordered from left to right in F2t′′ and let
s′1, . . . , s
′
2t′′ be 2t
′′ vertices in bot(Ft′′) such that sr and s′r are in the same path Qr ∈
Q, for all r. It is easily seen that there is a linkage L1 ⊆ E(F) of order 2t′′ linking
{v1, . . . , v2t′′} to {s1, . . . , s2t′′} and a linkage L2 ⊆ E(F) linking {s′1, . . . , s′2t′′} to
{u1, . . . , u2t′′}. Obviously, V (L1) ∩ V (L2) = ∅ and they are internally disjoint
from Ft′′ . Hence, L := L1 ∪ L2 ∪ J is a half-integral linkage of order 2t′′ from
{s′1, . . . , s′2t′′} to {s1, . . . , s2t′′}. By Lemma 2.10, L contains an integral linkage L′
of order 2t
′′
2 = t
′′ from {s′1, . . . , s′2t′′} to {s1, . . . , s2t′′}. By Lemma 6.4, F2t′′ ∪ L′
contains a cylindrical grid of order t as a butterfly minor, which is the first outcome
of the lemma.
Step 2. Taming short jumps. So now suppose that the construction stops after
l < 2t′′ steps. Hence, we now have a sub-fence F ′ := Fl = (P ′,Q′) of order d := dl
and we can take an F ′-minimial F ′-bottom-up linkage R′ ⊆ Rl of order t′. By
construction, R′ does not contain any long jump, i.e. any jump of length d = dl+1.
Let P ′ = (P1, . . . , P2d) be the canonical ordering of P ′ ordered from top to
bottom. Let P ′′ := {P6t′dl+1·i+(i mod 2) ∈ P ′ : i ≤ 2t′}. As d = 6t′2di+1, |P ′′| ≥ 2t′.
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Note that P ′′ contains paths in alternating directions as we have added i mod 2
in each step.
Let Q′′ be a linkage in ⋃F ′ of order t′ linking the set of end vertices of R′
to the set of start vertices of R′. Such a linkage exists by Lemma 5.21. Then
F ′′ := (P ′′,Q′′) is a subfence of F ′ of order t′.
We claim that R′ traverses F ′′ row by row. Towards a contradiction, suppose
there are i, j such that j < i − 1 and R′ contains a path R which hits a vertex in
row j of F ′′ before it hits a vertex in row i. Note that the distance between i and j
in F ′ is at least (i− j) · 6t′dl+1. By construction, R′ does not contain any jump of
length dl+1. Hence, as R goes from the bottom of F ′ to its top, before R can hit a
vertex in row j it must hit at least 4t′ rows between row i and row j. Furthermore,
R continues from the vertex v it hits in row i to the top of F ′. Hence, after it hits
row i it must hit at least 2t′ rows between i and i − 2t′ in F ′. But then, if e is
the first edge of R after v that is not in E(F ′) (this edge must exist as R goes up)
and if R1, R2 are the two components of R − e with R1 being the initial subpath
of R, then there are t′ vertex disjoint paths in R′ ∪ F ′ between R1 and R2 which,
by Lemma 2.13, contradicts the assumption that R′ is F ′-minimal. 
6.3. Avoiding a pseudo-fence. In this subsection we prove two lemmas needed
later on in the proof. Essentially, the two lemmas deal with the case that we have
a fence F = (P,Q) and a bottom-up linkage which avoids the paths in Q. This
is proved in Lemma 6.11 below. We also need a variant of it where instead of a
fence we only have a pseudo-fence. Recall the definition of a pseudo-fence from
Definition 5.14.
Lemma 6.9. For every p ≥ 1 there is an integer t′ such that if G is a digraph
containing a (t′′, t′)-pseudo-fence W = (P,Q), where t′′ := 3 · t′ ·( t′t′
2
)
, and a linkage
R of order t′ from the bottom of W to the top of W such that no internal vertex of
any path in R is contained in V (Q), then G contains a cylindrical grid of order p
as a butterfly minor.
Proof. Let P := (P1, . . . , P2t′′) be ordered from top to bottom, i.e. in the order in
which the paths in P appear on the paths in Q := (Q1, . . . , Qt′).
Let U be the subgraph ofW containing P1, . . . , P2t′ and for eachQ ∈ {Q1, . . . , Qt′}
the minimal subpath of Q containing all vertices of
V (Q) ∩
⋃
1≤i≤2t′
V (Pi).
Analogously, let D be the lower part of W , i.e. the part formed by P2t′′−2t′ , . . . ,
P2t′′ and the minimal subpaths of the Qi containing all vertices Qi has in common
with P2t′′−2t′ , . . . , P2t′′ . Finally, let M be the middle part, i.e. the subgraph of W
induced by the paths P2t′+1, . . . , P2t′′−2t′−1 and the subpaths of the Qi connecting
U to D.
We will write PU ,P ′M ,PD for the paths in P contained in U,M,D, respectively.
Similarly, we write QU ,QM ,QD for the corresponding subpaths of Q. See Figure 9
a) for an illustration of the construction in this proof. We first establish a simple
routing property in pseudo-fences.
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a) The various zones b) Situation in Claim 2 c) The rest of the proof.
Figure 9. Illustration for the Proof of Lemma 6.9.
Claim 1. Let A be a set of start vertices of paths in Q and let A′ be a set of start
vertices of paths in QM such that k := |A| = |A′| ≤ t′. Then there is an
A-A′-linkage L of order k2 .
Proof. Let A := (a1, . . . , ak) and A
′ := (a′1, . . . , a
′
k). Let Q1, . . . , Qk be the paths
in QU with start vertices a1, . . . , ak and let Q′1, . . . , Q′k be the paths in QU with
end vertices a′1, . . . , a
′
k. For each 1 ≤ i ≤ k let P 1i := P2i and P 2i := P2i−1. This is
possible as k ≤ t′. By definition of a pseudo-fence, there is an edge from the end
vertex of P 1i to the first vertex of P
2
i .
Then, for all 1 ≤ i ≤ k, Qi ∪ P 1i ∪ P 2i ∪ Q′i contains a path Li from ai to
a′i. Furthermore, no vertex of G is contained in more than two paths of L′ :=
{L1, . . . , Lk}. Hence, L′ is a half-integral linkage from A to A′. By Lemma 2.10,
there also is an integral A-A′-linkage of order k2 . a
Clearly, the analogous statement holds for sets A of end vertices of QM and A′
of end vertices of Q.
We now divide M into two parts, Ml and Mr. For every P ∈ P ′M let Q(P ) ⊆ Q
be set of the first t
′
2 paths in Q that P intersects. By the pigeon hole principle, as
|P ′M | ≥ 2t′
(
t′
t′
2
)
there is a subset PM ⊆ P ′M of order ≥ 2t′ such that Q(P ) = Q(P ′)
for all P, P ′ ∈ PM . We define Ml := Q(P ) for some (and hence all) P ∈ PM , and
the minimal initial subpaths of the P ∈ PM containing all vertices of Q(P ). Mr
contains the other paths of QM and the parts of the paths of PM not contained in
Ml. We write PMl ,PMr and QMr ,QMl for the corresponding paths.
To simplify the presentation we renumber the paths in PU ,PM ,PD such that
PU := {P1, . . . , P2t′}, PM := {P2t′+1, . . . , P4t′} and PD := {P4t′+1, . . . , P6t′}.
Let A be the end vertices of R and B be the start vertices of R. Hence, A is
contained in the top of the pseudo-fence and B is part of its bottom. We now take
a new linkage R′ ⊆ (P ∪ Q ∪ R) \ QMr from B to A of order |R| such that R′ is
Ml-minimal. Since no internal vertex of any path in R is contained in V (Q), such
a choice is possible. Note that R′ ∩QMr = ∅.
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As the paths in PMl occur in order on the paths in QMl , we can adapt the
concept of rows and jumps from Definitions 6.6 and 6.7 in the obvious way. Note,
though, that Ml and QMl may no longer form a pseudo-fence, as we have taken a
subset PM of P ′M above. However, Ml and QMl do form a segmentation, which is
all we need in the following argument.
Claim 2. Let f be the function defined in Corollary 5.17. Let c =
(
f(3p1)
3p1
) ·12p21 and
let q1 = f(3p1) · c!. Suppose there is a set P ′ ⊆ PMl of c consecutive paths in
PMl , i.e. there is a 2t′+ 1 ≤ i ≤ 4t′− c− 1 such that P ′ contains the subpaths
of Pi, . . . , Pi+c contained in PMl , and V (P ) ∩ V (R′) = ∅ for all P ∈ P ′. Then
G contains a cylindrical grid of order p1 as a butterfly minor.
Proof. By construction, (QMl ,P ′) form a q1-segmentation of order c. Hence, by
Lemma 5.19, P ′ ∪ QMl contains a (p1, p1)-grid formed by a subset QG ⊆ QMl and
subpaths of P ′.
Now let g be the function defined in Lemma 5.5 and suppose p1 ≥ g(p2). Then,
by Lemma 5.5, this grid contains a (p2, p2)-fence F with top and bottom being part
of the top and bottom of the grid. Let A′ be the top of F and B′ the bottom. By
construction, F ∩ R′ = ∅. See Figure 9 b) for an illustration of this step of the
proof.
We now take a linkage LB of order 12p2 from B′ to B, which exists by Claim 1.
Let RB ⊆ R be the paths in R starting in the end vertices of LB and let A′′ ⊆ A
be the end vertices of the paths in RB . Again by Claim 1 there is a linkage LA of
order 14p2 from A
′′ to A′. Hence, LB ∪ RB ∪ LA form a 12 -integral linkage from a
set B′′ ⊆ B′ to a set A′′′ ⊆ A′. Therefore, there is an integral linkage from B′′ to
A′′′ of order 18p2. Moreover, if p2 ≥ 8((p − 1)(2p − 1) + 1), then by Lemma 5.21
there is a subfence of F of order (p− 1)(2p− 1) + 1 with top A′′ and bottom B′′.
Hence, by Lemma 6.3 there is a cylindrical grid of order p as a butterfly minor, as
required. a
Hence, we can assume that every path in R′ hits at least one path in every
consecutive block of at least c paths in PMl . As |R′| ≥ r1 ·2t′/3c and |PM1 | ≥ p3 =
cp4 this implies that there is a subset R′′ ⊆ R′ of order r1 and a subset P ′l ⊆ PMl
of order p4 such that every R ∈ R′′ hits every P ∈ P ′l .
See Figure 9 c) for an illustration of this step of the proof.
As the paths in PMl occur in order on the paths in QMl , we can adapt the
concept of rows and jumps from Definitions 6.6 and 6.7 to pseudo-fences in the
obvious way. As R′′ is minimal with respect to Ml (in fact to the entire pseudo-
fence except Mr) we can apply Lemma 6.8 to show that there is a subset P ′ ⊆ PMl
of order p2 and R′′′ ⊆ R′′ of order r′ such that in the pseudo-fence generated by
QMl and P ′ the linkage R′′′ goes up row by row. Note that we take p3, r1 that
guarantee to have p2 ≥ t and r′ ≥ t in Lemma 6.8.
Hence, we can choose a subset P ′′ ⊆ P ′ of order p′ ≥ p2/2 such that the paths in
P ′′ occur in R′′′ in order. Hence, (P ′′,R′′′) form a (p′, r′)-web and, by Theorem 5.4
(with d = 0, and p = min{p′, r′} implying t = 16p′′ in Theorem 5.4), P ′′ ∪ R′′
contains an acyclic grid of order 16p′′ and therefore, by Lemma 5.5 a fence F of
order 16pˆ (where we take p′′, pˆ as p′′, p in Lemma 5.5). Note that the grid is obtained
from P ′′ and R′′′ by selecting some paths in R′′′ and some subpaths of P ′′. From
this we get the fence by internal rerouting.
THE DIRECTED GRID THEOREM 35
This implies that we have a linkage LB of order 16pˆ from B (i.e., start vertices
of R) to the top of the fence (consisting of initial subpaths of paths in R′′ used to
create the grid) and a linkage LA of order 16pˆ from the bottom of the fence to A
(consisting of final subpaths of the paths used to create the grid). Let A′ be the
end vertices of the paths in LA. By Claim 1, there exists a linkage LA′ of order
8pˆ form A′ to the top of QMr . Let Q′ be the paths in QMr starting at the end
vertices of the paths in LA′ and let B′′ be the end vertices of these paths. Again by
Claim 1, there exists a linkage LB′′ of order 8pˆ form B′′ to the start points of the
paths in LB . Then, LA ∪ LA′ ∪ Q′ ∪ LB′′ ∪ LB contains a quarter-integral linkage
L′ from the bottom of F to its top (such that each path in L′ is internally disjoint
from F) and therefore also a fully integral linkage L of order |L′|4 = 2pˆ. Applying
Lemma 6.3 with pˆ ≥ p2 we get a cylindrical grid of order p as a butterfly minor, as
required. 
Remark 6.10. Note that in the definition of a pseudo-fence (P,Q) where P :=
(P1, . . . , P2p), we require that there is an edge from the endpoint of every Pi, for
i > 1, to the start point of Pi−1. However, it is easily seen that the proof of the
previous lemma only requires that for even i there is an edge from the end vertex
of Pi to the start vertex of Pi−1. This observation will be useful later on.
We now prove the result mentioned above that if we have a fence with a bottom-
up linkage avoiding the vertical paths then we also have a cylindrical grid of large
order as a butterfly minor. The proof is almost identical, but considerably simpler,
than the proof of the previous lemma and we therefore refrain from repeating it
here.
Lemma 6.11. For every p ≥ 1 there is an integer t′ such that if G is a digraph
containing a (t, t)-fence W = (P,Q), for some t ≥ 3 · t′, and a linkage R of order
t′ from bottom of W to top of W such that no path in R contains any vertex of
V (Q), then G contains a cylindrical grid of order p as a butterfly minor.
6.4. Constructing a Cylindrical Grid. In this section we complete the proof of
our main result, Theorem 3.7, and thus also of Theorem 1.2. The starting point
is Theorem 5.2, i.e. we assume that there are linkages P of order 6p and Q of
order q forming a well linked fence. Let F := (P,Q) with P := (P1, . . . , P6p)
and Q := (Q1, . . . , Qq) be a (3p, q)-fence with top A := {a1, . . . , aq} and bottom
B := {b1, . . . , bq}. Recall that we assume that P and Q are ordered from top to
bottom and from left to right, respectively. We divide F into three parts F1,F2,F3,
where Fi is bounded by P2(i−1)p+1, P2ip, together with Q1, Qq for i = 1, 2, 3. See
Figure 10.
Let R = {R1, . . . , R q
3
} be such that the linkage R joins the last third of the
bottom vertices (b 2q
3 +1
, . . . , bq) to the first third of the top vertices (a1, . . . , a q
3
).
We define the following notation for the rest of this section.
• Let xi be the last vertex of Ri in F3 for i = 1, . . . , q3 . Let X = {x1, . . . , x q3 }.• Let yi be the first vertex of Ri in F1 for i = 1, . . . , q3 . Let Y = {y1, . . . , y q3 }.• Let R′ be the linkage obtained from R by taking a subpath of each path
in R between one endpoint in X and the other endpoint in Y .
• Let a′i be the first vertex of Qi in F2, for 1 ≤ i ≤ q. Let A′ = {a′1, . . . , a′q}.
• Let b′i be the last vertex of Qi in F2, for 1 ≤ i ≤ q. Let B′ = {b′1, . . . , b′q}.
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• Let Q′i be the subpath of Qi between a′i and b′i for i = 1, . . . , q. Let Q′ =
{Q′1, . . . , Q′q}.
Let Q′
Let A′
Let B′
:= A,
B.
P
parts F1,
7.
Q
,F2,
Let Y
q}q}Let F ′
are or
2,F3,
Let X
LetR′
Figure 10. Schematic overview of the situation in Section 6.4.
Let F ′ = Q′ ∪ R′ ∪ {Pi : 2p + 1 ≤ i ≤ 4p}. Figure 10 illustrates the notation
introduced so far. By our assumption, no vertex in F ′ is in F1 or in F3, except for
the endpoints of paths in Q′ ∪R′. We first show the following lemma.
Lemma 6.12. For every t, r′, q′ there are r, q, q∗ and p, where q∗ only depends on
q′ and t but not on r′, such that if R′, Q′ and P of order r, q and 3p, respectively,
are as above then either G contains a cylindrical grid of order t as a butterfly minor
or there is a linkage R′′ ⊆ R′ of order r′ and a linkage Q′′ in F ′ of order q′ such
that the set of endpoints of Q′′ is a subset of the endpoints of Q′ and such that
every Q ∈ Q′′ hits every R ∈ R′′. Furthermore, for every Q ∈ Q′′ and every
e ∈ E(Q) \E(R′′) there are at most q∗ paths from Q1 to Q2 in R′′ ∪Q′′− e, where
Q = Q1 eQ2.
In addition, for every Q ∈ Q′′ there is an edge e = e(Q) ∈ E(Q)\E(R′′) splitting
Q into two subpaths l(Q), u(Q) with Q = u(Q) e l(Q) and for every R ∈ R′′ there
are edges e1 = e1(R), e2 = e2(R) splitting R into three subpaths R1, R2, R3 with
R = R1e1R2e2R3 such that R2 and R3 both intersect u(Q) for all Q ∈ Q′′ but not
l(Q) and R1 intersects l(Q) for all Q ∈ Q′′.
Proof. Let g be the function implicitly defined in Lemma 6.11, i.e. let g : N→ N be
such that if t′ = g(p) then the condition of Lemma 6.11 is satisfied. Furthermore,
let f : N → N be the function defined in Corollary 5.17. Starting from R′,Q′ and
P, in the course of the proof we will take several subsets of these of decreasing order
and split paths in other ways. Instead of calculating numbers directly we will state
the necessary conditions on the order of these sets as we go along.
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In analogy to Definition 6.6 we divide F2 into rows Z0, . . . ,Zk+1 ordered from
top to bottom, each containing 2 · q1 paths from P. Thus we require
p ≥ (k + 2) · 2q1(5)
k ≥ 2 · q2.(6)
Recall that R′ consists of subpaths of paths Ri ∈ R starting at xi and ending at
yi. By construction, the initial subpath of Ri from its beginning to xi may contain
some vertices of F2 but only in row Zk+1. Similarly, the final subpath of Ri from
yi to the end can contain vertices of F2 but only in Z0. Hence, Ri ∩
⋃k
i=1Zi ⊆ R′.
Let Z := ⋃ki=1Zi and let PZ ⊆ P be the set of paths in P contained in Z and QZ
be the maximal subpaths of paths in Q which are entirely contained in Z. Finally,
for every 1 ≤ i ≤ k let QZi be the maximal subpaths of the paths in Q contained
in Zi.
Recall that R′ consists of subpaths of R and that R is a bottom up linkage
which, by Lemma 6.8, goes up row by row. Hence, R′ also goes up row by row in
terms of Z within F2. For the following claim we require
(7) q1 ≥ 2 · g(t).
Claim 1. If there is a row Zi, for some 1 ≤ i ≤ k, and sets Q1 ⊆ Q and R1 ⊆ R′,
both of order q1, such that V (Q1) ∩ V (Zi) ∩ V (R1) = ∅ then G contains a
cylindrical grid of order t as a butterfly minor.
Proof. Suppose Q1 and R1 exist. Let PZi be the set of paths from P contained in
Zi and let QZi be the subpaths of paths in Q1 restricted to Zi. Then PZi ∪ QZi
form a fence of order q1 such that R1 avoids QZi . Let AZi ⊆ A and BZi ⊆ B
be the end points and start points of the paths in R1, respectively. Let A′Zi be
the set of start points and B′Zi be the set of end points of QZi . Then there is a
linkage LA from AZi to A′Zi of order q1 and there is a linkage of order q1 from
B′Zi to BZi such that these two linkages are internally disjoint from (PZi ,QZi).
Hence, LA ∪LB ∪R1 forms a half-integral linkage from the bottom B′Zi to the top
A′Zi of the fence (PZi ,QZi). By Lemma 2.10, there also exists an integral linkageL ⊆ LA ∪ LB ∪R1 of order q12 = g(t) from B′Zi to A′Zi . Hence, by Lemma 6.11, G
contains a cylindrical grid of order t as a butterfly minor as required. a
By the previous claim, we can now assume that in each row Zi at most q1 ·
(
q
q1
)
paths in R′ avoid at least q1 paths in Q′ restricted to Zi. For otherwise, by the
pigeon hole principle there would be a row Zi and a set R1 ⊆ R′ of order q1 such
that every R ∈ R1 avoids the same set Q1 ⊆ QZi of at least q1 paths. Hence,
by the previous claim, this would imply a cylindrical grid of order t as a butterfly
minor. The rest of the proof needs several steps.
Step 1. Let us now consider the rows Z ′ := {Z2i : 1 ≤ i ≤ q2}, which is possible
as k ≥ 2q2. It follows that there is a set R∗2 ⊆ R′ of order r∗2 := r− q2 · q1 ·
(
q
q1
)
such
that in each Z ∈ Z ′ each path of R∗2 hits all but at most q1 paths in Q′ restricted
to row Z. As we require
(8) r ≥ q2 · q1 ·
(
q
q1
)
+
(
q
q1
)q2
· r2
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and therefore r∗2 ≥
(
q
q1
)q2 · r2, we can find a set R2 ⊆ R∗2 of order r2 such that any
two paths in R2 hit in each row Z ∈ Z ′ exactly the same paths in Q′ restricted to
Z. We now choose in each row Z2i ∈ Z ′, for 1 ≤ i ≤ q2, a path Q2i ∈ Q′ such that
every R ∈ R2 has a non-empty intersection with Q2i in Z2i. For all 1 ≤ i ≤ q2 let
Q2i be the restriction of Q2i to row Z2i ∈ Z ′ and let Q2 := {Q2i : 1 ≤ i ≤ q2}.
As R′, and hence R2, goes up row by row, it follows that all paths in R2 go
through the paths in Q2 strictly in the same order Q2q2 , . . . , Q21. Hence (Q2,R2)
form a q2-split of (Q′,R2) of order r2. As we require
r2 ≥ f(r3)(9)
q2 ≥
(
r2
q5
)
(q5)!(q5)
2,(10)
we can apply Lemma 5.18 to get a (q5, r3)-grid H := (B′,R3) such that R3 ⊆ R2.
Let B be the set of maximal subpaths of paths in B′ with both endpoints on paths
in R3 but which are internally vertex disjoint from R3. By Lemma 5.18, every
H ∈ B is a subpath of some Q ∈ Q2 and hence V (B) ⊆ V (Q2). Finally, for every
B ∈ B′ let ru(B) := min{l : V (B) ∩ V (Zl) 6= ∅} and let rl(B) be the maximal
number in this set. That is, the path B is formed by subpaths of paths in Q2 in
the rows
⋃rl(B)
l=ru(B)
Zl.
Step 2. Let Q˜2 := {Q ∈ Q′ : V (Q)∩V (Q2) 6= ∅}. Now letQ3 ⊆ (R3∪(Q′\Q˜2))∩Z
be an R3-minimal linkage of order q3, for some value of q3 to be determined below,
such that the start and end vertices of the paths in Q3 are from the set of start and
end vertices of the maximal subpaths of Q′ in Z. This is possible as we require
(11) q′ ≥ q3 + q2.
We set q∗ := q3. Note that, by minimality, for every Q ∈ Q3 and every edge
e ∈ E(Q) \ E(R3), if Q = Q1 eQ2 then there are at most q∗ paths from Q1 to Q2
in
(R3 ∪Q3)− e. Note furthermore, that V (Q3) ∩ V (H) ⊆ V (R3).
Let R3 := (R1, . . . , Rr3) be ordered in the order in which the paths in R3 occur
on the grid H, from left to right, and let B′ := (B1, . . . , Bq5) be ordered in the order
in which they appear in H from top to bottom in the fence F . That is, the paths
in R3 go through the paths in B′ in the order Bq5 , . . . , B1. We require that
r3 ≥ tw · tc,(12)
q5 ≥ tr · tw,(13)
for some values of tc, tw, tr to be determined below.
For 1 ≤ j ≤ tc let Rj := {R(j−1)·tw , . . . , Rj·tw−1}. Furthermore, for every
1 ≤ i ≤ tr we let Rji be the set of subpaths of paths R ∈ Rj starting at the first
vertex of R ∩ Bi·tw−1 and ending at the last vertex of R ∩ B(i−1)·tw . Finally, let
Si,j be the subgrid of H induced by the paths Rji and the minimal subpaths of
the paths B ∈ {Bi·tw−1, . . . , B(i−1)·tw} which contain all of V (B) ∩ V (Rji ). We set
I := {1, . . . , tr} and J := {1, . . . , tc}. Finally, we set ru(Si,j) := ru(B(i−1)·tw) and
rl(Si,j) := rl(Bi·tw−1). Hence, all paths B which intersect Si,j are contained in⋃
ru(Si,j)≤l≤rl(Si,j)Zl.
For all i ∈ I and j ∈ J let α(Si,j) be the set of paths Q ∈ Q3 which contain
a subpath Q∗ ⊆ Q with first vertex in V (R3) ∩
⋃
l<ru(Si,j) V (Zl), last vertex in
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Figure 11. Illustration of the construction in Claim claim:R*:3 of Lemma 6.12.
V (R3) ∩
⋃
l>rl(Si,j) V (Zl) and internally vertex disjoint from V (R3). We call such
a subpath Q∗ a jump of Q over Si,j .
Claim 2. If there is a pair i ∈ I, j ∈ J such that |α(Si,j)| ≥ t2 then G contains a
cylindrical grid of order t as a butterfly minor.
Proof. First, we require that
(14) tw ≥ t′v + 2 · t3.
See Figure 6.4 for an illustration of the following construction. Let Sui,j be the
subgrid of Si,j induced by the paths B(i−1)tw , . . . , B(i−1)tw+t3 , let Sli,j be the subgrid
of Si,j induced by the paths Bitw−t3−1, . . . , Bitw−1 and let Smi,j be the remaining
subgrid, i.e. the subgrid of Si,j induced by the paths B(i−1)tw+t3+1, . . . , Bitw−t3−2.
For every Q ∈ α(Si,j) choose a subpath Q∗ as above, i.e. a path Q∗ that jumps
over the subgrid Si,j . Recall that Si,j is the subgrid of H formed by the paths
in Rji and the minimal subpaths of the paths B ∈ {Bi·tw−1, . . . , B(i−1)·tw} which
contain all of V (B) ∩ V (Rji ). Each Bl, for (i − 1)tw ≤ l ≤ Bitw−1, is constructed
from subpaths of paths Q′ ∈ Q′ within distinct rows Zl′ ∈ Z ′. As R′ and therefore
R3 is going up row by row within F , and Z ′ only contains every second row of Z,
there is no path from any vertex in some row Z2l ∈ Z ′ to a vertex in row Z2(l+1)
that does not contain a vertex of some path Q′ ∈ Q′.
Hence, there is an initial subpath Qˆ1 of Q
∗ which has a non-empty intersection
with at least t3 distinct rows in Sui,j and a terminal subpath Qˆ2 of Q∗ which has a
non-empty intersection with t3 rows in Smi,j . Let Qˆ be the remaining subpath of Q∗
such that Q∗ = Qˆ1 Qˆ Qˆ2.
As |α(Si,j)| ≥ t2 ≥ t3 we can choose a set {Q1, . . . , Qt3} of t3 distinct paths
Q ∈ α(Si,j) and t3 distinct rows {Zi : i ∈ I} in Sui,j , for an index set I of order t3,
and a set T1 := {vi : i ∈ I} of vertices on these rows which are on distinct paths
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Qˆ1, for Q ∈ {Q1, . . . , Qt3}. Furthermore, we can choose t3 rows {Zi : i ∈ J} in
Sli,j , for some index set J of order t3, and a set T2 := {ui : i ∈ J} of vertices on
these rows which are on distinct paths Qˆ2 for Q ∈ {Q1, . . . , Qt3}.
Note that the rows Zi for i ∈ I, and hence the set T1, appear in F higher up than
the subgrid Smi,j whereas the rows Zj , j ∈ J , and hence the set T2 appears below
Smi,j in F . It is easily seen that there is a linkage L of order t3 from the endpoints
of R3 to the set T1 which is contained entirely in rows above Smi,j . Similarly, there
is a linkage L′ of order t3 from T2 to the start vertices of paths in R3 which lies
entirely below Smi,j , such that L ∪ L′ ∪ R3 contain a half-integral linkage of order
t3, and hence an integral linkage L′′ of order t32 from the bottom of Smi,j to its top.
Furthermore, we can choose this linkage L′′ so that it satisfies the condition of
Lemma 6.5. As we require that
1
2
t3 ≥ 2
(
(t− 1)(2t− 1) + 1)(15)
t′v ≥
3
2
t3,(16)
we can apply Lemma 6.5 to obtain a cylindrical grid of order t as a butterfly minor,
as required. Note that here we use the fact that V (Q3) ∩ V (H) ⊆ V (R3), so that
L′′ does not intersect Smi,j . a
Thus, we can now assume that |α(Si,j)| ≤ t2 for all i ∈ I and j ∈ J . In particular,
this implies that every Q ∈ Q3 \ α(Si,j) intersects a path in Si,j .
As we require that
(17) tr ≥
(
q3
t2
)tc
· t′r,
there is a subset I ′ ⊆ I of order t′r such that α(Ss,j) = α(Ss′,j) for all s, s′ ∈ I and
j ∈ J . Furthermore, as
(18) tc ≥ t′c
(
q3
t2
)
,
there is a subset J ′ ⊆ J of order t′c such that α(Si,j) = α(Si,j′) for all i ∈ I ′ and
j, j′ ∈ J .
Now let Q4 := Q3 \α(Si,j) for some (and hence all) i ∈ I ′, j ∈ J ′. Let q4 := |Q4|.
So every Q ∈ Q4 has a non-empty intersection with some R ∈ Rji .
For every Q ∈ Q4 and all i ∈ I ′ let vi(Q) be the last vertex on Q in V (
⋃
j∈J′ Rji ),
i.e. the last vertex of Q in the row i, when traversing Q from beginning to end.
For simplicity of notation we assume that I ′ := {1, . . . , t′r}.
Claim 3. vi1(Q), . . . , vit′r
(Q) appear on Q in this order and furthermore, for all
il ∈ I ′, the subpath of Q from vi to the end of Q has a non-empty intersection
with V (Rji+1), for all j ∈ J ′.
Proof. Otherwise there would be i < i′ ∈ I ′ such that vi(Q) appears on Q after
vi′(Q). But then the subpath of Q from vi(Q) to the end of Q would not intersect
any Rji′ , for all j ∈ J ′, contradicting the fact that Q 6∈ α(Si′,j). a
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Now, for all Q ∈ Q4, i ∈ I ′ with i > 1 and j ∈ J ′ let
βQ(Si,j) := {R ∈ Rj : Q intersects R ∩R
j
i in the subpath
of Q from vi−1(Q) to the end of Q
}.
Note that βQ(Si,j) 6= ∅ by Claim 3. As
(19) q4 ≥ 2tw · q6
there is some Ri,j ⊆ Rj and some Qi,j ⊆ Q4 such that |Qi,j | = q6 and βQ(Si,j) =
Ri,j for all Q ∈ Qi,j . As we require that
t′r ≥
((q4
q6
)
· 2tw)t′c · t′′r(20)
t′c ≥
(
q4
q6
)
· 2tw · t′′c(21)
there is a set I ′′ ⊆ I ′ with |I ′′| = t′′r and a set J ′′ ⊆ J ′ with |J ′| = t′′c such that
Ri,j = Ri′,j , for all i, i′ ∈ I ′′ and j ∈ J ′′ and Qi,j = Qi′,j′ for all i, i′ ∈ I and
j, j′ ∈ J .
We let Q′′ := Qi,j for some (and hence all) i ∈ I ′′ and j ∈ J ′′ and set R′′ :=⋃
j∈J′′ Ri,j for some i ∈ I ′′. We claim that if t′′c = r and q6 = q′ then R′′ and
Q′′ constitute the second outcome of the lemma. To see this we need to define the
edges e1(R), e2(R) and e(Q) for all R ∈ R′′ and Q ∈ Q′′.
We require that t′′r ≥ 4. Hence we can choose i0 < i1 < i2 < i3 ∈ I ′′. For
R ∈ R′′ choose e1(R) ∈ E(R) as the first edge on R after the last vertex of R in⋃
j∈J′′ Rji3 and e2(R) as the first edge on R after
⋃
j∈J′′ Rji2 . For every Q ∈ Q′′
let e(Q) be the first edge e ∈ E(Q) \E(R′′) on Q after vi2(Q) (which exists as R3
only goes up). Let u(Q) and l(Q) be the subpaths of Q such that Q = u(Q) e l(Q).
Then, if R = R1 e1(R)R2 e2(R)R3 ∈ R′′, then R1 does not intersect any u(Q), for
Q ∈ Q′′ but R1 intersects l(Q) and each of R2 and R3 intersect u(Q). Hence, this
constitutes the second outcome of the lemma. 
We are now ready for the last step of the argument. Before we present the final
steps of the proof we need an extra lemma.
The next lemma is a refinement of Lemma 5.13. Recall the definition of a web
with linkedness c from Definition 5.11.
Lemma 6.13. For all c, x, y, p, q ≥ 0 with p ≥ x there is a number q′ such that if
G contains a (p, q′)-web W := (P,Q) with linkedness c, then G contains a y-split
(P ′,Q′) of (P,Q) of order q or an x-segmentation (P ′,Q′) of (P,Q) of order q
with the following additional property.
Let P ′ = (P1, . . . , Px) be ordered in the order in which the paths appear on the
paths in Q′. Then at most y − 1 paths in P ′ are subpaths of the same path in P.
Finally, for every path P ∈ P, either V (P ) ⊆ V (P ′) or V (P ) ∩ V (P ′) = ∅.
Proof. We will determine the value of q′ as we go along the proof. The first step of
the proof is almost identical to the proof of Lemma 5.13. Fix Q∗ := Q for the rest
of the proof. All applications of Corollary 5.10 will be with respect to this original
linkage Q∗.
For all 0 ≤ i ≤ xy we define values qi inductively as follows. We set qxy :=
(c + 1) · p and qi−1 := qi · (qi + c) · p. Let (P,Q) be a (p, q0)-web. For 0 ≤ i ≤ xy
we construct numbers xi and yi and a sequence Mi := (Pi,Qi,Siseg,Sisplit), where
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Pi,Qi ⊆ Q∗,Siseg,Sisplit are linkages of order p, qi, xi and yi respectively and such
that Qi is an xi-segmentation of Siseg and (Ssplit,Qi) is a yi-split of (P,Q). Recall
that in particular this means that the paths in Ssplit are the subpaths of a single
path in P split at edges e ∈ E(P ) \ E(Q∗).
We first set M0 := (P0 := P,Q0 := Q∗,S0seg := ∅,S0split := ∅) and define
x0 = y0 := 0. Clearly, this satisfies the conditions on M0 defined above.
Now suppose that Mi has already been defined for some i, xi ≥ 0 and yi > 0.
If Sisplit \ Siseg = ∅, we first choose a set Q+ ⊂ Qi of order qip = qi · (qi + c) and
a path P ∈ Pi such that every path in Q+ intersects P before any other path in
Pi. Note that this is possible by the pigeon hole principle. We set Ssplit = {P}.
Otherwise, if Sisplit \ Siseg 6= ∅, we set Ssplit := Sisplit and Q+ := Qi. In both cases,
we set Sseg := Siseg.
Now, let P ∈ Ssplit \ Sseg. We apply Corollary 5.10 to P,Q+ with respect to Q∗
setting x = qi+1 and y = (qi+1 + c). If we get a qi+1-segmentation Q1 ⊆ Q+ of P
with respect to Q∗ we set
Pi+1 := P, Qi+1 := Q1, Si+1seg := Sseg ∪ {P} and Si+1split := Ssplit.
Otherwise, we get a 2-split
(
(P1, P2),Q2) of order qi+1 where Q2 ⊆ Q∗. Then we
set
Pi+1 := (P \ {P}) ∪ {P1, P2},
Qi+1 := Q2,
Si+1seg := Siseg and
(Si+1split := Sisplit \ {P}) ∪ {P1, P2}.
It is easily verified that the conditions for Mi+1 := (Pi+1,Qi+1,Si+1seg ,Si+1split) are
maintained. In particular, the linkedness c of (Pi+1,Qi+1) is preserved as deleting
or splitting paths cannot increase forward connectivity (in contrast to the minimal-
ity property). This concludes the construction of Mi+1.
We stop this process as soon as for some i
(1) |Sisplit| ≥ y or
(2) |Siseg| ≥ x and |Sisplit \ Siseg| = 0.
Note that in the construction, after every y steps, either we have found a set
Sisplit of size y or Sisplit \ Siseg has become empty at some point. More precisely, we
start with a path P ∈ P to put into Ssplit. Then in every step we try to split a path
in Ssplit. If this works and we find a splittable edge, we add both subpaths to Ssplit.
Otherwise, the path will be added to Sseg and then we do not try to split it again
later on. Hence, continuing in this way, for the path P we started with, either it
will be split y times and we stop the construction or at some point all its subpaths
generated by splitting will also be contained in Sseg. We then stop working on P
and choose a new path P ′ ∈ P on which we repeat the process.
Hence, in the construction above, in each step we either increase xi and decrease
|Sisplit\Siseg| or we increase yi. After at most i ≤ xy steps, either we have constructed
a set Siseg of order x and Sisplit \ Siseg = ∅ or a set Sisplit of order y.
If we found a set Sisplit of order y then we can choose any set Q′ ⊆ Qi of order
q and (Sisplit,Q′) is the first outcome of the lemma.
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So suppose that instead we get a set Sseg := Siseg of order y′ ≥ y such that
Sseg \ Sisplit = ∅. This implies that we get a segmentation (Sseg,Qi) such that for
every path P ∈ P, either V (P ) ∩ V (Sseg) = ∅ or V (P ) ⊆ V (Sseg). Note further
that as we are in the second case, no path P was split y or more times. Hence at
most y − 1 paths in Sseg belong to the same path P ∈ P. Hence, (Sseg,Qi) satisfy
the conditions for the second outcome of the lemma. 
We are now ready to complete the proof of Theorem 6.1. Let us recall the
current situation. After Lemma 6.12, we have a linkage R′′ of order r′′ and the
linkage Q′′ of order q′′ as in the statement of the lemma. In particular, for every
Q ∈ Q′′ there is a split edge e(Q) ∈ E(Q) \ E(R′′) splitting Q into two subpaths
l(Q) and u(Q) with Q = u(Q)e(Q)l(Q). Furthermore, for every R ∈ R′′ there are
distinct edges e1(R), e2(R) splitting R into subpaths l(R), u1(R) and u2(R) such
that R = l(R)e1(R)u1(R)e2(R)u2(R) and
(1) the subpath u1(R)e2(R)u2(R) does not intersect l(Q) for every Q ∈ Q′′
(2) u1(R) and u2(R) both intersect every u(Q) for Q ∈ Q′′
(3) l(R) intersects every l(Q) for Q ∈ Q′′ (but may also intersect u(Q)).
By construction, at most q∗ paths in R′′ can contain a vertex of some u(Q) before
they contain a vertex of l(Q) for the same Q ∈ Q′′. We can therefore take a subset
R∗ ⊆ R′′ of order r∗ ≥ r′′ − q∗ · q′′ such that, for all Q ∈ Q′′, no path in R∗
intersects l(Q) after it has intersected u(Q).
We now construct a cylindrical grid of order k as a butterfly minor as follows.
For every R ∈ R∗ let i(R) be the last vertex of R in l(Q∗). Let M ′(R) be the
subpath of R of minimal length which starts at the successor of i(R) and which
intersects every u(Q) for Q ∈ Q′′. Let m(R) be the last vertex of M ′(R) and let
S(R) be the subpath of R of minimal length which starts at the successor of m(R)
and which intersects every u(Q) for Q ∈ Q′′. Such vertices i(R) and m(R) as well
as the subpaths M ′(R) and S(R) exist by construction, i.e. by Property 1−3 above.
See Figure 12 a) for an illustration of the construction so far.
In the sequel we will impose various conditions on the size of the linkages we
construct which will eventually determine the values of p and r in Theorem 6.1. We
refrain from calculating these numbers precisely but rather state conditions on the
size of the linkages. It is straightforward to verify that these conditions can always
be satisfied.
By the pigeon hole principle and as we require
(22) r∗ ≥ r1(q′′)2
there is a set R1 ⊆ R∗ of order r1 such that m(R) = m(R′) and i(R) = i(R′) for
all R,R′ ∈ R1.
For every R ∈ R1 let <SR be the order on Q′′ where Q <SR Q′ if the first vertex
S(R) has in common with Q appears on S(R) before the first vertex S(R) has in
common with Q′. Again, by the pigeon hole principle and as we require
(23) r1 ≥ r2 · (q′′)!
we can choose a subset R2 ⊆ R1 of order r2 such that <SR=<SR′ for all R,R′ ∈ R2.
Let <S :=<SR for some (and hence all) R ∈ R2.
LetQ1, . . . , Qq′′ be the paths inQ′′ ordered by<S and letO := {Qq′′−t, . . . , Qq′′},
for some suitable constant t to be determined below. See Figure 12 b) for an il-
lustration. In the figure, the black dots are the first vertex R has in common with
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Figure 12. Illustration of a) the final part of the proof and b) of
the construction of the set O.
a path Q. The obvious but important observation used below is that the initial
subpath of a path R ∈ R2 taken of minimal length so that it intersects every
Q ∈ Q′′ \ O does not intersect any path in O.
For every R ∈ R2 and every v ∈ V (R) ∩ l(Q) for some Q ∈ Q′′ let <v be the
order on Q′′ where Q <v Q′ if on the subpath R′ of R starting at v to the end of
R, the first vertex that R′ has in common with u(Q) appears before the first vertex
that R′ has in common with u(Q′). For any such v let Q′1, . . . , Q
′
q′′ be the paths in
Q′′ ordered with respect to <v and define omit(v) := {Q′q′′−t, . . . , Q′q′′}. A vertex
v ∈ V (R) ∩ l(Q) for some Q ∈ Q′′ is good, if Q 6∈ omit(v) ∪ O.
Lemma 6.14. For every R ∈ R2 there is a path Q ∈ Q′′ such that R contains a
good vertex v(R) ∈ V (l(Q)) and the subpath of R from the beginning of R to v(R)
intersects l(Q) for all Q ∈ Q′′ \ (omit(v(R)) ∪ O).
Proof. We give a constructive proof of this lemma. For 0 ≤ i ≤ t, we will construct
a set Oi ⊆ Q′′, a path Qi ∈ Q′′ \ (Oi ∪O) and a vertex vi ∈ V (R)∩ l(Qi) such that
(1) Oi ⊆ omit(vi),
(2) the subpath of R from the beginning to vi intersects l(Q) for all Q ∈
Q′′ \ (Oi ∪ O) and
(3) the subpath of R from vi to i(R) intersects l(Q) for all Q ∈ Oi.
Let O0 := ∅. Let Q0 ∈ Q′′ \O be the path containing the last vertex v0 R has in
common with l(Q) for any Q ∈ Q′′ \ O. Clearly this satisfies Property 1-3 above.
So suppose Oi, Qi, vi have already been constructed. If Qi 6∈ omit(vi) then vi
is good and we are done. Otherwise, we set Oi+1 := Oi ∪ {Qi}. Let vi+1 be the
last vertex that R has in common with l(Q) for any Q ∈ Q′′ \ (O ∪ Oi+1). Let
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Qi+1 ∈ Q′′\(O∪Oi+1) be the path containing vi+1. By construction, Qi+1 is the last
path on R before vi such that R intersects l(Qi+1) and such that Qi+1 6∈ O∪Oi+1.
We claim that Oi+1 ⊆ omit(vi+1). By induction hypothesis, Oi ⊆ omit(vi). Hence,
in the order <vi , every path in Oi was among the last t paths with respect to
<vi . Now suppose some Q ∈ Oi+1 is not in omit(vi+1). This means that Q is no
longer among the last t paths hit by R with respect to <vi+1 . The only reason
for this to happen is that the subpath of R from vi+1 to vi intersects u(Q). But,
by Property 3 above, the subpath of R from vi to i(R) intersects l(Q). But this
violates the construction of R∗ as in R∗, no path R′ ∈ R∗ intersects any l(Q)
after it has intersected u(Q). Hence, the subpath of R between vi+1 and vi cannot
intersect u(Q) and therefore Oi+1 ⊆ omit(vi+1) as required. The other conditions
are obviously satisfied as well.
This concludes the construction of Oi, vi, Qi for all i. By construction, in every
step i in which no good vertex is found (i.e., Qi 6∈ omit(vi)), the set Oi increases.
However, as Oi ⊆ omit(vi) and |omit(vi)| ≤ t by definition, this process must
terminate after at most j ≤ t iterations. Hence, vj is a good vertex. 
We require
(24) r2 ≥ r3 · q′′ ·
(
q′′
t
)
so that the previous lemma implies the next corollary.
Corollary 6.15. There is a set R3 ⊆ R2 of order r3 such that there is a set
O1 ⊆ Q′′ of order t and a path Q ∈ Q′′ \ (O ∪ O1) such that every R ∈ R3
contains a good vertex v(R) ∈ V (Q) satisfying the condition in Lemma 6.14 and
omit(v(R)) = O1.
Recall from above the definition of S(R). For every R ∈ R3 let v(R) be the good
vertex as defined in the previous corollary. We define M(R) to be the subpath
of R from the successor of v(R) on R to the vertex m(R). We define I(R) to
be the initial subpath of R from its beginning to v(R). By construction, I(R)
intersects l(Q) for all Q ∈ Q′′ \ (O ∪O1), where O1 is as in the previous corollary.
Furthermore, M(R) intersects u(Q) for all Q ∈ Q′′ and so does S(R). We write
M(R3) := {M(R) : R ∈ R3}.
We require that |Q′′ \ O1| = q′′ − t ≥ qs and that r3 is such that
(25)
if in Lemma 6.13 we take p := q′′ − t, q′ := r3, c := q′′, y := qs,
x := q1 and q := r5 then there is a qs-split of order r5 or a q1-
segmentation of order r5.
Applying Lemma 6.13 to (Q′′\O1,M(R3)), which has linkedness q′′, where Q′′\O1
takes on the role of P and M(R3) plays the role of Q, we either get
(1) a qs-split (Qs,R5) of order r5 obtained from a single path Q ∈ Q′′ \ O1
which is split into qs subpaths, i.e. Q = Q1 · e1 ·Q2 . . . eqs−1 ·Qqs , or
(2) we obtain a q1-segmentation (Q1,R5) of order r5 defined by a subset R5 ⊆
M(R3) of order r5 and a set Q1 of order q1 of subpaths of paths in Q′′ \O1
satisfying the extra conditions of Lemma 6.13.
In the first case, we easily get a cylindrical grid of order k as a butterfly minor
as follows. Let R4 = {R ∈ R∗ : M(R) ∈ R5} be a linkage of order r4 := r5.
Hence, R4 is a linkage from the bottom of the original fence F to its top and R4
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and Qs form a pseudo-fence Fp. See Figure 13 for an illustration of the following
construction.
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Figure 13. Creating a grid from a split and the resulting pseudo-fence.
We can now define paths back from the end vertices of R4 to their start vertices
as follows. Let A1 ⊆ A be the endpoints of the paths in R4 and let B1 ⊆ B be
the start vertices of the paths in R4. Choose a set Qd ⊆ O1 of order r4, which is
possible as we require
t ≥ r4.(26)
Let A′1 ⊆ A′ and B′1 ⊆ B′ be the set of start and end vertices of the paths in Qd.
Then there is a linkage Lu of order r4 from A1 to A′1 and a linkage Ld of order r4
from B′1 to B1. Hence, Lu ∪Qd ∪ Ld form a linkage L of order r4 from A1 to B1.
Let B2 be the start vertices of the paths in M(R4) and A2 be their end vertices.
Every path R ∈ R4 can be split into three disjoint subpaths, D(R),M(R), U(R),
where D(R) is the initial component of R−M(R) and U(R) is the subpath following
M(R). Then, L ∪⋃{U(R), D(R) : R ∈ R4} forms a half-integral linkage from A2
to B2 of order r4 and hence, by Lemma 2.10, there is an integral linkage L′ of order
1
2r4 from A2 to B2.
Note that M(R4) and L′ are vertex disjoint (but Qs may not be disjoint from
L′). Let f : N → N be the function implicitly defined in Lemma 6.9, i.e. for every
p if t′ ≥ f(p) and t ≥ 3t′ · ( t′t′
2
)
then we can apply the lemma to get a cylindrical
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grid of order p as a butterfly minor. As we require that
1
2
r4 ≥ f(k).(27)
qs ≥ 3 · 1
2
r4 ·
( 1
2r4
r4
4
)
(28)
we can apply Lemma 6.9 to L′, M(R4) and Qs to obtain a cylindrical grid of order
k as a butterfly minor.
Let us now consider the second case above, i.e. where we obtain a q1-segmentation
S1 := (Q1,R5) of order r5. This case and part of the following construction is
illustrated in Figure 14. We define R′′5 := {R ∈ R∗ : M(R) ∈ R5} ⊆ R∗. Recall
that when obtaining the segmentation S1, some paths in Q1 can be obtained by
splitting a single path in Q′′ \ O1. However, no path in Q′′ \ O1 is split more than
qs − 1 times. We define an equivalence relation ∼ on Q1 by letting Q ∼ Q′ if Q
and Q′ are subpaths of the same path in Q′′. Note that, by Lemma 6.13, either
every or no vertex of a path in Q′′ occurs on a path in Q1. As M(R∗)∩ l(Q′′) = ∅,
it follows that in each equivalence class of ∼ there is exactly one path containing
a vertex in l(Q′′). Let Q′l1 be the set of paths in Q1 containing a vertex in l(Q′′).
Hence, (Q′l1 ,R5) form a q′l1 -segmentation of order r5 for some q′l1 ≥ q1qs−1 .
Lemma 6.16. For every k there are integers q′l, r
′
l such that if there is a set Q′1 ⊆
Q′l1 of order q′l and a set R′l5 ⊆ S(R′′5) of order r′l such that no path in R′l5 intersects
any path in Q′1, then G contains a cylindrical grid of order k as a butterfly minor.
Proof. Let Rl5 := {M(R) : S(R) ∈ R′l5}. Let f : N→ N be the function defined in
Corollary 5.17. We require r′l to be big enough so that
(29) r′l ≥ f(r′′l ).
As every path R ∈ Rl5 intersects every path Q ∈ Q′1, we can apply Corollary 5.17
to (Rl5, Q), for every path Q ∈ Q′1, to get a sequence S(Q) := (R1, . . . , Rr′′l ) of
paths in Rl5 such that Q contains a subpath linking Ri to Ri+1, for all i, which
is internally vertex disjoint from
⋃{R1, . . . , Rr′′l }. Furthermore, this sequence can
be chosen according to Condition 2 of Corollary 5.17, i.e. so that the last vertex of⋃{R1, . . . , Rr′′l } on Q is on Rr′′l . As
(30) q′l ≥
(
r′l
r′′l
)
· q′′1 ,
there is a subset Q′′1 of order q′′1 such that S(Q) is the same for all Q ∈ Q′′1 . Let
S := S(Q) be this sequence. Hence, if we require that
q′′l ≥ (r′′l )2(31)
we can argue as in the proof of Lemma 5.19 to show that Q′′1 and S contain a
(r′′l ,
q′′1
r′′l
)-grid (H,V) where the paths in V are formed from subpaths of paths in
Q′′1 and subpaths of paths in S and H ⊆ S. Furthermore, for every H ∈ H, the
last vertex H has in common with V is on V q′′1
r′′
l
, where (V1, . . . , V q′′1
r′′
l
) is the order in
which the paths in V appear on the paths in H. Let C := {S(R) : M(R) ∈ H}. By
construction and the assumption of the lemma, C is disjoint from (H ∪ V) except
for the start vertices of the paths in C, which are the end vertices of the paths in H.
Furthermore, every path in C intersects any u(Q) for Q ∈ Q′′1 . As Q′′1 only contains
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parts of the paths Q ∈ Q1 which contain a vertex in l(Q) and C does not intersect
any path in Q′′1 by assumption of the lemma, every path in C intersects u(Q) in the
upper part of Q, i.e. in a vertex from which in Q there is a path to the subpath of
Q in Q′′1 .
So in particular, Q1∪C contains a half-integral linkage of order |C|, and therefore
an integral linkage L of order |C|2 , from the start vertices of the paths in C to the
top of the grid. Let H′ ⊆ H be the paths ending in start vertices of paths in L
and let V ′ ⊆ V be the paths starting in end vertices of paths in L. Then (H′,V ′)
constitute a (t′′′, t′′′)-grid G, where t′′′ := |C|2 = r
′′
l
2 .
As we require
r′′l ≥ 6(2(k − 1)(2k − 1) + 1)(32)
we can apply Lemma 6.5 to obtain a cylindrical grid of order k as a butterfly minor.

By the previous lemma, if
r5 ≥
(
ql1
q′l
)
· (r′5 + r′l) and(33)
ql1 ≥ q′l1 − q′l(34)
we can therefore assume that there is a set R′5 ⊆ R′′5 of order r′5 and a set Ql1 ⊆ Q′l1
of order ql1, such that for every R ∈ R′5, the subpath S(R) intersects every path in
Ql1.
We now apply the same construction to (Ql1, S(R′5)) (which again has linkedness
q∗). By Lemma 6.13 we either get
(1) a qs-split (Qs,R7) of order r7 obtained from a single path Q ∈ Ql1 \ O
which is split into qs subpaths, i.e. Q = Q1 · e1 ·Q2 . . . eqs−1 ·Qqs or
(2) we obtain a q5-segmentation (Q5,R7) of order r7 defined by a subset R7 ⊆
S(R′5) of order r7 and a set Q5 of order q5 of subpaths of paths in Ql1 \ O
satisfying the extra conditions of Lemma 6.13.
In the first case, we easily get a cylindrical grid of order t as a butterfly minor
as before, as follows. Let R8 ⊆ {R ∈ R∗ : S(R) ∈ R7} of order r7. Hence, R8 is a
linkage from the bottom of the original fence F to its top and R8 and Qs form a
pseudo-fence F ′p.
We can now define paths back from the end vertices of R8 to their start vertices
as follows. Let A1 ⊆ A be the end vertices of the paths in R8 and let B1 ⊆ B be
the start vertices of the paths in R8. Choose a set Qd ⊆ O of order r7, which is
possible as we require
t ≥ r7.(35)
Let A′1 ⊆ A′ and B′1 ⊆ B′ be the set of start and end vertices of the paths in Qd.
Then there is a linkage Lu of order r7 from A1 to A′1 and a linkage Ld of order r7
from B′1 to B1. Hence, Lu ∪ Qd ∪ Ld form a linkage L of order r7 from A1 to B1.
Let B2 be the start vertices of the paths in S(R8) and A2 be their end vertices.
Every path R ∈ R8 can be split into three disjoint subpaths, D(R), S(R), U(R),
where D(R) is the initial component of R−S(R) and U(R) is the subpath following
S(R). Then, L ∪⋃{U(R), D(R) : R ∈ R8} form a half-integral linkage from A2 to
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Figure 14. Horizontal strips in the segmentation S1.
B2 of order r7 and hence, by Lemma 2.10, there is an integral linkage L′ of order
1
2r7 from A2 to B2. Note that S(R8) and L′′ are vertex disjoint. Hence, if
1
2
r7 ≥ f(k).(36)
qs ≥ 3 · 1
2
r7 ·
( 1
2r7
r7
4
)
(37)
we can apply Lemma 6.9 to L′′ ∪L(Rs) to obtain a cylindrical grid of order k as a
butterfly minor.
So we can now assume that instead we get a q5-segmentation S2 := (Q5,R7) of
order r7. Let R′7 ⊆ R5 be the paths R in R5 which have a continuation in R7,
i.e. R′7 := {M(R) : R ∈ R′′5 and S(R) ∈ R7}. Let S ′1 := (Ql1,R′7) be the restriction
of S1 to these paths R′7. Note that every path R in R′7 ends in a vertex v such that
the successor of v on R′ is the start vertex of a path in R7, where R′ ∈ R∗ is the
path such that M(R′) = R.
Lemma 6.17. (Q5,R′7 ∪ R7) contains a cylindrical grid of order k as a butterfly
minor, or a pseudo-fence (Q′6,R8) for some R8 ⊆ R′7 ∪ R7 of order r8 and some
Q′6 ⊆ Q5 of order q6.
Proof. We first consider the pair (Q5,R′7). Note that the paths in Q5 are obtained
from paths in Ql1 but possibly by splitting paths in Ql1. Recall that (Ql1,R′7) is a
segmentation. It follows that (Q5,R′7) is still a segmentation but it is not necessarily
true that every path in R′7 hits every path in Q5. However, to obtain Q5 from Ql1,
a path in Ql1 can be split at most qs − 1 times. Hence, if
(38) r7 ≥ (h2 · h) · qqs
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then there is a set Q6 ⊆ Q5 of order q6 ≥ q5qs and a set R˜′7 ⊆ R′7 of order r˜7 ≥ h2 ·h
such that S ′′1 := (Q6, R˜′7) is a segmentation and every R ∈ R˜′7 intersects every
Q ∈ Q6.
Let R˜′7 := (R1, . . . , Rr˜7) be ordered in the order in which they appear on the
paths in Q6 from top to bottom. We split S ′′1 into horizontal strips as follows. For
all 1 ≤ i ≤ h let Hi := (Q6,Hi) where Hi := {R(i−1)·h2 , . . . , Ri·h2−1}.
As r7 ≥ h2 · h, every Hi is itself a segmentation using h2 paths of R˜′7 and the
corresponding subpaths of Q6. See Figure 14 for an illustration.
For every Hi let H′i ⊆ R7 be the paths in R7 whose start vertex is the end
vertex of a path in Hi. We define H′i := (Q6,H′i). Again, this is a segmentation.
Furthermore, every horizontal path R ∈ Hi can be continued by a path in H′i.
By construction of Q′′, for every 1 ≤ i ≤ h and for every Q ∈ Q6, at most q∗
paths in H′i can contain a vertex v ∈ V (Q) such that v appears on Q after the last
vertex Q has in common with any path in Hi.
Hence, we can take a subset H′′i ⊆ H′i of order h3 := h2−q6 ·q∗ such that no path
in H′′i contains a vertex v ∈ V (Q), for any Q ∈ Q6, which appears after the last
vertex Q shares with Hi. We now claim that the horizontal strips must intersect
nicely as illustrated in Figure 15 b).
Claim 1. Either (Q5,R′7 ∪ R7) contain a cylindrical grid of order k as a butterfly
minor or for every 1 ≤ i ≤ h there is a subset Hˆi ⊆ H′′i of order h4 and a
subset Q′5 ⊆ Q6 of order q′5 such that every R ∈ Hˆi intersects every Q ∈ Q′5 in
the subpath of Q between the top path R(i−1)·h2 and the lowest path Ri·h2−1
in Hi.
Proof. For every R ∈ H′′i let pii(R) be the set of paths Q ∈ Q6 such that R intersects
Q only in vertices which occur on Q before the first vertex Q has in common with
Hi. Now suppose there are at least h˜ ·
(
q6
q7
)
paths R ∈ H′′i with |pii(R)| ≥ q7. By the
pigeon hole principle, there is a set H˜′i ⊆ H′′i of order h˜ such that pii(R) = pii(R′)
for all R ∈ H˜′i and |pii(R)| ≥ q7. We claim that in this case we obtain a cylindrical
grid of order k. The construction is illustrated in Figure 15 a).
Let V := pii(R) for some (and hence all) R ∈ H˜′i. Let H˜i ⊆ Hi be the set of
paths in Hi ending in a start vertex of a path in H˜′i. Finally, let Q˜ be the set of
minimal subpaths of paths Q ∈ V containing every vertex Q has in common with
H˜i. By construction, every Q ∈ Q˜ is disjoint from every R ∈ H˜′i. For every Q ∈ V
we can therefore take the subpath i(Q) from the beginning of Q to the predecessor
of the first vertex Q has in common with H˜i. Let Q˜′ := {i(Q) : Q ∈ V}. Then
Q˜ and H˜i form a segmentation. By Lemma 5.19, (Q˜, H˜i) contains an acyclic grid
G := (VG ,HG) such that the paths HG are obtained from subpaths of Q˜ and H˜i
preserving the end vertices of the paths in H˜i. Let VG := (V1, . . . , Vq7) be ordered
in the order in which they appear on the paths in HG and let HG := (H1, . . . ,Hh6)
ordered in the order in which they appear on VG . See Figure 15 a).
Now let U be the subgrid of G formed by (VU ,HU ) where VU is the set of minimal
subpaths of VG to include every vertex of H 1
3h6
, . . . ,H 2
3h6
and HU are the minimal
subpaths of H 1
3h6
, . . . ,H 2
3h6
including every vertex they have in common with VU .
Then, if
(39) q6 ≥ h6,
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Figure 15. a) Creating a cylindrical grid from two disjoint hori-
zontal strips and b) two segmentations S1 and S2 forming a pseudo-
fence.
in G there is a linkage L of order 13h6 from the start vertices of V1, . . . , V 13h6 to
the bottom of U and a linkage L′ 13h6 from the top of U to the end vertices of
H 2
3h6
, . . . ,Hh6 . Furthermore, in H˜′i ∪Q˜′ there is a linkage L′′ from the end vertices
of H 2
3h6
, . . . ,Hh6 to the start vertices of V1, . . . , V 13h6 . As L,L′,L′′ are pairwise
disjoint except for the end vertices they have in common, they form a linkage L′′′
from the top of U to the bottom which is disjoint from U . As we require that
(40) h6 ≥ 6((k − 1)(2k − 1) + 1),
by Lemma 6.5, U ∪L′′′ form a cylindrical grid of order k as a butterfly minor. a
By the previous claim, in every Hi there is a path R ∈ Hi and a path R′ ∈ H′i
such that the endpoint of R is the start vertex of R′ and a set γ(R′) ⊆ Q6 of
order q7 such that R
′ hits every path Q ∈ Q′i within Hi. For all 1 ≤ i ≤ h we
choose such a path Ri and R
′
i. Note that S2 is a segmentation of Q′′, hence no
path R′i can intersect any Q ∈ Q′i at a vertex v which occurs on Q before a vertex
w ∈ V (Q) ∩ V (R′j) for some j < i.
As
(41) h ≥
(
q′′
q′
)
· r8,
we can choose a set R8 of paths Ri and R′i such that γ(R′i) = γ(R′j) for all R′i, R′j ∈
R8. Let Q′6 := γ(R′i) for some (and hence all) R′i ∈ R8. Hence, R8 and Q′6 form a
pseudo-fence as required. 
52 KEN-ICHI KAWARABAYASHI AND STEPHAN KREUTZER
The current situation is illustrated in Figure 15 b). Let V ∈ Q′′ be the path such
that every R ∈ R3 contains a good vertex v(R) on V . We define Q7 := Q′6 ∪ {V }.
Now, R8 and Q7 are no longer a pseudo-fence, but they are a pseudo-fence in
restriction to Q′6 and furthermore, every path Ri and R′i in R8 also intersects V .
Recall that R8 is a set of paths R′i ∈ R˜′7 and Ri ∈ R7. Let (R1, . . . , Rr8) be an
ordering of the paths Ri ∈ R8 ∩R7 in the order in which they occur on the paths
in Q′6. We require
(42) r8 ≥ (h′9)2,
for some value of h′9 to be determined below. As in the proof of the previous lemma
we define horizontal strips Hi := {R(i−1)h′9 ∪ R′(i−1)h′9 , . . . , Rih′9−1 ∪ R
′
ih′9−1} and
1 ≤ i ≤ h′9, and let Vi := {mi(Q) : Q ∈ Q′6} where mi(Q) is the minimal subpath
of Q containing every vertex of V (Hi). Recall from above that every path R ∈ R∗
is split into three distinct parts, I(R), M(R) and S(R). The subpaths M(R) and
S(R) are part of the construction of R8, where the M(R) play the role of the Ri
above and the S(R) play the role of R′i. We will now use the initial subpaths, I(R).
Recall further that the endpoint of each I(R) for R ∈ R3 is on the path V .
Claim 1. There is a 1 ≤ i ≤ h′9 such that I := {I(R) : M(R) ∈ Hi} is disjoint from
Hi ∪ Vi.
Proof. Towards a contradiction, suppose the claim was false. For every 1 ≤ i ≤ h′9
choose a path M(Ri) ∈ Hi such that I(Ri) intersects Hi ∪ Vi. As I(Ri) ends in
V , in fact ends in l(V ), and furthermore, every path R ∈ Hi intersects u(V ), this
implies that there is a path Pi from u(V ) to l(V ) in Hi ∪ Vi ∪ I(Ri). Note that for
i 6= j the paths Pi and Pj may not be disjoint, as, e.g., I(Ri) may intersect Hi and
Hj .
However, the set {Pi : 1 ≤ i ≤ h′9} forms a half-integral linkage from u(V ) to
l(V ) and therefore, by Lemma 2.10, there also is an integral linkage of order 12h
′
9.
See Figure 16 for an illustration.
As
(43) h′9 ≥ 2q∗ + 2
this contradicts the fact that in Q′′ at most q∗ paths can go from some u(Q) to
l(Q). a
Let i ≤ h′9 be such that I := {I(R) : M(R) ∈ Hi} is disjoint from Hi ∪ Vi. Let
H := {M(R) : M(R) ∈ Hi}, i.e. H is the same as Hi with the paths S(R) removed,
which are no longer needed. We require that
h′9 ≥ f(h10) · q6(44)
q6 ≥
(
f(3s1)
3s1
)
,(45)
where f is the function defined in Corollary 5.10. By Lemma 5.19, (H ∪ Vi) con-
tains a grid U := (Hˆ,V ′i) which can be chosen so that the start vertices of the paths
M(R) are preserved. Let Hˆ := (H1, . . . ,Hh10) be ordered in the order in which
they occur on the paths in V ′i and let V ′i := (V1, . . . , Vs1) be ordered in the order
in which the paths occur on the paths in H. We now take the subgrid U ′ induced
by (H 1
3h10
, . . . ,H 2
3h10−1) and (V 13 s1 , . . . , V 23 s1−1). More precisely, for every H ∈
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Figure 16. Illustration for the last claim.
{H 1
3h10
, . . . ,H 2
3h10−1} let ρ(H) be the minimal subpath of H containing V (H) ∩
V (
⋃{V 1
3 s1
, . . . , V 2
3 s1−1}) and for all V ′ ∈ {V 13 s1 , . . . , V 23 s1−1} let ρ(V ′) be the mini-
mal subpath of V ′ containing all of V (V ′)∩V (⋃{H 1
3h10
, . . . ,H 2
3h10−1}). Then U ′ is
the grid induced by {ρ({H 1
3h10
), . . . , ρ(H 2
3h10−1)} and {ρ(V 13 s1), . . . , ρ(V 23 s1−1)}. By
Lemma 5.5, U ′ contains a fence F ′ whose top T and bottom B are subsets of the top
and bottom of U ′. We can now construct a linkage from B to T as follows. Let I ′ be
the set of paths I(R) with end vertex in T . By construction, every I(R) intersects
every l(Q) for Q ∈ {V 2
3 s1
, . . . , Vs1}. Hence, {V 23 s1 , . . . , Vs1} ∪ {H 23 s1 , . . . ,Hs1} ∪ I ′
contains a half-integral linkage from B to T , and therefore by Lemma 2.10, also an
integral linkage L from B to T of order 16s1.
Finally, as
(46) h10, s1 ≥ 6
(
3(k − 1)(2k − 1) + 1)
Lemma 6.5 implies that U ′ together with L contains a cylindrical grid of order k as
a butterfly minor. This completes the proof of Theorem 6.1 and hence the proof of
Theorem 3.7 and therefore Theorem 1.2.
7. Conclusion
In this paper we proved the directed grid conjecture by Reed and Johnson,
Robertson, Seymour and Thomas. We view this result as a first but significant
step towards a more general structure theory for directed graphs based on directed
tree width, similar to the grid theorem [38] for undirected graphs being the basis
of more general structure theorems [40].
Our proof indeed yields the following algorithmic result, which is perhaps of
independent interest.
There is a function f : N → N such that given any directed graph
and any fixed constant k, in polynomial time, we can obtain either
(1) a cylindrical grid of order k as a butterfly minor, or
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(2) a directed tree decomposition of width at most f(k).
We also believe that this theorem will prove to be very useful for further appli-
cations of directed tree width, for instance to Erdo˝s-Po´sa type results for directed
graphs. Furthermore, it is likely that the duality of directed tree width and di-
rected grids will make it possible to develop algorithm design techniques such as
bidimensionality theory or the irrelevant vertex technique for directed graphs. We
are particularly optimistic that this approach will lead to some apparently new (and
most likely best possible) results for the directed disjoint paths problem. We leave
this to our future project.
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