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1. Introduction 
Rkemment, de nombreux travaux ont eu pour objet l’&ude de systemes de 
r&criture en parallele (cf. [14, 121). Ces travaux ont et& notamment motiv& par 
l’interpretation biologique qui leur a ete donnee par Lindenmayer [6], d’autre part la 
rkriture en parallele correspond, dans le cas des OL systbmes, B un pro&de nature1 
en combinatoire du monoide libre, & savoir l’application iteree d’une ou de plusieurs 
substitutions. 
Les connaissances les plus detaillees ont CtC obtenues pour la famille particulibre 
des DOL-systemes et des langages qu’ils definissent. L’usage de methodes mathema- 
tiques classiques, en particuliere des series rationnelles, a permis de resoudre la 
plupart des problbmes lies B la croissance des mots de tels langages [ 14, chap. III 8 7 
et 81. Pour les DTOL-systbmes, qui sont definis par application it&e de plusieurs 
morphismes (cf. [14, chap III § 7]), la croissance st d&rite par certaines eries 
rationnelles en plusieurs variables non commutatives. 
Les travaux &cents de Johansen [S] et Ochsenschliger [8] dkcrivent des propriMs 
fines des mots d’un DOL-langage. Ces auteurs montrent que les series comptant le 
nombre d’occurences d’un mot fixe comme sous-mot du nieme mot d’un DOL- 
langage, sont rationnelles. Nous nous proposons ici d’etendre ce resultat aux 
DTOL-langages. Pour cela, nous nous plagons dans un cadre plus general, en 
considdrant un DTOL-systeme G comme une application qui associe B une s&e S 
sur un alphabet X une autre sCrie T = G(S) sur un alphabet Y. Notre resultat 
principal (Theo&me 2) affirme que si S est une sCries rationnelle a croissance 
polynomiale alors T est une s6rie rationnelle. Les s6ries considCrCes par Johansen et 
Ochsenschltiger s’obtiennent comme cas particulier de cette construction g&&ale. 
Nous prouvons 6galement que toutes ces constructions sont eff ectives. NOUS demon- 
trons encore un resultat sur les TOL-systemes (ThCoreme 3): il montre que le langage 
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sur Y associe par un TOL-systeme a un langage rationnel sur X est egalement 
rationnel. 
Le resultat principal annonce plus haut est prouvt en Section 4. Sa preuve repose 
sur un resultat preliminaire qui est interessant en lui-m&me et qui est Ctabli en 
Section 3; (Theoreme 1): ce theoreme dkrit comme suit la structure des series 
N-rationnelles B croissance polynomiale. Toutc s6rie de cette nature est combinaison 
lineaire de series simples (Lemme 2), qui sont intimemement 1iCes aux series 
binomiales attachees aux coefficients binomiaux d’Eilenberg [3, chap. VIII 0 lo]. 
On obtient ainsi l’analogue d’un resultat bien connu d’algebre, selon lequel tout 
polynbme est combinaison linkaire de polynomes coeficients binomiaux. Cette 
decomposition d’une sCrie a croissance polynbmiale st effective. Pour le prouver, 
une etude detaillee des representations de ces series est necessaire. Cette etude, qui 
reprend des r&ultats deja prouves par Schiitzenberger [ 171 et qui est assez technique 
est donnee dans la derniere section. 
2. Prhfiminaires 
Les notions considerees ici sont developpees dans le trait6 de Eilenberg [2] et celui 
de Salomaa et Soittola [14]. 
Soit A un semi-anneau commutatif avec zero et element unite, X un alphabet et 
X* le monoi’de libre engendre par X. Son element neutre le mot vide, est note &. 
Une skrie formelle sur X a coefficients dans A est une application X* -) A. L’ensem- 
ble des series formelles est note A((X)) Si S E A((X)), on ecrit: S = Cwpx* (S, w)w, ou 
(S, w) est l’image de w par S. Une polyn6me (non commutatif) est une serie de 
support fini, i.e. n’ayant qu’un nombre fini de coefficients non nulls. L’ensemble des 
polynomes est note A(X). 
D6finition 1. S E A((X)) est dite A-reconnaissable s’il existe un entier n 2 1, un 
homomorphisme multiplicatif ~1: X* +&(4, A -&&Q, Y EJ%,,I(A) tels we: 
VW E X”, (S, w) = A+w.y. 
(.&(A) designe le A-module des matrices de dimension (i, i) B coefficients dans A 
et &(A) = &,,(A)). 
Dans ces conditions, on dit que (A, /,c, y) est une reprhentation de S et que 
Exemple 1. X = {x, y}, A = N: 
i 
0 
h=(l,O,O), y= 0 
1 i 
. 
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A la representation p est associee le N-X-automate dkrit par: 
x* Y x* Y x* Y 
Nous avons besoin pour la suite d’une caracterisation des series reconnaissables, plus 
g&&ale que la DCfinition 1. Auparavant, remarquons que la don&e d’une structure 
de A(X)-module 5 droite sur un ensemble m equivaut B la donnee simultanbe d’une 
structure de A-module et d’une structure de X*-module ci droite (i.e. X* opere a 
droite sur m), avec la condition de compatibilid suivante: pour tout w E X*, 
l’application m + !%I& m - m. w est A-lineaire. 
La proposition bien connue qui suit n’est qu’une reformulation de la Definition 1. 
Elle a l’avantage d’&re independante d’un systeme de g6nerateurs. Nous donnons sa 
demonstration parce que ce resultat ne se trouve pas exactement sous cette forme 
dans la litterature. On pourra le comparer au module siriel de Fliess [4, p. 2071 ou a 
[14, chap. II, th. 3.11. 
Proposition 1. Soit S E A((X)). S est A-reconnaissable si et seulement s’r’l existe un 
&X)-module ci droite rXn, qui est de type fini en tant que A-module, une application 
A-linkfaire cp:%hA et mo fi?% tels que VW E X”, (S, w) = q(m0.w). 
Preuve. Si S est A-reconnaissable, soit (A, p, y) une representation de S. &(A) 
devient alors un X*-module a droite: (m, w) -m.pw. D’aprbs la remarque qui 
precede l’enonce, &(A) est done un A(X)-module B droite, et clairement un 
A-module de type fini. On prend q(m) = A.m.y et mo = PE. Reciproquement, soient 
S, m, Q, mo comme dans l’enonce. Soient ml, . . . , m, des generateurs du A-module 
9% Pour tout x E X et tout i, il existe des aii, E A tels que mi.x = Cj aijxmb Soit 
p : X* + At,, (A) definie par v’x E X, px = (aij,), 1 G i, j G n. On verifie par recurrence 
sur la longueur de w que: VW E X”, Vi, mi,w = Cj (pw)ijm+ 
Soient A = (Al, . . . , An) E &,,(A), y = (~1,. . .y T,,)~E&J(A) tels que mo = 
c hi 8 mi et Q(l’?lj) = ‘)+ 
Alors (A, p, y) est une representation de S. 
Remarque 1. La preuve montre que si l’on sait exprimer, pour tous i et x, mi l x 
comme combinaison A-linkaire des mj, ainsi que mo, si de plus on conna^it Q(mo) 
pour tout j, alors on peut determiner de man&e effective une representation de S. 
Cette remarque nous servira dans la preuve du Theo&me 2. 
Rappelons que d’apres le theoreme de Kleene-Schiitzenberger (cf. [2, chap. VII, 
th. 5.11 une sCrie est reconnaissable si et seulement si elle est rationnelle NOW 
utiliserons indifferemment ces deux termes dans la suite. 
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3. Skies N-rationnelles h croissance polynbmiale 
Dans ce paragraphe, nous allons etablir que le N-module A, engendre par les 
series N-rationnelles B croissance polynbmiale et de rang in, est de type fini. Ce 
resultat peut $tre rapproche de plusieurs faits bien connus: il est essentiellement 
l’analogue du fait que les polyniimes en plusieurs variables B coefficients non negatifs 
et de degre borne forment un N-module de type fini. 
Nous allons donner explicitement un systeme fini de generateurs de m, et montrer 
que tous les calculs sont effectifs. En particulier, toute serie SE m, peut s’ecrire 
efiectivement comme combinaison lineaire de ces generateurs. 
DCfinition 2. Une serie S E Z((X)) est dite ci croissance polyn6miale s’il existe des 
entiers a, b 3 1 tels que: v w E X*, w # E, I<S, w>l s a 1 w I”. (1 w I designe la longueur du 
mot w, I(S, w)] la valeur absolue du nombre (S, w).) 
Les series rationnelles B croissance polynomiales on CtC l’objet d’une etude 
approfondie par Schiitzenberger [ 171 (voir aussi [ 163). D’autres etudes ur ce sujet se 
trouvent chez Eilenberg [2, chap. VII 8 9 ex. 1,2,3], Ruohonen [13,§ 4) et l’auteur 
[lo, 111. 
Exemple 2. (a) S = C wex* 1 w I w est Cvidemment 5croissance polynomiale. 
(b) Pour w, v E X*, soit (r) le coefficient bin8mial de Eilenberg [3, chap. VIII 
9 lo]; il designe le nombre de fois que v apparait comme sous-mot de w, i.e.: 
W 0 V = Card{(uo, ~1,. . . , u,)l w = uoxlul l . l xnu,,, ui EX*} 
8vec v =x1 9 l . xn, xi E X. Si v = E, alors par convention (I) = 1. 
On a alors (voir [8, 11.(8)]): (F) G (‘z’) G w.” et par suite la serie xweXf (i)w est a 
croissance polynomiale. 
D&fin&n 3. Une serie S E N((X)) est Smentaire &or&e n s’il existe un homomor- 
phisme p : X* + &({O, 1}) et i, j, 1 G i, j G n tels que: VW E X* (S, W) = pi,j(w). 
Une telle serie est N-reconnaissable puisqu’elle admet la representation 
(A (i), p, y’“) avec A i’ = 6ik, yy’ = ajk (6 est le symbole de Kronecker). De plus, 
comme pX* c &({O, l)), cette serie est la sCrie caracteristique d’un langage recon- 
naissable, puisque pX* est un mono’ide fini. Comme ses coefficients ont 0 et 1, elle 
est Cvidemment a croissance polynbmiale. 
Reciproquement, si L est un langage reconnaissable, on montre que sa serie 
caracteristique XL est Clementaire dans les deux cas suivants: (i) c g L, (ii) L est un 
sous-monoi’de libre de X. (Pour (i) voir [2, chap. VI prop. 6.41 et pour (ii) [9, chap. II 
8 4 corollaire 4.31.) 
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Dkfinition 4. Une sirie bin6miale g&!ralisie d’ordre n est une serie de la forme 
SlU2 l l l x,& oti xi E X et oti Si est une serie Mmentaire d’ordre ni avec 
nlfnz+* 9. l +n, = n. Notons R, l’ensemble des series binomiales g6neralisees 
d’ordre G n. 
Comme les sdries elementaires ont reconnaissables, done rationnelles et que 
x E X est une s&ie rationnelle, toute serie binomiale genCralisee st rationnelle, 
done reconnaissable. 
De plus, si S designe la sCrie caracteristique de X*, S est elementaire d’ordre 1. 
Par suite T = Sk&2 l l l x& est une sCrie binomiale generalisee; on verifie que: 
VW EX*, (T, w) = (E) (avec v = xi l l l xpD1) est exactement lecoefficient binomial de 
Eilenberg decrit dans 1’Exemple 2(b). Ainsi se justifie la terminologie. 
Par ailleurs, on a: 
VW EX”, &Xl - l l Xp_lSp, w)s (SXl l l l xp-IS, w) = 0 ; s I I W P-1 
done toute sCrie binomiale g6nbralisee st B croissance polyndmiale 
Lemme 1. & est fini. 
Preuve. 11 est clair qu’il n’y a qu’un nombre fini d’homomorphismes g :X* + dp(N) 
verifiant pX* c dp({O, 1)). Par suite, il n’y a qu’un nombre fini de series 616mentaires 
d’ordre sn. Comme X est fini, B, est fini. 
Lemme 2. Toute s&e N-rationnelle ci croissance polyn6miale donnie par une 
reprisentation de dimension sn peut se mettre effectivement sous la forme d’une 
somme de &es bin6miales gtGuZralis6es d ‘ordre sn. 
Ce lemme sera demontre au Section 5. 
D6finition 5. Soit S E A((X)) et f: X* + X* une application. L’image inverse de S p&r 
h notee f-‘(S), est la serie definie par: VW EX*, (f-‘(S), w) = (S, f(w)). 
On vCrifie que l’application A{(X)) + A{(X)) definie par S -f-‘(S) est A-lineaire. 
De plus, si g: X* +X* est une autre application alors (g of)-‘(S) =f’(gql(S)). 
ThQor&me 1. Soit n a 1 et Y%&, /e sous N-module de N((X)) engendre’ par les s6ries 
N-rationnelles I;i croissance ;aolyn6miale et de rang sn. 
(i) Toute s&e S E 9&, est combinaison liniaire ci coefficients dans N de &es 
bino^miales g&&alist!es d ‘ordre sn: 
S=k141+k2-S2+--+k,% kl ,..., k,EN, Sl,...,S+Eb,. 
(ii) Si f :X* + X* est un homomorphisme, alors S E A,, *f-‘(S) E n,. 
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Preuve. (i) Soit S =&xl l l l x,-IS, E &, ou Si est une stkie elementaire d’ordre ri et 
C ri s n. D’apres les remarques qui suivent la Definition 4, S est N-reconnaissable B 
croissance polynbmiale. 
Soit &i le N-X-automate associee B la representation (A’@, Fig y’kd’) de Si, de 
dimension ri. &i a ri etats, un &at initial ji et un &at final ki. 
Alors S est reconnu par le N-X-automate & decrit par le schCma suivant: 
L’automate & a C ri etats, done S est de rang <n. Par suite B, c m,. 8& est engendrd 
par Bn, d’apres le Lemme 2. 
(ii) Soit S E !lR,, de representation (A, p, y) avec dim(p) s n. Alors (A, p $, y) est 
une representation de f-‘(S). Si S verifie: VW E X+, (S, w ) s a 1 w I”, alors 
(T, w)=~s,f(w))~~~f(W)(b~C~W~b 
puisque IfWl s 4 w Iavec d = sup(lf(x)( Ix E X} et c = adb. 
4. DTOL-skies 
Un DTOL-sysdme st un triplet G = (X, fi, . . . , f4, a) oB X est un alphabet (fini), 
chaque fi un homomorphisme X*+X* et a un CEment de X”, a Z 8, appele 
i’axiome. Si q = 1, c’est un DOL-systime G = (X, f, a) (voir [14, chap. III 8 71). 
ConsidCrons l’alphabet Y = (1, . . . , q}. Pour tout mot w = il . i2 . 9 9 in E Y*, on 
d&nit l’homomorphisme fw : X* -) X* par: fw = fil 0 fi2 0 l l 9 0 fin. (Pour le mot vide 
E, fE est l’identite de X*). 
Avec le formalisme ainsi dicrit, le langage engendre’ par G est { fw(a) 1 w E Y”}. 
Nous allons utiliser un DTOL-systbme pour transformer des series formelles ur X en 
des series formelles sur Y de la maniere suivante: Si S = zueX* (S, V)O on note 
G(S) = T la s&ie formelle sur Y definie par: (T, w) = (S,f,,,(a)), VW E Y*. C’est la 
DTOL-shie associke hS. 
Exemple 3. (a) Si q = 1, G est un DOL-systeme G = (X, b a) et (S, u) = Iul, alors 
(T, Y") = 6, fyh)) = IfWl- 
La serie G(S) = T = En*,, I f”(a)1 l y” est N-rationnelle, comme il est bien connu: 
c’est la DOL-fonction associee & G (voir [14, chap. III fi 33). 
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(b) Toujours si q = 1, soit S = C Ucx* (i)v oii M E X* est fix6 (voir l’exemple [2] du 
0 3). On,obtient alors pour G(s): 
(G(S), y”) = (S, f”(a)) = (‘“?). 
Cette serie est la DOL-sdrie des sous-mots. Johansen [S] prouve que G(S) est 
rationnelle et Och’senschhiger [S] qu’elle est N-rationnelle. 
Nous allons montrer que, plus gen6ralement la DTOL-serie associee & S est 
rationnelle pour une large classe de sbries S, englobant les series des Exemples 3(a) et 
(b). 
Thboribwae 2. Soit G un DTOL-sysdme et S une shie N-rationnelle h croissance 
polyn8miale. Alors la DTOL-s&e assockfe T= G(S) est N-rationnelle et on peut 
effectivement endeterminer une reprhentation, connaissant G et S. 
Preuve. Soit %&, le sous-N-module de N((X)) engendre par les series N-rationnelles B 
croissance polyndmiale t de rang <n = rang(S); D’apres le Theo&me 1, 8@, est de 
type fini, engendre par B,, et S E %,. 
Pour tout w E Y* et tout U E !I!&, posons U l w = fw’ (U). On a U 9 w E iV2,, 
d’apres ThCoreme 1 (ii). On verifie sans peine que (U n w)w’ = U . (ww’); m, 
devient ainsi un Y*-module a droite et comme l’application UH U . w est N- 
lineaire, m, est mi?me un N( Y)-module ci droite (cf. Remarque 1). Soit cp : m, + N 
l’application N-IinCaire definie par rp( U) = (U, a). D’apres la Proposition 1, la serie 
C cp(S l w)w est N-rationne!le. Or 
Q(S l w) = (s l w, a) = (f;‘(s), a) = (s, fda)) = (Z w). 
D’apres la Remarque 1, on peut effectivement determiner UIVZ representation de 
cette DTOL-s&e. 
Remarque 2. Dans le Theoreme 2, la restriction ‘a croissance polynomiale est 
essentielle comme le montre I’exempk: q = 1, X = {x}, f(x) = x2, a = x, S = 
CnaO 2”~“. Alors f”(a) =x2” et (S, f”(a)) = 22”. Par suite, la DOL-serie associee st 
CnaO 22ny” qui n’est pas rationnelle, parce qu’elle cro”it ‘trop vite’ [14, chap. II th. 
7.1]. 
Exemple 4. Soit X = {x, y } et G le DTOL-systeme (X, fi, fi, x) ou fi(x) = xy, PI = 
yx, f2(x) = xy, f2(y) = y ; soit encore Y = {tl, t2} et S la sCrie N-reconnaissable sur X 
ayant pour reprhsentation (A, F, y) avec 
A = (1, 0, O), 
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On a: S =X*xx*yX*, done le coefficient d’un mot w dans S est le nombre 
d’occurrences de x apparaissant avant la dernikre occurrence de y dans w. Par suite S 
est $ croissance polyn6miale. On vhifie aikment les formules: 
f;‘(S) = x*xx* +x*yxx* +x*y2x*, fi’ (S) =x*xX”, 
fi’ (x*x3:*) = x*xx* +x*yx* 9 fil (X”xX”) =x*xX”, 
fi'(x*yx*) = fi_l (x*yx") = x*xx* +x*yx*, 
fr’ (x*yxx*) = x*yx* +x*x2x*, 
f;’ (x*yxx*) = x*x2x* +x*yxx*, fl’ (x*x2x”) = x*yxx*, 
fi’ (x*x2x”) = 0, fl' (x*y2x*) = x*xyx*, 
fp (x*y2x*) = x*y2x* +x*xyx*, 
fi* (x*xyx*) = x*y2x* +x*xX”, fil (x*xyx”) = x”xx*‘. 
Par suite la sCrie G(S) est reconnue par le N- Y-automate suivant (voir Fig. 1): ses 
&tats ont les 7 shies apparaissant dans les relations ci-dessus, son &ats initial est S 
(avec coefficient 1); il y a un seul &at final, h savoir X*xX* car c’est la seule de ces 
shies dont le support contient l’axiome x de G (avec oefficient 1); les transitions de 
l’automate sont dkfinies par les formules ci-dessus. 
fl, tt 
\ 
Fig. 1. 
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De cet automate se dCduit la representation (A’, p’, y’) de G(S): 
0 l\ 0 0 110 
0001000 
0000101 
cc’(h) = 
t 
0100010 
0010000 
0000011 
0000011/ 
A’=(1 0 0 0 0 0 0). 
000000 
= I 0101000 :I 1 i 0 0000000 0 0000001 0 d(t2) y’= 
0010100 
:0 
0 
0000011 0 
0000001 
9 
Csroliaire 1 [S, 81. Soit (X,h a) un DOL-systzme t UEX*. La she C (‘“r’)y” est 
N-rationnelle. 
Preuve. La s6rie S = c (E)w est 5 croissance polynbmiale (voir Exemple 2(b) et 
N-rationaelle (voir remarque apres la Definition 4). Le corollaire decoule do:lc du 
theoreme. 
Corollaire 2. Etant donnks deux DTOL-systsme G et G’ et deux s&es N-rationnelles ci
croissance polyn6miale S et S’, on peut dtkider si G(S) = G’(S). 
Preuve. En effet, les constructions du Theo&me 2 sont effectives et on sait decider 
de 1’Cgalid de deux series N-rationnelles (cf. par exemple [2, chap. VI, th. 8.11). 
Corollaire 3. Soit G un DTOL-systgme t S une sbrie Z-rationnelle 6 croissance 
polyn6miale. Alors la DTOL-s&e associke st Z-rationnelle. 
Preuve. D’apr$s Schiitzenberger [17], S s’ecrit S1 - S2 ou S1 et S2 sont N-ration- 
nelles B croissance polynomiale et le corollaire dCcoule du theoreme. 
Corollaire 4. Soit G = (X, fr, . . . , fq, a) un DTOL-syst?me t L c X* un langage 
rationnel. Alors le langage sur Y*: (w E Y* 1 fw (a) E L) est rationnel 
Preuve Cela dCcoule du Th$oreme 2 applique % la skrie S = CWEt w qui est 
N-rationnelle. 
Eh fait, ce dernier resultat est encore vrai dans un contexte plus large, celui des 
TOL-systsmes; un TOL-systbme st un triplet G = (X, fi, ;. . , fq, a) oh les f, sont des 
substitutions finies, i.e. des homomorphismes X* + 2’x ) oh 2(x*) est muni de la 
multiplication induite par celle de X*. 
372 C. Reutenauer 
Th6or&me 3. Soit G un TOL-systsme et L un langage rationnel c X *. Alors le langage 
sur Y*: {w 1 fW(a) c7 L f 0) est rationnel. 
Preuve. Les automates consider& dans cette preuve sont les automates tels qu’ils 
sont decrits dans [2, chap. II]. Soit J& un automate an &tats reconnaissant L. Soit n 
l’ensemble fini des automates qui ont n etats. Si f: X* + 2(x*) est une substitution et 
& = (Q, qo, Qf, E) un automate, nous dQsignons par f-‘(d) l’automate 
(Q, qo, Qf, E’) oh E’ est d&ni par: Vq, y E Q, Vx E X: (9, x, p) E: E’ s’il existe v E f (x) 
tel que ,19 &J dans Se. Clairement, f-l(&) reconna?t le langage f-l(L(d)) oh L(d) est 
le langage reconnu par &. De plus si f et g sont deux substitutions, on 
a g-‘( f-‘(&)) = (f 0 g)-‘(d). Posons: & l f =f-l(d). 
lflll devient ainsi un Y*-module fini, ou Y = { 1, . . . , q}. Soit % I’automate sur 
Y*: %’ = (!!l& do, ?&JL) ou !IJ& = {& E 8i! 1 a E L(d)} et ou M est dCfini par la structure 
de Y*-module B droite de 9% Alors % est un automate fini (meme deterministe). Soit 
L(W) le langage reconnu par %. Qn a: 
Remarque 3. Si f: JK* --, 2x* est une substitution quelconque, non nkessairement 
finie, et si & est un automate fini, l’automate f-‘(d) defini comme ci-dessus est fini et 
reconnait f-l(L(&)). Par suite, la preuve precedente montre que le ThCoreme 3 est 
encore vrai pour des substitutions quelconques. 
5. Preuve du Lemme 2 
L’Ctude qui suit s’inspire des methodes utilisees par Schiitzenberger [17] pour 
l’etude des representations X* + c/tr, (Q). 
Soit S une s&k N-rationnelle admettant la representation de dimension n 
(A9 cc, Y). 
Nous disons que (A, p, y) est e’mondke si pour tout i E (1, * . . , n} il existe u, WV E X* 
tels que: (Ap u)i*(pw.*y)i #0. Si 9 designe le semi-anneau de Boole et SQ le 
%X-automate associe a (A, ~1, y), dire que (A, p, y) est Cmond6e xprime que d est 
‘trim’ au sens que lui donne Eilenberg [2, chap. 11.41. Par suite, on peut determiner 
une representation de S qui soit Cmondee t de dimension sn. 
Nous supposons dans la suite que (A, JL, ‘y) est CmondCe t de dimension n. S’il 
existe un chemin i * j Bans un automate B n etats, il existe clairement un chemin i + j 
de longueur sn - 1. Par suite: 
Lemma 3. Soient i, j E (1, . . . , n) et w E X* tels que (fiW)i,j f 0, il existe aloas V E X* 
telque (&hV)i,jfO et lvlsn-1. 
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Nous dirons que p est irrelductible si pour tous i, j E { 1, . . . , n} il existe w E X* tel 
que (P W1i.j # 0. 
D’aprks le Lemme 3, on sait dCcider si p est irrdductible. Si tel n’est pas le cas, on 
sait mettre p, par permutations des coordonnk, sous la forme suivante: 
air les Ni :X* +&JN) sont des repr&entations irreductibles (voir [7]). 
Nous supposons dans la suite cc &rite sous la forme (1). 
Le r&hat suivant precise lbg&rement un resultat de Bog [ 1, p. 24) (voir aussi 
Schiitzenberger [ 18,2.1]). 
Lemme 4. Soit v wn homomorphisme X* +&t,,(N). Si vX* n’est pas contenu dans 
Jbd,({O,1}),ilexistei,j,1~i,j~netw~X*telsque~w~~n2et(v~)~~~~2.Sivestde 
plus irrt!ductible, il existe v E X” tel que Wk 2 1, (vt, k)i,i 2 2k. 
Preuve. (1) Par hypothke il existe v E X* tel que v & A& ((0, 1)). Nous supposons 1 v 1 
minimum. 
11 existe i, j tels que (VV)i,j 3 2. Ceci exprime que dans le N-automate associe h v il 
existe deux chemins distincts i Gj, soient: 
avecv=xl-x,. 
On a p > rs *; or la suite des couples (i1, ii ), . . . , (i,, ib) n2 peut prendre que iz * 
valeurs. Par suite, il existe k, h, k < h tels que (ik, ii) = (ih, ii). Posons v = aub avec 
a =x1 “‘xk,u=xk+l”‘x~,b=x~+~’ l l x,. Les chemins ci-dessus e decomposent 
done en: 
Les chemins C&‘2C’3 et Ci C$Ci sont distkcts, done soit ClC’3 f CiCi, soit 
C2 Z Ci. Dans le premier cas, on obtient deux chemins distincts C&s et CiCi : i + j 
etiquetbs par ab, done v(ab)i,i 2 2, ce qui contredit la minimalit de v. Si par contre 
C&=C’,C~ on a ik =ih =ih = ik et l’on obtient deux chemins distincts C’2 et 
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Ci : ik + ik &iquetQs par u, done (vu)~,~ 3 2, ce qui cwntredit Cgalement laminimalit 
de v. 
(2) 11 existe done v, i, j tels que (vt’)j,i 3 2 et Iv 1 s n*. Si v est irr&ductible, il existe 
0’ tel que (VV’)j,i 2 1. Par suite, (vvt)‘)i,i 2 2 d’oh 
#/k a 1, (vvv’)~ 2 (vvv’)~ 3 2”. 
On Fait done d&cider si les PiX” de (1) sont contenus dans &({O, 1)). Si l’un 
des pi ne l’est pas, comme b$ est 6mond6e, la sCrie S n’est pas B croissance 
poiyn6miale. 
Nous supposons dans la suite que S est B croissance polynhiale, done que 
Vi, &ix” C A?li ({O, I))= 
Lemme 5. Soit v un homomorphisme X* +&(A) de la forme 
Vl 7 
v= ( 1 0 v*’ 
Alors (cf.. [17, I.33 et [7]) toute s&e reconnue par v peut se mettre effectivement sous la 
forme d’une combinaison A-lin6aire de st!ries reconnues par ~1, par v2 et de st?ries de la 
forme SIX& oti x E X et ol;r 
Sj = c (viw)j,kaW, i= 1: 2, 
wEx* 
Icj, ksn, 
Preuve. Posons 
( Vl 0 ) ( 0 7 v- -- 0 et 7= zJ* 0 ) 0’ 
Ona: v=ti+?etVl4,v, wEX*:Fu.fiv.Fw=O. 
Par suite: 
VwEX”,uw=(~+?)(w)=fiw+ c a&?x.ia 
u.x,u 
ll.vFx*.x~x 
s’en dCduit. 
alors le Lemme r. 
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