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Abstract
Using the DØ detector, we have studied events produced in p¯p collisions that contain large forward regions with very little
energy deposition (“rapidity gaps”) and concurrent jet production at center-of-mass energies of √s = 630 and 1800 GeV. The
fraction of events with forward or central jets associated with rapidity gaps is compared to predictions for hard diffraction. We
also extract the momentum loss for scattered protons in such processes.  2002 Elsevier Science B.V. All rights reserved.
Inelastic diffractive collisions are responsible for
10–15% of the p¯p total cross section, and have been
described by Regge theory through the exchange of a
pomeron [1]. Such events are characterized by a pro-
ton (or antiproton) carrying most of the beam mo-
mentum and by the absence of significant hadronic
particle activity over a large region of pseudorapidity
(η = − ln[tan(θ/2)], where θ is the polar angle rela-
tive to the beam). This empty region is called a ra-
pidity gap and can be used as an experimental sig-
nature for diffraction. Recent interest in diffraction
has primarily centered on the possibility of a par-
tonic structure of the pomeron [2] in the framework
of quantum chromodynamics (QCD). The soft color
interaction model [3] provides an alternate descrip-
tion of diffraction without invoking pomeron dynam-
ics, by hypothesizing that non-peturbative gluon emis-
sions can create rapidity gaps. Experimental studies
of hard single diffraction (HSD), which combines dif-
E-mail address: brandta@hepmail.uta.edu (A. Brandt).
1 Visitor from University of Zurich, Zurich, Switzerland.
2 Visitor from Institute of Nuclear Physics, Krakow, Poland.
fraction and a hard scatter (such as jet or W -boson pro-
duction), can be used to determine the properties of the
pomeron, or whether pomeron-based models are use-
ful.
The partonic nature of the pomeron was first in-
ferred by the UA8 experiment [4] at the CERN Spp¯S
collider at
√
s = 630 GeV from studies of diffrac-
tive jet events using a proton tag. Recent rapidity-gap-
based analyses of diffractive jet [5–7], b-quark [8],
and W -boson production [9] are consistent with a pre-
dominantly hard gluonic pomeron, but the production
cross section at the Fermilab Tevatron is far lower
than predictions based on data from the DESY ep
collider HERA [5,10]. Recent results from the CDF
collaboration using an antiproton tag show a differ-
ence in both shape and normalization between Teva-
tron (√s = 1800 GeV) and HERA data [11]. In this
Letter we present new measurements of the character-
istics of diffractive jet events, and of the fraction of
central and forward jet events that contain forward ra-
pidity gaps (“gap fraction”) at center-of-mass energies√
s = 630 and 1800 GeV. These unique measurements
place significant new constraints on the pomeron and
diffractive models.
56 DØ Collaboration / Physics Letters B 531 (2002) 52–60
In the DØ detector [12], jets are measured using the
uranium/liquid-argon calorimeters with electromag-
netic coverage to |η| < 4.1 and coverage for hadrons
to |η|< 5.2. Jets are reconstructed using a fixed-cone
algorithm with radius R = √(η)2 + (φ2) = 0.7
(φ is the azimuthal angle). The jet energy is corrected
as described in Ref. [13], except that we choose not
to subtract energy from spectator parton interactions,
which are unlikely for rapidity gap events.
To identify rapidity gaps, we measure the number
of tiles containing a signal in the LØ forward scintilla-
tor arrays (nLØ), and calorimeter towers (η×φ =
0.1×0.1) above threshold (nCAL). The LØ arrays pro-
vide partial coverage in the region 2.3 < |η| < 4.3.
A portion of the two forward calorimeters (3.0 <
|η|< 5.2) is used to measure the calorimeter multiplic-
ity, with a particle tagged by the deposition of more
than 150 (500) MeV of energy in an electromagnetic
(hadronic) tower. These thresholds are set to minimize
noise from uranium decays, while maximizing sensi-
tivity to energetic particles [14].
For
√
s = 630 and 1800 GeV, we use triggers that
required at least two jets with transverse energy ET >
12 or 15 GeV (see Table 1) to study the dependence
of the gap fraction on jet location. The forward jet
triggers required the two leading jets to both have
η > 1.6 (or η < −1.6), while the central jet triggers
had an offline requirement of |η| < 1.0. These data
were obtained during special low luminosity runs
(1 × 1028–1 × 1030 cm−2 s−1). At each √s , we also
implemented the so-called single veto trigger (SV),
which, in addition to two jets, also required no hits
in either the north or south LØ forward arrays. This
trigger was used to obtain large samples of single
diffractive candidate events. All final events require a
single p¯p interaction, a vertex position within 50 cm
of the center of the interaction region, and two leading
Table 1
Attributes of the final data samples
Data sample Jet |η| Jet ET (GeV) L (nb−1) Events
1800 GeV forward > 1.6 > 12 62.9 50852
1800 GeV central < 1.0 > 15 4.55 16567
630 GeV forward > 1.6 > 12 16.9 28421
630 GeV central < 1.0 > 12 8.06 48123
1800 GeV SV − > 15 5700 170393
630 GeV SV − > 12 529 64772
jets that satisfy standard quality criteria [15]. The final
data samples and their integrated luminosities (L) are
listed in Table 1.
Plots of nLØ versus nCAL for central and forward jet
events at
√
s = 630 and 1800 GeV are shown in Fig. 1.
For forward jet events, these quantities are defined by
the η region on the side opposite the two leading jets,
while for central jet events they are defined by the for-
ward η interval that has the lower multiplicity. The dis-
tributions peak at zero multiplicity (nCAL = nLØ = 0),
in qualitative agreement with expectations for a dif-
fractive component in the data. Overflow events with
large multiplicity are not shown.
The gap fraction is extracted from a fit to the data
in Fig. 1. The non-diffractive (high multiplicity) back-
ground in the signal region is represented by a four-
parameter polynomial surface, and the signal by a two-
dimensional falling exponential. Fig. 2 shows the fit-
ted (a) signal and (b) background from the data of
Fig. 1(a). The shapes are in agreement with Monte
Carlo simulations [14], the residual distributions for
all four data samples are well-behaved, and all distrib-
utions have χ2/dof< 1.2.
Table 2 shows the gap fractions obtained for the
four event samples. The values range from (0.22 ±
0.05)% for central jets at √s = 1800 GeV to (1.19±
Fig. 1. Multiplicity distributions at
√
s = 1800 GeV for (a) forward
and (b) central jet events, and at √s = 630 GeV for (c) forward and
(d) central jet events.
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Table 2
The measured and predicted gap fractions and their ratios
Gap fractions
Sample Data (%) (i) Hard gluon (%) (ii) Flat gluon (%) (iii) Soft gluon (%) (iv) Quark (%)
1800 GeV |η|> 1.6 0.65±0.04 2.2±0.3 2.2±0.3 1.4±0.2 0.79±0.12
1800 GeV |η|< 1.0 0.22±0.05 2.5±0.4 3.5±0.5 0.05±0.01 0.49±0.06
630 GeV |η|> 1.6 1.19±0.08 3.9±0.9 3.1±0.8 1.9±0.4 2.2±0.5
630 GeV |η|< 1.0 0.90±0.06 5.2±0.7 6.3±0.9 0.14±0.04 1.6±0.2
Ratios of gap fractions
630/1800 |η|> 1.6 1.8±0.2 1.7±0.4 1.4±0.3 1.4±0.3 2.7±0.6
630/1800 |η|< 1.0 4.1±0.9 2.1±0.4 1.8±0.3 3.1±1.1 3.2±0.5
1800 |η|> 1.6/|η|< 1.0 3.0±0.7 0.88±0.18 0.64±0.12 30.0±8.0 1.6±0.3
630 |η|> 1.6/|η|< 1.0 1.3±0.1 0.75±0.16 0.48±0.12 13.0±4.0 1.4±0.3
Fig. 2. The fitted (a) signal and (b) background from the data of
Fig. 1(a).
0.08)% for forward jets at √s = 630 GeV. Uncertain-
ties are dominated by those on the fit parameters. Ad-
ditional small uncertainties from the dependence on
the range of multiplicities used in the fits were added
in quadrature. Potential sources of systematic error,
such as the number of fit parameters, jet energy scale,
trigger turn-on, tower threshold, luminosity, residual
noise, and jet quality, yield only negligible variations
in the gap fractions [14].
Table 2 indicates that, for the data, gap fractions
at
√
s = 630 GeV are larger than gap fractions at√
s = 1800 GeV, and that gap fractions for forward
jets are larger than for central jets. Table 2 also lists
predicted gap fractions for several pomeron structure
functions.
We compare the data to Monte Carlo (MC) sim-
ulations using the hard diffractive event generator
POMPYT [16], which is based on the non-diffractive
PYTHIA [17] program. In POMPYT, the pomeron is
emitted from the proton with a certain probability
(the flux factor [2]) and has a structure function s(β),
where β is the fractional momentum of the pomeron
(P) carried by the hard parton. We used the standard
Donnachie–Landshoff flux factor [18] in this analysis:
(1)fP/p(xP, t)= 9β
2
o
4π2
[F1(t)]2
(
1
xP
)2α(t)−1
,
where βo = 3.24 GeV−2 is the effective pomeron–
quark coupling and F1(t) is the elastic form factor. The
standard pomeron Regge trajectory is given by
(2)α(t)= 1+  + α′t,
where   0.085 and the slope α′ = 0.025 are obtained
by fits to world data.
We then compared our data to four MC struc-
ture functions: (i) “hard gluon”, a pomeron consist-
ing of two gluons, s(β) = 6β(1 − β); (ii) “flat glu-
on”, a constant pomeron structure, s(β)= 1; (iii) “soft
gluon”, a pomeron composed of many soft gluons,
s(β) = 6(1 − β)5; and (iv) “quark”, the quark ana-
log of (i), s(β) = (6/4)β(1 − β). The normalization
is determined by applying the momentum sum rule,∫ 1
0 s(β) dβ = 1 (although this would only be applica-
ble if the pomeron were a real particle). In each case,
the gap fraction is defined as the cross section for jet
events with a rapidity gap based on POMPYT, divided
by the jet cross section from PYTHIA. Many uncertain-
ties, such as the choice of proton parton densities, can-
cel in the ratio. A version of the fitting method is ap-
plied to correct for MC diffractive events that fail the
gap selection criteria. Applying such corrections to the
MC rather than the data keeps our measurement model
independent. These correction factors range from a
few per cent for central jets for (iii) to about 80% for
forward jets in (i). For comparison, the CDF Collab-
oration (Ref. [5]) obtained a gap fraction of (0.75 ±
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0.10)% for forward jets at√s = 1800 GeV assuming a
hard gluon structure; our corresponding measurement
corrected in a similar manner is (0.88 ± 0.05)%. We
also note that Ref. [5] employed a non-standard flux
factor, resulting in MC predictions about 25% larger
than those using the Donnachie–Landshoff flux.
The systematic uncertainties given for the MC
predictions in Table 2 are dominated by the possible
difference in energy scale between data and Monte
Carlo, but also include uncertainties from the fitting
procedure. Predicted yields for pomeron structures (i)
and (ii) are far higher than we observe. While the
quark structure gives a better description of our data
than any of the gluon structures, it predicts too much
diffractive production of W bosons [9].
A hard gluonic pomeron can describe previous
measurements [5–7,9], if combined with a flux fac-
tor that decreases with increasing
√
s [19]. At √s =
1800 GeV a discrepancy factor (data gap fraction di-
vided by MC fraction) of about 0.18 was obtained
[5,8], but this model with a single discrepancy factor is
clearly unable to describe our data. The ratios of gap
fractions shown in the lower half of Table 2 provide
new information that has little dependence on the flux
factor. In particular, the ratios for jets with |η| > 1.6
to jets with |η| < 1.0 at fixed √s still disagree with
predictions for a hard or flat gluon structure of the
pomeron, despite a complete cancellation of the flux
factor.
We have performed various fits of the MC results
to the data and find that a gluon-dominated pomeron
containing both soft and hard components, combined
with a smaller flux factor, can accommodate our data.
The data prefer a hard gluon component of 0.18 ±
0.05+0.04−0.03 at
√
s = 1800 GeV and 0.39 ± 0.04+0.02−0.01
at
√
s = 630 GeV, with an overall √s-independent
normalization of 0.43±0.03+0.08−0.06, where the first error
is statistical and the second systematic (which includes
the systematic error on both the Monte Carlo and
data). Given the similar jet requirements at the two√
s values, it is not surprising that the data prefer a
larger amount of hard gluon relative to soft at
√
s =
630 GeV. If the hard to soft ratio is constrained to be
the same at both energies, we obtain 0.30 ± 0.06 for
the hard gluon fraction, and 0.38± 0.08 (0.50± 0.13)
for the normalization at
√
s = 1800 (630) GeV, but the
confidence level of the fit decreases from 56% to 1.9%.
To significantly constrain the quark fraction requires
additional experimental measurements. Ref. [8] found
that a fit with 54% flat gluons and 46% hard quarks
was able to describe their data, but applying such a
constraint without allowing a significant soft gluon
component or a much different quark fraction at
√
s =
630 GeV (near 100%) has a negligible probability of
describing our data.
Characteristics of HSD events are examined using
the SV trigger. For central jets at √s = 1800 GeV,
we plot in Fig. 3 the distributions of the number of
jets (ET > 8 GeV for Njets > 2), the ET -weighted
rms jet widths, the φ between the two leading jets,
and the relative ratio of diffractive to non-diffractive
events as a function of the average ET of the two
leading jets. The solid lines in Fig. 3(a)–(c) correspond
to HSD candidate events (nCAL = nLØ = 0), and the
dashed lines show the distributions for non-diffractive
events (nCAL > 0 and nLØ > 0). These plots show that
there are less jets in diffractive events, and that the
jets are narrower and more back-to-back, indicating
that diffractive events contain less overall radiation.
Fig. 3(d) shows that there is little dependence of the
gap fraction on average jet ET . The MC samples (not
shown) have characteristics similar to the data.
Fig. 3. Distributions of the (a) number of jets, (b) jet width,
(c) φ between leading jets, for central diffractive (solid) and
non-diffractive (dashed) jet events at √s = 1800 GeV. (d) The
relative ratio of diffractive to non-diffractive events as a function
of the average ET of the two leading jets.
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Finally, we measure the fractional momentum loss
of the proton, defined as [20]:
(3)ξ ≈ 1√
s
∑
i
ETi e
ηi ,
where the summation is over all observed particles.
The η of the outgoing scattered proton or antiproton
(and the rapidity gap) is always defined to be positive.
Eq. (3) therefore heavily weights particles in the well-
measured central region near the rapidity gap, while
the loss of particles down the beam pipe at negative
η has a negligible effect. Using POMPYT events,
where ξ can be determined from the momentum of
the scattered proton, we have verified that Eq. (3) is
reliable at both values of
√
s and for different pomeron
structures. A scale factor (2.2 ± 0.3) derived from
Monte Carlo is used to convert ξ measured from
all particles to that from just electromagnetic energy
depositions in the calorimeter [14]. The ξ distributions
for forward and central jet events at √s = 630 and
1800 GeV are displayed in Fig. 4, with the shaded
region showing the variance in the distribution due to
energy scale uncertainties. These uncertainties cause a
shift in ξ such that if the true distribution were below
the histogram at small ξ values, it would be above the
histogram at large values. The resolution is a weak
function of ξ in the range of our data varying from
25% at the highest value to 35% at the lowest. Due to
Fig. 4. The ξ distributions for
√
s = 1800 GeV (a) forward and
(c) central jets and for √s = 630 GeV (b) forward and (d) central
jets, using the SV trigger with nCAL = nLØ = 0. The shaded
region shows the variance in the distribution due to energy scale
uncertainties (see text).
the fairly flat distributions, the resolution has little net
effect on their shapes.
The ξ distributions show the kinematic behavior
expected of diffraction (M = √ξs , where M is the
mass of the diffractive system), peaking at larger ξ
for (higher mass) central jet events than for forward
jet events. Forward and central jet events at √s =
630 GeV also peak at larger ξ values relative to
the corresponding distributions at
√
s = 1800 GeV,
since for fixed jet ET and η, smaller √s implies
larger ξ . Although pomeron exchange traditionally
is considered to dominate only for ξ < 0.05, the
ξ -distribution trends are reproduced by POMPYT.
In conclusion, we have measured properties of hard
single diffraction at
√
s = 630 and 1800 GeV with
jets at forward and central rapidities. The extracted
gap fractions have no model-dependent corrections,
and can be used to constrain a variety of models. To
accommodate our data within the partonic pomeron
framework requires a reduced flux factor combined
with a gluonic pomeron containing significant soft and
hard components. The complexity needed to make a
pomeron structure model work indicates that other,
non-pomeron based, models should be considered.
The soft color interaction model, for example, seems
to be more successful at predicting rates [3], although
more detailed comparisons are necessary as the Monte
Carlo programs become available. We have also mea-
sured the fractional momentum lost by the scattered
proton and found larger values than expected for tradi-
tional pomeron exchange.
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