Abstract. We study a Neumann type initial-boundary value problem for strongly degenerate parabolic-hyperbolic equations under the nonlinearity-diffusivity condition. We suggest a notion of entropy solution for this problem and prove its uniqueness. The existence of entropy solutions is also discussed.
Introduction
In this paper, we consider the following initial-boundary value problem:      u t + ∇ · f(u) = △B(u), (x, t) ∈ Ω × (0, T ), u| t=0 = u 0 (x),
x ∈ Ω (f(u) − ∇B(u)) · n(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ),
where Ω is an open and bounded rectangle of R N , T > 0 and n(x, t) denotes the outward unit normal vector to ∂Ω at (x, t). u 0 (x) : Ω → R is a bounded function and B(u) is a non-decreasing function in C 1 (R). The flux function f(u) is assumed to be regular from R to R N . Partial differential equations of the above form arise in mathematical models of many physical situation, such as two phase flows in porous media, sedimentationconsolidation process, etc (see [4] , [8] , [15] ).
Well-posedness of general Dirichlet boundary value problem as well as Cauchy problem for both isotropic and anisotropic degenerate parabolic-hyperbolic equations have been well studied by [12] , [16] , [19] , [21] , [22] . However, the Dirichlet boundary condition may not always provide the most natural setting for various physical problems, see [5] , [6] , [7] . For example, for equations modeling sedimentationconsolidation processes, it's usually appropriate to use kinematic "flux-type" or "wall" boundary conditions rather than the Dirichlet boundary condition (see [6] ). In one-dimensional case, specific models (sedimentation-consolidation model) have been considered by Bürger, Evje, Frid and Karlsen [6] [7] . In [7] , well-posedness has been established under the "flux type" boundary condition using BV approach. It turned out that these boundary conditions are satisfied on the boundary in an a.e. pointwise sense, which is difficult to be extended to the multidimensional case due to lack of regularity on diffusion term B(u). On the other hand, although the BV approach plays an important role in the study of degenerate parabolic equations, it does have many restrictions, see [6] . Based on such considerations, Bürger, Frid and Karlsen [6] considered a free boundary problem under the framework of divergence-measure fields which was first considerd by Anzellotti [2] and reformulated by Chen and Frid [10] [11] . It should be noted that the boundary conditions proposed in [6] is too weak to ensure the uniqueness of entropy solutions. It motivated us to impose some stronger boundary condition but still under the framework of divergence-measure fields. Moreover, to our knowledge, there are few results referring to Neumann boundary conditions for strongly degenerate parabolic equations in multidimensional case. We point out that for a kind of special weakly degenerate parabolic-hyperbolic equation with B ′ (u) > 0 for u = 0 and B ′ (0) = 0 , Anderson [3] has proved local well-posedness with mixed-boundary value condition. However, since we can not expect any regularity results for strongly degenerate parabolichyperbolic equation, the method in [3] can not be used here.
When B(u) is strictly increasing, the above equation is of parabolic type. On this occasion, existence and uniqueness of weak solutions are well-known, see [18] . In the case where B ′ ≡ 0, problem (1.1) is reduced into a nonlinear hyperbolic conservation laws with a zero-flux boundary condition. This kind of problem has been recently studied by Bürger, Frid and Karlsen [5] , where they introduced a new formulation of entropy solutions and proved its well-posedness. A main feature in this new formulation lies in the existence of strong traces of any L ∞ entropy solutions, which is based on the result of Vasseur [24] . It should be noted that there is a mistake in the proof of uniqueness in [5] which was solved by Hu and Li [14] by using a different approach.
This paper is mainly devoted to giving a proper formulation of entropy solutions for Neumann boundary value problem (1.1) and proving its uniqueness only on rectangle domain. The main difficulty is to explain the meaning of boundary condition (f(u) − ∇B(u)) · n(x, t) = 0. Since u 0 (x) is only supposed to be bounded in domain Ω, one can not expect the solution u(x, t) belonging to a more regular space than L ∞ space. Therefore, the meaning of f(u) − ∇B(u) on the boundary is not clear. Fortunately, by theory of divergence-measure field introduced by Chen and Frid [10] , [11] , the vector field (u, f(u) − ∇B(u)) ∈ DM 2 ((0, T ) × Ω) has normal trace on the boundary. Thus, the boundary condition (1.1) 3 can be understood as that the normal trace of f (u) − ∇B(u) is zero on the boundary. However, as far as we know, there are no results concerning uniqueness of entropy solutions under such boundary condition. Therefore, we impose some stronger conditions on the boundary which in turn need some stronger regularity for solutions, that is, the existence of strong traces on the boundary. For this purpose, we impose so-called nonlinearity-diffusivity conditions on the flux function f(u) and diffusive function B(u). This condition is used to ensure the existence of boundary traces via the result of Kwon [17] as well as the compactness via the result of Lions, Perthame and Tadmor [20] . Our boundary condition is reasonable since it can be derived though an entropy inequality, and thus can be understood as an entropy boundary condition. We also point out that if the solution u is regular, our boundary condition is consistent with classical boundary conditions.
The reason why we consider rectangle domains is as follows: The boundary condition we imposed is still too weak to ensure uniqueness of entropy solutions for general domains. The special structure of rectangle domains allows us to understand the boundary condition in an a.e. pointwise sense in some part of the boundary ∂Ω. Therefore, the boundary terms can be dealt with and uniqueness can be derived.
The existence of entropy solutions is also discussed. For some special flux function f and diffusion function B, we can show that the entropy solution exists by using the method of vanishing viscosity. More specifically, we assume that there is a critical value u c such that B ′ (ξ) = 0 for ξ < u c and B ′ (ξ) > 0 for ξ > u c and f(ξ) vanishes on ξ > u c . Here we do not claim that the flux function and the diffusion function satisfying these conditions are appropriate for any real physical models. However, they do satisfy our assumptions for well-posedness of problem (1.1). We also note that such chosen B(ξ) is natural for sedimentation-consolidation processes, see [6] , [7] .
We organize our paper as follows. In section 2, we state some technical assumptions on the flux f(u) and introduce the concept of domain with Lipschitz deformable boundary as well as the notations of boundary-layer sequence and normal traces of divergence-measure field. Meanwhile, we present a strong trace results mainly from Kwon [17] . In section 3, we give the definition of entropy solutions to problem (1.1) and prove its uniqueness. In section 4, we discuss the existence of entropy solutions.
Preliminaries
We need some assumptions on the flux f(u) as in [5] . 
where L denotes the one-dimensional Lebesgue measure.
Remark 2.1. As in [5] , Assumption 2.1 is used to ensure L ∞ bounds on the solutions.
Remark 2.2. The nonlinearity-diffusivity condition implies that there are no interval of u on which both f(u) is affine and B(u) is degenerate. This condition is mainly developed from [13, 20] and is always used to the theory of compensated compactness [23] . Moveover, as is shown in Lemma 2.1, the condition (2.2) implies the existence of strong traces of entropy solutions.
2.1.
Deformable Lipschitz boundary and Strong traces. Now we introduce the concept of deformable Lipschitz boundary [10] and the notion of strong traces. Definition 2.1. We say that ∂Ω is a deformable Lipschitz boundary provided that the following conditions hold:
(1) For all x ∈ ∂Ω there exists a number r > 0 and a Lipschitz map h : R N −1 → R such that, after rotating and relabeling coordinates if necessary,
where
is, bi-Lipschitz over its image with Ψ(ω, 0) = ω for all ω ∈ ∂Ω. The map Ψ is called a Lipschitz deformation of the boundary ∂Ω. We denote Ψ s (ω) = Ψ(ω, s) and ∂Ω s = Ψ s (∂Ω). We also denote by Ω s the bounded open set whose boundary is ∂Ω s .
Moreover, the Lipschitz deformation Ψ is said to be regular if
where B denotes the greatest open set such thath(B) ⊂ ∂Ω. The meaning of strong trace is stated in the following sense:
have the property that for every regular (with respect to ∂M) Lipschitz deformation Ψ and every compact set K ⊂⊂ ∂M,
where H N is the N-dimensional Hausdorff measure.
From now on in this paper, it is always understood that Ω ⊂ R N is an open bounded rectangle and thus has deformable Lipschitz boundary, see remarks in [10] . Moveover, for each T > 0, we denote by Q T , Σ T , Q T the set Ω × (0, T ), ∂Ω × (0, T ) and Ω×[0, T ), respectively. The following Lemma gives the existence of strong trace of any entropy solutions to degenerate parabolic equations.
and
for any entropy-entropy flux triple (η, q, p) where
Then u possesses a strong trace u τ on the boundary.
Remark 2.3. We notice that under the nonlinearity-diffusivity condition, the proof of this lemma is quite the same with the proof of Theorem 1.1 in [17] . Indeed, under condition (2.2), the flux function f is genuinely nonlinear on the interval where the diffusion function B is degenerate. Thus, combining the technique used in [17] and utilizing the results of Vasseur [24] , we can easily show that u possesses a strong trace on the boundary.
2.2.
Boundary-layer sequence ζ δ and Normal Traces. In order to deal with the boundary terms, we introduce the concept of boundary-layer sequence, see [21] .
Remark 2.4. For any boundary-layer sequence ζ δ , −∇ζ δ converges to the outward normal n of the boundary, i.e., for any ψ ∈ (
Now we introduce the notion of L 2 divergence measure fields given by Chen and Frid in [10, 11] , see also [21] . Set
vector fields whose divergence is a bounded Radon measure in Q T . Properties of divergence measure fields have been well studied by Chen and Frid in [10, 11] . In particular, the following lemma which generalize the Gauss-Green formula for divergence measure fields holds, (see also [22] ):
N +1 be such that divF is a bounded Radon measure on Q T . Then there exists a linear functional T γ on W ,2 (Σ T ) ∩ C(Σ T ) which represents the normal trace F · γ on Σ T in the sense that the following Gauss-Green formula holds: for all ψ ∈ C ∞ 0 (Q T ),
and < T γ , ψ > depends only on ψ| Σ T .
Let {ζ δ } be a boundary-layer sequence, according to discussions in [22] we know that for any ψ ∈ C
N is the space part of F = (F 0 ,F) and the linear functional T n represents the normal traceF · n.
Uniqueness of Entropy Solutions
In this section, we shall first give a definition of entropy solutions of problem (1.1) which is mainly involved with boundary condition (3.5). Then we show several useful lemmas which are mainly concerned with the techniques in dealing with the boundary terms appeared in the proof of Theorem 3.1. Finally we can prove its uniqueness.
is called an entropy solution of the initialboundary value problem (1.1) if the following conditions are satisfied : (1)(regularity) The following regularity properties hold:
The initial condition is satisfied as a limit in the following L 1 sense:
(boundary condition) For any boundary-layer sequence {ξ δ } and nonnegative
Remark 3.1. By the theory of divergence-measure field, the entropy-entropy flux pair
has normal traces for any k ∈ R, i.e., the limit
exists. On the other hand, by Lemma 2.1, the limit
exists. Therefore, from (3.6) and (3.7), the limit in (3.5) exists.
It seems more natural to impose the condition (3.8) as the boundary condition. But it turns out to be too weak to ensure the uniqueness of entropy solutions (see [6] ).
On the other hand, if the function f(u) − ∇B(u) has strong trace on the boundary, the equality (3.8) reduces into the classical boundary condition
Remark 3.3. If the problem (1.1) is fully degenerate, i.e, B ′ (u) ≡ 0, the definition above is exactly the same as the definition of entropy solutions for zero-flux problem of conservation laws in [5] .
Remark 3.4. It is easy to show that (3.3), (3.4) and (3.5) are equivalent to the following inequality: ∀k ∈ R, ∀ϕ ∈ C ∞ 0 (Q T ) with ϕ ≥ 0,
where ϕ 0 (x) = ϕ(0, x) and u τ is the strong trace of u on the boundary. In fact, (3.10) implies (3.3) and (3.4) obviously. Take ϕ = (1 − ζ δ )ψ with ψ ∈ C ∞ 0 (Q T ) in (3.10) and let δ → 0, the inequality (3.5) follows immediately. On the other hand, taking φ = ζ δ ϕ in (3.3) where ϕ ∈ C ∞ 0 (Q T ) and using boundary condition (3.5), we get (3.10) immediately.
The following two lemmas are useful in the proof of uniqueness of entropy solutions. 
, the following inequality holds:
Proof. First we claim that for any simple function S(x, t) =
otherwise the following inequality holds:
In fact, we only have to show that for each i,
This follows easily by taking k = k i and ϕ = 1 E i ψ in (3.10). Now, suppose A(x, t) ∈ L ∞ (D ∩ ∂Ω × (0, T )), then there exists a sequence of simple functions {A n (x, t)} ∞ n=1
such that
For each A n , we know that (3.12) holds. Let n → ∞, we immediately get
Taking ϕ = (1 − ζ δ )ψ in (3.14) where ψ ∈ C ∞ 0 (D × (0, T )) and letting δ → 0, we get (3.11) immediately.
The next lemma comes from [1] and is modified in our case as follows:
Moreover, if J 1 = J 2 a.e. on ω 1 = ω 2 , then there exists
Now we can show the uniqueness of the entropy solutions to problem (1.1).
Theorem 3.1. Suppose that u(x, t) and v(y, s) are entropy solutions of initial boundary value problem (1.1) with initial data u 0 and v 0 , respectively. Then for a.e. t > 0,
In particular there exists at most one entropy solution to the initial boundary value problem (1.1).
Proof. Let ξ(x, t, y, s) be nonnegative smooth function which satisfies,
ξ(x, t, ·, ·) ∈ C ∞ 0 (Q T ) for fixed (x, t) ∈ Q T . By standard "doubling of variables" (see [9] ), we get for test function ξ(x, t, y, s)
where dz = dxdtdyds.
We also take ψ 2 ≡ 1 on the support of ψ 1 such that ψ 1 (x)ψ 2 (x) = ψ 1 (x). We denote ψ 1 (x)ψ 2 (y) by ψ(x, y). (x, y) , where ζ δ , ζ η are boundary-layer sequences and ρ l , ρ m , ρ n are sequences of mollifiers and x = (x, x N ), y = (ỹ, y N ) are local coordinates induced by ψ. Then we get
where we denote ρ l ρ m ρ n by ρ l,m,n for simplicity. Let
For a.e. (y, s) ∈ Q T , let
By entropy boundary condition (3.5), we have for a.e. (y, s) ∈ Q T ,
So, by Fatou's lemma, we get lim inf
Therefore, we conclude that lim inf η,δ→0
where Σ x is the boundary domain with respect to x, n x is the outward normal vector to Σ x and u τ is strong trace of u on the boundary. Similarly, we obtain lim inf δ,η→0
Thus we get
Next let l, m → ∞, using lemma 3.2, we obtain lim inf l,m→∞
ρ n (ξ)dξ, then we know ∇ω n = 2(0, −1)ρ n (x N ). Therefore, using lemma 3.1, we get lim inf
Next, we shall use the special property of rectangle domain to show that lim inf
We first note that
On the other hand, we can easily show that 
Now, we shall do the same partition of Ω as in [16] .
and the outward normal n i * to Ω along (∂Ω) i * for i ∈ {1, 2, · · · , d}, where the super-index * denotes the symbol + or −. We set
is an open cover of Ω 2ν , we can choose {φ i } {0≤i≤2N +1} a partition of the unity subordinated to the open cover. It's easy to see that for any j ∈ {1, 2, · · · , 2N + 1}, suppφ j ∩ ∂Ω = {x = (x, x N )|x N = 0} after change of coordinates. Using (3.21) with φ i in place of ψ 1 and summing on i we get
for any θ ∈ C ∞ 0 (0, T ). Let ν goes to zero, we get
Thus inequality (3.16) follows from (3.23) in a standard way.
Existence of Entropy Solutions
In this section, we prove the existence of entropy solutions for specially chosen f and B. Specifically, we assume that
Remark 4.1. Note that conditions (4.1) and (4.2) are compatible with the nonlinearitydiffusivity condition (2.2).
We shall use vanishing viscosity method to prove the existence result. For ε > 0, we consider the following regularized parabolic problem: Before we prove the existence of entropy solutions, we need a uniform a priori bound for u ε .
Lemma 4.1. Suppose that Assumption 2.1 holds, then the approximate solutions satisfy 0 ≤ u ε ≤ M. Furthermore, there exists a subsequence {ε n } and a function
+ and integrating over Q T , using the boundary condition (4.3) 3 , we get
By Assumption 2.1 and using Young inequalities, we easily get
By Gronwall's inequality and noting that u ε 0 L ∞ ≤ M, we get u ε ≤ M. By the same approach, using (u ε ) − as test function, we get u ε ≥ 0. Therefore, by the compactness result of Lions, Perthame and Tadmor [20] , we may extract a subsequence of solutions of (4.3) which converges in L 1 loc (Q T ) to a function u(x, t) and 0 ≤ u(x, t) ≤ M. Proof. Multiplying (4.3) 1 by B(u ε ) and integrating over Q T , we get
Integrating by part and using (4.3) 3 , we get
Let A be primitive function of B, i.e., A ′ = B. Then by Lemma 4.1, we get
where C is a constant independent of ε. Thus (3.2) holds. To show the stated DM 2 property, we use the same approach as in [21] (see also [6] ). First define approximation sgn η and | · | η of the sign and modulus functions by
The same argument employed for I 
It's easy to see that
. Collecting the estimates on I 1 η to I 6 η yields that all terms of the righthand side of (4.6) possess a limit as η → 0 and are in particular uniformly bounded with respect to η. Therefore, taking ψ ≡ 1, we see that there exists a constant C 1 , depending possibly on ε (but not on η), such that
Consequently, the sequence
is bounded in L 1 (Q T ) with respect to η and therefore also in C(Q T ) ′ , the dual space of C(Q T ) of continuous functions on Q T . By compactness of the weak-⋆ topology of C(Q T ) ′ , we deduce that, up to subsequence, the sequence {E ε,η } converges towards an element E ε ∈ C(Q T ) ′ in the weak-⋆ topology. Thus for any ψ ∈ C ∞ (Q T ) we can pass to the limit η → 0 in (4.6) to get
On the other hand, since sgn ′ η ≥ 0, we have E ε,η > 0 for every ε, η > 0. Therefore, we get
Thus, we get from (4.7) with ψ ≡ 1
Using estimate from Lemma (4.1), we deduce that there exists a constant C 2 which does not depend on ε such that
Consequently, E ε is bounded in C(Q T ) ′ and up to subsequence E ε converges in the weak-⋆ topology to a function E ∈ C(Q T )
′ . Now we pass to the limit ε → 0 in (4.7). Note that |u ε − k| converges strongly to |u − k| in C(0, T ; L 1 (Ω)) and sgn(u ε −k)(f(u ε )−f(k)−∇B ε (u ε )) converges weakly in L 2 (Q T ) to sgn(u−k)(f(u)− f(k) − ∇B(u)). Thus we conclude that for all φ ∈ C ∞ 0 (Q T ), < E, φ >= Q T {|u − k|∂ T φ + sgn(u − k)(f(u) − f(k) − ∇B(u)) · ∇φ}dxdt (4.9)
Since E is a Radon measure, we obtain from (4.9) that for all φ ∈ C ∞ 0 (Q T ), The existence of entropy solutions is presented in the following theorem.
Theorem 4.1. Suppose u 0 (x) ∈ [0, M] for a.e. x ∈ Ω and Assumption 2.1 and 2.2 hold. Moreover, we require that assumptions (4.1) and (4.2) are satisfied. Then the limit function u(x, t) in Lemma 4.1 is an entropy solution of initial-boundary value problem (1.1).
Proof. We divide our proof into two steps.
Step1. Let η ∈ C 2 (R) be a convex function and φ(x, t) ∈ C By approximation, the above inequality still holds for η(u) = |u − k| for any k ∈ R. So, conditions (2) and (3) hold.
Step 2. Let ϕ(x, t) ∈ C ∞ 0 (Q T ). Multiplying (4.3) 1 by ϕ(x, t) and sgn(u ε − k)ϕ(x, t) respectively and integrating over Q T , using (4.3) 3 and (4.1), we get The last equality in the above formula holds since ∇B(u) = 0 on the set {u < u c } and thus f(u τ ) · n = 0 a.e. on the set ∂{u < u c } ∩ ∂Ω by (4.17). Combining the regularity results from Lemma 4.2, the existence of entropy solutions follows immediately.
