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SUMMARY 
 
  An extreme value regression model for grouped data with type 2 
censo r ing  i s  cons ide r ed .   The  r e sponse  va r i ab l e  i s  t aken  t o  have  a   
t y p e  1  e x t r e m e  v a l u e  d i s t r i b u t i o n  f o r  s m a l l e s t  v a l u e s  a n d  a  s t a n d a r d  
l i n e a r  r e g r e s s i o n  m o d e l  i s  a s s u m e d  f o r  t h e  m e a n s .   L a r g e  s a m p l e  
approximations to  the var iances  of  the maximum l ikel ihood est imators   
are  der ived.  The small  sample moment  propert ies  of  the maximum 
l ike l ihood  es t ima tors  a re  eva lua ted  by  s imula t ion  fo r  t he  case  o f   
s i m p l e  l i n e a r  r e g r e s s i o n .   T h e  r e s u l t s  s h o w  t h a t  t h e  e s t i m a t o r  o f   
the  sca le  pa ramete r  has  a  s t rong  b ias  i n  smal l  s amples ,  pa r t i cu la r ly   
when  the re  i s  a  heavy  degree  o f  censor ing .   F ina l ly ,  smal l  sample  
variance and mean square error efficiences of the best linear unbiased 
estimators relative to the maximum likelihood estimators are assessed. 
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1. INTRODUCTION 
We consider a regression model for grouped data in which there are  
g  g roups  o f  ind iv idua l s ,  the  i th  g roup  con ta in ing  n i  ind iv idua l s .   Le t   
Yi j  be a random variable representing the response for the j th individual  
in  the i th  group.   I t  i s  assumed that  the {Y i  j}  are  independent ly  dis-
tributed and that
i1 ini
Y,....,Y  have the same type 1 extreme value (EV) 
distribution for smallest values with density  
( ) .y,γ
θ
μyexpγ
θ
μyexp
θ
1yf iii ∞<<∞−⎭⎬
⎫
⎩⎨
⎧ ⎟⎠
⎞⎜⎝
⎛ −−−−−=   (1.1) 
We have 
( ) ( ) 22jiiji θπ61Yvar,μYE ==      (1.2) 
for i  = 1 ,  .  .  .  ,g, j  = 1, .  .  .  ,  .ni  The individuals in the ith group have 
the same values kii X,....,X 1 for k repressor variates and a linear model 
for   the mean  iμ  is  assumed with 
                                  g1,....,i~ ~βi
'Xμ i ==    (1.3) 
 
where  ( ) ( )k10~ikii~ ' β,...,β,β'βandXs....,,X1,X 1 ==  i s  a  vec tor  o f   
regression coefficients with unknown values. 
A common application for the extreme value regression model occurs 
in life-testing when the response variable represents the logarithm of 
the time to failure.  Right censoring of the observations is common in 
such cases because of the need for early termination of the investigation. 
Several forms of censoring are possible.  Here we shall consider type 2 
censoring within groups.  For the ith group, we suppose that the ri .  
smallest observations denoted by ( ) ( ) ( )iri2i1i Y...YY <<<  are observed, 
the remaining ni–ri observations being right censored at the value ( ).Y iri   
T h e  { r i }  a r e  f i x e d  i n t e g e r s  s a t i s f y i n g  1≤  r i  ≤  n i .   W e  l e t  R  =  ∑
i
ir  
deno te  the  to ta l  number  o f  uncensored  observa t ions .  
The most commonly used method of estimation for the regression co- 
efficient vector ~β  and scale parameter θ  is maximum likelihood, which is  
described in section 2. The large sample variances of the maximum like- 
lihood estimators are given in section 3, together with the small sample  
moment properties as estimated by simulation for the case of simple linear  
regression.  The results show that the bias of the estimator of the scale 
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p a r a m e t e r  θ  i s  l a r g e  w h e n  t h e r e  i s  a  h e a v y  d e g r e e  o f  c e n s o r i n g  w i t h i n   
t h e  g r o u p s ,  i n d i c a t i n g  t h a t  b i a s  c o r r e c t i o n  w i l l  b e  n e c e s s a r y  i n   
s t a t i s t i c a l  i n f e r e n c e  p r o c e d u r e s  f o r  ~β  a n d  θ .  W i t h  t y p e  2  c e n s o r i n g ,   
b e s t  l i n e a r  u n b i a s e d  e s t i ma t i o n  b a s e d  o n  t h e  o r d e r e d  o b s e r v a t i o n s   
avai lable  within the groups provides an al ternat ive to maximum l ike-  
l i hood .  The  va r i ances  o f  t he  bes t  l i nea r  unb ia sed  e s t ima to r s  a r e  g iven   
in  sec t ion  5 .   F inal ly  in  sec t ion  6  the  smal l  sample  var iance  and mean  
s q u a r e  e r r o r  e f f i c i e n c i e s  o f  t h e  b e s t  l i n e a r  u n b i a s e d  e s t i m a t o r s   
r e l a t i v e  t o  t h e  m a x i m u m  l i k e l i h o o d  e s t i m a t o r s  a r e  e v a l u a t e d  f o r  t h e   
case  o f  s imple  l inear  regress ion .  
 
 
2.    MAXIMUM  LIKELIHOOD ESTIMATION 
  
T h e  l i k e l i h o o d  f o r  t h e  i t h  g r o u p  i s  
  
              ( ){ } ii
i
i
rn
)(rii
r
1j i(j)iiiii
}y(F{1(yf!rn/!n −
=
−−= ∏l    (2.1) 
where 
 
        ( ) { }[ ] ∞<<∞−−−−−= − y,γ)~ ~βi'X(yθexpexp1YF 1i   (2.2) 
 
is the c.d.f. for the ith group.  Set 
 
     ii(j)
1
i(j) r.,..1,j,g.,...1,i ,-)~ ~
βi'X(yθZ ==−= − γ   (2.3) 
 
( ) g.,...1,i,eγ)r)(z(neγ)(zV )(rZa)i(ri
Z
r
1j
a
i(j)
a
i
ii
i
i(j)
i =+−++= ∑
=
  (2.4) 
The   log-likelihood  ∑=
i
ilogL l   over  all   groups   is 
                           ∑ ∑ ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
−+−=
=i
r
1j
(0)
ii(j)
i
VZRlogθcL     (2.5) 
where  ∑ −=
i
iii }.)!r/(n!log{nC using 
                              
θ
γ)(z
θ
z
,
θ
X
β
z i(j)i(j)si
s
i(j) +−=∂
∂−=∂
∂
                   (2.6) 
we  obtain 
 
                            ∑ =−=∂∂ − i i(0)isi1s k,....1,0,s),r(VXβ
L θ   (2.7) 
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                       .1)R(γZVθ
θ
L
j
i(j)
ii
(1)
i
1
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
+−−=∂
∂ ∑∑∑−    (2.8) 
 
The likelihood equations are 
 
                        k0,1,.....,s,xrVˆX
i
sii
i
(0)
isi ==∑∑      (2.9) 
 
                                         ∑∑∑ +=−
j
i(j)
ii
(1)
i 1)R(γZˆVˆ       (2.10) 
where  (a)iVˆ   and   i(j)Zˆ denote  the  values  of   ,ZandV i(j)
(a)
i  respect ive ly ,  
evaluated at .θˆθand~β~β ==
)
 
The second order derivatives of the log-likelihood are 
   
           k.,...0,1,ts,,VXXθ
ββ
L
i
(0)
itisi
2
ts
2
=−=∂∂
∂ ∑−    (2.11) 
          k0,1,...,s,)rV(VXθ
θβ
L
i
i
(0)
i
(1)
isi
2
s
2
=−+−=∂∂
∂ ∑−    (2.12) 
           .)2R(1Z2)2V(Vθ
θ
L
j
i(j)
ii
(1)
i
(2)
i
2
2
2
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
+−−+−=∂
∂ ∑∑∑− γ   (2.13) 
 
 T h e  s o l u t i o n  o f  t h e  l i k e l i h o o d  e q u a t i o n s  ( 2 . 9 )  a n d  ( 2 . 1 0 )  c a n  b e  
found by the Newton-Raphson method using the (k+2) × (k+2) observed 
information matrix 
θθ
~β~β
θ
L
βθ
L...
βθ
L
βθ
L
θβ
L
ββ
L...
β
L
ββ
L
θβ
L
ββ
L...
ββ
L
β
L
~I
2
2
k
2
1
2
0
2
1
2
k1
2
2
1
2
01
2
0
2
k0
2
10
2
2
0
2
0
)
)
=
=⎟⎟
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜
⎝
⎛
∂
∂
∂∂
∂
∂∂
∂
∂∂
∂
∂∂
∂
∂∂
∂
∂
∂
∂∂
∂
∂∂
∂
∂∂
∂
∂∂
∂
∂
∂
−=    (2.14) 
 
w i t h  t h e  a p p r o p r i a t e  p a r t i a l  d e r i v a t i v e s  g i v e n  b y  ( 2 . 1 1 ) ,  ( 2 . 1 2 ) ,   
( 2 . 1 3 ) .  ~I0 c a n  b e  s i m p l i f i e d  s l i g h t l y  u s i n g  t h e  l i k e l i h o o d  e q u a t i o n s .   
Fo r  example ,  cons ide r  t he  impor t an t  c a se  o f  a  s i ng l e  r eg re s so r  va r i a t e ,   
where .XβββX i10~
'
i~
+=   We then have 
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⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
+
=
∑∑∑
∑∑∑
∑∑
−
i
(2)
i
i
(1)
ii
i
(1)
i
i
(1)
ii
i
(0)
i
2
i
i
ii
i
(1)
i
i
ii
2
0
RVˆVˆXVˆ
VˆXVˆXXr
VˆXrR
θˆ~I     (2.15) 
 
An alternative method to Newton-Raphson to obtain the ML estimates 
was proposed by Roger and Peacock (1982), for implementaton with GLIM. 
The justification for their method is as follows.   Put 
 
       iii)i(ri(j))i(ri(j) n.,....1,r,rjforZZ,YY ii +===      (2.16) 
 
and let 
                 
⎩⎨
⎧
+=
==
.n,....1,rjfor0
r,....1,jfor1
δ
ii
i
ji        (2.17) 
 
From (2.5) the log-likelihood may be written as 
 
                        { }∑∑
==
−+−= i
n
1j
i(j)i(j)ji
g
1i
.)exp(ZZδθ RlogcL      (2.18) 
 
Put 1θα −=    and 
   
                                  .n.,...1,j.,...1,i,)exp(Zm ii(j)ji ===   (2.19) 
We may write 
  
                          ~βi'~Xyαmlog )j(iji
∗+=        (2.20) 
 
Where 
 
                        .}αβ.,...,αβγ),(αα{'~β k10 −−+−=∗        (2.21) 
 
 
From (2.18) we have 
 
∑∑
==
−++=
in
1i
jijiji
g
1i
.)mlogm (δαlog RcL    (2.22) 
 
Ignoring constants, this expression is equivalent to the log-likelihood 
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that would be obtained for realised values { jiδ } for independent Poisson  
random variables  with  means mi  j  sa t isfying (2,20)  and a  real ised value R  
for an independent binomial random variable based on R trials with trial  
success  probabi l i ty  α .   Roger  and Peacock give a  computer  program using  
t h e  u s e r  d e f i n e d  f i t t e d  m o d e l  f a c i l i t i e s  i n  G L I M  f r o m  w h i c h  t h e  v a l u e s   
of α and 
~
*β  which maximise (2.22) can be found.  The required ML es t imates  
are then given by 
               .k.,...,1s,βˆθˆβˆ,θˆγ)βˆ(βˆ,αˆθˆ *ss
*
00
1 =−=+== −     (2.23) 
 
3.        MOMENT PROPERTIES OF THE ML ESTIMATORS 
 
The maximum likelihood estimators are asymptotically unbiased with 
asymptotic covariance matrix given by the inverse of the expected 
information matrix.  To obtain the elements in this matrix, we require 
expressions for E(Zj ,n) and 
                              { } 0,1,2a,)exp(ZZEE nj,a nj,(a)nj, ==     (3.1) 
 
where  Z j , n   denotes  the  j th  order  s ta t i s t ic  in  a  sample  of  n  observat ions  
f rom the  s t andard  ex t reme  va lue  d i s t r ibu t ion  wi th  p .d . f .  f ( z )  =  exp(z -e z ) ,  
.Z ∞<<∞−  
From  order   statistic   theory,   the  p.d.f.   of   Zj ,n  is 
 
f(z)F(z)}{1{F(z)}
j)!(n1)!(j
!n(z)g jn1jnj,
−− −−−=  
.}1)euj(nzexp{1j1)(
j)!(n1)!(j
!n z
1j
0u
u
u ++−−⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−−−= ∑
−
=
   (3.2) 
 
The moment generating function of the distribution of Zj , n    is 
                      
    ∫∞∞−= (z)dzexp(tz)g(t)M nj,nj,  
                                ( )∑
−
=
+++−
+−−−−=
1j
0u
1t
u .
1)uj(n
1)Γ(t
u
1j1)(
j)!(n1)!(j
!n
 (3.3) 
Since 
        
1tdt
(t)Md
E nj,
(a)
(a)
nj, =⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧=      (3.4) 
we  obtain 
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( )∑
−
=
++−−−−−=
1j
0u
2
u(0)
nj, 1)uj(n
1
u
1j1)(
j)!(n1)!(j
!nE     (3.5) 
 
              ( )∑
−
=
++−
++−−−−−−=
1j
0u
2
'
u(2)
nj, 1)uj(n
1)ujlog(n(2)Γ
u
1j1)(
j)!(n1)!(j
!nE  (3.6) 
 
( )∑
−
= ⎭
⎬⎫⎩⎨
⎧
++−
++−+++−−−−−−=
1j
0u
2
2'"
u(2)
nj, 1)uj(n
1)uj(nlog1)uj(2)log(n2Γ(2)Γ
u
1j1)(
j)!(n1)!(j
!nE                        
           (3.7)  
Also 
 
( )∑
−
=
++−
++−−−−−−==
1j
0u
u''
nj,nj, .1ujn
1)ujlog(n
u
1j1)(
j)!(n1)!(j
!n(1)Γ(0)M)E(Z   (3.8) 
 
We  have 
∑
=
−+=
i
iii
Γ
1j
(0)
n,rii
(0)
nj,
(0)
i )Er(nE)E(V     (3.9) 
)γE)(Er)(nγE(E)E(V (0)n,r
r
1j
(1)
n,rii
(0)
nj,
(1)
nj,
(1)
i ii
i
iiii∑
=
+−+=     (3.10) 
)EγγE2(E)r(n)EγEγ2E()E(V (0)n,r
2(1)
n,r
Γ
1j
(2)
n,rii
(0)
nj,
2(1)
n,j
(2)
n,j
(2)
i iiii
i
iiiii
++−+++= ∑
=
 (3.11) 
 
wh ich  ma y  be  u sed  t o  f i nd  t he  expec ta t i ons  o f  t he  nega t i ve  va lue s  o f  
t h e  s e c o n d  d e r i v a t i v e s  o f  t h e  l o g - l i k e l i h o o d  g i v e n  b y  ( 2 . 1 1 ) ,  ( 2 . 1 2 )   
and  (2 .13 ) .   The  va lue  o f   )E(Zi(j)  r e qu i r e d  in  ( 2 .13 )  i s  g i ve n  by  ( 3 .8 )                        
with .nn i=  
 
I n  o r d e r  t o  e x a m i n e  t h e  m o m e n t  p r o p e r t i e s  o f  t h e  M L  e s t i m a t o r s ,   
a  Mon te  Ca r lo  s imu la t i on  s t udy  was  ma de  fo r  t he  ca se  o f  a  s i ng l e                            
exp lana to ry  va r iab l e  wi th  g rouped  da t a ,  the  mode l  wi thou t  censor ing                             
being 
ijii10ji m,....1,j,.....1,i,XββY ==∈++=      (3.12) 
 
w h e r e  0,}E{ε ji = v a r 22ji θπ6
1}{ε = a n d  t h e  { Y i j }  a r e  i n d e p e n d e n t l y                 
distributed with p.d.f.  for Yi j  given by 
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.γ
θ
Xββyexpγ
θ
Xββyexp
θ
1(y)f i10i10ji ⎭⎬
⎫
⎩⎨
⎧ ⎟⎠
⎞⎜⎝
⎛ −−−−−−−=    (3.13) 
 
E q u a l l y  s p a c e d  v a l u e s  o f  x  w e r e  u s e d  w i t h  x i  =  i - 2
1 ( g + 1 ) ,   
i  =  1 , . . . , g .  E q u a l  s a m p l e  s i z e s  m i  =  m  =  5 ,  1 0 ,  2 0  w e r e  u s e d  w i t h   
g=  5 ,  10  and  equa l  censor ing  p ropor t ions  p  =  0 .0 ,  0 .20 ,  0 .40 ,  0 .60   
w e r e  a p p l i e d  i n  e a c h  g r o u p .   W i t h o u t  l o s s  o f  g e n e r a l i t y , t h e   
y - o b s e r v a t i o n s  w e r e  g e n e r a t e d  p u t t i n g  β 0 =  β 1 =  0  a n d  θ=  1  i n  t h e   
r e g r e s s i on  mo d e l .   T h e  M L  e s t i ma te s  we re  ob t a ined  u s ing  a  GLIM  
p r o g r a m b a s e d  o n  t h e  R o g e r / P e a c o c k  me thod .   A  run - s i ze  o f  2000  was   
used in  each case.  
 
V a l u e s  o f  t h e  b i a s e s ,  v a r i a n c e s  a n d  s k e w n e s s  c o e f f i c i e n t s  o f   
t h e  M L  e s t i m a t o r s  a r e  s h o w n  i n  t a b l e s  1 ,  2  a n d  3  f o r  β 0 ,  β 1  a n d  θ   
r e s p e c t i v e l y .   T h e  a p p r o x i m a t i n g  v a r i a n c e s  g i v e n  b y  t h e  d i a g o n a l   
e l e m e n t s  i n  t h e  i n v e r s e  o f  t h e  e x p e c t e d  i n f o r m a t i o n  m a t r i x  a r e   
s h o w n  i n  p a r e n t h e s e s .  T h e  m a i n  f i n d i n g s  a r e  a s  f o l l o w s .  
 
 
a )  F o r  e s t i m a t i o n  o f  β 0 ,  t h e  b i a s  o f  t h e  M L  e s t i m a t o r  w a s   
  neg l ig ib le  when  no  censor ing  was  p resen t .   Wi th  censor ing  the re  
was  a  nega t ive  b ias  which  became  more  p ronounced  as  t he  degree  o f   
censor ing  inc reased .   The  l a rge  sample  va r i ance  approx imat ions  ob-  
t a i n e d  f r o m  t h e  i n v e r s e  o f  t h e  i n f o r m a t i o n  m a t r i x  g a v e  g o o d  a g r e e -  
ment  wi th  the  s imula t ion  va r i ances ,  a l though  the re  was  a  s l igh t   
underes t ima t ion  when  the re  was  a  heavy  degree  o f  censor ing .   The  
skewness  coef f i c ien t s  were  pos i t ive  bu t  smal l  in  a l l  cases  showing  
tha t  the  d i s t r ibu t ion  o f  0βˆ  was  a lmos t  symmet r i ca l .  
 
b )    For  e s t ima t ion  o f  β 1 ,  t he  b iases  o f  the  ML es t ima to r s  were   
n e g l i g i b l e  i n  a l l  c a s e s .  T h e  l a r g e  s a m p l e  v a r i a n c e  a p p r o x i m a t i o n s   
g a v e  s l i g h t l y  s m a l l e r  v a r i a n c e s  t h a n  o b t a i n e d  b y  s i m u l a t i o n ,  b u t   
the  d i f fe r ences  were  genera l ly  ve ry  smal l .   The  skewness  coef f i c ien t s   
were  a l l  c lose  to  ze ro .  
 
c )  F o r  e s t i m a t i o n  o f  θ ,  t h e  n e g a t i v e  b i a s  o f  θˆ  f o r  t h e  u n c e n s o r e d   
case  became more  p ronounced  as  t he  degree  o f  censor ing  inc reased .  
The  l a rge  sample  approx ima t ing  va r iances  gave  h igher  va lues  than  the   
s i m u l a t i o n  v a r i a n c e s ,  p a r t i c u l a r l y  w h e n  t h e r e  w a s  h e a v y  c e n s o r i n g .   
The skewness  coeff ic ients  for  θˆ  increased with the degree of  censoring,   
bu t  in  genera l  the  skewness  was  smal l .  
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Table 1 
 
B i a s e s  ×  1 0 2  θ - 1 ,  v a r i a nc e s  ×  1 0 2  θ - 2    and  skewnes s  coe f f i c i en t s  o f  t he  
ML est imates  of  the β 0  
 
    p    Bias      Variance   Skewness 
  0.0   0.54   6.918(6.728)   0.028 
m=5  0.2  -1.13   7.128(6.790)   0.033 
g=5  0.4  -4.46   8.015(7.318)   0.048 
  0.6  -13.47   11.729(10.021)   0.006 
           
  0.0   0.10   3.186(3.364)   0.031 
m=10  0.2  -0.68   3.196(3.371)   0.029 
g=5  0.4  -2.48   3.553(3.599)   0.047 
  0.6  -7.38   5.409(5.077)   0.052 
           
  0.0   0.53   1.571(1.644)   0.025 
m=20  0.2   0.17   1.583(1.565)   0.023 
g=5  0.4  -0.72   1.712(1.753)   0.017 
  0.6  -3.10   2.571(2.588)   0.034 
           
  0.0   0.04   3.362(3.364)   0.034 
m=5  0.2  -0.71   3.439(3.395)   0.038 
g=10  0.4  -2.37   3.815(3.659)   0.036 
  0.6  -6.40   5.547(5.010)   0.007 
           
  0.0   0.08   1.687(1.682)   0.007 
m=10  0.2  -0.27   1.706(1.686)   0.006 
g=10  0.4  -1.15   1.855(1.799)   0.009 
  0.6  -3.43   2.807(2.539)   0.017 
           
  0.0   0.31   0.756(0.822)   0.027 
m=20  0.2   0.15   0.760(0.782)   0.031 
g=10  0.4  -0-31   0.834(0.876)   0.032 
  0.6  -1.67   1.277(1.294)   0.051 
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Table 2 
 
B i a s e s  ×  1 0 2  θ - 1 ,  v a r i a nc e s  ×  1 0 2  θ - 2  a n d  s k e w n e s s  c o e f f i c i e n t s  o f  t h e  
ML est imates  of  β 1  
 
    P   Bia     Variance   Skewness 
  0.0  -0.11   2.151(2.000)   0.060 
m=5  0.2  -0.13   2.757(2.500)   0.025 
g =5  0.4   0.37   3.746(3.334)   0.030 
  0.6   1.00   5.814(5.000)   0.019 
           
  0.0  -0.09   1.061(1.000)   0.001 
m=10  0.2   0.03   1.303(1.250)   0.011 
g=5  0.4  -0.04   1.799(1.666)   0.003 
  0.6  -0.08   2.929(2.500)   0.017 
           
  0.0   0.04   0.521(0.502)   0.003 
m=20  0.2   0.01   0.664(0.624)   0.002 
g=5  0.4   0.09   0.869(0.821)   0.006 
  0.6   0.23   1.316(1.253)   0.002 
           
  0.0  -0.03   0.260(0.242)   0.001 
m=5  0.2   0.02   0.336(0.303)   0.000 
g=10  0.4  -0.05   0.452(0.404)   0.007 
  0.6  -0.08   0.715(0.606)   0.019 
           
  0.0   0.12   0.133(0.121)   0.007 
m=10  0.2   0.24   0.158(0.152)   0.015 
g=10  0.4   0.19   0.217(0.202)   0.030 
  0.6   0.15   0.324(0.303)   0.035 
           
  0.0   0.04   0.063(0.060)   0.010 
m=20  0.2   0.02   0.078(0.076)   0.003 
g=10  0.4  -0.05   0.102(0.100)   0.005 
  0.6   0.00   0.153(0.152)   0.002 
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Table 3 
 
B i a s e s  ×  1 0 2  θ - 1 ,  v a r i a nc e s  ×  1 0 2  θ - 2  a n d  s k e w n e s s  c o e f f i c i e n t s  o f  t h e  
ML est imates  of  θ  
 
    P  Bias     Variance   Skewness 
  0.0  -5.69   2.433(2.728)   0.093 
m=5  0.2  -8.20   3.389(3.834)   0.140 
g =5  0.4  -10.97   4.580(5.335)   0.186 
  0.6  -16.49   6.689(7.803)   0.276 
           
  0.0  -2.52   1.208(1.364)   0.005 
m=10  0.2  -3.65   1.776(2.008)   0.068 
g=5  0.4  -5.27   2.461(2.886)   0.041 
  0.6  -8.42   3.498(4.392)   0.069 
           
  0.0  -1.73   0.584(0.651)   0.011 
m=20  0.2  -2.17   0.894(0.765)   0.010 
g=5  0.4  -2.87   1.335(1.325)   0.024 
  0.6  -4.37   2.087(2.523)   0.069 
           
  0.0  -2.83   1.275(1.364)   0.085 
m=5  0.2  -3.96   1.772(1.917)   0.079 
g=10  0.4  -5.34   2.385(2.668)   0.095 
  0.6  -7.70   3.432(3.902)   0.092 
           
  0.0  -1.13   0.612(0.682)   0.018 
m=10  0.2  -1.62   0.890(1.004)   0.036 
g=10  0.4  -2.36   1.252(1.443)   0.039 
  0.6  -3.75   1.862(2.196)   0.049 
           
  0.0  -0.93   0.303(0.326)   0.009 
m=20  0.2  -1.16   0.456(0.397)   0.009 
g=10  0.4  -1.53   0.647(0.663)   0.013 
  0.6  -2.47   1.028(1.261)   0.003 
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S i n c e  t h e  b i a s e s  o f  0βˆandθˆ b e c o m e  i n c r e a s i n g l y  m a r k e d  a s  t h e  
d e g r e e  o f  c e n s o r i n g  i n c r e a s e s ,  a p p r o x i m a t i o n s  t o  t h e  b i a s e s ,  d e n o t e d  
b y  p)(n,bandp)(n,b 0θˆ  r e s p e c t i v e l y ,  a r e  r e q u i r e d .   P r e l i m i n a r y  p l o t s  
f o r  t h e  b i a s e s  a g a i n s t  p  s u g g e s t e d  t h e  u s e  o f  t h e  q u a d r a t i c  m o d e l s   
 
    )papa(n,0)(1bp)(n,b 221θˆθˆ ++=     (3,14) 
                                                   
)papa(n,0)(1bp)(n,b 2'2'100 ++=     (3.15) 
 
where from Young and Haddow (1985)  
                                   
 
.
g
0.1834θ(n,0)b,
g
1.3794θ(n,0)b n0nθˆ −=−=   (3.16) 
 
L e a s t  s q u a r e s  f i t s  o f  t h e  m o d e l s  u s i n g  t h e  b i a s e s  o b t a i n e d  b y  
s imula t ion  gave  the  coef f ic ient  es t imates  
 
a 1 =  1 .099  ,    a 2  =  3 .800  ,    '1a =  8 .908  ,    
'
2a =  -67 .700  . 
 
The  app rox ima t ing  fo r mu lae  fo r  t he  b i a se s  a r e  t he r e fo r e  
 
       )5.24p1.516pθ(1.3794(gn)p)(n,b 21
θˆ
++−= −       (3.17) 
 
     )12.42p1.634pθ(0.1834(gn)p)(n,b 210 −+= −     (3.18) 
 
V a l u e s  o f  t h e  a p p r o x i m a t e  b i a s e s  o f  θˆ  g i v e n  b y  ( 3 . 1 7 )  a r e  
s h o w n  i n  t a b l e  4  t o g e t h e r  w i t h  t h e  s i m u l a t i o n  e s t i m a t e s .   T h e  a g r e e -
m e n t  b e t w e e n  t h e  v a l u e s  i s  s a t i s f a c t o r y  f o r  a l l  v a l u e s  o f  p  a n d  m .  
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Table 4 
 
Va lue s  o f   
θˆ
12 bθ10 −  g i ven  by  ( i )  app rox ima t io n  ( 3 , 1 7 ) ,  ( i i )  S i mu l a t i o n  
estimate 
 
                                     g =5  
         m = 5          m = 10     m = 20 
  p     (i)    (ii)     (i)    (ii)     (i)    (ii) 
0.0    -5.52    -5.69  -2.76  -2.52  -1.38  -1.73 
0.2    -7.57    -8.20  -3.78  -3.65  -1.89  -2.17 
0.4  -11.30  -10.97  -5.65  -5.27  -2.82  -2.87 
0.6  -16.70  -16.49  -8.35  -8.42  -4.18  -4.37 
 
 
                                    g=10 
 m = 5 m = 10 m = 20 
  P     (i)    (ii)     (i)    (ii)     (i)    (ii) 
0.0  -2.76  -2.83  -1.38  -1.13  -0.69  -0.93 
0.2  -3.78  -3.96  -1.89  -1.62  -0.95  -1.16 
0.4  -5.65  -5.34  -2.82  -2.36  -1.41  -1.53 
0.6  -8.35  -7.70  -4.18  -2.47  -2.09  -2.47 
 
 
4 .  M o m e n t  P r o p e r t i e s  O f  T h e  B e s t  L i n e a r  U n b i a s e d  E s t i m a t o r s   
Based On The Within Group Order  Stat is t ics  
 
W i t h  t y p e  I I  c e n s o r i n g  w i t h i n  g r o u p s ,  a n  a l t e r n a t i v e  t o  M L  e s t i -  
ma t i o n  i s  t o  u s e  b e s t  l i ne a r  u n b i a s e d  e s t i ma t i on .   We  o u t l i ne  t h e   
procedure.  Full details are given by Young and Haddow (1985). 
 
L e t  )E(Xe (j)mj, = a n d  =m,j'j,c c o v ),X,(X )(j'(j)  w h e r e  X ( j )  d e n o t e s   
the  j  th  order  s tat is t ic  in  a  sample of  m from the s tandardised type 1 EV  
dis t r ibut ion with c .d . f .  F(x)  = 1-exp{-exp(x)},  -∞  <  X < ∞ .  Put  
 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
mrr,mr2,mr1,
m2r,m22,m21,
m1r,m12,m11,
mr,
m2,
m1,
c...cc
.
.
c...cc
c...cc
~C,
e1
..
..
e1
e1
~A    (4.1) 
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and  l e t  a j  ( r ,  m) ,  b j  ( r ,  m)  deno te  the  e lements  i n  the  f i r s t  and  second   
rows of  the 2×r  matr ix  
~
-1
~
1
~
1
~~ C'A)AC'A(
−−  Wri te  
 
                     ⎥⎦
⎤⎢⎣
⎡=− (3)
mr,
(2)
mr,
(2)
mr,
(1)
mr,
~
1
~~ VV
VV
AC'A        (4.2) 
 
Values of  the expectat ions {e j , m } ,  covariances  {c j j , m  } ,  l inear  co-  
eff ic ients  {a j ( r ,m )},  {b j ( r ,m)} and the elements  (3)mr,
(2)
mr,
(1)
mr, V,V,V  
are  given by White  (1964)  for  sample s izes  m ≤  20 and for  2  ≤  r  ≤  m.  
Put t ing γθ,μξ ii +=   the BLUE'  s  for  iξ  and θ  based on the order  
s ta t is t ics  )i(ri(2)i(1) iY...YY <<<   in  the i th  groups are   
 
    ∑∑
==
==
ii r
1j
i(j)iij
r
1j
ii(j)iiji )Ym,(rbθˆ,)Ym,(raξˆ               (4.3) 
P o o l i n g  t h e  e s t i m a t e s  f o r  θ  o v e r  a l l  g r o u p s ,  t h e  m i n i m u m  v a r i a n c e  
l i n e a r  u n b i a s e d  e s t i m a t o r  f o r  θ  i s  
 
 ∑∑
∑
=
=
= ==
g
1i
iig
1i
(3)
m,r
g
1i
(3)
m,ri
* say.θˆW
)(1/V
/Vθˆ
θˆ
ii
ii
   (4.4) 
S e t  ).μˆ....,μˆ(μandθˆγξˆμˆ *g1*
'
*~*ii*
=−= ∧   B a s e d  o n  t h e  }μˆ{ i*  t h e   
BLUE of 
~
β  is 
                                            ~μˆ~W~X~ )X~~X(~ ~
1'
1
11~
1'
1 ∗
−−−
∗ = Wβ)   (4.5) 
where 
 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
ggg2g1
2g2221
1g1111
~
gkg1
2k21
1k11
1~
W...WW
.
.
W...WW
W...WW
W,
X...X1
..
..
X...X1
X...X1
X     (4.6) 
 
and 
 
15 
 
                               
{ }
( ) .1/V
/VV/Vγ(Vγ
W
i
(3)
m,r
(3)
m,r
(2)
m,r
(3)
m,r
(2)
m,r
2
ij
ii
jjjjiiii ∑
+−=    (4.7) 
The variance of *θˆ   is 
                                        ( )
1
i
(3)
m,r
2
* ii
1/Vθ)θˆvar(
−
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
= ∑    (4.8) 
 
and the covariance matrix for 
*~
βˆ   is 
                                            .θ)XWX()βˆcov( 21
1~
1
~
'
1~*~
−−=    (4.9) 
V a l u e s  o f  t h e  e x a c t  v a r i a n c e s  ( × 1 0 2  θ - 2 ) o f  t h e  B L U E ' s  ,θˆ*  
1**0 βˆandβˆ  h ave  been  compu t ed  u s ing  (4 .8 )  and  (4 .9 )  f o r  t he  s imp le   
l i n e a r  r e g r e s s i o n  m o d e l  u s e d  f o r  t h e  s t u d y  o f  t h e  M L e s t i m a t o r s  
( s e e  s e c t i o n  3 ) .   T h e  r e s u l t s  a r e  s h o w n  i n  t a b l e  5 .  
 
Table 5 
 
E x a c t  v a r i a n c e s  ( × 1 0 2  θ - 2 ) o f  t h e  B L U E ' s  *1**0 θˆ,βˆ,βˆ   f o r  s i m p l e  
l i n e a r  r e g r e s s i o n  w i t h  t y p e  I I  c e n s o r i n g .  
 
g = 5     g = 10 
   P   m = 5   m=10   m=20   m =5   m =10   m = 20
 0.0   6.523   3.244   1.616   3.262   1.622   0.808 
*0βˆ  0.2   6.637   3.276   1.628   3.318   1.638   0.814 
 0.4   7.931   3.696   1.797   3.966   1.848   0.899 
 0.6   18.392   6.563   2.900   9.196   3.281   1.450 
 
 
 0.0   2.314   1.133   0.559   0.281   0.137   0.068 
 0.2   2.918   1.341   0.647   0.354   0.163   0.078 
1*βˆ  0.4   5.294   2.144   0.981   0.642   0.260   0.119 
 0.6   17.892   5.593   2.320   2.169   0.678   0.281 
 
 
 0.0   3.333   1.432   0.663   1.667   0.716   0.331 
∗θ
)
 0.2   5.076   2.150   0.997   2.538   1.075   0.498 
 0.4   8.336   3.315   1.502   4.168   1.658   0.751 
 0.6   17.901   5.951   2.547   8.951   2.975   1.273 
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5. Small Sample Efficiency Results 
 
We let 
    k.,...1,r,
)βˆvar(
)βˆvar(E,
)θˆvar(
)θˆvar(E
r*
r
1r
*
1θ ===     (5.1) 
 
d e n o t e  t h e  v a r i a n c e  e f f i c i e n c i e s  o f  t h e  B L U E ' s  r e l a t i v e  t o  t h e  ML  
e s t i m a t o r s .  T h e  c o r r e s p o n d i n g  m e a n  s q u a r e  e r r o r  e f f i c i e n c i e s  a r e   
denoted by 
 
        k..,...1,r,
)βˆmse(
)βˆmse(E,
)θˆmse(
)θˆmse(E
r*
r
2r
*
2θ ===     (5.2) 
 
Values  of  the small  sample eff ic iencies have been est imated  
for  the extreme value s imple l inear  regression model  described in   
sect ion 3,  and are  shown in table  6 .   The exact  var iances and mean  
square errors  of  the BLUE's  are  equal  and given in  table  5.   The  
small  sample var iances  and mean square errors  for  the ML est imates  
were based on the s imulat ion est imates given in  tables  1,  2  and 3  
for  the biases  and var iances.  
 
The  genera l  f ind ings  a re  as  fo l lows  
 
a )  F o r  e s t i m a t i o n  o f  β 0 ,  t h e  e f f i c i e n c y  o f  B L U E  r e l a t i v e  t o  M L   
i s  h igh  and  changes  on ly  marg ina l l y  fo r  0  ≤  p  ≤  0 . 4 .   A t  t he   
h ighes t  l eve l  o f  c enso r ing  (p  =  0 .6 ) ,  t he  e f f i c i ency  d rops   
ma r ked l y .  
 
b )  F o r  e s t i ma t i o n  o f  β 1 ,  t h e  d i f f e r ences  be tween  t he  va r i ance  and   
mean  squa re  e r ro r  e f f i c i enc i e s  a r e  neg l i g ib l e .   The  e f f i c i enc i e s   
i nc r ea se  ma rg ina l l y  a s  p  changes  f rom 0 .00  t o  0 .20 ,  bu t  h ighe r   
va lue s  o f  p  l e ad  t o  ma rked  dec r ea se s  i n  t he  e f f i c i enc i e s .  
 
c )  F o r  e s t i ma t i o n  o f  θ ,  t h e  mean  squa re  e r ro r  e f f i c i ency  o f  BLUE  
r e l a t i ve  t o  ML i s  app rec i ab ly  h ighe r  t han  t he  va r i ance  e f f i c i ency ,   
p a r t i c u l a r l y  a t  t h e  h i g h e r  l e v e l s  o f  c e n s o r i n g .   B o t h  v a r i a n c e   
and mean square error  eff ic iencies decrease rapidly when p is  large 
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Table 6 
 
Var iance  and  mean  square  e r ro r  e f f i c i enc ies  o f  BLUE's  r e la t ive  to  
ML es t imators  for  ext reme va lue  s imple  l inear  regress ion  wi th  censor ing  
 
   P    10E    20E     11E    21E    1θE    2θE  
 0.0   1.06   1.06   0.93   0.93   0.73   0.83 
m=5 0.2   1.07   1.08   0.95   0.95   0.67   0.80 
g =5 0.4   1.01   1.04   0.71   0.71   0.55   0.69 
 0.6   0.64   0.74   0.33   0.33   0.37   0.53 
 
 0.0   0.98   0.98   0.94   0.94   0.84   0.90 
m=10 0.2   0.98   0.98   0.97   0.97   0.83   0.89 
g =5 0.4   0.96   0.98   0.84   0.84   0.74   0.83 
 0.6   0.82   0.91   0.52   0.52   0.59   0.71 
 
 0.0   0.97   0.97   0.93   0.93   0.88   0.93 
m=20 0.2   0.97   0.97   1.03   1.03   0.90   0.94 
g =5 0.4   0.95   0.96   0.89   0.89   0.89   0.94 
 0.6   0.89   0.92   0.57   0.57   0.82   0.90 
 
 
 0.0   1.03   1.03   0.92   0.92   0.77   0.82 
m=5 0.2   1.04   1.05   0.93   0.93   0.70   0.76 
g=10 0.4   0.96   0.98   0.70   0.70   0.57   0.64 
 0.6   0.60   0.65   0.33   0.33   0.38   0.45 
 
 
 0.0   1.04   1.04   0.97   0.98   0.86   0.87 
m=10 0.2   1.04   1.04   0.97   0.98   0.83   0.85 
g=10 0.4   1.00   1.01   0.83   0.84   0.76   0.79 
 0.6   0.86   0.89   0.48   0.48   0.63   0.68 
 
 
 0.0   0.94   0.94   0.92   0.92   0.91   0.94 
m=20 0.2   0.93   0.93   1.00   1.00   0.92   0.94 
g =10 0.4   0.93   0.93   0.86   0.86   0.86   0.89 
 0.6   0.88   0.90   0.54   0.54   0.81   0.86 
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