This study is concerned with how information about the direction of visual motion is encoded by motion-sensitive neurons. Motion-sensitive neurons are usually studied using stimuli unchanging in speed and direction over several seconds. Recently, it has been suggested that neuronal responses to more naturalistic stimuli cannot be understood on the basis of experiments with constant-motion stimuli (de Ruyter van Steveninck et al., 1997) . We measured the variability and information content of spike trains recorded from directional neurons in the nucleus of the optic tract (NOT) of the wallaby, Macropus eugenii, in response to constant and time-varying motion. While the NOT forms part of the mammalian optokinetic system, we have shown previously that the responses of its directional neurons resemble those of insect H1 in many respects (Ibbotson et al., 1994) . We find that directional neurons in the wallaby NOT respond with lower variability and higher rates of information transmission to time-varying stimuli than to constant motion. The difference in response variability is predicted by an inhomogeneous Poisson model of neuronal spiking incorporating an absolute refractory period of 2 ms during which no subsequent spike can be fired. Refractoriness imposes structure on the spike train, reducing variability (de Ruyter van Steveninck & Bialek, 1988; Berry & Meister, 1998) . A given refractory period has a greater impact when firing rates are high, as for the responses of NOT neurons to time-varying stimuli. It is in just these cases that variability in experimentally observed spike trains is lowest. Thus, differences in response variability do not necessarily imply that different models are required to predict neuronal responses to constant-and time-varying motion stimuli.
Introduction
Our visual systems and those of other animals are able to detect changes in the pattern of light incident on the retina and, from these changes, make inferences about the motion of objects in the world around us. While such visual processing seems effortless to us, happening automatically and almost instantaneously at every waking moment, the speed and accuracy of our perception belies the complexity of the underlying neural computation. Most neurons in our brains transmit signals in the form of action potentials. Trains of these "spikes" must, somehow, code for our perceptions, thoughts, and intentions.
How neurons code information is a source of current debate (see Rieke et al., 1997 , for a review). The "spike rate code" theory is that all information is carried in the rate at which the neuron fires, and that the precise timing of each spike is essentially random. Thus, variations over time in the signal being coded would be represented by temporal modulation of the probability of firing a spike. The actual spike train generated in response to any given stimulus would be one of many possible instantiations of a given time-varying stochastic process. Under a rate code regime, we would expect the timing of spikes from one presentation to the next of a given stimulus to be highly variable. The alternative "spike timing code" theory is that significant information about the stimulus is carried not just in the rate at which a neuron fires, but in the precise timings of each spike. Under a timing code regime, we would expect the timing of spikes to be highly reproducible across multiple presentations of a given stimulus.
In an attempt to understand neural encoding more thoroughly, we sought to quantify response variability and information transfer in directional neurons of the nucleus of the optic tract (NOT). The NOT forms part of the optokinetic system, involved in the control of horizontal eye movements and the stabilization of gaze. The NOT is an integral part of the visual systems of all mammals, with little interspecies variation in fundamental properties (Simpson, 1984; Ibbotson et al., 1994) . We recorded extracellularly from the NOT of the tammar wallaby, Macropus eugenii, a small diprotodont marsupial (Mark & Marotte, 1992) . We chose the NOT as the substrate in which to study motion detection in the mammalian brain because its role within the optokinetic system is well established (Collewijn, 1975a,b) , and because the system as a whole has a clearly defined output: optokinetic nystagmus. Previous studies have shown that NOT cells in the wallaby are direction selective with wide receptive fields (Ibbotson et al., 1994 (Ibbotson et al., , 1998 Ibbotson & Mark, 1996) . Their response properties are similar in many ways to those of the fly H1 neuron, and can be modeled by integrating the responses of spatial arrays of elementary motion detectors (Clifford et al., 1997) . Thus, the response properties of the NOT may be representative of motion processing at a fundamental level in a wide range of biological vision systems.
Several recent studies of neural encoding have focused on the temporal precision of the responses of visual neurons to moving stimuli (Bair & Koch, 1996; de Ruyter van Steveninck et al., 1997; Haag & Borst,1997; Warzecha et al., 1998; Buracas et al., 1998; Warzecha & Egelhaaf, 1999) . Three of these studies compared response variability for rapidly changing stimuli and for constantvelocity motion. De Ruyter van reported that the response of the H1 neuron in the fly lobula plate shows much lower variability to rapidly changing stimuli than to constantvelocity motion. However, subsequent studies of fly H1 (Warzecha & Egelhaaf, 1999) and of neurons in macaque middle temporal area, MT (Buracas et al., 1998) , failed to show consistent differences in response variability between stimulus conditions. Cells in area MT of the primate visual cortex consistently showed variability at least as high as that characteristic of an inhomogeneous Poisson process (Buracas et al., 1998) , while the fly H1 neuron gave low variability responses in both conditions (Warzecha & Egelhaaf, 1999) .
Under a Poisson process, the probability of a spike occurring in a short time interval is proportional to the instantaneous rate of firing and to the length of the interval. For the inhomogeneous process, the instantaneous rate can vary over time, for example in response to an external stimulus. The Poisson model assumes that spikes are produced independently, that is, the probability of a spike occurring is independent of the occurrence of previous spikes. The Poisson process is so called because the number of spikes observed in a given time is distributed according to the Poisson distribution. The Poisson distribution has the property that its variance is equal to its mean. Let us consider recording the responses of a cell to a number of repetitions of a single stimulus sequence. Under a Poisson process, the variance in the number of spikes occurring in a given interval is equal to the mean number of spikes in that interval. Thus, comparing the mean and variance of the experimentally observed spike counts in intervals of a given duration at a certain time in the stimulus sequence provides a useful metric of the variability inherent in the spike train. The ratio of variance to mean is termed the Fano factor (Fano, 1947) . A Poisson process has a Fano factor of one (variance equals mean). Fano factors of less than one indicate less variability than under a Poisson process. Sub-Poisson variability can be observed if the occurrence of a spike decreases the probability of a subsequent spike for a short period afterward (Berry & Meister, 1998) . Conversely, Fano factors greater than one correspond to clustering of spikes such that the occurrence of a spike increases the probability of a subsequent spike.
As well as quantifying the response variability of neurons in primate MT, Buracas et al. (1998) measured the rate at which these cells transmit information. They found that MT cells transmit information at a much higher rate when driven by rapidly changing stimuli than by constant-velocity motion. An analogous result has also been reported for fly H1 cells (de Ruyter van Steveninck et al., 1997) . The stimulus dependence of the variability and information content of the fly H1 neuron's response has led to the following suggestion: models of neuronal spiking accounting for responses to constant motion may fail to predict responses to time-varying stimuli (de Ruyter van Steveninck et al., 1997) . Here we report that directional neurons in the wallaby NOT also respond with lower variability and higher rates of information transmission to timevarying motion. However, we show that the stimulus dependence of response variability is predicted by a single model: namely, a Poisson model of neuronal firing incorporating a refractory period of 2 ms during which no subsequent spike can be fired.
Methods

Animals and physiological preparation
The results presented are derived from experiments on four adult wallabies, M. Eugenii, weighing between 5.0 and 7.5 kg. All experimental procedures were approved by the animal experimentation committee of the Australian National University and follow guidelines set out by the National Health and Medical Research Council of Australia. Surgical procedures were identical to those described in Ibbotson et al. (1994) , and are summarized below. The day before experimentation, each animal was given 10 mg phytomenadione (vitamin K1, Konakin 10, Roche, Nutley, NJ) and 100 mg tranexamic acid (Vasolamin, Ilium) intramuscularly to reduce bleeding and 10 mg0kg lincomycin and 20 mg0kg spectinomycin (Lincospectin, Upjohn, Rochester, NY) intramuscularly along with 10 ml of paraffin oil orally to reduce the effects of fermentation in the gut. On the day of experimentation, anesthesia was initiated by injection of 30 mg0kg ketamine (Parnell) and 1.5 mg0kg xylazine (Rompun, Bayer, Porto Allegro, Brazil). Anesthesia was maintained during surgery by intravenous injections of thiopentone (Pentothal, Boehinger-Ingelheim, Germany). Each animal was intubated with a 4-mm Sheridan cannula and placed into a stereotaxic apparatus. The head was tilted down by 25 deg such that the palpebral fissures were horizontal. A craniotomy exposed the brain between 9 and 16 mm posterior to Bregma and between 1 and 8 mm lateral of the sagittal suture. After surgery, animals were paralyzed with 0.25 ml suxamethonium (50 mg0ml, Scoline, Galaxo, La Jolla, CA), respired with a mixture of 75% N 2 O-25% O 2 , and infused intravenously with 5.6 ml0h of Hartmann's lactate solution carrying 1 mg0kg0h of pentobarbitone and 4.2 mg0kg0h of suxamethonium.
Tungsten-in-glass microelectrodes were advanced through the cortex and into the superior colliculus (SC). The receptive fields of collicular neurons were mapped using a perimeter to find the intersection between the axial and horizontal meridians of the visual field on the SC (Mark et al., 1993) . Once located, the electrode was moved rostrally ;1.0 mm and laterally ;1.0 mm to the region known to contain the NOT and0or the dorsal terminal nucleus (DTN) (Ibbotson et al., 1994) . The NOT and DTN are very close to each other in the wallaby and cannot be distinguished physiologically, as is the case in other species. The two nuclei will be referred to here collectively as the NOT (see Ibbotson et al., 1994 , for more details). Extracellular responses were amplified and passed through a window discriminator into an analog-to-digital converter which sampled at 1 kHz . As a standard procedure, the action potential waveforms from all recorded cells were analyzed to confirm that they had characteristics typical of the soma rather than the axon (Bishop, 1964) . The pulse times were stored for off-line analysis. Unit recordings were stable for Յ10 h of continuous recording. After a period of recording, the NOT location was marked with an electrolytic lesion.
Visual stimulation
The stimulus was an achromatic sine-wave grating generated by a computer-controlled display driver (AT Vista: True Vision, Inc., La Jolla, CA) and presented on a display monitor (CCID7551: Barco Industries, La Jolla, CA) with a refresh rate of 97.8 Hz and a mean luminance of 65 cd0m 2 . The contrast of the grating was fixed at 0.6, while its spatial and temporal frequencies were set to the values eliciting the maximum response from each cell. The stimulus was present for 3 s, and was preceded and replaced by a uniform gray field at the mean luminance of the grating. For constant-velocity motion, the grating moved in one direction for the 3-s duration of the stimulus. For time-varying motion, each phase of preferred-direction motion lasted for three frames (30 ms), while periods of antipreferred motion had random durations of at least two frames (20 ms).
Calculating information transfer: Constant-velocity motion
The responses of each cell were recorded to 50 repetitions of constant-velocity motion in (1) the cell's preferred direction; and (2) the antipreferred direction. The mean rate of response as a function of time was calculated for the two directions of motion. To calculate the amount of information about the direction of stimulus motion in each cell's response, it was assumed that to a first approximation the pattern of firing could be described as an inhomogeneous Poisson process. We justify this approximation with the observations that the interspike interval~ISI ! histogram in response to constant-velocity motion is approximately exponential, as expected for a Poisson process (Fig. 4a) , and the Fano factor is fairly close to one (Fig. 4b) . For the purpose of calculating the information transfer in response to constant-velocity motion, we do not incorporate a refractory period into our model, as this would complicate the analysis unnecessarily. Following Buracas et al. (1998) , we define the information per direction of stimulus motion as
where u represents stimulus direction, z is the spike count in a time window of 50 ms, and p~z6u! is the conditional probability of observing z spikes given a stimulus in direction u. The amount of information about the direction of stimulus motion transmitted in each cell's response is the average of the information per direction over the stimulus distribution. For 50 presentations each of preferred and antipreferred motion, this is simply
Calculating information transfer: Time-varying motion
We recorded the responses of each cell to the following timevarying motion stimuli: (1) 50 repetitions of the same randomly generated stimulus; and (2) 50 different stimuli generated according to the same algorithm as the original stimulus. The entropies of the two sets of spike trains, which we term "repeated" and "rerandomized," were calculated as a function of time as follows. First, each spike train was divided into bins of 8-ms duration. If a spike (or occasionally two spikes) occurred in a given bin on a given trial, then that bin was assigned the value "1" for that trial. If the bin contained no spike, it was assigned a "0". In this way, each spike train was converted into a string of binary digits (Rieke et al., 1997) . From these binary digits, we constructed overlapping "words," each ten digits long. For each set of spike trains, we then tabulated the probability of occurrence of each word, W, at each time, t, and calculated the entropy of the distribution as a function of time:
The time average of the entropy of the word distribution obtained in response to the repeated stimulus was taken as the "conditional" or "noise" entropy of the stimulus (de Ruyter van Strong et al., 1998; Buracas et al., 1998) . When the stimulus is identical from trial to trial, the entropy of the response can be attributed entirely to neural noise. The time average of the entropy in response to the re-randomized stimulus we term the "total" entropy. The structure that the repeated stimulus imposes upon a set of neuronal spike trains is a measure of the amount of information transmitted about the stimulus motion. If C is the conditional entropy and T the total entropy, then the average information, I, that the spike train provides about the stimulus is given by I ϭ T Ϫ C (de Ruyter van Strong et al., 1998; Buracas et al., 1998) .
It is important to note that the precise value of measured entropy depends upon the bin width and word length used (Rieke et al., 1997) . We used 8-ms bins to facilitate comparison with the data of Buracas et al. (1998) . Changing the word length from ten digits to eight or 12 or changing the bin size from 8 ms to 4 ms had no consistent effect on measured information rates.
Quantifying response variability
Response variability was quantified in terms of the Fano factor (Fano, 1947; Teich et al., 1996) . The Fano factor is the ratio of the variance to the mean of the number of spikes in a given time window. It is a function both of the position in the spike train at which it is calculated, and of the size of the counting window. The overall Fano factor for a given window size was calculated as the mean of the Fano factors for windows of that size at all positions in the stimulus. Repeating the calculations for a range of window sizes allowed us to plot Fano factor as a function of window size for both constant-velocity and time-varying motion stimuli.
Generating simulated spike trains
Simulated spike trains were generated to test the hypothesis that the firing patterns of NOT neurons can be modeled as an inhomogeneous Poisson process incorporating an absolute refractory period. Under such a process, spikes are generated probabilistically according to some underlying rate. Following Berry and Meister (1998) , we term this underlying rate the "free firing rate." The free firing rate can vary as a function of time, and can be thought of as the rate at which the cell would fire were there no refractory period. The incorporation of a refractory period into the model of spike generation reduces the number of spikes fired below that corresponding to the free firing rate, as refractoriness effectively reduces the proportion of time for which the neuron is free to fire. Refractoriness has been shown to result from the dynamic properties of the spike-generating mechanism (Hodgkin & Huxley, 1952 ). Here we model refractoriness as "absolute," so that the probability of firing recovers instantaneously at the end of the refractory period. This is the simplest possible model of refractoriness. A more sophisticated model might be to assume a gradual recovery of firing probability to its free level after each spike (Kuffler et al., 1957; Berry & Meister, 1998 ), though we would expect the two models to behave very similarly except at the highest free firing rates.
Simulated spike trains were generated in three stages. First, the firing rate of a real cell was measured as a function of time for 50 repetitions of a given stimulus. Second, the free firing rate, f~t!, was calculated from the measured firing rate, m~t!, according to the following equation:
where r denotes the duration of the absolute refractory period following a spike, during which the neuron is unable to fire. Third, spikes were generated in 1-ms steps with a Poisson probability corresponding to the free firing rate at that time, but only if there had not already been a spike in the previous r ms. For time steps where a spike had been generated in the previous r ms, the probability of firing was set to zero. In this way, sequences of simulated spike timings were generated which corresponded to the measured data in terms of firing rate and refractory period. The variability in these simulated responses was then calculated in the same way as for real spike trains, and compared with the real data. Fig. 1 shows raster plots and peri-stimulus time histograms (PSTHs) of one NOT neuron's response to constant-velocity motion in its preferred (Figs. 1a and 1c) and antipreferred (Figs. 1b and 1d ) directions. At stimulus onset, transient responses are observed in many NOT neurons. These responses are very short-lived and are often quite small (Ibbotson et al., 1994) . We chose to present a neuron with a large onset transient because this clearly shows the beginning of stimulus movement in the raster and PSTH plots. For preferred direction motion, the initial motion-independent response is followed by a subsequent motion response (Figs. 1a and  1c) . PSTHs for preferred and antipreferred motion, respectively, show that the response adapts rapidly to a steady level dependent on the direction of motion (Figs. 1c and 1d ). Some modulation of the steady-state response to motion in the preferred direction is evident at the temporal frequency of the stimulus (see Ibbotson et al., 1998) . Fig. 2 shows the response of two NOT cells to a time-varying stimulus whose motion alternates randomly between the preferred and antipreferred directions. The response of each cell to 50 presentations of the same stimulus sequence shows considerable reproducibility, visible as a vertical structure in the raster plots (Figs. 2a-2b) . Comparison of the cells' responses (Figs. 2d-2e) with the direction of stimulus motion (Fig. 2c) shows that bursts of rapid firing correspond to motion in the preferred direction. Fig. 3 shows the information transmitted by an NOT neuron in response to constant-velocity and time-varying motion. The constantvelocity stimulus moved in either the cell's preferred or antipreferred direction. Thus, the stimulus can be said to contain one bit of directional information. The accumulated information about the direction of motion of the stimulus in the response of an NOT neuron is shown in Fig. 3a. Fig. 3b shows the rate at which this information is transmitted. The rate peaks at around 5 bits0s at stimulus onset, then drops off rapidly.
Results
Response to constant-velocity motion stimuli
Response to time-varying motion stimuli
Information transfer
The entropy associated with the response of an NOT neuron to time-varying motion is shown in Fig. 3c . The broken line shows the response entropy as a function of time for 50 presentations of the same time-varying stimulus. We calculate that this stimulus contains 50 6 2 bits0s of directional information. The solid line shows the entropy of the response to 50 different time-varying stimuli, each generated according to the same random algorithm as the original stimulus. The difference between the two entropies is a measure of the structure imposed upon the spike train by the original stimulus. Over the duration of the stimulus, the rate of information transmission fluctuated around a mean of 12 bits0s. For the six neurons examined in this way, the time average of the rate of information transmission was 12-14 bits0s. Fig. 4a shows the interspike interval~ISI ! histogram of an NOT neuron in response to constant-velocity motion in its preferred direction. The ISI distribution is approximately exponential, characteristic of a Poisson process except that there are no ISIs shorter than 2 ms. The absence of ISIs below 2-ms duration suggests that a refractory period on the order of 2 ms follows the production of each spike. Fig. 4b shows the Fano factor~FF! as a function of the size of the spike-counting window for real and simulated spike train data. The real data are represented by solid lines. For constant-velocity motion, the real data (bold solid line) show FFs at or just below one for counting windows up to 500 ms. In response to timevarying motion (faint solid line), FFs are consistently lower, going down to 0.6 for a window size of 100 ms. The responses to both motion stimuli show increasing variability as counting window size increases beyond 500 ms. Such excess variability in longer time windows has been observed in a wide range of neural systems (Teich et al., 1996) . For counting windows up to 500 ms in length, FFs are consistently lower in response to time-varying motion than for constant-velocity stimuli. In neither case are the measured FFs consistent with a Poisson process, under which the FF would be expected to be equal to one independent of window size (at least up to 500 ms).
Response variability
An inhomogeneous Poisson process could not account for the deviation of the measured Fano factor from unity in the response of NOT neurons to time-varying and constant-velocity motion. We thus chose to investigate the predictions of the next simplest model: an inhomogeneous Poisson process incorporating an absolute refractory period. From the ISI histogram in Fig. 4a , we estimated 2 ms to be an appropriate duration for the model's refractoriness. Under the augmented Poisson model, spikes were generated probabilistically according to an underlying free firing rate, except that when a spike was fired no further spike could be produced for the duration of the refractory period. After the refractory period, the probability of spike generation returned to the free firing rate. The response variability of the simulated spike trains generated according to this model was then calculated in the same way as for the real data. The simulated FF data is represented by broken lines in Fig. 4b . Again, the bold line represents the response to constantvelocity motion. It can be seen from Fig. 4b that the simulated FFs for constant-velocity motion are higher than for time-varying motion. These simulated results closely predict the FFs from the real data for window sizes up to 500 ms, beyond which the real data show excess variability. ) to antipreferred motion. The onset of the grating from a uniform mean-luminance background generates a strong response independent of the direction of subsequent motion, which appears as vertical structure in the raster plot. For preferred direction motion, the initial motion-independent response is followed by a subsequent motion response. (c, d) Peristimulus time histograms (PSTHs) for preferred and antipreferred motion, respectively, show that the response adapts rapidly to a steady level dependent on the direction of motion. Some modulation of the steady-state response to motion in the preferred direction is evident at the temporal frequency of the stimulus. Note the different ranges on the horizontal axes of the raster plots and PSTHs. The interval depicted in the raster plots is indicated by a horizontal line above the PSTHs.
Discussion
NOT neurons transmit information at a higher rate when stimulated with time-varying stimuli than with constant velocity, as do primate MT and insect H1. The rate of information transmission by NOT neurons in response to constant-velocity motion was found to peak at 5-6 bits0s at motion onset. A time-dependent motion stimulus significantly reduced response variability while the maintained rate of information transmission was 12-14 bits0s. However, the constant-motion stimulus contains only 1 bit of directional information, as opposed to around 50 bits0s in the time-varying stimulus. Thus, only about a quarter of the directional information available in the time-varying stimulus is contained in the neuronal response. The first 100 ms of the response to constant motion contain around 0.4 bits of directional information. This is comparable with findings in other systems. Tovee et al. (1993) found that neurons in primate temporal cortex transmit just over 0.3 bits of information in the first 150 ms of their response. Heller et al. (1995) found that most (0.3-0.4 bits) of the eventual information was transmitted in an initial period of 30-40 ms for primate striate cortical neurons and around 100 ms for inferior temporal cortex. Buracas et al. (1998) found that MT neurons transmit around 0.7 bits of directional information in the first 200 ms of their response to constant-velocity motion. These results show that most of the in- formation about a novel stimulus is transmitted very shortly after stimulus onset. However, the information transmitted by NOT neurons does not saturate at this point, as in other systems, as the steady-state response to preferred direction motion is significantly higher than to antipreferred motion (Figs. 1c-1d) .
Our initial interpretation of the sub-Poisson variability in the spike counts of NOT neurons was that the coding strategy employed by the mammalian optokinetic system may have more in common with that of the insect optomotor system, which shows similar sub-Poisson variability (Warzecha & Egelhaaf, 1999) , than with cortical motion processing, which does not (Buracas et al., 1998) . This observation suggests that brain regions with similar functions use similar coding strategies regardless of the species. The H1 neuron in insects is known to be involved in the stabil- The rate at which the neuron transfers information, as a function of time, for the same stimulus. The rate peaks at around 5 bits0s at stimulus onset, then drops off rapidly as there is little information left to convey. Negative information rates correspond to intervals when more spikes were fired in response to antipreferred than preferred direction motion. (c) The entropy associated with the response of an NOT neuron to time-varying motion. We calculate that this stimulus contains 50 6 2 bits0s of directional information. The broken line shows the response entropy as a function of time for 50 presentations of the same time-varying stimulus. The solid line shows the entropy of the response to 50 different time-varying stimuli, each generated according to the same random algorithm as the original stimulus. The difference between the two entropies is a measure of the structure imposed upon the spike train by the original stimulus. Over the duration of the stimulus, the rate of information transmission fluctuated around a mean of 12 bits0s. ization of flight, responding strongly to motion from posterior to anterior presented to the ipsilateral eye but inhibited by motion in the reverse direction (Franceschini et al., 1989) . Similarly, NOT neurons play a key role in the control of eye movements and the stabilization of the retinal image. They too are excited by motion from temporal to nasal, while their background firing rate is suppressed in response to naso-temporal motion. Whereas optomotor neurons have presumably evolved response properties closely tuned to their specific task, the role of the visual cortex is far more general and cells in MT provide motion information which must subserve a wide range of functions.
However, we found that the sub-Poisson spike-rate variability evident in the data for time-varying motion, as well as the near Poisson variability seen for constant motion, could be predicted by a Poisson model of neuronal firing incorporating an absolute refractory period of 2 ms. The applicability of a single model suggests that spike-rate variability may reflect a fundamental biophysical constraint, and not the higher-level requirements of a particular computational coding strategy. A given refractory period has a greater regularizing effect on the temporal structure of spike trains when firing rates are high (Werner & Mountcastle, 1963) , as observed here. Intuitively, this corresponds to the fact that if a cell is "trying" to fire 20 spikes in a second, then one of these spikes is far less likely to fall in a 2-ms refractory period than if the cell is trying to fire at 200 Hz. Experimentally, variability in observed spike trains is lower for NOT neurons' responses to time-varying stimuli, when instantaneous firing rates regularly exceed 100 Hz, than to constant-velocity motion, for which rates rarely exceed 70 Hz. Thus, the observed differences in response variability between stimuli might simply result from the differential effect of neural refractoriness at low and high firing rates. We conclude that, for NOT neurons, different models are not required to predict neuronal responses to constant-and time-varying motion stimuli. The recent work of Warzecha and Egelhaaf (1999) and Buracas et al. (1998) suggests that this conclusion extends to the fly H1 neuron and primate MT cells, and may apply to motion-sensitive neurons in general. The real data for constantvelocity motion show FFs at or just below one for counting windows up to 500 ms. For time-varying motion, FFs are consistently lower, going down to 0.6 for a window size of 100 ms. The FFs for constant-velocity and time-varying motion are closely predicted from the simulated data for window sizes up to 500 ms, beyond which the real data show excess variability.
