Abstract-Due to its ability to combine multiple base clusterings into a probably better and more robust clustering, the ensemble clustering technique has been attracting increasing attention in recent years. Despite the significant success, one limitation to most of the existing ensemble clustering methods is that they generally treat all base clusterings equally regardless of their reliability, which makes them vulnerable to low-quality base clusterings. Although some efforts have been made to (globally) evaluate and weight the base clusterings, yet these methods tend to view each base clustering as an individual and neglect the local diversity of clusters inside the same base clustering. It remains an open problem how to evaluate the reliability of clusters and exploit the local diversity in the ensemble to enhance the consensus performance, without access to data features or specific assumptions on data distribution. To address this, in this paper, we propose a novel ensemble clustering approach based on ensemble-driven cluster uncertainty estimation and local weighting strategy. In particular, the uncertainty of each cluster is estimated by considering the cluster labels in the entire ensemble via an entropic criterion. A novel ensemble-driven cluster validity measure is introduced, and a locally weighted co-association matrix is presented to serve as a summary for the ensemble of diverse clusters. With the local diversity in ensembles exploited, two novel consensus functions are further proposed. Extensive experiments on a variety of real-world datasets demonstrate the superiority of the proposed approach over the state-of-the-art.
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I. INTRODUCTION

D
ATA clustering is a fundamental yet very challenging problem in the field of data mining and machine learning [1] . The purpose of it is to discover the inherent structures of a given dataset and partition the dataset into a certain number of homogeneous groups, i.e., clusters. During the past few decades, a large number of clustering algorithms have been developed by exploiting various techniques [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] . Each clustering algorithm has its advantages as well as its drawbacks, and may perform well for some specific applications. There is no single clustering algorithm that is capable of dealing with all types of data structures and cluster shapes. Given a data set, different clustering algorithms, or even the same algorithm with different initializations or parameters, may lead to different clustering results. However, without prior knowledge, it is extremely difficult to decide which algorithm would be the appropriate one for a given clustering task. Even with the clustering algorithm given, it may still be difficult to find proper parameters for it.
Different clusterings produced by different algorithms (or the same algorithm with different initializations and parameters) may reflect different perspectives of the data. To exploit the complementary and rich information in multiple clusterings, the ensemble clustering technique has emerged as a powerful tool for data clustering and has been attracting increasing attention in recent years [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] , [23] , [24] , [25] . Ensemble clustering aims to combine multiple clusterings to obtain a probably better and more robust clustering result, which has shown advantages in finding bizarre clusters, dealing with noise, and integrating clustering solutions from multiple distributed sources [26] . In ensemble clustering, each input clustering is referred to as a base clustering, while the final clustering result is referred to as the consensus clustering.
In ensemble clustering, the quality of the base clusterings plays a crucial role in the consensus process. The consensus results may be badly affected by low-quality (or even ill) base clusterings. To deal with low-quality base clusterings, some efforts have been made to evaluate and weight the base clusterings to enhance the consensus performance [27] , [28] , [29] . However, these approaches [27] , [28] , [29] are developed based on an implicit assumption that all of the clusters in the same base clustering have the same reliability. They typically treat each base clustering as an individual and assign a weight to each base clustering regardless of the diversity of the clusters inside it [27] , [28] , [29] . However, due to the noise and inherent complexity of real-world datasets, the different clusters in the same clustering may have different reliability. There is a need to respect the local diversity of ensembles and deal with the different reliability of clusters. More recently, Zhong et al. [30] proposed to evaluate the reliability of clusters by considering the Euclidean distances between data objects in clusters. The method in [30] requires access to the original data features, and its efficacy heavily relies on the data distribution of the dataset. However, in the general formulation of ensemble clustering (see Section III-B), there is no access to the original data features. Without needing access to the data features or relying on specific assumptions about data distribution, the key problem here is how to evaluate the reliability of clusters and weight them accordingly to enhance the accuracy and robustness of the consensus clusterings.
Aiming to address the aforementioned problem, in this paper, we propose a novel ensemble clustering approach based on ensemble-driven cluster uncertainty estimation and local weighting strategy. The overall process of our approach is illustrated in Fig. 1 . We take advantage of the ensemble diversity at the cluster-level and integrate the cluster uncertainty and validity into a locally weighted scheme to enhance the consensus performance. A cluster can be viewed as a local region in the corresponding base clustering. Without needing access to the data features, in our work, the uncertainty of each cluster is estimated with regard to the cluster labels in the entire ensemble based on an entropic criterion. In particular, given a cluster, we investigate its uncertainty by considering how the objects inside this cluster are grouped in the multiple base clusterings. Based on cluster uncertainty estimation, an ensemble-driven cluster index (ECI) is then presented to measure the reliability of clusters. In this paper, we argue that the crowd of diverse clusters in the ensemble can provide an effective indication for evaluating each individual cluster. By evaluating and weighting the clusters in the ensemble via the ECI measure, we further present the concept of locally weighted co-association (LWCA) matrix, which incorporates local adaptivity into the conventional coassociation (CA) matrix and serves as a summary for the ensemble of diverse clusters. Finally, to achieve the final clustering result, we propose two novel consensus functions, termed locally weighted evidence accumulation (LWEA) and locally weighted graph partitioning (LWGP), respectively, with the diversity of clusters exploited and the local weighting strategy incorporated.
For clarity, we summarize the main contributions of this paper as follows:
• We propose to estimate the uncertainty of clusters by considering the distribution of all cluster labels in the ensemble using an entropic criterion, which requires no access to the original data features and makes no assumptions on the data distribution.
• We present an ensemble-driven cluster validity index to evaluate and weight the clusters in the ensemble, which provides an indication of reliability at the cluster-level and plays a crucial role in the local weighting scheme.
• We propose two novel consensus functions to construct the final clusterings based on ensemble-driven cluster uncertainty estimation and local weighting strategy.
• Extensive experiments have been conducted on a variety of real-world datasets, which demonstrate that the proposed ensemble clustering approach outperforms the state-of-the-art approaches in terms of both clustering accuracy and efficiency. The rest of the paper is organized as follows. The related work is reviewed in Section II. The background knowledge about entropy and ensemble clustering is introduced in Section III. The proposed ensemble clustering approach based on cluster uncertainty estimation and local weighting strategy is described in Section IV. The experimental results are reported in Section V. Finally, we conclude the paper in Section VI.
II. RELATED WORK
Ensemble clustering aims to combine multiple base clustering clusterings to obtain a probably better and more robust consensus clustering. In the past decade, many ensemble clustering approaches have been developed, which can be mainly classified into three categories, i.e., the pair-wise cooccurrence based approaches [17] , [19] , [20] , [21] , the graph partitioning based approaches [14] , [16] , and the median partition based approaches [15] , [18] , [22] .
The pair-wise co-occurrence based approaches [17] , [19] , [20] , [21] typically construct a co-association (CA) matrix by considering how many times two objects occur in the same cluster among the multiple base clusterings. By exploiting the CA matrix as the similarity matrix, the conventional clustering techniques, such as the agglomerative clustering methods [1] , can be exploited to build the final clustering result. Fred and Jain [17] for the first time presented the concept of CA matrix and proposed the evidence accumulation clustering (EAC) method. Wang et al. [19] extended the EAC method by taking the sizes of clusters into consideration, and proposed the probability accumulation method. Iam-On et al. [20] refined the CA matrix by considering the shared neighbors between clusters to improve the consensus results. Wang [21] introduced a dendrogram-like hierarchical data structure termed CA-tree to facilitate the co-association based ensemble clustering process.
The graph partitioning based approaches [14] , [16] address the ensemble clustering problem by constructing a graph model to reflect the ensemble information. The consensus clustering is then obtained by partitioning the graph into a certain number of segments. Strehl and Ghosh [14] proposed three graph partitioning based ensemble clustering algorithms, i.e., cluster-based similarity partitioning algorithm (CSPA), hypergraph partitioning algorithm (HGPA), and meta-clustering algorithm (MCLA). Fern and Brodley [16] constructed a bipartite graph for the clustering ensemble by treating both clusters and objects as graph nodes, and obtain the consensus clustering by partitioning the bipartite graph.
The median partition based approaches [15] , [18] , [22] formulate the ensemble clustering problem into an optimization problem, which aims to find a median partition (or clustering) by maximizing the similarity between this clustering and the multiple base clusterings. The median partition problem is NPhard [18] . Finding the globally optimal solution in the huge space of all possible clusterings is computationally infeasible for large datasets. Cristofor and Simovici [15] proposed to obtain an approximate solution using the genetic algorithm, where clusterings are treated as chromosomes. Topchy et al. [18] cast the median partition problem into a maximum likelihood problem and approximately solve it by the EM algorithm. Franek and Jiang [22] cast the median partition problem into an Euclidean median problem by clustering embedding in vector spaces. The median vector is found by the Weiszfeld algorithm [31] and then transformed into a clustering again, which is treated as the consensus clustering.
These algorithms attempt to solve the ensemble clustering problem in various ways [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] . However, one common limitation to most of the existing methods is that they generally treat all clusters and all base clusterings in the ensemble equally and may suffer from low-quality clusters or low-quality base clusterings. To partially address this limitation, recently some weighted ensemble clustering approaches have been presented [27] , [28] , [29] . Li and Ding [27] cast the ensemble clustering problem into a nonnegative matrix factorization problem and proposed a weighted consensus clustering approach, where each base clustering is assigned a weight in order to improve the consensus result. Yu et al. [28] exploited the feature selection techniques to weight and select the base clusterings. In fact, clustering selection [28] can be viewed as a 0-1 weighting scheme, where 1 indicates selecting a clustering and 0 indicates removing a clustering. Huang et al. [29] proposed to evaluate and weight the base clusterings based on the normalized crowd agreement index (NCAI). Although these approaches [27] , [28] , [29] are able to estimate the reliability of base clusterings and weight them accordingly, yet they generally treat a base clustering as a whole and neglect the local diversity of clusters inside the same base clustering. To explore the reliability of clusters, Alizadeh et al. [32] proposed to evaluate clusters in the ensemble by averaging normalized mutual information (NMI) [14] between clusterings, which results in a very expensive computational cost and is not feasible for large datasets. Zhong et al. [30] exploited the Euclidean distances between objects to estimate the cluster reliability, which needs access to the original data features and is only applicable to numerical data. However, in the more general formulation of ensemble clustering [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] , [33] , the original data features are not available in the consensus process. Moreover, by measuring the within-cluster similarity based on Euclidean distances, the efficacy of the method in [30] heavily relies on some implicit assumptions about data distribution, which places an unstable factor in the consensus process. Different from [30] , in this paper, our ensemble clustering approach requires no access to the original data features. We propose to estimate the uncertainty of clusters by considering the cluster labels in the entire ensemble based on an entropic criterion, and then present an ensemble-driven cluster index (ECI) to evaluate cluster reliability without making any assumptions on the data distribution. Further, to obtain the consensus clustering results, two novel consensus functions are developed based on cluster uncertainty estimation and local weighting strategy. Extensive experiments on a variety of real-world datasets have shown that our approach exhibits significant advantages in clustering accuracy and efficiency over the stateof-the-art approaches.
III. PRELIMINARIES
A. Entropy
In this section, we introduce the concept of entropy. In information theory [34] , the entropy is a measure of the uncertainty associated with a random variable. The formal definition of entropy is provided in Definition 1. Definition 1. For a discrete random variable X, the entropy H(X) is defined as
where X is the set of values that X can take, and p(x) is the probability mass function of X.
The joint entropy is a measure of the uncertainty associated with a set of random variables. The formal definition of joint entropy is provided in Definition 2.
Definition 2. For a pair of discrete random variables (X, Y ), the joint entropy H(X, Y ) is defined as
where p(x, y) is the joint probability of (X, Y ).
If and only if the two random variables X and Y are independent of each other, it holds that H(X, Y ) = H(X)+H(Y ).
Hence, given n independent random variables X 1 , · · · , X n , we have [34] 
B. Ensemble Clustering
In this section, we introduce the general formulation of the ensemble clustering problem. Let O = {o 1 , · · · , o N } be a dataset, where o i is the i-th data object and N is the number of objects in O. Consider M partitions (or clusterings) for the dataset O, each of which is treated as a base clustering and consists of a certain number of clusters. Formally, we denote the ensemble of M base clusterings as follows:
where
denotes the m-th base clustering in Π, C m i denotes the i-th cluster in π m , and n m denotes the number of clusters in π m . Each cluster is a set of data objects. Obviously, the union of all clusters in the same base clustering covers the entire dataset, i.e., ∀π m ∈ Π,
the same base clustering do not intersect with each other, i.e., ∀C
For convenience, we represent the set of all clusters in the ensemble Π as
where C i denotes the i-th cluster and n c denotes the total number of clusters in Π. It is obvious that n c = n 1 +· · ·+n M . The purpose of ensemble clustering is to combine the multiple base clusterings in the ensemble Π to obtain a probably better and more robust clustering. With regard to the difference in the input information, there are two different formulations of the ensemble clustering problem. In the first formulation, the ensemble clustering system only takes the multiple base clusterings as input and has no access to the original data features [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] , [33] , [35] , [36] . In the other formulation, the ensemble clustering system takes both the multiple base clusterings and the original data features as inputs [30] , [37] , [38] . In this paper, we comply with the first formulation of the ensemble clustering problem, which is also the common practice for most of the existing ensemble clustering approaches [39] . Hence, in our formulation, the input is the clustering ensemble Π, and the output is the consensus clustering π * .
IV. LOCALLY WEIGHTED ENSEMBLE CLUSTERING
In this paper, we propose a novel ensemble clustering approach based on ensemble-driven cluster uncertainty estimation and local weighting strategy. Without needing access to the original data features or making some assumptions about data distribution, we exploit the ensemble information to estimate the uncertainty (or unreliability) of clusters based on an entropic criterion. With the cluster uncertainty obtained, an ensemble-driven cluster validity index termed ECI is presented to evaluate the reliability of each cluster with the help of the cluster labels in the clustering ensemble. In this paper, we argue that the diverse clusters in the ensemble can provide an effective indication for evaluating the reliability of each individual cluster. Then, we refine the conventional CA matrix using a local weighting strategy based on the ECI measure, and introduce the concept of locally weighted co-association (LWCA) matrix , which serves as a summary for the ensemble with diverse clusters. To obtain the final clustering results, in this paper, two novel consensus functions are further presented, that is, LWEA and LWGP. In the following of this section, we will describe each step of our approach in detail.
A. Measuring Cluster Uncertainty in Ensembles
In the general formulation of ensemble clustering, there is no access to the original data features. To evaluate the reliability of each cluster, we appeal to the concept of entropy with the help of the cluster labels in the entire ensemble.
As introduced in Section III-A, entropy is a measure of uncertainty associated with a random variable. Each cluster is a set of data objects. Given a cluster C i ∈ C and a base clustering π m ∈ Π, if cluster C i does not belong to π m , then it is possible that the objects in C i belong to more than one cluster in π m . In fact, the objects in C i may belong to at most n m different clusters in π m , where n m is the total number of clusters in π m . The uncertainty (or entropy) of C i w.r.t. π m can be computed by considering how the objects in C i are clustered in π m .
Definition 3. Given the ensemble Π, the uncertainty of cluster C i w.r.t. the base clustering π m ∈ Π is computed as
with
where n m is the number of clusters in π m , C m j is the j-th cluster in π m , computes the intersection of two sets (or clusters), and |C i | outputs the number of objects in C i .
The formal definition of the cluster uncertainty w.r.t. a base clustering is given in Definition 3. Because p(
. When all of the objects in C i belong to the same cluster in π m , the uncertainty of C i w.r.t. π m reaches its minimum, i.e., zero. When the objects in C i belong to more different clusters in π m , the uncertainty of C i w.r.t. π m typically gets greater, which indicates that the objects in C i are less likely to be in the same cluster with regard to π m . Without loss of generality, based on the assumption that the base clusterings in the ensemble are independent [39] , the uncertainty (or entropy) of C i w.r.t. the ensemble Π can be computed by summing up the uncertainty of C i w.r.t. the M base clusterings in Π according to Eq. (3). Its formal definition is given in Definition 4. Definition 4. Given the ensemble Π, the uncertainty of cluster C i w.r.t. the entire ensemble Π is computed as
where M is the number of base clusterings in Π.
Intuitively, the uncertainty of C i w.r.t. Π reflects how the objects in C i are clustered in the ensemble of multiple base clusterings. If the objects in C i belong to the same cluster in each of the base clusterings, which can be viewed as that all base clusterings agree that the objects in C i should be assigned to the same cluster, then the uncertainty of C i w.r.t. Π reaches its minimum, i.e., zero. When the uncertainty of C i w.r.t. Π gets larger, it is indicated that the objects in C i are less likely to be in the same cluster with consideration to the ensemble of multiple base clusterings.
We provide an example in Fig. 2 and In a similar way, the uncertainty of the other clusters in Π can be obtained (see Table I ). It is noteworthy that the three objects in C 1 2 belong to the same cluster in each of the three base clusterings in Π, i.e., all base clusterings in Π agree that the objects in C Table I , of the nine clusters in Π, C 1 1 is the cluster with the greatest uncertainty, while C 1 2 and C 3 3 are the two most stable clusters. For clarity, in the following, when we refer to cluster uncertainty without mentioning whether it is with respect to a base clustering or with respect to the ensemble, we mean cluster uncertainty w.r.t. the ensemble.
B. Ensemble-Driven Cluster Validity
Having obtained the uncertainty (or entropy) of each cluster in the clustering ensemble, we further propose an ensembledriven cluster index (ECI), which measures the reliability of clusters by considering their uncertainty w.r.t. the ensemble. defined as
where θ > 0 is a parameter to adjust the influence of the cluster uncertainty over the index.
The formal definition of ECI is given in Definition 5. According to the definition, because
Obviously, smaller uncertainty of a cluster leads to a greater ECI value. As an example, Table I shows the ECI values for the clusters in the ensemble illustrated in Fig. 2 .
When the uncertainty of a cluster C i reaches its minimum, i.e., H Π (C i ) = 0, its ECI will thereby reaches its maximum, i.e., ECI(C i ) = 1. The ECI of a cluster approaches zero when its cluster uncertainty approaches infinity. A parameter θ is adopted in the computation of ECI to adjust the influence of the cluster uncertainty over the index (see Eq. (10)). As shown in Fig. 3 , when setting θ to small values, e.g., setting θ < 0.1, the ECI decreases dramatically as the cluster uncertainty increases. When setting θ to large values, the difference between the ECI values of high-uncertainty clusters and low-uncertainty ones will be narrowed down. Empirically, it is suggested that the parameter θ be set in the interval of [0.2, 1]. The consensus performance of our approach with different parameters θ is evaluated by extensive experiments. Please see Section V-B for more details.
C. Refining Co-association Matrix by Local Weighting
The co-association (CA) matrix is first proposed by Fred and Jain [17] , which reflects how many times two data objects are grouped into the same cluster among the multiple base clusterings in the ensemble. Definition 6. Given an ensemble Π, the co-association (CA) matrix is computed as
where Cls m (o i ) denotes the cluster in π m ∈ Π that object o i belongs to.
The CA matrix is a classical and widely used tool for dealing with the ensemble clustering problem [17] , [21] , [25] , [40] . Despite the significant success, one limitation of the CA matrix is that it treats all clusters and all base clusterings in the ensemble equally and lack the ability to evaluate and weight the ensemble members w.r.t. their reliability. Huang et al. [29] exploited the NCAI index to weight the base clusterings and thereby construct a weighted co-association (WCA) matrix, which, however, only considers the reliability of base clusterings, but still neglects the cluster-wise diversity inside the same base clustering.
Different from the (globally) weighting strategy [29] that treats each base clustering as a whole, in this section, we refine the CA matrix by a local weighting strategy based on the ensemble-driven cluster validity and propose the concept of locally weighted co-association (LWCA) matrix.
Definition 7.
Given an ensemble Π, the locally weighted coassociation (LWCA) matrix is computed as
A cluster can be viewed as a local region in a base clustering. To take into consideration the different reliability of clusters in the ensemble, the weighting term w m i is incorporated to assign weights to clusters via the ECI measure (see Definition 7). The intuition is that the objects that co-occur in more reliable clusters (with higher ECI values) are more likely to belong to the same cluster in the true clustering. With the local weighting strategy, the LWCA matrix not just considers how many times two objects occur in the same cluster among the multiple base clusterings, but also reflects how reliable the clusters in the ensemble are.
D. Consensus Functions
In this paper, based on ensemble-driven cluster uncertainty estimation and local weighting strategy, we further propose two novel consensus functions, i.e., locally weighted evidence accumulation (LWEA) and locally weighted graph partitioning (LWGP), which will be described in Section IV-D1 and Section IV-D2, respectively. 1) Locally Weighted Evidence Accumulation (LWEA): In this section, we introduce the consensus function termed LWEA, which is based on hierarchical agglomerative clustering.
Hierarchical agglomerative clustering is a widely used clustering technique [1] , which typically takes a similarity matrix as input and performs region merging iteratively to achieve a dendrogram, i.e., a hierarchical representation of clusterings. Here, we exploit the LWCA matrix (see Definition 7) as the initial similarity matrix, denoted as
whereã ij is the (i, j)-th entry in the LWCA matrix. The N original data objects are treated as the N initial regions. Formally, we denote the set of initial regions as follows:
denotes the i-th region in R (0) . Note that each initial region contains exactly one object.
With the initial similarity matrix and the initial regions constructed, the region merging process is then performed iteratively. In each step of region merging, the two regions with the highest similarity will be merged into a new and larger region and thereby the set of regions will be updated. The set of the obtained regions in the t-th step is denoted as follows:
where R (t) i denotes the i-th region and |R (t) | denotes the number of regions in R (t) . After each step of region merging, to get prepared for the next iteration, the similarity matrix will be updated according to the new set of regions. Typically, we adopt the average-link (AL), which is a classical agglomerative clustering method [1] , to update the similarity matrix for the t-step. That is
with S
where |R
(t)
i | denotes the number of objects in the region R
i . By iterative region merging, a dendrogram is constructed. The root of the dendrogram is the entire dataset, while the leaves of it are the original data objects. Each level of the dendrogram represents a clustering with a certain number of clusters. Therefore, the final clustering result can be obtained by specifying a number of clusters for the dendrogram.
For clarity, the overall algorithm of LWEA is summarized in Algorithm 1. 
2) Locally Weighted Graph Partitioning (LWGP):
In this section, we introduce the consensus function termed LWGP, which is based on bipartite graph formulating and partitioning.
To construct the bipartite graph, we treat both clusters and objects as graph nodes. A link between two nodes exists if and only if one node is a data object and the other node is the cluster that contains it (see Fig. 4 ). Given an object o i ∈ O and a cluster C j ∈ C such that o i ∈ C j , the link weight between them is decided by the ECI value of C j , i.e., the weight of a link is correlated to the reliability of the cluster that it connects to. Hence, with the ECI measure incorporated, the bipartite graph not only considers the belong-to relationship between objects and clusters, but also reflects the local reliability, i.e., the reliability of clusters, in the ensemble. Formally, the locally weighted bipartite graph (LWBG) is defined in Definition 8.
Definition 8. The locally weighted bipartite graph (LWBP) is defined as
where V = O C is the node set and L is the link set. The link weight between two nodes v i and v j is defined as
Having constructed the LWBG according to Definition 8, we proceed to partition the graph using the Tcut algorithm [41] , which is able to take advantage of the bipartite graph structure to greatly facilitate the computation of the graph partitioning process. The graph is partitioned into a certain number of disjoint node sets. The object nodes in the same segment are treated as a cluster, and hence the final clustering result can be obtained.
For clarity, we summarize the LWGP algorithm in Algorithm 2.
V. EXPERIMENTS
In this section, we evaluate the proposed LWEA and LWGP methods against the state-of-the-art ensemble clustering methods on a variety of real-world datasets. All 
A. Datasets and Evaluation Metric
In our experiments, ten real-world datasets are used, namely, Semeion, Multiple Features (MF), Image Segmentation (IS), Forest Covertype (FCT), MNIST, Optical Digit Recognition (ODR), Landsat Satellite (LS), ISOLET, USPS, and Letter Recognition (LR). The MNIST dataset and the USPS dataset are respectively from [42] and [43] , whereas the other eight datasets are from the UCI machine learning repository [44] . The details of the ten datasets are given in Table II. We use the normalized mutual information (NMI) [14] to evaluate the quality of clusterings. The NMI measure provides a sound indication of the shared information between clusterings and has been one of the most widely used evaluation metric for clustering analysis. A larger value of NMI indicates a better clustering result.
To evaluate the consensus performance over various ensembles, we construct a pool of a large number of candidate base clusterings. Each of the candidate clusterings is produced by the k-means algorithm with the number of clusters k randomly selected in the interval of [2,
where N is the number of objects in the dataset. In this work, a pool of 100 candidate clusterings are randomly generated for each dataset.
With the base clustering pool generated, to rule out the factor of getting lucky occasionally and provide a fair comparison, the proposed methods and the baseline methods are evaluated by their average performances over a large number of runs, where the clustering ensemble for each run is constructed by randomly choosing M base clusterings from the pool. Typically, the ensemble size M = 10 is used. The consensus performances of different methods with varying ensemble sizes are also evaluated in the following of this paper (see Section V-E).
B. Choices of Parameter θ
The parameter θ controls the influence of the cluster uncertainty over the consensus process of LWEA and LWGP. A smaller θ leads to a stronger influence of cluster uncertain over the consensus process via the ECI measure (see Fig. 3 ).
We evaluate the clustering performances of LWEA and LWGP with varying parameters θ. For each value of parameter θ, we run the proposed LWEA and LWGP methods 20 times, respectively, with the ensemble of base clusterings randomly drawn from the base clustering pool at each time, and report their average NMI scores with varying parameters θ in Table III and Table IV . As can be seen in Table III and Table IV , the proposed LWEA and LWGP methods yield consistent clustering performances in terms of NMI with different values of θ on the benchmark datasets. Empirically, it is suggested that the parameter θ be set to moderate values, e.g., in the interval of [0.2, 1]. In the following of this paper, for both LWEA and LWGP, we will use θ = 0.4 in all experiments on the benchmark datasets.
C. Comparison against Base Clusterings
The purpose of ensemble clustering is to combine multiple base clusterings to obtain a probably better and more robust consensus clustering. In this section, we compare the consensus clusterings of the proposed LWEA and LWGP methods against the base clusterings. For each benchmark dataset, we run the proposed LWEA and LWGP methods 100 times, respectively, with the ensemble of base clusterings randomly drawn from the pool at each time. The average NMI scores and variances of LWEA, LWGP, as well as the base clusterings are illustrated in Fig. 5 . The proposed methods exhibit significant improvements over the base clusterings on all of the ten benchmark datasets (see Fig. 5 ). Especially, for the Semeion, MF, IS, MNIST, ODR, LS, and USPS datasets, the advantage of the proposed methods over the base clusterings is even greater.
D. Comparison against Other Ensemble Clustering Methods
In this section, we compare the proposed LWEA and LWGP methods against ten ensemble clustering methods, namely, CSPA [14] , HGPA [14] , MCLA [14] , hybrid bipartite graph formulation (HBGF) [16] , EAC [17] , SimRank similarity based method (SRS) [45] , weighted connected triple based method (WCT) [20] , weighted evidence accumulation clustering (WEAC) [29] , graph partitioning with multi-granularity link analysis (GP-MGLA) [29] , and Two-level-refined cOassociation Matrix Ensemble (TOME) [30] . For each of the proposed methods and the baseline methods, we use two criteria to specify the number of clusters for the consensus clustering, that is, best-k and true-k. For best-k, the number of clusters that leads to the best performance is adopted for each test method. For true-k, the actual number of classes in the dataset is adopted for each method.
To achieve a fair comparison, we run each of the proposed methods and the baseline methods 100 times with the ensembles randomly constructed from the base clustering pool (see Section V-A). The average performances of different methods over 100 runs are reported in Table V . As shown in Table V , the proposed LWEA and LWGP methods achieve the best NMI scores on the Semeion, IS, MNIST, ODR, USPS, and LR datasets in terms of both best-k and true-k, and nearly the best scores on the FCT, LS, and ISOLET datasets. Although the TOME method outperforms the proposed methods on the MF dataset, yet on all of the other nine datasets it shows a lower or significantly lower NMI scores than our methods. That is probably due to the fact that the TOME method exploits Euclidian distances between objects to improve the consensus process and its efficacy heavily relies on some implicit assumptions on the data distribution, which places an unstable factor for the consensus performance of TOME. As shown in Table V , in comparison with the ten baseline methods, the proposed LWEA and LWGP methods yield overall the best performance on the benchmark datasets.
In Table VI , we provide a summary for the experimental results in Table V . With two comparisons (in terms of best-k and true-k respectively) on each benchmark dataset, there are totally 20 comparisons on the 10 benchmark datasets, each corresponding to a row in Table V. As shown in Table VI , out of the 20 comparisons, the LWEA method and the LWGP method are ranked in the top two 17 times and 18 times, respectively, while the best baseline approach is ranked in the top two only 2 times, which shows the significant advantage of our methods in consensus robustness across datasets over the baseline methods.
Table VI also shows the average performances (in terms of NMI) across ten datasets for each method. It is noteworthy that each test method is run 100 times for each dataset (see Table V). Thereby the average NMI scores in Table VI are in fact obtained over totally 1, 000 runs across 10 benchmark datasets, which provides a good view about the robustness of different ensemble clustering methods. As shown in Table VI , in terms of best-k, the proposed LWEA and LWGP methods achieve the best two NMI scores of 0.622 and 0.623 respectively out of the twelve test methods, while the third best score is only 0.605, which is achieved by GP-MGLA and significantly lower than the proposed methods. In terms of true-k, the proposed methods still exhibit a significant advantage in the average NMI scores across the ten datasets. The summary statistics in Table VI demonstrate the superiority of our methods with regard to the clustering accuracy and robustness over a large number of runs across various datasets. 
E. Robustness to Ensemble Sizes M
Further, we evaluate the performances of our methods and the baseline methods with varying ensemble sizes M . For each ensemble size M , we run the proposed methods and the baseline methods 20 times on each benchmark dataset, with the ensemble of M base clusterings randomly selected at each time. Then we illustrate the average performances (over 20 runs) of different methods with varying ensemble sizes in Fig. 6 . In the MF dataset, the TOME method yields the best performance, whereas LWGP and LWEA yield the second and third best scores, respectively. But in all of the other nine datasets, the proposed methods significantly outperform the TOME method. As shown in Fig. 6 , compared with the baseline methods, the proposed methods achieve overall the most consistent and robust performances with different ensemble sizes on the benchmark datasets. Additionally, we illustrate the average performances (of different methods) over ten datasets in Fig. 7 . In fact, Fig. 7 is the average of the ten sub-figures in Fig. 6 , ranging from Fig. 6(a) to Fig. 6(j) . As can be seen in Fig. 7 , in terms of the average NMI scores over ten datasets with varying ensemble sizes, the proposed LWGP and LWEA methods achieve the best consensus performances and exhibit significant advantages over the baseline methods.
F. Execution Time
In this section, we compare the execution time of different ensemble clustering methods with varying data sizes. The experiments are performed on different subsets of the LR dataset. The LR dataset consists of totally 20, 000 data objects. When testing the data size of N , we randomly select a subset of N objects from the LR dataset and run different methods on this subset to evaluate their execution time. As illustrated in Fig. 8 , the proposed LWEA method requires 75.20 seconds to process the entire LR dataset, which is comparable to GP-MGLA but much faster than CSPA, WCT, SRS, and TOME. Out of the totally twelve test methods, the MCLA method is the fastest method, while the proposed LWGP method is the second fastest method. The MCLA method and the proposed LWGP method consume 5.31 seconds and 8.74 seconds respectively to process the entire LR dataset. Note that, although the proposed LWGP method is slightly slower than MCLA (but faster than all of the other ten test methods), yet it significantly outperforms MCLA in clustering accuracy and robustness on the benchmark datasets (see Tables V and  VI and Figs. 6 and 7) .
To summarize, as shown in the experimental results on various datasets (see Tables V and VI and Figs. 6, 7 , and 8), the proposed LWEA and LWGP methods yield significantly better consensus performances than the baseline methods while exhibiting competitive efficiency.
VI. CONCLUSION
In this paper, we have proposed a novel ensemble clustering approach based on ensemble-driven cluster uncertainty estimation and local weighting strategy. We propose to estimate the uncertainty of clusters by considering the cluster labels in the entire ensemble based on an entropic criterion, and devise a new ensemble-driven cluster validity index termed ECI. The ECI measure requires no access to the original data features and makes no assumptions on the data distribution. Then, a local weighting scheme is presented to extend the conventional CA matrix into the LWCA matrix via the ECI measure. With the reliability of clusters investigated and the local diversity in ensembles exploited, we further propose two novel consensus functions, termed LWEA and LWGP, respectively. We have conducted extensive experiments on a variety of real-world datasets. The experimental results have shown the superiority of the proposed approach in clustering quality and efficiency when compared to the state-of-the-art approaches.
