Abstract. Many problems in the verification of concurrent software systems reduce to checking the non-emptiness of the intersection of contextfree languages, an undecidable problem. We propose a decidable underapproximation, and a semi-algorithm based on the under-approximation, for this problem through bounded languages. Bounded languages are context-free subsets of regular languages of the form w * 1 w * 2 . . . w * k for some w 1 , . . . , w k ∈ Σ * . Bounded languages have nice structural properties, in particular the nonemptiness of the intersection of a bounded language and a context free language is decidable. Thus, in the under-approximation, we replace each of the context free languages in the intersection by bounded subsets, and check if the intersection of these languages is non-empty. In order to provide useful results in practice, the under-approximation must preserve "many" words from the original language (the empty language is a bounded subset, but clearly useless).
Introduction
The synchronization-sensitive reachability analysis of multi-threaded programs with procedures is an increasingly important problem, but also an undecidable one. In fact, in the presence of synchronization primitives as well as (potentially recursive) procedure calls, the reachability problem that asks if a given control point can be reached is undecidable [15] (even when each "data" variable is boolean, as usual in a data-flow analysis setting). As a result, most analyses for multi-threaded programs with procedures have either used overapproximations that are guaranteed to be sound but can be imprecise in practice [2, 8] , or dually, underapproximations that guarantee the accuracy of bug reports but may not find all bugs [14, 13, 16, 10] .
We define an underapproximating reachability analysis for multi-threaded programs with procedures which is based on language-theoretic constructions. In order to explain our approach, let us recall the reduction of the above reachability problem to a language theory problem (and the undecidability result of [15] ). Consider a multi-threaded program consisting of two sequential programs communicating with each other by rendez-vous. Consider a configuration (c 1 , c 2 ) of the system. (A thread-configuration of a thread consists of a pair of control location and stack of activation records; the configuration of the multi-threaded program is a tuple of thread configurations, one for each thread.) In order to check if (c 1 , c 2 ) is reachable from the initial configuration (c 01 , c 02 ), we can interpret the execution paths in thread 1 (resp. 2) reaching c 1 (c 2 ) as a of context-free languages L(c 01 , c 1 ) (L(c 02 , c 2 )) over the alphabet of synchronizations. Then (c 1 , c 2 ) is reachable iff L(c 01 , c 1 ) ∩ L(c 02 , c 2 ) is nonempty. The above problem is undecidable since, for each pair L 1 and L 2 of context free languages, we can construct a multi-threaded program and a configuration (c 1 , c 2 ) such that L 1 ∩ L 2 is nonempty iff (c 1 , c 2 ) is reachable. In fact, checking the non emptiness of the intersection of two contextfree languages is undecidable. One way to approximate the reachability problem is to replace L(c 01 , c 1 ) and L(c 02 , c 2 ) by underapproximations L 1 and L 2 such that checking the nonemptiness of L 1 ∩ L 2 is decidable.
We introduce an underapproximation via bounded languages. A context free language L is bounded [6] if there exist k ∈ N and finite strings w 1 , w 2 , . . ., w k such that L is a subset of the regular language w * 1 . . . w * k . Bounded languages have stronger properties than general context free languages: for example, it is decidable to check if the intersection of a context free language and a bounded language is nonempty. In general, we would like to underapproximate each context free language using a bounded language which preserves "many" interesting behaviors of the original language. The key to our under-approximation is the following Parikhboundedness property, first proved in [11, 1] : for every context free language L, there is a bounded language L ⊆ L such that the Parikh images of L and L coincide. (The Parikh image of a word w maps each symbol of the alphabet to the number of times it appears in w, the Parikh image of a language is the set of Parikh images of all words in the language.) A language L meeting the above conditions is called a Parikh-equivalent bounded subset of L. In our reachability analysis, we replace the context free language of each thread by a Parikh-equivalent bounded subset, and check emptiness of the intersection (which is decidable [6] ).
We identify three contributions in this paper. Parikh-equivalent bounded subset construction. Our main technical result is a direct and constructive proof of the Parikh-equivalent bounded subset of a given context free language. Unlike the previous proof in [11, 1] , which relied on a complex chain of reductions, our proof is based on the following observations. First, we recall the Newton's iteration sequence [5] on the semiring of languages and construct, for a given context free language L, a finite sequence of linear substitutions which denotes a language that has the same Parikh image as L. (A linear substitution maps a symbol to a language defined by a linear grammar, a context free grammar where each rule has at most one non-terminal on the right-hand side.)
Second, we provide a direct constructive proof that takes as input such a sequence of linear substitutions, and constructs a Parikh-equivalent bounded subset of the language denoted by the sequence.
Together, we get a simple algorithm to construct a Parikh-equivalent bounded subset of L.
Reachability analysis of multi-threaded programs with procedures. Using the above construction, we obtain a possibly non terminating algorithm for reachability analysis of multi-threaded programs. In fact, to check if configuration (c 1 , c 2 ) is reachable, we construct the context free languages L 
Intuitively the languages are restricted so that the execution paths corresponding to words of the Parikh-equivalent bounded subsets are omitted in the subsequent analyses. Then the above analysis is rerun on L Reachability analysis of programs with counters and procedures. We show another use of Parikh-equivalent bounded subsets to compute the set of reachable states of a program with procedures which manipulates a finite set of counters. Suppose we are given this program as a counter machine A (see [12] for a detailed definition of counter machine) together with a context-free language L over the transitions of A. Our goal is to compute the states of A that are reachable using a sequence of transitions in L.
A possibly non terminating algorithm to compute the reachable states of A through executions in L is to (1) find a Parikh-equivalent bounded sublanguage B of L; (2) compute the states that are reachable using a sequence of transitions in B (it is computable because B is bounded as shown in [12] ); and (3) provided L ∩ B is non empty, rerun the analysis using L ∩ B so that runs of B are omitted in every subsequent analyses.
Related Work. This is, to our knowledge, the first attempt that uses bounded languages for the analysis of software systems. For multithreaded reachability, our work is complementary to context-bounded reachability [14, 10] which tackles the undecidability by limiting the search to those runs in which the active thread changes at most k times (in the context-bounded setting, communication is done through a shared memory so we assume an interleaving semantics -in multi-threaded programs synchronizing through rendezvous, this corresponds roughly to k synchronizations). In our case the search is restricted using bounded languages, which captures unboundedly many behaviors, and at least one Parikh-equivalent behavior for every behavior in the original language. It is a different topic of research to study how those two restrictions relates/interacts with each other in practice.
For the second application, we are not aware of any other work trying to solve this problem with an ad-hoc techniques like the one we propose. Notice that the problem can be analysed with existing techniques by encoding the stack using counters (after all, counter machines are Turing-powerful). However we strongly believe that keeping the natural structure of context free languages and approximating it through bounded languages allows us to compute reachable configurations which cannot be computed using existing techniques. This is because bounded languages allows to isolate the control flow from the data in programs.
Our main technical result simplifies the chain of reductions in [1] . We believe the connection between context-free and linear languages through Newton iterations over language (and Parikh) semi-rings is of independent interest.
We leave the emprical evaluation of software verification using Parikh-bounded under-approximations as future work.
Preliminaries
Language Basics. In this paper we use the letter Σ to denote a finite alphabet. We assume the reader is familiar with the basics of language theory. Let us define, using word concatenation, the operation · (concatenation of languages) as follows:
Vectors. Let p ∈ N, we write Z p and N p for the set of p-dim vectors (or simply vectors) of integers and naturals, respectively. We write 0 for the vector (0, . . . , 0) and e i the vector (z 1 , . . . , z p ) ∈ N p such that z j = 1 if j = i 0 otherwise . The addition operation and comparison test on p-dim vectors are componentwise extensions of their scalar counterpart, that is, given (
We also use the following notation: given λ ∈ N and x ∈ Z p , we write λx as the sum
Parikh Image. Let Σ be an alphabet with a fixed linear order: Σ = {a 1 , . . . , a p }.
The Parikh image of a symbol a i ∈ Σ, written Π Σ (a i ), is e i . The Parikh image is inductively extended to words of Σ as follows:
Finally, the Parikh image of a language on Σ * is the set of Parikh images of its words. We also define, using vector addition, the operation on sets of Parikh vectors as follows:
We also define the inverse of the Parikh im-
When it is clear from the context we generally omit the subscript in Π Σ and Π −1 Σ . The following lemma gives the properties of Π and Π −1 we need in the sequel.
Proof. For the first statement we first observe that Π is a surjective function, for each vector of N p there is a word that is mapped to that vector. Next,
For the additivity, the monotonicity, the extensivity and the idempotency properties, we simply show the equivalence given below. Hence the properties immediately follows by property of Galois connection (we refer the reader to [3] for detailed proofs). We show that for every L ∈ 2
For structure semipreservation, we prove that φ(x) · φ(y) ⊆ φ(x · y) for x, y ∈ Σ * as follows:
The result generalizes to languages in a natural way. Finally, the preservation of Π is proved as follows:
Context-free Grammar, Linear Grammar. A context-free grammar G is a tuple (X , Σ, δ) where X is a finite set of variables (non-terminal letters), Σ is a finite alphabet of terminal letters and δ ⊆ X × (Σ ∪ X ) * a finite set of productions (the production (X, w) may also be noted X → w). For every strings u, v ∈ (Σ∪X ) * , we say that u yields v, and we denote this relation u ⇒ v, if there exists a production (X, w) ∈ δ and some words y, z ∈ (Σ ∪ X ) * such that u = yXz and v = ywz. We also define the relation ⇒ * to be i≥0 ⇒ i where ⇒ 0 is the identity and ⇒ i+1 is given by ⇒•⇒ i . 1 A word w ∈ Σ * is recognized by the grammar G from the state X ∈ X if X ⇒ * w. The language L X (G) is the set of words recognized by the grammar G from the state X. A context-free language L is a language that can be recognized by a context-free grammar G = (X , Σ, δ) and an initial variable X ∈ X , that is L = L X (G). A linear grammar G is a context-free grammar with each production within X × Σ * (X ∪ {ε})Σ * . A linear language is defined as a context-free language where the grammar G is linear.
Substitution and homomorphism. A substitution σ from alphabet Σ 1 to alphabet Σ 2 is a function which maps every word over Σ 1 to a set of words of Σ * 2 such that σ(ε) = {ε} and σ(u · v) = σ(u) · σ(v) where u, v ∈ Σ * . The above definition shows that a substitution is univokely defined by the image on single symbols. A homomorphism h is a substitution such that for all words u, h(u) is a singleton. We introduce the substitution σ [a/b] from Σ 1 ∪ {a} to Σ 1 ∪ {b} which is defined as the substitution which maps a onto {b} and leaves the other symbols unchanged. Semiring. A semiring S is a tuple S, ⊕, ,0,1 , where S is a set with0,1 ∈ S, S, ⊕,0 is a commutative monoid with neutral element0, S, ,1 is a monoid with neutral element1,0 is an annihilator w.r.t. , i.e.0 a = a 0 =0 for all a ∈ S, and distributes over
We call ⊕ the combine operation and the extend operation. The natural order relation on a semiring S is defined by a b ⇔ ∃d ∈ S : a ⊕ d = b. The semiring S is naturally ordered if is a partial order on S. The semiring S is commutative if a b = b a for all a, b ∈ S, idempotent if a⊕a = a for all a ∈ S, complete if it is possible to define infinite combination as an extension of finite combination that are associative, commutative and distributive with respect to the extend operation as are finite combination. Finally, the semiring S is ω-continuous if it is naturally ordered, complete and for all sequences (a i ) i∈N
Example 1: Language Semiring. Let 2 Σ * , , ·, ∅, {ε} denote the idempotent ω-continuous semiring of languages which is written L throughout the document. Since the combination operator is defined by the set union, it follows that the natural order on L is given by the set inclusion (viz. ⊆).
Parikh Vectors Semiring. The tuple 2
is the idempotent ω-continuous commutative semiring of Parikh vectors which is written P throughout the document. As for the languages, since the combination operator is defined by the set union, the natural order is ⊆.
2
In what follows, let X be a finite set of variables and S = S, ⊕, ,0,1 be an ω-continuous semiring. Valuation, partial order, linear form, monomial and polynomial (transformation). A valuation v is a mapping X → S. We denote by S X the set of all valuations and by 0 the valuation which maps each variable to0. The operations ⊕, are naturally extended to valuations. The partial order on S can be lifted to a partial order on valuations, to this end we stack a point above (viz. A linear form is a mapping l : Finally, a polynomial transformation F is a mapping S X → S X described by the set {F X ∈ S[X ] | X ∈ X } of polynomials : hence, for every valuation v ∈ S X , F (v) is a valuation that assigns each variable X ∈ X to F X (v).
Differential. For every X ∈ X , let dX denote the linear form defined by dX(v) = v(X) for every v ∈ S X : dX is the dual variable associated with the variable X. Let dX denote the set {dX | X ∈ X } of dual variables.
Let f ∈ S[X ] be a polynomial and let X ∈ X be a variable. The differential w.r.t. X of f is the mapping D X f : S X → S X → S that assigns to every valuation v the linear form D X f | v defined by induction as follows:
Then, the differential of f is defined by
Consequently, the linear form Df | v is a polynomial of the following form:
where each a i , a i ∈ S and X i ∈ X . We extend the definition of differential on polynomial transformation. Hence, DF : S X → S X → S X is defined for every v, w ∈ S X and every variable X as follows:
f (b), and continuous if for any infinite chain a 0 , a 1 , a 2 , . . . we have sup{f (a i )} = f (sup{a i }). The definition can be extended to mappings F : S X → S X from valuations to valuations in the obvious way (componentwise). Then we may formulate the following proposition (cf. [9] ). Proposition 1. Let F be a polynomial transformation. The mapping induced by F is monotone and continuous. Hence, by Kleene's theorem, F has a unique least fixpoint µF . Further, µF is the supremum (w.r.t.
·
) of the Kleene's iteration sequence given by η 0 = F ( 0), and η i+1 = F (η i ).
We now recall the iteration sequence of [4, 5] whose limit is the least fixpoint of F . In some cases, the iteration sequence converges after a finite number of iterates while the Kleene iteration sequence does not.
Newton's Iteration Sequence. Given a polynomial transformation F on a ω-continuous semiring S, the Newton's iteration sequence is given by the following sequence:
and µ i+1 = DF | * µi (F (µ i )) the limit of which coincides with µF (see [5, 4] for further details).
Parikh Equivalent Representation of a Context Free Language
Recall that our problem is, given a context-free language L, compute a context-
We now state closely related problem.
Observe that if we can compute such a B, then we can compute B ∩ L by [7] which is easily shown to satisfy conditions (i) to (iii), hence L = B ∩L is a solution to Pb. 1.
Moreover we observe that for every L ⊆ L such that Π(L) = Π(L ), and for every elementary bounded B if B is a solution to Pb. 1 on instance L then B is a solution for Pb. 1 on instance L. Accordingly, our approach to solve Pb. 1 on instance L first computes an effective representation of such a L . The underlying motivation is to find a L which has a "simpler" structure than L. This is the purpose of this section.
In the next subsection we give a series of results which relates the Parikh vectors semiring (P), the language semiring (L) and their respective transformations. We will use as a basic tool to relate those objects the Parikh image Π (and its inverse Π −1 ).
3.1.
Relating the Language and the Parikh Vectors Semiring. We naturally extend the definition of the Parikh image to a valuation v ∈ L X as the valuation of P X defined for each variable X by: Π(v)(X) = Π(v(X)). The following lemma relates polynomial transformations on L and P.
, that is a polynomial over the semiring L and variables
Proof. By induction on the structure of
where each m i is of the form
Let m be a monomial, we have:
We now prove a commutativity results on polynomials and the Parikh mapping.
Moreover,
, every function occuring in the above expression is monotone and the functional composition preserves monotonicity. For the reverse inclusion, we first show that for every w
The following reasoning concludes the proof:
Here follows a commutativity result between the differential and the Parikh image.
Proof. First it is important to note that Lemma 2 shows that f P and f L are of the same form. Then the proof falls into four parts according to the definition of the differential w.r.t. X.
Since f P is of the above form, we find that
The induction hypothesis shows the rest. f L = i∈I f i this case is treated similarly.
This result generalizes to the complete differential :
We note that the previous results also generalizes to polynomial transformation in a natural way. In the next subsection, thanks to the previous results, we show that the Newton's iteration sequence on the language semiring reaches a stable Parikh image after a finite number of steps. This result is crucial in order to achieve the goal of this section: compute a sublanguage L of L such that Π(L) = Π(L ).
Parikh Convergence of the Newton
Given F L , we define F P : P X → P X as the polynomial transformation such that for every X ∈ X we have F P X is given by Π • F LX • Π −1 (as in Lemma 2). Now, we prove that the Newton's iteration sequence for F L is Parikh-equivalent to the Newton's iteration sequence for F P .
Lemma 5. Let (ν i ) i∈N and (κ i ) i∈N be the Newton's iteration sequence associated to F L and F P , respectively. For every i ∈ N, we have:
Proof. base case. (i = 0) This case is trivially solved using Lem. 3.
Using the convergence result of the Newton's iteration sequence on commutative ω-continuous semirings proved in [5] , we show the convergence after a finite number of iterates of the sequence on P and finally transfer it onto the semiring L in the corollary.
Lemma 6. Let (κ i ) i∈N be the Newton's iteration sequence associated to F P , let n be the number of variables in X . For every k ≥ n, we have:
Proof.
for each i ∈ N by Lem. 5
for every k ≥ n by Thm. 6 of [5] By transitivity of the equality we obtain that:
3.3.
Iterates as k-fold composition. Let us leave for a moment the Newton's iteration sequence and turn to our initial problem as stated in Pb. 1. Let L be a context-free language, our goal is to compute a sublanguage L such that Π(L) = Π(L ) (then we solve Pb. 1 on instance L instead of L because it is equivalent). Below we give an effective procedure to compute such a L based on the previously defined iteration sequences and the convergence results. Given a grammar G = (X , Σ, δ), let L(G) be the valuation which maps each variable X ∈ X to the language L X (G). We first characterize the valuation L(G) as the least fixpoint of a polynomial transformation F which is defined using G as follows: each F X of F is given by the combination of α's for (X, α) ∈ δ where α is now interpreted as a monomial on the semiring L.
Example 2: Let G = ({X 0 , X 1 }, {a, b}, δ) be the context-free grammar with the production:
It defines the following polynomial transformation on L X :
It is well known that L(G) = µF (see for instance [4] ). To evaluate µF one can evaluate the Newton's iteration sequence {ν i } i≥0 for F . However, a transfinite number of iterates may be needed before reaching µF . We now observe that, by the result of Coro. 1, if we consider the iteration sequence (ν k ) k≤n up to iterate n where n equals to the number of variables in X then the language given by ν n is such that Π(ν n ) = Π(L(G)). Moreover because {ν i } i≥0 is an ascending chain we find that: for each variable
We now explain how to turn this theoretical result into an effective procedure. Our first step is to define an effective representation for the iterates {ν k } k≤n . Our definition is based on the one that was informally introduced in Example 3.1, part (2) of [4] . To this end, we start by defining how to represent the differential DF | * v (F (v)) used in the definition of the Newton's iteration sequence as the language generated by a linear grammar.
We define v to be the valuation which maps each variable X ∈ X to v X where v X is a new symbol w.r.t. Σ. We first observe that DF | v is a polynomial transformation on the set of dual variables dX such that the linear form associated to X is a polynomial of the form:
where each a i , a i ∈ (Σ ∪ {v Y | Y ∈ X }) * and X i ∈ X . Moreover, F X is a sum of monomials m 1 , . . . , m . Hence, we define the linear grammarG = (X , Σ ∪ {v X | X ∈ X },δ). For the variable X, the set of productionsδ is:
We are able to prove that: Lemma 7. Let v be the valuation which maps each variable X ∈ X to v X :
Proof. We show by induction the following equivalence. Let
In this case, the following equivalence has to be established:
Example 3: (cont'd from the previous example) The differential of F is given by:
The grammarG is given by ({X 0 , X 1 }, {a, b, v X0 , v X1 },δ) whereδ is such that:
We are now in position to define a representation for each iterate of (ν k ) k≤n . We effectively compute and represent each iterate as the valuation which maps each variable X to the language generated by a k-fold composition of a substitution applied on v X . Since the substitution maps each symbol onto a language which is linear, it is effectively represented and manipulated as a linear grammar. To formally define the representation we introduce the following definitions. LetG = (X , Σ ∪ {v X | X ∈ X },δ) be the grammar associated with DF | v as given above. Let v k X be the set of new symbols v
. This definition naturally extends to valuations. For k ∈ {1, . . . , n}, we define
X ] and leaves Σ unchanged. For k = 0 the substitution σ 0 maps each v 0 X on F ( ∅)(X) and leaves Σ unchanged. Let k, be such that 0 ≤ k ≤ ≤ n we define σ k to be σ k • . . . • σ . Finally, we define σ k 0 to be the k-fold composition which can be characterized as follows:
The following lemma relates the above sequence of languages and substitutions with the iteration sequence (ν k ) k∈N .
Lemma 8. For every k ≥ 0, every X ∈ X we have 
This completes our goal which was to define a procedure to effectively compute and represent the iterates (ν k ) k∈N of the Newton's iteration sequence. This sequence is of interest since, given a context-free language L and ν n the n-th iterate (where n equals the number of variables in the grammar of L so that Π(ν n ) = Π(L)), if B is a solution to Pb. 1 for the instance ν n , so is B for Pb. 1 for the instance L. The next section shows that the representation by k-fold composition is "simple enough" to compute from it an elementary bounded language which solves Pb. 1.
Constructing a Parikh Equivalent Bounded Subset
In this section, given a language L, we show how to compute an elementary bounded language B such that Π(L ∩ B) = Π(B), that is we give an effective procedure to solve Pb. 1 for the instance L. We do so for various classes of languages for the instance L. We start with the simple case of regular languages and end with k-fold compositions.
4.1. Regular Languages. First we note that the result for regular languages is already known and has been already proved in e.g. [12] (in particular Lem. 4.1). We give here an alternative construction but first we recall some elementary results about the Parikh image. The Parikh's theorem (cf. [6] ) shows that the Parikh image of every contextfree language is a semilinear set that is effectively computable. We now prove the following lemma which was taken from [11] but whose proof below is original. Note that it goes beyond the case of regular language. We do so because the result is reused in subsequent proofs.
Lemma 9. Let L and B be a context-free language and an elementary bounded language over Σ, respectively, such that Π(L ∩ B) = Π(L). We can construct an elementary bounded language B such that for all integer
Proof. By the Parikh's theorem, we know that Π Σ (L) is a computable semilinear set, i.e. a finite union i=1 A i of sets of the form
Let B = u * 1 . . . u * B , we see that B is an elementary bounded language. Let t > 0 be a natural integer. We have to prove that Π(L t ) ⊆ Π(L t ∩ B ). t ≤ We conclude from the preservation of Π and the hypothesis
For every i ∈ {1, . . . , } and j ∈ {1, . . . , k i }, there exists some positive integers λ ij and µ i , with i=1 µ i = t such that
We define a new variable for each i ∈ {1, . . . , }:
For each i ∈ {1, . . . , }, we also consider z i a word of L ∪ {ε} such that z i = ε if µ i = 0 and Π(z i ) = c i + ki j=1 λ ij p ij else. Let w = u α1 1 . . . u α z 1 . . . z . Clearly, Π(w ) = Π(w) and w ∈ u *
We find that Π(w ) = Π(w), w ∈ B and we can easily verify that w ∈ L t .
Proposition 2.
There is an effective procedure to solve Pb. 1 where the instance is a regular language R, that is the procedure computes an elementary bounded language B such that Π(R ∩ B) = Π(R).
Proof. We prove the result by induction on the structure of the regular language. The base case (i.e. a symbol or the empty word) is trivially solved. The inductive case falls naturally into three parts. Let R 1 (resp. R 2 ) and B 1 (B 2 ) be a regular language and its elementary bounded such that Π(
concatenation: It is easily seen that for the instance R 1 · R 2 , the elementary bounded language
Again we see that for the instance R 1 ∪ R 2 , the elementary bounded language B 1 · B 2 solves it; Kleene star: Let us consider R 1 and B 1 , Lem. 9 shows how to effectively compute an elementary bounded language B such that for every positive integer t, Π(R 
Linear Languages.
We now extend the previous construction to the case of linear languages that are used to represent the iterates of the sequence (ν k ) k∈N . The proposition that follows gives a characterization of linear languages which uses regular languages, homomorphism, and some additional structures. Proposition 3. Let L be a linear language over Σ, there exists two alphabets A and its distinct copy A, a homomorphism h : (A ∪ A) * → Σ * and a regular language R over A such that L = h(RA * ∩ S) and S = {ww r | w ∈ A * } where w r denotes the reverse image of the word w. Moreover there is an effective procedure which returns h, A and R.
Proof. Assume the linear language L is given by linear grammar G = (X , Σ, δ) and a initial variable X 0 . We define the alphabet A to be {a p | p ∈ δ}. We define the regular language R as the language accepted by the automaton given by (X ∪ {q f }, T, X 0 , {q f }) where:
Next we define the homomorphism, h which, for each p = (X, αY β) ∈ δ, maps a p and a p to α and β, respectively. By construction and induction on the length of a derivation, it is easily seen that the result holds.
Next, we have a technical lemma which relates homomorphism and the Parikh image operator.
Lemma 10. Let X, Y ⊆ Σ * be two languages and a homomorphism h : A * → Σ * , we have:
Proof. It suffices to show that the result holds for = replaced by ⊆. Let x ∈ h(X). We know that there exists x ∈ X such that x = h(x). The equality Π(X) = Π(Y ) shows that there exists y ∈ Y such that Π(y) = Π(x). It is clear by property of homomorphism that Π(h(y)) = Π(h(x)).
We now prove that for every linear language L = h(RA * ∩ S) where h and R are given, there is an effective procedure which builds the elementary bounded B such that Π(L ∩ B) = Π(L). Stated equivalently, there is an effective procedure which solves Pb. 1 where the instance is a linear language L given by h and R. Proof. Since R is a regular language, we can use the result of Prop. 2 to effectively compute the set {w 1 , · · · , w n } of words such that for R = R ∩ w * 1 . . . w * m we have Π(R ) = Π(R). Also, we observe that for every language Z ⊆ A * we have ZA * ∩S = {ww r | w ∈ Z}.
which concludes the proof since h(w) ∈ Σ * if w ∈ (A ∪ A) * .
4.3.
Linear languages with Substitutions. Our goal is to solve Pb. 1 for kfold compositions, i.e. for languages of the form σ 
(1) L be a context-free language over Σ;
(2) B an elementary bounded language such that Π(L ∩ B) = Π(L); (3) σ and τ be two substitutions over Σ such that for each a ∈ Σ, (i) σ(a) and τ (a) are a context-free language and an elementary bounded language, respectively, and (ii) Π(σ(a) ∩ τ (a)) = Π(σ(a)).
Then, there is an effective procedure that solves Pb. 1 for the instance σ(L), that is the procedure returns an elementary bounded language
Proof. Let w 1 , . . . , w k ∈ Σ * be the words such that B = w *
Finally, w ∈ B and w ∈ σ(L) and Π(w ) = Π(w ), which in turn equals Π(w), prove the inclusion.
If we plug the result of this proposition into our main problem, we consider L = σ 
4.4.
The Last Piece of the Puzzle: k-fold Substitutions. Let us now solve Pb. 1 where the instance is given by a k-fold composition. Given a context-free language L = L X0 (G) where G = (X , Σ, δ) is a grammar and X 0 ∈ X an initial variable, we compute the linear grammarG and the k-fold composition {σ j } 0≤j≤n as defined in Sec. 3.3. With the result of Pro. 4, we find a valuationB such that for every variable X, (1)B(X) is an elementary bounded language and (2) 
The above reasoning is formally explained in Alg. 1.
Algorithm 1: Bounded Sequence
Data:G a linear grammar Data:B a valuation s.t. for every X ∈ XB(X) is an elementary bounded language and Π(
X such that for every X ∈ X B(X) is an elementary bounded and Π(B(X) ∩ ν n (X)) = Π(ν n (X))
Let τ i+1 be the substitution which maps each v We now prove the following invariants for Alg. 1.
Lemma 11. In Alg. 1, for every X ∈ X ,
• for every k ∈ {0, . . . , n − 1}, B k (X) is an elementary bounded language on
• By induction on k: Base case. (k = n − 1) Alg. 1 assumes thatB(X) is an elementary bounded language, so is B n−1 by line 1. It remains to prove that Π(σ n (v n X ) ∩ B n−1 (X)) = Π(σ n (v n X )), which is equivalent, by definition of σ n and
] , the equality reduces to Π(L X (G) ∩B(X)) = Π(L X (G)) which holds by assumption of Alg. 1. 
. Hence, the proposition shows that B i (X) is an elementary bounded language and
• The above invariant for k = 0 shows that, for every variable X ∈ X , (1) B 0 (X) is an elementary bounded language, and (2) Π(σ
. We conclude from line 1 and Prop. 5 that Π(σ
, and that Π(ν n (X) ∩ B(X)) = Π(ν n (X)) by Lem. 8.
Refering to our initial problem, we finally find that:
In fact, for X = X 0 , B(X 0 ) is the solution of Pb. 1 for the instance L. This concludes the main part of this paper. In what follows, we show how the above result can be used in the context of two software verification problems.
Applications

5.1.
Intersection of context-free languages. For the first application, let us consider some context-free languages L 1 , . . . , L k . The problem asks if the intersection of these languages is empty. It is well known that this problem is decidable for regular languages. However it is undecidable for context-free languages. Below we give a decidable sufficient condition to decide if 1≤i≤k L i = ∅. Given an elementary bounded language B = w * 1 . . . w * n , we define the intersection modulo B of the languages
The following lemma shows it is decidable to check
Lemma 12. Given B = w * 1 . . . w * n an elementary bounded language and L 1 , . . . , L k k context-free languages on alphabet Σ, it is decidable to check if
Proof. We define A the alphabet {a 1 , . . . , a n } disjoint from Σ. Let h be the homomorphism that maps the symbols a 1 , . . . , a n to the words w 1 , . . . , w n , respectively. We show
L i , we know that w ∈ B, so there exists t 1 , . . . , t n ∈ N such that
For the other implication, let us consider (t 1 , . . . , t n ) a vector of
. . a * n , there exists a word w ∈ a * 1 . . . a * n such that Π A (w ) = (t 1 , . . . , t n ) and h(w ) ∈ L i ∩ B. We conclude from Π A (w ) = (t 1 , . . . , t n ), that w = a The class of context-free languages is closed by homomorphism inverse and by intersection with a regular language and those operations are effective: there is an effective procedure to compute the result of applying them. Moreover, given a context-free language, we can compute its Parikh image which is a semilinear set. Finally, we can compute the semilinear sets
. . a * n and the emptiness of the intersection of semilinear sets is decidable as shown in [6] .
We will now choose the elementary bounded language B as "best as possible". We first compute for each language L i the elementary bounded language
Then we iterate this process: in fact, the context-free languages L i = L i ∩ B are computable since B is a regular language as shown in [7] , and continue the same work with these languages.
We present at Alg. 2 a pseudocode for the special case of the intersection of two context-free languages.
Context Free Reachable Configurations for Counter Machines.
Counter Machine: Syntax and Semantics. A n-dim counter machine M is given by a tuple (Q, T, α, β, {G t } t∈T ), where Q is a finite non-empty set of locations, T is a finite non-empty set of transitions, α : T → Q and β : T → Q are the source and target mapping, respectively, and {G t } t∈T is a family of relations called guarded commands, which we now present. A n-dim guarded command is a relation over N n that may be written as {(x, x ) ∈ N n × N n | x#µ ∧ x = x + δ} where # ∈ {=, ≥} n , µ ∈ N n , and δ ∈ Z n such that µ + δ ≥ 0. The class of n-dim guarded commands is the closure under composition of three kinds of basic relations: increment of a counter, decrement of a counter and 0-test of a counter. Formally, let M = (Q, T, α, β, {G t } t∈T ) be a n-dim counter machine. The set of configuration C M of M is Q × N n , and the semantics of each transition t ∈ T is given by the reachability relation R M (t) over C M as follows:
(q, x)R M (t)(q , x ) iff q = α(t), q = β(t) , and (x, x ) ∈ G t .
The reachability relation is naturally extended to words of T * as follows:
Finally, we extend the reachability relation to a language L ⊆ T * as follows: R M (L) = w∈L R M (w). An initialized n-dim counter machine is a pair (M, D) where M is a counter machine and D ⊆ C M is an initial set of configurations.
Remark that we can carry the notion of semilinear sets over subsets of C M using a bijection from Q to {1, . . . , |Q|}.
Computing the reachable configurations. Given a binary relation R ⊆ C M × C M and a subset D of C M , we define the set of configurations post[R](D) as usual, that is {(q, x) | ∃(q 0 , x 0 ) ∈ D ∧ (q 0 , x 0 )R(q, x)}. The problem we are interested in is the following, given a n-dim counter machine M = (Q, T, α, β, {G t } t∈T ), a semilinear set D of configurations and a bounded language B over the alphabet T , we want to compute post[R M (B)](D), that is the set of reachable configurations from D along words of B.
Without loss of generality we will first assume that the n-dim counter machine we are given has its set Q of locations that is a singleton. (Hint: you can encode additional locations using additional counters.)
Let M = (Q, T, α, β, {G t } t∈T ) a γ-dim counter machine with Q = {q f } and B be a bounded language over alphabet T , so B ⊆ w * 1 . . . w * n . Let h be the homomorphism that maps some fresh symbols a 1 , . . . , a n to the words w 1 , . . . , w n , respectively. We compute the language B = h −1 (B) ∩ a * 1 . . . a * n . Let S = Π {a1,...,an} (B ): S is a semilinear set, that is a finite union of linear sets as given in def. 1. For the sake of clarity, we first consider a linear set H where p 0 = (p 01 , . . . , p 0n ) denote the constant and {p i = (p i1 , . . . , p in )} i∈I\{0} the set of periods of H with I = {0, . . . , k}. Let J = {1, . . . , n}. In the following, for every vectors x = (x 1 , . . . , x r ) and y = (y 1 , . . . , y s ), we denote by (x, y) the vector (x 1 , . . . , x r , y 1 , . . . , y s ).
Given M and the linear set H as defined above, we define a γ -dim counter machine M = (Q , T , α , β , {G t } t∈T ) whose underlying automaton is depicted at Fig. 1 and such that:
• γ = γ + (k + 1)n • Q = {q i } i∈I ∪ {q ij } i∈I,j∈J ∪ {q f } • T = {t i } i∈I ∪ {t s i } i∈I\{0} ∪ t ij , t s ij i∈I,j∈J
• α and β are given by Fig. 1 •
We define also:
• G − (i, j) = (x, v), (x , v ) | x = x ∧ v(in + j) ≥ 1 ∧ v (in + j) = v(in + j) − 1 for all i ∈ I and j ∈ J, • G + (i, j) = (x, v), (x , v ) | x = x ∧ v (in + j) = v(in + j) + 1 for all i ∈ I and j ∈ J,
for all t ∈ T , • G(t 1 . . . t p , α) = (G t1 • . . . • G tp ) α for all t 1 , . . . , t p ∈ T and α ∈ N. We have:
We can easily compute the intersection of the two semilinear sets S and {q f }×N γ over Q × N γ , because of the way we have carried the notion of semilinear set over Q × N γ . We take a bijection η from Q to {1, . . . , |Q|}, so a configuration (q, x) ∈ Q × N γ is represented by (p 1 , . . . , p |Q| , x) T with p j = 1 if η(q) = j 0 otherwise .
Hence, the intersection consists of all the vectors of S with the composant of q f equal to one and the others equal to zero.
