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ABSTRACT 
Generalizing a result of Schwarz [4], an inertia theorem for tridiagonal matrices is 
proved. This theorem is used to deduce a criterion of Wall which relates root location 
of polynomials to continued fractions. 
1. INTRODUCTION 
The distribution of eigenvalues of a matrix in the right and left half-plane 
can be determined by the following theorem which is based on the Main 
Inertia Theorem (see e.g. [3, p. 761). As usual, the inertia InA of an n X n 
matrix A with complex elements is defined by the tripe1 
InA= (n(A),v(A),G(A)), 
where p(A), v(A), and S(A) are, respectively, the number of eigenvalues of 
A with positive, negative, and zero real parts. 
THEOREM 1 [6]. 1f 
AH+HA*= W, 
holds with H and W Hermitian, W positive semidefinite and 
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In this note the following inertia theorem for tridiagonal matrices will be 
proved. 
THEOREM 2. Let 
1 
a,+ib, a2 *** 0 0 
- c2 ib, . 9. 0 0 
G- . . , . . . . 
0 0 . . . ib,,_, a,, 
0 0 . . . -c, ib, 
be tridiagonul with a,, b,, ci real, a, #O and sic, #O, i = 2, + .. ,n. Then 
InG=InD, 
where 
D = diag(a,,a,a2c,,ala2a3c2c3,. . . ,a,* * * a,,c,* * * c,,). 
For the special case c2 = - * - = c,, = 1 the result is due to Schwarz [4]. 
(2) 
We shall obtain a proof of Theorem 2 as an immediate consequence of 
Theorem 1. Our approach-a matrix theoretical one-seems to be the most 
natural for Theorem 2. In [2] Ljapunov’s stability theory for a system i= SX 
is used to derive Schwarz’s result. 
By simply reversing the order of argumentation in [4] we deduce from 
Theorem 2 a criterion of Wall which relates root location of polynomials to 
continued fractions. Let 
P(z)= 2 c,_,z’, c,=l, n>l 
YE0 
be a polynomial with complex coefficients. Define 
where @)=X c,,_, .a”. 
THEOREM 3 [5, pp. 182-1851. 
continued fraction of the form 
Q(z) al 1 -= 
P(Z) lal+ibl-z 
If [Q(z)]/P(z) has an expansion as a 
(3) 
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with a,, bi real and a, #O, i = 1,2,. . . , n, then P(z) has as many roots in the 
right (left) half-plane as there are positive (negative) elements in the 
sequence 
a,, a1a2, a1a2a3, . . . , a1a2* * * a,_ la,. 
2. PROOFS 
Proof of Theorem 2. If we put 
a1a2a3 a1a2* * * a, 
-,..., 
’ ‘2’3 C2’ - * c, 
and R = diag (a;, 0, . . . ,O), then 
G*K+KG=2R 
and R is positive semidefinite. In order to check (1) we note that according 
to [l] the controllability condition (1) is equivalent to 
rank (A - AI, W) = n (4) 
for all eigenvalues A of A. Suppose 
W= R, or, equivalently, that there 
u* = (U,, . . . , u,) of G* such that 
u*G* = Au* 
that (4) does not hold for A = G* and 
is an eigenvalue h and an eigenvector 
and u*R=O. 
a, # 0 and Ru = 0 imply u1 = 0, and Gu = Au yields successively u2 = * * * = u,, 
= 0. So u* is the zero-vector and not an eigenvector of G*. All conditions of 
Theorem 1 are satisfied and from InK = In D we get (2). 
Proof of Theorem 3. The Jacobi matrix associated with (3) is 
i 
a,+ib, a2 ... 0 0 
- 1 ib, .a. 0 0 
N= . . . . . . . 
0 0 . . . ib,,_, a,, 
0 0 . . . -1 ib,, 
and P(z) is the characteristic polynomial of N (see e.g. [S]). If we apply 
Theorem 2 to N, the proof is complete. 
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