The formation of transient networks in response to external stimuli or as a reflection of internal cognitive processes is a hallmark of human brain function. However, its identification in fMRI data of the human brain is notoriously difficult. Here we propose a new method of fMRI data analysis that tackles this problem by considering large-scale, task-related synchronisation networks. Networks consist of nodes and edges connecting them, where nodes correspond to voxels in fMRI data, and the weight of an edge is determined via task-related changes in dynamic synchronisation between their respective times series. Based on these definitions, we developed a new data analysis algorithm that identifies edges in a brain network that differentially respond in unison to a task onset and that occur in dense packs with similar characteristics. Hence, we call this approach "Task-related Edge Density" (TED). TED proved to be a very strong marker for dynamic network formation that easily lends itself to statistical analysis using large scale statistical inference. A major advantage of TED compared to other methods is that it does not depend on any specific hemodynamic response model, and it also does not require a presegmentation of the data for dimensionality reduction as it can handle large networks consisting of tens of thousands of voxels. We applied TED to fMRI data of a fingertapping task provided by the Human Connectome Project. TED revealed network-based involvement of a large number of brain areas that evaded detection using traditional GLM-based analysis. We show that our proposed method provides an entirely new window into the immense complexity of human brain function.
Introduction
The human brain is a large-scale network consisting of approximately 85 billion neurons that form a vast number of subnetworks on all spatial scales [1] . The properties of the intrinsic connectivity, such as small-worldness [2] , make possible the coexistence between local processing of information in specialised circuits and large-scale integrative processes, involving multiple remote sites. It has been suggested that the neuroanatomical architecture itself gives rise to a rich dynamic repertoire setting the frame for a large number of flexibly accessible brain functions [3, 4, 5] .
Traditionally, brain mapping techniques using functional magnetic resonance imaging (fMRI) have focused on studying brain areas separately in a voxel-by-voxel fashion (i.e. univariately). The key idea behind such approaches was to identify task-or stimulus-related changes of the blood-oxygenlevel dependent (BOLD) signal activity on the local level.
The most prominent example is statistical parametric mapping using the general linear model [6, 7] . Such mass-univariate approaches treat voxels independently from each other [8] , however, they do not capture processes relating to integration and functional interplay between remote brain regions [9, 10, 11] .
As a result, the focus of the neuroimaging community has shifted away from the pure segregationist to a more integrative (i.e. network-based) view [12, 13, 14, 15, 16, 17, 18, 10] . In the following, we give a brief overview over existing methods that go beyond traditional GLM-based activation maps.
Seed-based approaches investigate how the statistical dependency between a seed voxel or area changes with respect to the rest of the brain. The most prominent examples are correlation-based approaches [19] , where the correlation between the time series of the seed area to all other voxels is computed. A widely used method is the psycho-physiological and (m, n) in three experimental trials of the same condition are shown here. It is clearly visible that the voxel pair (i, j) has a low inter-trial consistency, while the pair (m, n) has a high one. (B) In standard correlation-based statistics, the correlation between pairs of voxels is computed for each trial. Thus all voxel pairs receive high values of correlation and may thus be interpreted as belonging to the same network. Inter-trial consistency is not taken into account here. However, if the connectivity between voxels is truly induced by the task and the response processing is assumed to be similar, the high correlations of the pair (i, j) might be caused by nuisance, while the pair (m, n) reflects a true effect. Clearly, this is not visible using a standard correlation approach. (C) We propose a new measure of synchronization based on effect sizes, taking into account the inter-trial consistency. Our measure is able to separate between the voxel pairs (i, j) and (m, n); the voxel pair with low inter-trial consistency receives low scores.
interaction (PPI) method [20] and its generalisation [21] , where the interaction usually is computed after deconvolution of the fMRI signal into the neural space [22] . Another prominent example is the beta correlation method which detects the correlation of parameter estimates from the seed area to the rest of the brain [23] . The parameter estimates themselves are derived from a general linear model (GLM).
The weak point of seed-based methods is their inability to reveal global changes of functional reorganisation. Only differences relative to the seed area can be depicted so that just a small part of the picture is revealed. Thus, a full exploration would require a multitude of seed-based analyses (i.e. one for each grey matter location) and to combine the resulting maps in a second step. It is easy to see that such a procedure constitutes a daunting multiple comparisons problem, which ultimately renders a whole-brain approach infeasible. A further problem arises from analysing correlations in time series, as differences in correlations are in general not very reliable indicators of membership in a network. Indeed, some times series may show very similar correlations and yet belong to very different networks. For a graphical illustration of the issue, see Fig. 1 .
The choice of seed areas raises further issues, as only few seed locations can be studied without a proper multiple comparisons correction. Researchers thus are required to carefully select the locations in question. It is common practice to use seed locations of special anatomical interest, or alternatively, to choose seed locations of activation peaks (e.g. as determined by a prior whole-brain GLM analysis). However, the latter procedure assumes that brain regions featuring relevant changes in terms of connectivity are indeed also activation peaks. This assumption has recently been challenged empirically [24] .
An alternative way of performing network-based analyses is to use parcellation schemes, reducing the number of network nodes. For instance, condition-specific networks [25] reveals changes in the whole-brain connectivity structure that occur as response to a task, depicting the variation of functional connectivity between pairs of regions. Similarly, networkbased statistics [26] evaluates changes in the network structure and incorporates a solution to the multiple comparisons problem based on a graph-based connected components methodology. Thus, this method principally allows a larger number of smaller regions. Further methods include the adaptation of PPI on parcellations [24] , which enables the investigation of global changes. At the other end of the spectrum in terms of involved brain regions stands dynamic causal modelling (DCM), which attempts to investigate causal influences within very small networks [27] . DCM's validity was challenged in [28] .
Parcellating the brain into regions comes with a number of issues, however. The choice of the parcellation scheme underlies a certain degree of arbitrariness and is rarely motivated by anatomical features such as cyto-or myeloarchitecture [29] . This gives rise to nonlinear properties, where small deviations in the size of regions can result in large changes in underlying network connectivity [30] . Therefore it is no surprise that the choice of parcellation scheme and thus the number of regions have a substantial impact on the resulting network metrics [31, 32, 33, 34] . Furthermore, regionbased approaches assume functional homogeneity within the regions [35] . This is particularly troubling if the regions are large enough so that they can be further subdivided into parts that feature heterogeneous connectivity profiles (e.g. see [36, 37, 38, 39, 40] ). Averaging within such heterogeneous regions may effectively hamper the detection of subtle connectivity changes that occur only in a subregion. Furthermore, it should be mentioned that adopting a parcellation scheme also implies that it is not possible to quantify the total number of connections between regions [41] . Therefore, it has been suggested that voxel-level approaches in the context of network analysis are preferable [35] .
Several other algorithms target only network hubs rather than entire networks, e.g. [42, 43] and are therefore not comparable to the present approach. Other methods such as multivariate pattern analysis (MVPA) [44] or independent component analysis (ICA) [45] also fall into a different domain, and are therefore not discussed here.
The publications listed above all contributed immensely towards a network-based understanding of brain function. However, they all suffer from some limitations, e.g. they require a presegmentation of the data, or they do not offer a mechanism for statistical inference, or they depend on a particular hemodynamic model. The dependence on a hemodynamic model was found to be problematic in a recent study by Gonzalez-Castillo et al. who tested a range of different hemodynamic response models and found wide-spread activations which had previously evaded detection [46] . They ascribed the sparsity of classical activation maps to high noise levels and overly strict response models. Therefore, our goal in this paper is to establish a new method for fMRI data analysis that fulfills the following requirements. It should 1. identify task-related changes in network configuration, 2. not require any presegmentations, 3. be free from any specific hemodynamic response model, 4. and incorporate rigorous statistical inference.
To achieve this goal, we characterise functional networks as large-scale, task-related collective synchronisations of the BOLD signal measured at voxel-level resolution. At the heart of our method is the concept of spatially localised and taskrelated edge density motivating us to call this algorithm "TED" (Task-related Edge Density). In short, TED identifies edges in a brain network that differentially respond in unison to a task onset and that occur in dense packs with similar characteristics. We found TED to be a very strong marker for dynamic network formation that easily lends itself to statistical analysis using large scale statistical approaches.
In the following, we describe our proposed algorithm and demonstrate its applicability for dynamic network discovery in task-based fMRI data provided by the Human Connectome Project (HCP) [47] .
Materials and Methods
Networks consist of nodes which are interconnected by edges. We define nodes as voxels and the weight of an edge between any pair of voxels as task-related changes in dynamic synchronisation between their respective times series.
Our algorithm supports experiments presented in a block design with non-overlapping trials of sufficient length to allow for a connectivity analysis. It computes a change in synchronization between two experimental conditions and it requires several repetitions of trials of both conditions to permit a valid statistical inference.
The algorithm proceeds in six steps. First, the data are preprocessed using a standard preprocessing pipeline which must include a correction for baseline drifts. Second, we define a measure z of task-related differential synchronisation for each edge in the network. In a third step, the z-values are normalised. Fourth, a measure called "edge density" (D e ) is computed for each edge, after which edge densities are subjected to a statistical inference procedure to assess which edges are significantly affected by the experimental task. Finally, we propose methods for visualising the results. In the following, we will describe the six processing steps of TED in more detail.
Step 1. Preprocessing.
The TED algorithm assumes that the fMRI data have been preprocessed using some standard preprocessing pipeline. This should generally include corrections for motion, slicetiming, and EPI-related distortions as well as a removal of baseline drifts. In the case of multi-subject studies, a geometric alignment with the MNI anatomical template is needed. Physiological noise removal should be included into the preprocessing chain if there is reason to assume that it differentially affects the two task conditions.
Step 2. Obtaining a measure z of task-related differential synchronisation.
Let A and B denote two experimental conditions such as left hand versus right hand fingertapping presented in a block design. In our experiments, the trial duration was 12 seconds.
For simplicity, we assume that all trials have the same duration T , and there are K number of trials per condition. For condition A, let v A i (k,t) denote the time course of voxel i of trial k at time t. We now define a measure that quantifies the amount of task-related change in connectivity between any two voxels i and j. A seemingly straightforward way, such as correlation-based statistic (CBS), would be to simply compare the linear correlations of their respective time series during the execution of different tasks. However, CBS can be problematic because it assumes that similarities in correlations are sufficient for assuming membership in common network, which is problematic (see Fig. 1 ). In the following, we therefore propose a different measure which we call differential synchronisation z.
We first compute the average µ and standard deviations σ across all trials as follows.
For each voxel i we thus obtain an effect size at time point t:
The synchronisation θ A i, j between voxels i and j in condition A is then defined as the z-transformed linear correlation between s i (t) and s j (t). More precisely, we have We now have two n × n matrices Θ A and Θ B each recording the task-related synchronisation in conditions A, B for all pairs of voxels i, j = 1, ...n where n is the number of voxels. Based on these two matrices, we introduce a measure of differential synchronisation z defined as an elementwise subtraction:
Note that large positive values of z indicate a higher synchronisation in condition A compared to condition B, see Fig. 2 for an illustration.
Negative correlations are excluded in the definition of θ to avoid misinterpretations. Specifically, consider a case where two voxels are not correlated at all in experimental condition A, while showing a strong negative correlation in condition B. If the synchronisation θ were allowed to take negative values, then this would entail z = θ A − θ B ≫ 0 which might be mistaken for a task-positive involvement of the connection between these two voxels in condition A, even though the correlation is in fact absent.
Also note that z is designed to enforce task-related synchrony across trials within the same experimental condition so that the problem illustrated in Fig. 1 does not arise. The two voxels of condition A appear to be stronger synchronised than those of condition B. This is reflected by a high value of synchronisation in condition A which is θ A i, j = 1.453 while for B it is only θ B i, j = 0.108. The time courses are taken from two voxels of the experimental data described in this article.
Step 3: Normalisation of z-values.
The output of the previous step is an n × n symmetric matrix of z-values. With n ≈ 54, 000, this matrix has more than one billion entries. Theoretically, we might want to apply a statistical test to the elements of this matrix in order to find significant task-related differences in synchronisation between two voxels. However, such an approach would be problematic because the z-values must be expected to be heavily influenced by non-neuronal confounds such as cardiac and respiratory effects or subject motion [48, 49] . Furthermore, it is well known that neuromodulatory effects (state of arousal, attentiveness, etc.) have a major impact on the fMRI signal [50] . It is extremely difficult to disentangle "true" neuronal effects from the confounding effects listed above. Therefore -instead of trying to solve this challenging problem -we propose to evade it using normalisation. Specifically, we choose the following approach.
We begin by computing the probability density distribution of the z-values. Theoretically -if no effect were present in the data -this distribution should be a Gaussian normal. However, due to confounds, we cannot expect this to be the case. Therefore, we apply a histogram matching procedure so that this distribution does indeed follow a Gaussian normal with mean zero and standard deviation one. We call this procedure z-normalization and it can be easily achieved by any standard histogram matching algorithm [51] .
At this point, it would not make sense to apply an elementwise statistical test to the normalized z-values to check for significant differences from zero. The reason is that after normalization the distribution of the z-values is exactly the same as that of the theoretical null distribution. In other words, normalization effectively eradicates elementwise effects that might have been present in the z-values -regardless of whether or not they were neuronal or non-neuronal in origin. Clearly, this step makes our approach very conservative. But since normalization is a monotone transformation it preserves the ranks of the z-values, and it also preserves spatial information so that small neighbourhoods containing mostly high ranking z-values will also have high ranking normalized z-values. In the following, we will solely exploit information of this type.
Step 4: Edge densities.
We now propose a new network metric that draws on spatial adjacency as the key source of information. We call this feature "edge density" (D e ). The edge density is computed for all edges in the graph that surpass an initial user-defined threshold z t . The value of D e (i, j) for an edge connecting two spatially separate voxels i, j indicates to what degree the two neighborhoods of the voxels i and j are connected with each other. A high edge density indicates that many edges connect the two neighbourhoods, while a low edge density indicates that only few links are present, for an illustration see Fig. 3 .
Quantitatively, the edge density is defined as follows: first, the total number of possible edges between the neighborhoods of the voxels i and j is computed (omitting local connections, i.e. the start and ending point of an edge must be in different neighborhoods). Next, the number of supra-threshold edges between the neighborhoods is determined, only taking into account edges whose normalised z-value exceed the threshold z t . The fraction between this number of suprathreshold edges and the total possible number of edges then defines the edge density D e . Thus, if all neighbouring edges have suprathreshold z values, D e will be one, and if most edges fall below the threshold, D e scores will approach zero. To summarize, D e indicates to what degree the local neighbourhoods of pairs of voxels show a similar change of connectivity across the experimental conditions. As the edge density is only computed for edges whose z is larger than z t , all other edges are defined to have an D e of zero. In our experiments, we considered the top 1 percent of all edges so that z t was set to 2.33. Note that the computation of D e requires a specification of adjacency. In our experiments, we used 26-neighbourhoods, but 18-or 6-adjacencies may also be considered.
Also note that we exclude short edges from further analysis. A short edge is an edge whose endpoints i, j have a Euclidean distance of less that 15mm. The reason for doing this is that the two neighbourhoods should be non-overlapping, and because of spatial smoothness we additionally increased the minimum distance so that the borders of the two neighbourhoods are at least three voxels apart.
Step 5: Statistical inference.
In order to correct for multiple testing we employ a procedure controlling the false discovery rate (Fdr) [52, 53, 54] .
The original Fdr algorithm proposed in [52] requires that data points are independent and that the null distribution is uniform. Both requirements may not be not fulfilled in our case. Therefore, we use a different formulation of Fdr that is well suited for large-scale statistics involving a large number of data points with complex dependencies among them [53, 54] .
The basis of this Fdr approach is the assumption of a two component mixture model for the D e -scores based on a null and non-null component with a cumulative distribution function (cdf) F 0 (D e ) and F 1 (D e ) respectively. Additionally, we define an a priori probability for being null by π 0 . Then, the observed joint density F joint (D e ) is given by
The Fdr is defined as the probability of being null, or a false discovery, given a D e -score as big or bigger than the observed one. This translates into
For simplicity we assume π 0 = 1, which is the most conservative choice. The cdf F joint is estimated from histogram counts of the edge densities using cumulative summation. As we do not have evidence for a theoretical null distribution we rely on an empirical permutation null estimate, where the null cdf F 0 is estimated by using random permutation of task labels [55] . More precisely, we randomly construct a binary permutation vector ρ of size K where each entry k ∈ 1, ...K indicates whether or not the task label should be swapped in trial k. We used Bernoulli random trials with probability p = 0.5 for this purpose. This yields ρ(k) = 0 : k-th trial original 1 : k-th trial swapped
The permuted group mean amplitudes for the experimental conditions A and B for voxel i then are defined as
with the standard deviations for experimental condition A and B
In other words, for the special case of the permutation vector ρ(k) = 0, k = 1...K, the above definitions simplify to the original definitions (1) and (2) .
In order to ensure that spatial smoothness is preserved we apply the same permutation vector ρ to all voxels in the brain mask. Therefore, differences between F 0 and F z cannot be attributed to the spatial correlations that are generally inherent in fMRI data. As described in more detail below, a relatively small number of permutations may suffice to converge to a stable estimation of F 0 , and hence of the false discovery rate.
Step 6: Visualisation of results.
The previous processing step yields a set of edges that indicate significant changes in task-related connectivity. Since the number of such edges can be very large, visualisation of results may become difficult. Here we propose two different methods.
The first method is to project edges onto a "hubness map". A voxel in the hubness map records the number of edges for which this voxel serves as an endpoint. Voxels in which many edges accumulate may be viewed as hubs in a task-specific network, and the number of edges meeting in a voxel is a measure of the voxel's hubness, see Fig. 5 . Note however, that this measure of hubness should not be confused with activation strength as can be seen from figure 2. Here differential synchronisation goes along with a decrease in BOLD activation rather than an increase.
The second method is to display edges as lines in a 3D rendering such that each line represents an edge that survived significance thresholding. Such renderings can become quite cluttered and therefore edges that are close to each other are bundled together to produce a clearer picture [56] . We use the software package "braingl" for this purpose [57], see Fig. 6 .
Experimental Data
We applied TED to task-based fMRI data provided by the Human Connectome Project (HCP), WU-Minn Consortium [47, 58] . We focused on the motor/fingertapping task using minimally preprocessed fMRI data of 100 participants. The preprocessing protocol is described in [59] . The experiment was acquired in two separate runs with one run using leftright phase-encoding, and the other run using right-left phaseencoding. While in the scanner, participants were cued visually to tap their left or right fingers, squeeze their left or right toes, or move their tongue. Each block lasted 12 seconds (10 movements), and was preceded by a 3 second cue. Since the repetition time was 720 milliseconds, there were 16.666 volumes (time steps) per trial of which we used the initial 16.
In each of the two runs, there were 13 blocks, with 2 of tongue movements, 4 of hand movements (2 right and 2 left), 4 foot movements and three 15 s fixation blocks per run, see [58] . Here, we only used the second of the two fingertapping blocks so that we have 100 trials for each condition A and B (right hand tapping and left hand tapping) in each phase-encoding run.
In order to reduce the number of voxels and hence the computational load, we downsampled the data to isotropic voxels of size (3.0mm) 3 from the original resolution of (2.0mm) 3 . We also corrected for baseline drifts using a highpass filter with a cutoff frequency of 1/90 Hz. To reduce the effect of anatomical variability across subjects, we applied spatial smoothing with a Gaussian smoothing kernel of FWHM=5mm. Spatial smoothing is however not an integral part of the algorithm and should be omitted whenever possible, particularly for single-subject analysis [60] . We manually defined a region of interest (ROI) containing about 54,000 voxels covering the entire brain including grey and white matter, subcortical structures, CSF and the cerebellum. Furthermore, we normalised the voxel-wise time series of each trial, so that their time series have mean zero and standard deviation one.
We performed the initial three steps of TED separately for each of the two phase-encoding runs resulting in two matrices of normalised z-values. These two matrices were then combined via a conjunction analysis by taking the element-wise minimum of the z-values. For the subsequent edge density computation we used a threshold of z t = 2.33.
We applied TED as described above using 1000 random permutations to estimate the null distribution. The TED algorithm is implemented in C/C++ and makes use of parallel computation. With 54,000 voxels TED requires about 13 GByte of main memory, and one permutation takes about three minutes of computation time on a Linux PC using 12 parallel cores. For the computation of all 1000 permutations we made use of the Max-Planck-Society's high-performance computing center in Garching, Germany.
Results
We first contrasted global connectivity related changes for right hand minus left hand tapping. Figure 4 shows the distributions F z and F 0 that were used to estimate statistical significance. At a false discovery rate of Fdr < 0.05 the edge density cutoff was found to be D e = 0.1621, i.e. edges with D e > 0.1621 can be assumed to indicate a significantly stronger synchronisation in left hand versus right hand tapping. Corresponding plots for the reverse contrast can also been found in figure 4. Note that far fewer than 1000 permutations would have sufficed to reach a similar result so that the entire computation could actually have been performed on a standard PC. Figure 5 shows a resulting hubness map produced as described above in step 6. Voxels that are colour-coded are endpoints in an edge significantly affected by the task. Voxels in which many edges accumulate may be viewed as "hubs" in a task-specific network, and the number of edges meeting in a voxel is a measure of the voxel's "hubness". The upper panel indicates the hubness for edges in the contrast right hand minus left hand. Tapping with the right hand as opposed to the left increased the global connectivity in supplementary motor areas, right and left motor cortex, somatosensory areas, the frontal eye fields, regions in the parietal cortex and the visual cortex. On the other hand, as shown in the lower panel, left hand tapping minus right hand tapping seemed to increase the global connectivity within the bilateral motor network, the default mode network, bilateral putamen, bilateral V5, insular cortex and regions in the cerebellum.
In the same figure it can be seen that several regions appear involved in both contrasts. The reason is that a single brain region may participate in two different networks that are differentially activated by the tasks. Note that such a case cannot be detected in a classical GLM-based analysis. As an example, we investigated the right primary motor cortex which is involved in both contrasts, see Figs. 6,S3. Here we only investigated edges with one endpoint in a preselected region of interest, which roughly corresponds to the right hand area. The maps reveal a striking difference in synchronisation of the right primary motor cortex to the rest of the brain: the right hand tapping condition involves stronger synchronisation between the right motor cortex and regions in the visual and parietal cortex. In the left hand condition, the same area shows higher synchrony with bilateral areas in the cerebellum, V5, the putamen and insular cortex and furthermore the medial prefrontal cortex.
Comparison with a GLM-based analysis.
For comparison, we performed a standard analysis using the GLM approach as implemented in Lipsia [62] . The preprocessing of the data was performed as described above. We computed activation maps for each of the two phase-encoding runs separately using the general linear model. These maps contain uncorrected z-values representing the contrast between left hand minus right hand fingertapping. As in the TED approach, we performed a conjunction analysis on the two maps, where the voxel-wise minimum value of both Z-maps was used for the case that both were positive, the maximum Probabilities of the edge density estimated from fMRI fingertapping data. The top rows contrasts left hand minus right hand tapping, the bottom row is the reverse contrast (right hand minus left hand). The left plots show estimations of the probability density functions f 0 (permutation-derived) and f z (no permutation) using Gaussian kernels with kernel bandwidth defined via Silverman's rule [61] . The plots in the middle show the corresponding cumulative distribution functions (CDF) F 0 and F z . Note that the differences between the null and the "real" distributions are massive. The CDFs are used to estimate the false discovery rates (Fdr) which are indicated here by dashed black lines. For better visualization, the same Fdr curves are also shown in the plots on the right. The Fdr is used to determine a significance threshold. For the left minus right contrast, the cutoff was found to be D e > 0.1435, i.e. for edges with D e > 0.1435 the false discovery rate falls below 0.05. For the reverse contrast, the cutoff was D e > 0.1621. The estimation of F 0 is based on 1000 random permutations. The right plots show estimations of F 0 using only 20 different permutations. Note that the plots are zoomed for better visualisation. Here we show results of three random selections of such shorter permutations vectors. Note that they are very similar to the estimation based on 1000 permutation leading to very similar estimations of Fdr. In other words, far fewer than 1000 permutations would have sufficed to reach a similar result. figure S3 . In the upper panel we display voxels involving all edges featuring a stronger synchronisation with the right primary motor cortex for right hand fingertapping (as compared to left hand tapping). In the lower panel we show the voxels where the synchronisation with the same area is higher for left hand fingertapping (as opposed to right hand tapping). The maps reveal a striking difference in synchronisation of the right primary motor cortex to the rest of the brain: the right hand tapping condition involves stronger synchronisation between the right motor cortex and regions in the visual and parietal cortex. On the other hand, in the left hand condition the same area synchronizes more with bilateral areas in the cerebellum, V5, the putamen and insular cortex and furthermore the medial prefrontal cortex. Below, the same data are shown using a 3D rendering using the software package "braingl" [57, 56] . Here, the synchronisation network of the right primary motor cortex (the red sphere) in the right hand minus left hand contrast is shown in green, the reverse contrast is shown in yellow. value in case both were negative, and zero for diverging signs of the z-values. We then thresholded the resulting conjunction map such that voxels with |z| > 2.33 remained. No multiple comparisons correction was applied. The resulting map contrasting left hand minus right hand fingertapping (see Fig. 7 ) shows the voxel-wise differences in activation strength. The activations include bilateral motor areas, pre-SMA, as well as the cerebellum.
Discussion
In this study, we introduced a new algorithm called "TED" which was designed to identify task-related reconfigurations in brain networks without requiring presegmentations and without being dependent on some specific hemodynamic response function. Since network-based analysis methods face tremendous multiple comparison problems, statistical inference was a key concern in this context. At the heart of TED is the concept of "edge density". A voxel is deemed to be involved in the task if it has a partner voxel at some spatially distinct location with a similar synchronicity trajectory, so that these two voxels form an edge with a supra-threshold differential synchronisation. At the same time, such an edge is required to appear in a dense pack of neighbouring edges with similar characteristics. This approach freed us from the need for any explicit hemodynamic modelling, and it also allowed us to make inferences at the spatial resolution of small neighbourhoods around individual voxels without requiring a presegmentation.
TED's validity is tested via a comparison against a null model derived from permutation testing. We found that the null and the real distributions of edge densities differ massively so that statistical significance could be easily established. The amount of this difference is especially surprising since it is based on normalized z values so that the size of this effect can only be ascribed to spatial adjacency, not to the magnitudes of the z values themselves. We normalized the z values to avoid potential confounds from physiological noise. Spatial structure was preserved in our random permutations so that our results cannot simply be due to the spatial smoothness that is generally inherent in fMRI data.
The results obtained with TED suggest a dominant role of local inter-connected neighbourhoods forming transient taskrelated networks with other local neighbourhoods. In this regard, our concept of edge density is somewhat related to the concepts of a clustering coefficient and small-worldness [63, 2] . However, edge density differs from the clustering coefficient in that it measures connectivity between two local neighbourhoods at spatially separate areas. In the literature, there exist several approaches comparing the differences between local and global functional connectivity profiles [64, 65] . It has been found that different brain regions exhibit a varying balance between such local and global connectivity, which may further depend on the current experimental state (i.e. task). On the other hand, the results of both Sepulcre et al. [64] and Tomasi et al. [65] indicate a strong overlap between regions which feature both increased local and global functional connectivity. Our methodology offers a potentially interesting perspective on this, as according to our interpretation global changes in connectivity may be accompanied by local interconnections, reflecting the dynamics of local subnetworks that form transient long-range connections.
The hubness maps produced by TED are generally consistent with the standard univariate GLM analysis and also with a meta-analysis on fingertapping [66] . However, TED found several sites that significantly changed their task-related TED trajectories while not reaching significant net-BOLD modulation when analysed using the traditional GLM approach. This agrees with earlier findings by Gerchen et al. [24] . Also, some regions with negative task involvement showed positive TED changes, and vice versa. This shows that brain areas that appear non-significant in a GLM activation map may nevertheless form relevant hubs in a task-positive network, and that the sign of task-related activity can be independent of the sign of task-related (de-)synchronisation. TED-based fMRI analysis thus constitutes a novel analysis approach that complements traditional GLM based analyses. In particular, it can reveal task-related regional involvement that evades detection using traditional approaches.
In this respect, our work is in line with an earlier study by Gonzalez-Castillo et al. who also found large-scale time locked activity that went undetected in the classical fMRI analysis [46] . The authors ascribed the sparsity of traditional activation maps to high noise levels and overly strict predictive response models. Our present study goes beyond this earlier work in that we present data-driven criteria that can be subjected to rigorous statistical significance testing. Also, the amount of scan time required to achieve this result was considerably smaller than in this earlier study. Here we only needed 4 × 100 trials where each trial was 12 seconds long. Adding a hypothetical intertrial interval of perhaps 18 seconds we arrive at a scan time of roughly 200-minutes.
In the present study we applied TED to group level data so that spatial accuracy was limited. This was even further reduced because we had to downsample the data to (3mm) 3 resolution to ease the computational burden, see [60] for a discussion on problems relating to spatial inaccuracies. These limitations are not implicit in the TED algorithm, so that it is quite possible to apply TED to single subject data at very high spatial resolutions provided sufficient computational resources exist and a sufficient number of experimental trials are acquired to yield sufficient statistics. Since TED specifically targets local neighbourhoods, we expect that the results will benefit from more precise spatial information, e.g. provided by ultrahighfield MRI scanners.
Note that our present implementation of TED assumes that inter-trial variance is the only source of variation in the data. However, the input data may be structured such that several sources of variance need to be addressed. For instance, both within-subject and between-subject subject variance may be relevant. A potential way of handling such cases may be to perform the first three steps of TED for each subject individually. This results in a separate z-matrix per subject each incorporating within-subject variance. These matrices can then be subjected to a onesample t-test incorporating between-subject variance. This results in a single combined matrix which can then be used as input into edge density computations. Statistical inference should then again be based on permutation testing over task labels applied to edge density values. We think that this approach would combine within-subject and between-subject variation in a logical way. However, developing a statistical framework that fully implements statistical inference with multiple sources of variance is beyond the scope of this paper, and will be the object of future work.
The interpretation of TED-results may not always be straightforward. As can be seen from Fig. 2 , synchronicity trajectories can take any shape, and may even show a downward slope following stimulus onset. Therefore, strong hubs in TED hubness maps do not necessarily indicate strong activation. Also, as was the case in the Gonzalez-Castillo study [46] -we now see many more brain regions that appear to be involved in the task. The exact role of many of these regions and their mutual interactions are difficult to assess. Furthermore, a single brain area found by TED may be involved in different task-dependent networks and hence appear taskpositive in reversed contrasts. We presented the right-hemispheric motor area as an example and show that this brain region participates in different networks depending on the task (see Fig. 6 ). Note that a classical GLM analysis is not able to depict such a scenario, even though such a reconfiguration is a highly plausible rendition of human brain function. For example, in the case of fingertapping, we would expect to find effects due to handedness so that the contrast "left hand minus right hand" should not simply be the same as "right hand minus left hand" with the sign reversed. And indeed, the TED hubness maps of the first contrast show a remarkably different pattern from that of the reversed contrast -an effect that may well be ascribed to handedness [67] . In sum, the fact that we now have to deal with entire networks rather than univariate regions adds another level of complexity to data interpretation and visualisation. On the other hand, this complexity likely reflects much more closely the true complexity of human brain function. figure 6 of the main manuscript.
