In a previous paper, we introduced a semi-device-independent scheme consisting of an untrusted source sending quantum states to an untrusted measuring device, with the sole assumption that the average energy of the states emitted by the source is bounded. Given this energy constraint, we showed that certain correlations between the source and the measuring device can only occur if the outcomes of the measurement are non-deterministic, i.e., these correlations certify the presence of randomness.
Introduction
Quantum Random Number Generators (QRNG) provide a practical source of randomness since they can be realized with elementary components (such as single photon detectors and lasers diodes) and reach high (Gbit/s) rates [1, 2] . Furthermore, unlike classical physical generators or pseudo-random algorithms, they rely on quantum processes that are inherently random. This means that even with detailed knowledge of the initial conditions of the QRNG and unlimited computational power, an external adversary can gain no information about the random output. In practice, however, assessing the actual entropy produced by a real QRNG, which may be prone to multiple imperfections and malfunctions, requires a detailed modelling, making the randomness analysis very specific to a given device, difficult to verify, and possibly relying on unwarranted trust in the device components [3] .
This weakness of standard QRNG has motivated Device-Independent (DI) QRNG schemes, where the observed violation of a Bell inequality among multiple devices serves as a rigorous certificate that a certain amount of entropy has been produced S M x ∈ {1, 2} a ∈ {±1} ρ x H ≤ ω Figure 1 : Prepare-and-measure scenario considered here involving a device made of a source S and a measurement apparatus M. We assume that the states send by S to M have a bounded average energy. [4, 5] . This assurance does not rely on any modelling of the devices, which can be treated in a black-box manner, but only requires that the devices satisfy certain causality constraints, usually that they do not communicate. Though DI QRNGs are conceptually very compelling and have even be demonstrated experimentally [6] [7] [8] , they require challenging loophole-free Bell tests, which precludes real-life implementations with present day technology.
The semi-DI approach aim to retain the conceptual advantages of DI schemes, while making their implementation easier, and in particular avoiding the necessity of using entanglement and loophole-free Bell tests. Their experimental requirements and generation rates are typically similar to standard QRNGs [9, 10] , while their theoretical analysis is similar to fully DI schemes as it relies on the observation of certain statistical features akin to the violations of Bell inequalities. However, semi-DI devices cannot be fully treated in a black-box manner, but must satisfy one or a small set of assumptions, such as a bound on the dimension of the relevant Hilbert space [11] .
In [12] , we introduced a simple semi-DI prepare-and-measure scenario, where the only required assumption is a bound on the average value of a natural physical observable, such as the energy of the prepared states. The device we considered, see Fig. 1 , consists of two distinguishable parts: a source (S) and a measurement apparatus (M). The source S prepares one of two quantum systems, depending of an external control variable x ∈ {1, 2}, which are then measured at M, yielding a binary outcome a ∈ {±1}. The correlations between the output b of the measurement apparatus M and the control variable x of the source S can be quantified by the two quantities E 1 , E 2 , where E x = Pr(a = +1|x) − Pr(a = −1|x) ,
for x ∈ {1, 2}, indicates how much the output a is biased depending on x.
It is shown in [12] that the observation of certain correlations E = (E 1 , E 2 ) between S and M guarantees that the output a is random, similarly to the observation of nonlocal correlations in Bell scenarios. This conclusion is valid assuming only a bound on the average energy (as defined precisely below) of the states emitted by S. But apart from this assumption no other assumptions are made on S or M, in particular the measurement apparatus M can be treated in a fully black-box manner. The scenario is therefore semi-DI. The interest of this proposal is that very simple optical implementations, involving only the preparation of attenuated coherent states and homodyne measurements or single-photon threshold detectors, can produce correlations in the randomness generating regime.
The work [12] showed the existence of inherently random correlations in the energy constrained semi-DI scenario by deriving Bell-type inequalities which are necessarily satisfied by all correlations admitting a deterministic explanation, but which can be violated by quantum correlations. While this immediately suggest the possibility of using such quantum correlations to design semi-DI QRNG protocols, the results of [12] did not tell how much randomness can be certified from such correlations, neither in an ideal situation nor in a real protocol where the correlations are estimated using finite statistics. In the present work, we fill this gap and explicitly introduce and prove the soundness of a semi-DI QRNG protocol based on the ideas of [12] .
Our results are based on three new elements, each developed in their own section.
• Semidefinite charcteristion of quantum correlations. First, in Section 2, we derive a new semidefinite programming (SDP) characterisation of quantum correlations in our semi-DI prepare-and-measure scenario. The set of quantum correlations was already characterized in [12] , but the new SDP characterization is an essential ingredient for determining their randomness in the subsequent section. SDP characterisations also appear in DI scenarios [13, 14] and we show that they are closely related by providing an explicit mapping between the quantum set in our scenario and the quantum set in the Bell-CHSH scenario.
• Quantifying randomness from correlations. Second, in Section 3, we provide a simple algorithm to bound the worst case conditional Shannon entropy of the output a as a function of the correlations E. This quantity yields better rates than the guessing probability, which is usually used in DI QRNG [15, 16] . Our algorithm uses the previously derived SDP characterisation of the quantum set (and thus could also be adapted to DI QRNG). We illustrate our method by computing optimal asymptotic rates for some of the optical implementations proposed in [12] .
• Protocol for randomness generation. Finally, in Section 4, we provide an explicit semi-DI QRNG protocol and prove its soundness. Our proof relies on the framework of [17, 18] , which we generalize in two ways. First, we show how to take into account a constraint on the average energy of the states sent over multiple rounds. This type of assumption is technically different from the no-communication assumption in DI QRNG based on standard Bell tests, as the the energy is allowed to fluctuate arbitrarily from round to round provided its average is bounded. Secondly, we base our computation of the entropy rate on the single round conditional Shannon entropy, in the manner of [15, 16] , instead of the probability estimation factors of [18] . Tough the two alternatives have the same asymptotic rate, the Shannon entropy is easier to compute using the algorithm of Section 3.
This paper is somewhat abstract since, in the DI spirit, it applies to any possible implementation of the energy constrained prepare-and-measure scenario that we consider. For the description of explicit implementations and further physical motivation of this scenario, we refer to [12] .
2 Semidefinite characterization of quantum correlations
Definition
We start by reminding the general scenario considered in [12] . As stated in the Introduction, we consider the prepare-and-measure scheme depicted in Figure 1 , with E x defined in eq. (1) describing the correlations between the output a ∈ {±1} of the measurement apparatus M and the input x ∈ {1, 2} of the source S. According to quantum theory, we can write in full generality
where ρ x is the state sent by the source when x is selected and M , with −1 ≤ M ≤ 1, is an observable describing the measurement process.
In the absence of any additional information, any correlations E = (E 1 , E 2 ) are in principle possible between S and M. To constraint further our framework, we introduce a second observable O, with the following two properties:
• O has lowest eigenvalue 0 and unit gap, i.e., all other eigenvalues are greater or equal to 1;
• the eigenspace associated to the lowest eigenvalue 0 is nondegenerate and corresponds to a single eigenvector |0 .
Examples of such an observable, in the case were the underling Hilbert space is the Fock space of a quantum optical system, would be the particle number operator or the projection on the non-vacuum subspace. Since both such observables are related to the energy content of the quantum optical system, we will refer in the following to any observable O satisfying the properties (3-4) as an energy observable and to the nondegenerate lowest eigenstate |0 as the vacuum state (without excluding other possible physical realizations for O, see, e.g., example 2.3.2 of [12] ). Having introduced the observable O, we now make the assumption that the average energies Tr[ρ x O] are upper-bounded, i.e.
for x ∈ {1, 2}. The purpose of introducing this assumption is that it implies fundamental constraints on the possible correlations between S and M, which are valid for any states ρ x and observable M . This can intuitively be understood by noticing that the energy upper-bounds ω = (ω 1 , ω 2 ) are related to how distinguishable the two states ρ 1 and ρ 2 are. If ω 1 and ω 2 are very small, then the two states ρ 1 and ρ 2 must both be close to the vacuum state |0 and thus cannot be perfectly distinguished. This in turn implies that E 1 and E 2 cannot be too different. In the extreme case where ω 1 = ω 2 = 0, then ρ 1 = ρ 2 = |0 0| and therefore necessarily E 1 = E 2 , which means that the observation of a does not carry any information about x. Note that, to reach this conclusion, assumption (4) on O is essential. If the lowest eigenspace of O is degenerate, then ρ 1 and ρ 2 can be orthogonal, hence perfectly distinguishable, even when ω 1 = ω 2 = 0.
Let the tuple (E, ω) = (E 1 , E 2 , ω 1 , ω 2 ) specify a possible pair of values for the correlations (E 1 , E 2 ) between S and M and a possible pair of upper-bounds (ω 1 , ω 2 ) on the average energies of the states emitted by S. We refer to such a tuple as a possible behaviour of our observed system. As discussed above, not every behaviour (E, ω) is physically realizable within quantum mechanics because of a tradeoff between the degree of correlations E and the energy ω of the emitted states. Formally, we define behaviours admitting a quantum representation as follows. Definition 1. A behaviour (E, ω) = (E 1 , E 2 , ω 1 , ω 2 ) admits a quantum representation if there exist two states ρ x , an observable −1 ≤ M ≤ 1, and an energy operator O, satisfying (3) and (4), such that
or if (E, ω) is a convex combination of behaviours of the above form. We denote Q ⊂ R 4 the set of all behaviours (E, ω) admitting a quantum representation.
Clearly, a valid quantum behaviour must satisfy the trivial constraints −1 ≤ E x ≤ 1 and ω x ≥ 0. But it must also satisfy additional non-trivial constraints. In the next subsection, we give a complete characterization of the set Q of quantum behaviours. But first, let us make some general remarks. Remark 1. We allow for convex combinations in the definition of a quantum behaviour. This means that the source and measurement apparatus can be correlated via some shared randomness λ. Explicitly, a behaviour (E, ω) is thus quantum if
where p λ is the probability distribution of the shared randomness, and where the states ρ λ x , observable M λ , and energy operator O λ can all depend on λ. This dependency on λ can represent, e.g., hidden physical fluctuations that can affect the source and measurement apparatus separately or jointly.
Remark 2. Though we allow S and M to be correlated via shared, classical randomness, we implicitly assume that they do not share entanglement. More generally, if S and M shared prior entanglement, we should write
, where the indices S, M, refer to the source and measurement apparatus initial systems, respectively, and where $ x S denotes a completely positive trace-preserving super-operator acting on the source's systems depending on the value of the control variable x. Understanding how this broader setting modify our results is an interesting question, which we do not attempt to resolve here. Remark 3. Our framework is semi-device-independent in two possible ways. First, we could view our scenario as a prepare-and-measure scenario with two preparation choices, x = 1 or x = 2, and two possible measurement M or O, so that both the values of E and ω are obtained through measurements (this perspective is developed in Appendix A). While the states ρ x and the measurement M are completely arbitrary, this is not the case for the measurement O which must satisfy property (4) and thus be partly trusted. Thus our scenario is semi -device-independent because of this assumption on the energy operator O (and also because we implicitly assume that S and M do not share prior entanglement). Note that property (3) simply defines the outcome set associated to the observable O and thus does not really represent an assumption (in the same way that −1 ≤ M ≤ 1 follows from the fact that M has binary outcomes).
But there is also another sense in which our framework is semi-device-independent. As presented in our previous work [12] , in potential applications, it is more natural to see the upper-bounds (5) on ω as a given promise on the quantum systems, rather than information obtained through an actual measurement of O. That is, we may have some partial knowledge about the quantum systems produced by the source, which imply bounds of the form (4) . For instance, we may assume that the source sends optical quantum systems with a large vacuum component. Then the semidevice-independence aspect of our framework refers to an assumption on the source itself rather than to a hypothetical measuring device O. This is the approach that we generally take below (except in Appendix A).
Remark 4. As we explained above, the purpose of the upper-bounds (5) is to constraint the distinguishability of the states ρ 1 and ρ 2 , which in turn implies constraints on E 1 and E 2 . There could of course be other ways to constrain the distinguishability of the emitted states. We choose our approach because it is related to a natural physical property of the emitted states (see the discussion and motivation in [12] for more details), moreover it applies to mixed states, contrarily to the scalar product bound used in [10] ).
Semidefinite representation of the quantum set Q
The next proposition provides a useful characterization of the quantum set Q in the form of a positive semidefinite (SDP) constraint. This characterization will later be shown to be equivalent to the formula given in [12] . Theorem 1. A behaviour (E, ω) is in Q if and only if there exist real numbers u, v, η 1 , η 2 with η 1 ≤ ω 1 and η 2 ≤ ω 2 such that the symmetric matrix
is positive semidefinite.
The necessary part of this statement is a direct consequence of the following Lemma.
Lemma 2. Any extremal behaviour (E, ω) of the quantum set Q admits a representation (6a),(6b) which is two-dimensional and of the form
where n x , m, and k are unit vectors in R 3 and σ = (σ x , σ y , σ z ) is the vector of Pauli matrices.
This lemma can also be used to map behaviours in our scenario to the behaviours of regular Bell tests, see Appendix A.
Proof of Lemma 2. Consider an extremal behaviour (E, ω) in Q and let ρ 1 , ρ 2 , M, O be a quantum representation for it as in Definition 1. Since (E, ω) is extremal, we can assume that the states ρ x are pure, i.e, ρ x = |ρ x ρ x |. (Indeed, behaviours having a mixed-state representation can be seen as convex combination of pure-state behaviours). The two pure states |ρ 1 , |ρ 2 span a two-dimensional subspace V of the entire Hilbert space H and can thus be written in that subspace as in eq. (9a) for some unit vectors n x .
The correlations E x obviously only depend on the projection of M on that twodimensional subspace V. This projection can be written in full generality as
where |m 0 | + |m| ≤ 1 (and where by a slight abuse of notation, we use the same symbol for M and its projection on V). The observable M can be interpreted as a convex combination of three simpler measurements since we can write
where
where the condition |m 0 | + |m| ≤ 1 guarantees that p 1 , p 2 ≥ 0. Since we consider an extremal behaviour, we deduce that M is either of the form M = ±1 or of the form M = m · σ. The case M = ±1 corresponds to a measurement that yields a deterministic outcome that does not depend on x : E 1 = E 2 = ±1. But such correlations can always be simulated by sending the vacuum state of O, i.e., |ρ 1 = |ρ 2 = |0 , and using the measurement M = ±(|0 0| − |1 1|) = ±1 z · σ. This represents a valid quantum realization since the mean energies of the states, being 0, are lower than ω x in accordance with the bound (6b). Furthermore, it is of the form of eqs. (9) with n x = 1 z , m = ±1 z , k = −1 z , and thus the statement of the Lemma is verified in that case.
For the case M = m · σ, it only remains to show (9c), since ρ x and M have already been shown to be of the form (9a) and (9b), respectively. LetÕ = 1 − |0 0 |, where |0 is the normalized projection of |0 (the vacuum state of O) on the twodimensional space V (if the projection of |0 in V is zero, simply define |0 as an arbitrary state in V). It is easily verified that
Thus, ω x ≥ ρ x |O|ρ x ≥ ρ x |Õ|ρ x , and we can replace the operator O byÕ while still having a proper quantum realization. The energy operatorÕ is now a rank-one projector in the two-dimensional space V and can thus be written as in (9c).
Proof of Theorem 1. At first, we consider an extremal behaviour (E, ω) and consider the Gram matrix Γ of the unit vectors n 1 , n 2 , m, k, which are defined in Lemma 1. Then using the inner product between Block vectors, we find
where u, v, η 1 ≤ ω 1 , η 2 ≤ ω 2 are real numbers. By construction Γ is semi-positive definite. Thus for any extremal behaviour (E, ω) belonging to the set Q, there exists a matrix Γ satisfying the SDP constraint (8) . As this is a convex constraint in the variables (E, ω) [19] , the SDP constraint must hold also when considering convex combination of extremal behaviours, i.e., it must hold for all behaviours in Q. This establishes the necessary condition in the Theorem. To prove sufficiency, consider a semi-definite positive matrix Γ, as in (8) with unit diagonal elements. Then there must exist four 4-dimensional unit vectors n 1 , n 2 , m, k such that E x = n x · m and 2η x − 1 = n x · k. We can project m → m (with |m | ≤ 1) onto the space spanned by n 1 , n 2 , k, as this leaves E x = n x · m and 2η x − 1 = n x · k invariant. Since this is a three dimensional subspace, this defines four Bloch vectors that can be mapped through (9) to a valid quantum representation (with the only difference that |m | ≤ 1)
1 . This proves that the SDP constraint (8) is tight.
An immediate consequence of the construction at the end of the proof of Theorem 1 is that any behaviour (E, ω) ∈ Q can be realized without shared randomness: Corollary 3. Any point in the set Q can be realized with a two-dimensional representation of the form of eqs. (9) , where n x and ω are unit vectors and |m| ≤ 1.
Closed-form representations
The SDP characterization in Theorem 1 is very convenient numerically, but not so easy to picture geometrically. We now provide two alternative closed-form characterizations of the quantum set Q. First of all, let us remark that the energies ω 1 , ω 2 must be sufficiently small -specifically their sum ω 1 + ω 2 must be bounded by oneto get non-trivial constraints on the set of quantum behaviours. 1 The fact that |m | ≤ 1 in the sufficiency part of the proof originates from the fact that the starting behaviour (E, ω) is not necessarily extremal. Given an arbitrary measurement M = m ·σ, with |m | ≤ 1, we can, however, rewrite it in the form (11) with p 1 = p 2 = (1 − |m |)/2, p 3 = |m |, m = m /|m |, and thus interpret it, as below eq. (11), as a convex combination of three strategies with measurements given by unit Bloch vectors. Proposition 4. Let (E, ω) be a behaviour satisfying the trivial constraints −1 ≤ E x ≤ 1 and ω x ≥ 0 and the condition ω 1 + ω 2 ≥ 1. Then it belongs to the quantum set Q.
Proof. Though this can be established from the semidefinite positivity of the matrix Γ in (8) , it also follows directly from the definition (6) . The necessity of the trivial constraints −1 ≤ E x ≤ 1 and ω x ≥ 0 is obvious. If in addition ω 1 + ω 2 ≥ 1, one can define ω 1 ≤ ω 1 , ω 2 ≤ ω 2 with ω 1 + ω 2 = 1. Let O = I − |0 0|. Then the two states |ρ 1 = 1 − ω 1 |0 + ω 1 |1 and |ρ 2 = 1 − ω 2 |0 − ω 2 |1 have mean energies ω 1 and ω 2 , in accordance with (6b). Furthermore, they are orthogonal -thus perfectly distinguishable -and we can reproduce as in (6a) any correlations (
The following corollary to Theorem 1 provides two closed-form expressions, (14) and (15), for the non-trivial constraints characterizing Q when ω 1 + ω 2 < 1. The formula (15) was already proven in [12] , but we rederive it here. Formula (14) is new. It is interesting to compare it to the linear inequality characterizing the classical set in our scenario, which was defined and derived in [12] :
Corollary 5. Let (E, ω) be a behaviour satisfying the trivial constraints −1 ≤ E x ≤ 1 and ω x ≥ 0 and the condition ω 1 + ω 2 ≤ 1. Then it belongs to the quantum set Q if and only if
or, equivalently, if and only if
Proof. Define θ x = asin E x and µ x = asin(2ω x − 1). All these angles are well-defined since −1 ≤ E x ≤ 1 and 0 ≤ ω x ≤ 1, where the last condition follows from ω 1 +ω 2 < 1. Now assume in addition that (E, ω) ∈ Q, i.e., that (E, ω) satisfy Theorem 1. Lemma 13 in [13] gives condition for a matrix of the form (8) to be positive semidefinite. Using this Lemma and setting x = asin(2ω x − 1), we find that Theorem 1 is equivalent to the statement that there exist x such that
and
For given θ 1 , θ 2 , the set R 1 of couples ( 1 , 2 ) satisfying Equation (16) is a rectangle depicted in Figure 2 . A straightforward calculation shows that the set R 2 of couples ( 1 , 2 ) satisfying (17) is also a rectangle with four corners of the form ±(a, b), ±(b, a)
Figure 2: The rectangles R 1 and R 2 have a non-empty intersection if and only if the upper-right corner (µ 1 , µ 2 ) of R 1 satisfies the lower-left facet inequality 1
with a ≥ π/2. From the Figure, it is clear that the two rectangles have a non-empty intersection, i.e., that Theorem 1 is satisfied, if and only if
Using elementary trigonometric relations, this last condition can be rewritten as (14) . Using some trigonometric manipulations, we now show that the formula (15) is equivalent to (14) .
and sin β x = √ ω x . Then (15) can be rewritten as cos(
Writing |2α 1 −2α 2 | = |2α 1 −π/2−(2α 2 −π/2)| and using the relations ±(2α x −π/2) = ± asin E x and β x = asin √ ω x , we find that this is equivalent to equation (14), as claimed.
Remark that in the proof of Corollary 5, we actually only use the condition ω 1 + ω 2 ≤ 1 to derive the weaker conditions ω x ≤ 1. The statement of the Corollary is thus also true assuming only these weaker conditions, with eqs. (14) and (15) being trivially satisfied when ω 1 + ω 2 ≥ 1.
Quantifying randomness from correlations
It was shown in [12] that there are certain quantum behaviours (E, ω) ∈ Q which exhibit genuine quantum randomness in the sense that the output a of the device cannot be perfectly predicted whatever the underlying quantum representation giving rise to this behaviour. This was shown by deriving inequalities which are necessarily satisfied by any behaviours admitting a deterministic representation and then finding quantum behaviours (E, ω) which violate these inequalities. This result is similar in spirit to the violation of Bell inequalities by separated no-signalling devices, which witness genuine randomness independently of the devices' implementation. As a matter of fact, the violation of a Bell inequality only implies the presence of a non-zero amount of randomness. But it is also possible to obtain quantitative lower-bounds on the amount of randomness compatible with given non-local correlations [6, 20, 21] .
Similarly, we show in this section how to obtain quantitative bounds on the amount of randomness compatible with a given behaviour in the scenario that we consider here.
Formulation of the problem
We start by defining precisely what we mean by 'randomness', how we measure it, and what is the problem we aim to solve.
Assume that we hold a prepare-and-measure device, as defined in the previous section, choose an input x ∈ {1, 2} according to a known probability distribution p(x), enter x in the device, and obtain the output a ∈ {±1}. We do not make any detailed assumptions about how the devices operate internally to give rise to the output a -apart from the fact that i) it should arise from a valid quantum representation and ii) be compatible with certain energy constraints defined further below.
We are interested in quantifying how random the output a is from the point of view of a hypothetical adversary who, unlike us, could have a detailed physical description of the device. We represent by the symbol λ the collection of physical parameters which determine the behaviour of the device from the adversary's point of view. These parameters may themselves fluctuate randomly, and thus are described by a probability distribution p(λ), that is unknown to us. It could for instance be that the randomness that we observe is entirely due to statistical fluctuations of λ and that the output of the device is completely deterministic for an adversary happening to known the precise value of λ.
From the point of view of the adversary, the behaviour of the device is thus characterized by an ensemble {p(λ), (E λ , ω λ ) ∈ Q} of behaviours. The correlations E characterizing the output a as seen from the external point of view of the user which has not access to the internal description of the device are then given by
We make the following two assumptions regarding the distribution of energies ω λ :
The first assumption, which we call the max-average assumption, states that there exists an upper-bound on the average energy, where the average is taken over the hidden parameters. The second one, which we call the max-peak assumption, states that there is in addition an absolute bound on the energy satisfied for all individual values of the hidden parameters. Of course, this later assumption requires some additional trust in the devices. Both assumptions were already introduced and motivated in [12] . The max-average constraint is particularly interesting from the point of view of semi-device-independent randomness certification since, contrarily to the max-peak assumption, it does not constraint the behaviour of the device at the individual hidden level, but only on average. In particular, it is conceivable to verify it experimentally by measuring the average energy of the states sent over the channel over a large number of rounds. We refer to [12] for a further discussion of these two assumptions.
Note that in the following we do not necessarily need to impose both the maxaverage and max-peak assumptions, but possibly only one of them. The case where the upper-bound ω avg on the average energy satisfies ω avg ≥ ω pk effectively means that one is considering only the max-peak assumption, since the average energy is always bounded by the peak value:
The case where the upperbound ω pk on the peak energy satisfies ω pk = (ω pk,1 , ω pk,2 ) ≥ (1, 1) = 1 effectively means that one is considering only the max-average assumption since, as follows from Proposition 4, there are no constraints on the quantum correlations E λ when one increase the energy ω λ beyond the value 1. Without loss of generality, we thus always assume in the following that
where ω avg = ω pk means that we consider only the max-peak assumption (no constraint on the average energy) and ω pk = 1 means that we consider only the maxaverage assumption (no constraint on the peak energy).
In the following, we assume that E, ω avg , and ω pk are known and given and we seek to find out how random the output a is, from the point of view of the adversary. Note that in a real randomness generation protocol, as considered in the next section, we would estimate the correlations E by probing sufficiently many times the device. However, in the present section we assume that we know beforehand this information as our aim for now is simply to understand at a fundamental level, given a certain observed behaviour of the device, how random the output a is.
Randomness measures
Given λ and assuming the adversary is also given the input x, the output a arises from his point of view with probability p(a|x, λ) = 1 2
(1 + aE λ x ). The randomness associated with this situation, averaged over the possible values of λ and x, can be characterized using different quantities. One possibility is the conditional Shannon entropy [22] H(A|X, Λ) = − a,x,λ p(a, x, λ) log 2 p(b|x, λ). If the inputs are chosen independently of the devices so that p(x, λ) = p(x)p(λ), it can be rewritten as
Note that H(E) depends not only on E, but also on p(x) (but to simplify the notation and because we assume p(x) to be fixed, we do not explicitly indicates this dependence in the notation H(E)).
Another possibility is to use the guessing probability [23] 
The guessing probability can be used to define the min-entropy H min (A|X, Λ) = − log 2 G(A|X, Λ), which lower-bounds the conditional entropy: H(A|X, Λ) ≥ H min (A|X, Λ).
To obtain the best lower-bound on the device's randomness that is valid independently of the adversary's knowledge and of the device implementation, we must actually optimise the above measures of randomness over all possible ensembles {p(λ), E λ , ω λ } of hidden behaviours compatible with the constraints. For instance in the case of the conditional entropy, we have H(A|X, Λ) ≥ H , with
where p(λ) is a valid probability distribution and where
is the set of behaviours satisfying the energy constraint ω ≤ ω pk . The value of H implicitly depends on the correlations E, the energy assumptions ω avg , ω pk and the choice of input distribution p X . A similar upper-bound G(A|X, Λ) ≤ G on the guessing probability (corresponding to a lower-bound on the min-entropy) can also be obtained by solving the corresponding optimisation problem
. Note that without loss of generality, we have used an equality sign in the constraint (26c) instead of an inequality sign as in (20) , because if there exists a solution with average energy strictly lower than ω avg , one can always increase the energies ω λ to make it exactly equal to ω avg . Note further that if ω avg = ω pk , i.e., there is no max-average assumption, then one can remove the constraint (26c) in the above formulation.
We show in the following subsection how to solve numerically the above optimization problem using the characterization of the quantum set obtained in Subsection 2.2.
Remark 5. The subset of (E, ω) ∈ Q for which the lower-bound is zero, i.e. H = 0 or − log 2 G = 0, is the subset of behaviours that are not useful from an RNG perspective because there exists a deterministic model that satisfies the assumptions on the energy and reproduces the observed statistics. Indeed in the optimisation problem (26), if H = 0 then H(A|X, Λ = λ) = 0 for all λ, because H(A|X, Λ = λ) ≥ 0, and when p(x) > 0 for all x, this implies that E λ x = ±1 for all x and λ. Behaviours that admit such a decomposition were characterized in [12] , where they were called classical correlations. When using only a max-average assumption, a behaviour is classical if and only if
When using solely a max-peak assumption, a behaviour is classical if and only if E 1 = E 2 (in the non-trivial zone ω pk,1 + ω pk,2 < 1). In the case where the input distribution is maximally biased towards a specific value x = x 0 , we have H = 0 if and only if the output is deterministic for that input
. The set of behaviours with this property was also characterized in [12] .
For behaviours that are outside the classical sets identified in [12] , the conditional entropy H or the min-entropy − log 2 G thus take positive values, which can be determined by solving the corresponding optimisation problem.
Remark 6. We have here implicitly focused on a situation where the adversary has only classical-side information about the output a of the device, represented by the variables λ. But one could also consider a more general situation where the adversary holds quantum-side information, so he holds a quantum system that is entangled to the device. This would not require a modification of the definition of the guessing probability G(A|X, Λ), as shown in [24] , but would require considering the conditional von Neumann entropy S(A|X, Λ) instead of the Shannon entropy H(A|X, Λ). However, a (non-optimal) lower bound on the quantum conditional entropy can be obtained from the guessing probability, S(A|X, Λ) ≥ − log 2 G(A|X, Λ), i.e., with the techniques discussed below.
Algorithm for finding entropy bounds through semidefinite programming
To solve the optimization problem (26), we provide an algorithm that computes a converging series of lower-bonds H k ≤ H , for k ∈ N, with lim k→∞ H k = H , using semidefinite programming. This algorithm relies on three essential elements developed below: (a) the dual formulation of (26), (b) a linearization of the entropy function H(E), and (c) a way to optimize linear constraints over Q as a SDP. Note that the optimisation problem (26) and the alternative version with the guessing probability are part of a more general class of optimisation problems, closely related to convex-roof extensions in entanglement theory. We present some of their properties in Appendix B, in particular their dual formulation.
Dual formulation. Consider the following dual formulation [19] of (26) H dual = sup {α,β,γ}
It is easy to see that feasible points of the problem (29) provide lower-bounds on H . Moreover, it is shown in Appendix B that strong duality holds for problems of this form: H dual = H (and furthermore that the supremum is actually a maximum when (E, ω avg ) ∈ int(Q) is not on the border of the quantum set). Due to the structure of the problem, we also have the following simplification that will be useful later.
Lemma 6. In the dual problem (29), we can restrict to γ 0 in general and we can put γ = 0 when we do not use a max-average assumption (i.e. ω avg = ω pk ).
Proof. The first statement can be seen as follows. Assume that we have an optimal solution of (29) with γ 1 > 0 (a similar argument holds for γ 2 > 0). Consider some arbitrary (E, ω) ∈ Q ω pk . We then have α + β · E + γ 1 ω 1 + γ 2 ω 2 ≤ α + β · E + γ 1 ω pk,1 + γ 2 ω 2 since γ 1 > 0 and ω 1 ≤ ω pk . Furthermore, it follows from the definition 1 of the quantum set and the definition (27) of Q ω pk that the behaviour (E, ω pk,1 , ω 2 ) belongs to Q ω pk and thus that α + β · E + γ 1 ω pk,1 + γ 2 ω 2 ≤ H(E). If we defineα = α + γ 1 ω pk,1 andγ = (0, γ 2 ), we thus have shown thatα+β·E+γ·ω ≤ H(E) for all (E, ω) ∈ Q ω pk , i.e., we have defined a new feasible solution (α, β,γ) satisfying the dual constraint (29b) and such thatγ 1 = 0. Furthermore it achieves a higher value of the objective function becauseα+β·E+γ ·ω avg = (α+γ 1 ω pk,1 )+β·E+γ 2 ω avg,2 ≥ α+β·E+γ ·ω avg since we have assumed that ω avg ω pk . For the second statement, assume ω pk = ω avg and an optimal solution with γ ≤ 0. Let's define a new solutionα = α + γ · ω pk andγ = 0. This leaves the objective function (29a) unchanged, while also satisfying the constraints (29b) because for all (E, ω) ∈ Q ω pk ,α+β ·E +γ ·ω = α+β ·E +γ ·ω pk ≤ H(E), where the last inequality follows, as above, from the fact that if (E, ω) ∈ Q ω pk , then (E, ω pk ) ∈ Q ω pk . The fact that we can set γ = 0 when there is no max-average assumption is the dual version of the fact that one can remove the constraint (26c) in the primal problem (26) .
Approximation scheme. In the dual formulation of the optimisation problem, the constraint (29b) is difficult to evaluate, even if we have an efficient representation of the set Q ω pk , because the function H(E) is non-linear in E. The central idea behind our algorithm is the observation that the entropy function H(E) is concave and that it can therefore be lower-bounded by the pointwise minimum of a finite family of linear functions.
Specifically, the entropy function is of the form H(E) = x p(x)h bin (E x ), where we used the binary entropy function h bin (E) = − a=±1
, which is depicted in Figure 3 . By dividing the interval [−1, 1] in k segments of equal length, computing the value of h bin (E) at the ends of the segments and connecting the dots as in Figure 3 , one can find parameters (c i ,
This then yields the following lower-bound on H(E)
= min
where (i 1 , i 2 ) ∈ {1, · · · , k} 2 , and where we have defined (1)a i 1 , p(2)a i 2 ). The piecewise linear approximations H k (E) uniformly converge to H(E) in the limit k → ∞. We can then replace the constraint (29b) in the dual problem, with the stronger set of constraints
This set of constraints is stronger because it implies (29b). Since they become equivalent to (29b) in the limit k → ∞, the value of H can be found up to arbitrary precision. Note also that a similar method could be used in scenarios with more that two outputs |X| ≥ 2, but the approximation scheme would be more involved.
Semidefinite constraints. Finally, we need a way to enforce the new set of constraints (34), which are of the form
with α = α − r (i 1 ,i 2 ) and β = β − r (i 1 ,i 2 ) . Such constraints can be recast in a semidefinite form, using the semidefinite representation of the quantum set Q derived in Proposition 1, as shown explicitly in the following proposition.
Proposition 7. Let α ∈ R and β , γ ∈ R 2 be given, with γ ≤ 0 without loss of generality, following the remark below the dual formulation . Then the constraint (35) is equivalent to the existence of γ ∈ R 2 and δ ∈ R 4 such that
where A(α , β ), C(γ), and E(δ) are R 4×4 matrices depending linearly on their arguments as follows
and with E(δ) the matrix that has (E) ii = δ i as unique non-zero entries.
Proof. By Theorem 1, if (E, ω) ∈ Q ω pk , then there exists a ω with the following properties: i) ω ω, ii) Γ(E, ω ) ≥ 0 where Γ(E, ω) is a matrix of the form (8), and iii) (E, ω ) ∈ Q ω pk . Using i), iii), and the fact that γ 0, we have that α + β · E + γ · ω ≤ α + β · E + γ · ω ≤ 0. Thus checking that the linear constraint β · E + γ · ω ≤ 0 holds on the set {(E, ω) s.t. Γ(E, ω) ≥ 0 and ω ≤ ω pk } is a sufficient condition for (35). It is also necessary because this set belongs to Q ω pk .
Expressing Taking the dual formulation of this SDP, we find that this holds if and only if there exists δ ∈ R 4 and γ ∈ R 2 such that γ 0 and i δ i + γ · ω pk ≥ 0. This establishes (36).
Algorithm. Putting everything together, we have an algorithm that computes a lower-bound H k ≤ H on the worst case Shannon entropy, using semidefinite programming. Remember one is given E, ω pk , ω avg and p(x). First, fix k ∈ N and determine the k 2 coefficients r (i 1 ,i 2 ) , r (i 1 ,i 2 ) satisfying (33) with the method described above. Then use semidefinite programming to find the optimal value of α + β · E + γ · ω avg (depending on the variables (α, β, γ)), while imposing k 2 constraints of the form (36) with α = α − r (i 1 ,i 2 ) and β = β − r (i 1 ,i 2 ) . By Proposition 7, these constraints are equivalent to (34), which is a stronger constraint than the initial dual constraints (29b) α + β · E + γ · ω for all (E, ω) ∈ Q ω pk . This implies that H k ≤ H .
Remark 7.
Though we focused on the Shannon entropy, the above algorithm can also be straightforwardly adapted to bound the min-entropy H min , or equivalently, the guessing probability G . Actually, in this case the optimal guessing probability can be solved using a single SDP. Indeed
is the exact pointwise maximum of the four linear functions
indexed by the four values (a 1 , a 2 ) ∈ {−1, 1} 2 . Thus the dual constraint α + β · E + γ · ω ≥ G(E), the analogue of the dual constraint (29b), can be exactly expressed as a SDP constraint without involving an approximation scheme (the resulting SDP is then similar to the one introduced in [20, 21] in the context of standard Bell scenarios).
Remark 8. The sequence of SDPs for bounding the Shannon entropy has nice convergence properties. Clearly, it convergences to the optimal value: lim k→∞ H k = H . Furthermore, one gets a strictly increasing sequence when using powers k = 2 l , because H 2 l (E) ≤ H 2 l+1 (E). However, even for a finite k ≥ 2, the value H k has several nice properties. First, the lower-bound H k ≤ H , is sufficient to certify the presence of a finite amount of randomness given by H k . Second, whenever the correlations E are non-classical, i.e. H > 0, we also have H k > 0. This is because the function H k (E) , defined in (33), also has the property that H k (E) = 0 if and only if E x = ±1, for all x with p(x) > 0 (see the Remark 1 in Subsection 3.2). Third, the first non-trivial case, corresponding to k = 2, already gives a better lower-bound H ≥ H 2 on H , than the one H ≥ H min = − log 2 G that can be obtained by solving the SDP corresponding to the min-entropy. Indeed, one can see that H min ≤ H 2 as follows. First since any feasible solution of the SDP corresponding to H min is also a feasible solution of the SDP corresponding to H 2 , one only needs to show that the objective function of the first SDP is always smaller than the objective function of the second SDP. The min-entropy SDP has objective function
. Using the concavity of the log function, this can be upperbounded as Remark 9. Finally, note that instead of fixing the two values E = (E 1 , E 2 ), one can also merely fix a linear function E = c 1 E 1 + c 2 E 2 of them in the above SDPs, and similarly, one can fix a linear function of the two averages energies ω avg = (ω avg,1 , ω avg,2 ). We use this feature in the numerical examples below.
Computation of the entropy for several concrete examples
We now illustrate our algorithm by computing the conditional entropy H on several examples. Fist, we apply our method to a case where we have a max-average constraint of the form ω avg = (ω, ω), with ω = 0.3 but no max-peak constraint. We compute the entropy as a function of the violation E − = 1 2 (E 1 − E 2 ) of the classical bound (28) . When |E − | ≤ 2ω = 0.6, the behaviour admits a deterministic decomposition so that H = 0, but this bound can be violated by quantum devices, because the maximum quantum value is 2 ω(1 − ω) ≈ 0.92 [12] . In Figure 4 , we compute the lower-bounds H k ≤ H , for different number of segments k used in the approximation of the binary entropy.
Secondly, we illustrate our algorithm in the more general case where one uses all the measurement statistics to compute the entropy. In Figure 5 we compute the entropy as a function of the correlations E for the two different types of assumptions. We take symmetric constraints of the form ω 1 = ω 2 = 0.15, Let us now apply the algorithm to two experimental implementation proposed in [12] , to show its practical relevance: the Binary Phase Shift Keying (BPSK) implementation and the On-Off Keying (OOK) implementation.
Binary Phase Shift Keying
The BPSK implementation of [12] is based on displaced coherent states |ψ x = |±ξ , which are defined in the phase space (X, P ) of a single mode (with the convention that [X, P ] = i), and on a binned homodyne measurement of the X quadrature M = sgn(X). See Figure 6 for an exper- imental implementation using quantum optics components. Taking into account a finite detection efficiency η, the implementation produces the expected correlations E = (erf (ηξ) , − erf (ηξ)), while the states have an energy N = ξ 2 /2. In Figure 7 , we compute a lower bound on H k ≤ H , using all the measurement statistics E and assuming only a bound on the average energy
where we averaged over the hidden variables λ (max-average assumption), as well as over the inputs x. In addition to taking into account the noise, we also study the effect of using a safety margin δ ≥ 0 on the energy thresholds ω, so we chosē ω avg = (1 + δ)ξ 2 /2. The entropies in Figure 6 were computed with an approximation scheme with k = 32 segments and a uniform input distribution. See [12] for a further discussion of the validity of our assumptions for this implementation and the role the the local oscillator.
On-Off Keying As a last example, we study the On-Off Keying (OOK) implementation of [12] . The correlations are obtained by sending the coherent states |ψ 1 = |0 or |ψ 2 = |ξ and using a single photon detector with efficiency η. The output is labelled 1 if the detector clicks and −1 otherwise. The expected correlations are E 1 = −1 and E 2 = 1 − 2e −ηξ 2 /2 and the energies are ω pk = (0, ξ 2 /2). It turns out that for this implementation one needs the stronger max-peak assumption, since the max-average assumption alone gives a zero rate (the correlation E is in the classical set, see [12] ). The upside of this implementation is that, when applied to it, our analysis tolerates arbitrary small detection inefficiencies. This implementation admits a direct analytical formula for the entropy H , since the observed correlations E are on the border of the set Q ω with ω = (0, ω 2 ) and so there is a unique way to decompose E into extremal points of Q ω (these are E 1 = (−1, −1) and E 2 = (−1, −1 + 2ω 2 )). We find
The entropy is shown in Figure 8 for different regimes of operation ω pk,1 = ξ 2 /2 and different detector efficiencies η. We analyse the rate for different detector efficiencies η and security margins on the energy bound. The rates correspond to lower-bounds H k computed with an approximation scheme with k = 32 segments, using the assumption (39) and a uniform input distribution. The energy threshold was chosen conservatively as ω = (1 + δ)ξ 2 /2. Note that the rate is larger in the low energy regime. This is because the coherent states are close to the vacuum so the output is almost unbiased. 
Protocol for randomness certification
In this section, we analyse the randomness in the case where a device is used multiple rounds consecutively and we construct an explicit protocol for testing the device and certifying the output randomness.
General model and assumptions
We consider the prepare-and-measure device defined in the previous sections, when it is used n times successively. The classical random variables observed by the user of the device are the inputs X n = (X 1 · · · X n ) and the outputs A n = (A 1 · · · A n ) 2 . The classical information that a potential adversary, Eve, has on the device is represented by a random variable Λ. The correlation between the inputs, outputs, and Eve's information is represented by a probability distribution µ A n X n Λ unknown to the user of the protocol.
We make the following assumptions.
• Choice of input distribution: The input X i at round i is generated independently of the past W i = (A i−1 , X i−1 ) and of Λ and with identical distribution p X for all i:
• Existence of a valid quantum representation for each round i conditioned on the past: The output A i at round i originates from a device used with input X i and characterized by a valid quantum behaviour (
We can thus in particular write
As the notation indicates, the correlations E i (W i , Λ) and the energies ω i (W i , Λ) can depend on the past W i and on Λ.
• Max-peak assumption: We assume a max-peak bound on the energies
This assumption is simply the direct transcription of (21), the idea that there is an absolute energy limit satisfied by the states prepared by the source. More generally, we could also require (43) to hold only with high probability or on a large fraction of the rounds, but this would make our subsequent analysis more cumbersome.
• Max-average assumption: Finally, we assume that for some energy thresholds ω avg and for some (small) ω ≥ 0,
This is the non-i.i.d. version of the max-average assumption (20) , expressing the fact that the energies can fluctuate from one round to the other, provided that the overall average over n rounds stays bounded. Note that we require the bound to hold only with high probability 1 − ω , because we want our analysis to cover simple i.i.d. strategies for Eve where she chooses at each run with probability p(λ) energies ω λ satisfying λ p(λ)ω λ ≤ ω avg − δ, for some security margin δ 0. If Eve follows such a strategy it is expected that 1 n n i=1 ω i ω avg only with high probability, so it may happen that 1 n n i=1 ω i,x ω avg,x for some x, albeit with very small probability if n is large.
The first two assumptions are entirely similar to their counterparts in deviceindependent (DI) protocols with classical-side information [17, 18] . The max-peak assumption simply constrains the set of quantum behaviours of the devices at the level of individual runs and is thus not fundamentally different than the no-communication assumption in DI QRNG.
The novelty of our randomness estimation analysis, on the other hand, lies in the max-average assumption which constrains the mean behaviour of the devices over n rounds, and not at the individual level, where it can arbitrary fluctuate. This assumption cannot be directly used in existing randomness estimation frameworks, so we provide a new one by generalizing the techniques from [17, 18] to take into account fluctuating energy.
Note that, although the thresholds ω avg can be chosen based on some partial knowledge of the source coming from a theoretical model, it also conceivable to estimate them before the experiment by measuring the average energy using a trusted energy meter. For optical applications, like the ones in Section 3.4, this amounts to placing a photo-detector between the source and the measurement apparatus and measuring the average number of photons of the pulses (and assuming some stability overt time of the average energy output of the source).
In the following, we present our security analysis in the general case where one uses both a max-peak and max-average assumption, but note that it also applies when using only one of the two assumption. Without loss of generality, we also assume the bounds of eq. (22).
Trade-off Functions and randomness estimation
The main tool we use to estimate randomness are Trade-off Functions (TF).
Definition 2. Let p(x) be given. We say that (α, β, γ) ∈ (R 2 ) 3 is a Trade-off Function with max-peak energies ω pk if γ ≤ 0 and
where α = x α x .
A Trade-off Function is a linear lower bound on H(E) that holds for any quantum behaviour that satisfies the max-peak assumption Q ω pk = {(E, ω) ∈ Q|ω ω pk }. It is therefore a feasible point of the dual optimisation problem (29) , used in Section 3 to compute a lower-bound on H . Such a TF can be found and optimized for a specific use with the algorithm described in Section 3. Note that there is a small additional degree of freedom since we define α = α 1 + α 2 ; this will be used below.
Such TF are closely related to other functions used in Device-Independent security proofs to characterize the randomness as a function of the correlations. The mintradeoff functions in [15, 16] are linear lower-bounds on the conditional von Neumann entropy. The Probability Estimation Factors in [17, 18] are stronger that the TF but reduce tot them in the limit β → 0. Finally in [25] , the randomness bounding functions are a convex lower-bound on the surprisal − log p(a|x) for a subset of the inputs.
In a randomness generating protocol the left hand side of (45) has to be determined to get the rate of randomness generation. To evaluate the value of α + β · E, we define the unbiased estimator
which satisfies E [ξ(A, X)] = α + β · E, when E [A|x] = E x . The value of α + β · E is then estimated by computing
The following theorem is the central result of this section. We derive a lowerbound on the surprisal − log µ(A n |X n Λ) of the outcome A n given X n Λ as a function of the value of estimator ξ A n X n and the energy upper-bounds ω pk , ω avg . These are variables in the hands of the user. Theorem 8. Let t > 0, let the distribution µ A n X n Λ satisfy the assumptions of section 4.1 and let (α, β, γ) be a Trade-off Function with max-peak energies ω pk , then the bound
holds with a probability greater than 1 − ω − t . The error term is
e 2 (log 2 e) 2 , where ξ + = max a,x ξ(a, x), ξ − = min a,x ξ(a, x),γ = x γ x , and where |A| is the cardinality of the random variable A.
Roughly speaking, a lowerbound on the surprisal − log µ(A n |X n Λ) ≥ k certifies the presence of k bits of randomness in the outputs and is directly proportional to the length |K| of a uniform key that can be extracted from the raw output string A n . So this theorem establishes the relation between the amount of randomness and the observed behaviour, when the device is used n times. This will be made more precise in Subsection 4.3.
Defining the rate as the key length per round R = |K|/n, Theorem 8 then directly provides the leading terms of the rate R as a function of n: first a leading constant term ξ A n ,X n + γ · ω avg , which is the value of the Trade-off Function evaluated at the observed behaviour and which gives the asymptotic rate, and then a sub-leading error term given by − √ 2V
log(1/ t) n , which scales as O(1/ √ n). Theorem 8 follows from the following new construction, which was inspired by the Probability Estimation Factors in [18] . Let (E, ω) ∈ Q be some behaviour and let the random variables AX have the distribution p(a, x) = p(x) 2
(1 + aE x ). Then we can define the random variable
Defined as such, the variable T satisfies the following two lemmae.
Lemma 9. Let (E, ω) ∈ Q ω pk and let (α, β, γ) be a TF with max-peak energies ω pk . Then the variable T defined in (50) satisfies
Proof. This follows directly from the definition of a TF (45). Using the equalities
we find that
Lemma 10. Under the same assumptions as Lemma 9, the variable T defined in (50) satisfies
with V and ξ + defined as in the statement of Theorem 9.
Proof. The bound T ≤ ξ + holds because of ξ(A, X) + γ · ω + log p(A|X) ≤ ξ(A, X) ≤ ξ + , where we used that fact that ω 0 and γ 0.
To prove the second bound, we first show that E [
, where T = ξ(A, X) +γ + log p(A|X). To see this, we observe that ∆ = T − T = γ · ω −γ ≥ 0 (because we have assumed that ω ω pk 1). This indeed entails that E [
, where we used E [T ] ≤ 0 from Lemma 9.
Next, we expand the square as a sum of three terms E [
2 ] and bound each term individually :
We have used the inequalities p(a|x) log p(a|x) ≤ 0 , H(A|X) ≤ log 2 |A|, as well as p(a|x)(log 2 p(a|x)) 2 ≤ 4 e 2 (log 2 e) 2 . This concludes the proof of the lemma.
To complete the proof of Theorem 8, we need the following Hoeffding type concentration inequality for super-martingales, in addition to the two lemmae.
Proposition 11 (Equation (18) in [26] ). Let (T i ) be a sequence of random variables, with i ∈ {0, · · · n} that (a) satisfies the property of a supermartingale difference :
With this concentration inequality, we can finally prove Theorem 8.
Proof of Theorem 8. Let us define the random variables
for i ∈ {0, · · · n}. By the first two assumptions on the devices, eqs. (41) and (42), we can write 
Next, we rewrite the sum i T i , using the definition of T i and using the following two relations:
At last, we combine this with the upper-bound on the average energy (44), which states that Pr
Using the bound Pr(A ∩ B) ≥ Pr(A) + Pr(B) − 1, we find that the inequality (48) holds with a probability greater than 1 − ω − t as required.
Protocol and security proof
We now use Theorem 8 to prove that the following protocol is sound.
Protocol 1 A protocol for randomness certification based on an energy constraint

Arguments
-Number of measurement rounds n.
-Binary input distribution p(x) > 0.
-Energy thresholds ω pk ∈ R 2 (43) and ω avg ∈ R 2 (44) with ω > 0. -Security parameters t , m , Ext > 0 and = t + m + Ext + ω .
-Trade-off function α, β, γ ∈ R 2 (Definition 2), with ξ(a, x) (46) and t, V, ξ + (49). -Threshold r, such that r − t ≤ 1.
-Strong extractor E with parameters (n, l, σ h , σ, Ext ) where the bound on the min-entropy is
1: Repeat steps [2] [3] n times, with i ∈ {1, · · · n};
2:
Generate input X i ;
3:
Use device and record output A i ; 4: Determine whether ξ A n X n + γ · ω avg ≥ r; 5: if not, abort; 6: if yes, apply extractor E with uniform seed S: K = E(A n , S);
Protocol 1 is a standard randomness generation protocol that first involves a test to verify if a chosen estimator ξ A n X n = be made by solving the optimization problem (29a) using an expected behaviour E for the device. This is based on some prior information, such the way it was designed or an estimation obtained by sampling the behaviour a finite number of times. If the test is passed, then by Theorem 8, we have a bound on the probability of occurrence of A n of the form − log µ(A n |X n Λ) nr, which holds with high probability, independently of how the device actually behaves and up to the error term t. Formally, this is expressed as a lower-bound on the smooth min-entropy of A n , which is made precise in Proposition 14 below.
Conditioned on the passing of the test, we apply a strong extractor E to the raw output string A n , using a uniform seed S, to produce the key K. A strong extractor depends on five parameters (n, l, σ h , σ, Ext ), where n is the length (in bits) of the input random string, l is the length of the additional (and typically small) seed, σ h is a lower-bound on the min-entropy of the input random string, σ is the length of the output string, and Ext denotes how close the final string is to uniform (in trace distance), see [27] . There exist various constructions for strong extractors, which in the best case can extract about σ ≈ σ h random bits, up to some corrections.
We show below, mostly following [17, 18] , that the resulting protocol is -sound.
Theorem 12. Let the distribution µ of A n X n Λ satisfy the assumptions of section 4.1, and assume valid arguments for Protocol 1. Let Pass stand for the event ξ A n ,X n +γ · ω avg ≥ r and denote its probability κ = Pr(Pass). Then the final string K = E(A n , S) of Protocol 1 is /κ-close in trace distance to a uniform random string independent of the seed (S), the inputs (X n ), and the adversary's information on the device (Λ):
In particular Pr(Pass) × TV µ [KSX n Λ|Pass] , Unif KS ⊗ µ [X n Λ|Pass] ≤ , i.e., this defines a -sound randomness generation protocol for which the probability of both passing the test and deviating from an ideal distribution is guaranteed to be small, see [28] .
In the above statement, the trace or total variation distance is defined as TV(µ, ν) = 1 2
x |µ(x) − ν(x)|, for two distributions µ and ν of a random variable X. The proof of Theorem 12 is done in two steps. First, in Proposition 14, we characterise the randomness in the raw string A n , by bounding on the smoothed X n Λ-conditional min-entropy of A n , after conditioning on Pass. In Definition 3 we give precise definitions for two variants of the smoothed conditional min-entropy, which are related by Lemma 13. Finally, we use this to prove Theorem 12.
Definition 3. Let µ be a distribution of AZ.
The smooth average conditional min-entropy H min,µ (A|Z) is the maximum k for which there exists a distribution ν of AZ, (i) with the same marginals
(ii) such that TV(ν, µ) ≤ , and (iii) with − log 2 E [max a ν(a|z)] ≥ k for all a, z.
The smooth worst-case conditional min-entropy H u, min,µ (A|Z) is the maximum k for which there exists a distribution ν of AZ, (1) with the same marginals µ[Z] = ν[Z], (2) such that TV(ν, µ) ≤ and (3) with − log 2 ν(a|z) ≥ k for all a, z.
Note that, in the present definition of the smooth average conditional min-entropy, the requirement of equal marginals is not standard practice, but it leads to a slightly better security parameters for the protocol, when one chooses to impose equal marginals in the definition of soundness. The average and worst-case variants of the smooth conditional min-entropy in Definition 3 are related by the following standard lemma.
Lemma 13 (Lemma 5 [18] ). Let µ be a distribution of AZ with H 1 min,µ (A|Z) ≥ σ and let 2 
Proposition 14. Under the same assumptions as in Theorem 12, the distribution µ Pass = µ [A n X n Λ| Pass] , conditioned on the passing of the test, admits the following bounds on the smoothed X n Λ-conditional min-entropies of A n .
where the error term t is defined as in (49).
Proof. To simplify the notation, we write in this proof A = A n and Z = (X n , Λ). We first show the bound on the average smooth conditional min-entropy (66). We construct a distribution ν of AZ that witnesses the claim E [max a ν(a|x)] ≤ 2 −n(r−t) /κ as follows. We define ν(az) = µ(z| Pass)ν z (a), so that it has the same Z marginals as µ Pass . The distribution ν z (A) is obtained from a subnormalized distributionν z (A) defined asν
where ρ for a logical expression ρ denotes the {0, 1}-valued function evaluating to 1 iff ρ is true, and where φ(az) is the logical expression − 1 n log µ(a|z) ≥ ξ a,z +γ·ω avg −t or equivalently µ(a|z) ≤ 2 −n( ξ a,z +γ·ωavg−t) . In other words,ν z (a) is the conditional distribution µ(a|z, Pass) but with the bad events removed. From Theorem 8, we have that µ(φ) = a,z µ(a, z)φ(az) ≥ 1 − t − ω . We also denote P (az) the logical expression ξ a,z + γ · ω avg ≥ r, that establishes if the test is passed or not for a given input and output string. It satisfies µ(P ) = µ(Pass) = κ. We can then derive the following upper-boundν
where κ z = µ(Pass |z). Note that 2 −n(r−t) /κ z ≥ 2 −n(r−t) ≥ 2 −n , we can thus apply Lemma 2 in [18] to obtain the distributions ν z (A) such that ν z (A) ≥ν z (A), ν z (A) ≤ 2 −n(r−t) /κ z , and TV(ν z , µ [A|z,Pass] ) ≤ 1 − w z , where w z = W (ν z (A)) is the weight of the subnormalized distributionν z (A).
As stated above, we can now define ν(az) = ν z (a)µ(z| Pass). Using an expression for the TV distance of distributions with same maginals (Equation 2 in [18] ), we find
For the average maximum probability of ν, we get
which establishes that H
. We now treat the worst-case smooth conditional min-entropy. Using Lemma 13 with 1 = ( t + ω )/κ and 2 = m /κ, we deduce that
where we removed the dependence of the amount of entropy on κ.
The Proposition (14) allows us to complete the security proof of Theorem 12.
Proof of Theorem 12. Using the bound on the worst-case smooth conditional minentropy (67), we deduce that there must exist a distribution ν of
and − log max a n ν(a n |x n λ) ≥ σ h , for all x n , λ. Using a strong extractor E : {0, 1} n × {0, 1} l → {0, 1} σ , which satisfies the extractor constraints with entropy σ h and security parameter Ext , we find that, for all x n , λ, TV(ν[KS|x n , λ], Unif KS ) ≤ Ext , where K = E(A n , S) is the final key and S a uniform seed. Since we have equal marginals ν [X n Λ] = µ [X n Λ| Pass] , we can extend this to
On the other hand, by the data processing inequality, TV(
We conclude by the triangular inequality and find that
Conclusion
In this paper, we have performed a complete analysis of a QRNG protocol based on the semi-device-independent scheme that was introduced in [12] . Our results have been used in the experimental implementation of such a QRNG that was recently reported in [29] . With respect to previous semi-device-independent QRNG proposals, we have presented an efficient finite-statistic analysis that takes into account arbitrary shared randomness, statistical fluctuations of the devices, and memory effects, and which is based on a natural, physical hypothesis -the energy constraints. Our analysis implicitly assumes that the device has no quantum memory, a reasonable and realistic assumption in the semi-device-independent setting and given the status of current technology. This assumption appears in two places in our analysis.
First, in the fact that the source and the measurement device are not allowed to share prior entanglement. This is used in Section 2 to characterize the set Q of quantum behaviours, and thus also in the computation of the entropy bounds in Section 3. Preliminary numerical explorations that we have carried out show that allowing entanglement would enlarge the quantum set, resulting in slightly lower entropy bounds. Shared entanglement could actually arise quite naturally in setups where the source sends a local oscillator to the measurement device, such as in Figure 6 , and where this mode is slightly entangled with the signal states. It would thus be interesting to generalize our results in this direction.
The second place where we implicitly assume that the device has no quantum memory is in the randomness analysis of Section 4, where we consider an adversary with classical-side information, i.e., not entangled with the internal quantum systems of the device. We believe that it should be possible to generalize the randomness estimation techniques against quantum-side information introduced in [30] to our energy constrained setting.
The above open questions aim at reducing the assumptions used to estimate the randomness produced of the specific scheme introduced in [12] with binary inputs and outputs. Another direction for future research would be to consider more general randomness generating schemes based on energy constraints. In particular, a first natural generalisation would be to increase the number of outcomes. This is especially useful for implementations based on a homodyne measurement, such as the BPSK implementation in Figure 6 . In the present analysis the continuous measurement result has to be binned into positive/negative values, this works well, but a finer discretization of the quadrature would yield more randomness. Note that, in such a semi-DI analysis, one would also require more inputs as follows from the results of [31] . It would be interesting to know if there is a maximal amount of randomness that can be certified under an energy assumption in the limit of an infinite number of inputs and outputs.
The randomness analysis of a energy-constrained QRNG protocols that we have introduced in Section 4 is generic and would apply to any scheme for which one can compute Trade-off Functions. The introduction of new protocols with more inputs and outputs would thus merely require a characterization of the corresponding quantum set and a corresponding way to compute Trade-off Functions, i.e., a modification of Sections 2 and 3. Unfortunately, there is no systematic way to do this for semi-DI scenarios, unlike in Bell-scenario, where one can resort to the NPA hierarchy [13] . A possible approach would be to extend the mapping between our semi-deviceindependent scenario and the standard CHSH scenario presented in Appendix A to other scenarios. Note that if one has a semidefinite characterisation of the quantum set, then one can readily use the approximation algorithm of Section 3 (extended to more outputs) to compute Trade-off Functions.
Finally, the generation of certified randomness is one of the most immediate task to consider in a DI or semi-DI setup. It would be interesting to design and prove the security of more complex semi-DI protocols based on energy constraints, such as quantum key distribution. The trick to prove Proposition 15 is to view O as a second observable on Bob's side.
Proof. To show the equivalence between the sets Q and Q Bell through the above mapping, it is sufficient to consider extremal behaviours. Starting from a prepare-andmeasure extremal behaviour (E, ω), we first show that there exists a Bell behaviour satisfying the relations (77). For this, consider a representation for (E, ω) as in Lemma 2. Let |φ + = 1 √ 2 (|00 + |11 ) be the maximally entangled two qubit state and let us define the following measurements: A x = 2ρ x −1 = n x ·σ, B 1 = M = m·σ and B 2 = 2H − 1 = ω · σ. The state |φ + and the measurements A x , B y define a quantum representation of a Bell behaviour. We find 
This leads to a valid prepare-and-measure strategy satisfying the relations (77).
Tsirelson showed that a Bell behaviour AB is quantum if and only if there exist two real numbers u, v such that
Theorem 1 can then also be viewed as a consequence of this SDP characterization and the above mapping. Interestingly, under this mapping, there is also a direct link between the classical set in our prepare-and-measure scenario and the classical set in the standard Bell scenario. Indeed, the two linear inequalities |E 1 − E 2 | ≤ 2(ω 1 + ω 2 ) that bound the classical set [12] are equivalent to the two CHSH inequalities ± ( A 1 B 1 − A 2 B 1 ) − A 1 B 2 − A 2 B 2 ≤ 2 in the space of Bell correlators.
B Properties of the optimisation problem
Let S ⊂ R dim(S) be a (non-empty compact) convex set, let f be a continuous function over S and consider the following optimisation problem:
subject to λ p(λ)x λ = x 0 (82b)
where the number of hidden variables |Λ| is a priori unbounded. We recover (26) by setting x 0 = (E, ω avg ), . Similarly, one recovers the variant of (26) corresponding to the guessing probability with f (E) = − x p(x) max b 1+bEx 2
, where the minus sign has been introduced to turn the maximization of the guessing probability in the minimization form (82).
We proceed by showing some general properties of the optimisation problem (82). First note that, while there is no limitation on the number of hidden variables λ in the optimisation problem (82), we can show by a simple argument that dim(S) + 1 are sufficient to reach the minimum. This implies in particular that it was correct to use a minimum instead of a infimum in (82).
Proposition 16.
There exists an optimal solution of (82) with |Λ| ≤ dim(S) + 1.
Proof. Let F = {(x, f (x))|x ∈ S} ⊂ R dim(S)+1 be the graph of the function f on S and F its convex closure. Let x 0 ∈ S and let {x λ , p(λ)|λ ∈ Λ} be an optimal solution to the problem (82), with p λ > 0 for λ ∈ Λ and with |Λ| > dim(S) + 1. Then by construction, the point v 0 = (x 0 , f (x 0 )) ∈ R dim(S)+1 is a convex combination of the points v λ = (x λ , f (x λ )) ∈ F, so that v 0 ∈ F . Moreover v 0 it is on the border of F because, by the optimality, for all > 0, (x 0 , f (x 0 ) − ) / ∈ F . We now use the supporting hyperplane to F at v 0 , i.e., the fact that there exists an affine function s : R dim(S)+1 → R, such that s This result cannot be used, however, to limit a priori the number of hidden variables λ, because it does not tell us which finite set of extreme points should be considered for a given x 0 . When the function f is concave, however, the following straightforward property can help.
