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Non-Convex Distributed Optimization
Tatiana Tatarenko∗and Behrouz Touri†
Abstract
We study distributed non-convex optimization on a time-varying multi-agent network.
Each node has access to its own smooth local cost function, and the collective goal is to
minimize the sum of these functions. The perturbed push-sum algorithm was previously used
for convex distributed optimization. We generalize the result obtained for the convex case
to the case of non-convex functions. Under some additional technical assumptions on the
gradients we prove the convergence of the distributed push-sum algorithm to some critical
point of the objective function. By utilizing perturbations on the update process, we show
the almost sure convergence of the perturbed dynamics to a local minimum of the global
objective function, if the objective function has no saddle points. Our analysis shows that
this perturbed procedure converges at a rate of O(1/t).
1 Introduction
Due to emergence of the distributed networked systems, distributed multi-agent optimization prob-
lems have gained a lot of attention over the recent years. These systems include, but are not limited
to, robust sensor network control [27], signal processing [33, 26], power control [29], network rout-
ing [24], machine learning [11], opinion dynamics [21, 34, 7], and spectrum access coordination [13].
In all these areas a number of agents, which can be represented by nodes over communication
graphs, are required to optimize a global objective without any centralized computation unit and
taking only the local information into account.
Most of the theoretical work on the topic was devoted to optimization of a sum of convex
functions, where the assumption on subgradient existence is essentially used. We refer the reader
to the following papers that consider various settings on network topology, asynchronous updating
rules, and noisy communication [5, 8, 15, 16, 23, 32, 35]. However, in many applications it is
crucial to have an efficient solution for non-convex optimization problems [20, 31, 38]. In partic-
ular, resource allocation problems with non-elastic traffic were studied in [38]. Such applications
cannot be modeled by means of concave utility functions, that renders a problem a non-convex
optimization. Another example of non-convex optimization can be found in machine learning,
where the independent component analysis [11] needs to be performed for big data by a network
of processors. The cumulative loss function is represented by the sum of errors of the model on a
cross-validation sample. Due to the increasing size of available data and problem dimensionality,
the cumulative loss is to be minimize in a distributed manner, where each error function is as-
signed to a different processor, and processors can exchange the information only with their local
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neighbours in a network [10]. Since these problems refer to a non-convex optimization, some more
sophisticated solution techniques are needed to handle them.
In [20], the authors proposed a distributed algorithm for non-convex constrained optimization
based on a first order numerical method. However, the convergence to local minima is guaranteed
only under the assumption that the communication topology is time-invariant, the initial values
of the agents are close enough to a local minimum, and a sufficiently small step-size is used.
An approximate dual subgradient algorithm over time-varying network topologies was proposed
in [39]. This algorithm converges to a pair of primal-dual solutions to the approximate problem
given the Slater’s condition for a constrained optimization problem, and under the assumption
that the optimal solution set of the dual limit is singleton. Recently, [9, 17] provided an analysis
of the alternating direction method of multipliers and the alternating direction penalty method
applied to non-convex settings. Convergence to a primal feasible point under mild conditions was
proved. Some additional conditions were introduced to ensure the first order necessary conditions
for local optimality for a limit point.
In this paper we study the push-sum protocol, which is a special case of consensus dynamics,
applied to distributed optimization. The idea behind such consensus-based algorithm is the com-
bination of a consensus dynamics and a gradient descent along the agent’s local function. The
push-sum algorithm was initially introduced in [12] and used in [36] for distributed optimization.
The main advantage of the push-sum protocol is that it can be utilized to overcome the restrictive
assumptions on the communication graph structure such as double stochastic communication ma-
trices [12, 36]. The work [22] studied this algorithm over time-varying communication in the case
of well-behaved convex functions. Similar to [22], we focus on the perturbed push-sum algorithm.
In our work we relax the assumption on the convexity and apply this algorithm to a more general
case.
The main contribution of this paper is the proof of convergence of the push-sum distributed
optimization algorithm to a critical point of a sum of non-convex smooth functions under some
general assumptions on the underlying functions and general connectivity assumptions on the
underlying graph. Moreover, a perturbation of the algorithm allows us to use the algorithm to
search local optima of this sum. It means that the new stochastic procedure steers every node
to some local minimum of the objective function from any initial state. In our analysis we use
the result on stochastic recursive approximation procedures extensively studied in [25]. We also
present the analysis of the convergence rate for the procedure under consideration.
Some other works dealt with the distributed stochastic approximation with applications to
non-convex optimization [2, 3]. The authors in [2] demonstrated convergence of the distributed
stochastic approximation procedure under a specific communication protocol to the set of critical
points in unconstrained optimization. In [3] the authors generalized this procedure to the case
of constrained optimization by considering a projected version of the gradient step and proved
convergence of this algorithm to Karush-Kuhn-Tucker (KKT) points. However, critical points and
KKT points represent only a necessary condition of local minima. Moreover, the communication
protocol proposed in [2, 3] relied on a double-stochastic communication matrix on average, and,
thus, required a double-stochastic matrix in the case of deterministic communication, which may
also restrict the range of potential applications. In contrast to the papers above, this work presents
the push-sum communication protocol requiring agents to know only the number of their out-
neighbors. Moreover, this protocol allows the stochastic gradient step to lead the system not only
toward some critical point, but to a local minimum almost surely in the absence of saddle points.
Note that none of the existing first order methods can guarantee avoidance of saddle points without
further assumptions on the second derivative [4, 14, 6]. As the push-sum algorithm presented in
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this paper does not rely on assumptions on second order derivatives, the procedure converges either
to a local minimum or to a saddle point in the presence of a latter one.
The paper is organized as follows. In Section 2 we formulate the distributed optimization
problem of interest and introduce the push-sum algorithm that we adopt further to solve this
problem. Section 3 presents some important preliminaries for the theoretical analysis. Section 4
contains the main results on the convergence to critical points and local optima. Section 5 provides
the proofs of the main results. Section 6 contains an illustrative example of implementation of
the proposed algorithm for a non-convex optimization problem. Finally, Section 7 concludes the
paper.
Notation: We will use the following notations throughout this paper: We denote the set of
integers by Z and the set of non-negative integers by Z+. For the metric ρ of a metric space
(X, ρ(·)) and a subset B ⊂ X, we let ρ(x,B) = infy∈B ρ(x, y). We denote the set {1, . . . , n} by [n].
We use boldface to distinguish between the vectors in a multi-dimensional space and scalars. We
denote the dot product of two vectors a and b by (a,b). Throughout this work, all time indices
such as t belong to Z+. For vectors vi ∈ Xd, i ∈ [n], of elements in some vector space X (over R),
we let v¯ = 1
n
∑n
i=1 vi.
2 Distributed Optimization Problem
In this section, we provide the problem formulation.
2.1 Problem Formulation
Consider a network of n agents. At each time t, node i can only communicate to its out-neighbors
in some directed graph G(t), where the graph G(t) has the vertex set [n] and the edge set E(t).
We introduce the following standard definition for the sequence G(t).
Definition 1. We say that a sequence of graphs {G(t)} is S-strongly connected, if for any time
t ≥ 0, the graph
G(t : t+ S) = ([n], E(t) ∪ E(t+ 1) ∪ · · · ∪ E(t+ S − 1)),
is strongly connected. In other words, the union of the graphs over every S time intervals is
strongly connected.
The assumption on the S-strongly connected sequence of communication graphs has been used
in many prior works [23, 22, 37] to ensure enough mixing of information among the agents.
We use N ini (t) and N
out
i (t) to denote the in- and out-neighborhoods of node i at time t. Each
node i is always considered to be an in- and out-neighbor of itself. We use di(t) to denote the
out-degree of node i, and we assume that every node i knows its out-degree at every time t.
The goal of the agents is to solve distributively the following minimization problem:
min
z∈Rd
F (z) =
n∑
i=1
Fi(z). (1)
The essential assumption in many distributed optimization problems is that the function Fi : Rd →
R is only available to agent i.
In this paper we introduce the following assumption on the gradients of Fi:
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Assumption 1. Each function Fi(z), i ∈ [n], has the gradient fi(z) = ∇Fi(z) such that the norm
of fi(z) is uniformly bounded by some finite constant α ≥ 0 for each i ∈ [n], i.e. ‖fi(z)‖ ≤ α for all
z ∈ Rd and i ∈ [n].
Note that Assumption 1 is a standard assumption that is made in many of the previous works
on subgradient methods (including [22]). We will further assume that a solution of (1) exists,
and the set of critical points of the objective function F (z), i.e. the set of points z such that
∇F (z) = 0, is a union of finitely many connected components.
3 Preliminaries
This section is devoted to preliminaries of our main approach to study the problem (1).
3.1 Stochastic Recursive Approximation Procedure
In the following sections we propose an approach to the distributed optimization problem (1) based
on the convergence of stochastic approximation procedures analyzed in [25]. For this purpose, we
consider a d-dimensional non-autonomous nonlinear stochastic process {X(t)}t taking values in Rd
and being expressed in the form
X(t+ 1) = X(t)− a(t+ 1)f˜(t,X(t))− a(t+ 1)W(t+ 1), (2)
where X(0) = x0 ∈ Rd, f˜(t,X(t)) = f(X(t)) + q(t,X(t)) such that f : Rd → Rd, q(t,X(t)) :
R× Rd → Rd, {W(t)}t is a sequence of Markov random vectors, i.e.
Pr{W(t+ 1)|X(t),X(t− 1), . . . ,X(0)} = Pr{W(t+ 1)|X(t)},
and a(t) > 0 is a step-size parameter.
We proceed by presenting some important results on the convergence of stochastic approxima-
tion procedures from [25]. Let {x(t)}t, t ∈ Z+, be a general Markov process on some state space
X ⊂ Rd. The transition kernel of this chain, namely Pr{x(t + 1) ∈ Γ|x(t) = x}, is denoted by
P (t, x, t+ 1,Γ), Γ ⊆ X.
Definition 2. The operator L defined on the set of measurable functions V : Z+×X → R, x ∈ X,
by
LV (t, x) =
∫
P (t, x, t+ 1, dy)[V (t+ 1, y)− V (t, x)]
= E[V (t+ 1, x(t+ 1)) | x(t) = x]− V (t, x).
is called the generating operator of a Markov process {x(t)}t.
In the case of a deterministic process {x(t)}t on X, the generating operator reduces to the
difference equation
LV (t, x) = V (t+ 1, x(t+ 1))− V (t, x(t)).
Let B be a subset of X, U(B) be its -neighborhood, i.e. U(B) = {x : ρ(x,B) < }. Let
V(B) = X \ U(B) and U,R(B) = V(B) ∩ {x : ‖x‖ < R}.
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Definition 3. The function φ(t, x) is said to belong to class Φ(B) if
1) φ(t, x) ≥ 0 for all t ∈ Z+ and x ∈ X,
2) for all R >  > 0 there exists some Q = Q(, R) such that
inf
t≥Q,x∈U,R(B)
φ(t, x) > 0.
Now we turn back to the process (2) and formulate the following theorem, which was proven
in [25] (Theorem 2.7.3).
Theorem 1. Consider the dynamics defined by (2), where the random term W(t) has zero mean
and bounded variance. Let us suppose that the set B = {x : f(x) = 0} be a union of finitely many
connected components. Assume that there exist a set B, sequences a(t), g(t), and some function
V (t,x) : Z+ × Rd → R that satisfy the following assumptions:
(1) For all t ∈ Z+, x ∈ Rd, we have V (t,x) ≥ 0 and inft≥0 V (t,x)→∞ as ‖x‖ → ∞,
(2) LV (t,x) ≤ −a(t+ 1)φ(t,x) + g(t)(1 + V (t,x)), where φ ∈ Φ(B), g(t) ≥ 0, ∑∞t=0 g(t) <∞,
(3) a(t) > 0,
∑∞
t=0 a(t) =∞, and
∑∞
t=0 a
2(t) <∞, and there exists c(t) such that ‖q(t,X(t))‖ ≤
c(t) a.s. for all t ≥ 0 and ∑∞t=0 a(t+ 1)c(t) <∞, and
(4) supt≥0,‖x‖≤r ‖f˜(t,x)‖ <∞ for any r.
Then the process (2) converges almost surely either to a point from B or to the boundary of one
of its connected components.
Remark 1. Note that Theorem 1 holds in the deterministic case of the process (2), when W(t) ≡ 0
for all t ≥ 0.
3.2 Perturbed Push-Sum Algorithm for Distributed Optimization
Here we discuss the general push-sum algorithm initially proposed in [12], applied in [36] to dis-
tributed optimization of convex functions, and analyzed in [22]. For this algorithm, we have a
network of n agents introduced in Section 2.1. According to the general push-sum protocol, at
every moment of time t ∈ Z+ each node i maintains vector variables zi(t), xi(t), wi(t) ∈ Rd, as
well as a scalar variable yi(t) with yi(0) = 1 for all i ∈ [n]. These quantities are updated according
to the following rules:
wi(t+ 1) =
∑
j∈N ini (t)
xj(t)
dj(t)
,
yi(t+ 1) =
∑
j∈N ini (t)
yj(t)
dj(t)
,
zi(t+ 1) =
wi(t+ 1)
yi(t+ 1)
,
xi(t+ 1) = wi(t+ 1) + ei(t+ 1), (3)
where ei(t) is some d-dimensional, possibly random, perturbation at time t.
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Theorem 2. [22] Consider the sequences {zi(t)}t, i ∈ [n], generated by the algorithm (3). Assume
that the graph sequence {G(t)} is S-strongly connected. Then for some constants δ and λ satisfying
δ ≥ 1
nnS
and λ ≤ (1− 1
nnS
)1/S
for all i ∈ [n] we have
‖zi(t+ 1)− x¯(t)‖
≤ 8
δ
(
λt
n∑
j=1
‖xj(0)‖1 +
t∑
s=1
λt−s
n∑
j=1
‖ej(s)‖1
)
.
Moreover, if {a(t)} is a non-increasing positive scalar sequence with∑∞
t=1 a(t)‖ei(t)‖1 <∞ a.s. for all i ∈ [n], then
∞∑
t=0
a(t+ 1) ‖zi(t+ 1)− x¯(t)‖
≤
∞∑
t=0
8a(t+ 1)
δ
(
λt
n∑
j=1
‖xj(0)‖1 +
t∑
s=1
λt−s
n∑
j=1
‖ej(s)‖1
)
<∞ almost surely for all i,
where ‖ · ‖1 is the l1-norm in Rd.
Note that the above theorem implies that, if limt→∞ ‖e(t)‖1 = 0 a.s., then
lim
t→∞
‖zi(t+ 1)− x¯(t)‖ = 0 a.s. for all i.
In other words, under some assumptions on the perturbations ei(t) one can guarantee that in
the push-sum algorithm all zi(t) track the average state x¯(t).
Similar to [22], we adopt the push-sum algorithm (3) to the distributed optimization problem (1)
by letting ei(t+1) = −a(t+1)fi(zi(t+1)) or ei(t+1) = −a(t+1)(fi(zi(t+1))+Wi(t+1)), where
Wi(t+ 1) is a random vector whose entries are independent random variables with zero mean and
bounded variance.
Under Assumption 1 and given that limt→∞ a(t) = 0, in both cases
lim
t→∞
‖ei(t)‖1 = 0 a.s. for all i.
Thus, in long run, the nodes’ variables zi(t + 1) will track the average state x¯(t) =
1
n
∑n
j=1 xj(t)
(see Theorem 2). Hence, one can expect that the long run behavior of the iterations in (3) with
ei(t+ 1) = −a(t+ 1)fi(zi(t+ 1)) is the same as the behavior of the gradient descent iteration:
x¯(t+ 1) = x¯(t)− a(t+ 1) 1
n
n∑
i=1
fi(x¯(t)),
whereas the long run behavior of the iterations in (3) with ei(t + 1) = −a(t + 1)(fi(zi(t + 1)) +
Wi(t+ 1)) is equivalent to the behavior of the Robbins-Monro iteration [30]:
x¯(t+ 1) = x¯(t)− a(t+ 1)
(
1
n
n∑
i=1
fi(x¯(t)) + W¯(t+ 1)
)
.
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4 Main Results
Here, we discuss the main results of this work. We present the proofs of these results in the
subsequent sections.
4.1 Deterministic Procedure: Convergence to Critical Points
First, let us recall the distributed optimization algorithm using the push-sum algorithm. At every
moment of time t ∈ Z+ each node i maintains vector variables zi(t), xi(t), wi(t) ∈ Rd, as well as
a scalar variable yi(t): yi(0) = 1 for all i ∈ [n]. These quantities are updated according to (3) and
xi(t+ 1) = wi(t+ 1)− a(t+ 1)fi(zi(t+ 1)). (4)
The process above is a special case of the perturbed push-sum algorithm, whose background
and properties are discussed in Section 3.2. According to (4), the average state x¯(t) follows the
dynamics
x¯(t+ 1) = x¯(t)− a(t+ 1) 1
n
n∑
i=1
fi(zi(t+ 1)), (5)
which can be rewritten as
x¯(t+ 1) = x¯(t) (6)
− a(t+ 1)
(
f(x¯(t)) +
[
1
n
n∑
i=1
fi(zi(t+ 1))− f(x¯(t))
])
,
where f(z) = 1
n
∑n
i=1 fi(z) =
1
n
∇F (z). If we denote 1
n
∑n
i=1 fi(zi(t+ 1)) − f(x¯(t)) by q(t, x¯(t)),
the process (6) becomes a deterministic version of the process (2) (W(t) ≡ 0 for any t). It is
shown in [22] that if functions Fi(zi) are convex functions satisfying Assumption 1, and there
exists a solution of (1), then the process (5) converges to an optimizer of the function F , given an
appropriate choice of step-size sequence a(t).
Let the gradients fi(x), i ∈ [n], satisfy the following assumption:
Assumption 2. For each i ∈ [d], fi is Lipschitz continuous on Rd, i.e. there exists a constant
li ≥ 0 such that ‖fi(x1)− fi(x2)‖ ≤ li‖x1 − x2‖ for any x1,x2 ∈ Rd.
Further we need the following assumption on the behavior of the objective function F (z), when
‖z‖ → ∞.
Assumption 3. F (z) is coercive, i.e lim‖z‖→∞ F (z)→∞1.
Let us denote the set of critical points of F by B, i.e.
B = {z ∈ Rd : f(z) = 0}.
1Since we also require the boundedness of ∇F (Assumption 1), the function F (z) is assumed to have a linear
behavior as z→∞.
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We use B
′′
to represent its refinement to the set of local minima, i.e.
B
′′
= {z ∈ B : there exists δ : f(z) ≤ f(z′),
for any z′ : ‖z′ − z‖ < δ},
and represent the rest of the critical points by B
′
= B \ B′′ . Now we are ready to formulate the
main result of this section.
Theorem 3. Let the functions F and fi, i ∈ [n], satisfy Assumptions 1-3. Let {a(t)} be a positive
and non-increasing step-size sequence such that
∑∞
t=0 a(t) = ∞ and
∑∞
t=0 a
2(t) < ∞. Then
the average state x¯(t) and zi(t) (see (6)) for the dynamics (4) with S-strongly connected graph
sequence {G(t)} converge either to a point from the set B or to the boundary of one of its connected
components.
Note that the deterministic process (6) suffers from the inherent property of gradient-based
optimization methods as the derivative cannot distinguish between various types of critical points.
4.2 Perturbed Procedure: Convergence to Local Minima
In this subsection, we overcome the weakness mentioned at the end of the previous subsection
by modifying the deterministic process (6). We add some noise to the iterative process that will
render it as a Markov chain in Rd. The idea of adding a noise to the local optimization step is
similar to one of simulated annealing [1]. Here, the idea is that the non-local minima points have
unstable directions (with respect to the gradient descent dynamics) that can be explored using
the additional noise and hence, the algorithm will never get stuck at the non-local minima critical
points. We will show that this noise together with an appropriate choice of the step-size sequence
a(t) allows the algorithm to converge to a local optimum and not to become stuck in a suboptimal
critical point. Let us consider the following variation of (4):
wi(t+ 1) =
∑
j∈N ini (t)
xj(t)
dj(t)
,
yi(t+ 1) =
∑
j∈N ini (t)
yj(t)
dj(t)
,
zi(t+ 1) =
wi(t+ 1)
yi(t+ 1)
,
xi(t+ 1) = wi(t+ 1)− a(t+ 1)fi(zi(t+ 1))
− a(t+ 1)Wi(t+ 1), (7)
where the functions fi are the subgradient functions and {Wi(t)}t is the sequence of independently
and identically distributed (i.i.d.) random vectors taking values in Rd and satisfying the following
assumption:
Assumption 4. The entries W ki (t), W
j
i (t) of each Wi(t), i ∈ [n], are independent, E(W ki (t)) = 0,
and Var(W ki (t)) = 1 for all t ∈ Z+ and k, j = 1, . . . , d.
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The procedure above implies the following update for the average state:
x¯(t+ 1) = x¯(t) (8)
− a(t+ 1)
(
f(x¯(t)) +
[
1
n
n∑
i=1
fi(zi(t+ 1))− f(x¯(t))
])
− a(t+ 1)W¯(t+ 1).
Under Assumption 4, the process (8) is a Markov chain on the space Rd that is a special case
of the process (2).
Theorem 4. Let Assumptions 1-4 hold. Let {a(t)} be a positive and non-increasing step-size
sequence with
∑∞
t=0 a(t) = ∞,
∑∞
t=0 a
2(t) < ∞. Then the average state x¯(t) and zi(t) defined
by (7) and (8) with S-strongly connected graph sequence {G(t)} converge either to a point from
the set B or to the boundary of one of its connected components.
The above result is an analogue of Theorem 3 adapted for (7) and (8). It is clear that
Theorem 4 does not guarantee the convergence of the process (8) to some local minimum of the
objective function F . However, we will prove further the following theorem claiming that the
process (8) cannot converge to a critical point that is not some local minimum of the objective
function F (z), given an appropriate choice of step-size sequence a(t), Assumptions 1-4, and
Assumption 5. For any point z′ ∈ B′ that is not a local minimum of F there exists a symmetric
positive definite matrix C(z′) such that (f(z), C(z′)(z− z′)) ≤ 0 for any z ∈ U(z′), where U(z′) is
some open neighborhood of z′.
Note that if the second derivatives of the function F exist, the assumption above holds for any
critical point of F that is a local maximum. Indeed, in this case
f(z) = H{F (z′)}(z− z′) + δ(‖z− z′‖), (9)
where δ(‖z− z′‖) = o(1) as z→ z′ and H{F (·)} is the Hessian matrix of F at the corresponding
point.
Note that Assumption 5 does not require existing of second derivatives. For example consider
the function F (z), z ∈ R that behaves in a neighborhood of its local maximum z = 0 as follows:
F (z) =
{
−z2, if z ≤ 0,
−3z2, if z > 0.
The function above is not twice differentiable at z = 0, but ∇F (z)z ≤ 0 for any z ∈ R.
Theorem 5. Let the objective function F (z) and gradients fi(z), i ∈ [n], in the distributed opti-
mization problem (1) satisfy Assumptions 1-3, and 5. Let the sequence of the random i.i.d. vectors
{Wi(t)}t, i ∈ [n], satisfy Assumption 4. Let {a(t)} be a positive and non-increasing step-size
sequence such that a(t) = O
(
1
tν
)
, where 1
2
< ν ≤ 1. Then the average state vector x¯(t) (defined
by (8)) and states zi(t) for the distributed optimization problem (7) with S-strongly connected graph
sequence {G(t)} converges almost surely to a point from the set B′′ = B \ B′ of the local minima
of the function F (z) or to the boundary of one of its connected components, for any initial states
{xi(0)}i∈[n].
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Remark 2. Instead of Assumption 5, one can assume that B′ is defined as the set of points z′ ∈ Rd
for which there exists a symmetric positive definite matrix C(z′) such that (f(z), C(z′)(z− z′)) ≤ 0
for any z ∈ U(z′). In this case, similar to Theorem 5, we can show the almost sure convergence
of the process in (8) to a point from the set of critical points defined by B
′′
= B \ B′ or to the
boundary of one of its connected components.
4.3 Convergence Rate of the Perturbed Process
In this subsection, we present a result on the convergence rate of the procedure (8) introduced
above. Recall that Theorem 5 claims the almost sure convergence of this process either to a point
from the set of the local minima of the function in the distributed optimization problem (1) or to
the boundary of one of its connected components, given Assumptions 1-4. To formulate the result
on the convergence rate, we need the following assumption on gradients’ smoothness.
Assumption 6. ∂f
k(x)
∂xl
exists and is bounded for all k, l = 1 . . . d, where fk is the k-th coordinate
of the vector f .
Now we are ready to formulate the following theorem.
Theorem 6. Let the objective function F (z) have finitely many critical points, i.e. the set B
be finite2. Let the objective function F (z), gradients fi(z), and f =
1
n
∑n
i=1 fi, i ∈ [n], in the
distributed optimization problem (1) satisfy Assumptions 1-3, 5-6. Let the sequence of the random
i.i.d. vectors {Wi(t)}t, i ∈ [n], satisfy Assumption 4 and the graph sequence {G(t)} be S-strongly
connected. Then there exists a constant α > 0 such that for any 0 < a ≤ α, the average state x¯(t)
(defined by (8)) and states zi(t) for the process (8) with the choice of step-size a(t) =
a
t
converge
to a point in B
′′
(the set of local minima of F (z)). Moreover, for any x∗ ∈ B′′
E{‖x¯(t)− x∗‖2 | lim
s→∞
x¯(s) = x∗} = O
(
1
t
)
as t→∞.
5 Proof of the Main Results
The rest of the paper is organized to prove results described in Section 4.
Firstly, note that under Assumption 2 each gradient function fi(x), i ∈ [n], is a Lipschitz
function with some constant li. This allows us to formulate the following lemma which we will
need to prove Theorem 3 and Theorem 4.
Lemma 1. Let {a(t)} be a non-increasing sequence such that ∑∞t=0 a2(t) <∞. Then, there exists
c(t) such that the following holds for the process (6), given Assumptions 1, 2 and a S-strongly
connected graph sequence {G(t)}:
‖q(t, x¯(t))‖ = ‖ 1
n
n∑
i=1
fi(zi(t+ 1))− f(x¯(t))‖ ≤ c(t),
and
∞∑
t=0
a(t+ 1)c(t) <∞.
2This assumption is made to simplify notations in the proof of this theorem. Note that this theorem can be
generalized to the case of finitely many connected components in the set of critical points and local minima.
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Proof. Since the functions fi are Lipschitz (Assumption 2) and taking into account Theorem 2, we
have that
‖
n∑
i=1
fi(zi(t+ 1))− f(x¯(t))‖ ≤
n∑
i=1
‖fi(zi(t+ 1))− fi(x¯(t))‖
≤
n∑
i=1
li‖zi(t+ 1)− x¯(t)‖
≤ 8ln
δ
(
λt
n∑
j=1
‖xj(0)‖1 +
t∑
s=1
λt−s
n∑
j=1
‖ej(s)‖1
)
for some positive δ and λ and where l = maxi∈[n] li, ‖ei(t)‖ = a(t)‖fi(zi(t))‖.
Let
c(t) =
8l
δ
(
λt
n∑
j=1
‖xj(0)‖1 +
t∑
s=1
λt−s
n∑
j=1
‖ej(s)‖1
)
.
Then, ‖q(t, x¯(t))‖ ≤ c(t). Taking into account Assumption 1, we get
∞∑
t=1
a(t)‖ei(t)‖ =
∞∑
t=0
a2(t)‖fi(zi(t))‖ ≤ α
∞∑
t=0
a2(t) <∞,
Hence, according to Theorem 2,
∞∑
t=0
a(t+ 1)c(t) <∞.
5.1 Proof of Theorem 3
Proof. To prove this statement we will use the general result formulated in Theorem 1. We
emphasize one more time that the process (6) under consideration represents a special deterministic
case of the recursive procedure (2). Note that, according to the choice of a(t), Assumption 1, and
Lemma 1, the conditions 3 and 4 of Theorem 1 hold. Thus, it suffices to show that there exists
a sample function V (t,x) of the process (6) satisfying the conditions 1 and 2 in Theorem 1. A
natural choice for such a function is the (time-invariant) function V (t,x) = V (x) = F (x)+C, where
C is a constant chosen to guarantee the positiveness of V (x) over the whole Rd. Note that such
constant always exists because of the continuity of F and Assumption 3. Then, V (x) is nonnegative
and V (x) → ∞ as ‖x‖ → ∞. Let LV (x(t)) := LV (t,x). Now we show that the function
V (x) satisfies the condition 2 in Theorem 1. Using the notation f˜(t, x¯(t)) = f(x¯(t)) + q(t, x¯(t)),
q(t, x¯(t)) = 1
n
∑n
i=1 fi(zi(t+ 1))− f(x¯(t)) and by the Mean-value Theorem:
LV (x¯(t)) = V (x¯(t+ 1))− V (x¯(t))
= V (x¯(t)− a(t+ 1)f˜(t, x¯(t)))− V (x¯(t))
= −a(t+ 1)(∇V (x˜), f˜(t, x¯(t)))
= −a(t+ 1)(∇V (x¯(t)), f˜(t, x¯(t)))
− a(t+ 1)(∇V (x˜)−∇V (x¯(t)), f˜(t, x¯(t))),
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where x˜ = x¯(t) − θa(t + 1)f˜(t, x¯(t)) for some θ ∈ (0, 1). Taking into account Assumption 2, we
obtain that for some constant k > 0,
‖∇V (x˜)−∇V (x¯(t))‖ ≤ k‖x˜− x¯(t)‖
= ka(t+ 1)θ‖f˜(t, x¯(t))‖.
Hence, due to the Cauchy-Schwarz inequality,
LV (x¯(t)) ≤ −a(t+ 1)(∇V (x¯(t)), f˜(t, x¯(t)))
+ k1a
2(t+ 1)‖f˜(t, x¯(t))‖2
≤ −a(t+ 1)(∇V (x¯(t)), f(x¯(t)))
+ k2a(t+ 1)‖q(t, x¯(t))‖
+ k3a
2(t+ 1)(1 + ‖q(t, x¯(t))‖+ ‖q(t, x¯(t))‖2)
for some k1, k2, k3 > 0.
Recall that the function V (x) is nonnegative. Thus, we finally obtain that
LV (x¯(t)) ≤ −a(t+ 1)(∇V (x¯(t)), f(x¯(t))) + g(t)(1 + V (x¯(t))),
where
g(t) =k4(a(t+ 1)‖q(t, x¯(t))‖+ a2(t+ 1)
+ a2(t+ 1)‖q(t, x¯(t))‖+ a2(t+ 1)‖q(t, x¯(t))‖2)
for some constant k4 > 0. Lemma 1 and the choice of a(t) imply that g(t) > 0 and
∑∞
t=0 g(t) <∞.
Hence,
LV (x¯(t)) ≤ −a(t+ 1)φ(t, x¯(t)) + g(t)(1 + V (x¯(t))),
where, according to the choice of V (x),
φ(t, x¯(t)) = (∇V (x¯(t)), f(x¯(t))) = ‖f(x¯(t))‖2 ∈ Φ(B).
Thus, all conditions of Theorem 1 hold and we conclude that either limt→∞ x¯(t) = z0 ∈ B or x¯(t)
converges to the boundary of a connected component of the set B. By Theorem 2, limt→∞ ‖zi(t)−
x¯(t)‖ = 0 for all i ∈ [n] and, hence, the result follows.
Unfortunately (and naturally), there exists no function V (t,x) for which
φ(t, x¯(t)) = (∇V (x¯(t)), f(x¯(t))) ∈ Φ(B′′),
where B
′′
represents the set of local minima of the function F (z). Thus, the deterministic pro-
cess (6) is unable to distinguish between local minima, saddle-points, and local maxima and guar-
antees only the convergence to a zero point of the gradient ∇F . Theorem 4 and Theorem 5 provide
a solution on how to rectify this issue.
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5.2 Proof of Theorem 4
Proof. Assumptions 1, 2, and 4 allow us to use Theorem 2 to conclude that all zi(t+ 1) in (7) con-
verge to the average state x¯(t) almost surely, if a(t)→ 0 as t→∞. Moreover, if ∑∞t=0 a2(t) <∞,
Lemma 1 holds for the process (8), where ‖q(t, x¯(t))‖ ≤ c′(t) a.s., c′(t) = M (λt +∑ts=1 λt−sa(s))
for some positive M , and
∑∞
t=0 a(t+ 1)c
′(t) <∞. Now, considering V (x) = F (x) +C, where C is
such that V (x) > 0 for all x, and noticing that LV (x¯(t)) = E[V ({x¯(t+ 1)|x¯(t) = x})− V (x)], we
can use the Mean-value Theorem for the term under the expectation (as in the proof of Theorem 3),
and verify that all conditions of Theorem 1 hold for the process (8), given that Assumption 3 holds
and the step-size {a(t)} is appropriately chosen.
5.3 Proof of Theorem 5
To prove Theorem 5 we use the following result from [25], Chapter 5. We start by formulating the
following important lemma (Lemma 5.4.1, [25]) for a general Markov process {x(t)}t defined on
some state space E.
Lemma 2. Let x˜ be a point in E, and D some bounded open domain containing x˜. Assume there
exists a function V (t, x), bounded below for t ∈ Z+ and x ∈ D, such that for the process {x(t)}t
the following conditions hold:
(1) LV (t, x) ≤ γ(t) for t ∈ Z+ and x ∈ D, where ∑∞t=1 γ(t) <∞,
(2) limt→∞ V (t, x(t)) =∞ for any sequence of points x(t) ∈ E such that limt→∞ x(t) = x˜.
Then Pr{limt→∞ x(t) = x˜} = 0 independently on the initial state x(0).
This lemma is used to prove the following theorem that is a special case of Theorem 5.4.1
in [25].
Theorem 7. Let {x(t)}t be a Markov process on Rd defined by:
x(t+ 1) = x(t)− a(t+ 1)[f(x(t)) + q(t, x(t))]
− a(t+ 1)W(t+ 1),
where {W(t)}t is a sequence of i.i.d. random vectors. Let H ′ be the set of the points z′ ∈ Rd for
which there exists a symmetric positive definite matrix C = C(z′) such that (f(z), C(z − z′)) ≤ 0
for z ∈ U(z′), where U(z′) is some open neighborhood of z′. Assume that
(1) for any z
′ ∈ H ′ there exists positive constants δ = δ(z′) and K = K(z′) such that ‖f(z)‖ ≤
K‖z− z′‖ for any z : ‖z− z′‖ < δ,
(2) the random vectors W(t) satisfy Assumption 4,
(3)
∑∞
t=0 a
2(t) <∞, ∑∞t=0( a(t)√∑∞
k=t+1 a
2(k)
)3
<∞,
(4)
∑∞
t=0
a(t)q(t)√∑∞
k=t+1 a
2(k)
<∞, q(t) = supx∈Rd ‖q(t,x)‖.
Then Pr{limt→∞ x(t) ∈ H ′} = 0 irrespective of the initial state x(0).
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Proof. We provide here a sketch of the proof. All details can be found in [25].
Let x′ ∈ H ′ be any point from the set H ′ and C = C(x′) be the matrix figuring in the definition
of H ′. Without loss of generality we may assume x′ = 0. Let
U(x) = (Cx,x),
W (y) =
∫ y
0
dv
∫ v
0
eu−v√
uv
du, y ≥ 0,
φ(t) = 2Tr[C]
∞∑
u=t
a2(u),
T (t) = − lnφ(t),
V (t,x) = T (t)−W (y),
where y = U(x)
φ(t)
. Then expanding LV (t,x) at the point y = U(x)
φ(t)
by Taylor’s formula and using
the analytical properties of the function W (y) and assumptions 1 and 2 of the theorem, for some
positive constant k we have
LV (t,x)
≤ k
a2(t) + a(t)q(t)√∑∞
k=t+1 a
2(k)
+
 a(t)√∑∞
k=t+1 a
2(k)
3 ,
for any x ∈ D = {‖x‖ < δ} ∩ U(0), where U(0) and the constant δ are used in the definition of
the set H ′ and condition (1) of theorem, respectively.
Let
γ(t) :=
a2(t) + a(t)q(t)√∑∞
k=t+1 a
2(k)
+
 a(t)√∑∞
k=t+1 a
2(k)
3 .
Using assumption 3 of the theorem, we have that
∑∞
t=0 γ(t) <∞. Thus, condition 1 of Lemma 2
is fulfilled for the introduced function V (t,x) in D. Now we show that V (t,x) and the point x′
also satisfy condition 2 of Lemma 2. Let {x(t)}t be any sequence in Rd such that x(t) → 0 as
t→∞. One can check that there exists a positive constant c such that W (y) < ln(1 + y) + c for
all y ≥ 0 and, hence3,
V (t,x) = T (t)−W
(
U(x(t))
φ(t)
)
≥ − lnφ(t)− ln
(
1 +
U(x(t))
φ(t)
)
− c
= − ln(φ(t) + U(x(t)))− c→∞, as t→∞,
since φ(t) → 0 and U(x(t)) → U(0) = 0 as t → ∞. Thus, condition 2 of Lemma 2 is also
fulfilled. Moreover, it is readily seen that V (t, x) is bounded below for all t ∈ Z+ and x ∈ D.
Thus, the function V (t,x) and any point x′ ∈ H ′ satisfy Lemma 2. Then we can conclude that
Pr{limt→∞ x(t) ∈ H ′} = 0.
3We refer the readers to Lemma 5.3.3 in [25] for more details about the analytical properties of W (y).
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With this, we can prove Theorem 5.
Proof of Theorem 5. We first notice that, under the proposed choice of a(t),
∑∞
t=0 a(t) = ∞ and∑∞
t=0 a
2(t) < ∞. Hence, we can use Theorem 4 to conclude that the process (8) converges to a
point from the set B represented by critical points of the function F (z) (or to the boundary of
one of connected components of B). As before, let the set of points that are not local minima be
denoted by B′, B′ = B \ B′′ . Next, we notice that, according to Assumption 5, for any z′ ∈ B′
there exist some symmetric positive definite matrix C = C(z′) such that (f(z), C(z − z′)) ≤ 0
for z ∈ U(z′), where U(z′) is some neighborhood of z′. Moreover, since B′ ⊂ B and due to
Assumption 2, we can conclude that the condition 1 of Theorem 7 holds for B′ and f .
It is straightforward to verify that the sequence a(t) = O
(
1
tν
)
satisfies condition 3 of Theorem 7.
Next, recall (see the discussion in the proof of Theorem 4) that
‖q(t, x¯(t))‖ ≤ 1
n
n∑
i=1
li‖zi(t+ 1)− x¯(t)‖
≤M
(
λt +
t∑
s=1
λt−sa(s)
)
,
almost surely for some positive constant M . Hence,
q(t) = sup
x∈Rd
‖q(t,x)‖ ≤M
(
λt +
t∑
s=1
λt−sa(s)
)
.
Taking into account this and the fact that a(t)√∑∞
k=t+1 a
2(k)
= O( 1√
t
), we have
∞∑
t=0
a(t)q(t)√∑∞
k=t+1 a
2(k)
≤
∞∑
t=0
O
(
1√
t
)(
λt +
t∑
s=1
λt−sO
(
1
sν
))
<∞.
The last inequality is due to following considerations.
1)
∞∑
t=0
O
(
1√
t
)
λt ≤
∞∑
t=0
O(λt) <∞, since λ ∈ (0, 1).
2)
∞∑
t=0
O
(
1√
t
)( t∑
s=1
λt−sO
(
1
sν
))
≤
∞∑
t=0
t∑
s=1
λt−sO
(
1
sν+1/2
)
<∞,
since, according to [28], any series of the type
∑∞
k=0
(∑k
l=0 β
k−lγl
)
converges, if γk ≥ 0 for all
k ≥ 0, ∑∞k=0 γk <∞, and β ∈ (0, 1).
Thus, all conditions of Theorem 7 are fulfilled for the points from the set B′. It implies that the
process (8) cannot converge to the points from the set B
′
and, thus, either Pr{limt→∞ x¯(t) = z0 ∈
B
′′} = 1 or x¯(t) converges almost surely to the boundary of one of connected components of the
set B
′′
. We conclude the proof by noting that, according to Theorem 2, limt→∞ ‖zi(t)− x¯(t)‖ = 0
almost surely for all i ∈ [n] and, hence, the result follows.
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5.4 Proof of Theorem 6
We start by revisiting a well-known result in linear systems theory [18].
Lemma 3. If some matrix A is stable4, then for any symmetric positive definite matrix D,
there exists a symmetric positive definite matrix C such that CA + ATC = −D. In fact, C =∫∞
0
eA
T τDeAτdτ .
Recall that we deal with the objective function F (z) that has finitely many local minima
{x∗1, . . . ,x∗R}. We begin by noticing that according to Assumption 6 the function f(x) admits the
following representation in some neighborhood of any local minimum x∗m, m = 1, . . . , R,
f(x) = H{F (x∗m)}(x− x∗m) + δm(‖x− x∗m‖),
where δm(‖x−x∗m‖) = o(1) as x→ x∗m and H{F (·)} is the Hessian matrix of F at the corresponding
point.
For the sake of notational simplicity, let the matrix H{F (x∗m)} be denoted by Hm. Now we are
ready to formulate the following lemma.
Lemma 4. Under Assumption 6, for any local minimum x∗m, m = 1, . . . , R, of the objective
function F there exist a symmetric positive definite matrix Cm and positive constants β(m), ε(m),
and a <∞ (independent on m), such that for any x: ‖x− x∗m‖ < ε(m) the following holds:
(Cmf(x),x− x∗m) ≥ β(m)(Cm(x− x∗m),x− x∗m),
2aβ(m) > 1.
Proof. Since x∗m, for m ∈ [R], is a local minima of F , we can conclude that Hm, m ∈ [R], is a
symmetric positive definite matrix. Hence, there exists a finite constant a > 0 such that the matrix
−aHm + 12I is stable for all m ∈ [R], where I is the identity matrix.
Without loss of generality we assume that x∗m = 0. Let λ1(m), . . . , λd(m) be the eigenvalues of
Hm, λ˜(m) = minj∈[d] λj(m). Since the matrix −aHm + 12I is stable, we conclude that 2aλ˜(m) > 1.
Moreover, −Hm + λ0(m)I is stable as well for any λ0(m) < λ˜(m), since the matrix −Hm is
stable. Hence, we can apply Lemma 3 to −Hm + λ0(m)I which implies that there exists a matrix
Cm = Cm(λ0) such that
(CmHmx,x) ≥ λ0(m)(Cmx,x). (10)
Now we remind that in some neighborhood of 0
f(x) = Hmx + δm(‖x‖), δm(‖x‖) = o(1) as x→ 0.
Thus, taking into account (10), we conclude that for any β(m) < λ0(m) there exists ε(m) > 0 such
that for any x with ‖x‖ < ε(m), (Cmf(x),x) ≥ β(m)(Cmx,x). As the constants λ0(m) < λ˜(m)
and β(m) < λ0(m) can be chosen arbitrarily and 2aλ˜(m) > 1, we conclude that 2aβ(m) > 1. That
completes the proof.
Proof of Theorem 6. We proceed to show this result in two steps: we first show that a trimmed
version of the dynamics converges on O
(
1
t
)
and then, we show that the convergence rate of the
4A matrix is called stable (Hurwitz) if all its eigenvalue have a strictly negative real part.
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trimmed dynamics and the original dynamics are the same. Without loss of generality we assume
that x∗ = 0 and
Pr{ lim
s→∞
x¯(s) = x∗ = 0} > 0.
From Lemma 4, we know that there exist a symmetric positive definite matrix C and positive
constants β, ε, and a such that (Cf(x),x) ≥ β(Cx,x), for any x: ‖x‖ < ε. Moreover, 2aβ > 1.
Let us consider the following trimmed process xˆτ,κ(t) defined by:
xˆτ,κ(t+ 1) = xˆτ,κ(t)− a
t+ 1
(
fˆ(xˆτ,κ(t)) + q(t, x¯(t))
)
− a
t+ 1
Wˆ(t+ 1, xˆτ,κ(t)),
for t ≥ τ with xˆτ,κ(τ) = κ, where the random vector x¯(t) is updated according to (8) with a(t) = a
t
,
fˆ(x) =
{
f(x), if ‖x‖ < ε
βx, if ‖x‖ ≥ ε ,
Wˆ(t,x) =
{
W(t), if ‖x‖ < ε
0, if ‖x‖ ≥ ε .
Next we show the O
(
1
t
)
rate of convergence for the trimmed process. The proof follows similar
argument as of Lemma 6.2.1 of [25]. Obviously, (C fˆ(x),x) ≥ β(Cx,x), for any x ∈ Rd. We
proceed by showing that E‖xˆτ,κ(t)‖2 = O (1
t
)
as t → ∞ for any τ ≥ 0 and κ ∈ Rd. For this
purpose we consider the function V1(x) = (Cx,x). Applying the generating operator L of the
process xˆτ,κ(t) to this function, we get that
LV1(xˆ
τ,κ) =
E
[
C
(
x− a(ˆf(x) + q(t, x¯(t))) + Wˆ(t+ 1, x¯(t))
t+ 1
)
,
x− a(ˆf(x) + q(t, x¯(t))) + Wˆ(t+ 1, x¯(t))
t+ 1
]
− (Cx,x)
= − 2a
t+ 1
E(Cx, fˆ(x) + q(t, x¯(t)) + Wˆ(t+ 1, x¯(t)))
+
a2E(C (ˆf(x) + q(t, x¯(t))), fˆ(x) + q(t, x¯(t)))
(t+ 1)2
+
a2EWˆ2(t+ 1, x¯)
(t+ 1)2
≤ − 2a
t+ 1
(C fˆ(x),x) +
2a
t+ 1
E|(Cq(t, x¯(t)),x)|
+
a2‖C‖E(‖fˆ(x) + q(t, x¯(t))‖2 + 1)
(t+ 1)2
.
Recall from the proof of Lemma 1 that for some positive constants M and M ′ almost surely
‖q(t, x¯(t))‖ ≤ c(t) = M
(
λt +
a
t+ 1
t∑
s=1
λt−s
)
≤M ′, (11)
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for t ∈ Z+. According to the definition of the function fˆ and Assumption 1 correspondingly,
‖fˆ(x)‖ = β‖x‖ for ‖x‖ ≥ ε and fˆ(x) is bounded for ‖x‖ < ε. Thus, taking into account (11), we
conclude that there exists a positive constant k such that E(‖fˆ(x)+q(t, x¯(t))‖2 +1) ≤ k(‖x‖2 +1).
Hence, using the Cauchy-Schwarz inequality and the fact that ‖x‖ ≤ 1 + ‖x‖2, we obtain
LV1(xˆ
τ,κ) ≤ − 2a
t+ 1
(C fˆ(x),x) +
2ac(t)‖C‖(1 + ‖x‖2)
t+ 1
+
k2(1 + ‖x‖2)
(t+ 1)2
≤ − 2a
t+ 1
(C fˆ(x),x) +
k1c(t)(1 + (Cx,x))
t+ 1
+
k3(1 + (Cx,x))
(t+ 1)2
,
where k1, k2, and k3 are some positive constants. Taking into account that (C fˆ(x),x) ≥ β(Cx,x)
and 2aβ > 1, we conclude that
LV1(xˆ
τ,κ) ≤ −p1V1(xˆ
τ,κ)
t+ 1
+ (1 + V1(xˆ
τ,κ))
(
k1c(t)
t+ 1
+
k3
(t+ 1)2
)
,
where p1 > 1. According to (11), there exists such constant p ∈ (1, p1) that
− p1
t+ 1
+
k1c(t)
t+ 1
≥ − p
t+ 1
, − p1
t+ 1
+
k3
(t+ 1)2
≥ − p
t+ 1
are fulfilled simultaneously, if t > T , where T ≥ τ is some finite sufficiently large constant. Thus,
for some p > 1 and T ≥ 0, we have
LV1(xˆ
τ,κ) ≤ −pV1(x)
t+ 1
+
k1c(t)
t+ 1
+
k3
(t+ 1)2
, for any t > T.
Therefore, for t > T
EV1(xˆ
τ,κ(t+ 1))− EV1(xˆτ,κ(t))
≤ −pEV1(xˆ
τ,κ)
t+ 1
+
k1c(t)
t+ 1
+
k3
(t+ 1)2
.
Using the above inequality, we have
EV1(xˆ
τ,κ(t+ 1)) ≤ EV1(xˆτ,κ(T ))
t∏
r=T
(
1− p
r + 1
)
+ k1
t∑
r=T
1
(r + 1)2
t∏
m=r+1
(
1− p
m+ 1
)
+ k3
t∑
r=T
c(r)
r + 1
t∏
m=r+1
(
1− p
m+ 1
)
.
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Since
t∏
m=r+1
(
1− 1
m+ 1
)
≤ exp
(
−
t∑
m=r+1
1
m+ 1
)
,
t∑
m=r+1
1
m+ 1
≥
∫ t
r+1
1
m+ 1
dm =
ln(t+ 1)
ln(r + 1)
,
we get that for some k4 > 0
t∏
m=r+1
(
1− p
m
)
≤ k4
(
r + 1
t+ 1
)p
,
and, hence, for some k5, k6 > 0
t∑
r=T
1
(r + 1)2
t∏
m=r+1
(
1− p
m+ 1
)
≤ k5
t+ 1
,
t∑
r=T
c(r)
r + 1
t∏
m=r+1
(
1− p
m+ 1
)
≤ k6
t+ 1
.
The last inequalities are due to (11) and the fact that
∑t
r=1 r
p−2 = O(tp−1)5. Thus, we finally
conclude that
EV1(xˆ
τ,κ(t+ 1)) = O
(
1
tp
)
+O
(
1
t
)
= O
(
1
t
)
,
that implies
E‖xˆτ,κ(t)‖2 = O
(
1
t
)
as t→∞ for any τ ≥ 0, κ ∈ Rd, (12)
since V1(x) = (Cx,x) and the matrix C is positive definite.
Since we assumed that Pr{lims→∞ x¯(s) = 0} > 0, the rate of convergence of E{‖x¯(t)‖2 |
lims→∞ x¯(s) = 0} and E{‖x¯(t)‖21(lims→∞ x¯(s) = 0)} will be the same, where 1{·} denotes the
event indicator function. But
E(‖x¯(t)‖21{ lim
s→∞
x¯(s) = 0})
=
∫
R
x2d
(
Pr{‖x¯(t)‖2 ≤ x, lim
s→∞
x¯(s) = 0}
)
.
Thus, to get the asymptotic behavior of E{‖x¯(t)‖2 | lims→∞ x¯(s) = 0} we need to analyze the
asymptotics of the distribution function Pr{‖x¯(t)‖2 ≤ x, lims→∞ x¯(s) = 0}. For this purpose we
introduce the following events:
Θu,ε˜ = {‖x¯(u)‖ < ε˜}, Ωu,ε˜ = {‖x¯(m)‖ < ε˜, m ≥ u}.
5This estimation can be obtained by considering the sum
∑t
r=1 r
p−2 the low sum of the corresponding integrals
for two cases: p ≥ 2, 1 < p < 2.
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Since x¯(t) converges to x∗ = 0 with some positive probability, then for any σ > 0 there exist ε˜(σ)
and u(σ) such that for any u ≥ u(σ) the following is hold
Pr{{ lim
s→∞
x¯(s) = 0} ∆ Ωu,ε˜(σ)} < σ,
Pr{{ lim
s→∞
x¯(s) = 0} ∆ Θu,ε˜(σ)} < σ,
Pr{Θu,ε˜(σ) ∆ Ωu,ε˜(σ)} < σ,
where ∆ denotes the symmetric difference. Hence, choosing ε′ = min(ε˜, ε), we get that for u ≥ u(σ)
Pr{‖x¯(t)‖2 ≤ x, lim
s→∞
x¯(s) = 0}
≤ Pr{‖x¯(t)‖2 ≤ x, { lim
s→∞
x¯(s) = 0} ∪ {Ωu,ε′}}
≤ Pr{‖x¯(t)‖2 ≤ x,Ωu,ε′}+ σ
= Pr{‖xˆu,x¯(u)(t)‖2 ≤ x,Ωu,ε′}+ σ
≤ Pr{‖xˆu,x¯(u)(t)‖2 ≤ x,Θu,ε′}+ 2σ.
Taking into account the Markovian property of the process {xˆu,x¯(u)(t)}, we conclude from the
inequality above that
lim
t→∞
Pr{‖x¯(t)‖2 ≤ x, lim
s→∞
x¯(s) = 0} (13)
≤ lim
t→∞
Pr{‖xˆu,x¯(u)(t)‖2 ≤ x,Θu,ε′}+ 2σ
= lim
t→∞
Pr{‖xˆu,x¯(u)(t)‖2 ≤ x}Pr{Θu,ε′}+ 2σ
≤ lim
t→∞
Pr{‖xˆu,x¯(u)(t)‖2 ≤ x}Pr{ lim
s→∞
x¯(s) = 0}+ 3σ.
Analogously,
lim
t→∞
Pr{‖x¯(t)‖2 ≤ x, lim
s→∞
x¯(s) = 0}
≤ lim
t→∞
Pr{‖xˆu,x¯(u)(t)‖2 ≤ x}Pr{ lim
s→∞
x¯(s) = 0}+ 3σ. (14)
Similarly, we can obtain that
Pr{‖x¯(t)‖2 ≤ x, lim
s→∞
x¯(s) = 0}
≥ Pr{‖x¯(t)‖2 ≤ x,Ωu,ε′ \ {Ωu,ε′ ∩ { lim
s→∞
x¯(s) = 0}}}
≥ Pr{‖xˆu,x¯(u)(t)‖2 ≤ x,Θu,ε′} − 2σ,
and, hence,
lim
t→∞
Pr{‖x¯(t)‖2 ≤ x, lim
s→∞
x¯(s) = 0}
≥ lim
t→∞
Pr{‖xˆu,x¯(u)(t)‖2 ≤ x}Pr{ lim
s→∞
x¯(s) = 0} − 3σ, (15)
lim
t→∞
Pr{‖x¯(t)‖2 ≤ x, lim
s→∞
x¯(s) = 0}
≥ lim
t→∞
Pr{‖xˆu,x¯(u)(t)‖2 ≤ x}Pr{ lim
s→∞
x¯(s) = 0} − 3σ. (16)
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Since σ can be chosen arbitrary small, (13)-(16) imply that
lim
t→∞
Pr{‖x¯(t)‖2 ≤ x, lim
s→∞
x¯(s) = 0}
= lim
t→∞
Pr{‖xˆu,x¯(u)(t)‖2 ≤ x}Pr{ lim
s→∞
x¯(s) = 0},
lim
t→∞
Pr{‖x¯(t)‖2 ≤ x, lim
s→∞
x¯(s) = 0}
= lim
t→∞
Pr{‖xˆu,x¯(u)(t)‖2 ≤ x}Pr{ lim
s→∞
x¯(s) = 0}.
Thus, we conclude that the asymptotic behavior of Pr{‖x¯(t)‖2 ≤ x, lims→∞ x¯(s) = 0} coincides
with the asymptotics of Pr{‖xˆu,x¯(u)(t)‖2 ≤ x}Pr{lims→∞ x¯(s) = 0}. Now we can use (12) and the
fact that Pr{lims→∞ x¯(s) = 0} ∈ (0, 1] to get
E{‖x¯(t)‖2 | lim
s→∞
x¯(s) = 0} = O
(
1
t
)
as t→∞.
6 Simulation Results
For illustration purposes, let us consider a simple distributed optimization problem:
F (z) = F1(z) + F2(z) + F3(z),
over a network of 3 agents. We assume that the function Fi is known only to the agent i, i = 1, 2, 3,
and
F1(z) =

(z3 − 16x)(z + 2), if |z| ≤ 10,
4248z − 32400, if z > 10,
−3112z − 25040, if z < −10.
F2(z) =

(0.5z3 + z2)(z − 4), if |z| ≤ 10,
1620z − 12600, if z > 10,
−2220z − 16600, if z < −10.
F3(z) =

(z + 2)2(z − 4), if |z| ≤ 10,
288z − 2016, if z > 10,
288z − 1984, if z < −10.
The plot of the function F on the interval z ∈ [−6, 6] is represented by Figure 1. Outside this
interval the function F has no local minima6.
For this simulation, the communication graph G(t) is chosen in the following manner: the
connectivity graph for each two consecutive time slots is chosen to be the following two graph
combinations that is randomly set up for the information exchange:
([3], 1↔ 2, 2↔ 3) ([3], 1↔ 2, 1↔ 3)
6Note that the problem F (z) → minR is equivalent to the problem of minimization of the function F0(z) =
(z3 − 16x)(z + 2) + (0.5z3 + z2)(z − 4) + (z + 2)2(z − 4) on the interval [-10, 10], where F0(z) is extended on the
whole R to meet Assumption 1.
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Figure 1: Global objective function F (z).
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Figure 2: The value z1(t) (given x1(0) = 0, x2(0) = 0, x3(0) = 0).
or
([3], 1↔ 2, 1↔ 3) ([3], 1↔ 2, 2↔ 3).
Obviously, such sequence of communication graphs is 4-strongly connected. Moreover, Assump-
tions 1-3 hold for the functions {Fi(z)}i and F (z) and we can apply the perturbed push-sum algo-
rithm to guarantee the almost sure convergence to a local minimum, namely either to z = −2.49
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Figure 3: The value z2(t) (given x1(0) = 0, x2(0) = 0, x3(0) = 0).
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Figure 4: The value z3(t) (given x1(0) = 0, x1(0) = 0, x1(0) = 0).
or to z = 2.62. The performance of the algorithm for the initial agents’ estimations x1(0) = 0,
x1(0) = 0, x1(0) = 0 and x1(0) = −1, x2(0) = −1.2, x3(0) = −1.1 are demonstrated in Figures 2-4
and Figures 5-7, respectively. We observe that in the first case the algorithm converges to the
global minimum z = 2.62. In the second case, although the initial estimations is close to the local
maximum of F , z = −1.12, the algorithm converges to the local minimum z = −2.49.
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Figure 5: The value z1(t) (given x1(0) = −1, x2(0) = −1.2, x3(0) = −1.1).
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Figure 6: The value z2(t) (given x1(0) = −1, x2(0) = −1.2, x3(0) = −1.1).
7 Discussions and Concluding Remarks
In this paper we studied non-convex distributed optimization problems. We demonstrated that
under some assumptions on the gradient of the objective function, the known deterministic push-
sum algorithm converges to some critical point of the global objective function. However, the
deterministic procedure based on the gradient optimization methods cannot distinguish between
local maxima and local optima. Motivated by this, we considered the stochastic version of the
distributed procedure and proved its almost sure convergence to some local minimum (or to the
boundary of one of the connected components of the set of critical points) of the objective function,
in the absence of any saddle point. The convergence rate estimations was also obtained for the
stochastic process under consideration.
The future analysis may include possible modifications of the algorithm to approach the global
minima of the objective function. Moreover, a payoff-based version of the proposed procedure is
also of interest, especially in the application of optimal wind farm control [19].
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Figure 7: The value z3(t) (given x1(0) = −1, x2(0) = −1.2, x3(0) = −1.1).
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