The electric energy consumption prediction (EECP) is an essential and complex task in intelligent power management system. EECP plays a significant role in drawing up a national energy development policy. Therefore, this study proposes an Electric Energy Consumption Prediction model utilizing the combination of Convolutional Neural Network (CNN) and Bi-directional Long Short-Term Memory (Bi-LSTM) that is named EECP-CBL model to predict electric energy consumption. In this framework, two CNNs in the first module extract the important information from several variables in the individual household electric power consumption (IHEPC) dataset. Then, Bi-LSTM module with two Bi-LSTM layers uses the above information as well as the trends of time series in two directions including the forward and backward states to make predictions. The obtained values in the Bi-LSTM module will be passed to the last module that consists of two fully connected layers for finally predicting the electric energy consumption in the future. The experiments were conducted to compare the prediction performances of the proposed model and the state-of-the-art models for the IHEPC dataset with several variants. The experimental results indicate that EECP-CBL framework outperforms the state-of-the-art approaches in terms of several performance metrics for electric energy consumption prediction on several variations of IHEPC dataset in real-time, short-term, medium-term and long-term timespans.
Introduction
With the development of data, internet as well as computing power of computers, machine learning and deep learning [1, 2] have been used in many areas such as construction [3] [4] [5] , cybernetic [6, 7] , economic [8] [9] [10] [11] and medical [12, 13] to help professionals save time and effort. Utilizing machine learning in economic, Hoang et al. [14] introduced a full-fledged geo-demographic segmentation model for identifying and gaining insights of the most probable cause of churn for a bank dataset. Meanwhile, Le et al. [8] [9] [10] [11] developed several machine learning models for dealing with imbalance data problem to forecast the bankruptcy in South Korea. These studies can help the investors, managers and government devise appropriate strategies to optimize the profits in their business. In addition, medical diagnosis is another practical application of machine learning and deep learning with many studies in this decade. Recently, Hemanth et al. [12] proposed a deep CNN model to classify brain
Related Works
In 2018, Oliveira et al. [19] developed the efficient techniques that combine the decomposition and Bootstrap aggregating (Bagging) to improve univariate predictions for mid-long term electric energy demand (monthly energy demand) in both kind of countries including developed and developing ones. This method was successful in electric energy consumption prediction for several experimental datasets which were collected from Canada, France, Italy, Japan, Brazil, Mexico and Turkey. Then, Wu et al. [20] proposed Adaptive Rate of Change (ARC) approach for estimating the electrical maximum demand in short-term timespan. This issue can recognize the peak demand pattern for both commercial and industrial customers. This approach would provide to the customers several direct and indirect benefits. In addition, the utility providers also benefit from demand reduction, cost control, and system stability. This approach was successfully applied to three different manufactories to estimate and manage the electrical maximum demand in short-term timespan. Next, Krishnan, Sakthivel and Vishnuvarthan [21] developed a novel neural network-based optimization approach for electronic energy consumption prediction. The authors implemented two approaches including the Neural Network based Genetic Algorithm denoted by NNGA and the Neural Network based Particle Swarm Optimization namely NNPSO for optimizing the weight of neural network to improve the performance. The proposed approach yields better results compared with the results of the CNN model in predicting the future energy consumption. The proposed approach was verified by the real time dataset collected from pecan street. Meanwhile, Fayaz and Kim [22] proposed an efficient model for electronic energy consumption prediction in residential buildings using deep extreme learning machine. The dataset used on this study for weekly and monthly energy prediction was collected from four residential buildings from January to December in 2010. In addition, Bouktif et al. [23] utilized feature selection and genetic algorithm to optimize a LSTM model for electric load prediction. The proposed approach obtained higher accuracy than other machine learning models for France metropolitan's electricity consumption data. Unfortunately, most of the data from above studies are not available. In 2018, Tanveer et al. [24] introduced a comprehensive survey regarding to the approaches based on data driven and large scale for predicting the energy demand in a building to provide better overview of this issue. Next, Moon et al. [25] proposed a hybrid electric energy consumption forecasting model for week-ahead total daily electric energy consumption forecasting. They classified electric energy consumption data by pattern similarity using the decision tree technique. Then, they used Random Forest and Multilayer Perceptron to select models with a better prediction performance in similar time series. They compared their hybrid model with other machine learning techniques using three university building clusters. They verified their hybrid model yielded better prediction performance than other machine learning techniques.
In 2019, Johannesen et al. [26] utilized several regression approaches for predicting the urban area electrical energy demand in an urban area located in Sydney from 2006 to 2010. The experimental results show that Random Forest Regressor model archived the best performance for short-term electrical energy demand prediction (30 min) while kNN model obtained the relatively better results for predicting the daily timespan of electrical energy demand. Meanwhile, Divina et al. [27] introduced a comparative empirical evaluation of different time series forecasting strategies in both statistical and machine learning based approaches for Short Term Electric Energy Consumption Prediction on a dataset regarding the electricity consumption registered by thirteen buildings located at the Pablo de Olavide (UPO) University campus in Seville, Spain, collected over five and a half years. The results found that Machine Learning approaches including bagging and boosting ensemble schemes could achieve better results. Bouazza and Deabes [28] developed a framework using Petri Nets for smart temperature control to reduce energy consumption for smart building. The proposed system reduces the electric energy consumption by automatically controller electrical devices. The experiments show that this system reduces a significant amount of electric energy consumption at ratio 46.79%. Kim et al. [29] proposed a recurrent inception convolution neural network (RICNN) to predict the electric energy consumption (48-time steps with an interval of 30 min). They combined RNN and 1-D convolution inception module to help calibrate the prediction time and the hidden state vector values calculated from the nearby time steps. They used three industrial distribution complexes in South Korea. They verified their proposed RICNN outperformed better prediction performance than Multilayer Perceptron, Convolutional Neural Networks, and Recurrent Neural Networks. Recently, Kim and Cho [31] proposed an efficient model namely CNN-LSTM using the combination of CNN and LSTM for stably predicting electric energy consumption on IHEPC dataset. The CNN-LSTM method in this study achieves almost perfect prediction performance for IHEPC dataset compared with Linear Regression, LSTM approaches.
Materials and Methods
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Datasets
The IHEPC dataset provided by Hebrail and Berard [30] on UCI Machine Learning Repository was used to validate several electric energy consumption prediction models [31] recently. This dataset contains 2,075,259 measurements collected from a house in Sceaux, France in five years between December 2006 and November 2010. A total of 25,979 missing values on 28 April 2007 were removed in preprocessing step. Table 1 presents all the variables in the dataset. There are nine variables (day, month, year, hour, minute, global active power, global reactive power, voltage and global intensity) and three variables collected from energy consumption sensors (sub metering 1, sub metering 2, and sub metering 3) attached with the meaning of each variable. Global active power The household global minute-averaged active power (in kilowatt) 7
Global reactive power The household global minute-averaged reactive power (in kilowatt) 8 Voltage
The minute-averaged voltage (in volt) 9
Global intensity The household global minute-averaged current intensity (in ampere) From the IHEPC dataset, four datasets including minutely, hourly, daily, and weekly datasets, which indicate for real-time, short-term, medium-term and long-term predictions respectively, will be created. Figure 1 shows the samples of minutely, hourly, daily, and weekly datasets which originated from the IHEPC dataset. For each global active power in the time series shown in Figure 1 , there are six variables including global reactive power, voltage, global intensity, sub metering 1, sub metering 2 and sub metering 3. In the first module, two one-dimensional CNN layers followed by two max pooling layers to reduce the computational complexity were used to analysis the input variables for feature extraction. At the early stage, MLP was often preferred as feature extractor where it is considered as a feedforward artificial neural network However, the model becomes inefficient and redundancy due to the face that each perceptron is connected with every other perceptron. CNN, in the other hand, is a special type of MLP where every neuron does not need connected to other neurons. Those neurons only connected to a region of data (matrices or vector inputs) and are panned around entire data according to certain size and stride. The panning of filters in CNN essentially allows parameter sharing, weight sharing so that the filter looks for a specific pattern and is location invariant. Specifically, a number of neurons in a CNN layer is combined by weights and biases. These values have to be learned by the training process. In these models, several input variables are provided to each neuron. Next, the dot product operator is executed and followed by an optional nonlinearity function. In our application, convolution 1D layers, pooling 1D layers and fully connected layer are used. In details, CNN takes the time series data in one dimensional form wherein the data are arranged in the order of sequential time instants. Let the one-dimensional input vector be x = {x 1 , x 2 , . . . , x n , ec} where x n ∈ R d are the variables in the dataset and ec ∈ R denotes the energy consumption value. The convolution 1D constructs a feature map fm by applying the convolution operator on the input data with a filter w ∈ R fd where f denotes the features inherent in the input data producing at its output, new set of features which is fed to input of the next block in line. A new feature map fm is obtained from a set of features f as the following equation.
The EECP-CBL Model
The filter hl in Equation (1) is utilized to each set of features f in the input data defined by {x 1:f , x 2:f +1 , . . . , x n−f +1 } and generate a feature map denoted by hl = [hl 1 , hl 2 , . . . , hl n−f +1 ]. In addition, b ∈ R is a bias term and hl ∈ R n−f +1 .
The output of convolutional layers is summed of weighted inputs which are comprised from multi linear transformations. Normally the linear transformation cannot capture the complex structures in the data, so that a non-linear activation layer is preferred to apply after convolutional layers to learning the data better in training step. In this study, we choose ReLU activation function that apply max(0, x) to each of the inputs. Then, the output of the convolutional layer is passed to the pooling layer which performs a down-sampling operator. In our model, the max-pooling layer is applied on each feature map → hl = max{hl}. This process selects the most significant features with highest values. The output of the max-pooling layer is denoted as follows.
where x i is the input vector to the CNN network with the energy consumption and x i is the output of the CNN network to be fed to the next Bi-LSTM network. The proposed framework first passes the input vector to CNN and obtains the new vector x i based on the Equation (2). Then, to understand Bi-LSTM, we introduce the LSTM with forget gate structure proposed in [32] . The formulation is denoted by,
c t = f c t−1 + i g
y t = o tanh(c t )
where i, f, o, g and c are input, forget, output, and input modulation gate respectively. Note that these are in n-dimensional real vectors. In Equations (3)-(6), the notation σ is a sigmoid function and W i , W f , W o , and W g are fully connected neural networks for the input, forget, output, and input modulation gates respectively. In Equations (7) and (8), the notation is an element-wise product operator. LSTM model only considers one directional information on a sequence which leads to reduce the effectiveness of LSTM model. Moreover, multiple directional information on the sequence contains valuable information. Therefore, bidirectional long short-term memory denoted by Bi-LSTM was developed which combines the forward and backward directions in the sequence [33] . The key idea of Bi-LSTM model is that it looks a particular sequence both from the front-to-back as well from the back to front. In which, a LSTM layer is for forward processing while the remaining layer is for backward processing. In this way, the network could capture the change of energy power both its past as well as its future. To understand this model, let's considering an input sequence x with n elements. The order of the forward LSTM is {x 1 , x 2 , . . . , x n } while that of the backward LSTM is {x n , x n−1 , . . . , x 1 }. After the training process of the forward and backward LSTMs separately, these LSTMs are integrated by fusing their outputs in the previous step denoted as,
where y F and y B are the outputs of the forward and backward LSTMs, respectively while the notation ⊕ expresses any integration operator including a simple adder, a neural network etc. In other words, Bi-LSTM combines the forward and backward directions based on Equation (9). The outputs of Bi-LSTM are fed to two fully connected layers to generate energy consumption values. The structure and configuration details of proposed approach are presented in Table 2 . 
Experiments
In this section, the experiments were conducted to compare four common performance metrics for time series prediction including MSE, RMSE, MAE and MAPE as well as the processing time of the experimental methods. Since the IHEPC is recorded in 5 five years so that we took the first 3 years as the training and the rest 2 years for the testing. The experimental methods were implemented in Keras library and performed in the server with 4 GPU cards of GTX 1080 Ti. Our model (https://github.com/vmthanh/electric_enegery_comsumpsion) is trained in 100 epochs, batch size 30 using Adam optimization with initial learning rate as 0.001.
The first metric is MSE that measures the average of the squares of the errors. In other words, it is the average squared difference between the predicted values and the actual values. The equation of MSE is as follows.
Meanwhile, RMSE is the standard deviation of prediction errors. Firstly, let's consider residuals which are a measure of how far from the regression line data points are. Therefore, RMSE is a measure of how spread out these residuals are. This metric is commonly used in climatology, forecasting, and regression analysis to verify the experimental models and are determined as follows.
In addition, MAE measures the average magnitude of the prediction errors and ignores their directions. In more detail, it's the average the absolute differences between prediction and actual values for all instances in the testing set. Note that this measurement considers all individual differences are the same weight. MAE is determined as the following equation.
The last metric namely MAPE is a measure of prediction accuracy of a forecasting method such as time series prediction. This metric expresses accuracy in percentage the following equation:
To show the effectiveness of EECP-CBL model, this section compares four above performance metrics such as MSE, RMSE, MAE and MAPE computed by Equations (10)-(13) respectively of Linear Regression, LSTM and CNN-LSTM [31] and the proposed model for minutely, hourly, daily and weekly datasets derived from the IHEPC dataset. Table 3 presents the results of experimental methods for minutely dataset. The proposed model reaches the best values of MSE, RMSE, MAE and MAPE at 0.051, 0.225, 0.098 and 11.66 respectively while the second approach, CNN-LSTM, obtains 0.374, 0.611, 0.349 and 34.84 of MSE, RMSE, MAE and MAPE respectively. Meanwhile, LSTM and Linear Regression did not achieve good results for this dataset. The gaps between the results in terms of the predictive performance of our approach and others are very large. Therefore, the proposed model explicitly outperforms other approaches including Linear Regression, LSTM and CNN-LSTM for minutely dataset. In addition, this study also reports the training time and predicting time of the experimental methods for minutely dataset in the last two columns in Table 3 . The training time of the proposed method (3950 s) is double that of CNN-LSTM (2070 s) because EECP-CBL analyzes both directions including forward and backward directions in the sequence. In the other side, EECP-CBL reduced nearly 30% of the predicting time compared with CNN-LSTM. Note that in machine learning, the predicting time is more important than the training time. Trained model needs to be trained once and stored it for many predicting later. Next, the performance results for hourly dataset are introduced in Table 4 . For MSE and RMSE, our approach is slightly better than Linear Regression, LSTM and CNN-LSTM. For details, our approach got 0.298 and 0.546 of MSE and RMSE while CNN-LSTM, LSTM and Linear Regression obtain (0.355, 0.596), (0.515, 0.717) and (0.425, 0.652) of MSE and RMSE respectively. For MAE, our approach just stands in second place with 0.392 while the first place is CNN-LSTM with 0.332. The gap of the first and second approach in terms of MAE is quite small. In addition, our approach stands the third place after CNN-LSTM (the first place) and LSTM (the second place) in terms of MAPE. Therefore, our approach is best approach in terms of MSE and RMSE while CNN-LSTM archived the best values in terms of MAE and MAPE for hourly dataset. In terms of processing time, our method increases 50% in training time and decrease 20% in predicting time for hourly dataset compared with CNN-LSTM model. The proposed method also achieves the best results for daily dataset which are shown in Table 5 . For MSE, our approach improves nearly 50% (0.065) compared with CNN-LSTM (0.104). Meanwhile, LSTM and Linear Regression obtained the high values in MSE at 0.241 and 0.253 respectively for daily dataset. In addition, EECP-CBL also reaches the best values of RMSE, MAE and MAPE with 0.255, 0.191 and 19.15 respectively. These values are significantly better than other methods for daily dataset. Therefore, EECP-CBL is the best method for electric energy consumption prediction in medium-term timespans. Moreover, the training time of EECP-CBL for daily dataset is 61.36 s while that of CNN-LSTM is 42.35 s. Similar to the previous dataset, the proposed approach only requires 0.71 s for predicting time that is only 37% of the predicting time required by CNN-LSTM model. Finally, Table 6 shows the performances of the experimental methods for weekly dataset. Similar to daily dataset, the proposed method improves nearly 50% for MSE and 30% for RMSE, MAE and MAPE compared with the second place (CNN-LSTM). In the meantime, the results of LSTM and Linear Regression are not good in terms of all the performance metrics for weekly dataset. Therefore, our approach is the best method for electric energy consumption prediction in long-term timespans. The training time and predicting time in the last experiment are the same with the previous experiments. The training times of the proposed approach and CNN-LSTM are 20.7 s and 14.12 s respectively. However, the predicting time of our approach is only 20% of predicting time required by CNN-LSTM model.
To sum up, this study creates the Figure 3 which shows the average percentages of experimental methods over four datasets. We first determine the average for MSE, RMSE, MAE and MAPE over the minutely, hourly, daily and weekly datasets. Then, we scale these above values to percentage to show the graph better which are shown in Figure 3 . Obviously, the proposed approach namely EECP-CBL is the best method for most above datasets including minutely, hourly, daily and weekly datasets derived from the IHEPC dataset in terms of four common performance metrics including MSE, RMSE, MAE and MAPE. Moreover, although our method has a larger training time than CNN-LSTM, the prediction times of our method are a lot better than those of CNN-LSTM. Based on the above analysis, the proposed approach can be recommended to use in intelligent power management system to predict the electric power consumption in the future. To sum up, this study creates the Figure 3 which shows the average percentages of experimental methods over four datasets. We first determine the average for MSE, RMSE, MAE and MAPE over the minutely, hourly, daily and weekly datasets. Then, we scale these above values to percentage to show the graph better which are shown in Figure 3 . Obviously, the proposed approach namely EECP-CBL is the best method for most above datasets including minutely, hourly, daily and weekly datasets derived from the IHEPC dataset in terms of four common performance metrics including MSE, RMSE, MAE and MAPE. Moreover, although our method has a larger training time than CNN-LSTM, the prediction times of our method are a lot better than those of CNN-LSTM. Based on the above analysis, the proposed approach can be recommended to use in intelligent power management system to predict the electric power consumption in the future. 
Conclusions
This study proposed EECP-CBL model for electric energy consumption prediction that utilizes the combination of CNN and Bi-LSTM on the IHEPC dataset. The proposed model consists of three modules including CNN, Bi-LSTM and FC modules for predicting the energy consumption. Firstly, two CNN layers in the first module were used to extract information from several variables in IHEPC dataset. Next, the results of the previous module as well as the trends of time series in two directions will be passed to the next module namely Bi-LSTM module that consists of the two Bi-LSTM layers. In the last module, EECP-CBL used two fully connected layers to finally predict the values of energy consumption. The experiments were conducted to indicate that EECP-CBL outperforms CNN-LSTM, LSTM and Linear Regression, which are the state-of-the-art models for electric energy consumption prediction, in terms of several performance metrics such as MSE, RMSE, MAE and MAPE as well as processing time in different time frame settings.
In the future, we will improve the performance of electric energy consumption prediction model by applying several techniques such as evolutionary algorithms, optimized EECP-CBL model. In 
In the future, we will improve the performance of electric energy consumption prediction model by applying several techniques such as evolutionary algorithms, optimized EECP-CBL model. In addition, we will try to collect more datasets regarding to electric energy consumption prediction to verify our proposed model. 
