In the classical Constraint Satisfaction Problem(CSP) two finite models are given and we are asked to find their homomorphism. In the Mixed-CSP problem, besides the models, a set of weighted pairs of elements of this two models is given and the task is to find a homomorphism that maximizes the weight of pairs consistent with the homomorphism, i.e. pairs for which homomorphism maps the first element of the pair to the second element.
Introduction
Constraint Satisfaction Problem(CSP) is a well-known generalization of NP-hard satisfiability problem. An input to CSP consists of a description of two finite relational models of equal signature and the task is to find a homomorphism of this two models.
During the past 30 years CSP and its subproblems were intensely studied by mathematicians. The subcase of this problem when the second model equals to some fixed model was under special interest [10, 6, 2] .
Definition 2. Suppose we are given a finite relational model H = (A, P as an input(with the same signature as H). And the task is to find some function f ∈ Hom (I, H), where Hom (I, H) is the set of homomorphisms from I to H.
Subproblems of CSP that arise by fixing the second model vary by structure and sometimes coincides with well-known problems. For example, in the case when the second model is a boolean set {0, 1} with four ternary predicates x ∨ y ∨ z, x ∨ y ∨ z, x ∨ y ∨ z, x ∨ y ∨ z we obtain 3-SAT. The main issue investigated in this direction was the conditions the second model should satisfy to make the case computationally tractable. It was shown that these conditions can be expressed in the language of predicate clones of universal algebra [6] . k ) we are given by a set of n triples(pairs with weights) {x i , y i , w i }, x i ∈ B, y i ∈ A, w i ∈ N. Mixed-CSP can be considered a more difficult task than CSP, because there we are not asked to find any homomorphism, but to find homomorphism that maximizes the functional , where Hom (I, H) is the set of homomorphisms from I to H. To see that Mixed-CSP is NP-hard in general, let us prove that Mixed-CSP(H = ({0, 1}, P ∨ = {(x, y) |x ∨ y})) is NP-hard. The input to this problem consist of the graph G = (V, E ⊆ V 2 ) (model of the same signature as ({0, 1}, P ∨ = {(x, y) |x ∨ y})) and n triples {x i , y i , w i }, x i ∈ V, y i ∈ {0, 1}, w i ∈ N. It is easy to see that for any f ∈ Hom ((V, E) , H), the set {x|f (x) = 0} is independent in the graph G. And contrary, for any independent set S in graph G, g(x) = [x / ∈ S] ∈ Hom ((V, E) , H). And so, if y i = 0, w i = 1 for any i, and x i passes through V , then the task of Mixed-CSP is equivalent to finding a maximal independent set. This means that Mixed-CSP(H = ({0, 1}, P ∨ = {(x, y) |x ∨ y})) is NP-hard, since a maximal independent set is NP-hard. This example will appear one more time later, and from it we see that, as CSP, Mixed-CSP(H) parametrizes different combinatorial(now optimizational) problems, some of them being NP-hard.
Another application of Mixed-CSP arises in supervised learning. The task of supervised learning is to find an unknown functional dependance. As a rule, we have two types of constraints that the function should satisfy. The first type of constraints is given by so called training set that is a finite set of elements of a domain with known values of the function for them. And the second one, often called supplementary constraints, is given by a priori knowledge of the function as to its, for example, monotonicity, smoothness, linearity and so on.
Often the last type of constraints is given by some predicate pair [9] , i.e. we are given two predicates of equal arity on the domain and on the range set and an unknown function should preserve this pair. In other words if we consider the domain and the range set as relational models then the function should be a homomorphism of these models. The typical example is monotonicity constraints when we are given two partial orders. It is easy to see that the task of constructing a function maximally consistent with the training set is Mixed-CSP. The classification of tractable cases of Mixed-CSP with respect to the second model can be partly justified with the fact that, as a rule, the range set in supervised learning is finite, and we can strictly test whether Mixed-CSP(H) is efficiently solvable or not. And if yes it will guarantee that an optimal function will be found for any finite model I(which can be thought of as a union of a training and control sets). k ) are all in one of the maximal classes. Later we will need the following definition. Recall that an optimization task is called NP-hard if using its solver as an oracle we could recognize one of the NP-complete languages in polynomial time. We hold that P = NP .
Definition 5. Suppose we are given a set A and a class of predicates S = {ρ 
Note that if Q * is a minimal equivalence including Q (we can get such an equivalence from Q in O |B| 2 steps), then we can replace Q by Q * in the model I without changing the set Hom (I, H). So we will consider Q as being an equivalence.
The set of all equivalence classes with respect to equivalence Q is denoted by B.
For every b ∈ B, b is an equivalence class containing b and Q 
As in the previous theorem, we can obtain the model I ′ from I in poly (|Q|) steps and give it as an input to Mixed-CSP(H ′ )(with the same set of triples). Since Mixed-CSP(H ′ ) is polynomially solvable, Mixed-CSP(H) is polynomially solvable also.
Theorem 5. Suppose S is an efficiently solvable class of predicates and ρ ∈ S is an m-fold predicate. Then S ∪ {{(x 1 , ..., x m−1 ) | (x 1 , ..., x m ) ∈ ρ}} is efficiently solvable also.
Proof.
Let us consider Mixed-CSP(H), where
where Q copy is a set of copies of elements from Q. The copy of (x 1 , ...,
, we see that f | B ∈ Hom (I, H). And visa versa, for every f ∈ Hom (I, H), there exists g ∈ Hom (I ′ , H ′ ) such that g| B = f . The model I ′ can be constructed from I in poly (|Q|) steps and given as an input to Mixed-CSP(H ′ )(with the same set of triples). Consequently, if Mixed-CSP(H ′ ) is polynomially solvable, then Mixed-CSP(H) is polynomially solvable also.
Theorem 6. Suppose S is an efficiently solvable class of predicates and ρ 1 , ρ 2 ∈ S are m-fold predicates. Then S ∪ {ρ 1 ∩ ρ 2 } is efficiently solvable also.
is polynomially solvable, then Mixed-CSP(H) is polynomially solvable also.
Definition 7. The class of predicates S = {ρ nα α ⊆ A nα } α∈A is said to be closed if it satisfies the following properties:
.., x m ) ∈ ρ} ∈ S e) if ρ 1 , ρ 2 ∈ S are of the same arity, then ρ 1 ∩ ρ 2 ∈ S Easy to see that intersection of closed classes of predicates is closed and the class of all predicates under the set A is closed. That is why the following definition is correct.
Definition 8. If a class of predicates is minimal by inclusion among closed classes that contain S, then it is called a closure of S and is denoted by S ⊲ . Obviously, we can get a closure adding to S the diagonal and, for every ρ 1 , ρ 2 ∈ S, adding ρ
From the theorems proved the following is clear.
Theorem 7. If the class of predicates S is efficiently solvable, then S ⊲ is efficiently solvable also.
Theorem 8. Every maximal class of predicates is closed. Now we will give some well-known definitions and results from the theory of clones. Definition 9. Let ρ ⊆ A m and f : A n → A. We say that the function f preserves the predicate ρ if, for every (
For the set of predicates P , by P ol (P ) denote the set of functions preserving all predicates from P . Note that this set is closed under change of variables, addition of fictive variables and superposition, which means that it is a functional clone. And P ol (P ) contains all selector functions, i.e. functions of the type s i n (x 1 , ..., x n ) = x i . For the set of functions F , by Inv (F ) denote the set of predicates preserved under any function from F . Obviously, this class of predicates is closed. Now the definition of Galois closure for the set of predicates P is the following: P * = Inv (P ol (P )). The next well-known statement[4, 1] will be given without proof.
Theorem 9. If P is a closed class of predicates, then P = P * . From this we conclude the following. Theorem 10. Every maximal class of predicates S is defined by some set of functions F , i.e. S = Inv (F ).
Proof. For F we can take P ol (S) or any basis of P ol (S). Theorem 11. Suppose S = {ρ nα α ⊆ A nα } α∈A is an efficiently solvable class of predicates and C ⊆ A. Then S ∪ {C} is efficiently solvable also.
Proof. Let us consider Mixed-CSP(H), where H = (A, C, P 
Then due to polynomial solvability of Mixed-CSP(H ′ ) we can find
The part of the sum that correspond to the triples {(x, y, W ) |x ∈ Q, y ∈ C} takes its maximum when f (Q) ⊆ C, i.e. f ∈ Hom (I, H). When Hom (I, H) = ∅, it is more preferable to maximize this part than the part of Π because the weight of every (x, y, W ) is greater than the total weight of Π. If this is the case, then the weight of the second item will be equal to W |Q|. From this we obtain that f = arg max
The case when Hom (I, H) = ∅ is easily verified, because then we have max
Consequently, if Mixed-CSP(H ′ ) is polynomially solvable, then Mixed-CSP(H) is polynomially solvable also. The theorem proved.
Let us specify what functions can define maximal sets of predicates. Theorem 12. Let the maximal class of predicates S = {ρ nα α ⊆ A nα } α∈A be determined by some set of functions F , i.e. S = Inv (F ). Then, for any f ∈ F, f : A n → A, we have that f (x 1 , ..., x n ) ∈ {x 1 , ..., x n }, i.e. f is conservative.
Proof. Let C = {x 1 , ..., x n } ⊆ A. From the previous theorem we conclude that C ∈ S. The fact that the function f preserves the predicate C implies that f (x 1 , ..., x n ) ∈ {x 1 , ..., x n }.
So, every maximal class of predicates corresponds to some functional clone. Post [8] gave the complete description of the lattice of clones in boolean case and this gives us a chance to find all maximal classes of predicates in this case.
Efficiently solvable classes of predicates in boolean case
In case A = {0, 1}, there is a countable number of clones of conservative functions containing all selector functions. We list it below according to the table on the page 76 of the book [7] . In the table below their notation and sets of predicates defining them are given. The closure of this predicates is equal to the set of all predicates preserved under functions of corresponding clone.
Theorem 13. The classes of predicates Inv (M 01 ) , Inv (S 01 ) are maximal. There are no other maximal classes of predicates in boolean case.
Proof. The class Inv (T 01 ) is efficiently solvable, but cannot be maximal because it contains only two simple unary predicates {0} and {1}.
Let us prove that Inv (M 01 ) is efficiently solvable. By theorem 7, it is equivalent to polynomial solvability of Mixed-CSP(H = (A, {0} , {1} , {(x 1 , x 2 ) |x 1 ≤ x 2 })), because the class Inv (M 01 ) is a closure of this set of predicates.
Let the input to this problem be the model I = (B, Q 0 , Q 1 , Q) and the training set Π = {(x i , y i , w i ) |x i ∈ B, y i ∈ A, w i ∈ N} n i=1 . Let Q * be a reflexive and transitive closure of Q (closure can be obtained in O |B| 3 steps). Note that if we replace Q by Q * in I, the set Hom (I, H) will not change. Consequently, we can consider Q to be a partial preorder(reflexive and transitive predicate). Let M 0 = {x|∃yQ (x, y) &Q 0 (y)} , M 1 = {x|∃yQ (y, x) &Q 1 (y)}. Clearly, for every f ∈ Hom (I, H), it holds that f (M 0 ) = 0, f (M 1 ) = 1. If M 0 ∩ M 1 = ∅ then Hom (I, H) = ∅ and the answer to the task will be negative.
Let
Let us take the pair I ′ , Π ′ as an input to Mixed-CSP(H). It is easy to see that arg max
Consequently the answer to I ′ , Π ′ should be the same as to I, Π. Let us show that the answer to I ′ , Π ′ can be obtained in a polynomial number of steps. Elements of Π ′ , except maybe insignificant triples of the type (x, y, 0), can be repre-
, where
, where the weight w ′ i is assigned to vertex x ′ i . Since the graph is bipartite, we can efficiently find a maximal(weighted) independent set IS. And R (x) = max
y ′ i will be the answer to the algorithm. Indeed, it is clear that
because, for every f ∈ Hom (I ′ , H), the set {x
} is independent in the graph G. An equality is reached on the function R, because for every 
Let the input to this problem be the model I = (B, Q 0 , Q) and the training set Π = {(x i , y i , w i ) |x i ∈ B, y i ∈ A, w i ∈ N} n i=1 . It is easy to see that a binary predicate, considered as a graph, can be decomposed on connective components (B, Q) = K 1 ∪ ... ∪ K t , where K i = (V i , E i ). Such a decomposition can be made in O |B| 2 steps. If among these components there is a graph with an odd cycle, then, obviously, Hom (I, H) = ∅. Else, the optimization task can be reduced to subtasks for every component:
where Since,
we see that {(
From this we obtain that if Mixed-CSP(H = (
can not be efficiently solvable. NP-hardness of Mixed-CSP(H = (A, {(x 1 , x 2 ) |x 1 ∨ x 2 })) was considered in the introduction of the paper (the case of Mixed-CSP(H = (A, {(x 1 , x 2 ) |x 1 ∨ x 2 })) is analogous).
It remains to prove NP-hardness of Inv (L 01 ). Let us show that using the solver for Mixed-CSP(H = (A, {(x 1 , x 2 , x 3 ) |x 1 + x 2 + x 3 = 1})) as an oracle, we can solve Max-CUT in polynomial time.
Let G = (V, E) be a graph. Let us introduce the variables x ij , y i , y j , i, j ∈ V . Then we give the model I = ({x ij , y i , y j , i, j ∈ V } , {(x ij , y i , y j ) |i, j ∈ V }) and the training set Π = {(x ij , 0, 1) |ij ∈ E} as an input to Mixed-CSP(H). Then, every element of Hom (I, H) is a solution to the system of equations x ij + y i + y j = 1, i, j ∈ V . And x ij = y i + y j + 1, i, j ∈ V for arbitrary boolean vector y = y 1 , ..., y |V | is a solution. Vector y can be considered as the cut {i|y i = 1} ⊆ V and the value of the optimized functional is equal to the doubled cost of the cut. Then solving Mixed-CSP(H) we solve Max-CUT.
Only two classes Inv (M 01 ) and Inv (S 01 ) are candidates for maximality. Since they are not included in each other, they are both maximal. Theorem proved.
Efficient solvability of the class of order predicates
It is well known that, in general case, there are continuum functional clones. That is why the approach of the previous chapter is useless there. Now we are interested in describing closed and efficiently solvable classes of predicates.
Suppose we are given the set A = {0, 1, ..., k − 1} and the total order ≤ on it. For simplicity we will state that 0 ≤ 1 ≤ ... ≤ k − 1. For any two x, y ∈ A, let x ∧ y = min {x, y} , x ∨ y = max {x, y}. Now let us introduce the class Inv ({x ∧ y, x ∨ y}). This class can be thought of as a generalization of Inv (M 01 ).
Theorem 14. The class Inv ({x ∧ y, x ∨ y}) is an efficiently solvable class of predicates.
Proof. For ρ ⊆ A n and M ⊆ [n] = {1, 2, ..., n}, the projection of ρ on the components from M is denoted as Pr M ρ. Other components are arbitrary, so we can consider Pr M ρ as n-fold predicate.
Lemma 1. If predicates of the closed class S are preserved under function
Proof of lemma. Let the n-fold predicate ρ ∈ S be given. Let us prove that, for n ≥ 2, it holds that ρ = i,j ρ i,j , where ρ i,j = Pr i,j ρ ∈ S ⊲ 2 . We will prove it by induction on n. For n = 2, the statement is obvious. Suppose it holds for n ≤ k. Consider k + 1-fold predicate ρ ∈ S. As k + 1 ≥ 3, we can introduce the predicates
One of the components is fictive for them and ρ 1 , ρ 2 , ρ 3 ∈ S. Then by induction,
ρ i,j , and the statement is proved. Indeed, ρ ⊆ ρ 1 ∩ ρ 2 ∩ ρ 3 . And visa versa, if then exists y 1 , x 2 , x 3 , ξ , x 1 , y 2 , x 3 , ξ , x 1 , x 2 , y 3 , ξ ∈ ρ and we obtain that
It is easy to see that µ (x, y, z) = (x ∧ y) ∨ (y ∧ z) ∨ (x ∧ z) can be obtained from x ∧ y, x ∨ y by superpositions and change of variables. Consequently, predicates from Inv ({x ∧ y, x ∨ y}) are preserved under µ, and µ has properties µ (x, x, y) = µ (x, y, x) = µ (y, x, x) = x. From this we see that Inv ({x ∧ y, x ∨ y}) can be obtained via taking closure of binary predicates of Inv ({x ∧ y, x ∨ y}). The set of binary predicates of Inv ({x ∧ y, x ∨ y}) is denoted by Inv 2 ({x ∧ y, x ∨ y}). Consequently, the theorem 7 tells us that if Inv 2 ({x ∧ y, x ∨ y}) is an efficiently solvable class of predicates then so is Inv ({x ∧ y, x ∨ y}).
Lemma 2. Any predicate from Inv 2 ({x ∧ y, x ∨ y}) can be obtained via intersection of binary predicates of the types p Proof of lemma. Consider ρ ∈ Inv 2 ({x ∧ y, x ∨ y}). We will prove that
The inclusion of ρ into intersection is obvious. And visa versa, suppose that (a, b) / ∈ ρ. Let us prove that this pair is not in
Suppose there are (
We obtained that
, and we see that (a, b) is not in the intersection. Suppose now that the pair (x 1 , y 1 ) , (x 2 , y 2 ) does not exist. This means that
is not in the intersection. Lemma proved. So, it is remained to prove the polynomial solvability of Mixed-CSP H = A, p r 0,0 , ..., p r k+1,k+1 , p l 0,0 , ..., p l k+1,k+1 . Then we could conclude the efficient solvability of Inv 2 ({x ∧ y, x ∨ y}) and, consequently, Inv ({x ∧ y, x ∨ y}).
Defintion 10. Let L = (L, ∪, ∩) be a subalgebra of the algebra of all subsets of an n-element set 2
[n] , ∪, ∩ . In other words, L is a finite distributive lattice with base n. The function ϕ :
Suppose the submodular function ϕ is given by an oracle computing its values. Then by the algorithm from [5] it can me maximized in O (n 5 log M ) time, where M = max 
Consider the function f : B → A as variables f 1 , ..., f |B| ∈ A. Then, if Hom (I, H) = ∅, we see that is polynomially tractable. Theorem proved.
Conservative arithmetical class of predicates
In the previous section it was shown that the class of order predicates is efficiently solvable. That class generalized the class Inv (M 01 ) of boolean case. Let us now generalize the class Inv (S 01 ).
It is well-known that the function M (x, y, z) = xy ∨ yz ∨ xz is a basis of S 01 . This function satisfies the following equations:
Definition 11. The function m : A 3 → A is called a maltsev operation if it satisfies the equations:
If a class contains any ternary operation that satisfies the equations (2) then it contains 2 operations: maltsev operation and majority operation. Indeed, M itself is a maltsev operation, the term M (x, M (x, y, z) , z) being the majority operation. The contrary statement is also true: if f 1 is a maltsev operation and f 2 is a majority operation, then f 2 (x, f 1 (x, y, z) , z) satisfies the equations (2).
Theorem 15. If a conservative operation M : A 3 → A satisfies equations (2), then the class Inv ({M}) is efficiently solvable.
Since the class {M} * contains majority operation, the predicates of Inv ({M}) can be given by their binary projections.
Definition 12. A binary predicate ρ is called a maltsev predicate if it equals:
It is obvious that ρ L (x, y) = ∃zρ (x, z) &ρ (y, z) , ρ R = ∃zρ (z, x) &ρ (z, y), which means that any function preserving ρ preserves ρ L , ρ R also. Lemma 1. Any binary predicate preserved by a maltsev operation is a maltsev predicate.
Proof of lemma. Any binary predicate preserved by a maltsev operation satisfies the condition: if ρ (a, b) , ρ (c, b) and ρ (c, d), then ρ (a, d). The following table shows this fact:
For any x ∈ Pr 1 ρ, consider the set
The reverse inclusion can be proved analogous. Therefore, θ = {(x, y) |ρ (x, ·) ∩ ρ (y, ·) = ∅} is equivalence relation on Pr 1 ρ and the following is true:
Here ρ (C, ·)
, where x is an arbitrary element from equivalence class C. And we have that ρ is a maltsev predicate.
Lemma 2. Let F = {M} * be a closure of a set of a conservative maltsev operation. Then the congruence lattice Con (F ) of the algebra F contains premaximal element, i.e.
Proof of theorem. Since predicates, preserved by a majority operation, can be defined by their binary projections, we have to prove polynomial tractability of Mixed-CSP(H) in case when the model H consists of maltsev predicates.
In this formulation, input to the Mixed-CSP(H) consists of a set {1, ..., n}, and a pair i, j is constrained to have images in a maltsev predicate ρ ij ⊆ A 2 . And the task is to satisfy constraints and maximize functional
Firstly, suppose that the graph G = ({1, ..., n} , E), where
2 , is connected and, for any i, j, we have Pr
Let us fix some order on the vertex set such that any vertex, except the first one, has adjacent vertex earlier in the order. Such an order can be obtained by successively adding vertexes in the process of depth-first or breadth-first search. We can construct it in O (n 2 ) steps. Simultaneously during search we can define a function prev, which for any noninitial vertex will give an adjacent vertex earlier in the order. Let us take the first element s ∈ {1, ..., n} in order and the premaximal congruence θ on F | Pr 1 ρss . Suppose S 1 , ..., S c are equivalence classes that partition the set Pr 1 ρ ss and f (s) ∈ S i . For the second element s ′ in order we get that f (s ′ ) ∈ S 
To this task we can apply the "divide and conquer" strategy. In the code below the procedure that implement this idea is given. An input to this procedure contains the vertex set Ω and so far the best found variant of the function f on elements of Ω - The procedure ReturnParts given below can be implemented in O (n 2 ) steps.
Let us analyze this algorithm. Return to the procedure Propagate. Consider the sum i∈Ω |Pr 1 ρ ii | for predicates of input. Note that the task is divided on c subtasks in procedure Propagate. Since S Ar (p) ≤ O ((n 2 + n log (max w i )) p)
I.e., our algorithm for Mixed-CSP(H) has polynomial time complexity. Theorem proved.
Conclusion
Complete description of maximal classes is the problem stated in this work. This problem, besides applications in supervised learning, has connections with other research in computer science. The algebraic approach to understanding the structure of efficiently solvable predicate constraints is very similar to the research in Constraint Satisfaction Problem [6, 2] . Now the leading edge of the research on complete classification of maximal classes is to answer a question whether there is such a ternary predicate that generates an efficiently solvable class of predicates and which is not in a closure of any set of binary predicates.
