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CHAPTER I. INTRODUCTION 
Mixed-Valent Systems 
Among the rare earth metals, there is a subclass of 
elements (Ce, Sm, Yb, Tm) whose ions (in certain alloys and 
compounds) can exist in a mixed-valent state. The mixed-
valent state is one in which the energy of the 4f electron is 
close enough to the energy of the conduction band to cause an 
interconfigurational fluctuation between the 4f"5d™6s^ state 
and the 4f^"^5d^^^6s^ state (where m=0 or 1). Because the 
time constant for this fluctuation is small [1], the average 
4f occupation, n, as deduced from measurements of the systems' 
physical properties, appears non-integral, hence, the term 
mixed or partial valence. 
The transition from the integral to the mixed-valent 
state can be induced in this class of materials by varying the 
temperature, pressure, or composition. As these parameters 
are varied, the mixed-valent nature of the materials manifests 
itself through characteristic changes in basic physical 
properties. Some of these include changes in the lattice 
parameter with no associated change in structure, a large 
increase in the value of the electronic specific heat 
coefficient, and a large increase in the electrical 
resistivity. 
Among these mixed-valent materials, cerium metal is 
unique in that it is the only pure element to exhibit mixed-
2 
valent properties. Since it is generally easier to deal with 
the physics of an element than with that of an alloy or a 
compound, an understanding of the mixed-valence phenomenon may 
be more easily gained by studying cerium. Still, in order to 
understand the properties of Ce, it is helpful to look at the 
properties common to all mixed-valent systems. We shall begin 
our discussion with a brief overview of the characteristic 
features of some of the better-known mixed-valent materials. 
Properties of the Mixed-Valent Systems 
As can be seen in Table 1 [2], there are several mixed-
valent systems. To illustrate the properties of these 
systems, we will confine our discussion to two groups. One of 
the most studied classes of mixed-valent materials is the rare 
earth (R.E.) monochalcogenides which are compounds composed of 
one of the aforementioned rare earth elements and either 0, S, 
Se, Te or Po in a 1:1 atomic ratio. Another group of 
compounds which exhibit mixed-valent properties are some of 
the Ce intermetallics. These include compounds of the type 
CeXg, where X = Sn, In, or Pd. 
Lattice parameter 
The behavior of the lattice parameter is an excellent 
gauge of the mixed-valent nature of a material. Since the 
valence can be related to the atomic volume [3,4], an 
exceptionally large volume change with no associated 
Table 1. Rare earth systems in fluctuating valence state' 
Ambient pressure High pressure 
Ce(a) at T < 110 K 
CePdg, CeSn^f CeAl^ 
CeN 
Ce (a) 
CeP 
CeMg, (M = Fe, Co, Ru, Rh, Ir) 
Ce-Th 
SmBg; Sm^Big 
Smi-x*x*S, Smi_,Th;+S 
SmSj.^As^ 
EuCUgSig, EuRhg, Eulrg 
TmSe 
YbB^, YbBg, YbCg 
YbAlg, YbAlg 
YbCu, YbAg, YbAu 
SmS, SmSe, SmTe 
EuO 
TmTe 
YbS, YbSe, YbTe 
YbZn, YbCUgSig 
^[2, Chapter 20]. 
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structural change as a function of pressure, temperature, or 
composition has been attributed to the delocalization or 
hydridization of a 4f electron which is thought to accompany 
the change to the mixed-valent state [5,6]. 
The volume-pressure relation has been studied for all of 
the Sm, Eu, and Yb monochalcogenides [7] and for llnTe [8] 
(Figure 1). As can be seen in this figure, for each of these 
materials there is a large change (a discontinuous change in 
the cases of SmS, SmTe, and EuO) in the lattice parameter with 
applied pressure; yet, the NaCl structure is retained. This 
is representative of a change in valence. Similarly, as can 
be seen in Figure 2, the lattice parameter as a function of 
temperature of CeSn^ 19] compared to those of LaSn^ and PrSn^ 
(both of which have tripositive rare earth ions) decreases 
with temperature at a rate which is almost twice that of the 
other two. This abnormally high rate of change of the lattice 
parameter with temperature is indicative of a continuous 
change in 4f occupation (or valence). 
Valence changes can also be induced through cat ionic 
substitution. If some of the Sm ions in SmS are replaced by 
3+ ions of Y (or another rare earth with a valence of +3), the 
effect is similar to the application of pressure since the 
volume of the substituted ion is smaller than that of the Sm 
ion. As the concentration, x, in Sm^_^Y^S is varied, the 
lattice parameter behaves [10] much as it does for SmS under 
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Figure 1. Volume versus pressure relations for the rare 
earth monochalcogenides (after References 7 
and 7) 
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Figure 2. Lattice constant versus temperature for LaSn-,, CeSn-
and PrSn^ (after Reference 9) 3 3 
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pressure (Figure 3a). Also, if the concentration of the Y is 
fixed at a value of approximately 20 atomic percent, a valence 
change can then be induced by lowering the temperature (Figure 
3b) as in CeSn^. 
Electrical resistivity 
Another property of these materials which changes 
abruptly upon the application of pressure is the electrical 
resistance. The pressure dependence of the resistance of some 
R. E. monochalcogenides is shown in Figure 4. At atmospheric 
pressure, these compounds are semiconductors. The logarithmic 
decrease in resistivity reflects a change in the energy band 
gap [2]. The deviation from this logarithmic behavior at high 
pressure is due to a semiconductor to metal transition which 
accompanies the change to the mixed-valent state. Another 
point worth noting is that this transition is second order in 
SmSe, SmTe, and TmTe, but first order in SmS. 
We showed earlier that in CeSn^ there is a continuous 
change in valence associated with the change in lattice 
parameter. Accompanying the valence increase is a decrease in 
the electrical resistivity 111] (Figure 5). Similarly, in 
Smj^_j^Y^S, the electrical resistivity [12] changes drastically 
as the temperature is lowered for concentrations of Y of the 
order of 20% (Figure 6). This is due to the semiconductor to 
metal transition. 
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Figure 3. (a) Lattice parameter versus tempeprature for 
two Smi_x S systems. (b) Lattice constant 
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Figure 4. Resistivity versus pressure for some rare earth 
monochalcogenides (after Reference 2) 
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Magnetic susceptibility 
The measured magnetic susceptibility versus temperature 
for the mixed-valent materials SmS and SmBg [13] is shown in 
Figure 7. For the purpose of comparison, the susceptibility 
versus temperature is also shown tor SmS at atmospheric 
pressure in which the Sm ion is in the 4f^ state and for SmPd^ 
in which the Sm ion is in the 4f^ state. As can be seen, the 
flat regions of the curves for mixed-valent SmS and SmBg lie 
between the curves for the materials having the 4f^ and 4f® 
configurations. This suggests that the number of localized 4f 
electrons contributing to the susceptibility is intermediate 
between 4 and 5. Another feature which can commonly be seen 
in the magnetic susceptibility as a function of temperature of 
other mixed-valent systems is that Xjj,(T) tends to be 
relatively flat and shows no peaks due to ordering. Both of 
these features are also exhibited by the bulk magnetic 
susceptibility of CeSn^ [14] (Figure 8). The bulk 
susceptibility as a function pressure for SmS [13j is shown in 
Figure 9. This illustrates the large discontinuous change in 
the susceptibility which can accompany the change in valence. 
Specific heat 
The behavior of the low temperature specific heat of SmS 
[15] again is representative of the mixed-valent systems. The 
value of the electronic specific heat coefficient, Yf of 145 
2 
mJ/mole-K is much larger in the high pressure phase than in 
SmPd 
SmS (P=0) 
SmS (Pm.7.5-I2kbar) 
100 150 200 250 300 350 
TEMPERATURE (K) 
400 
Magnetic susceptibility versus temperature for mixed-valent 
SmS (at pressure between 7.5 and 12 kbar) and SmB/:- For 
comparison, the data for the nonmixed-valent systems SmS(P = 0) 
and SmPd] are also shown (after reference 13) 
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Figure 8. Tlie magnetic susceptibility of CeSn^ 
(after Reference 14) 
6.0 
SmS 
Increasing P 
® 3.0 
2.0 
decreasing P 
1.0 
0 
P(kbar) 
figure 9. Jhe^raagnetic^susceptibility of SmS versus pressure (after 
16 
the low pressure phase (Figure 10). This same behavior is 
seen in CeSn^. The value of y for CeSn^ (Figure 11) is given 
2 
as 72.8 mJ/mole-K [16] which is quite high compared with the 
2 
value of 10 mJ/mole-K for LaSn^. The large values of y for 
the mixed-valent systems suggest a large density of electronic 
states at the Fermi level, G(Ep). 
Summary of properties characterizing mixed valence 
To summarize, upon transformation from the normal to the 
mixed-valent state, this class of materials exhibit: (1) a 
large decrease in the lattice constant with no associated 
change in crystal symmetry, (2) a large decrease in the 
electrical resistivity, (3) a value of the bulk magnetic 
susceptibility which is inconsistent with the idea of a 
localized 4f electron, and (4) a large increase in the 
electronic specific heat coefficient. 
Having discussed some of the properties of mixed-valent 
systems in general, we now turn to a discussion of the 
properties of Ce metal. 
Cerium Metal 
As has been mentioned, Ce is the only pure element to 
exhibit mixed-valent properties. The phase diagram [17] of Ce 
(Figure 12) has some very interesting features which are 
related to its mixed-valent nature. There are five different 
allotropie forms of Ce metal denoted as follows: 
17 
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18 
£28. 
C/T  VS T "  
• CtSn,(0-fitld) 
20. • • 
I I I 1 1 1 1 L 
8 16 24 32 40 48 56 
T^(K^) 
Figure 11. The low temperature specific heat of 
CeSn^ (after Reference 16) 
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Figure 12. Phase diagram of cerium (after Reference 17) 
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a - face centered cubic (fee), 
g - double hexagonal close packed (dhep), 
Y - face centered cubic (fee), 
Ô- body centered cubic (bee), 
a' - e-centered orthorhombie. 
The most interesting feature of this phase diagram is the 
oc'-Y phase boundary. This boundary separates two fee phases; 
the only difference between them is the lattice constant. If 
pressure is applied to a y-Ce sample at room temperature, the 
volume of its fee cell collapses by 17% at approximately 7.7 
kbar [17] to form the fee &-Ce phase. This phase boundary 
also ends in a critical point at 19.6 + 2.0 kbar and 600 + 50 
K. Ce is the only element in the periodic table which has a 
solid-solid phase boundary which ends in a critical point. 
The mixed-valent nature of cerium becomes immediately 
evident when one compares the atomic radius of Ce [18] to that 
of the other rare earth metals (Figure 13). In this figure, 
one can see that the radii of most of the rare earth mètalâ 
lie on a smooth curve which represents a +3 valence. The 
exceptions to this are Ce, Eu, and Yb. The reason that Eu 
7 2 has a valence of nearly +2 is because the energy of the 4f 6s 
6 12 
configuration is lower than that of the 4f 5d 6s 
configuration, since the former represents a half-filled 4f 
shell (Hund's rules). Similarly, the +2 valence state in Yb 
is favored over the +3 state since the f shell is completely 
21 
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Figure 13. The atomic radius of the rare earth metals versus 
atomic number (after Reference 18) 
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filled in the +2 valence state. 
Cerium is an exception to the +3 valence curve in another 
way. Since the atomic radii for the a and Y phases of Ce lie 
partway between the curves for the +3 and +4 valences, it may 
be deduced that the valences of these phases are between +3 
and +4. This relationship between the valence and the atomic 
radius was first proposed by Pauling as cited by Schuch and 
Sturdivant [3] and Zachariasen as cited by Lawson and Tang 
14]. Later, Gschneidner and Smoluchowski [19] applied this 
idea to a collection of experimental measurements and 
calculated the valences of a- and y-cerium to be 3.67 (at 116 
K and 1 atmosphere) and 3.06 (at S.T.P.), respectively. From 
these values, one would expect the ot-phase to exhibit rather 
pronounced mixed-valent properties. 
Many of the physical properties of cerium have been 
studied as a function of pressure. The results ot some of 
these measurements [14] are shown in Figure 14. As can be 
seen in this figure, the lattice constant,- resistance,- and 
magnetic susceptibility all change dramatically upon 
application of pressures in excess of 7.7 kbar. The behavior 
of these properties is similar to that already shown for the 
same properties of the other mixed-valent systems. The 
changes in these physical properties are, however, more 
pronounced in Ce than in any of the other systems. 
Another unique feature of cerium is its high value of the 
23 
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Figure 14. The lattice parameter, resistance, magnetic 
susceptibility and valence versus pressure for 
cerium (after Reference 14) 
electronic specific heat coefficient. As is shown in Figure 
15, the intercept of the specific heat curve at T = 0 gives a 
2 
value of Y of 12.8 mJ/gram atorn-K [20]. This is the largest 
value for the specific heat of any non-ordering element [17]. 
This value of Y again suggests a large density of electronic 
states at the Fermi level. 
Like its other properties, the magnetic susceptibility 
[20] of a-cerium is reminiscent of that of the other mixed-
valent materials. It can be seen (Figure 16) that the 
susceptibility exhibits a broad minimum at approximately 4OK 
and a sharp low temperature rise. Since the 3-phase orders 
magnetically at low temperatures, it has been suggested [17] 
that this low temperature feature may be due to the presence 
of some 3-phase in the sample. This feature is seen, however, 
in many of the other systems which have an intermediate-
valence state; therefore, it may be an intrinisic property of 
these materials. 
Having discussed some of the physical properties of 
cerium and their similarities to the properties of other 
mixed-valent systems, it is clear that cerium belongs to this 
class of materials, and that its properties exhibit some of 
the more dramatic features associated with these substances. 
Although much work has been done in an effort to understand 
cerium, none of the theories proposed to date completely 
describe all of the observed physical properties of this 
25 
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Figure 15. The low temperature specific heat of a-Ce (after 
Reference 20) 
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Figure 16. The magnetic susceptibility of a-Ce (after Reference 20) 
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element. Any additional experimental information would be 
helpful in understanding the complete picture of the mixed-
valence phenomenon. 
Neutron Scattering 
As we explained in the previous section, the 
transformation to the mixed-valent state is accompanied by a 
large change in the lattice constant; therefore, one might 
expect to see features in the phonon dispersion curves which 
could be attributed to mixed-valent interactions. Also, as 
inferred from the specific heat data, the density of 
electronic states at the Fermi level is large in a-cerium. 
Since the electron-phonon coupling [21] is proportional to 
G(Ep), again one would expect to see features in the phonon 
spectrum which could be associated with the f <=> d transitions. 
Actually, experiments performed on the mixed-valent systems 
Smj^_j^Yj^S, TmSe [22], and SmS [23] suggest strong coupling of 
the f <=> d transitions to the lattice vibrations. 
Neutron scattering experiments on a-cerium were not 
performed in the past because of the difficulty of growing 
single crystals of this phase. In this work, we devised a 
technique by which we could grow a single crystal of the a -
phase of cerium. This crystal was used to investigate the 
dynamical properties of a-cerium by the use of inelastic 
neutron scattering techniques. 
28 
CHAPTER II. CRYSTAL GROWTH 
Progress in understanding the properties of ot-Ce has been 
hindered by the difficulty in obtaining single crystals of 
this material. Our own studies of the phonon dispersion 
curves required a large (a few cubic centimeters) crystal of 
a-Ce. Since a process for growing such a crystal did not 
exist, we developed a technique for producing single crystals 
of the a-phase. This procedure and the associated apparatus 
will be described in this chapter. 
Single crystals of the y-phase of cerium were obtained 
from O. D. McMasters of the Ames Laboratory Materials Prepara­
tion Center. Our first idea for growing a single crystal of 
the a-phase was to simply cool a single Y-cerium crystal until 
it transformed into the a-phase (Figure 12). This technique 
d i d  n o t  w o r k  b e c a u s e  t h e  Y  - > 3  a s  w e l l  a s  t h e  3 - > a  
transition is incomplete. This means that a cooled single 
Y-cerium crystal would transform into a two-phase 
polycrystalline sample. 
Since the simple cooling technique was not adequate, we 
attempted to grow an a-cerium crystal by applying a 
hydrostatic pressure to a single Y~cerium crystal at room 
temperature. As can be seen (Figure 12), at 7,7 kbar, the 
Y-phase will transform into the a-phase- To apply this 
pressure, we constructed a high pressure apparatus similar to 
the one used by Moon et al. [24]. With this cell we could 
29 
apply pressures up to 10 kbar. 
Beryllium Copper Pressure Cell 
A diagram of the high pressure cell is shown in Figure 
17. It is a simple piston and cylinder device which means 
that the pressure is generated in the pressure medium by 
applying a force directly to the piston. The pressure 
transmitting fluid which surrounds the sample is prevented 
from escaping past the pistons by "Bridgeman unsupported area" 
seals (more details about these seals will be given in a later 
section). 
The cell was constructed of a beryllium-copper alloy 
(Berylco-25). This is a relatively high strength material. A 
pressure of 10 kbar can be held in a cylinder fabricated from 
this alloy if the ratio of the outside diameter to the inside 
diameter is 2:1 [24]. The advantage of using this material 
over another with higher strength is that it has a relatively 
low thermal neutron absorption cross-section. We chose 
Fluorinert FC-75 as our pressure transmitting medium. This 
liquid provides hydrostatic pressures up to 20 kbar 125] where 
it becomes "glassy." Also, since it is a fluorocarbon, FC-75 
has a small thermal neutron absorption cross-section. 
Crystal growth 
Before introducing the sample, the bottom piston and seal 
were inserted into the pressure cell where they were supported 
30 
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by the bottom locking cap. The sample was then placed inside 
the cylinder and covered with the pressure transmitting 
liquid. Powdered NaCl was poured around the sample to hold it 
in place. The top piston and seal were inserted into the 
cylinder and held in place by the backup plate and top locking 
cap combination. The pressure was then increased by applying 
a force to the backup plate. 
Using this cell, tests were performed on a single 
y-cerium crystal which had been spark cut into a cylindrical 
shape. The sample was placed inside the pressure cell, and 
the cell was mounted on the Ames Laboratory's double axis 
neutron spectrometer (Thumb). The rocking curve of the (111) 
Bragg reflection was then measured. The structure and the 
width of this rocking curve provide information concerning the 
quality of the crystal. 
In Figure 18, we show the results of the tests performed 
at atmospheric pressure and at 6.85 kbar. The fact that the 
data exhibit single peaks with no structure indicates that 
this y-Ce crystal is single, and the width indicates that the 
mosaic spread is approximately 0.2 degrees. This suggests 
that up to the transition the pressure does not distort the 
crystal. After we applied enough pressure to transform the 
Y-phase into the a-phase, we measured the rocking curve of the 
(111) Bragg reflection for a-cerium. The results of this scan 
performed at 8.7 kbar are presented in Figure (19). Since 
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this curve is quite broad and exhibits several peaks, it 
clearly indicates that our single crystal had broken into 
several smaller crystallites. A better crystal was needed for 
the dispersion curve measurements; so another method of 
crystal growth was developed. 
High Temperature-High Pressure Cell 
The preliminary tests, described above, implied that the 
single crystals were destroyed because of the large volume 
change accompanying the phase transition. We decided, there­
fore, to avoid this problem by following a path around the 
critical point. To do this, we designed and built a new high 
temperature-high pressure cell. 
Cell design and operation 
The design of the cell was similar to that used by 
Swenson [26] . The pressure cell consisted of a cemented 
tungsten carbide cylinder which was press fit into a maraging 
steel binding ring (Figure 20). This binding ring imparts a 
compressive stress to the tungsten carbide cylinder which must 
be overcome by the pressure in the bore before the cell can be 
placed in tension. In this way, the maximum working pressure 
is increased over that of an unsupported cylinder. In 
addition to providing a means of increasing the pressure 
capabilities of the cell, the steel ring also would contain 
the fragments of the tungsten carbide cylinder in the event of 
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a catastrophic failure of the cell. This steel ring was 
machined from Vascomax C-250 maraging steel which has the 
combined properties of high strength and good ductility at low 
and high temperatures. 
The overall dimensions of the cell were dictated by the 
desired sample size and the availability of large defect free 
cylinders of cemented tungsten carbide. The final dimension 
is given in Appendix D. The interference, or difference 
between the inside diameter of the steel ring and the outside 
diameter of the tungsten carbide cylinder, was calculated 
using a formulation of general stress-strain relations [27]. 
The details of these calculations are presented in Appendix D. 
The choice of a pressure transmitting medium was not 
simple. The liquids commonly used for this purpose freeze at 
low temperatures and cannot provide a hydrostatic pressure. 
Also, these liquids transform into the gaseous state at high 
temperatures and pose both a sealing and a safety problem. We 
compromised by trying a plastic pressure medium, polytetro-
fluoroethelyne (teflon PTFE). Being a plastic, PTFE can flow 
and provide a quasihydrostatic pressure. Furthermore, it 
transforms into a gel at 342° C (28) which enhances its 
pressure transmitting properties at high temperatures. Also, 
PTFE is chemically stable and has a low chemical reactivity 
with most materials 129]. 
To prevent the pressure medium and sample from leaking 
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past the pistons, Bridgman unsupported area seals [30] were 
employed (Figure 21). The principle behind the Bridgman seal 
is simple. If a force is applied to the face of the plug the 
same force is transmitted to the packing. Since the area of 
the packing, A^, is smaller than the area of the plug face, 
Ag, there is always a higher pressure in the packing than in 
the pressure medium. The pressure in the packing is simply 
given by 
p = P Y (Area of the plug face) d 
packing ~ medium (Area of the packing) 
= Pj (Aj/Ap) . 
In practice, several problems are encountered when one 
uses a Bridgeman seal. As the pressure is increased, the 
packing material can extrude past the piston. The problem is 
remedied by backing the packing with successively harder 
washers (Figure 22) each of which extrudes a small amount into 
any gaps. This prevents the softer materials from escaping, 
but the addition of these anti-extrusion rings to seal the 
pressure also causes problems. Because of the extrusion, 
there is much more friction between the walls of the cell and 
the seals, and this reduces the efficiency of pressure 
generation. Also, friction due to these rings makes removal 
of the seals at the end of the experiment extremely difficult. 
Furthermore, if the diameter of the plug stem is too large (or 
the packing area is too small), the pressure in the packing 
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Pp=P, ( A f / A p )  
Figure 21. Basic configuration of the Bridgman 
unsupported area seal. A is the area 
of the packing and is the area of the plug 
face 
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may become high enough to stress the cell wall beyond the 
yield point or squeeze the stem to the point of pinching it 
off. On the other hand, if the diameter of the stem is too 
small, proper sealing may not be possible. As a rule [31], 
the diameter of the stem should be approximately half of the 
diameter of the bore to avoid some of problems. 
To assemble the cell, the bottom piston-seal assembly was 
inserted into the cylinder bore. Then, PTFE powder was poured 
into the cell and compressed with a metal rod with a force of 
approximately one ton. This was repeated until a teflon disc 
approximately 2mm thick had been compacted. The Y-Ce crystal 
which had been spark cut into a cylindrical shape to a 
diameter of 8mm and a length of 25mm was placed on top of this 
layer of teflon, and more teflon was added and packed around 
the crystal. A final layer of approximately 2mm was packed on 
top of the sample. The top piston and seal assembly was then 
inserted. To record the temperature, a chromel-alumel 
thermocouple was mounted in each of two small holes in the 
tungsten carbide and covered with Saureisen cement. 
The assembled apparatus is shown schematically in Figure 
23. An insulated stainless steel box was placed on the table 
of a 50 ton hydraulic press. A stainless steel ball and 
socket joint was placed in the box, and the cell was placed on 
this joint. A three inch diameter piston was positioned on 
top of the tungsten carbide piston. All of these pieces were 
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centered with respect to the ram, and the cell was aligned 
using the ball and socket joint to ensure that the force from 
the 50 ton ram would be directed parallel to the cylindrical 
axis of the pressure cell. The thermocouple wires were led 
out of the box, and the clamshell furnace was closed around 
the entire arrangement. 
Crystal growth 
With the apparatus just described, a pressure of 22 kbar 
could be applied to the sample at a temperature of 400°C. 
This allowed for the growth of an a-cerium single crystal from 
a y-Ce single crystal in such a way that the large volume 
discontinuity would be avoided. After the maximum pressure 
had been generated, the furnace power was turned off, and the 
cell was allowed to cool to room temperature. The furnace was 
then opened and removed, and liquid nitrogen was introduced 
into the box. Once the cell was covered with the liquid 
nitrogen, the pressure was released, and the a-Ce sample was 
removed from the apparatus. 
A problem was encountered during the removal process. 
The Bridgeman seals were to have been removed by pulling them 
out by the threaded part of the stem (Figure 22). Each time 
this was attempted, however, the stem broke before the seal 
could be dislodged. Removal of the sample then required 
pushing the seals and the sample through the cell. Whenever 
this was done, a force which was almost twice that needed to 
reach our maximum pressure was necessary to free the seals and 
sample. This applied a large uniaxial stress to the sample 
since the PTFE becomes very stiff at low temperatures. 
After the sample was removed from the cell, it was 
maintained at low temperatures. A sample holder was employed 
which consisted of an aluminum foil tube with a wall thickness 
of 0.010 inches. This tube was mounted on a copper base which 
had been threaded to screw into the cold finger of a closed-
cycle helium refrigerator. The sample was slid into the tube 
while both were immersed in liquid nitrogen. The tube was 
then crushed around the sample to provide support. The cold 
finger was dipped into the liquid nitrogen bath, and the 
sample holder was screwed into the cold finger under the 
liquid nitrogen. While the cold finger and sample were still 
in the bath, an aluminum heat shield can filled with liquid 
nitrogen was placed around the sample. The cold finger, heat 
siiielu, and sample were quickly removed frcn; ths liquid 
nitrogen bath and transferred to a vacuum can partially filled 
with liquid nitrogen. In this way, the sample was always 
immersed in the nitrogen. The refrigerator was then turned 
on, and the liquid nitrogen was pumped out of the vacuum can 
and heat shield. By the time the nitrogen had been evacuated, 
the refrigerator was cooling the sample and could be operated 
as in any other low temperature experiment. 
After a total of eight tries, our attempts to grown an 
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oc-Ce crystal yielded only one sample with a mosaic less than 
10 degrees. The rocking curve of the (002) reflection from 
the best crystal is shown in Figure 24. As can be seen in 
this figure, the lack of structure in the peak indicates that 
the sample is a single crystal; however, the full width at 
half maximum of the peak is 6.8 degrees. Although this large 
mosaic makes phonon measurements difficult, all subsequent 
inelastic neutron scattering experiments were performed on 
this sample. 
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CHAPTER III. EXPERIMENTAL DETAILS 
The Triple Axis Neutron Spectrometer 
The inelastic neutron scattering experiments were per­
formed on three different triple axis neutron spectrometers. 
Two of these machines are located at the horizontal beam ports 
2 and 3 (HB-2 and HB-3, respectively) of the High Flux Isotope 
Reactor (HFIR), a lOOMW light water moderated reactor, at the 
Oak Ridge National Laboratory. The third spectrometer is 
installed at horizontal beam port 7 (H-7) of the High Flux 
Beam Reactor (HFBR), a 60MW heavy water reactor, at Brookhaven 
National Laboratory. The design of the spectrometers is quite 
similar and is represented schematically in Figure 25. 
In order to make inelastic measurements, the triple axis 
spectrometer must perform two basic functions. The machine 
must be able to provide a nearly monochromatic beam of 
neutrons, and it must be able to detect in the scattered beam 
only those neutrons of a given energy and momentum. The 
components of this machine will now be described with 
reference to Figure 25. A beam of thermal neutrons from a 
nuclear reactor is incident upon a monochromating crystal. 
This crystal can be rotated to an angle 8^ in order to Bragg 
reflect a particular wavelength corresponding to this angle. 
Also, the shielding drum can be rotated to an angle 28^ which 
permits the scattered neutrons to pass through the exit 
aperture. Commonly, a soller slit collimator is placed in the 
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48 
exit aperture to restrict the divergence of the beam and 
hence, the spread in the incident energy. 
Following the exit aperture is a low efficiency fission 
chamber detector called the monitor. The neutron counts are 
usually accumulated during a preset number of monitor counts. 
This procedure eliminates the need for corrections to the data 
due to variations in the reactor flux. After passing through 
this monitor, the beam is scattered by the sample through the 
scattering angle 0. 
After passing through a second set of soller slits, the 
beam is scattered by the analyzing crystal. This crystal is 
rotated to an angle to Bragg reflect neutrons of energy 
E, = y . The counter detects neutrons emerging at an 
2n,„ q 
angle 2©^ such that only neutrons with energy will be counted. 
This spectrometer performs all of our prerequisite tasks. The 
incident energy and momentum are fixed by varying 6^; the 
sample can be rotated to a desired angle the direction of 
the final momentum may be chosen by fixing 0 at an appropriate 
value; and the magnitude of the final momentum and the value 
of the final energy can be selected by the proper selection of 
®A-
An on-line computer calculates these angles and controls 
the stepping motors which vary the angles. The values of the 
angles are read on stepping motor verniers or by absolute 
encoders. Each angle is defined with reference to an 
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arbitrary zero value. The procedure used to determine these 
zero values and the neutron wavelength is referred to as 
"calibration of the instrument." The Bragg angle 0g may be 
written as 
6b = Sr - e„ (3.1) 
where 8^ is the value read from the vernier or encoder and Sq 
is the value read when the Bragg angle is zero. Now the Bragg 
condition becomes 
Ji = 2d sin(8^ - ©q) (3.2) 
where A. is the wavelength of the reflected neutrons and d is 
the spacing between reflecting planes. The computer will 
calculate the value for 8g and then add to it the value of 0^. 
The machine will then drive to 0^. 
The general procedure of machine calibration will now be 
outlined. With the shutter closed, the exit collimator is 
removed. The monochromator is installed and centered in the 
beam. The centering is done by adjusting the "x,y,z" 
translations of the monochromator until the crystal is 
centered as seen when looking through the exit aperture. The 
monochromator is rotated to reflect neutrons of approximately 
the desired wavelength. The shutter is opened, and 8^ is 
varied to maximize the neutron count rate detected by the 
monitor (often this monitor is placed at the center of the 
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sample table to ensure that the beam is centered across the 
sample position). Also, rotations about the x and y axes (8^ 
is the angle measured about the z axis) of the monochromator 
are performed to maximize the reflected intensity. After the 
reflection has been optimized, the exit collimator is 
installed and its position is varied until a maximum count 
rate is achieved. At this point, a collimated and well-
optimized beam of neutrons has been centered over the sample 
table; however, the wavelength of these neutrons is not 
precisely known. 
To determine X and , a set of positions 
corresponding to Bragg reflections from a powder sample with a 
well-known d spacing (typically Ni, Al, or NaCl) are 
determined. These measurements are performed with no 
analyzing crystal in the beam and with 2©^ set at its 
approximate zero value. These peak positions are used to form 
a set of equations 
!L= sinl(«l|,ki)r - «igi 
Two or more of these equations, may be solved for the values 
of )6q and X. Once \ is known, using Equation (3.2), the value 
of (e^)Q and (2©j^)q can be calculated. 
To complete the machine calibration, a high quality 
single crystal (often the crystal studied in the experiment) 
is mounted on the sample table, and a Bragg reflection from 
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this crystal is optimized. Then, the second collimator is 
installed and its position is varied until a maximum in 
intensity is achieved. The analyzing crystal is attached to 
its mount, and 0^ is roughly set to Bragg reflect neutrons of 
the wavelength determined earlier. 9^, 2©^, and the major and 
minor arcs of the analyzer are then varied to maximize the 
reflected Bragg intensity. From the optimum values of 
and (2©^)J. and by applying Equations (3.1) and (3.2), the 
values of (e^^g and (2©^)^ can be calculated. All of the 
parameters determined (\, (e^)^, (2©j^)q, (©^^Q, and 
{2©^)q) are input into the computer. At this time, the 
spectrometer is ready for data acquisition. 
Before making measurements, the sample is mounted on the 
sample table goniometer. The sample centering is checked by 
taking transmission photographs of the sample. The 
translations of the goniometer are adjusted until the sample 
is centered in the beam in two photographs taken with the 
sample rotated to angles w and w + 90°, After the sample has 
been centered, the goniometer arcs are adjusted to optimize 
the intensity of the two Bragg reflections (usually separated 
by yo degrees) which define the scattering plane of interest 
(see Appendix A). Then, the procedure known as sample 
calibration is followed. 
Sample calibration is a method used to define the Bragg 
reflections accurately for the computer. Longitudinal and 
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transverse scans (see next section) are performed about each 
of the two defining reflections. The values of Tq and the d-
spacing of the sample are varied to bring the computer 
calculated peak centers into coincidence with the peak centers 
obtained from the scans. After these calibration procedures 
have been completed, phonon measurements may be performed. 
Phonon Measurements 
There are a variety of scattering events which can occur 
when thermal neutrons are incident upon a sample. They are 
elastic coherent (Bragg scattering), inelastic coherent 
(phonon creation and annihilation), elastic incoherent and 
inelastic incoherent scattering. The first two events produce 
peaks in the data during a neutron scattering experiment while 
the second two events generally provide a component of 
background to the data. Since we are concerned with a 
measurement of dispersion curves, only the coherent scattering 
process will be described here. The differential cross-
section for such an event is given as [32] 
dfldE 
coh. 
•5 K] _ K(n4-W) 
= ^  E 6(>iia)+hv . ( q) ) Z 6{Q-q- T )  — —  |F.(Q)| 
^0 ] T 2v.(q) ] 
(3.4) 
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where V = volume of the unit cell 
q = phonon wave vector 
j = phonon branch index 
K, = the magnitude of the wave vector of the 
scattered neutron 
Kg = the magnitude of the wave vector of the 
incident neutron 
w. 2' 2 2 
Klcû = energy change of the neutron = - Kq) 
n 
hvj(q) = energy of the j-th phonon mode 
T = reciprocal lattice vector 
Q = Kq - the scattering vector or change in 
neutron momentum 
n = [exp(hv.(q)/kT) - 1]"^, the phonon 
thermal^population 
—» 2 |F.(Q)| = the inelastic coherent neutron structure 
^ factor 
= 2b [exp(-W]^(Q) ) ] • (0*Uj^) • »exp(iO«X%) 
b. = coherent neutron scattering amplitude for 
the k+h atom 
sxp(-îVj^(Q) ) - Dsbye-VJallsr factor 
Wj^(Q) = < (Q . u)^ > /2 
cf(k,j,^ = displacement from equilibrium of the k-th 
atom in the unit cell^ for the j-th phonon 
mode of wave vector q* 
Mj^  = mass of the k-th atom in the unit cell 
X. = equilibrium position of the k-th atom in 
the unit cell 
In this formula, rf cd - h and d^n + are used for phonon 
creation (neutron energy gain). The first delta function 
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assures conservation of energy and the second conservation of 
momentum. We will now discuss how the experimental parameters 
are chosen in order to maximize the value of the cross-
section . 
As shown in Appendix C, there are seven phonon branches 
to be determined along the high symmetry directions for an fee 
crystal. There are two types of scans which can be made to 
determine a point on any of these branches. The one used most 
often is the constant Q scan (Figure 26a). In this type of 
scan, e, and hence, Ç (defined in Appendix B), is fixed while 
the neutron energy transfer is varied. The second type of 
scan is the constant energy transfer scan (Figure 26b). In 
this type of scan, the neutron energy transfer is fixed while 
the value of Q is changed. Since the constant 0 method was 
exclusively employed in our experiment, only the scattering 
geometry of this method will be discussed. 
A vector representation of the scattering process is 
shown in Figure 27. Quite often jK^| is held fixed during a 
constant Q scan; therefore, to vary Kq - and hold Q fixed, 
the point of intersection of Kq and must move along the 
dashed arc shown in the figure. The calculation of the 
spectrometer angles is performed using the geometrical 
relations 
®x ~ ^0 cos(W) - cos(Y+ ^) (3.5a) 
and Oy = Ky sin(Y) - sin(W+ 0) . (3.5b) 
Using conservation of energy 
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a constant AE scan 
56 
(113)  
O (002) #(222) 
-K 
(220) (000) 
Figure 27. Geometrical representation of a constant Q 
scan. The dashed line is the path followed 
by the point of intersection of the and 
vectors in a fixed scan 
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2 
hVj(q)  =  2^  -  Kq)  =  AE 
n 
(3.6) 
with Equations (3.5a) and (3.5b), all of the spectrometer 
angles may be calculated. 
We have just described the relations one uses to 
ca l culate the angles W and 0 once the values of Q, aE, and 
|K^| have been chosen; yet, we have said little about the 
method of choosing these parameters. These parameters are 
generally chosen to maximize the cross-section (Equation 3.4). 
The first term for which choices may be made is (K^/Kg). 
This term has its greatest value for phonon annihilation (Kj^ > 
Kq). The population factor, however, is a competing term. 
The value of n is greater for energy loss especially at low 
temperatures. The curves of (K^/Kg X the phonon population 
factor) versus aE for neutron energy loss and neutron energy 
gain are shown in Figure 28 for a sample temperature of 90K 
(the temperature at which most of our measurements were 
performed). The plot clearly shows that phonon creation 
yields a larger scattering cross-section than phonon 
annihilation. 
Two other terms which are adjustable are contained in the 
inelastic structure factor. These can be written as 
i Q / l O l  '  € •  l | Q | ^  e x p ( - 2 W ) l  ( 3 . 7 )  
where ^ ^ II is the phonon polarization vector. A plot 
58 
(K | /K q) X population factor 
versus phonon energy 
Q. 
X 
O 
% 
V 
energy loss 
energy gain 
Figure 28. Plot of competing terms (K,/Kq and the 
population factor) in the inelastic 
structure factor versus phonon energy 
of the second term in brackets as a function of Q is shown in 
Figure 29 for a-Ce at 90K. As can be seen, for the values of 
|0| which can be reached with a conventional triple axis 
spectrometer, this term is an increasing function of |0|. 
Also, the first term in brackets in Expression (3.7) is a 
statement that the cross-section may be maximized for a 
particular phonon polarization. This is accomplished by 
choosing Q nearly parallel to for that mode. In this way, 
one may measure a single (longitudinal or transverse) branch 
while making a constant Q scan. The directions of the 
polarization vectors for various modes are shown in Figures 30 
and 31. 
In the above discussion, we explained how one chooses 0, 
A€ , and |K^|. The results of a typical measurement (called a 
neutron group) are shown in Figure 32. This figure shows that 
the peak has a finite width. The main contribution to this 
width arises from instrumental resolution. This effect 
introduces more constraints on our choices o£ the experimental 
parameters. Obviously, if the neutron group is broad and the 
peak not well-defined, a large integrated (or total) intensity 
is of no use. 
When the spectrometer is set (as described above) to 
detect neutrons which have exchanged energy and momentum 
Qq with the sample, there is a finite probability of also 
detecting neutrons exchanging energy #(^0 + A m) and momentum 
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Figure 29. Plot of the Debye-Waller factor times the 
square of the scattering vector versus the 
length of the scattering vector for a-Ce 
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Figure 32. A typical neutron group observed for a-Ce 
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(Qq +A0) .  This is due to the finite collimation and finite 
mosaic spreads of the monochromating and analyzing crystals. 
This probability is described by the resolution function R(Q -
Qq, ). It has been shown [33] that a plot of this 
function forms an ellipsoidal surface of constant probability 
in (Q, CO) space and that the scattered intensity is given by 
the convolution of R with the one-phonon cross-section. 
Because measurements are usually made in a high symmetry 
plane, only a three-dimensional ellipsoid is generally 
considered. This is calculated in a three-dimensional 
coordinate system defined by Acd, and AQ(where AO ^ and 
AOj^ are the components of AQ parallel and perpendicular to Qq, 
respectively). This ellipsoid is elongated in the A^ 
direction which gives rise to the focusing effect. As shown 
in Figure 33, the ellipsoid may be oriented in such a way that 
its major axis is nearly parallel to the dispersion curve. 
This produces the sharpest neutron groups. 
Although computer programs exist to calculate the 
resolution ellipsoid, it is often adequate to estimate the 
resolution. This type of formulation was proposed by Stedman 
[34]. By differentiating the expression for energy 
conservation, we obtain 
AEq - • 5q (3.8a) 
where 
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showing the effect of focusing 
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2 2 ^  
^^0 " ~M~ ^ 0 • "^^0 • (3.8b) 
n 
Also, if we differentiate the equation which expresses 
conservation of momentum, we get 
6Kq = 5 q (3.8c) 
By combining these equations, we obtain 
Ao^ = [(X / M)Kq - VqCO] • ôKy . (3.9) 
This shows that the contribution to the energy resolution may 
be minimized by choosing the term in brackets to be 
perpendicular to 6 Kg. The contributions to ÔKq from the 
monochromator mosaic, collimation and the analyzer mosaic may 
be calculated separately. These terms can be derived using 
Bragg's law. Referring to the scattering geometry of the 
monochromating crystal shown in Figure 34 (the same arguments 
apply to the analyzing crystal), we find that 
IÔKQ^I =aKQ cosecte^^ (3.10) 
in the direction parallel to the reflecting planes of the 
monochromating crystal. Also, 
in the direction parallel to Kq- Since the contribution to 
ÔKq due to the collimation is generally the larger, the 
distribution exhibits the elongated shape shown in the figure. 
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Figure 34. K-space of the monochromating crystal 
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If we minimize Eq. (3.9) with respect to the larger 
contribution, we see that [)</M (Kq - should be chosen 
parallel to the normal of the reflecting planes of the 
monochromator. The total contribution to the energy 
resolution due to all of these contributions is given by the 
square root of the sum of the squares of the individual 
contributions. Using this formulation we can obtain estimates 
of the energy resolution accurate to within 15% [35]. 
Spurious Processes 
Once the experiment is set up and data are being taken as 
described above, one must be aware of the possibility of 
spurious peaks in the data. Since the neutron beam emerging 
from the reactor is not monochromatic (Figure 35) , the 
possibility exists that wavelengths other than those sought 
could be scattered by the monochromator. This can happen 
through different mechanisms. One is simply a consequence of 
Bragg's law. Whenever a crystal is set to reflect neutrons of 
wavelength it can also reflect neutrons of wavelength 
where n is an integer. These higher order contaminations can 
contribute significant intensity. Another mechanism of 
contaminating the beam is incoherent scattering. Since the 
incoherent scattering amplitude for the monochromator has a 
finite value, the continuous spectrum of neutron wavelengths 
may be passed to the sample. These same two scattering 
processes may occur in the analyzing crystal or the sample. 
I I L 
I 2 3 
WAVELENGTH (Â) 
Figure 35. Energy spectrum of neutrons emerging from a water moderated 
nuclear reactor at T = lOOC 
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Combinations of these processes in the monochromator, 
analyzer, and sample can give rise to peaks in the data. The 
three most important cases are: (1) higher order Bragg 
scattering in the monochromator and sample and incoherent 
scattering from the analyzer (BBI), (2) incoherent scattering 
from the monochromator and higher order Bragg scattering from 
the sample and analyzer (IBB), and (3) higher order Bragg 
scattering from the monochromator and analyzer and incoherent 
scattering from the sample (BIB). If a peak is suspect, the 
neutron group is usually remeasured from a different 
reciprocal lattice point or the fixed value of (or Eq) is 
changed. 
The energies at which BIB contaminations occur can be 
easily calculated. To do this, we start with Bragg's law 
Xq = 2d sine = nX (3.12) 
where is the wavelength at which we have calibrated our 
machine and n is an integer. From Eq. (3.12) we see that the 
energy of neutrons of wavelength ^ = ^^/n is given as 
" = ^  1-*^ ' = (3-13) 
If neutrons of the n-th order wavelength are scattered by the 
monochromator and the a-th order wavelength are scattered by 
the analyzer, a peak in intensity will be detected whenever 
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0 1 (3.14) 
We can eliminate Eq by using the conservation of energy 
where hv is the phonon energy and the upper sign represents 
phonon annihilation. Equations (3.14) and (3.15) yield (for 
phonon creation) 
This is represented graphically in Figure 36. If a peak 
occurs at an energy hv such that it satisfies Eq. (3.16), it 
may be a BIB contamination. 
The occurrences of these contaminations can be reduced by 
using a filter which only passes the first order wavelength. 
Pyrolytic graphite is one such filter commonly used. The 
thermal neutron transmission of pyrolytic graphite has minima 
at wavelengths cox.respouuing to À./2 for X's of 2.3438A(3.6 
THz) and 2.4481A(3.3 THz) [36]. If a filter of this material 
is placed before an analyzer fixed to reflect neutrons of 
energy 3.6 THz, the attenuation of neutrons with the first 
order wavelength, is approximately 20%; however, neutrons 
of wavelength ^q/2 are attenuated by a factor between 200 and 
500. 
(3.15) 
a2 
hv = (^ (3.16) 
n 
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m= 
m=2 0 =4 m=2 0=3  
m = 3 0=4  
P- 4 
E, (Thz) 
Figure 36. Solutions to Eq. (3.16) for BIB 
contaminations for phonon creation 
73 
CHAPTER IV. EXPERIMENTAL RESULTS AND DISCUSSION 
The phonon dispersion curves of a-cerium were measured at 
the HFIR on the triple axis spectrometers HB-2 and HB-3, and 
at the HFBR on the triple axis spectrometer H-7. Pyrolytic 
graphite monochromators and analyzers set to reflect from the 
(002) planes were used on each machine. Forty minute 
collimation was used before and after the sample during each 
measurement. Additional 40 minute collimation was used before 
the monochromator and after the analyzer on H-7. Each machine 
was operated in the fixed E' mode at 3.6 THz so that a 
pyrolytic graphite filter could be used between the sample and 
analyzer to prevent B-I-B contaminations. All of the scans 
were made in the constant Q mode with neutron energy loss 
(phonon creation). 
As described earlier, the sample was mounted on a closed-
cycle helium refrigerator, and most of the phonon measurements 
were performed with the sample held at 90 K. This temperature 
(which is just below the a <=> 3 transition) was chosen to 
keep (n+1), the phonon population factor, as large as 
possible. 
A set of typical neutron groups is shown in Figure 37. 
The centers of these peaks were chosen visually. Several were 
checked using a geometrical construction method (Figure 38). 
In this method, a flat background is drawn and the peak height 
above the background is determined. A line segment is drawn 
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200 
100 
HB-3 
•ocf^  
0(2525,-1) 
LCIIO] 
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ure 37. Typical neutron groups for measurements made along 
the high symmetry directions 
HB-2 
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to 
H 
§ ^00 
o 
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3.4 
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3.7 4.0 
Figure 38. The geometrical method of picking a peak center. The center of 
the line drawn parallel to the background at half of the peak 
maximum is also the peak center 
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parallel to the background at half the peak height such that 
the end points of this line Intersect the sides of the peak. 
The energy coordinate of the midpoint of this segment is also 
the peak center. The length of this segment gives the full 
width at half maximum of the peak. The peak positions of all 
of the measured neutron groups are given in Table 2. 
Upon examination of Table 2, we see that there is some 
scatter in the data. This is primarily due to the difficulty 
in ascertaining the peak positions for broad neutron groups. 
In this case, we simply used an average value in the data 
analysis. However, there are some trends in the data due to 
instrumental resolution which should not be included in the 
averaging process. We will now discuss these trends and their 
origins. 
Resolution Effects 
The L[001] branch 
In Table 2, we report two values for the L[001] phonons 
for t between 0.6 and 0.8. This is because of a double peak 
structure seen in the neutron groups for this range of 5 
values (Figure 39). Since only one of these peaks can 
correspond to the branch being measured, the second maximum is 
an "extra peak." We will now try to explain the source of 
this feature» Excitation of both a transverse mode and a 
longitudinal mode could be one reason for the occurrence of a 
double peak. This can happen through two different 
Table 2. Phonon measurements for ot-cerium 
q T HB-2 H-7 HB-3 
L[llll 
075 
075 
-.075 
.075 
-.075 
.075 
222 
222 
0.94 + .04 
0.92 + .07 
10 
10 
-.10 
.10 
-.10 
.10 
222 
222 
1.06 + .06 
1.06 + .05 
125 -.125 -.125 222 1.25 + .05 
15 
15 
-.15 
.15 
-.15 
.15 
222 
222 
1.37 + .07 
1.33 + .05 
20 -.20 -.20 222 1.70 + .10 
25 -.25 -.25 222 2.12 + .08 
30 
30 
-.30 
.30 
-.30 
.30 
222 
222 
2.64 + .10 
2.66 + .10 
40 -.40 -.40 222 3.31 + .06 
50 -.50 -.50 222 3.51 + .12 
Table 2. (continued) 
T[lll] 
.15 -.15 -.15 222 
.15 .15 .15 ÏÎ3 
.20 -.20 -.20 222 
.20 .20 .20 113 
.30 -.30 -.30 222 
.30 .30 .30 113 
.40 -.40 -.40 222 
.50 -.50 -.50 222 
HB-2 H-7 HB 
.95 + .15 
1 . 1 1  +  . 0 6  
1.11 + .06 
1.11 + .06 
1.07 + .06 
.82 + .07 
1 . 1 1  +  . 1 0  
1.11 + .07 
Table 2. (continued) 
q T , 
T[001] 
0 0 -.30 220 
0 0 .30 220 
0 0 -.40 220 
0 -.40 0 200 
0 0 -.50 220 
0 0 .50 220 
0 
0
 
m
 
1 0 200 
0 0 .50 222 
0 0 -.60 220 
0 0 -.70 220 
0 -.70 0 200' 
0 0 oc
 
o
 
220 
0 0 -.90 220 
0 0 -1.0 220 
0 0 1.0 220 
0 -1.0 0 200' 
^Measured in (001) plane. 
v  +  a v  
HB-2 H-7 HB-3 
1 . 0 0  +  . 0 8  
1.09 + .04 
1.11 + .15 
1.30 + .10 
1.58 + .08 
1.70 + .06 
1.78 + .06 
1.74 + .05 
1.16 + .07 
1.55 + .07 
1.40 + .15 
1.62 + .16 
1.89 + .07 
1.76 + .07 
2.03 + .12 
1.23 + 15 
1.45 + .10 
vo 
Table 2. (continued) 
q  t  
[110] 
.20 -.20 0 220 
.30 -.30 0 220 
.40 -.40 0 220 
.50 -.50 0 220 
.60 -.60 0 220 
.80 -.80 0 220 
1.0 1.0 0 220 
HB-2 H-7 HB 
1.04 + .10 
1.14 + .07 
1.23 + .07 
1.33 + .07 
1.45 + .10 
1.67 + .10 
2.03 + .12 
Table 2. (continued) 
q T 
ï.lllO] 
.25 .25 0 ÎÎ3 
-.25 -.25 0 002 
.30 .30 0 ÏÎ3 
.40 .40 0 ÏÎ3 
.50 .50 0 ÏÎ3 
.60 .60 0 1Ï3 
1.0 -1.0 0 ÎÎ3 
-1.0 -1.0 0 004 
v  +  a v  
HB-2 H-7 HB-3 
1.70 + .07 
1.60 + .08 
1.79 + .09 
1 . 8 8  +  . 0 6  
1.98 + .06 
2 . 2 8  +  . 0 8  
3.52 + .10 
00 
3.43 + .10 
Table 2. (continued) 
q T 
L[110] 
. 10  .10  0  220  
.15 .15 0 220 
.20  .20  0  220 
.25 .25 0 220 
-.40 -.40 0 ;}3Ï 
.40 .40 0 220 
.50 .50 0 220 
-.50 -.50 0 33Î 
-.50 -.50 0 33Î 
.60 .60 0 220® 
-.60 -.60 0 331 
-.80 -.80 0 33Ï 
-1.0 -1.0 0 3ÏÏ* 
HB-2 H-7 HB-3 
1 . 0 6  +  . 0 6  
1.30 + .07 
1.55 + .05 
1.75 + .10 
1.74 + .05 
1 . 6 0  +  . 1 0  
1 . 6 0  +  . 1 0  
1.81 + .12 
1.81 + .12 
1 . 8 1  +  . 1 0  
2.03 + .12 
1.57 + .10 
1.69 + .24 
1.55 + .07 
1.57 + .15 
1.69 + .12 
1.69 + .12 
Table 2. (continued) 
V + AV 
HB-2 H-7 HB-3 
LlOOl] 
0 0 .20 002® .85 _ t "19 
0 0 . 20 ÏÏ3 1.11 + .24 
0 0 -.30 0 04 1.11 + .08 1.18 + .05 
0 0 .30 00 2 1.09 + .12 
0 0 .30 ÎÏ3 1.26 + .05 
0 0 -.40 004 1.30 + .07 1.31 + .10 1.38 + .05 
0 0 .40 Î13 1.57 + .15 
0 0 .40 002 1.43 + .12 
0 0 -.50 004^ 1.36 + .08 1.45 + .10 
0 0 .50 002 1.55 ± "17 
0 0 -.60 004 (1.44 + .24) (1.55 + .12) (1.64 + . 12) 
0 0 .60 002 2.70 + 12 
0 0 .60 ÏÏ3 (1.31 + .15) (1.57 ' + .17) 
0 0 -.60 113 (1.60 + .16) 
0 0 .65 002 2.80 + .15 (1.52 + .10) 
0 0 .65 ÎÏ3 2.90 + .10 
Table 2. (continued) 
v  +  a v  
HB-2 H-7 HB-3 
L[001] 
0 0 -.70 004 = (1.70 + .15) 
0 0 .70 002® 3.00 + .12 
0 0 .70 002 3.05 + .12 
0 0 .70 ÎÏ3 3.14 + .12 
0 0 -.80 004 3.40 + .11 3.51 + .12 
(1.7 + .25) 
0 0 .80 002 3.31 + .12 3.41 + .12 
(1.6 + .15) 
0 0 .80 IÎ3 3.56 + .10 
0 0 -1.0 004 3.52 + .08 
0 0 1.0 ÏÎ3 3.43 + .10 
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0(0,0,2.8) 
LC00I3  
q= 0.8 
HB-3 
CO 300 
200 
0.7 1.7 2.7 3.7 
Figure 39. Example of the double peak seen in a purely 
longitudinal scan 
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mechanisms. 
During a phonon measurement, the spectrometer is set so 
that neutrons which have exchanged the chosen momentum, q^, 
and energy, (cy, may be counted. Due to the finite resolution 
of the machine, neutrons experiencing other energy transfers 
associated with different q vectors may be counted. The 
measured intensity, however, is determined by the convolution 
of both the resolution function and the scattering cross-
section. Generally, the (0"€)^ term in the cross-section 
drops rapidly from its maximum value for q's other than the 
nominal one 137]. This means that most of the scattering 
comes from modes with momenta near and energies near c Oq . 
Consider a L[001] phonon measured from an (00 1) reciprocal 
lattice point. The term (Q*€)^ is maximized for q^ along the 
[001] direction, and it becomes smaller for q in other 
directions. If the transverse branches are close to the 
longitudinal branch, the energies allowed by the resolution 
function can also correspond to transverse modes. Using the 
above example, we see that a wave vector in the [001] 
direction yields a (0»€) term equal to zero for a transverse 
mode (whose polarization vector is either in the [100] or 
^  2  [010] directions), but in this case, (Q*€) increases for # 
values not along the [001] direction. 
It was shown by Werner and Pynn [38] for Na and by Copley 
[37] for Rb, that if the dispersion surface rapidly changes 
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slope in the off symmetry directions (and, therefore, the 
polarization vector changes direction rapidly), a significant 
contribution may be made to the intensity by modes with q 
values other than the nominal one. This results in a 
transverse mode being detected in a purely longitudinal scan. 
If the curves do not change rapidly but the resolution is poor 
enough to include wave vectors differing by large amounts from 
the nominal one (large amounts meaning that the polarization 
vectors of transverse modes for those off symmetry wave 
vectors have significant components along *3), the same double 
peaks are seen. 
To check the effect of resolution, we used a program 
which was originally written by Werner and Pynn [38] and later 
modified by the BNL neutron scattering group [39]. As 
mentioned above, the measured intensity is proportional to the 
convolution of the resolution function (ellipsoid) with the 
scattering cross-section (Eq. 3.4). The program calculates 
the ellipsoid using the spectrometer and sample parameters as 
input. Then, it performs the integration using the dispersion 
surface defined by set of Born-von Kârmân atomic force 
constants (AE'Cs) (Appendix B). Since a Born-von KSrmSn model 
does not fit the behavior of anomolous curves such as those 
seen in a-Ce, the AFCs for this material could not be 
obtained. We could, however, calculate the qualitative 
effects of poor resolution by using the AFCs for y-Ce combined 
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with the actual experimental conditions. The result of the 
calculation for a typical LlOOl] scan is shown in Figure 40. 
(Because of the uncertainty of the vertical collimations, 
extreme values were chosen which may be as much as a factor of 
4 too large.) The curve indicates that a transverse component 
can be picked up in a purely longitudinal scan. On the other 
hand, it also shows that the intensity of this "extra peak" is 
much smaller than that of the longitudinal. Experimental 
scans (Figure 39) show that the "extra peak" is as large as or 
larger than the peak belonging to the longitudinal phonon. 
There is a different explanation which may address this 
problem. 
Another way in which a peak corresponding to a transverse 
mode may be seen in a longitudinal scan is through a "double 
scattering" process [40]. As the name implies, a neutron may 
be scattered by a phonon and then Bragg scattered (or vice 
versa). If we consider the conservation of crystal momentum 
for the one=phoncn scattering process (using the notation of 
Chapter III), we have 
- Kg = 0 = q +T . (4.1) 
If the neutron is then Bragg scattered, the final momentum 
may be written as 
K2 = Kj - ^ 2 • (4.2) 
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COMPUTER SIMULATED SCAN 
r-ce 
0(0,0,2.65) 
40 
30 
20 
O 
o 
1.45 1.90 2.45 2.90 
V (THz) 
Figure 40. Computer calculated phonon line shape for y-Ce. 
The parameters were horizontal collimation of 
40'-40'-40'-40', fixed E' = 3.6 THz, pyrolytic 
graphite (002) monochromator and analyzer, 
vertical collimation of 144'-440', sample 
mosaic of 6°, sample temperature of 90K and 
a d-spacing of 4.82 A 
The net change in momentum is 
= 9  +  T1 +  T2 =  9  +  T3 '  (4-3)  
but this is equivalent to one-phonon scattering. The wave 
vector is q and the reciprocal lattice point is . Equation 
4.3 implies that although the spectrometer is set to have 
(Q*€) equal to zero for a particular mode, the mode could 
still be observed through this process. It was demonstrated 
experimentally by Dolling and Woods [40] , that this process is 
highly dependent on sample mosaic. For a Pb sample with a .25 
degree mosaic (n), a small "transverse peak" was seen in a 
purely longitudinal scan (Figure 41), but when a sample with a 
mosaic of 1.3 degrees was used, the peak corresponding to the 
transverse mode was found to be larger than the peak due to 
the longitudinal mode. Since our sample has an extremely 
large mosaic spread, this may be the explanation for the 
unusually large "extra peak" seen in Figure 39. 
The T[0011 branch 
If we plot the T[001] data measured in the (110) 
scattering plane and the data measured in the (100) scattering 
plane (Figure 42), we see two consistent sets of points. This 
also appears to be a resolution effect. Using the phonon line 
shape program with the Y-Ce AFCs, plus the present machine 
parameters and sample mosaic, we found similar results (Figure 
43). This shift can be understood in terms of the shape of 
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(a) 
(b) 
0 05 1.0 15 2.0 
y (THz) 
Figure 41. Experimental neutron groups measured for Pb. 
Figure (a) shows a scan made on a sample with a 
.25' mosaic spread while (b) is the same 
type of scan performed on a sample with a 1.3* 
mosaic spread (after Reference 40) 
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S 
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N 
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oO 
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Figure 42. The TlOOl] branch of a-Ce. The filled circles 
represent measurements made in the (110) scat­
tering plane, while the open circles are for 
scans made in the (100) scattering plane 
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COMPUTER CALCULATED TCOOID 
r-ce 
A -measured in (001) plane 
O -measured in (I I 0) plane 
expected value 2.0 
*- 1.5 
1.0 
0.4 0.6 0.8 1.0 
* 
Figure 43. Calculated values for the TlOOl] branch of 
Y-Ce using the conditions of the a-Ce 
experiment (see Figure 41). The expected 
values were calculated directly from the y-Ce 
AFC's 941) while the measured values were 
calculated using actual experimental conditions 
the resolution ellipsoid. We will call the ellipsoid 
calculated for a measurement made in the (110) plane 
"ellipsoid one" and for a measurement made in the (001) plane 
"ellipsoid two." Figure 44 shows that in the off symmetry 
direction, ellipsoids one and two intersect two essentially 
flat branches so that the size and shape of the ellipsoid 
would have little effect on the peak position. Along the 
symmetry direction, there is a significant difference in the 
length and orientation of ellipsoids one and two (Figure 45). 
In the (100) plane, a maximum in intensity is observed 
whenever the ellipsoid is nearly centered on the correct 
frequency, but when the measurement is performed in the (110) 
plane the frequency will be shifted down. The shift occurs 
because the lower frequency values are weighted higher in the 
cross-section. This suggests that the data measured in the 
(100) plane for the T[100] branch are more reliable. 
Small a 
We know that as "5 goes to zero, the frequency must also 
go to zero. Also, in the long wavelength limit, the harmonic 
approximation yields a linear relationship between q and v. 
Neither of these results are obvious in our measured 
dispersion curves (Figure 46). Although we could not measure 
them at small q values, the curves seem to approach "q=0 at a 
finite value of v and also with some curvature. We do not 
fully understand this feature, but we do suspect that it is a 
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SECTIONS 
measured in (IÎO) plane 
0(2,2,-4) 
-.01 0 ,01 
(a) 
(b) 
Figure 44. (a) The K = U.4 cross-section of the resolution 
ellipsoid^calculated at Q = (2,-.4,0). Also 
shown are the T[001] dispersion curves of Y-Ce 
and (b) the ^  = 0.4 cross-section of the 
resolution ellipsoid calculated at $ = (2,2,-.4) 
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RESOLUTION CROSS-
SECTIONS 
TCOOI] 
in#Q#ur#d io (001) plant 
0(2,-4,0) 
1.0-
meosured in (ifO) plane 
0(2,2,-.4) / 
.3 .4 .5 
t 
Figure 45. (a) The Ç = Ç =0 cross-section of the 
X z 
resolution ellipsoid calculated at Q = 
(2,-.4,0). Also shown are the T[001] dis­
persion curve of y-Ce and (b) the = 
0 cross-section of the resolution ellipsoid 
calculated at 6 = (2,2,-.4) 
97 
g 
S 
a 
r X r L 
[(00] ^ i 
1 1 1 1 
L [ffO] K«1 1 
# 
L ^  a-Ce T-90K . • 
• Tz 
1 
_
_
j_
 
* •ttx 
longitudinal 
lran«v*r«* 
-
 
—
r 
1 
\
 • •
 
•
 -
»
,
 
1
—
 
' ...1 1 1 1 1 1 
0 5 1.0 0.8 0.6 0.4 0.2 0 0.1 0.3 0.5 
Figure 46. The phonon dispersion curves of a-Ce 
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resolution effect. The poor resolution allows the inclusion 
of many different q values during a scan near the r point. In 
such a case, it can be seen that the peak in intensity may not 
occur at V = 0, but at some shifted value. The shift, 
however, must result in an increase in frequency. This is 
unfortunate, since it precludes the use of our curves to 
obtain good values for the elastic constants. 
Discussion of the Dispersion Curves 
In the previous section, we discussed the process through 
which the most consistent set of assigned peak values may be 
made. The resulting set of data for the dispersion curves are 
listed in Table 3 and these values are plotted in Figure 46. 
To highlight some of the interesting features of the disper­
sion curves of a-Ce, we have also plotted the data with the 
measured and fitted dispersion curves for the y-phase (Figure 
47) [41]. This comparison emphasizes the anomalous features 
in the dispersion curves of the a-phase. For example, the 
L[001] (Figure 48) and Lllll] (Figure 49) branches show soft­
ening near the center of the Brillouin zone, and the L[110] 
(Figure 50) is very flat and lower in frequency than one would 
expect. In addition, the TglllO] (Figure 50) branch has a 
pronounced dip near the zone center, whereas the T[llll (Fig­
ure 49) is quite flat. The connection of the transverse modes 
to the mixed-valence phenomenon is not well understood; there­
fore, we will limit our discussion to the longitudinal branches. 
Table 3. oc-Ce 
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T[001] 
v  + a v  
.4 1.55 + .07 
.5 1.62 + .16 
.7 1.89 + .07 
1.0 2.03 + .12 
T[lll] 
C v  + Av 
15 .89 + .07 
20 1.11 + .06 
30 1.11 + .06 
40 1.11 + .06 
50 1.07 + .06 
L{001] 
ç  v  +  a v  
.20 .98 + .12 
.30 1.15 + .10 
.40 1.40 + .17 
.50 1.46 + .10 
.60 2.70 + .12 
.65 2.85 + .10 
.70 3.06 + .12 
.80 3.44 + .20 
1.00 3.48 + .10 
L[lll] 
c  v  +  a v  
.075 .93 + .05 
.10 1.06 + .05 
.125 1.25 + .05 
.15 1.34 + .05 
.20 1.70 + .10 
.25 2.12 + .08 
.30 2.65 + .10 
.40 3.31 + .06 
.50 3.51 + .12 
Table 3. (continued) 
100 
T. [110]  
~£ 
v  + a v  
.26 1.65 + .07 
.30 1.79 + .09 
.40 1.88 + .06 
.50 1.98 + .06 
.60 2.28 + .08 
1.00 3.48 + .10 
lliilli 
ç  v + a v  
.20 1.04 + .10 
.30 1.14 + .07 
.40 1.23 + .07 
.50 1.33 + .07 
.60 1.45 + .10 
.80 1.67 + .10 
1.00 2.03 + .12 
L[110] 
v  + a v  
.10 1.06 .06 
.15 1.30 + .07 
.20 1.57 + .05 
.25 1.75 + .10 
.40 1.66 + .12 
.50 1.66 + .15 
.60 1.75 .12 
.80 1.75 + .10 
1.00 2.03 + .12 
101 
a -Ce T « 9 0 K . .  
longitudinal 
tron 
—- — 7"- c« 
Figure 47. The phonon dispersion curves of a-Ce 
compared with those for y-Ce. The solid 
lines represent the fitted curves for 
y-Ce (after Reference 41) 
102 
coon 
T»90K 
Figure 48. The dispersion curves of ct-Ce measured 
along the [001] direction. The dashed 
lines indicate the anomalous region 
103 
T«90K 
Figure 49. The dispersion 
along the [111] 
lines indicate 
curves of a-Ce measured 
direction. The dashed 
the anomalous region 
A-To 
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.2  1.0 
Figure 50. The dispersion curves of a-Ce measured 
along the [1101 direction. The dashed 
lines indicate the anomalous region 
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The L[110] branch 
The shape of the L[110] branch of y-Ce (Figure 47) is 
typical of an fee metal. In contrast, the figure shows that 
this branch in ot-Ce is quite flat and it is low in frequency. 
The Lindeman homology rule 142] states that the dispersion 
curves of two elements with the same lattice and electronic 
structures should scale with one another. This rule is 
written as 
Vi /Vg =  
1 
2 
(4.4a) 
where M is the atomic mass, T is the melting temperature, a is 
the lattice constant, and v is the phonon frequency. When 
comparing ot-Ce and y-Ce this reduces to 
= 1.06 . (4.4b) 
This implies that the entire set of dispersion curves of ot-Ce 
should be higher in frequency than those for y-Ce. This is 
true for all of the branches except the L[110]. This says 
that the L{110] is anomalously low in frequency. 
The L[lll] and L[001] branches 
If we examine the L[lll] and L[001] branches, we see 
another type of anomaly. Although more pronounced in the 
LlOOl] branch, there is softening of the frequencies near the 
center of the zone in both branches. Similar behavior has 
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been observed in other mixed-valent systems and has been 
related to this phenomenon. As examples, the dispersion 
curves of TmSe, Sm^ 75^0 25^ [22], and SmS [23] are shown in 
Figures 51, 52, and 53a. In all of these mixed-valent 
materials (which have the NaCl structure), the LA[111] branch 
exhibits a feature not unlike the one seen in the L[100] and 
L[lll] branches of a-Ce. Also, we see in Figure 53b that the 
softening in the LA[111] branch of SmS only appears after it 
is in the mixed-valent state; therefore, it has been suggested 
that these anomalies are connected to the mixed-valence 
effect. 
Several authors [43-46] have analyzed the dispersion 
curves of Sm^ 75^0 25® using phenomenological models. 
Although the details of their calculations vary, all of them 
apply the same basic idea. Since the mixed-valent effects are 
related to f <=> d electronic fluctuations, one would expect a 
phonon anomaly whenever these transitions are enhanced by a 
certain vibrational mode- This is shown schematically for a 
longitudinal vibration in Figure 54. The f <=> d fluctuations 
couple most strongly to a longitudinal vibration when the 
nearest neighbor planes are yo degrees out of phase. Since 
the phase is given by (q»r) where r is the real space 
displacement and q is the reciprocal lattice vector, we can 
find the value of q (or for this phase. For example, q for 
the L[100] mode is given by 
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Figure 51. The measured dispersion curves of TmSe 
(after Reference 22) 
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Figure 52. The measured dispersion curves of 
Sm Q25S (after Reference 22) 
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Figure 53. (a) The measured dispersion curves of SmS at P = 
7.0 kbar. (b) The pressure dependence of the LA 
1111] dispersion curves ( represents P = 0 
and represents P = 7.0 kbar) (after Reference 
2 2 )  
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Figure 54. Motion of the nearest neighbor (010) planes during 
a L(010] vibration with wave vector q = 
( 0 , .  5 , 0 )  ^  
Ill 
q = (1,0,0) = K (100) (4.5) 
and r for a representative atom in the nearest neighbor planes 
is given as (1,1,0) a/2. For a 90' phase difference, we find 
q'r = TT/2 = t^(Ç ) (1,0,0)].la/2 (1,1,0)] = % TT 
(4.6) 
so that ^ = Y ' From this, we expect that the coupling 
between the f <=> d fluctuations and the LllOO] mode should be 
strongest at the middle of the zone. It can also be shown 
that the strongest coupling occurs in the middle of the 
Brillouin zone for the other longitudinal modes as well. 
In summary, we find that the dispersion curves of a-Ce 
exhibit many unusual features. The longitudinal modes exhibit 
anomolous softening, particularly near the middle of the 
Brillouin zone. This may be related to the f <=> d 
transitions associate with mixed-valent a-Ce. In addition, 
the TglllO] branch exhibits a pronounced dip near the zone 
center, and the Tllll] branch is extremely flat. These may 
also be related to the partial valence of a-Ce. Further 
theoretical studies may illucidate the meaning of all of these 
anomalies. 
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APPENDIX A. RECIPROCAL LATTICE FOR THE fee STRUCTURE 
The reciprocal lattice is defined by a set of vectors, x, 
which satisfy the relation 
where t is the real space displacement of an atom in the 
lattice. The real space atomic positions in the fee lattice 
are given by linear combinations of the primitive basis 
vectors 
where a is the lattice parameter. These vectors are shown in 
Figure 55. 
Using the a^'s of (A.2) we can construct a set of vectors 
which satisfy Eq. (A.l). These vectors will serve as primi­
tive basis vectors in reciprocal space and are written as 
exp [i T • r] = 1 (A.l) 
~ a/2 (9 + 2) 
ag = a/2 (2 + R) 
a^ = a/2 (8 + ?) 
(A.2a) 
(A.2b) 
(A.2c) 
(A.3a) 
^2 ~ a^^®3 ^ ' (ag x a^ ) (A.3b) 
(A.3c) 
For the fee lattice, one finds that 
+ 5 - 3) (A. 43) 
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z 
A 
Figure 55. Primitive lattice vectors for the fee unit cell 
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b, = + î - ^ ) (A.4b) 
+ p _ 2) (A.4c) 
The reciprocal lattice may be constructed from these vectors 
such that a general reciprocal lattice vector may he written 
as 
T = hbj + kbg + Ibg (A.%) 
where h, k, and 1 are integers. 
The first Brillioun zone is defined as the volume of 
reciprocal space about a lattice point which is closer to that 
point than to any other lattice point [47] . This definition 
means that the first Brillioun zone may be constructed from 
the set of planes which are the perpendicular bisectors of the 
fourteen shortest reciprocal lattice vectors. These vectors 
are given by 
9 + 2 t S) (A.f.s) 
a — — — 
and 
t = + — 5c, + — + — g (A.fb) 
— a — a — a 
This volume is shown in Figure 56 where the various points and 
lines of high symmetry are labeled with their group theoreti­
cal notation. 
Although we have defined the reciprocal lattice vectors 
through Eq. (A.5), most often the points in this space are 
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Figure 56. Reciprocal space lattice for the fee real 
space lattice 
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given with respect to the cubic axes (x,y,z). The reciprocal 
lattice vectors are then given by 
T = ^(hK + k? + Ig) (A.7) 
some of which are allowed by the definition (Eg. (A.l)) and 
others are not. The advantage of this convention is that the 
high symmetry planes may be easily defined. For example, the 
(100) planes are defined by 
X = 0, y = 0, and z = 0 (A.8) 
and the (110) planes by 
X = + y, y = + z, and z = + x . (A.9) 
The arrangement of the reciprocal lattice points in the (100) 
plane is shown in Figure 30 and in the (110) plane in Figure 
31. 
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APPENDIX B. BORN-VON KARMAN THEORY 
In order to understand a lattice dynamical measurement, 
it is desirable to compare the results with calculated values. 
However, methods presently used to calculate dispersion rela­
tions from first principles have not been advanced enough to 
make a calculation of the curves of complicated systems feasi­
ble. In order to gain insight into the problem, the phonon 
measurements are typically analyzed in terms of a phenomenolo-
gical model. The model used very frequently was first 
proposed by Born and Huang [49]. 
Underlying the Born-von Kârmân model, are a set of 
assumptions about the atomic interactions. These allow us to 
solve the equations of motion for a system of nuclei and 
electrons. The Hamiltonian for such a system is given as 
H = Ej Pj/2% + U(R) + Pi/2Mg + V(r) + Vj.(r,R) 
(B.l) 
where the first two terms describe the kinetic and potential 
energies of the nucleus-nucleus interaction, the next two 
terms describe the kinetic and potential energies of the 
electron-electron interaction and the last term describes the 
potential energy of the interaction between the nucleus and 
electron. To solve this set of equations two simplifying 
assumptions are made. 
One assumption is that the wave function has the form 
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\ Yy(r,3) (B.2) 
where y refers to the y-th electronic state and Y^(r,&) is the 
solution to the purely electronic Schroedinger equation 
= E^(R)Y^(r,R) . (B.3) 
Upon applying H to T(r,R), it can be shown that 
Uj P?/2M„ 4. U(S) + E 
(B.4) 
which is to say that the electronic motions can be treated 
independently of the nuclear motions. This is known as the 
"adiabatic approximation." In effect, we have now separated 
the electronic portion of the expression from the nuclear 
portion where the effective nuclear potential is given by 
S> = t^(R) + U(R) . (B.5) 
The second assumption made in the Born-von Kârmân model 
is based on the notion that in most materials the amplitude of 
the vibrations of the nuclei about their equilibrium positions 
is small. This allows us to expand the potential Eq. (B.5) 
about the equilibrium position and neglect the higher order 
terms. The expansion is given by 
& = + $(1) + @(2) + .... (B.6) 
where 
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@(0) = ®(X(l,k)) (B.7a) 
° ll. k, lot'l'k) 'B-7bl 
®' ' " 2 Ikti I'k'Y 3u^(l,k) au^d',k') lo Ua(l'kluY(l''k') 
(B.7c) 
where a and Y in these expressions refer to the cartesian 
components of the vectors. The notation used is that of 
Reference 49 in which X{l,k) denotes the equilibrium position 
of the k-th atom in the 1-th unit cell. The position of an 
atom after being displaced by a small amount u(l,k) is then 
given by 
r(l,k) = X(l,k) + u{l,k) . (B.8) 
Since we assume that the displacements from equilibrium 
are small, we can terminate the series with the term which is 
quadratic in u. This is referred to as the "harmonic 
approximation." We also note that in Eq. (B.7b) the first 
derivative of the potential with respect to the position is 
evaluated at the equilibrium position. Since the potential 
energy at equilibrium should be a minimum, this derivative is 
zero when evaluated at u{l,k) = 0. Also, since the potential 
contains an arbitrary constant, we can choose to have the 
constant term equal zero. 
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By writing the kinetic energy in terms of u(l,k) and 
using the above results for the potential energy, we can write 
the Hamiltonian as 
H = "I I M. u (l,k) 
^ l,a,k 
+ i ^ E <t>„Jl,k|l'k') ujl,k)u^(l',k') (B.9) 
^  I ' k ' T  I k a  '  a y  
where 
<t>QjY^lfk|l'k') = 3u^(l,k) 3u^(l',k')'o ' (B.IO) 
If we apply Hamilton's equations 
the resulting equations of motion are 
-M. u (l,k) = I (t)„Jl,kll',k')u^(l',k'). (B.12) 
K a I'k'Y Y T 
These equations are identical in form to the set of equations 
of motion for a system of masses connected by springs, and in 
fact the terms ^are known as the atomic force constants. 
Before attempting to solve Eq. (B.12), it would be 
helpful to be able to reduce the number of independent atomic 
force constants needed to solve this set of equations. If we 
examine Eq. (B.IO), we see that the order of differentiation 
is unimportant so that 
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<|)^^(l,kll'k') = 4^^^1',k'|l,k) . (B.13) 
A].sc , if one considers translating all of the atoms in the 
crystal by an infinitesimal amount 6^., by Eq. (B.12) and the 
fact that there would be no restoring forces, we obtain the 
following result 
-M u (l,k) = 0 = S (j) (l,k(l',k')u^(l',k') 
I'k'Y ^  ^ (B. 
however, since the u^s are independent, this reduces to 
14) 
2 t__(l,k|l',k') = 0 (B.15) 
1 • k ' T ' 
which is the translational sum rule for the (|)^^s. If we 
separate the term for 1=1' and k=k', the equation becomes 
4 (l,k|l,k) + Z <}) (l,kll',k') = 0 
^ l'k'/l,k,Y ^ (B.16a) 
or 
tay(l,k|l,k) = - Z (j>„^(l,kll'k') (B.16b) 
1 • U « V V * *» / ^ y y I 
where ^g^(lk|lk) is termed the "self force constant." 
Similarly, one can derive the rotational sum rule for the 
If an infinitesimal rotation is applied to the crystal, 
the displacement of the atoms from their equilibrium positions 
would be given by 
or 
u^drk) = [& X X(l,k)]^ (B.18a) 
(B.18b) 
where ^ is along the axis of rotation and 
^"Yttin = 1' if Y,mn are a cyclic permutation of 1,2,3; 
= -1, if Y,m,n are a non-cyclic permutation of 
1,2,3; 
= 0, if Y,m,n are any other combination of numbers. 
Substituting Eq. (B.18b) into the equations of motion (Eq. 
B.12) yields 
The 0 s are independent so that this expression reduces to 
Equations (B.16b) and (B.20) can now be used to reduce the 
number of independent force constants as demonstrated in [41]. 
Another property which helps in the reduction of the 
number of independent interatomic force constants is the 
(B.19) 
0 =2 <t> ( l,k|l',k') e„„X„(l',k') . (B.20) 
I'k'yn ctY n ymn n 
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crystal symmetry. We can define a symmetry operation as a set 
of rotations and translations which bring the lattice into 
coincidence with itself. This set of operations is called the 
space group of the lattice. The rotations may be either 
proper or improper (i.e., a pure rotation or a rotation 
followed by an inversion). The space group may be either 
symmorphic or non-symmorphic (i.e., the translations may be 
integral or fractional multiples of a lattice translation). 
The operations are represented in the Seitz notation as 
= iS|x(m) + v(S)j (B.21) 
where 
^ is a rotation matrix 
%(m) is a lattice translation 
and ^(S) is a fractional lattice translation. 
If operates on the equilibrium atomic position vectors, the 
result is 
V / r V \ rk \ f i.\ / 
(B.22) 
where X(L,K) is the position of a lattice point before the 
operation. Operating on the position vector of an atom after 
displacement, we obtain 
L iX(l,k) + u(l,k)} = X(L,K) + S(u(l,k) = X(L,K) + u'(L,K). 
~ (B.23) 
Similarly, for a different site, (l',k'), this operation 
= ^ t /1 
m 
k) - Sx(l , k )  / Mm \ A V iti / v(S) 
130 
yields 
LjjjU(l',k') + u(l',k')i = X(L',K') + Su(l',k') . (B.24) 
Since is a symmetry operation, the potential energy between 
two sites X(l,k) and X(l',k') should be the same before and 
after the operation. Equating these potentials gives 
E 4 (l,k|l'k') u (l,k) u (I'k') 
a,Y a Y 
= I 4^^XL,K|L'K)u^(L,K)u^(L',K') (B.25) 
86 
but since 
u'(L,K) = Z S _.u, (l,k) (B.26a) 
P ^ PM W 
and 
u'g(L',K') = IS.u (l',k') (B.26b) 
Y 
we can rewrite Eq. (B.25) as 
Z (t> (l,k|l',k')u^(l,k)u (l',k') 
ay 
= *gg(L,K|L',K')Sg^Sg^w^(l,k)u^(l',k') 
= ^ ^ So <j>g.(L,KlL',K' )Sc^u^.(l,k)u (1,'k' ) . 
86 yY OÏ M I (B.27) 
We can equate the terms on each side which are multiplied by 
u^(l,k)u g(l',k') . This gives 
4) (l,k|l',k') = I Sgg4ga(L,K|L'K')Sg (B.28) 
aY $5 
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which in matrix notation is 
(|)(l,k| 1' ,k') = S<j>(L,KlL',K')S (B.29) 
where is the transpose of Since ^  is a rotation matrix, 
^ = S~ . If we then multiply each side of Eg. (B.29) by S we 
get 
S<j)(l,kll',k')S = <j>(L,K|L',K') . 
This shows that if we know the space group of the crystal 
then we can use Egs. (B.30), (B.20), and (B.16) to further 
reduce the number of independent interatomic force constants. 
The details of this operation are shown in [41] . 
Now that we have been able to reduce some of the 
variables in our equations, we may consider the solutions to 
the equations of motion. Because we are concerned with 
periodic lattices, we expect the motion of identical atoms in 
different sublattices to differ by no more than a phase 
factor. This would suggest a trial solution to equations of 
motion of the form 
u (l,k) = —— U (k.l^) exp ii(q»x(l) - a)(q)t)} . (B.31) 
Upon substitution of this solution into the equation of motion 
Eq. (B.14), we get 
— U (k|q)expU(q*jt(l) - o) (q)t) }w^(q) 
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U y ( k ' | q )  
= Z 4 (l,k|l'k') 
I'k'Y AM^. 
X expli(q«X(l') - (i)(q)ti (B.32) 
w^(q)U (k|q) = Z (l>k|l' ,k' ) ^ (k.|-^) expUq* ( jt{ 1 ' ) ) jt( 1 ) ) J 
^ I'k'Y ^ (B.33) 
Now we let 
Z<|> ( l,k|l',k' )/expUq(1c(l')-^(l) ) } = Di_(q^k,k') 
1 »  a y  K  K  « Y ( g ^ 3 4 )  
where is called the dynamical matrix. If we substitute 
this into Eq. (B.33), we obtain 
oj^U (k|q) = E D^^(q|k,k')U^(k|q) (B.35) 
a k'y ^ 
or in matrix notation 
a)^(q)tj(q) = D(q)tj(q) (B.36) 
"x (i|q) 
t(q) = Uy (l|q) (B.37) 
Ug (n|q) 
and n is the number of atoms per unit cell, 
dimensional matrix given by 
D(q) is a 3n x 3n 
D ( q )  =  
where 
D(<f|kk') = 
133 
D(qlll) 
D ( q j n l )  
/ kk') 
Dyx(qlkk') 
\D:x(q|kk') 
D ( q | I n )  \  
D ( q j n n ) J  
( B . 3 8 a )  
Dxy(qlkk') 
Dyy(q^kk') 
D^y(qlkk') 
\ 
Dx2(q|kk')\ 
Dy:(q|kk') 
D^^(^lkk')/ 
(B.38b) 
The solutions to the equations of motion can now be found by 
solving the eigenvalue problem 
I  I  D ( q )  -  0 )  ( q )  I  I  =  0  ( B . 3 9 )  
2/:±x where there are 3n eigenfrequencies Wj(q) for j=l to 3n, and 
3n eigenvectors U(k|q,j) which may or may not be independent. 
Before solving a problem of this type, typically one 
imposes soir.s physically relevant boundary conditions. In the 
case of an infinite crystal, we impose periodic boundary 
conditions by assuming that the crystal is composed of 
macrocells each containing a large number, N, of primitive 
cells (see Appendix A). These macrocells are of dimensions 
^1®1' ^2^2' L^a^ where a^, a^, and a^ are primitive unit 
vectors and L^, and are integers such that + 
By imposing the condition that the solutions to the equations 
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of motion be identical for atoms on the same site in different 
macrocells, we obtain 
utllflgflgfk) = utl^+Liflg+Lgflg+Lgrk) .  (B.40) 
Upon substituting Eq. (B.31) into this relation, Eq. (B.40) 
becomes 
exp( i5*5t(l) ) = exp( i5»X( 1+L) ) = 
exp( iq*X(l) )exp{ iq* + LgSg + L^ag)! 
(B.41) 
or that 
exp(iq^L^a^) = 1 (B.42a) 
expfiq^Lgag) = 1 (B.42b) 
exp(iq'L^ag) = 1 (B.42c) 
This says that 
q'L^a^ = 2 irM^ 
which can be written as 
Î ' : L: 'i 
where is an integer and is a reciprocal lattice vector 
(see Appendix A). These equations show that the allowed 
values of q for a periodic lattice form a set of distinct 
points with a density of NV/8 where V is the volume of the 
primitive cell. 
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We can also look at the properties of the dynamical 
matrix itself to determine whether we may be able to reduce 
the number of independent matrix elements. From Eqs. (B.34) 
and (B.13) it can be seen that 
D  ( q | k  k ' )  =  ^  - 4 )  ( l , k | l ' , k ' )  e x p ; i q . ( Z ( l ' )  -  2 ( 1 )  ) i  
"Y /ÏT^, «Y 
^ ^  {B.44a) 
= h (|)„ (l,k|l'k') expl-iq.(X(l) - x(l'))i 
/iTPT, 
^ (B.44b) 
= D^^(q|k'k) (B.44c) 
which implies 
Doy'ql = D*y<5) 
or that D(q) is Hermitian; therefore, the eigenvalues of D(q) 
are real [49]. Also from Eq. (B.34), it can be shown that 
D (-a Ikk') = D (alkk') (B.46a) 
cty - • ay 
or that 
D (q) = D(q) .  (B.46b) 
Since t*)t(l) = 2Tin (see Appendix A), we also find 
D(q+T) = D(q) (B.47) 
which implies that the dynamical matrix has the same perio­
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dicity as the lattice. By using Eqs. (B.46) and (B.47) we can 
show that the elements of D(0) and D(t/2) must be real. 
From these results for the dynamical matrix, we can also 
deduce some similar properties for the eigenvalues of the 
secular equation (Eq. B.39). From Eqs. (B.46) and (B.47) 
and 
a)j(q) = a)j(q + t) (B.48a) 
Wj (q) = Wj(-q) (B.48b) 
which implies that if we find the solutions to Eq. (B.39) for 
a set of wave vectors q for 0 £ q £ ^ /2 then we have found the 
solutions for all of the q's in reciprocal space. 
Typically, the condition of orthonormality is placed on 
the eigenvectors of the secular equation. We do not choose to 
impose orthonormality on iî(k|q,j) but instead on the quanti­
ties [44] e^(k|q,j) where 
U J k I q , i ) = ejklq,j) A(q,j) .  (B.49) 
This orthonormality condition is 
E ^(q, j ) ' e{q»j) = . (B.50) 
-y 
The e's are the unit vectors called the polarization vectors 
and the A's have the same units as U. If Eq. (B.50) is 
substituted back into Eq. (B.36), it can be seen that the e's 
do indeed form a suitable set of eigenvectors for the problem. 
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This is what allows us to impose the orthonormality condition 
on the e's. Using arguments similar to those presented for 
the eigenvalues and dynamical matrix, we see that 
elQfj) = e(q+Tfj) (B.51a) 
and that 
E( q, i ) = e(q»j) . (B.51b) 
Specialization of Born-von Kârmân Theory to the fee Crystal 
Let us now apply the general theory developed in the 
preceeding section to the fee lattice. We will reformulate 
some of our equations in such a way as to allow us to analyze 
the experimental data. Since there is only one atom per unit 
cell in the fee lattice, Eq. (B.34) becomes 
Do^y(q) = Y expiiq*X(T)i (B.52) 
where we have dropped the k index since k=k' and we let 1 
represent 1-1'. We can separate the 1=0 term in the series 
and we find that 
D(^y(q) = expliq«X(T) il. (B.53) 
From Eq. (B.16b) we get 
D(.Jq) = ( Î )  (expl iq'X(T) i  - 1) 
' 1>0 ' 
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+ J <t) (T)(expliq.2(T)i - 1) (B.54a) 
KO "Y 
but since <f> ^ „A-Ï) then 
u Y u y 
D (q) = _l <(> (T)[exp(iq*X(T)) + exp(-iq»X( 1 ) ) - 2] 
ay 2>0 ' 
(B.54b) 
= <1)^^(1) [1 - cos(q«X(T))] . (B.54C) 
1/0 
Since the phonon measurements are usually made along the 
high symmetry directions [001], [110], and [111] (see Appendix 
C), we can further simplify our equations. In these direc-
^ MM 
tions, the term q»X(l) can be written as 
q«X(T) = Iq| d^^^ (B.55) 
where d^^i is the distance between neighboring h,k,l planes. 
If we now define a reduced wave vector, f , such that 
q - Ç, (B.56) 
a 
we can rewrite Eq. (B.55) as 
q»X(T) = ^  (B.57) 
where C = IC| and is the value of K when q = t/2 (i.e., at 
the zone boundary). Since we are considering the motions of 
neighboring planes, we rewrite Eq. (B.54c) as 
D (q) = -I Z<|>' (j,n)[l - cos(q»X( j ,n) ) ] (B.58) 
o? n i 
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where we have replaced the (1) index by (j,n) and we sum over 
the j atoms in the n-th nearest plane. If we substitute 
Eq. (B.57) into Eq. (B.58) and then sum over the atoms in 
plane n, Eq. (B.58) becomes 
= \ <l>n(ç)tl - cos(|^)] . (B.59) 
The ( C) index on the ^^(C) represents the fact that the 
are summed over the planes perpendicular to the t direction. 
Also, we absorbed the sign in the and dropped the 
prime. As shown, the (t>'s can be written in terms of the 
6 (T)'s. The results are tabulated in Table B1 [41]. 
ay 
Using Eq. (B.59), we can rewrite the equations of motion 
Eq. (B.35) as 
ma)?(q)U (q) = Z (g)[l - cos (^^^)]U (q) . (B.60) 
J c x  n Y n Ç y 
In Appendix C, we show that the frequency for the j-th mode in 
à high syiruTiStry direction can be written as a linear combina­
tion of Dq^y's such that Eq. (B.60) may be expressed as 
mwj(q) = I 4)^{0U - cos {^) 1 (B.61) 
This is the working equation used in a Born-von KSrmSn fit of 
experimental data. 
If we consider what happens to Eq. (B.61) as C approaches 
zero, we obtain 
Table Bl. 8NN AFC composition of the interplanar force constants, 
and of the elastic constants, c^^, of an fee crystal 
n Yi CL2 $2 AFC «3 = $3 Y3 ^3 «4 04 Yi il XX ZZ XY XX XY XX XY YZ XZ XX ZZ XY 
T [001] 01 4 4 0 0 G 8 8 0 0 0 0 G 
$2 0 0 0 0 2 G 8 0 G 4 4 0 
$3 0 0 0 0 G G G 0 0 0 G 0 
0 0 0 0 0 0 0 0 G 0 0 0 
L [001] 8 0 0 0 G 0 16 G G 0 G G 
$ 2 0 0 0 2 0 8 0 0 0 8 G 0 
$3 0 0 0 0 0 0 G 0 0 0 0 0 
$4 0 0 0 0 0 G 0 0 0 G G 0 
T [111] 01 4 2 -2 2 4 4 8 4 G 0 0 0 
$2 0 0 0 0 0 2 4 -2 -4 4 2 -2 
$3 0 0 0 0 0 0 0 0 0 0 0 0 
L [111] $1 4 2 4 2 4 4 8 —8 0 0 0 G 
$2 0 0 0 0 G 2 4 4 8 4 2 4 
$ 3 0 0 0 0 0 G G G 0 0 0 0 
T,[110] $1 8 0 0 0 0 G 8 G G 0 0 0 L $2 0 2 0 0 4 4 G 0 G 8 0 0 
$3 0 0 0 0 G 0 8 0 G 0 0 0 
$4 0 0 0 G G G 0 0 0 0 2 0 
$5 0 0 0 0 0 G G 0 0 0 0 0 
Tj[110] $1 4 4 0 G G 4 4 0 8 0 0 0 
0 2 2 0 -2 2 2 0 4 -4 0 4 4 0 
$3 0 0 0 0 0 4 4 0 —8 0 0 0 
$4 0 0 0 G 0 0 G 0 G 2 0 -2 
05 0 0 0 G 0 G 0 G G 0 0 0 
L [110] 01 4 4 0 G 0 4 4 0 -8 0 0 0 
02 2 0 2 2 2 G 4 4 0 4 4 0 
03 0 G 0 0 0 4 4 0 8 0 0 0 
04 0 0 0 G G 0 G G G 2 0 2 
05 0 0 0 G 0 0 0 G G G 0 G 
A  [ O Ç l ]  01 8 8 0 G G 16 16 G G 0 0 0 
0 2 0 0 0 G 0 0 0 0 G G 0 0 
03 0 0 0 2 0 —8 0 0 0 8 0 0 
04 0 0 0 G 0 G 0 G G G 0 G 
05 0 0 0 0 G 0 0 0 0 G 0 0 
T r [ O Ç l ]  01 16 0 0 G G G 32 G 0 0 0 G 
0 2 -4 4 G G G 8 —8 0 G G 0 G 
03 0 0 0 G 2 0 —8 0 0 4 4 0 
04 0 0 0 0 0 0 0 0 0 0  0 0 
05 0 0 0 0 0 0 0 0  G 0 G G 
''ij S i  C ^ 
4 0 G 4 G 16 8 0  0 16 0  G 
2 2 G G 4 4 20 0 0 8 8 G 
4  4  
C -2 -2 4 0 -4 -4 -20 8 32 -8 —8 1 6  
XX 
4 
0 
0 
0 
0 
0 
8 
0 
4 
4 
0 
4 
4 
0 
8 
0 
0 
0 
0 
0 
2 
4 
2 
0 
0 
2 
4 
2 
0 
8 
0 
0 
0 
0 
16 
-4 
0 
0 
0 
36 
2 
-2 
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Ts Bs 05 ae Be ar 'h T7 67 Ç 7 - C7 «8 Be 
YY zz XY XX YZ XX YY ZZ YZ xz XY XX YY 
0 4 0 0 0 8 8 0 0 0 0 0 0 
0 0 0 8 0 8 0 8 0 0 0 0 0 
4 4 0 0 0 0 8 8 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 2 
8 0 0 0 0 0 0 16 0 0 0 0 0 
0 0 0 8 0 0 16 0 0 0 0 0 0 
0 0 0 0 0 16 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 2 0 
4 4 4 6 2 4 4 4 4 -4 4 0 0 
4 4 -4 0 0 4 4 4 4 4 -4 2 4 
0 0 0 2 -2 4 4 4 -4 -4 -4 0 0 
4 4 —8 6 -4 4 4 4 —8 8 -8 0 0 
4 4 8 0 0 4 4 4 —8 -8 8 2 4 
0 0 0 2 4 4 4 4 8 8 8 0 0 
0 0 0 0 0 8 0 8 0 0 0 0 0 
0 4 0 0 0 0 8 0 0 0 0 0 0 
8 0 0 0 0 8 0 0 0 0 0 0 0 
0 4 0 4 0 0 8 0 0 0 0 2 4 
0 0 0 0 0 0 0 0 0 0 0 0 0 
4 4 0 0 0 4 8 4 8 0 8 0 0 
2 0 4 0 0 4 0 4 0 8 0 0 0 
U 4 0 0 0 0 4 4 —8 0 0 0 0 
2 0 -4 4 -4 4 0 4 0 -8 0 2 2 
0 0 0 0 0 4 4 0 0 0 -8 0 0 
4 4 0 0 0 4 8 4 —8 0 -8 0 0 
2 0 -4 0 0 4 0 4 0 —8 0 0 0 
0 4 0 U Ù 0 4 4 s 0 0 0 0 
2 0 4 4 4 4 0 4 0 8 0 2 2 
0 0 0 0 0 4 4 0 0 0 8 0 0 
8 16 0 0 0 16 32 16 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 8 0 0 -16 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 2 0 
16 0 0 0 0 32 0 32 0 0 0 0 0 
0 4 0 0 0 —8 8 0 0 0 0 0 0 
0 0 0 8 0 —8 0 0 0 0 0 0 0 
-4 4 0 0 0 0 8 —8 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 2 
4 0 0 16 0 72 32 8 0 0 0 16 0 
18 20 0 16 0 20 40 52 0 0 0 0 16 
-18 -20 24 -16 32 -20 -40 -52 32 48 96 0 -16 
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->• 2 2 2 
mw^tq) = ^ I ) (B.62) 
J n I' 2r 
after having terminated the cosine series expansion with the 
quadratic term in C. We also know that for small Ç , the 
phonon modes are equivalent to the acoustic vibrations of the 
crystal. The velocity of sound for the j-th mode is given by 
Vj = Wj(q)/q^ . (B.63a) 
However, is also associated with a sum of elastic 
constants, C^. This relation is given by 
2 2 
Vj = Cj/p = Wj(q)/q .  (B.63b) 
where p is the density and the CX's for the high symmetry 
directions are given in Table B2 [50]. By combining this with 
Eqs. (B.56) and (B.62) and using the fact that 
p = 4m/a^ (B.64) 
for an fee crystal, we see that 
a 44 " n+n'S' <B-") 
This gives us a means of relating the elastic constants to the 
atomic force constants through the interplaner force 
constants. (See Table B.l.) 
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Table B2. Elastic constants associated with each symmetry 
direction of a cubic crystal 
Branch V? = C^ Ç -»• 0) 
T 1001] = 44 
L [001] 
= 11 
T [111] 1 3 (=11 =12 =44) 
L [111] 1 3 ( = 11 + 20^2 + 4c^^) 
^2 [110] =44 
[1101 1 2 (=11 " =12) 
L [110] 1 2 ( = 11 + c^2 + 2^44) 
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Axially Symmetric Constraints 
As mentioned earlier, symmetry relations can be derived 
which allow one to reduce the number of independent atomic 
force constants. Another way to produce expressions relating 
the AFCs is to impose the restriction that the potential 
energy between a pair of atoms is only a function of the 
magnitude of their relative displacement. This is known as a 
central force model. 
If the potential is constrained to be the same function 
of distance for all pairs of atoms, then it is called the 
"central force" model; whereas, if the potential energy 
function is a different function of distance for the n-th 
neighbors and the (n+i)-th neighbors, it is referred to as the 
axially symmetric model [49]. We will only consider the 
axially symmetric model in detail. 
As shown in Eq. (B.IO), we write the force constants as 
4> d.-khlk') 
ay 
a Y (B.66) 
T) I O W O 1 
3u^(l,k) ^ 3R au^(l,'k')j R=Rq a , ^ ajR 
which can be rewritten as 
a 9S(R) \ . 
gu^ 8 R R 'R=R, 0 
(B.67) 
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where we have dropped the (l,k) indices and Ry = R-g^ is the 
y-th cartesian component of R. If we carry out the differ­
entiation of Eq. (B.67), we get 
A = + 3a(R),i Ml _ _3R)] 
= [ ^ ( 5 - (B.68) 
9R Rq 3 R RQ ay R2 R-RQ 
This is usually written as 
R R R R 
<|) = c|)^  ( 6 - (B.69) 
ay r „2 ' t otv «2 T RZ -c ay
where 
, _ 3^5(R) 
-r 9 j ^2 R=Rq  (8.70) 
is called the radial force constant and 
is called the tangential force constant. From Eq. (8.69), we 
see that there are only two independent atomic force constants 
for each set of neighbors. 
As an example of how these relations are used, consider 
the first nearest neighbor force constants for the fee crystal. 
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There are three independents AFCs left after applying symmetry 
conditions (see Table B.4). These are , 3^^, and y^. The 
position of a first nearest neighbor atom with respect to an 
origin fixed at one corner of the fee unit cell is given as R 
= (1/2, 1/2, 0)a. Applying Eq. (B.68) yields 
% = 22 = 15 iRg (B.72b) 
,2, 
R|, Rg 
(B.72C) 
After eliminating the partial derivatives, we get the axially 
symmetric constraint for the first-neighbor force constants 
Oi = $1 + Yi • (B.73) 
Similarly, this process can be continued for all of the other 
neaLest-neighbor sets, and the results are shown in Table 83. 
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Table B3. Axially symmetric constraints to eight neighbors 
for fee crystals 
Neighbor Constraints 
1 (IXX) - (IZZ) - (IXY) = 0 
2 none 
3 (3XX) - (3YY) - 3(2YZ) = 0 
2(3XX) - 2(3YY) - 3(3xz) = 0 
4 (4XX) - (4ZZ) - (4XY) = 0 
5 3(5XX) - 3(5YY) - 8(5XY) = 0 
(5XX) - 9(5YY) + 8(5ZZ) = 0 
6 none 
7 3(7XX) - 3(7ZZ) - 4(7XY) = 0 
2{7YY) - 2(7ZZ) - (7XY) = 0 
3(7YZ) - (7XY) = 0 
2(7XZ) - (7XY) = 0 
8 none 
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APPENDIX C. GROUP THEORY IN LATTICE DYNAMICS 
The goal of the application of the Born-von KâritiSn theory 
is to solve the eigenvalue problem 
D(q) e{j) = e(i) . (C.T) 
To help solve this problem, we can apply group theory to 
classify the branches of the dispersion curves according to 
symmetry and to block diagonalize the dynamical matrix so that 
it is more easily solvable. 
In applying group theory, we note that certain symmetry 
operations will bring a lattice into coincidence with itself. 
These operations are denoted by 
= tS I x(m) + v(S)î (C.2) 
where the notation is that of Appendix B. Also, for a 
symmetry operation 
Sq = q + 5 (C.3) 
where $ is a reciprocal lattice vector. 
One approach to the application of group theory to 
lattice dynamics [49] is in the use of the irreducible 
multiplier representation. The multiplier representation is 
given by 
T(S.) Î(S.) = 4(S., R.) T(S., S.) (C.4) 
1 —J —1 —] —1 —1 
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for all S^j in Gy(q), the point group of the wave vector q. 
The matrices 2 given by the expression 
_T°(q, S) = exp I i [q • (^(S) + 5t(m) ] I (C.5) 
where j^(q, is some reducible representation of GQC^) and 
the (})'s are given by 
<j)(q, S^, S j ) = exp [ i (?(q, S^) • v(Sj)] (C.6) 
where P(q, S^) = (q - \). 
Since the group of the fee metal is symmorphic, v(^j ) is 
zero so that the (|)'s are equal to one; therefore, the 3.'s are 
the ordinary representations of the group Gy(q). 
The steps in the application of group theory as outlined 
in Reference [49] are (1) find a set of unitary matrices which 
commute with D(q) (the dynamical matrix), these will yield a 
—V 
reducible multiplier representation of G^Cq), (2) decompose 
the reducible representation into the irreducible multiplier 
representation of G^iq), (3) construct the symmetry adapLeu 
vectors which transform like the eigenvectors, and (4) block 
diagonalize the dynamical matrix using the symmetry adapted 
vectors. 
The elements of the matrices which commute with D(q) and 
will form our reducible multiplier representation are given by 
T (kk'l^, S) = 6{k, F(k' S) expliq • (x(k)-Sx(k'))] 
(C.7) 
150 
however, for a symmorphic group with one atom per unit cell 
T i q ,  S) = S(q) . 
This is because we can make an appropriate choice of axes in 
this case to make (x(k) - £x(k')) equal to zero. This shows 
that we can simply use the rotation matrices of the point 
group as our reducible representation. The point group of a 
cubic lattice is 0^. These operations are listen in Table CI 
[51], and the matrix representations of these operations are 
listed in Table C2 with respect to Figure 57. 
We can decompose these reducible multiplier representa­
tions T(q, in terms of the irredudible multiplier represen­
tation of Ggfa). Since the T's are simplv the rotation 
matrices, we can use the irreducible representations (IP's) 
compiled in a standard group theory text such as Cornwell 
[52]. The decomposition can be performed using 
a 
T( = y r X f I r Q\ 
"o"'a — '^' V--- , 
where 
c „  =  i  ^  - t y ^ C q i s j ^ v l q .  s )  ( c . i o )  
i " G„(q) " - X -
and 
X (q, s) = Tj.(T(q, S) ) T x°(q, S) = Tj.(l (q, R) (C.l]) 
where h is the order of G^fq) and the sum is over the opera­
tions in Ggtq). The point groups of the high symmetry points 
and directions (Figure 52) are given in Table C3. With the 
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Table Cl. Proper rotations of the point group 0. (refer to 
Figure 46) 
Operation Defined as 
(C(3a) ,C(3g) ,C(3y) ,C(35 ) 
C(3^"l,C(3e)"l,C(3Y)"l,C(3 6)"l 
C(2x),C(2y),C(2z),C(2a),C(2b), 
C(2c),C(2d),C(2e),C(2f) 
C(4x),C(4y),C(4z) 
C(4x)"l,C(4y)"l,C(4z) ^ 
Identity 
120° rotation about Oa» 0 g, 
Oy, and O 5, respectively in 
the right hand sense 
Inverse operations of 0(3%), 
C(3g) , C{3y) , and C(3g) , 
respect ively 
180° rotation about Ox, Oy, 
Oz, Oa, Ob, Oc, Oe, and Of, 
respectively 
90° rotation about Ox, Oy, 
and Oz, respectively 
Inverse operations of C(4y), 
C(4y), and C(4z), 
respectively 
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Table C2. Matrices for the 24 proper rotations of 0. for the 
bcc crystal (see Figure 47) 
C(4x) = 
C(3 ) = 
C(3 ) = 
0 - 1  0 '  
0 0-1 
1  0  O i  
C(4y) = 
C(4z) = 
\ 
0  1 0 '  
- 1 0  0  
\ 0 0 1; 
C(3 ) = 
0-1 0' 
0 0 1 
\-l 0 0, 
C(2a) = 
0 1 01 
10 0 
0 0-1, 
C(3 ) = 
1 0  0 ,  
C(2b) = 
0 - 1  0 '  
- 1 0  0  
0 0-lj 
C(2x) = 
C(2y) = 
10 0' 
0-1 0 
0 0-1 
f-1 0 0 
0 10 
0  0 - 1  
C(2c) = 
C(2d) = 
0 0 1 
0 - 1  0  
.1 0 0, 
0 0-1^ 
0-1 0 
\ - l  0 0] 
C(2z) = 
' - 1  0  0  
0 - 1  0  C(2e) = 
C(2f) = 
f-1 
{C^(3QjfgfYf(5) — jC(3(^fgfYir(5)f ÇX4x,y,z) — C^(4x,y,z)) 
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Figure 57. The rotation axes for the symmetry operations of 
the group 
Table C3. Point groups (Ggtq^) of the wave vector q, for q at the points 
and along the directions of high symmetry 
Point (q) Coordinate Elements 
r (0,0,0) Oh All 48 
I (| , I , 0) E,C(2e),IC(2x),IC(2f) 
Z (2,0,0) E,C(2x),C(2y),C(2z),C(4z),C(4z)-l,C(2a), 
C(2b),I,IC{2x),IC(2y),IC(2z),IC(4z), 
IC(4z)-l,IC(2a),IC(2b) 
^ (1,1,1) Dort E,C(3ô),(C36)-l,C(2b),C(2d),C(2f),I, 
IC(3 6),IC(3 6)~^,IC(2b),IC(2d),IC(2f) 
Table C3. (continued) 
Line Coordinate 
0 < ç < 1 
Go(q) Elements 
z( r to K) (S'S'O) ^2v E, C(2e),IC(2x),IC(2f) 
S(K to X) (3+Ç,3+Ç,0) n
 
to
 
<
 E,C(2e),IC(2x),IC(2f) 
A ( r to L) |( C3v E,C(3 6),C(3g)-l,IC(2b),IC(2c),IC(2e) 
A(r to X) ~ (2 g, 0,0) C4v E,C(2z),C(4z),C(4z)~^,IC(2x),IC(2y), 
IC(2a),IC(2b) 
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character tables of these groups, we can decompose the reduci­
ble representation at these points into the IP's. Then we can 
use the compatability relations to find the symmetry of the 
wave vectors along the directions of hiah symmetry. 
At the r point, it can be shown that the characters of 
our matrices are the same as the characters for This 
means that T( r) simply decomposes into To discover how 
the other points and directions decompose, we apply Fqs. 
(C.9), (C.IO), and (C.ll). For example, by applying Pq. 
(C.IO) to the K point and by using the character table for 
group we find that 
^K1 = i [3 + (-1) + 1 + 11 = 1 (C.12a) 
Ck2 = ? [3 + (-1) + (-1) + (-1)1 = 0 (C.12h) 
= -^[3 + 1 + 1 + 11 =1 (C.]2c) 
^K4 = ? [3 + (1) + (-1) +11=1 (C.12d) 
If we apply Eq. (C.9), we find that at the K point T(f) 
decomposes into + Kg + . This says that there will he 
three branches at the K point. We can follow this same 
procedure for all of the high symmetry points. The results 
are given in Table C4. 
Once we have found the decompositions at the high symme­
try points, we can proceed to use compatability relations to 
find the decomposition along the high symmetry directions. As 
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Table C4. The decompositions and compatability relations 
along the directions of high symmetry 
Decompositions Compatability 
T ( r )  
^ 1 5  ^ 1 5  
— >  
S  
+  
+  
^ 3  +  ^ 4  
^ 3  
T ( K )  ^ 1  +  K 3  +  
" 1  
+  
T ( X )  = X 4 .  +  X 5 .  ^ 1  -
K 3  -
- >  E l  
-> ^3 
T ( L )  
^ 2  *  ^  •  L 3 .  ^ 4  •  
^ 1  •  
-> ^4 
- >  S ,  
T ( Z )  Z l  4 .  ^ 3  +  
^ 4  ^ 3  •  
^ ^ 4  •  
- >  S 3  
- >  R 4  
T ( A )  A j  +  S  
X 4 .  - >  A l  
T ( S )  S i  +  S 3  +  S 4  X 5  1  
X 4 ,  
— >  ^ 5  
— >  S ,  
T ( A )  = A l  +  S  X 5 .  - >  S i  +  « 4  
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q is varied from a high symmetry point to a general point, 
along a high symmetry direction, the compatibility relations 
are given by 
j'^(q) = I ^ C T P{q' ) (C.13) 
S e GQ(q') 
where 
C_ = i I _ X^q, S)* x*(q, S) (C.14) 
S G Ggiq' ) 
and the individual terms are as defined in Eq. (C.IO). For 
example, as we vary q from the r point to a general point 
along A, using the character tables for groups 0^ and C^y, we 
find that 
C = Y 13(1)1 + 0(2)1 + 1(3)1] = 1 (C.15a) 
AL ® 
C = Y [3(1)1 + 0(2)1 - 1(3)1] = 0 (C.15b) 
A2 ^ 
C = ^ 13(1)2 - 0(2)1 + 1(3)0] = 1 (C.lSc) 
A3 G 
where the number in parentheses is the number of operations in 
each class. Eqs. (C.15) show that as we move along A from F 
there are 2 branches. Since the dimension (given in the first 
column of the character table) of A^ is two, this branch is 
doubly degenerate. The compatability relations for the other 
directions may be derived in a similar manner and are shown in 
Table C4. 
The next step is to apply the projection operator to a 
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set of unit vectors. This will project a set of vectors which 
transform according to the different irreducible representa­
tions of the group of the wave vector. The projection opera­
tor is defined as 
_ a [ SI* T(q, S) (C.lfi) 
S g  g q t q )  
where f^ is the dimensionality of (the 0^^ representation) 
and h is the order of GqCq). The s are the matrices which 
form the irreducible representations of the group of the wave 
vector. For example, let's consider the projection operator 
for along the [111] direction. The representations for the 
branches in this direction were shown to be and A ^ . since 
is a one dimensional representation (as given in the first 
column of the character table), we can simply use the 
characters as a 1 dimensional matrix representation. The 
character table and the two dimensional representation for 
as given in Cornwell [521 , are shown in Table C5. The 
projection operator for A^ becomes 
P^j(A) . ^ 
0 0 1 
0 10 
10 0 
1 0 0\ /O 1 01 
0  1 0  +  0 0 1  
0  0  1  \ 1  0  0 ;  
0 0 1 n 1 0 
1 0 0 1 0 0  
0 10 0 0 1 
0 0 ]  2 2 ?\ 
0 1 = ^ 2 2 2 
1 0 12 2 2/ 
\ ' _ 
(C.17) 
Upon applying to the unit vectors 
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and (C.18) 
we find (after normalization) 
e(A^, 1) = JL 
/3 
(C.19) 
Also, 
PÎ'l(A) =1 
-  ( 1 )  
1, 
6 
p 1 o\ 
1 0 0 + ( 
0 1/ 
3/2 -3/2 0 
-3/2 3/2 0 
0 0 0 
(C.20) 
and from this we find 
e(A 3' (C.21) 
Since Ag is 2 dimensional, there is another projection 
operator given by 
As 1 1/2 1/2 
" M  
^ 2 2  ~  3  1/2 
-1 
1/2 
-1 
(C 
Using this on the unit vectors, Eq. (C.18), we get 
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e (  A  ( C . 2 3 )  
/6 \-2 
This process can be continued for all three directions of high 
symmetry. The resulting symmetry adapted vectors are given in 
Table C5. 
The physical interpretation of the results of the group 
theoretical analysis is that we have a total of seven differ­
ent branches to determine in the high symmetry directions. 
From our example, we see that there are two branches in the 
[100] direction. One branch has non-degenerate eigenfrequen-
cies, and from its polarization vector we see that the atoms 
vibrates in a direction parallel to the direction of wave 
propagation (longitudinal branch). The other branch is doubly 
degenerate, and the atoms vibrate in a direction perpendicu­
lar to the direction of wave propagation (transverse branch) 
with two different possible eigenvectors (or linear combina­
tions of these eigenvectors). 
We can use our results to block diagonalize the dynamical 
matrix along the directions of high symmetry. Matrices (q) 
[49] which will block diagonalize the dynamical matrix can be 
constructed from the symmetry adapted vectors. The diago-
nalized matrix is given by 
The matrices ^ (q) are formed by arranging the symmetry adapted 
D'(q) = ^ "^(q) D(q) J(q) ( C . 2 4 )  
Table C5. Summary of results of the application of group theory to the 
lattice dynamics of the fee crystal 
[OOÇ] A GqCA) = C4v 
'"ii " ° \ 
D( A) = 10 Dii 0 
0 0 D 
m u £ ( A i )  =  D 3 3  
33 
D'(A) = 
(^11 0 0 
0 Dll 0 
0 0 D 
\ 
\ 
33 
rnu)^( A^ ) — 1 
'0) 
e(A^,L) = I 0 I etAgfT) = loj e( ^  5 ' ^ ^  ~ 
0' 
0 ,  
) — Dj 2 
Table C5. (continued) 
[ CÇO) Z God) = C2v 
D( 1) = 
°11 °12 
D 12 "-"Il 
0 0 
^WL(Zi) = D11+D12 
^0^^(1:4)= D11-D12 
2 
''^ U)t2 ( ^ 3 ^ ~ ^33 
'dii+DI2 0 0 \ 
0 ^11"'^12 ^ 
yo 0 D 33 
(ZdfTi) = e(Z3,T2) = 
CTi 
W 
Table C5. (continued) 
[ ÇÇgA ,F Go(A) = Go(F) = C3v 
I .  
D( A) = 
°11 ^12 »12 \ 
^12 Du Di2 D' 
°12 D12 O n /  
m, (JÛLCAJ) — D22 + 2D22 
Mw^CAg) = D11-D12 etAi'L) ~ —— M 
= Dll"Di2 
^11+012 0 0 
0 D11-D12 0 
\ °11-°12 
^(A.,T) = e ( A3 » ^ ~ 
/r 
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vectors as 
_2(q) = (... e(^, 1); e(_^, 2); e(^y X ) (C.25) 
where £ is the irreducible representation and X is order of 
the irreducible representation. First, we can reduce the 
number of elements of the dynamical matrix, D(q), by using the 
relation for symmorphic groups that 
D(q) = S"*" D(q)S 
= S D(q)S 
(C.26) 
As an example, we will apply this relation to a general point 
along the A direction. The point group contains the elements 
E, Cgg, Cgg, ICg^f ICgd' and ICg^. By using our rotation 
matrix Cg g and Eg. (C.24), we find that 
^Dii Dj2 ^^11 ^12 
D(A) = 
/, 
^21 ^22 ^23 
\^31 ^32 ^33 
°33 ®31 ^32\ 
^13 ^11 ^12 
0 0 1^ / 
1 0 0 
1 0 
1 
^2] ^ 2 2  ^23 
°31 ^32 ^ 33 
v ^23 ^21 ^22 
or 
D(A) = 
Dii D 12 '^12\ 
°12 ®11 ^12 
\^12 ®12 °11 
/  n  1  n \  
0 0 1 
1 0 n 
(C.27a) 
(C.27b) 
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Now that the dynamical matrix is in symmetrized form, we can 
apply Eg. (C.25). Using the symmetry adapted vectors for q 
along A, Eqs. (C.19), (C.21), and (C.23), the transformation 
matrix is derived as 
Z(A) = — 
/6 
Eq. (C.24) yields 
2 - 3  
2 - 3  
2 0 
A 
1 
- 2  
(C.2R) 
/ 2 /2 Kl ^12 h 
D M A )  =  ^  - / 3 /3 
^12 ^11 ^12 /2 
1 1 \^12 ^12 °11 
Ki + 2Di2 0 0 \ 
= 0 (Dil °12 ) 0 
\ 
0 0 (n 11 ^12 Y 
0  - 2  
. (C,29) 
The symmetry adapted vectors can be transformed by 
I i^) e(;,% ) = (ç , X) . 
This yields 
(C.30) 
e M A ^ ,  1 )  1 S  
{/2 /2 /2^ 
/3 /3 0 
\  1  1 - 2 /  
h\ (A /2 = 0 (C.31a) 
I-/ 1 
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/o \  
e'tA], 1) = I il (C.31b) 
e'(A3, 2) = [0 j . (C.31c) 
From Eqs. (B.35), (B.49) and the above results, we see that 
the solutions of the Born-von Karman problem for q in the 
[111] direction become 
M + 20^2) (C.32a) 
M (C.32b) 
M to^, = . (C.32C) 
This is a great simplification of the problem. The results of 
this analysis are shown in Table C5 for all of the high 
symmetry directions. 
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APPENDIX D. STRESS CALCULATIONS FOR A TWO PIECE 
CYLINDRICAL PRESSURE CELL 
It has been shown in Reference [27] that the equation of 
motion for an element of volume inside a cylindrical cell wall 
(Figure 58) is given by 
d Op 
ot - Or - r -g-p- = 0 (D.l) 
and that the solutions to this equation for Hooke's law forces 
are given by 
.  4 
^ (w"= - 1) {v - 1) r"' 
, 'Pi - 4 
^ (V - 1) (wT - 1) r^ 
where is the radial stress; 
is the tangential stress; 
is the internally applied pressure; 
pQ is the externally applied pressure; 
a is the internal radius; 
b is the external radius; 
and w = ^ . 
The stress along the axis of the cylinder has been neglected 
because = 0 tor a cylinder which does not have fixed 
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Figure gg. Stresses ( (T^ and <T ) on an element of volume with 
a pressure vessel wall 
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enclosed ends. 
The radial displacement,u , for a point inside the 
cylinder wall located at a radius r is given by [271 
u = -I [Ct - ya^l (D.3) 
where e is Young's modulus and y is Poisson's ratio. Upon 
substitution of Eg. (D.2) into (D.3), we find that 
r (Pi - PnW^) (Pi - Pn) 
U = I [ —L- y (1-y) + —i^  (l+y)l . (n.4) 
^ (w^ - 1) (w^ - 1) r 
Let us now consider a two piece, force fit pressure cpII 
(Figure 20). We will let a be the inside radius of the 
smaller cylinder (called the liner), b be the outside radius 
of the liner (or the inside radius of the larger cylinder), 
and c be the outside radius of the larger cylinder (called the 
jacket). We will denote the pressure inside the bore as p and 
the pressure at the interface (the contact pressure) as p^. 
For the liner, Eq. (D.4) becomes 
r (P-Wi Pc) (P-P.) h2 
u, = ^  [ / (1- yj + _ ^ ^ (1+UT )1 (n.5) 
^1 (w^-l) ^  (Wj-l) r  ^  
and for the jacket 
r Pc c2 
Uj =.^- ! —^— [(l-u.) + ^  (l+u.)]i . (D.6) — Î 5 1 yi —J  1 y    Î
j (wf-1) ] r^ ] 
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The tangential stress in the liner can be written as 
(P-W? p ) (P-P.) 
2 2 2 • (D.7) 
^ (wJ-1) (wJ-1) r^ 
After the two pieces are assembled, the outside diameter of 
the liner must be equal to the inside diameter of the jacket. 
We have the condition that 
bi + Ui = b^ + Uj (D.8a) 
or that 
Uj - u^ = b^ - bj = 6 = the interference. (D.8b) 
By substituting Eqs. (D.5) and (D.6) into (D.8) we find-that 
at r = b 
P_ = [ E + ^  (w^-1)] / i e:^[(l+w^) / (w?-l) + v.] 
c  ]  j  j  j  
e]^^l(wj+l) / (wJ-1) - y^]J . (D.9) 
This gives us a method for calculating the contact pressure on 
the liner due to the jacket. By substituting Eq. (D.9) into 
Eq. (D.7), we can find the stress in the liner due to the 
combination of the press fit and pressure in the bore. The 
mechanical properties of the liner (tungsten carbide) and the 
jacket (maraging steel) are given in References 53 and 54. 
The interference of our cell was U.006 inches. The inner 
radius of the liner was 0.1875 inches and the outer radius was 
0.75 inches. The inner radius of the jacket was 0.75 inches 
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and the outer radius was 1.25 inches. If the pressure in the 
bore is 23.5 kbar, then we find from Eq. (D.9) that the con­
tact pressure is 5.92 kbar. Using this number in Eq. (D.7), 
we find that the maximum stress in the liner (at r = 0.1875 
inches) is 14.0 kbar which is less than the ultimate tensile 
strength of the tungsten carbide (16.4 kbar). Also, using the 
coefficients of expansion for the liner and jacket we find 
that 6 = 0.005 inches at 400*C. In this case, p^ = 5.0 kbar 
and = 16.0 kbar at the bore. These numbers show that with 
the present design we can reach our goal of 22 kbar at 400°C. 
