Abstract-This paper proposes a new method for a measure of coherent similarity between temporal multichannel synthetic aperture radar (SAR) images and its implementation to change detection application. The method is based on mutual information (MI) from information theory. The MI measures the amount of information in common between coherent temporal multichannel SAR acquisitions. In order to develop an algorithm for all kinds of SAR images, such as interferometric SAR, polarimetric-interferometric SAR (PolInSAR), and partial PolIn-SAR, first, the joint density function of temporal multichannel images based on their second-order statistics has been derived. Then, the derived joint density function is used to calculate an analytical expression for the MI between temporal images, which is assumed to be maximal if the temporal images are identical. Although, in this paper, a new coherent similarity measure has analytically been derived for temporal polarimetric SAR images based on complex Wishart process in time, since the mathematical formulation is general, it can equally well be implemented into any kind of multivariate remote sensing data, such as multispectral optical and interferometric images after small continuation. This derived quantity has been implemented for change detection application whose aim is to characterize the temporal behavior of the acquisitions. A comparison between the proposed and the other well-known change detection methods by means of scene characterization is shown, describing the advantages due to the fact that the proposed change detector involves almost every facet of applied change detection.
studies are based on multispectral remote sensing images [1] , [2] , the availability and the efficiency of optical data sets are often limited by illumination and weather conditions. Hence, for change detection applications, temporal multichannel synthetic aperture radar (SAR) images become more attractive since the backscatter properties of SAR are almost independent of weather conditions. Additionally, the utilization of temporal multichannel SAR data is favored in order to make use of their inherent properties for a better temporal analysis of surface scattering.
Although the interpretation of SAR data is more difficult than that of multispectral imagery, several studies have assessed the positive impact of temporal SAR imaging on change detection applications [3] [4] [5] [6] . In particular, temporal multichannel change detection techniques are interesting considering their inherent properties which are independent of SAR imaging mode, such as the generalized variance ratio [7] and the maximum-likelihood ratio test (MLRT) [5] , [8] , [9] . In the case of comparing the variabilities of two multivariate populations, a natural measure is the ratio of their generalized variances: For temporal single-channel images, it is the ratio of their intensities, and for temporal multichannel images, it is the ratio of determinants of covariance matrices of polarimetric SAR (PolSAR) images. Although this ratio image is very robust to speckle noise, it is not sufficient to characterize different kinds of temporal changes. For small changes in temporal intensities, the technique suffers from a significant false-alarm rate. Such test statistics can, for example, be used to test the equality of mean power of temporal images. The MLRT has been used to test the equality of temporal polarimetric covariance matrices, which follow complex Wishart distributions. It is equivalent to testing the equality of two Gamma-distributed intensity images for temporal single-channel images. Because this technique takes into account much more higher statistics, it can deal with different types of change. This technique is very powerful in the presence of step changes, such as ship detection, vehicle detection in forest, and diseased plant monitoring. Like the generalized variance ratio, the MLRT describes also incoherent resemblance of temporal images. In both techniques, PolSAR data improve the detection performance compared to singlechannel information by exploiting the wave polarization, allowing for a more sophisticated physical interpretation of temporal SAR data sets.
As discussed in the previous paragraph, taking into account higher order statistics improves the characterization of temporal behavior of data sets, so it is more useful to consider the probability density function (pdf) of the temporal images' pixels. This 0196-2892/$26.00 © 2011 IEEE is why various similarity measures for pdf have been used in change detection applications. One of the similarity measures from information theory for multivariate populations is the Kullback-Leibler (KL) divergence. KL divergence is a noncommutative measure of the difference between two probability distributions, and its interesting implementation to SAR images can be seen in recent publications, such as [10] and [11] . KL divergence has been used for contrast analysis of multichannel SAR images in [10] and for change detection application in [11] by noting that a multiscale approach will improve the detection performance. Even though previous works mainly concentrated on the KL divergence, here, instead of the KL divergence, another measure from information theory called mutual information (MI) will be used to determine temporal similarity between multichannel SAR images. The MI is a basic concept from information theory, quantifying the mutual dependence of the two random variables.
MI has been previously used in coregistration of medical images [12] and recently used in fusion of optical and SAR images [13] , [14] . This paper expands the ideas first presented in [15] which uses the MI to detect regions of change in video surveillance. In this work, the MI scalar is the state variable used to describe the coherent similarity between temporal multichannel SAR images by making use of the second-order statistics of the acquisitions. This paper is organized as follows. Section II reviews the principles of temporal SAR vector acquisitions in detail and includes the derivation of the joint density function of temporal polarimetric covariance matrices. The theoretical concept of the new coherent similarity measure by means of the MI is presented in Section III, whereas the implementation of this measure for real data is described in Section IV. In this section, the other well-known change detection technique called the MLRT is also reviewed to underline the potential of the MI to characterize the scene change between temporal acquisitions. Eventually, Section V concludes this paper with some discussions and some directions for future works.
II. POLARIMETRIC-INTERFEROMETRIC IMAGE MODEL

A. Acquisition Vector
Let a temporal acquisition vector
T be a complex vector distributed as a multicomponent circular Gaussian
and k 2 ∼ N C (0, Σ 22 ) obtained from temporal multichannel SAR images at times t 1 and t 2 , respectively. These two observations can be correlated or uncorrelated processes over time depending on the monitored objects. Here, the number of elements in one of the target vectors k i at time t i is represented by m, and hence, the temporal target vector k has the dimension of q = 2 × m. For example, q = 2 corresponds to interferometric SAR (InSAR) images, whereas q = 6 corresponds to polarimetric-interferometric SAR (PolInSAR) images. It can be remembered that, with single-channel data (m = 1), only one copolarized channel k i = k hh or k i = k vv is recorded, and the phase carries no useful information for distributed targets. When multichannel (polarimetric) data are available, e.g., k i = [k hh k hv k hv ], phase differences between channels provide information about dielectric and geometric properties of the scattering medium [16] .
The true covariance matrix Σ, which contains sufficient statistics to characterize the acquisition vector k, is not known and is estimated using a maximum-likelihood method by n-sample (n-look) spatial coherent averaging:
The true covariance matrix Σ, as well as its n-sample estimate A, can be portioned as
which summarize all the information (joint and marginal) from temporal multichannel SAR acquisitions.
is an m × m-dimensional cross-correlation matrix between the acquisition vectors k 1 and k 2 which characterizes the interferometric and polarimetric information. The matrices A 11 and A 22 are the standard n-look and m × m-dimensional polarimetric covariance matrices of separate temporal images. The pdf of the n-sample covariance matrix A, known as a complex Wishart distribution with n degrees of freedom, is
provided that n ≥ m [17] . Here, etr and | · | denote the exponential trace and the determinant of the positive definite covariance matrix, respectively, and the normalization constant Γ m (n) is the multivariate Gamma functioñ
Substituting m = 1 into (2), the well-known single-channel multilook intensity distribution, named the Gamma distribution, is obtained where n-look polarimetric covariance matrix A ii reduces to the n-look single-channel intensity image a i . Hence, all the properties of the Gamma distribution are simple consequences of those of the complex Wishart distribution.
B. Joint Density Function of Temporal Polarimetric Covariance Matrices
The joint statistics of complex Wishart matrices in time gives the theoretical basis required to study the time-varying behavior of SAR images, owing to the MI. The properties of the Hermitian matrix A in (1) permit deriving the joint pdf of the temporal covariance matrices A 11 and A 22 as in the following.
The conditional pdf of A 11 given A 22 follows the complex Wishart distribution with n − m degrees of freedom [17] 
where Σ 11|22 = Σ 11 − Σ 12 Σ 
where 
Thus, from (2), (3), and (7) follows
Here, 0F1 (s, M ) is the complex hypergeometric function of matrix M and closely related to Bessel functions. This function can be calculated with the help of the positive eigenvalues of the Hermitian matrix M by [20] 0F1 (s, t) = (−1) into (9) and applying the rule of the change of variables [17, Th. 2.1.5]
can be written as in (11), shown at the bottom of the page, with
11 . It is clear that (11) 
following (13) . In single-channel SAR imaging mode, i.e., m = 1, p(A 11 , A 22 ) may be rewritten in a simpler closed form, as a bivariate Gamma distribution p(a 1 , a 2 ) with common shape parameter n > 0, scale parameters σ 1 > 0 and σ 2 > 0, and
. By setting m = 1 in (12) and substituting (10) into (12), the bivariate Gamma distribution (13) , shown at the bottom of the next page, is obtained. Such an expression has already been used to detect the changes and to register single-channel temporal SAR images, as stated in [24] .
Having introduced, the joint density of polarimetric covariance matrices p(A 11 , A 22 ) can be plotted in a simple case and compared to that with Monte Carlo simulations. Fig. 1 shows the comparison between the theoretical bivariate distribution 1 The joint distribution of two real Wishart-distributed samples can be found in [21] . The joint distribution of two complex Wishart-distributed samples with the condition of Σ 11 = Σ 22 is presented in [20] . However, the joint distribution function of the second-order statistics of two PolSAR images is not clearly defined since, generally, derived in (12) and a simulated 2-D bivariate histogram. The Kolmogorov-Smirnov test, established as well [25] , indicates an excellent fit between p(a 1 , a 2 ) and the simulated data, with a p value of 0.92. This fit may also be observed by a visual comparison of the pdfs shown in Fig. 1 . Additionally, histograms obtained using a 3 × 3 estimation window over different agricultural fields in real images (Experimental-SAR (E-SAR) L-band) are compared with the theoretical density function (12) where the number of samples of eight has been found to provide the best fit to reconstructed histograms.
III. NEW COHERENT SIMILARITY MEASURE BY MEANS OF MI
In probability and information theory, the MI is a commutative measure of the difference between the joint probability distribution p X,Y (x, y) and the marginal probability distributions p X (x) and p Y (y) of the random variables X and Y , respectively. The MI between X and Y is given by
where H(X|Y ) and H(Y |X) are the conditional entropies and H(X) and H(Y ) are the marginal entropies of the random variables X and Y [26] . The MI quantifies the dependence between the random variables X and Y . Since entropies are regarded as a measure of uncertainty, D MI (X; Y ) simply measures how much knowing one of these variables reduces the uncertainty about the other. (14), it follows that D MI (X; Y ) can be written as an expected value
Clearly, H(X) ≥ H(X|Y ), and H(Y ) ≥ H(Y |X):
which takes its minimum in the case of
and its higher values if the joint density is sparse with localized peaks, implying that the two vectors are highly correlated and knowledge of one of them reduces the entropy with respect to the other. The MI can be extended to the case where several parameters of the random variables X and Y are known. Moreover, it can also be implemented in the case of sequences of random vector variables, i.e., multichannel SAR acquisition vectors. In this case, the MI between two temporal acquisition random vectors is an appropriate tool to describe the temporal and spatial variations of the acquired signals characterized by their own local pdf.
Using the MI (14) as a measure of coherent similarity requires knowledge of the joint distribution function of the second-order statistics of temporal target vectors. Then, taking the derived joint density function, a new coherent similarity measurement may be formulated as
where A is the vector including 2m 2 elements obtained by stacking the columns of A 11 and A 22 consecutively. Here, n indicates the number of samples used in the estimation of the covariance matrices.
The analytical derivation of the MI can then be followed as in (16) , shown at the bottom of the next page, by substituting the joint density (12) and the marginal densities (2) into (15) and using the equalities
11 . Since the expectation of the sample covariance matrix A ii equals its true covariance matrix Σ ii , i.e., E{A ii } = Σ ii , with i = 1, 2, the following decision statistics can be obtained:
E{log( 0F1 (n, C))} can easily be obtained from (10) by spatial averaging. At this point, it can be seen from (17) that the decision statistic D n MI (A 11 ; A 22 ) is a function of the true correlation matrix P 2 , which means that the estimated correlation matrix R 2 and D n MI (A 11 ; A 22 ) quantify the coherent similarity between temporal acquisitions by partly sharing the same original information. As expected, after substituting m = 1 and (10) into (17), (17) converges to the MI of the bivariate Gamma distribution [24] .
A. Estimation Performance
This section evaluates the MI estimation based on different numbers of samples and levels of correlation based on simulations. The number of Monte Carlo runs is 1000 for all figures presented in this section. The first simulation [ Fig. 2(a) ] shows the unbiased estimate of the MI related to the number of estimation samples n. From this figure, it can be concluded that the MI is asymptotically unbiased for a large number of samples. The second simulation [ Fig. 2(b) ], plotting the MI versus the correlation, shows the interest of the MI for low correlated temporal polarimetric pairs, which have much less variance than the correlated pairs, particularly for less number of samples. These simulation results, which are in line with [27] , show that reliable estimation of the MI can be obtained for values of n larger than 5 × 5. Fig. 2(c) shows a comparison of the simulated MI pdfs for different numbers of channels. As expected, by increasing the correlation and the number of channels, the mean of the MI increases. A higher generalized variance ratio |Σ 11 |/|Σ 22 | shifts the pdfs to the right and, in parallel, reduces the MI variance (i.e., more deterministic scatterers).
IV. EXPERIMENTAL RESULTS
The proposed coherent similarity measure (17) is applied to fully polarimetric images acquired by the airborne E-SAR system of the German Aerospace Center (DLR) in the frame of the AgriSAR project [28] . PolInSAR data sets with 30-and 0-m spatial baseline configurations were collected over the Görmin test site, located in northern Germany, during a whole vegetation growth period, between two acquisition dates on April 19 [ Fig. 3(a) ] and August 2 [ Fig. 3(b) ]. The sequence of acquisitions used in this work is listed in Table I . The last data set is used to investigate the influence of volumetric effect AZIMUTH PIXEL SPACING ∼3 m on the coherent similarity, whereas the other ones are used to monitor temporal stability. Experimental results with real data include three parts. In the first part, the proposed coherent similarity measure is applied into the entire test site using PolInSAR and InSAR data sets as reported in Fig. 3(c) and (d) , respectively. In the second part, the significance of the features of the new coherent similarity parameter is highlighted using histograms over selected areas involved. This part evaluates the proposed measure through different combinations of polarimetric channels over three different agricultural fields. In the third part, the performance of the proposed measure for temporal scene characterization is evaluated by comparison with the well-known change detector called the MLRT.
A. Global Analysis of the MI
Section III-A and the experimental results using real and simulated data indicate that the estimation accuracy of polarimetric covariance matrices increases with the number of estimation samples. However, as discussed in the literature, the use of larger window sizes with fixed shapes may give unsatisfactory results, since the stationary/homogeneous assumption is often no longer valid and the accuracy of final estimates can decrease. Because of this, different covariance matrix estimation methods can be considered [29] , [30] . Here, a region growing technique explained in [30] has been used instead of a fixed window size. In this method, only six intensity values from PolInSAR data are used to decide on the number of samples for maximumlikelihood covariance estimation. After an initial three-sample complex multilooking, the adaptive growing technique has been applied in order to supply homogeneity conditions for the estimation of the sample covariance matrices A 11 and A 22 . Then, the unknown asymptotic parameters Σ 11 , Σ 22 , and P 2 , which parameterize the pdf p(A 11 , A 22 ), can be estimated by maximum-likelihood rule as explained in the Appendix. In practice, the estimation of nonrandom variables may be relaxed: The random variables A 11 and A 22 are estimated by an initial nine-sample multilooking; then, the expectation variables can be calculated from the covariance matrices obtained by the method [30] . Here, it is worth noting that the estimated matrices by the practical technique are essentially the same as the matrices obtained directly employing the maximum-likelihood rule explained in the Appendix. Even though the maximumlikelihood estimation (MLE) of nonrandom parameters is given in the Appendix, the way to estimate the nonrandom variables is let to the reader. The proposed coherent similarity measure is applied to PolInSAR and InSAR (with HH-polarization channels) images having 135-day temporal resolution to scale temporal change scenario, and they are shown in Fig. 3(c) and (d) , respectively. The results range from dark to bright (no change) depending on the amount of temporal scene change. From these figures, one may easily observe that PolInSAR data supply a more detailed geometrical structure than the one with the InSAR image, and both measures have large values for residential areas, showing no significant difference between the fully polarimetric and single-channel images. The two most apparent differences between the results are that the full PolInSAR coherent similarity measure appears darker at identifying the large change in the fields having a volumetric decorrelation while the InSAR data set appears relatively lighter at identifying the small change and that the field of periodic surfaces (sometimes Bragg scattering over periodic surfaces) shows more delimited structures having high MI via the PolInSAR image than via the InSAR image. The first difference is easily explained by low degrees of correlation over some agricultural fields (e.g., forest) due to the high levels of volume decorrelation in PolInSAR acquisition. Since the physical parameters like roughness and geometric features can be extracted better with coherent techniques, the second difference appears.
B. Analysis of the MI Through Selected Agricultural Fields
In order to focus on the role of the MI in change detection applications, three fields with different crop types, which are shown in Fig. 4(a)-(c) by polarimetric red-green-blue (RGB) color composition, have been selected based on their differences in harvest/sowing time, crop volume, and structure. Fig. 4(d) and (e) shows the histograms of the intensity ratio and the coherence of these selected areas from data set I. The intensity ratio, known as the generalized variance ratio in terms of statistics, has been demonstrated the ability to distinguish different crops by identifying changes in the mean backscatter power [31] . The coherence has also been used in change detection applications such as urban monitoring and the effect of floods [32] , [33] . As seen from these histograms, there are many types of temporal scene change, and each type can have a different effect on change detection analysis. Defining the type of change to be detected is as important as choosing the change detector. Considering these, the primary interest, through the three selected agricultural fields, is to figure out the behavior of MI as a temporal scene change detector, which allows the input of single and fully polarimetric images and multiple polarizations in different representations. The MI is applied using single polarizations (HH, HV, and VV) and combinations of two polarizations VV-HV known as partial PolInSAR data and fully polarimetric data. For single-polarized images, the MI makes use of the bivariate Gamma distribution (13) . However, for PolInSAR and partial PolInSAR images, the MI uses the derived pdf (12) .
The temporal evolution of the data set for each multidimensional channel combination is obtained with respect to the new coherent similarity measure, as expounded in Section III. Fig. 2(c) , which shows the decrease of the MI variance with increasing number of channels. This set of plots illustrates a number of important issues. First and of great significance, even though the new coherent similarity measure is a simple function of the cross-correlation parameter, known as coherence, it does not take only cross-correlation parameters into account. It is the MI between two complex covariance matrices following the Wishart distribution whose random variables are their diagonal terms (mean backscatterer powers) and the real and imaginary parts of the upper offdiagonal terms (cross-correlation parameters). Second, it can be applied to any type of data such as polarimetric, interferometric, multifrequency, or any combination of these. As expected from multidimensional analysis, MI decreases with decreasing dimensionality if the whole channels have the same temporal characteristics. More precisely, the MI between two temporal images should be smaller if one only considers InSAR data instead of PolInSAR data if there is no difference between temporal behaviors of polarimetric channels. Third, the MI variation through selected areas might be simply explained by the coherence and the intensity ratio maps from a statistical point of view. However, in the presence of detailed information about vegetation geometry (e.g., orientation and dimension of branches) and soil roughness, this issue can also be clarified from a physical point of view.
C. Gain of the Change Detection Application
In terms of testing dependence of two sets of variables, any algorithm, as the one just proposed, depends only on the matrices of the canonical correlation R 2 and the variance ratio
22 , which are, in the remote sensing field, known as the interferometric coherence matrix and the mean power ratio, respectively. For example, as detailed in [17, Ch. 8] , the wellknown likelihood ratio test about investigating the equality of temporal polarimetric covariance matrices is
Writing the equality of
where m is the dimension of the acquisition at time t i and 0 ≤ r Additionally, the polarimetric change detector of the MLRT as a function of
Thus, the final goal of this study is to highlight the advantage of using the MI compared to (20) -which is shown in Fig. 3 (e)-as a change detector. To evaluate the performance of the proposed detector derived in (17) and (20), the metric of detection algorithm performance called receiver operating characteristic (ROC) curves can be used. ROC curves are the curves of probability of detection (PD) versus probability of false alarm (PFA) and describe the detection performance by expressing the tradeoff between PD and PFA. For practically analyzing the changed (PD) and unchanged (PFA) hypotheses, the relatively flat maize agricultural field indicated by the black line in Fig. 3(a) is chosen. For formulating the unchanged scene hypothesis (PFA) related to the bare field, the acquisition vector k = [ k 1 k 2 ] is formed by PolSAR images acquired on May 11 and 16. For the changed hypothesis related to the presence of vegetation, the PolInSAR data sets III, IV, and V in Table I were used. Observing the photographs of the maize field in Fig. 7 , which were simultaneously taken with PolSAR acquisitions, it can be noticed that the maize field was sown in the beginning of May and starts to grow in the end of July. It is interesting to underline the fact that there is no significant mean power change for this field until the end of July. However, there is a significant change in temporal scattering mechanisms. Fig. 8 shows the ROC plots of (17) and (20) obtained by applying appropriate thresholds. It is clear that (17) has a significantly better detection performance for short temporal analysis, allowing the scene temporal changes to be more readily discerned. However, on the time of harvesting, the MLRT change detector has also a very good detection performance because the fully developed maize field has produced significant changes in the pixel intensities. The ROC curve example can be increased by choosing other agricultural fields. In that case, it can be seen that the PFA is low also for the MLRT technique where the type of change is easily detected by computing the mean value. However, when a more complex type of change occurs, the proposed measure has a lower PFA than the one by the MLRT. This could be because, compared to the MLRT, the MI takes also into account the interferometric information, making the proposed technique also attractive for defining man-made scene disturbances.
V. DISCUSSIONS AND CONCLUSION
In this paper, a new coherent similarity measure based on the second-order statistics of the acquisition vector has been (17) and (20) proposed for temporal multichannel SAR images, particularly for a PolInSAR image. This new parameter makes use of the MI between Wishart processes over time. For InSAR images, the proposed parameter agrees with the one provided in [24] , and it is the MI of the bivariate Gamma distribution. Although, in this paper, the MI has analytically been derived for PolIn-SAR images, since the mathematical formulation is general, it can be implemented into some kind of multivariate remote sensing image such as multispectral optical and interferometric images. Moreover, a new simple joint distribution function of two polarimetric covariance matrices, so-called complex Wishart matrices, has been derived based on temporal SAR acquisition vector history. As corollaries to this new result, explicit expressions for the statistics of the joint distribution of temporal Wishart processes can be interesting for future temporal applications as well. Capitalizing on the foregoing distribution, it becomes possible the removal of the bias in temporal multichannel parameters.
The aim of this work is to provide a unique scalar parameter that allows one to represent and scale the coherent similarity occurring between the acquisitions at time 1 and time 2 and to utilize this scalar parameter as a tool for change detection application. Since change detection application-hence the implementation of the proposed metric-is application dependent, it is avoided to give a specific example of application such as identifying areas inundated by flood, discriminating crop types, and urban and glacier monitoring. Although defining assumptions and constraints for an application is left to the readers, the new coherent similarity measure has been implemented to fully polarimetric data to characterize temporal scene change. The analysis carried out with real data provided interesting results for each different polarimetric channel combination and confirmed the capabilities of the proposed technique for temporal information characterization. The implementation of the proposed detector into different polarimetric channel combinations allows studying the spatial and temporal behavior of the data through different polarizations. This analysis showed that the development of an optimal approach for the exploitation of the temporal change may be application dependent. To put in a nutshell, only single-channel acquisition with any polarization is enough to characterize temporal behavior, while it is necessary to work on polarimetric data to characterize temporal behavior at other times.
The proposed detector has also been compared to the wellknown and powerful change detector known as the MLRT and has been shown to have a more detailed change detection analysis than this classical algorithm based on real data. As a concrete example, if the aim is to detect military tracks in a forest, the MLRT has a very small false-alarm rate based on a big change in mean backscatter power. However, to detect a much more complicated temporal scene scenario, the proposed measure can better characterize the temporal change. The strength of MI is in its ability to find similarity between not only temporal polarimetric information-as the MLRT does-but also interferometric information.
Further research is needed to figure out the influence of implementation issues, such as multiscale optimization, the number of samples, and cumulant-based methods. Furthermore, the robustness of the method with respect to speckle has to be investigated.
APPENDIX MLE
Let X = (X (12) as
log etr −n Σ 
Differentiating with respect to the parameter vector θ yields dL(X; θ) dΣ 11 = nq Σ 
To perform the derivations in (23), the following rules of the differentials of matrices were used [34] 
Substituting the MLE of Σ 11 and Σ 22 into dL(X; θ)/dP 2 , the MLE function of the P 2 matrix corresponding to temporal correlation is obtained The root matrix of (25) is the MLE of P 2 with the condition of 0 < P 2 < I m . The desired MLE of P 2 can be calculated by the iterative method Newton fractal which is a boundary set in the complex plane that is characterized by the Newton-Raphson method applied to a fixed polynomial p(P ) ∈ C[P ]. Newton's fractal method can often converge remarkably quickly, particularly if the iteration begins "sufficiently near" the desired root. In this case, it is efficient to start to iteration with R 2 = A calculated from 2m × 2m sample matrix A.
