It is likely that an ensemble of overlapping heterogeneous wireless networks will be required to provide ubiquitous data communications. In this scenario, the mobile user's choice of network will directly affect the applications' performance. This paper examines this decision, and proposes that it is made by the client application by considering network characteristics and cost. This is facilitated by a modified version of SCTP. Using simulation results, we show that a marked improvement in application performance is possible by monitoring the available networks, and making the appropriate selection.
Introduction
It is felt by many members of the research community that the provision of mobile services will be best served by an ensemble of heterogeneous, complementary networks [2] [3] [4] . A homogeneous network based on a single technology will find it difficult to economically provide sufficient channel capacity coupled with ubiquitous coverage and therefore niches will be filled by complementary networks. We term this scenario a Heterogeneous Wireless Network Environment (HWNE). It will be necessary that users move seamlessly between these networks. However, as different networks will offer different characteristics to applications, making the correct decision will be crucial to maximising application performance and thus user satisfaction. This paper examines this decision and with simulations shows that improved performance is possible by using application defined criteria to select the optimal network.
The integration of heterogeneous networks is at an early stage, with some work looking at handing over between 3G, GPRS and wireless LAN networks. Mostly, the decision is based on a simplistic policy such as "wireless LAN if available, otherwise 3G". Such policies consider neither the applications specific requirements, nor the state of the preferred network. An application may find that these policies are unsuitable, perhaps because of a particular aversion to handovers, which should therefore be avoided.
In this paper, we examine an application that can choose between two networks. Though both are always available, the characteristics vary with time due to background traffic. The application has no way of knowing in advance which network offers the best performance, but must make this decision. A hypothetical application that is sensitive to jitter and delay is used. A network selection strategy based on application utility is proposed and this is compared to selecting a single network. Although this work uses congestion to stimulate the handover, the scheme is also applicable to a mobility induced handover case.
Internet applications generally do not change network paths during a session. In Mobile IP [9] , this problem is solved by network redirection, but previous work by the authors [7] has shown the difficulties in exposing network information to applications when Mobile IP is used. In this paper, Stream Control Transmission Protocol (SCTP) is modified to allow the application access to multiple network paths. This is similar to Mobile-SCTP [14] , which uses the transport layer to implement mobility, and indeed to similar work in the session layer [12] . This paper differentiates itself as its focus is on the path decision.
The paper is constructed as follows. The next section provides an overview of SCTP and the modifications that were necessary for these experiments. Section 3 looks at a utility function used to evaluate performance. Section 4 presents the experiments, which were performed using the NS-2 [12] simulator, and finally section 5 considers this papers contribution, future work and conclusions.
Stream Control Transmission Protocol
The traditional Internet paradigm is a simple best effort packet delivery service (IP) with a reliable, reactive transport service (TCP) that ensures successful end-to-end delivery. However, TCP can be quite restrictive, both to mobility and multi-media applications. A TCP connection is defined uniquely by two IP addresses and therefore is not naturally suited to mobility. It also insists that data is delivered as a single stream, which can cause delays as lost packets are recovered. In applications where low delay is crucial, but losses can be tolerated, TCP is unsuitable. SCTP [5, 10] was developed by the signalling community, with the support of the Internet Engineering Task Force to overcome some of the constraints of TCP in a signalling context. It is a message-based, multi-streamed, multi-homed, reliable protocol. Some of these features, and in particular the multi-homing feature, would seem to make it interesting to the mobile environment, and here it is adapted for use as a mobile transport layer. As its data delivery is message-based and it can deliver messages out-of-order, it would seem suited to multimedia delivery.
SCTP Modifications
Although many features of SCTP seem to make is suited to both mobility and media applications, some modifications were necessary. These were implemented by extending the SCTP module for NS-2 [1] . SCTP is a multi-streaming protocol, meaning that parallel streams of data can be delivered simultaneously. The standard defines two types of streams; unordered streams deliver messages when they have been received, while strictlyordered streams wait until all preceding messages in the stream are received. Both of these are fully reliable but a partially-reliable stream has been proposed in the IETF (see [5] ) and implemented in the NS-2 SCTP module. It allows a packet to remain undelivered after a certain number of failed attempts. In our experiments this stream type is used, so no retransmissions are attempted. The experiments also take place in low delay and zero loss environment, so that the congestion window constriction has little effect.
The routing mechanisms in SCTP were insufficient for our purposes and therefore were enhanced. In the standard, each peer designates a primary destination address, and all new data is sent to this address using the source address as dictated by the routing table. Retransmissions are then sent to the other destinations (denoted as secondary addresses). In all cases, the source address is selected by the ordinary host routing table. This approach does not allow sufficient control over path selection, so a routing table with an entry for every address pair (path) in the SCTP association was created. One path is now nominated as the primary path, with specified destination and source addresses. Secondary addresses are also associated with specified source addresses to create secondary paths. Each entry in the routing table is a path and a single path is active for each destination address. SCTP also keeps a running measurement of delay and jitter on all active paths and makes this information available to the application.
In our configuration, the client makes the decision about which paths to use and so is designated the path-master (PM). The server (or path-slave (PS)) maintains a routing table that mirrors the one in the PM. If the PM decides to use a different path, it indicates this to the PS with a special control message. In this way, the client controls the incoming data stream. Figure 1 illustrates the configuration. With the exception of the additional control chunk, none of these modifications conflict with standard SCTP. 
Decision Process
Network performance can be measured in terms of throughput, delay, availability, etc. However, the mapping of each of these to application performance depends on the application in question.. In our experiments, we look at a hypothetical media application that is sensitive to both delay and jitter. SCTP keeps track of both these parameters and makes this information available to the application.
The measurements are taken as follows. Delay is measured using an exponentially weighted moving average of network delays as in (1) where D(i) the average after the i th sample, M(i) is the i th measurement and a is 0.94. Jitter is then measured as per the RTP standard [10] , shown in (2) where J(i) is the jitter after the i th sample. A measurement is made for each arrival.
The application has access to both of these readings for all active paths, and can decide which path is most suited to its requirements. In order to do this, we borrow from economics the idea of a utility curve [6] . This maps the performance of each characteristic to a utility value in units that we will refer to as a util. Utils are considered to be directly comparable to units of cost, so that a user is willing to pay 1-unit of cost to receive 1-util. In our work, the following scheme for calculating utility is used.
1. Primary Path: +1 2. Delay < 55ms +3 3. Delay < 70ms +1.5 4. Jitter < 5ms +8 5. Jitter < 10ms +4 6. Jitter < 20ms +1 Table 1 : Utility is found from the above table. The application receives a packet every 300-ms on the primary path and a heartbeat on secondary paths (less frequently), from which it finds the delay and jitter. Every 9 seconds, the performance of the two paths is compared and the client decides whether a handover is necessary or not. Notice that to prevent rapid oscillations between paths, the primary path utility is positively biased by one. In the first set of experiments, we examine the benefit of choosing the network path with the best utility and compare this to a predetermined choice.
Network Costs
For many users and applications, the quality of the network cannot be the only concern. Wireless bandwidth is a scarce resource and is still quite expensive for users. This situation is likely to persist in the HWNE, and therefore costs are also considered in this paper. We examine the situation where the better quality path charges a higher cost per packet than the lower quality path. An improvement in quality must now be weighed against increased costs. Congestion on both paths causes the performance to vary and so the decision should be dynamic.
In the second set of experiments, each received packet incurs a particular cost. When the paths are compared, the client also takes into account the cost of receiving 30-packets (over 9 seconds) on this path, and subtracts this from the total utility. The client now makes the decision that maximises the difference between utility and cost (3). There are now three criteria with which to judge performance, utility, cost, and the difference between them. The final metric is the most important, and is similar to consumer surplus in economics.
Experiments and Results
The following experiments were performed using the NS-2 simulator [13] with the Delaware SCTP module [1] . This was modified in a number of ways as discussed in Section 2. A multi-homed SCTP association is formed with two paths between the peers. Each path is separate and the scenario in mind would be two wireless links. Both paths are shared with a number of other sources of background traffic. Throughout the experiments, the level of background traffic varies, so it is not possible to know which of the two paths will offer the best performance. However, path-B has a greater capacity, and is therefore less prone to background traffic, and normally performs better. Later, it is also the more expensive path. Figure 2 shows the setup.
The background traffic is generated using NS-2's exponential traffic sources. For each path, 3 different settings can be used, so that background traffic can range from 'light' to 'heavy'. The client has a three different strategies available to it. It can either always select path A, always select path B, or it can monitor both paths, selecting the one that best fulfils its requirements. This is the proposed strategy, and is known as Best Utility or Utility-Cost. Two sets of experiments are shown. In the first, performance is the only criteria, while the second also considers cost. In both sets of experiments, five scenarios are examined. Three of these use stationary levels of background traffic, so that both paths are generally loaded to a certain level. In these experiments, it can be expected that a static decision will often be optimal. In the fourth scenario, the background level of the path-B varies, while in the fifth scenario the level of both paths is varied. Table 2 shows the results obtained when the Best-Utility strategy is compared to the two static strategies. The static strategies perform quite well under static conditions, but significantly less well when background traffic varies. In all cases, the worst strategy is one of the static strategies, and when the background traffic varies, the Best Utility strategy is better than 7% improvement over either of the static strategies, and up to 20% better than the worse strategy. 
Experiments considering only Quality

Experiments considering Quality and Cost
In this following section, the 5 experiments in section 4.1 are repeated, but now there is a charge per packet, which the client must consider when deciding on the optimal strategy. In this set of experiments, there are 3 criteria that can be used to judge the success of each strategy; performance (utility), cost, and the difference between these. Cost and utility are considered to be directly comparable, so the main criteria for success is maximising the difference between these. The cost of path-A was set at 0.1 units per packet, path-B cost 0.2 units per packet. The Best Utility strategy is replaced by UtilityCost, which has the disadvantage that is must pay to monitor the secondary path. Table 3 shows the results. In all cases, the Utility-Cost strategy outperforms the worse strategy by at least 18.7%, though in some cases the improvement is dramatically better (up to 180%). In most cases, the Utility-Cost strategy is not actually the best tactic, but is always within 5% of this tactic. In the final experiment, where both paths have varying levels of background traffic, it is the best strategy, with an 18% improvement over the next best. Figure 3 shows the measured delay during the final experiment. Superimposed onto this is a square wave that shows which path was used by the Utility-Cost strategy (the lower edge is path-A). Figure 4 shows the utility less cost obtained for the same experiment for the strategies of using both Utility-Cost and path-A only. In this diagram, it can be seen that while Utility-Cost often exceeds path-B, it rarely is below it.
Conclusions
In the future, mobile communications may well be provided by overlaying heterogeneous networks to provide a tiered service to users. In this scenario, users may have to take a more proactive approach to network selection. To facilitate this, a new transport protocol is proposed that allows applications specify preferences in terms of network performance. This is coupled with the belief that the application should decide which network to use based on performance metrics. In two sets of experiments, such a scheme is used first to maximise performance, and then to maximise user surplus, or the difference between application utility and cost. Where only performance is considered, the suggested scheme is usually close to the optimal path when background traffic is stationary. When background traffic is not stationary, performance is improved by at least 7%, and is 20% better than the worst. When networks costs are also considered, the suggested strategy was always within 5% of the best strategy, and often is the best strategy. It actually provides an 18% improvement when traffic varies on both paths. However, the greatest strength of this system is avoiding poor paths and in some cases the improvement over the worst path is dramatic, up to 170%.
The main contributions of this paper are; 1) A modified version of SCTP is introduced. Its adds a managed routing table and allows one of the peers to control the connection. 2) SCTP measures network performance, and the application interacts with SCTP in order to facilitate network decisions. 3) Handovers between networks take place based on application performance. In a heterogeneous network, this is important as measuring signal strength or distance from a base-station is not always a good indicator of performance. 4) Handovers between networks are based on application performance, which is defined by the application using a utility function. This concept is taken from economics, and allows a user to place a value on improving performance.
Future Work
The research presented here has a number of interesting avenues to explore. Although we present a proposal for a more proactive SCTP in order to assist mobility, mobility itself is not tested. In future work, we would hope to test the scheme in mobile scenarios. Another aspect of the work that was not fully investigated here was the cost of monitoring the secondary path. Depending on the frequency of this extra traffic and the cost of the secondary link, this might be quite significant.
Conclusion
This paper presents a modified version of SCTP, which interacts with a hypothetical media application in order to select between two different networks. It shows that this approach is suitable in scenarios where network performance is not known beforehand or varies during a session. While the suggested strategy was not always the best, it was never the worst, and was usually quite close to the best. Future work will look at extending this scheme to mobile scenarios and examining the costs of monitoring secondary links.
