Major depression disease (MDD) is associated with the dysfunction of multinode brain networks. However, converging evidence implicates the reciprocal interaction between midline limbic regions (typified by the ventral anterior cingulate cortex, vACC) and the dorso-lateral prefrontal cortex (dlPFC), reflecting interactions between emotions and cognition. Furthermore, growing evidence suggests a role for abnormal glutamate metabolism in the vACC, while serotonergic treatments (selective serotonin reuptake inhibitor, SSRI) effective for many patients implicate the serotonin system. Currently, no mechanistic framework describes how network dynamics, glutamate, and serotonin interact to explain MDD symptoms and treatments. Here, we built a biophysical computational model of 2 areas (vACC and dlPFC) that can switch between emotional and cognitive processing. MDD networks were simulated by slowing glutamate decay in vACC and demonstrated sustained vACC activation. This hyperactivity was not suppressed by concurrent dlPFC activation and interfered with expected dlPFC responses to cognitive signals, mimicking cognitive dysfunction seen in MDD. Simulation of clinical treatments (SSRI or deep brain stimulation) counteracted this aberrant vACC activity. Theta and beta/gamma oscillations correlated with network function, representing markers of switch-like operation in the network. The model shows how glutamate dysregulation can cause aberrant brain dynamics, respond to treatments, and be reflected in EEG rhythms as biomarkers of MDD.
Introduction
Major depression disease (MDD) is the most common of all psychiatric disorders (Kessler et al. 2003) , characterized by persistent negative mood and selective deficits in cognitive, circadian, and motor functions. While much evidence related to MDD has been acquired using a broad range of methods, there is no single mechanistic model able to integrate and explain the variety of observations.
Converging clinical, biochemical, neuroimaging, and postmortem evidence demonstrates cortical, subcortical, and limbic involvement in the pathophysiology of MDD (Mayberg 1997; Manji et al. 2001; Vaidya and Duman 2001; Nemeroff 2002; Nestler et al. 2002) . Furthermore, multiple studies point at the ventral anterior cingulate cortex (vACC) as the critical hub within this distributed network of regions that drives alterations in system dynamics in MDD. For one, the vACC is consistently involved in acute sadness (Mayberg et al. 1999; Liotti et al. 2000; Smith et al. 2011) . Secondly, neuroimaging studies reveal hyperactivity of vACC in MDD patients (Mayberg et al. 1999 (Mayberg et al. , 2005 Seminowicz et al. 2004) . Thirdly, vACC hyperactivity is reduced after clinical response to MDD treatments: Selective serotonin reuptake inhibitor (SSRI) medication Drevets et al. 2002; Goldapple et al. 2004) , electroconvulsive therapy (ECT; Nobler et al. 2001) , repetitive transcranial magnetic stimulation (rTMS; Mottaghy et al. 2002; Fox et al. 2012) , ablative surgery (Malizia 1997; Dougherty et al. 2003) , vagus nerve stimulation (Pardo et al. 2008) , and deep brain stimulation (DBS; Mayberg et al. 2005) . In addition, patients responding to treatment differed from nonresponders in network subsystems involving both limbic afferents and cortical efferents of vACC (Seminowicz et al. 2004) . Finally, the vACC drives the dynamics of default mode network (DMN) in resting depressed patients in correlation with the length of their depressive episodes (Greicius et al. 2007 ). Also, in rodent models of depression, optogenetic stimulation in the medial prefrontal cortex (homologous to vACC in humans) modulates depression-related behavior (Covington et al. 2010; Warden et al. 2012; Kumar et al. 2013; Veerakumar et al. 2014) .
On the other hand, MDD is also characterized by hypoactivity in both dorsal anterior cingulate cortex and dorsolateral prefrontal cortex (dlPFC; Bench et al. 1992; Mayberg 1997; Kennedy 2001; Videbech et al. 2002; Oda et al. 2003) , which is reverted after successful treatment with serotonergic medications Kennedy 2001; Botteron et al. 2002; Vlassenko et al. 2004) and DBS (Mayberg et al. 2005) . This opposite alteration of dlPFC and vACC in the MDD seems to reflect an operating principle of these networks, rather than disease-dependent impairments specific to each area. Indeed, in healthy humans, the vACC routinely increases its activity in response to emotional tasks (Drevets and Raichle 1998; Bush et al. 2000; Liotti et al. 2000; Smith et al. 2011 ) and it reduces its activity upon cognitive demands (Drevets and Raichle 1998; Bush et al. 2000; Simpson et al. 2001) . Conversely, dlPFC typically activates in cognitive tasks (Cohen et al. 1993; Jonides et al. 1993; McCarthy et al. 1994) , and it decreases its activation in emotional tasks (Perlstein et al. 2002; Dolcos and McCarthy 2006; Dolcos et al. 2008) . In addition to their opposite functionality, the vACC and dlPFC are intrinsically anticorrelated during spontaneous activity in depressed patients (Fox et al. 2012) , often embedded in larger networks of consistently correlated areas [for instance, DMN Greicius et al. 2003; Fox and Raichle 2007) and cognitive control network (CCN; Cole and Schneider 2007; Cole et al. 2012) , respectively]. We hypothesize that this anticorrelation is a result of mutual disynaptic inhibition between the vACC and dlPFC. Two lines of evidence give support to this mechanistic hypothesis. For one, there is an anatomic substrate for such mutual interaction in that subregions of vACC have prevalent, large synapses onto inhibitory neurons in dlPFC (Medalla and Barbas 2010) . For a second, the dlPFC sites with strongest anticorrelation with vACC are the locations where TMS has the best clinical efficacy in depressed patients (Fox et al. 2012) .
In line with this hypothesis, EEG and MEG studies demonstrate the coordination of oscillatory activity in prefrontal and anterior cingulate cortex in the time scales of synaptic interactions during focused attention: Rhythmic cortical activation at 4-8 Hz is generated between these 2 regions in what is usually termed frontal midline theta (Asada et al. 1999; Tsujimoto et al. 2006; Hsieh and Ranganath 2014) . Also, and beta/low gamma (12-40 Hz) synchronization, characteristic of cognitive operation in the fronto-parietal network (Ray and Cole 1985; Siegel et al. 2012) , is recruited by negative valence information in the vACC (Lipsman, Kaping, et al. 2014) . Importantly, alterations of these fast circuit dynamics are associated with MDD: The amplitude of the theta vACC rhythm in MDD patients has been shown to correlate with treatment outcome (Pizzagalli et al. 2001; Mulert et al. 2007; Iosifescu et al. 2009; Korb et al. 2009; Pizzagalli 2011; Broadway et al. 2012) , and beta-band activity in frontal scalp electrodes correlates positively with the severity of depression (Pizzagalli et al. 2002) . In addition to systems-level anomalies, a picture of cellular and synaptic vACC dysfunction in the MDD is now emerging. A smaller vACC volume characterizes MDD in neuroanatomical studies (Drevets et al. 1997; Botteron et al. 2002; Hastings et al. 2004; Yucel et al. 2008) , partly reflecting a reduction in glial cell density and neuronal soma size (Ongür, Drevets, et al. 1998; Rajkowska et al. 1999; Cotter et al. 2001; Manji et al. 2001) . Functionally, the downregulation of the glutamine synthetase and glial high-affinity glutamate transporters (Choudary et al. 2005) suggest increased glutamatergic activity in the synaptic cleft in MDD patients. Additional converging evidence points at altered glutamatergic metabolism as a mediator of MDD pathology (Sanacora et al. 2012) . Indeed, the progressive nature of MDD (Keller et al. 1992; Kendler 2000; Kendler et al. 2001 ) has been correlated with a progressive change of glutamate metabolism in the vACC (Portella et al. 2011) , and in resting-state studies, glutamate metabolism alterations correlate with vACC hyperactivation and MDD symptoms (Walter et al. 2009; Horn et al. 2010) . Our understanding of the mechanisms of MDD treatments is also evolving. The uneven distribution of serotonin receptors in the cingulate gyrus, with the highest density of 5-hydroxytryptamine (5-HT 1A ) receptors in the vACC (Santana et al. 2004; Palomero-Gallagher et al. 2009 ), suggests that the selective action of SSRI treatments might be mediated by hyperpolarization of vACC neurons through the 5-HT 1A receptor (Andrade et al. 1986; Béïque et al. 2004) .
High-frequency DBS in the subcallosal white matter has been reported as an effective strategy for treatment-resistant patients (Mayberg et al. 2005; Lozano et al. 2008; Kennedy et al. 2011; Holtzheimer et al. 2012) . Chronic stimulation of the subgenual cingulate white matter was associated with remission of symptoms, marked reduction in vACC activity, and increase in dlPFC activity relative to the baseline (Mayberg et al. 2005) . The effective action of DBS mainly targets a confluence of white matter tracts intersecting immediately adjacent to the subcallosal ACC (vACC) (Johansen-Berg et al. 2008; Riva-Posse et al. 2014; Choi et al. 2015) . Current evidence suggests 3 possible mechanisms for the DBS therapeutic action: The response to DBS is mediated by the direct activation of interneurons in the vACC (Mayberg et al. 2005) , by impact on pathways linking the vACC to the frontal cortex via the uncinate fasciculus (Riva-Posse et al. 2014) , and by impact on projections to downstream serotonergic targets in the dorsal raphe (Hamani et al. 2010 (Hamani et al. , 2012 Veerakumar et al. 2014; Jimé-nez-Sánchez et al. 2015; Srejic et al. 2015) . Consistent with this, optogenetic stimulation of mPFC neuronal cell bodies (Covington et al. 2010; Kumar et al. 2013) or glutamatergic mPFC projections to the dorsal raphe nucleus (Warden et al. 2012 ) reduces depression-related behavior in rodents.
Taken together, these data indicate that the vACC and its interactions with the dlPFC play a key role in the brain network dynamics abnormalities that subserve MDD, the associated mood and cognitive deficits, and in the outcome of treatments. We hypothesized that MDD would be caused by unbalanced mutual inhibition between emotional (vACC) and cognitive (dlPFC) networks due to deficient glutamate reuptake in vACC. In this view, vACC and dlPFC circuits, as critical hubs of larger computing networks, serve a "switch-like" function, driving the computations being carried out in larger distributed networks, and progressive hyperactivation of the vACC would result in exacerbated emotional and deficient cognitive processing, characteristic of more treatment-resistant depressed states.
The wealth of converging evidence onto specific mechanisms suggests that a computational modeling approach may be able to integrate these data, test the hypotheses dynamically, and provide a detailed mechanistic understanding of MDD on which to base model-derived hypotheses for further experiments. We provide here a biophysical computational model of MDD pathophysiology based on the neural dynamics within the vACC and between the vACC and dlPFC, and their modulation by glutamate metabolism deficits and serotonergic treatments. Our cingulatefrontal network model can integrate coherently the core clinical symptoms, disease progression, electrophysiology, and the response to SSRI and DBS treatments in MDD.
Materials and Methods
We tested our hypothesis in a simplified computational network model composed of 2 subcircuits, one involved in emotional (vACC) and one in cognitive processing (dlPFC; Fig. 1A ). vACC was assumed to receive inputs from the limbic system (amygdala and hippocampus) (Ishikawa and Nakamura 2003) , and respond to the emotional components of the task as part of a larger network of areas dealing with emotion (Devinsky et al. 1995; Ishikawa and Nakamura 2003; Vogt 2009 ). Inputs from posterior parietal cortex activated dlPFC in response to cognitive demands (MacDonald et al. 2000; Edin et al. 2009 ). vACC and dlPFC circuits mutually suppressed each other's activity through disynaptic inhibition (Fig. 1A) . vACC and dlPFC represent the network hubs that drive activity in larger computing networks (DMN and CCN, respectively), which we do not simulate for simplicity. We associate hyperactivation (hypoactivaton) of the vACC or dlPFC circuits with exacerbated (deficient) emotional or cognitive processing, respectively.
Spiking Network Model
We built our cingulo-frontal network of vACC-and dlPFCinterconnected subnetworks with excitatory and inhibitory spiking neurons (integrate-and-fire model; Tuckwell 1988) using the Brian simulator (Goodman and Brette 2009; www. briansimulator.org, python code available in Supplementary Material). Each subnetwork contained N E = 800 pyramidal cells and N I = 200 interneurons, where their membrane potential V m followed
with resting potential V L = −70 mV, leak conductance g m , and membrane capacitance C m . When V m crosses a prescribed threshold V th = −50 mV, an action potential is emitted and the membrane voltage is kept at a reset potential V res = −55 mV for a refractory time period τ ref .
See parameter values in Table 1 . All neurons connected with other neurons in the network in an all-to-all connectivity diagram. The total synaptic current I syn (t) was given by recurrent excitatory inputs through AMPA (I AMPA,rec ) and NMDA (I NMDA,rec ) receptors, inhibitory inputs through GABA A receptors (I GABA ), and excitatory inputs from external areas through AMPA receptors (I AMPA,ext ):
I syn ðtÞ ¼ I AMPA;ext ðtÞ þ I AMPA;rec ðtÞ þ I NMDA;rec ðtÞ þ I GABA;rec ðtÞ: ð2Þ
Conductance-based postsynaptic currents were modeled according to I syn = g syn s (V m -V syn ), where g syn is a synaptic conductance (Table 1) , s is a synaptic gating variable, and V syn is the synaptic reversal potential (excitatory synapses V syn = 0 and inhibitory synapses V syn = −70 mV). AMPAR and GABA A R synaptic gating variables were modeled as an instantaneous jump of magnitude 1 when a spike occurred in the presynaptic neuron followed by an exponential decay with time constant τ AMPA = 2 ms for AMPARs and τ GABA = 10 ms for GABA A Rs. 
where x models neurotransmitter concentration in the synapse, t i are presynaptic spike times, and τ NMDA = 100 ms is the decay time, τ x = 2 ms is the rise time, and α s = 0.5 kHz controls the saturation properties of NMDAR. The unspecific external input I AMPA,ext was modeled as uncorrelated Poisson spike trains through AMPA synapses of conductance g AMPA, ext to each neuron at a rate of v ext = 1800 Hz. The fast dynamics of AMPARs made this input contribute significantly to trial-to-trial variability. For simplicity, we did not model NMDARs in these connections, but this would not affect the results. Neurons in and across each model circuit, vACC and dlPFC, were connected all to all. The 2 circuits were reciprocally connected through AMPA excitatory synapses onto inhibitory neurons with conductance g AMPA syn = 0.1 nS (Fig. 1A) .
In MDD networks, we simulated deficient glutamate reuptake by increasing the time constant of synaptic glutamate decay τ AMPA (Choudary et al. 2005 ): τ AMPA = 2.05 ms (mild MDD), τ AMPA = 2.1 ms (moderate MDD), and τ AMPA = 2.15 ms (severe MDD; Fig. 1B ). Glutamate transporters can remove glutamate from the synaptic cleft with an effective time constant of 0.5 ms (Auger and Attwell 2000) , a much faster time scale than the effective time constant of NMDAR-mediated synaptic transmission (∼100 ms), so that the impact of glutamate reuptake slow-down should be marginal on NMDAR-mediated transmission.
The action of SSRIs via 5-hydroxytryptamine (5-HT 1A ) receptors in the vACC was simulated as a hyperpolarization of excitatory cells (Andrade et al. 1986; Béïque et al. 2004) , by reducing the resting potential from its value in the healthy condition (V L = −70 mV) to a value that depends on the dose of SSRI ( Fig. 1C ; for the maximal SSRI dose used, V L = −70.6 mV, Fig. 4 ). We simulated DBS as periodic excitation at 130 Hz of AMPAR-mediated excitatory synapses onto inhibitory neurons of vACC. The parameters for DBS stimulation were the following: duration = 0.01 ms, interpulse interval = 7.69 ms, and intensity g DBS syn = 0.6 nS.
We ran these spiking simulations in our computational cluster (168 CPUs 2.3 MHz, 156 Gb RAM) with a time step Δt = 0.1 ms, which provided the best compromise between computational precision and run time. The average run time for simulations of duration 100 s was 18 000 ± 300 s (mean ± SEM). To characterize typical network behavior in spike histograms, we ran a large number (50) of long simulations (100 s), and we reduced simulation time by a factor 10 by using smaller network sizes (80 excitatory and 20 inhibitory neurons) with rescaled synaptic weights.
Spectral analysis was performed using the Chronux software package (Bokil et al. 2010) on Matlab. Chronux built-in multitaper spectral estimation (5 tapers, time-bandwidth = 3 Hz) was used to estimate frequency spectra ( power spectra). To have long enough time series to perform the spectral analysis in the studied range of frequency, we used a window size of 1 s taken from activated states. To compare the spectral properties of simulated local field potentials (LFP) obtained from different network model simulations, we normalized each power spectrum by the variance of the signal. Error bars for spectral estimation represent the jackknife 95% confidence interval (CI).
Firing Rate Network Model
The dynamics of the network can be analyzed conceptually in a simpler firing rate model:
where r e v and r i v ðr e d and r i d Þ are, respectively, the firing rates of the excitatory and inhibitory populations in the ventral (dorsal) subnetwork. Excitatory and inhibitory neurons were characterized by the time constants τ e and τ i , respectively, and φ e and φ i are the corresponding neuronal input-output function relating output firing rate to input currents. Within each subnetwork, G ee is the effective connection strength between excitatory neurons, G ie is the effective connection strength from excitatory to inhibitory neurons, G ii is the effective connection strength between inhibitory neurons, and G ei is the effective connection strength from inhibitory to excitatory neurons. G x is the effective excitatory connection strength across subnetworks, targeting only inhibitory neurons. I e and I i are inputs from neurons external to the network, which control the excitability of neurons and determine the neurons' spontaneous firing rates. I e v ; I e d ; I i v ; and I i d are excitatory inputs from neurons external to the network (e.g., parietal cortex or amygdala), which represent either emotional or cognitive stimuli. Parameters f D (f D > 1), ΔI e , and ΔI i were used to simulate glutamate dysfunction associated with MDD, modulation of excitability associated with SSRI treatments, and modulation of interneurons associated with DBS treatment, respectively, in the vACC subnetwork. We analyzed mathematically the dynamics of these subnetworks (see Supplementary Material) and we present here succinctly the main relevant results.
To gain an understanding of the dynamics in equation (4), which are relevant for this manuscript, we actually need only to analyze a single isolated area: dorsal or ventral. The reason is that when one area is activated, it strongly inhibits the other, effectively shutting it off (see "4D system and 2D reduction" in Supplementary Material for a detailed explanation). Therefore, we can consider the system of 2 coupled equations:
The intrinsic dynamics of this network depends crucially on the effective strength of synaptic connections as well as on the relative time constants of integration of the excitatory and inhibitory populations of neurons. Specifically, the networks can exhibit bistable behavior only if the effective gain associated with changes in total inhibitory input received by the population of excitatory neurons is overcome by sufficiently strong gain in recurrent excitation. This condition is met when the parameters satisfy the following formula:
where φ e 0 ðφ i 0 Þ is the gain of the excitatory (inhibitory) population of neurons, evaluated for a given level of external input. (Strictly speaking, this condition indicates the presence of a so-called Saddle-Node bifurcation, see Supplementary Material for details.) Furthermore, oscillations can also emerge in the networks if the gain in the recurrent excitation is both sufficiently strong and fast to transiently overcome fluctuations in the inhibitory feedback. This (Hopf Bifurcation, see Supplementary Material for details) happens when
And, the resulting oscillatory instability has a frequency of
It is easy to see from this formula that when the networks are in the bistable regime, and hence equation (5) is nearly satisfied, the frequency of oscillations is low, that is, oscillations are slow. The frequency of oscillation goes to zero exactly when equation (6) is satisfied, indicating the co-occurrence of a Saddle-Node and a Hopf bifurcation (see Supplementary Material for details). Experimentally, cortical oscillations are characterized by broad peaks in the power spectrum. Such structures can be obtained from simulations when oscillations are not stable limit cycles, but rather reflect the presence of damped oscillatory modes which are driven by ongoing fluctuations in the network activity. In our networks, there is a broad range of parameter values for which equations (5) and (6) are nearly satisfied and hence for which such damped oscillations occur in the bistable regime. To see how the amplitude and frequency of oscillations depends on parameters in detail, see "Stability of the solutions" in Supplementary Material.
We investigated how the parameter f D affected these dynamics when the system was residing in such a bistable, damped oscillatory regime for f D = 1. To this end, we specified the inputoutput functions as
and φ i (x) = αφ e (x). We found that the bistable range of the dynamics ΔI e could increase or decrease as f D grew. The condition that makes sense in our context is a reduction of ΔI e with f D , because that means that more advanced MDD has more difficult treatment (Figs 6 and 8). We found that this dependency was achieved if inhibitory neurons operated in the fluctuation-driven regime where their response to external inputs is supralinear, and not if they were linearly or sublinearly transforming input currents into output firing rates. For a detailed discussion, see Supplementary Material, "How the region of bistability changes as a function of f D ". 
Results

Healthy Operation Based on Reciprocal Suppression Between the Cognitive and Emotional Networks
We simulated situations of strong conflicting emotional and cognitive demand ( Fig. 2A) , with purely emotional (sadness provocation task, SP task; Liotti et al. 2000) or purely cognitive (working memory task, WM task; Fuster and Alexander 1971) task epochs. The simulated tasks (SP and WM tasks) were chosen to emphasize the competitive aspect of emotional and cognitive processes. In addition, we modeled also resting epochs before and after these tasks, in which none of the modules received task-dependent inputs. We tuned our "healthy" cingulo-frontal network model, so that each subnetwork showed 2 stable states (Fig. 2B) , one with neurons firing asynchronously at low rates (0.5-1 sp/s) and another one with asynchronous firing at higher rates (25-30 sp/s, Fig. 2B ,C), synchronized at theta (2-8 Hz) and beta/gamma (12-50 Hz) frequencies (Fig. 2D) . Normal or "healthy" operation occurred if the dlPFC or vACC circuits stabilized the high-rate state only during epochs of high cognitive or emotional demands, respectively, that is, only following the activation of their specific afferents. Thus, in the SP epoch, vACC responded persistently to transient stimuli, while brief inputs to dlPFC in the WM epoch triggered its persistent activation (Fig. 2) . We modeled persistent activity in the vACC and dlPFC circuits based on available electrophysiological data for relevant behavioral protocols: Human ACC neurons show sustained modulations in cognitive and emotional tasks (Davis et al. 2000 (Davis et al. , 2005 characterized by synchronization in the theta and beta/low gamma bands (Asada et al. 1999; Tsujimoto et al. 2010; Lipsman, Kaping, et al. 2014) , and monkey studies report persistently active neurons in relation to punishment or reward in the vACC (Koyama et al. 2001; Shidara and Richmond 2002; Amemori and Graybiel 2012; Monosov and Hikosaka 2012) , and in WM tasks in the dlPFC (Fuster and Alexander 1971; Funahashi et al. 1989; Goldman-Rakic 1995) .
A key factor in the "healthy" operation of this system was the ability of the network to switch from emotional to cognitive processing (Fig. 2B,C) when the first cognitive signal arrived to dlPFC. In our network, this occurred through mutual inhibitory mechanisms between the 2 circuits, so that activation of dlPFC caused the deactivation of neuron firing in vACC.
Progressive Nature of MDD We tested the hypothesis that slower glutamate reuptake in the vACC is a causal mediator of MDD symptoms in our vACCdlPFC network model (Choudary et al. 2005; Walter et al. 2009; Horn et al. 2010; Portella et al. 2011; Fig. 1B) .
First, for the early stages of MDD (mild MDD network, Fig. 3A ), a mere 2.5% slow-down in glutamate decay in the vACC generated aberrant activity (∼40 sp/s) in the vACC during the resting epoch. As vACC was already activated when emotional stimuli arrived during the SP epoch, the dynamics of vACC did not change. During the WM epoch, the dlPFC network responded partially to the first inputs, but it was able to respond correctly to subsequent inputs. Although the dlPFC showed a slight alteration in the pattern of activation, it was still able to turn off activity in the vACC during the WM epoch.
With a 5% slow-down in glutamate decay in the vACC, we simulated a network with moderate MDD (Fig. 3B) : vACC still showed aberrant activity, but the dlPFC network barely responded to cognitive inputs in the WM epoch, being unable to turn off the vACC effectively in the WM epoch. A further slow-down of glutamate decay caused more severe disruption of network dynamics, in what we call the severe MDD network (Fig. 3C ): vACC showed aberrant activity that was not modulated, neither in the SP epoch nor in the WM epoch. The synaptic imbalance induced by slower glutamate decay in vACC resulted in strong stabilization of the persistent activity state and destabilization of the low-rate state in vACC, whereas dlPFC became completely inhibited by vACC, and it was unable to respond to cognitive inputs in the WM epoch. The severe MDD model showed a complete inability to switch from emotional to cognitive processing.
In summary, the progressive slow-down of glutamate decay generated aberrant activity in the vACC, which was characterized by sustained vACC activation in the absence of emotional signals and by the inability to switch off when dlPFC received cognitive inputs. We interpreted this pattern as the generation of a spontaneous negative emotional state, which becomes impervious to stimuli with the progression of disease, reminiscent of the clinical progression of "mood symptoms" (mild MDD model) to "progressive loss of affect reactivity" (severe MDD model). In turn, dlPFC also showed alterations as it could not be persistently activated in response to a cognitive signal, due to hyperactivity in the vACC. This would be interpreted as a cognitive impairment that progresses with MDD ("cognitive symptoms"; Fig. 3A-C) .
Interestingly, the synchronization properties of the vACC active state were also altered by glutamate decay slow-down. Synchronization in the theta frequency range was progressively reduced, whereas beta/gamma rhythms were enhanced as glutamate decay was slowed down further (Fig. 3D) . This is consistent with results, showing that frontal beta rhythms correlate positively with the severity of depression (Pizzagalli et al. 2001; Neumann et al. 2014 ).
Serotonin Treatment Response Decreases with the Progression of the Disease
Additionally, we simulated the effects of SSRI treatments on the MDD networks by modeling the effect of SSRIs through 5-HT 1A in resting epochs and dlPFC showed diminished responsivity to cognitive inputs, now being unable to turn off vACC. (C) Severe MDD network (7.5% slow-down in glutamate decay in the vACC). Aberrant vACC activity was not modulated by any kind of inputs. (D) LFP normalized power spectrum in the vACC. Synchronization in the theta frequency range was progressively reduced, whereas beta/gamma rhythms were enhanced as glutamate decay was gradually slowed down (healthy, 2.5% and 7.5% slow-down in glutamate decay). Jackknife error bars around the mean mark the 95% CI.
receptors as a small hyperpolarization of vACC excitatory neurons (Andrade et al. 1986; Béïque et al. 2004; Santana et al. 2004; Palomero-Gallagher et al. 2009 ; Fig. 1C ). In each MDD network model, we progressively increased the dose of SSRI treatment, and we identified various behavioral responses that can be grouped into 3 groups: "nonresponse," "optimal response," and "emotional inhibition" (Fig. 4) .
Nonresponse to SSRI was found across all MDD network models when the synaptic imbalance was too big to be counteracted by SSRI hyperpolarization (Fig. 4A) . In this situation, SSRI treatment was insufficient to alter MDD network dynamics and the vACC maintained robust aberrant activity irrespective of the task epoch. The dlPFC network was completely inhibited by the vACC, it could only respond briefly to cognitive inputs during the WM epoch, and it was unable to inhibit the vACC. Despite SSRI treatment, this MDD network model remained unable to switch from emotional to cognitive processing.
At the other extreme, we found an "emotional inhibition response" when the hyperpolarization induced by SSRIs exceeded the hyperexcitability generated by glutamate decay slow-down in the vACC network (Fig. 4B) . SSRI treatment could turn off aberrant activity in vACC in the resting epoch. However, SSRI-induced hyperpolarization also inhibited the response of vACC to emotional stimuli during the SP epoch, thus preventing healthy activation in emotional periods. This pattern is reminiscent of "emotional flatness," a known adverse effect of SSRI treatments (Walsh et al. 2006; Price et al. 2009 ). Following SSRI-induced inhibition of vACC, the dlPFC network restored its normal response to cognitive inputs.
Adjusting SSRI doses between these 2 cases we found an "optimal response" scenario, in which treated MDD networks presented a behavior close to normal (Fig. 4C,D) . In these networks, the SSRI treatment suppressed aberrant activity in the vACC and allowed it to respond to emotional inputs by entering the persistent activation that corresponded to healthy emotional processing. Response to cognitive inputs in the dlPFC was similar to normal. In these simulations, activation of the cognitive network turned off the vACC.
In summary, adjusted SSRI treatment doses could improve the function of the networks by deactivating the aberrantly active vACC of our MDD models and thus restoring close-to-normal emotional and cognitive processing (Fig. 4C) . However, the optimal response to SSRI was worse in simulations with slower glutamate decay (simulating more severe MDD conditions), in which the stability of healthy states could not be fully recovered (Fig. 4D) . We demonstrated the progressive deterioration of the response to optimal treatment in 50 repeated simulations of 2 network models: A mild MDD model and a severe MDD model, both treated with an "optimal" dose of SSRI (Fig. 4C,D) . For the mild MDD model, most trial simulations presented healthy-like behavior (Fig. 4C) and only a small percentage (18%) had unstable persistent activity during the SP epoch. Instead, the optimally treated severe MDD model presented a higher incidence of abnormal trials (38%, Fig. 4D ), with aberrant vACC hyperactivity during the resting epoch or unstable persistent activity during the SP period.
This could be graphically illustrated by repeating simulations for healthy and severe MDD models in a range of membrane potentials for vACC excitatory neurons (representing progressive dose-response to SSRI treatments). Figure 4E plots the mean firing rate of excitatory neurons over stable active (upper branches) and inactive (lower branches) network states. The graph demonstrates the existence of a "bistable range" in which network function is bistable between the 2 network states. Treatments falling within this bistable range can recover the proper network function. The fact that the severe MDD network has a narrower bistable range gives a mechanistic explanation to the difficulty of finding optimal treatments for this network (Fig. 4E) .
In addition, optimal treatment also recovered the oscillatory dynamics characteristic of the healthy activated state, since SSRI treatment enhanced theta oscillations and suppressed rhythmic activity in the beta/gamma band (Fig. 4F) .
Deep Brain Stimulation Restores Bistability in the Treatment-Resistant Model
We also simulated the acute effects of DBS in a treatment-resistant network model. We tested 2 hypotheses for the mechanism of action of DBS in the vACC of MDD treatment-resistant patients. The first hypothesis considers that the therapeutic action of DBS is mediated by the serotonin system (Hamani et al. 2010 (Hamani et al. , 2012 Veerakumar et al. 2014; Jiménez-Sánchez et al. 2015; Srejic et al. 2015) . The second hypothesis postulates that DBS acts by activating interneurons in the vACC (Mayberg et al. 2005) . The mechanism of action through the serotonin system was presented above. Essentially, DBS would converge on the same serotonin receptor activation mechanism presented so far by stimulating serotonin release in the vACC, as opposed to slowing down serotonin reuptake as SSRIs did. This would enhance the dynamical range of this serotonergic mechanism to achieve the stabilization of the circuit.
In addition, we explored the mechanistic hypothesis that DBS action is mediated by the activation of interneurons in vACC. We generated an MDD "treatment-resistant" model by slowing down by 10% the glutamate decay in vACC and treating it with an insufficient dose of SSRI (−70.5 mV resting potential; Fig. 5A ). Then, we simulated DBS treatment in our treatment-resistant network model by stimulating AMPARs onto the inhibitory population of vACC with excitatory periodic trains at 130 Hz (Materials and Methods). The main effect of simulated DBS was a rescue of the switch function between emotional and cognitive processing (Fig. 5B) . In addition, in most of the simulations, DBS treatment also suppressed aberrant activity in the vACC (Fig. 5B, top) , but in other simulations aberrant activity was present during the resting epoch (Fig. 5B, bottom) . In those simulations with no aberrant vACC activity, vACC responded to emotional inputs by entering the persistent activation that corresponded to healthy emotional processing. Response to cognitive inputs in the dlPFC was normal and it could turn off the vACC (Fig. 5B) . Thus, DBS compensated the synaptic imbalance through the activation of the vACC inhibitory population, with secondary effects on frontal cortex.
In addition, DBS treatment also recovered the oscillatory dynamics characteristic of the healthy activated state: DBS treatment enhanced theta oscillations and suppressed rhythmic activity in the beta/gamma band (Fig. 5C ). These oscillations and the incidence of abnormal trials where aberrant activity appeared in the resting epoch (Fig. 5B, bottom) indicated that the treatment-resistant model treated with DBS had a narrower bistable range (data not shown), similar to our results above following the serotonin treatment (Fig. 4E) .
Dynamics of a Rate-Model Network
The qualitative match between our network model dynamics (both in the time scale of task epochs and in the synaptic scale of fast network oscillations) and the symptoms and physiology in MDD patients prompted us to investigate the dynamical Severe MDD (7.5% glutamate decay slow-down) treated with an optimized dose of SSRI (VL = −70.6 mV). (E) Bifurcation diagram for healthy and severe MDD models:
Mean firing rate of excitatory neurons over stable active (upper branches) and inactive (lower branches) network states. The red (yellow) dots represent stable states for the healthy (severe MDD) model. The plot shows the existence of a bistable range, in which network function is bistable between the 2 network states. The blue dotted line represents the baseline network's operating regime, which is in the bistable range in the healthy model. For the severe MDD model, the baseline network's operating regime is on the right side of the bistable range, where only the high-rate state (activated state) is stable. The violet dotted line represents the hyperpolarization generated by the SSRI treatment in the optimal response. Note that the reduction in the bistable range in the severe MDD network generates a reduction in the stability of both activated and inactivated states. (F) LFP normalized power spectrum in the vACC of a severe MDD network treated with SSRI. Severe MDD model (7.5% glutamate decay slow-down) treated with progressively increasing doses of SSRI (V L = −70, −70.4, and −70.6 mV). Synchronization in the theta frequency range was progressively enhanced, whereas beta/gamma rhythm amplitude decreased as the dose of SSRI increased. Jackknife error bars around the mean mark the 95% CI. structure of our networks in a simplified firing rate model (Materials and Methods) in order to gain insights on the conditions for optimal treatment of our networks.
We built a rate-model network to simulate the dynamics of our spiking network model. Two coupled differential equations described the dynamics of the excitatory and inhibitory firing rates in each of the vACC and dlPFC subnetworks (see eq. 4 in Materials and Methods), and related them to the relevant network parameters. These include the synaptic coupling strengths within and between subnetworks, the parameter f D controlling the degree of vACC excitatory enhancement in MDD conditions (corresponding to glutamate decay slow-down in the spiking network model), and the current ΔI e v which controls the excitability of vACC excitatory neurons and it is used to simulate SSRI Jackknife error bars around the mean mark the 95% CI.
treatments. Electrical stimulation of vACC inhibitory neurons in the spiking network simulations corresponds in the rate model to an increment in the external current ðΔI i v Þ in vACC.
In the healthy condition (f D = 1), the 2 subnetworks are equivalent and we tuned the parameters so they had a bistable regime ( Fig. 6A and Supplementary Fig. 1) , consistent with the dynamics of our spiking simulations (Fig. 2) . For a range of ΔI e v (bistable range), each subnetwork presented 2 stable attractors (continuous lines in Fig. 6A ): The low rate (lower branch) and the high rate (upper branch) attractors. These 2 stable attractors can be understood as 2 stable states where the network tends to stay because they have lower "energy cost" (Fig. 6A, inset) . On the other hand, the unstable attractors (discontinuous lines in Fig. 6A ) can be understood as transient states between stable states. The network tends to avoid these states because they have a higher "energy cost" (Fig. 6A, inset) .
In the baseline operating regime, at a specific level of neuronal excitability in the vACC circuit ΔI e v (blue dotted line), the network has 2 possible stable states and it resides in the low-rate attractor during the resting epoch of the task. When a brief input arrives to the network that activates it, the network jumps to the upper branch (high-rate state) and, when the stimulus is removed the network, maintains the high-rate stable state. A sudden increase in negative external current (for instance, when dlPFC causes inhibition in vACC) will cause the network to settle again in the low-rate state (see Supplementary Fig. 1 ). The "healthy" behavior of the network, therefore, depends on the existence of a bistable dynamics in the operating regime of the network, and in its tuning so the states are reasonably stable (blue dotted line far enough from bistable range borders), but they can be destabilized with reasonable inputs (blue dotted line close enough to bistable range borders) in order to effect the switch from one attractor state to the other. The dynamics of our MDD networks could be conceptually understood in the simplified rate model. The slow-down of glutamate decay in the spiking network simulations corresponded in the rate model to an increase in the effective strength of excitation in vACC (f D >1). This manipulation in the rate model displaced the stability curve to more negative currents progressively ( Fig. 6B and Supplementary Fig. 2) . As a result, MDD networks at the baseline operating regime (blue dotted line) were outside the bistable range for vACC, where the low-rate state destabilized and only the high-rate state was progressively more stable (Fig. 6C) . This generated permanent persistent activity in the vACC module of MDD networks. In addition, the limit of the bistable range for jumping from the upper to the lower branch moved progressively farther, so that with the progression of the disease the network needed more and more negative current (inhibition) to switch from the high-rate to the low-rate state. This explains conceptually our observation in the spiking network simulations that, with increasing synaptic imbalance, the vACC network became hyperactive and it was progressively more difficult to inhibit. The impact of SSRIs on MDD networks can be also explained conceptually in the rate model. The SSRI-induced hyperpolarization of vACC excitatory neurons in the spiking network simulations corresponded in the rate network model (eq. 4) to a negative term added to the external current ðΔI e v Þ in the vACC.
This manipulation in the rate model (Fig. 6D,E) displaced the baseline operating regime to a more negative value (violet dotted lines). Depending on the severity of MDD (f D ) and the effect of the SSRI ðΔI e v Þ; we found 3 conditions that explain the dynamics observed in the spiking network simulations (nonresponse, emotional inhibition, and optimal response, respectively, Fig. 4 ). For insufficient SSRI hyperpolarization, the network operated on the right side of the bistable range, so the low-rate state was unstable and the vACC maintained a high-rate state irrespective of task conditions ("Low dose" case, Fig. 6D ). For excessive SSRI hyperpolarization ΔI e v ; the vACC network operated at the left of the bistable range, where only the low-rate state was stable so that no high-rate attractor could be stabilized ("High dose," Fig. 6D ). Finally, ΔI e v could be tuned so the vACC network operated within the bistable range and both low-and high-rate states were stable, approaching the healthy condition behavior ("optimal response," Fig. 6E ).
As with the spiking model (Fig. 4D) , tuning ΔI e v to be in the bistable range (optimal response condition, Fig. 6E ) was more difficult for networks with larger f D . This is due to the fact that the bistable range becomes narrower as f D increases (Fig. 6B ). This is not generally the case in our rate-model network, but a number of conditions are required to obtain this effect (see Supplementary Material). As it turns out, under these conditions, oscillatory dynamics in and around the bistable range are important markers of network dynamics, and we will argue in the following that this may underlie their correlation with MDD and treatment outcome. The effects of DBS on treatment-resistant networks could also be qualitatively explained in the rate model. The mechanism of action of DBS through the serotonin system acting on vACC excitatory neurons corresponds in the rate model (eq. 4) to a further negative increment in the external current ðÀΔI e v Þ; which was presented above. On the other hand, electrical stimulation of vACC inhibitory neurons in the spiking network simulations corresponds in the rate model (eq. 4) to an increment in the external current ðΔI i v Þ in the vACC. This manipulation in the rate model (Fig. 6F ) displaced the baseline operating regime toward more positive values where the bistable range is recovered (cyan dotted line in Fig. 6F ). This result is in line with our observations in the spiking network simulations (Fig. 5) . Similar to serotonin treatment ðΔI e v ; Fig. 6E ), tuning I i v to be in the bistable range was more difficult for networks with larger f D due to the narrower bistable range.
Oscillations as Markers of Bistable Network Dynamics
The gradual reduction in the bistable range with the progression of MDD (f D ; Fig. 6B ) is a robust network phenomenon when slow oscillatory activity is present, as long as excitatory firing rates remain at moderate levels. This is due to the oscillatory instability, which becomes more prominent as the effective gain in recurrent excitation increases, see equation (6) in Materials and Methods. The effective gain increases with f D , but only if the gain in the neuronal response φ e 0 does not decrease, which essentially means avoiding a saturation in firing rates. One way to achieve this is to have the inhibitory neurons convert their inputs to firing rate outputs through an expansive nonlinearity (see Materials and Methods). When this is the case, the jump in excitatory firing rates from the low activity to the high activity state drives an amplified inhibitory response, keeping excitatory firing rates at moderate levels. In these conditions, the network states of the upper branch closer to the knee of the bistable range become unstable quickly as f D increases (see Supplementary Fig. 2 ), and the remaining stable network states in the bistable range converge with damped oscillatory dynamics (Fig. 7A,B) in the theta frequency range. These oscillations have larger amplitude for networks operating near the bistable range limit of the upper branch (Fig. 7A,B) . Thus, network oscillations in the 2-to 8-Hz frequency range characterize active states that sit close to the edge of the bistable range, and are thus easier to be switched off by external events. This analysis suggests that theta rhythms in frontal areas could be markers of bistable dynamics being activated in the course of cognitive function.
Our firing rate network model did not show oscillatory activity in the beta range of frequencies. This was in contrast with our spiking network simulations (Fig. 2D) and led us to think that the underlying cause of such rhythms could be spike synchronization of periodic neural oscillators, which could be only visible in spiking simulations. We tested this hypothesis by injecting external currents to excitatory neurons of the vACC module in our spiking network in order to change the firing rate of these neurons. We found that this manipulation changed also the frequency of fast oscillations in the network in proportion to firing rate changes (Fig. 7C,D) , suggesting indeed that these oscillations emerge from spike synchronization mechanisms. While our spiking network generated fast network oscillations through this oscillator coupling mechanism, other plausible synchronization mechanisms to generate fast oscillations in activated networks have been proposed (Kopell et al. 2000; Tamás et al. 2000; Brunel and Wang 2003) .
Crucial to our analysis of network oscillations and bistable dynamics is that, whatever the mechanistic origin of fast oscillations is, these fast rhythms can coexist with slower theta rhythms in and near the bistable range. In this case, they will be modulated inversely in relation to manipulations that modulate network excitability, and they will conjointly mark the proximity of network dynamics to this bistable range of operation. We summarize this view schematically in Figure 8 : Severity of MDD should correlate negatively with the amplitude of theta rhythms and positively with the amplitude of beta/gamma oscillations, because networks more affected by a glutamate dysfunction would operate further away from the bistable range edge (Fig. 8A) . Also, the treatment (representing a displacement along the axis ΔI e v ) should induce complementary modulation of these rhythms with larger theta and weaker and slower beta/ gamma marking a proximity to the desired operating regime in the bistable range, and thus better prospects for treatment outcome (Fig. 8B ).
Discussion
We provide here a biophysical computational model for cingulofrontal cortex dysfunction in MDD. The model articulates mechanistically a role for cingulo-frontal brain areas in alternating between cognitive and emotional processing according to task demands in healthy subjects. The model can explain how the potentiation of excitatory transmission in the vACC (as a result of slower glutamate reuptake in MDD) compromises the ability of the cingulo-frontal network to switch from emotional to cognitive processing, remaining in a permanent negative emotional state that characterizes MDD symptoms. Treatments of MDD can also be simulated, converging on a mechanism of vACC deactivation that recovers network function close to the normal, healthy condition. These different network dynamics are characterized by specific rhythms in the theta and beta/gamma bands, which can be used to identify the regime of bistable operation of the network. The model integrates a wide range of disparate clinical, biochemical, electrophysiological, neuroimaging, and postmortem studies in MDD. The model explains how slower glutamate reuptake in vACC (Ongür, Drevets, et al. 1998; Cotter et al. 2001; Choudary et al. 2005 ) disrupts the synaptic balance (Walter et al. 2009; Horn et al. 2010) , causes hyperactivity in the vACC (Mayberg et al. 1999 (Mayberg et al. , 2005 Seminowicz et al. 2004) , and generates a persistent negative mood through the inability to disengage from emotional processing during cognitive tasks (Watts and Sharrock 1985; Paelecke-Habermann et al. 2005; Rose and Ebmeier 2006; Gohier et al. 2009; Disner et al. 2011) . Progressive slowdown of glutamate reuptake in the vACC can be related to the progression of MDD (Portella et al. 2011) and weaker response to SSRI treatment as the disease progresses (Keller et al. 1992; Kendler 2000; Kendler et al. 2001) . In parallel to the emotional subsystem alteration, the model proposes that the reciprocal suppression between emotional and cognitive hubs, vACC and dlPFC, is the substrate for the cognitive impairment and dorsal frontal hypoactivity characteristic of MDD (Bench et al. 1992; Mayberg 1997; Kennedy 2001; Videbech et al. 2002; Oda et al. 2003; Mayberg et al. 2005) . The treatments simulated in the model were effective when they turned off the aberrantly active vACC in agreement with previous neuroimaging reports (Mayberg et al. , 2005 Drevets et al. 2002; Goldapple et al. 2004) . Importantly, the model provides a theoretical framework to interpret the observed relationship between theta and beta/gamma frontal rhythms and cognitive processing (Ray and Cole 1985; Asada et al. 1999; Tsujimoto et al. 2006; Siegel et al. 2012; Hsieh and Ranganath 2014) , and how these rhythms are associated with MDD treatment outcome (Pizzagalli et al. 2001; Mulert et al. 2007; Iosifescu et al. 2009; Korb et al. 2009; Pizzagalli 2011; Broadway et al. 2012) and severity of disease (Pizzagalli et al. 2002) .
Recent papers have shown single units and LFP recordings in vACC in treatment-resistant patients during electrode implantation (Lipsman, Kaping, et al. 2014; Lipsman, Nakao, et al. 2014; Neumann et al. 2014) . The spontaneous firing rate of subgenual neurons is not modulated by external inputs (Lipsman, Nakao, et al. 2014) , in contrast with dorsal ACC neurons in nondepressed patients, which show brisk responses to a variety of stimulation conditions (Davis et al. 2000 (Davis et al. , 2005 . In monkey studies, vACC neurons have also been shown to be highly modulated by external inputs (Koyama et al. 2001; Monosov and Hikosaka 2012) . This suggests that nonresponsive vACC neurons are characteristic of MDD, consistent with the lack of stimulus responses in vACC in our severe MDD models (Figs 3C and 4A) . Human studies also show the implication of vACC beta oscillations in depression: 15-20 Hz beta LFP activity is recruited during negative valence information processing in the vACC of bipolar patients (Lipsman, Kaping, et al. 2014 alpha power in MDD patients, which correlates with the severity of depressive symptoms, and spectral peaks in the beta band in individual patients. All this electrophysiological evidence recorded from patients is still limited and evolving. As more data from these studies become available, models will benefit of more stringent experimental constrains and their predictions will be more directly testable. The study of the dynamics of MDD treatments has clinical relevance. Here, we simulate the SSRI effects after the therapeutic delay, which is around 2 weeks of treatment (Anderson et al. 2000; Mitchell 2006 ). On the other hand, the acute effect of DBS that we simulated occurs a few seconds after turning on the stimulating electrode (Mayberg et al. 2005; Holtzheimer et al. 2012; Choi et al. 2015) . Both treatments also have chronic effects that may be qualitatively different (Deshauer et al. 2008; Holtzheimer et al. 2012) . Extensions of our network models could therefore shed light on these issues if plasticity mechanisms are considered, but this is currently out of the scope of this manuscript. Also, other treatments have been described as effective for depression: ECT (Nobler et al. 2001) , rTMS (Mottaghy et al. 2002; Fox et al. 2012) , ketamine (Berman et al. 2000) , and cognitive behavioral therapy (CBT; Gloaguen et al. 1998 ). We did not attempt to simulate these treatments here, although the model can also accommodate them. For instance, rTMS, unlike SSRI, would act in the dlPFC and through effective inhibitory interactions turn off vACC hyperactivity (Fox et al. 2012) ; CBT could also act in the dlPFC, by increasing its local recurrent connectivity and thus enhancing its ability to modulate vACC hyperactivity (Siegle et al. 2006) .
We provide a network model composed of 2 areas, vACC and dlPFC, which are necessary (according to the data) and sufficient (from our model results) to explain several features of the pathophysiology and behavior in MDD and its treatment. However, these areas are part of a much more complex network, including the thalamus, amygdala, hippocampus, nucleus accumbens, medial prefrontal cortex, orbito-frontal cortex, and dorsal ACC, among others (Mayberg 1997 (Mayberg , 2009 Seminowicz et al. 2004; Ghashghaei et al. 2007; Lehman et al. 2011; Zikopoulos and Barbas 2012) . We chose to simulate 2 areas that represented the hubs of emotional and cognitive brain networks, and we labeled them according to available evidence implicating vACC and dlPFC in these roles, also supported by evidence of direct connections between these regions (Barbas et al. 1999; Medalla and Barbas 2010) . Nevertheless, our conclusions are not dependent on the specific identity of these hubs and they would also apply to distributed networks that effectively resulted in 2 mutually inhibiting, compact subnetworks combining several brain areas. Also, our model does not even require direct disynaptic inhibition between the 2 hub networks of emotional and cognitive processing. Instead, effective inhibitory interactions through additional sets of interposed areas would yield similar results.
Anatomically, the vACC includes the BA25 and the ventral portions of BA32 and BA24, and has been described as both a visceral-motor (Freedman et al. 2000; Öngür and Price 2000) and emotional-centric region (Bush et al. 2000) , and the dlPFC includes the BA46 and BA9 and has been described as a cognitive region (MacDonald et al. 2000; Cole and Schneider 2007) . There is experimental evidence for anatomical connections between these 2 regions. While only weak evidence of direct projections between BA25 and BA9 has been reported (Vogt and Pandya 1987; Barbas et al. 1999) , BA25 is instead densely connected with BA32 (Barbas and Pandya 1989) , which in turn is well connected with BA9 and targets preferentially BA9 inhibitory neurons (Barbas and Pandya 1989; Barbas et al. 1999; Medalla and Barbas 2010) . These connections provide an effective inhibitory interaction between vACC and dlPFC. Consistent with this, DBS is known to be effective on treatment-resistant MDD patients when it targets pathways linking the vACC to the dorsal cingulate cortex via the cingulum bundle and to the ventromedial frontal cortex via the uncinate fasciculus (Riva-Posse et al. 2014 ) and when it is associated with increases in theta-range oscillations in frontal cortex (Broadway et al. 2012) . According to our model, vACC deactivation by DBS would cause prefrontal disinhibition through multisynaptic interactions, thus allowing dlPFC normal cognitive activations associated with theta rhythms (Fig. 2D) .
The model is not attempting to simulate all the complexity of MDD. MDD is a complex psychiatric illness, with several biopsychosocial factors, sensitive to various treatments, and dependent on multiple molecular processes (such as glucocorticoids, for mild and severe MDD models (firing rate network, f D = 1.05 and 1.25, respectively). In the upper branch, the black oscillation represents schematically the amplitude of theta oscillations generated by the oscillatory instability, and the gray oscillation represents schematically the amplitude of beta-gamma generated by synchronization. As the severity of the MDD model increases, the network's state (black dotted line) lies further away from the bistable range edge and the amplitude of the theta oscillation is reduced and beta-gamma is increased. (B) Following a treatment (by reducing network excitability to gray dotted line), the system moves leftward approaching the stability limit of the upper branch. As the system approaches the bistable range, the amplitude of theta oscillations (black) increases and the frequency and amplitude of beta/ gamma oscillations (gray) decrease. A network with more amplitude of theta oscillations is closer to the limits of the bistable range and is more likely to be brought into the optimized operating regime by small network hyperpolarization (i.e., SSRI or DBS treatment).
inflammatory cytokines, brain-derived growth factors, neurotransmitters, and neuropeptides), genetic factors, plasticity processes, etc. (Maletic et al. 2007; Krishnan and Nestler 2008 ). Our network model could not possibly integrate all these elements at this point so we opted to simplify the model and include those biological, anatomical, and electrophysiological details that appeared to have a more direct impact in testing our initial hypothesis. This choice of mechanisms could need revision depending on what questions we want our model to address. For instance, if we were interested in exploring chronic versus acute treatment effects, plasticity mechanisms should be incorporated.
An additional limitation of our study is the stereotyped response patterns in the 2 areas. vACC and dlPFC have a rich repertoire of neuronal responses depending on the behavioral task. Thus, dlPFC activates during emotional tasks with a cognitive component (Sanfey et al. 2003) and vACC activates in cognitive tasks with emotional component (Rogers et al. 2004) . Neurons in both areas can be coactivated by emotion and cognition, depending on the task (Kennerley et al. 2011; Monosov and Hikosaka 2012) . In our model, we chose to simulate purely emotional and cognitive tasks (SP and WM), in order to emphasize the competitive aspect of emotional and cognitive processes and thus simplify our modeling to 2 areas with clearly delimited responses to either cognitive or emotional task components. Extensions of the model to address more integrated task designs should take into account the diverse set of stimulus and task selectivities observed in vACC.
One important result from our study is the detailed analysis of underlying mechanisms for the emergence of oscillatory dynamics within the bistable range of a recurrent circuit (Fig. 7 and Supplementary Material) . While the precise conditions for the coexistence of bistability and oscillations in such networks have been identified in previous studies, for example Borisyuk and Kirillov 1992 , ours is the first to discuss how the nature of the resulting oscillatory dynamics impacts the functionality of the circuit as a bistable switch. Specifically, our analysis has implications for the interpretation of theta-and beta-band rhythms in cognitive function and MDD. For one, the association between frontal midline theta and cognitive function (Hsieh and Ranganath 2014) would be interpreted within our model as marking the activation of bistable memory circuits during such tasks. Also, our model predicts a complementary modulation of theta and beta/gamma bands as a system moves in and out of bistable function, as it is often observed during cognitive processes (Lara and Wallis 2014) . Viewing MDD as a systemic imbalance that perturbs bistable dynamics in the vACC, theta-band activity would be a marker of proximity to the desired bistable operating regime (Fig. 8B ) and this would support its utility as a biomarker of treatment outcome in MDD (Pizzagalli 2011) . One final prediction emanating from our model's dynamics is the complementary relationship between theta and beta/gamma activity in MDD patients before and after treatment (both SSRI and DBS treatments). Assuming that MDD treatments represent excitability changes, that is, displacements along the axis of the bistable range in Figure 8 , the process of calibrating treatments would scan the region of network dynamics where these 2 rhythms have complementary patterns (Fig. 8B) and thus lead to a negative correlation that could be observed electrophysiologically. We note that our model is dependent on multiple parameters and its dynamics are not constrained to very specific neuronal rhythms, but generalize to neighboring bands. Thus, all our predictions regarding fast oscillations in the beta/gamma band would apply to the alpha band (Neumann et al. 2014) in networks with lower firing rates (Fig. 7C,D) .
Few psychiatric diseases have been studied with computational models (Hoffman and Dobscha 1989; Cohen and ServanSchreiber 1992; Cohen et al. 1996; Hoffman 1997; Ownby 1998; Braver et al. 1999; Salum et al. 2000; Hoffman and McGlashan 2001; Loh et al. 2007; Cano-Colino and Compte 2012) . In depression, a very interesting study was published in 1990 by Sashin and Callahan (1990) , where they studied mood disorders by combining concepts of psychoanalysis and system dynamics. The authors proposed in their model that a hysteretic loop underlies abnormal affective response, which bears some similarity to the biologically grounded mechanism that we propose in our network model (Fig. 6 ). Another recent model studied the role of hippocampal neurogenesis in depression (Becker et al. 2009 ). However, our model is the first to integrate a broad range of evidence of cingulo-frontal network dynamics alterations in MDD and its treatments in a unified theory. These results underscore the potential of quantitative modeling approaches to psychiatric diseases as a means of articulating coherent mechanistic frameworks that integrate disperse results and generate new modelderived hypotheses to test experimentally (Wang and Krystal 2014; Siekmeier 2015) .
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