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1. Introduction
Ando et al. [1] have found a successful definition of n-variable geometric mean of positive definite
matrices and someof its properties extending that of thegeometricmeanA#B=A1/2(A−1/2BA−1/2)1/2
A1/2; permutation invariancy, self-duality, continuity,monotonicity, jointhomogeneity, joint concavity
and so on. See also Ref. [10] for more general context of complete metric spaces. Bini et al. [3] found a
muchmore computationally efficient variant symmetrization procedure for amultivariable extension
of the standard two-variable geometric mean.
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The t-weighted geometric mean of A and B is defined by
A#tB = A1/2(A−1/2BA−1/2)tA1/2, t ∈ [0, 1],
and the curve t → A#tB is regarded as the unique geodesic line passing A to B on the Riemannian
manifold of positive definite matrices equipped with ds = ||A−1/2dAA−1/2||2 =
(
tr(A−1dA)2
)1/2
(cf.
[2]). It is quite natural to consider a weighted geometric mean of n-positive definite matrices, where
the weights vary over all n-dimensional positive probability vectors. Several authors obtained related
results for a single weight or for special n  5 with complicated form even for commuting variables
or without permutation invariancy, see [5–7,11]. Recently, Lawson et al. [12] have proposed a defi-
nition for a weighted geometric mean of n positive definite matrices by taking a weighted version
of Bini–Meini–Poloni symmetrization procedure for a multivariable geometric mean, which satisfies
multidimensional versions of all properties that one would expect for a two-variable weighted geo-
metric mean. However, there is no successful result for a weighted version of the ALM geometric
mean.
The main purpose of this paper is to propose weighted geometric means based on a weighted
version of the generalized symmetrization procedure of [3] depending on the parameter t ∈ [0, 1]n.
Each of these weighted geometric means interpolates between the weighted ALM (t = 0n) and BMP
(t = 1n) geometric means. For a three dimensional positive probability vector ω = (w1,w2,w3),
positive definite matrices Ai, i = 1, 2, 3, and (t1, t2, t3) ∈ [0, 1]3, our symmetrization method is
given by
A
(0)
i = Ai,
A
(r)
1 =
(
A
(r−1)
2 # w3
1−w1
A
(r−1)
3
)
#t3w1A
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1 ,
A
(r)
2 =
(
A
(r−1)
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1−w2
A
(r−1)
3
)
#t3w2A
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2 ,
A
(r)
3 =
(
A
(r−1)
1 # w2
1−w3
A
(r−1)
2
)
#t3w3A
(r−1)
3 .
We show that the sequences {A(r)i }∞r=0, i = 1, 2, 3, converge to a common limit, yielding a weighted
geometric meanG3(t1, t2, t3;ω; A1, A2, A3). Inductively we obtain higher-order weighted geometric
means Gn(t1, . . . , tn;ω; A1, . . . , An) via the generalized symmetrization procedure and induction,
where (t1, . . . , tn) ∈ [0, 1]n (the first two variables t1, t2 do not effect) and n-dimensional positive
probability vector ω. From the fact that A#tB = B#1−tA, one can see that this is indeed an extension
of the ALM (resp. BMP) geometric mean by takingω = (1/n, . . . , 1/n) and ti = 0 (resp. ti = 1) for all
i. In Section 5, we present multidimensional versions of all properties ofGn extending ALM geometric
mean properties.
2. ALM and BMP geometric means
In this section,weshalldescribebriefly tworecentapproaches forextending two-variablegeometric
mean of positive definite matrices to higher order have been given by Ando et al. [1] and Bini et al.
[3] via “symmetrization methods” and induction. Let Ω = Ωk be the convex cone of k × k positive
definite Hermitian matrices equipped with the Thompson (or part) metric
d(A, B) = || log A−1/2BA−1/2||,
where || · || denotes the spectral norm. Thompson [14] has shown that (Ω, d) is a complete metric
space. Furthermore, it turns out [4,8,9] that
d(A1#tA2, B1#tB2)  (1 − t)d(A1, B1) + td(A2, B2) for t ∈ [0, 1]. (2.1)
H. Lee et al. / Linear Algebra and its Applications 435 (2011) 307–322 309
We denote by G2(A, B) the usual geometric mean A#B. Let A1, A2, A3 be positive definite matrices
and let (t1, t2, t3) ∈ [0, 1]3. Starting with (A(0)1 , A(0)2 , A(0)3 ) = (A1, A2, A3) define
(A
(1)
1 , A
(1)
2 , A
(1)
3 ) = (A1#t3(A2#A3), A2#t3(A1#A3), A3#t3(A1#A2)),
...
(A
(r+1)
1 , A
(r+1)
2 , A
(r+1)
3 ) = (A(r)1 #t3(A(r)2 #A(r)3 ), A(r)2 #t3(A(r)1 #A(r)3 ), A(r)3 #t3(A(r)1 #A(r)2 )).
It is shown [3] that the sequences {A(r)i }∞r=0, i = 1, 2, 3, converge to a common limit (depends only
on t3), yielding geometricmeans of 3-positive definitematricesG3(t1, t2, t3; A1, A2, A3). The ALM and
BMP symmetrization procedures are the case t3 = 1 and t3 = 2/3, respectively,
Alm3(A1, A2, A3) = G3(t1, t2, 1; A1, A2, A3)
Bmp3(A1, A2, A3) = G3(t1, t2, 2/3; A1, A2, A3).
Inductively, given g(A1, . . . , An) := Gn(t1, . . . , tn; A1, . . . , An) and t ∈ (0, 1], the symmetrization
procedure of n + 1-positive definite matrices is defined by
βt(A) = (A1#tg(Ak =1), A2#tg(Ak =2), . . . , An+1#tg(Ak =n+1)) (2.2)
whereA = (A1, . . . , An+1) andAk =i = (A1, . . . , Ai−1, Ai+1, . . . , An+1). Then its iteration βrt (A) =
(A
(r)
1 , . . . , A
(r)
n+1) approaches to a common limit; limr→∞ A
(r)
i = X∗ for all i, yielding n+ 1-geometric
mean Gn+1(t1, . . . , tn, t;A); in particular
Almn+1(A1, A2, . . . , An+1) = Gn+1
⎛
⎜⎝t1, t2, 1, . . . , 1︸ ︷︷ ︸
n−1
; A1, A2, . . . , An+1
⎞
⎟⎠
Bmpn+1 (A1, A2, . . . , An+1) = Gn+1
(
t1, t2,
2
3
, . . . ,
n − 1
n
,
n
n + 1 ; A1, A2, . . . , An+1
)
,
respectively. It turns out that the Bmpn mean is much more computationally efficient than Almn
mean or other Gn(t1, . . . , tn;A) [3]. The map g(A) = Gn(t1, . . . , tn;A) satisfies the following
properties: for A = (A1, . . . , An),B = (B1, . . . , Bn) ∈ Ωn, σ ∈ Sn a permutation on n-letters,
a = (a1, . . . , an) ∈ Rn++,
(P1) g(A) = (A1 · · · An)1/n if Ai’s commute;
(P2) (Joint homogeneity) g(a1A1, . . . , anAn) = (a1 · · · an)1/ng(A);
(P3) (Permutation invariance) g(Aσ ) = g(A),whereAσ = (Aσ(1), . . . , Aσ(n));
(P4) (Monotonicity) If Bi  Ai for all 1  i  n, then g(B)  g(A);
(P5) (Continuity) g is continuous;
(P6) (Congruence invariance) g(M∗AM) = M∗g(A)M for invertible matrixM;
(P7) (Joint concavity) g(λA+ (1 − λ)B)  λg(A) + (1 − λ)g(B) for 0  λ  1;
(P8) (Self-duality) g(A−1)−1 = g(A);
(P9) (Determinantal identity) Detg(A) = ∏ni=1(DetAi)1/n; and
(P10) (AGH mean inequalities) n(
∑n
i=1 A−1i )−1  g(A)  1n
∑n
i=1 Ai.
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3. Symmetric polynomials and regular stochastic matrices
Let n = {(w1, . . . ,wn) ∈ (0, 1)n : ∑ni=1wi = 1} be the set of n(n  2)-dimensional positive
probability vectors. For ω = (w1, . . . ,wn) ∈ n, we denote
ω =j = (w1, . . . ,wj−1,wj+1, . . . ,wn),
ω =i,j = (w1, . . . ,wi−1,wi+1, . . . ,wj−1,wj+1, . . . ,wn) (i  j),
ωˆ =j = 1
1 − wj ω =j ∈ n−1, (n  3).
For t  1, we let n,t = {ω = (w1, . . . ,wn) ∈ n : wi < 1t , i = 1, 2, . . . , n}. We note that
2,1 = 2.
Definition 3.1. Let n  2 be a natural number. The n-variable elementary symmetric polynomial σk
of order k is defined
σ0(x1, . . . , xn) = 1
σk(x1, . . . , xn) =
∑
1j1<j2<···<jkn
k∏
i=1
xji (k = 1, . . . , n − 1).
By a direct calculation, we have for k = 0, 1, . . . , n − 1,
n∑
i=1
xiσk
(
x =i
) = (k + 1)σk+1(x1, . . . , xn), x = (x1, . . . , xn). (3.3)
Definition 3.2. For n  2, define qn : n → n,n−1 by qn(ω) = (qn(ω)1, . . . , qn(ω)n) ,
where
qn(ω)i := wiσn−2(ω =i)
(n − 1)σn−1(ω) .
Indeed, qn(n) ⊂ n,n−1 from wiσn−2(ω =i) < σn−1(ω) and (3.3). For examples,
q2(ω) = 1
w1 + w2 (w1,w2) = (w1,w2),
q3(ω) = 1
2(w1w2 + w2w3 + w1w3)
(
w1w2 + w1w3, w1w2 + w2w3, w1w3 + w2w3).
Proposition 3.3. Define ιn : n,n−1 → n by
ιn(ω)i =
⎛
⎝1 +∑
k =i
1 − (n − 1)wi
1 − (n − 1)wk
⎞
⎠−1 , i = 1, . . . , n.
Then qn ◦ ιn = idn,n−1 . In particular, ιn is injective and qn(n) = n,n−1.
H. Lee et al. / Linear Algebra and its Applications 435 (2011) 307–322 311
Proof. Let ω = (w1, . . . ,wn) ∈ n,n−1. Let α = (α1, . . . , αn) = ιn(ω). Then αi can be rewritten as
αi = c1−(n−1)wi , where c =
(∑n
k=1 11−(n−1)wk
)−1
. Setting β = 1
c
α =
(
1
1−(n−1)w1 , . . . ,
1
1−(n−1)wn
)
,
we have
qn(α)i = αiσn−2(α=i)
(n − 1)σn−1(α) =
cβiσn−2((cβ)=i)
(n − 1)σn−1(cβ) =
cn−1βiσn−2(β=i)
cn−1(n − 1)σn−1(β)
= βiσn−2(β=i) ×
∏n
k=1 β
−1
k
(n − 1)σn−1(β) ×∏nk=1 β−1k =
∑
k =i β−1k
(n − 1)∑nk=1 β−1k
=
∑n
k=1 β
−1
k − β−1i
(n − 1)∑nk=1 β−1k =
∑n
k=1(1 − (n − 1)wk) − (1 − (n − 1)wi)
(n − 1)∑nk=1(1 − (n − 1)wk) = wi
where the third and fifth equalities follow from σk(cω) = ckσk(ω) and
σn−1(ω) ·
n∏
k=1
w
−1
k =
n∑
k=1
wk,
respectively. Therefore qn(ιn(ω)) = ω for any ω ∈ n,n−1. 
A probability vector consists of non-negative elements whose sum equals to 1. A square matrix is
called a stochastic matrix if its columns are probability vectors. A stochastic matrix A is called regular
if there is a positive integer m such that all elements of Am are positive. The following theorem is an
application of Perron–Frobenius theorem.
Theorem 3.4. Let A be a regular stochastic matrix. Then 1 is an eigenvalue of A, and there is a unique
positive probability vector z such that Az = z. Furthermore, the sequence {Ak}k converges to the matrix S
whose columns are all equal to z.
We denote 0n = (0, 0, . . . , 0) ∈ Rn, 1n = (1, 1, . . . , 1) ∈ Rn. Let Γ2 : [0, 1]2 × 2 → 2
defined by Γ2(t1, t2;ω) = ω. In the following we construct a family of self-maps onn varying over[0, 1]n. Each of these self-maps interpolates between qn and idn and leaves invariant the probability
vector 1
n
1n.
Theorem 3.5. For each n  2, there exists a map Γn : [0, 1]n × n → n satisfying
(i) Γn is continuous;
(ii) Γn(0n;ω) = qn(ω) for all ω ∈ n;
(iii) Γn(1n;ω) = ω for all ω ∈ n;
(iv) Γn(t; 1n1n) = 1n1n for all t ∈ [0, 1]n.
Proof. Clearly Γ2 satisfies (i)–(iv). Let Γn−1 be a map satisfying (i)–(iv). Let ω = (w1, . . . ,wn) ∈
n, t = (t1, . . . , tn) ∈ [0, 1]n. Define an n × nmatrix U = [uij] depending on t, ω and Γn−1 by
uij =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Γn−1(t =n; ωˆ =j)i−1(1 − tnwj), i > j;
tnwj, i = j;
Γn−1(t =n; ωˆ =j)i(1 − tnwj), i < j.
(3.4)
ThenU is a regular stochasticmatrix, because all columns ofU are probability vectors and all elements
of U2 are positive (all entries of its off-diagonal are positive). By Theorem 3.4, there exists a unique
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positive probability vector z such that Uz = z. We define Γn(t;ω) := z. We will show that Γn
satisfies (i)–(iv).
(i) Let (t;ω) = (t1, . . . , tn;w1, . . . ,wn) ∈ [0, 1]n ×n and letU be the stochasticmatrix defined
as (3.4). Let {(t(m);ω(m)) = (t(m)1 , . . . , t(m)n ;w(m)1 , . . . ,w(m)n )}∞m=1 be a sequence in [0, 1]n × n
converging to (t;ω). Let U(m) = (u(m)ij ) be the regular stochastic matrix obtained from (t(m), ω(m)).
It follows from continuity of Γn−1(·; ·) that Γn−1(t(m)1 , . . . , t(m)n−1; ωˆ(m)=j ) → Γn−1(t1, . . . , tn−1; ωˆ =j)
asm → ∞, and hence U(m) converges to U asm → ∞.
Now, we consider the sequence of positive probability vectors {xm}∞m=1, where xm := Γn(t(m);
ω(m)) is the eigenvector of U(m) corresponding to 1. To show the continuity of Γn(·; ·), it suffices to
show that xm converges to x := Γn(t;ω) which is the eigenvector of U corresponding to 1. We note
that {xm} ⊂ n ⊂ n, the compact set of all non-negative probability vectors. Let {xmk}∞k=1 be a
convergent subsequence of {xm}. Set y = limk→∞ xmk ∈ n. Then Uy = limk→∞ U(mk)xmk =
limk→∞ xmk = y. Since U is a regular stochastic matrix, we have x = y by uniqueness. This shows
that the sequence xm has only one limit point x, and therefore limm→∞ xm = x.
(ii) (t = 0n). Letω = (w1, . . . ,wn) ∈ n.Weproceed by induction. Assume thatΓn−1(0n−1; ·) =
qn−1(·).We note that
qn−1(ωˆ =j)i = wiσn−3(ω =i,j)
(n − 2)σn−2(ω =j) for i < j and,
qn−1(ωˆ =j)i−1 = wiσn−3(ω =i,j)
(n − 2)σn−2(ω =j) for i > j.
By (3.4) and the inductivehypotheses,uij =
⎧⎨
⎩ 0, i = j;wiσn−3(ω=i,j)
(n−2)σn−2(ω=j) , i = j.
Now,weconsider the ithelement
of U · qn(ω)T as follows:
n∑
j=1
uij qn(ω)j =
∑
j =i
wiσn−3(ω =i,j)
(n − 2)σn−2(ω =j) ·
wjσn−2(ω =j)
(n − 1)σn−1(ω)
=∑
j =i
wiwjσn−3(w=i,j)
(n − 2)(n − 1)σn−1(ω) =
wiσn−2(ω =i)
(n − 1)σn−1(ω) = qn(ω)i
where the third equality follows from (3.3). This shows that Γn(0n;ω) = q(ω).
(iii) (t = 1n). Let ω = (w1, . . . ,wn) ∈ n. We proceed by induction. Assume that Γn−1(1n−1; ·)
is the identity map on n−1. Then
uij =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Γn−1(1n−1; ωˆ =j)i (1 − wj) = wi1−wj (1 − wj) = wi, i < j
wj = wi, i = j
Γn−1(1n−1; ωˆ =j)i−1 (1 − wj) = w(i+1)−11−wj (1 − wj) = wi, i > j
and hence Uω = ω. By definition, Γn(1n;ω) = ω.
(iv)ω = 1
n
1n. Let t = (t1, . . . , tn) ∈ [0, 1]n.We proceed by induction. Assume that Γn−1(t1, . . . ,
tn−1; 1n−11n−1) = 1n−11n−1. By (3.4)
uij =
⎧⎨
⎩
tn
n
(i = j)
1
n−1
(
1 − tn
n
)
(i = j) .
Then 1
n
1n is the unique 1-eigenvector of U in n and hence Γn(t; 1n1n) = 1n1n. 
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Remark 3.6. We actually constructed in the proof of the previous theorem a family of n × n(n  3)
regular stochastic matrices Ut,ω varying over (t, ω) ∈ [0, 1]n × n. For n = 3, we have an explicit
form of Ut,ω. Let ω = (w1,w2,w3) ∈ 3 and t = (t1, t2, t) ∈ [0, 1]3. Then
Ut,ω =
⎛
⎜⎜⎜⎝
tw1
w1
1−w2 (1 − tw2) w11−w3 (1 − tw3)
w2
1−w1 (1 − tw1) tw2 w21−w3 (1 − tw3)
w3
1−w1 (1 − tw1) w31−w2 (1 − tw2) tw3
⎞
⎟⎟⎟⎠ .
In particular, U0,ω =
⎛
⎜⎜⎜⎝
0
w1
1−w2
w1
1−w3
w2
1−w1 0
w2
1−w3
w3
1−w1
w3
1−w2 0
⎞
⎟⎟⎟⎠ and U1,ω =
⎛
⎜⎜⎜⎝
w1 w1 w1
w2 w2 w2
w3 w3 w3
⎞
⎟⎟⎟⎠ . However, it is non-trivial to
find an explicit form of Ut,ω for n > 3, except the extremal cases t = 0n and t = 1n, or ω = 1n1n;
U0n,ω = (uij) where uij =
⎧⎨
⎩ 0, i = j;wiσn−3(ω=i,j)
(n−2)σn−2(ω=j) , i = j,
U1n,ω =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
w1 w1 · · · w1
w2 w2 · · · w2
...
... · · · ...
wn wn · · · wn
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
Ut, 1
n
1n
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
tn
n
n−tn
n(n−1) · · · n−tnn(n−1)
n−tn
n(n−1)
tn
n
· · · n−tn
n(n−1)
...
... · · · ...
n−tn
n(n−1)
n−tn
n(n−1) · · · tnn
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Now we fix t = (t1, . . . , tn) ∈ [0, 1]n, ω = (w1, . . . ,wn) ∈ n. Define
x(j) = (x(j)1 , . . . , x(j)n−1) := Γn−1(t =n, ωˆ =j) ∈ n−1,
y(j) = (y(j)1 , . . . , y(j)n ) := (x(j)1 , . . . , x(j)j−1, 0, x(j)j , . . . , x(j)n−1),
z(j) = (z(j)1 , . . . , z(j)n ) := (1 − tnwj)y(j) + tnwjej,
(3.5)
where ej = (0j−1, 1, 0n−j) ∈ Rn denotes jth standard basis vector. Then y(j)p = x(j)p−1 for every p > j,
and y(j), z(j)(j = 1, . . . , n) are n−dimensional probability vectors containing at least n − 1 positive
elements.
Remark 3.7. We note from (3.4) that the regular stochastic matrix Ut,ω is determined by z
(i); Ut,ω =
(uij) = [z(1) z(2) . . . z(n)] and the sequence {Urt,ω}∞r=1 converges to S whose columns are the fixed
column vector Γn(t;ω). In particular, Ut,ωΓn(t;ω) = Γn(t;ω) and
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Γn(t;ω)i =
i−1∑
j=1
1 − tnwj
1 − tnwi Γn−1(t =n; ωˆ =j)iΓn(t;ω)j
+
n∑
j=i+1
1 − tnwj
1 − tnwi Γn−1(t =n; ωˆ =j)i−1Γn(t;ω)j.
The following lemma will be useful for our purpose.
Lemma 3.8. Let δ be a positive real number and f : N× N → [0,∞) be a map satisfying f (p, p) = 0
and f (p, q)  δ for all p, q ∈ N. Then
(1)
∑
p=j y
(j)
p f (p, i)  (1 − y(j)i )δ,
(2)
∑
p=i
∑
q =j y
(i)
p y
(j)
q f (p, q) 
(
1 −∑p=i,j y(i)p y(j)p ) δ.
Proof. (1) From the fact that y
(j)
j = 0 and
∑n
p=1 y
(j)
p = 1,we have
∑
p=j
y(j)p f (p, i) =
∑
p=i,j
y(j)p f (p, i) 
∑
p=i,j
y(j)p δ = (1 − y(j)i )δ.
(2) From y
(i)
i = y(j)j = 0 and
∑n
p=1
∑n
q=1 y
(i)
p y
(j)
q = 1,
∑
p=i
∑
q =j
y(i)p y
(j)
q f (p, q) =
∑
p=i
∑
q =j,p
y(i)p y
(j)
q f (p, q) 
⎛
⎝∑
p=i
∑
q =j,p
y(i)p y
(j)
q
⎞
⎠ δ
=
⎛
⎝∑
p=i
∑
q =j
y(i)p y
(j)
q −
∑
p=i,j
y(i)p y
(j)
p
⎞
⎠ δ
=
⎛
⎝1 − ∑
p=i,j
y(i)p y
(j)
p
⎞
⎠ δ. 
4. Weighted geometric means
In this section, we shall introduce a new family of weighted geometric means.
Definition 4.1. LetG2 : [0, 1]2 × 2 × Ω2 → Ω be defined by
G2(t1, t2;w1,w2; A1, A2) = A1#w2A2,
thew2 = (1−w1)-weighted geometric mean of A1 and A2. For n  3,we defineGn : [0, 1]n ×n ×
Ωn → Ω by induction as follows. Assume that Gn−1 is defined. Let t = (t1, . . . , tn) ∈ [0, 1]n, ω =
(w1, . . . ,wn) ∈ n, and let A = (A1, . . . , An) ∈ Ωn. Let {A(r)i }∞r=0 be the positive definite operator
sequence defined by
A
(0)
i = Ai, A(r+1)i = Gn−1
(
t =n; ωˆ =i; (A(r)j )j =i
)
#tnwiA
(r)
i . (4.6)
If there exists limr→∞ A(r)i and it does not depend on i, then we define the common limit by
limr→∞ A(r)i = Gn(t;ω;A).
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Remark 4.2. The first two variables t1, t2 do not effect in the definition of Gn(t;ω;A); in fact the
family of weighted geometric means Gn(t;ω;A) depend only on t ∈ [0, 1]n−2. By definition and
A#tB = B#1−tA,we have
Gn(0n; (1/n)1n;A) = Almn(A),
Gn(1n; (1/n)1n;A) = Bmpn(A).
Theorem 4.3. For each n  2, Gn : [0, 1]n × n × Ωn → Ω exists. In particular, for any t ∈[0, 1]n, ω, ω′ ∈ n,A ∈ Ω andA = (A1, . . . , An),B = (B1, . . . , Bn) ∈ Ωn,
Gn(t;ω; A, . . . , A) = A, (4.7)
d (Gn(t;ω;A),Gn(t;ω;B)) 
n∑
i=1
Γn(t;ω)id(Ai, Bi), (4.8)
where Γn(t;ω) is defined in Theorem 3.5.
Proof. We first note that the properties (4.7) and (4.8) implies
d
(
Gn(t;ω;A),Gn(t;ω′;B)
)

n∑
i=1
n∑
j=1
Γn(t;ω)i Γn(t;ω′)jd(Ai, Bj). (4.9)
Indeed,
d
(
Gn(t;ω;A),Gn(t;ω′;B)
)

n∑
i=1
Γn(t;ω)id(Ai,Gn(t;ω′;B))
=
n∑
i=1
n∑
j=1
Γn(t;ω)iΓn(t;ω)jd(Ai, Bj).
It is easy see that G2 satisfies (4.7) and (4.8) from (2.1). Suppose that Gn−1 exists satisfying (4.7)
and (4.8).
Fix t = (t1, . . . , tn) ∈ [0, 1]n and ω = (w1, . . . ,wn) ∈ n. Let y(j) and z(j) (j = 1, . . . , n) be the
probability vectors defined in (3.5), which depend on t, ω and Γn−1.
LetA = (A1, . . . , An) ∈ Ωn. Let {A(r)i }∞r=0 be the sequence defined in (4.6). Setting
X
(r)
i = Gn−1(t =n; ωˆ =i; (A(r)k )k =i),
we have A
(r+1)
i = Gn−1(t =n; ωˆ =i; (A(r)k )k =i)#tnwiA(r)i = X(r)i #tnwiA(r)i .
Step 1. We will show that the sequences {A(r)i }∞r=0, i = 1, . . . , n, converge to a common limit.
By (4.9),
d(X
(r)
i , X
(r)
j ) = d(Gn−1(t =n; ωˆ =i; (A(r)k )k =i),Gn−1(t =n; ωˆ =j; (A(r)k )k =j))

i∑
k=1
j∑
l=1
Γn−1(t =n; ωˆ =i)k Γn−1(t =n; ωˆ =j)ld(A(r)k , A(r)l )
+
i∑
k=1
n−1∑
l=j
Γn−1(t =n; ωˆ =i)k Γn−1(t =n; ωˆ =j)ld(A(r)k , A(r)l+1)
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+
n−1∑
k=i
j∑
l=1
Γn−1(t =n; ωˆ =i)k Γn−1(t =n; ωˆ =j)ld(A(r)k+1, A(r)l )
+
n−1∑
k=i
n−1∑
l=j
Γn−1(t =n; ωˆ =i)k Γn−1(t =n; ωˆ =j)ld(A(r)k+1, A(r)l+1)
= ∑
1p=in
∑
1q =jn
y(i)p y
(j)
q d(A
(r)
p , A
(r)
q )

⎛
⎝1 − ∑
1p=i,jn
y(i)p y
(j)
p
⎞
⎠r(A),
where r(A) := max{d(A(r)i , A(r)j )}1i,jn and the last inequality follows from Lemma 3.8 (2). Simi-
larly we have
d
(
X
(r)
j , A
(r)
i
)

(4.7)
∑
1p<j
x(j)p d(A
(r)
p , A
(r)
i ) +
∑
j<pn
x
(j)
p−1 d(A(r)p , A
(r)
i )
= ∑
p=j
y(j)p d(A
(r)
p , A
(r)
i ) =
∑
p=i,j
y(j)p d(A
(r)
p , A
(r)
i )
 (1 − y(j)i )r(A)
and d
(
X
(r)
i , A
(r)
j
)
 (1 − y(i)j )r(A).
With the help of these inequalities, we have
d(A
(r+1)
i , A
(r+1)
j )
= d(X(r)i #tnwiA(r)i , X(r)j #tnwjA(r)j )
 (1 − tnwi) (1 − tnwj) d
(
X
(r)
i , X
(r)
j
)
+ tnwi (1 − tnwj) d
(
A
(r)
i , X
(r)
j
)
+ (1 − tnwi) tnwj d
(
X
(r)
i , A
(r)
j
)
+ t2nwiwjd
(
A
(r)
i , A
(r)
j
)

⎡
⎣(1 − tnwi) (1 − tnwj) (1 − ∑
p=i,j
y(i)p y
(j)
p )
⎤
⎦ r(A)
+
[
tnwi (1 − tnwj) (1 − y(j)i ) + (1 − tnwi) tnwj (1 − y(i)j ) + t2nwiwj
]
r(A)
=
⎛
⎝1 − n∑
p=1
z(i)p z
(j)
p
⎞
⎠r(A)
where the last equality follows from1 = (1−tnwi)(1−tnwj)+tnwi(1−tnwj)+(1−tnwi)tnwj+t2nwiwj
and
1 − ∑
p=i,j
(1 − tnwi)y(i)p (1 − tnwj)y(j)p − tnwi(1 − tnwj)y(j)i − tnwj(1 − tnwi) y(i)j
= 1 − ∑
p=i,j
z(i)p z
(j)
p − z(i)i z(j)i − z(j)j z(i)j = 1 −
n∑
p=1
z(i)p z
(j)
p .
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Set
c = max
⎧⎨
⎩1 −
n∑
p=1
z(i)p z
(j)
p
⎫⎬
⎭
i,j=1,...,n
.
Then 0 < c < 1 from 1 = ∑np=1∑nq=1 z(i)p z(j)q > ∑np=1 z(i)p z(j)p > 0 for any i, j = 1, . . . , n, and
r+1(A) = max
i,j=1,...,n d(A
(r+1)
i , A
(r+1)
j )  cr(A). (4.10)
From (4.8) and (4.7), we have
d
(
X
(r)
i , A
(r)
i
)

∑
1p<i
x(i)p d(A
(r)
p , A
(r)
i ) +
∑
i<pn
x
(i)
p−1 d(A(r)p , A
(r)
i )
=∑
p=i
y(i)p d(A
(r)
p , A
(r)
i ) 
∑
p=i
y(i)p r(A) = r(A).
This implies that
d(A
(r+1)
i , A
(r)
i ) = d(X(r)i #tnwiA(r)i , A(r)i ) (1 − tnwi) d(X(r)i , A(r)i )  r(A) (4.11)
and
d(A
(r)
i , A
(r+m)
i ) 
m−1∑
l=0
d(A
(r+l)
i , A
(r+l+1)
i ) 
∞∑
l=0
d(A
(r+l)
i , A
(r+l+1)
i )
(4.11)

∞∑
l=0
r+l(A)
(4.10)

∞∑
l=0
clr(A) = 1
1 − cr(A) 
cr
1 − c0(A) → 0 as r → ∞.
This shows that {A(r)i }∞r=0 is a Cauchy sequence for each i = 1, . . . , n, and that the limits are equal.
Step 2. It is easy to see thatGn(t;ω; A, A, . . . , A) = A by the idempotency ofGn−1 and that of the
two variable weighted geometric mean.
Step 3. We will show that Gn satisfies (4.8). Let {B(r)i }∞r=0 be the sequences defined by the same
way as {A(r)i }∞r=0 but startingwithB. Setting Y (r)i = Gn−1(t =n;ω =i; (B(r)k )k =i),we have by induction,
d(X
(r)
j , Y
(r)
j ) 
∑
p=j y
(j)
p d(A
(r)
j , B
(r)
j ) and
d(A
(r+1)
j , B
(r+1)
j ) = d(X(r)j #tnwjAj, Y (r)j #tnwjBj)
 (1 − tnwj)d(X(r)j , Y (r)j ) + tnwjd(A(r)j , B(r)j )

∑
p=j
(1 − tnwj)y(j)p d(A(r)p , B(r)p ) + tnwjd(A(r)j , B(r)j )
=
n∑
p=1
z(j)p d(A
(r)
p , B
(r)
p ),
where y(j) and z(j) (j = 1, . . . , n) be the probability vectors defined in (3.5).
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Define the regular stochastic matrix U by U = (uij) := [z(1) z(2) . . . z(n)]. Then the previous
inequality can be rewritten as for all r  0,
d(A
(r)
j , B
(r)
j ) 
n∑
p=1
upjd(A
(r)
p , B
(r)
p ).
Inductively we have
d(A
(r+1)
j , B
(r+1)
j )
n∑
p1=1
up1jd(A
(r)
p1
, B(r)p1 ) 
n∑
p1=1
up1j
n∑
p2=1
up2p1d(A
(r−1)
p2
, B(r−1)p2 )
=
n∑
p2=1
(U2)p2jd(A
(r−1)
p2
, B(r−1)p2 )  · · · 
n∑
p=1
(Ur+1)pjd(A(0)p , B(0)p ).
By Remark 3.7 and passing to the limit as r → ∞ yield
d(Gn(t;ω;A),Gn(t;ω;B) 
n∑
p=1
Γn(t;ω)pd(Ap, Bp). 
5. PropertiesGn
In this section, we investigate some properties of the weighted geometric mean Gn(t;ω; ·). For
a = (a1, . . . , an) ∈ (0,∞)n, ω = (w1, . . . ,wn) ∈ n, A = (A1, A2, . . . , An) ∈ Ωn, a nonsingular
matrixM, and a permutation σ ∈ Sn onm-letters, we denote
a · A= (a1A1, . . . , anAn), A−1 = (A−11 , A−12 , . . . , A−1n ),
ωσ = (wσ(1),wσ(2), . . . ,wσ(n)), Aσ = (Aσ(1), Aσ(2), . . . , Aσ(n)),
M∗AM = (M∗A1M,M∗A2M, . . . ,M∗AnM).
Theorem 5.1. The mapGn : [0, 1]n × n × Ωn → Ω satisfies the following properties
(P1) Gn(t;ω;A) = ∏ni=1 AΓn(t;ω)ii for commuting Ai’s;
(P2) (Joint homogeneity)Gn(t;ω; a · A) = ∏ni=1 aΓn(t;ω)ii Gn(t;ω;A);
(P3) (Permutation invariance)Gn(t;ωσ ;Aσ ) = Gn(t;ω;A);
(P4) (Monotonicity) If Bi  Ai for all 1  i  n, thenGn(t;ω;B)  Gn(t;ω;A);
(P5) (Continuity) The mapGn(t;ω; ·) is continuous;
(P6) (Congruence invariance)Gn(t;ω;M∗AM) = M∗Gn(t;ω;A)M;
(P7) (Joint concavity)Gn(t;ω; ·) is jointly concave;
(P8) (Self-duality)Gn(t;ω;A−1)−1 = Gn(ω;A);
(P9) (Determinantal identity) detGn(t;ω;A) = ∏ni=1(detAi)Γn(t;ω)i; and
(P10) (AGH mean inequalities)
(∑n
i=1 Γn(t;ω)iA−1i
)−1  Gn(t;ω;A)  ∑ni=1 Γn(t;ω)iAi.
Proof. Assume that the results are true for n−1. By (4.8), themapGn(t;ω; ·) is continuous. The prop-
erties (P3), (P4), (P6), (P7) and (P8) follow from the twovariableweighted geometric, the symmetric
procedure and induction.
We fix t = (t1, . . . , tn) ∈ [0, 1]n and ω = (w1, . . . ,wn) ∈ n. Let y(j) and z(j) (j = 1, . . . , n)
be the probability vectors defined in (3.5) and let U = (uij) be the regular stochastic matrix whose jth
column vector is z(j). Set for each i = 1, . . . , n,
gi(A1, . . . , An) := Gn−1(t =n; ωˆ =i; (Ak)k =i), g(A1, . . . , An) := Gn(t;ω; A1, . . . , An).
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Then the operator sequences {A(r)i }∞r=0 can be rewritten as
A
(0)
i = Ai, and A(r+1)i = gi(A(r)1 , . . . , A(r)n )#tnwiA(r)i .
(P1) Since Aj ’s commute, we can set A
(r)
j = A
s
(r)
1j
1 A
s
(r)
2j
2 · · · A
s
(r)
nj
n . Then s
(0)
ij =
⎧⎨
⎩ 1 (i = j)0 (i = j) .
By Theorem 4.3, the sequences {s(r)ij }∞r=0 converge. By the inductive hypotheses, we have
gj(A
(r)
1 , . . . , A
(r)
n ) =
∏
k<j
(A
(r)
k )
Γn−1(t =n;ωˆ=j)k ∏
k>j
(A
(r)
k )
Γn−1(t =n;ωˆ=j)k−1
= ∏
k =j
(A
(r)
k )
y
(j)
k
and
A
s
(r+1)
1j
1 · · · A
s
(r+1)
nj
n = A(r+1)j = gj(A(r)1 , . . . , A(r)n )#tnwjA(r)j
=
⎛
⎝∏
k =j
(A
(r)
k )
y
(j)
k
⎞
⎠#tnwjA(r)j =
⎛
⎝∏
k =j
(A
(r)
k )
y
(j)
k
⎞
⎠(1−tnwj) · (A(r)j )tnwj
=
n∏
k=1
(A
(r)
k )
z
(j)
k =
n∏
k=1
(A
(r)
k )
ukj = ∏
k
(
A
s
(r)
1k
1 · · · As
(r)
nk
n
)ukj
.
Thus s
(r+1)
ij =
∑
k s
(r)
ik ukj. That is,
[s(r+1)ij ]i,j = [s(r)ij ]i,j U = [s(r−1)ij ]i,j U2 = · · · = [s(0)ij ]i,j · Ur+1 = I Ur+1 = Ur+1.
Passing to the limit as r → ∞ yields limr→∞ s(r)ij = Γn(t;ω)i.
(P2) Let {a(r)i }∞r=0 (resp. {B(r)i }∞r=0 = {(aiAi)(r)}∞r=0) be defined by the same way as {A(r)i }∞r=0 but
starting from ai (resp. aiAi).
By the inductive hypotheses and (P1), we have
gj(a
(r)
1 A
(r)
1 , . . . , a
(r)
n A
(r)
n ) =
⎛
⎝∏
k =j
(
a
(r)
k
)Γn−1(t =n;ωˆ=j)k⎞⎠ gj (A(r)1 , . . . , A(r)n )
= gj
(
a
(r)
1 , . . . , a
(r)
n
)
gj
(
A
(r)
1 , . . . , A
(r)
n
)
.
(5.12)
By the construction of
{
B
(r)
i
}∞
r=0, B
(0)
i = a(0)i A(0)i for all i. Suppose that B(r)i = a(r)i A(r)i for all
i = 1, 2, . . . , n. Then by (5.12) and the joint homogenous of two variables weighted geometric
mean
B
(r+1)
j = gj
(
a
(r)
1 A
(r)
1 , . . . , a
(r)
n A
(r)
n
)
#tnwj
(
a
(r)
j A
(r)
j
)
=
(
gj
(
a
(r)
1 , . . . , a
(r)
n
)
gj
(
A
(r)
1 , . . . , A
(r)
n
))
#tnwj
(
a
(r)
j A
(r)
j
)
=
((
gj
(
a
(r)
1 , . . . , a
(r)
n
)(1−tnwj)) (
a
(r)
j
)tnwj) (
gj
(
A
(r)
1 , . . . , A
(r)
n
)
#tnwjA
(r)
j
)
=
(
gj
(
a
(r)
1 , . . . , a
(r)
n
)
#tnwj a
(r)
j
) (
A
(r+1)
j
)
=
(
a
(r+1)
j
) (
A
(r+1)
j
)
.
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Since a
(r)
j =
∏n
k=1(a
(r−1)
k )
ukj = · · · = ∏nk=1(a(0)k )(Ur)kj and the every columnvectors of {Ur} converge
to Γn(t;ω), we obtain (P2).
(P9) From the two variable weighted geometric and induction, we have
detGn(t;ω;A) = Gn(t;ω; det(A1), . . . , det(An)).
By (P1),Gn(t;ω; det(A1), . . . , det(An)) = ∏ni=1 det(Ai)Γn(t;ω)i .
(P10) We first prove that
〈Gn(t;ω; A1, . . . , An)x, x〉 = Gn(t;ω; 〈A1x, x〉, . . . , 〈Anx, x〉) (5.13)
for all x ∈ Ck.
For n = 2, by Hölder–McCarthy inequality [13], 〈A#αBx, x〉  〈Ax, x〉1−α〈Bx, x〉α for α ∈ [0, 1]
and x ∈ Ck . This implies that
〈G2(t;w1,w2; A1, A2)x, x〉  G2(t;w1,w2; 〈A1x, x〉, 〈A2x, x〉)
for all x ∈ Ck. Suppose thatGn−1 satisfies (5.13). By the inductive hypotheses and (P1), we have
〈gj(A(r)1 , . . . , A(r)n )x, x〉 gj
(
〈A(r)1 x, x〉, . . . , 〈A(r)n x, x〉
)
=∏
k<j
〈A(r)k x, x〉Γn−1(t =n;ω=j)k ·
∏
k>j
〈A(r)k x, x〉Γn−1(t =n;ω=j)k−1
= ∏
k =j
〈A(r)k x, x〉y
(j)
k
for all j = 1, . . . , n. Then byHölder-McCarthy inequality for two variablesweighted geometricmeans,
〈A(r+1)j x, x〉 = 〈(gj(A(r)1 , . . . , A(r)n )#tnwjA(r)j )x, x〉
 〈gj(A(r)1 , . . . , A(r)n )x, x〉1−tnwj〈A(r)j x, x〉tnwj
=
⎛
⎝∏
k =j
〈A(r)k x, x〉y
(j)
k
⎞
⎠1−tnwj 〈A(r)j x, x〉tnwj =
n∏
i=1
〈A(r)k x, x〉z
(j)
k
for all k = 1, . . . , n and non-negative integer r. Since Γn(t;ω) is the eigenvector of U corresponding
to 1,
n∏
j=1
〈A(r+1)j x, x〉Γn(t;ω)j 
n∏
j=1
⎛
⎝ n∏
k=1
〈A(r)i x, x〉uij
⎞
⎠Γn(t;ω)j
=
n∏
k=1
〈A(r)k x, x〉
∑n
j=1 ukjΓn(t;ω)j =
n∏
k=1
〈A(r)k x, x〉Γn(t;ω)k .
Inductively we have
n∏
j=1
〈A(r+1)j x, x〉Γn(t;ω)j 
n∏
j=1
〈A(r)j x, x〉Γn(t;ω)j  · · · 
n∏
j=1
〈A(0)j x, x〉Γn(t;ω)j .
Taking the limit as r → ∞, we obtain (5.13).
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From (5.13), (P1) and arithmetic-geometric mean inequality for positive numbers, we have
〈g(A1, . . . , An)x, x〉 g(〈A1x, x〉, . . . , 〈Anx, x〉) =
n∏
i=1
〈Aix, x〉Γn(t;ω)i

n∑
i=1
Γn(t;ω)i〈Aix, x〉 = 〈
n∑
i=1
Γn(t;ω)iAix, x〉.
The geometric–harmonic mean inequality follows by (P8) the self-duality. 
6. The weighted ALM and BMP geometric means
By Remark 4.2, the following definition for weighted ALM and BMP geometric means looks natural.
Definition 6.1 (Weighted ALM and BMP geometric means). For ω = (w1, . . . ,wn) ∈ n,we define
Almn(ω;A) =Gn(0n;ω;A), Bmpn(ω;A) = Gn(1n;ω;A).
Weighted ALM and BMP geometric means satisfy (P1)–(P10) in Theorem 5.1, immediately. In
particular that the weighted BMP geometric mean satisfies all properties that one would expect
for a two-variable weighted geometric mean and hence is best and most natural one among other
weighted geometric means because Γn(1n;ω) = ω holds by Theorem 3.5 (iii). We call the prop-
erties (P1)–(P10) arising in the weighted BMP geometric mean the weighted BMP properties. How-
ever, the weighted ALM geometric mean does not satisfy (P1), (P2), (P9), (P10) of the weighted
BMP properties by Theorem 3.5 (ii), but it satisfies all these properties on the restricted weights
n,n−1 = {ω = (w1, . . . ,wn) ∈ n : wi < 1n−1 , i = 1, 2, . . . , n}. Here for the sake of con-
venience, we shall define a new weighted geometric mean which satisfies the weighted BMP
properties.
Definition 6.2. DefineMn : n,n−1 × Ωn → Ω by
Mn(ω; A1, . . . , An) = Almn(ιn(ω); A1, . . . , An).
Corollary 6.3. TheweightedgeometricmeanMn(ω; A1, . . . , An) satisfiesall theweightedBMP properties.
Proof. By Proposition 3.3 and Theorem 3.5. 
Remark 6.4. The condition ω ∈ n,n−1 is essential for the weighted geometric meanMn. It is still
open for the construction of weighted ALM geometric mean of n- positive definite matrices satisfying
theweighted BMP properties, where theweights vary over n-dimensional positive probability vectors:
Is there a map g : n ×Ωn → Ω satisfying the weighted BMP properties such that g((1/n)1n;A) =
Almn(A) for allA ∈ Ωn?
Remark 6.5. The Thompson metric is defined on the convex cone of positive definite operators on
a Hilbert space satisfying (2.1). All results obtained in this paper hold for positive definite operators
except the determinantal identity.
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