We analyze the multiple cut generation scheme in the analytic center cutting plane method. We propose an optimal primal and dual updating direction when the cuts are central. The direction is optimal in the sense that it maximizes the product of the new dual slacks and of the new primal variables within the trust regions de ned by Dikin's primal and dual ellipsoids. The new primal and dual directions use the variance{covariance matrix of the normals to the new cuts in the metric given by Dikin's ellipsoid.
Introduction
The analytic center cutting plane (ACCPM) algorithm 5, 19] is an e cient algorithm in practice 2, 4] . The complexity of related algorithms was given in 1, 13] , and subsequently in 6]. Extensions to deep cuts were given in 7] and to very deep cuts in 8]. The method studied in 8] corresponds to the practical implementation of ACCPM 11] with a single cut. In practice, it often occurs that the oracle in the cutting plane scheme generates multiple cuts. The papers 12, 20, 17] show that it is possible to handle several cuts at a time provided they are central 20] or moderately shallow 12] . Although these analyses show how one can recover feasibility after introducing multiple cuts, there is no clear argument as to the choice of a feasibility restoration direction. Intuitive, but well justi ed, arguments about how to introduce multiple cuts were given in 2] in the context of a primal projective algorithm and two cuts (one shallow, one deep) and in 10] with an infeasible primal{dual approach to the introduction of several cuts in general position. The case of two central cuts was analyzed in 9] . It was shown that there exist explicit primal and dual directions which allow a best move towards primal and dual feasibility. An argument using the primal, dual and primal{dual potentials at this new optimal primal and dual point proves that O(1) damped Newton steps are enough to recover centrality. The updating direction depends on the cosine in the metric of Dikin's ellipsoid of the normals to the cuts.
In this paper, we analyze the multiple cut generation scheme in the analytic center cutting plane method. We propose an optimal updating direction when the cuts are central. The direction is optimal in the sense that it maximizes the product of the new slacks within the trust region de ned by Dikin's ellipsoid. The new primal and dual directions use the variance{covariance matrix of the normals to the new cuts in the metric given by Dikin's ellipsoid. We prove that the recovery of a new analytic center from the optimal restoration point can be done in O(p log(p+1)) damped Newton steps, where p is the number of new cuts added by the oracle. The results and the proofs are independent of the speci c scaling matrix |primal, dual or primal-dual| that is used in the computations. The computation of the optimal direction uses Newton's method applied to a self-concordant function of p variables. This could be very advantageous in practice if the number of cuts p is a small multiple of n, the dimension of the space.
The convergence result of 20] holds here also: the algorithm stops after O ( p 2 n 2 " 2 ) cutting planes have been generated. 2 Analytic center cutting plane method
Cutting planes
The problem of interest is that of nding a point in a convex set C IR n . We make the following assumptions.
Assumption 2.1 The set C is convex, contains a ball of radius " > 0 and is contained in the cube 0 y e. Assumption 2.2 The set C is described by an oracle. That is, the oracle either con rms that y 2 C, or answers at least one cutting plane that contains C and does not contain y in its interior.
A cut at y 6 2 C takes the form a T y a T y ? :
If > 0, the cut is deep; if < 0, the cut is shallow; if = 0, the cut passes through y, and is thus a central cut.
The algorithm may generate multiple cuts at a time. They take the form a T j y a T j y ? j ; j = 1; : : : ; p; 8y 2 C:
We de ne the matrix B by B = (a 1 ; a 2 ; : : : ; a p ): Assumption 2.3 All the cutting planes generated have been scaled so that kak = 1 (wlog). We also assume that the cuts are central, that is = 0.
A cutting plane algorithm constructs a sequence of query points fy k g. The number of columns in A is denoted as m and is equal to 2n plus the number of cutting planes generated until the k th iteration.
The analytic center cutting plane method chooses as a query point an approximate analytic center of F D .
Analytic center
The The analytic center can alternatively be de ned as the optimal solution of max f' P (x) : Ax = 0; x > 0g ; (2) where
denotes the primal potential. One easily checks that problem (2) shares with (1) the same rst order optimality conditions. At this stage it is convenient to introduce the primal-dual potential ' PD (x; s) = (4) with equality if and only if xs = e. Finally, we de ne approximate centers by relaxing the condition xs = e in the rst order optimality conditions. Formally, any solution (x; s) of ke ? xsk
A T y + s = c; s > 0; (6) Ax = 0; x > 0:
de nes a pair of -approximate centers, or -centers in short.
Analytic center cutting plane method
ACCPM can be shortly stated as follows.
Initialization Let F 0 D = fy 0 : y eg be the unit cube and y 0 = 1 2 e be its center. The centering parameter is 0 < < 1.
Basic
Step y k is a -center of The computation of a new -center after adding new cuts will be discussed in a further section.
Some useful properties
The literature on interior point methods essentially proposes three approaches for computing analytic centers. All of them are based on Newton's method. The primal (resp. dual) Newton direction is initiated at an interior primal (resp. dual) feasible point; it involves the scaling matrix D = X (resp. D = S ?1 ). (We recall the standard notation X which denotes the diagonal matrix diag(x).)
The primal-dual direction is initiated at an interior primal-dual feasible pair, In the primal and dual cases, the theorem holds with any 0 < < 1.
One can derive from the above theorem a useful corollary that yields lower bounds on the potentials near the analytic center. Let (x c ; y c ) be the pair of exact analytic centers. Denote ' c P = ' P (x c ) and ' c D = ' D (s c ).
Corollary 3.2 Assume (5){ (7) at (x; s). Then 
In the primal and dual cases the constants are P = D = ? log(1 + ). The above result allows to design a potential increase algorithm based on damped Newton steps. The convergence estimate is given by the following theorem. 
Dikin's ellipsoids
Let x 2 intF P . From the observation that x + x > 0 for all x such that x ?1 x < 1, we can de ne an ellipsoidal neighborhood of x that is entirely contained in F P . Formally, E P = x : A x = 0; X ?1 x 1 :
We shall be particularly concerned with ellipsoids around a -center. We can extend the de nition of Dikin ellipsoid to include a di erent scaling.
Lemma 3.6 Let (x; s) be a pair of -centers. 
The proof is the same as for Lemma 3.6. It is well-known that an homothety of Dikin's ellipsoid contains the feasible set.
We shall use this property in the restricted context of the set F D .
Lemma 3. 4 Multiple central cuts
We assume now that a -center (x; s; y) has been computed, i.e., ke ? xsk
A T y + s = c; s > 0;
The cuts are a T m+jỹ a T m+j y; j = 1; : : : ; p; 8y 2 C:
We de ne B = (a m+1 ; a m+2 ; : : : ; a m+p ):
The new cuts lead to two new sets: The primal and dual potentials at the new points (x; ) and (ŝ; ) are:
and'
The points lie on the boundary of the primal and dual sets respectively. To recover the new analytic center, one has to increase the components and .
Since the terms 
Here D is one of the scaling matrices X, S ?1 or (XS ?1 ) 1 2 depending whether the computations are done with the primal, the dual or the primal-dual algorithm. Let show here that the above problems are well-de ned and have a nite optimum.
Lemma 4.1 Under Assumptions 2.1 and 2.2, Problems (11) and (12) are well de ned and have a nite optimum that is uniquely de ned by the rst order optimality conditions. Proof Both problems have a strictly concave objective. Their optimum, if it exists, is unique in (resp., ).
By Assumptions 2.1 and 2.2, there exists a > 0 and a y such that B T y+ = 0. Problem (12) is well-de ned. Since y is bounded, is bounded and the feasible set is compact. Since the objective tends to ?1 close to the boundary, the problem has a nite solution that is uniquely de ned by the set of rst order optimality conditions.
To show that Problem (11) The solutions of Problems (11) and (12) (11) and (12) This proves the second relation. To prove the rst relation, we shall use the optimality condition for Problem (13) . However, we must check rst that (13) has a bounded optimum. In Lemma 4.1 we proved that B = 0 has no nonzero The computation of requires solving the nonlinear optimization problem (13) .
Since the function F( ) = ?
T V is self-concordant, it can easily be minimized by classical Newton schemes. We postpone to a later section the discussion on the complexity estimate for getting approximate solutions. For the sake of a simpler presentation we shall assume in our analysis of ACCPM that the minimizers are exact. However, this is not the case in practice and we must be concerned with the impact of errors on and on the performance of ACCPM. This discussion is also postponed to a later section. Below, we sketch the result that enables an easy extension of our analysis of ACCPM with multiple cuts in the case of inexact computations of and .
The convergence analysis of section 5 relies on the following properties:
ii) kD sk = 1 p 2 ?T V ?1 = 1; iii) p = e: If we can guarantee that the solutions satisfy p e and 1 p 2 ?T V ?1 1 T V ; then the convergence result on ACCPM is essentially una ected, while the proofs need only minor adjustments. We give here a theorem that stipulates the condition that must be met by and to carry the analysis with inexact minimizers. In a later section we shall show that classical interior point schemes make it possible to meet the condition. 
Proof
The rst set of inequalities follows directly from the assumption and the de nition of . These inequalities also imply that = V > 0 if < 1. Multiplying these inequalities by e T one gets p(1 ? ) p T V p(1 + ):
Convergence analysis
We now assume that (x; s) is a pair of -centers and that x and s are computed as in Section 4 with and being the exact minimizers of problems (13) and (14) . We assume that the computations are done with either the primal, the dual of the primal-dual scaling. Using theorem 3.4 and the above bound on the potential variation we conclude the proof of the theorem.
Convergence of ACCPM with multiple cuts
The next lemma is a rst step on bounding the number of calls to the oracle. 
Putting together (21), (22) and (23) 
which is exactly the same result as in 20], but with a rather di erent derivation, as we show that this inequality is actually achieved at the iterate obtained by the restoration step.
Remark 5.2 If the p cuts generated are identical, then the correlation matrix R is the rank-one matrix ee T . Otherwise for the optimal
may be signi cantly greater than 0 and speed the convergence in practice, even though this does not appear to a ect the worst case complexity bound.
Convergence of ACCPM
The convergence analysis uses the proof given in 20], for the case of multiple cuts. Denote This indicates that, in practice, the number of iterations needed at each iteration to compute the optimal should not increase with the number of cutting planes.
It remains to prove that the potential increase scheme yields a solution that meets the proximity condition kp (V ) 
Conclusion
In this paper, we de ned an e cient direction to restore primal and dual feasibility and centrality after adding p new central cuts simultaneously. The direction is e cient in the sense that it maximizes the the product of the new variables brought into the primal or the dual potentials, under the constraints that the other variables remains within the Dikin ellipsoid. The computation of the optimal direction takes place in a space of dimension p equal to the number of cuts added at a given iteration. If p is su ciently smaller than n, then signi cant gains in e ciency can be expected. The analysis has been derived under the assumption that the cuts are central. If deep cuts are present, which is to be expected in practice, primal feasibility can always be recovered but dual feasibility appears di cult to achieve in general, except by the use of a primal Newton method. One could then extend the long step argument of 8] in the case of one deep cut to multiple deep cuts. The implementation of ACCPM 11] uses = 1 p e. Other choices using the variance-covariance matrix V , if it is invertible, have been proposed in 10], and the analysis of this paper actually strengthens that line of thinking. Both the heuristic and optimal choices for and need to be tested in practice, and rigorous extensions to multiple deep cuts deserve a more thorough study.
