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Abstract
We consider the linear multistep algorithms for %rst order ODEs and examine the problem of how the -frequencies
should be tuned in order to obtain the maximal bene%t from the exponential %tting versions of such algorithms. We %nd
out that the key of the answer consists in analysing the behaviour of the error. On further investigating the simple case
of two-step bdf algorithms we produce formulae for the optimal ’s and show that, if the optimal ’s are used, the order
of the method is increased by one unit. The reported numerical illustrations suggest that further investigations along these
lines deserve a real attention. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The exponential %tting is a procedure which allows the generalization of the classical algorithms
and formulae whichever the case. From a technical point of view it relies on the replacement of
the power functions, which are taken for reference in the classical case, by a conveniently chosen
mixture of power and exponential functions. The number of the exponential functions to be included
and the values to be assigned to their frequencies depend on the problem to be solved. There is a vast
literature in this %eld, mostly devoted to the algorithms for solving ordinary di=erential equations
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(ODE), see e.g. [5–8] and references cited therein, for multistep and for one-step Runge–Kutta
algorithms, respectively. Other possible applications, notably for the numerical di=erentiation and
integration, are described in [1].
In spite of such an impressive e=ort on the ODE problems, the crucial question of how the fre-
quencies should be tuned in order to obtain the maximal gain from the exponential %tting algorithms
remained without a de%nite answer. One reason is that in most of the cases the considered problem
was the SchrJodinger equation y′′=(V (x) − E)y. For this equation it can be easily predicted that
two frequencies have to be tuned and that good values are 1;2 = ±
√
LV − E, where LV is a local
approximation of V (x). For other equations one or another value of  was adopted, mainly in terms
of the shape of the solution. As a matter of fact, the prevailing opinion is that the exponential
%tting algorithms (ef algorithms, for short) are eMcient only if the behaviour of the solution is
manifestly either oscillatory or exponential. It is also currently believed that the optimal values of
the frequencies should be somehow related to the eigenvalues of the Jacobian.
In this paper we consider the frequency determination problem but only for multistep solvers for
%rst order di=erential equations or for systems of such equations. We take the behaviour of the error
as the starting point of the whole investigation and we heavily exploit the fact that for such methods
the expression of the error is rather simple. Our main heuristic result is that the frequencies do not
reNect the behaviour of the very solution, as though before, but the behaviour of some combination
of higher order derivatives of it. A direct consequences is that the ef algorithms can lead to a real
gain in accuracy also for ODEs whose solution does not sustain this, in particular for equations with
smoothly varying solution. We establish formulae for optimal ’s and also show that for systems of
equations it is better to choose optimal ’s for each equation rather than some global ones. If this
is done, the order of the resultant ef algorithms will be increased.
For reasons of clarity we restrict the investigation only to the two-step backwards di=erence (bdf)
algorithms and consider the ef extensions associated to one  or two symmetric ’s. We show that in
these cases the order is increased by one unit. The extension to other algorithms is straightforward.
Some of the ingredients used in the present approach (among others the computation of the ef
weights and the expression of the leading term of the error) were presented in [3].
2. Theoretical aspects
As said, we consider the initial value problem
y′=f(x; y); y(x0)=y0 (2.1)
and the two-step bdf algorithm to solve it,
a0 Lyk + a1 Lyk+1 + Lyk+2 = hb2f(xk+2; Lyk+2); k =0; 1; 2; : : : (2.2)
We assume that the partition is equidistant. Lyj is an approximation to y(x0 + jh).
The weights a0; a1 and b2 are calculated in the way described in [3] or in [1]. Speci%cally, we
consider the linear functional
L[y(x); h; a0; a1; b2]= a0y(x) + a1y(x + h) + y(x + 2h)− hb2y′(x + 2h) (2.3)
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and require that L is identically vanishing at any x when y(x) has three preset forms, exp(ix);
i=1; 2; 3. In general these ’s may be arbitrary but we restrict the discussion to only three relevant
cases:
• Algorithm A0. This corresponds to 1 = 2 = 3 = 0 and it is just the classical bdf algorithm, with
the weights a0 = 1=3; a1 =− 4=3 and b2 = 2=3.
• Algorithm A1. This corresponds to some given  and it uses 1 = ; 2 = 3 = 0. Its weight depend
on u= h and they are computed numerically by the procedure described in [3].
• Algorithm A2. For some given  this takes 1 = − 2 =  and 3 = 0. Its weights depend on
Z =− 2h2 and they are computed by the same numerical procedure.
The u-dependent weights of A1 and the Z-dependent weights of A2 tend to the classical ones when
u and Z tend to zero, respectively. Our main goal is to %nd out that value of  which ensures
the maximal gain in accuracy when the classical A0 is replaced by one of the two mentioned ef
versions. This implies a comparison of the behaviour of the errors for the three versions.
To obtain the expression of the leading term of the error (lte) for these algorithms we %rst
construct the generic expression of the classical moments
L∗i (h; a0; a1; b2)=L[x
i; h; a0; a1; b2]|x=0; (2.4)
to get
L∗0(h; a0; a1; b2)= a0 + a1 + 1; L
∗
i (h; a0; a1; b2)= h
i(a1 + 2i − 2i−1ib2); i=1; 2; : : : (2.5)
Eq. (4:18) of [3] then gives the expressions for the lte for each of the three algorithms,
lte0 =
1
3!
L∗3(h; a0; a1; b2)y
(3)(x)=− 29h3y(3)(x); (2.6)
lte1 =− h2uL
∗
2(h; a0(u); a1(u); b2(u))(y
(3)(x)− y′′(x))
=− h3 a1(u)− 4b2(u) + 4
u
(y(3)(x)− y′′(x)); (2.7)
lte2 =
h2
Z
L∗1(h; a0(Z); a1(Z); b2(Z))(y
(3)(x)− 2y′(x))
= h3
a1(Z)− b2(Z) + 2
Z
(y(3)(x)− 2y′(x)): (2.8)
We see that in all cases the lte consists of a product of three factors, i.e. a general h3 factor
(which shows that lte behaves as h3 in all cases), a numerical factor (this is a constant, −2=9,
in the classical case but a function depending on u or on Z in the ef cases) and a factor which
involves the higher order derivatives of the solution. The second factor in A1 and A2 tends to
the classical value when u or Z tends to zero. This cannot be seen directly on the written forms
because they exhibit a 0=0 type of indeterminacy but the stated limit can be obtained directly upon
noticing that, if =0 in A1 and A2, these algorithms become just the classical one. However,
what it is really important for our investigations is the fact that if |u| or |Z | are small enough
(smaller than 1, say) then the numerical values of this factor are more or less the same in all three
cases.
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It follows that the real di=erence in the accuracy comes from the di=erent behaviours of the third,
di=erential factor. Let us then introduce the functions
D0[y(x)]=y(3)(x); D1[y(x); ] =y(3)(x)− y′′(x); D2[y(x); ] =y(3)(x)− 2y′(x) (2.9)
and let X be the current central point of the two-step algorithm. The problem consists in com-
paring the behaviours of Di ; i=0; 1; 2 for X − h6 x6X + h when y(x) is the exact solution of
(2.1).
When D0 is identically vanishing the classical A0 is exact and there is no need of improving it.
However, this is an improbable situation in most application. In general, the replacement of A0 by
A1 or A2 (we explain later on which one of the two has to be chosen in the current interval) is
expected to improve the accuracy in so far  is properly selected.
To see how important such a gain may be we consider in detail functional D1 associated with
A1. If a  exists such that D1 is identically vanishing on the quoted interval then the version A1
corresponding to that  will be exact.
The reason is that D1 identically vanishing is equivalent to looking at the di=erential equation
y(3)(x) − y′′(x)= 0 and, indeed, exp(x) is a solution of this. Yet, it is important to realize that
the structure of D1 is the key for the determination of  and not the shape of the solution. If,
for example, the solution is y(x)= 10−2 exp(−5x) + 1 + x; x¿ 0, its graph will exhibit a harmless
straightline shape which does not suggest at all that an ef algorithm will be appropriate, although
the right algorithm for it is A1 with =− 5.
In general, no constant  can be found such that D1 is identically vanishing but it makes sense
to address the problem of %nding that value of  which ensures that the values of D1 are kept as
close to zero as possible for x in the considered interval. Upon taking
=
y(3)(X )
y′′(X )
(2.10)
and using the Taylor series representation for y(3)(x) and y′′(x) around X we get
D1[y(x); ] = (x − X )(y(4)(X )− y(3)(X )) + O((x − X )2): (2.11)
This indicates that the bound of D1 behaves as h and then the bound of the lte given by (2.7)
behaves as h4. It follows that the order of version A1 corresponding to this choice for  will be
three, that is by one unit higher than the order of the classical A0 or of A1, when no careful
selection of  is operated for the latter. The same considerations can be repeated for D2 with the
result that, if
2 =
y(3)(X )
y′(X )
(2.12)
then the order of A2 becomes three.
It is known that for a linear multistep method of order N the error can be written as
y(x0 + jh)− Lyj = hNE(x0 + jh); (2.13)
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where E(x) is satisfying a nonhomogeneous linear equation, the so-called error equation, see, e.g.,
[2]. This fact will be used later on in several occasions, in particular to obtain graphical con%r-
mation of the order of the various versions. It will be seen that the scaled errors (y(x0 + jh) −
Lyj)=h
2; j=1; 2; 3; : : : corresponding to runs with A0 on di=erent h lie along one and the same curve
and that the same is true for (y(x0 + jh) − Lyj)=h3; j=1; 2; 3; : : : when the results from the optimal
A1 and A2 are used. This will con%rm that A0 is a second-order method while the new methods
are of the third order.
3. Technical issues
The choice between A1 and A2 and the determination of the optimal  require some ad hoc
techniques.
3.1. Calculation of the derivatives
The calculation of  by Eq. (2.10) or (2.12) requires the knowledge of the %rst, second and
third derivative of the exact solution. The straightforward procedure for the computation of these
derivatives consists in using just the analytic expressions of f(x; y) and of its total derivatives with
respect to x, for instance y′(x)=f(x; y(x)) and y′′(x)= @f(x; y(x))=@x + y′(x)@f(x; y(x))=@y. We
made experiments on some test cases with known exact solutions and the algorithms A1 and A2
with  evaluated in this way worked very well for both nonsti= and sti= problems. However, when
the computed solutions were used, the algorithms continued to work well on nonsti= ODEs but they
performed badly on sti= ODEs.
The reason of such a behaviour is not the sti=ness itself but some parallel e=ect. In essence,
this e=ect is connected to the fact that, given functions (x) and T(x), the numerical values at
some x=X of the derivatives of (x) and of (x) +T(x) may become very di=erent even when
T(X ) is negligible with respect to (X ). The link with the sti=ness is that it happens that just
such pathological T(x) are typically used to illustrate the sti=ness.
To see the things more clearly we take an example. The equation
y′= ay + x2 − 13ax3; x¿ 0 (3.1)
has the general solution
ygen(x)= 13x
3 +  exp(ax); (3.2)
where  is an arbitrary constant. If the initial conditions is y(0)= 0, the exponential component
disappears and the solution is simply
y(x)= 13x
3; (3.3)
so that, for x=X =1, the value of  for A1 is =1.
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The things change when the value assumed as exact is a=ected by an error. If the distorted
y∗(X )=y(X ) + (X ) is taken as exact then the use of the analytic evaluation for the derivatives is
equivalent to admitting that the exact solution is now ygen(x) with = (X ) exp(−aX ) and therefore
the value of  evaluated at X =1 in this way will be ∗=(2+a3(X ))=(2+a2(X )). Let us assume
that (X )= 10−3. If a is small, a=− 1, say, (a nonsti= case) the new  is in very good agreement
with the exact one, but when a=− 1000 (a sti= case) we get ∗ ≈ a=− 1000. Such an inaccurate
 will severely deteriorate the accuracy of A1 and this is the reason of the mentioned bad behaviour
of this algorithm on sti= equations.
Fortunately, this unwanted e=ect can be removed to a substantial extent if the analytic evaluation
of the derivatives is replaced by another one. One possibility consists in using the usual %nite
di=erence formulae. To see this, let us examine what happens if the analytic evaluation of y∗′(X )
is replaced by the central %nite di=erence formula
y∗′(X ) ≈ 1
2h
(y∗(X + h)− y∗(X − h)): (3.4)
At the same X =1 and with a=− 1000 and (X )= 10−3, we have y′(X )= 1 for the exact solution
and y∗′(X )=X 2+(X )a=0 for the distorted solution, if the %rst derivative of the latter is evaluated
analytically. The important piece of detail is that, in the present context, the data are distorted just
as a direct reNection of the fact that they come out from an algorithm of order N for the ODE.
Therefore, the distortion can be written as (x)= − hNE(x). The central %nite di=erence formula
then gives
y∗′(X )≈ 1
2h
(y(X + h)− y(X − h)) + 1
2h
((X + h)− (X − h))
=X 2 + 13h
2 − 12hN−1(E(X + h)− E(X − h)): (3.5)
The inNuence of a is now completely removed and the new approximation of y∗′(X ) is much closer
to the desired y′(X ).
In our program we used four-point %nite di=erence formulae for the %rst, second and third order
derivatives, with data at X − 2h, X − h, X and X + h for input. The %rst three data were the values
of the solution just as resulted from the run up to the current interval, and let these be denoted as
Ly(X − 2h); Ly(X − h) and Ly(X ), respectively. For the latter we used a value y∗(X + h) determined
by
− Ly(X − h) + y∗(X + h)= h
3
[f(X = h; Ly(X − h)) + 4f(X; Ly(X )) + f(X + h; y∗(X + h))];
(3.6)
which is the generalized Milne–Simpson two-step formula with classical weights. The stability prop-
erties of it are bad, but here it is of minor importance because it is applied locally, only to determine
a suMciently accurate value for one of the input data for the computation of the derivatives, and
not for the propagation of the solution. The reason for which we have chosen this formula is that
its lte behaves as h5, i.e. better than the lte of A1 or A2. The inconvenience for practice is that
this is an implicit algorithm and therefore it requires iterations. However, this kind of inconvenience
comes from the fact that we insisted on choosing just a two-step algorithm for the generation of
y∗(X + h). At the %rst sight, a three-step explicit algorithm, whose lte is also better than that of
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A1 or A2, seems to be more advantageous from this point of view but the examination of such an
alternative falls outside the scope of the present paper.
3.2. Choosing between A1 and A2
Algorithm A1 is not de%ned if X is a root of y′′(x), see Eq. (2.10), while A2 is not de%ned when
X is a root of y′(x). It follows that in the very special case when X is a root of both y′(x) and
y′′(x) the classical A0 cannot be replaced by an ef version, in so much the available substitutes are
only A1 and A2. However, in most applications such a situation is rather improbable. In general,
a reasonable way of choosing between A1 and A2 consists in comparing |y′(X )| and |y′′(X )|. If
|y′(X )|¡ |y′′(X )| then A1 is chosen, and A2 otherwise.
The case of systems of di=erential equations requires a speci%c treatment. In fact, the ef method
will become of the third order only if  is tuned on each equation. This means that the whole
procedure (calculation of y∗(X + h), determination of the derivatives, etc.) has to be performed
separately on each equation of the system. Also the choice between A1 or A2 should be made on
each equation and it might well happen that A1 is selected for one equation but A2 for another.
For this reason, while the classical A0 is the vector form of Eq. (2.2) with scalar a0; a1 and b2,
in the ef case the weights become diagonal matrices with di=erent values from one component to
another. However, these facts do not seem to increase the computational e=ort signi%cantly. There is
an extra e=ort in the generation of the algorithm weights but, after this stage has been executed, the
operations associated with the iteration with the ef version (computation of the jacobian, repeated
calculation of f, etc.) are exactly the same as with the classical A0.
3.3. A 4ow-chart of the procedure
In the two-step interval centered at X the solution is advanced in the following way:
• Choosing the version:
◦ The values at X − 2h, X − h and at X resulting from the run on the previous intervals are
accepted as reasonable approximations of the exact solution.
◦ The solution at the new point X + h is calculated by Eq. (3.6).
◦ The four values are used to compute y′(X ); y′′(X ) and y(3)(X ) by four-point %nite di=erence
formulae.
◦ Algorithm A1 or A2 is chosen on the basis of the mentioned criterion.
• Evaluation of : If A1 is chosen then  is calculated by Eq. (2.10). If A2 is chosen then the
two frequencies are 1;2 = ±
√
y(3)(X )=y′(X ). In the latter case the two ’s are either both real
or both imaginary.
• Construction of the algorithm weights: This is done by the numerical procedure described in [3].
For systems these stages are performed on each component.
• Calculation of the solution at X + h: With the existing data at X − h; X and X + h for input, a
Newton–Raphson iteration procedure is used.
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Table 1
Absolute errors Ty(x)= x(y)− ycomput(x) at x=1; 5 and 10 from the classical two-point
bdf algorithm A0 and from its optimal exponential %tting extension for Eq. (4.1)
h x=1 x=5 x=10
Classical A0
0.0500 −0:812(−03) −0:415(−02) −0:831(−02)
0.0250 −0:206(−03) −0:104(−02) −0:208(−02)
0.0125 −0:518(−04) −0:260(−03) −0:521(−03)
ef method
0.0500 −0:161(−04) 0:168(−04) 0:253(−04)
0.0250 −0:208(−05) 0:180(−05) 0:287(−05)
0.0125 −0:273(−06) 0:216(−06) 0:349(−06)
4. Numerical illustrations
The %rst test case is
y′=1− x + 12x2; x¿ 0; y(0)= 1; (4.1)
with the exact solution
y(x)= 1 + x − 12x2 + 16x3: (4.2)
Strictly speaking, this is not a genuine di=erential equation but it is convenient enough to illustrate
some interesting points when Eq. (4.1) is approached by the two-step bdf solvers of this paper.
First of all, neither the form of the r.h.s. of the equation nor the form of the solution may suggest
that an ef version will work better than the classical A0. Yet, since y′(x)= 1−x+x2=2; y′′(x)=−1+x
and y(3)(x)= 1, we have all data to construct the optimal  for both ef versions A1 and A2. The
optimal  for A1 is the piecewise constant representation of 1(x)= 1=(x− 1) while the optimal 2
for A2 is the piecewise constant representation of 2(x)= 1=(1− x + x2=2).
The interesting feature is that 1(x) has a pole at x= Lx=1. It follows that version A1 is not
de%ned in the two-step interval whose X = Lx and it is also expected to work badly in a larger
neighbourhood of Lx. The reason for the latter is that in such a region the factor of x − X in
Eq. (2.11) is 1=(1−X ), i.e. it is very big in absolute value. The form of this factor actually suggests
that the accuracy of A1 gradually worsens when X approaches the critical point Lx=1. For these
reasons, on this test case we impose to advance the solution by A1 along the whole interval, with the
exception of region 0:8¡x¡ 1:2, where A2 is used. In Table 1 we collect the absolute errors at
x=1; x=5 and x=10, as produced by the classical A0 and by the method based on the combined
use of the ef algorithms A1 and A2, with the stepwidths h=1=20; 1=40 and 1=80. It is seen that,
as expected, A0 is a second order method while the new ef method is of third order and also that
the results of the latter are substantially more accurate. To produce more evidence that this is not
accidental at the mentioned points and also to see better what happens around the critical point,
we display in Fig. 1 the scaled errors (y(jh)− Lyj)=h3; j=1; 2; 3; : : : for the three mentioned values
of h, to see that they overlap and therefore the new versions are of the third order, indeed. (As a
matter of fact, the scaled errors (y(jh)− Lyj)=h2; j=1; 2; 3; : : : from the classical A0 will also lie on
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Fig. 1. Scaled errors (y(jh) − Lyj)=h3; j=1; 2; 3; : : : for the optimal ef method at three stepwidths: h=0:05 (solid line),
h=0:025 (dashed line) and h=0:0125 (dotted line) for Eq. (4.1).
one and the same curve, but this is just a straightline because the jacobian function is identically
vanishing and y(3)(x) is a constant.)
The inNuence of the existence of the critical point Lx=1 is visible. The error deteriorates progres-
sively from x=0 up to x=0:8 because the equation is integrated by A1, a version which meets
more and more adverse conditions as x is advanced, but the deterioration is supressed between 0.8
and 1.2 because here A2 is used.
The second test case is the system of two equations
y′1 =− 2y1 + y2 + 2 sin(x);
y′2 =− ( + 2)y1 + ( + 1)(y2 + sin(x)− cos(x)); x¿ 0: (4.3)
Its general solution is
y1(x)= 1 exp(−x) + 2 exp(x) + sin(x);
y2(x)= 1 exp(−x) + 2( + 2) exp(x) + cos(x); (4.4)
where 1 and 2 are arbitrary constants. This system has been used in Section 6:1 of [4] for =
− 3 and = − 1000, with the aim of illustrating the phenomenon of sti=ness and the numerical
consequences of it. The point is that, if the initial conditions are y1(0)= 2 and y2(0)= 3, the constants
1 and 2 get the values 1 = 2 and 2 = 0 and therefore the exact solution becomes -independent.
We adopted the same initial conditions and carried out separate runs with the classical A0 and
with the optimal ef method, whose algorithm is constructed in each two-step interval by the pro-
cedure described in the Now chart. The interval [0; 10] was considered and the stepsizes used were
h=1=10; 1=20 and 1=40. In Table 2 we give the absolute errors from the two methods at x=10,
for = − 10 (a nonsti= case) and = − 1000 (a sti= case). We see that the ef method works
much better than A0, irrespective of whether the system is sti= or nonsti=. The fact that the ef
method is of the third order is also visible but, for additional con%rmation, we present some graphs
for the case = − 1000. (The graphs corresponding to = − 10 are similar). In Figs. 2 we give
the scaled errors (y(jh) − Lyj)=h2; j=1; 2; 3; : : : obtained by the classical A0 for the component
y1 and this con%rms the fact that A0 is a second-order method. The graph corresponding to the
432 L.Gr. Ixaru et al. / Journal of Computational and Applied Mathematics 140 (2002) 423–434
Table 2
Absolute errors Tyix= yi(x) − ycomputi (x) at x=10 for the two components i=1; 2; from the classical two-point bdf
algorithm A0 and from its optimal exponential %tting extension for system (4.3)
=− 10 =− 1000
h Ty1 Ty2 Ty1 Ty2
Classical A0
0.1000 −0:212(−02) −0:169(−02) −0:225(−02) −0:225(−02)
0.0500 −0:535(−03) −0:425(−03) −0:570(−03) −0:569(−03)
0.0250 −0:134(−03) −0:106(−03) −0:143(−03) −0:143(−03)
ef method
0.1000 −0:172(−03) −0:130(−03) −0:241(−03) −0:241(−03)
0.0500 −0:150(−04) −0:933(−05) −0:236(−04) −0:236(−04)
0.0250 −0:145(−05) −0:708(−06) −0:252(−05) −0:252(−05)
Fig. 2. Scaled errors (y(jh)− Lyj)=h2; j=1; 2; 3; : : : for the classical A0 at three stepwidths: h=0:1 (solid line), h=0:05
(dashed line) and h=0:025 (dotted line) for the %rst component of Eq. (4.3).
component y2 is pretty the same. Figs. 3–6 refer to the ef method. In Figs. 3 and 4 the scaled
errors (y(jh) − Lyj)=h3; j=1; 2; 3; : : : for the %rst and the second component are given. Again, the
behaviours are pretty similar in these two graphs but the pro%le is slightly di=erent from that of
Fig. 2. In %gures 5 and 6 we depict the variation of  for each component. In each of these two
graphs one or two curves are alternatively shown. The regions of x where only one curve is shown
represents the regions where A1 was chosen while when two curves appear (these are always sym-
metric) it means that A2 was activated and the two curves give the values of the two ’s. In the
latter case, the solid lines indicate that the two ’s are real while the dashed lines indicate that they
are imaginary.
Finally, it is instructive to mention that the exact solution of the system has three characteristic
frequencies 1 =−1; 2 = i and 3 =− i because each of the two components of the exact solution
is some linear combination of exp(ix); i=1; 2; 3. The detected values of  for A1 and of 1 =−2
for A2 may be seen as some compact representatives of the three true ’s of the problem, but this
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Fig. 3. Scaled errors (y(jh) − Lyj)=h3; j=1; 2; 3; : : : for the optimal ef method at three stepwidths: h=0:1 (solid line),
h=0:05 (dashed line) and h=0:025 (dotted line) for the %rst component of Eq. (4.3).
Fig. 4. The same as in Fig. 3 for the second component of Eq. (4.3).
Fig. 5. Variation with x of the optimal  in the %rst component of Eq. (4.3).
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Fig. 6. Variation with x of the optimal  in the second component of Eq. (4.3).
does not imply necessarily that their values should be some average values of the latter. Close to the
origin the detected  is clearly outside the range of the ’s (at least for the %rst component) but at
larger x and when A2 is chosen, the two ’s are close to 2 and 3. The latter can be interpreted as
reNecting the fact that in these intervals the trigonometric terms dominate in the involved derivatives
of the solution.
5. Conclusions
In this paper we considered the linear multistep algorithms for the %rst order ODEs and examined
the problem of how the frequencies should be tuned in order to obtain the maximal bene%t from the
exponential %tting versions of such algorithms. We found out that the key of the answer consists in
analysing the behaviour of the error. On this basis we were able to produce formulae for the optimal
’s and to show that, if this is done, the order of the method is increased. All our considerations
were restricted to the simplest case of two-step bdf algorithms but the extension to algorithms with
more steps is straightforward. The reported numerical illustrations suggest that further investigations
along these lines deserve a real attention.
References
[1] L.Gr. Ixaru, Operations on oscillatory functions, Comput. Phys. Commun. 105 (1997) 1–19.
[2] L.Gr. Ixaru, Numerical Methods for Di=erential Equations and Applications, Reidel, Dordrecht-Boston-Lancaster, 1984.
[3] L.Gr. Ixaru, M. Rizea, H. De Meyer, G. Vanden Berghe, Weights of the exponential %tting multistep algorithms for
%rst order ODEs, J. Comput. Appl. Math. 132, 2001, 83–93.
[4] J.D. Lambert, Numerical Methods for Ordinary Di=erential Equations, Wiley, New York, 1991.
[5] T.E. Simos, An exponentially %tted eight-order method for the numerical solution of the SchrJodinger equation,
J. Comput. Appl. Math. 108 (1999) 177–194.
[6] T.E. Simos, in: A. Hinchli=e (Ed.), Atomic Structure Computations in Chemical Modelling: Applications and Theory,
Umist, The Royal Society of Chemistry, 2000, pp. 38–142.
[7] T.E. Simos, P.S. Williams, On %nite di=erence methods for the solution of the SchrJodinger equation, Comput. Chem.
23 (1999) 513–554.
[8] G. Vanden Berghe, H. De Meyer, M. Van Daele, T. Van Hecke, Exponentially-%tted explicit Runge–Kutta methods,
Comput. Phys. Commun. 123 (1999) 7–15.
