Models representing the underlying trends in UK permanent health insurance (PHI) recovery, mortality and claim inception transition intensitives over the 20 year calendar period, from 1975 to 1994 inclusive, are proposed. The investigation of such trends is of special interest given that the three transition intensities, with stationary estimates based on the equivalent grouped data for the quadrennial observation window 1975-1978, form an important part of UK continuous mortality investigation (CMI) Bureau multiple-state model for PHI business and play an important role in the pricing and reserving for PHI sickness benefits.
Introduction
The sickness recovery and inception transition intensities, together with the force of mortality when sick, which form the basis of UK continuous mortality investigation (CMI) Bureau's multiple-state model, derive from the pooled experience of leading UK insurance companies in the observation window 1975 -1978 (CMI, 1991 . The introduction of this model (and the associated standard tables) represents a significant step forward in the ways in which the premiums and benefits for UK permanent health insurance (PHI) contracts could be valued, with implications for pricing and reserving, and in which the underlying transition experience could be measured and monitored. In this paper, our objective is to search for any significant underlying time trends (1975) (1976) (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) in these three fundamental transition intensities by "curve" fitting, noting that these trends might have important implications for current practice in terms of the pricing and reserving for PHI sickness benefits. Sickness recovery intensities and mortality from sickness intensities are modelled, respectively, in Sections 2 and 3. As explained in Section 4, since there are added complications, which require further assumptions when modelling sickness inception intensities as opposed to modelling the closely related claim inception intensities, we model the latter. The implications of doing this are also discussed in Section 4. The investigation is made possible by the recent consolidation of the information provided by contributing offices to the PHI experience into a suitable data base. 
Sickness recovery intensities

Preliminaries
In this section, we model the sickness recovery transition intensities. Numbers of recoveries with matching exposures, in the raw data, have been made available by individual weeks for sickness duration, individual years for age at sickness inception and by individual calendar years, 1975-1994 . This applies for each of five deferred periods of 1, 4, 13, 26, 52 weeks (DP1, DP4, DP13, DP26, DP52), for both males and females, see Fig. 1 . Since the search for time trend patterns in the recovery intensities is a primary aim of the ensuing analysis, we have decided not to group the data by calendar year (typically grouped by quadrennia by the CMI Bureau for the purposes of monitoring the experience relative to the standard tables). There is ample exposure to permit this, without materially increasing the proportion of data cells void of exposure. For grouping with respect to both sickness duration and age at sickness inception, we follow the approach used in recent CMI Bureau commentaries on parts of the data set (see CMI, 1996) , an arrangement which is judged to be satisfactory on the basis of trial and error. Hence, the complete cross-classification is summarised as follows: gender male, female deferred period 1, 4, 13, 26, 52 weeks duration (z) 1-, 2-, 3-, 4-, 8-, 13-, 17-, 26-, 30-, 39-51 weeks, 1-, 2-, 5-11 years age (x) 18-, 25-, 30-, 35-, 40-, 45-, 50-, 55-, 60-64 years period (t) 1975, 1976, 1977,. . . , 1994 (coded 1-20) (Notationally, we follow CMI (1991) in using z to indicate time and consequently use t to indicate years.) Note that there is a maximum of 13 duration levels subject to the specific deferred period, with 10 levels for DP4, eight levels for DP13, and so on. For each of the five deferred periods and each gender (10 separate cases), based on this cross-classification, let r txz = number of recoveries in cell (t, x, z) e txz = exposure (in years) to the possibility of recovery in cell (t, x, z) as the case may be. Further, for each period t, the data are assumed to be located at the centroids of their respective sub-cells (x, z), determined by weighted averages, with weights based on the relative exposures generated by the raw data. For the male experience, there is a relatively small number of cells with zero exposure located on the fringes of the resulting data grids, focused on ages 18-24 with sickness durations in excess of 26 weeks, and on ages 60-64 with sickness duration 5-11 years. Empty cells are somewhat more extensive than this for the female experience. Such cells are conveniently eliminated from the ensuing analysis by allocating zero weights to them.
There is also a tendency for recoveries to be somewhat thinly spread across calendar years at sickness durations in excess of 2 years. For a specific deferred period and specific gender, the recovery intensity per year from sickness ρ txz is targeted by modelling the numbers of reported recoveries in the various data cells as Poisson response variables r txz ∼ Poi(e txz ρ txz ) independently for all cells (t, x, z) for which
where V is the variance function of the associated generalised linear model (GLM). (The scale parameter is one.) Hence the kernel of the log-likelihood is
Model fitting is implemented by optimising this expression using a log relationship log m txz = η txz = log e txz + log ρ txz linking the mean response m txz to a parameterised linear predictor η txz . The second term log ρ txz in the predictor may be expressed as a variety of parameterised functions in t, x and z, which are linear in the unknown parameters.
Since the first term in the predictor log e txz does not involve any parameters, it is automatically subtracted from the predictor in the fitting process and is described as an "offset" term. This means that this part of the predictor remains constant throughout the fitting of the different parameterised formulae for ρ txz . Since each deferred period/gender combination is modelled separately in this section, no notational provision for these two factors is required when formulating the model. The choice of a Poisson response GLM in this context is motivated by Sverdrup (1965) . For a comprehensive discussion of GLMs, including applications, see McCullagh and Nelder (1989) . For a review of actuarial applications of GLMs, see Haberman and Renshaw (1996) .
Male, DP1 experience
Model selection
Following exploratory analysis, centred mainly on investigating the relative merits of using low order polynomial structures in √ z, as opposed to z, for individual calendar years, we take as our starting point the model
where z is in weeks (based on the metric of a 52.18 week year) and x is in years. This model has been fitted previously (Renshaw and Haberman, 1995) , to an earlier version of the 1975-1978 data set, which was grouped into a single calendar quadrennium (coupled with a less stringent grouping with respect to sickness duration). The structure is linear in the parameters and, as such, can be readily adjusted to allow for period effects. We begin by fitting this structure separately for each calendar year, viz.
subject to the constraints
where t = 1, 2, . . . , 20 is used to code the respective calendar years 1975, 1976, . . . , 1994 . The structure involves a total of 120 (unknown) parameters. It is possible to assess the significance of the various sets of parameters by fitting these sequentially and conducting an analysis of deviance. One such possibility based on the order in which the terms appear on the RHS of Eq. (2.1), is reported in Table 1 . Firstly, note that the order in which the parameters were fitted, may be deduced by reading down the first column. Then, for a Poisson GLM, as here, the model deviances reported in the second column of the table, are given by (e.g. McCullagh and Nelder, 1989, p. 34) 
wherem txz denote the predicted number of recoveries (fitted values) under the specific predictor structure and d txz is the contribution to the model deviance from the data cell defined by (t, x, z) , with weight ω txz = 0 if a data cell has zero exposure, and weight ω txz = 1, otherwise. The number of degrees-of-freedom reported in the third column, is equal to the sum of these weights (the number of non-empty cells) minus the number of effective parameters included in the linear predictor structure. Columns 4 and 5 of Table 1 are constructed by differencing the respective model deviances and matching degrees-of-freedom and the mean deviance (based on the ratios of these differences) are recorded in the last column. The entries in the last three columns of Table 1 monitor the significance of the parameter(s) identified by the matching adjacent (lower) entry in the first column. Then, under the assumption that the difference in the deviances (column 4) are approximately distributed as χ 2 (exact in the case of Gaussian response GLMs), we set the parameters {β 3t } and {β 4t } equal to zero on the basis that they are not statistically significant. We remark that the values of these difference statistics are moderately sensitive to the order in which the associated parameters are added to the structure. However, this source of variation is relatively small and is generally not an issue of practical consequence. Thus, for each case in question, we have experimented by changing the model fitting sequence in various ways, and each time the conclusion is unaffected. For an interesting example involving an analysis of deviance relating to car insurance claims and which is similar to the present case, albeit based on a gamma response GLM, see Section 8.4.1 of McCullagh and Nelder (1989) . We, therefore, fit the simplified model structure
and search for possible time trends by plotting each of the resulting sets of parameter estimates {β 0t }, {β 1t }, {β 2t } and {β 5t } against time t. These plots are reproduced in Fig. 2 . Focusing first on the bottom right hand frame which relates to {β 5t }, on the basis of this visual evidence that the plotted points are not supportive of any trend; coupled with the information that only two out of the 19 parameters differ significantly from zero (established by individual t-statistics), we have decided to further simplify the model by also setting the parameters {β 5t } equal to zero. We note in addition, that one out of the 2114 contributing non-empty data cells contributes a disproportionate amount of 18.2 to the value of 78.3 in the deviance difference reported in the penultimate row of Table 1 . By way of explanation, this cell (t = 1986, x = 55-59, z = 5-11 years) corresponds to the extreme case of two acknowledged poor quality data cells involving sickness duration 5-11 years. We have decided to retain such data cells and note their appearance as outliers in the ensuing residual plots (e.g. Fig. 3 ). Secondly, on the basis of the three remaining estimator plots of Fig. 2 , which exhibit straight line trends (with relatively little dispersion in two cases), we have decided to trade some local variation (within the context of the heavily parameterised model (2.1a)), for the nine parameter model
generated by substituting β 0t = α 0 + β 6 t, β 1t = α 7 + β 7 t and β 2t = α 8 + β 8 t in Eq. (2.1a). Finally, noting that the RHS of Eq. (2.3) is now a polynomial in the three variates t, x and √ z, we experiment by introducing additional polynomial terms in the three variates, using as a criterion a significant reduction in the model deviance coupled with the retention of a complete set of statistically significant parameter estimates. On this basis, Eq. (2.3) is modified to include additional parameterised terms in x 2 and x 3 , a feature which induces a further reduction of 110.4 in the deviance for the loss of 2 degrees-of-freedom. This leads finally to the adoption of the model structure
The parameter estimates, together with their standard errors and t-statistics, are presented in Table 2 . Separate investigations (not reported here) demonstrate the credibility of this model structure. For example, grouping the data by four year calendar periods, it transpires that, for each of 1975-1978, 1979-1982, . . . , 1991-1994 , a model of the type (2.4), with the time dependent parameters (β 6 , β 7 , β 8 ) pre-set to zero, provides a satisfactory fit to the recovery transition intensities (for males for deferred period equal to 1 week).
Model interpretation
Diagnostic checks of the model structure are conducted using deviance residuals, defined by
where d txz are the components of the model deviance, defined in Eq. (2.2). A variety of residual plots have been examined. For example, deviance residuals plotted against the index (or counter)
based on duration categories z = 1, 2, . . . , z * (z * = 13 for DP1, z * = 10 for DP4, etc.) serialised by calendar year t = 1, 2, . . . , 20, for each separate age category, provides a compact way of viewing the residuals plotted against sickness duration, arranged end-on for each period. Thus, for a specified age, the first z * points on the index represent the full range of possible sickness durations, arranged in increasing order, for 1975, then for 1976, and so on. By way of illustration we reproduce three such plots in Fig. 3 . Note in particular the outlier described earlier, together with a further outlier. The structured model (2.4) may be interpreted as a three-dimensional surface in t, x and √ z (for values of z less than 5 years so as to avoid durations where the data are particularly sparse). This model may be viewed from a number perspectives, which include the following:
Perspective 1:
where
Perspective 2:
Perspective 3:
Perspective 1 focuses on the model prediction that, for fixed (x, z), the log-recovery intensity has changed linearly in time over the 20 year calendar period. Note that the behaviour of the signs of B xz over the (x, z) grid is of special interest, since these dictate the cells for which the predicted recovery intensities have increased or decreased over the period concerned. On noting that B xz is independent of x and is a quadratic in Table 2 for parameter values), it follows that B xz is positive, and hence the predicted recovery intensities decrease, for values of √ z between the roots 1.80 and 17.52 of the quadratic. In essence, these imply that recovery intensities have increased over time for sickness durations of 3 weeks and under and for durations 307 weeks and over, but otherwise have been in decline during the period of investigation. We return to the quadratic form for B xz in Section 2.6. Predicted log-recovery intensities, plotted against calendar period, for specific ages at sickness inception are reproduced in the upper frame of Fig. 4 . Perspective 2 focuses on the log-recovery intensity, viewed as a function of sickness duration, for fixed (t, x). It is a quadratic in √ z, with C tx , the coefficient of ( √ z) 2 , positive for all values of (t, x) within the domain defined by the data grid. Hence, the quadratic is convex, with a turning point that is a minimum. A typical family of quadratics for each t, fixed x, is illustrated in the bottom left frame of Fig. 4 , in which the turning point lies "off the chosen scale".
Perspective 3 focuses on the prediction that log-recovery intensities change as a cubic function in age x. This feature is illustrated in the bottom right frame of Fig. 4 , in which a typical family of cubic profiles, for different calendar periods and specific policy duration, is presented. Note that calendar period effects impact only on the coefficient A tz , thereby inducing parallel cubic curves. Further, over the relevant age range, 18-65 years, it can be shown that the cubic expression in x has a maximum at age
with a point of inflexion at age 49.36.
Male, other deferred periods
Model selection
A different model is needed for each of the other deferred periods. We take as our starting point the model structure where
This has been fitted previously (Renshaw and Haberman, 1995) , to versions of the grouped 1975-1978 quadrennium data sets for DP4, DP13 and DP26. We again begin by fitting the structure separately for each calendar year, so that
With the exception of DP52, we set z 0 equal to the length of the DP in question plus 4 weeks. This is done (Renshaw and Haberman, 1995) in recognition of the reported (Section 3, Part B of CMI (1991, pp. 25-31)) sluggish recovery rates in the first 4 weeks immediately after sickness benefit becomes payable, for the male experience for the 1975-1978 quadrennium. This feature has been further investigated and found to persist throughout the 20 year period under investigation. The details are available from the authors on request. In addition, it may be further assessed by referring to the degree of statistical significance associated with the parameters β 3 and β 5 in the ensuing analysis. The separate analysis for DP4, DP13 and DP26 follows a near identical pattern, subject to decreasing overall exposure with increasing (fixed) deferred period. Firstly, the optimum position of the second knot z 1 is determined by the repeated fitting of model structure (2.5), under incremental changes of 1 month (based on a 12 month year, each of length 4.35 weeks) in the position of z 1 . The resulting deviance profiles are reported in Table 3 , and the optimum value of z 1 is selected accordingly.
For DP52, it is necessary to pre-set β 3 = β 3t = β 5 = β 5t = 0 since the associated data are not amenable to the specific investigation of the 4 week "run-in" period. Neither are these data amenable to the construction of a finely graded deviance profile as above, due to the necessary broad grouping of the raw data. Consequently, we have set the knot at the centre of the first sickness band. Next, the deviance profiles, as the terms on the RHS of Eq. (2.5) are added sequentially into the structure of the model, are reported in Table 4 (a)-(d). Here, as implied by the first column of each of these tables, we have introduced all the parameters which do not display period effects in the first instance, and then added in the parameters representing the period effects. On the basis of the statistical significance, or otherwise, of the deviance differences (column 4) when referred to an approximate χ 2 distribution, the conclusions are similar in all four cases, leading to the adoption of the simplified model structure
for DP4, DP13, DP26, and with additionally β 0t = 0 (β 3 = β 5 = 0) for DP52. Finally, since the ensuing {β 0t } time patterns, reproduced in Fig. 5 , exhibit essentially straight line trends, we trade some local variation, within the context of the model (2.5a), by setting β 0t = α + β 6 t (and absorbing the parameter α into β 0 ) and adopt the model structure
for DP4, DP13, DP26 with additionally β 3 = β 5 = β 6 = 0 for DP52.
Model interpretation
The parameter estimates, together with their standard errors and t-statistics, for all four cases, are presented in Table 5 . Note that we have retained the period effects out of interest in the case of DP52, in spite of the fact that they are not statistically significant, a feature confirmed by the value of the t-statistic of the relevant parameter. Diagnostic checks are again based on deviance residual plots, typical examples of which are reproduced in Fig. 6 . Eq. (2.6) may be viewed from the same three perspectives as Eq. (2.4), namely Perspective 1:
where Perspective 3:
Under Perspective 1, B xz is positive for all four deferred periods, so that the predicted log-recovery intensities decrease linearly, for fixed (x, z), over the period under investigation. This feature is illustrated in the upper frame of Fig. 7 . Under Perspective 2, recalling that (z − z j ) + = z − z j if z > z j but is zero otherwise, it follows that the gradients of the three line segments for each of DP4, DP13, DP26 are given by
It then follows trivially from Table 5 that the predicted log-recovery intensities first increase in the so-called 4 week "run-in" durational period, then decrease linearly with increasing sickness duration, for fixed (t, x), and generally continue to decrease but less rapidly so for durations in excess of z 1 weeks. The lower frame in Fig. 7 illustrates this. Under Perspective 3, B tz > 0 and the predicted log-recovery intensities decrease linearly with age at sickness inception, for fixed (t, z).
Female, DP1 experience
In the absence of any reported previous analysis of UK female PHI experience (e.g. from the 1975-1978 investigation), we follow the same approach as that adopted in Section 2.2 for the male experience, while noting that the female experience is much more sparse than the corresponding male experience. The deviance profile associated with the sequential fitting of the terms on the RHS of expression (2.1) is reported in Table 6 . While the approximate χ 2 test applied to the deviance differences is supportive of all five parameters β 1 , β 2 , β 3 , β 4 and β 5 being non-zero, the experience is not supportive of any statistically significant period effects in the sets of parameters with the possible exception of the {β 0t }. The parameter estimates {β 0t } under the fitted model structure
are reproduced in the upper frame of Fig. 8 , in which five of the parameters differ significantly from zero on the basis of the individual t-statistics. On the basis of this visual evidence, the parameters are not supportive of any obvious time trend. This is further supported by fitting the model structure
in which we have set β 0t = α + β 6 t in the foregoing equation and replaced β 0 + α by β 0 . Eq. (2.7) can, in turn, be rewritten as Perspective 1:
where The parameter estimates, standard errors, and t-statistics are reported in Table 7 . These indicate that the period effect is not statistically significant, but that, since B xz < 0, there is some weak evidence to support the general statement that recovery intensities have increased, if anything, over the 20 year period concerned. The quality of the fit has again been assessed by the residual plots associated with the fitted structure, two of which are reproduced in the lower frames of Fig. 8 .
Female, other deferred periods
Structure (2.6), fitted to the equivalent male experiences in Section 2.3, has also been fitted to the female DP4, DP13 and DP26 experience but with β 5 pre-set to zero, as the product term x(z − z 0 ) + proved to be statistically non-significant in this case. The optimum position of the knot in each case, is determined by reference to deviance profiles (as in Section 2.3), constructed by varying the position of the knot by monthly increments in the model (2.6), the results of which are reported in Table 8 . We can again write the model structure as Perspective 1:
where in order to highlight the dependence on t. Details of the parameter estimates are reported in Table 9 . Additionally, we have pre-set β 0 to zero for DP13 since, in the event, this term also proves to be statistically insignificant.
Since the estimated value of β 6 is negative for each deferred period, there is an implied deterioration in the recovery rates over the 20 year period concerned. Perspectives 2 and 3 are similar in outline to the equivalent male experiences.
Discussion of results
It is of interest to compare the magnitudes of B xz , the rates by which the predicted log-recovery intensities change with time, across all deferred periods where feasible (see Perspective 1 in each case). With the exception of the male DP1 experience, these rates of change with time are particularly simple, with B xz = −β 6 , a constant for all (x, z) . Consequently, it is a simple matter to compare rates in these cases by tabulating the values of −B xz = β 6 , say, taken from Tables 5, 7 with a negative sign implying decreasing recovery intensities over time. The similarity of the results for the male DP4, DP13 and DP26 experience, together with the female DP13, DP26 experience, and to a lesser extent the female DP4 experience, is noteworthy. The situation is somewhat more complex for the male DP1 experience, with B xz dependent on z. For this experience, recovery intensities decrease with time for durations in excess of 4 weeks but less than 6 years. Discussions with reinsurers and direct insurers active in the PHI market in UK suggest that a possible explanation for the increase in recovery rates with time at these short sickness durations for DP1 policies could be the improved management of claims by insurers over this period, together with a move to active intervention in newly admitted claims. These changes may have led to fewer marginal cases being accepted as new claims; to accepted claims being managed more actively at the short durations, leading to increased short duration recoveries; and to the residual claims, surviving this initial, active management stage, being the more problematic and long term cases. These effects would be particularly noticeable for shorter deferred policies, as these would provide greater scope for early intervention in any newly notified claims. For longer deferred period policies, claims would be notified somewhat later and tend to be more established by the time that the insurer's claims management process could intervene. These changes could explain the difference in the nature of the results for DP1 compared to the longer deferred periods.
Mortality from sickness intensities
In this section, we focus on the force of mortality when in the sick state. Because of the relatively low reported incidence of sick to death transitions, in keeping with previous work by the CMI Bureau on such transitions (Section 5, Part B of CMI (1991)), the deaths and exposures in matching cells are combined by summation over all deferred periods (DP1, DP4, DP13, DP26, DP52), and the cross-classified data cells are defined by gender (g) 1 -male, 2 -female duration (z) 1-, 4-, 8-, 13-, 17-, 26-, 30-, 39-51 weeks, 1-, 2-, 5-11 years (11 levels) age (x) 18-, 35-, 40-, 45-, 50-, 55-, 60-64 years (7 levels) period (t) 1975-1978, 1979-1982, 1983-1986, 1987-1990, 1991-1994 (5 quadrennia) with calendar years grouped as quadrennia, unlike Section 2. Hence the raw data used in this analysis comprise d g txz number of deaths in sick cell (g, t, x, z) e g txz exposure (in years) to risk of death in sick cell (g, t, x, z) The force of mortality when sick (or mortality from sickness transition intensity) ν g txz is targeted by assuming that the numbers of reported deaths in the various data cells to be independent Poisson response variables
txz ) independently for all cells (g, t, x, z) for which where V is the variance function of the associated GLM. (The scale parameter is one.) This assumption forms the basis of recent approaches to the actuarial graduation of the force of mortality for assured lives, annuitants and pensioners (Forfar et al., 1988; Renshaw, 1991) . It can also be justified on the basis of Sverdrup (1965) , as noted in Section 2.1. Model fitting is implemented in combination with the log-link predictor relationship
where η g txz denotes the linear predictor, log e g txz the offset and log ν g txz is expressible as a variety of parameterised functions in the four covariates, gender, period, age and sickness duration. Note that, unlike Section 2, we model gender as a covariate since there are insufficient data to model the female experience separately. An exploratory analysis is possible by modelling all four covariates as categorical factors. In particular, the main effects structure takes the parametric form
It is of interest to note that this is an extension, involving additional calendar period and gender effects, of the multiplicative structure (under the inverse log-link) investigated by Bayliss (1991) in relation to the 1975-1978 male experience, and which was identified as a Poisson GLM with a log-link by Renshaw and Haberman (1995) . One of the possible ways in which the factors can be added sequentially into the structure of the RHS of Eq. (3.1) is recorded in Table 10 . Again, the order of the sequencing may be deduced by reading down the first column of the table, and, on the basis that the deviance differences are approximately distributed as χ 2 , all four factors are established as being highly significant statistically.
The feasibility of incorporating additional paired interactions terms into the predictor structure was subsequently investigated and quickly abandoned, owing to the paucity of recorded deaths from sick in many of the cross-classified data cells, especially for females. Indeed the total number of recorded female deaths across all cells making up the five quadrennia are as follows: 1975-1978 1979-1982 1983-1986 1987-1990 1990-1994 19 19 28 41 58
Deviance residual plots generated by the main effects model structure (3.1) are presented in Fig. 9 . These comprise plots of the residuals against an age/duration index, separately for males in each of the five quadrennia, and for all females combined over all 20 calendar years. The index is defined as index(x, z) = z i + 11(x i − 1), where z i , with values 1-11, identify the 11 duration groups arranged in increasing order; and similarly x i , with values 1-7, identify the seven age groups arranged in increasing order. It is arranged, so that the z's are nested within the x's. Thus, the first 11 points on the index represent the full range of possible sickness durations, arranged in increasing order of magnitude, for ages 18-34, etc.
The parameter estimates for the main effects structure, Eq. (3.1), make interesting reading. The details are presented in Table 11 . The model predicts that mortality rates from the sick state: 1. increase with increasing age, 2. are lower in females than males, 3. improve progressively over the five quadrennial calendar periods, 4. are essentially bell-shaped with respect to sickness duration, deteriorating up to duration 26-29 weeks, followed by a relative improvement as duration further increases, with an apparent final up-turn in mortality at very long durations. These effects are graphically illustrated in the upper frame of Fig. 10 , in which the predicted log-mortality intensity log ν g txz , is plotted against duration (on the categorical scale z i ), for each age band x i , for the 1975-1978 male experience (with β 1 = 0, α g = 0: note that the first level of each batch of parameters is set equal to zero, by convention within the GLIM modelling computer system on account of over-parameterisation in the model structure). We recall that the 1975-1978 male experience formed the basis for the construction of the PHI standard model in current use in UK. It is of interest to note that the general shape of the graphs in the upper frame of Fig. 10 is consistent with the so-called duration factor profile, Figure B6 of Bayliss (1991) , based on that author's analysis of the 1975-1978 male experience. In addition, the age factor profile in Figure B7 of Bayliss (1991) is consistent with the pattern in the age effects parameter estimatesγ x of Table 11 , with again statistically insignificant effects for ages under 40 years, as implied for the 1975-1978 experience of Bayliss (1991, p. 36) . The parallel profile, representing each of the age bands in Fig. 10 , is a feature of the additive, non-interactive, nature of the linear predictor structure. Identical profiles, constructed by moving (lowering since both the estimated α g 's and the estimated β t 's are negative) the whole configuration vertically relative to the ordinate by an amount α g + β t , apply for the nine remaining period/gender combinations under study. These profiles imply a reduction in mortality for each age/duration cell relative to the 1975-1978 male experience. It is also of interest to note, that while the CMI (1991) model is based on ν g txz depending on x (attained age) only, for sickness duration sickness duration z in excess of 5 years, it follows from Table 11 that the parameter estimates for durational main effects,δ z , are of borderline statistical significance, for durations in excess of 1 year, i.e.δ(j ) for j = 9, 10, 11. Given the patterns in the sets of parameter estimates (Table 11) , it is further possible to reduce the number of parameters utilised by representing all three of the covariates -period, age and duration -as continuous variates and incorporating them into the formula
where Here, period t is coded from 1 to 5 (to match the respective quadrennia), while age x (in years) and z (in weeks) are allocated values at the centres of the relevant data cells defined at the outset of this section. In Eq. (3.2), duration effects are represented by hinged line segments, with k hinges or knots positioned at z j ε {2. 5, 6, 10.5, 15, 21.5, 28, 34.6, 45.6, 78.3, 182.6, 417.4} . A similar structure with α 2 = β 5 = 0, k = 2, was fitted to an earlier version of the 1975-1978 males experience, Renshaw and Haberman (1995) . To accord with the basic shape of the upper frame in Fig. 10 we elect to site four knots at z 1 = 10.5, z 2 = 28, z 3 = 45.6, z 4 = 182.6, corresponding to the key changes in direction. Details of the fit, in which all parameters estimates are shown to be highly significant statistically, are reported in Table 12 . The resulting predicted log-mortality intensity is plotted against duration, now measured in weeks, for each age, for the 1975-1978 male experience (t = 1, α g = 0) in the lower frame of Fig. 10 . The overall patterns in the corresponding residuals are similar in nature to those associated with model (3.1), as reported in Fig. 9 , and are hence not reproduced. The conclusions to be drawn from model (3.2) are similar to those drawn from model (3.1), i.e. (1)- (4) as presented above.
Claim inception intensities
Preliminaries
In this section, we report on the claim inception intensities. The raw data comprise claim inception counts with matching exposures, cross-classified according to the format gender male, female deferred period 1, 4, 13, 26, 52 weeks age at inception (x) 18-, 25-, 30-, 35-, 40-, 45-, 50-, 55-, 60-64 years calendar time at inception (t) 1975, 1976, 1977, . . . , 1994 For each gender in combination with each of the five deferred periods, let i tx claim inception count in cell (t, x) e tx matching exposure in cell (t, x) as the case may be. Thus, i tx represents the number of sicknesses which start in the observation cell (t, x) and which last beyond the deferred period of the policy. Exposures are measured in years and do not include any allowance for the exposure time spent as sick but not claiming -unlike CMI (1991) and Renshaw and Haberman (1995) who make adjustments for this factor. However, as reported of CMI (1996, p. 3), the effect of ignoring this factor is only "to overstate the exposure by about 0.5%".
The claim inception transition intensity τ tx is targeted for specific gender and deferred period combinations. This is done by declaring the numbers of reported incidents of claims in the various data cells to be independent over-dispersed Poisson response variables, such that
with variance function V, and scale parameter φ. The scale parameter is included in recognition of the presence of duplicates amongst the policies contributing to the data base. Such responses are implemented in combination with the log-link predictor relationship η tx = log m tx = log e tx + log τ tx , where η tx denotes the linear predictor and log e tx the offset. It is informative to relate the targeting of claim inception transitions τ tx to that of targeting sickness inception transitions σ tx , since the latter play a more fundamental role in the PHI multiple-state model. The claim and sickness inception intensities are related by τ tx = π txd σ tx , where π txd denotes the probability that the time spent in the sick state exceeds the relevant deferred period of d (=1, 4, 13, 26, 52) weeks. Hence, when targeting σ tx as opposed to τ tx , it would first be necessary to determine values for π txd , so that log π txd may be added to the offset term prior to model fitting. It is possible to do this by evaluating the integral
However, the resulting predicted sickness inceptions are sensitive to the values of π txd , a feature noted in Renshaw and Haberman (1995) , and we have elected to model and report on trends in the claim inception rates which we believe are also of great interest to practitioners, in particular, for the measurement and monitoring of emerging claims experience. Others have followed this route of attempting to model directly the claim inception rates: see, e.g. Dillner (1969) and Haberman and Walsh (1998) . The modelling of the sickness inception transitions σ tx coupled with the evaluation of π txω is being investigated further.
For each separate DP (and gender), focus on model structures of the type (as suggested by Renshaw et al. (1996) in the context of mortality)
in which both age x and calendar year t at sickness inception are modelled as continuous variates. Specifically, x is allocated values at the centre of the relevant age cell (as defined above), while t (as defined above) is mapped into t using t = Where the results dictate that certain of the parameters in Eq. (4.1) are not statistically significant, they are pre-set to zero.
Male experiences
Specific details of the model structures (4.1) fitted separately for each DP may be deduced from Table 13 which tabulates the relevant parameter estimates, their standard errors and "t-statistics". The nature of these predictor structures is summarised thus DP1 quintic in t effects + cubic in x effects + second and third order product effects DP4 quintic in t effects + cubic in x effects + second order product effects DP13 cubic in t effects + cubic in x effects DP26 cubic in t effects + cubic in x effects DP52 linear in t effects + cubic in x effects + second order product effects.
It is of interest to note that cubic age effects (in combination with the log-link), which feature in all five cases, also feature strongly in the original PHI model based on the 1975-1978 data set (see CMI, 1991) albeit in relation to sickness inception rates as opposed to claim inception rates, as here. We also note that the Haberman and Walsh (1998) analysis of claim inception intensity trends over the shorter time period 1987-1994 led to unconvincing results, which were encapsulated in a model that was "quadratic in t effects and quintic x effects" with no product terms. Each structure has been selected on the basis of exploratory data analysis involving an examination of deviance profiles, deviance residual plots and the statistical significance or otherwise of the associated parameter estimates. In particular, residuals plotted against both age and calendar year of sickness inception are especially informative. Given the presence of a free standing scale parameter φ in this analysis, here we make use of scaled deviance residuals sign(r tx −m tx )ω tx
By way of illustration we reproduce three such plots in Fig. 11 . The resulting smoothed log-claim inception intensities generated by these models for DP1, DP4, DP13 and DP26 are illustrated in Fig. 12 , with each figure comprising separate plots of the predicted log-claim inception intensities against calendar year for each age. The cyclical appearance of these curves leads to the suggestion of an association with indices of the economic cycle, and a possible causal link: this is a potential area for further work: see Section 5 (and the preliminary analysis of Haberman and Walsh (1998) ).
Female experiences
Similarly, Table 14 presents specific details of the model structures (4.1) fitted separately for each DP (except DP52). The nature of the predictor structures is summarised thus: DP1 cubic in t effects + quadratic in x effects + second order product effects DP4 linear in t effects + quadratic in x effects + second order product effects DP13 linear in x effects DP26 linear in t effects + linear in x effects DP52 paucity of data As for males, the DP1 fit shows a higher proportion of deviance residuals with magnitude in excess of three than might be expected and consequently a fairly high value of the estimated scale parameter (φ = 2.34 in this case). Fig. 13 shows the predicted log-claim inception intensities for DP1 and DP4. 
Further work
We have identified a number of areas worthy of further investigation: 1. Consideration of the correlation between the trends identified in Sections 2-4 (e.g. depicted in Figs. 4, 7, 12 and 13) and the underlying economic variables (as attempted by Haberman and Walsh (1998) ), allowing for changes in the eligibility conditions and levels of social security invalidity benefits and in the taxation of social security and PHI benefits. 2. Consideration of the recoveries split into broad categories by type of disability in order to investigate the hypothesis that certain types would be more susceptible to economic trends. This would be dependent on the relevant data being provided by the CMI Bureau. 3. Application of alternative smoothing techniques to the model parameters, including a time series approach to the modelling of parameter trends (as in McNown and Roberts (1989) , for example).
