We consider the following degenerate parabolic equation
Introduction
We study the following nonlinear degenerate parabolic equation:
where γ is a real parameter. We look for nonnegative solutions of the Cauchy problem, not necessarily bounded. For γ > 0 the problem is not well-posed in the usual classes of classical, weak or viscosity solutions.
The purpose of this paper is to show that the Cauchy Problem (Equation (1.1) with initial data v(x, 0) = v 0 (x) for x ∈ R N ) is well-posed with arbitrarily large initial data, more precisely in the class L + of all nonnegative measurable initial functions (v 0 can be infinite on a general measurable set), if we understand the initial data in an unusual sense, namely as Borel p-traces with p = −γ < 0. The result holds for γ > N/2. It is remarkable that, while the class of data L + is very large (an optimal class), the solutions we obtain are classical.
Let it be mentioned that though our setting is in many senses the most natural, it is not unique, and some applications lead to a different problem setting with non-classical solutions and moving boundaries.
Motivation and approaches
A main mathematical motivation to study equation (1.1) stems from the current interest in understanding the theory of fully-nonlinear parabolic equations with non-divergence form, for which this is an example with quite simple quadratic structure that offers a number of challenges. It is known that the set of solutions of (1.1) and their behaviour depends strongly on the value of the parameter γ: though the theory is well-known for γ < 0, it is still poorly understood for γ > 0. Consequently, we restrict our analysis to γ > 0, and in particular to the "good" subrange γ > N/2, since the whole range offers too many novelties for a single study. This is a consequence of the rich structure of the problem.
As a token of the results that are found, let us just mention that a continuous, nonnegative and bounded viscosity solution (defined in a rather standard sense, following the theory of Crandall, Evans and Lions, cf. [25, 26, 23, 24] ) is not necessarily determined in a unique way by its continuous initial trace, as we will show. In that sense, we point out that even in the selected range we have been forced to focus on a class of solutions with noncontracting supports, which is natural in some applications; but it has been subsequently pointed out by interested researchers that other classes enter their studies, more below.
The choice of this particular equation as the object of study is also motivated by a number of applications to diffusive phenomena in physics and biology. Let us mention several applications with parameter γ 0, and comment on the results and the genesis of the paper at the same time. As a first example, it has been proposed as a model for the evolution of some biological populations and studied by Ughi and other authors, cf. [47, 29, 12, 13, 14] . In this context v 0 is a density or a concentration, and our work is based on theirs. Thus, for all continuous and bounded initial data the authors obtain a unique solution by means of the vanishing viscosity method. These solutions are weak solutions in a suitable definition. The important progress done in those papers does not solve however the problem of well-posedness of the Cauchy problem with general data that is our main concern.
The equation is also used (in an equivalent form) to describe the cooling of a fireball produced by a strong explosion of a local gas, [43] and the special case γ = 1 is studied in [44, 38] .
In another context, Barenblatt et al. [7] have recently proposed the same equation to describe groundwater flow through a water-absorbing fissurized porous rock, and then v 0 is the scaled groundwater level. Natural classes of solutions with shrinking supports are found. Such solutions are not in our class, and the new model represents different physics through its moving interfaces or free boundaries. It will be left out of our present considerations, and we refer to [51] where progress is done in understanding that setting. Finally, Barenblatt [6] has used an integrated version of this equation to analyze the process of contour enhancement in image processing, see also [8] . Again, a contracting free boundary appears, and it is basic in describing the moving contours.
Usual concepts of solution and why they do not work
Since the equation is only degenerate parabolic at the value v = 0, a theory of classical solutions with bounded initial data such that v 0 (x) ε > 0 is immediate, the problem is well-posed, the solutions are C ∞ smooth, the Maximum Principle applies, and these facts hold independently of the value of γ.
However, such a nice panorama breaks down if the value v = 0 is admitted. Among the problems that arise, the lack of uniqueness of different types of solutions is of major importance. We refer to Section 2 where an example of non-uniqueness of C 2 solutions with continuous initial data is given. There are several ways of defining classes of generalized solutions that are used for this type of equation. We list the usual options below and briefly explain why they do not provide for a suitable answer to the uniqueness question.
Classical Solutions. Equation (1.1) can be written in the equivalent form
In view of our existence results, we define a classical solution as a continuous function v such that ∆(v 2 ) and v t are also continuous and the equation is satisfied everywhere. Note that such solutions need not be twice continuously differentiable in space. However, we will see that classical solutions are not uniquely defined by their initial data even if u is a continuous function down to t = 0. The non-uniqueness phenomenon has to do with the way the zeros of the initial data are taken, and how the zero-level set evolves in time. This will carefully explained in Subsection 1.3.
Vanishing Viscosity Method and Weak Solutions. As was said, the vanishing viscosity method (v.v.m.) was used by Ughi et al. to select the "good" solution. Given a bounded and continuous initial data v 0 , it consists in adding a well-known viscosity term, ε∆v, which avoids degeneracy of the equation. Then, passage to the limit as ε → 0 yields a weak solution which plays an important role, since it is maximal among the many possible weak solutions which take such initial data in the usual sense. Weak solutions are defined in a rather standard way, cf. Section 3. Thus, the authors of [29] study the related equation u t = u∆u + g(u) with zero Dirichlet boundary conditions, and show that nonnegative weak solutions exist, that they are not unique in general, and that exactly one maximal solution exists. They add that for "nice" initial data a maximal solution is characterized by the property that the support remains constant in time. As we show below, such characterization does not hold for more general data, even for continuous and bounded data. Hence, the problem of uniquely identifying the solutions remains partially unanswered. This is an important problem that we want to address here, since it is expected that when weak solutions can be naturally defined they provide for a class of uniqueness, and this happens for γ < 0, but it is not true for γ > 0.
Viscosity Solutions. Viscosity solutions (in the Crandall-Lions sense, see [23] - [26] ) are used to select the "good" solution when uniqueness problems occur due to the lack of regularity. In the case γ < 0, well-posedness of the pressure equation (1.1) has been established by Caffarelli and one of the authors [18] in the class of continuous and bounded solutions, using a modified concept of viscosity solution. However, a similar modification of this well-known framework does not work for γ > 0: it may help in choosing the setting of solutions with constant support, but it does not identify the correct concept of initial data that produces uniqueness.
Outline of techniques and results
Though the interested reader may proceed directly with the theory developed in Sections 2 to 8, we will spend some effort in presenting here the key issues, main steps and results of the paper.
The uniqueness theory developed below needs either the class W s of weak solutions that have constant support in time with only quadratic zeros, cf. Section 3, or the class C q defined as the subset of classical solutions with quadratic zeros.
These are defined as follows: at every point x 0 and time t 0 > 0 where
2 ) for x near x 0 . C q solutions are also shown to have constant support in time, and the two classes turn out to be identical in our problem setting. Let us point out from the start that there are solutions in those classes that cannot be obtained by the vanishing viscosity method, there are even such solutions with bounded and continuous data. Generally, we can treat initial data with arbitrary growth in the class L + .
The Transformation T . It is well-known that equation (1.1) can be formally mapped for γ = 0 into the well-known equation
by means of the transformation v = mu m−1 , or equivalently,
We will write v = T (u), u = T −1 (v) with definitions a.e. for weak solutions, everywhere for classical solutions. Though both equations are closely related, the mathematical investigation has focused mainly on (1.3) which, though degenerate parabolic, has a divergence structure and is well posed in several classes of weak solutions. There is a large literature on the issue, cf. [3, 50] , mainly in the case γ < 0, which corresponds to m > 1. Then Equation (1.3) is the well-known porous medium equation. In this range v, solution of (1.1), is usual called the pressure, and u, defined by (1.4) and solution of (1.3), is the density, see [3] . The pressure formulation is most useful in describing dynamical properties, like moving interfaces. We will keep such terminology in this paper.
The extended theory of the Fast-Diffusion Equation. The results are quite different in the fast diffusion range m < 1, i.e., for γ > 0, mainly due to the large number of solutions that can be constructed, cf. [12, 13, 14] , see also [2, 30, 48] for related work (in these works, transformation T is already used). Therefore, the main problem is uniqueness, more precisely, selecting the good solutions and characterizing them in terms of the data. We will perform below a detailed study of the range γ > N/2 using as a key ingredient transformation (1.4). It still applies in the present situation, but in this range one must be careful in understanding the meaning of the equivalence of the u-and v-formulations, since u → 0 implies v → ∞ and v → 0 implies u → ∞. In particular, the degeneracy of equation (1.1) at the level v = 0, which is the cause for the non-uniqueness problems pointed out by Bertsch et al., corresponds after the transformation to problems about the admissible singularities of u.
In this direction, a general theory of existence and uniqueness for equation (1.3) has been only recently developed by the authors and allows u to have permanent singularities in Q, even to be infinite on large measurable sets, [21] . We prove there that the Cauchy problem for (1.3) is well-posed in a class E c of Extended Continuous Solutions (E.C.S.), taking as initial data any nonnegative Borel measure, v 0 ∈ B + , an optimal class. The theory works perfectly on the condition that m is restricted to the range m c < m < 1, with m c = (N − 2) + /N, which corresponds to γ > N/2. We recall that Borel measures are the extension of nonnegative Radon measures to include possibly infinite values on certain Borel sets, cf. [32, 42] and Section 4 below. The class E c consists of solutions which are continuous with values in R + ∪ {+∞}, having moreover only strong singularities (i.e., u is not integrable in space in any neighborhood of any such singularity). The exact definitions and results of [21] will be recalled below for the reader's convenience.
Well-Posedness of the Pressure Equation in
W s . Thanks to this extended theory and a careful analysis of the equivalence between both equations, we are able to show that the Cauchy Problem for equation (1.1) is wellposed in a suitable functional class for general initial data in the class L + of measurable nonnegative functions. The solution class is the transform of E c via T . In this setting, the problem of uniqueness for the pressure equation is explained after introducing the concept of initial p-trace for a negative value of p, which corresponds to the usual Borel trace for the fast-diffusion equation. This is our key to uniqueness. Negative traces are a quite unexpected uniqueness tool in the parabolic literature, where the standard tools are the continuous trace or the L 1 trace. In other words, in the present situation the initial data are not "seen" in the usual way. Since this should also be the case for a number of other fully nonlinear equations, what is at the stake is the understanding of a new and effective notion of initial data.
A precise definition and study of the p-trace is done in Sections 5, 6. We restrict our analysis to the range γ >N/2 and address in this general framework the questions of existence, uniqueness and related qualitative and quantitative questions which receive clear (and in some sense optimal) answers.
The reader may wonder why this limitation on the range. Actually, a number of features change for γ N/2, the theory is more complex, and actually it is still not well understood. In dimension N = 1 we make the stronger restriction γ > 1 so that still m > 0. This is made to avoid the non-uniqueness problems associated with the range −1 < m 0, i.e. γ ∈ (1/2, 1]. These problems are discussed in [30, 46] for instance. It must be remarked that most of the results of this paper are still true for this range, though we will not discuss it to avoid complicating the presentation with a side issue.
Let us also mention that p-traces for positive values of p may seem more "natural", but clearly such traces will not help in the present situation. Indeed, they do not allow for a precise description of the zero-level sets with local sinks, which is at the heart of non-uniqueness and we analyze next. We define a local sink as a spatially isolated zero of the solution, see the corresponding subsection in the Conclusions. Important sinks are those that are permanent in time.
Different Zeros, Non-uniqueness Phenomenon. The class W s that gives uniqueness consists of weak solutions that have constant support in time. In other words, such solutions have constant zero-level set Z 0 (v(t)) = {x ∈ R N : v(x, t) = 0} for all t > 0. Now, the p-trace for v is precisely defined to correspond to the usual Borel trace for u. This leads us to distinguish two types of zeros for the initial data. The argument goes as follows: according to the theory of fast diffusion done in [21] , a distinction must be made between weak and strong initial singularities of u 0 . Weak singularities include integrable singularities and also locally bounded measures, like Dirac deltas. They are transformed by T into so-called weak zeros of v 0 . On the other hand, strong singularities of u 0 (which are not integrable) go into what we call intrinsic zeros of v 0 .
The zero-level set of the initial data v 0 (even continuous initial data) contains information that may not be sufficient to provide uniqueness, since this property depends on the p-trace. What does it mean in practice? it has already been pointed out that while the intrinsic zeros remain as such for positive times, weak zeros may or may not disappear. Moreover, we show that one can decide to make a weak zero become intrinsic by changing u 0 (this is done by adding an "infinite Dirac mass"), which does not affect the initial data v 0 . Hence the problem of non-uniqueness, since we obtain several solutions with the same initial data v 0 . In other words, there are initial sinks which may disappear for t > 0, and non-uniqueness is tied in the simplest case to the way they do it. A particularly simple example is explained in Section 2, where the data for u are u 0,c (x) = |x| −α + cδ 0 , c > 0, and the initial traces (in the standard continuous or L Results. Performing the outlined process we get the following results:
(i) The setting of initial p-traces with p = −γ, data in L + , and solutions in W s produces a well-posed Cauchy problem for Equation (1.1).
(ii) Our weak solutions (in W s ) are in fact classical (which does not mean C 2 though), have constant support for all t > 0, and possess only quadratic zeros, hence C q = W s .
These results are the main purpose of the paper. They are stated in full detail in Theorems 4.6, 5.1 and 5.4.
(iii) We give the exact characterization of the solutions obtained by the vanishing viscosity method, see Theorem 5.5. We discuss the concepts of maximal and minimal solution associated to an initial measurable function v 0 0.
(iv) We also show that singular measures are not allowed as initial data for v in the following sense: let µ be a Radon measure in R N which we decompose as
and µ s is singular with respect to the Lebesgue measure. Then if we make a smooth approximation µ n of µ s and solve the problem with the data f + µ n , the associated solutions will converge to the unique solution in W s which has initial data f . Thus, the singular part disappears in the limit. Let us remark that though there are no solutions with a Dirac mass as initial data, there are solutions with an inverse power of any singular measure as initial trace, like "δ
(v) Conversely, the pressure equation sheds light on the theory of Extended Continuous Solutions for (1.3). Indeed, though the theory of extended continuous solutions of [21] is based on passage to the limit of solutions which satisfy equation (1.3) in the whole space, either in the classical or the weak sense, the definition of extended solutions allows for no verification of the equation at the very hot set where u = ∞, and this set can be quite large. The re-formulation into (1.1) allows us to give sense to some equation at the infinite level set of u, since v = 0, which allows to use a a distribution formulation, and even in the classical sense. In this respect, we can see the pressure change of variables as a type of renormalization of our extended theory of fast diffusion for u t = ∆u m ; however, the solutions are not renormalized solutions in the technical sense used in the recent literature on elliptic and parabolic equations, cf. [28, 15] .
Distribution. The contents of the paper is distributed into three main parts as follows: in Section 2 we examine the concept of classical solution and suitable variants, give relevant examples and derive the property of support invariance, which is a main feature of our class of solutions. Section 3 deals with the concept of weak solution, as well as the vanishing viscosity approximation. We exhibit an example of classical solution that is not acceptable though it has constant support, but is has a nonquadratic zero. This ends the preliminaries.
We next address the question of well-posedness with optimal classes of initial data. We begin by examining in Section 4 the equivalence of the v-and u-formulations and deriving existence results from the theory constructed in [21] .
In Section 5 we establish the existence and uniqueness of a classical solution for any given p-trace. We devote much effort to understand the initial trace in more standard form. In particular, we discuss the family of solutions associated to one initial function v 0 ∈ L + and introduce the subclass L + s . The class of solutions obtained as limits of the vanishing viscosity method is identified as the class of maximal solutions. It follows that not all solutions can be obtained by the vanishing viscosity method, though all of them are limits of C ∞ and positive solutions obtained by suitably approximating the data.
Section 6 shows that the non-uniqueness problem related to the p−measures occurs even for continuous data. Section 7 deals with nonexistence for measures. In Section 8 there is a discussion of L 1 traces.
The last part of the paper concerns additional information. Thus, Section 9 studies the classes of separable, stationary and self-similar solutions and discusses the asymptotic behaviour of the solutions as t → +∞. Section 10 briefly discusses a Cauchy-Dirichlet problem. We devote another section to comment on the classes of solutions with contracting and expanding supports, which form a separate theory to be developed independently.
We end the article by a brief section on conclusions and comments. In particular, we make a comment about fixed and prescribable sinks, of interest for the application to diffusion. 
Notations. (See exact definitions in next sections)
C k , C k,α (k 0, α ∈ (0, 1))
Classical solutions and examples
We have said that there are a number of different concepts of solution that may be useful in the study of equation (1.1). Firstly, there is the concept of classical solution, by which we mean a nonnegative function v ∈ C 0 (Q T ), Q = R N × (0, T ) for some T > 0 (T = ∞ allowed), such that ∆(v 2 ) and v t are also continuous and the equation
is satisfied everywhere in Q T . Note that for C 2 solutions this equation is equivalent to (1.1), but it will be convenient to use this form in the sequel because it is the regularity that our solutions possess. Classical solutions form the class C. A classical solution such that ∆v is continuous will be called strictly classical to make the difference clear. By a classical solution of the Cauchy problem for equation (1.1) with continuous and nonnegative data
we understand a classical solution which is continuous in Q = R N ×[0, T ) and takes the value v 0 (x) at t = 0. As we have already pointed out, standard quasilinear parabolic theory [41, 33] 
This classical solution takes on infinite initial data, V 0 (x, 0) = +∞, for every x = 0 in the (extended) continuous sense, while V ∞ (0, t) = 0 for any t > 0. In terms of the FDE (1.3) it is the transform of the solution with a strong singularity at x = 0, so-called IPSS in [21] . The singularity takes now the form of a quadratic zero, one of the features of the theory of classical solutions that we will develop. The quadratic solution is strictly classical, but it admits a variant that is only classical and is nevertheless an acceptable solution in our theory, a limit of smooth and positive solutions:
). By rotation of the axes we can define a number of variants, all of which vanish in a half-space for all t > 0 and are not C 2 . A related family of interesting smooth solutions with unbounded initial data are the transforms of the Barenblatt source-type solutions, which now read
and A is a positive constant which can be determined from the L 1 -norm of the function u(x, t) given in terms of V by formula (1.4). The source-type solutions are positive and classical solutions, C ∞ smooth. We observe next that when A is taken as negative we also get a family of solutions
with θ and k as before, that we call for brevity pseudo-Barenblatt in [21] . They are supported in the contracting set
They are continuous but not C 1 and they have an interface or free boundary which separates the sets {v > 0} and {v = 0} and is given by the formula |x| = r(t). The gradient jumps at the points of the interface, much as it happens in the theory of the porous medium equation (γ < 0). A related example is studied by Barenblatt et al. in [7] , see Section 11 for details. These solutions are examples of weak solutions, a concept that we will define and discuss below, but they are not classical solutions and they do not fit into our present study.
Before we proceed, let us mention another typical family of non-classical solutions, the traveling waves with speed c which have the form
Then V c behaves linearly near the interface {x 1 = ct} as in the previous example. There is a large literature on the construction of self-similar solutions for this and similar nonlinear parabolic equations, cf. the previous references and [39, 40, 45] .
A Counter-Example to the Uniqueness of Smooth Solutions. Let us consider initial data for the fast-diffusion equation of the form
where α < N and c > 0. According to the theory of fast diffusion, cf. [21] , and the transformation T introduced above, any c > 0 gives rise to a solution of the pressure equation v c by transformation of the solution u c of the associated fast-diffusion problem. All the v c 's are different, but they take on the same initial data v 0 (x) = m|x| α/γ continuously. Let us check that they are smooth: every u c is bounded below by the solution with c = 0, which is positive, hence the v c 's are uniformly bounded from above. On the other hand, we know that every u c is locally bounded since the restriction α < N implies that it does not have strong singularities; it follows that v c is bounded below away from zero. In the absence of degeneracy, they are C ∞ smooth for t > 0. By a similar reason, they take the initial data in a C ∞ way for x = 0, and only in a Hölder continuous way for x = 0, since u c lies above the solution with data |x| −α which is known to be self-similar of the form
for suitable r and s depending on α, hence we have a bound above for v c at (0, 0). Note that the constructed solution is C ∞ smooth for t > 0. This example is essentially taken from [14] .
We will prove below that when the initial data are regular enough the classical solution is unique, Theorem 6.3.
Support Properties. The qualitative difference just observed between the examples of classical solutions and the other examples is reflected in the following general principle: classical solutions have non-contracting supports. To prove that result we need a preliminary Lemma. Proof. By classical subsolution we mean that equation (1.3) is replaced by the inequality
Lemma 2.1 There is a positive and smooth function w(x, t) defined in the contracting domain
valid for all points where v > 0. Without loss of generality we can take a = 0.
Here is the construction
with A > 0 to be chosen. It is positive for x 2 b − ct. The calculation of the subsolution condition gives
Hence a sufficient condition for N 2 is 2NbA c, for N = 1 we have 4Ab c. This determines A so that w ∞ = Ab is of the order of c or less.
Here is the precise version of the result on the supports and level sets. It holds under a slightly less stringent requirement than that of classical solution.
Proposition 2.2 Let
v 0 be a C 1 function defined in a closed cylinder Q = Ω × I, Ω the closure of a bounded domain, I = [0, T ], that solves equation (1.1) in the set {(x, y) ∈ Q : v(x, t) > 0}.
Then the zero-level set does not expand in time.
Proof. More technically, the assertion of the Proposition means that if we put Z 0 (t) = {x ∈ Ω : v(x, t) = 0}, then the family Z 0 (t) is nonincreasing in time. Alternatively, we can say that the positivity sets of the solutions do not contract.
For the proof, suppose that x 0 is a point in Ω such that v(x 0 , 0) > 0 and let us prove that v(x, t) > 0 in a space neighborhood x ∈ B r (x 0 ) for all t ∈ [0, T ]. We may assume that r is so small that v(x 0 , 0) ε > 0 in the ball of radius 2r.
As a consequence of the lemma, then we take a = x 0 , b = 2r and c very small so that a − T c r and study the difference v − w in the set K ⊂ Q. It is clear that v(x, 0) − w(x, 0) is positive for t = 0. By standard regularity theory v is C ∞ smooth where it is positive. If v − w is not positive in K there is a first time t 1 where the difference vanishes, let us call the point y.
It cannot be an interior point because of the strong maximum principle for smooth solutions of fast diffusion. But, it cannot lie at the boundary, because then v = w = 0, ∇v = 0 because v is C 1 and we have a radial derivative ∇w · ν = 0 (with ν the spatial outer normal at a point of the boundary of K). This implies that v − w had to be negative somewhere before. Therefore, we conclude that v w > 0 in the interior of K, and since the interior of K contains the line {(x 0 , t) : 0 t T }, the result is proved.
The next question that comes up is: can the solutions have really contracting zero-level set? The answer is that classical solutions can, see Section 11, but the class of classical solutions with which we deal will not for t > 0. Indeed, let us introduce the following definition
Quadratic zeros. A zero of v at the point
Since strict classical solutions have continuous ∆v, it happens that all their zeros are quadratic, but the assertion for classical solutions is not automatic. We denote the class of classical solutions with quadratic zeros by C q . It will play an important role in what follows. The explicit solutions V + , V − , which are not strictly classical solutions, are at least in C q . In this class we can prove the property of constancy of the support:
is constant in time for 0 < t < T .
Proof.
It is based on comparison with positive C ∞ solutions using the transformation into the u-formulation, a scheme that will be used repeatedly in the paper. We only have to prove that the zero-level set does not contract. So, if x 0 is a zero of v at time t 0 we know that it has a quadratic behaviour, i.e., v(x 0 , t 0 )
C|x − x 0 | 2 for some C > 0 in a neighborhood of x 0 . Let us put t 0 = 0 without loss of generality (shift the origin of time), and let us approximate v(·, 0) from above by smooth and positive functions v n (·, 0) that converge monotonically to v(·, 0). The solutions to the approximate problems exist, are unique and are ordered. The transforms u n (x, t) are a monotonically increasing family whose initial data approximate a function
which is not integrable. According to the theory of [21] , it creates a standing strong singularity in the limit, so that
for every t > 0. In terms of v it means that v = lim n→∞ v n has a zero at x = x 0 for all t 0. It also follows from [21] that the zero must be quadratic for t > 0 if it was for t = 0.
In view of the proof and of the exact condition for a standing strong singularity found in [21] , we see that the condition of quadratic zero can be relaxed into the form of strong zero to be defined in Section 5 and used in the analysis of initial traces. However, both conditions turn out to be equivalent for t > 0.
We will see further examples with separable and self-similar solutions in Section 9.
Weak solutions. The vanishing viscosity approximation
In the paper [12] , Bertsch and Ughi solve the initial-value problem for all γ 0 with bounded, nonnegative and continuous initial data by the method of vanishing viscosity, i.e, they solve the approximate problem
which turns out to be equivalent to
with v e = v ε + ε. By the classical theory the solutions v ε exist, are unique and smooth and they form a monotone family as ε 0, which allows to define the limit solution
The authors call this solution the viscosity solution, but we will call it vanishing-viscosity solution and use the name viscosity with another meaning according to current usage. They are able to prove that the limit is a continuous function if γ > N/2 (limit solutions can be discontinuous for 0 γ < 1, N 2 [13] ). They also show that the limit is a weak solution in the following sense:
The limit solution obtained from the vanishing viscosity method is maximal in the class of continuous weak solutions, but they show that there is no uniqueness of the continuous weak solution with a given initial data taken continuously.
We will be interested in considering general initial data. Hence, our definition of weak solution is adapted as follows. A continuous weak solution
for every compactly supported test function ϕ ∈ C 2,1 (Q T ). We denote by W the class of such solutions. This class is convenient as a reference framework but it is too large, it is not a class of uniqueness.
It is easily checked that classical solutions are weak solutions, and so are the pseudo-Barenblatt and the traveling waves. A further example of interest is provided by the stationary solution
This solution has a zero at x = 0 and is a classical solution in our sense if σ > 1, i.e., when
But since σ is always less than 2 in our range of γ, the zero is never quadratic and it is never a strict classical solution. For N = 1, 2 see Section 9. The stationary solution will not be an acceptable solution in our existence and uniqueness theory. In particular, it is not a limit of a vanishing viscosity method or similar approximation procedure. Technically, we eliminate it because it does not have a quadratic zero.
There is still another option to study our equation, the modern concept of viscosity solution in the sense of Crandall and Lions. We delay the discussion of this concept in order to present our results (see last Section).
Existence with optimal data through the transformation to fast diffusion. The class of special solutions W s
Transformation (1.4) allows us to enlarge the class of initial data considered so far and deal with any measurable function as initial data by translating the results of [21] . Let us recall the main results concerning the extended theory for equation (1.3), contained in that paper. We recall that the theory applies for m c < m < 1, i.e., for γ > N/2, an assumption we will make in the sequel unless explicit mention to the contrary. Firstly, we need to introduce the proper class of solutions in fast diffusion, called extended continuous solutions:
(iii) For every t > 0 the singular set S(t) = {x : u(x, t) = ∞} is constant in time and consists of strong singularities, which means that for any t, r > 0, and y ∈ S(t) = S,
A solution u ∈ E c of the Cauchy Problem with initial data a Borel measure ν 0 is a function satisfying in addition: (iv) The solution u(·, t) takes on the initial value ν in the sense of Borel trace as t → 0, i.e., for any ϕ ∈ C 0 (R N ) (i.e. continuous, compactly supported), ϕ 0,
Let us recall that any Borel measure ν 0 may be described as a couple (S, µ), where S is the singular set, where ν takes on infinite value (it blows up), and µ 0 is a (locally finite) Radon measure on R = R N \ S. The following results are proved in [21] : We also have the following estimate of the behaviour near a singularity, that we called the Radiation Lemma in [21] . 
Proposition 4.2 If S = ∅, then for every
(ii) There are also bounds on spatial derivatives of v = mu m−1 : 
Because of (4.6) we recall the notion of quadratic zero as defined at the end of Section 2 and introduce the suitable class solutions
The special class W s : A weak solution v ∈ W belongs to the subclass W s if it has a constant zero-level set Z 0 (v) = {x ∈ R N : v(x, t) = 0} for 0 < t < T , and Z 0 (v) consists only of quadratic zeros.
We remark that a similar pair of restrictions allow to define the subclass of special classical solutions C q , but in this case the restriction to quadratic zeros implies constancy of the support.
We can now state and prove the main equivalence result.
Theorem 4.4
There is a one-to-one correspondence between solutions v ∈ W s of (1.1) and solutions u ∈ E c of equation (1.3) . Moreover, the solutions v ∈ W s are C 1 in (x, t) and they are classical solutions for the equation written in the form
This means that the classes W s and C q coincide. Finally, v enjoys the properties:
as |x| → ∞, and when S = ∅ then
.
(ii) We also have the estimates
(iii) ∆v is bounded for any t > 0. More precisely, we have
Proof. Let v = mu m−1 be the transform of an E.C.S. u. The quantitative estimates (i), (ii) and (iii) are direct consequences of the results stated above for E c . If u is a smooth solution (i.e., if S = ∅) then v is a classical solution with Z 0 (v) = ∅. More generally, we use the fact that any solution u ∈ E c is the limit of smooth solutions u n with bounded data. Passing to the limit in the weak formulation for the corresponding v n and using the estimates and the discussion preceding the definitions of the special classes we conclude that v belongs to W s .
For the continuity of the first derivatives near a point where v(x, t) > 0, we use standard parabolic theory, [33, 41] . Near a point where v(x, t) = 0, t > 0, the continuity of v implies by virtue of the a priori estimates that both ∇v and v t tend to zero. This proves that actually v ∈ C q ⊂ W s . The reader is invited to check the details. However, not all the solutions of the initial-value problem can be obtained by the vanishing viscosity method as will see below, cf. Theorem 5.5. As yet another consequence, we get a preliminary existence result with general initial data. The statement about convergence to the initial data follows from the Fatou theorem in [21] . In fact, if v 0 is more regular, the initial data are taken in a better sense. This will be discussed later, since we need first to address the questions of uniqueness and initial traces.
p-Traces and uniqueness
It has been pointed out in previous works like [12] that uniqueness of weak solutions of the Cauchy problem does not hold, and this happens even if we assume smooth initial data and special continuous solutions as we will see in the next section. Thus, there is a problem in identifying the initial information that characterizes solutions in W s . The uniqueness question will be completely solved in the class W s by means of the concept of Borel p-trace. We will also need to clarify the relation of the new concept with traditional concepts of trace. Note that the restriction to the class W s is necessary, as counter-examples show (see Remarks below).
Definition. A (classical or weak) solution
has the trace ν (in the usual Borel sense) as t goes to zero, i.e., for any ϕ ∈ C 0 (R N ), ϕ 0,
whether the right-hand side is finite or not.
We can define a general notion of p-trace for all p ∈ R, but the only case we are interested is the unusual negative value p = −γ < −N/2, since our interest is in looking for the trace of the transform u of a solution v, as we know from [21] that such traces exist in the sense of Borel measures if u ∈ E c .
Let us go for the details. We recall that every ν ∈ B + (R N ) can be written uniquely as ν = (S, µ) 
Convergence of v(x, t) to v 0 (x) as t → 0 occurs for almost every x along non-tangential cones. Convergence towards 0 holds everywhere in S along larger sets, of the form {|x −
Proof. Given ν we know that there exists a unique E.C.S. u taking the initial data ν in the sense of Borel trace. Defining v = T (u) gives a solution of (1.1) which takes on the initial data in the sense of γ-trace. Moreover, any other solution v ∈ W s which takes on the same initial data in the sense of (−γ)-trace will give rise to a u with initial trace ν. Thus u = u, and v = v which proves uniqueness in W s . Finally, the approximation property comes from continuous dependence with respect to initial traces for (1.3) in E c (in fact, this process is monotone). The convergence of v(x, t) → 0 as t → 0 for x ∈ S comes from the Radiation Lemma, the convergence in R = R N \ S will be discussed next.
Therefore, a solution v ∈ W s of (1.1) is uniquely determined by its ptrace, p = −γ. We devote the rest of the section to the important question of understanding how the initial information is related to v 0 .
For data v 0 (x) ε > 0 this is easy because then u 0 (x) Cε −γ , there is a unique bounded solution u and the data are taken in the L p loc sense for every p < ∞ and a.e. More generally, we have the following useful result of [21] .
Proposition 5.2 Let u ∈ E c and let us assume that the initial trace ν is given in a neighborhood U of a point
x 0 ∈ R N as a function dν = f (x)dx which is continuous at x 0 . Then (5.1) lim t→0,x→x 0 u(x, t) = f (x 0 ).
If function f is only locally integrable then the convergence is a.e. in the non-tangential sense.
In order to proceed further, we have to analyze the behaviour of solutions with data that are not strictly positive. Then it can happen that u 0 = cv −γ 0 is singular and we have to introduce the concept corresponding to a strong singularity (see (iii) in the definition of E c ), which leads to the concept of strong zero for the initial data:
Intrinsic (or strong) zeros. A point x 0 ∈ R N is an intrinsic (strong) zero of a measurable function v 0 0 if it is a strong singular point of
We use the standard convention ∞ · 0 = 0 to integrate infinite values of u 0 contained in a set of measure zero. The concept of intrinsic zero of v 0 is therefore dependent on the equation through the constant γ. It is invariant under changes of v 0 in a set of measure 0. We define Z i (v 0 ) as the set of intrinsic strong zeros of v 0 . It is a closed subset of R N .
We are now ready to discuss the extension of the transformation (1.4) to the class of measures as initial data, B + .
Definition. For every
Remarks. i) With this definition, v 0 is defined everywhere on S but only a.e. away from S. Clearly, this is an extension of the transformation defined in (1.4) for functions and is compatible with taking limits.
ii) The definition agrees with the expected monotonicity of T that implies that Z i (v 0 ) must be a subset of S. In the class E c this set is conserved in time and gives rise after the transformation v = mu m−1 to the set of quadratic zeros of v. iii) If we assume that f (x) is everywhere finite in R, then v 0 is positive on R. But we may prefer to put v 0 = 0 on the support of µ s .
Proposition 5.3 The image by T of B + (R N ) is the set of nonnegative measurable extended functions
We call this property weak lower semicontinuity at 0, and the class of such functions L 
Proof. Most of it is a careful application of the definitions. In defining T −1
we also need to observe that
in particular, meas(S \ Z i ) = 0. The proof is as follows: if the measure is positive, the set Z 0 \Z i has a point of density, but this point is so surrounded by zeros that it must be an intrinsic zero, hence a contradiction.
Remarks. iv)
The set S is not determined uniquely by v 0 . It will play the role of strong singular set for ν, hence it can be labeled as the set of strong zeros. We need this additional information to v 0 as initial data for equation (1.1).
v) A lower semi-continuous function at 0 will verify condition (5.2). In that case Z 0 is a well-defined closed set.
vi) A minimal inverse to T exists and consists in choosing S = Z i (v 0 ), and µ s = 0. This gives rise to a minimal solution u of (1.3) and consequently, to a maximal solution v of (1.1).
vii) In general, there is no maximal inverse to T , since we can add any discrete number of points to Z i (v 0 ) to form different sets S which are not ordered. A concept of maximal transform T and minimal solution v can be discussed for regular data, see Section 6.
viii) About the freedom in the choice of µ s let us point out that there exist nonnegative singular measures with arbitrary zero-measure closed support. For instance, if K is a compact subset of R N with positive C α,p -capacity, then the capacitary measure µ K of K is a good example, and in fact, there are infinitely many. We refer to [1] for precise statements and related facts (see especially Thm 2.2.7. of this reference). Now, let us examine the situation when v 0 is not weakly lower semicontinuous at zero: Definition. For initial data v 0 ∈ L + which are not weakly lower semicontinuous at zero, we re-define v 0 by putting v 0 = 0 on Z i (v 0 ). This modification only affects v 0 on a set of zero Lebesgue measure in the zerolevel set and yields an initial data in L + s that we still denote by v 0 when no confusion is to be feared.
We will explain below what happens if we do not re-define v 0 (see remark after Theorem 5.5), but let us examine a striking example of initial function which is not lower semi-continuous: we consider the characteristic function of the points with rational coordinates in R N , denoted by v 0 = χ Q N . Then v 0 = 0 a.e., and it is clear that Z i (v 0 ) = R N , thus our modification yields v 0 ≡ 0. In fact, the corresponding initial data u 0 is infinite almost everywhere, so that the associated solution u is identically +∞. Thus we obtain v ≡ 0, hence it is natural to consider re-defined initial data v 0 ≡ 0.
Let us now state the complete existence and uniqueness theorem for equation (1.1). 
Theorem 5.4 For every initial data v

Continuous initial data. Non-uniqueness results
According to Theorems 5.1 and 5.4, the only reason for nonuniqueness of the Cauchy problem in the class of special weak solutions is the presence of the measures S and µ s in the initial trace of u ∈ T −1 (v). Let us examine the situation when the data are continuous. We then define the set of initial weak zeros as
Let us mention that necessarily Z w if of zero Lebesgue measure in R N , otherwise there would be at least one intrinsic singular point in it. Indeed, if Z w has positive measure, then v −γ is infinite on a set of positive measure, so that the integral of v −γ over any set containing Z w is infinite, which is not possible unless the exists a strong zero in Z w . This is the same argument given in the proof of Proposition 5.3.
We first notice that the solutions constructed in Section 5 need not be continuous at t = 0 because of the possible presence of a singular measure µ s supported somewhere in the complement of Z 0 , or because of a set S chosen to contain points in the complement of Z 0 . Note that continuous initial data taken in the continuous way do not allow for the unique characterization of the solution. The following argument appears in [13] : at every point x 0 where v 0 (x 0 ) takes the value zero in the weak sense, the corresponding u 0 has a weak singularity at x 0 , which is regularized for t > 0 thanks to the L 1 loc → L ∞ loc effect. However, we are free to add any finite Dirac mass at x 0 . In this way, we generate an infinite amount of solutions u such that u(x, t) goes to infinity as (x, t) → (x 0 , 0). This means that we will have infinitely many solutions v(x, t) taking the same initial data in the continuous way. We point out that after our previous analysis, we can also add this point to the very singular set S, thus obtaining a maximal solution in this class for u, which translates into a minimal solution for v. We recall that a minimal solution exists for continuous data under the requirement that these initial data are also taken continuously. We sum up these results as follows: 
Proposition 6.1 If the initial function v 0 in Theorem 5.4 is continuous (resp. extended continuous), then there exists at least a solution v with initial trace in
T −1 (v 0 ) that(v 0 ) = ∅.
Now, even the knowledge of S(t)
is not enough to characterize the solution when S(t) = Z 0 . Indeed, in this case some weak zeros become positive which means that we did not add a strong singularity to u 0 at those points. But we can always add an arbitrary number of finite Dirac masses, 
Then there exists a unique v ∈ W s taking the initial data in the continuous sense.
Proof. We notice that under our assumptions, the corresponding initial data for the density variable u, u 0 = cv
has only strong singularities. Indeed, if v 0 (x 0 ) = 0, then we have the behaviour
which is not integrable. The strong zeros of v 0 remain as quadratic zeros at later times, and v 0 has no weak zeros, so that there is only one corresponding solution v ∈ W s , cf. Theorem 6.2. continuously. Moreover, v 0 is in C 0,α/γ or C 1,α/γ−1 , according to γ. Since α may be arbitrary close to N , this proves the sharpness of the exponents. Note that for α N , the singularity at x = 0 is always strong, whatever c > 0, hence the v c 's are identical.
In particular, when we take an initial function v 0 ∈ C 0 (R N ) in these Hölder classes that has only weak zeros we conclude that there exist infinitely many classical solutions v ∈ C q which are positive, hence C ∞ smooth for t > 0 and take the initial data v 0 is a continuous way.
Non-existence for initial measures
The existence result, Theorem 4.6, cannot be extended to include measures with non-zero singular part (with respect to the Lebesgue measure) as initial data for v, if we want to preserve usual properties of the solutions, like some weak continuous dependence of the solutions on the data. The reason is that in any approximation, the singular part of the measure will tend to zero for the fast-diffusion variable u. According to the theory for this equation, it will not be seen in the limit because "we lose its trace". We give next a precise result for Radon measures.
Proposition 7.1 Let µ be a Radon measure in R
N which we write as Proof. Let us first consider the case where f ε for some ε > 0. We pass to equation (1.3) and consider the initial data u n0 = c(f
Thus, by the results of [36] , it is clear that the corresponding solution u n takes the initial data in L
Moreover, since µ n → 0 almost everywhere, we have by dominated convergence,
Then, by well-posedness of the Cauchy problem for u,
where u is the unique continuous solution of equation (1.3) with initial data u 0 . Thus, v n converges locally uniformly to the unique solution v ∈ W s associated with u, which has (−γ)-trace cf −γ . When f is only supposed to be nonnegative, we consider the sequence of solutions v ε,n ∈ W s with initial data 
Now, by the first part of the proof, we know that when n → ∞, v n,ε converges to the unique solution v f +ε ∈ W s with (−γ)-trace c(f + ε) −γ . Moreover, when ε decreases to zero, it is easy to see that v ε decreases to v f , by uniqueness in the density variable since these solutions have the same (−γ)-trace. Thus we obtain
hence the result.
The same proof applies for a Borel measure such that the singular set of v 0 , S v 0 , has measure zero, or to any of its connected components which has measure zero. On the other hand, if the measure of S v 0 is positive, there is a solution that sees this singular initial value in the following sense: Proof. A point of density of a set E is a point x 0 ∈ such that for every r > 0, we have |B r (x 0 ) ∩ E| > 0. Then by approximation we can find for any c large enough
if n n 0 and 0 < t < t 0 (n, c), since the initial data are taken in L 1 loc (see next section). Then,
Trace in the L
If the initial data are not continuous, we know that almost everywhere convergence always holds. This is interesting information, but we would like the initial data to be taken in a somewhat better sense. We give below sufficient conditions on the initial data in order to get a trace in the "classical" L 1 loc sense.
Proof. By uniqueness in W s (thanks to the concept of (−γ)-trace), we may use approximations of the solution v. Let v n be a smooth solution with
and in the sense of (−γ)-trace. Then we shall make estimates of v n in L 2 (0, T ; H 1 loc (R N )) to pass to the limit in the weak formulation. If we multiply the equation by p(v), where
for some k > 0, and integrate by parts, we find:
where j is the primitive of p such that j(0) = 0.
Since we have assumed that
Now let us take ϕ ∈ C ∞ 0 (R N ), and multiply this time by p(v)ϕ which yields:
The last term can be written:
where l(s) is the primitive of the function sp(s) such that l(0) = 0. Then we take an approximation of the solution of the problem
and pass to the limit since ϕ is bounded. By the previous estimates,
Indeed, since we have assumed that the initial data converge also in the sense of (−γ)-trace, we can use the well-posedness property of the density problem which proves that the limit is exactly v. This is enough to pass to the limit in the weak formulation, which gives that for every ϕ ∈ C 2 (R N × [0, T )), with fixed compact support in x :
This proves also that
Indeed, by dominated convergence,
we deduce that also the negative part
Remark. By a small modification of the construction, one can show that in fact existence holds if the initial data is in
, where the weight behaves like the Newton kernel at infinity: Proof. Let ρ n 0 be an approximation of δ 0 and consider the initial data v 0n = c(1 + ρ n ) −1/γ . Then clearly v 0n → 1 almost everywhere and for any n ∈ N, 0 v 0n 1, so that indeed,
We know that for any n ∈ N, there exists a unique v n ∈ W s which takes on the initial data in the sense of (−γ)-trace (and in fact continuously). Now if u n = cv −γ n , then u n takes on the initial trace u 0n = 1 + ρ n , so that when n → +∞, by well-posedness in the class E c , u n will converge to the unique u ∈ E c which has initial trace u 0 = 1+δ 0 . Thus, v n → v = cu −1/γ , which is not identically 1.
However, if we assume monotonicity then continuous dependence holds since this implies convergence in (−γ)-traces: if v 0n converges monotonically to v 0 , then any ν n ∈ T −1 (v 0n ) will converge monotonically to some ν ∈ T −1 (v 0 ), so that for any ϕ ∈ C 0 , ϕ 0,
whether the integral is finite or not.
Special solutions and asymptotic behaviour
We divide this section into three paragraphs concerning different types of solutions and asymptotic behaviours.
I. Separable Solutions and Asymptotics in W s
We study here the asymptotic behaviour for the solutions of (1.1), in the case of constant zero-level set. In the sequel we will recall the results from [21] and translate them to equation (1.1). Analogously to the notation u (S,µ) for the E.C.S. of equation (1.3) with initial trace (S, µ), we denote by v (S,v 0 ) the unique solution of (1.1) in W s with initial data
It is interesting to notice that if S is empty and v 0 is bounded away from zero, then the corresponding solution v ∈ W s will also remain bounded away from zero. On the contrary, if v 0 has a strong zero, say, at x = x 0 , then we have seen that the following estimate holds:
which proves that v goes to zero as t → ∞, locally uniformly in R N . This means that strong zeros behave like permanent sinks, a first important information about asymptotic behaviour. We also have a first rate, which turns out to be accurate.
We have seen in Section 2 examples of explicit solutions of our problem. The next class of separable solutions can be obtained as a direct consequence of the analysis in [21] .
Theorem 9.1 Corresponding to data (S, ∞) there is a unique separable solution of the form
where g = g R (x) is the unique solution of the equation
which is defined and positive in R = R N \ S and has strong zeros at the boundary. This function is extended continuously to the whole space by setting g = 0 on S.
We emphasize that there is no restriction whatsoever on the closed set S or its complement R, cf. [21] . The case S = {0} gives rise to the quadratic solution (2.3). In [44, 38] the profile g is calculated in one dimension when R is the interval I = (−l, l) and γ = 1 as
Solutions taking infinite initial data on large sets may seem strange at first sight, but they are natural in our problem, simple to construct, and represent the asymptotic behaviour of large classes of solutions, as we will see next.
Theorem 9.2 Let v (S,v 0 ) ∈ W s be the solution with initial data defined by (9.1). Then,
This rate comes from the estimate for the E.C.S. of equation (1.3) with initial trace (S, µ), which reads
This rate is optimal and minimal for u, and moreover the limit is exact in the case of compactly supported initial traces. Therefore, (9.4) is maximal and optimal for initial v 0 which is infinity in the complement of a ball. But we warn the reader that the result is deceptive. Though it says that the limit quotient (as x → ∞) v(x, t)/|x| 2 goes to zero as t → ∞, this does not mean that v(x, t) goes to zero at any given x, as the Barenblatt solutions (2.5) show (actually, the limit is infinite at every fixed x). Such a behaviour is restricted to certain solutions, in particular the ones having strong zeros. For these more can be said. The following limit holds locally uniformly in R = R N \ S :
From this limit we get the expansion u (S,µ) = u (S,0) + o(t 1/(1−m) ), which yields immediately the following transcription in terms of v: Theorem 9.3 Locally uniformly in x we have
The limit is uniform if R is bounded.
This result is proved in [38] in the particular case N = 1, γ = 1 and R is an interval. It is true also for γ < N/2 but we will not discuss that issue.
A further result from [21] concerns intermediate asymptotic behaviour in expanding sets and reads as follows. Let β > 0 and let us assume that u is the E.C.S. with initial trace ν = (S, µ), where S is bounded and non-empty, and dµ = f dx. Under the condition
we have the asymptotic formula The proof can be performed by copying the rescaling analysis of [21] , using this time the scaling transformation
with µ = 1 − 2β. If v is the solution, then v λ is again a solution of (1.1) and we let λ → ∞ to get the result as in [21] , Theorem 7.5.
II. Stationary Solutions. As was already seen, for γ = 1 there exist stationary solutions of the form
The behaviour depends strongly on the space dimensions • Case N 3:
-If γ > N/2 we have σ ∈ (0, 2), so that v * is never in C q . It lies in C whenever γ < N − 1. It has a permanent weak zero, and the solution in C q with these initial data is everywhere positive in R N × (0, ∞).
and has a quadratic zero. Here, σ 2. -For γ = 1 the radially symmetric stationary solution reads
which is a strictly classical solution with a zero beyond all powers. -For 0 < γ < 1 we get stationary solutions with a singularity at x = 0, away from our classical or weak theories. Other solutions can be obtained from the fast-diffusion formulation where we get ∆u
and we replace u m by log u when m = 0. These new solutions do not offer essential novelties.
• Case N = 1: Arguing in the same way as for N 3 the discussion is now very different, since N − 2 = −1 < 0. -If 0 < γ < 1/2, v * is a weak solution with a permanent weak zero at x = 0. -If 1/2 γ < 1, v * is strictly classical i.e., v * ∈ C 2 , and the zero at x = 0 is quadratic.
-If γ > 1: v * has a standing singularity at x = 0 since σ = −1/(γ − 1) < 0. The singularity is strong, i.e., v * is not integrable near x = 0 if and only if γ 2.
• Case N = 2: From the formula u m * (x, t) = C log(1/|x|), we get v * (x, t) = C log 1 |x|
, while for γ = 1, m = 0 we have log(u) = C log(1/|x|) + C 1 and
with arbitrary constants C, C 1 . Therefore, all of the above described situations happen now at γ = 1. Indeed, it is well known that this equation has special properties, cf. [31] .
-For γ < 1 we get a solution in the unit ball with a singularity at x = 0 and zero boundary value at |x| = 1 with behaviour
, which is quadratic only if γ 1/2. It is a weak solution for all 0 < γ < 1. On the other hand, for γ > 1 we have singularities at the boundary.
III. Self-Similar Solutions. Finally, we consider the class of self-similar solutions, of the form
which can be obtained for every β ∈ R. We refer to [21] , Appendix, for the equivalent analysis in terms of the density variable. The following conclusions are drawn upon translation to the pressure variable.
(i) The initial data can be chosen to behave like a power of x,
where we typically obtain the Barenblatt solutions V A (x, t) which have initial data infinite for all x = 0.
(ii) For 0 < β θ/N , σ N/γ, we can choose a self-similar solution that becomes positive at the origin for all t > 0 and then it behaves like
uniformly on compact sets of x. The limit β = 0 is the separable case. (iii) For β > θ/N we get necessarily solutions with a strong zero at x = 0. In the limit β = ∞ we have σ = 2 and we obtain the quadratic solutions. (iv) For β < 0 we get σ > 2 and we have solutions with a very strong zero at the origin (larger than quadratic rate), whose local shape is conserved in time.
We can use these results to obtain the asymptotic behaviour of solutions that have a growth at infinity of the form v ∼ |x| σ . The solution is then shown to decay in time (or grow if µ < 0) like O(t −µ ) on compact sets of x if β θ/N , but it has necessarily a strong zero at x = 0 if β > θ/N. We skip the lengthy details for questions of space and refer to [21] .
On the other hand, Kamin and Dascal [38] show how to use renormalization of the separable solution for data which decay exponentially. In that case they obtain a decay of the type
which is a "small" correction of the optimal 1/t rate of the quadratic solution. Their result can be generalized to several space dimensions in the framework of the present paper.
The Cauchy-Dirichlet Problem
In this section, we add some remarks on the following Cauchy-Dirichlet problem in any open subset Ω ⊂ R N : 
Note that in this result, we assume nothing on the regularity or the boundedness of Ω, provided it is open. Of course, the maximal solution may be obtained by the vanishing viscosity method in Ω, and the classes W s and C q are the same. Moreover, all the results concerning continuous data and the problems of uniqueness as well as nonexistence for singular measures (Sections 6 and 7) hold with obvious adaptations.
About the classes of contracting and expanding solutions
When we consider solutions in the larger class W, there is the possibility of working with solutions with an expanding zero-level set, i.e., the support of the solution contracts and may even vanish completely. Bertsch et al. [13] have shown that corresponding to continuous and compactly supported initial data there exist infinitely many solutions with different shrinking supports and they may even vanish identically in finite time. But the class offers also some possibilities of solutions with expanding supports, which are not in C q .
Contracting supports. The simplest solutions with contracting supports are the traveling waves, exhibited in Section 2. The next well-known examples of solutions of this type are the modifications of the quadratic solution (2.3), which behave differently for 0 < γ < N/2 and γ > N/2. In the latter case, preferred in this work, we have the so-called Barenblatt sourcetype solutions and the pseudo-Barenblatt family which have been described in Section 2. We still have another related family,
which represents complete extinction in finite time with an interface that shrinks to a point. The situation is somewhat different for 0 < γ < N/2 though the property of contracting supports with linear behaviour stays. The quadratic solution stays the same. We have the explicit solutions with moving interfaces
,
All these solutions are examples of weak solutions or classical free-boundary solutions with a self-similar form and most have appeared in the previous references. In all the examples the behaviour near the zero-level set is not quadratic as in (4.8) but linear, a characteristic of moving interfaces. A detailed study of the one-dimensional problem with moving interfaces is performed in [51] , where the relation of moving interfaces with the socalled Darcy's law is examined.
Expanding supports. A basic example of this type of solutions is the following. Let us consider in dimension N 2 the solution u of the problem
where f ∈ C 0 ([0, ∞)) is positive in (0, τ ), and zero in (τ, ∞). This solution is constructed in [21] . Then the support of the corresponding v = mu m−1 is exactly R N \ {0} for t ∈ (0, τ ) and the whole space R N for later times, thus v has an expanding support.
Many other such solutions are obtained from translation of the results in [20] , where f may be replaced by any Radon measure on (0, ∞). In particular, if f has a zero-level set with different connected components, the support of v will "oscillate": if we take for instance f (t) = max{sin(t), 0}, then the support of v is R N \ {0} for t ∈ [2kπ, (2k + 1)π] (k ∈ N), and the whole space R N for other times. This will be a weak solution, but it will not be continuous at the points where the new interval of positivity of f (t) starts, since v(0, t) passes from a positive value to zero. But a continuous solution is obtained if we consider for instance f (t) = | sin(t)|.
In general, we have to take into account that if we want to have continuous solutions then we need to have a weak zero at the initial time and f (t) has to be positive in an interval, or have isolated zeros in it. We also recall that a strong zero of v 0 will not do, as it will remain for all later times as a quadratic zero.
Another type of solutions is obtained when we consider measures in the right-hand member supported in different points, like j δ 0 (x − x j ) ⊗ f j (t) the sum being finite or infinite.
As a conclusion, since the information about the measures in the righthand side, like δ 0 (x)⊗f (t) in the first example, disappears from the definition of the solution as a classical solution, there is no way we can identify or compare solutions in the class C by their initial data.
Conclusions and comments
We have succeeded in establishing well-posedness of the Cauchy problem for the pressure equation (1.1) in the range γ > N/2 in the class of special classical solutions C q , when we are given as initial data any measurable nonnegative function, finite or infinite, plus some additional information on the behaviour of the solution near the initial zeros that is coded as p-trace with p = −γ. We have shown that these solutions can also be characterized as the class of special weak solutions. They can be obtained as limits of smooth solutions of approximate problems, but not all of them are limits of the standard vanishing viscosity approximation.
Sinks. An interesting consequence of the results in view of the applications to biological diffusion is the following: while the intrinsic zeros Z i of the initial function v 0 always lead to a solution v (a concentration) which vanishes at these points for all times (fixed sinks), the equation offers us the possibility of prescribing a larger set of vanishing points S, and the set S \Z i can be considered as a set of extra sinks. Moreover, the existence of sinks of any kind has a strong influence on the evolution of the solution: thus, v(x, t) must go down to zero as t → ∞; this is not the case when S = ∅ and v 0 does not go to zero as |x| → ∞. These results apply of course inside the C q theory.
Weak solutions. We have found that there are a number of weak solutions that do not fall into our category. Thus, the class of solutions with contracting supports that constitutes a separate theory, cf. [51] . We give some details about these solutions in Section 9. In that section we show examples of solutions with permanent weak zeros, which are not classical solutions, though they are weak. We also construct solutions with permanent singularities, which are forbidden in the C q theory. Since any such solution has acceptable initial data, the theory developed in this paper provides for an admissible solution in C q which is smaller than each of these explicit singular solutions and has the same initial data.
Viscosity solutions. An option to study this equation is using the modern concept of viscosity solutions, which has been introduced by Crandall and Lions [26] , see also [23] , for first-order Hamilton-Jacobi equations. The theory has been extended to second-order fully nonlinear equations of elliptic and parabolic type by a number of authors (cf. [24, 17, 52] ), to provide a general framework for existence and uniqueness which includes the classical solutions as particular cases. The whole idea of the viscosity theory is defining solutions by testing them with classical super-and sub-solutions via a version of the Maximum Principle. In the case γ < 0 well-posedness of the pressure formulation for equation (1.1) is obtained in [18] after a modification of the concept of viscosity supersolution, to include comparison from below with classical free-boundary solutions with expanding supports. But, as already pointed out in [12] , in the present situation we are faced with a problem where classical solutions with continuous initial data are not unique, hence the usual viscosity framework cannot provide uniqueness of solutions. The modification performed in [18] cannot be applied since we are not dealing with solutions with expanding supports.
We can restrict the viscosity solutions obtained by the usual definitions (cf. [18] and its references) in the way we did with weak solutions, thus obtaining the class V s of solutions with constant support and quadratic zeros. Then V s = C q = W s and well-posedness occurs in the sense of Theorems 5.1 and 5.4, so the viscosity concept does not change much. The question of how to obtain well-posedness with a straightforward viscosity definition that could be applied to more general equations of this type (not having a translation into the fast diffusion type) is still a mystery for the authors.
Traces. In the same line, our concept of p-trace is strongly tied to the transformation into fast diffusion, and we do not know how to formulate a concept of trace which would imply well-posedness for other simple equations like
(x, t, v) ∆v + b(x, t, v, ∇v).
Certainly, each type of equation requires a suitable definition of trace, which reflects how the initial data are seen (or taken) by solutions. Further research into this subject will clarify the theory of degenerate fully-nonlinear parabolic equations.
Lower range. The methods we develop here cannot be completely extrapolated to the range 0 γ < N/2, because the condition of quadratic zeros loses its relevance. We refer to the works of Bertsch and collaborators quoted above for information on weak solutions and vanishing viscosity, also to [2, 7, 51] for contracting solutions. For general initial data we have made a detailed comment on the results that are still valid for the fast diffusion formulation in the paper [21] . The subject deserves a detailed study.
