The investigation of the exciton dispersion (i.e. the exciton energy dependence as a function of the momentum carried by the electron-hole pair) is a powerful approach to identify the exciton character, ranging from the strongly localised Frenkel to the delocalised Wannier-Mott limiting cases. We illustrate this possibility at the example of four prototypical molecular solids (picene, pentacene, tetracene and coronene) on the basis of the parameter-free solution of the many-body Bethe-Salpeter equation. We discuss the mixing between Frenkel and charge-transfer excitons and the origin of their Davydov splitting in the framework of many-body perturbation theory and establish a link with model approaches based on molecular states. Finally, we show how the interplay between the electronic band dispersion and the exchange electron-hole interaction plays a fundamental role in setting the nature of the exciton. This analysis has a general validity holding also for other systems in which the electron wavefunctions are strongly localized, as in strongly correlated insulators.
Introduction
Excitons are neutral elementary excitations of an electronic system in which electrons and holes are led to form bound states by their Coulomb attraction. In insulating materials the creation of a bound exciton 6 needs an energy that is less than the one required to excite independently electrons and holes (the difference is the exciton binding energy). Therefore, bound excitons, being the lowest-energy neutral 6 In other frameworks, e.g. for the interpretation of photoluminescence experiments in semiconductors [1] , what are called here 'bound excitons' are usually referred to as 'free excitons', while 'bound excitons' are those that are trapped by neutral impurities. Instead, in the present context bound excitons are defined in contrast to resonant (or unbound) excitons, which are formed in the electron-hole continuum and have an excitation energy that is larger than the fundamental gap (the latter are not explicitly considered here).
excitations, play a key role in the optical properties of materials, as for light absorption or luminescence and in their technological applications, as for optoelectronics, photovoltaics, photocatalysis, etc.
It is often said [2, 3] that bound excitons come into two types: Frenkel or Wannier-Mott. While in Frenkel excitons [4, 5] the electron-hole pairs are strongly localised (i.e. within the same lattice unit cell), in Wannier-Mott excitons [6, 7] the electron-hole pairs have a wider separation (i.e. the boundstate radius is much larger than the unit cell). Strongly bound Frenkel excitons are expected in wide-gap insulators, where the screening of the electron-hole attraction is weak, while weakly bound Wannier excitons are more probable in semiconductors. However, excitons in real materials are generally intermediate between the two limiting situations described by the models [8] . A notable example of excitons of the intermediate type are charge-transfer excitons. For example, charge-transfer excitons can be found in ionic crystals as a result of the excitation of valence electrons localised around the anion into empty states localised around the cation.
Due to the translation symmetry of the crystal, excitons in a solid are characterised by the momentum q carried by the electron-hole pair. Thus also the exciton energy depends on q, defining the exciton dispersion. The resulting 'exciton band structure' is linked to the way the exciton travels inside the crystal (this can be called the 'exciton kinematics'), in the same manner as the electronic bands characterise how the electrons (or the holes) can propagate in the solid. Frenkel and Wannier excitons give rise to two different mechanisms of electron-hole propagation. When the exciton is strongly localized as in the Frenkel model, it can travel by hopping from site to site (mainly) through dipole-dipole interactions, whereas the center of mass of Wannier excitons propagates as a free particle (whose effective mass is given by the sum of the effective masses of the electron and the hole). In more realistic terms, excitons can be thought to propagate as wavepackets, which interact and decay, as they can be scattered by lattice vibrations, defects, impurites and other electronic excitations 7 . All these processes characterise the exciton lifetime and define the 'exciton dynamics' [9] [10] [11] [12] , which is today at the heart of a great deal of investigations and represents a challenge for theory. In fact, even though excitons are not carrying net charge (and thus are not contributing to electrical conduction), they still carry excitation energy that can be transformed and exploited by different means. The optimisation of this process is obviously of great relevance for technological applications.
The detailed characterisation of the dispersion and the spatial localisation of excitons in real materials calls for theoretical methods that are not restricted to the simple limiting cases of Frenkel or Wannier excitons. This is nowadays possible thanks to powerful and accurate methods that have been developed in the last decades within the framework of the first-principle Green's function theory [13] [14] [15] [16] [17] [18] [19] . These approaches determine the solution of the Bethe-Salpeter equation (BSE) for the two-particle correlation function, a particular kind of two-particle Green's function describing the correlated motion of the electron-hole pair [20] . The BSE is an in principle exact equation for the determination of neutral electronic excitations, yet resting on the validity of the Born-Oppenheimer approximation and hence the possibility of separating nuclear and electronic motions. Within this framework the BSE does not make reference to any model (i.e. it is ab initio), thus being generally valid and does not make use of any adjustable parameter, which potentially gives the results a predictive power. In this context, conclusions that would be obtained from the models can be retrieved as particular approximations to the general solution of the BSE. This is the strategy that we will follow in this topical review, in which we will deal with excitons of molecular solids. They are a textbook example of excitons showing large binding energies [21] [22] [23] [24] [25] [26] , which we have selected for their high pedagogical relevance. At the same time, excitons in these materials are attracting a considerable interest for technological applications, as they play a crucial role in optoelectronic devices, such as organic light-emitting diodes (OLED), in the photogeneration of carriers and for the energy transfer in organic solar cells. For example, in this class of materials there has been a recent explosion of studies on singlet fission (see e.g. [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] ), a multiple exciton generation process creating two triplet excitons from one singlet exciton, as it has the potential to dramatically increase the efficiency of organic solar cells.
In this topical review we will focus in particular on the nature of the lowest-energy excitons in prototypical molecular solids (tetracene, pentacene, picene and coronene), which continues to be subject of debate. BSE calculations are used to predict the exciton dispersion in these materials, which can be directly compared for instance with electron-energy loss spectroscopy (EELS) experiments. Finally, from the general BSE formalism we establish a link with tight-binding model approaches, unraveling the role played by localised Frenkel and delocalised charge-transfer excitons. The results have been in part recently published in previous works [39] [40] [41] . Here we extend the description and the analysis of the exciton properties also to other selected prototypical molecular crystals, putting them all in a broader perspective. We refer to the excellent reviews and books on excitons, specifically on molecular crystals (see e.g. two of the most recent ones [25, 26] and the references cited therein), in order to have a general overview of the literature and common wisdoms in the field, which we introduce in short in the next section. The abundant available literature allows us to keep this general background description within the pedagogical purposes of the present topical review. While in section 3 we summarize the framework in which the Bethe-Salpeter equation is set and the effective exciton hamiltonian that can be derived from it, in section 4 we briefly present the materials studied in the rest of the article. Finally in sections 5 and 6 we establish the link with model approaches that are very useful to understand and analyse the first-principles BSE results that are gathered in section 7. In section 8 we draw the conclusions of the present investigation and outline possible perspectives.
Excitons in molecular solids
Molecular solids differ from ordinary solids as the elementary units are made of molecules instead of atoms. The interaction between different molecules is mediated by weak van der Waals forces and is hence much smaller than the covalent bonding between the atoms within the molecule. This implies that the electronic properties of the solid are mainly dictated by the properties of the isolated molecules. The band widths are generally small and the materials are insulators. This is the reason why excitations in these systems traditionally have been described using models based on molecular states. In particular, in organic molecular solids the lowest-energy excitations are due to transitions between bands that originate from π and π * molecular states. In a first approximation the excited states of the crystal are considered as the situation in which one molecule is excited and the others are in their ground state. In other terms, a Frenkel model with a molecule per site is adopted. Thus the exciton wavefunction is constructed from the wavefunctions of the isolated molecule and the interaction with the other molecules in the solid is treated as a perturbation. In this framework, the problem of describing absorption spectra of molecular crystals can be schematically split in two steps. The first step amounts to the calculation of transitions between possible molecular configurations (obtained with different level of complexity of quantum chemistry approaches). The second step deals with dipolar and non-dipolar intermolecular interaction. Moreover, one can assume that the direction of the transition dipole moment in the molecule within the solid is the same as in the isolate molecule. This assumption for crystals with several molecules of the same type per unit cell directly leads to the analysis given by Davydov of the polarization splitting (named 'Davydov splitting') of the absorption peaks (see section 5).
In addition to peaks deriving from pure electronic excitations, also side-peaks corresponding to various combinations of electronic excitations with intramolecular vibrations ('vibronic satellites') can be taken into account [42] [43] [44] . In fact, being organic solids made by light carbon atoms, the electron-phonon interaction is expected to be important. The interaction of excitons with phonons also governs the nature of the exciton propagation. Coherent motion occurs for weak exciton-phonon coupling, while incoherent transport takes place for strong coupling. In this limit, the interaction with the lattice not only influences the motion of the excitons, but it may also affect considerably the exciton state itself, leading to a 'self-trapped exciton' [45, 46] , in which the lattice around the exciton is strongly deformed. The signature of exciton self-trapping can be found by considering the Stokes shift, which is the difference between absorption and luminescence energies [47, 48] .
Within those traditional approaches based on molecular states the lowest-energy exciton is hence by definition an intramolecular Frenkel exciton [49, 50] , in which the electron and the hole are confined in the same molecule (see figure 1) . However, in some cases the energy separation between chargetransfer excitons, in which the electron and the hole are localised on different molecules (see figure 1 ) and the lowestenergy Frenkel exciton can be very small. In these situations Frenkel and charge-transfer excitons strongly mix [26, [51] [52] [53] . The extent of Frenkel or charge-transfer proportion of the lowest-energy exciton is still highly debated in several cases [32, 44, [54] [55] [56] [57] .
It is also important to note here that while in ionic solids charge-transfer excitons induce a finite dipole moment between the anion and the cation, in molecular solids chargetransfer excitons often have a different meaning 8 . For example, when the unit cell is made by two molecules of the same type, the valence and conduction wavefunctions are localised on both inequivalent molecules in the unit cell. Therefore, an exchange of the position of the hole between the two molecules correspondingly exchanges also the localization of the electronic charge distribution (see figure 1 ). This implies that the net dipole moment resulting from the sum of the different charge-transfer excitons is zero (which should be mathematically the case in centrosymmetric crystals for symmetry reasons). Therefore it has been suggested that these excited states could be better referred to as 'charge-resonance' excitons 9 [63] . Electroabsorption spectroscopy, in which a static electric field is applied to the sample while its absorption spectrum is measured, has been instrumental in demonstrating the contribution of charge-transfer excitons to the absorption spectra of molecular solids [64] [65] [66] . The effect of the applied electric field is to shift the peaks in the spectra (i.e. to induce a 'Stark shift'). In the case of charge-transfer excitons the shift in their energy levels is linear in the electric field (and proportional to the dipole moment of the single exciton). For Frenkel excitons, which do not have a permanent dipole moment (assuming a point-like excitation), the shift in their energy levels is instead quadratic in the applied fields. By tracking the corresponding variations in the absorption spectra (and their derivatives), it is in principle possible to identify the different nature of the excitons. This assignment is however complicated by the strong mixing between charge-transfer and Frenkel excitons [67] [68] [69] [70] [71] [72] . More recently, the identification of charge-transfer excitons was supported by electron-energy loss experiments (EELS) which measured the loss function as a function of momentum transfer [73] [74] [75] . The possibility to analyse the measured spectra on the basis of first-principles approaches was lacking, which has been fulfilled by the recent works [39, 40, 76] that are reviewed in the next sections.
In fact, only in recent years the description of excitonic effects in these complex materials could be addressed using ab initio methods based on the solution of the BSE 10 . Pioneering calculations (see e.g. [78] [79] [80] [81] [82] [83] [84] [85] [86] [87] ) have discussed, for example, the effect of the crystal packing (also considering the effect of polymorphism and the application of external pressure), the exciton binding energy and the singlet-triplet splitting as a function of the molecular unit size. Generally, the results of those calculations were in good agreement with available optical absorption experiments. 8 Similarly to ionic solids, in quantum chemistry the charge-transfer character can also refer to intramolecular excitations occurring between different parts of large molecules (or between fragments close to the dissociation limit). For the theoretical treatment of this problem see e.g. [58] [59] [60] [61] . 9 For the relation between charge transfer and excimers see [62] . 10 For a recent review of applications of BSE to organic molecules see [77] .
The Bethe-Salpeter equation
The (complex) macroscopic dielectric function M (q, ω) can be calculated by solving the many-body Bethe-Salpeter equation (BSE) based on the GW approximation (GWA) [88] of the self-energy (for a detailed introduction to the theoretical framework see [76, 89, 90] ):
where A λ and E λ are eigenstates and eigenvalues of the excitonic Hamiltonian
where a † (a) and b † (b) are creation (annihilation) operators for electrons and holes, respectively. HereĤ ex (q) is written in the one-particle electron-hole (e-h) transition basis |vkck + q = φ vk (r 1 )φ ck+q (r 2 ) (where k is in the first Brillouin zone and, in the Tamm-Dancoff approximation, v (c) runs over valence (conduction) bands). In equation (2), φ vk are Kohn-Sham orbitals, E nk are the quasiparticle (QP) energies calculated in the perturbative GW scheme 11 [92, 93] ,v is a modified Coulomb interaction in which the long-range component v(G = 0) is set to 0 in reciprocal space and W is the statically screened Coulomb interaction, calculated in the random phase approximation (RPA). By using v instead ofv in the BSE one would calculate the two-particle correlation function L, whose imaginary part is linked to the loss function.
The matrixelements ofv and W enter the BSE kernel as repulsive exchange electron-hole interaction and attractive direct electron-hole interaction, respectively:
Here, in absence of spin-orbit coupling, δ M = 1 for the singlet channel and δ M = 0 for the triplet (i.e.v is absent for triplet states). The electron-hole exchange mediated bȳ v is responsible for the crystal local-field effects [94, 95] , linked to the induced Hartree potential in a inhomogeneous and polarizable electronic system. While thev term has the form of a dipole-dipole interaction, the direct charge-charge interaction W describes the electron-hole attraction, leading to the formation of bound excitons. The difference between W and the bare Coulomb interaction v is given by the screening, described by the static limit of the inverse of the microscopic dielectric function −1 (r 1 , r 2 , ω = 0) (which within the GW approximation is evaluated in the RPA):
11 For the discussion of cases where the perturbative GW scheme breaks down we refer e.g. to [91] .
In BSE calculations of optical properties of standard inorganic semiconductors it is often possible to neglect local-field effects in −1 assuming a homogeneous screening, i.e. that −1 is just a function of the two-point separation |r 1 − r 2 | [90] . On the contrary, in molecular solids, where the screening is highly anisotropic and inhomogeneous, we have verified that this assumption does not hold and it is necessary to fully take into account the microscopic nature of −1 (r 1 , r 2 , ω = 0) (in a different context, see also [96] ).
When the screening is small (typically in insulators and low-dimensional materials), W remains strong giving rise to important excitonic effects (which conversely are generally not expected in metallic systems, where the screening is large).
In the vanishing momentum transfer limit q → 0 of Im M (q, ω) one finds the absorption spectrum of the material [97] . In anisotropic materials, such as molecular crystals, the spectra depend on the particular direction in which the q → 0 limit is taken. EELS spectra should be instead compared to the loss function −Im
Moreover, from the eigenvectors A λ of the excitonic Hamiltonian one also obtains the exciton wavefunction (i.e. a two-particle function):
where r h and r e are the positions of the hole and the electron, respectively. In absence of electron-hole interaction (i.e. neglecting the BSE kernel), the exciton wavefunction becomes the uncorrelated product of the single-particle orbitals: φ * vk (r h )φ ck (r e ). The effect of the interaction is therefore to strongly mix the independent electronhole contributions (through the A λ eigenvectors), while simultaneously modifying the transition energies from the differences E ck+q − E vk to the excitonic eigenvalues E λ (q). If E λ (q) is smaller than the smallest single-particle energy difference E ck+q − E vk , one can conclude that a bound exciton is present in the material.
Within the BSE framework it is nowadays possible to take into account the coupling between excitons and phonons fully ab initio, including the temperature-dependence of the spectra [98, 99] . It is in principle also possible to describe self-trapped excitons, through the calculation of excited-state forces and the Stark shifts from the derivatives of the exciton energies with respect to external perturbations (e.g. lattice vibrations or electric fields) [100, 101] . However, in both cases to date there have not been applications of the BSE formalism to molecular crystals for their high computational cost [102] .
Prototypical molecular solids
In the next sections we will consider the exciton properties of four prototypical molecular solids: tetracene, pentacene, picene and coronene. The building blocks of all these compounds are polycyclic aromatic hydrocarbon molecules (see figure 2 ). While acene molecules (such as tetracene and pentacene) consist of a linear fusion of benzene rings, phenacene molecules (such as picene) are built up of benzene rings condensed in a W-shape. Coronene, instead, is made of six benzene rings joined in a circle.
The electronic properties of these molecules significantly depend on the number of benzene rings forming them (four for tetracene, five for pentacene and picene, six for coronene) and on their edge structures (see e.g. [103, 104] ), zigzag type for the acenes and armchair type for the phenacenes and coronene. This finding is very general, holding also for their unsaturated counterparts, namely graphene nanoribbons and nanoflakes (see e.g. [105] [106] [107] ) and can be understood also in terms of Hückel molecular orbital theory and organic chemistry concepts such as Clar aromatic sextets and Kekulé structures [108, 109] .
For example, in the acenes the highest-occupied molecular orbital (HOMO) and the lowestunoccupied molecular orbital (LUMO) are localized at the edges, whereas in the phenacenes they are delocalized all over the molecules. While the stability and the HOMO-LUMO gaps of the acenes decrease rapidly with increasing number of benzene rings, such rapid decrease is not observed for the phenacenes, which have larger gaps and are more stable than the corresponding acenes with the same number of benzene rings.
The acenes are one of the most investigated families of organic crystals for the possibility of a wide range of practical applications in optoelectronics, such as light-emitting diodes, thin-film transistors, sensors, electrodes for lithium ion batteries, photovoltaic devices, just to mention few examples [110, 111] . Picene and coronene have attracted a large interest very recently after the discovery of superconductivity with alkali-metal doping [112, 113] .
In the solid phase all the investigated hydrocarbon molecules crystallize in a peculiar structure, having a herringbone arrangement of two inequivalent molecules in the ab plane and a layered structure of molecules stacked along the c axis (see figure 2) . The crystal structure is either monoclinic (as for picene and coronene, space group no. 4) or triclinic (as for tetracene and pentacene, space group no. 2).
In the solid the strong covalent intramolecular bonding dominates the weak van der Waals intermolecular interactions. For example, the planarity and conformational rigidity of the molecules due to their aromatic bonding are preserved also in the crystal. The resulting structural and electronic properties of the crystals are thus highly anisotropic and can be directly related to the properties of the isolated molecules.
The shallow energy potentials linked to the van der Waals bonding lead to a marked polymorphism, with different phases obtained varying the growth conditions or changing the thickness of the thin films. For example, pentacene crystallizes in at least four different morphologies characterized by the distance between the molecular units along the c direction [118, 125] • , from one structure [116] to the other [121, 123] . In the first part of table 1 we have gathered the lattice parameters used in the present work 12 . In addition, the cell parameters naturally change as a function of temperature. To have an idea of these variations for pentacene, which has been experimentally characterised in details, in the second part of table 1 we also report the experimental crystal structure data obtained at different temperatures. Finally, in the last part of table 1 we compare the crystal structures adopted in other BSE calculations found in literature [81, 123] . Figure 3 shows the band structures of the four compounds calculated in the local-density approximation (LDA) of density-functional theory 13 . The band gap in the crystals is naturally smaller than the HOMO-LUMO gap of the isolated molecules. Nevertheless, the behavior observed for the isolated molecules is reflected also in the crystal phase, with the band gap that is decreased by increasing the molecular sizes for acenes (e.g. tetracene versus pentacene) and increased moving from acenes to phenacenes (e.g. pentacene versus picene).
Each pair of bands in the solid mainly derives from a molecular level. In fact in each layer in the solid the molecular orbitals of each molecule split into bonding and antibonding ones. There are exceptions to this general expectation, as for the LUMO and LUMO+1 levels in picene that give rise to 12 For the other computational details we refer to the previously published articles [39-41, 128, 129] . 13 LDA, which is known to underestimate band gaps, is used here as the zeroorder reference for perturbative GW calculations that are supposed to give a more appropriate description of band structures and band gaps (see table 2 ). highly hybridized bands [130] . Moreover, molecular levels that are degenerate in the molecule for symmetry reasons can split in the solid, as it happens for coronene that has a pointgroup symmetry D 6h for the isolated molecule that is lowered to D 2h in the crystal [131] .
The bands are rather flat especially along the stacking direction of the molecules in the crystal. In contrast, the largest band dispersions are found in directions within the herringbone plane, in correspondence to larger intermolecular interactions. In general, in molecular solids the bandwidths are rather small since van der Waals interactions are weak. The intermolecular interactions strongly depend on the relative orientations of the molecules: changing the herringbone angle significantly alters the intermolecular interactions and thus the band dispersion in the herringbone plane. Therefore also the calculated electronic properties are highly sensitive to the differences of the crystal structures of the various polymorphs [78, 81, 127] . Also keeping in mind this important observation, calculated LDA band structures in figure 3 compare well with other similar calculations [54, 78, 81, 127, 130, 131] .
From the molecule to the solid
The traditional paradigm for molecular crystals is based on the fact that starting from the electronic excitations of the isolated molecule it is possible to directly obtain a qualitative picture of the electronic excitations of the crystal as well. In the following we will illustrate this intuitive connection focusing on the particular example of the neutral excitations of the acene and phenacene molecules, but the analysis is of course general and can be extended also to coronene and other classes of molecular solids.
Phenacenes (as picene) and acenes (as tetracene and pentacene) belong to the C 2v and D 2h point group, respectively. Thus, by symmetry the only allowed transitions in the dipole approximation are π → π * and σ → σ * for polarization directions on the plane of the molecule and π → σ * and σ → π * for directions perpendicular to the molecular plane. In the condensed phase, due to the small overlap between wavefunctions localized on different sites, this picture is approximately still valid. The a and b axes of the cyrstal have a large component normal to the plane of the molecule, while c crystal axis is nearly parallel to the molecular main axis (see figure 2) . Therefore, in the low-energy region, where only π → π * transitions are active, the oscillator strengths for light polarized in the ab plane have low intensities and the spectrum is dominated by transitions with polarization along c. However, in the acenes the HOMO-LUMO transition for a polarization parallel to the main axis of the molecule is forbidden by symmetry. So also in the solid the absorption onset in pentacene and tetracene has only contributions arising from transitions with polarization belonging to the ab plane, contrary to picene where the HOMO-LUMO transition is allowed.
In the Frenkel picture each neutral excitation of the isolated molecule gives rise in the condensed phase to a number of excitations equal to the number of molecules in the unit cell. In the present case, due to the presence of Table 1 . (First part) Experimental crystal structures (lengths of the primitive unit cell vectors and angles between them) that have been adopted in the present work. In the last column the original experimental reference is given. When available, the temperature of the measurement is reported. (Second part) Experimental crystal structures as a function of temperature. (Third part) Lattice parameters used as input for other BSE calculations. Reference [81] uses the structure from [123] within the more modern Niggli cell convention [124] where the spacing in the first axis direction is the smallest (compare the two last rows). Figure 3 . LDA band structures. The zero of the energy axis is set at the energy of the top of the occupied bands. k-point definitions can be found in the Bilbao Crystallographic Server [132] .
two inequivalent molecules (A and B) in the unit cell, for each molecular excitation two different configurations are possible: one where the excitation is localized on molecule A and the other one where it is localized on molecule B (see figure 1 ). The resulting excitonic states ± λ are hence the symmetric (+) and antisymmetric (−) combinations of the two configurations (beyond the Frenkel picture, this is valid also for charge-transfer excitations that of course are absent in the isolated molecules). In absence of interaction symmetric and antisymmetric excitons are degenerate. However, this degeneracy is removed when the Coulomb interaction between excitations localized on different molecules is taken into account, giving rise to the splitting between symmetric and antisymmetric excitons that is called Davydov splitting (DS). In general, the formally corrected description of the Davydov splitting requires an analysis based on the group theory.
However, in the case of phenacene and acene molecular crystals it can be interpreted also using a rather simple picture, as discussed by Davydov in [21] . The dipole matrix elements for the exciton ± λ can be generically written in terms of the dipole matrix elements of the isolated molecule, which we call x andŷ for the HOMO-LUMO transition for a polarization direction parallel to the short (x) and the long (y) axis of the molecule, respectively, (see figure 4) :
where α A and β A are the projections of r along the x and y axes of the molecule A (and, analogously, α B and β B for the second molecule B in the unit cell). In the present case, due to the symmetry of the acene molecules, theŷ dipole is zero. Therefore, the dipole matrix element defined in equation (5) simplifies into p ± = ± λ |r|0 = α Ax ± α Bx = p A ± p B . This simplification occurs also for the crystal structure of picene. In fact, in that case, even if theŷ dipole is different from zero, |β A | and |β B | ≈ 0 for both a and b directions, sinceŷ is nearly perpendicular to both axes.
We thus see that the dipoles associated to the two Davydov components are approximately perpendicular each other (in fact, p
. Moreover, the angle between b and the x axis is approximately the same for the two molecules, i.e. for the b direction |α A | |α B |. Thus one of the two Davydov components has its dipole moment mainly oriented along b (i.e. it is visible along b). Since a and b are also approximately perpendicular each other, the other Davydov component is polarized mainly along a. We also understand that in all the directions that are intermediate between a and b, the weight of the two Davydov components changes according to the projection of the polarization direction with respect to the directions of the two dipoles p + and p − (see [41] for a practical example). Just on the basis of geometrical considerations, we have found that for the dipole matrix elements (5) oriented along a or b one has |α A | |α B | and |β A | |β B | 0 and thus we have been able to conclude that each Davydov component is mainly visible along one of the two axes only. In order to identify which component (the symmetric or the antisymmetric) is visible along a given axis (a) or (b), one has still to say whether along that axis α A +α B or α A −α B . In other words, one has to identify the orientation of the molecular dipole (so far we have just examined its direction).
In the case of picene, the identification of the mutual orientation of the two molecules in the unit cell is rather easy on the basis of the structural properties alone. In fact we find that in picene α A −α B for dipole moment along a and α A α B along b. Thus the antisymmetric state is visible only along the a axis, while the symmetric one is visible along b. On the contrary, for the acenes, being symmetric with respect to both x and y axes, the identification of the symmetric and antisymmetric components is not possible from the structural properties alone, without choosing an additional (arbitrary) convention (of course, the two Davydov components can be still unambiguously identified for example by the symmetry properties of the excitonic wavefunctions or from their energy levels, see section 6).
We illustrate the difference between picene and pentacene in figure 4 , where, together with the definition of the respective dipolar axesx andŷ, for both picene and pentacene we show two pairs of molecules. In the second pair, the second molecule is rotated by 180
• around the y direction, therefore the orientation of itsx dipole is opposite than in the first pair. However, while for picene the different mutual orientation of the dipoles corresponds also to a different geometrical orientation, in pentacene, for its symmetry properties, it is not possible to distinguish the two geometries associated to the different dipoles.
In summary, we have described how just from considerations about the geometry of the crystal structure and the mutual orientations of the molecules, together with the symmetry properties of the isolated molecule, it is possible to predict the anisotropy of the spectra. In the next section we will discuss how it is also possible to intuitively infer the excitation energies, distinguishing between Frenkel and charge-transfer excitons.
Localised wavefunctions: a simplified model
To better understand the excitonic effects in molecular solids, we rewrite the excitonic hamiltonian equation (2) in a basis of wavefunctions localized on the molecular units, which in a first approximation are the wavefunctions of the isolated molecules: The excitonic wavefunction can be written as a superposition of electron-hole pairs localized on different sites [133] :
where the coefficient C q S,ij are given by solution of the secular problem:
If we neglect the overlap between wavefunctions localized on different molecules, matrixelements ofv are thus zero unless (a) (b) Figure 4 . In the case of picene, see panel (a), the inversion of the orientation of the dipole axis x of one of the two molecules corresponds to a different mutual geometrical orientation, as it can be understood by comparing the two pairs. This is not the case for pentacene, see panel (b) the inversion of the dipole axis x leaves unaltered the mutual geometrical orientation of the two molecules.
the condition Ri = Qm and Sj = Pl is verified, that is electron-hole pairs are on the same site. At the same time, matrixelements of W are not zero only when Ri = Pl and Sj = Qm, which means that an electron (or a hole) cannot scatter on a different site. The hamiltonian equation (6) in this way becomes:
Here the third term describes the interaction between an electron and a hole localized on the same site. The fourth term instead describes the interaction between an electron and a hole on different sites. These two terms are coupled by the hopping terms (i.e. the first two), which are responsible for scattering processes of an electron (or a hole) from site to site. We thus realise that, when the wavefunctions are localised and we can neglect the overlap between different sites,Ĥ ex has a simple block form:
The first diagonal blockĤ FR ex gives rise to a Frenkel (FR) exciton with both electron and hole localised on the same site:
The second diagonal blockĤ CT ex , instead, produces a chargetransfer (CT) exciton with electron and hole localised on different sites:
The off-diagonal coupling termĤ CT−FR ex originates from hopping processes of independent electron-hole pairs and is related to the band dispersion. It is responsible for mixing the FR and CT contributions.
Flat bands
Neglecting the hopping integrals in h e and h h is equivalent to assume that the electronic bands in the solid are completely flat, since h e and h h give rise to the finite dispersion of the bands. In this way, the excitonic hamiltonian (10) decouples in the two independent blocksĤ It is important here to stress that only within this hypothetical situation pure FR and pure CT excitons can be obtained. In any real material, on the contrary, the band dispersion is never zero, implying that in any realistic situation there is always a mixing of FR and CT excitons (see next section).
Considering for the moment only singlet excitations, the interacting parts K ex = 2v − W ofĤ In particular, for a system with two non-equivalent molecules in the unit cell, the secular problem of equation (8) for the FR hamiltonian simplifies to the diagonalization of a 2 × 2 matrix with eigenvalues:
where W = W
Ri,Ri
Ri,Ri is the on-site screened Coulomb interaction and I and J are given by: J and the last term in I are the excitation transfer interactions [3] (for simplicity we assume here thatv R j,R j
Ri,Ri =v
Ri,Ri R j,R j ). In equation (14) the sums over the sites are generally converging very slowly [3] and taking into account only nearest-neighbor contributions is not a good approximation [74] . J is related to the scattering process of an electron-hole pair between two inequivalent molecules and, analogously, I between equivalent molecules in different unit cells. They are responsible for the dispersion of the FR exciton. The corresponding eigenstates at q = 0 are symmetric, | FR+ ex and antisymmetric, | FR− ex , with respect to the exchange of the electron-hole pair between two non-equivalent molecules:
The energy difference (E FR+ ex − E FR− ex ) between symmetric and antisymmetric states is the Davydov splitting and is given by 2|J (q = 0)|.
For the CT state, taking into account only the interaction between an electron and a hole on nearest neighbors and assuming that the corresponding matrix element is the samẽ W along all the directions, the secular problem in equation (8) is already in diagonal form with solution:
This solution is at least two-fold degenerate due to the lack of the exchange interaction that, through the Davydov splitting, removes the degeneracy between symmetric and antisymmetric states (extra degeneracy is related to the number of nearest neighbors). Moreover, due to the lack of the exchange interaction, the CT exciton does not disperse.
Comparing the two solutions E FR ex and E CT ex , we note that in this simplified model the condition for the CT state to be the lowest-energy excitation is:
In general, in molecular crystals made by small molecules this condition is not satisfied due to the large difference between W andW: the lowest excitation is thus a FR exciton. However, in aromatic molecular crystals where the size of the molecular units is large enough, the average electron-hole distances for an electron-hole pair on the same molecule or on two adjacent molecules are very close to each other so that W andW become comparable. Under these conditions, if the repulsive contribution stemming from the exchange electron-hole interaction is strong enough, the condition in equation (17) is satisfied and the CT solution becomes energetically favorable. In order to verify if this simple model description holds in practice, we have considered the case of pentacene, solving the ab initio BSE in an ideal situation where only transitions between HOMO-LUMO derived bands are taken into account. From the solution of the BSE, we obtain the optical absorption spectrum, given by the imaginary part of the dielectric function 2 (ω) in the q → 0 limit (in particular, in figure 5 we consider the a * direction). In these calculations we switch on the different contributions one by one in order to analyse in details their effect on the excitation spectra. Since in the calculations we do not make any assumption about the localisation of the wavefunctions, the fact that the actual numerical results are in agreement with the model description is a validation of the hypothesis of negligible overlap between wavefunctions localized on different molecules.
In order to recover the simple solution of the model, also in the actual calculations in a first step we artificially set the dispersion of HOMO-LUMO bands to zero (we will discuss the effect of the hopping in section 6.2). In this situation we consider four possible cases (see figure 5 ): Reprinted with permission from [40] . Copyright (2013) by the American Physical Society.
•v = W = 0: without electron-hole interactions there is only a single peak in the spectrum at an energy corresponding to the HOMO-LUMO gap E (see figure 5(a) ). In a molecular picture this means that all the electron-hole excitations become degenerate and, for a given position of the hole, the electron is delocalized everywhere.
• W = 0,v = 0: with respect to the non-interacting case, the repulsive exchange electron-hole interactionv shifts the FR states at higher energy and removes the degeneracy between symmetric and antisymmetric FR states (see figure 5(b) ), indeed thev interaction is at the origin of a non-zero Davydov splitting DS. Since the exchange electron-hole interaction does not contribute for CT states (see equation (16)), their energy instead remains unchanged with respect to the previous case (compare figures 5(a) and (b)). Interestingly, when W = 0 the spectrum for momentum transfer along the a * axis has the largest intensity for the lowest FR exciton. According to equation (13) the lowest FR exciton must be an antisymmetric state. Thus, from the analysis of the spectra in the present flatband limit, we can univocally conclude that in pentacene the antisymmetric and symmetric components of the FR exciton are mainly visible along the a * and b * axes respectively. This identification instead is not possible on the basis of geometry arguments alone, as we have discussed in section 5. This conclusion is in agreement with [25] , while in [39, 44] symmetric and antisymmetric components were inverted.
•v = 0, W = 0: under this condition all the peaks are red-shifted with respect to the non-interacting case (compare figures 5(a) and (c)), as the direct electronhole interaction W is attractive. Since the on-site W is always larger thanW, the CT exciton is less redshifted, remaining with a energy higher than the FR excitons (see figure 5(c) ). Moreover, with respect to the previous cases, the degeneracy of the CT energy levels is now removed: indeed electron-hole CT pairs characterised by a different electron-hole separation feel a differentW. Instead, in this case symmetric and antisymmetric FR states are degenerate (i.e. DS = 0) asv = 0.
•v = 0, W = 0: with respect to the previous case, in general the energy separation between FR and CT states is reduced since only the FR exciton feels the exchange electron-hole interactionv. In pentacene, the order of FR and CT states is even inverted: whenv is added to W both symmetric and antisymmetric FR excitons result having a larger energy than the lowest CT exciton (compare figures 5(c) and (d)). We thus conclude that, in absence of hopping, the lowest-energy excited state in pentacene is a pure CT exciton. In contrast, in picene this does not happen: the exchange electron-hole interaction is not strong enough and the lowest excited state remains a pure Frenkel exciton (see section 7.2).
So far we have considered the optical limit corresponding to the vanishing momentum transfer q → 0. Still remaining in the situation where hopping contributions have been artificially suppressed with setting the band dispersion to zero, we have solved the ab initio BSE as a function of the momentum transfer q in pentacene (see figures 6(a)-(b) ). We find that while the energy of pure CT excitons does not change as a function of q, both symmetric and antisymmetric FR excitons have a finite dispersion. We thus see that the investigation of the exciton dispersion provides an immediate tool to distinguish FR from CT excitons. This result can be understood on the basis of our simple model with neglibible overlap between wavefunctions localized on different sites and no hopping contributions. Indeed, since in equations (15)- (16) both W andW do not depend on the momentum transfer q, the exciton dispersion is given only by the exchange electron-hole interactionv through the I(q) and J (q) terms.
In particular, from the BSE solution for q along the reciprocal-lattice axis a * we find that exciton bandwidth of the FR − state is ∼0.1 eV, which is ∼0.4 eV for the FR + state (see figure 6(a) ). This suggests that in the antisymmetric state the exchange electron-hole terms involving equivalent or inequivalent molecules cancel each other, since for FR − excitons I(q) and J (q) have opposite sign (see equation (15)). On the contrary, along b * the exciton bandwidth is negligible (see figure 6(b) ).
To summarize, we have here considered an ideal system with bands, derived only from molecular HOMO-LUMO states, that have zero dispersion. From the solution of the BSE for both the absorption spectra and the dispersion as a function of the momentum transfer q, we have shown unambigously that in pentacene the pure CT state has lower energy than the pure FR state.
Effect of hopping
The hopping contribution appearing in the single-particle hamiltonians h e and h h in equation (6) are responsible for the mixing of CT and FR states. Thus, in any real system that has a non-zero band dispersion, excitons are always a mixture of the two states.
We can estimate the correction E ± ex to the energy levels (at q = 0) of the pure FR and CT states in a perturbative scheme where we consider only the hopping between nearest neighbors. For the lowest energy state we thus find:
where t c and t v are the hopping integrals for conduction and valence bands, respectively. We note that the energy correction are larger and the CT and FR states are more strongly mixed when the hoppings are stronger and when the energies of pure CT and FR are closer each other. Morever only states with the same ± symmetry are coupled at q = 0.
The hopping has different effects for the CT and FR states. For simplicity, we assume here that the absolute value of the hopping terms are the same for valence and conduction: |t v | = |t c |. We consider the two possible cases: t v = t c or t v = −t c . In figure 7 we represent the energy-level diagrams corresponding to the two situations. FR ± and CT ± are the pure Frenkel and charge transfer states (i.e. without hopping); while (FR+CT) ± and (CT+FR) ± are the mixture due to the hopping of Frenkel and charge-transfer states, which originate from the pure FR ± and CT ± states, respectively. Finally, the Davydov splitting DS calculated without hopping becomes DS when the hopping is considered. figure 7(a) , the hopping reduces the Davydov splitting: DS < DS. When the hopping is strong enough, the symmetric state (FR+CT) + can even be shifted below the antisymmetric state FR − , inverting the order of the Davydov components of the FR levels, i.e. DS < 0. If instead the lowest state is a pure CT exciton and DS = 0, as in figure 7(b) , the consequence of mixing with FR states is also to induce a finite Davydov splitting DS > 0.
On the contrary, for t v = −t c (figures 7(c) and (d)) the symmetric states become those that are not influenced by the hopping. In particular, if the lowest state is a pure FR exciton, as in figure 7(c) , the hopping increases the Davydov splitting: DS > DS. Finally, if instead the lowest state is a pure CT exciton, as in figure 7(d) , the situation is similar to the case in which t v = t c . The only difference is that the order between symmetric and antisymmetric states is inverted.
From this simple analysis we can conclude that the Davydov splitting has a different origin for CT and FR excitons. For CT states it is induced by the hopping while for Frenkel states it is related to the interplay between the exchange electron-hole interaction J and the hopping term. In general, when t v = t c we expect that it is smaller in FR states, since in this case the exchange electron-hole interaction and the hopping term have opposite effect. When t v = −t c both terms contribute to increase the Davydov splitting that as a consequence will be larger for FR excitons.
Concerning the exciton energies as a function of the momentum transfer q, we can immediately realise that the hopping is responsible for the dispersion of CT excitons, which otherwise would be zero for pure CT excitons (see figures 6(a)-(b)). At the same time the hopping modifies the intrinsic dispersion of FR excitons that is given by I(q) and J (q) (see equation (15)). Moreover, also the exchange electron-hole interaction has an (indirect) effect on CT excitons: the terms I(q) and J (q) in equation (15) change the energy separation between FR and CT excitons as a function of q, which in turn modulates the mixing between FR and CT (which is larger for excitons closer in energy). Therefore, we can understand that the exciton dispersion is the result of the competition between hopping and exchange electron-hole interaction. While for FR+CT states the dispersion is mainly related to the exchange electron-hole interaction, in CT+FR states it is mainly related to band-structure effects.
The ab initio BSE results for pentacene, taking into account the full dispersion of the same HOMO-LUMO bands already considered in the previous section, confirm this picture. We find (see figures 8(a)-(b) ) that the lowest exciton in pentacene is a (CT+FR) − state, originating from the lowest CT exciton. It is located at 1.55 eV at q = 0. The corresponding symmetric (CT+FR) + state is located at 1.76 eV at q = 0, Therefore the calculated Davydov splitting is 0.2 eV for the lowest exciton of pentacene. The bandwidths of these CT states ranges between 0.05 and 0.20 eV, matching the order of magnitude of the HOMO-LUMO bandwidths. In particular the bandwidth of the first exciton is 0.14 eV along the a * axis (see figure 8(a) ), which is about half of the dispersion along the b * axis (see figure 8(b) ). This difference is an indirect effect of the exchange electron-hole interaction. Indeed, because of it, pure FR excitons have an intrinsic positive dispersion along a * , which is instead negligible along b * (see figures 6(a)-(b)). Therefore, as q along a * increases, FR and CT get further apart, reducing the mixing induced by the hopping, while this does not happen along b * . Figure 9 shows the absorption spectra of picene, pentacene, tetracene and coronene calculated from the solution of the ab initio Bethe-Salpeter equation equation (2) (including the contribution from all the bands). The energy range chosen in figure 9 corresponds to excitations within the band gap of each material, i.e. the peaks are by definition associated to bound excitons. The band structures, which are the input of the BSE calculations (see section 3), have been calculated in the GW approximation, which corrects the LDA underestimation of band gaps 14 (see table 2 ). In figure 9 we have selected the absorption spectra for polarizations along the reciprocal lattice axes a * and b * , lying in the herringbone plane, which characterise the low-energy absorption properties of the various materials. The spectra are highly anisotropic as a consequence of the molecular character of electron-hole transitions that give rise to the different excitations. In all the considered systems an intense peak is present at higher energies (not shown) beyond the band gap and is related to an unbound exciton. This peak is instead quite isotropic dominating the spectra especially for polarization along the c * axis [39, 41, 81] . The bound excitons represented in figure 9 are mainly related to HOMO-LUMO transitions, with the exception of picene. In fact in picene also higher energy transitions give a remarkable contribution: the exciton binding energy evaluated including only HOMO-LUMO bands would be 0.3 eV smaller than the value obtained from the full calculation. This is linked to the peculiar band structure of picene (see figure 3) .
Excitons and their dispersion

Optical absorption
Comparing pentacene and tetracene we observe that for the lowest-energy exciton the binding energy, defined as the difference between the absorption onset in the independentparticle picture (i.e. the GW band gap) and the peak position of the exciton, significantly decreases with the molecular size (see table 2), in agreement with the findings of [80] . At the same time the exciton binding energy is larger in picene than in pentacene, where for the larger screening the direct electronhole interaction W is weaker.
The spectra of tetracene and pentacene have a similar shape, with a strong peak at the excitation onset for the a * polarization followed by two less intense peaks. Along the b * axis there are only two main structures, with the absorption onset located at higher energy than along a * . Picene and coronene instead are more isotropic, with similar onset energies for the two polarizations. In particular, coronene is characterised by a weak structure at 2.9 eV, having the largest binding energies among the four studied compunds (see table 2), followed by more intense peaks within the band gap.
In the various systems the lowest-energy exciton in the a * polarization has the same character as the corresponding one along the b * direction. Therefore we can understand the energy shift observed moving from the a * to the b * axis as the Davydov splitting [21] related to the first bound exciton. The two excitonic states that are symmetric and antisymmetric with respect to the exchange of an electron-hole pair between the two inequivalent molecules in the unit cell have different excitation energies. Each of them is (mainly) visible along a different polarization direction (see section 5). We note that the Davydov splitting is larger in pentacene and tetracene than in picene where it is almost negligible, suggesting that it has a different nature (see section 7.2).
In these materials the comparison with experiment and also between different calculations, even at the same level of approximation, is not always straightforward. In fact in the various calculations different crystal structures are adopted (see table 1), which can be also theoretically relaxed (or not, as in our case). Moreover, the calculated spectra are often reported along different polarization directions (i.e. along the cartesian axes, as in [80, 81] , or along the axes of the real-space unit cell [78] or of the reciprocal lattice, as in the present case). Also in the experiments the details of the crystal structure of the measured samples are not always fully accessible, in particular concerning the herringbone angle between the molecules in the unit cell (see e.g. [41] ). As the electronic and optical properties are highly anisotropic and sensitive to the mutual orientation of the molecules, those differences and uncertanties demand care for a quantitative comparison of the spectra [41] . In any case an overall agreement between the different BSE calculations and ellipsometry and EELS experiments [41, 74, 75, 128, [134] [135] [136] [137] [138] can be verified.
As a matter of example, in figure 10 we report the detailed comparison, taken from [41] , between the experimental and calculated loss function −Im vanishing momentum transfer q with direction spanning the whole a * b * plane in the first Brillouin zone. The noticeable variation of the spectra as a function of the direction of q clearly shows the high anisotropy of the loss function of tetracene (which is linked to the polarization properties of the Davydov components [41] ). The calculated spectra (right panel) share the main features of the experimental spectra (left panel), with a prominent peak at 2.3-2.4 eV along a * (defined as 0
• , see also figure 9), whose position in the calculations is underestimated by ∼0.1 eV. Being the calculations carried out without any adjustable parameters, the quantitative agreement is remarkable. Both in the experiment and theory the first prominent peak along a * is then followed by two smaller structures at higher energy up to 2.8 eV. In the opposite side of the map, i.e. along b * , however, while in the experimental spectra three main structures are visible, only two peaks are present in the same energy range in the simulated spectra (see also figure 9 ). The missing peak is located in the experiment at an energy very close to that of the first prominent peak along a * and begins to become visible in the calculations at an angle ∼80
• , i.e. 10
• from the (theoretical) b * direction. Since already the angle between a * and b * is different in the experimental sample by 5
• [41] with respect to the crystal structure used in the calculations, this suggests that the herringbone angle could also be slightly different, affecting the comparison of the results for the loss function as well. This also indicates that more combined theoretical-experimental Table 2 . Quasiparticle gaps obtained from band structures calculated in LDA or with the GW approximation are compared to the optical gaps, defined as the absorption spectrum onset. Hence the difference between the GW gap and the optical gap corresponds to the binding energy of the lowest-energy exciton for which the value of the Davydov splitting is also reported. investigations would be needed to definitely settle this issue.
In [81] the coupling between resonant and antiresonant transitions, beyond the Tamm-Dancoff approximation (TDA) that is adopted here and in the other BSE calculations, was also considered. While the prominent peak at energy above the band gap is redshifted by roughly 0.3 eV with respect to the TDA calculation, hardly any change in the position of the lowest-energy peaks was observed, supporting the results that are reviewed here.
We remark that the various structures in the spectra in figure 9 have all a pure electronic origin and do not derive from a coupling with vibrational excitations that is neglected here. Therefore the nature of those peaks qualitatively differs Figure 10 . Measured (left panel) and calculated (right panel) EELS spectra of tetracene for momentum transfer q → 0 in the a * b * plane. For both experimental and calculated spectra, the angle is defined with respect to the a * direction. In the experiment the b * direction is at 95
• while it is at 90
• in the calculation. In both cases the spectra are normalised to their maximum intensity. Adapted from [41] .
from their interpretation as 'vibronic satellites' of the first main peak that is based on molecular state models (see e.g. [44] ). Nonetheless, one still expects that the electron-phonon interaction plays a non-negligible role in organic materials like these. This effect can be indeed directly monitored by investigating the variation of the spectra as a function of the temperature. It has been done for example in the case of tetracene in [41] , where we found that, while the temperature is not affecting much the position of the peaks (less than 0.1 eV from 20 K to 350 K), their shape changes considerably. By increasing the temperature, the various spectral features become broader and the differences between the intensities of the peaks become smaller.
Exciton localisation
In figure 11 we have drawn the exciton wavefunction (see equation (4)), representing the electronic charge distribution | λ (r h , r e )| 2 for a fixed position of the hole r h , for the lowestenergy exciton in the four systems, which is visible only for light polarized along the a * axis (see figure 9 ). In agreement with other BSE calculations [54, 55, 78, 80, 81] , in pentacene and tetracene we find a charge-transfer exciton: with respect to the position of the hole, the electronic charge is mainly localized on the nearestneighbor molecules. The charge-transfer character of the exciton in pentacene and tetracene arises from the interplay between the exchange electron-hole interaction and the band dispersion that makes the hopping term large enough to cause a strong mixing between FR and CT states. Moreover, the charge-transfer character increases in pentacene with respect to tetracene (see also [80] ), where the localisation of electronic charge around the hole position is larger. This is a consequence of the smaller size of the tetracene molecule with respect to pentacene (four benzene rings instead of five). In fact, as the number of benzene rings decreases, the screening is weaker. Moreover the hopping processes related to the electronic band dispersion are less efficient in mixing FR and CT states and, in turn, the exciton wavefunction is more localised 15 . In picene, instead, we find a Frenkel exciton with both the hole and electron charges mainly localized on the same molecule. The mixing of HOMO-LUMO transitions with higher energy excitations makes the contributions from the direct electron-hole interaction W larger, while it does not affect the kinetic term in equation (2) . As a result, the exciton binding energy is also increased, giving rise to a strongly localized FR exciton, well separated in energy from the CT ones. As a consequence, the mixing with higher energy CT excitons is negligible in picene. Interestingly, comparing the excitons of coronene and picene we observe that, although the binding energy is larger in coronene, the exciton in coronene is more delocalised than in picene. As in tetracene and pentacene the lowest excited state in coronene presents a large CT component. On the other hand the exciton at higher energy related to the feature at 3.24 eV has a large FR component, as can be seen from the shape of the excitonic wave function in figure 12 . This shows that the knowledge of the exciton binding energy is not sufficient to understand the exciton character. The localisation nature of the exciton in fact is set by the energy difference between FR and CT states, which is due to the competition between direct and exchange electron-hole interaction (see equation (17)) and by the efficiency of the hopping terms in mixing FR and CT states.
The BSE calculations carried out by different groups on tetracene and pentacene [39, 54, 55, 78, 80, 81] all agree on the qualitative observation of a charge-transfer nature of the first exciton. This conclusion is in agreement with the interpretation of EELS experiments [74, 75] , but in contrast with traditional expectations based on molecular state models that assume the lowest-energy excitons to be pure intramolecular excitations. The comparison with electroabsorption experiments would require the calculation of the Stark shifts which has not been carried out in the BSE framework yet.
For picene and pentacene we have also considered the lowest spin-triplet excitons that are dipole forbidden and thus not accessible in absorption experiments. To this end, we diagonalized the excitonic hamiltonian (2) without the exchange electron-hole interaction 2v. As for the singlet, also the lowest-energy triplet excitons involve mainly HOMO-LUMO transitions. Since the repulsive exchange electron-hole interaction 2v is missing, the triplet exciton is characterized by a higher binding energy: 1.3 eV for picene and 1.1 eV for pentacene (see table 2 ). Moreover, in both systems it is a strongly localized Frenkel exciton, as it can be inferred from figure 13 . Therefore, the comparison between singlet and triplet excitons in pentacene shows how the exchange electronhole interaction plays a key role in setting the charge-transfer character of the singlet exciton that is experimentally visible in the absorption spectrum.
Exciton dispersion
In figure 14 we report the spectra of 2 as a function of q. For pentacene we find the same results as those obtained by considering only the HOMO-LUMO bands (see figure 8) , confirming that the HOMO-LUMO bands give by far the most important contribution to these excitons. In tetracene and pentacene the lowest antisymmetric (CT+FR) − state is visible for a polarization along the a * axis, while its symmetric (CT+FR) + counterpart is visible only along the b * axis. Both excitons remain visible up to point of the second Brillouin zone, where their oscillator strengths drop to zero and the spectral weight is transferred to higher energy (CT+FR) states.
Interestingly, at large momentum transfer along the b * axis a new peak appears at energy smaller than that of the symmetric state (CT+FR) + that determines the onset at q = 0. This new peak corresponds to the lowest antisymmetric (CT+FR) − exciton, which is dipole forbidden at small momentum transfer along the b * axis, but becomes visible at larger q.
As the mixing with higher energy CT excitons is negligible in picene, the lowest excited state has an intrinsic FR character and its dispersion is set by the exchange electron-hole interaction only. In figure 14 we also see that for small q belonging to the first Brillouin zone, the FR − exciton has a positive dispersion, while the FR + state has a negative dispersion. For both excitons the bandwidth is about 0.02 eV, which is one order of magnitude smaller than in pentacene, suggesting a completely different mechanism of the exciton dispersion. We found a similar behaviour in coronene (see figure 14) where the FR exciton represented in figure 12 has a negligible dispersion along both the a * and b * axes 16 . ) b ( ) a ( e n e c a t n e P e n e c i P Figure 13 . Lowest-energy triplet exciton wavefunction for picene and pentacene (see figure 11) . Reprinted with permission from [39] . Copyright (2012) by the American Physical Society.
These findings are confirmed by recent electron energyloss spectroscopy (EELS) experiments [75, 138] . While an exciton band structure with bandwidths of about 100 meV has been observed for pentacene, picene has not shown a measurable dispersion for q belonging to the a * b * plane. The present work thus provides the tools for the interpretation also of these recent experimental results.
Summary and perspectives
By solving the ab initio many-body Bethe-Salpeter equation, we have analysed the low-energy exciton properties of four prototypical molecular crystals: picene, pentacene, tetracene and coronene. In these materials, localized Frenkel excitons compete with delocalized charge-transfer excitons. The interplay between the attractive direct and repusive exchange electron-hole interactions and the effect of the hopping integrals (which give rise to non-zero bandwidths) is the key to understand the result of the competition between localisation and delocalisation for the two-particle electronic correlation, which determines the optical properties of the materials.
Moreover, we have discussed the anisotropy of the absorption spectra, together with the different origin of the Davydov splitting, establishing a link with traditional models based on molecular states. In the future, new calculations in the BSE framework will be needed in order to include in the theoretical description also the coupling with vibrational excitations and to describe the Stark shifts measured by electroabsorption spectroscopy. Experiments on samples with well-characterised crystal structures (including the intermolecular angles) will allow a more direct comparison with those calculations.
Finally, we have explained also the exciton dispersion on the basis of the interplay between electron and hole hoppings and the electron-hole exchange interaction. Our analyis, unraveling a simple microscopic description to distinguish Frenkel and charge-transfer excitons, is general and can be applied to other systems in which the electron wavefunctions are strongly localized, as in strongly correlated insulators.
In fact, the calculation of exciton properties at finite momentum transfer within the Bethe-Salpeter approach can be used to interpret (and predict) spectra that can be measured with great accuracy by different spectroscopies, namely electronenergy loss spectroscopy (EELS) and inelastic x ray scattering (IXS) [139, 140] . The combination of these experiments with BSE calculations is a very promising tool to investigate the electronic properties in a wide range of materials, from widegap insulators [76, 141, 142 ] to layered materials [143] , also including dipole-forbidden d-d excitations in transition-metal oxides (see e.g. [144] [145] [146] [147] [148] [149] [150] ) and their dispersion (i.e. for the description of 'orbitons' [151] ). and MP1306 (EUSpec). For DFT and GW calculations we have used Abinit [152] , for BSE calculations Exc [153] and for the plots of the crystal structures and the exciton wavefunctions Xcrysden [154] and Vesta [155] .
