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In this paper we study linear differential systems (1) x’ =J(t?+ ot)x, where 
,-I(S) is an (n X n) matrix-valued function defined on the k-torus Tk and (0, t) -+ 
B + cot is a given irrational twist flow on rk. First, we show that if A E CN(Tk), 
where NE (0, 1, 2,...; ao; wl, then the spectral subbundles are of class CN on Tk. 
Next we assume that 2 is sufficiently smooth on rk and w satisfies a suitable 
“small divisors” inequality. We show that if (1) satisfies the “full spectrum” 
assumption, then there is a quasi-periodic linear change of variables x = P(t) y that 
transforms (1) to a constant coefficient system y’ = By. Finally, we study the case 
where the matrix I(0 + cot) in (1) is the Jacobian matrix of a nonlinear vector field 
f(x) evaluated along a quasi-periodic solution x = i(t) of (2) x’ =f(x). We give 
sufficient conditions in terms of smoothness and small divisors inequalities in order 
that there is a coordinate system (I, (p) defined in the vicinity of 0 = H(d), the hull 
of 4, so that the linearized system (1) can be represented in the form z’ = Dr, 
9’ = LO, where D is a constant matrix. Our results represent substantial 
improvements over known methods because we do not require that A be “close to” 
a constant coefficient system. 
I. INTRODUCD~N 
In this paper we shall study real linear differential equations with almost 
periodic coefficients. Since we want to study the hull of these equations, it is 
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convenient o formulate the problem in the following context: Let 0 be a 
given almost periodic minimal set with a flow (0, t) + 0 . t. Let L(R”) denote 
the collection of all (n x n) real matrices and let 2: s1+ L(R”) be a 
continuous mapping.’ For each 13 E 0 we let @(0, t) denote the fundamental 
matrix solution of 
x’ =K(e * t)x, xER”, (l-1) 
that satislies @(e,O) = I. If B is a torus Tk with an irrational twist flow 
(t9, t) + (0 + of), then (1.1) is said to be a quasi-periodic system. In this case 
one has 
Ate - t) = K(e + t0t) = Ace, + w1 t,..., e, + Wkt). 
Let us now fix 8, E a and set A(t) = A(& . t). We then focus our attention 
on the single equation 
x’ = A(t)x. (1-2) 
A linear time-varying change of variables x = P(t) y is said to be a 
Lyapunov-Perron transformation (LP transformation) if P(t) is nonsingular 
for all t E R and P, P-’ and P = dP/df are bounded in t E R. If, in addition, 
P, P- ’ and P are almost periodic (or quasi-periodic) in t, then we shall refer 
to x = P(f) y as an almost periodic (or quasi-periodic) LP transformation. 
Notice that if x = P(f) y is an LP transformation, then y satisfies the 
equation 
Y’ = B(t) y, (1.3) 
where B = P-‘(AP - p). We shall also say that x = P(t) y transforms (1.2) 
to (1.3). If x = P(f) y is an almost periodic LP transformation that 
transforms (1.2) to (1.3), then B is also almost periodic. 
Equation (1.2) is said to be diagonalizable if there is an almost periodic 
LP transformation x = P(t) y that transforms (1.2) to (1.3) where B is a 
diagonal matrix. Equation (1.2) is said to be reducible if there is an almost 
periodic LP transformation x = P(t) y that transforms (1.2) to (1.3) where B 
is a constant matrix. In this case X(t) = P(t) cur is a fundamental solution 
matrix for (1.2), i.e., (1.2) has a “Floquet representation.” We shall say that 
1 We should note that if one starts with a given differential equation x’ = A(t)x with almost 
periodic coefficients, then it can be imbedded in (1.1) by setting R = H(A), the hull of A. 
There is then a point 19, E H(A) for which one has A(&, . I) = A(r). See [24,40] for more 
details. 
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(1.2) is almost reducible if for every E > 0 there is a constant matrix C and 
an LP transformation x = P(t) y with the property that 
p-Cl=p’(AP-P)-CI <& 
for all tE R. 
The problem we address here is to determine sufficient conditions on 
either the coefficient matrix A(t), or the matrix-valued function a(e), in order 
that (1.2) be reducible. Our main result (Theorem 1) treats the situation 
where A(t) is quasi-periodic in t. As we shall see, the LP transformation 
x = P(t) y that transforms (1.2) to a constant coefficient system can be 
chosen to be quasi-periodic in t. 
Since we seek suflicient conditions for the reducibility of (1.2), it is helpful 
to recall first the characterization of almost reducibility of (1.2) in the case 
where A(t) is almost periodic in t. These characterizations can be found in 
Lillo [30], Bylov [4] and Coppel [ 131. We shall use Coppel’s formulation 
which is given in terms of the spectrum 2 of (l.l), cf. Sacker and Sell [40]. 
The spectrum Z = C@) is defined as the collection of A E R for which the 
shifted equation x’ = (J(6’. t) - U)x does not have an exponential 
dichotomy. Since Q is a minimal set in the flow 8 . t, it follows that C does 
not depend on 8 E R. In other words, one can compute Z by studying 
Eq. (1.2) alone. The Spectral Theorem [40] assures us that Z = up=, [ai, bi] 
is the union of p nonoverlapping compact intervals where 1 <p < n. 
Furthermore associated to each spectral interval [a,, b,] there is a spectral 
subbundle q in R” x R. One can show that q consists of those points 
(x, 19) in R” x R for which the four “growth rates” of the solution @(0, t)x 
(x # 0) lie in [ai, bi]. Furthermore, the spectral subspaces 
q(e) = {X E R”: (X, e) E T} 
vary continuously in 8E Q, and the angle between q(e) and Yj(0) is 
bounded away from 0 when i #j. In addition one has dim q(0) = ni > 1 and 
R” = 5qe) + . . . + 7qe) 
foralltYEQ;thusn=n,+...+n,. 
If all of the spectral intervals [ai, b,] degenerate to points, then Z is said 
to consist of pure point spectrum. Coppel [ 131 showed that the almost 
periodic system (1.2) is almost reducible if and only if C consists of pure 
point spectrum. Recall that if one has dim q(8) = 1, then the corresponding 
spectral interval [a,, bi] consists of one point, i.e., a, = bi. Consequently if 
p = n, then C consists of pure point spectrum and (1.2) is almost reducible. 
The case where p = n, i.e., where the spectrum Z consists of the largest 
possible number of spectral intervals, is important in our theory. If this 
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happens, we shall say that (1.2) has full spectrum with Z = {a, ,..., CI,}, where 
ai # aj for i #j. By using the Spectral Theorem one can easily prove the 
following result: 
LEMMA 1. The following statements are equivalent: 
(A) Equation (1.2) has full spectrum with .!Y = {a, ,..., a,}. 
(B) Equation (1.2) has the Lillo property. (That is, there exist real 
numbers A, <A, < .a. <A,,,,, a constant K > 0 and n solutions {x,(t),..., 
x,,(t)} of Eq. (1.2) that satisfy 
_ eA3,ct-s) < IXiW 1 
K 
, lx < K$‘+‘(‘+), s<t 
i 
for 1 < i < n.) In this case one also has 1, < ai < A,.+, 1 < i < n. 
There is a consequence of the assumption that Eq. (1.2) has the Lillo 
property which we will need later. We shall say that Eq. (1.2) has the Bylou 
property if there exists n solutions {xl(t),...,x,(t)} of Eq. (1.2) with the 
property that the inf, ]det x(t)1 > 0, where x(t) denotes the matrix of unit 
vectors {Zl(t),..., f,,(t)} and fi(t) = Ixi(t)l-’ xi(t), 1 < i < n. 
If Eq. (1.2) has full spectrum, then define x,(t) by x,(t) = @(8,, t) ai, 
where a, E q(0,,), ai # 0, for 1 ( i < n. It then follows from the Spectral 
Theorem that inf, ]det x(t)1 > 0, where if(t) is constructed in the fashion 
described above. One has the implication: 
Full spectrum (Lillo property) +- Bylov property, 
which is also proved in Bylov [5]. 
In order to state our main results we now restrict our attention to quasi- 
periodic linear differential equations. 
THEOREM 1. Let Eq. (1.1) be a quasi-periodic dt@z?rential equation 
defined on a torus S2 = Tk with an irrational twist flow 8. t = 0 + wt. 
Assume that the following three conditions hold: 
(I) (Nonresonance) There are constants c > 0, y > 0 that satisfy 
In.wl>clnleY 
for all n = (n, ,..., nk)EZk(n#O), wheren~w=n,w,+~S~+nkok. 
(II) (Smoothness) 2 E C”(Tk), where N > y + k + 2. 
(III) Equation (1.2) has full spectrum with ,!Y = {a, ,..., a,,}. 
Then there exists a quasi-periodic LP transformation x = P(t) y that 
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transforms (1.2) to (1.3) where B is the constant matrix B = diag{a,,..., a,}. 
Furthermore, the quasi-periodic matrix P(t) has the form 
P(t) = P(rn, t,..., w/(t), 
where p: Tk -+ L(R”) is of class C”(Tk) with A4 = N - y - k - 1 and ai = 
oJ2, 1 < i < k. 
Remarks. 1. This theorem is similar to a result announced by Lin [32]. 
While he gives an outline of a proof, some aspects of his argument are 
unclear. Our approach to the proof of this theorem differs from that 
suggested by Lin. 
2. The fact that P(t) depends on 6, instead of wi illustrates the 
“period-doubling” phenomenon which occurs in the Floquet theory for 
periodic linear differential equations. Also in our proof of Theorem 1 we will 
see that P(t), as a function of t E R, in a CM+‘-function. 
3. It is instructive to compare our Theorem 1 with related results of 
Bogoljubov, Mitropolskii and Samoilenko [3] who study the equation 
x’ = (A + qe - t))x, (1.4) 
where n is a constant diagonal matrix with distinct entries on the diagonal 
and fi is small. Under a suitable smoothness and nonresonance condition 
they show that Eq. (1.4) is reducible. Our Theorem 1 includes their result 
and we do not require that the coefficient matrix 2 be close to a constant 
coeffcient matrix. (Also see Sibuya [5 1 I.) 
Before turning to the proof of Theorem 1 it is convenient o review the 
historical antecedents of this result. For this purpose we shall restrict our 
attention to linear equations with almost periodic coefficients. In 1955, 
Markus [33] showed that Eq. (1.2) is reducible provided the coefficient 
matrix ,4(t) satisfies a suitable commutivity relationship. In the work of Lillo 
[28-311 and Bylov [5,6], the approach to the question of reducibility of 
Eq. (1.2) proceeds in two steps. First, one constructs an almost periodic LP 
transformation x = P(t) y so that the y-equation (1.3) has a simpler form. 
For example, Lillo [29] showed that if Eq. (1.2) has the Lillo property, then 
it can be transformed to Eq. (1.3) where B(t) is almost periodic and upper 
triangular. Later, Bylov [5] showed that if Eq. (1.2) has the Lillo property, 
then it is diagonalizable. (Also see Remark 8 below.) Thus, the lirst step is to 
transform Eq. (1.2) to a diagonal system 
Y’ = diag{B,(t),...,P,(t)} Y (1.5) 
by means of an almost periodic LP transformation. The second step (which 
would then lead to a constant coefficient system) would be to make further 
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assumptions about the y-equation (1.5). (See for example Lillo [28, p. 401.) 
In order to illustrate the second step, let ,u[ = M(/3,) be the time average of /I,. 
Assume that the integrals 
(1.6) 
are bounded in t. Then the change of variables y = Q(t), where 
Q(t) = diag{exp b,(t),..., exp b,(t)} 
transforms (1.5) to 
z’ = AZ, (1.7) 
where /i = diag{ pi ,..., p,, }. The composition x = P(t) Q(t)z, then transforms 
(1.2) to (1.7). 
Our approach to the proof of Theorem 1 will follow the same outline. We 
will show that the assumption that Eq. (1.1) has full spectrum will lead to a 
diagonal y-equation with quasi-periodic oefficients, say y’ = f5(0 . t) y. (This 
step is, as a matter of fact, an adaptation of Bylov’s argument.) We will then 
show that the Nonresonance and Smoothness Hypotheses will guarantee the 
boundedness of the integrals in (1.5). What is important here is to prove that 
coefficients in the matrix B(0) are smooth functions on the torus Tk. The key 
to our argument then is the following theorem for quasi-periodic systems 
which guarantees that the spectral subspaces q(S) have the same degree of 
smoothness in 8 as the coefficient matrix A(0). 
THEOREM 2. Consider the quasi-periodic linear dtrerential system 
X’ = J(e + wt)x, xEX (X=R” or Cn), (1.8) 
where (0, t) + 0 + wt is an irrational twistjlow on Tk and 2: Tk + L(X). Let 
T, 1 < i <p, denote the spectral subbundles of (1.8) and let 
7-y(e) = {X E x: (x, e) E sq 
denote the spectral subspaces. Assume that x E CN(Tk) where NE (0, 1,2,...; 
00; w). Then the spectral subspaces T(e) are of class CN in 0, i.e., one can 
choose a local basis in q(t?) that is a CN-function of 8. 
Remarks. 4. By N = w we mean that z(8) is analytic in 8. The fact 
that q(0) is analytic in 8 when a(S) is analytic in 9 was proved by Johnson 
[ 231. For N = 0 we refer only to continuous dependence in 8. This part of 
Theorem 2 is included in the Spectral Theorem [40]. 
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5. We should emphasize that Theorem 2 is valid for both real and 
complex systems. Also there is no restriction on the dimension of q(e). The 
conclusion of Theorem 2 refers to a local basis, which is important if the 
subbundle q is “twisted,” or nontrivial as a vector bundle. 
It is of considerable interest o know whether or not the assumption that 
the Eq. (1.2) has full spectrum in Theorem 1 can be relaxed. If one 
subbundle T satisfies dim T(0) > 2, then it is possible that this subbundle is 
twisted, cf. Bylov et al. [8,9] and Palmer [37]. If T is a twisted subbundle 
for Eq. (1.2), then it is known that Eq. (1.2) cannot be transformed to a 
constant coefficient system by means of an almost periodic LP transfor- 
mation. (See Ellis and Johnson [ 151 for more information on this question.) 
Nevertheless, it is possible to extend Theorem 1 to cover coefficient 
matrices that arise when one linearizes along a quasi-periodic solution of a 
nonlinear autonomous differential equation, cf. Sell [47, 481. That is, let 
x = 4(t) be a quasi-periodic solution of the nonlinear equation x’ =f(x) and 
let A(t) denote the Jacobian matrix off evaluated along the trajectory 4(t). 
Under appropriate assumptions concerning smoothness, nonresonance and 
the spectrum one can show that the associated linear equation x’ = A (t)x is 
reducible. (See Theorem 5.) We should note that for this problem the spectral 
subbundle Y0 associated with the spectral interval containing 0 has the 
property that dim Y0(t9) > k, where k = dim H(4) and H(() is the hull of 6. If 
0 is not periodic, then k > 2. In this case the spectrum for (1.2) cannot 
contain more than (n - k + 1) intervals [41, 481. For k > 2, Eq. (1.2) cannot 
satisfy the full spectrum assumption. 
In Section II we shall study diagonal systems of the form (1.5) with quasi- 
periodic coefficients. Our object there is to show how the Nonresonance and 
Smoothness Hypotheses lead to the reducibility of (1.5). In Section III we 
shall present a proof of Theorem 2. The proof of Theorem 1 will be given in 
Section IV. In Section V we shall study the reducibility problem described in 
the last paragraph. Finally, in Section VI we shall show that in some ways 
our Theorem 1 is best possible. This leaves open a number of unresolved 
questions, which we summarize there. 
II. DIAGONAL CASE 
Let 0 = Tk be a k-dimensional torus with an irrational twist flow (0, t) -+ 
0 + ot. Let B: Tk + L(Rn) be a diagonal matrix-valued function defined on 
Tk; thus 
S(e) = diag{ &r,(e),..., &(e),. 
We will now prove the following result: 
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THEOREM 3. Let s(0) satisfy (2.1) and assume that the following 
conditions hold: 
(I) (Nonresonance) There are constants c > 0, y > 0 that satisfy 
In.oj>clnl-Y 
for all n E Zk (n # 0). 
(II) (Smoothness) One has B E C”( T”), where N > y + k + 1. 
Then there is a quasi-periodic LP transformation y = &(e + wt)z, where 
&: Tk -+ L(R”) is of class C”(Tk) with M = N - y - k - 1, that transforms 
the equation 
y’=B(B+wt)y (2.2) 
to 
z’ = AZ, (2.3) 
where A = diag{a, ..., a,,} and ai=M(P;) = I~i(e) dB. 
Proof: Let us consider one of the diagonal entries bj(c9 + cot) where aj = 
M(h) = j p;(B) d0 = lim T+m( l/T) I,‘&(0 + or) dt. We claim that there is a 
function jIji: Tk + R such that flj E C”(Tk), where M = N - y - k - 1 and 
jj(e + wt) -fij(e) = St [&e + US) - a,] ds. (2.4) 
0 
In order to solve (2.4) it will suffice to find jj E C”(Tk) so that 
f JTj(e + Cd) = &(e + Cd) - Clj, (2.5) 
which can be solved by Fourier series methods. Let 
,&S)-a,=c b,einae, jj=~pPneiR” 
Equation (2.5) then becomes in . wp,, = b, or p, = b,(in . 0))‘. The proof of 
the existence of flj is now completed by making the following observations: 
Let F: Tk + R have the Fourier series expansion F - C fnein.*. For a > 0 
we define 
D,= {F: s~pInl”lf,I < +a}. 
The following lemma is easily verified, cf. [46] for example: 
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LEMMA 2. The following inclusions are valid: 
D, z Lz(Tk) and DY+k+ 1 G C”(Tk) G D, 
for k = 1,2, 3 ,..., M = 0, 1, 2, 3 ,..., where q = (k + 1)/2. 
Since the Nonresonance Hypotheses implies that 1 pn 1 < c- ’ 1 n IY 1 b, 1, it 
follows from Lemma 2 that Fj E C”(Tk) whenever 4 E C”‘(Tk), where M = 
N-y-k-l. 
The matrix 0 is formed by defining 
&(8) = diag { exp 5, (C.., exp A,(e)}. 
Then &(S + of) is quasi-periodic in t. Also notice that since Jj(e + wt) is 
differentiable in t, the matrix &(0 + ot) = d&B + nt)/dt is quasi-periodic in 
t. (This is valid even when M= 0.) Since Y(t) = e(0 + ot) eAr is a 
fundamental matrix solution of (2.2) where /i = diag{a, ..., a,,}, it follows 
that y = &0 -t ot)z transforms (2.2) to (2.3). Q.E.D. 
III. SMOOTHNESS OF SPECTRAL SUBSPACES 
In order to prove Theorem 2 it will suffice to pick any f?,, C Tk and restrict 
0 to a suitable small neighborhood of 19,. Now let [a, b] denote a given 
spectral interval and let y be the corresponding spectral subbundle. Next let 
,u, I be chosen in R so that P, L & Z, P < 1 and (p, A) n C = [a, b]. The 
shifted equations 
X’ = t&e . t) - ~I)x, XI = (lace . t) - U)X 
then admit exponential dichotomies. This means that for v =p, 1 there are 
projections P”(0) and positive constants K, a such that for all 0 E Tk one has 
1 aqe, t) P,(B) o;l(e, s)[ Q Ke-“(‘+), s < 6 
( @,(r3, t)[l- P,(B)] CD; ‘(19, s)l < Keeacsmn, t < s, 
where @,(8, t) = e-“‘Qi(8, t). The stable and unstable manifolds associated 
with these dichotomies are 
Y” = {(x, 8): p,(e)x = xj, iv" = {(x, e): zye)x = 01. 
The spectral subbundle F’- is given by y = 9A n PM [40], or 
7- (4 = ~(4 n q(e), 
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where yA(8) = {x E X: (x, 8) E 9’*} and P,,(e) = {x E X: (x, 6) E Pw}. Since 
dim P’-(e) = dim 9”(e) + dim gfl(0) - dim X [40, pp. 334-3351, the 
subspaces yA(8) and PM(e) are transversal. In order to show that y(0) 
varies smoothly in 0, it will suffice to show that P’,(e) and %@(0,(8) vary 
smoothly in 8, cf. [ 1, 17, 201. Since one can replace 2 by (2 - vl), where 
v = 1 or ~1, we can assume without any loss of generality that v = 0, i.e., 
0 cz c. 
We shall state below Theorem 4 which implies Theorem 2; however, 
before doing that we introduce the following notation: Let X= R” or C” and 
let L(X) denote the space of linear transformations of X into X. For u,, E Rk 
and E>O we define V(~,,E)={UER~:JU--~I(E}. AlsoZ’(e)={hERk: 
Jh~<~}.ForY=XorL(X),~,,ER~ands>Owedefine 
BC(e; Y) = BC(V(u,, E) x Z-(E) x R +, I’) 
to be the collection of all bounded continuous functions F = F(u, h, t) from 
V(u,, E) x r(c) x R + to Y. Also for i = 0, 1,2 ,... we define 
BC,(E; r) = BCi(V(UO, E) X I’(E) X R+y u) 
to be those functions F = F(u, h, t) in BC(s, Y) that are homogeneous 
polynomials of degree i in h. (Note that if fE BC,(e;X) and A E 
BC,(s; t(X)), then AfE BC,+j(e; X).) 
THEOREM 4. Let U be an open set in Rk and let A(u, t): U x R + L(X) 
satisfy the following conditions: 
(I) A is continuous and of class CN in u where NE {0, 1,2,...; co; w}. 
(II) A and all derivatives with respect o u (up to and including order 
N) are bounded on U x R and equi-continuous in u. 
Assume that for some u, E U the dtflerential equation 
x’ = A(u,, t)x (3.1) 
admits an exponential dichotomy with projection P,. Then there is a 
neighborhood V of u, with V G FE U such that for u E V the dtrerential 
equation 
x’ = A(u, t)x (3.2) 
admits an exponential dichotomy with projection P,. Furthermore, one has 
P,O = P, and the projection P, is of class CN on V, i.e., one can choose a CN- 
basis for the range 9(P,) and the null space J’(P”) for u E V. 
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The statement that (3.2) admits an exponential dichotomy with projection 
P, means that one has 
I @(u, t) P, @--‘(u, s)l < Kemact+), s < 6 
1 @(u, t)[Z -P,] @-‘(24, s)l < KeCncs-‘), t < & 
where @(u, t) is the fundamental matrix solution of (3.2) that satisfies 
@(u, 0) = Z and K and a are positive constants that are independent of U. 
Proof: The conclusion of this theorem for N = 0 is well known, cf. [ 11, 
12, 401, for example. Consequently for N > 0, there is neighborhood V = 
V(u,, 2~~) with V G FS U and such that (3.2) admits an exponential 
dichotomy with projection P, with Puo = PO, and P, is of class Co on V. We 
must show that P, is of class CN on V(uo, E) for some E > 0. For N = w, i.e., 
when A is analytic in u, the conclusion follows from Johnson [23]. We will 
now study the case where 1 <N < 00. 
Since A is of class CN in U, we can expand it by Taylor’s Theorem to get 
A(u+h,t)=A,+A,+...+A,+A,, 
for u E V, = V(u,, a2) and h E Z(E*) for some c2, 0 < c2 < E,, where Ai = 
Ai&, h, t) E BC,(c, ; L(X)) for 0 < i < N and A, satisfies 
(u ,t’% o) IARl lWN= 0 1 + 1, 
for U, E V,. Note that A, = A,(u, h, t) = A(u, t) is independent of h. 
Since (3.2) has an exponential dichotomy with projection P, for u E V, 
one has 
(3.3) 
for all u E V,, cf. [ 121. By making a, smaller, if necessary, we note that for 
each u E V, and for every <E 9(P,) there is a unique a E X such that 
P,a = < and sup,>, ] O(u, t)al ( +co [ 121. Furthermore, the mapping r- a 
is a linear isomorphism between 9(Po) and 9(P,) for u E I’,. 
Now let (& ,..., Q} b e a given basis for 9(Po). We will now construct 
functions {(i(u),..., t,(u)} with the property that <,(uo) = ri, r,(u) E 9(P,) 
and &(u) is of class C “, for u E V2 and 1 < i Qp. Since {<i(u) ,..., r,(u)} is 
linearly independent at u = uo, this set is linearly independent for u E V3 = 
V(uo, EJ where 0 ( cj Q E*. Since one has dim .9(P,) = dim 9(Po) for 
u E V,, we see that {<i(u),..., r (u)} is a CN-basis for 9(P,) for u E V,. 
Let 4 denote any one of the basis elements in {ri,..., &,}. For u E V, let 
x = x(u, t) be the unique solution of (3.2) that satisfies P,x(u, 0) = < and 
suplao ]x(u, t)l < +co. It follows from (3.3) that x(u,, 0) = c. 
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The next step is to show that one can expand x in the form 
x(u+h,t)=x,+x,+*~-+x,+x, (3.4) 
for u E Vj = V(U,,, Ed) and h E r(e3) where 0 < E, < s2 and xi = xI(u, h, t) E 
BCi(ej , x) for 0 Q i < N, and xR satisfies 
for u1 E V,. It then follows from the converse of Taylor’s Theorem [ 1, 161 
that x is of class CN in u for u E V3. 
In order to get the expansion (3.4) we first define x,, = x,,(u, t) = X(ZJ, t). 
The functions x I ,..., x, will be constructed by using the following lemma 
1111. 
LEMMA 3. For every function f E BC(e, , X) the inhomogeneous equation 
x’ =&x +f 
has a unique solution X~ = x,-(u, h, t) E BC(s,, X) that satisfies 
P,x,+, h, 0) = 0. Furthermore, the mapping f -+x~ is a bounded linear 
mapping of BC(e,, X) into itself. Therefore, there is a constant R > 1 
depending only on A, such that IJxrlloo < R )I f II,. Because of the linearity of 
xr it follows that lyf E BC,(e,, X), then xr E BCi(a2, X). 
Now let x1 = x,(u, h, t) be the unique solution of 
in BC ,(.s*, X) that satisfies P,x,(u, h, 0) = 0. By induction we define xi = 
Xi(U, h, t) to be the unique solution of 
X’ =A()X + (AiXo +Ai-lX, + .*. +A,Xi-l) 
in BCi(e,, X) that satisfies POxi(u, h, 0) = 0, for 2 ( i < N. 
It remains to construct x, = xR(u, h, t). For u E V, = V(u,, E&, where s1 is 
to be determined, we define x, to be the unique solution of 
x’ = (A, + B)x +f (3.6) 
that is in BC(e,, X) and satisfies P,x,(u, h, 0) = 0, where 
f=A,x, + (AR +z-$,I)x, + ‘*’ + (AR +A,+ “* +AI)XN, 
B=A, +A, + --. +A,+A,. 
(3.7) 
Since lB(=O(lhj) as jh(+O, uniformly for u E V,, for any 6 > 0 we can 
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find an E > 0 such that ]B ] < 6 whenever ]h I< E. It follows from [ 12, p. 341 
that there is an Ed, 0 < er < s2, such that for every fE BC(e,, x) there is a 
unique solution x = xR E BC(s,, X) of (3.6) that satisfies P,x,(u, h, 0) = 0. 
Moreover, one has ]]xR ]loo < 2x ]]f]], , where R is given by Lemma 3. Since 
the function f given by (3.7) satisfies 
for u1 E V3, it follows that x, satisfies (3.5). By adding all these equations 
together we see that 
y=x,+x, + *.a +x,+x, 
is in BC(e,, x), it is a solution of 
x’ = A(u + h, t)x, 
and it satisfies P, y(u, h, 0) = t. By uniqueness one has 
x(u+h,t)=y(u,h,t)=x,+x,+ *** +x,+x,. 
Hence x(u, t) is of class C“’ in u by the converse of Taylor’s Theorem. 
This completes the proof that the range S(P,) has a CN-basis for u E V,. 
By replacing t with (-t) and P, with (I- P,), the same argument shows that 
the null space J’“(P,) has a CN-basis for u E V,. 
For N = co, the proof of Theorem 4 proceeds as follows: First fix .si > 0 
so that the neighborhood V0 = V(U,,, 2~~) satisfies V, c r0 c U and for 
u E V, the differential equation (3.2) admits an exponential dichotomy with 
projection P, . Then the above argument shows that for every A4, 
1 Q M < co, and every G, E V,, there is an sj = sj(tiO, M) > 0 so that the 
projection P, is of class CM on I’(&, E&. Since M and u^, are arbitrary, we 
conclude that P, is of class Cm on V,. Q.E.D. 
IV. PROOF OF REDUCIBILITY THEOREM 
We will now prove Theorem 1. Let R denote the standard k-dimensional 
torus Tk = RkjZk, where Zk = {n = (n, ,..., nk) E Rk: n, = integer} and let 
p: Rk -+ Tk be the quotient map. The irrational twist flow (13, t) + 0 + ot lifts 
to a flow (x,t)+x+wt on R k. Note that if 8 E G! and 0=p(x), then 
e+wt=p(x+wt). 
The full spectrum assumption implies that there exist n one-dimensional 
invariant subbundles T in R” x a with the property that the R” X L! = 
QUASI-PERIODIC DIFFERENTIAL SYSTEMS 275 
T, + *** + Yn (as a Whitney sum). This means that for every 0 E 0 the 
equation 
x’ = A(e + wt)x (4.1) 
has the Bylov property. After a normalization, the initial conditions {x,(e),..., 
x,(e)} of the n solutions referred to in the Bylov property form a basis of 
unit vectors or a frame in the fibre over the point 6’E 0. 
We can now give a heuristic description of the LP transformation that 
changes (4.1) to diagonal form. Let P(B) be the change of basis matrix that 
maps the natural basis in R” onto {x,(@,...,x,(e)}. Since the xi(e) are of 
class C”“’ on R, it follows that P(f3) is of class CN. Also the change of 
variables x = P(8 + wt) y transforms (4.1) to a diagonal matrix. Theorem 1 
then follows from Theorem 3. Unfortunately, there is one difficulty encoun- 
tered in this argument, that is, the change of basis matrix P(0) may not be 
globally defined. The diffkulty occurs when one tries to extend the domain 
of definition of P(e) by traversing a generator of the fundamental group of 
Q. It can happen that after traversing a generator one of the basis vectors 
xi(e) returns to its negative -xi(e). If this happens, we must replace 0 with a 
suitable finite covering space. On this covering space the heuristic argument 
is valid. Now for the details. 
Let .!?“-I = {x E R”: 1x1= 1 }, where ]. ] is the Euclidean norm on R”, For 
1 < i < n let Wi be a connected component of qn (Sn-’ X 0). By 
Theorem 2 each IV, is a CN-embedded submanifold of S”-’ x $2. Let 
ri: Wi + R be the projection. The mapping vi is a local CN-diffeomorphism 
(by the Inverse Function Theorem). Furthermore, each Wi is invariant under 
the flow induced on 5”-’ x Q by (4.1). The full spectrum assumption 
assures us that the only way that the frame {xl(0),...,x,(O)} can change by 
traversing a generator of the fundamental group is for some xi(e) to be 
replaced by its negative -x!(e). We see then that each Wi, 1 < i < n, is either 
a l-cover or a 2-cover of 0. By the Lifting Theorem [2 1, Theorem 16.21 
there are unique mappings ii,: Rk + Wi such that the following diagrams 
commute: 
(1 <i,<n) 
Rk --+l=Rk/Zk 
In addition the following hold: 
(i) Each rji is a CN-mapping because locally one has pi = q; ’ o p. 
(ii) Each f( is a homomorphism of flows because p and vi are flow 
homomorphisms and the lifting rji is unique. 
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(iii) Each iii maps the square 
[O, 2y = {x = (x 1 ,..., xk) E Rk: 0 < xi < 2) 
onto Wi. (This is valid because p takes intervals of unit length on the coor- 
dinate axes in Rk onto cycles which generate the fundamental group. Since 
#Vi s &her a S-cover or 2-cover of Q, t&se cyales ‘*’ at nest twice 
under q;‘.) 
Now let 2Zk = {n = (n 1,..., nk) E Rk: ni is an even integer, 1 < i < k} and 
let 52, = Rkf2Zk, where fl: Rk -+ L$ is the quotient mapping. Then A?, is a 2k- 
fold covering of J2. Let u: L& + LI be defined by 
a:x+2Zk+x+Zk. 
Then the following diagram commutes: 
Note that item (iii) in the preceding paragraph implies that 0, is a covering 
space of each Wi, 1 < i < n. 
The flow on S2 now lifts to a flow on a, as follows: If 8=p(x) where 
xERk, we define 8. t =p’x + wt). Observe that this flow on a2 is 
isomorphic to the “slow” flow on R = Rk/Zk defined by 
where a = 4~. 
8. t=e+ca (4.2) 
The differential system (4.1), which is defined on the standard torus a, 
now lifts to a differential system 
x’ =A@ t)x (4.3 ) 
on a,, where A(B) is defined by A = 2 o (J, i.e., 
A (8) = J(u(@) = A(e), 
where 0 = o(B). The linear skew-product flow on R” X a2 induced by (4.3) 
has invariant subbundles 
Consequently, the sets 
c = (a X id)-l(q). 
(a X id)-‘( W,) E R” x &I2 
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are invariant sets in the flow on R” x a2 induced by (4.3). Let @* denote a 
connected component of (a x id)- ‘(WJ, 1 < i Q n. Since a, is a covering 
space for each Wi, it follows that each wi is a l-cover of R,. That is, each 
wi can be represented as the graph of a function fi: a2 + S”-‘. Since h is 
locally of the formf, = r;’ o u, we see that each fi is a CN-function of &. 
For BE a,, eachA is a unit vector in R” and {fl(@,...,f,(@} is a frame 
for R”. Let {e i ,..., e,} be the natural basis for R” and define P: f12 + L(R”) 
by P(B) ei =A(@, 1 <i< n, BE l2,. Then the LP transformation x = 
P(g. t) y takes Eq. (4.3) to 
y’ = B@ * t) y, (4.4) 
where B(g) = diag{l,(@ ,..., n,(B)}. S ince P is of class CN, each Ji is of class 
CN in & Also, the mean value of Izi must be ai, 1 < i < n, by the construction 
of P. We now apply Theorem 3 to get a second CM-change of variables y = 
Q(g. t)z transforming (4.4) to 
z’ = AZ, (4.5) 
where /i = diag{a,,..., a,} and M = N - y - k - 1. Therefore, the 
composition x = PQz is of class CM on 0,. 
Finally because of (4.2) we see that the composition x = P(g. t) Q(@ + t)z 
can be represented in the form 
x = P(e, + aI t,..., 8, + o,tjz, 
where di = WJ2. This completes the proof of Theorem 1. 
Remarks. 6. Our choice of the covering space fi2 of a need not be the 
smallest possible covering space required to “unwind” all the W;s. For 
example, if n = 2, then it is easy to show that 0, may be replaced by a 2- 
cover of a, which is independent of the dimension of a. On the other hand, 
if n > 2k, then simple examples how that a2 can be the covering space of 
smallest degree that accomplishes the unwinding. The problem of deter- 
mining the covering space of smallest degree that accomplishes the 
unwinding when n < 2k is an interesting question. 
7. It is possible to find the covering space of minimal degree that 
unwinds all the WI’s by using the induced flow on the frame bundle. In this 
case one would begin with a distinguished frame F(t9,) = { g,(8,),..., g,(B,,)} 
over the point 0, E ~2, where gi(&) is a unit vector in q(r3,). Let 8 denote 
the orbit closure of frame flow through F(‘(e,). Because of the Lillo property 
it is easy to see that d is a finite covering space of R and that the induced 
frame flow on d is quasi periodic, cf. [39, Theorem 21. This d is the 
covering space of minimal degree that unwinds all the Wts. 
505/41/l-9 
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8. In the proof of Theorem 1 we use the fact that while traversing a 
generator of the fundamental group of ~2 a given basis vector x,(0) can 
return only to *xi(e). This is a consequence of the full spectrum assumption. 
If instead of the full spectrum assumption we had assumed that (4.1) had the 
weaker Bylov property, then this argument is no longer valid. Let us consider 
a simple example. Let 
-m(t) 
0 x’ 
xER2, 
be given where m(t) is quasi-periodic in t. Let M(t) = jk m(s) ds and assume 
that m(t) has mean value zero where M(t) is unbounded in t. Then 
x(t) = 
( 
cos M(t) -sin M(t) 
sin M(t) cos M(t) 1 
is a fundamental matrix solution of (4.6), and we see that (4.6) has the Bylov 
property. Also notice that x = X(t)z transforms (4.6) to 
2’ = 0; (4.7) 
however, X(t) is not almost periodic in t by Bohr’s Theorem. If there exists 
an almost periodic LP transformation x = P(t) y that transforms (4.6) to 
Y’ = D(t) Y, (4.8) 
where D(t) is a diagonal matrix, then y = Q(t), transforms (4.8) to (4.7) 
where Q = P-‘X. One then has Q-‘(DQ - Q) = 0 or Q = DQ. We see then 
that Q(t) is a fundamental matrix solution of (4.8) and therefore Q(t) = 
exp((i D(s) ds) since D(t) is diagonal. Since y = Qz is an LP transformation, 
it follows that Ik D(s) ds is bounded in t, i.e., Q(t) is almost periodic in t. 
Hence X(t) = P(t) Q(t) is almost periodic in t, which is a contradiction. (The 
reader should note that the requirement that M(t) be unbounded where m(t) 
has mean value zero implies that this example cannot satisfy both conditions 
I and II of Theorem 1. See Theorem 3.) 
V. QUASI-PERIODIC SOLUTIONS OF NONLINEAR EQUATIONS 
The concept of a hyperbolic almost periodic solution x=$(t) of the 
nonlinear problem 
x’ =f(x), xER”, (5-l) 
was introduced in [47, 481. It was shown there that such a solution 4(t) is 
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necessarily quasi-periodic and that the flow generated by (5.1) has a hyper- 
bolic structure in the vicinity of the hull H(g) = Cl{(@): t E R}, which is an 
invariant k-dimensional torus. In a moment we shall state a theorem which 
will give conditions under which the linearized equation 
x’ = A(t)x (5.2) 
(where A (4 = DfW Ix= ettj is the Jacobian matrix off evaluated along the 
trajectory $(t)) is reducible. 
Actually we want to study a broader problem. Let x = $(t) be a quasi- 
periodic solution of (5.1) where f is of class CN, N > 3 and let 0 = Z-Z(#). We 
shall assume’ here that 0 is embedded as a CN-manifold in R”. We want to 
determine conditions under which there is a CN-change of variables near R 
taking (5.1) to the form 
f$ = Dy + G(Y, ~1, 
$=w+H(y,(a), 
(5.3) 
where co = (rpl ,..., qk) is a vector of angular variables on a standard k-torus 
Tk = Rk/Zk, y E Rn-k, w = (q ,..., ok) consists of rationally independent 
frequencies, D is a diagonal constant matrix and both ] G( y, p)] and ] H( y, q)] 
are o(] y]) as ] y] + 0. (See for example [3, 43, 441). 
If the flow generated by (5.1) has the form (5.3) in the vicinity of Q, then 
the linearized equation along the trajectory x = 4(t) has the form 
+=D,, dv - 0 
z- 
where u E Rnek, v E Rk. 
The theorem we state below, as it applies to (5.2), represents an important 
generalization of Theorem 1 because we are able to relax somewhat he full 
spectrum assumption. The reader should recall that if Y0 denotes the spectral 
subbundle corresponding to the spectral interval I,, that contains 1= 0, then 
dim F0 > k = dim H(4) [48]. Consequently, the spectrum for (5.2) contains 
at most (n - k + 1) nonoverlapping intervals including 1, [40,41]. 
Our analysis here is valid for any integer k with 0 Q k < n - 1. (Note that 
if k = 0, then 0 = H(#) is a fixed point of (5.1), and if k= 1, then Q is a 
periodic orbit.) However our primary contribution is in the case that k >, 2. 
* If x=4(r) is a hyperbolic quasi-periodic solution, then it is known that 0 is C’- 
diffeomorphic to a standard torus Tk [48]. 
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One should note that in this case (k > 2) one encounters a new difficulty in 
the study of Eq. (5.2). In particular one must show that the flow on 51 
generated by (5.1) is conjugate to the Kronecker twist flow o’ = w. Let us 
denote the flow generated by (5.1) by 8. t where 13 E R and t E R. The fact 
that this flow on J2 is homeomorphic to the twist flow o’ = w was proved by 
Saito [43], and we shall give an alternate proof below. However, a 
homeomorphism is not adequate for our purposes. We want to show that the 
coefficient matrix D in (5.3) can be chosen to be independent of rp. In order 
to do this we shall use the methods developed earlier in this paper. Conse- 
quently, we need conditions (Lemma 5) that guarantee that the flow on fl be 
CN-diffeomorphic to the twist flow. 
Since the solution x = O(t) is quasi-periodic in t, this means that there is a 
continuous function F: Rk -+ R” with F(u + n) = F(u) for all u E Rk if and 
only if II = (n, ,..., nk) E Zk, and one has 4(t) = F(w, t ,..., wkt) = F(wt) for 
some w = (or ,..., wk), where the wi)s are independent over the integers, i.e., 
n . w # 0 for n E Zk and n # 0 [ 21. S’ mce $(t) = F(wt), we see that H(4) = 
Range(F). The periodicity property of F implies that F defines a 
homeomorphism, which we shall also denote by F, from the standard torus 
Tk = Rk/Zk onto J2. Next notice that d(r + t) = F(wr + wt) for any r E R. 
Since {wr: t E R} is dense on Tk, we see that for any u E Tk the function 
@(u, t) = F(u + w t) is a solution of (5.1) and lies in Q. Furthermore, one has 
rj(u, z + t) = F(u + ws + wt) = #(u + 05, t); 
hence F commutes with the Kronecker twist flow on Tk and the flow 6’ + t on 
0. This proves Saito’s Theorem. 
The connection between the quasi-periodic solution d and the 
homeomorphism F can also be seen in terms of the Fourier series for these 
two functions. Since $ is quasi-periodic, there is a vector3 w = (or ,..., wk) in 
Rk, where the w,‘s are independent over the integers, such that 4 has the 
Bohr-Fourier series expansion 4(t) = ,JJ V,,,eim’ O’, where V, E R” for all 
m E Zk. In this case F has the Fourier series expansion F(u) = ,J’/ V,,,eim”, 
i.e., $ and F have the same Fourier coefficients. By using Lemma 2 we now 
have the following result: 
LEMMA 4. Assume that 
WI4 N+k+l 1 V,I: m E Zk} < +co, 
then the homeomorphism F: Tk + 52 is a CN-mapping. 
3 The Pontryagin-Cartwright Theorem assures us that the number of entries in the vector w 
is identical with dim H(l). 
QUASI-PERIODIC DIFFERENTIAL SYSTEMS 281 
The following result describes several equivalent conditions which 
guarantee that the flow 19. t on R be CN-diffeomorphic to the Kronecker 
twist flow I$ = 0. 
LEMMA 5. Let 4, F and R be given as above. Then the following 
statements are equivalent: 
(A) The mapping F: Tk + R” is a CN-mapping. 
(B) The mapping F: Tk + f2 is a CN-dlfleomorphism. 
(C) There is a CN-dl@eomorphism J: Tk + RR with Range(J) = f2 and 
there is a CN-Riemannian metric g on 12 which is preserved by the flow 8 . t. 
When any of these conditions are satisfied, then F-‘: 0 + Tk is a CN- 
d@eomorphism that satisfies F- ‘(0 . t) = F-‘(B) + wt for all 0 E B and 
t E R, i.e., the jlow B . t on R is CN-dlfleomorphic to the Kronecker twist 
flow. 
Proof: Clearly one has (B) + (A). In order to show that (A) * (B) we 
must show that every point u E Tk is regular, i.e., we must show that for 
every u E Tk the Jacobian matrix aF(u)/au has maximal rank k. (Recall that 
k < n.) Let Reg = {u E Tk: rank@F/&) = k}. Clearly Reg is an open subset 
of Tk and by Sard’s Theorem [ 171, Reg is nonempty. For t E R let 
Us: R” -+ R” and zl: Tk-+ Tk be the time t-mappings generated by (5.1) on R” 
and the twist flow I$ = w on Tk. Then one has u, o F = F o 71, on Tk. Also 
both u, and x, are CN-diffeomorphisms and 
$ (F(G))) = $ h(u)) 2 (u). 
It follows then that if u & Reg, then the entire trajectory (U + ot) & Reg for 
all t E R. However, the trajectory {(u + cot): t E R} is dense in Tk and this 
contradicts the fact that Reg is open. 
Quite clearly one has (B) * (C) since one can take J= F. Furthermore, 
the natural Riemannian metric on Tk is mapped by F onto a CN-Riemannian 
metric on 0 that is preserved by the flow 8 . t. 
We will show that (C) * (B). We shall use the fact that F: Tk + a is a 
homeomorphism. First, recall that a supports an abelian topological group 
structure. Indeed if 8,, t$ E 0, then 8, = F(u,), i = 1,2, where ui, U, E Tk. 
Now define 8, @ Bi = F(u, + u,). One can easily verify that 8, @ 8, is an 
abelian topological group with identity being 0, = F(0). Since G is locally 
Euclidean, there is a unique analytic structure d on a with respect o which 
n is a Lie group [35,42]. (This does not mean that B is embedded as an 
analytic submanifold of R”.) 
Let I denote the group of isometries of the CN-Riemannian manifold 
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($2, g). Recall that I is compact (in the compact open topology), it is a Lie 
group and it consists entirely of CN-mappings [27, pp. 169, 2391. Since the 
Riemannian metric g is preserved by the flow 19. t on a, it follows that 
{a,: t E R } c I where a,(@ = 19 . t. Consequently, M = cl(a,: t E R } is a Lie 
group in I and M consists of CN-mappings. (The group A4 is the Ellis 
enveloping semi-group [141.) Let L,: R + S2 denote (left) addition on a, i.e., 
L,(8) = Ed + 8. For each rp E a there is an m EM such that L,(8) = m(0) 
[ 141. Hence L, is a CN-mapping of a onto R for every q E R. 
Now give n the unique analytic structure with respect o which it is a Lie 
group [35, 421; call this analytic manifold ~2”“. Consider the transformation 
group (P, III), where the Lie group P’ acts on the CN-manifold R by (left) 
addition. Since each transformation L, is C“‘, this group action is jointly C”’ 
[ 351. Hence 0 -+ L,(8): P + fi is C”, where e is the identity in R. That is, 
the identity map idy: P” + R is CN, and by the inverse function theorem, 
idy: Q + P” is also CN. 
Hence addition and inversion on a are CN-operations. Consequently, the 
mapping F: Tk + B described above is a C”‘-mapping [42]. Q.E.D. 
We can now state our main result concerning the reducibility of (5.2). 
THEOREM 5. Let x= O(t) be a quasi-periodic solution of (5.1) and 
assume that there is a CN-mapping F: Tk + R” such that 4(t) = F(wt) for all 
t E R. Then the following statements are valid: 
(A) F: Tk -t R is a CN-dtfiomorphism and F-’ satisfies F-‘(8 . t) = 
F-‘(8)+wtforall0ERandtER. 
(B) F can be extended to a CN-dt@omorphism x = H(q, z) of an open 
neighborhood U of Tk x {O} in Tk x RnVk onto an open neighborhood of l2 
in R”. Furthermore, the d@?eomorphism H-’ takes (5.1) to 
z’ = B(p)z + m(z, o), 
p’ = w + n(z, rp), 
(f% z) E UT (5.4) 
where B: Tk + L(R”-k) is of class CN and both Im(z, o)l and In(z, q)l are 
o(lzl) as )zI +O. 
(C) If, in addition, the following three conditions are satisfied: 
(I) Nonresonance Condition of Theorem 1; 
(II) N>y+k+2; 
(III) The linear equation z’ = B(rp + wt)z has full spectrum; 
then there is a finite cover Tk of Tk such that Eq. (5.4) can be lifted to 
Fk x Rnek to the form 
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z’ = &)z + fi(z, qq, 
q = 0 + qz, fj?), 
($z)E~‘~xR’-~ (5.5) 
where Q = fo. Moreover, there is a linear CM-change of variables z = 
P($ + Gt)y that transforms (5.5) to (5.3) where M= N- y - k - 1. 
Proof. Conclusion (A) follows from Lemma 5. The extension x = H(p, z) 
of F to a CN-diffeomorphism of a neighborhood U of Tk x (0) in Tk x Rnpk 
onto a neighborhood V of B is simply an application of the well-known 
Tubular Neighborhood Theorem; see for example [ 171. The vector fieldf(x) 
in V is transformed to a vector field 
z’ = qz, P), cp’ = @(z,(P) 
in U where Z(0, q) = 0 and @(O, ~0) = o. (Since the vector field f is tangent 
to .R, the image off in U is tangent o Tk X {O}.) Now let D,Z(z, 8) IL =0 = 
B(p) and m(z, q) = Z(z, p) - B(cp)z. Also let n(z, (p) = @(z, p) - w. Since 
D, @(z, q) IrTO = 0, one has (5.4). Finally, part (C) is an immediate corollary 
of Theorem 1 and part (B). We shall omit the details. Q.E.D. 
Remarks. 9. It follows from part (A) in Theorem 5 that the tangential 
spectrum Z, = (0). Consequently, the quasi-periodic solution in Theorem 5 
is hyperbolic if and only if 0 6? C,, where Z,,, is the normal spectrum to D 
[41]. Notice that part (C) is applicable to some nonhyperbolic quasi-periodic 
solutions with 0 E Z,. 
10. One might ask when a C”Riemannian metric g as defined in 
Lemma 5 exists. Consider the induced linearized flow on the tangent bundle 
TQ. The assumption that all the orbits of this linearized flow are bounded 
guarantees that there exists a continuous Riemannian metric g on 0 which is 
preserved by the flow [24]. If this metric is CN, then the hypothesis of 
Lemma 5 (C) is fulfilled. The question of the differentiability of g is closely 
related to Problem 2 of Section VI. 
EXAMPLE. We will now show that the result of Saito [43] is best 
possible, in general. In other words, the equivalence between a quasi-periodic 
minimal flow on R and a suitable irrational twist flow on Tk is by means of 
a homeomorphism w and that I,Y need not be smooth even when the flow on 
a is CN (for N large) or C”O. For this purpose let T3 denote the standard 3- 
torus with angular coordinates rp = (pi, rp,, q3) and let (wi, wl, w3) be a 
suitable rationally independent set of real numbers. Fix N > 1. (N = co or w 
is allowed.) Let g: TZ + R be chosen so that there is a continuous function 
B: Tz -+ R, which is not C’ and which satisfies B(0, 0) = 0 and 
B(rp,+w,t,s,+o,t)--B(p,,.,)=~‘g(~l+wls.~,+w,s)~s, 
0 
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cf. [22, 461. (The existence of functions g and B satisfying all these 
conditions is guaranteed when or/o, is a suitable irrational number.) 
Consider the differential equation on T3 given by 
qp:=q, &=%, v; = w3 + &PI 9 v)d (5.6) 
The solution of (5.6) defines a CN-almost periodic flow on T3. The mappings 
yt: T3 + T3 given by 
w,(v) = Q + ox + to,@ WP, + ~1 t, ~2 + W2t) - WV,, 9 (02)) 
define a l-parameter group of mappings. Also the mapping F: T3 -+ T3 
defined by 
is a homeomorphism which is not a diffeomorphism. Note that F(0) = 0 and 
for a, = 0 one has I;@ + wt) = w#(v)). Thus, F-’ takes the solutions of 
(5.6) onto the Kronecker twist flow cp’ = w. 
Let h-‘: T3 + T3 be any mapping of T3 into itself which takes the 
solutions of (5.6) to a Kronecker twist flow. By composing h with a tran- 
slation of T3 we may assume that h(0) = 0. But then h = F since the 
trajectory (0 + ot: t E R} is dense in T3. Hence there is no diffeomorphism 
of T3 which takes the solutions of (5.6) onto a Kronecker twist flow. 
This example also illustrates an important nuance in Lemma 5. The 
mapping F is a homeomorphism that maps T3 onto itself and maps the twist 
flow rp’ = w onto the solutions of (5.6). On the other hand, there is a real 
analytic diffeomorphism J that maps T3 onto {x = (x1,..., x6) E R6: xi + 
x: = 1, xi + x: = 1, xi + xi = 1 }. Quite clearly the flow generated by (5.6) 
does not possess an invariant Cl-Riemannian metric. 
VI. OPEN QUESTIONS 
One would like to fmd generalizations of our Theorem 1. For this purpose 
it may be wise to keep in mind some of the known obstacles which prevent 
one from reducing an almost periodic system 
x’ = A(t)x (6.1) 
to a constant coefficient system by means of an almost periodic LP transfor- 
mation. 
First, there are the examples of MillionBEikov [34] and Vinograd [52] in 
which the spectrum of (6.1) consists of a nontrivial interval [-/3,/?] where 
p > 0. For such equations there is no LP transformation (almost periodic or 
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otherwise) which transforms (6.1) to a constant coefficient system. In this 
case (6.1) is not even almost reducible. We should note that the Vinograd 
example is quasi-periodic system defined on a 2-torus T* with any 
preassigned irrational twist flow. The coefficient matrix A”(@ that Vinograd 
constructs does not appear to be C’. 
We mentioned earlier that if (6.1) has a twisted invariant subbundle then it 
cannot be transformed to a constant coefficient system by means of an 
almost periodic LP transformation, cf. [8,37]. However, there exists a group 
extension d of R such that the differential equation 
x’ =K(t? * t)x xER” 
lifts to d and on R” x d all the invariant subbundles are “untwisted,” cf. 
Ellis and Johnson [ 151. Thus, the topological obstacle of twisted subbundles 
can be removed by studying the differential equation over a larger base 
space. 
There are two other examples of 2-dimensional almost periodic systems 
with unusual behavior in the induced flow on the projective bundle, cf. [ 15, 
25, 261. Because of this behavior in the projective bundle these equations are 
not reducible [24]. 
With the exception of differential equations with twisted invariant 
subbundles there are no known examples of quasi-periodic differential 
equations that are not reducible and that satisfy the Nonresonance and 
Smoothness Conditions of Theorem 1. This brings us to 
Problem 1. To what extent can the full spectrum assumption be 
eliminated from Theorem l? 
There are also two unresolved questions concerning generalizations of 
Theorem 2 to invariant subbundles that are not spectral subbundles. 
Problem 2. Assume that all solutions of Eq. (1.1) are bounded for all 
BE Q. Then it is known that there exists an almost periodic LP transfor- 
mation x = P(8 . t)~ that transforms (1.1) to 
y’ =B(e. t)y, 
where B is skew-symmetric, f. [24]. Suppose R is a standard k-torus and A 
is smooth. Is P: 0 + L(F) necessarily smooth? 
Problem 3. More generally let F be any invariant subbundle of R” x Q 
consisting entirely of bounded solutions, where R is the standard k-torus. If 
A is smooth, does this imply that Y is smooth? 
Problem 4. Is there a CN version of Saito’s theorem for a smooth flow 
on Tk when k > 3? More precisely, given that one has a sufficiently smooth 
almost periodic minimal flow on Tk and given that the rotation vector o 
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satisfies an appropriate nonresonance condition, can one conclude that this 
given flow is equivalent o an irrational twist flow on Tk by means of a C“‘- 
diffeomorphism where N > 1 ? (For k = 2 and N > 3 this problem has an 
affirmative answer as a result of Herman’s theorem concerning 
diffeomorphisms of S’ onto itself [18]. Also see [19] for some related 
results.) 
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Note added in proof. The use of the Tubular Neighborhood Theorem in the proof of 
Theorem 5 requires that the torus B have a trivial normal bundle in R”. This should be added 
as an additional assumption in the theorem. However, it is a consequence of K-theory that the 
normal bundle will be trivial if the normal dimension (n - k) is sufficiently large. On the other 
hand, if the normal bundle is not trivial then one can add additional coordinates (u, ,..., u,} 
and corresponding equations u; = lljuj (dj = constant), I <j < q, so that the normal bundle 
becomes trivial, Clearly the Ais can be chosen so that the full spectrum assumption (C-III) 
remains valid. Theorem 5 is then applicable to this extended system. 
A recent example of a discrete linear skew-product flow on R2 x S’ by M. R. Herman in 
“Construction d’un diffeomorphisme minimal d’entropie topologique non nulle” (Preprint) has 
a bearing on Problem I in Section VI. By taking a suitable extension of the suspension of this 
discrete flow one obtains a quasi-periodic linear equation on R4 with the following properties: 
(i) The coefficients are real analytic. (ii) The flow on the torus T2 is an arbitrary irrational 
twist flow. (iii) The spectrum is not pure point spectrum. 
As noted in Section VI, such an equation is not reducible. By modifying the Herman 
example slightly one obtains a similar equation on R3. 
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