Abstract: This paper presents results concerning the non-linear analysis of the Earth's Northern Hemisphere mean annual land temperature reconstructions for the time period of 713-2004. The non-linear analysis consists of the application of several filtering methods, the estimation of geometrical and dynamical characteristics in the reconstructed phase space, techniques of discrimination between non-linear low-dimensional and linear high-dimensional (stochastic) dynamics and tests for serial dependence and non-linear structure. The results of this study indicate the efficiency of the filtering methods in revealing non-linear structures and correlations in short noisy time series, such as Earth's Northern Hemisphere temperature reconstructions. No low-dimensional chaotic behaviour evidence was found from the analysis.
Introduction
The Earth's climate system consists of natural spheres (atmosphere, biosphere, hydrosphere and geosphere), the human sphere (economy, society, culture, sustainability) and their complex interactions (Halkos and Tsilika, 2014; Halkos and Tsionas, 2001; Halkos, 2013 Halkos, , 2014 Halkos, , 2015 Leduc, 2006; O'Hara, 2009; Schellnhuber, 1999; Tsionas and Halkos, 2000; Vale, 2016) . In the natural spheres, internal and external factors exist, which affect the climate system, such as physical effects on air's temperature near the Earth's surface, variations in volcanic eruptions, the El Niño Southern Oscillation phenomenon, the active water cycle (Nordstrom et al., 2005) , solar radiation cycles (Ozawa et al., 2003) , changes in the Earth orbital motion and continents (Lin et al., 1991) , etc. Similarly, in the human sphere, existing human actions induce small external shocks in the climate system, such as changes in the concentration of greenhouse gases and in small gas fractions controlling the content of stratospheric ozone, sulphur dioxide, etc. (Dymnikov and Gritsoun, 2001 ). All of the above non-linear and disproportionate inputs-outputs, the underlying chains of feedback and inner circles, multiple equilibria, astronomical effects, etc., create the non-linear, stochastic and complex nature of the climate system, which varies on all timescales (e.g., years to decades to millennia to millions and billions of years) (Jones and Mann, 2004) .
One way to study Earth's climate is to use tools as well as methodologies of modern applied mathematics derived from non-linear time series analysis used for tracing non-linear and chaotic dynamics. Indeed, time series analysis tools were already successfully applied for studying temperature fluctuates concerning Earth's climate. Indicative studies can be considered those of:
1 Bountis et al. (1993) who investigated a time series of hourly temperatures recorded at the National Observatory of Athens, Greece, over a period of seven years (1984) (1985) (1986) (1987) (1988) (1989) (1990) showing evidence for low-dimensional chaos and deterministic features in the time series.
This non-exhaustive list of papers shows clearly that non-linear tools are useful for the analysis of climate dynamics. In this paper, the non-linear algorithm is applied in a proxy-based temperature reconstruction time series. Such proxy indicators are useful for describing Earth's climate system changes on centennial and often longer timescales (Jones and Mann, 2004) . In particular, the time series under study corresponds to Northern Hemisphere mean annual land (20°N-90°N) temperatures 1 reconstructed based on tree-ring records during the time period of 713-2004 713- (D'Arrigo et al., 2006a 713- , 2006b . 2 We estimate the auto-mutual information as an indicator for non-linear long range correlations as well as geometrical and dynamical characteristics in the reconstructed phase space, such as the correlation dimension and the maximum Lyapunov exponent. Throughout the analysis we use different filtering methods such as the AR(4) residuals 3 and the singular value decomposition (SVD) analysis. The the Brock-Dechert-Scheinkman (BDS) test of independence and identical distribution and Brock's Residual test are also applied to the AR(4) residuals of the temperature reconstruction time series, searching for further evidence of non-linearity in the data. Finally, the method of stochastic surrogate data is employed for the exclusion of 'pseudo-non-linearity' caused by the non-linear distortion of a purely linear stochastic process.
The paper is organised as follows: Section 2 presents briefly the tools of non-linear time series analysis. Section 3 presents the results of the applied analysis and Section 4 the conclusions drawn from this study.
Methodology of data analysis

The auto-mutual information
Time series from complex systems usually exhibit non-linear long-range correlations. One way to be studied is by the auto-mutual information. In general, the mutual information I AB between two observables, A and B is given by the relation:
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where H(A) is the amount of average information gained from a measurement of A and H(A/B) is the amount of information of A given that B is known. If this relation is applied to a given time series, then it leads to the auto-mutual information (Fraser and Swinney, 1986; Granger and Lin, 1994) :
In the special case of a statistically independent signal, the auto-mutual information is zero for τ > 0, whereas when the first sample uniquely determines the second sample then I(τ) = I max (true for τ = 0).
The state space reconstruction
The complex state x of dynamical systems can be studied using the delay reconstruction Takens' theorem (Takens, 1981) which maps the state x into the m-dimensional delay vectors:
The map Φ is a diffeomorphism which maps the orbits f t of the original state space in the reconstructed space, preserving dynamical and geometrical characteristics such as degrees of freedom and Lyapunov spectrum. For efficient reconstruction, the embedding dimension m should be m ≥ 2n + 1, where n is the dimension of the original manifold of the system state space. The reconstruction time τ, can be estimated the first local minimum of the autocorrelation coefficient or the auto-mutual information. In this paper, we shall use the auto-mutual information.
In addition, we make use of SVD analysis, for decomposing the original time series in its SVD reconstructed components and achieving an efficient noise filtering (Athanasiu and Pavlos, 2001) . SVD analysis allows for the reconstruction of the state space in terms of n eigenvectors V i , known as SVD reconstructed components corresponding to the spectrum of the singular values {σ i }. We choose the V i , i = 1, 2, …, d, eigenvector(s) corresponding to the d largest singular value(s) (the next one(s) can be considered as noise component(s)) as sufficient for an accurate (i.e., noiseless) description of the underlying dynamics (Iliopoulos and Pavlos, 2010) .
Correlation dimension
Using the reconstructed phase space we can estimate the degrees of freedom d (or equivalently the number of fundamental coordinates) of the time series underlying dynamics through the estimation of the correlation dimension. Specifically, if there is a low-dimensional attractor describing the underlying dynamics, then, d is related with the low value saturation of the correlation dimension lim ,
for increasing embedding dimensions m. Then, according to Takens' theorem (Takens, 1981) , the dimension of the attractor of the dynamics is at most 2D + 1. For high-dimensional dynamics, saturation is not observed.
The correlation dimension in the reconstructed phase space is given by
where C m (r) is the correlation integral of the trajectory and D m is its slope. The correlation integral is given by Grassberger and Procaccia (1983) :
where N is the number of reconstructed vectors and the Θ(y) is the Heavyside function which is zero when y < 0 and 1 when y ≥ 0. However, when correlation integral scaling and the low value saturation of slopes are observed, we can also employ the method of Theiler (1991) and omit W time correlated states, in order to assure that the observed features (saturation and scaling) are caused from the time series underlying dynamics and not from the self-affinity (or crinkliness) of trajectories in a Brownian process.
Maximum Lyapunov exponent
The estimation of maximum Lyapunov exponent (L max ) is highly important since it measures the rate of divergence of close trajectories in the state space, giving strong evidence for possible chaotic dynamics in the reconstructed phase space. A positive exponent corresponds to instability along the state space trajectory, whereas its magnitude quantifies the information of the attractor's dynamics (Kantz and Schreiber, 1997) . In this study, we follow Wolf et al. (1985) for the estimation of the L max according to which
where L′(t) measures the separation between neighbouring points in the reconstructed phase space, M is the total number of replacement steps and 1 k k t t − − is the time step.
Surrogate data analysis
In a non-linear time series, it is not clear whether the estimated geometrical or dynamical characteristics of the original time series is indeed a result of the underlying dynamics or they are derived from a non-linear transformation of linear stochastic signal that mimics the original signal in non-linear terms. The method of surrogate data allows us to discriminate between these two cases (Theiler et al., 1992a (Theiler et al., , 1992b . In line with Schreiber and Schmitz (1996) we generate surrogates having the same autocorrelation, power spectrum and probability distribution as the original time series. As discriminating statistic we use a non-linear quantity NQ such as the mutual information, the correlation dimension, the L max , etc. Then, the discriminating statistic NQ is estimated for both the original and the surrogate time series. The null hypothesis (of the 'pseudo-chaos' and/or 'pseudo-non-linearity' existence) is verified or rejected depending on a dimensionless quantity referred to as 'Significance' Sigma and measured by a number of 'Sigmas' obs sur sur Sigma ,
where µ sur and σ sur are the mean value and standard deviation of NQ taken from the surrogate data and µ obs is the mean value of NQ derived from the original data. For a single time series, µ obs is the single NQ value. When Sigma takes values >2-3 then the probability that the observed time series does not belong to the same family with its surrogate data is >0.95-0.99, correspondingly.
Results
This section presents the non-linear analysis of the time series of temperature reconstructions. The non-linear analysis consists of:
• the estimation of geometrical and dynamical characteristics in the reconstructed phase space
• several discrimination techniques between non-linear low-dimensional and linear high-dimensional (stochastic) dynamics. The data consists of 1292 data points. According to this figure, the time series is stationary, apart from the last part where a significant increase takes place. This increase could be due to the so called 'greenhouse' effect (for more details, see Halkos, 2014) and is not taken into consideration for the analysis. Figure 1 (b) presents the autocorrelation coefficient of the time series estimated for 100 time lags. As the figure reveals, the autocorrelation coefficient decreases slowly, indicating the presence of long range correlations in the time series of temperature reconstructions. This is also verified by the power law scaling profile in the low frequencies of the power spectrum, shown in Figure 1 (c) (log-log scale). In addition, the presence of white noise is indicated in high frequencies by the flat power spectrum. Even though these results indicate a strongly correlated signal, similar auto-correlation and power spectrum profiles can be obtained by coloured noise signals (e.g., Brownian noise). Furthermore, in Figure 1 (d) the slopes of correlation integral, estimated for a fixed embedding dimension m = 8 and for three different time reconstruction delays, namely τ = 2, 4, 6, are presented. It is obvious that the slopes of the correlation integral do not reveal efficient saturation, indicating that the underlying dynamics does not correspond to a low-dimensional attractor but is (high)-dimensional (practically infinite degrees of freedom).
To further clarify these initial findings, we proceed to the estimation of non-linear characteristics in the reconstructed phase space. The main non-linear characteristics which are traditionally estimated are the correlation dimension and the maximum Lyapunov exponent. A comparison of the (same kind) non-linear characteristics estimated for both the original time series and the surrogate data will detect the existence of an underlying non-linear structure (indicated by a significant difference). The results are shown in Figure 2 .
Figure 2(a) presents the slopes of the correlation integral estimated for the original time series of temperature reconstructions and its 10 surrogates, for a selected embedding dimension m = 6 and time delay τ = 6, where no significant difference is identified. In Figure 2 (f), the significance of the discriminating statistics is presented. Even though the maximum Lyapunov exponent of the original series of temperature reconstructions is positive, there is no difference from the maximum Lyapunov exponents of the surrogate data. Overall, the results show that the original time series of temperature reconstructions correspond to linear highdimensional dynamics. However, it is possible for a relatively small dataset (100-2000 observations), as the one studied here, to be strongly affected by noise components as well as by bias effects. For example, bias corresponds to errors in the dimension estimates leading to rejection of deterministic chaos -even if it exists (Brock, 1988; Ramsey et al., 1990) . In the next section, we use several filter methods to reveal possible non-linear and low-dimensional structure in the temperature reconstruction time series. 
Testing for serial dependence and non-linear structure
In this section, we proceed to the application of two filtering methods in the time series of temperature reconstructions, namely the SVD and the autoregressive (AR) methods, searching for non-linear structure in the original time series. In addition, non-linear analysis is applied in the filtered time series, namely in the SVD components and in AR residuals. Additionally, the usage of surrogate data for the application of discriminating statistics is exploited and two statistical tests (Brock's and BDS) are conducted.
Analysis SVD components
In Figure 3 (a), we present the first SVD reconstructed time series, (henceforth V1), of the time series of temperature reconstructions, which captures the general trend of the original time series. The profile of the log-log power spectrum shown in Figure 3 (f) show the related significance (S) of the discriminating statistics. In particular, the values of S are >2 in all cases, an indication that the probability that V1 does not belong in the same family of the surrogate data are >0.95-0.99. Therefore, the first SVD reconstructed component V1 can be related to a non-linear process with long range correlations.
In addition, we examine the next SVD component (referred to as V2) and these results are shown in Figure 5 (a)-(d). According to this set of figures, the V2 SVD component corresponds to a high-dimensional and linear dynamic process. In particular, the power spectrum has a flat profile ( Figure 5(b) ), the mutual information of the V2 SVD component cannot be discriminated from the ones estimated for its surrogates ( Figure 5(d) ) and the slopes of the correlation integral do not reveal a saturation or a scaling profile (Figure 5(c)) . Therefore, the analysis of V2, which corresponds to the rapid fluctuations of the original signal, reveals the presence of a strong noise component included in the original data. The results concerning the SVD analysis of the original time series of temperature reconstructions are in accordance with the power spectrum profile shown in Figure 1(c) , which presents two components in the signal, one long-range correlated (small and medium frequencies) and one un-correlated (large frequencies). In this respect, the V1 SVD component corresponds to the small and medium frequencies of the original time series and the V2 SVD component to high frequencies.
AR(4) residuals
In our case, and relying on AIC and SC criteria, we have adopted an AR(4) scheme of the time series of temperature reconstructions of the following form: In Figure 6 (a), we present the AR(4) residuals time series and in Figure 6 (b) the auto-correlation coefficient diagram for the residuals of an AR(4) model fitted to temperature reconstruction data, which shows statistically insignificant correlations. This is also verified by the flat profile of power spectrum (log-log scale) shown in Figure 6 (c), indicating that the AR(4) residuals have the characteristics of a white noise signal. This means that the AR(4) model succeed to remove the linear structure from the temperature reconstruction series. However, the estimation of auto-correlation coefficient and the power spectrum cannot provide meaningful information with regards to the non-linear characteristics of a time series. Therefore, we examine AR(4) residuals using non-linear analysis tools and the method of surrogate data. In particular, in Figure 7 (a) we present the slopes of correlation integral estimated for the AR(4) residuals time series and 30 surrogate data. For the estimation, we use embedding dimension m = 7 and time delay τ = 3. The initial conclusion is that there is no apparent difference among AR(4) residuals and surrogate data. As is clearly depicted in Figure 7(d) , the significance of the discrimination statistic between the AR(4) time series and its surrogates, attains values below the limit of 2 (see Section 2.3), verifying quantitatively the similarity observed in Figure 7(a) .
In addition, in Figure 7 (b), we present the mutual information of the AR(4) time series and the mutual information of its surrogates in the same axis system, while in Figure 7 (e) the significance of the discriminating statistic is shown. The significance attains values above 2 for some values τ, a result that indicates that the probability that the original AR(4) residuals do not belong in the same family of the surrogate data is >0.95. Finally, in Figure 7 (c), the maximum Lyapunov exponent (L max ) of the AR(4) time series is depicted along with the maximum Lyapunov exponent of its surrogates in the same axis system. In Figure 7 (f), the corresponding significance (S) is depicted. The difference in this case is obvious and significant (notice that significance S ~ 4-6), a result indicating that the AR(4) time series is non-linear and more deterministic. Moreover, the L max estimated from the AR(4) time series is much smaller from the surrogate data L max . Therefore, based on the estimation of mutual information and L max , we show that AR(4) filtering is able to reveal a hidden non-linear component of lesser complexity in the original time series. However, the estimation of correlation integrals does not reveal significant difference, a result which could be due to the small size the original dataset. These results are in accordance with the results presented in the SVD analysis. Next, we present the results of two tests for non-linear dependence in mean annual land temperature reconstruction time series based on the Brock's Residual test and the BDS test of independence and identical distribution. Recent applications of the BDS statistic and the associated residual analysis in climate data are provided by Kim et al. (2003 Kim et al. ( , 2014 . These tests substitute the typical statistical tests using spectral analysis and autocorrelation function which fail to reveal statistically significant correlations on non-independent data and cannot discriminate between a stochastic explanation and a deterministically chaotic explanation of a given time series. 
Brock's residual test
Brock (1986) has proposed a test based on the invariance to linear transformations (like an AR process) that holds for chaotic data: if one transforms chaotic data linearly, both the original and the transformed data may have the same correlation dimension and Lyapunov exponents. The process followed here (proposed by Brock and Sayers, 1988; Brock, 1988 ) permits a non-linear test for the existence of a deterministic system. The dimension and the maximum Lyapunov exponent of the residuals is estimated and compared with the dimension and the maximum Lyapunov exponent of the original data. If any non-linear structure exists, then these values will be unaffected.
5 Figure 8 (a) depicts the estimated correlation dimension for the original series and the AR(4) residuals series, for embedding dimensions ranging from 2 to 7. Figure 8(b) depicts the maximum Lyapunov exponent of the original temperature reconstruction series and the AR(4) residuals series.
As it can be seen from Figures 8(a) and (b), there is no apparent difference between the correlation dimension estimation and the maximum Lyapunov exponent of the original temperature reconstruction time series and the AR(4) residuals, a result that indicates the existence of non-linear structure in the temperature reconstruction time series. Brock et al. (1996) 
BDS test of independence
Under the assumption of independence, we would expect the T m (r) statistic to be close to zero and as it is shown in Brock et al. (1996) that the z-statistic given by
converges in distribution to N(0, 1).
is the asymptotic variance. K and C are constants. To perform the test, a distance r is chosen. If a pair of points is considered, the probability of the distance between these points being less or equal to r will be constant in case the observations of the series are truly i.i.d. In Table 1 , probabilities converge to 0 in all considered embedding dimensions and distances r. To enhance the evidence of non-linearity, the BDS test is applied to two types of surrogates: series of shuffled residuals (as in Scheinkman and LeBaron, 1989) and to a series of improved surrogate residuals (Schreiber and Schmitz, 1996) . The shuffled residuals consist a new series of the same length as the original AR(4) residual series, created by random sampling from it with replacement. The improved surrogate residual series has the same length, the same autocorrelation function and probability density with the series of AR(4) residuals. Here, the surrogate residuals are generated using the improved algorithm of Schreiber and Schmitz (1996) (as described in Section 2.3).
BDS test for shuffled AR(4) residuals
The shuffled AR(4) residuals are used to check the reliability of the BDS test. According to Scheinkman and LeBaron (1989) one can get the original time series and randomly sample from it with replacement. The shuffled series will have the same length as the original. As shuffling eliminates the alleged non-linear structure of the data, the BDS test (z-statistic) should detect the difference between the shuffled and original time series of AR(4) residuals.
BDS test for surrogate AR(4) residuals
The surrogate data are random numbers having the same probability density function and the same autocorrelation function as the original time series. The BDS statistic should detect in the case of surrogate data as well, the difference between the surrogate and original AR(4) residual time series. The results in Tables 2 and 3 clearly show that in both series of shuffled and surrogate AR(4) residuals, the null hypothesis for i.i.d. data cannot be rejected since z-statistic takes statistically insignificant values in the vast majority of embedding dimensions and r. Tables 1-3) . If the p-value is less than or equal to the chosen significance level (α), then the test suggests that the observed data is inconsistent with the null hypothesis, so the null hypothesis must be rejected.
Statistical hypothesis testing is making use of p-values (Prob column in
The BDS statistic (z-statistic in Table 4 ) is expected to diagnose the difference between the original AR(4) residuals and the shuffled and surrogate residuals, given that their generating process destroys the (possible) non-linear structure of the original residuals. If the residuals are i.i.d. data, then, the BDS test statistic is normally distributed
The values of z-statistic for AR(4) residuals exceed the critical values (±3.99) for every significant level, in all embedding dimensions and distances r. The conclusion is to reject the null hypothesis of independence for AR(4) residuals. This is an indication that the series is generated by a non-linear process, given that all the linear structure has been removed. The results also show that in both series of shuffled and surrogate residuals the i.i.d. null hypothesis is retained, since z-statistic values are less than the critical values in the vast majority of embedding dimensions and distances r. The same is concluded by checking 'Prob' column, as p-values (Prob) in Tables 2 and 3 are in most cases >0.05. Aiming to check the reliability of BDS statistic in our data, we apply the following methodology:
Step 1: We generate 30 surrogate residual series using the Schreiber and Schmitz algorithm.
Step 2: We perform BDS test in each one of them.
Step 3: We compute mean value µ surro and standard deviation σ surro of the distribution of the z-statistics of step 2.
In Table 5 , the difference between the BDS statistic of 30 surrogate residual series and the original residual series is estimated, by computing the number of Sigmas of significance S (as defined in Section 2.3 by relation (7)). µ obs is the z-statistic of the original AR(4) residuals. When the value of significance S is >2-3, then, the probability that the original AR(4) residuals does not belong in the same family of the surrogate data, is >0.95-0.99. The significance S values presented in Table 5 are considerably high, denoting that the BDS statistic behaves differently for surrogate and original data. This is another indication to reject the hypothesis that AR(4) residuals are linearly dependent noisy data.
Conclusions
In this study, a mean annual land temperature reconstruction time series corresponding to the Earth's Northern Hemisphere climate for the time period of 713-2004 was analysed. We employed tools from non-linear time series analysis as well as filters to extract useful information on the structure and correlations in the time series. In particular, we estimated geometrical and dynamical characteristics in the reconstructed phase space, such as the correlation dimension and the maximum Lyapunov exponent. In addition, the method of surrogate data was exploited to discriminate between non-linear and linear dynamics. Furthermore, two filtering methods, namely SVD and AR modelling were utilised in order to remove possible stochastic and linear components from the data. The non-linear analysis was also applied to both SVD components as well as to the AR residuals. Finally, for the AR residuals, Brock's residual test and BDS statistics were used, searching for additional evidence of serial dependence and non-linear structure in the time series of temperature reconstructions.
In particular, our findings suggest:
• The linear and stochastic character of the original time series of temperature reconstructions, since the estimation of the mutual information, the correlation dimension and the maximum Lyapunov exponent for the original time series gave similar results with the corresponding surrogate data, failing to reject the null hypothesis of 'pseudo-chaos' and 'pseudo-non-linearity'. However, this result could be due to the small amount of data introducing a strong bias effect as well as to a significant noise component.
• The efficiency of SVD analysis in revealing the non-linear character of this short time series. Indeed, the comparison of mutual information, the correlation dimension and the maximum Lyapunov exponent for the first SVD component time series V1 with the quantities corresponding to the surrogates showed clearly the high-dimensional but also the strong non-linear character. In contrast, for the V2 SVD component time series the results showed clearly the linear and high-dimensional character of V2. However, no low-dimensional chaotic behaviour was found.
• The efficiency of AR filtering of the data. In particular, the comparison of mutual information and especially of maximum Lyapunov exponent of the AR residuals with the corresponding quantities of the surrogate data, revealed a significant difference indicating the non-linear character of the AR residuals. In this case, no low-dimensional chaotic behaviour was found also.
• The efficiency of Brock's and BDS tests (along with the method of surrogates) in revealing the significant non-linear character of the AR residuals.
In sum, the results of this study show that even though the original time series of temperature reconstructions is characterised by linearity and stochasticity, this is clearly due to the small amount of data and to the presence of a noise component in high frequencies, which introduce bias in the estimation of various linear and non-linear quantities. However, the application of non-linear time series analysis tools along with efficient filtering methods (SVD and AR modelling) and discriminating tests (surrogates, Brock's residuals test, BDS statistics) proved to be very useful in revealing hidden non-linear structures and correlations in such short noisy time series. Finally, our assessment found no evidence for low-dimensional chaotic behaviour. The results presented in this study are in accordance with the widely accepted opinion that earth's climate dynamics is highly non-linear with many degrees of freedom. However, in order to further improve and verify the aforementioned results, the previous analysis should be extended to larger temperature time series or other variables related with the Earth's Northern Hemisphere climate.
