This paper presents an acoustic non-line-of-sight localization technique that uses a single microphone and assumes only a single diffraction in the first-arrival sound. Knowing a map of the environment of interests, the proposed technique considers the frequency, time and power profiles of the received first-arrival sound. The profiles at different positions are estimated by the application of a diffraction model and compared with the measured profiles to compute the sound source position relative to the point of diffraction. A key achievement of the proposed technique is to enable non-line-of-sight localization using only one microphone without any time-consuming premeasurement. This technique is validated experimentally with two sound sources and under a couple of background noise levels.
Introduction
Sound localization is one of the most common means for animals and computerized systems to localize sound sources [1] . When vision localization is not feasible, for example, the sources are in Non-Line-of-Sight (NLoS) conditions, auditory localization systems are crucial for most animals to locate sound sources. Most passive auditory localization systems in animals use interaural timing differences, interaural level differences and/or power spectrum cues generated by pinnae [2] . Similarly, time and power information in sound received by computerized systems can be employed for localization.
Time-based acoustic localization systems are accurate in LoS conditions, due to the slow propagation speed of sound waves [3] . Time-based acoustic localization can be achieved by the consideration of the measured Time-ofArrival (ToA) [4] or Time-Difference-of-Arrival (TDoA) [1, 5, 6] of signals received by multiple microphones. The use of TDoA allows localization of unknown sound sources. For both ToA and TDoA estimation of received signals, the Generalized Cross-Correlation (GCC) proposed by Knapp and Carter [5] , which is robust to any noise uncorrelated to the sound source, has been largely used in time-based localization.
The performance of time-based localization systems can be influenced by reverberation, which is common in indoor environments. To this end, Sasaki et al. [6] and Valin et al. [1] used a beamformer to directionally filter out echo received by numerous microphones and concurrently localize multiple sound sources in reverberant environments in real time, whereas DiBiase et al. [7] combined the beamformer and GCC into the steered response power GCC for more accurate localization. These techniques are able to localize multiple sound sources simultaneously and reliably even in reverberant environments. Nevertheless, their assumption of LoS conditions confines the performance when there are obstacles between their sound sources and microphones [8] .
As an alternative to the time-based localization techniques, recent power-based localization techniques, which can be briefly classified into two classes, are superior in several aspects. In the first class, sound features associated with artificial pinnae are used to determine the angle of arrival of a sound source. Kumon et al. [9] and Shimoda et al. [10] successfully computed the direction of a white noise sound source in pitch and roll angles by considering spectral cues caused by reflection on the pinnae. Likewise, Saxena and Ng [11] used a machine learning method for monaural localization, which is able to roughly localize various sounds on a horizontal plane with different pinna shapes. The main advantage of this class is the reduced number of microphones required in their systems. The advantage can dramatically reduce the size and power consumption of acoustic localization devices, which are crucial for small robots [11, 12] . However, similar to the conventional time-based sound localization techniques, the existing sound localization techniques using pinnae are not suitable for NLoS conditions.
In the second class of power-based sound localization techniques, a unique power signature in the received signals generated by a sound source at each location and a static environment is employed for localization. By matching the signature of detection with those in a database constructed through prior measurement at different locations, the sound source can be localized. Wu et al. [13] utilized a Gaussian mixture model to model the phase difference and magnitude ratio between the signals received by a pair of microphones for localization in both LoS and NLoS conditions. Hu et al. [14] This file is a trimmed version of the paper, which provides the abstract and references for search engines and readers. If you are interested in the other sections that are not in this file, please buy the paper from the publisher who holds the copyright of this paper.
limits the practical applicability of the proposed technique. This assumption can be removed by extending the proposed technique. One of the possible applications of the proposed technique is NLoS search and tracking. A UGV carrying a microphone can search for and track a terrorist who will attack the UGV in his LoS.
