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Let L = (1 − x2)D2 − ((β − α) − (α + β + 2)x)D with α  − 12 , β  − 12 and D = ddx . Let
f ∈ C∞[−1,1], f (x) =∑∞n=0 Cnp(α,β)n (x), with p(α,β)n (x) normalized Jacobi polynomials and
the Cn decrease suﬃciently fast. Set Lk = L(Lk−1), k 2. Let ρ > 1. If the number of sign
changes of (Lk f )(x) in (−1,1) is O (k1/(ρ+1)), then f extends to be an entire function of
logarithmic order  ρρ−1 . For Legendre expansions, the result holds with 1ρ+1 replaced
with 1ρ .
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In the second paper of the ﬁrst of a series of papers [6,10,17,18], Szego˝ [17] improved results of Pólya and Wiener and,
amongst other things, proved the following results:
Theorem A. Let f ∈ C∞(R) satisfy f (x+ 2π) = f (x), and be expandable in a Fourier series
f (x) =
∞∑
n=−∞
Cn exp(inx)
with C−n = C¯n and
∞∑
n=0
nk|Cn| < ∞
for every k = 0,1,2, . . . .
Let Nk denote the number of sign changes of f (k)(x) in [−π,π ]. Let ρ > 1. Then
Nk = O
(
k1/ρ
)
o(1) (1)
implies that f extends to be an entire function satisfying∣∣ f (z)∣∣ A exp(B|z|ρ/(ρ−1)) (2)
for some constants A and B.
Entire functions f satisfying (2) are said to have order at most ρρ−1 . By example, Szego˝ shows that this result is best
possible. Pólya and Wiener [10] had proved this result using an argument different from that given by Szego˝. Szego˝ suggests
that an analogue of Theorem A can be done for Legendre expansions. To the author′s knowledge, this has not been done.
The purpose of the current paper is to address this issue.
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To start, set
p(α,β)n (x) =
(
2n + α + β + 2
2α+β+1
)1/2
P (α,β)n (x) (3)
with α − 12 , β − 12 and P (α,β)n is the nth Jacobi polynomial.
In his work [6, Section 2.8], Hille used
p(α,β)n (x) = An P (α,β)n (x),
where α  0, β  0 and An is deﬁned by
An =
[
(2n + α + β + 1)Γ (n + 1)Γ (n + α + β + 1)/2α+β+1Γ (n + α + 1)Γ (n + β + 1)]1/2 (4)
(cf. Szego˝ [18, 4.3.4]). Note that, by Stirling’s formula,
An ∼
(
(2n + α + β + 1)/2α+β+1)1/2 (5)
as n → ∞.
As much of our work will entail asymptotic growth, it will be convenient to use the normalization in (3).
Let f ∈ C∞[−1,1] be expandable in terms of p(α,β)n (x) with
f (x) =
∞∑
n=0
Cnp
(α,β)
n (x) (6)
and p(α,β)n (x) given by (3) and the Cn satisfy
∞∑
n=0
(λn)
k|Cn| < ∞ (7)
for every k = 0,1,2, . . . , and
λn = n(n + α + β + 1). (8)
Deﬁne the Jacobi differential operator by
L = (1− x2)D2 + ((β − α) − (α + β + 2)x)D (9)
with α − 12 , β − 12 and D = ddx .
Deﬁne
Lk = L(Lk−1)
for k 2.
When f is given by (6) and (7) holds, we get
(
Lk f
)
(x) =
∞∑
n=0
(λn)
kCnp
(α,β)
n (x). (10)
Deﬁne V [(Lk f )(x)] to be the number of sign changes of (10) in (−1,1).
Theorem 1. Let ρ > 1, f ∈ C∞[−1,1], λn be given by (8) and (7) and (10) hold. If
V
[(
Lk f
)
(x)
]= O ((λ1/2k )1/(ρ+1))= O (k1/(ρ+1)) (11)
then f extends to be entire and satisfy∣∣ f (z)∣∣ A exp(B(ln |z|)ρ/(ρ−1)) (12)
for some constants A and B and for all |z| suﬃciently large.
We call an entire function satisfying (12) one of logarithmic order at most ρρ−1 . The notion of logarithmic type can be
found in Berg, Pedersen and Hayman [2]. The authors prove results on logarithmic order and logarithmic type for entire
functions having the usual order 0. They also cite references to previous work using logarithmic order and logarithmic type.
To prove this result, we employ the methods of Pólya and Wiener as well as those of Hille [5,6] with suitable modiﬁ-
cations. Such methods were employed by Prather and Shaw in [12]. However, the results obtained in this latter paper are
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trast, Szego˝’s result in Theorem A and our Theorem 1 are big-oh results and consequently are stronger than those in [12].
In addition, the method of proof of Theorem 1 produces interesting consequences.
To discuss these, we discuss the notion of the ﬁnal set of analytic function with respect to a differential operator L.
To deﬁne this, let f be a function analytic on a domain D . A set S ⊂ D is called the ﬁnal set of f with respect to the
operator L, when for each a ∈ S and any neighborhood N of a, N contains zeros of inﬁnitely many of the iterates (Lk f )(z),
z ∈ D .
Corollary 1. Let ρ1 > 1 and 1< ρ1 < ρ and
f (z) =
∞∑
n=0
Cnp
(α,β)
n (z),
with p(α,β)n given by (3) and α  − 12 , β  − 12 be entire of growth faster than logarithmic order ρ1ρ1−1 >
ρ
ρ−1 . Then there exists a
constant g independent of k such that, for inﬁnitely many k, (Lk f )(x) has at least[(
k
g
)1/(ρ1+1)]
sign changes in (−1,1).
Corollary 1 is an analogue of a result that Pólya and Wiener [10, p. 235] used to prove Theorem A, where the condition
O (k1/ρ) in (1) is replaced by O (k1/(ρ+1)). The result states that if f is an entire function having order λ > 1, is real valued
on the real axis and 2π -periodic there, and  > 0, then for inﬁnitely many k,
Nk > k
(λ−1)/(2λ−1)− .
This result implies that the ﬁnal set of such a function f with respect to the derivative operator contains the real axis.
Corollary 2. Let α,β ∈ [− 12 , 12 ]. Under the conditions of Corollary 1, the ﬁnal set of f with respect to the Jacobi differential operator
in (6) contains the interval (−1,1).
Now, for Legendre expansions, we mimic the clever methods used by Szego˝ [17] in his proofs of Theorem A′′ , B′ and C
to improve the result given in Theorem 1. Namely, we can replace the condition O (k1/(ρ+1)) in (11) by O (k1/ρ). However,
the method of proof does not produce Corollaries 1 and 2 given above.
Theorem 2. Let f ∈ C∞[−1,1] be expandable in terms of Legendre polynomials as
f (x) =
∞∑
n=0
Cn Pn(x) (13)
where
f (x) =
∞∑
n=0
(λn)
k|Cn| < ∞ (14)
for k = 0,1,2, . . . and λn = n(n + 1). Let L = (1− x2)D2 − 2xD, D = ddx , so that
(
Lk f
)
(x) =
∞∑
n=0
(λn)
kCn Pn(x). (15)
Let ρ > 1. If
V
[(
Lk f
)
(x)
]= O (k1/ρ), (16)
then f extends to be entire satisfying∣∣ f (z)∣∣ A exp(B(ln |z|)ρ/(ρ−1))
for some constants A and B and for all |z| suﬃciently large.
Mimicking Szego˝ method [17, Theorem B′] we prove a result which implies Theorem 2.
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pρ2+1/ρ > 1.
If for all k suﬃciently large,
V
[(
Lk f
)
(x)
]
<
(
k
ρ
)1/ρ[
1− p ln(k)
k1−1/ρ
]
, (17)
then the conclusion of Theorem 2 holds.
As we will see the proof of Theorem 2′ and hence of Theorem 2 will be completely different from that of Theorem 1.
Lemma 1. Let f be given by
f (x) =
∞∑
n=0
Cnp
(α,β)
n (x) (18)
where x ∈ (−1,1) and p(α,β)n (x) is given by (3). Suppose that the Cn satisfy
lim inf
n→∞
ln ln( 1|Cn| )
ln(λ1/2n )
= lim inf
n→∞
ln ln( 1|Cn| )
ln(n)
= ρ > 1. (19)
The f can be deﬁned as an entire function that satisﬁes∣∣ f (z)∣∣ A exp(B(ln |z|)ρ/(ρ−1)) (20)
for some constants A and B.
Lemma 2. (See [11, Part 1, #109].) Let {ln} and {sn} be two sequences such that ln  0, 0< s1 < s2 < · · · , with
lim
n→∞ ln = 0 (21)
and
limsup
n→∞
lnsn = ∞. (22)
Then there exists an inﬁnite sequence of integers {m} such that
ln  lm, m n, lnsn  lmsm, nm. (23)
Lemma 3. (See [11, Part 1, #107].) Let {ln} be a sequence of positive numbers such that
limsup
n→∞
ln = ∞.
Then there exists an inﬁnite sequence of integers {m} such that
ln  lm (24)
for n = 0,1, . . . ,m − 1.
Hille [5, p. 468] introduced the notion of an oscillation preserving operator with respect to a class of functions which
we now explain. Given a function g continuous on (a,b), we deﬁne V [g] to be the number of sign changes of g on (a,b).
To say that g has N sign changes in (a,b) means that (a,b) splits up into exactly N + 1 subintervals in each of which
keeps a constant sign, the signs being opposite in adjacent intervals. Let F be a subclass of twice continuously differentiable
functions and let λ > 0 be ﬁxed. Following Hille, we call an operator (L − λ) oscillation preserving in (a,b) with respect to
class F when
V
[(
(L − λ)g)(x)] V [g(x)]
for every g ∈ F . For the purpose of this paper, Hille [5, Theorem 8] proves the next result for α  0, β  0. Szego˝
[18, Theorem A′] extended it to the case α > −1, β > −1.
Lemma 4. Let L be the Jacobi operator by (9) with α > −1, β > −1 and λn by (8). Then (L − λm)2k is oscillation preserving with
respect to the class C∞[−1,1]. That is, for every g ∈ C∞[−1,1],
V
[(
(L − λm)2k g
)
(x)
]
 V
[
g(x)
]
(25)
for ﬁxed λm and every k = 1,2,3, . . . .
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tions are needed to obtain a so-called conservative system on which his results apply. In our context, this means that
S[L, p(α,β)n (x), λn; (−1,1)] is conservative and the corresponding class of admissible functions is C∞[−1,1]. Here L is given
by (9), p(α,β)n (x) by (3), λn by (8). See Hille ([6, Section 2.3] or [5, Section 3]) for the somewhat lengthy deﬁnitions used in
Hille’s axiomatic method.
The corresponding results of this paper for Hermite and Laguere expansions are examples of the general results in the
paper [12]. Hille ([5, p. 310], [6, p. 496]) commented that the general results of [12] would be possible to do and that these
general results would be weaker than those possible for Legendre and Jacobi expansions. The papers [12,17] and the current
paper make this comment explicit.
Results not previously cited but related to the topic of this paper can be found in Andrews, Askey and Roy [1], Boas and
Pólya [3], Erdo˝s and Renyi [4], Hirschmann [7], Kacnelson [8], Pólya [9], Prather [13–15], and Schaeffer [16].
3. Proofs of results
Proof of Lemma 1. Deﬁne f by
f (z) =
∞∑
n=0
Cnp
(α,β)
n (z),
where p(α,β)n is given by (3). From (19), given  in (0,ρ − 1), there exists N1 such that n N1 implies
|Cn| exp
(−n(ρ−)). (26)
So,
∣∣ f (z)∣∣ N1−1∑
n=0
|Cn|
∣∣p(α,β)n (z)∣∣+ ∞∑
n=N1
exp
(−n(ρ−))∣∣p(α,β)n (z)∣∣. (27)
Now, by Darboux’s Formula [19, Theorem 8.21.7]
P (α,β)n (z) ∼= (z − 1)−α/2(z + 1)−β/2
{
(z + 1)1/2 + (z − 1)1/2}α+β(2πn)−1(z2 − 1)−1/4{z + (z2 − 1)1/2}n+1/2
:= α(z) (28)
uniformly for |z| R > 1 as n → ∞. By ∼= is meant that the ratio tends to 1 uniformly. As we are concerned with growth
of |P (α,β)n (z)|, the multivalued nature of it can be discussed, but are not of consequence for us. So there exists N2 such that
for all n N1,∣∣P (α,β)n (z)∣∣ 2∣∣α(z)∣∣. (29)
Now, choose R1 suﬃciently large so that for all |z| R1, there exists a constant T such that∣∣p(α,β)n (z)∣∣ 2T |z|n+(α+β)/2/n1/2. (30)
Take
N =max{N1,N2}.
Let R > R1 be arbitrary so that for |z| = R , by (27), (29) and (30)
∣∣ f (z)∣∣ 2T RN+(α+β)/2 N∑
n=0
|Cn| + 2T
∞∑
n=N+1
exp
(−n(ρ−))Rn+(α+β)/2. (31)
The second term in inequality (31) is dominated by
2T
∞∫
0
exp
(−n(ρ−) + (n + (α + β)/2) ln(R))dn. (32)
Now, deﬁne the function h by
h(n) = −n(ρ−) + (n + (α + β)/2) ln(R). (33)
Then
h′(n) = 0
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h = hR =
(
ln(R)/(ρ − ))1/(ρ−−1). (34)
Also
h′′(hR) = −(ρ − )(ρ −  − 1)(hk)ρ−−2 < 0
by our original choice of  . By Laplace’s method [11, Part 2, Chapter 5, Nos. 201], the integral in (32) is asymptotic to(
2π/(ρ − )(ρ −  − 1))1/2 exp[(ln(R))(ρ−)/(ρ−−1)
× [−(1/(ρ − ))(ρ−)/(ρ−−1) + (1/(ρ − ))1/(ρ−−1)]+ ((α + β)/2) ln(R)]
× exp[−((ρ −  − 2)/2(ρ −  − 1)) ln(ln(R))]. (35)
As  can be arbitrarily small, and
ρ > 1 ⇐⇒ ρ/(ρ − 1) > 1,
by (31), (32) and (35), we get that∣∣ f (z)∣∣ A exp(B(ln |z|)ρ/(ρ−1)) (36)
for some constants A and B and for all |z| large, concluding the proof of Lemma 1. 
Proof of Theorem 1. Suppose that f is entire having growth faster than logarithmic order ρ1/(ρ1 − 1), where ρ1 > 1 and
ρ1/(ρ1 − 1) > ρ/(ρ − 1).
Then
ρ1 < ρ
and consequently, by Lemma 1,
limsup
n→∞
|Cn|exp
(
nρ
)= ∞. (37)
Also, by (7)
lim
n→∞|Cn| = 0.
We set ln = |Cn| and sn = exp(nρ) in the notation of Lemma 2. By (23) of Lemma 2 there exists an inﬁnite sequence of
integers {m} such that
|Cn|/|Cm| 1, nm,
|Cn|/|Cm| exp
(
mρ − nρ), nm. (38)
Following Hille ([6, formula (2.4.5)], [6, (3.7) and (3.8)]) we introduce the root eating factor
4λmλn/(λm + λn)2 (39)
where, now, λn is given by (8). Note that this factor is less than one for m 
= n and equal to one for m = n.
Furthermore, as Hille does and motivated by the Pólya–Wiener method, we introduce an auxiliary function. Given
f ∈ C∞[−1,1], set
φ(s,k,m, f ) =
∞∑
n=1
[
4λmλn/(λm + λn)2
]k
Cnp
(α,β)
n (x) (40)
where now p(α,β)n (x) are given by (3) and k 0, m 1 are arbitrary positive integers. Note that
φ(x,0,m, f ) = f .
As Hille observes [5, (2.4.6)] and calculations show
(L − λm)2kφ(x,k,m, f ) = (−4λm)k
(
Lk f
)
(x). (41)
By Lemma 4,
V
[(
Lk f
)
(x)
]
 V
[
φ(x,k,m, f )
]
(42)
for every f ∈ C∞[−1,1].
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and λm and hence m by means of a growth condition.
Using the sequence of integers {m} for which (38) holds we get
φ(x,k,m, f )/Cm = p(α,β)n (x) +
m−1∑
n=0
[
4λmλn/(λm + λn)2
]k
(Cn/Cm)p
(α,β)
n (x)
+
∞∑
n=m+1
[
4λmλn/(λm + λn)2
]k
(Cn/Cm)p
(α,β)
n (x) (43)
:= p(α,β)n (x) + S1(x) + S2(x). (44)
The goal will be to show that, with k and λm suitably linked, |S1(x)| → 0, |S2(x)| → 0 and |S1(x) + S2(x)| will be
dominated by p(α,β)n at the extrema of the latter, and so the number of sign changes of the sequence p
(α,β)
m (x) will determine
the corresponding number for φ(x,k,m, f ) and hence for (Lk f )(x) by (42).
Now
max
x∈[−1,1] P
(α,β)
n (x) =
(
n + q
n
)
∼ nq (45)
for
q = max(α,β)−1
2
which we assume [19, Theorem 7.32.1] so that by (3) and for all suﬃciently large n,
∣∣p(α,β)n (x)∣∣ ((2n + α + β + 1)/2α+β+1)1/2
(
n + q
n
)
 λ1/2m
(
λn + q
λn
)
(46)
where λn is given by (8) and we have used the fact that
λ
1/2
n 
(
(2n + α + β + 1)/2α+β+1)1/2,
for all n 2. So by (38),
∣∣S2(x)∣∣ λm ∞∑
n=m+1
(
λn + q
λn
)[
4(λn/λm)/
(
1+ (λn/λm)
)2]k
(47)
< λm
∞∫
0
g(x)dx (48)
where
g(x) = (Γ (x+ q + 1)/Γ (x+ 1)Γ (q + 1))(h(x))k (49)
and
h(x) = 4x/(1+ x)2. (50)
Now, calculation shows that h′(x) = 0 when x = 1 and h′′(1) = − 12 < 0. We apply Laplace’s method [11, Vol. 1, Part 2,
Chapter 5, Nos. 201] and get that
λm
∞∫
0
g(x)dx ∼ (Γ (q + 2)/Γ (q + 1))λm
(
4π
k
)1/2
(51)
= (Γ (q + 2)/Γ (q + 1))(4πλ2m
k
)1/2
, (52)
as k → ∞. Recall that q = max(α,β)− 12 by assumption.
We choose
k = [gλ2m] (53)
where [ ] is the greatest integer function so that the expression in (52) is asymptotic to
(
Γ (q + 2)/Γ (q + 1))(4π )1/2. (54)[g]
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We next go back to estimate |S1(x)|. By (38), we ﬁnd
∣∣S1(x)∣∣ m−1∑
n=0
[
4λnλm/(λn + λm)2
]k
exp
(
mρ − nρ)((2n + α + β + 1)/2α+β+1)1/2(n + q
n
)
 λ1/2m
(
m + q
m
)m−1∑
n=0
[
4λnλm/(λn + λm)2
]k
exp
(
mρ − nρ). (55)
Here we have used inequality (46).
By the mean value theorem
mρ − nρ <mρnρ−1
so that inequality (55) is replaced by
∣∣S1(x)∣∣ λ1/2m
(
m + q
m
)m−1∑
n=0
[
4λnλm/(λn + λm)2
]k
exp
(
mρnρ−1
)
. (56)
Now, the method of Pólya and Wiener [10, p. 390] (cf. [5, (4.7)]) is used to estimate the sum in (56). To motivate this,
start with the equation(
2x0x
/(
x20 + x2
))2k = ((x0/2x) + (x/2x0))−2k (57)
for positive x and x0. We write
(x0/2x) + (x/2x0) = 1+ y (58)
so that
y = (x− x0)2/2xx0. (59)
As Pólya and Wiener do [10] we want to use the inequality
(1+ y)−1 < exp(−y/2) (60)
for 0< y < 1.
Relative to (40)
y < 1
is equivalent to
x2 − 4xx0 + x20 < 0,
which is implied by(
2− √3 )x0 < x< (2+ √3 )x0.
Next, Eq. (59) implies
(1+ y)−2k < exp(−ky) (61)
for
0< y < 1. (62)
We now rewrite the root eating factor[
4λmλn/(λm + λn)2
]k = [2λ1/2m λ1/2n /(λm + λn)]2k
= [1+ (λ1/2m − λ1/2n )2/2λ1/2m λ1/2n ]−2k (63)
the last equation holding by taking x0 = λ1/2m and x = λ1/2n in (58) and (59). Also, the preceding term is
< exp
(−k(λ1/2n − λ1/2m )2/2λ1/2m λ1/2n ) (64)
by (60).
Now, if there are integers nm − 1 for which(
2− √3 )λ1/2m < λ1/2n < (2+ √3 )λ1/2m ,
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m1  nm − 1.
Now, write
∣∣S1(x)∣∣ 
( m1−1∑
n=0
+
m−1∑
n=m1
)
λ
1/2
m
(
m + q
m
)
· [4λnλm/(λn + λm)2]k exp(mρnρ−1)
:= R1(x) + R2(x). (65)
By (63) and (64)
∣∣R2(x)∣∣ λ1/2m
(
m + q
m
)
·
m−1∑
n=m1
exp
(
mρnρ−1 − k(λ1/2m − λ1/2n )/2λ1/2m λ1/2n ). (66)
Noting that(
λ
1/2
m − λ1/2n
)2
/2λ1/2m λ
1/2
n = λ1/2m /2λ1/2n − 1+ λ1/2n /2λ1/2m (67)
we choose
k = [g(λ1/2m )ρ+1]∼ [gmρ+1] (68)
as m → ∞, where g is to be chosen later and [ ] denotes the greatest integer function.
So inequality (66) becomes, by (68),
∣∣R2(x)∣∣ λ1/2m
(
m + q
m
)
·
m−1∑
n=m1
exp
(
mρmρ−1 − [g(λ1/2m )ρ+1](λ1/2m /2λ1/2n − 1+ λ1/2n /2λ1/2m )). (69)
Note that the factor outside the summation in (69) is asymptotic to mq+1 as m → ∞. We choose g > ρ for convenience.
The right side of (69) tends to 0 uniformly in (−1,1) as k goes to inﬁnity subject to (68).
Next,we estimate the term R1(x) in (65) which corresponds to the case
λ
1/2
n  (2−
√
3)λ1/2m
which corresponds to
y  1,
y being given by (59) with x0 = λ1/2m , x = λ1/2n . Inequality (60) is replaced by
(1+ y)−2k  4−k. (70)
Then
∣∣R1(x)∣∣ λ1/2m
(
m + q
m
)
·
m1−1∑
n=0
exp
(
mρmρ−1 − k ln(4)). (71)
We now take
k = [gmρ+1] (72)
where we choose g > ρ and [ ] is the greatest integer function. Again the factor outside the summation in (71) is asymptotic
to mq+1, as m → ∞.
Consequently∣∣R1(x)∣∣→ 0 (73)
uniformly in (−1,1) as k → ∞ subject to (72).
We now ﬁnish using Hille’s argument [6, Proof of Theorem 9]. Going back to (43), for a sequence of integers {m}
the normalized Jacobi polynomial p(α,β)m (x) in (3) have m-distinct zeros in the interval (−1,1), call them x1, . . . , xm . Set
τ j ∈ (x j, x j+1) where(
p(α,β)m
)′
(τ j) = 0 (74)
for j = 1, . . . ,m − 1.
If (p(α,β)m )
′(x) = 0 in (−1, x1), call this point τ0. Likewise, if (p(α,β)m )′(x) = 0 in (xm,1), call this point τm . Now, set
σ = min∣∣p(α,β)n (τ j)∣∣ (75)
for 1 j m − 1.
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σ > 0 (76)
independent of m. Hille used the normalizing constant in (4) for the same purpose. In light of (5), we see that within the
sequence {m} used above, there exists a subsequence of integers {m} for which (75) and (76) hold. Choose g suﬃciently
large so that the term in (54) is < σ2 and |S2(x)| < σ2 . We also take g > ρ in (68) and (72) that |R1(x)| < σ4 and |R2(x)| < σ4 .
Consequently, |S1(x)| < σ2 . Now choose
k = max{[gλ2m], [g(λ1/2m )ρ+1], [gmρ+1]}. (77)
With this choice of k, the preceding estimates simultaneously hold.
Now, the function φ(x,k,m, f ) satisﬁes
sgnφ(τ j,k,m, f ) = (−1) j
for j = 0, . . . ,m − 1, so that φ(x,k,m, f ) has at m sign changes in (−1,1). By (42) (Lk f )(x) has at least m sign changes in
(−1,1), where k and m are linked by (77). Finally, by (77), m = O (k1/(ρ+1)), as ρ > 1. This completes the proof. 
Corollary 1 follows from the proof of Theorem 1, Corollary 2 by a result from Szego˝ [19, Theorem 6.21.2] and Lemma 4.
Proof of Theorem 2. Let α = β = 0 so that
f (x) =
∞∑
n=0
Cn Pn(x) (78)
where the Pn are Legendre polynomials, where the Cn are real and satisfy
∞∑
n=0
|Cn|λkn < ∞
for every k = 0,1,2, . . . , and
λn = n(n + 1). (79)
Now, suppose that f (z) is entire having growth faster than logarithmic order ρ1/(ρ1 − 1) > (ρ − 1)/ρ , where ρ1 > 1. Then
ρ1 < ρ . By Lemma 1,
limsup
n→∞
|Cn|exp
(
nρ
)= ∞.
By Lemma 3 there exists a sequence {M} of integers for which
|CM |exp
(
Mρ
)
 |Cn|exp
(
nρ
)
, (80)
for n = 0,1, . . . ,M − 1.
Given f in (78),
(
Ll f
)
(x) =
∞∑
n=0
(λn)
lCn Pn(x). (81)
Let N = Nk = 2l be the number of sign changes of (81) in (−1,1), which we denote by x1, x2, . . . , xN .
Deﬁne k = 2l by
k = 2l = 2[(ρ/2)Mρ(1+ q ln(M)/Mρ−1)] (82)
where q is a ﬁxed constant satisfying
1/ρ < q < pρ1+1/ρ
and [ ] denotes the greatest integer function. Now, Szego˝ [17, (4.23)] shows that for all k suﬃciently large,
N = Nk < M. (83)
In light of (83), deﬁne the sequence of integers {m} by
N +m = M
for the sequence {M} for which (80) is satisﬁed.
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v(x) = v(x;M) = (x− x1)(x− x2) · · · (x− xN )
(
1+ δxm)= N+m∑
n=0
vn Pn(x) (84)
where δ = ±1 is to be chosen later. So v(x) is a polynomial of degree N +m having the same sign changes as those of (Ll f )
in (81).
Next, we note that upon expansion of the term xM in terms of Legendre polynomial Pn(x)
xM =
M∑
k=0
hk Pk(x), (85)
it is well known [19, (4.21.6)]
hM = 2−M
(
2M
M
)
. (86)
Comparison of xM with v(x) when computing Legendre coeﬃcients yields
vM = δhM .
Next
1∫
−1
v(x)
(
Ll f
)
(x)dx =
N+m∑
n=0
(
n + 1
2
)−1
λlnCnvn
which has the same sign whether δ = −1, or δ = +1.
We next deﬁne V (x) by
V (x) = V (x;M) = (x+ 1)N(1+ xm)= M∑
n=0
Vn Pn(x). (87)
Szego˝ [17, (6.14)] now shows that
|vn| Vn
and
hM = |vM | = VM .
Recall that vM = δhM . Choose δ so that(
M + 1
2
)−1
hM 
M−1∑
n=0
(
n + 1
2
)−1(
λk
λm
)l
Vn exp
(
Mρ − nρ). (88)
We next follow Szego˝ [17, (6.22)–(6.24)] again.
Deﬁne a sequence {gn} by
g0 = 1, gn =
(
1 · 3 · · · (2n − 1))/(2 · 4 · · ·2n). (89)
Szego˝ now uses that (n + 12 )gnλ−1n is a decreasing function of n to get(
n + 1
2
)
gnλ
−1
n >
(
M + 1
2
)
gMλ
−1
M , (90)
for n = 0,1, . . . , (M − 1). This produces the inequality
gMhM 
M−1∑
n=0
gn(λn/λM)
(k−2)/2Vn exp
(
Mρ − nρ). (91)
Next, Szego˝ uses that λ1/2n − n is positive and an increasing function of n, with produces
λn/λM  exp
(
2
(
λ
1/2
n − λ1/2M
)
/λ
1/2
M
)
 exp
(
2(n − M)/λ1/2M
)
. (92)
Also, by the mean value theorem,
Mρ − nρ  (M − n)ρMρ−1. (93)
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gMhM 
M−1∑
n=0
gnVn exp
(
(k − 2)(n − M)λ−1/2M − (n − M)ρMρ−1
)= M−1∑
n=0
gnVnS
n−M , (94)
where
S = exp((k − 2)λ−1/2M − ρMρ−1). (95)
Now, by (82)
S = exp((k − 2)/λ−1/2m − ρMρ−1)
∼ exp((ρMρ−1)(1+ q ln(M)/Mρ−1)− ρMρ−1)
∼ Mρq → ∞ (96)
since ρq > 1 as M and hence k tends to ∞.
Now, set
ξ = (S + S−1)/2 → ∞ (97)
as S → ∞.
Szego˝ then uses that
gn S
n  Pn(ξ) (98)
for all n = 0,1,2, . . . .
Next, by (94), (98) and (87)
gMhM  S−M
M−1∑
n=0
Vn Pn(ξ) = S−M
(
(1+ ξ)N(1+ ξm))− S−MhM PM(ξ). (99)
Now by (86) and (89)
gMhM = 2−M
(
2M
M
)
· 1 · 3 · 5 · · · (2M − 1)/2 · 4 · · · (2M)
∼ (2M/(Mπ)1/2) · 1 · 3 · 5 · · · (2M − 1)/2 · 4 · · · (2M) (100)
which tends to inﬁnity as M → ∞.
By (87), (99), (100) and a second use of (98) with k = M , we get
21−M  2gMhM S−M(1+ ξ)N
(
1+ ξm). (101)
Now,
21−M(S/ξ)M 
(
1+ ξ−1)N(1+ ξ−m)

(
1+ ξ−1)exp(N/ξ)

(
1+ ξ−1)exp(M/ξ) (102)
by (97) and the fact that N < M .
Now, by (96)
M/ξ ∼ M/S  M1−ρq → 0 (103)
since ρq > 1.
Next, by (97)
2−M(S/ξ)M = 2−M(2S2/(S2 + 1))M = (1+ S−2)−M → 1 (104)
by (96) since ρq > 1. Inequality (102) reduces to, by taking M → ∞ and hence k → ∞,
2 1. (105)
This contradiction proves the result. 
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