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GRADED BETTI NUMBERS OF PATH IDEALS OF CYCLES AND
LINES
ALI ALILOOEE AND SARA FARIDI
Abstract. We use purely combinatorial arguments to give a formula to compute all graded
Betti numbers of path ideals of paths and cycles. As a consequence we can give new and
short proofs for the known formulas of regularity and projective dimensions of path ideals
of paths.
1. Introduction
Path complexes are simplicial complexes whose facets encode paths of a fixed length in
a graph. These simplicial complexes in turn correspond to monomial ideals called “path
ideals”. Path ideals of graphs were first introduced by [CN99] in a different algebraic context,
but the study of algebraic invariants corresponding to their minimal free resolutions has
become popular, with works of [BHK10] and [HT10], and the authors [AF15]. The papers
cited above give partial information on Betti numbers of path ideals. In this paper we use
purely combinatorial arguments based on our results in [AF15] to give an explicit formula
for all the graded Betti numbers of path ideals of paths and cycles. As a consequence we can
give new and short proofs for the known formulas of regularity and projective dimensions of
path ideals of path graphs.
2. Preliminaries
A simplicial complex on vertex set X = {x1, . . . , xn} is a collection ∆ of subsets of X
such that {xi} ∈ ∆ for all i, and if F ∈ ∆ and G ⊂ F , then G ∈ ∆. The elements of ∆ are
called faces of ∆ and the maximal faces under inclusion are called facets of ∆. We denote
the simplicial complex ∆ with facets F1, . . . , Fs by 〈F1, . . . , Fs〉. We call {F1, . . . , Fs} the
facet set of ∆ and is denoted by F (∆). The set X is the vertex set of ∆ and is denoted by
Vert(∆). A subcollection of ∆ is a simplicial complex whose facet set is a subset of the
facet set of ∆. For Y ⊆ X , an induced subcollection of ∆ on Y , denoted by ∆Y , is the
simplicial complex whose vertex set is a subset of Y and facet set is {F ∈ F (∆) | F ⊆ Y}.
If F is a face of ∆ = 〈F1, . . . , Fs〉 and X = Vert(∆), the complements of a facet Fi and of
the simplicial complex ∆ are
(Fi)
c
X = X \ Fi and ∆
c
X = 〈(F1)
c
X , . . . , (Fs)
c
X 〉.
Note that if Y $ Vert(∆), then (∆cX )Y = (∆Y)
c
Y .
From now on we assume that R = K [x1, . . . , xn] is a polynomial ring over a field K.
Suppose that I is an ideal in R minimally generated by square-free monomials M1, . . . ,Ms.
The facet complex ∆(I) associated to I has vertex set {x1, . . . , xn} and is defined as
∆(I) = 〈F1, . . . , Fs〉 where Fi = {xj | xj |Mi, 1 ≤ j ≤ n}, 1 ≤ i ≤ s. Conversely if ∆
1
is a simplicial complex with vertices labeled x1, . . . , xn, the facet ideal of ∆ is defined as
I(∆) = (
∏
x∈F x | F is a facet of∆).
Given a homogeneous ideal I of the polynomial ring R there exists a graded minimal
finite free resolution
0→
⊕
d
R(−d)βp,d → · · ·→
⊕
d
R(−d)β1,d → R→ R/I → 0
of R/I in which R(−d) denotes the graded free module obtained by shifting the degrees of
elements in R by d. The numbers βi,d are the i-th N-graded Betti numbers of degree d
of R/I, and are independent of the choice of graded minimal finite free resolution.
By a reformulation of Hochster’s formula in [AF15, Theorem 2.8], to compute Betti num-
bers we only need to consider induced subcollections Γ = ∆Y of a simplicial complex ∆ with
Y = Vert(Γ).
3. Path complexes and runs
Definition 3.1. Let G = (X , E) be a finite simple graph and let t be an integer such that
t ≥ 2. If x and y are two vertices of G, a path (or path) of length (t − 1) from x to y is
a sequence of distinct vertices x = xi1 , . . . , xit = y of G such that {xij , xij+1} ∈ E for all
j = 1, 2, . . . , t − 1. We define the path ideal of G, denoted by It(G) to be the ideal of
K[x1, . . . , xn] generated by the monomials of the form xi1xi2 . . . xit where xi1 , xi2 , . . . , xit is
a path in G. The facet complex of It(G), denoted by ∆t(G), is called the path complex of
the graph G.
Two special cases that we will be considering in this paper are when G is a cycle Cn, or
a path graph (or path) Ln on vertices {x1, . . . , xn}.
Cn = 〈x1x2, . . . , xn−1xn, xnx1〉 and Ln = 〈x1x2, . . . , xn−1xn〉.
Example 3.2. Consider the cycle C5 with vertex set X = {x1, . . . , x5} Then
I4(C5) = (x1x2x3x4, x2x3x4x5, x3x4x5x1, x4x5x1x2, x5x1x2x3).
Notation 3.3. Let i and n be two positive integers. For (a set of) labeled objects we use
the notation mod n to denote
xi mod n = {xj | 1 ≤ j ≤ n, i ≡ j mod n}
and
{xu1 , xu2 , . . . , xut} mod n = {xuj mod n | j = 1, 2, . . . , n}.
Let Cn be a cycle on vertex set X = {x1, . . . , xn} and t < n. The standard labeling of
the facets of ∆t(Cn) is as follows.
We let ∆t(Cn) = 〈F1, . . . , Fn〉 where Fi = {xi, xi+1, . . . , xi+t−1} mod n for all 1 ≤ i ≤ n.
Since for each 1 ≤ i ≤ n we have
Fi+1 \ Fi = {xt+i} and Fi \ Fi+1 = {xi} mod n,
it follows that |Fi \ Fi+1| = 1 and |Fi+1 \ Fi| = 1 mod n for all 1 ≤ i ≤ n− 1.
Definition 3.4. Given an integer t, we define a run to be the path complex of a path
graph. A run which has p facets is called a run of length p and corresponds to ∆t(Lp+t−1).
Therefore, a run of length p has p+ t− 1 vertices.
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Example 3.5. Consider the cycle C7 on vertex set X = {x1, . . . x7} and the simplicial
complex ∆4(C7). The following induced subcollections are two runs in ∆4(C7)
∆1 = 〈{x1, x2, x3, x4}, {x2, x3, x4, x5}〉
∆2 = 〈{x1, x2, x6, x7}, {x1, x2, x3, x7}, {x1, x2, x3, x4}〉.
In [AF15] we show that every induced subcollection of the path complex of a cycle is a
disjoint union of runs [AF15, Proposition 3.6], and that two induced subcollections of the
path complex of a cycle composed of the same number of runs of the same lengths are
homeomorphic [Ali15, Lemma 3.2.9]. Then all the information we need to compute the
homologies of induced subcollections of ∆t(Cn) depends on the number and the lengths of
the runs.
Definition 3.6. For a fixed integer t ≥ 2, let the pure (t−1)-dimensional simplicial complex
Γ = 〈F1, . . . , Fs〉 be a disjoint union of runs of length s1, . . . , sr. Then the sequence of positive
integers s1, . . . , sr is called a run sequence on Y = Vert(Γ), and we use the notation
E(s1, . . . , sr) = Γ
c
Y = 〈(F1)
c
Y , . . . , (Fs)
c
Y〉.
4. Graded Betti numbers of path ideals
We focus on Betti numbers of degree less than n, as those of degree n were computed
in [AF15]. By [AF15, Theorem 2.8] we need to count induced subcollections.
Definition 4.1. Let i and j be positive integers. We call an induced subcollection Γ of
∆t(Cn) an (i, j)-eligible subcollection of ∆t(Cn) if Γ is composed of disjoint runs of
lengths
(t+ 1)p1 + 1, . . . , (t+ 1)pα + 1, (t+ 1)q1 + 2, . . . , (t+ 1)qβ + 2(1)
for nonnegative integers α, β, p1, p2, . . . , pα, q1, q2, . . . , qβ, which satisfy the following condi-
tions
j = (t + 1)(P +Q) + t(α + β) + β
i = 2(P +Q) + 2β + α,
where P =
∑α
i=1 pi and Q =
∑β
i=1 qi.
Eligible subcollections count the graded Betti numbers.
Theorem 4.2 ( [AF15] Theorem 5.3). Let I = I(Λ) be the facet ideal of an induced subcol-
lection Λ of ∆t(Cn). Suppose that i and j are integers with i ≤ j < n. Then the N-graded
Betti number βi,j(R/I) is the number of (i, j)-eligible subcollections of Λ.
The following corollary is a special case of Theorem 4.2.
Corollary 4.3. Let I = I(Λ) be the facet ideal of an induced subcollection Λ of ∆t(Cn).
Then for every i, βi,ti(R/I), is the number of induced subcollections of Λ which are composed
of i runs of length 1.
Proof. From Theorem 4.2 we have βi,ti(R/I) is the number of (i, ti)-eligible subcollections of
Λ. With notation as in Definition 4.1 we have{
ti = (t + 1)(P +Q) + t(α + β) + β
i = 2(P +Q) + (α + β) + β ⇒ ti = 2t(P +Q) + t(α + β) + tβ
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Putting the two equations for ti together, we conclude that (t− 1)(P +Q+ β) = 0. But β,
P , Q ≥ 0 and t ≥ 2, so we must have
β = P = Q = 0⇒ p1 = p2 = · · · = pα = 0.
So α = i and Γ is composed of i runs of length one. 
Theorem 4.2 holds in particular for Λ = ∆t(Lm) and Λ = ∆t(Cn) for any integers m,n.
Our next statement is in a sense a converse to Theorem 4.2.
Proposition 4.4. Let t and n be integers such that 2 ≤ t ≤ n and I = I(Λ) be the facet
ideal of Λ where Λ is an induced subcollection of ∆t(Cn). Then for each i, j ∈ N, if i < n
and βi,j(R/I) 6= 0, there exist nonnegative integers ℓ, d such that i ≤ d < n and{
i = ℓ+ d
j = tℓ+ d
Proof. From Theorem 4.2 we know βi,j is equal to the number of (i, j)-eligible subcollections
of Λ, where with notation as in Definition 4.1 we have{
j = (t + 1)(P +Q) + t(α + β) + β
i = 2(P +Q) + (α + β) + β.
It follows that
j − i = (t− 1)(P +Q+ α + β) and ti− j = (t− 1)(P +Q + β).(2)
We now show that there exist positive integers ℓ, d such that i = ℓ+ d and j = tℓ+ d.{
i = ℓ+ d
j = tℓ + d
⇒ ℓ =
j − i
t− 1
and d =
ti− j
t− 1
.
From (2) we can see that i and j as described above are nonnegative integers. 
Corollary 4.3 tells us that to compute Betti numbers βi,ti of induced subcollections of
∆t(Cn) we need to count the number of its induced subcollections which consist of disjoint
runs of length one. The next few pages are dedicated to counting such subcollections. We use
some combinatorial methods to generalize a helpful formula which can be found in Stanley’s
book [Sta12, page 73].
Lemma 4.5. Consider a collection of n points arranged on a line. The number of ways to
color k points, when there are at least t uncolored points on the line between each colored
point is (
n− (k − 1)t
k
)
.
Proof. First label the points by 1, 2, . . . , n from left to right, and let a1 < a2 < · · · < ak be
the colored points. For 1 ≤ i ≤ k − 1, we define xi to be the number of points, including ai,
which are between ai and ai+1, and x0 to be the number of points which exist before a1, and
xk the number of points, including ak, which are after ak.
x0︷︸︸︷
· · ·
x1︷ ︸︸ ︷
• · · ·
x2︷ ︸︸ ︷
• · · · • · · ·
xk−1︷ ︸︸ ︷
• · · ·
xk︷ ︸︸ ︷
• · · ·
1 a1 a2 a3 ak−1 ak n
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If we consider the sequence x0, x1, . . . , xk it is not difficult to see that there is a one to one
correspondence between the positive integer solutions of the following equation and the ways
of coloring k points of n points on a line with at least t uncolored points between each two
colored points.
x0 + x1 + · · ·+ xk = n x0 ≥ 0, xi > t, for 1 ≤ i ≤ k − 1, and xk ≥ 1.
So we only need to find the number of positive integer solutions of this equation. Consider
the following equation
(x0 + 1) + (x1 − t) + · · ·+ (xk−1 − t) + xk = n− (k − 1)t+ 1
where x0 +1 ≥ 1, xi− t ≥ 1, for i = 0 . . . , k− 1 and xk ≥ 1. The number of positive integer
solution of this equation is (see for example [Gri93] page 29)(
n− (k − 1)t
k
)
.

Corollary 4.6. Let Cn be a graph cycle and with the standard labeling let Γ be a proper
subcollection of ∆t(Cn) with k facets Fa, . . . , Fa+k−1 mod n. The number of induced subcol-
lections of Γ which are composed of m runs of length one is(
k − (m− 1)t
m
)
.
Proof. To compute the number of induced subcollections of Γ which are composed of m runs
of length one, it is enough to consider the facets Fa, . . . , Fa+k−1 as points arranged on a line
and compute the number of ways which we can color m points of these k arranged points
with at least t uncolored points between each two consecutive colored points. Therefore, by
Lemma 4.5 we have the number of induced subcollections of Γ which are composed of m
runs of length one is
(
k−(m−1)t
m
)
. 
Proposition 4.7. Let Cn be a graph cycle with vertex set X = {x1, . . . , xn}. The number of
induced subcollections of ∆t(Cn) which are composed of m runs of length one is
n
n−mt
(
n−mt
m
)
.
Proof. Recall that ∆t(Cn) = 〈F1, . . . , Fn〉 with standard labeling. First we compute the
number of induced subcollections of ∆t(Cn) which consist of m runs of length one and do
not contain the vertex xn. There are t facets of ∆t(Cn) which contain xn, the remaining
facets are F1, . . . , Fn−t, and so by Corollary 4.6 the number we are looking for is(
n− t− (m− 1)t
m
)
=
(
n−mt
m
)
.(3)
Now we are going to compute the number of induced subcollections Γ which consist of m
runs of length one and include xn. We have t facets which contain xn, they are Fn−t+1 . . . , Fn.
Each such Γ will contain one Fi ∈ {Fn−t+1 . . . , Fn} as the run containing xn, and m−1 other
runs of length one which have to be chosen so that they are disjoint from Fi. So we are
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looking for m− 1 runs of length one in the subcollection Γ′ = 〈Fi+t, . . . , Fi−t〉 mod n. The
subcollection Γ′ has n− 2t− 1 facets, so by Corollary 4.6 it has(
n− 2t− 1− (m− 2)t
m− 1
)
=
(
n−mt− 1
m− 1
)
induced subcollections that consist of runs of length one. Putting this together with the num-
ber of ways to choose Fi and with (3) we conclude that the number of induced subcollections
of ∆t(Cn) which are composed of m runs of length one is
t
(
n−mt− 1
m− 1
)
+
(
n−mt
m
)
=
n
n−mt
(
n−mt
m
)
.

We apply these counting facts to find Betti numbers in specific degrees.
Corollary 4.8. Let n ≥ 2 and t be an integer such that 2 ≤ t ≤ n. Then for the cycle Cn
we have
βi,ti(R/It(Cn)) =
n
n− ti
(
n− ti
i
)
.
Proof. From Corollary 4.3 we have βi,ti(R/It(Cn)) in each of the three cases is the number
of induced subcollections of ∆t(Cn) which are composed of i runs of length 1. The formula
now follows from Proposition 4.7. 
The following Lemma is the core of our counting later on in this section.
Lemma 4.9. Let ∆t(Cn) = 〈F1, F2, . . . , Fn〉, 2 ≤ t ≤ n, be the standard labeling of the
path complex of a cycle Cn on vertex set X = {x1, . . . , xn}. Let i be a positive integer and
Γ = 〈Fc1, Fc2, . . . , Fci〉 be an induced subcollection of ∆t(Cn) consisting of i runs of length
1, with 1 ≤ c1 < c2 < · · · < ci ≤ n. Suppose that Σ is the induced subcollection on
Vert(Γ) ∪ {xcu+t} for some 1 ≤ u ≤ i. Then
|Σ| =
{
|Γ|+ t u < i and cu+1 = cu + t + 1
|Γ|+ 1 u = i or cu+1 > cu + t + 1
Proof. Since Γ consists of runs of length one and each Fcu = {xcu , xcu+1, . . . , xcu+t−1} we
must have cu+1 > cu + t mod n for u ∈ {1, 2, . . . , i − 1}. There are two ways that xcu+t
could add facets to Γ to obtain Σ.
(1) If cu+1 = cu + t + 1 then Fcu , Fcu+1, . . . , Fcu+t+1 = Fcu+1 ∈ Σ or in other words, we
have added t new facets to Γ.
(2) If cu+1 > cu + t+ 1 or u = i then Fcu+1 ∈ Σ, and therefore one new facet is added to
Γ.

The following propositions, which generalize Lemma 7.4.22 in [Jac04], will help us to
compute the remaining Betti numbers.
Proposition 4.10. Let ∆t(Cn) = 〈F1, F2, . . . , Fn〉, 2 ≤ t ≤ n, be the standard labeling of the
path complex of a cycle Cn on vertex set X = {x1, . . . , xn}. Also let i, j be positive integers
such that j ≤ i and Γ = 〈Fc1, Fc2 , . . . , Fci〉 be an induced subcollection of ∆t(Cn) consisting
of i runs of length 1, with 1 ≤ c1 < c2 < · · · < ci ≤ n. Suppose that W = Vert(Γ) ∪ A ( X
6
for some subset A of {xc1+t, . . . , xci+t} mod n with |A| = j. Then the induced subcollection
Σ of ∆t(Cn) on W is an (i+ j, ti+ j)-eligible subcollection.
Proof. Since Γ consists of runs of length one and each Fcu = {xcu , xcu+1, . . . , xcu+t−1} we must
have cu+1 > cu + t mod n for u ∈ {1, 2, . . . , i− 1}. The runs (or connected components) of
Σ are of the form Σ′ = ΣU where U ⊆W , and can have one of the following possible forms.
(a) For some a ≤ i:
U = Fca,
and therefore Σ′ = 〈Fca〉 is a run of length 1.
(b) For some a ≤ i:
U = Fca ∪ {xca+t},
and therefore ca+1 > ca + t + 1, so from Lemma 4.9 we have Σ
′ = 〈Fca, Fca+1〉 is a
run of length 2.
(c) For some a ≤ i:
U = Fca ∪ Fca+1 ∪ · · · ∪ Fca+r ∪ {xca+t, xca+1+t, . . . , xca+r−1+t} mod n
and Fca+j = Fca+j(t+1) for j = 0, 1, . . . , r and r ≥ 1. Then from Lemma 4.9 above we
know Σ′ is a run of length r + 1 + tr = (t+ 1)r + 1.
(d) For some a ≤ i:
U = Fca ∪ Fca+1 ∪ · · · ∪ Fca+r ∪ {xca+t, xca+1+t, . . . , xca+r+t} mod n
and Fca+j = Fca+j(t+1) for j = 0, 1, . . . , r and r ≥ 1, and ca+r+1 > ca+r + t + 1 or
a+ r = i. Then from Lemma 4.9 we have Σ′ is a run of length r + 1 + tr + 1 =
(t+ 1)r + 2.
So we have shown that Σ consists of runs of length 1 and 2 mod t+ 1.
Suppose that the runs in Σ are of the form described in (1). By Definition 3.4 we have
|Vert(Σ)| = (t+ 1)p1 + t+ · · ·+ (t + 1)pα + t+ (t + 1)q1 + t + 1 + · · ·+ (t+ 1)qβ + t + 1
= (t+ 1)P + tα + (t+ 1)Q+ tβ + β
= (t+ 1)(P +Q) + t(α + β) + β.
On the other hand by the definition of Σ we know that, Σ has ti+ j vertices and therefore
ti+ j = (t+ 1)(P +Q) + t(α + β) + β.
It remains to show that i+j = 2(P+Q)+(α+β)+β. Note that if j = 0 then β = P = Q = 0
and hence
j = 0 =⇒ P +Q + β = 0.(4)
Moreover each vertex xcv+t ∈ A either increases the length of a run in Γ by one and hence
increases β (the number of runs of length 2 in Γ) by one, or increases the length of a run
by t + 1, in which case P + Q increases by 1. We can conclude that if we add j vertices to
Γ, P + Q + β increases by j. From this and (4) we have j = P + Q + β. Now we solve the
following system{
ti+ j = (t+ 1)(P +Q) + t(α + β) + β =⇒ ti = t(P +Q) + t(α + β)
j = P +Q+ β =⇒ i = P +Q+ α+ β
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=⇒
{
i = P +Q + α+ β
j = P +Q + β
=⇒ i+ j = 2(P +Q) + (α + β) + β.

Proposition 4.11. Let Cn be a cycle, 2 ≤ t ≤ n, and i and j be positive integers. Suppose
that Σ is an (i + j, ti + j)-eligible subcollection of ∆t(Cn), 2 ≤ t ≤ n. Then with notation
as in Definition 4.1, there exists a unique induced subcollection Γ of ∆t(Cn) of the form
〈Fc1, Fc2, . . . , Fci〉 with 1 ≤ c1 < c2 < · · · < ci ≤ n consisting of i runs of length 1, and
a subset A of {xc1+t, . . . , xci+t} mod n, with |A| = j such that Σ = ∆t(Cn)W where
W = Vert(Γ) ∪ A.
Moreover if R = 〈Fh, Fh+1, . . . , Fh+m〉 mod n is a run in Σ with |R| = 2 mod (t + 1),
then Fh+m /∈ Γ mod n.
Proof. Suppose that Σ consists of runs R′1, R
′
2, . . . , R
′
α+β where for k = 1, 2, . . . , α+ β
R′k = 〈Fhk , Fhk+1, . . . , Fhk+mk−1〉 mod n
Vert(R′k) = {xhk , xhk+1, . . . , xhk+mk+t−2} mod n
hk+1 ≥ t+ hk +mk mod n
and
mk =
{
(t+ 1)pk + 1 for k = 1, 2, . . . , α
(t+ 1)qk−α + 2 for k = α + 1, α + 2, . . . , α + β.
(5)
For each k, we remove the following vertices from Vert(R′k)
xhk+t, xhk+2t+1, . . . , xhk+pkt+(pk−1) mod n if 1 ≤ k ≤ α and pk 6= 0
xhk+t, xhk+2t+1, . . . , xhk+(qk−α+1)t+qk−α mod n if α + 1 ≤ k ≤ α + β.
(6)
Let Γ = 〈R1, R2, . . . Rα+β〉 be the induced subcollection on the remaining vertices of Σ, where
Rk =
{
〈Fhk , Fhk+t+1, . . . , Fhk+(t+1)pk〉 mod n for 1 ≤ k ≤ α
〈Fhk , Fhk+t+1, . . . , Fhk+(t+1)qk−α〉 mod n for α + 1 ≤ k ≤ α + β.
(7)
In other words, mod n, Γ has facets
Fh1, Fh1+t+1, . . . , Fh1+(t+1)p1 , Fh2, Fh2+t+1, . . . , Fh2+(t+1)p2 , . . . , Fhα+β , . . . , Fhα+β+(t+1)qβ .
It is clear that each Rk consists of runs of length one. Since Γ is a subcollection of Σ, no
runs of Rk and Rk′ are connected to one another if k 6= k
′, and hence we can conclude that
Γ is an induced subcollection of ∆t(Cn) which is composed of runs of length one. From (7)
we have the number of runs of length 1 in Γ (or the number of facets of Γ) is equal to
(p1 + 1) + (p2 + 1) + · · ·+ (pα + 1) + (q1 + 1) + · · ·+ (qβ + 1) = P +Q+ α + β = i.
Therefore, Γ is an induced subcollection of ∆t(Cn) which is composed of i runs of length
1. We relabel the facets of Γ as Γ = 〈Fc1, . . . , Fci〉. Now consider the following subset of
{xc1+t, . . . , xci+t} as A
α⋃
k=1,pk 6=0
{xhk+t, xhk+2t+1, . . . , xhk+pkt+(pk−1)} ∪
α+β⋃
k=α+1
{xhk+t, xhk+2t+1, . . . , xhk+(qk−α+1)t+qk−α}
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by (6) we have:
|A| = (p1 + p2 + · · ·+ pα) + (q1 + 1 · · ·+ qβ + 1) = P +Q + β = j.
Then if we set
W = (
i⋃
h=1
Fch) ∪ A
we clearly have Σ = (∆t(Cn))W . This proves the existence of Γ. We now prove its uniqueness.
Let Λ = 〈Fs1 , Fs2, . . . , Fsi〉 be an induced subcollection of ∆t(Cn) which is composed of i
runs of length 1 such that 1 ≤ s1 < s2 < · · · < si ≤ n. Also let B be a j- subset of the set
{xs1+t, xs2+t, . . . , xsi+t} mod n such that
(8) Σ = (∆t(Cn))Vert(Λ)∪B .
Suppose that Λ = 〈S1, S2, . . . , Sα+β〉, such that for k = 1, 2, . . . , α + β, Sk is an induced
subcollection of R′k which consists of yk runs of length one. By (8) we have yk 6= 0 for all k.
Now we prove the following claims for each k ∈ {1, 2, . . . , α + β}.
(a) Fhk ∈ Λ. Suppose that 1 ≤ k ≤ α+ β. If pk = 0 we are clearly done, so consider the
case pk 6= 0.
Assume that Fhk /∈ Λ. Since Fhk is the only facet of Σ which contains xhk we can
conclude that xhk /∈ Vert(Λ). From (8), it follows that xhk ∈ {xs1+t, xs2+t, . . . , xsi+t},
so
xhk = xsa+t mod n for some a.(9)
On the other hand we know
Fsa = {xsa , xsa+1, . . . , xsa+t−1} mod n
Fsa+1 = {xsa+1, xsa+2, . . . , xsa+t} mod n.
Since R′k is an induced connected component of Σ, by (9) we can conclude that
xhk ∈ Fsa+1 and Fsa , Fsa+1 ∈ R
′
k. However, we know Fhk is the only facet of R
′
k
which contains xhk and so Fsa+1 = Fhk and then sa + 1 = hk mod n . This and
(9) imply that t = 1 mod n, which contradicts our assumption 2 ≤ t ≤ n.
Fu+t+1 ∈ R
′
k, then Fu+t+1 ∈ Sk. Assume that Fu+t+1 /∈ Sk and Fu+t+1 ∈ R
′
k. Let
r0 = min{r : r > u, Fr ∈ Sk mod n}.
Since Sk consists of runs of length one we can conclude that r0 ≥ u + t + 1. Since
r0 6= u+ t+ 1 we have r0 ≥ u+ t+ 2. But then
xu+t+1 /∈ Vert(Λ) ∪ {xs1+t, xs2+t, . . . , xsi+t}
and therefore xu+t+1 /∈ Vert(Σ) which is a contradiction.
Now for each k, by (a) we have Fhk ∈ Λ and from repeated applications of (b) we find
that
Fhk+f(t+1) ∈ Sk for f =
{
1, 2, . . . , pk 1 ≤ k ≤ α
1, 2, . . . , qk−α α + 1 ≤ k ≤ α+ β.
So Rk ⊆ Sk. On the other hand Sk consists of runs of length one, so no other facet of R
′
k
can be added to it, and therefore Sk = Rk for all k. We conclude that Λ = Γ and we are
therefore done. The last claim of the proposition is also apparent from this proof. 
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We are now ready to compute the remaining Betti numbers.
Theorem 4.12. Let n, i, j and t be integers such that n ≥ 2, 2 ≤ t ≤ n, and ti + j < n.
Then
βi+j,ti+j(R/It(Cn)) =
n
n− it
(
i
j
)(
n− it
i
)
Proof. If I = It(Cn), from Theorem 4.2, βi+j,ti+j(R/I) is the number of (i+ j, ti+ j)-eligible
subcollections of ∆t(Cn). Suppose that R(i) denotes the set of all induced subcollections of
∆t(Cn) which are composed of i runs of length one. By propositions 4.10 and 4.11 there
exists a one to one correspondence between the set of all (i+ j, ti+ j)-eligible subcollections
of ∆t(Cn) and the set
R(i) ×
(
[i]
j
)
where
(
[i]
j
)
is the set of all j-subsets of a set with i elements. By Corollary 4.3 we have
|R(i)| = βi,ti and since |
(
[i]
j
)
| =
(
i
j
)
and so we apply Corollary 4.8 to observe that
βi+j,ti+j(R/It(Cn)) =
(
i
j
)
βi,ti(R/It(Cn)) =
n
n− ti
(
i
j
)(
n− ti
i
)
.

Finally, we put together Theorem 4.2, Proposition 4.4 and [AF15, Theorem 5.1 and The-
orem 2.8]. Note that the case t = 2 is the case of graphs which appears in [Jac04]. Also
note that βi,j(R/It(Cn)) = 0 for all i ≥ 1 and j > ti, see for example see for example [Jac04,
3.3.4].
Theorem 4.13 (Betti numbers of path ideals of cycles). Let n, t, p and d be integers
such that n ≥ 2, 2 ≤ t ≤ n, n = (t + 1)p + d, where p ≥ 0, 0 ≤ d ≤ t. Then the N-graded
Betti numbers of the path ideal of the graph cycle Cn are given by
βi,j(R/It(Cn)) =


t j = n, d = 0, i = 2
(
n
t+ 1
)
1 j = n, d 6= 0, i = 2
(
n− d
t + 1
)
+ 1
n
n− t
(
j−i
t−1
)( j−it−1
ti−j
t−1
)(
n− t
(
j−i
t−1
)
j−i
t−1
) 

j < n, i ≤ j ≤ ti, and
2p ≥
2(j − i)
t− 1
≥ i
0 otherwise.
Proof. We only need to make sure we have the correct conditions for the Betti numbers to
be nonzero. When j < n, βi,j(R/It(Cn)) 6= 0⇐⇒
10
⇐⇒


j − i
t− 1
≥
ti− j
t− 1
n−
t(j − i)
t− 1
≥
j − i
t− 1
⇐⇒


2j ≥ (t+ 1)i
n ≥
(
t + 1
t− 1
)
(j − i)
⇐⇒


2j ≥ (t+ 1)i
(t+ 1)p+ d ≥
(
t+ 1
t− 1
)
(j − i)
⇐⇒


2j ≥ (t+ 1)i
p+
d
t+ 1
≥
j − i
t− 1
⇐⇒ 2p ≥
2(j − i)
t− 1
≥ i as d < t + 1

Theorem 4.14 (Betti numbers of path ideals of lines ). Let n, t, p and d be integers
such that n ≥ 2, 2 ≤ t ≤ n, n = (t + 1)p + d, where p ≥ 0, 0 ≤ d ≤ t. Then the N-graded
Betti numbers of the path ideal of the path graph Ln are nonzero and equal to
βi,j(R/It(Ln)) =
( j−i
t−1
ti−j
t−1
)(
n− t
(
j−i
t−1
)
j−i
t−1
)
+
( j−i
t−1
− 1
ti−j
t−1
)(
n− t
(
j−i
t−1
)
j−i
t−1
− 1
)
if and only if
(i) j ≤ n and i ≤ j ≤ ti;
(ii) If d < t then p ≥
j − i
t− 1
≥ i/2 where both inequalities cannot be = at the same time;
(iii) If d = t then (p + 1) ≥
j − i
t− 1
≥ i/2 where both inequalities cannot be = at the same
time.
Proof. We use induction on n. Suppose n = 2 so t = 2. Then we have It(Ln) = (x1x2) and it
is clear that the only nonzero Betti number of R/It(Ln) is β1,2 = 1. So the assertion is clear.
So suppose n > 2. To continue we will use the following formula for each integer N,R > 1(
N
R
)
+
(
N
R− 1
)
=
(
N + 1
R
)
.
From [BHK10] we have the recursive formula
βi,j(R/It(Ln)) = βi,j(R/It(Ln−1)) + βi−1,j−t(R/It(Ln−(t+1))) + βi−2,j−t−1(R/It(Ln−(t+1)))
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which using the induction hypothesis leads to the following calculation for βi,j(R/It(Ln))( j−i
t−1
ti−j
t−1
)(
n− 1− t
(
j−i
t−1
)
j−i
t−1
)
+
( j−i
t−1
− 1
ti−j
t−1
)(
n− 1− t
(
j−i
t−1
)
j−i
t−1
− 1
)
+
( j−t−i+1
t−1
ti−t−j+t
t−1
)(
n− (t+ 1)− t
(
j−t−i+1
t−1
)
j−t−i+1
t−1
)
+
( j−t−i+1
t−1
− 1
ti−t−j+t
t−1
)(
n− (t + 1)− t
(
j−t−i+1
t−1
)
j−t−i+1
t−1
− 1
)
+
( j−t−1−i+2
t−1
ti−2t−j+t+1
t−1
)(
n− (t + 1)− t
(
j−t−1−i+2
t−1
)
j−t−1−i+2
t−1
)
+
( j−t−1−i+2
t−1
− 1
ti−2t−j+t+1
t−1
)(
n− (t+ 1)− t
(
j−t−1−i+2
t−1
)
j−t−1−i+2
t−1
− 1
)
.
For ease of writing, we set A = j−i
t−1
and B = ti−j
t−1
, so we have that
βi,j(R/It(Ln)) =
(
A
B
)(
n−1−tA
A
)
+
(
A−1
B
)(
n−1−tA
A−1
)
+
(
A−1
B
)(
n−1−tA
A−1
)
+
(
A−2
B
)(
n−1−tA
A−2
)
+
(
A−1
B−1
)(
n−1−tA
A−1
)
+
(
A−2
B−1
)(
n−1−tA
A−2
)
=
[(
A−1
B
)
+
(
A−1
B−1
)] (
n−1−tA
A−1
)
+
[(
A−2
B
)
+
(
A−2
B−1
)] (
n−1−tA
A−2
)
+
(
A
B
)(
n−1−tA
A
)
+
(
A−1
B
)(
n−1−tA
A−1
)
=
(
A
B
)(
n−1−tA
A−1
)
+
(
A−1
B
)(
n−1−tA
A−2
)
+
(
A
B
)(
n−1−tA
A
)
+
(
A−1
B
)(
n−1−tA
A−1
)
=
(
A
B
) [(
n−1−tA
A−1
)
+
(
n−1−tA
A
)]
+
(
A−1
B
) [(
n−1−tA
A−2
)
+
(
n−1−tA
A−1
)]
=
(
A
B
)(
n−tA
A
)
+
(
A−1
B
)(
n−tA
A−1
)
.
Using the notation above, we see that βi,j(R/It(Ln)) 6= 0 if and only if
[B ≤ A and A ≤ n− tA] or [B ≤ A− 1 and A− 1 ≤ n− tA]
which is equivalent to saying that
B ≤ A and A− 1 ≤ n− tA where both ≥ cannot be = at the same time.
In other words βi,j(R/It(Ln)) 6= 0 if and only if
j − i
t− 1
≥
ti− j
t− 1
and n−
t(j − i)
t− 1
≥
j − i
t− 1
− 1 ⇐⇒
2j ≥ (t+ 1)i and n + 1 ≥
(
t + 1
t− 1
)
(j − i) ⇐⇒
2j ≥ (t+ 1)i and (t + 1)p+ d+ 1 ≥
(
t+ 1
t− 1
)
(j − i) ⇐⇒
2j ≥ (t+ 1)i and p+
d+ 1
t+ 1
≥
j − i
t− 1
where in each line both ≥ cannot be = at the same time. This is equivalent to

2p ≥
2(j − i)
t− 1
≥ i if d < t
2(p+ 1) ≥
2(j − i)
t− 1
≥ i if d = t
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(note that j−i
t−1
from Theorem 4.2 and Definition 4.1 is an integer) where both ≥ cannot be
= at the same time in the second line. 
We can now easily derive the projective dimension and regularity of path ideals of paths,
which were known before. The projective dimension of paths (Part i below) was computed
in [HT10] using different methods. The case t = 2 is the case of graphs which appears in
[Jac04]. Part ii of the following Corollary reproves [BHK10, Theorem 5.3] which computes
the Castelnuovo-Mumford regularity of path ideal of a path. The case of cycles was done
in [AF15].
Corollary 4.15 (Projective dimension and regularity of path ideals of paths). Let
n, t, p and d be integers such that n ≥ 2, 2 ≤ t ≤ n, n = (t+1)p+d, where p ≥ 0, 0 ≤ d ≤ t.
Then
(i) The projective dimension of the path ideal of a path Ln is given by
pd(R/It(Ln)) =
{
2p d 6= t
2p+ 1 d = t
(ii) The regularity of the path ideal of a path Ln is given by
reg(R/It(Ln)) =
{
p(t− 1) d < t
(p+ 1)(t− 1) d = t
Proof. (i) By using Theorem 4.13 we know that if βi,j(R/It(Ln) 6= 0 then i ≤ 2p + 1
when d = t and therefore pd(R/It(Ln)) ≤ 2p + 1. On the other hand by applying
Theorem 4.13 we have
β2p+1,n(R/It(Ln)) =
(
p+ 1
p
)(
p
p+ 1
)
+
(
p
p
)(
p
p
)
= 1 6= 0.
Then we can conclude that pd(R/It(Ln)) = 2p + 1. Now we suppose that d 6= t.
From Theorem 4.14 we can see that if βi,j(R/It(Ln)) 6= 0 then 2p ≥ i and therefore
pd(R/It(Ln)) ≤ 2p. On the other hand, by applying Theorem 4.14, we can see that
β2p,p(t+1)(R/It(Ln)) =
(
p
p
)(
p+ d
p
)
+
(
p− 1
p
)(
p
p
)
=
(
p + d
p
)
6= 0.
Therefore pd(R/It(Ln)) ≥ 2p and we have pd(R/It(Ln)) = 2p.
(ii) By definition, the regularity of a module M is max{j − i | βi,j(M) 6= 0}. By Theo-
rem 4.14, we know exactly when the graded Betti numbers of R/It(Ln) are nonzero,
and the formula follows directly.

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