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UNRAMIFIED BRAUER CLASSES ON CYCLIC COVERS OF THE
PROJECTIVE PLANE
COLIN INGALLS, ANDREW OBUS, EKIN OZMAN, AND BIANCA VIRAY,
WITH AN APPENDIX BY HUGH THOMAS
Abstract. Let X → P2 be a p-cyclic cover branched over a smooth, connected curve C of
degree divisible by p, defined over a separably closed field of prime-to-p characteristic. We
show that all (unramified) p-torsion Brauer classes on X that are fixed by Aut(X/P2) arise
as pullbacks of certain Brauer classes on k(P2) that are unramified away from C and a fixed
line L. We completely characterize these Brauer classes on k(P2) and relate the kernel of
the pullback map to the Picard group of X .
If p = 2, we give a second construction, which works over any base field of characteristic
not 2, that uses Clifford algebras arising from symmetric resolutions of line bundles on C to
yield Azumaya representatives for the 2-torsion Brauer classes on X . We show that, when
p = 2, and
√−1 is in our base field, both constructions give the same result.
1. Introduction
The Brauer group BrX of a smooth projective variety X is a fundamental object of study
and has a variety of applications. For instance, Artin and Mumford used the birational
invariance of the Brauer group to exhibit non-rational unirational three-folds [AM72]. The
Brauer group also encodes arithmetic information. For a variety X over a global field k,
the Brauer group of X can obstruct the existence of k-rational points, even when there are
no local obstructions [Man71]. In a different direction, Brauer groups are related to derived
categories. More precisely, derived categories of varieties are sometimes equivalent to derived
categories of the category of sheaves of modules over an Azumaya algebra, or twisted sheaves;
when this occurs these algebras and twistings are classified by the Brauer group.
For each of these applications, it is often necessary to work with elements of the Brauer
group quite explicitly, say as Azumaya algebras over X or as central simple algebras over
the function field of X (We refer the reader to Section 2 for background on the Brauer
group and Brauer elements). Unfortunately, there are few general methods for obtaining
such representatives.
In 2005, van Geemen gave a construction of all 2-torsion Brauer classes on a degree 2 K3
surface of Picard rank 1. Precisely he proves:
Theorem ([vG05, §9]). Let π : X → P2C be a double cover branched over a smooth sextic
curve C; then X is a degree 2 K3 surface. Assume that X has Picard rank 1. Then there is
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a natural isomorphism
BrX [2]
∼→
(
PicC
KC
)
[2]. (1.1)
Moreover, for every α ∈ BrX [2] there is a geometric construction of an Azumaya algebra
on X representing α; the construction involves exactly one of
(1) a double cover of P2 × P2 branched over a (2, 2) curve,
(2) a degree 8 K3 surface, i.e., an intersection of 3 quadrics in P5, or
(3) a cubic 4-fold containing a plane.
The main result of this paper is an extension of van Geemen’s result, including the geo-
metric constructions of Azumaya algebras, to degree 2 K3 surfaces of any Picard rank and,
more generally, to any smooth double cover of P2.
Theorem 1.1. Let k be a separably closed field of characteristic not 2 and let π : X → P2k be
a double cover branched over a smooth curve C of degree 2d. Then there is an exact sequence
0→ PicX
ZH + 2PicX
→
(
PicC
KC
)
[2]
AX−→ BrX [2]→ 0.
Moreover, for every D ∈ (PicC/KC) [2] there is a geometric description of an Azumaya
algebra representing AX(D); for C in an open dense set of the moduli space of degree 2d
plane curves, the construction involves exactly one of
(1) a (2, 2) hypersurface of Pd−1 × P2,
(2) a (2, 1) hypersurface of P2d−1 × P2, or
(3) a cubic (2d− 2)-fold containing a (2d− 4)-dimensional linear space.
Note that if X is a degree 2 K3 surface, then d = 3 and we exactly recover van Geemen’s
result. (In Section7, we show that the open dense set contains all degree 2 K3 surfaces of
Picard rank 1.)
Remark 1.2. If one is interested only in extending (1.1), then van Geemen states a similar
result (he attributes the proof to the referee) that holds for more general surfaces, although
still retaining an assumption on Picard rank [vG05, Thm. 6.2]. More generally, recent work
of Creutz and the last author extend (1.1) and [vG05, Thm. 6.2] to any smooth surface
that is birational to a double cover of a ruled surface[CV13, Thm. II]. This result also gives
a central simple k(X)-algebra representative of every 2-torsion Brauer class; however, this
k(X)-algebra may not extend to an Azumaya algebra over all of X .
A result of Catanese ([Cat81]) on symmetric resolutions of line bundles allows us to extend
van Geemen’s geometric construction and obtain a set-theoretic map(
PicC
KC
)
[2]
AX→ BrX [2].
Yet, it is difficult to discern from this construction whether AX is even a group homomor-
phism, let alone prove surjectivity or determine the kernel. Van Geemen’s proof of the
isomorphism proceeds via the isomorphism between the Brauer group and the dual of the
transcendental lattice of X . The argument relies on a classification of the index 2 sublattices
of the transcendental lattice, which does not seem feasible for an arbitrary double plane X .
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We avoid this classification by using ramified Brauer classes on P2. In doing so, we prove a
result for p-cyclic covers of P2.
Let X be a smooth projective geometrically integral p-cyclic cover of P2 over a separably
closed field k of characteristic different from p, branched over a smooth curve C of degree
pd, for some d. Let L be a general line in P2 that intersects C in pd distinct points, and let
U := P2 \ (C ∪ L)
Theorem 1.3. Let ζ denote a primitive pth root of unity. There is an action of Z[ζ ] on
BrX and we have a commutative diagram where the top row is exact.
0 // PicX
ZH+(1−ζ) PicX
//
(
PicC
ZL
)
[p]
ψ
//
 _
φ

BrX [1− ζ ] //
 _

0
BrU [p]
pi∗
// Brk(X)[p]
To complete the proof of Theorem 1.1, we show that the map AX factors through a map
AU :
(
PicC
KC
)
[2] → BrU [2], and then show that AU and φ agree by comparing ramification
data.
We expect Theorem 1.3 to be of independent interest. Even though we do not describe φ
or ψ by constructing central simple algebras or Azumaya algebras, the theorem should be
helpful in constructing such representatives. Indeed, this result shows that every (1 − ζ)-
torsion Brauer class on X can be obtained by pullback of a ramified Brauer class on P2,
which are much simpler objects to understand.
1.1. Related work and open questions. Some of the questions and ideas in this paper
have been considered previously by a number of authors. Although we do not need their
work in the proofs, we would be remiss if we didn’t mention them. We do so briefly here.
1.1.1. Pulling back Brauer classes. The kernel of the map π∗ : (BrP2 \ C)[2] → BrX was
studied previously by Ford, who determined bounds for its dimension as an F2 vector
space [For92].
1.1.2. Symmetric resolutions of line bundles. Our proof relies on work of Catanese about
the existence of symmetric resolutions of line bundles. These symmetric resolutions have
been used by many authors, sometimes to explicitly construct Brauer classes. Examples
include [Bea00,BCZ04,CI12].
1.2. Notation. Throughout, p will be a fixed prime and k will denote a separably closed
field of characteristic q 6= p (q may be 0).
Let C = V (f) ⊂ P2k be a smooth and irreducible curve of degree e and let L = V (ℓ) ⊂ P2k
be a line that intersects C in e distinct points. Define U := P2 \ (C ∪ L). We will use ℓ˜ to
denote any linear form such that V (ℓ˜) 6= L.
Unless otherwise stated, we will assume that e = pd for some integer d. In this case, we
can define π : X → P2 to be the p-cyclic cover of P2 branched over C. The morphism π gives
an isomorphism from C˜ := (π−1(C))red to C.
We set b1(X) and b2(X) equal to the first and second Betti numbers of X , respectively.
That is, bi(X) = dimH
i(X,Qr) for any prime r 6= q, when i = 1, 2. These invariants are
well defined since X is a smooth surface (see, e.g., [Gro68b, §3.5]). Let the Hodge number
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h0,1(X) = 1
2
b1(X) denote the irregularity of X , and the Hodge number h
2,0(X) denote the
geometric genus of X . The Picard rank of X is denoted ρ(X).
For any field F , we let Fs denote the separable closure. Note that all sheaves and coho-
mology are in the e´tale topology unless otherwise stated; we refer the reader to [Mil80] for
the background on e´tale cohomology.
1.3. Outline. We begin by recalling some basic definitions and facts about Brauer groups
and Clifford algebras in Section 2. In Section 3, we determine the numerical invariants of X
and show that there exists a natural ring action Z[ζ ] on BrX , where ζ is a pth root of unity.
Section 4 contains the proof of Theorem 1.3.
Starting with Section 5 we specialize to the case p = 2; there we construct the maps
AX and AU . In Section 6, we prove that φ and AU agree, thereby completing the proof of
Theorem 1.1. We specialize to degree 2 K3 surfaces in Section 7 and show that the open
dense subset in Theorem 1.1 contains all Picard rank 1 surfaces. Lastly, we have an appendix
by Hugh Thomas which proves a combinatorial proposition needed in Section 5.
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2. Background on the Brauer group and Clifford algebras
Let F be a field.
Definition 2.1. Let S be the monoid of isomorphism classes of central simple algebras over
F with finite rank, with operation given by tensor product. We say that two elements A,B of
S are Morita equivalent if and only if the matrix algebras Mn(A) and Mk(B) are isomorphic
for some integers n, k. Then the Brauer group BrF of F is defined to be the quotient of S
by this equivalence relation.
Note that BrF is an abelian group under tensor product since tensor product commutes
with taking matrix algebras. The inverse of an element [A] ∈ BrF is [Aop] where Aop is the
opposite algebra obtained by reversing the order of multiplication in A.
The following is a classical fact from class field theory that relates Brauer groups to
cohomology.
Theorem 2.2 ([Mil, Corollary 3.16]). For any separable closure Fs of F there exists a natural
isomorphism between BrF and H2(Gal(Fs/F ), F
×
s ).
The definition of the Brauer group can be extended to a scheme Y as in the series [Gro68a,
Gro68b,Gro68c].
An OY -algebra A is an Azumaya algebra over Y if it is a coherent locally free OY -module
and the specialization of A at each point y ∈ Y is a central simple algebra over the residue
field at y. Two Azumaya algebras A, A′ over X are Morita equivalent if there exist locally
free OY -modules E , E ′ of finite rank such that A⊗OY End(E) is isomorphic to A′⊗OY End(E ′).
This relation induces an equivalence relation and the tensor product operation carries over
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the quotient as in the case of central simple algebras over fields. The Azumaya Brauer group
BrAz Y of Y is the abelian group given by the equivalence classes of Azumaya algebras.
The cohomological Brauer group of Y , denoted by Brcohom Y , is the torsion part of the
second cohomology group with values in Gm, the sheaf of units. If Y is smooth, this coho-
mology group is torsion, so Brcohom Y = H
2(Y,Gm). Furthermore, if Y is a normal surface, if
Y is the separated union of two affine schemes, or if Y is quasi-projective, then by Gabber’s
theorem the cohomological Brauer group is the same as the Azumaya Brauer group [dJ].
Henceforth, we will only consider smooth quasiprojective varieties in which case all the
above notions agree, thus we will simply refer to the Brauer group of Y or Br Y .
Remark 2.3. We have Br(SpecF ) = BrF since H2(SpecF,Gm) ∼= H2(Gal(Fs/F ), F×s ).
It is possible to relate Br Y and the Brauer group of its function field Brk(Y ) using
the functoriality of e´tale cohomology. If Y is an integral scheme, then using the inclusion
Speck(Y )→ X , we obtain a map Br Y → Brk(Y ).
Theorem 2.4 ([Mil80, Chap. IV, Cor. 2.6]). Let Y be a regular integral scheme with
function field k(Y ). Then the induced map Br Y → Brk(Y ) is an injection.
Using Theorem 2.4, we will regard elements of BrY as elements of the Brauer group of a
field, Brk(Y ).
2.1. Cyclic algebras. It is a deep theorem of Merkurjev-Suslin that the Brauer group is
generated by a special type of central simple algebra, namely the cyclic algebras. In addition,
cyclic algebras are the central simple algebras that are easiest to construct and study. We
recall their basic properties.
Definition 2.5. Let F ′/F be a cyclic Galois extension of degree m, fix an isomorphism
χ : Gal(F ′/F )→ Z/mZ, and let τ := χ−1(1). Let b ∈ F×. Then the cyclic algebra associated
to χ and b is
〈χ, b〉m := F [x; τ ]
(xm − b) ,
where F [x; τ ] denotes the twisted polynomial ring, i.e., αx = xτ(α) for any α ∈ F.
Remark 2.6. By abuse of notation, we sometimes use 〈F ′/F, b〉m to denote 〈χ, b〉m, even
though the cyclic algebra does depend on the choice of χ (equivalently τ).
If k′/k is a cyclic extension of degree m, we will sometimes denote the cyclic algebra
〈k(Yk′)/k(Y ), f〉m as 〈k′/k, f〉m since Gal(k(Yk′)/k(Y )) is isomorphic to Gal(k′/k).
Example 2.7. Every quaternion algebra is cyclic if the characteristic of the field k is not 2.
The following presentation of a cyclic algebra is useful for computations. We refer to
[GS06, Sections 2.5, 4.7] for its proof.
Proposition 2.8. Assume that the characteristic of F is relatively prime to m and fix b ∈
F×, F ′/F as above. We consider b as representing an element of H1(F, µm) via the Kummer
isomorphism F×/F×m ≃ H1(F, µm). Let χ be an element in Hom(Gal(Fs/F ),Z/mZ) which
is isomorphic to H1(F,Z/mZ). Consider the cup product H1(F,Z/mZ) × H1(F, µm) →
H2(k, µm) ≃ BrF [m]. The image of the tuple (χ, b) under this cup product is the cyclic
algebra 〈χ, b〉m.
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If F contains a primitive mth root of unity (in particular, this means char(F ) ∤ m), then
we may define m-symbol algebras.
Definition 2.9. Assume that F contains a primitive mth root of unity and let a, b,∈ F×.
Then the m-symbol algebra 〈a, b〉m is the F -algebra generated by x and y such that xm =
a, ym = b and xy = ζmyx where ζm is a primitive mth root of unity.
Theorem 2.10. Assume that F contains a primitive mth root of unity and let a, b,∈ F×.
Then any cyclic algebra 〈χ, b〉m is isomorphic to the symbol algebra 〈a, b〉m for some a ∈ F×.
Proof. It is easier to see this using the cohomological interpretation given in Proposition
2.8. Since F contains a root of unity ζm, we have an isomorphism Z/mZ → µm as
Gal(Fs/F )-modules. This induces the following isomorphisms: H
1(F,Z/mZ) ≃ H1(F, µm) ≃
F×/(F×)m. Say a, b ∈ F× are fixed. The elements a, b can be seen in the correspond-
ing cohomology groups using the mentioned isomorphisms. Then using the cup product
H1(F,Z/mZ)× H1(F, µm)→ H2(F, µm) we get an element of H2(F, µm) ≃ BrF [m]. 
Now we will list some basic properties of cyclic and symbol algebras which will be useful
in later sections. For proofs of these facts we refer to [GS06], [Sal99], and [Ser79].
Definition 2.11. A central simple algebra A over F is called split if A is isomorphic to the
matrix algebra Mn(F ). If F
′ is a field such that the F ′-algebra A ⊗F F ′ is isomorphic to
Mr(F
′) for some integer r ≥ 1, then we say that F ′ splits A.
Proposition 2.12. Let A be central simple algebra over a field F .
i) A is a cyclic algebra if and only if there exists a cyclic extension of F splitting A.
More precisely, A is split by F ′, an m-cyclic Galois extension of F, if and only if A
is isomorphic to 〈χ, b〉m for some b ∈ F× and some isomorphism χ : Gal(F ′/F ) →
Z/m.
ii) If A is a cyclic algebra over F and F ′ is a field extension of F, then A ⊗F F ′ is a
cyclic algebra over F ′.
iii) In the Brauer group of F ,
[〈χ, a〉m] + [〈χ, b〉m] = [〈χ, ab〉m] and [〈χ, a〉m] + [〈ψ, a〉m] = [〈χ+ ψ, a〉m]
for all a, b ∈ F× and χ, ψ ∈ H1(G,Z/mZ), where G = Gal(F ′/F ). In particular, if
F contains a primitive mth root of unity, then for all a, b, c ∈ F×
[〈a, b〉m] + [〈a, c〉m] = [〈a, bc〉m] and [〈a, c〉m] + [〈b, c〉m] = [〈ab, c〉m].
iv) Two cyclic algebras (χ, a) and (χ, b) are equivalent if and only if a/b is the norm of an
element in F ′, where F ′ is an m-cyclic Galois extension of F and χ : Gal(F ′/F )→
Z/mZ is a fixed isomorphism.
v) If F contains a primitive mth root of unity, then 〈a, (−a)n〉m is trivial in BrF for all
a ∈ F× and n ∈ Z.
For completeness we restate the theorem of Merkurjev and Suslin which was mentioned
in the beginning of the section.
Theorem 2.13 (Merkurjev-Suslin, see e.g. [GS06, Thm. 4.6.6]). Assume that char(F ) ∤ m.
Then any representative of a class of order dividing m in BrF is Morita equivalent (but not
necessarily isomorphic) to the tensor product of cyclic algebras.
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2.2. Residues of Brauer elements. An important map that we need in the next sections
is the residue (or ramification) map. We will give the explicit description of this map for
cyclic algebras. Using Theorem 2.13 it is possible to extend this map to any element of
Brk(Y ) whose order is not divisible by the characteristic.
We begin with defining this map for a complete discrete valuation ring R with field of
fractions K. Let v denote the discrete valuation associated to R and π be a uniformizer such
that vR(π) = 1. The residue field R/πR is denoted by F and has characteristic q.
Theorem 2.14. Let Kun denote the maximum unramified extension of K. Let [A] ∈ BrK
be an element of prime order q. Then [A] is split by Kun.
Proof. This is Theorem 10.1 in [Sal99]. 
For any abelian torsion group G, let G′ denote the prime-to-q component. Since K is
complete, the valuation v extends uniquely to Kun and gives a Gal(Kun/K)-equivariant map
between Kun and Z where the action on Z is the trivial action. Therefore, there exists an
induced map f1 : H
2(Gal(Kun/K), K
×
un)
′ → H2(Gal(Kun/K),Z)′.
Now consider the short exact sequence
0→ Z→ Q→ Q/Z→ 0.
The associated long exact sequence gives a coboundary map, which is an isomorphism
H1(Gal(Kun/K),Q/Z)
f2−→ H2(Gal(Kun/K),Z).
Using these arguments, we can define the residue map as follows:
Definition 2.15. The residue (ramification) map ∂v : (BrK)
′ → Hom(Gal(Kun/K),Q/Z)′
is defined as the composition:
Br(K)′ ∼= H2(Gal(Kun/K), K×un)′ f1−→ H2(Gal(Kun/K),Z)′
∼= H1(Gal(Kun/K),Q/Z)′ = Hom(Gal(Kun/K),Q/Z)′
The first isomorphism follows from Theorem 2.14, and the second isomorphism is given by
f−12 as described above. The last equality follows from the definition of group cohomology.
Note that Hom denotes continuous homomorphisms.
As seen from the definition, computing the residue map is not easy for a general element of
the Brauer group. However, for cyclic algebras it can be done as follows. Let R,K, v, F, π be
as above and let L be a cyclic Galois extension of K of degree m where m is relatively prime
to q. Assume that the residue field extension is also cyclic of degree m. Fix an isomorphism
χ : Gal(L/K)→ Z/mZ and let τ = χ−1(1).
Proposition 2.16. The map ∂v(〈χ, π〉m) ∈ Hom(Gal(Kun/K),Q/Z) factors through Gal(L/K)
and it sends τ ∈ Gal(L/K) to 1/m+ Z.
Proof. We will sketch the proof, for more details see [Sal99].
Note that by assumption L/K is unramified of degree m. Let G denote the Galois
group Gal(L/K). The image of [A] under the residue map is the image of [A] under
the isomorphisms H2(G,L×) → H2(G,Z) ∼= H1(G,Q/Z) using the naturality of the in-
flation map. Note that H2(G,L×) = (L×)G/NG(L×) = K×/NG(L×) and H2(G,Z) =
ZG/NG(Z) = Z/nZ, where NG denotes the norm map. Then [A] ∈ Br(K) corresponds
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to π ∈ K×, which maps to 1 ∈ Z. The rest follows from the definition of the coboundary
map f2 : H
1(Gal(Kun/K),Q/Z)→ H2(Gal(Kun/K),Z). 
In fact the residue map is onto and its kernel is the prime-to-q part of the Brauer group
of R.
Theorem 2.17 (Theorem 10.3, [Sal99]). The following sequence is exact:
0→ (BrR)′ → (BrK)′ → Hom(Gal(Kun/K),Q/Z)′ → 0
Now we will define the residue map for cyclic Brauer classes over the function field of a
surface. By the Merkurjev-Suslin theorem (Theorem 2.13), this defines it on all Brauer classes
of order prime to the characteristic. Let Y be a complete, smooth algebraic surface over an
separably closed field k. Let Y1 denote the set of codimension one points, i.e. the set of all
irreducible curves on Y . Then the following sequence is exact by [Gro68a,Gro68b,Gro68c]:
0→ Br Y → Brk(Y ) ⊕C∂C−−−→
⊕
C∈Y1
H1(k(C),Q/Z).
The map Br Y → Brk(Y ) is the injection map of Theorem 2.4. The sum is taken over
all irreducible curves on Y , and k(C) denotes the field of rational functions on C. Let
χ ∈ H1(k(C),Q/Z) = Hom(Gal(k(C)s/k(C)),Q/Z). Then χ has a kernel Gal(L/k(C))
where L/k(C) is cyclic Galois of degreem. Therefore χ is determined by choosing a generator
τ of Gal(L/k(C)) such that χ(τ) = 1
m
+ Z, similarly to the case in Proposition 2.16.
By Theorem 2.10, every cyclic algebra of orderm is a symbol algebra. The image of 〈a, b〉m
under
⊕
C ∂C is the tuple of residues of 〈a, b〉m along C for every irreducible curve C ⊂ X .
Theorem 2.18. The residue of 〈a, b〉m along C is the cyclic Galois extension L of k(C)
obtained by adjoining the mth root of avC (b)b−vC(a).
A rigorous proof of this theorem relies on Milnor K-theory and can be found on Section
7.5.1 of [GS06]. For a similar computation see [CTOP02, p. 10].
Definition 2.19. The combination of curves C in Y1 such that ∂C(A) 6= 0 is called the
ramification divisor of A on Y .
Remark 2.20. If 〈a, b〉m has nontrivial ramification along C, then C is a prime divisor of a
or b.
2.3. Symbols and residues of Clifford algebras. In this section, we will recall and
prove some preliminary results about symbols and residues of Clifford algebras, which will
be helpful for studying 2-torsion Brauer classes. Throughout, we work over a field F of
characteristic different from 2. For simplicity, we assume that
√−1 ∈ F ; a similar analysis
can be carried out in the case that
√−1 /∈ F , but is more complicated to state. By an abuse
of notation, we will conflate diagonal quadratic forms in n variables and diagonal n × n
matrices; they will both be denoted by
[α1, α2, . . . , αn], with αi ∈ F.
First we recall a well-known proposition which follows from Gram-Schmidt.
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Proposition 2.21. Let M = (mij) be a symmetric n× n matrix over a field F with corre-
sponding quadratic form Q and let Mi denote the upper left i× i principal minor. If Mi 6= 0
for all i, then Q is equivalent to the diagonal quadratic form
[M1,M2/M1, . . . ,Mn/Mn−1].
Given a non-degenerate quadratic form Q, we may consider the Clifford algebra Cl(Q), a
finite dimensional simple algebra over F . The multiplication in Cl(Q) encodes the geometry
determined by Q on V . More precisely, let Q : V → F be a non-degenerate quadratic form
on a finite dimensional F -vector space V .
Definition 2.22. Let (V,Q) be a quadratic space and T (V ) := ⊕∞p=0⊗p V be its tensor
algebra. The Clifford algebra Cl(Q) is T /IQ, where IQ is two sided ideal in T (V ) generated
by {v ⊗ v −Q(v)|v ∈ V }.
Clifford algebras can be characterized as follows:
Proposition 2.23. Let (V,Q) be a quadratic space. Let C be an F -algebra with unit 1C .
Then C is a Clifford algebra for Q if it has the following properties:
(1) There exists an F -module map fC : V → C such that fC (v)2 = Q(v)1C for any v in
V .
(2) C is ‘minimal’ with respect to the above property, i.e., for any F -algebra A that
satisfies Property (1), there exists a unique F -algebra homomorphism φ : C → A,
such that fA(v) = φ(fC (v)) for any v ∈ V .
Proof. See pages 103-104 of [Lam05]. 
As a corollary we see that equivalent quadratic forms give isomorphic Clifford algebras.
Corollary 2.24. Let ι be an isometry of (V,Q) into (W,Q′). Then there exists an algebra
isomorphism ιCl : Cl(Q)→ Cl(Q′) extending ι such that the following diagram commutes:
Cl(Q)
ιCl
// Cl(Q′)
V
ι
//
OO
W
OO
Proof. Follows from Proposition 2.23. 
Remark 2.25. Let BQ be the associated symmetric bilinear form defined by BQ(v1, v2) =
Q(v1+ v2)−Q(v1)−Q(v2). By Property (1) of Proposition 2.23, v1v2 = −v2v1 if and only if
v1 and v2 are orthogonal with respect to BQ. Therefore, we can say that the multiplication
on the Clifford algebra encodes the geometry determined by Q on V .
The tensor algebra T (V ) has a Z/2Z-grading given by T0(V ) =
⊕
i≥0,even
⊗i V and
T1(V ) =
⊕
i≥1,odd
⊗i V . There is a canonical map from T (V ) onto Cl(Q). Using this
map and the grading on T , one can give a Z/2Z-grading on Cl(Q) such that Cl(Q) =
Cl0(Q)⊕Cl1(Q). The part Cl0(Q) is a subalgebra; we refer to is as the even Clifford algebra
of Q.
Remark 2.26. Another way to see the grading on the Clifford algebra is using the isometry
v 7→ −v. This isometry extends to an involution of Cl(Q) using Corollary 2.24.
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The Clifford algebra and even Clifford algebra of Q have the following properties.
Proposition 2.27. Let Q be the diagonal quadratic form [m1, . . . , mn].
(1) Cl0(Q) = Cl([−m1m2, . . . ,−m1mn]).
(2) If n is odd, then Cl0(Q) is a central simple algebra over F and in BrF we have
Cl0(Q) =
∑
1≤i<j≤n
〈mi, mj〉2.
(3) If n is even, then Cl(Q) is a central simple algebra over F and in BrF we have
Cl(Q) =
∑
1≤i<j≤n
〈mi, mj〉2.
Proof. [Lam05, V.2.4, V.2.10, V.3.20] 
It follows from part 3 of above proposition and Remark 2.26 that if the dimension of (V,Q)
is even then Cl(Q) determines a two torsion element in BrF . Moreover, by the following
celebrated result of Merkurjev we know that all two torsion is determined this way.
Theorem 2.28 (Merkurjev, [Mer81]). Let F be a field with characteristic different than 2.
Then the two torsion of the Brauer group of F is generated by Clifford algebra of some even
dimensional quadratic form.
Finally, the proposition below, which follows from Proposition 2.27 via a straightforward
computation, determines the residue map ∂v on Clifford algebras.
Proposition 2.29. Let F be a field with a discrete valuation v. Let M = (mij) be a
symmetric n×n matrix over a field F with corresponding quadratic form Q and letMi denote
the upper left i × i principal minor. Assume that Mi 6= 0 for all i, and let ei := v(Mi). We
define e0 = en+1 = 0. Then
(1) If n is even, then ∂v(Cl(Q)) =
∏n
i=1M
ei+1−ei−1
i .
(2) if n is odd, then ∂v(Cl0(Q)) =
∏n
i=1M
ei+1−ei−1
i .
Proof. By Proposition 2.21, we have
Cl(Q) = Cl([M1,M2/M1, . . . ,Mn/Mn−1])
Cl0(Q) = Cl0([M1,M2/M1, . . . ,Mn/Mn−1]).
Then, by Proposition 2.27, it remains to compute ∂v(A) where A :=
∑
1≤i<j≤n〈Mi/Mi−1,Mj/Mj−1〉2
and M0 := 1. By Theorem 2.18,
∂v(A) =
∏
1≤i<j≤n
(
Mi
Mi−1
)ej−ej−1 ( Mj
Mj−1
)ei−1−ei
.
We may rewrite this as
∂v(A) =M
e2−e0
1 M
en+1−en−1
n
n−1∏
k=2
M
∑n
j=k+1(ej−ej−1)+
∑n
j=k+2(ej−1−ej)+
∑k−1
i=1
ei−1−ei+
∑k
i=1 ei−ei−1
k
=Me2−e01 M
en+1−en−1
n
n−1∏
k=2
M
(en−ek)+(ek+1−en)+(e0−ek−1)+(ek−e0)
k =
n∏
i=1
M
ei+1−ei−1
i ,
which completes the proof. 
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3. Preliminaries on p-cyclic covers
Recall that X is a p-cyclic cover of P2 branched at C. In this section, we establish some
numerical invariants of X that will be of use later. We also show that there is a natural ring
action of Z[ζ ] on BrX , where ζ is a primitive pth root of unity.
3.1. Geometric invariants of X.
Proposition 3.1. We have that h0,1(X) = 0, that b2(X) = 1+(p−1) (1 + 2g(C)) , and that
h2,0(X) = p− 1− 3
2
d
p−1∑
j=1
j +
1
2
d2
p−1∑
j=1
j2,
where g(C) denotes the genus of C.
Proof. Since π : X → P2 is an affine morphism, by [Har77, Chap. III, Ex. 8.2], we have that
Hi(X,OX) ∼= Hi(S, π∗OX), i = 0, 1, 2.
Furthermore, by [BHPVdV04, Chap. I, Lemma 17.2], π∗OX ∼=
⊕p−1
j=0 L−j, where L = O(d).
Thus, we have
χ(X) = h0(X,OX)− h1(X,OX) + h2(X,OX)
= h0
(
S,⊕p−1j=0L−j
)− h1 (S,⊕p−1j=0L−j)+ h2 (S,⊕p−1j=0L−j) =
p−1∑
j=0
χ(S,L−j).
A similar argument shows that
h2,0(X) = h2(S,OS) + h2(S,L−1) + · · ·+ h2(S,L1−p).
Since h1(P2,O(n)) = 0 for all n and h0(P2,O(n)) = 0 for all n < 0,
h0,1(X) = 1 + h2,0(X)− χ(X) = 1− h0(P2,OP2) = 0.
The formula for h2,0(X) is deduced from Serre duality together with the formula h0(P2,O(n)) =(
n+2
2
)
for n ≥ −2.
Lastly, we prove the formula for b2(X). By Noether’s formula,
b2(X) := 12χ(X)− 2−K2X
Furthermore, KX = π
∗(KP2 ⊗Lp−1) = π∗O(pd− d− 3) [BHPVdV04, Chap. I, Lemma 17.1].
Therefore, by the projection formula,
K2X = p (pd− d− 3)2 = p(p− 1)2d2 − 6p(p− 1)d+ 9p.
So
b2(X) = 12χ(X)− 2−K2X = 10 + 12h2,0(X)−K2X
= 10 + 12p− 12− 18d
p−1∑
j=1
j + 6d2
p−1∑
j=1
j2 − p(p− 1)2d2 + 6p(p− 1)d− 9p
= 3p− 2 + d
(
6p(p− 1)d− 18
p−1∑
j=1
j
)
+ d2
(
−p(p− 1)2 + 6
p−1∑
j=1
j2
)
= 3p− 2− 3p(p− 1)d+ p2(p− 1)d2 = 1 + (p− 1) (1 + (pd− 1)(pd− 2)) .
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We complete the proof by noting that g(C) =
(
pd−1
2
)
. 
Proposition 3.2. The fundamental group π1(X) is trivial.
Proof. Since X → P2 is tamely ramified over a smooth, irreducible curve, this follows from
[Abh59, Proposition 8 (iii)]. 
Corollary 3.3. The groups PicX [pn], H1(X,Z/pn), and H3(X,Z/pn) are trivial for all n.
Proof. Nontrivial elements of PicX [pn] give rise to nontrivial cyclic e´tale covers of X of order
pn. Proposition 3.2 shows that no such covers exist. Also, H1(X,Z/pn) = Hom(π1(X),Z/p
n) =
0 for all n. Since k contains all of the p∞th roots of unity, Poincare´ duality for e´tale coho-
mology shows that H3(X,Z/pn) = 0 for all n. 
Lemma 3.4. We have H2(X,Z/p) ∼= (Z/p)b2(X).
Proof. Let b be such that H2(X,Z/p) ∼= (Z/p)b. It suffices to show that H2(X,Z/pn) ∼=
(Z/pn)b for all n, as then b will be the Betti number we seek. We proceed by induction.
Consider the exact sequence
0→ Z/pn → Z/pn+1 → Z/p→ 0.
Using the long exact sequence for cohomology, as well as Corollary 3.3, we get a short exact
sequence
0→ H2(X,Z/pn)→ H2(X,Z/pn+1)→ H2(X,Z/p)→ 0,
which by induction can be written as
0→ (Z/pn)b → H2(X,Z/pn+1)→ (Z/p)b → 0.
Thus
H2(X,Z/pn+1) ∼= (Z/pn ⊕ Z/p)s ⊕ (Z/pn+1)t,
where s + t = b. The map to H2(X,Z/p) is reduction modulo p, which yields an image of
(Z/p)2s+t. So s + t = 2s + t = b, and we conclude that s = 0 and t = b, completing the
induction. 
Corollary 3.5. We have dimFp BrX [p] = (p − 1)(1 + 2g(C)) + 1 − ρ(X), where ρ(X) =
rank NS(X).
Proof. By Proposition 3.1, we need only prove that dimFp BrX [p] = b2(X) − ρ(X). Using
the Kummer exact sequence on X :
1→ Z/p→ Gm → Gm → 1,
we obtain the following from the long exact sequence:
0→ PicX/p · PicX → H2(X,Z/p)→ BrX [p]→ 0.
By Corollary 3.3, the first term is (Z/p)ρ(X). By Lemma 3.4, the middle term is (Z/p)b2(X).
The corollary follows. 
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3.2. The cyclic action on the Brauer group. Let ζ denote a generator of the Galois
group of π : X → P2. Then ζ acts on BrX as follows. Embed BrX into Brk(X) =
H2(k(X), (k(X)s)
×). Extend the canonical automorphism ζ∗ of k(X)× arbitrarily to an
automorphism of (k(X)s)
× (which we also call ζ∗). We let ζ act on Gk(X) by
(ζg)(a) = (ζ∗)−1(g(ζ∗(a)))
for g ∈ Gk(X) and a ∈ k(X)×s . These two actions are compatible, and thus give an action of
ζ on Hi(k(X), (k(X)s)
×) for all i. This action is independent of the extension of ζ∗ chosen,
as can be seen by setting i = 0 and using the fact that cohomology is a universal δ-functor.
Setting i = 2 gives an action on Brk(X). This action clearly preserves BrX ⊆ Brk(X),
thus giving an action of ζ on BrX .
Proposition 3.6. The action of ζ on BrX extends to an action of the ring Z[ζ ]/(1 + ζ +
· · ·+ ζp−1) on BrX.
Proof. The action of Z is by scalar multiplication, and this action obviously commutes with
the action of ζ . So it remains to show that ω :=
∑p−1
i=0 ζ
i kills BrX . Now, we have the
corestriction and restriction maps
cores : Hi(k(X), (k(X)s)
×)→ Hi(k(P2), (k(P2)s)×)
and
res : Hi(k(P2), (k(P2)s)
×)→ Hi(k(X), (k(X)s)×).
We claim that res ◦ cores is equal to the action of ω on Hi(k(X), (k(X)s)×) for all i. Since
both are endomorphisms of the universal δ-functor, it suffices to show this when i = 0, in
which case both maps are simply ι ◦ Trk(X)/k(P2), where ι is the inclusion k(P2) →֒ k(X).
Thus the claim is proved.
Let X1 be the set of all codimension 1 points in X , and let Z1 be the set of all codimension
1 points in P2. We have a commutative diagram
0 // BrX // Brk(X)
∂
//
cores

⊕
x∈X1
H1(k(x),Q/Z)
cores

0 // BrP2 // Brk(P2)
∂
//
⊕
z∈Z1
H1(k(z),Q/Z)
where the maps ∂ are the residue maps defined in Section 2.2 and the rows are exact. The
diagram commutes because of the naturality of the residue map and the fact that corestriction
is a morphism of δ-functors. Furthermore, the diagram shows that if α ∈ BrX ⊆ Brk(X),
then cores(α) has trivial residues. Thus cores(α) ∈ BrP2, which is trivial. Since ω =
res ◦ cores, it follows that ω kills α. 
Remark 3.7. Proposition 3.6 above allows us to think of ζ as a pth root of unity.
Corollary 3.8. We have BrX [1− ζ ] ⊆ BrX [p].
Proof. This follows from Proposition 3.6 and the fact that 1− ζ divides p. 
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4. p-torsion divisor classes and Brauer elements
In this section, we show how to obtain (1− ζ)-torsion Brauer elements on X from certain
divisor classes on C. The correspondence passes through Brauer elements on U = P2\(C∪L).
4.1. Divisor classes on C. We will be concerned with the group (PicC/ZL) [p]. Since any
divisor class in PicC is p-divisible if its degree is 0 modulo p, and the degree of C is pd, the
short exact sequence
0→ PicP2 → PicC → PicC/ZL→ 0
together with the Snake Lemma proves that (PicC/ZL) [p] is an extension
0→ JacC[p]→ (PicC/ZL) [p]→ Z/p→ 0.
The goal of this section is to prove Theorem 1.3, which we restate here for the reader’s
convenience.
Theorem (1.3). The following diagram commutes and the top row is exact.
0 // PicX
ZH+(1−ζ) PicX
j
//
(
PicC
ZL
)
[p]
ψ
//
 _
φ

BrX [1− ζ ] //
 _

0
BrU [p]
pi∗
// Brk(X)[p]
We begin in Section 4.2 by defining the map ψ, and prove that it surjects onto BrX [1− ζ ]
in Section 4.3. Then we define the map j in Section 4.4. Finally, in Section 4.5, we show
that these maps fit together in the above exact sequence. In Section 4.6 we give an alternate
proof of surjectivity of ψ when p = 2.
Remark 4.1. If π : X → P2 and C are defined over a subfield k0 ⊂ k, then all groups in
Theorem 1.3 have an action of Gal(k/k0). It will be clear that the definitions of ψ and j
respect the Galois action. Thus, we obtain an exact sequence and commutative diagram of
Gal(k/k0)-modules.
Remark 4.2. When p = 2, BrX [1− ζ ] = BrX [2], so we obtain all 2-torsion Brauer classes.
For p > 2, the containment BrX [1− ζ ] ⊂ BrX [p] will always be strict; this will follow from
the argument in Section 4.6.
4.2. Obtaining Brauer elements on X.
Proposition 4.3. There exists an injective homomorphism φ : (PicC/ZL) [p] → BrU [p]
and a homomorphism ψ : (PicC/ZL) [p]→ BrX [p] such that the diagram
(PicC/ZL) [p]
ψ

  φ // BrU [p]
pi∗

BrX [p] 

// Brk(X)[p]
commutes.
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Proof. Let D ∈ DivC be such that [D] ∈ (PicC/ZL) [p]; then there is a gD ∈ k(C)×, unique
up to constants, and a unique nD ∈ Z such that
div(gD) = pD + nD(L ∩ C).
We claim:
Lemma 4.4. The map D 7→ (gD, nD) ∈ k(C)×/k× × Z induces a well-defined injective
homomorphism
φ′ : (PicC/ZL) [p] −→ k(C)×/k(C)×p × Z/p.
Proof. First we note that since p 6= char(k) and k is separably closed, we have k× ⊂ k(C)×p.
Now let D,D′ be two linearly equivalent divisors whose classes are in (PicC/ZL) [p] and let
hD′,D ∈ k(C) be such that div(hD′,D) = D′ −D. Then
div(hpD′,DgD) = pD
′ − pD + pD + nD(L ∩ C),
Since gD′ and nD′ are unique, this implies that gD′ = gDh
p
D′,D and nD′ = nD. Thus the map
is well-defined on PicC.
If D′ = D +m(L ∩ C) for some integer m ∈ Z, then
div(gD) = pD + nD(L ∩ C) = pD′ + (nD −mp)(L ∩ C).
Thus, gD′ = gD and nD′ = nD−mp so we obtain a well-defined map φ′ on (PicC/ZL) [p]. It
is clear from the definition that φ′ is also a homomorphism; it remains to prove injectivity.
Let D ∈ DivC be such that [D] ∈ (PicC/ZL) [p] and such that gD = hp and nD = pm
for some h ∈ k(C)× and some m ∈ Z. Then
p div(h) = div(gD) = pD + nD(L ∩ C),
so D ∼ −m(L ∩ C). This completes the proof of the lemma. 
We resume the proof of Proposition 4.3. We claim that the following diagram exists,
commutes, and has exact rows. From this, the proposition follows easily.
(PicC/ZL) [p] 
 φ′
//
φ
&&◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
ψ

k(C)×
k(C)×p
× Z/p
 _

BrU [p] 
 ∂
//
pi∗

k(C)×
k(C)×p
× k(L)×
k(L)×p
pi∗

r
//
⊕
P∈C∪L
Z/p
BrX [p] 

// Br π−1(U)[p]
∂
// k(C˜)
×
k(C˜)×p
× k(pi−1(L))×
k(pi−1(L))×p
(4.1)
The existence of the first row follows from Lemma 4.4. The existence and exactness of the
second and third row follow from [Gro68c] and [AM72, Thm. 1] (in the second row, r is
the order map). The bottom square commutes by functoriality. It remains to consider the
diagonal map, the leftmost vertical map and the top right vertical arrow.
We define the top right arrow componentwise; we take the identity map on the first
component and
Z/p→ k(L)×/k(L)×p, n 7→ (ℓ˜dp/f)n
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on the second. This is injective since C meets L in pd distinct points. After composing this
map with φ′ we obtain
(PicC/ZL) [p]→ k(C)×/k(C)×p × k(L)×/k(L)×p, [D] 7→ (gD, ℓ˜nDdpf−nD).
By [AM72, Thm. 1],
(r(hC , hL))P =


vP (hC) + vP (hL) if P ∈ L ∩ C,
vP (hC) if P ∈ C \ (L ∩ C),
vP (hL) if P ∈ L \ (L ∩ C).
From the definition of gD and nD, it is clear that (r(hC , hL))P is trivial in Z/p for all points
P ∈ C ∪ L. Thus, we obtain a map φ : (PicC/ZL) [p]→ BrU [p].
To prove that there exists a map ψ making the diagram commute, it suffices to show
that ∂ ◦ π∗ ◦ φ = π∗ ◦ ∂ ◦ φ is identically 0. By the previous paragraph, we know that
∂ ◦ φ : D 7→ (gD, (ℓ˜dp/f)nD). Then we observe that ℓ˜dp/f is a pth-power in k(π−1(L)) and
that π∗ acts as raising to the pth-power on k(C)×/k(C)×p, which completes the proof. 
4.3. Surjectivity of ψ. By construction, it is clear that imψ ⊆ BrX [1 − ζ ]. To show the
surjectivity of ψ onto BrX [1− ζ ], we prove:
Proposition 4.5.
BrX [1− ζ ] = imψ.
Proof. This follows immediately from Corollary 3.8 and the following lemmas, which we
prove below.
Lemma 4.6.
BrX [1− ζ ] ⊂ im π∗ : Brk(P2)→ Brk(X).
Lemma 4.7.
π∗(Brk(P2)) ∩ BrX = imψ.

Proof of Lemma 4.6. Consider the Hochschild-Serre spectral sequence in group cohomology
Ep,q2 = H
p(Gal(F ′/F ),Hq(F ′, F×s ))⇒ Lp+q := Hp+q(F, F×s ),
where F ′/F is a cyclic extension of degree p. By Hilbert’s theorem 90 and Tate cohomology,
Ep,q2 = 0 if q = 1, or q = 0 and p = 1 or p = 3. Therefore, L
2 = BrF surjects onto
(BrF ′)Gal(F
′/F ) = E0,22 = E
0,2
∞ . Setting F
′ = k(X) and F = k(P2), we have a surjection
π∗ : Brk(P2)→ (Brk(X))ζ.
We complete the proof by observing that BrX [1− ζ ] ⊂ (Brk(X))ζ. 
Proof of Lemma 4.7. From the definition of ψ, it is clear that imψ ⊂ π∗(Brk(P2)[p]) ∩
BrX [p]. Therefore, it remains to prove the reverse containment.
Let A ∈ Brk(P2) be a Brauer class of exact order m such that π∗A ∈ BrX . Let Z ⊂ X be
an irreducible curve and letW := π(Z). Since ∂Z(π
∗(A)) = π∗(∂W (A)), π∗(A) ∈ BrX if and
only if ∂W (A) is in the kernel of the restriction morphism H1(k(W ),Q/Z)→ H1(k(Z),Q/Z).
However, the kernel of restiction is a p-group, thus we may assume that m = p.
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Denote the irreducible components of the ramification divisor of A that are different from
C and L by W1, . . . ,Wn. Let gi be a homogeneous polynomial of degree mi such that
Wi = V (gi). Since π
∗A is unramified and Wi 6= C or L, the residue of A at Wi must be
equal to (f/ℓdp)ai for some integer ai. Consider the central simple algebra
B := A− 〈(f/ℓdp)a1 , g1/ℓm1 〉p − 〈(f/ℓdp)a2 , g2/ℓm2 〉p − · · · − 〈(f/ℓdp)an , gn/ℓmn 〉p.
From the definition, one can easily see that B ∈ BrU and that π∗A = π∗B. It remains to
show that B ∈ imφ. Since π∗B ∈ BrX , the residue of B at L must be equal to (ℓ˜dp/f)n for
some integer n. Additionally, by the exactness of the second row of (4.1), the residue at C
must be some function g such that
div(g) = pD + n(L ∩ C)
for some divisor D. Therefore, B = φ(D), which completes the proof. 
4.4. Obtaining elements of (PicC/ZL) [p] from divisors on X. To each reduced and
irreducible divisor Z ⊂ X \ C˜, we associate a divisor DZ := π∗(Z ∩ C˜) in C. Extending the
map by linearity, we obtain a homomorphism
j′ : Div(X \ C˜)→ DivC.
Let H = π∗L.
Lemma 4.8. The map j′ induces a homomorphism
j :
PicX
ZH + (1− ζ) PicX −→ (PicC/ZL) [p].
Proof. First note that j′ certainly sends principal divisors on X supported away from C˜ to
principal divisors on C. Then, after composing j′ with the quotient DivC → PicC, we
may extend the map to C˜ by finding a linearly equivalent divisor with disjoint support.
Thus, we have a homomorphism from PicX → PicC. It is clear from the definition that
j′((1− ζ)Z) = 0, so we may also take the quotient of the domain by (1− ζ) PicX . Next, we
observe that by the projection formula (see, e.g., [Liu02], p. 399),
L ∩ C = L ∩ π∗(C˜) = π∗(π∗L ∩ C˜) = π∗(H ∩ C˜).
Hence if we quotient PicX by ZH and quotient PicC by ZL, the map stays well-defined.
Finally, we show that [DZ ] is contained in (PicC/ZL) [p]. The projection formula implies
pDZ = π∗(Z ∩ pC˜) = π∗(Z ∩ π∗C) = (π∗Z) ∩ C.
However, π∗Z ≡ deg(π∗(Z)) ·L. Thus, pDZ − deg(π∗(Z)) · (L∩C) is principal on C, and so
[DZ ] ∈ (PicC/ZL) [p]. 
4.5. Proof of Theorem 1.3. The commutativity follows from Proposition 4.3 and the
surjectivity of ψ follows from Proposition 4.5. It remains to prove exactness in the middle
and injectivity of j. We do so by proving that
im j = ker(π∗ ◦ φ), and ker(φ ◦ j) = 0
and then using Proposition 4.3 to conclude that im j = kerψ and that ker j = 0. To do this,
we first prove a preliminary lemma:
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Lemma 4.9. Let Z = Z1−Z2 ∈ Div(X) with Zi effective, let gi be a homogeneous polynomial
such that V (gi) = π∗(Zi), set n := deg(g1)− deg(g2) and set g = g1/g2. Then
φ′(j(Z)) = (g/ℓn,−n) .
Proof. Unravelling the definitions, it suffices to show that
div(g/ℓn) ∼ pπ∗((Z1 − Z2) ∩ C˜)− n(L ∩ C)
as divisors on C. The first term on the right-hand side is equal to π∗((Z1 − Z2) ∩ π∗C),
which is equal to div(g) (as a divisor on C) by the projection formula. The lemma follows
immediately. 
Let us resume the proof of the theorem. Let Z ∈ Div(X) and let g, n be as in the lemma.
We claim that φ(j(Z)) is equal to the p-cyclic algebra A := 〈ℓ˜dp/f, g/ℓn〉p. To prove this,
it suffices to compare the residues of A to the residues of φ(j(Z)). By Theorem 2.18, the
residue of A at C is equal to g/ℓn, the residue of A at L is
(
f/ℓ˜dp
)n
, and the residue of
A at Wi, a component of π∗(Z) of multiplicity mi is (ℓ˜dp/f)mi; the residues at all other
curves are trivial. Observe that if mi is nonzero modulo p, then a component of Z must
map isomorphically onto Wi. This then implies that ℓ˜
dp/f is a pth power in k(Wi). Thus, all
components of π∗(Z) have trivial residue. By Lemma 4.9 and the proof of Proposition 4.3,
φ(j(Z)) has residue g/ℓn at C, residue
(
ℓ˜dp/f
)−n
at L, and trivial residue elsewhere. Thus,
φ(j(Z)) = A, which is plainly in ker π∗, so im j ⊂ ker π∗ ◦ φ.
Now assume that φ(j(Z)) = A is trivial in BrU . Then g/ℓn = Normk(X)/k(P2)(γ) for some
γ ∈ k(X)× by Proposition 2.12 (iv). Equivalently, π∗Z − nL ∈ π∗Princ(X). Therefore,
[Z] ∈ ZH + (1− ζ) PicX and φ ◦ j is injective.
Now let B ∈ imφ ∩ ker π∗ ⊂ BrU . Since π∗B = 0 and k(X)/k(P2) is a cyclic extension,
B must be of the form 〈f/ℓ˜dp, h〉p for some function h ∈ k(X)×. Furthermore, by Proposi-
tion 2.12, we may multiply h by a power of f/ℓ˜dp to assume that vC(h) = 0. On the other
hand, since B ∈ imφ, for all prime divisorsW ⊂ P2 different from L, either vW (h) ≡ 0 mod p
or f/ℓ˜dp ∈ k(W )×p. Thus div(h) = π∗(Z)− nL for some divisor Z on X and some integer n.
This implies that B ∈ im j, which completes the proof. 
4.6. Alternative proof of surjectivity when p = 2. When p = 2 we can give a brief
alternate proof of the surjectivity of ψ with a cardinality argument as follows. By Corol-
lary 3.5,
dimF2 BrX [2] = 1− ρ+ (p− 1) (1 + 2g(C)) = 2 + 2g(C)− ρ.
We also have that
dimF2 (PicC/ZL) [2] = 2g(C) + 1, and dimF2 PicX/(ZH + 2PicX) = ρ− 1.
Then surjectivity follows since 2 + 2g(C)− ρ+ ρ− 1 = 2g(C) + 1. 
Remark 4.10. The above argument can be strengthened to show that, for odd p, BrX [1−
ζ ] ( BrX [p]. To do so, first note that dimFp PicX/(ZH + (1− ζ) PicX) is always bounded
below by (ρ− 1)/(p− 1). Therefore,
dimFp
BrX [p]
BrX [1− ζ ] ≥ (p− 2)
(
1 + 2g(C)− ρ− 1
p− 1
)
.
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Then, by Proposition 3.1 pg = h
2,0 > 0, so ρ is strictly less than b2, and thus 1+2g(C) >
ρ−1
p−1
.
Hence for odd p, dimFp
BrX[p]
BrX(1−ζ)
is strictly positive.
5. Geometric constructions for Brauer elements in the case p = 2
Henceforth we restrict to the case that p = 2. We allow C to be a curve of arbitrary degree
e, not necessarily even.
In this section we will describe a method that, given an element of (PicC/ZL)[2], con-
structs a class in Brk(P2)[2]. In the case that e = 2d is even, our construction even yields a
class in BrX [2] where π : X → P2 is the double cover ramified on C. In any case, the Brauer
class on k(P2) will be ramified only on C and possibly L, thus giving an element of BrU [2].
The method works over any ground field of characteristic prime to 2 over which the relevant
objects are defined. Thus, throughout, we will let L be a line bundle on C whose class in
PicC/ZL is 2-torsion, and let k0 be any field over which C and L are defined and such that
char(k0) 6= 2. Let k denote a separable closure of k0; this is compatible with our previous
notation.
5.1. Symmetric resolution on line bundles. To begin the construction we form a sym-
metric resolution of L by line bundles on P2.
Since the class of L in PicC/ZL is 2-torsion, L ⊗ L ≃ OC(εL) where ε is some integer.
By twisting L, we can and do assume that ε = 0 or 1. We will use the following result of
Catanese [Cat81], which is also described in [Cat97]. The theorem is stated for algebraically
closed fields of characteristic 0 in the above citations, but the proof works for any field of
characteristic not 2.
Theorem 5.1 ([Cat81, Prop 2.28]). Let C be a smooth curve in P2 and let L be a line bundle
on C such that L ⊗ L ≃ OC(ε) where ε = 0 or 1. Then there is a symmetric resolution of
L as a sheaf on P2 by line bundles. More precisely we have:
0→
n⊕
i=1
OP2(ai − e+ ε) M−→
n⊕
i=1
OP2(−ai)→ L → 0
where M = (mij) is a n× n symmetric matrix with deg(mij) = e− ai − aj − ε and ai ≥ 0.
Corollary 5.2. We have that V (detM) = C and the degree sequence (di) = (deg(mii))
n
i=1
gives a partition of e into n parts, each of which has the same parity.
Proof. This is an immediate consequence of Catanese’s result. 
Proposition 5.3. Let L be the moduli space of pairs (C,L) of smooth planar curves C
of degree e with L ∈ (PicC/ZL)[2] such that the symmetric resolution of L yields a fixed
partition e = d1 + · · ·+ dn. Recall that ai = (e− di − ε)/2. Then
dimL =
∑
1≤i≤j≤n
(
e− ai − aj − ε+ 2
2
)
−
∑
1≤i,j≤n
(
ai − aj + 2
2
)
− 8.
The partitions e = 1 + · · ·+ 1, e = 2 + · · ·+ 2, e = 3 + 1 + · · ·+ 1, and the trivial partition
e = e, occur for generic curves C. All other partitions only occur for special planar curves
of degree e.
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Proof. Let V =
⊕OP2(−ai) and let p : PP2(V ) → P2 be the projection. Let AutP2 P(V ) =
{ψ ∈ AutP(V ) | p ◦ ψ = p} be the automorphisms that act fibrewise. The first statement
comes from counting parameters for the matrices M and subtracting the dimension of auto-
morphisms dimAutPP2(V ) = dimAutP2(P(V ))⋊ AutP
2. That is,
dimL =
∑
1≤i≤j≤n
h0(O(deg(mij)))− 1− dimAutP2 P(V )− dimAutP2.
Since L is finite over planar curves and smooth planar curves of degree ≥ 4 have finite
automorphism groups, this yields the dimension of the moduli space.
Let |C| be the dimension of the moduli space of plane curves of degree e. By Proposi-
tion A.1,
dimL ≤ dim |C| − dimAutP2 = (
(
e+ 2
2
)
− 1)− 8,
with equality if and only if the partition is e = 1+ · · ·+1, e = 2+ · · ·+2, e = 3+1+ · · ·+1,
or the trivial partition e = e. 
5.2. Constructing Brauer classes. Henceforth, we will consider a fixed nontrivial line
bundle L such that L⊗L ≃ OC(ε) for ε ∈ {0, 1}, and then letM and ai be as in Theorem 5.1.
Since L is nontrivial, n ≥ 2. We note that ε,M, ai depend on the choice of L, despite the
lack of dependence in the notation. After possibly reordering, we will assume that degmii
is a weakly decreasing sequence
Write
V =
n⊕
i=1
OP2(ai − e + ε).
SinceM : V → V ∗(ε−e) is symmetric, we can interpretM as a quadratic formM : SymV →
OP2(ε− e). Equivalently, we may consider the subvariety V (xtMx) ⊂ PP2(V ) which gives a
quadric bundle over P2.
Example 5.4.
(1) If M corresponds to a partition into n equal parts, then the subvariety is a hyper-
surface of degree (2, e/n) in Pn−1 × P2. Projection onto the second factor gives the
quadric bundle over P2.
(2) The partition e = 3 + 1 + · · ·+ 1 yields a matrix M with degrees

3 2 2 · · · 2
2 1 1 · · · 1
2 1 1 · · · 1
...
...
...
. . .
...
2 1 1 · · · 1


Let x, y, z be coordinates on our base P2 and let Y ⊂ Pe−1 be the cubic (e− 2)-fold
cut out by the vanishing of vtMv where v = (1, v0, . . . , ve−4) and P
e−1 has coordinates
v0, . . . , ve−4, x, y, z. Projection from the linear space Π = V (v0, . . . , ve−4) gives rise to
a quadric bundle
BlΠ Y → P2.
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If ε − e is even we can twist by (ε − e)/2 to obtain a quadratic form that takes values
in OP2 . If ε − e is odd, then we may twist by (ε − e − 1)/2 and trivialize OP2(1) over
A2 := P2 \ L to obtain a quadratic form with values in OA2 . In both cases, the quadratic
form is nondegenerate away from C.
Given a quadratic form M valued in OP2 or OA2 , we may consider the sheaf of Clifford
algebras C l(M) and the sheaf of even Clifford algebras C l0(M). If n is even, then C l(M)
defines an element in BrU ⊂ Brk(P2). If n is odd, then C l0(M) defines an element in
BrU ⊂ Brk(P2). In order to avoid making different statements in the case that n is odd or
even, we define:
Definition 5.5.
AU(M) :=
{
C l(M) if n is even,
C l0(M) if n is odd,
and, if e is even, AX(M) :=
{
C l0(M) if n is even,
C l(M) if n is odd.
Note that if e is even (soX is defined), then π∗AU(M) is equal toAX(M) in Brk(X) [Lam05,
V.2.4; Knu88, Chap. 4, Lemma 9]; in fact, if n is odd then AU(M)⊗k(P2)k(X) is isomorphic
to AX(M). In particular, this implies that π
∗AU(M) ∈ BrX. In summary, we have proved
the following proposition.
Proposition 5.6. Assume that e = 2d. Then we have maps
AU : (PicC/ZL)[2]→ BrU [2] and AX : (PicC/ZL)[2]→ BrX [2]
such that the diagram
(PicC/ZL) [2]
AX

AU
// BrU [2]
pi∗

BrX [2] 

// Brk(X)[2]
commutes.
We note that thus far we have just proved there is a map of sets. In Section 6, we will
prove that AU and AX are group homomorphisms.
Example 5.7.
(1) degC even, ε = 0: In this case the set of divisors L is exactly Jac(C)[2]. All 2-torsion
line bundles on generic curves C will have a resolution giving rise to the partition
e = 2 + 2 + · · ·+ 2. Other partitions of e into even parts will only occur for special
curves C.
(2) degC even, ε = 1: The set of such line bundles is in bijection with theta character-
istics on C; the correspondence is twisting by 1
2
(e − 4). On a generic curve C, such
a line bundle L will have a resolution giving rise to the partition e = 1 + 1 + · · ·+ 1
or e = 3 + 1 + · · ·+ 1, depending on whether the corresponding theta characteristic
is even or odd, respectively. Recall that a theta characteristic L is even or odd de-
pending on the parity of h0(L). Other partitions of e into odd parts will only occur
for special curves C.
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(3) degC odd, ε = 0: These line bundles are again in bijection with theta characteristics
on C, although this time the bijection is given by twisting by 1
2
(e− 4). On a generic
curve C, such a line bundle L will have a resolution giving rise to the partition
e = 1 + 1 + · · ·+ 1 or e = 3 + 1 + · · ·+ 1, depending on whether the corresponding
theta characteristic is even or odd respectively. As above, other partitions of e into
odd parts will only occur for special curves C.
Note that if L⊗L ∼= OC(εL) then degL = 12eε. Thus, Example 5.7 covers all possibilities.
6. Compatibility of ψ and AX
In this section we compare the maps
φ : (PicC/ZL)[2]→ BrU [2] and ψ : (PicC/ZL)[2]→ BrX [2]
defined in Section 4.2 with the maps
AU : (PicC/ZL)[2]→ BrU [2] and AX : (PicC/ZL)[2]→ BrX [2]
defined in Section 5.2. More precisely, we will prove the following theorem.
Theorem 6.1. For all D ∈ (PicC/ZL)[2], we have
φ(D) = AU(D)k, and ψ(D) = AX(D)k.
Theorem 1.1 then follows immediately from Theorems 1.3 and 6.1, Proposition 5.3, and
Example 5.4.
We will prove Theorem 6.1 by comparing residues of φ(D) and AU(D)k. We begin in
Section 6.1 by computing the residues of AU(D) in terms of minors of the matrix M = MD
associated to D via Theorem 5.1. Next, in Section 6.2 we prove some preliminary relations
among the minors of symmetric matrices which we use in Section 6.3 to relate the vanishing
of certain minors ofMD to the Weil divisor D. Finally, we combine everything in Section 6.4
to complete the proof of Theorem 6.1.
As before, if M is an n×n matrix, we let Mij denote the (n−1)× (n−1) minor obtained
by deleting the ith row and jth column of M . Furthermore, we let Mi denote the upper-left
i× i principal minor.
6.1. Residues of AU(L). In this section, we will compute the ramification data AU(L). Let
M (0) be the matrix over k(P2) obtained from M by dividing every entry by an appropriate
power of ℓ. We will first perform a change of basis so that we may assume certain minors
are nonzero.
Lemma 6.2. Let M be a symmetric n × n matrix over the polynomial ring k0[x, y], and
suppose that detM 6= 0. Then there is a basis of k0[x, y]n so that if we write M in terms of
this basis, all the principal minors Mi are non-zero.
Proof. We will first do this over a point in A2. Write Q for the corresponding quadric. We
need to find a sequence of smooth hyperplane sections Q ∩H1 ⊂ Q ∩H1 ∩H2 ⊂ · · · ⊂ Q ⊂
H1∩· · ·∩Hn−2 which are all smooth. A hyperplane section of a smooth quadric is singular if
and only if the hyperplane is a tangent plane. The generic hyperplane is not a tangent plane,
even over finite fields since the number of points in a quadric is smaller than the number of
possible hyperplane sections.
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Now to prove this generally, we merely do the above change of basis at a point and then
lift to a change of basis over k0[x, y] via the surjection GLn k0[x, y]։ GLn k0. 
Proposition 6.3. The Azumaya algebra AU(L) is unramified away from C and L. At C
and L, we have
∂C(AU(L)) = Mnn/ℓ2d−dn , and ∂L(AU(L)) = (f/ℓ˜2d)i,
where div(Mnn/ℓ
e−dn) = 2D + i(C ∩ L) for some divisor D.
Proof. The Azumaya algebra AU(L) is constructed as the Clifford algebra or even Clifford
algebra of a smooth quadric bundle over U , and as such, is unramified over all of U . Further-
more, by Proposition 5.6, π∗AU(A) is unramified on X . Since k(π−1(L)) = k(L)(
√
f/ℓ˜2d),
the residue at L must be (f/ℓ˜2d)i for some integer i.
We now turn to computing the residue at C. By Lemma 6.2, we may assume that
Mj ,M
(0)
j 6= 0 for all j. Since deg(Mn) > deg(Mj) for all j < n and C is reduced
and irreducible, vC(Mj) = 0 for all j < n and similarly vC(ℓ) = 0 Hence, by Propo-
sition 2.29, ∂C(AU(L)) = Mnn/ℓe−dn. Finally, the compatibility between i,Mnn, and dn
follows from (4.1). 
Remark 6.4. One can use Schur’s identity to show that Mi+1/Mi−1 is a square modulo Mi
giving an alternate approach to showing that Cl(Q) is unramified away from C and L.
6.2. Symmetric matrices of homogeneous forms on P2. Throughout this section M =
(mi,j) will be an arbitrary symmetric n × n matrix of homogeneous forms on P2 such that
2 deg(mij) = deg(mii)+deg(mjj). Also, C = V (detM) ⊆ P2 (note that this is a more general
situation than in Section 5, as we do not assume anything about C).
Lemma 6.5. The curve C is smooth if and only if the rank of M is n − 1 along C. More
precisely, if the rank at a point P ∈ C is r, then C has a singularity of multiplicity n− r at
that point.
Proof. Since this is a geometric condition we can assume that we are over an algebraically
closed field k0, and we can pass to the completion at a point P ∈ C so we will work over
k0Jx, yK with maximal ideal m = (x, y). LetM(P ) denote the matrixM at P and let r denote
the rank of M(P ). We can change basis at P so that M(P ) = 0n−r⊕ Ir where Ir is the r× r
identity matrix and 0n−r is the (n−r)×(n−r) zero matrix. Now when we lift our chosen basis
at p by Nakayama’s lemma, we get that M =M(p) + xMx + yMy +m2F Jx, yKn×n for some
symmetric matrices Mx,My over F Jx, yK. Note that detM ∈ (x, y)n−r. So C = V (detM)
is smooth if and only if the corank n− r = 1. 
Remark 6.6. In higher dimensions, the discriminant of the quadric bundle will have sin-
gularities as long as the map parametrizing the quadrics has dimension ≥ 2. It would be
interesting to extend the results of this paper to higher dimensions, but this would require
an analysis of the behaviour of the singularities of C = V (detMnn)
Proposition 6.7. Let M be a symmetric n×n matrix of homogeneous forms on P2. Assume
that C = V (detM) is smooth. Let j ∈ {1, . . . , n}. Then
V (detM,Mjj)red = V (M1j , . . . ,Mnj)red.
Further, for every P ∈ C, vP (Mjj) = 2mini{vP (Mij)}.
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Proof. By a permuation of the coordinates we may assume that j = n. Further, this is a
geometric statement, so we will work over the algebraic closure k0.
We will first show the set-theoretic equality V (detM,Mnn)red = V (M1n, . . . ,Mnn)red. The
containment V (M1n, . . . ,Mnn) ⊂ V (detM,Mnn) is clear. To prove the reverse containment
let P ∈ V (detM,Mnn)red and consider the quadric bundle Q = V (xtMx) ⊂ Pn−1U over U .
We write e1, . . . , en for the coordinates on P
n−1
U .
Since P ∈ V (detM,Mnn)red, the fiber Q := QP is singular and the intersection Q∩V (en)
is also singular. By Lemma 6.5, M(P ) has rank n− 1 so Q is the cone of a smooth quadric
over a point v ∈ Pn−1. Then, since a hyperplane section of Q is singular if and only if
it contains the vertex point, the last coordinate of v must be 0. As the vertex point of
Q = QP can also be viewed as an element of kerM(P ), this implies that Min vanishes at P
for i = 1, . . . , n. Thus
V (detM,Mnn)red = V (M1n, . . . ,Mnn)red.
To prove the second claim concerning the valuations, we pass to the completion at P and
work over k0Jx, yK with maximal ideal m = (x, y). We change coordinates on P
n such that
V (en) stays fixed and v = (1 : 0 : · · · : 0). Then we may write
M =


0 0 · · · 0
0
B0
...
0

+


a v2 · · · vn
v2
B
...
vn

 ,
where a, vi and the entries of B are all in m, and B0 ∈Mn−1(k0). Therefore
detM ≡ a det(B0) mod m2.
Since C is smooth, det(B0) must be a unit. Now we pass to the complete discrete valuation
ringOC,P ∼= k0JxK. In this ring, B0 is still invertible, therefore, by the Gram-Schmidt process,
we may diagonalize B0 +B over k0JxK while still preserving V (en). Hence, we may assume
that M is of the form


a v2 v3 · · · vn
v2 u2 0 · · · 0
v3 0 u3 · · · 0
...
...
...
. . .
...
vn 0 0 · · · 1

 ,
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where a, vi ∈ xk0JxK and ui ∈ k0JxK×. Then we have
detM = au2 · · ·un−1 − v22
n−1∏
j 6=2
uj − v23
n−1∏
j 6=3
uj − · · · − v2n−1
n−1∏
j 6=n−1
uj − v2n
n−1∏
j=1
uj
Mnn = au2 · · ·un−1 − v22
n−1∏
j 6=2
uj − v23
n−1∏
j 6=3
uj − · · · − v2n−1
n−1∏
j 6=n−1
uj
Min = ±vnvi
∏
j 6=i
uj, i = 2, . . . , n− 1
M1n = ±vn
∏
j
uj
In OC , detM = 0 so Mnn = Mnn − detM = v2n
∏n−1
j=1 un. Hence,
vP (Mnn) = vP (−u1 · · ·un−1v2n) = 2vP (vn)
and mini vP (Min) = vP (M1n) = vP (vn), which completes the proof. 
6.3. Determining the Weil divisor corresponding to L. To determine the divisor D
such that L ≃ OC(D), we will twist L by some OP2(i) to obtain a line bundle N which is
effective and has a summand OP2 in its resolution. Then we will apply the general statement
below.
Proposition 6.8. Let N be an effective line bundle of C that has a presentation of the form
0→
n⊕
i=1
O(−βi) M→
(
n−1⊕
i=1
O(−αi)
)
⊕O → N → 0.
Let en denote the section of N corresponding to 1 ∈ O in the last direct summand. Then en
vanishes on the (n−1)× (n−1) minors Mni obtained by removing the bottom row of M and
one of the columns. In particular, N ≃ OC(D) where D = V (Mn1, . . . ,Mnn) ⊂ C.
Proof. Consider N as given by this presentation. We will write en as the usual standard
basis vector. The section en will vanish exactly when en ∈ imM . This occurs when we can
solve the equation Mx = en. The rank of M is always at least n− 1 by Lemma 6.5, and is
exactly n − 1 on C. Then Mx = en has a solution at a point in C if and only if the rank
of the n × (n + 1) matrix (M |en) equals the rank of M which is n − 1. Hence we need the
locus where rank(M |en) ≤ n − 1, which is exactly given by the vanishing of all the minors
Mn1, . . . ,Mnn. 
Corollary 6.9. L ≃ OC(V (M1n, . . . ,Mnn)− 12(e− dn − ε)L).
Proof. We apply the Proposition to L ⊗OC(anL) and note that 2an = e− dn − ε. 
Example 6.10. Consider the resolution
0→ OP2(−2) M→ OP2(−1)3 → L→ 0,
where
M =

ax bz bybz ay bx
by bx az

 .
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For generic a, b, the curve C = V (detM) = V ((a3+2b3)xyz− ab2(x3+ y3+ z3)) is a smooth
genus 1 curve. The conic E = V (M33) = V (a
2xy − b2z2) is tangent to C at 3 points and
the radical of the ideal (M33, detM) is (M13,M23,M33). The primary decomposition of this
ideal gives the point P1 = [b : b : a] and P2 ∪P3 = V (a(x+ y) + bz, a2y+ abyz + b2z). Hence
L(1) = OC(P1 + P2 + P3). To find the divisor which represents L, we simply subtract a line
L which we can choose to be L = V (a(x+ y) + bz). This removes P2 ∪P3 and subtracts the
third point P4 = [1 : −1 : 0] in L ∩ C. Hence L = OC(P1 − P4).
6.4. Proof of Theorem 6.1. By Propositions 4.3 and 5.6, if φ andAU agree on (PicC/ZL)[2]
then so do ψ and AX . Thus, it suffices to show that φ(D) = AU(D)k, which, by (4.1), we
may do so by comparing residues. Since φ(D),AU(D)k are contained in BrU , it suffices to
show that ∂C(φ(D)) = ∂C(AU(D)k) as (4.1) then implies that the residues agree at L.
Fix a divisor D which represents an element of (PicC/ZL). Without loss of generality,
we may assume that 2D ∼ εL where ε = 0 or 1. By construction,
div(∂C(φ(D))) = 2D − ε(L ∩ C).
Combining Propositions 6.3, 6.7 and Corollary 6.9, we have
div(∂C(AU(D)k)) = div(Mnn/ℓ
e−dn)
= 2V (M1n, . . . ,Mnn) + (dn − e)(L ∩ C)
= 2(D +
1
2
(e− dn − ε)(L ∩ C)) + (dn − e)(L ∩ C)
= 2D − ε(L ∩ C).
Since k is a separably closed field of characteristic not 2, if the divisors of residues of 2-torsion
classes agree, then the residues agree. This completes the proof. 
Remark 6.11. If we fix a partition d =
∑
di, we can look at the scheme of quotients of the
vector bundle V =
⊕O(−ai) with fixed Hilbert polynomial as determined by the resolution
corresponding to the partition d. There will be a subscheme of this Quot scheme that is
described by symmetric matrices, and these will determine line bundles on curves. We can
form an open subscheme by demanding that the curves be smooth. Conversely, the set
symmetric matrices with degree determined by the partition forms an open subvariety in the
complete linear system of divisors P(V ) of a fixed linear equivalence class. There will be an
algebraic map from the variety of matrices to the scheme of line bundles. This map will be
equivariant for the action of Aut(P2) and will be defined over our basefield k0. Catanese’s
result says that this map is surjective over k0 points. We remark that it would be interesting
to use the analysis in this paper to consruct a scheme structure on the 2-torsion Brauer
group of X .
7. Degree 2 K3 surfaces
We now specialize to the case where C is a smooth sextic curve, and X is a double cover
of P2 branched over this curve, i.e., a degree two K3 surface. We will study the possible
symmetric resolutions of the elements of (PicC/ZL)[2]. In particular, we will show that if
there exists a resolution of an element of (PicC/ZL)[2] that gives rise to a partition that is
different from 1+ 1+ 1+ 1+ 1+ 1, 2 + 2+ 2, 3 + 1+ 1+ 1, then X has Picard rank greater
than 1. This proves that Theorem 1.1 implies van Geemen’s result.
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We note that the analysis for the generic partitions has been done previously, including
by Beauville [Bea00] and van Geemen [vG05]. The resolutions corresponding to partitions
3+1+1+1 and 2+2+2 have been used for arithmetic implications in [HVAV11] and [HVA13]
respectively.
We have the following possible partitions of 6 into only even or odd parts.
partition parameter count L ⊗ L quadric bundle Section
6 19 OC P2 7.1
4 + 2 18 OC X 7.2
2+2+2 19 OC (2, 2) ⊂ P2 × P2 7.3
5 + 1 18 OC(1) X 7.4
3 + 3 18 OC(1) X 7.5
3 + 1 + 1 + 1 19 OC(1) BlΠX ⊂ P5 degX = 3 7.6
1+1+1+1+1+1 19 OC(1) (2, 1) ⊂ P5 × P1 7.7
7.1. 6 = 6. This case corresponds to the trivial case L = OC .
7.2. 6 = 4 + 2. In this case the degrees of M are
deg(M) =
(
4 3
3 2
)
and the resolution of L has the form
0→ O(−5)⊕O(−4)→ O(−1)⊕O(−2)→ L → 0.
The quadric bundle over P2 is simply X → P2, the double cover of P2 ramfied on the sextic
C. Therefore the even Clifford algebra is OX and total Clifford algebra is an order with
centre P2 and ramified on C. In particular, AX(L) is trivial in BrX .
By Proposition 6.7, the sextic is tangent to the conic and quartic defined by the diagonal
entries. Since the conic is rational, it must split when pulled back to X . Therefore X has
Picard rank at least 2.
The line bundle L(1) has h0(L(1)) = 1 so we obtain an effective divisor D of degree 6.
Since 2D = 2H, we see that D is exactly the reduced locus of the intersection of C with the
conic.
A parameter count shows that there is an 18-dimensional space of sextic curves C that are
obtained this way. This gives a dense open subvariety of all sextics with a tangent conic or,
equivalently, a dense open subvariety of all degree 2 K3 surfaces whose intersection lattice
contains the 2× 2 block [
2 2
2 −2
]
.
7.3. 6 = 2 + 2 + 2. In this case the degrees of M are:
deg(M) =

2 2 22 2 2
2 2 2


and the resolution of L has the form
0→ O(−4)3 → O(−2)3 → L→ 0.
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The quadric bundle is a (2, 2) divisor in P2 × P2. The even Clifford algebra has rank 4 and
is an order over P2 ramified on the sextic. The total Clifford algebra has rank 8 and is an
Azumaya algebra on the double cover X . The generic sextic will have 220−1 = #PicC[2]−1
such line bundles and thus 220 − 1 many ways to write the sextic as such a determinant.
7.4. 6 = 5 + 1. In this case, the entries of the symmetric matrix have degrees
degM =
(
5 3
3 1
)
.
This gives rise to a resolution of L of the form
0→ OP2(−5)⊕OP2(−3) M→ OP2 ⊕OP2(−2)→ L→ 0
so L(1) is an odd theta characteristic. As in the 4 + 2 case, the quadric bundle over P2 is
simply X → P2, the double cover of P2 ramfied on the sextic C. Therefore the even Clifford
algebra is OX and total Clifford algebra is an order with centre P2 and ramified on C. In
particular, AX(L) is trivial in BrX .
The sextic C admits a tritangent, and a tangent quintic, again by Proposition 6.7. The
tritangent line implies that rankPicX ≥ 2. A parameter count shows that we obtain a dense
open subvariety of all sextics with a tritangent line or, equivalently, a dense open subvariety
of all degree 2 K3 surfaces whose intersection lattice contains the 2× 2 block[
2 1
1 −2
]
.
7.5. 6 = 3 + 3. Here the matrix has degrees
degM =
(
3 3
3 3
)
.
Therefore the resolution of L is of the form
0→ OP2(−5)2 M→ OP2(−1)2 → L→ 0
and L(1) is an even theta characteristic. As above, the quadric bundle is X → P2 and the
Brauer class is trivial.
Since the quadric bundle corresponding to M is exactly X , we may view X as a (2, 3)
hypersurface in P1 × P2. These surfaces admit an elliptic fibration via the projection to P1.
This already implies that the Picard rank of X is at least 2, but we may also see it more
explicitly. Let a, b, c be the upper triangular entries of M so C = V (ac− b2). Then consider
the genus 1 curve Z = V (a). Since ac− b2 is a square modulo a, Z splits when pulled back
to X thereby giving a divisor that is algebraically independent from the hyperplane class.
A parameter count shows that we obtain a dense open subvariety of all degree 2 K3 surfaces
whose intersection lattice contains the 2× 2 block[
2 3
3 0
]
.
Note that this is not a dense open subvariety of sextics that have a cubic which is everywhere
tangent, since a tangent cubic is not enough to guarantee a jump in Picard rank.
28
7.6. 6 = 3 + 1 + 1 + 1. In this case M is a symmetric matrix with degrees
degM =


3 2 2 2
2 1 1 1
2 1 1 1
2 1 1 1

 .
Hence, we have a resolution of L of the form
0→ OP2(−4)⊕OP2(−3)3 M→ OP2(−1)⊕OP2(−2)3 → L→ 0,
which shows that L(1) is an odd theta characteristic.
In this case we naturally obtain a cubic fourfold as described in Example 5.4. We can
realize the K3 surface X together with its double cover map to P2 in the Stein factorization
of the map from the maximal isotropic Grassmanian of the quadric bundle to the base. Also,
as before, we obtain a Brauer class on the K3 surface from the even Clifford algebra of the
quadric bundle.
7.7. 6 = 1+ 1+ 1+ 1+ 1+ 1. Here the matrix M is given by a 6× 6 matrix of linear forms
on P2. In this case we have a resolution of L of the form
0→ OP2(−3)6 M→ OP2(−2)6 → L → 0,
thus L(1) is an even theta characteristic.
As explained in Example 5.4, we obtain a (2, 1) hypersurface in P5 × P2, and projection
on the second factor gives us a quadric bundle over P2. Here, as above, we can realize the
K3 surface X together with its double cover map to P2 in the Stein factorization of the map
from the maximal isotropic Grassmanian of the quadric bundle to the base P2.
The (2, 1) hypersurface in P5 × P2 can also be thought of as a net of quadrics in P5; the
base locus of this net is a degree 8 K3 surface Y . It is well known (see, for example, [Kuz08])
that Y is derived equivalent to X twisted by the Brauer class obtained from M .
Appendix A. Combinatorics of Proposition 5.3 (by Hugh Thomas)
We complete the proof of Proposition 5.3 by showing that the bound on the dimension of
the moduli space of sheaves L given by Proposition 5.3 is always at most the dimension of the
moduli space of plane curves, up to projective isomorphism. Furthermore, we characterize
the cases of equality. This all follows form the following combinatorial proposition.
Proposition A.1. Let e be a positive integer, and let d1+· · ·+dn be a partition of e such that
the di are all positive integers with the same parity, forming a weakly decreasing sequence.
Let ai = (e− di − ε)/2, where ε is either 0 or 1, chosen so that ai is an integer. Then∑
1≤i≤j≤n
(
e− ai − aj − ε+ 2
2
)
−
∑
1≤i,j≤n
(
ai − aj + 2
2
)
− 8 ≤
(
e + 2
2
)
− 9.
Furthermore, equality holds exactly when the partition d1+ · · ·+dn is of the form 1+ · · ·+1,
2 + · · ·+ 2, 3 + 1 + · · ·+ 1, or simply e.
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Proof. We observe that
(
e− ai − aj − ε+ 2
2
)
=
(di+dj
2
+ 2
2
)
and
(
ai − aj + 2
2
)
=
(dj−di
2
+ 2
2
)
We consider the contribution to the first sum on the left hand side in Proposition A.1
from a fixed pair i, j (with i ≤ j), and to the second sum from i, j and, if j 6= i, also j, i.
We note that typically only one of the two contributions to the second sum which we are
presently considering is non-zero. The one time when there are two non-zero contributions
to the second sum is when di = dj but i 6= j. In this case, both contributions are 1. Let
us write f for the partition of n whose parts record the number of times parts appear in d.
The number of times we obtain two contributions to the second sum is then
∑(fi
2
)
. We can
therefore say:
∑
i≤j
(
e− ai − aj − ε+ 2
2
)
−
∑
i,j
(
ai − aj + 2
2
)
=
∑
i≤j
((di+dj
2
+ 2
2
)
−
(di−dj
2
+ 2
2
))
−
∑
i
(
fi
2
)
The difference of binomial coefficients can be expanded as (didj + 3dj)/2. Therefore, we
would like to prove that the following is non-negative, and to characterize the cases when it
equals zero:
e2 + 3e
2
−
∑
i≤j
didj + 3dj
2
+
∑
i
(
fi
2
)
Expand e as
∑
i di, and e
2 as
∑
d2i +
∑
i<j 2didj. Split up the sum over i ≤ j in the
previous expression into terms with i and j equal, and terms with i < j. The sum with i = j
cancels nicely with elements from the expansion of the expression in e. We are left with:
∑
i<j
didj − 3dj
2
+
∑
i
(
fi
2
)
We can rewrite this as:
∑
i
(
fi
2
)
+
∑
j
(
∑
i<j di − 3(j − 1))dj
2
In the second sum, consider the contribution for a particular j value. We note that
(
∑
i<j di)− 3(j − 1) is negative if the average over the di with i < j is less than 3. In order
for this to happen, dj−1 must be less than 3. Let j0 be the smallest position for which the
contribution is strictly negative.
Suppose we are in the case that the parts of the partition are all even. Then dj0−1 must be
actually 2, and all the subsequent dj with j0−1 ≤ j ≤ n must also be 2. By our assumptions,
the contribution for j = j0 is −1, and for each successive j with j0 ≤ j ≤ n, we find that
the contribution is −(j − j0 + 1). However, we have at least n − j + 2 parts which are all
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equal to 2. Thus they contribute
(
n−j+2
2
)
to
∑(fi
2
)
, which exactly cancels out this total
contribution. The result is therefore non-negative. In order for it to be zero, we must never
have had a positive contribution to the second sum, which means the running average of the
di’s must never have been above 3, except in the case that the partition has only one part.
Thus equality implies that di = 2 for all i, or the partition has only one part.
Suppose we are in the case where the parts of the partition are all odd. Then dj0−1 must
be actually 1, and all the subsequent dt with j0 − 1 ≤ j ≤ n must also be 1. The analysis
goes through in exactly the same way, and we obtain non-negativity. In the case of equality,
we conclude that the running average of the di’s must never have been more than 3, except
in the case that the parition has only one part. This means that, if the partition has more
than one part, it must consist of a number of 3’s, followed by a number of 1’s. However, if
there were more than one 3, then this would contribute positively to
∑(fi
2
)
, forcing the sum
to be positive. We are reduced to the cases that di = 1 for all i, and d1 = 3, di = 1 for i > 1,
plus the case that the partition has only one part. 
References
[Abh59] Shreeram Abhyankar, Tame coverings and fundamental groups of algebraic varieties. I. Branch
loci with normal crossings; Applications: Theorems of Zariski and Picard, Amer. J. Math. 81
(1959), 46–94. MR0104675 (21 #3428) ↑3.1
[AM72] M. Artin and D. Mumford, Some elementary examples of unirational varieties which are not
rational, Proc. London Math. Soc. (3) 25 (1972), 75–95. MR0321934 (48 #299) ↑1, 4.2
[BHPVdV04] Wolf P. Barth, Klaus Hulek, Chris A. M. Peters, and Antonius Van de Ven, Compact complex
surfaces, 2nd ed., Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of
Modern Surveys in Mathematics [Results in Mathematics and Related Areas. 3rd Series. A
Series of Modern Surveys in Mathematics], vol. 4, Springer-Verlag, Berlin, 2004. MR2030225
(2004m:14070) ↑3.1
[Bea00] Arnaud Beauville, Determinantal hypersurfaces, Michigan Math. J. 48 (2000), 39–64. Ded-
icated to William Fulton on the occasion of his 60th birthday. MR1786479 (2002b:14060)
↑1.1.2, 7
[BCZ04] Gavin Brown, Alessio Corti, and Francesco Zucconi, Birational geometry of 3-fold Mori fi-
bre spaces, The Fano Conference, Univ. Torino, Turin, 2004, pp. 235–275. MR2112578
(2005k:14031) ↑1.1.2
[Cat81] F. Catanese, Babbage’s conjecture, contact of surfaces, symmetric determinantal varieties and
applications, Invent. Math. 63 (1981), no. 3, 433–465. MR620679 (83c:14026) ↑1, 5.1, 5.1
[Cat97] Fabrizio Catanese, Homological algebra and algebraic surfaces, Algebraic geometry—Santa
Cruz 1995, Proc. Sympos. Pure Math., vol. 62, Amer. Math. Soc., Providence, RI, 1997,
pp. 3–56. MR1492517 (98m:14039) ↑5.1
[CI12] Daniel Chan and Colin Ingalls, Conic bundles and Clifford algebras, New trends in noncommu-
tative algebra, Contemp. Math., vol. 562, Amer. Math. Soc., Providence, RI, 2012, pp. 53–75.
MR2905553 ↑1.1.2
[CV13] Brendan Creutz and Bianca Viray, On Brauer groups of double covers of ruled surfaces, 2013.
preprint, arXiv:1306.3251. ↑1.2
[CTOP02] J.-L. Colliot-The´le`ne, M. Ojanguren, and R. Parimala, Quadratic forms over fraction fields of
two-dimensional Henselian rings and Brauer groups of related schemes, Algebra, arithmetic
and geometry, Part I, II (Mumbai, 2000), Tata Inst. Fund. Res. Stud. Math., vol. 16, Tata
Inst. Fund. Res., Bombay, 2002, pp. 185–217. MR1940669 (2004c:14031) ↑2.2
[dJ] A. Johan de Jong, A result of Gabber. Available online at
www.math.columbia.edu/~dejong/papers/2-gabber.pdf. ↑2
[For92] Timothy J. Ford, The Brauer group and ramified double covers of surfaces, Comm. Algebra
20 (1992), no. 12, 3793–3803. MR1191982 (93m:14013) ↑1.1.1
31
[Kuz08] Alexander Kuznetsov, Derived categories of quadric fibrations and intersections of quadrics,
Adv. Math. 218 (2008), no. 5, 1340–1369. ↑7.7
[GS06] Philippe Gille and Tama´s Szamuely, Central simple algebras and Galois cohomology, Cam-
bridge Studies in Advanced Mathematics, vol. 101, Cambridge University Press, Cambridge,
2006. MR2266528 (2007k:16033) ↑2.1, 2.1, 2.13, 2.2
[Gro68a] Alexander Grothendieck, Le groupe de Brauer. I. Alge`bres d’Azumaya et interpre´tations di-
verses, Dix Expose´s sur la Cohomologie des Sche´mas, North-Holland, Amsterdam, 1968,
pp. 46–66 (French). MR0244269 (39 #5586a) ↑2, 2.2
[Gro68b] , Le groupe de Brauer. II. Exemples et comple´ments, Dix Expose´s sur la Cohomologie
des Sche´mas, North-Holland, Amsterdam, 1968, pp. 66–87 (French). MR0244271 (39 #5586c)
↑1.2, 2, 2.2
[Gro68c] , Le groupe de Brauer. III. Exemples et comple´ments, Dix Expose´s sur la Cohomologie
des Sche´mas, North-Holland, Amsterdam, 1968, pp. 88–188 (French). MR0244271 (39 #5586c)
↑2, 2.2, 4.2
[Har77] Robin Hartshorne, Algebraic geometry, Springer-Verlag, New York, 1977. Graduate Texts in
Mathematics, No. 52. MR0463157 (57 #3116) ↑3.1
[HVA13] Brendan Hassett and Anthony Va´rilly-Alvarado, Failure of the Hasse principle on general K3
surfaces, J. Inst. Math. Jussieu 12 (2013), 853–877. ↑7
[HVAV11] Brendan Hassett, Anthony Va´rilly-Alvarado, and Patrick Varilly, Transcendental obstructions
to weak approximation on general K3 surfaces, Adv. Math. 228 (2011), no. 3, 1377–1404.
MR2824558 (2012i:14025) ↑7
[Knu88] Max-Albert Knus, Quadratic forms, Clifford algebras and spinors, Semina´rios de Matema´tica
[Seminars in Mathematics], vol. 1, Universidade Estadual de Campinas, Instituto de
Matema´tica, Estat´ıstica e Cieˆncia da Computac¸a˜o, Campinas, 1988. ↑5.2
[Lam05] T. Y. Lam, Introduction to quadratic forms over fields, Graduate Studies in Mathematics,
vol. 67, American Mathematical Society, Providence, RI, 2005. MR2104929 (2005h:11075)
↑2.3, 2.3, 5.2
[Liu02] Qing Liu, Algebraic geometry and arithmetic curves, Oxford Graduate Texts in Mathematics,
vol. 6, Oxford University Press, Oxford, 2002. Translated from the French by Reinie Erne´;
Oxford Science Publications. MR1917232 (2003g:14001) ↑4.4
[Man71] Yu. I. Manin, Le groupe de Brauer-Grothendieck en ge´ome´trie diophantienne, Actes du Congre`s
International des Mathe´maticiens (Nice, 1970), Gauthier-Villars, Paris, 1971, pp. 401–411.
MR0427322 (55 #356) ↑1
[Mer81] A. S. Merkurjev, On the norm residue symbol of degree 2, Dokl. Akad. Nauk SSSR 261 (1981),
no. 3, 542–547 (Russian). MR638926 (83h:12015) ↑2.28
[Mil] James S. Milne, Class Field Theory. Available online at
http://www.jmilne.org/math/CourseNotes/cft.html. ↑2.2
[Mil80] , E´tale cohomology, Princeton Mathematical Series, vol. 33, Princeton University Press,
Princeton, N.J., 1980. MR559531 (81j:14002) ↑1.2, 2.4
[Sal99] David J. Saltman, Lectures on division algebras, CBMS Regional Conference Series in
Mathematics, vol. 94, Published by American Mathematical Society, Providence, RI, 1999.
MR1692654 (2000f:16023) ↑2.1, 2.2, 2.2, 2.17
[Ser79] Jean-Pierre Serre, Local fields, Graduate Texts in Mathematics, vol. 67, Springer-Verlag, New
York, 1979. Translated from the French by Marvin Jay Greenberg. MR554237 (82e:12016)
↑2.1
[vG05] Bert van Geemen, Some remarks on Brauer groups of K3 surfaces, Adv. Math. 197 (2005),
no. 1, 222–247. MR2166182 (2006h:14025) ↑1, 1.2, 7
32
