Speaker Recognition Menggunakan MFCC dan Algoritma DTW by Florencia, Novarika et al.
IJCCS, Vol.x, No.x, Julyxxxx, pp. 1~5 
ISSN: 1978-1520         1 
  
Received June1st,2012; Revised Juh, 2012; Accepted ly 10th, 2012 




Novarika Florencia*1, Maulidina Tatiana2, Rachmansyah3 , Derry Alamsyah4 
1,2STMIK GI MDP; Jl. Rajawali No.14,+62(711)376400/376360 
3Program Studi Teknik Informatika, STMIK GI MDP Palembang 





Speaker recognition (pengenalan penutur) adalah kemampuan sebuah mesin atau 
program untuk mengenali atau memastikan identitas penutur berdasarkan ciri suaranya. Ada dua 
tipe teks pada speaker recognition, yaitu text dependent dan text independent. Beberapa 
penelitian memverifikasi suara menggunakan Dynamic Time Warping (DTW) telah mendapat 
hasil yang baik. Begitu pula penelitian identifikasi suara dengan Mel Frequency Cepstral 
Coefficients (MFCC) dan algoritma GMM. Penelitian tersebut sebagaian besar menggunakan 
Bahasa Inggris, India, Persia, Tamil, dan Indonesia. Data ucapan umumnya mengambil sampel 
suara menuturkan sebuah kata atau beberapa kata dan bersifat teks dependent. Maka dari itu 
akan dilakukan penelitian pengenalan suara menggunakan metode MFCC dan algoritma DTW 
dengan tipe teks independent dan menuturkan beberapa kalimat berdurasi 30 detik. Data 
didapatkan dari hasil rekaman sendiri 20 orang penutur (10 laki-laki, 10 perempuan) pada tiga 
kondisi ruangan yang berbeda. Pengujian diketahui dengan menggunakan metode Maximum 
Likelihood Classification. Hasil pengujian menunjukkan kemampuan sistem memverifikasi 
penutur sebesar 70% untuk dimensi satu dan dua serta kemampuan mengidentifikasi penutur 
sebesar 15% untuk dimensi satu dan dua. 
 
Kata kunci: Speaker Recognition, Identification, MLC, MFCC, DTW, Polinomial Kernel. 
 
Abstract 
 Speaker recognition is the ability of a machine or program to identify or confirm the 
identity of the speaker based on voice characteristics. There are two types of text in speaker 
recognition, which is text-dependent and text-independent. Some studies verify sound using 
Dynamic Time Warping (DTW) has got a good result. Similarly, voice identification study with 
Mel Frequency cepstral Coefficients (MFCC) and GMM algorithm. The study uses a large part 
of English, Indian, Persian, Tamil, and Indonesia. Data speech generally take samples of voice 
utters a word or several words and text are dependent. Therefore the research will be done using 
voice recognition MFCC and DTW algorithm with independent text types and said a few 
sentences duration of 30 seconds. Data obtained from the recording itself 20 speakers (10 male, 
10 female) at three different room conditions. Tests determined by using the method of Maximum 
Likelihood Classification. The test results demonstrate the ability of the system to verify the 
speaker by 70% for one and two dimension  and the ability to identify speakers by 15% for one 
and two dimensions. 
 











 peaker recognition adalah teknik yang mampu mengidentifikasi atau membuktikan identitas 
dari pembicara. Prosedur pengenalan berdasarkan parameter sampel ucapan dan dibagi 
menjadi dua bagian, speaker verification dan speaker identification. Speaker identification adalah 
proses mendapatkan identitas dari seorang penutur dengan membandingkan fitur-fitur suara yang 
diinputkan dengan semua fitur-fitur dari setiap penutur yang ada dalam database. Speaker 
verification adalah proses verifikasi seorang pembicara, di mana sebelumnya telah diketahui 
identitas penutur tersebut berdasarkan data yang telah diinputkan [1]. 
 Speaker recognition juga diklasifikasikan ke dalam text dependent dan text independent 
[2]. Pada text dependent, penutur harus menuturkan ucapan yang sama saat training dan testing. 
Pada text independent ucapan saat proses testing berbeda dari ucapan saat training [3]. Text 
dependent biasa digunakan dalam absensi dan sensor kamera menggunakan suara, sedangkan text 
independent  dapat digunakan untuk keamanan, misalnya kunci pengaman rumah atau brankas 
yang hanya bisa dibuka dengan suara sang pemilik. Hal ini dikarenakan setiap manusia memiliki 
sesuatu yang unik atau khas yang hanya dimiliki oleh dirinya sendiri, tidak mudah hilang, tidak 
mudah lupa dan melekat sehingga menjadi identitas dirinya [4].  
 Dua modul utama dalam speaker recognition adalah ekstaksi fitur (feature extraction) 
dan pencocokkan fitur (pattern matching). Proses ekstraksi mengambil sejumlah kecil sinyal 
suara yang kemudian digunakan untuk mewakili masing-masing penutur. Proses pencocokan 
melibatkan prosedur yang tepat untuk mengidentifikasi penutur yang tidak diketahui dengan 
membandingkan fitur yang diambil dari dataset penutur yang sudah diketahui [5]. 
 Berdasarkan penelitian-penelitian yang telah dilakukan sebelumnya, fitur ekstraksi yang 
digunakan untuk sinyal suara antara lain Linear Predictive Cepstral Coefficient (LPCC) [2], Mel 
Frequency Cepstral Coefficients (MFCC) [1] dan lainnya. Dari beberapa penelitian dapat dilihat 
bahwa MFCC dinyatakan sebagai yang memiliki parameter karakteristik penting untuk mengenal 
suara dan menghasilkan tingkat akurasi yang baik. Lalu untuk fitur pencocokkan,  algoritma 
Dynamic Time Warping (DTW) [6], Gaussian Mixture Model GMM [3] dan Vector Quantization 
(VQ) [2] adalah template matching yang paling sering digunakan, terutama untuk mengenali 
sinyal suara dalam kondisi rekaman di lingkungan berisik. Dari ketiganya penggunaan DTW 
mendapatkan hasil akurasi yang baik. 
 Maka dari itu dilakukan penelitian text independent dalam Bahasa Indonesia dengan 
menerapkan MFCC sebagai feature extraction dan algoritma DTW sebagai template matching. 
Penelitian dilakukan dalam tiga kondisi ruangan perpustakaan (sepi, noiseless, dan noise+musik) 
dengan melakukan proses training terlebih dahulu sehingga didapatkan tingkat akurasi yang baik. 
 
 
2. METODE PENELITIAN 
 
2.1 Studi Literatur  
  2.1.1 Penelitian Terkait 
   Pada penelitian [1] nilai akurasi yang didapat sebesar 93,254% untuk 
speaker verification dalam Bahasa Indonesia menggunakan Mel Frequency 
Cepstral Coefficients (MFCC) dan Dynamic Time Warping (DTW). Pada 
penelitian [6] menggunakan MFCC sebagai feature extraction dan algoritma 
Algebraic Approach (AA) dan DTW sebagai template matching untuk speaker 
verification dalam Bahasa Inggris. Hasil akurasi yang didapatkan sebesar 
85,455%. Pada penelitian [2] dibuat program untuk speaker identification dalam 
Bahasa Persia dengan mengkombinasikan feature extraction Linear Predictive 
Cepstral Coefficient (LPCC), Cepstral Mean Subtraction (CMS) dan MFCC 
masing-masing dengan algoritma DTW dan Vector Quantization (VQ)  dengan 
hasil akurasi antara 80-100%. Pada penelitian yang dilakukan [3] menggunakan 
S 
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Gaussian Mixture Model (GMM) serta kombinasi MFCC dan Dynamic MFCC 
(DMFCC) sebagai feature extraction untuk speaker identification dalam Bahasa 
Tamil dan Inggris. Hasil pengujian mendapatkan nilai akurasi sebesar 98,8%. 
 
 2.1.2 Mel Frequency Cepstral Coefficients (MFCC) 
 MFCC merupakan salah satu fitur populer teknik ektrasi untuk sinyal 
speech (ucapan). Tujuan utama dari MFCC adalah untuk meniru tingkah laku 
pendengaran manusia yang tidak dapat menerima frekuensi diatas 1 Khz. MFCC 
didasarkan pada variasi bandwidth telinga manusia yang kritis dengan frekuensi. 
MFCC memiliki dua jenis filter yang bekerja secara linier pada frekuensi rendah 
di bawah 1000 Hz dan logaritmik diatas 1000 Hz. Sebuah nada subjektif 
diberikan pada Frekuensi Skala Mel untuk menangkap karakteristik penting dari 
fonetik dalam ucapan [7]. Beberapa keunggulan dari MFCC adalah [1]: 
a. Mampu untuk menangkap karakteristik suara yang sangat penting bagi 
pengenalan suara, atau dengan kata lain dapat mengangkap informasi-
informasi penting yang terkandung dalam signal suara. 
b. Menghasilkan data seminimal mungkin, tanpa menghilangkan informasi-
informasi penting yang dikandungnya. 
c. Mereplikasi organ pendengaran manusia dalam melakukan persepsi terhadap 
signal suara.  
 
Proses MFCC adalah sebagai berikut: 
1. Pre-emphasis 
Gelombang digital ucapan memiliki dinamik yang tinggi dan memilki 
kebisingan aditif. Untuk mengurangi dinamiknya dan secara spectral 
meratakan sinyal ucapan, dilakukanlah pre-emphasis. Bentuk yang digunakan 
dalam pre-emphasis adalah sebagai berikut [7]: 
 
𝑌[𝑛] = 𝑋[𝑛] − 𝑎𝑋[𝑛 − 1] (1) 
 
Keterangan: 
𝑌[𝑛]  = signal hasil pre-emphasis 
𝑋[𝑛]  = signal sebelum pre-emphasis 
𝑎  = konstanta 0.9 ≤ 𝑎 ≤ 1.0 
 
2. Framing 
Proses ini adalah di mana sinyal suara dibagi menjadi frame N sampel. 
Frame yang berdekatan dipisahkan oleh M (M<N). Nilai-nilai tipikal yang 
digunakan adalah M=100 dan N=256. Proses ini dilakukan sampai seluruh 
sinyal dapat diproses [7]. 
 
3. Windowing 
Pada tahap ini, dilakukan pemrosesan window pada masing-masing 
frame individual untuk meminimalisasi sinyal tak kontinu pada awal dan akhir 
masing-masing frame. Window didefinisikan sebagai 𝑊𝑛 , 0 ≤ 𝑛 ≤ 𝑁 − 1 di 
mana N adalah jumlah sampel di setiap frame. Proses windowing dihitung 
dengan [7]:  
 
𝑌𝑛 = 𝑋𝑛×𝑊𝑛 (2) 
 
 
Keterangan :  
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𝑌𝑛     = sinyal hasil windowing sampel ke -n 
𝑋𝑛  = nilai sampel ke -n 
𝑊𝑛  = nilai window ke –n 
 
Jenis window yang digunakan adalah window Hamming: 
 
𝑊𝑛 = 0.54 − 0.46 cos [
2𝜋𝑛
𝑁−1
] 0 ≤ 𝑛 ≤ 𝑁 − 1 (3) 
 
4. FFT (Fast Fourier Transform) 
Untuk mengkonversi setiap frame N sampel dari domain waktu ke 
domain frekuensi. Ketika FFT dilakukan pada frame, diasumsikan bahwa 
sinyal dalam frame adalah periodik, dan terus menerus saat membungkus di 
sekitar. FFT adalah algoritma cepat untuk mengimplementasikan DFT. FFT 
dihitung dengan persamaan [8]: 
 
𝑋𝑛 = ∑ 𝑋𝑘𝑒
−2𝜋𝑗𝑘𝑛/𝑁 ,   𝑛 = 0,1,2, … , 𝑁 − 1𝑁−1𝑘=0  (4) 
 
Keterangan :  
𝑋𝑛   = deretan aperiodic dengan nilai N 
N = jumlah sampel 
 
5. Mel Filter Bank 
Filter bank adalah teknik filter yang menggunakan representasi 
konvolusi. Konvolusi dapat dilakukan dengan melakukan multiplikasi antara 
spectrum sinyal dengan koefisien filter bank. Formula umum yang digunakan 
untuk mengkonversi frekuensi ke mel-scale dapat pada persamaan: 
 





Mel filter bank merupakan koleksi filter segitiga yang ditentukan dengan 
𝑓𝑐(𝑚), berikut: 
 
𝑓(𝑘) < 𝑓𝑐(𝑚−1) (5.1) 
𝐻(𝑘, 𝑚) = 0 (5.2) 




  (5.4) 





𝑓(𝑘) ≥ 𝑓𝑐(𝑚+1) (5.7) 





)−1  (5.9) 
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Hasil keluaran Mel Filter bank diperoleh dengan persamaan (Rinaldi dkk, 
2016): 
 
𝑋′(𝑚) = ln( ∑ |𝑋(𝑘)|𝐻(𝑘, 𝑚))𝑁−1𝑘=0  (5.10) 
 
6. DCT (Discrete Cosine Transform) 
DCT mengimplementasikan fungsi yang sama seperti FFT dengan lebih efisien 
melalui pengambilan keuntungan dari redudansi yang terdapat dalam sinyal 
sebenarnya[9]. 






] , 𝑛 = 1,2, … , 𝐾)𝐾𝑘  (6) 
 
Sk = keluaran dari proses filter bank pada index 
K = jumlah koefisien yang diharapkan 
 
7. Cepstral Filtering 
Hasil dari proses utama MFCC memiliki beberapa kelemahan. Low order dari 
ceptral coefficients sangat sensitif terhadap spectral slope dan bagian high 
order sensitif terhadap noise. Ceptral filtering menghaluskan spektrum hasil 
dari main processor sehingga dapat digunakan lebih baik untuk pattern 
matching. Untuk itu dilakukan cepstral filtering untuk mengurangi hal-hal 
tersebut.  
Cepstral filtering dapat dilakukan dengan mengimplementasikan fungsi 










)   𝑛 = 1,2, … , 𝐿 (7) 
Keterangan: 
L  = jumlah ceptral coefficients 
n  = index dari ceptral coefficients 
 
2.1.3 Dynamic Time Warping (DTW) 
Algoritma DTW didasarkan pada Pemrograman Dinamisteknik 
digunakan untuk mengukur kesamaan antara dua time series yang mungkin 
bervariasi dalam waktu atau kecepatan. Hal ini kemudian dapat digunakan untuk 
menemukan daerah yang sesuai antara dua time series atau untuk menentukan 
kesamaan antara dua time series. Prinsip dasarnya adalah dengan memberikan 
sebuah rentang ‘steps’ dalam ruang (frame-frame waktu dalam sampel, frame-
frame waktu dalam template) dan digunakan untuk mempertemukan lintasan 
yang menunjukkan kemiripan antara time frame yang lurus. Keunggulan dari 
DTW adalah dapat menghitung jarak dari dua vektor dengan panjang berbeda. 
Total similarity cost (nilai hasil proses pattern matching dua buah suara) yang 
diperoleh akan menentukan seberapa bagus kesamaan antara template dan suara 
yang diinput.  
Jarak antara dua DTW dihitung dari jalur pembengkokkan optimal 
(optimal warping path). Jarak DTW dihitung dengan rumus [1]: 
 
𝐷(𝑈, 𝑉) = 𝛾(𝑚, 𝑛) (8) 
𝛾(𝑚, 𝑛) = 𝑑𝑏𝑎𝑠𝑒(𝑢𝑖, 𝑣𝑗) + 𝑚𝑖𝑛 {
𝛾(𝑖 − 1, 𝑗)
𝛾(𝑖 − 1, 𝑗 − 1)
𝛾(𝑖, 𝑗 − 𝑙)
 (9) 
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2.1.4 Normal Distribusi dan MLC (Maximum Likelihood Classification) 
Normal distribusi berguna untuk distribusi kontinu. Normal distribusi 
digambarkan seperti kurva berbentuk lonceng di defenisikan dengan probability 
density function (pdf). Normal distribusi digunakan untuk mewakili variabel-
variabel acak [10]. 
Pada distribusi Univariate Normal, hanya menggunakan satu variabel 
acak yang digunakan sebagai distribusi probabilitas. Sedangkan pada distribusi 
Multivariate Normal, hasil generalisasi dari univariate (satu dimensi) ke bentuk 
dimensi yang lebih tinggi [11].Penentuan parameter distribusi Multivariate 
Normal dilakukan dengan menggunakan metode Maximum Likelihood yaitu 
dengan memaksimumkan fungsi likelihood terhadap parameter distribusi. 
Maximum Likelihood estimate akan menemukan parameter terbaik dari parameter 
yang diberikan [12]. 
Parameter yang didapat akan digunakan untuk menentukan kelas (class). 
Maximum Likelihood Classification adalah teknik untuk evaluasi pelatihan yang 
digunakan untuk mencari class terbaik dari seluruh class. Kegiatan evaluasi 
dilakukan dengan cara 𝑤𝑖 , 𝑖 = 1, … , 𝑁 di mana N adalah jumlah class. Kelas 
yang paling mungkin ditentukan dari vektor training data X.  
Rumusan umum MLC [11].  
 
𝐶𝑙𝑎𝑠𝑠 = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑓𝑖(𝑥, 𝜇, 𝜃𝑖) , 𝑖 ∈ 𝑁 (10) 
 
Keterangan: 
N = jumlah class 
𝜃𝑖 = parameter model 
𝑥 = Data 
 
Transformasi ke dalam bentuk dimensi lain menggunakan model Kernel. 
Pada model Kernel, parameter yang digunakan adalah parameter yang diberikan 
oleh data training [11]. Bentuk model yang digunakan adalah Polinomial Kernel 
yaitu 𝑘(𝒙, 𝒚) = (𝒙. 𝒚 + 𝑐)𝑑 di mana x dan y merupakan vektor baris untuk data. 
Pengubahan dimensi (d) untuk vektor data dapat dilakukan dengan 
menggunakan parameter c = 0 dan d = 2, yaitu dengan mengubah bentuk 
kernel pada persamaan a ke bentuk parameter tunggal b, yaitu: 
𝑥 = [𝑥1, 𝑥2] (11) 
𝑦 = [𝑦1, 𝑦2] (11.1) 
𝑘(𝑥, 𝑦) = (𝑥1𝑦1 + 𝑥2𝑦2) (11.2) 
𝑘(𝑥, 𝑦) = (𝑥1𝑦1)
2 + 2𝑥1𝑦1𝑥2𝑦2 + (𝑥2𝑦2)
2 (11.3) 
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2. 2  Pengumpulan Data 
Data rekaman diambil dari 20 penutur (10 laki-laki dan 10 perempuan). Setiap 
penutur akan mengucapkan kalimat bebas dalam Bahasa Indonesia yang diambil dari 
buku, novel, dan majalah. Panjangnya kalimat tergantung dari kecepatan setiap penutur 
berbicara. Penutur akan mengucapkan sebanyak 6 kali untuk data training, masing-
masing 30 detik. Rekaman akan dilakukan dengan 3 kondisi perpustakaan yaitu sepi, 
noiseless, dan noise dengan musik. Setiap kondisi ruangan akan dilakukan rekaman 
sebanyak 2 kali. Suara akan direkam menggunakan fitur yang disediakan oleh MATLAB. 
File suara akan tersimpan dalam format .wav dengan ukuran 16 bit dan rate 8 KHz. 
 
2. 3  Perancangan  
Rancangan sistem pada penelitian ini terdiri dari proses input suara, pre-
processing, feature extraction (FE) suara dengan MFCC, dan pengklasifikasian suara 
dengan algoritma DTW. Setiap suara akan diekstrak menggunakan MFCC dan diolah 
dengan suara lain untuk mengambil ciri dari suara. Tahapan fitur ekstrasi MFCC dapat 









Gambar 1. Tahap MFCC 
Setelah didapatkan 6 buah similarity score dari berbagai kombinasi data sampel, 
nilai-nilai tersebut ditransformasi dengan metode Polinomial Kernel (𝒙. 𝒚)2. Berikut 






















Gambar 2. Tahap Training 
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Selanjutnya akan dilakukan proses testing. Data diambil dari 20 penutur masing-
masing mengucapkan kalimat bebas dengan durasi 60 detik. Suara tersebut akan dibagi 
menjadi 2, masing-masing dengan durasi 30 detik. Sama seperti proses training, data 
suara akan melalui pre-processing, feature extraction dan perhitungan similiarity score. 
Hasil similiarity score tersebut akan dibandingkan dengan rata-rata skor dan standar 
deviasi dari setiap similiarity score penutur.  
 
 
Gambar 3. Tahap Testing 
 
 
3. HASIL DAN PEMBAHASAN 
 
Gambar 4 menunjukkan tampilan proses untuk merekam suara dan proses ekstraksi ciri 
sampai pengklasifikasian suara. Nama file yang disimpan setelah merekam akan tertera pada 
tampilan. Selanjutnya akan dilakukan proses ekstraksi ciri dan klasifikasi dengan menekan 
tombol “Proses”. Hasil akan tertera pada kotak kecil. Suara yang akan diproses juga dapat 



















Gambar 4. Tampilan Rekam dan Pengklasifikasian Suara 
 
 
3. 1  Analisis Hasil 
Sebelum dilakukan pengujian, terlebih dahulu dilakukan training pada data set 
yang sudah dikumpulkan.  Proses training digunakan untuk melatih mesin agar dapat 
melakukan pengenalan suara yang baru ditambahkan.  Selanjutnya dilakukan pengujian 
untuk mendapatkan data testing. Hasil data training dan testing akan ditransformasikan 
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ke bentuk dua dimensi menggunakan polinomial kernel untuk mendapatkan probability 
lain yang dapat dijadikan sebagai ciri (data) baru. 
 Tahap training dan testing diawali dengan mencari ciri suara menggunakan 
feature extraction MFCC. MFCC menghasilkan matriks 13x2998 di mana 2998 
merepresentasikan koefisien yang dihasilkan per-frame suara dan 13 merupakan 
gabungan koefisien semua frame dari keseluruhan sampel rekaman. Pada tahap training 
akan menghasilkan 6 similiarity score yang didapatkan dari 6 data suara setiap penutur. 
Dari data training akan didapatkan parameter model berupa rata-rata dan standar deviasi. 
Model tersebut akan digunakan untuk membandingkan dengan hasil dari tahap testing. 
 Pengujian performa dari MFCC dan algoritma DTW akan dilakukan untuk 
identifikasi dan verifikasi suara. Pada identifikasi akan dicari nilai maksimal dari seluruh 
score menggunakan Maximum Likelihood Classifier (MLC). Pada verifikasi 
menggunakan konsep Operasi Ambang Batas (Thresholding) dengan menjadikan score 
dari penutur yang akan diuji sebagai syarat ambang batas. 
Pengujian data training (recall) untuk verifikasi dilakukan dengan membandingkan 
setiap 6 skor milik suara ke-n dengan 6 skor yang telah melewati normal distribusi dari 
19 suara lainnya. Nilai yang memenuhi syarat ambang batas akan dipetakan ke satu nilai 
yang dikehendaki. Jika skor suara lain memenuhi syarat threshold terhadap skor suara ke-
n yang diuji, maka setiap skor akan dipetakan ke skor suara ke-n. Setiap skor suara yang 
memenuhi syarat akan dijumlahkan sesuai dengan berapa kali skor suara tersebut berhasil 
memenuhi syarat nilai ambang atas saat dibandingkan pada 19 suara lainnya. Jumlah 
maksimal dari keseluruhan adalah 19.  
Pada pengujian verifikasi untuk satu dimensi didapatkan akurasi sebesar 77,3% 
dengan 7 penutur mendapatkan presentase 100%, sedangkan untuk dua dimensi 
didapatkan akurasi sebesar 84,9% dengan 13 penutur yang mendapat persentase sebesar 
100%.  
Pengujian recall untuk identifikasi dilakukan dengan mengambil nilai maksimal 6 
data training terhadap 20 suara. Pada pengujian identifikasi untuk satu dimensi 
didapatkan akurasi sebesar 15,8%  dan untuk dua dimensi didapatkan akurasi sebesar 
17,4%. 
Pengujian data testing (precision) menggunakan data baru yang belum pernah 
digunakan pada tahap training. Pengujian ini memerlukan model berupa rata-rata dan 
standar deviasi per suara. Pada verifikasi akan ditentukan dengan membandingkan 20 
model suara training dan pada identifikasi ditentukan dengan mengambil skor terbesar 
pada setiap suara yang dites.  
Pada pengujian precision verifikasi untuk satu dimensi dan dua dimensi didapatkan 
akurasi sebesar 70% dengan 14 penutur yang berhasil diverifikasi. Pada pengujian 
precision identifikasi untuk satu dimensi dan dua dimensi didapatkan akurasi sebesar 
15% dengan 3 penutur yang berhasil diidentifikasi. 
 





Recall Precision Recall Precision 
Satu 77,73% 70% 15,8% 15% 
Dua 84,9% 70% 17,4% 15% 
 
Berdasarkan hasil pada Tabel 1, keberhasilan pengujian recall dan precision pada 
data dua dimensi lebih besar daripada data satu dimensi. Hal tersebut menunjukan bahwa 
ciri (data) terbaik didapatkan setelah dilakukan tranformasi data ke dimensi yang lebih 
tinggi sehingga menambah probability yang lain.  
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Pada pengujian untuk verifikasi dan identifikasi, didapatkan hasil yang berbeda. 
Persentase keberhasilan pada verifikasi lebih besar dan lebih baik dibandingkan 
identifikasi. Hal ini menunjukkan bahwa sistem mampu mengecek kebenaran data yang 
baru dimasukkan terhadap data yang sudah ada.  
Hasil persentase identifikasi lebih kecil dikarenakan saat dilakukan tes, sistem akan 
mengambil nilai tertinggi dari seluruh sampel suara penutur. Sedangkan ada penutur yang 
keseluruhan skornya lebih tinggi dari pada keseluruhan skor penutur-penutur lain 
sehingga suara yang akan diidentifikasi sering kali salah. Salah satu contohnya adalah 






















Gambar 5. Grafik Suara ke-1 dan Suara Ke-11 
 
Grafik pada Gambar 5 menunjukkan suara ke-1 (biru) dan suara ke-11 (hijau) dalam 
bentuk satu dimensi di mana jika terdapat suara dengan nilai 𝑥 =  1.06×1011 maka label 
yang dipilih adalah untuk suara 11 karena memiliki nilai probabilitas yang tinggi (local 
maxima). Hal ini bermasalah ketika data tersebut adalah suara ke-1, yaitu kegagalan 





Dari hasil penelitian dan pembahasan yang dilakukan maka dapat disimpulkan beberapa 
hal sebagai berikut: 
1. MFCC dapat digunakan dalam pengekstraksian ciri suara. 
2. MFCC dan DTW memiliki nilai akurasi yang kecil pada identifikasi suara yaitu 17,4% untuk 
pengujian recall dan 15% untuk pengujian precision, sedangkan untuk verifikasi memiliki 
hasil akurasi yang lebih baik yaitu 84,9% untuk pengujian recall dan 70% untuk pengujian 
precision. 
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Saran yang diberikan untuk penelitian selanjutnya adalah: 
1. Peningkatan akurasi dari MFCC dan DTW untuk verifikasi maupun identifikasi suara dapat 
ditingkatkan dengan menggunakan kernel lain untuk transformasi data, seperti Gaussian 
Kernel, Sigmoid Kernel, Invers Multi Kuadratik, dll. 
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