A classical sufficient condition for solution of the perturbation equations to order p is extended to the case of non-isolated eigenvalues, and a new proof is given. This theory was developed for isolated eigenvalues, of finite multiplicity m, but, as was recently pointed out by Greenlee [Z], the arguments suflice---with a few changes-for non-isolated eigenvalues as well. The author recently applied this to the study of operators with dense point spectra [3] .
The proof we present is very strongly influenced by Nenciu's treatment of concentration for the Stark effect [S] . It essentially consists of using Kato's adiabatic method [4] to order p.
THE MAIN THEOREM
Let H, = j A,!?,(&), 0 < fl< /zIO be a family of self-adjoint operators on a Hilbert space 2, with H, + H, in the strong resolvent sense, as p + 0. Let & be an eigenvalue of HO, of finite multiplicity m, and P, the projection onto the kernel of H, -1,.
A pseudoeigenvector of H, of order p, or more briefly, a p-pair is a family 'ps of unit vectors, and a real-valued function %, such that (HP -A,I) va = 4Bp)> as fl -+O.
( where Q=Z-P,, is a well-defined self-adjoint operator, although it is bounded only if & is isolated.
We can now state the theorem. The idea is that X, . . . X, P, are exactly the objects needed to solve the perturbation equations out to order p. The proof we give is motivated by Nenciu Now, formally, P(p) consists of the terms of the series expansion for the perturbed A,-group projection. Since (1.7) and (1.8) are true to all orders in the analytic case, and since they are actually nothing but algebraic identities among the coefficients P, which hold in that case, it is obvious that Lemma A must hold. This does not quite qualify as a proof, so we have provided one in the Appendix.
We define an operator IV'(B) as the solution of the initial value problem where we have used that CC(P)> P(P)1 = P'(B) + WP), (1.12) which is proved below. Hence, X(/3) is the unique solution of X'(P) = cm X(P) + W"), X(0) = P(0).
(1.13)
Now both (1.11) and (1.13) are analytic. Computing coefficients, we find that X(p) and Y(p) must agree up through terms of order BP-' in X'(b), which means up through order 8" in X(B). This proves (1.10).
To prove (1.12), differentiate (1.7) to obtain PP' + P'P = P' + O(B").
(1.14)
Multiply left and right by P to obtain PP'P = O( pq.
Equation ( If the series (2.1) terminates, one can just assume that the V(') are HO-bounded.
The proof is identical with that above, except that the definition of P, is revised according to the formula [4, p. 76, Eq. (2.12)], and that Lemma A must be proved for the case as well. We therefore compute
The sums in the first terms of these two equations are easily identified as ( -1)" P, _ 1. By subtraction, we therefore obtain Simplification, using P, + Q = Z, gives (A.2).
