Abstract-A good level of situation awareness is critical for vehicle lane change decision making. In this paper, a DataDriven Situation Awareness (DDSA) algorithm is proposed for vehicle environment perception and projection using machine learning algorithms in conjunction with the concept of multiple models. Firstly, unsupervised learning (i.e., Fuzzy C-Mean Clustering (FCM)) is drawn to categorize the drivers' states into different clusters using three key features (i.e., velocity, relative velocity and distance) extracted from Intelligent Driver Model (IDM). Statistical analysis is conducted on each cluster to derive the acceleration distribution, resulting in different driving models. Secondly, supervised learning classification technique (i.e., Fuzzy k-NN) is applied to obtain the model/cluster of a given driving scenario. Using the derived model with the associated acceleration distribution, Kalman filter/prediction is applied to obtain vehicle states and their projection. The publicly available NGSIM dataset is used to validate the proposed DDSA algorithm. Experimental results show that the proposed DDSA algorithm obtains better filtering and projection accuracy in comparison with the Kalman filter without clustering.
I. INTRODUCTION
With the increasing popularity of automobiles in the last few decades, road accidents have become an important cause of casualties and fatalities. It was reported that 90% of road accidents were caused by human errors (see, [1] and the references therein). In addition, it was also pointed out in [2] that drivers continue to make mistakes in the cognition of their external world and in judging between safe and not safe. Consequently, much effort has been paid to developing Advanced Driver Assistance Systems (ADAS) (e.g., Adaptive Cruise Control (ACC), Lane Change Decision Making (LCDM)) to alleviate drivers' workload such that traffic safety and efficacy can be improved [3] .
To achieve these tasks, situation awareness is a prerequisite, which perceives its environment information at current step and make inferences about its future states [4] . It has been attracting increasing attention in many areas, especially in the fields of intelligent transportation [5] , air traffic management [6] . In this paper, we specifically consider the situation awareness problem for vehicle lane change depicted in Fig. 1 . Lane-change manoeuvre is seen as one of the most important and commonly encountered driving operations for intelligent vehicles [7] . It is a necessity for performing other complex operations such as overtaking,
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leaving the road among others. At the same time, this manoeuvre is also a major source of congestion and collisions [8] . In lane change decision making, safety and reliability are the main requirements to be met among other indexes (e.g., time/energy-efficiency, comfort). Safety means that collision should be avoided in the whole precess of lane change within an uncertain and dynamic environment, while reliability implies that the decision should be useful and not too conservative. For example, if the distance s in Fig. 1 is large enough in consideration of vehicles' velocities, the decision should be "change" rather than "keep" lane, which is particularly important in Mandatory Lane Change (MLC).
These stringent requirements bring many challenges for situation awareness. Firstly, there is a high requirement on perception accuracy (i.e., the position/velocity of following vehicle F b and leading vehicle L b ). The perception algorithm should accommodate uncertainties in both physical model (i.e., driver's maneuver reflected by acceleration) and sensors (e.g., sensor noises). Secondly, there is also a high requirement on projection accuracy (i.e., the future position and velocity of F b and L b ). Since safety should be guaranteed in the whole process of lane change under uncertainties. Poor perception and projection accuracy may result in unreliable or even unsafe decision.
On the one hand, it follows from Bayes' theorem that with given measurements, the filtering accuracy depends on prior information. The prior information in vehicle tracking can be reflected by the acceleration distribution, and consequently a better acceleration (closer to real situation) can result in better filtering performance. On the other hand, it follows from Newton's second law that the projection accuracy also highly relies on the acceleration information [9] . In a nutshell, an accurate acceleration modelling is critical for both perception and projection [10] .
Consequently, we solve the aforementioned perception and projection challenges by building a better acceleration model. This is achieved by exploring extra knowledge in the field of microscopic traffic modelling [11] , where the interactive behaviour between the following vehicle F b and leading vehicle L b can be captured. Intelligent Driver Model (IDM) [11] is a well accepted car-following model and has been validated through (publicly available) NGSIM dataset in [12] . In this model, as depicted in Fig. 1 , the longitudinal acceleration of the vehicle F b is determined by three key variables, i.e., its own velocity v F , its relative velocity with leading vehicle L b , ∆v = v F − v L with v L the velocity of leading vehicle and distance s. Consequently, we categorize drivers' behaviours into different clusters based on these three features using history data. Unsupervised machine learning technique (i.e., Fuzzy C-Mean Clustering (FCM)) is used to achieve this task, since unlike supervised methods, little prior information is required and no labelling is needed for large amount of data. The idea of using unsupervised clustering techniques in the field of intelligent vehicle have been previously investigated in [13] , [14] , which mainly focused on driving style identification.
After different clusters are available, statistical analysis is conducted for each cluster such that the acceleration statistics are derived. In the stage of online implementation, Fuzzy kNearest Neighbours (Fuzzy k-NN) classification algorithm is first adopted to classify a given driving state into different clusters. Secondly the standard Kalman filter is applied to the chosen model with associated acceleration statistics to derive the state filtering. Then projection is further conducted such that the position and velocity information in the near future can be obtained.
The idea of using Multiple Models (MM) is not new, especially in the field of target tracking where the target's dynamics are not known (see, survey paper [15] among others). However, the proposed approach in this paper differs from them. In conventional MM approaches, a set of filters corresponding to different prior models are run simultaneously, based on which the final filtering results are fused by weighting. In our approach, however, no prior models are assumed, but rather learnt off-line using unsupervised learning algorithms based on large dataset. Besides, only one filter is run, rather than running several parallel modelconditioned filters simultaneously.
The contribution of the paper are summarized as follows.
(i) Fuzzy C-Mean clustering (FCM) is drawn to categorize the driving states into different clusters using three features (i.e., velocity, relative velocity and distance). 
II. PROBLEM FORMULATION AND MOTIVATIONS
In this section, the problem of situation awareness for vehicle lane change will be formulated. The lane change scenario under consideration is depicted in Fig. 1 .
As shown in Fig. 1 , the merging vehicle M in Lane A should build up a good level of situation awareness of the vehicles in its target lane B before executing a lane change decision. The situation awareness consists of perceiving its environment (e.g., the position and velocity of F b and L b ) at current step and make inferences about its states in future steps [4] . This problem is usually formulated as a filtering and prediction problem [5] , [6] discussed as follows. 
A. Perception by filtering
The filtering usually achieves two tasks including attenuating the effects of noises and inferring the latent variables of interest. In this paper, the longitudinal position and velocity information of the following vehicle F b in lane B is of particular interest. In the field of target tracking [15] , a prior physical model is usually required to achieve a bettering filtering performance. The widely used kinematic vehicle model [15] is considered in this paper, given by
where k is the time index, T is the sampling time, p k , v k denote the position and velocity at k th step; a k is the acceleration input noise reflecting the drivers' action in longitudinal direction, w k denotes the measurement noise determined by physical sensors. Without loss of generality (see, [16] ), the measurement matrix C k = I 2 is assumed to be an identity matrix in this paper.
The perception problem under consideration is how to obtain better filtering accuracy with given measurements. It follows from Bayes' theory that filtering is achieved by fusing prior information and measurement information through propagation and updating. Consequently, with given measurements, a better prior information (i.e., closer to real situation) can achieve a better filtering performance.
B. Projection by prediction
As discussed in Section I (see, also [5] , [9] ), the future state of vehicles in target lane is also of particular importance. The safety and reliability of the lane change decision should be guaranteed in the whole precess of lane change manoeuvre within an uncertain and dynamic environment. In prediction, the filtering results together with acceleration distribution will serve as the inputs to the prediction equation (1) such that the states in future steps can calculated recursively. Since no measurements are available to update/correct the prediction, the prediction results will purely rely on filtering output and acceleration distribution in the absence of other extra knowledge.
C. Motivations
In conventional approaches, the acceleration a k is usually modelled as a Gaussian distribution with given mean and covariance. This simple approach is effective for free driving where little prior information is available, however, may miss some important information for lane change situation.In lane change scenario, the motion of the following vehicle F b is not free, but rather constrained by its leader L b [17] . This interactive behaviour can be captured by Car Following Model (CFM) [18] in the field of microscopic traffic flow theory. It follows from Intelligent Driver Model (IDM) [11] that the acceleration of F b is a function of its velocity v F , its relative velocity and distance with its leader
Unfortunately, the conventional Gaussian distribution can not capture this knowledge. This paper, however, exploits this extra knowledge in a qualitative way using machine learning techniques based on a large set of real data such that a better acceleration modelling and consequently a higher level of situation awareness accuracy can be obtained.
III. DATA-DRIVEN SITUATION AWARENESS
In this section, the proposed Data-Driven Situation Awareness (DDSA) algorithm for vehicle lane change is discussed in detail. Its overall structure is shown in Fig. 2 
A. Off-line training
The off-line training consists of three steps including data filtering, clustering and acceleration statistics calculation.
1) Data filtering: In practical application, the variables of interest (e.g., position, velocity) are usually measured through different sensors. The data are usually noisy due to the inevitable presence of sensor noises. In this paper, Kalman filter is used to filter out the noises in observation.
2) Feature selection: The commonly used criteria for feature selection [13] are as follows: (i) the feature has strong correlation to the variable of interest (i.e., acceleration in our case); (ii) the features are easy to observe/acquire. Following these criterion in conjunction with the observations in
, which will serve as the inputs to the clustering algorithm.
3) Fuzzy C-mean Clustering: Fuzzy C-mean Clustering (FCM) algorithm is applied to categorize the driving states into different clusters. In FCM algorithm, data points are assigned to each cluster using fuzzy memberships. Let X = (x 1 , ..., x n ) denote a collection of n data points to be partitioned into c clusters. The algorithm is an iterative optimization that minimizes the cost function defined by
where u ij represents the membership of data point x i in the jth cluster; c j is the jth cluster centre; ||•|| is a norm metric; and m is a constant. The parameter m controls the fuzziness of the resulting partition. For a given data point x i , the sum of the membership values for all clusters equals to 1.
The cost function is minimized when data points close to the centroid of their clusters are assigned high membership values, and low membership values are assigned to data far from the centroid. The membership function represents the probability that a data point belongs to a specific cluster. In FCM algorithm, the probability is dependent solely on the distance between data point and each individual cluster centre. The membership functions and cluster centres are updated by
Starting with an initial guess for each cluster centre, the FCM converges to a solution c j representing the local minimum or a saddle point of the cost function. Convergence can be detected by comparing the changes in the membership function or the cluster centre at two successive steps. 4) Acceleration statistics: After different clusters are available, statistic analysis is conducted on each cluster to derive the acceleration distribution. In practical application, Gaussian distribution is usually preferred due to its simplicity and efficiency. It is believed that this acceleration statistics are more close to the actual driving state since extra knowledge (i.e., car following behaviour) has been taken into account through clustering and classification.
B. Online execution
This subsection considered the online execution of the proposed DDSA algorithm. For given measurements of a vehicle of interest, classification is first performed to capture the driving behaviour, upon which filtering and prediction is conducted subsequently.
1) Classification:
To classify a new sample/measurements into a cluster in real time, the commonly used supervised Fuzzy k-NN algorithm is applied [19] . This method assigns fuzzy memberships of samples to different categories rather than a particular class as in k-NN, where the class memberships are determined by the formula
, where m determines how heavily the distance is weighted in calculating each neighbour's contribution to the membership value. The variable i belongs to (1, 2, ..., c) . The variable k is the number of nearest neighbours, u i (x) is the membership of the test sample x, to class i. ||x − x (j) || is the distance between the test sample x and its nearest training samples x (j) . In the paper, distance measurement is Euclidean distance measure. u i (x (j) ) is the membership value of the j-th neighbour to the i-th class, it can be assigned in several ways. In this paper, the "hard" way is chosen, which assigns 1 if x j belongs to i-th class otherwise assigns 0.
2) Filtering and prediction: After classification is done for given measurements, a specific model (or cluster) with associated acceleration distribution in Section III-A.4 is available for filtering and prediction.
IV. EXPERIMENTAL VALIDATION
In this section, experimental validation is performed on the proposed DDSA algorithm. The dataset for experiment is briefly described in Section IV-A. The clustering and classification results are given in Section IV-B. The comparison results between the proposed DDSA algorithm and conventional Kalman Filter (termed KFSA) based algorithm without clustering and classification are shown in Section IV-C (filtering) and IV-D (prediction) respectively.
A. NGSIM dataset
The publicly available Next Generation SIMulation (NGSIM) dataset is used to validate the proposed algorithm. The data was collected in June 2005 using eight cameras mounted the top of a 36-story (154 m tall) building next to the Hollywood Freeway US-101. On a road section of 640 m (2100 feet) with five mainline lanes and an auxiliary lane, 6101 vehicle trajectories have been recorded in three consecutive 15-minute intervals. The data (with sampling time 0.1 sec) between 7:50 a.m. to 8:05 a.m is used in this paper. This dataset has been widely applied in different researches such as acceleration estimation, car-following model calibration [12] among others.
B. Clustering and classification
In clustering, FCM clustering algorithm is used to divide driving states into different clusters. The selection of the number of clusters c is an open problem, which is mainly based on intuition and personal knowledge [13] . In this paper, c is chosen 4; this is due to the fact that increasing c above 4 will result in very similar clusters in terms of acceleration mean and variance (reflecting different driving behaviours). The clustering results are shown in Fig. 3 and Fig. 4 .
After different clusters are available, statistic analysis is conducted on each cluster to derive the acceleration statistic. The minimum, mean, maximum values and variances of acceleration in each cluster are shown in Table I . Besides, the acceleration distributions in each cluster are drawn and they can be well approximated by different Gaussian Distributions. Fig. 5 displays the particular acceleration distribution for cluster 2.
Fuzzy k-NN is used for classification. The sensitivity of the number of nearest neighbours k is analysed by Mean Square Error (MSE) of position and velocity estimation. Table II shows the results using different values of k, which indicates that optimal k should be between 500 and 600. We further obtained the relatively precise value by dividing the interval [500, 600] into different subintervals and the results are given in Table III . Consequently, k is chosen 580. 
C. Filtering comparison
It is known that in filtering with given measurements, a better modelling (i.e., closer to real situation) results in better filtering performance. We first show that the proposed DDSA algorithm can provide better filtering performance since classifying the given state into a cluster can give a more accurate acceleration modelling.
The standard Kalman Filtering based Situation Awareness algorithm (termed KFSA) without clustering and classification is used as the baseline algorithm for the purpose of comparison (the acceleration distribution is obtained by statistic analysis of all the history data). The results of position and velocity filtering are shown in Figs. 6 and 7 respectively. The performance statistics between KFSA algorithm and the proposed DDSA algorithm are summarized in TABLE. IV. One can see the MSEs of both position and velocity under the proposed DDSA is smaller than those of KFSA. The filtering performance improvement in DDSA is due to a better acceleration modelling.
D. Prediction comparison
In the stage of projection, no measurement (or correction) is available, as a result, the prediction accuracy purely relies on modelling (actually the role of modelling is more important in projection than perception). For a given filtering result, a better modelling (i.e., closer to real situation) results in better prediction performance. We will show the proposed DDSA algorithm also provides better prediction performance since a more accurate acceleration model is used in prediction by classifying the given situation into a cluster/model with associated acceleration distribution.
Both the KFSA and the proposed DDSA algorithms are applied for prediction based on the filtering results in Section IV-C (i.e., the filtering results at 4.5 sec serves as the inputs for prediction). The results of position and velocity prediction are shown in Figs. 8 and 9 respectively.
It can be seen from Fig. 8 and 9 that at 4.5 sec the ground truths of both position and velocity are closer to the means of the proposed DDSA algorithm; this is due to the better filtering results of the proposed DDSA algorithm. More importantly, after 4.5 sec the ground truths of position and velocity fall into the 3-σ intervals of the proposed DDSA algorithm but deviate from the 3-σ intervals of the KFSA. That means the proposed DDSA algorithm using clustering and classification outperforms the traditional KF based algorithm. 
V. CONCLUSIONS AND FUTURE WORK
This paper considered the problem of situation awareness for vehicle lane change. A Data-Driven Situation Awareness (DDSA) framework is developed using machine learning algorithms. For off-line training, unsupervised Fuzzy CMean Clustering (FCM)) is drawn to categorize the drivers' behaviours into different clusters with associated acceleration distributions. For online application, Fuzzy k-NN classification algorithm is applied to derive the model of a given driving state. Using the derived model with the associated acceleration statistics, Kalman filter/prediction is applied to obtain vehicle states and their projections. The publicly available NGSIM dataset is used to validate the proposed DDSA algorithm. Experimental results show that the proposed DDSA algorithm can obtain better filtering and projection performance in comparison with Kalman filter without clustering and classification.
In the future, more effective features for clustering will be considered. The proposed situation awareness algorithm will also be integrated with lane change decision making system [9] such that a safer and more reliable decision can be generated. 
