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INTRODUCTION

Classical approaches
to wavelet construction deal with multiresolution analysis (MRA) on the entire real axis [3, 4] . More recently, the construction of suitable wavelets for bounded intervals has become of interest [1, 5, 6 ], primarily as a means for elimination of edge effects in image analysis.
Such constructions are usually directed toward synthesis of orthogonal or semiorthogonal wavelets.
The two classes have an underlying common structure, yet exhibit diversity in methodology and complexity of an associated computational algorithm. Meyer [7] has adapted the orthogonal wavelets of Daubechies [4] to the bounded interval.
However, his procedure for obtaining orthogonality of boundary scaling functions encounters an ill-conditioned matrix and ensuing numerical instability as matrix size increases. This mishap motivated Cohen, Daubechies, and Vial [5] to take an approach, whereby boundary scaling functions are no longer obtained by restriction to the interval of the customary scaling functions.
This causes some inconvenience in reconstruction, as various two scale relations are required near boundaries. Perhaps anticipating numerical instabilities if proceeding otherwise, Chui-Quak [l] construct (and Quak-Weyrich [6] implement) semiorthogonal spline wavelets for the interval, introducing special boundary scaling functions which possess multiple nodes at an endpoint.
Intuitively, it appears unnatural to harbor the inconvenience of scaling functions possessing two scale relations which vary over the interval. There is little reason to suspect that otherwise numerical instabilities might occur, as for spline wavelets orthogonalization is not a factor. Consequently, in a companion paper [2] there has been reexamined, for the case of cubic B-spline wavelets with compact support, the feasibility of employing an alternative MRA for the interval. The modification is as follows. First, boundary scaling functions which are the restriction to the interval of cubic B-spline translates are retained. where the usual error tolerance of no more than 5% relative error is the standard.
As the research presented here depends strongly upon the previous work, for clarity of foundations it will be necessary to review the boundary wavelet machinery previously developed [2]. The spaces VJ are related by
PRELIMINARY CONSIDERATIONS
where WJ is the orthogonal complement in VJ+~ of VJ. The most fundamental requirement of an MRA is that there is a scaling function 4(z) such that, for finitely many Ic, the scaling function
and the linear span of these translations covers VJ. In the sequel, attention is directed to the interval [0, 8] . Vi is the space of natural cubic splines with (at most) simple nodes at 0, 1, 2, 3, 4, 5, 6, 7, 8 
according to the indices of the nodes which disappear when a VI function is projected on Vi, where the indices j = 4,5 correspond to inner wavelets. Subsequently, scaled versions of these wavelets which are in VJ will be referred to as &x)3 k=l,3,...,N-1
where N = 2J+3, and the first three and last three index values refer to boundary wavelets.
The necessity for a boundary wavelet arises when it is observed that left (right) translations of $4 ($Js) are no longer orthogonal to Vi. Indeed, the only requirement for constructing boundary wavelets in Wc is that To satisfy condition (a), the constants Ci in the equations
are chosen such that \kj is orthogonal to every function N(x -i) with which it shares support. For fixed j, this leads to solving a homogeneous system of 7 + j equations in 8 + 2j unknowns.
Latitude in solving these systems is removed by the principle of minimal interference with interior interaction; the innermost profile of a boundary wavelet is chosen insofar as possible to conform to the corresponding profile of the 3] inner wavelet. This choice is made possible because j + 1 of the associated determining equations for boundary wavelet @j will be identical to those required for the inner wavelet. By substituting inner wavelet coefficients, for each j this reduces to finding the unique solution of a system involving six inhomogeneous equations in six unknowns. Set up and solution is accomplished using the Maple symbolic algebraic manipulation package.
Coefficients of the boundary and inner wavelets are given in Table 1 .
Figures l-4 show wavelet profiles. As may be seen, there is no marked difference in appearance between the present boundary wavelets and those of Chui-Quak [1,6]. 
FRONTAL DECOMPOSITION
Let VJ be the space of natural cubic splines with the most simple nodes at Xk, k = 0, 1, . . . , IV. Here, N = 2J+3, h is the node spacing, and let 4;(x) = N(2Jx -k + 4), k = -1,. . . ,N + 1 be the cardinal B-spline basis for VJ. is a projection on VJ, provided the following requirements are satisfied:
together with the conditions for a natural spline fit c-1 = 2cs -ci cN+i = 2cN -c,_1.
The most desirable feature of a multiresolution analysis is provision of means to calculate the relation between the projection Phf on the fine grid Vj and its best natural spline approximation P2h f in the coarser space VJ_ 1:
where N/2+1 P2hf = c C2k+;-1(+
k=-1
Here, even indices are used to emphasize the disappearance of odd-indexed nodes under projection, and the natural spline conditions are
In particular, the function wh(z) is to be expressed in terms of a scaled version applicable to wJ-1 of the B-wavelet basis for Wc derived in the previous section: 
The reverse process of building up the function from knowledge of the ck, dk at each level is referred to as rewnstmction.
For B-wavelets in Ls(R), decomposition using pyramid schemes usually leads to concomitant development of a boundary layer of error near interval endpoints, caused by truncation of weight sequences [3] . The point of developing MRA for the finite interval is to avoid this difficulty. A frontal decomposition scheme for which edge effects have been eliminated is now presented. Reconstruction proceeds as usual by a reverse pyramid scheme [3] , suitably modified to account for boundaries and presence of boundary wavelets.
By the theory of approximation in Hilbert space, the best approximant in VJ_I to a given natural spline Phf is the unique solution of the following constrained optimization problem: 
The decomposition is continued by solving the linear system 
(22)
The system matrix P for equation (21) has bandwidth 7, and its elements are Pij = !J$(zz~_~). Table 2 
RECONSTRUCTION BY DYNAMIC MOVING AVERAGES
The reconstruction problem, which is the inverse of decomposition, requires an algorithm which combines the coefficients ckJ_l, d{-' obtained from solving equations (19) and (21) 
from the separate basis function expansions for Pzh f and wh f. It is an easy exercise to show that Pshf contributes as follows:
j=O Here cf-' = czl, where czl comes from solving equation (14), and the Pl axe defined by equrttions (4) and (5). Likewise, the contributions from wh(z) are given by (21), and C& is a coefficient from the two-scale relation for wavelet $1 (see Table l) , where, for an inner wavelet, the zero index value for k refers to the center of symmetry. For a boundary wavelet the center of indexing is, again, the 6th nonzero coefficient, but moving from the interior towards the boundary with which it is associated. (It is noted that the so-called third boundary wavelet has six nonzero coefficients to one side of the center of indexing, and five to the other side, whereas an inner wavelet has five coefficients to either side.)
Interpretation as a Moving Average
By the well-known method of up-sampling (insertion of zeros to get the vector c-r, 0, ~0, 0, cl, 0, c2, . . * ,~,~N/2,~,~N/2+1, 0) the two formulas of equations (24), (25) Likewise, by upsampling the dkJ_', the two equations (26), (27) 
PROVING THE ALGORITHM
As significant computer aided algebra has been accomplished in deriving the present decomposition algorithm, the first experiment is aimed at verification of accuracy. For cubic splines having two continuous derivatives, one should be able to detect discontinuities in a function and its first or second derivatives by performing a wavelet decomposition. Further, use of boundary wavelets and the frontal decomposition technique should eliminate the boundary errors which arise when countable infinite weight sequences are truncated, in adapting wavelet methods for Lz(R) to the interval.
For this purpose, we use the test functions fr(z) and fi(z) Although the derivative discontinuity at the center of the interval is not visible (Figure 5a ) in plotting a test function, its detection by observance of wavelet coefficients (Figure 5b ) is well localized and accurately space centered, even though the wavelet coefficients are of small magnitude.
Further, the usual boundary layer of error at endpoints, which is associated with weight sequence truncation [3] , is seen to have been avoided. But, this is the point of using boundary wavelets; hence, the major criteria for success of the present method clearly has been achieved.
SOFT THRESHOLD DENOISING WITH WAVELET COEFFICIENTS
A question frequently posed by the user community regards knowing the circumstances under which one type of wavelet may or may not be superior to another.
The question is explored here in the context of an application of wavelets to data smoothing called thresholding in the wavelet transform domain. The cubic wavelet structure developed in Section 3 (see Table 1 ) is now applied to data smoothing in the thresholding context, to determine whether semiorthogonal wavelets can compete with the successes of orthogonal wavelets in this area.
Donoho and Johnstone
[lO-131 have proposed a very simple procedure for recovering functions from noisy data, which attempts to reject noise by thresholding in the wavelet transform domain. When the wavelet transform utilizes an orthogonal wavelet, the data smoothing which results by thresholding is claimed to be very good [ll] .
The objective in this section is to report some numerical experiments where the thresholding technique is attempted, for the case in which the wavelet transform utilizes the semiorthogonal cubic B-spline wavelet and the interval MRA algorithm developed in Sections 3 and 4. The best that can be said is that some degree of data smoothing is obtained; however, the level of variance reduction is insufficient for acclaim to be credited to the method. Evidently the property of an orthogonal transform of the data, strongly utilized in theoretical studies of Donoho's method, is crucial to significant variance reduction.
Suppose it is desired to recover an unknown function f(ti) defined on [a, b] from noisy data di = f(h) + 0-5,
where ti = 1 n & N iV(0, 1) Gaussian white noise c7 noise level.
One interpretation of the term "denoising" is that one's goal is to optimize the mean-squared error The denoising process, which is not necessarily optimal, follows. First, the interval-adapted cubic B-spline wavelet and natural spline MRA of Sections 3 and 4 are employed to "wavelet transform" the data by decomposition over several levels of increasing coarseness. Next, the resulting wavelet coefficients are translated towards zero, by applying the soft threshold nonlinearity rlt(Y) = sdy)(lyl -t)+ 
-1, if y < 0,
coordinatewise to the wavelets coefficients, with specially chosen values for the threshold t. Upon reversing the pyramid filtering process (by reconstruction), the smoothed values f,t(i/n), i = 0, 1,2, -* . ) n -1, are recovered. 
A Data Smoothing Experiment
The outcome of some numerical experiments which implement the denoising technique are now reported. A graduated sequence of t-values are employed for the natural B-spline wavelets as seen in Table 4 . The corrupting signal is white (Gaussian) noise from a random number generator, shown below. Table 3 shows the smoothing accomplished by the natural B-spline wavelets simply projecting from the fine grid to a coarser grid level, with no thresholding. Table 4 shows the effects of thresholding several coarse levels after reconstructing back to the fine level. There is a progression in quality of the resulting data smoothing ss the threshold varies, as may be seen from Table 4 . Indeed, as the threshold approaches t = 3.0, it is seen in Table 4 that the standard deviation converges to 0.178734.
Figures 7-9 depict projected data, wavelet coefficients, and reconstructed data over several levels. From the appearance of the wavelet transform coefficients, one might suspect that the random noise generator is producing correlated noise in the vicinity of x = 5.0.
It is seen that Donoho and Johnstone's soft th~sholding method in conjunction with the semiorthogonal wavelet lead to numerical experiments whose resulting smoothing recovery from an unknown noisy data is, at best, about the 15% level in variance reduction. Indeed, as a result of simply projecting to the fourth level (j = 4) of coarseness, we get better smoothing results than are obtainable by thresholding, as may be seen from Table 3 . 
DATA COMPRESSION BY QUANTILE THRESHOLDING
In the last few years the advent of multimedia computing has initiated a revolution in research concerning image compression. Here, storage and manipulation of image data in raw form can be very expensive. For example, a standard 35mm photograph digitized at 12pm per pixel requires about 18 MBytes of storage, and one second of NTSC-quality color video requires about 23 MBytes of storage f14]. High definition television (HDTV) is another area where sheer volume of data which must be transported and stored (in real time) boggles the imagination.
It is clear that in order to take advantage of what is becoming cutting edge technology in these areas, some form of data compression is necessary, Indeed, the introduction of the wavelet concept has spurred a revolution in the field of data compression.
In this section, we investigate the quality of data compression that can be obtained from lossy compression schemes which employ the interval wavelets derived in Section 3 (see Table 1 ). Basically, there are two different kinds of schemes for compression: lossless and lossy. In the csse of lossless compression, one is interested in reconstructing the data exactly, without loss of One such signal is y = sin(t2), which is to be used for numerical experiments.
Interest is focused on a data window of length N = 2n, where n = 10. Using the techniques of Section 4 involving multiresolution analysis on the interval, this data will be decomposed to a level of coarseness n = 3, with quantile thresholding of the wavelet coefficients. successful for semiorthogonal wavelets as it has been advertised for orthogonal wavelets. On the other hand, very good results are achieved for a data compression scheme which employs these interval wavelets. A compression ratio of 40 to 1 is experienced.
