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Summary
The results in this thesis are organised in four chapters.
Chapter 1 is preliminary. We state the necessary definitions and results in ω-complexes,
atomic complexes and products of ω-complexes. Some definitions are restated to meet the
requirement for the following chapters. There is a new proof for the existence of ‘natural
homomorphism’ (Theorem 1.3.6) and a new result for the decomposition of molecules in
loop-free ω-complexes (Theorem 1.4.13).
In Chapter 2, we study the product of three infinite dimensional globes. The main result
in this chapter is that a subcomplex in the product of three infinite dimensional globes is a
molecule if and only if it is pairwise molecular (Theorem 2.1.6). The definition for pairwise
molecular subcomplexes is given in section 1. One direction of the main theorem, molecules
are necessarily pairwise molecular, is proved in section 2. Some properties of pairwise molec-
ular subcomplexes are studied in section 3. These properties are the preparation for a more
explicit description of pairwise molecular subcomplexes, which is given in section 4. The
properties for the sources and targets of pairwise molecular subcomplexes are studied in
section 5, where we prove that the class of pairwise molecular subcomplexes is closed under
source and target operation; there are also algorithms to calculate the sources and targets of
a pairwise molecular subcomplex. Section 6 deals with the composition of pairwise molecular
subcomplexes. The proof of the main theorem is completed in section 7, where an algorithm
for decomposing molecules into atoms is implied in the proof.
The construction of molecules in the product of three infinite dimensional globes is studied
in Chapter 3. The main result is that any molecule can be constructed inductively by
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a systematic approach. Section 1 gives another description for molecules in the product of
three infinite dimensional globes which is the theoretical basis for the construction. Section 2
states the inductive process of constructing molecules. The justification for the construction
is given in section 3.
The main result in Chapter 4 is that a subcomplex in the product of four infinite dimen-
sional globes is a molecule if and only if it is pairwise molecular (Theorem 4.1.4). In the
first four sections, some basic concepts and properties have to be reestablished to suit more
general case. The organisation for the last three sections is parallel to that in Chapter 2.
The corresponding results for sources, targets, composition and decomposition of pairwise
molecular subcomplexes are also achieved.
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Introduction
In this work, we study the ω-complexes of products of infinite-dimensional globes.
An n-category is an algebraic structure consisting of objects, morphisms between ob-
jects, 2-morphisms between morphisms, and so on up to n-morphisms, subject to various
composition rules.
The study of n-categories started from 2-categories which generalise the idea that natural
transformations can certainly be thought as morphisms between morphisms. The theory
of bicategories (a generalisation of 2-categories) has successfully been established by the
wonderful work of, for example, Eilenberg and Kelly [10], Kelly [16], Kelly and Street [17],
and Mac Lane and Pare´ [18].
The concept of ω-category or ∞-category ([6, 22]) is a generalisation of n-category with
no restriction of ‘up to n’. It was originated by Brown and Higgins in [6], in connection
with homotopy theory. It was not long after the concept was introduced that the researchers
realised that a sort of pasting diagrams representing compositions in multiple categories
should be introduced. There are several approaches in the study of such pasting diagrams
with different names such as parity complexes, pasting schemes, directed complexes or ω-
complexes. See Al-Agl and Steiner [1], Johnson [12], Kapranov and Voevodsky [14], Power
[19], Steiner [20, 21] and Street [23, 24]. We follow the approach in Steiner [21] because the
concept of ω-complex is certainly the most general one.
There is a concept of products of ω-complexes defined in Steiner [21]. It is natural because
the products of ω-complexes give the tensor product of the underlying ω-categories. (For
the study of tensor products of multiple categories, see the work of Gray [11], Al-Agl and
Steiner [1], Crans [9], Joyal and Street [13], and Brown and Higgins [7]). It is shown in
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paper [21] that the products of ω-complexes are still ω-complexes. Since the definition for
the product is given by generators and relations, it is natural to seek explicit descriptions for
the products of ω-complexes. This problem is difficult in general, since the molecules, which
are representatives of elements in the underlying ω-categories, in the products are difficult
to recognise. We thus consider the solution for the products of the simplest ω-complexes,
globes.
An n-dimensional globe u is the an ω-complex representing the n-category with exactly
one n-morphism and twom-morphisms u−m and u
+
m for every non-negative integerm < n such
that the l-source d−l u
γ
m and l-target d
+
l u
γ
m of u
γ
m are u
−
l and u
+
l respectively for l < m ≤ n and
γ = ±. The infinite dimensional globe is the obvious generalisation of n-globes. The globes
are basic ω-complexes because they serves as the generators in the standard representation
of ω-categories. (See Crans [8].) The product of, for example, three infinite dimensional
globes u × v × w is generated by elements of the form uαi × v
β
j × w
ε
k (called atoms) with
relations resembling those in homological algebra. Thus an element (called molecule) in the
product of three globes is a union of atoms (called subcomplex). One of the main result
in this thesis characterises molecules in the product of three infinite dimensional globes, in
terms of such subcomplexes.
The study for the product of infinite dimensional globes is important not only because
infinite dimensional globe is a basic ω-complex, but also because it may help to understand
the products of general ω-complexes. According to the approaches used in paper [21], it
seems that the product of infinite dimensional globes has a sort of universal property which
may be used to study product of general ω-complexes, although we have not yet been able
to describe this universal property precisely. Moreover, the explicit description of products
of infinite dimensional globes may also help in better understanding some work in weak
n-categories. (See Baez and Neuchl [4], and Kapranov and Voevodsky [15].)
For the product of two infinite dimensional globes, there are descriptions in paper [23]
and [21]. The description in [21] is more explicit in the way that the molecules are easily
recognised and constructed, and there are explicit algorithms to calculate sources and targets
of a molecule and the composites of molecules, there is also an algorithm to decompose a
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molecule into atoms. The main work in this thesis is to extend these results to products of
three and four infinite dimensional globes.
As stated above, the construction for the product of two infinite dimensional globes is
fairly clear. So it is natural to reduce the problem for the product of three infinite dimensional
globes to that of two infinite dimensional globes. This consideration leads to the idea of
describing a molecule in product of three infinite dimensional globes by projecting it to the
(twisted) products of two infinite dimensional ones. This results in the definition of pairwise
molecular subcomplexes in the product of three infinite dimensional globes. It is proved that
molecules are exactly pairwise molecular subcomplexes.
A more explicit description for molecules in the product of three infinite dimensional
globes is influenced by [23] and [21]. Some conditions in this description come from the
requirement that a molecule should be well-formed, while some come from the comparison
with the description of molecules in the product of two infinite dimensional globes. A crucial
concept is the adjacency of maximal atoms in a subcomplex. This description has some new
features distinguished from that for the product of two infinite dimensional globes. Some
restrictions must be given because of the middle factor. For example, if there is a pair of
distinct maximal atoms uα1i1 ×v
β1
j1
×wε1k1 and u
α2
i2
×vβ2j2 ×w
ε2
k2
in a pairwise molecular subcomplex
such that i1 > i2, min{j1, j2} > 0 and k1 < k2 , it is required that there is a maximal atom
uαi × v
β
j × w
ε
k such that i > i2, j ≥ min{j1, j2} − 1 and k > k1.
After the descriptions of molecules in the product of three infinite dimensional globes are
proposed, we have to prove that pairwise molecular subcomplexes are closed under source and
target operations, and they are also closed under composition operations. The algorithms
for calculating the sources, targets and composites of a pairwise molecular subcomplex are
also studied.
To prove that pairwise molecular subcomplexes are molecules, we have to show that they
can be decomposed into atoms. To do this, a total order, called natural order, on the set of
atoms in the product of three infinite dimensional globes is introduced. The natural order
is designed so that the maximal atoms of dimensions greater than the frame dimension p
(see paper [20]) in a pairwise molecular subcomplex can be listed as λ1, λ2, . . . , λS with
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λs∩λt ⊂ d
+
p λs∩d
−
p λt for all 1 ≤ s < t ≤ S. This means that the decomposition approach in
paper [20] applies. In the proof that pairwise molecular subcomplexes are molecules, there
is also an explicit algorithm to decompose a molecule into atoms.
At this stage, we have satisfactory descriptions for the product of three infinite dimen-
sional globes. However, these are still descriptive. From these descriptions, it is fairly easy
to check whether a given subcomplex is a molecule. But we still cannot construct all the
molecules. Our next goal is to find a systematic way to construct all molecules. The ap-
proach is based on the middle factor. According our results, we can construct any molecule,
inductively, by listing its maximal atoms as λ1, λ2, . . . , λR with λr = u
αr
ir
× vβrjr × w
εr
kr
such
that j1 ≥ · · · ≥ jR and such that ir > ir+1 when 1 ≤ r < R and jr = jr+1. In more detail,
let maximal atoms λ1, . . . , λr be an initial segment of the list. We can easily determine
whether λ1 ∪ · · · ∪ λr is already a molecule and determine the set of possible next maximal
atoms λr+1, so that all the molecules can be constructed inductively.
Up to now, we have a completely satisfactory theory for the product of three infinite
dimensional globes.
Our discussion for the product of four infinite dimensional globes is roughly parallel to
that for the product of three infinite dimensional globes. Since the construction of the prod-
uct of three infinite dimensional globes, by our results, is thought to be clear, we propose that
the molecules in the product of four infinite dimensional globes should be the subcomplexes
such that they are projected to the molecules in the (twisted) products of three infinite
dimensional globes. This results in the basic definition for pairwise molecular subcomplexes
in the product of four infinite dimensional globes.
To work out the more explicit description (the one without using projection), some
basic concepts, for example, the definition of adjacency and projection maximal must be
reestablished because of another middle factor. Compared with the description for the
molecules in the product of three infinite dimensional globes, this description is less explicit.
However, it is good enough to check whether a given subcomplex in the product of four
infinite dimensional globes is a molecule. Best of all, both descriptions for the molecules in
the product of four infinite dimensional globes can easily be stated for those in the product
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of more infinite dimensional globes. This may lead us to further study the product of more
infinite dimensional globes.
After the basic concepts and tools are properly established, the rest of the work very
much resembles that for dealing with the product of three infinite dimensional globes: the
closedness of molecular subcomplexes under the source, target and composition operations
are proved, algorithms for the calculations of sources, targets and composites are given, and in
the proof that molecular subcomplexes are exactly molecules, an algorithm for decomposing
molecules into atoms is also established.
Unfortunately, we have not been able to work out the construction of molecules in the
product of four infinite dimensional globes. The difficulty remains that there are two ‘mid-
dle’ factors. Thus our theory for the product of four infinite dimensional globes is not as
satisfactory as that for the product of three infinite dimensional globes.
We end the introduction by raising some questions following this work.
1. What are the explicit descriptions for the product of n infinite dimensional globes
with n > 4?
We have proposed some fairly reasonable explicit descriptions for the molecules in the
product of n infinite dimensional globes which resembles very much that for the product
of four infinite dimensional globes. Some proofs in the study of the product of four infinite
dimensional globes are already quite complicated, and the problem is how to generalise them.
We feel pretty confident about working this out.
2. How can one construct the molecules in the product of four infinite dimensional globes?
As stated above, the construction of the product of three infinite dimensional globes is
satisfactory because there is systematic way to construct any molecule in the product of
three infinite dimensional globes. However, we have not yet worked out the analogue for the
product of four infinite dimensional globes. The difficulty remains how to handle the two
‘middle’ factors. We still have no idea of what the construction should look like.
3. What about the explicit descriptions for the product of general ω-complexes.
As stated at the beginning of the introduction, the study of the product of infinite
dimensional globes may help to understand products of general ω-complexes. Following this
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idea, for example, the construction of such ω-complexes as (u1#pu2)× v × w, where u1, u2,
v and w are infinite dimensional globes, must firstly be studied before one can carry on the
study for the general problem.
The following are two questions which we have not had time to think of deeply.
4. What about the construction of the joins of infinite dimensional globes (simplexes)?
5. What about the product of globes in the weak n-categories or weak ω-categories? (for
the definition of weak n-categories and weak ω-categories, see [2], [3], [5] [22] and [25]).
1
Chapter 1
Preliminaries
In this chapter, we give some basic definitions and discuss some properties of ω-complexes
and products of ω-complexes which are used throughout the thesis. All the results are based
on papers [21] and [20], although some treatments are different from those in these two
papers. In the last section, we give a new decomposition theorem which will be used later
in the thesis.
Throughout the thesis, non-negative integers are denoted by i, j, k, l, m, n, p, q, etc.
We also use α, β, γ, σ, τ , ε, ω, etc, to denote signs ±.
1.1 ω-complexes
In this section, we define ω-complexes and give some local descriptions of ω-complexes.
It is well known that a small category can be described purely by its morphism set by
regarding objects as identities.
Informally, an ω-category is a set X which forms the morphism set of a small category
Cn for every non-negative integer n such that every element x in X is an identity in some
Cn and ob(C0) ⊂ ob(C1) ⊂ . . . , where ob(Cn) denote the set of objects (identities) of Cn. We
also require that the categorical structures commute for every pair of non-negative integers.
The formal definition is as follows.
Definition 1.1.1. A partial ω-category is a set X together with unary operations d−0 , d
+
0 ,
d−1 , d
+
1 , . . . and not everywhere defined binary operations #0, #1, . . . on X such that the
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following conditions hold for all elements x, x′, y, y′ and z in X , all non-negative integers m
and n, and all signs α and β:
1. if x#ny is defined, then d
+
nx = d
−
n y;
2.
dβmd
α
nx =


dβmx if m < n,
dαnx if m ≥ n;
3. d−nx#nx = x#nd
+
nx = x;
4. if x#ny is defined, then
dαm(x#ny) = d
α
mx = d
α
my for m < n,
d−n (x#ny) = d
−
nx, d
+
n (x#ny) = d
+
n y,
dαm(x#ny) = d
α
mx#nd
α
my for m > n;
5. (x#ny)#nz = x#n(y#nz) if either side is defined;
6. (x#ny)#m(x
′#ny
′) = (x#mx
′)#n(y#my
′) if m < n and the left side is defined;
7. for every x ∈ X there is a non-negative integer p such that dαnx = x if and only if
n ≥ p.
The unique non-negative integer p in condition 7 is called the dimension of x, denoted
by dim x.
Example 1.1.2. There is a partial ω-category X = {a, b, x, y} such that dim a = dim b = 0,
dim x = dim y = 1, d−0 x = d
+
0 y = a and d
+
0 x = d
−
0 y = b.
Definition 1.1.3. Let X be a partial ω-category. If d+nx = d
−
n y implies that x#ny is defined
for all elements x, y in X and for all non-negative integers n, then X is an ω-category.
From Example 1.1.2, a partial ω-category is not necessarily an ω-category.
It is natural to consider representing a partial ω-category X by a suitable ‘pasting dia-
gram’. The ‘pasting diagram’ is a sort of cell complex such that the indecomposable elements
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of X are represented by atoms, the operations dαn are represented by parts of boundaries,
composites are represented by well behaved unions, elements in the ω-category are repre-
sented by subcomplexes which are well-behaved unions of atoms.
Example 1.1.4. There is an ω-category X with the following presentation: there are gen-
erators a, x, y and relations
dim a = 1, dim x = dim y = 2, d+1 x = d
−
1 y, d
+
0 a = d
−
0 x = d
−
0 y.
Then X has 16 elements which can be represented by subcomplexes of the diagram in the
following figure:
y
KS
u a // v
GF ED
d
c //
@A BC
b
OOw
x
KS
There are three cells a, x, y representing the generators; three additional 0-cells u, v, w rep-
resenting d−0 a, d
+
0 a = d
−
0 x = d
−
0 y and d
+
0 x = d
+
0 y; three additional 1-cells b, c, d representing
d−1 x, d
+
1 x = d
−
1 y and d
+
1 y; and the seven subcomplexes
x ∪ y, a ∪ b, a ∪ c, a ∪ d, a ∪ x, a ∪ y, a ∪ x ∪ y
representing
x#1y, a#0b, a#0c, a#0d, a#0x, a#0y, a#0(x#1y).
In this figure, d−0 , d
+
0 , d
−
1 , d
+
1 are represented by left end, right end, bottom and top respec-
tively; for example, d+1 a = a because dim a = 1, and
d+1 [a#0(x#1y)] = d
+
1 a#0d
+
1 (x#1y) = a#0d
+
1 y = a#0d.
Suppose that x#ny is a composite in a partial ω-category, and suppose that x and y are
represented by complexes in a pasting diagram. We then have d+nx = d
−
n y = z, say, and z
must be represented by a subcomplex of the intersection x∩ y. In fact our intuition requires
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z to be the whole of x ∩ y. For we want z to be at one extreme of x and at the opposite
extreme of y, so x \ z and y \ z should be on opposite sides of z, and therefore disjoint.
For an example of what can go wrong if this requirement is not satisfied, let X be the
partial ω-category in Example 1.1.2. This partial ω-category can be represented by the
following diagram
a
x
!!
b
y
aa
where the composites x#0y and y#0x do not exist. We argue that the composites like these, if
exist, would lead to an unsatisfactory behaviour in such pasting diagrams. Suppose otherwise
that the composites x#0y and y#0x both exist. They are distinct because d
−
0 (x#0y) 6=
d−0 (y#0x), so it is not satisfactory to have them both represented by the union x ∪ y. This
unsatisfactory behaviour arises because x ∩ y strictly contains a and strictly contains b.
These considerations lead to the following definition.
Definition 1.1.5. An ω-complex is a set K together with a family of subsets called atoms
and a family of subsets called molecules such that the following conditions hold.
1. The molecules form a partial ω-category.
2. Let x and y be molecules. Then x#ny is defined if and only if x ∩ y = d
+
nx = d
−
n y; if
x#ny is defined, then x#ny = x ∪ y.
3. Every atom is an molecule; every molecule is generated from some atoms by applying
composition operations #0, #1, . . . .
4. The set K is the union of its atoms.
5. For an atom a and a sign α, let ∂αa be given by
∂αa =


dαp−1a if dim a = p > 0,
∅ if dim a = 0;
let the interior of a be the subset Int a given by
Int a = a \ (∂−a ∪ ∂+a).
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Then interiors of atoms are non-empty and disjoint.
Example 1.1.6. There is an ω-complex u2 called 2-dimensional globe. It is a closed disk.
The boundary of the disk consists of two semicircles u−1 and u
+
1 intersecting at two distinct
points u−0 and u
+
0 . The atoms are u2 itself, the two semicircles u
−
1 and u
+
1 , and the two
distinct points u−0 and u
+
0 . The operators d
β
m are such that d
β
mu2 = u
β
m for m < 2 and
d
β
0u
α
1 = u
β
0 . It is easy to see that all the molecules in u2 are atoms, and they form an
ω-category. The ω-complex u2 can be represented by the following diagram.
u−0
u−1
$$
u+1
::
 
u2 u
+
0
Similarly, there is an ω-complex u3 called 3-dimensional globe. It is a closed 3-dimensional
ball. The boundary sphere consists of two hemispheres u−2 and u
+
2 intersecting in a circle,
and the circle consists of two semicircles u−1 and u
+
1 intersecting in two distinct points u
−
0 and
u+0 . The atoms are the ball u3 itself, the two hemispheres u
−
2 and u
+
2 , the two semicircles u
−
1
and u+1 , and the two distinct points u
−
0 and u
+
0 . The operators d
β
m are such that d
β
mu3 = u
β
m
for m < 3 and dβmu
α
n = u
β
m for m < n < 3. It is easy to see that all the molecules in u3 are
atoms, and they form an ω-category.
As another example of ω-complex, let K be a 7 element set {e3, e
−
2 , e
+
2 , e
−
1 , e
+
1 , e
−
0 , e
+
0 }.
The atoms are e¯3 = {e3, e
−
2 , e
+
2 , e
−
1 , e
+
1 , e
−
0 , e
+
0 }, e¯
−
2 = {e
−
2 , e
−
1 , e
+
1 , e
−
0 , e
+
0 }, e¯
+
2 =
{e+2 , e
−
1 , e
+
1 , e
−
0 , e
+
0 }, e¯
−
1 = {e
−
1 , e
−
0 , e
+
0 }, e¯
+
1 = {e
+
1 , e
−
0 , e
+
0 }, e¯
−
0 = {e
−
0 }, and e¯
+
0 = {e
+
0 }.
The operators dβm are such that d
β
me¯3 = e¯
β
m for m < 3 and d
β
me¯
α
n = e¯
β
m for m < n < 3. It
turns out that all the molecules in K are atoms, and they indeed form an ω-category.
Example 1.1.7. There is an ω-complex u called p-dimensional globe such that the atoms in
u can be listed as up, u
−
p−1, u
+
p−1, . . . , u
−
0 , u
+
0 such that d
β
mup = u
β
m for m < p and d
β
mu
α
n = u
β
m
for m < n < p. It is easy to check that all the molecules are atoms in p-dimensional globes.
We also denote the p-dimensional globe by up.
For instance, both of the subcomplexes u3 and K described in Example 1.1.6 represent
the 3-dimensional globe. We are going to see that they are equivalent.
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Similarly, there is an ω-complex u called infinite dimensional globe with exactly two n-
dimensional atoms u−n and u
+
n for every non-negative integer n, such that d
β
mu
α
n = u
β
m for
m < n. It is easy to see that all the molecules in a globe are atoms, and they form an
ω-category.
In the thesis, an atom uαn in an infinite dimensional globe u is also denoted by u[n, α].
We now state some results about local description of ω-complexes in [21].
Proposition 1.1.8. 1. Let x be a molecule in an ω-complex. Then dαnx ⊂ x for every
sign α and every non-negative integer n.
2. Let a be an atom in an ω-complex. If ∂αa 6= ∅, then ∂αa is a molecule and dim ∂αa <
dim a for every sign α.
Proposition 1.1.9. Let ξ be an element in an ω-complex. If a is an atom of minimal
dimension such that ξ ∈ a, then ξ ∈ Int a.
Proposition 1.1.10. Let x be a molecule and a be an atom in an ω-complex. Then a ⊂ x
if and only if Int a ∩ x 6= ∅.
Proposition 1.1.11. Let x be a molecule in an ω-complex. Then
dαnx =
⋃
{a : a ⊂ x and dim a ≤ n} \
⋃
{b \ ∂αb : b ⊂ x and dim b = n+ 1},
where a and b are atoms.
According to this proposition, we can see that an element ξ ∈ dαnx if and only if (1) ξ ∈ a
for some atom a ⊂ x with dim a ≤ n; and (2) for every atom b ⊂ x with dim b = n + 1, if
ξ ∈ b, then ξ ∈ dαnb.
As an example, we use Proposition 1.1.11 to verify that, in Example, 1.1.4
d−1 (a#0(x#1y)) = a#0b. By the above theorem, d
−
1 (a#0(x#1y)) is the difference of the
union a ∪ b ∪ c ∪ d and Int d ∪ Int c. Thus d−1 (a#0(x#1y)) = a ∪ b = a#0b.
Corollary 1.1.12. An ω-complex is determined by its atoms , their dimensions and the
functions ∂− and ∂+.
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Definition 1.1.13. Let X and Y be partial ω-categories. A homomorphism f : X → Y is
a map such that
1. f(dγnx) = d
γ
nf(x) for all x ∈ X , all non-negative integers n and all signs γ;
2. f(x#ny) = f(x)#nf(y) whenever x#ny is defined.
Example 1.1.14. Let u be a infinite dimensional globes. Let up be a p dimensional globe.
It is evident that there is a homomorphism fup : M(u) →M(up) of ω-categories such that
for all atom uαi ∈M(u)
fup (u
α
i ) =


uαi when i < p,
up when i ≥ p.
We end this section by introducing a definition of equivalence of ω-complexes.
Let K be an ω-complex. A subcomplex is a subset of K which can be written as a union
of atoms. The set of all subcomplexes of K is denoted by C(K); the set of all atoms of K is
denoted by A(K); The set of all molecules of K is denoted by M(K).
Definition 1.1.15. Let K and L be ω-complexes. We say K and L are equivalent if there
exists a map f : C(K) → C(L) called an equivalence of ω-complexes such that the following
conditions hold:
1. If a ∈ A(K), then f(a) ∈ A(L). Moreover, f |A(K) : A(K)→ A(L) is a bijection.
2. If A is a set of atoms, then f(
⋃
A) =
⋃
{f(a) : a ∈ A}.
3. If a ∈ A(K), then dim f(a) = dim a.
4. If a ∈ A(K), then f(∂αa) = ∂αf(a) for α = ±.
It is easy to check that the geometric description and combinatorial descriptions for 3-
dimensional globes in Example 1.1.7 are equivalent. From this, we may use the geometric
model to understand the combinatorial model and vice versa.
We are going to prove that an equivalence of ω-complexes preserves molecules. We need
several technical lemmas.
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Lemma 1.1.16. Let K be an ω-complex. If c1, c2 ∈ C(K), then c1 ∩ c2 ∈ C(K).
Proof. It suffices to prove that a∩ b is a subcomplex of K for every pair a and b of atoms in
K.
Let ξ ∈ a ∩ b. Let aξ be the atom of the minimal dimension with ξ ∈ aξ. According to
Propositions 1.1.9 and 1.1.10, we have aξ ⊂ a∩ b. It follows that a∩ b =
⋃
{aξ : ξ ⊂ a∩ b}.
Thus a ∩ b is a subcomplex of K, as required.
Lemma 1.1.17. Let f : C(K) → C(L) be an equivalence of ω-complexes. If c1, c2 ∈ C(K),
then f(c1 ∩ c2) = f(c1) ∩ f(c2).
Proof. Since f preserves unions of subcomplexes, we have f(c1) ⊂ f(c2) for a pair of sub-
complexes c1 and c2 in K with c1 ⊂ c2. Note that f : C(K)→ C(L) is a bijection, it follows
easily from Lemma 1.1.16 that f(c1 ∩ c2) = f(c1) ∩ f(c2), as required.
Lemma 1.1.18. Let f : C(K)→ C(L) be an equivalence of ω-complexes. If x ∈M(K) and
f(x) ∈M(L), then f(dγpx) = d
γ
pf(x).
Proof. Suppose that b ∈ A(L) and Int b ⊂ f(dγpx). Then there exists a ∈ A(K) with
b = f(a) such that a ⊂ dγpx. Thus a ⊂ x and dim a ≤ p. It follows that b = f(a) ⊂ f(x) and
dim b = dim f(a) = dim a ≤ p. Now suppose that b′ ∈ A(L) with dim b′ = p + 1 such that
Int b ⊂ b′. Then there exists a′ ∈ A(K) such that f(a′) = b′. It is evident that dim a′ = p+1
and a ⊂ a′. So we have a ⊂ ∂γa′. This implies that b = f(a) ⊂ f(∂γa′) = ∂γf(a′) = ∂γb′.
According to Proposition 1.1.11, we have Int b ⊂ dγpf(x). It follows that f(d
γ
px) ⊂ d
γ
pf(x).
By a similar argument, we can prove the reverse inclusion.
This completes the proof.
Proposition 1.1.19. Let f : C(K)→ C(L) be an equivalence of ω-complexes. If x ∈M(K),
then f(x) ∈ M(L). Moreover, f |M(K) : M(K) → M(L) is a homomorphism of partial ω-
categories.
Proof. We give the proof by induction.
Firstly, if a ∈M(K), then f(a) ∈M(L) by the definition of equivalence.
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Suppose that m > 1 and f(x) ∈M(K) if x can be written as a composite of less then m
atoms. Let x be an atom which can be written as a composite of m atoms. We must prove
that f(x) ∈M(L).
Indeed, it is evident that x has a proper decomposition x = y#pz into molecules such
that y and z are molecules which can be written as a composite of less than p atoms. By
the inductive hypothesis, we have f(y) ∈ M(L) and f(z) ∈M(L). To prove f(x) ∈M(L),
it suffices to show that the composite f(y)#pf(z) exists and that f(y#pz) = f(y)#pf(z).
Since x = y#pz, we have d
+
p y = d
−
p z = y ∩ z. By the previous lemmas, we get d
+
p f(y) =
f(d+p y) = f(d
−
p z) = d
−
p f(z) = f(y) ∩ f(z). Therefore f(y)#pf(z) is defined and f(y#pz) =
f(y ∪ z) = f(y) ∪ f(z) = f(y)#pf(z), as required.
By a similar argument, we can show that f preserves composition operation. Thus
f :M(K)→M(L) is a homomorphism of partial ω-complexes.
This completes the proof.
1.2 Atomic Complexes
Corollary 1.1.12 shows that it is possible to describe an ω-complex by its atoms and the
boundary operators ∂− and ∂+. This leads us to a concept consisting of atoms and boundary
operators which we call an atomic complex.
In this section, we first define atomic complexes and state some properties of atomic
complexes. Then we state a necessary and sufficient condition for an atomic complex to be
an ω-complex. From this theorem, we will see that the results in paper [20] for loop-free
directed complexes can be generalised to loop-free ω-complexes. We shall discuss this in
section 1.4.
Definition 1.2.1. An atomic complex is a set K together with a family of subsets A(K)
called atoms and functions dim, ∂− and ∂+ defined on A(K) such that the following condi-
tions hold.
1. For every atom a, dim a is an non-negative integer called the dimension of a.
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2. If a is an atom and α is a sign, then ∂αa is a subset of a such that ∂αa is a union of
atoms of dimensions less than dim a.
3. K =
⋃
A(K).
4. For an atom a, let Int a = a \ (∂−a∪ ∂+a). Then the interiors of atoms are non-empty
and disjoint.
Proposition 1.2.2. ω-complexes are atomic complexes.
To give the necessary and sufficient conditions for an atomic complex to be an ω-complex,
we need to define operators dαn on an arbitrary subset of K. This can be given by generalising
Proposition 1.1.11.
Definition 1.2.3. Let K be an atomic complex.
• If x ⊂ K and α = ±, then
dαnx =
⋃
{a : a ⊂ x and dim a ≤ n} \
⋃
{b \ ∂αb : b ⊂ x and dim b = n+ 1},
where a and b are atoms.
• If x ⊂ K and y ⊂ K, then the composite x#ny is defined if and only if x∩ y = d
+
nx =
d−n y; If x#ny is defined, then x#ny = x ∪ y.
• A molecule is a subset generated from atoms by finitely applying the composition
operations #n (n = 0, 1, . . . ).
With the definition of the operators dαn on an arbitrary subsets of ω-complexes, we can
define finite dimensional subcomplexes.
Definition 1.2.4. Let K be an atomic complex.
• If x is a union of atoms in K, then x is a subcomplex of K.
• Let x be a subcomplex of K. If there exists an integer n such that x = d−nx = d
+
nx,
then x is finite dimensional.
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Proposition 1.2.5. Let a and c be distinct atoms in an atomic complex. If Int a ∩ c 6= ∅,
then dim a ≤ dim c and a ⊂ ∂αc for some sign α.
Proposition 1.2.6. Let x and y be subcomplexes of an atomic complex. If y ⊂ x, then
dαnx ∩ y ⊂ d
α
ny.
Proposition 1.2.7. Let x and y be subcomplexes of an atomic complex. Then dαn(y ∪ z) =
(dαny ∩ d
α
nz) ∪ (d
α
ny \ z) ∪ (d
α
nz \ y).
Now we can state the necessary and sufficient conditions for an atomic complex to be an
ω-complex.
Theorem 1.2.8. Let K be an atomic complex. Then K is an ω-complex if and only if the
following conditions hold.
1. If a is an atom and dim a > 0, then ∂αa is a molecule for every sign α.
2. If a is an atom and dim a = p > 1, then dβp−2d
α
p−1a = d
β
p−2a for every pair of signs α
and β.
Example 1.2.9. Let wJ be the atomic complex with atoms wJ [k, ε] (k = 0, 1, · · · and
ε = ±) such that dim wJ [k, ε] = k and dγk−1w
J [k, ε] = wJ [k − 1, (−)Jγ] for k > 0. It is clear
that wJ satisfies conditions in Theorem 1.2.8. Thus it is an ω-complex. It is also easy to
see that the ω-complex wJ is equivalent to infinite dimensional globe w under an obvious
equivalence of ω-complexes sending wJ [k, (−)Jε] to w[k, ε].
Lemma 1.2.10. In an ω-complex, if x is a subcomplex, then dαnx can be written as a union
of interior of atoms.
Proof. Suppose that ξ ∈ dαnx. Let aξ be the atom in x such that ξ ∈ Int aξ. Then dim aξ ≤ p.
We claim Int aξ ⊂ d
α
nx. Indeed, for every η ∈ Int aξ, we have η ∈ aξ. Moreover, suppose
that η ∈ b for an atom b ⊂ x with dim b = p + 1, then ξ ∈ aξ ⊂ b. Hence ξ ∈ d
α
nb by
Definition 1.2.3. Since dαnb is a molecule, we have aξ ⊂ d
α
nb. Therefore η ∈ d
α
nb. It follows
from Definition 1.2.3 that η ∈ dαnx for every η ∈ Int aξ. Therefore Int aξ ⊂ d
α
nx.
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Now it is evident that
dαnx =
⋃
ξ∈dαnx
Int aξ
which shows that dαnx is a union of interiors of atoms.
This completes the proof.
Lemma 1.2.11. In an ω-complex, let x be a subcomplex and a be an atom. Then Int a ⊂ dαnx
if and only if
1. a ⊂ x and dim a ≤ p;
2. If a ⊂ b ⊂ x for an atom b ⊂ x with dim b = p+ 1, then a ⊂ dαnb.
Proof. This is an direct consequence of Lemma 1.2.10.
1.3 Products of ω-complexes
In this section, we give the product construction for ω-complexes. Some treatments are
different from (but of course equivalent to) those in paper [21]. This applies in particular to
structures of products of two infinite dimensional globes.
Proposition 1.3.1. Let K and L be atomic complexes. Then the product K × L of sets is
made into an atomic complex as follows. The atom set A(K × L) is given by
A(K × L) = {a× b : a ∈ A(K) and b ∈ A(L)};
the structure functions are given by
• dim(a× b) = dim a + dim b;
• ∂γ(a× b) = (∂γa× b) ∪ (a× ∂(−)
dim aγb).
The atomic complex K × L is called the product of K and L.
Theorem 1.3.2. Let K and L be ω-complexes. Then K × L is an ω-complex.
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Example 1.3.3. Let u and v be infinite dimensional globes. Then the product u× v of sets
is made into an atomic complex as follows: the atoms are of the form uαi × v
β
j with i and j
run over all non-negative integers, and α and β run over all the signs; the structure functions
are given by
• dim(uαi × v
β
j ) = i+ j;
• ∂γ(uαi × v
β
j ) = (u
γ
i−1 × v
β
j ) ∪ (u
α
i × v
(−)iγ
j−1 ).
By Theorem 1.3.2, u× v is actually an ω-complex.
It is straightforward to verify that the product construction is associative. Therefore we
can write a product of three ω-complexes K, L and M as K × L ×M . By Theorem 1.3.2,
The product K × L ×M is still an ω-complex. In particular, the atom set A(K × L×M)
is given by
A(K × L×M) = {a× b× c : a ∈ A(K) and b ∈ A(L) and b ∈ A(M)};
the structure functions are given by
• dim(a× b× c) = dim a + dim b+ dim c;
• ∂γ(a× b× c) = (∂γa× b× c) ∪ (a× ∂(−)
dim aγb× c) ∪ (a× b× ∂(−)
dim a+dim bγc).
Example 1.3.4. We now consider the product of three 1-dimensional globes u1 × v1 × w1.
Since the 1-dimensional globe is represented by the closed interval, the product u1×v1×w1 is
a cube. Recall that the 1-dimensional globe consists of 3 atoms. So the product u1×v1×w1
consists of 27 atoms. The following figure illustrates the source boundary
∂−(u1 × v1 × w1) = (u1 × v1 × w
−
0 ) ∪ (u
−
0 × v1 × w1) ∪ (u1 × v
+
0 × w1)
of the cube, where A = u1 × v
+
0 × w1, B = u1 × v1 × w
−
0 and C = u
−
0 × v1 × w1.
////
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We can identify edges and vertices. For example, the edge
b = B ∩ C = (u1 × v1 × w
−
0 ) ∩ (u
−
0 × v1 × w1) = u
−
0 × v1 × w
−
0
and the vertex
a ∩ b = (u1 × v
−
0 × w
−
0 ) ∩ (u
−
0 × v1 × w
−
0 ) = u
−
0 × v
−
0 × w
−
0 .
We can then check that the directions of the edges and vertices are as shown in the figure.
For example, since
∂−b = ∂−(u−0 × v1 × w
−
0 ) = u
−
0 × v
−
0 × w
−
0 = a ∩ b
and
∂+b = ∂+(u−0 × v1 × w
−
0 ) = u
−
0 × v
+
0 × w
−
0 = b ∩ e,
the direction of b is as shown in the figure. Similarly, since
∂−B = ∂−(u1 × v1 × w
−
0 ) = (u
−
0 × v1 × w
−
0 ) ∪ (u1 × v
+
0 × w
−
0 ) = b ∪ e
and
∂+B = ∂+(u1 × v1 × w
−
0 ) = (u
+
0 × v1 × w
−
0 ) ∪ (u1 × v
−
0 × w
−
0 ) = a ∪ f
Thus the direction of B = u1 × v1 × w
−
0 is as shown in the figure.
From the diagram of u1× v1 ×w1, we can see that all the subcomplexes in the following
list are molecules.
1. u1 × v1 × w1,
2. u1 × v1 × w
−
0 ,
3. u1 × v1 × w
+
0 ,
4. u1 × v
−
0 × w1,
5. u1 × v
+
0 × w1,
6. u−0 × v1 × w1,
7. u+0 × v1 × w1,
8. u1 × v
−
0 × w
−
0 ,
9. u1 × v
−
0 × w
+
0 ,
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10. u1 × v
+
0 × w
−
0 ,
11. u1 × v
+
0 × w
+
0 ,
12. u−0 × v1 × w
−
0 ,
13. u−0 × v1 × w
+
0 ,
14. u+0 × v1 × w
−
0 ,
15. u+0 × v1 × w
+
0 ,
16. u−0 × v
−
0 × w1,
17. u−0 × v
+
0 × w1,
18. u+0 × v
−
0 × w1,
19. u+0 × v
+
0 × w1,
20. u−0 × v
−
0 × w
−
0 ,
21. u−0 × v
−
0 × w
+
0 ,
22. u−0 × v
+
0 × w
−
0 ,
23. u−0 × v
+
0 × w
+
0 ,
24. u+0 × v
−
0 × w
−
0 ,
25. u+0 × v
−
0 × w
+
0 ,
26. u+0 × v
+
0 × w
−
0 ,
27. u+0 × v
+
0 × w
+
0 ,
28. (u1 × v1 × w
+
0 ) ∪ (u
+
0 × v1 × w1) ∪ (u1 × v
−
0 × w1),
29. (u1 × v1 × w
−
0 ) ∪ (u
−
0 × v1 × w1) ∪ (u1 × v
+
0 × w1),
30. (u1 × v1 × w
+
0 ) ∪ (u1 × v
−
0 × w1),
31. (u1 × v1 × w
−
0 ) ∪ (u1 × v
+
0 × w1),
32. (u1 × v1 × w
+
0 ) ∪ (u
−
0 × v
−
0 × w1),
33. (u1 × v1 × w
−
0 ) ∪ (u
+
0 × v
+
0 × w1),
34. (u+0 × v1 × w1) ∪ (u1 × v
−
0 × w1),
35. (u−0 × v1 × w1) ∪ (u1 × v
+
0 × w1),
36. (u+0 × v1 × w1) ∪ (u1 × v
−
0 × w
−
0 ),
37. (u−0 × v1 × w1) ∪ (u1 × v
+
0 × w
+
0 ),
38. (u+0 × v1 × w
+
0 ) ∪ (u1 × v
−
0 × w1),
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39. (u−0 × v1 × w
−
0 ) ∪ (u1 × v
+
0 × w1),
40. (u+0 × v1 × w
+
0 ) ∪ (u1 × v
−
0 × w
+
0 ),
41. (u−0 × v1 × w
+
0 ) ∪ (u1 × v
+
0 × w
+
0 ),
42. (u+0 × v1 × w
−
0 ) ∪ (u1 × v
−
0 × w
−
0 ),
43. (u−0 × v1 × w
−
0 ) ∪ (u1 × v
+
0 × w
−
0 ),
44. (u−0 × v1 × w
+
0 ) ∪ (u
−
0 × v
−
0 × w1),
45. (u−0 × v1 × w
−
0 ) ∪ (u
−
0 × v
+
0 × w1),
46. (u+0 × v1 × w
+
0 ) ∪ (u
+
0 × v
−
0 × w1),
47. (u+0 × v1 × w
−
0 ) ∪ (u
+
0 × v
+
0 × w1),
48. (u+0 × v1 × w
−
0 ) ∪ (u1 × v
−
0 × w
−
0 ) ∪ (u
+
0 × v
+
0 × w1),
49. (u+0 × v1 × w
+
0 ) ∪ (u1 × v
−
0 × w
−
0 ) ∪ (u
+
0 × v
−
0 × w1),
50. (u−0 × v1 × w
−
0 ) ∪ (u1 × v
+
0 × w
+
0 ) ∪ (u
−
0 × v
+
0 × w1),
51. (u−0 × v1 × w
+
0 ) ∪ (u1 × v
+
0 × w
+
0 ) ∪ (u
−
0 × v
−
0 × w1),
52. (u+0 × v1 × w
+
0 ) ∪ (u1 × v
−
0 × w
+
0 ) ∪ (u
−
0 × v
−
0 × w1),
53. (u−0 × v1 × w
−
0 ) ∪ (u1 × v
+
0 × w
−
0 ) ∪ (u
+
0 × v
+
0 × w1),
54. (u1 × v
−
0 × w
+
0 ) ∪ (u
−
0 × v
−
0 × w1),
55. (u1 × v
−
0 × w
−
0 ) ∪ (u
+
0 × v
−
0 × w1),
56. (u1 × v
+
0 × w
+
0 ) ∪ (u
−
0 × v
+
0 × w1),
57. (u1 × v
+
0 × w
−
0 ) ∪ (u
+
0 × v
+
0 × w1),
For example, from the figure, one can see that the 31st subcomplex A ∪B = (u1 × v1 ×
w−0 ) ∪ (u1 × v
+
0 × w1) in the list can be decomposed into atoms as (b#0A)#1(B#0d) =
[(u−0 × v1 × w
−
0 )#0(u1 × v
+
0 × w1)]#1[(u1 × v1 × w
−
0 )#0(u
+
0 × v
+
0 × w1)].
One can show that every composite of molecules in the list is still a molecule in the list.
So we have a complete list of the molecules in u1 × v1 × w1.
In chapter 3, we will show how this list is compiled and how to compile such lists for the
molecules in the products of any three finite dimensional globes.
Theorem 1.3.5. Let K and L be ω-complexes. Let x and y be molecules in K and L
respectively. Then x× y is a molecule in K × L and
dγn(x× y) = (d
γ
nx× d
(−)nγ
0 y) ∪ (d
γ
n−1x× d
(−)n−1γ
1 y) ∪ · · · ∪ (d
γ
0x× d
γ
ny).
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The following Theorem is implicit in Paper [1]. To avoid introducing more concepts, we
give an independent proof.
Theorem 1.3.6. Let Ki and Li be ω-complexes such that M(Ki) and M(Li) are ω-
categories for 1 ≤ i ≤ r. Let fi :M(Ki)→M(Li) be homomorphisms of partial ω-categories
for 1 ≤ i ≤ r. If M(K1 × · · · ×Kr) and M(L1 × · · · × Lr) are ω-categories, then there is a
natural homomorphism f : M(K1 × · · · ×Kr) →M(L1 × · · · × Lr) of partial ω-categories
such that f(a1×· · ·×ar) = f1(a1)×· · ·× fr(ar) for all atoms a1×· · ·×ar in K1×· · ·×Kr.
Proof. The arguments for different choices of r are similar. We give the proof for r = 2.
Let F : C(K1 ×K2)→ C(L1 × L2) be the union-preserving map such that F (a1 × a2) =
f1(a1) × f2(a2) for all atoms a1 and a2. To prove the theorem, it suffices to show that
F (M(K1 × K2)) ⊂ M(L1 × L2) and F |M(K1×K2) : M(K1 × K2) → M(L1 × L2) is a
homomorphism of partial ω-categories.
Firstly, we verify inductively that F (x) is a molecule and F (dγnx) = d
γ
nF (x) for all non-
negative integers n, all signs γ and all molecules x in K1 ×K2.
To begin the induction, let a1×a2 be an atom inK1×K2. Then F (a1×a2) = f1(a1)×f2(a2)
by the definition of F . Since fi(ai) ⊂M(Ki), we have F (a1×a2) ⊂M(K1×K2) by Theorem
1.3.5. Moreover, by Theorem 1.3.5, we have
F (dγn(a1 × a2))
= F ((dγna1 × d
(−)nγ
0 a2) ∪ (d
γ
n−1a1 × d
(−)n−1γ
1 a2) ∪ · · · ∪ (d
γ
0a1 × d
γ
na2))
= (f1(d
γ
na1)× f2(d
(−)nγ
0 a2)) ∪ (f1(d
γ
n−1a1)× f2(d
(−)n−1γ
1 a2)) ∪ · · · ∪ (f1(d
γ
0a1)× f2(d
γ
na2))
= (dγnf1(a1)× d
(−)nγ
0 f2(a2)) ∪ (d
γ
n−1f1(a1)× d
(−)n−1γ
1 f2(a2)) ∪ · · · ∪ (d
γ
0f1(a1)× d
γ
nf2(a2))
= dγn(f1(a1)× f2(a2))
= dγnF (a1 × a2).
Thus F (dγnx) = d
γ
nF (x) holds when x is an atom in K1 ×K2.
Next, suppose that F (x′) is a molecule and that F (dγnx
′) = dγnF (x
′) for every molecule x′
in K1×K2 which can be written as a composite of less than q atoms. Suppose also that x is
a molecule in K1×K2 which can be written as a composite of q atoms. We verify that F (x)
is a molecule in L1×L2 and that F (d
γ
nx) = d
γ
nF (x). It is evident that x can be decomposed
into molecules x = y#pz such that y and z can be written as less than q atoms.
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We first verify that F (x) is a molecule. Indeed, since d+p F (y) = F (d
+
p y) = F (d
−
p z) =
d−p F (z), the composite F (y)#pF (z) is defined. Moreover, since F preserves unions of atoms,
we have F (x) = F (y∪ z) = F (y)∪F (z) = F (y)#pF (z). This shows that F (x) is a molecule
in L1 × L2.
We next verify that F (dγnx) = d
γ
nF (x). Indeed, if n = p, then
F (d−nx) = F (d
−
n (y#nz)) = F (d
−
n y) = d
−
nF (y) = d
−
nF (x)
and, similarly, F (d+nx) = d
+
nF (x). If n > p, then
F (dγnx)
= F (dγn(y#pz))
= F (dγny#pd
γ
nz)
= F (dγny ∪ d
γ
nz)
= F (dγny) ∪ F (d
γ
nz)
= dγnF (y) ∪ d
γ
nF (z)
and
d+p d
γ
nF (y) = d
+
p F (y) = d
−
p F (z) = d
−
p d
γ
nF (z);
thus
F (dγnx) = d
γ
nF (y)#pd
γ
nF (z) = d
γ
n(F (y)#pF (z)) = d
γ
nF (x).
If n < p, then
F (dγnx) = F (d
γ
n(y#pz)) = F (d
γ
ny) = d
γ
nF (y) = d
γ
nF (x).
Therefore, F (x) is a molecule and F (dγnx) = d
γ
nF (x).
This shows that F (x) is a molecule and F (dγnx) = d
γ
nF (x) for all molecules x in K1×K2
by induction.
Finally, by arguments similar to that in the proof of F (x) being a molecule above, we
can see that F |M(K1×K2) preserves composites of molecules. This completes the proof that
F |M(K1×K2) is a homomorphism of partial ω-categories, as required.
Let x be a subcomplex in an ω-complex. An atom a is a maximal atom in x if a ⊂ x and
a ⊂ b ⊂ x implies a = b for every atom b.
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The following result characterises molecules in the product of two infinite dimensional
globes.
Theorem 1.3.7. Let u and v be infinite dimensional globes. Then a subcomplex Λ of u× v
is a molecule if and only if the following conditions hold.
• There are no distinct maximal atoms u[i1, α1] × v[j1, β1] and u[i2, α2] × v[j2, β2] such
that i1 ≤ i2 and j1 ≤ j2, so that the maximal atom in Λ can be listed as λ1, . . . , λS
with λs = u[is, αs]× v[js, βs] for 1 ≤ s ≤ S such that i1 > · · · > iS and j1 < · · · < jS.
• If λs−1 and λs are a pair of consecutive maximal atoms in the above list, then βs−1 =
−(−)isαs.
Now we give the construction of dγpΛ for a molecule Λ in u× v.
Theorem 1.3.8. Let Λ be a molecule in u×v. Then the set of maximal atoms in dγpΛ consists
of all the maximal atoms u[i′, α′]×v[j′, β ′] in Λ with i′+j′ < p and all the atoms u[i, α]×v[j, β]
with i+ j = p such that i ≤ i′′ and j ≤ j′′ for some maximal atom u[i′′, α′′]× v[j′′, β ′′] of Λ,
where the signs α and β are determined as follows:
1. If u[i′′, α′′]× v[j′′, β ′′] can be chosen such that i′′ > i, then α = γ; otherwise, α = α
′′
.
2. If u[i′′, α′′] × v[j′′, β ′′] can be chosen such that j′′ > j, then β = (−)iγ; otherwise,
β = β
′′
.
The composition of molecules in u× v is characterised as follows.
Theorem 1.3.9. Let Λ− and Λ+ be molecules of u×v. If d+p Λ
− = d−p Λ
+, then the composite
Λ−#pΛ
+ is defined and the maximal atoms in Λ−#pΛ
+ consists of all the q-dimensional
common maximal atoms of Λ− and Λ+ with q ≤ p together with all the r-dimensional atoms
in either Λ− and Λ+ with r > p.
Corollary 1.3.10. The molecules in u× v form an ω-category.
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Example 1.3.11. Let the subcomplexes
Λ− = u−5 × v
+
0
∪ u−4 × v
+
2
∪ u−2 × v
−
3
∪ u−1 × v
+
4
∪ u−0 × v
+
5
and
Λ+ = u+6 × v
−
0
∪ u−5 × v
+
1
∪ u+3 × v
+
2
∪ u−2 × v
+
4
∪ u−0 × v
+
5 .
By Theorem 1.3.7, it is easy to see that Λ− and Λ+ are molecules of u × v. Moreover, by
Theorem 1.3.8, we have d+5 Λ
− and d−5 Λ
+ are both equal to the molecule
u−5 × v
+
0
∪ u−4 × v
+
1
∪ u+3 × v
+
2
∪ u−2 × v
−
3
∪ u−1 × v
+
4
∪ u−0 × v
+
5 .
Therefore, by Theorem 1.3.9, the composite Λ−#5Λ
+ is defined and the composite is the
following molecule.
u+6 × v
−
0
∪ u−5 × v
+
1
∪ u−4 × v
+
2
∪ u−2 × v
+
4
∪ u−0 × v
+
5 .
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Example 1.3.12. Let u2 be the 2-dimensional globe and let v1 be a 1-dimensional globe.
Geometrically, u2 is a closed disk and v1 is a closed interval. Therefore the product u2 × v1
is a cylinder. Since u2 has 5 atoms and v1 has 3 atoms, the product u2 × v1 has 15 atoms.
We calculate the boundaries ∂−(u2 × v1) and ∂
+(u2 × v1). By definition, we have
∂−(u2 × v1) = (u
−
1 × v1) ∪ (u2 × v
−
0 )
and
∂+(u2 × v1) = (u
+
1 × v1) ∪ (u2 × v
+
0 ).
If we put the disk u2 in a horizontal plane and put the interval u1 in a vertical line and
represent d−0 and d
+
0 on v1 by bottom and top respectively, then ∂
−(u2 × v1) is the union
of the bottom disk and half of the curved part of the boundary of the product u−1 × v1, as
shown in the following figure, where a = u−1 ×v
−
0 , b = u
+
0 ×v1, A = u
−
1 ×v1 and B = u2×v
−
0 .
A
#
??
??
??
??
??
??
??
??
??
??
??
**OOOO
a
** 44
 
 B
OO
b
OO
Since
∂−(u−1 × v1) = u
−
0 × v1 ∪ u
−
1 × v
+
0
and
∂+(u−1 × v1) = u
+
0 × v1 ∪ u
−
1 × v
−
0 ,
one can easily see that the direction of A = u−1 × v1 is as indicated in the figure. Similarly,
we can get the direction for B = u2 × v
−
0 . Moreover, it is easy to check that
∂−(u2 × v1) = (u
−
1 × v1) ∪ (u2 × v
−
0 ) = (u
−
1 × v1)#1[(u2 × v
−
0 )#0(u
+
0 × v1)].
One can also see this graphically from the figure.
Similarly, ∂+(u2 × v1) is the union of the top disk and the other half of the curved part
of the boundary of the product u+1 × v1, and we have
∂+(u2 × v1) = (u
+
1 × v1) ∪ (u2 × v
+
0 ) = [(u
−
0 × v1)#0(u2 × v
+
0 )]#1(u
+
1 × v1).
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Therefore ∂−(u2 × v1) and ∂
+(u2 × v1) are indeed molecules.
We can similarly workout the boundaries of other atoms.
Example 1.3.13. Let u be a infinite dimensional globes. Let up be a p dimensional globe.
Recall that there is a homomorphism fup :M(u)→M(up) of ω-categories such that for all
atom uαi ∈M(u)
fup (u
α
i ) =


uαi when i < p,
up when i ≥ p.
It follows from the Theorem 1.3.6 and Corollary 1.3.10 that there is a natural homomorphism
f :M(u× v)→M(up × vq) of ω-categories such that f(u
α
i × v
β
j ) = f
u
p (u
α
i )× f
v
q (v
β
j ) for all
atoms uαi × v
β
j in u× v.
1.4 Decomposition of Molecules in Loop-Free ω-
Complexes
In this section, we prove a decomposition theorem for molecules in an loop-free ω-complex.
This theorem will be used later in the thesis.
Firstly, we need to generalise some concepts and results from loop-free directed complexes
in paper [20] to loop-free ω-complexes.
Definition 1.4.1. A directed precomplex is a set K together with functions dim, ∂− and ∂+
on K satisfying the following conditions.
1. If σ ∈ K, then dim σ is an non-negative integer, called dimension of σ.
2. If σ ∈ K and dim σ > 0, then ∂−σ and ∂+σ are subsets of K consisting of dim σ − 1
dimensional elements of K.
Let K be a directed precomplex. A subset x of K is closed if ∂ασ ⊂ x for every σ ∈ x
with dim σ > 0 and every sign α. For a subset y of K, the closure Cl(y) of y is the smallest
closed subset of K containing y. The closure Cl{σ} of a singleton {σ}, denoted by σ¯, is
called an atom.
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Definition 1.4.2. Let K be a directed precomplex.
If x ⊂ K and α = ±, then
dαnx =
⋃
{σ : σ ∈ x and dim σ ≤ n} \
⋃
{τ¯ \ Cl(∂ατ) : τ ∈ x and dim τ = n+ 1}.
If x and y are closed subsets of K, then the composite x#ny is defined if and only if
x ∩ y = d+nx = d
−
n y; If x#ny is defined, then x#ny = x ∪ y.
A molecule is a subset generated from atoms by finitely applying the composition oper-
ations #n (n = 0, 1, . . . ).
Definition 1.4.3. A directed complex is a directed precomplex satisfying the following con-
ditions.
1. If σ¯ is an atom with dim σ = p > 0, then dαp−1σ¯ is a molecule for α = ±.
2. If σ¯ is an atom with dim σ = p > 1, then dβp−2d
α
p−1σ¯ = d
β
p−2σ¯ for α = ± and β = ±.
Definition 1.4.4. Let K be a directed complex and n be a non-negative integer. Let a and
b be elements in K.
• An n-path of length k from a to b is a sequence a = a0, . . . , ak = b of elements in K
such that for 1 ≤ i ≤ k either
dim ai−1 ≤ n and dim ai > n and ai−1 ∈ d
−
n a¯i \ (d
−
n−1a¯i ∪ d
+
n−1a¯i)
or
dim ai−1 > n and dim ai ≤ n and ai ∈ d
+
n a¯i−1 \ (d
−
n−1a¯i−1 ∪ d
+
n−1a¯i−1).
• A total path of length k from a to b is a sequence a = a0, . . . , ak = b of elements in K
such that for 1 ≤ i ≤ k either ai−1 ∈ ∂
−ai or ai ∈ ∂
+ai−1.
• An n-loop is an n-path of positive length from some element of K to itself; A total loop
is a total path of positive length from some element of K to itself.
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• A subset of K is loop-free if it does not contain n-loops for any n; A subset of K is
total loop-free if it does not contain total loops.
We can now generalise the concept of loop-freeness to ω-complexes, as follows.
Definition 1.4.5. Let K be an ω-complex and n be a non-negative integer. Let a and b be
atoms.
• An n-path of length k from a to b is a sequence a = a0, . . . , ak = b of atoms such that
for 1 ≤ i ≤ k either
dim ai−1 ≤ n and dim ai > n and Int ai−1 ⊂ d
−
n ai \ (d
−
n−1ai ∪ d
+
n−1ai)
or
dim ai−1 > n and dim ai ≤ n and Int ai ⊂ d
+
n ai−1 \ (d
−
n−1ai−1 ∪ d
+
n−1ai−1).
• A total path of length k from a to b is a sequence a = a0, . . . , ak = b of atoms such that
for 1 ≤ i ≤ k either dim ai−1 = dim ai − 1 and ai−1 ⊂ ∂
−ai, or dim ai = dim ai−1 − 1
and ai ⊂ ∂
+ai−1.
• An n-loop is an n-path of positive length from some atom to itself; A total loop is a
total path of positive length from some atom to itself.
• A subcomplex of K is loop-free if it does not contain n-loops for any n; A subcomplex
of K is total loop-free if it does not contain total loops.
For example, the 0-path and total path in a 1-dimensional ω-complex is a directed path,
regarded as a sequence of alternate vertices and edges. In Example 1.1.4, the sequence u, a,
v, b, x, c is a total path; the sequence b, x, c, y, d is a 1-path.
Lemma 1.4.6. Let K be a loop-free ω-complex. Let a be an atom in K with dim a = p > 0.
Then ∂γa is a union of its p− 1 dimensional atoms.
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Proof. Suppose otherwise that there is a p-dimensional atom a of K such that ∂γa is not
a union of its p − 1 dimensional atoms for some γ. Then ∂γa has a maximal atom b of
dimension less than p− 1. Let q = dim b. By Lemma 1.2.3, we can see that b is an maximal
atom in both d−q ∂
γa = d−q a and d
+
q ∂
γa = d+q a which implies that a, b, a is a q-loop. This
contradicts the assumption of the loop-freeness of K.
Let K be a directed complex. According to the definition of directed complexes and
Theorem 1.2.8, set K is also an ω-complex such that the atoms in the ω-complex K are
exactly those in the directed complex K. Note that Int σ¯ is a singleton {σ} for every atom
σ¯. By Theorem 1.2.3, Definition 1.1.15 and Lemma 1.4.6, it is easy to see that every loop-free
ω-complex is equivalent to an ω-complex associated with a loop-free directed complex. Thus
all results for loop-free directed complexes can be generalised to loop-free ω-complexes. In
particular, we have the following definitions and theorems.
Definition 1.4.7. Let x be a non-empty finite subcomplex of an ω-complex which is not
an atom. Then the non-negative integer
max{dim(a ∩ b) : a and b are distinct maximal atoms in x}
is called frame dimension of x, denoted by fr dim x.
Definition 1.4.8. A molecule x in an ω-complex is split if the following conditions hold.
• Let a be a p-dimensional atom in x. If b is a p− 1 dimensional atom in ∂−a and if c
is a p− 1 dimensional atom in ∂+a, then b and c are distinct.
• If y is a factor in some expression of x as an iterated composite, then there exists an
expression of y as an iterated composite of atoms using the operations #n only for
n ≤ fr dim y.
Proposition 1.4.9. If a subcomplex of an ω-complex is total loop-free, then it is loop-free.
Theorem 1.4.10. In a loop-free ω-complex, all molecules are split.
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Theorem 1.4.11. If the atoms in an ω-complex are all total loop-free, then the molecules
are all total loop-free, so that all the molecules are split.
Theorem 1.4.12. Let K and L be ω-complexes. If both K and L are total loop-free, then
so is K × L.
According to this theorem, the products of infinite-dimensional globes are total loop-free.
Hence all molecules in products of infinite-dimensional globes are split.
Now we can state the main theorem in this section.
Theorem 1.4.13. Let x be a molecule in a loop-free ω-complex and p = fr dim x. Let q
be an integer with q ≥ p. If there is a maximal atom a1 in x with dim a1 > p such that
a1 ∩ a
′ ⊂ d+q a1 ∩ d
−
q a
′ for every other maximal atom a′ in x with dim a′ > q, then x can be
decomposed into molecules
x = x−#qx
+,
where x− = d−q x ∪ a1 and x
+ = d+q x ∪
⋃
{a′′ : a′′ is a maximal atom in x with a′′ 6= a1}.
The decomposition for ∂−(u2×v1) and ∂
−(u2×v1) in Example 1.3.12 is actually obtained
by using this theorem.
The proof is separated into several lemmas.
Lemma 1.4.14. Let x be a subcomplex and y = y1 ∪ · · · ∪ yn be a union of subcomplexes. If
x ⊂ y and x ∩ yi ⊂ d
γ
pyi for all 1 ≤ i ≤ n, then x ⊂ d
γ
py.
Proof. We give the proof only for n = 2. The general case can be shown by induction.
By Proposition 1.2.7, we have dγpy = (d
γ
py1 ∩ d
γ
py2) ∪ (d
γ
py1 \ y2) ∪ (d
γ
py2 \ y1).
Suppose that ξ ∈ x. Then ξ ∈ y1 or ξ ∈ y2. If ξ ∈ y1 and ξ ∈ y2, then ξ ∈ d
γ
py1 ∩ d
γ
py2 ⊂
dγpy. If ξ ∈ y1 but ξ 6∈ y2, then ξ ∈ d
γ
py1 but ξ 6∈ y2; this implies that ξ ∈ d
γ
py. If ξ ∈ y2 but
ξ 6∈ y1, then ξ ∈ d
γ
py2 but ξ 6∈ y1; this implies that ξ ∈ d
γ
py. This completes the proof that
x ⊂ dγpy.
Corollary 1.4.15. Let x = x1 ∪ · · ·xm and y = y1 ∪ · · · ∪ yn be a union of subcomplexes. If
x ⊂ y and xi ∩ yj ⊂ d
γ
pyj for all 1 ≤ i ≤ m and 1 ≤ j ≤ n, then x ⊂ d
γ
py.
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Lemma 1.4.16. Let x be a subcomplex of an ω-complex and a be a maximal atom with
dim a ≤ n. If dαnx is a subcomplex, then a is a maximal atom in d
α
nx for every sign α.
Proof. This follows straightforwardly from Definition 1.2.3.
Lemma 1.4.17. Let x be a subcomplex of an ω-complex and ξ ∈ x. Then ξ ∈ dγpx if and
only if ξ ∈ dγpa for every maximal atom a in x with ξ ∈ a.
Proof. Suppose that ξ ∈ dγpx. According to Proposition 1.2.6, we have ξ ∈ a∩ d
γ
px ⊂ d
γ
pa for
every maximal atom a in x with ξ ∈ a.
Conversely, suppose that ξ ∈ dγpa for every maximal atom a in x with ξ ∈ a. Then it
is evident that ξ ∈ a′ for some atom a′ in x with dim a′ ≤ q. Moreover, for every p + 1-
dimensional atom b ⊂ x with ξ ∈ b, we have ξ ∈ b∩dγpb
′ ⊂ dγpb by Proposition 1.2.6, where b
′
is a maximal atom containing b . It follows from Definition 1.2.3 that ξ ∈ dγpx, as required.
This completes the proof.
Lemma 1.4.18. Let x, x− and x+ be as in the statement of Theorem 1.4.13. Then x =
x−#qx
+.
Proof. Recall that
x− = d−q x ∪ a1
and
x+ = d+q x ∪
⋃
{a′′ : a′′ is a maximal atom in x with a′′ 6= a1}.
Thus x = x− ∪ x+.
Since x is a molecule, the set {a′′ : a′′ is a maximal atom in x with a′′ 6= a1} is finite.
Moreover, it is evident that x− and x+ are subcomplexes.
Now we trivially have x+ ∩ d−q x ⊂ d
+
q d
−
q x; since a1 ⊂ x, we have d
+
q x ∩ a1 ⊂ d
+
q a1 by
Proposition 1.2.6; according to the assumption, we also have a1 ∩ a
′′ ⊂ d+q a1 ∩ d
−
q a
′′ ⊂ d+q a1
for every maximal atom a′′ in x with a′′ 6= a1. It follows from Corollary 1.4.15 that x
−∩x+ ⊂
d+q x
−.
On the other hand, suppose that ξ ∈ d+q x
− and ξ 6∈ a′′ for every atom a′′ distinct from
a1 such that dim a
′′ > q. We claim that ξ ∈ d+q x so that ξ ∈ x
+ and hence d+q x
− ⊂ x− ∩ x+.
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Indeed, let a be a maximal atom in x with ξ ∈ a. If a = a1, then, by Proposition 1.2.6,
ξ ∈ a1 ∩ d
+
q x
− ⊂ d+q a1; if a 6= a1, then dim a ≤ q by the assumption; hence ξ ∈ a = d
+
q a. It
follows from Lemma 1.4.17 that ξ ∈ d+q x, as required.
We have now shown that x− ∩ x+ = d+q x
−. By a similar argument, we can also get
x− ∩ x+ = d−q x
+. This implies that x−#qx
+ is defined and hence x = x−#qx
+, as required.
This completes the proof.
Lemma 1.4.19. Let x− and x+ be as in the statement of Theorem 1.4.13. Then x− and x+
are molecules.
Proof. Since x is a molecule in a loop-free ω complex, it is split by Theorem 1.4.10. Hence
x− and x+ are molecules, as required.
We have now completed the proof of Theorem 1.4.13.
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Chapter 2
Molecules in the Product of Three
Infinite-Dimensional Globes
In this chapter, we study molecules in the product of three infinite dimensional globes. We
are going to give two equivalent descriptions for the molecules in the product of three infinite
dimensional globes.
Throughout this chapter, infinite dimensional globes are denoted by u, v or w. An atom
uαi is denoted by u[i, α]. All subcomplexes refer to finite and non-empty subcomplexes in
the ω-complex u× v × w.
2.1 The Definition of Pairwise Molecular Subcom-
plexes
In this section, we first define ‘projection maps’ and prove some of their basic properties.
Then we state one of the main results in this chapter which says that a subcomplex in
products of three infinite dimensional globes is a molecule if and only if it is ‘projected’ to
molecules in (twisted) products of two infinite dimensional globes together with a natural
requirement. This leads to the definition of pairwise molecular subcomplexes of u× v × w.
Let wJ be the atomic complex with atoms wJ [k, ε] (k = 0, 1, · · · and ε = ±) such that
dim wJ [k, ε] = k and dγk−1w
J [k, ε] = wJ [k − 1, (−)Jγ] for k > 0. It is clear that wJ satisfies
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conditions in Theorem 1.2.8. Thus it is an ω-complex. It is also easy to see that the ω-
complex wJ is equivalent to infinite dimensional globe w under an obvious equivalence of
ω-complexes sending wJ [k, (−)Jε] to w[k, ε]. Moreover, it is evident that this induces a
equivalence of ω-complexes u×w and u×wJ sending u[i, α]×w[k, ε] to u[i, α]×wJ [k, ε]. By
this equivalence, all the results for products of two infinite dimensional globes in Section 1.3
can be generalised to u×wJ . In particular, we have dγp(u[i, α]×w
J [k, ε]) = u[i, α]×wJ [k, ε]
if i + k ≤ p, while, if i + k > p, the maximal atoms in dγp(u[i, α] × w
J [k, ε]) consists of
u[l, σ]× wJ [n, ω] such that l ≤ i, n ≤ k and l + n = p; the signs σ and ω are determined as
follows:
1. if l = i, then σ = α; if l < i, then σ = γ;
2. if n = k, then ω = ε; if n < k, then ω = (−)l+Jγ.
For an atom u[i, α]× v[j, β]× w[k, ε] in u× v × w, let
F vJ (Int λ) =


Int(u[i, α]× wJ [k, ε]), when j ≥ J ;
∅, when j < J.
This gives a map sending interiors of atoms in u× v × w to interiors of atoms in u× wJ or
the empty set.
Since interiors of atoms are disjoint, it is clear that the map F vJ can be extended uniquely
to a map sending unions of interiors of atoms in u× v×w to unions of interiors of atoms in
u× wJ by requiring it preserves unions.
We can similarly define a map F uI sending unions of interiors of atoms in u × v × w to
unions of interiors of atoms in vI × wI and a map FwK sending unions of interiors of atoms
in u× v × w to unions of interiors of atoms in u× v.
It is easy to see that every atom can be written as a union of interiors of atoms. It follows
that F uI , F
v
J and F
w
k are defined on subcomplexes of u× v × w and preserve unions.
We next prove that F uI , F
v
J and F
w
k send atoms to atoms or the empty set so that they
send subcomplexes to subcomplexes. We need two preliminary results.
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Lemma 2.1.1.
dγp(u[i, α]× v[j, β]× w[k, ε]) =
⋃
{dγl u[i, α]× d
(−)lγ
m v[j, β]× d
(−)l+mγ
n w[k, ε] : l +m+ n = p}
Proof. According to Proposition 1.3.5,
dγp(u[i, α]× v[j, β]× w[k, ε])
= dγp [(u[i, α]× v[j, β])× w[k, ε]]
=
⋃
{dγs (u[i, α]× v[j, β])× d
(−)sγ
t w[k, ε] : s+ t = p}.
Then the result follows easily by applying Proposition 1.3.5 again.
Proposition 2.1.2. Let λ = u[i, α]× v[j, β]× w[k, ε] be an atom.
• If i+ j + k ≤ p, then dγpλ = λ.
• If i + j + k > p, then the set of maximal atoms in dγpλ consists of all the atoms
uσl × v
τ
m ×w
ω
n such that l+m+ n = p and l ≤ i, m ≤ j and n ≤ k, where the signs σ,
τ and ω are determined as follows:
1. If l = i, then σ = α; if l < i, then σ = γ.
2. If m = j, then τ = β; if m < j, then τ = (−)lγ.
3. If n = k, then ω = ε; if l < i, then ω = (−)l+mγ.
Proof. It is evident that dγpλ = λ when i+ j+ k ≤ p. We may assume in the following proof
that i+ j + k > p.
Let Λ1 denote the union of the atoms described in this lemma. We must show that
dγpλ = Λ1.
By the formation of Λ1, it is easy to see that every maximal atom µ = u[l, σ]× v[m, τ ]×
w[n, ω] in Λ1 can be expressed as µ = d
γ
l u[i, α]× d
(−)lγ
m v[j, β]× d
(−)l+mγ
n w[k, ε]. By Lemma
2.1.1, we can see that µ ⊂ dγpλ, and hence Λ1 ⊂ d
γ
pλ.
To prove the reverse inclusion, by Lemma 2.1.1, it suffices to prove that dγl u[i, α] ×
d
(−)lγ
m v[j, β] × d
(−)l+mγ
n w[k, ε] ⊂ Λ1 for every triple (l, m, n) with l + m + n = p. By the
formation of Λ1, this inclusion is obvious when l ≤ i, m ≤ j and n ≤ k. So it suffices to
32
prove that dγl u[i, α]× d
(−)lγ
m v[j, β]× d
(−)l+mγ
n w[k, ε] is not a maximal atom in dγpλ when l > i,
m > j or n > k.
Suppose that l > i. Then m < j or n < k. If m < j, then dγl u[i, α] × d
(−)lγ
m v[j, β] ×
d
(−)l+mγ
n w[k, ε] $ dγl−1u[i, α]×d
(−)l−1γ
m+1 v[j, β]×d
(−)l+mγ
n w[k, ε] ⊂ dγpλ. If m ≥ j, then n < k, so
d
γ
l u[i, α]×d
(−)lγ
m v[j, β]×d
(−)l+mγ
n w[k, ε] $ d
γ
l−1u[i, α]×d
(−)l−1γ
m v[j, β]×d
(−)l+m−1γ
n+1 w[k, ε] ⊂ d
γ
pλ.
This shows that, in both cases, dγl u[i, α]×d
(−)lγ
m v[j, β]×d
(−)l+mγ
n w[k, ε] is not a maximal atom
in dγpλ. Similarly, the above statement is true if m > j or n > k.
This completes the proof of the lemma.
Proposition 2.1.3. Let u[i, α]× v[j, β]× w[k, ε] be an atom in u× v × w. Then
1. F uI (u[i, α]× v[j, β]× w[k, ε]) =


vI [j, β]× wI [k, ε], when i ≥ I;
∅, when i < I;
2. F vJ (u[i, α]× v[j, β]× w[k, ε]) =


u[i, α]× wJ [k, ε], when j ≥ J ;
∅, when j < J ;
3. FwK(u[i, α]× v[j, β]× w[k, ε]) =


u[i, α]× v[j, β], when k ≥ K;
∅, when k < K.
In particular, F uI , F
v
J and F
w
K send atoms to atoms or the empty set so that they send
subcomplexes to subcomplexes.
Proof. The argument for the three cases are similar. We only prove the second one. The
proof is given by induction on dimension of atoms.
For an atom λ = u[i, α]× v[j, β]×w[k, ε] in u× v×w, if dimλ = 0, then i = j = k = 0;
hence
F vJ (λ)
= F vJ (Int λ)
=


Int(u[i, α]× wJ [k, ε]), when J = 0;
∅, when J > 0
=


u[i, α]× wJ [k, ε], when J = 0;
∅, when J > 0,
as required.
Suppose that the proposition holds for every atom of dimension less then p. Suppose also
that λ = u[i, α] × v[j, β] × w[k, ε] is a p-dimensional atom. If j < J , then it is easy to see
that F vJ (λ) = ∅, as required. If j > J , then we have
F vJ (λ)
= F vJ (Int λ ∪ ∂
−λ ∪ ∂+λ)
⊃ F vJ (∂
+λ)
⊃ F vJ (u[i, α]× v[j − 1, (−)
i]× w[k, ε])
= u[i, α]× wJ [k, ε]
since u[i, α]×v[j−1, (−)i]×w[k, ε] is an atom of dimension p−1; the reverse inclusion holds
automatically; so F vJ (λ) = u[i, α]×w
J [k, ε], as required. Now suppose that j = J . Then, by
Lemma 2.1.2, ∂γλ is the union of atoms u[i′, α′]× v[j′, β ′]×w[k′, ε′] with i′ + j′ + k′ = p− 1
such that
1. if i′ = i, then α′ = α; if i′ = i− 1, then α′ = γ;
2. if j′ = j, then β ′ = β; if j′ = j − 1, then β ′ = (−)iγ;
3. if k′ = k, then ε′ = ε; if k′ = k − 1, then ε′ = (−)i+Jγ.
It follows easily from the induction hypothesis that F vJ (∂
γλ) = ∂γ(u[i, α]×wJ [k, ε]) for every
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sign γ. Therefore
F vJ (λ)
= F vJ (Int λ) ∪ F
v
J (∂
−λ) ∪ F vJ (∂
−λ)
= Int(u[i, α]× wJ [k, ε]) ∪ ∂−(u[i, α]× wJ [k, ε]) ∪ ∂+(u[i, α]× wJ [k, ε])
= u[i, α]× wJ [k, ε],
as required.
This completes the proof of the proposition.
Now we can state one of the main results in this chapter which says that a subcomplex
in u × v × w is a molecule if and only if it is pairwise molecular, i.e., it is ’projected‘ to
molecules in (twisted) products of two infinite dimensional globes together with a natural
condition (condition 1).
Definition 2.1.4. Let Λ be a subcomplex in u× v×w. Then Λ is pairwise molecular if the
following conditions hold:
1. there are no distinct maximal atoms u[i, α]× v[j, β]× w[k, ε] and
u[i′, α′]× v[j′, β ′]× w[k′, ε′] in Λ such that i ≤ i′, j ≤ j′ and k ≤ k′;
2. F uI (Λ) is a molecule in v
I × wI or the empty set for every integer I;
3. F vJ (Λ) is a molecule in u× w
J or the empty set for every integer J ;
4. FwK(Λ) is a molecule in u× v or the empty set for every integer K.
Example 2.1.5. It is easy to check that the following subcomplex of u× v × w is pairwise
molecular.
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u+8 × v
+
2 × w
−
1
∪ u−5 × v
+
2 × w
−
5
∪ u−1 × v
+
2 × w
+
8
∪ u+9 × v
−
1 × w
+
2
∪ u−4 × v
−
1 × w
+
6
∪ u+0 × v
+
1 × w
+
9
∪ u−8 × v
−
0 × w
−
5
∪ u−5 × v
+
0 × w
+
6
∪ u−4 × v
−
0 × w
+
7
∪ u−2 × v
−
0 × w
+
9
Theorem 2.1.6. A subcomplex of u × v × w is a molecule if and only if it is pairwise
molecular.
We end this section with a property of ‘projection’ maps which is used later in the thesis.
Proposition 2.1.7. Let Λ and Λ′ be subcomplexes of u × v × w satisfying condition 1 for
pairwise molecular subcomplexes. If F uI (Λ) = F
u
I (Λ
′), F vJ (Λ) = F
v
J (Λ
′) and FwK(Λ) = F
w
K(Λ
′)
for all I, J and K, then Λ = Λ′.
Proof. It suffices to prove that Λ and Λ′ consists of the same maximal atoms.
Let u[i, α]×v[j, β]×w[k, ε] be a maximal atom in Λ. It is easy to see that vi[j, β]×wi[k, ε]
is a maximal atom in F ui (Λ) = F
u
i (Λ
′). Thus Λ′ has a maximal atom u[i′, α′]×v[j, β]×w[k, ε]
with i′ ≥ i. Since vi[j, β]× wi[k, ε] 6⊂ F ui+1(Λ) = F
u
i+1(Λ
′), we have i′ = i. One can similarly
get a maximal atom u[i, α]× v[j, β ′]× w[k, ε] in Λ′. It follows from condition 1 for pairwise
molecular subcomplexes that α′ = α and β ′ = β. This shows that u[i, α] × v[j, β]× w[k, ε]
is a maximal atom in Λ′.
Symmetrically, we can see that every maximal atom in Λ′ is a maximal atom in Λ.
This completes the proof that Λ = Λ′.
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Remark 2.1.8. The above proposition does not holds without Condition 1 for pairwise
molecular subcomplexes. This can be seen from the following subcomplexes of u× v × w:
Λ = u+1 × v
+
1 × w
+
1
∪ u+1 × v
−
1 × w
−
1
∪ u−1 × v
+
1 × w
−
1
∪ u−1 × v
−
1 × w
+
1
and
Λ′ = u+1 × v
−
1 × w
+
1
∪ u+1 × v
+
1 × w
−
1
∪ u−1 × v
−
1 × w
−
1
∪ u−1 × v
+
1 × w
+
1 .
2.2 Molecules Are Pairwise Molecular
In this section, we prove that molecules in u× v × w are pairwise molecular.
Proposition 2.2.1. Let Λ be a molecule in u× v ×w. Then there are no distinct maximal
atoms u[i1, α1]×v[j1, β1]×w[k1, ε1] and u[i2, α2]×v[j2, β2]×w[k2, ε2] in Λ such that i1 ≤ i2,
j1 ≤ j2 and k1 ≤ k2.
Proof. Suppose otherwise that there are distinct maximal atoms λ1 = u[i1, α1]× v[j1, β1]×
w[k1, ε1] and λ2 = u[i2, α2] × v[j2, β2] × w[k2, ε2] in Λ such that i1 ≤ i2, j1 ≤ j2 and
k1 ≤ k2. Then we have u[i2, α2] = u[i1,−α1], v[j2, β2] = v[j1,−β1] or w[k2, ε2] = w[k1,−ε1].
The arguments for various cases are similar, we only give the proof for the case u[i2, α2] =
u[i1,−α1], j1 < j2 and k1 < k2. In this case, it is easy to see that there is a natural
homomorphism f : M(u × v × w) →M(ui1 × v × w) of ω-categories such that f(u[i, α]×
v[j, β] × w[k, ε]) = u[i, α] × v[j, β] × w[k, ε] for i < i1 and f(u[i, α] × v[j, β] × w[k, ε]) =
ui1×v[j, β]×w[k, ε] for i ≥ i1. We are going to use this homomorphism to get a contradiction.
Since λ1 and λ2 are maximal in the molecule Λ, it is easy to see that there is a composite of
molecules Λ1#nΛ2 or Λ2#nΛ1 such that λ1 is a maximal atom in Λ1 and λ2 is a maximal atom
in Λ2 and λ1 6⊂ Λ2 and λ2 6⊂ Λ1. We may assume that Λ1#nΛ2 is defined. In this case, we have
d+nΛ1 = d
−
nΛ2 = Λ1∩Λ2. It follows from Lemma 1.4.16 that n < dim λ1 = i1+j1+k1. On the
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other hand, since f :M(u× v × w)→M(ui1 × v × w) is a homomorphism, the composite
f(Λ1)#nf(Λ2) is defined; since f(λ1) ⊂ f(Λ1) and f(λ1) = ui1 × v[j1, β1] × w[k1, ε1] ⊂
ui1 × v[j2, β2]×w[k2, ε2] = f(λ2) ⊂ f(Λ2), we have f(λ1) ⊂ f(Λ1)∩ f(Λ2); this implies that
n ≥ dim d+n f(Λ1) = dim(f(Λ1) ∩ f(Λ2)) ≥ dim f(λ1) = i1 + i2 + i3, a contradiction.
This completes the proof.
We have now proved that a molecule satisfies condition 1 for pairwise molecular subcom-
plexes. We next prove that F uI , F
v
J and F
w
K send molecules to molecules or ∅. The arguments
for the three maps are similar. We only give the proof that F vJ sends molecules in u× v×w
to molecules in u× wJ or the empty set.
Let vJ be a J-dimensional globe. For Λ a subcomplex in u × vJ × w, let g
v
J(Λ) =
pr[Λ∩ (u×{η}×w)], where η ∈ Int(vJ) and pr is projection onto the first and third factors.
Then gvJ(Λ) ⊂ u× w
J . We are going to show that gvJ(Λ) is a molecule in M(u × w
J) or the
empty set for every molecule Λ.
We first investigate the image of dγpλ for an atom λ in u× v × w under the map g
v
J .
Lemma 2.2.2. Let λ = u[i, α]× vJ [j, β]× w[k, ε] be an atom in the ω-complex u × vJ × w
and Λ,Λ′ ∈M(u× vJ × w). Then
1. gvJ(λ) ∈ A(u× w
J) ∪ {∅};
2. If Λ#nΛ
′ is defined, then gvJ(Λ#nΛ
′) = gvJ(Λ) ∪ g
v
J(Λ
′);
3. gvJ(Λ) 6= ∅ if and only if there is a maximal atom u[i, α] × v[j, β] × w[k, ε] in Λ such
that j = J ;
4. gvJ(d
γ
pλ) =


d
γ
p−Jg
v
J(λ) when p ≥ J and j = J ,
∅ when p < J or j < J ;
Proof. The proofs of the first three conditions are trivial verification from the definition of
gvJ . we now verify condition 4.
If p < J or j < J , then it is evident that gvJ(d
γ
pλ) = ∅ by the definition of g
v
J .
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Now, suppose that p ≥ J and j = J . Then gvJ(λ) = u[i, α] × w
J [k, ε]. The set of all
maximal atoms in dγpλ consists of all u[l, σ]× v[m, τ ]×w[n, ω] with l ≤ i, m ≤ J and n ≤ k
by proposition 2.1.2, where the signs σ, τ and ω are determined as follows:
1. if l = i, then σ = α; if l < i, then σ = γ;
2. if m = j, then τ = β; if m < j, then τ = (−)lγ;
3. if n = k, then ω = ε; if n < k, then ω = (−)l+mγ.
From this description and the formation of dγp−J(u[i, α]×w
J [k, ε]) in u×wJ , it is easy to see
that gvJ(d
γ
pλ) = d
γ
p−Jg
v
J(λ), as required.
Now we can prove that gvJ sends molecules to molecules or the empty set.
Theorem 2.2.3. Let gvJ :M(u× vJ × w)→ P(u× w
J) be the map as above. Then
1. gvJ(M(u× vJ × w)) ⊂M(u× w
J) ∪ {∅};
2. For every molecule Λ in u× vJ × w, we have
gvJ(d
γ
pΛ) =


d
γ
p−Jg
v
J(Λ) when p ≥ J and g
v
J(Λ) 6= ∅,
∅ when p < J or gvJ(Λ) = ∅.
3. If Λ#nΛ
′ is defined, then
gvJ(Λ#nΛ
′) =


gvJ(Λ)#n−Jg
v
J(Λ
′) when gvJ(Λ) 6= ∅ and g
v
J(Λ
′) 6= ∅,
gvJ(Λ
′) when gvJ(Λ) = ∅,
gvJ(Λ) when g
v
J(Λ
′) = ∅.
Proof. We are going to prove the first two conditions by induction and then prove the third
condition.
By Lemma 2.2.2, it is evident that the first two conditions hold when Λ is an atom.
Now suppose that q > 1 and the first two conditions hold for every molecule which can
be written as a composite of less than q atoms. Suppose also that Λ is a molecule which
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can be written as a composite of q atoms. Since q > 1, we have a proper decomposition
Λ = Λ′#nΛ
′′ such that Λ′ and Λ′′ are molecules. According to the induction hypothesis,
we know that the first two conditions hold for Λ′ and Λ′′. We must show that the first two
conditions in the proposition hold for Λ. There are two cases, as follows.
1. Suppose that gvJ(Λ
′) = ∅ or gvJ(Λ
′′) = ∅. We may assume that gvJ(Λ
′) = ∅. We have
gvJ(Λ) = g
v
J(Λ
′′). Thus gvJ(Λ) ∈M(u×w
J)∪{∅} as required by the first condition. Moreover,
if p 6= n, then
gvJ(d
γ
pΛ)
= gvJ(d
γ
pΛ
′#nd
γ
pΛ
′′)
= gvJ(d
γ
pΛ
′) ∪ gvJ(d
γ
pΛ
′′)
=


d
γ
p−Jg
v
J(Λ
′′) when p ≥ J and gvJ(Λ
′′) 6= ∅,
∅ when gvJ(Λ
′′) = ∅ or p < J,
=


d
γ
p−Jg
v
J(Λ) when p ≥ J and g
v
J(Λ) 6= ∅,
∅ when gvJ(Λ) = ∅ or p < J,
as required by the second condition. Suppose that p = n ≥ J . Then gvJ(d
+
p Λ
′) = ∅. So
gvJ(d
−
p Λ
′′) = ∅. Hence, by the hypothesis, one gets gvJ(Λ
′′) = ∅. Therefore gvJ(Λ) = ∅ and
gvJ(d
γ
pΛ) = ∅, as required by the second condition.
2. Suppose that gvJ(Λ
′) 6= ∅ and gvJ(Λ
′′) 6= ∅. Then there is a maximal atom λ′ =
u[i′, α′]× v[j′, β ′]×w[k′, ε′] in Λ′ and a maximal atom λ′′ = u[i′′, α′′]× v[j′′, β ′′]×w[k′′, ε′′] in
Λ′′ such that j′ = j′′ = J . We claim that n ≥ J . There are two cases, as follows:
a. Suppose that both λ′ and λ′′ are maximal in Λ. By Proposition 2.2.1, we have i′ 6= i′′
and k′ 6= k′′. So λ′ ∩ λ′′ ⊂ Λ′ ∩ Λ′′ = d+nΛ
′ = d−nΛ
′′; Since λ′ ∩ λ′′ 6= ∅ and j = j′ = J and
dim(d+nΛ
′) ≤ n, we can see that J ≤ n, as required.
b. Suppose that λ′ is not maximal in Λ. Then Λ has a maximal atom λ′1 = u[i
′
1, α
′
1] ×
v[j′1, β
′
1]× w[k
′
1, ε
′
1] distinct from λ
′ with λ′ ⊂ λ′1. Hence j
′
1 = J . It is easy to see that λ
′
1 is
maximal in Λ′′. So we have λ′ ⊂ Λ′ ∩ Λ′′ = d+nΛ
′ = d−nΛ
′′. Since dim(d+nΛ
′) ≤ n, we have
J ≤ n, as required.
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Now since gvJ(Λ) = g
v
J(Λ
′) ∪ gvJ(Λ
′′), and
d+n−Jg
v
J(Λ
′)
= gvJ(d
+
nΛ
′)
= gvJ(d
−
nΛ
′′)
= d−n−Jg
v
J(Λ
′′),
we can see that gvJ(Λ
′)#n−Jg
v
J(Λ
′′) is defined, and gvJ(Λ) = g
v
J(Λ
′)#n−Jg
v
J(Λ
′′). So gvJ(Λ) is
a molecule, as required by the first condition. We now verify that Λ satisfies the second
condition. If p < J , then gvJ(d
γ
pΛ) = ∅, as required. If p = n ≥ J , then
gvJ(d
−
p Λ)
= gvJ(d
−
p Λ
′)
= d−p−Jg
v
J(Λ
′)
= d−p−Jg
v
J(Λ);
and similarly we have gvJ(d
+
p Λ) = d
+
p−Jg
v
J(Λ). If J ≤ p < n, then
gvJ(d
γ
pΛ)
= gvJ(d
γ
pΛ
′)
= dγp−Jg
v
J(Λ
′)
= dγp−Jg
v
J(Λ)
If p ≥ J and p > n, then
gvJ(d
γ
pΛ)
= gvJ(d
γ
pΛ
′#nd
γ
pΛ
′′)
= gvJ(d
γ
pΛ
′) ∪ gvJ(d
γ
pΛ
′′)
= dγp−Jg
v
J(Λ
′) ∪ dγp−Jg
v
J(Λ
′′).
and
d+n−Jd
γ
p−Jg
v
J(Λ
′)
= d+n−Jg
v
J(Λ
′)
= d−n−Jg
v
J(Λ
′′)
= d−n−Jd
γ
p−Jg
v
J(Λ
′′),
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thus dγp−Jg
v
J(Λ
′)#n−Jd
γ
p−Jg
v
J(Λ
′′) is defined and
gvJ(d
γ
pΛ)
= dγp−Jg
v
J(Λ
′)#n−Jd
γ
p−Jg
v
J(Λ
′′)
= dγp−J [g
v
J(Λ
′)#n−Jg
v
J(Λ
′′)]
= dγp−Jg
v
J(Λ).
Therefore Λ satisfies the second condition.
Finally, condition 3 can be easily verified by using condition 2 and the fact that gvJ
preserves unions.
This completes the proof.
Recall that there is a natural homomorphism f vJ : M(u × v × w) →M(u × vJ × w) of
ω-categories sending every atom u[i, α]×v[j, β]×w[k, ε] to u[i, α]×vJ [j
′, β ′]×w[k, ε], where
vJ [j
′, β ′] = vJ [j, β] whenever j < J , and vJ [j
′, β ′] = vJ whenever j ≥ J . According to the
definitions of gvJ and f
v
J , it is easy to see that F
v
J = g
v
J ◦ f
v
J . Thus F
v
J sends molecules in
u× v × w to molecules in u× wJ or the empty set.
We can similarly define maps guI :M(uI × v×w)→ v
I ×wI and gwK :M(u× v×wK)→
u × v which send molecules to molecules or the empty set. Moreover, we have natural
homomorphisms fuI : M(uI × v × w) and f
w
K : M(u × v × wK) of ω-categories and we can
see that F uI = g
u
I ◦f
u
I and F
w
K = g
w
K ◦f
w
K . Therefore F
u
I and F
w
K sends molecules to molecules
or the empty set.
We have now proved the following theorem
Theorem 2.2.4. Molecules in u× v × w are pairwise molecular.
2.3 Properties of Pairwise Molecular Subcomplexes
In this section, we prove some basic properties of pairwise molecular subcomplexes. In
the next section, we are going to show that some of these properties characterise pairwise
molecular subcomplexes in u× v × w.
42
Lemma 2.3.1. Let Λ be a pairwise molecular subcomplex of u × v × w and let u[i1, α1] ×
v[j1, β1]× w[k1, ε1] and u[i2, α2]× v[j2, β2]× w[k2, ε2] be distinct maximal atoms in Λ.
1. If i1 = i2 and α1 = −α2, then Λ has a maximal atom u[i, α] × v[j, β] × w[k, ε] with
i > i1 = i2, v[j, β] ⊃ v[j1, β1] ∩ v[j2, β2] and k ≥ min{k1, k2}.
2. If i1 = i2 and α1 = −α2, then Λ has a maximal atom u[i, α] × v[j, β] × w[k, ε] with
i > i1 = i2, j ≥ min{j1, j2} and w[k, ε] ⊃ w[k1, ε1] ∩ w[k2, ε2].
3. If j1 = j2 and β1 = −β2, then Λ has a maximal atom u[i, α] × v[j, β] × w[k, ε] with
j > j1 = j2, u[i, α] ⊃ u[i1, α1] ∩ u[i2, α2] and k ≥ min{k1, k2}.
4. If j1 = j2 and β1 = −β2, then Λ has a maximal atom u[i, α] × v[j, β] × w[k, ε] with
j > j1 = j2, i ≥ min{i1, i2} and w[k, ε] ⊃ w[k1, ε1] ∩ w[k2, ε2].
5. If k1 = k2 and ε1 = −ε2, then Λ has a maximal atom u[i, α] × v[j, β] × w[k, ε] with
k > k1 = k2, u[i, α] ⊃ u[i1, α1] ∩ u[i2, α2] and j ≥ min{j1, j2}.
6. If k1 = k2 and ε1 = −ε2, then Λ has a maximal atom u[i, α] × v[j, β] × w[k, ε] with
k > k1 = k2, i ≥ min{i1, i2} and v[j, β] ⊃ v[j1, β1] ∩ v[j2, β2].
Proof. The proof of these conditions are similar, we only prove the second one. Suppose that
i1 = i2 and α1 = −α2. Let λ1 = u[i1, α1]× v[j1, β1]×w[k1, ε1] and λ2 = u[i2, α2]× v[j2, β2]×
w[k2, ε2]. Let J = min{j1, j2}. It is evident that F
v
J (λ1) = u[i1, α1] × w
J [k1, ε1] ⊂ F
v
J (Λ)
and F vJ (λ2) = u[i2, α2]× w
J [k2, ε2] ⊂ F
v
J (Λ). Since F
v
J (Λ) is a molecule in u× w
J , it follows
from the formation of maximal atoms in F vJ (Λ) that F
v
J (λ1) or F
v
J (λ2) is not maximal in
F vJ (Λ), and F
v
J (Λ) has a maximal atom µ = u[l, σ] × w
J [n, ω] with l > i and w[n, ω] ⊃
w[k1, ε1] or w[n, ω] ⊃ w[k2, ε2]. By the definition of F
v
J , it is easy to see that every maximal
atom in F vJ (Λ) is an image of a maximal atom in Λ. Therefore Λ has a maximal atom
λ = u[i, α]× v[j, β]× w[k, ε] with u[i, α] = u[l, σ], j ≥ J and w[k, ε] = w[n, ω], as required.
This completes the proof.
The next property says that certain signs in a pair of ‘adjacent’ maximal atoms of a
pairwise molecular subcomplexes are related. Before we prove this property, we need to give
the precise definition of adjacency of a pair of maximal atoms.
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Definition 2.3.2. Let Λ be a subcomplex. A pair of distinct maximal atoms λ1 = u[i1, α1]×
v[j1, β1] × w[k1, ε1] and λ2 = u[i2, α2] × v[j2, β2] × w[k2, ε2] in Λ is adjacent if, for every
maximal atom λ = u[i, α] × v[j, β] × w[k, ε] in Λ with i ≥ min{i1, i2}, j ≥ min{j1, j2} and
k ≥ min{k1, k2}, one has
min{i1, i}+min{j1, j}+min{k1, k}
= min{i1, i2}+min{j1, j2}+min{k1, k2}
or
min{i2, i}+min{j2, j}+min{k2, k}
= min{i1, i2}+min{j1, j2}+min{k1, k2}.
The following proposition may be helpful to understand the concept of adjacency.
Proposition 2.3.3. Let Λ be a subcomplex satisfying condition 1 for pairwise molecular
subcomplexes. A pair of distinct maximal atoms λ1 = u[i1, α1] × v[j1, β1] × w[k1, ε1] and
λ2 = u[i2, α2] × v[j2, β2] × w[k2, ε2] in Λ is adjacent if and only if the following conditions
hold.
• If i1 = i2, then there is no maximal atom u[i, α]×v[j, β]×w[k, ε] such that i ≥ i1 = i2,
j > min{j2, j2} and k > min{k1, k2}.
• If j1 = j2, then there is no maximal atom u[i, α]×v[j, β]×w[k, ε] such that j ≥ j1 = j2,
i > min{i2, i2} and k > min{k1, k2}.
• If k1 = k2, then there is no maximal atom u[i, α]×v[j, β]×w[k, ε] such that k ≥ k1 = k2,
i > min{i2, i2} and j > min{j2, j2}.
• If i1 > i2 and j1 > j2, then there is no maximal atom u[i, α] × v[j, β] × w[k, ε] such
that i > i2, j ≥ j2 and k > k1; and there is no maximal atom u[i, α]× v[j, β]× w[k, ε]
such that i ≥ i2, j > j2 and k > k1.
• If i1 > i2 and k1 > k2, then there is no maximal atom u[i, α] × v[j, β] × w[k, ε] such
that i > i2, j > j1 and k ≥ k2; and there is no maximal atom u[i, α]× v[j, β]× w[k, ε]
such that i ≥ i2, j > j1 and k > k2.
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• If j1 > j2 and k1 > k2, then there is no maximal atom u[i, α] × v[j, β] × w[k, ε] such
that i > i1, j > j2 and k ≥ k2; and there is no maximal atom u[i, α]× v[j, β]× w[k, ε]
such that i > i1, j ≥ j2 and k > k2.
Proof. The proof is a straightforward verification from the definition of adjacency and con-
dition 1 for pairwise molecular subcomplexes.
Example 2.3.4. For the subcomplex in Example 2.1.5, all the adjacent pairs of maximal
atoms are
u+8 × v
+
2 × w
−
1 and u
−
5 × v
+
2 × w
−
5 ;
u+8 × v
+
2 × w
−
1 and u
+
9 × v
−
1 × w
+
2 ;
u−5 × v
+
2 × w
−
5 and u
−
1 × v
+
2 × w
+
8 ;
u−5 × v
+
2 × w
−
5 and u
+
9 × v
−
1 × w
+
2 ;
u−5 × v
+
2 × w
−
5 and u
−
4 × v
−
1 × w
+
6 ;
u−5 × v
+
2 × w
−
5 and u
−
8 × v
−
0 × w
−
5 ;
u−5 × v
+
2 × w
−
5 and u
−
5 × v
+
0 × w
+
6 ;
u−1 × v
+
2 × w
+
8 and u
+
9 × v
−
1 × w
+
2 ;
u−1 × v
+
2 × w
+
8 and u
−
4 × v
−
1 × w
+
6 ;
u−1 × v
+
2 × w
+
8 and u
+
0 × v
+
1 × w
+
9 ;
u−1 × v
+
2 × w
+
8 and u
−
2 × v
−
0 × w
+
9 ;
u+9 × v
−
1 × w
+
2 and u
−
8 × v
−
0 × w
−
5 ;
u−4 × v
−
1 × w
+
6 and u
−
4 × v
−
0 × w
+
7 ;
u+0 × v
+
1 × w
+
9 and u
−
2 × v
−
0 × w
+
9 ;
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u−8 × v
−
0 × w
−
5 and u
−
5 × v
+
0 × w
+
6 ;
u−5 × v
+
0 × w
+
6 and u
−
4 × v
−
0 × w
+
7 ;
u−4 × v
−
0 × w
+
7 and u
−
2 × v
−
0 × w
+
9 .
Let Λ be a subcomplex of u×v×w satisfying condition 1 for pairwise molecular subcom-
plexes. Let J be a fixed non-negative integer. A maximal atom u[i, α]× v[j, β]×w[k, ε] in Λ
is (v, J)-projection maximal if j ≥ J and there is no maximal atom u[i′, α′]×v[j′, β ′]×w[k′, ε′]
with i′ ≥ i, J ≤ j′ < j and k′ ≥ k.
Similarly, we can define a maximal atom to be (u, I)-projection maximal and (w,K)-
projection maximal.
It is evident that a maximal atom λ in Λ is (v, J)-projection maximal implies that F vJ (λ)
is maximal in F vJ (Λ). Conversely, for every maximal atom µ in F
v
J (Λ), there is a maximal
atom µ′ in Λ such that F vJ (µ
′) = µ. The following proposition implies that µ′ is actually
(v, J)-projection maximal.
Proposition 2.3.5. Let Λ be a pairwise molecular subcomplex of u × v × w and λ be a
maximal atom in Λ. Then
1. λ is (u, I)-projection maximal if and only if F uI (λ) is maximal in F
v
J (Λ).
2. λ is (v, J)-projection maximal if and only if F vJ (λ) is maximal in F
v
J (Λ).
3. λ is (w,K)-projection maximal if and only if FwK (λ) is maximal in F
w
K(Λ).
Proof. The arguments for the three cases are similar. We only give the proof for the second
one.
Suppose that λ is not (v, J)-projection maximal. Let λ = u[i, α] × v[j, β] × w[k, ε].
Then there is a maximal atom λ′ = u[i′, α′] × v[j′, β ′] × w[k′, ε′] in Λ such that J ≤ j′ < j
i′ ≥ i and k′ ≥ k. By condition 1 for pairwise molecular subcomplexes, we have i′ > i
or k′ > k. If u[i′, α′] ⊃ u[i, α] and w[k′, ε′] ⊃ w[k, ε], then it is evident that F vJ (λ) $
F vJ (µ) so that F
v
J (λ) is not maximal in F
v
J (Λ). Now suppose that u[i
′, α′] 6⊃ u[i, α] or
w[k′, ε′] 6⊃ w[k, ε]. u[i′, α′] = u[i,−α] or w[k′, ε′] = w[k,−ε]. Thus we can get a maximal
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atom λ′′ = u[i′′, α′′] × v[j′′, β ′′] × w[k′′, ε′′] such that J ≤ j′′ < j and u[i′′, α′′] ⊃ u[i, α] and
w[k′′, ε′′] ⊃ w[k, ε] by applying Lemma 2.3.1. It follows that F vJ (λ) is not maximal in F
v
J (Λ).
Conversely, suppose that F vJ (λ) is not maximal in F
v
J (λ). It follows evidently from the
definition that λ is not (v, J)-projection maximal.
This completes the proof.
Example 2.3.6. For the subcomplex in Example 2.1.5, there is no (v, J)-projection maximal
atoms for J > 2. The (v, 2)-projection maximal atoms are
u+8 × v
+
2 × w
−
1 ,
u−5 × v
+
2 × w
−
5 ,
u−1 × v
+
2 × w
+
8 .
The (v, 1)-projection maximal atoms are
u+9 × v
−
1 × w
+
2 ,
u−5 × v
+
2 × w
−
5 ,
u−4 × v
−
1 × w
+
6 ,
u−1 × v
+
2 × w
+
8 ,
u+0 × v
+
1 × w
+
9 .
The (v, 0)-projection maximal atoms are
u+9 × v
−
1 × w
+
2 ,
u−8 × v
−
0 × w
−
5 ,
u−5 × v
+
0 × w
+
6 ,
u−4 × v
−
0 × w
+
7 ,
u−2 × v
−
0 × w
+
9 .
One can similarly work out all the (u, I)-projection maximal atoms and all the (w,K)-
projection maximal atoms.
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Lemma 2.3.7. Let Λ be a pairwise molecular subcomplex of u× v×w. Let λ1 = u[i1, α1]×
v[j1, β1] × w[k1, ε1] and λ2 = u[i2, α2] × v[j2, β2] × w[k2, ε2] be a pair of adjacent maximal
atoms in Λ.
1. If i1 > i2 and j1 < j2, then there is a pair of adjacent (w,K)-projection maximal atoms
λ′1 = u[i
′
1, α
′
1]× v[j
′
1, β
′
1]× w[k
′
1, ε
′
1] and λ
′
2 = u[i
′
2, α
′
2]× v[j
′
2, β
′
2]× w[k
′
2, ε
′
2] with K =
min{k1, k2} such that u[i
′
2, α
′
2] = u[i2, α2], v[j
′
1, β
′
1] = v[j1, β1] and min{k
′
1, k
′
2} = K.
2. If i1 > i2 and k1 < k2, then there is a pair of adjacent (v, J)-projection maximal
atoms λ′1 = u[i
′
1, α
′
1]× v[j
′
1, β
′
1]×w[k
′
1, ε
′
1] and λ
′
2 = u[i
′
2, α
′
2]× v[j
′
2, β
′
2]×w[k
′
2, ε
′
2] with
J = min{j1, j2} such that u[i
′
2, α
′
2] = u[i2, α2], w[k
′
1, ε
′
1] = w[k1, ε1] andmin{j
′
1, j
′
2} = J .
3. If j1 > j2 and k1 < k2, then there is a pair of adjacent (u, I)-projection maximal
atoms λ′1 = u[i
′
1, α
′
1]× v[j
′
1, β
′
1]×w[k
′
1, ε
′
1] and λ
′
2 = u[i
′
2, α
′
2]× v[j
′
2, β
′
2]×w[k
′
2, ε
′
2] with
I = min{i1, i2} such that v[j
′
2, β
′
2] = v[j2, β2], w[k
′
1, ε
′
1] = w[k1, ε1] and min{i
′
1, i
′
2} = I.
Proof. The arguments for these three cases are similar. We only give the proof for the second
case.
Let λ′1 = u[i
′
1, α
′
1] × v[j
′
1, β
′
1] × w[k
′
1, ε
′
1] and λ
′
2 = u[i
′
2, α
′
2] × v[j
′
2, β
′
2] × w[k
′
2, ε
′
2] be the
(v, J)-projection maximal atoms such that i′t ≥ it and k
′
t ≥ kt for t = 1, 2. It follows from
Lemma 2.3.1 and the adjacency of λ1 and λ2 that u[i
′
2, α
′
2] = u[i2, α2], w[k
′
1, ε
′
1] = w[k1, ε1]
and min{j′1, j
′
2} = min{j1, j2}, and λ
′
1 and λ
′
2 are adjacent, as required.
This completes the proof.
Now we can prove the sign conditions for pairwise molecular subcomplexes.
Proposition 2.3.8. Let Λ be a pairwise molecular subcomplex of u × v × w. Then the
following sign conditions hold.
Sign conditions: for a pair of adjacent maximal atoms λ1 = u[i1, α1]×v[j1, β1]×w[k1, ε1]
and λ2 = u[i2, α2] × v[j2, β2] × w[k2, ε2] in Λ, let i = min{i1, i2}, j = min{j1, j2} and
k = min{k1, k2}.
1. If i = i1 < i2 and j = j2 < j1, then β2 = −(−)
iα1;
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2. if i = i1 < i2 and k = k2 < k1, then ε2 = −(−)
i+jα1;
3. if j = j1 < j2 and k = k2 < k1, then ε2 = −(−)
jβ1.
Proof. Suppose that i1 > i2 and k1 < k2. Let J = min{j1, j1}. We must prove ε1 =
−(−)i2+Jα2.
According to Lemma 2.3.7, we may assume that λ1 and λ2 are (v, J)-projection maximal.
It is evident that F vJ (λ1) = u[i1, α1]×w
J [k1, ε1] and F
v
J (λ2) = u[i2, α2]×w
J [k2, ε2], and they
are maximal atoms in the molecule F vJ (Λ). Moreover, by the adjacency of λ1 and λ2, we can
see that F vJ (λ1) and F
v
J (λ2) are adjacent maximal atoms in F
v
J (Λ). Since F
v
J (Λ) is a molecule
in u× wJ , we have ε1 = −(−)
i2+Jα2, as required.
The other cases can be proved similarly.
This completes the proof.
Compared with the properties for molecules in the product of two globes, there is a new
feature caused by the middle factors, as follows.
Proposition 2.3.9. Let Λ be a pairwise molecular subcomplex of u × v × w. Let λ1 =
u[i1, α1] × v[j1, β1] × w[k1, ε1] and λ2 = u[i2, α2] × v[j2, β2] × w[k2, ε2] be a pair of adjacent
maximal atoms in Λ. If i1 > i2, k1 < k2 and min{j1, j2} > 0, then there is a maximal atom
λ = u[i, α]× v[j, β]× w[k, ε] such that j = min{j1, j2} − 1, i > i2 and k > k1.
Proof. Let J = min{j1, j2}. According to Lemma 2.3.7, we may assume that λ1 and λ2 are
(v, J)-projection maximal. There are several cases, as follows.
1. Suppose that both λ1 and λ2 are (v, J − 1)-projection maximal. Then FJ−1(λ1) and
FJ−1(λ2) are maximal atoms in the molecule FJ−1(Λ) of the ω-complex u×w
J−1. It is evident
that FJ−1(λt) = u[it, αt]×w
J−1[kt, εt] for t = 1, 2, and ε1 = −(−)
i2+Jα2 by Proposition 2.3.8.
Hence, according to the formation of molecules in u × wJ−1, we can see that FJ−1(λ1) and
FJ−1(λ2) are not adjacent in u×w
J−1. So FJ−1(Λ) has a maximal atom µ = u[i, α]×w
J−1[k, ε]
with i > i2 and k > k1. It follows that there is a maximal atom λ = u[i, α]× v[j, β]×w[k, ε]
such that FJ−1(λ) = µ and hence i > i2 and k > k1. By the adjacency of λ1 and λ2, we must
have j = J − 1. Therefore λ is as required.
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2. Suppose that λ1 is not (v, J − 1)-projection maximal. Then there is a maximal atom
λ′1 = u[i
′
1, α
′
1] × v[j
′
1, β
′
1]× w[k
′
1, ε
′
1] with j
′
1 ≥ J − 1 such that i
′
1 ≥ i1, j
′
1 < j1 and k
′
1 ≥ k1.
It is evident that j′1 = J − 1. If k
′
1 > k1, then λ
′
1 is as required. Suppose that k
′
1 = k1 and
ε′1 = −ε1. By applying Lemma 2.3.1 to λ1 and λ
′
1, one can get a maximal atom as required.
The argument is similar if λ2 is not (v, J − 1)-projection maximal and i
′
2 > i2, or if λ2 is not
(v, J−1)-projection maximal, i′2 = i2 and α
′
2 = −α2, where λ
′
2 = u[i
′
2, α
′
2]×v[j
′
2, β
′
2]×w[k
′
2, ε
′
2]
is a maximal atom with j′2 = J − 1 such that i
′
2 ≥ i2, j
′
2 < j2 and k
′
2 ≥ k2. There remains
the case that u[i′2, α
′
2] = u[i2, α2] and w[k
′
1, ε
′
1] = w[k1, ε1]. In this case, since λ
′
1 and λ
′
2 are
maximal atoms with j′1 = j
′
2 = J − 1 and ε
′
1 = −(−)
i′2+Jα′2, it follows from Proposition 2.3.8
that λ′1 and λ
′
2 are not adjacent in Λ. Therefore Λ has a maximal atom as required.
This completes the proof.
Proposition 2.3.10. Let Λ be a pairwise molecular subcomplex of u× v×w. If Λ has three
pairwise adjacent maximal atoms λ1 = u[i1, α1]× v[j, β1]×w[k, ε1] λ2 = u[i, α2]× v[j2, β2]×
w[k, ε2] and λ3 = u[i, α3] × v[j, β3] × w[k3, ε2] with i1 > i, j2 > j and k3 > k, then α2 = α3
or β1 = β3 or ε1 = ε2.
Proof. Suppose otherwise that α2 = −α3 and β1 = −β3 and ε1 = −ε2. Applying Lemma
2.3.1 to λ1 and λ2, one can get a maximal atom λ
′ = u[i′, α′] × v[j′, β ′] × w[k′, ε′] with
k′ > k, u[i′, α′] ⊃ u[i, α2] and j
′ ≥ j. Since λ1 and λ3 are adjacent, we must have i
′ = i and
α′ = α2 = −α3. Since λ2 and λ3 are adjacent, we also have j
′ = j. Note that λ′ and λ3 are
distinct, we get a contradiction to the first condition for pairwise molecular subcomplexes.
This completes the proof.
Proposition 2.3.11. Let Λ be a pairwise molecular subcomplex in u × v × w. Let λ1 =
u[i1, α1] × v[j1, β1]× w[k1, ε1] and λ2 = u[i2, α2]× v[j2, β2] × w[k2, ε2] be maximal atoms in
Λ.
1. If i1 < i2 and j1 > j2, and if there is no maximal atom u[i, α]× v[j, β]× w[k, ε] such
that i > i1, j > j2 and k ≥ min{k1, k2}, then β2 = −(−)
i1α1;
2. if i1 < i2 and k1 > k2, and if there is no maximal atom u[i, α]× v[j, β]× w[k, ε] such
that i > i1, j ≥ min{j1, j2} and k > k2, then ε2 = −(−)
i1+min{j1,j2}α1;
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3. if j1 < j2 and k1 > k2, and if there is no maximal atom u[i, α]× v[j, β]× w[k, ε] such
that i ≥ min{i1, i2}, j > j1 and k > k2, then ε2 = −(−)
j1β1.
Note 2.3.12. We some times say a pair of maximal atoms as in condition 1 to be (1, 2)-
adjacent; a pair of maximal atoms as in condition 2 to be (1, 3)-adjacent; and a pair of
maximal atoms as in condition 3 to be (2, 3)-adjacent. It is evident that two maximal atoms
are (r, s)-adjacent (1 ≤ r < s ≤ 3) if they are adjacent. However, in general, the reverse is
not true. For example, in the pairwise molecular subcomplex in Example 2.1.5, the maximal
atoms u−5 × v
+
2 × w
−
5 and u
−
4 × v
−
0 × w
+
7 are (1, 2)-adjacent, but they are not adjacent.
Proof. The arguments for the first and the third cases are similar. We give the proof for the
first and the second case.
In the first case, let λ′1 = u[i
′
1, α
′
1]×v[j
′
1, β
′
1]×w[k
′
1, ε
′
1] be the maximal atom in Λ with i
′
1 ≥
i1, j
′
1 > j2 and k
′
1 ≥ min{k1, k2} such that j
′
1 is minimal; let λ
′
2 = u[i
′
2, α
′
2]×v[j
′
2, β
′
2]×w[k
′
2, ε
′
2]
be the maximal atom in Λ with i′2 > i1, j
′
2 ≥ j2 and k
′
2 ≥ min{k1, k2} such that i
′
2 is
minimal. According to the assumption and Lemma 2.3.1, we have u[i′1, α
′
1] = u[i1, α1] and
v[j′2, β
′
2] = v[j2, β2]. It is evident that λ
′
1 and λ
′
2 are adjacent. It follows from the sign
condition for λ′1 and λ
′
2 that β2 = −(−)
i1α1, as required.
In the second case, we claim that λ1 is adjacent to λ2 so that ε2 = −(−)
i1+min{j1,j2}α1, as
required. In fact, suppose otherwise that λ1 and λ2 are not adjacent. Then j1 6= j2. We may
assume that j1 < j2. In this case, there exists a maximal atom λ
′
1 = u[i
′
1, α
′
1] × v[j
′
1, β
′
1] ×
w[k′1, ε
′
1] such that i
′
1 ≥ i1, j
′
1 ≥ j1 and k
′
1 > k2. By the assumption, we have i
′
1 = i1. By
condition 1 for pairwise molecular subcomplexes, we have j′1 > j1 and k2 < k
′
1 < k1. It
follows from Lemma 2.3.9 that there is a maximal atom µ = u[l, σ]× v[m, τ ]× w[n, ω] such
that l > i′1 = i1, m ≥ min{j
′
1, j2} − 1 ≥ j1 and n > k2. This contradicts the assumption.
This completes the proof.
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2.4 An Alternative Description for Pairwise Molecular
Subcomplexes
In this section, we give an alternative description for pairwise molecular subcomplexes of
u× v × w, as follows.
Theorem 2.4.1. Let Λ be a subcomplex of u× v × w. Then Λ is pairwise molecular if and
only if the following conditions hold.
1. There are no distinct maximal atoms u[i, α]× v[j, β]×w[k, ε] and u[i′, α′]× v[j′, β ′]×
w[k′, ε′] such that i ≤ i′, j ≤ j′ and k ≤ k′.
2. Sign conditions: for a pair of adjacent maximal atoms λ1 = u[i1, α1]×v[j1, β1]×w[k1, ε1]
and λ2 = u[i2, α2]× v[j2, β2] × w[k2, ε2] in Λ, let i = min{i1, i2}, j = min{j1, j2} and
k = min{k1, k2}. If i = i1 < i2 and j = j2 < j1, then β2 = −(−)
iα1; if i = i1 < i2 and
k = k2 < k1, then ε2 = −(−)
i+jα1; if j = j1 < j2 and k = k2 < k1, then ε2 = −(−)
jβ1.
3. Let u[i1, α1]×v[j1, β1]×w[k1, ε1] and u[i2, α2]×v[j2, β2]×w[k2, ε2] be a pair of maximal
atoms in Λ. If i1 = i2 and α1 = −α2, then Λ has a maximal atom u[i, α]×v[j, β]×w[k, ε]
with i > i1 = i2, j ≥ min{j1, j2} and k ≥ min{k1, k2}; if j1 = j2 and β1 = −β2, then
Λ has a maximal atom u[i, α]× v[j, β]× w[k, ε] with j > j1 = j2, i ≥ min{i1, i2} and
k ≥ min{k1, k2}; if k1 = k2 and ε1 = −ε2, then Λ has a maximal atom u[i, α]×v[j, β]×
w[k, ε] with k > k1 = k2, i ≥ min{i1, i2} and j ≥ min{j1, j2}.
4. If Λ has a pair of adjacent maximal atoms λ1 = u[i1, α1] × v[j1, β1] × w[k1, ε1] and
λ2 = u[i2, α2] × v[j2, β2] × w[k2, ε2] with i2 < i1, k1 < k2 and min{j1, j2} > 0, then
Λ has a maximal atom u[i, α] × v[j, β] × w[k, ε] with i > i2, j = min{j1, j2} − 1 and
k > k1.
5. If Λ has three pairwise adjacent maximal atoms λ1 = u[i1, α1] × v[j, β1] × w[k, ε1]
λ2 = u[i, α2] × v[j2, β2] × w[k, ε2] and λ3 = u[i, α3] × v[j, β3] × w[k3, ε3] with i1 > i,
j2 > j and k3 > k, then α2 = α3 or β1 = β3 or ε1 = ε2.
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Note 2.4.2. In condition 4, it is easy to see that β = −(−)i2α2 and ε1 = −(−)
jβ by sign
conditions and condition 3.
In the last section, we have proved that the five conditions in the theorem are necessary for
a pairwise molecular subcomplexes. The sufficiency is implied by the following Proposition
2.4.8 and the comments after the proposition.
Some of the following lemmas are preliminaries for the proof of Proposition 2.4.8, while
some of them are designed for better understanding the five conditions in Theorem 2.4.1.
Lemma 2.4.3. Let Λ be a subcomplex of u×v×w satisfying the five conditions in Theorem
2.4.1. For a pair of adjacent maximal atoms λ1 = u[i1, α1] × v[j1, β1] × w[k1, ε1] and λ2 =
u[i2, α2]× v[j2, β2]×w[k2, ε2] in Λ, let i = min{i1, i2}, j = min{j1, j2} and k = min{k1, k2}.
1. If i = i1 < i2 and j = j1 < j2, then β1 = (−)
iα1;
2. if i = i1 < i2 and k = k1 < k2, then ε1 = (−)
i+jα1;
3. if j = j1 < j2 and k = k1 < k2, then ε2 = (−)
jβ1.
Proof. Suppose that i = i1 < i2 and j = j1 < j2. By condition 1, we have k1 > k2. It
follows from sign conditions that ε2 = −(−)
i+jα1 and ε2 = −(−)
jβ1. Thus β1 = (−)
iα1, as
required.
The other cases can be argued similarly.
Lemma 2.4.4. Let Λ be a subcomplex satisfying the five conditions in Theorem 2.4.1. Let
u[i1, α1]× v[j1, β1]×w[k1, ε1] and u[i2, α2]× v[j2, β2]×w[k2, ε2] be a pair of maximal atoms
in Λ.
1. If i1 = i2, α1 = −α2, j1 < j2 and k1 > k2, then Λ has a maximal atom u[i
′, α′] ×
v[j′, β ′]× w[k′, ε′] such that i′ > i1 = i2, v[j
′, β ′] ⊃ v[j1, β1] and w[k
′, ε′] ⊃ w[k2, ε2];
2. if j1 = j2, β1 = −β2, i1 < i2 and k1 > k2, then Λ has a maximal atom u[i
′, α′] ×
v[j′, β ′]× w[k′, ε′] such that j′ > j1 = j2, u[i
′, α′] ⊃ u[i1, α1] and w[k
′, ε′] ⊃ w[k2, ε2];
3. if k1 = k2, ε1 = −ε2, i1 < i2 and j1 > j2, then Λ has a maximal atom u[i
′, α′] ×
v[j′, β ′]× w[k′, ε′] with k′ > k1 = k2, u[i
′, α′] ⊃ u[i1, α1] and v[j
′, β ′] ⊃ v[j2, β2].
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Proof. The arguments for the above three cases are similar. We prove only the first case.
Let λ1 = u[i1, α1] × v[j1, β1] × w[k1, ε1] and λ2 = u[i2, α2] × v[j2, β2] × w[k2, ε2]. Let
i = i1 = i2. Suppose that λ1 and λ2 are not adjacent. Then, by the definition of adjacency, Λ
has a maximal atom λ′1 = u[i
′
1, α
′
1]×v[j
′
1, β
′
1]×w[k
′
1, ε
′
1] with i
′
1 ≥ i, j1 < j
′
1 < j2 k2 < k
′
1 < k1.
If i′1 > i, then λ
′
1 is as required by the lemma. If i
′
1 = i, then α
′
1 = −α1 or α
′
1 = −α2. By
repeating this process, we can get either a maximal atom as required or a pair of adjacent
maximal atoms λ′′1 = u[i
′′
1, α
′′
1]× v[j
′′
1, β
′′
1]×w[k
′′
1, ε
′′
1] and λ
′′
2 = u[i
′′
2, α
′′
2]× v[j
′′
2, β
′′
2]×w[k
′′
2, ε
′′
2]
with i′′1 = i
′′
2 = i1 = i2, α
′′
1 = −α
′′
2, v[j1, β1] ⊂ v[j
′′
1, β
′′
1] ∩ v[j
′′
2, β
′′
2] and w[k2, ε2] ⊂ w[k
′′
1, ε
′′
1] ∩
w[k′′2, ε
′′
2]. In the following proof, we may assume that λ1 = u[i1, α1] × v[j1, β1] × w[k1, ε1]
and λ2 = u[i2, α2]× v[j2, β2]× w[k2, ε2] are adjacent.
Let α1 = −γ, j = j1 < j2, β = β1, k = k2 and ε = ε2. Thus α2 = γ, k = k2 < k1 and
ε = −(−)jβ. By condition 3, Λ has a maximal atom λ′ = u[i′, α′] × v[j′, β ′] × w[k′, ε′] with
i′ > i, j′ ≥ j and k′ ≥ k. We choose λ′ such that i′ is minimal. By condition 1, we have
j′ < j2 and k
′ < k1. Since λ1 and λ2 are adjacent, we have j
′ = j or k′ = k. Now there are
two cases, as follows.
1. If j′ = j and k′ > k, we claim that β ′ = β which means that λ′ is as required.
Indeed, suppose otherwise that β ′ = −β, then, by condition 3 in Theorem 2.4.1, there is
a maximal atom λ′′ = u[i′′, α′′]×v[j′′, β ′′]×w[k′′, ε′′] in Λ with j′′ > j, i′′ ≥ i and k′′ ≥ k′ > k.
This contradicts the adjacency of λ1 and λ2.
The argument for the case j′ > j and k′ = k is similar.
2. Suppose that j′ = j and k′ = k. By the choice of λ′, it is easy to see that λ′ is adjacent
to both λ1 and λ2. So β
′ = −(−)iγ and ε′ = (−)i+jγ. Thus ε′ = −(−)jβ ′. Since λ1 is
adjacent to λ2, we can see that ε2 = −(−)
jβ1. By condition 5, one has β
′ = β1 or ε
′ = ε2.
Therefore β ′ = β1 and ε
′ = ε2 which means that λ
′ is as required.
This completes the proof of the lemma.
Lemma 2.4.5. Let Λ be a subcomplex of u×v×w satisfying conditions 1 and 2 in Theorem
2.4.1 . Then Λ satisfies condition 5 if and only if for any triple of pairwise adjacent maximal
atoms λ1 = u[i1, α1]× v[j, β1]×w[k, ε1], λ2 = u[i, α2]× v[j2, β2]×w[k, ε2] and λ3 = u[i, α3]×
v[j, β3]× w[k3, ε2] with i1 > i, j2 > j and k3 > k, there is a maximal atom in Λ containing
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u[i, γ]× v[j, (−)iγ]× w[k, (−)i+jγ] for γ = + or γ = −.
Proof. Suppose that Λ satisfies condition 5 in Theorem 2.4.1. Then α2 = α3 or β1 = β3 or
ε1 = ε2.
Suppose that α2 = α3 and let γ = α1 = α2. Then β1 = −(−)
iγ and ε1 = −(−)
i+jγ
by the sign conditions. If β3 = (−)
iγ, then u[i, γ] × v[j, (−)iγ] × w[k, (−)i+jγ] ⊂ λ3 and
u[i,−γ]×v[j,−(−)iγ]×w[k,−(−)i+jγ] ⊂ λ1, as required. If β3 = −(−)
iγ, then ε2 = (−)
i+jγ
by the sign condition for λ2 and λ3. Therefore u[i, γ]× v[j, (−)
iγ]× w[k, (−)i+jγ] ⊂ λ2 and
u[i,−γ]× v[j,−(−)iγ]× w[k,−(−)i+jγ] ⊂ λ1, as required.
The other cases can be argued similarly.
Conversely, suppose that Λ has a maximal atom λ′ = u[i′, α′]×v[j′, β ′]×w[k′, ε′] containing
u[i, γ] × v[j, (−)iγ] × w[k, (−)i+jγ] for γ = + or γ = −. By the pairwise adjacency of λ1,
λ2 and λ3, it is easy to see that λ
′ must be λ1, λ2 or λ3. If λ
′ = λ1, then β1 = (−)
iγ and
ε1 = (−)
i+jγ. It follows from the sign condition in Theorem 2.4.1 that α2 = α3 = −γ, as
required by condition 5 in Theorem 2.4.1.
The other cases can be argued similarly.
This completes the proof.
Lemma 2.4.6. Let Λ be a subcomplex satisfying conditions 1, 2, 3 and 5 in Theorem 2.4.1.
Then Λ satisfies condition 4 if and only if, for any pair of adjacent maximal atoms λ1 =
u[i1, α1]×v[j1, β1]×w[k, ε] and λ2 = u[i, α]×v[j2, β2]×w[k2, ε2] with i < i1, k < k2 and j =
min{j1, j2} > 0, there is a maximal atom containing u[i,−α]×v[j−1,−(−)
iα]×w[k, (−)i+jα].
Proof. The necessity is obvious. We now prove the sufficiency. We can assume that j = j1 ≤
j2, and hence ε = −(−)
i+jα.
By the assumption, there is a maximal atom λ′ = u[i′, α′]× v[j′, β ′]×w[k′, ε′] containing
u[i,−α] × v[j − 1,−(−)iα] × w[k, (−)i+jα]. Thus i′ ≥ i, j′ ≥ j − 1 and k′ ≥ k. We claim
that j′ = j − 1 and hence β ′ = −(−)iα.
Indeed, suppose otherwise that j′ > j − 1. Then i′ = i by the adjacency of λ1 and λ2.
Hence α′ = −α. Note that the proof of Lemma 2.4.4 does not use condition 4. So, by applying
Lemma 2.4.4 to λ2 and λ
′, one can get a maximal atom λ3 = u[i3, α3]×v[j3, β3]×w[k3, ε3] with
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i3 > i, j3 ≥ j and w[k3, ε3] ⊃ w[k2, ε2] ∩ w[k
′, ε′]. Since k2 > k, w[k
′, ε′] ⊃ w[k, (−)i+jα] =
w[k,−ε] and k2 6= k
′, we can see that λ3 is distinct from λ1 and λ2. This contradicts the
adjacency of λ1 and λ2.
Now, if i′ > i and k′ > k, then λ′ is as required. Suppose that i′ = i. Then α′ = −α and
k′ > k. Thus, by Lemma 2.4.4, Λ has a maximal atom λ′′ = u[i′′, α′′] × v[j′′, β ′′]× w[k′′, ε′′]
with i′′ > i, j′′ = j − 1 (by the adjacency of λ1 and λ2), β
′′ = β ′ = −(−)iα and k′′ ≥ k′ > k,
with the required property. The argument for the case k′ = k is similar.
This completes the proof of the lemma.
Lemma 2.4.7. Let Λ be a subcomplex of u×v×w satisfying the five conditions in Theorem
2.4.1 . Then
1. Every maximal atom u[i, α]× v[j, β]×w[k, ε] with j = J is (v, J)-projection maximal.
2. For every maximal atom u[i, α]×v[j, β]×w[k, ε] with j ≥ J , there is a (v, J)-projection
maximal atom u[i′, α′] × v[j′, β ′] × w[k′, ε′] such that u[i, α] ⊂ u[i′, α′] and w[k, ε] ⊂
w[k′, ε′].
3. All the (v, J)-projection maximal atoms, if exist, can be listed as λ1, · · · , λS with
λs = u[is, αs] × v[js, βs] × w[ks, εs] such that i1 > · · · > iS and k1 < · · · < kS and
εs−1 = (−)
is+Jαs for 1 < s ≤ S.
4. For two consecutive (v, J)-projection maximal atoms λs−1 and λs in the above list,
either js−1 = J or js = J for 1 < s ≤ S.
Proof. In this proof, all the maximal atoms refer to maximal atoms with dimension of second
factors not less than J .
Condition 1 follows from the definition of projection maximal.
To prove condition 2, suppose that λ = u[i, α]× v[j, β]× w[k, ε] is not (v, J)-projection
maximal. Then there is a (v, J)-projection maximal atom λ1 = u[i1, α1]×v[j1, β1]×w[k1, ε1]
such that i1 ≥ i, j1 < j and k1 ≥ k. If u[i1, α1] ⊃ u[i, α] and w[k1, ε1] ⊃ w[k, ε], then λ1
is as required. Suppose that u[i1, α1] 6⊃ u[i, α]. Then i1 = i and α1 = −α. Moreover, we
have k1 > k by condition 1 in Theorem 2.4.1. Hence, by Lemma 2.4.4, there is a maximal
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atom λ2 = u[i2, α2] × v[j2, β2] × w[k2, ε2] in Λ such that i2 > i, j2 < j, v[j1, β1] ⊂ v[j2, β2]
and w[k, ε] ⊂ w[k2, ε2]. This shows that u[i2, α2] ⊃ u[i, α] and w[k2, ε2] ⊃ w[k, ε] and j2 < j.
Therefore condition 2 holds by induction. The argument for the case w[k1, ε1] 6⊃ w[k, ε] is
similar.
Condition 4 follows easily from condition 4 in Theorem 2.4.1, while Condition 3 fol-
lows easily from the definition of projection maximal and condition 1 and condition 2 (sign
conditions) in Theorem 2.4.1.
This completes the proof.
Proposition 2.4.8. Let Λ be a subcomplex of u × v × w satisfying the five conditions in
Theorem 2.4.1. Let the (v, J)-projection maximal atoms in Λ be listed as λ1, · · · , λS with
λs = u[is, αs]× v[js, βs]× w[ks, εs] for 1 ≤ s ≤ S such that i1 > · · · > iS and k1 < · · · < kS.
Then F vJ (Λ) = u[i1, α1]× w
J [k1, ε1] ∪ · · · ∪ u[iS, αS]× w
J [kS, εS].
Proof. This is a direct consequence of Proposition 2.1.3 for F vJ and Lemma 2.4.7.
Corollary 2.4.9. Let Λ be a subcomplex of u×v×w satisfying the five conditions in Theorem
2.4.1. Then F vJ (Λ) is a molecule in u× w
J or the empty set for every non-negative integer
J .
We can similarly show that F uI (Λ) and F
w
K(Λ) are molecules or the empty set for a
subcomplex Λ of u × v × w satisfying the five conditions in Theorem 2.4.1. This completes
the proof of Theorem 2.4.1.
2.5 Sources and Targets of Pairwise Molecular Sub-
complexes
In this section, we study source and target operators dγp on pairwise molecular subcomplexes
in u × v × w. The main result in this section is that dγpΛ is pairwise molecular for every
pairwise molecular subcomplex Λ of u× v × w.
Recall that dγpΛ is a union of interiors of atoms. We first prove that d
γ
pΛ is a subcomplex
of Λ.
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Lemma 2.5.1. Let Λ be a subcomplex of u × v × w and λ = u[i, α] × v[j, β]× w[k, ε] be a
p-dimensional atom in Λ with Int λ ⊂ dγpΛ.
1. If there is an atom λ′ = u[i′, α′]× v[j′, β ′]× w[k′, ε′] in Λ such that λ ⊂ λ′ and i′ > i,
then α = γ.
2. If there is an atom λ′ = u[i′, α′]× v[j′, β ′]× w[k′, ε′] in Λ such that λ ⊂ λ′ and j′ > j,
then β = (−)iγ.
3. If there is an atom λ′ = u[i′, α′]× v[j′, β ′]× w[k′, ε′] in Λ such that λ ⊂ λ′ and k′ > k,
then ε = (−)i+jγ.
Proof. Suppose that there is an atom λ′ = u[i′, α′]× v[j′, β ′]×w[k′, ε′] in Λ such that λ ⊂ λ′
and i′ > i. Then λ ⊂ u[i+1, α′]×v[j, β]×w[k, ε] ⊂ Λ and dim(u[i+1, α′]×v[j, β]×w[k, ε]) =
p + 1. Since Int λ ⊂ dγpΛ, we have λ ⊂ d
γ
p(u[i + 1, α
′] × v[j, β] × w[k, ε]). It follows easily
from Lemma 2.1.2 that α = γ, as required.
The arguments for other cases are similar.
Proposition 2.5.2. Let Λ be a pairwise molecular subcomplex of u × v × w. Let λ =
u[i, α]× v[j, β]× w[k, ε] be a p-dimensional atom such that Int λ ⊂ dγpΛ.
1. If there is a maximal atom λ′ in Λ such that i′ > i, j′ ≥ j and k′ ≥ k, then α = γ;
2. if there is a maximal atom λ′ in Λ such that i′ ≥ i, j′ > j and k′ ≥ k, then β = (−)iγ;
3. if there is a maximal atom λ′ in Λ such that i′ ≥ i, j′ ≥ j and k′ > k, then ε = (−)i+jγ.
Proof. The arguments for the three cases are similar. We give the proof for the first case.
Since Int λ ⊂ Λ, there is a maximal atom µ = u[l, σ]× v[m, τ ]×w[n, ω] such that λ ⊂ µ.
If µ can be chosen such that l > i, then we have α = γ by Lemma 2.5.1 , as required.
In the following proof, we may assume that µ cannot be chosen such that l > i so that
u[l, σ] = u[i, α].
Suppose that there is a maximal atom λ′ = u[i′, α′]× v[j′, β ′]× w[k′, ε′] such that i′ > i
j′ ≥ j and k′ ≥ k. Then we have v[j′, β ′] = v[j,−β] or w[k′, ε′] = w[k,−ε]. By applying
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Lemma 2.4.4, we may assume that v[j′, β ′] = v[j,−β] and m > j, or assume that w[k′, ε′] =
w[k,−ε] and n > k.
Suppose that w[k′, ε′] = w[k,−ε] and n > k. Then ε = (−)i+jγ by Lemma 2.5.1. If
min{j′, m} = j, and if λ′ is (1, 3)-adjacent to µ, then α = σ = −(−)i+jε′ = γ by Proposition
2.3.11, as required. Otherwise, by the definition of adjacency or condition 4 in Theorem
2.4.1, we may chose λ′ and µ such that min{k′, n} > k so that v[j′, β ′] = v[j,−β]; according
Lemma 2.4.4, we may also assume that m > j; thus β = (−)iγ. In this case, according to
the assumptions, λ′ must be (1, 2)-adjacent to µ. It follows from Proposition 2.3.11 that
α = σ = −(−)iβ ′ = γ, as required.
Suppose that v[j′, β ′] = v[j,−β] and m > j. Then we can get α = γ, as required, by a
similar argument.
This completes the proof.
Lemma 2.5.3. Let Λ be a pairwise molecular subcomplex of u × v × w. Let λ = u[i, α] ×
v[j, β]× w[k, ε] be a p− 1 dimensional atom such that Int λ ⊂ dγpΛ.
1. If there is a maximal atom λ′ in Λ with λ′ ⊃ λ such that i′ > i and j′ > j, then α = γ
or β = −(−)iγ;
2. if there is a maximal atom λ′ in Λ with λ′ ⊃ λ such that i′ > i and k′ > k, then α = γ
or ε = −(−)i+jγ;
3. if there is a maximal atom λ′ in Λ with λ′ ⊃ λ such that j′ > j and k′ > k, then
β = (−)iγ or ε = −(−)i+jγ.
Proof. The arguments for the three cases are similar. We give the proof for the first one.
Suppose that there is a maximal atom λ′ in Λ with λ′ ⊃ λ such that i′ > i and j′ > j.
Then λ ⊂ u[i + 1, α′] × v[j + 1, β ′] × w[k, ε] ⊂ Λ. Since Int λ ⊂ dγpΛ, we have λ ⊂ d
γ
p(u[i+
1, α′]× v[j + 1, β ′]×w[k, ε]). It follows easily from Lemma 2.1.2 that α = γ or β = −(−)iγ,
as required.
This completes the proof.
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Proposition 2.5.4. Let Λ be a pairwise molecular subcomplex of u × v × w. Let λ =
u[i, α]× v[j, β]× w[k, ε] be a p− 1 dimensional atom such that Int λ ⊂ dγpΛ.
1. If there is a maximal atom λ′ in Λ such that i′ > i, j′ > j and k′ ≥ k, then α = γ or
β = −(−)iγ;
2. if there is a maximal atom λ′ in Λ such that i′ > i, j′ ≥ j and k′ > k, then α = γ or
ε = −(−)i+jγ;
3. if there is a maximal atom λ′ in Λ such that i′ ≥ i, j′ > j and k′ > k, then β = (−)iγ
or ε = −(−)i+jγ.
Proof. The arguments for case 1 and case 3 are similar. We give the proofs for case 1 and
case 2.
1. Suppose that there is a maximal atom λ′ = u[i′, α′]× v[j′, β ′]×w[k′, ε′] in Λ such that
i′ > i, j′ > j and k′ ≥ k. If λ′ can be chosen such that λ′ ⊃ λ, then we have α = γ or
β = −(−)iγ, as required, by Lemma 2.5.3. In the following, we assume that λ′ cannot be
chosen such that λ′ ⊃ λ so that w[k′, ε′] = w[k,−ε]. Let λ1 = u[i1, α1]× v[j1, β1]× w[k1, ε1]
be a maximal atom in Λ such that λ ⊂ λ1. Then u[i1, α1] = u[i, α] or v[j1, β1] = v[j, β] by
the assumption. According to Lemma 2.4.4, we may assume that k1 > k. Now there are
several cases, as follows.
Suppose that λ1 cannot be chosen such that i1 > i or j1 > j. According to Lemma
2.4.4, it is easy to see that λ1 and λ
′ are adjacent. Thus α = γ (when ε = −(−)i+jγ) or
β = −(−)iγ (when ε = (−)i+jγ) by sign conditions, as required.
Suppose that λ1 can be chosen such that i1 > i. Suppose also that α = −γ. Then
v[j1, β1] = v[j, β] by the assumptions. According to Lemma 2.5.3, it is easy to see that
ε = −(−)i+jγ, hence ε′ = (−)i+jγ. It is evident that λ1 and λ
′ are (2, 3)-adjacent. It follows
from Proposition 2.3.11 that β = β1 = −(−)
iγ, as required.
Suppose that λ1 can be chosen such that j1 > j and that λ1 cannot be chosen such that
i1 > i. Suppose also that β = (−)
iγ. According to Lemma 2.4.4, condition 4 in Theorem
2.4.1 and the assumptions, it is easy to see that λ1 and λ
′ are adjacent and min{j′, j1} = j+1.
It follows from condition 4 in Theorem 2.4.1 that there is a maximal atom λ′′ = u[i′′, α′′]×
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v[j′′, β ′′] × w[k′′, ε′′] such that i′′ > i, j′′ = j and k′′ > k. Moreover, we have β ′′ = −(−)iα
by Note 2.4.2. By the assumptions, we have β ′′ = −β = −(−)iγ. It follows that α = γ, as
required.
This completes the proof for case 1.
2. Suppose that there is a maximal atom λ′ in Λ such that i′ > i, j′ ≥ j and k′ > k.
If λ′ can be chosen such that λ′ ⊃ λ, then we have α = γ or ε = −(−)iγ, as required, by
Lemma 2.5.3. In the following, we assume that λ′ cannot be chosen such that λ′ ⊃ λ so that
v[j′, β ′] = v[j,−β]. Let λ1 = u[i1, α1] × v[j1, β1] × w[k1, ε1] be a maximal atom in Λ such
that λ ⊂ λ1. Then u[i1, α1] = u[i, α] or w[k1, ε1] = w[k, ε] by the assumption. According to
Lemma 2.4.4, we may assume that j1 > j. Now there are several cases, as follows.
Suppose that λ1 cannot be chosen such that i1 > i or k1 > k. Then it is easy to see
that λ1 adjacent to λ
′. It follows from sign conditions that α = γ (when β ′ = −(−)iγ) or
ε = −(−)i+jγ (when β ′ = (−)iγ), as required.
Suppose that λ1 can be chosen such that i1 > i. Suppose also that α = −γ. Then
β = −(−)iγ by Lemma 2.5.3, and hence β ′ = −β = (−)iγ. Moreover, we can see that λ′
and λ1 are (2, 3)-adjacent. It follows from Lemma 2.3.11 that ε = −(−)
i+jγ, as required.
Suppose that λ1 can be chosen such that k1 > k. By a similar argument as in the above
case, we can get α = γ or ε = −(−)i+jγ, as required.
This completes the proof.
Lemma 2.5.5. Let x be a union of interiors of atoms in an ω-complex. Then x is a sub-
complex if and only if for every atom a in x with Int a ⊂ x and every atom b with b ⊂ a,
one has Int b ⊂ x.
Proof. The necessity is evident. To prove the sufficiency, it suffices to prove that for every
atom a with Int a ⊂ x we have a ⊂ x. Note that a can be written as a union of interiors of
atoms b with b ⊂ a. The sufficiency follows.
Proposition 2.5.6. Let Λ be a pairwise molecular subcomplex of u× v×w. Then dγpΛ is a
subcomplex.
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Proof. From Lemma 1.2.10, we have already known that dγpΛ is a union of interiors of atoms.
By Lemma 2.5.5, it suffices to prove that for every atom λ with Int λ ⊂ dγpΛ and every atom λ1
with λ1 ⊂ λ, one has Int λ1 ⊂ d
γ
pΛ. It is evident that there is a sequence λ ⊃ λ
1
1 ⊃ λ
2
1 · · · ⊃ λ1
such that the difference of the dimensions of any pair of consecutive atoms is 1. We may
assume that dimλ1 = dim λ− 1.
Let λ = u[i, α]× v[j, β]×w[k, ε]. Since Int λ ⊂ dγpΛ ⊂ Λ and Λ is a subcomplex, we have
λ1 ⊂ λ ⊂ Λ and dimλ1 ≤ dimλ ≤ p. Suppose that µ = u[l, σ]× v[m, τ ]×w[n, ω] is an atom
with dim µ = p+ 1 and λ1 ⊂ µ ⊂ Λ. We must prove λ1 ⊂ d
γ
pµ.
If λ ⊂ µ, then λ1 ⊂ λ ⊂ d
γ
pµ since λ ⊂ d
γ
pΛ. If l > i+ 1 or m > j + 1 or n > k + 1, then
we evidently have λ1 ⊂ d
γ
pµ by Lemma 2.1.2. In the following, we may further assume that
λ 6⊂ µ and that l ≤ i + 1 and m ≤ j + 1 and n ≤ k + 1. Thus u[i, α] 6⊂ u[l, σ] or v[j, β] 6⊂
v[m, τ ] or w[k, ε] 6⊂ w[n, ω]; moreover, if u[i, α] 6⊂ u[l, σ], then we have u[l, σ] = u[i,−α] or
u[l, σ] = u[i− 1, σ], we also have v[j, β] ⊂ v[m, τ ] and w[k, ε] ⊂ w[n, ω]; if v[j, β] 6⊂ v[m, τ ],
then we have v[m, τ ] = v[j,−β] or v[m, τ ] = v[j − 1, τ ], we also have u[i, α] ⊂ u[l, σ] and
w[k, ε] ⊂ w[n, ω]; if w[k, ε] 6⊂ w[n, ω], then we have w[n, ω] = w[k,−ε] or w[n, ω] = u[k−1, ω],
we also have u[i, α] ⊂ u[l, σ] and v[j, β] ⊂ v[m, τ ]; Note that dimµ = p + 1 and dim λ ≤ p,
we now have 3 cases, as follows.
1. Suppose that u[l, σ] = u[i,−α] or v[m, τ ] = v[j,−β] or w[n, ω] = w[k,−ε]; suppose
also that dimλ = p. Then only one of the equations l = i + 1, m = j + 1 and n = k + 1
holds. The arguments for the three cases are similar, we only give the proof for the case
v[m, τ ] = v[j,−β] and dimλ = p. In this case, we must have µ = u[i+1, σ]×v[j,−β]×w[k, ε]
or µ = u[i, α]×v[j,−β]×w[k+1, ω]. Hence λ1 is of the form λ1 = u[i, α]×v[j−1, β˜]×w[k, ε].
Suppose that µ = u[i + 1, σ] × v[j,−β] × w[k, ε]. Then there is a maximal atom µ′ =
u[l′, σ′]× v[m′, τ ′]×w[n′, ω′] such that l′ > i, m′ ≥ j and n′ ≥ k. It follows from Proposition
2.5.2 that α = γ. This implies λ1 ⊂ d
γ
pµ, as required.
Suppose that µ = u[i, α] × v[j,−β] × w[k + 1, ω]. Then there is a maximal atom µ′ =
u[l′, σ′]× v[m′, τ ′]×w[n′, ω′] such that l′ ≥ i, m′ ≥ j and n′ > k. It follows from Proposition
2.5.2 that ε = (−)i+jγ. This implies λ1 ⊂ d
γ
pµ, as required.
2. Suppose that l = i− 1 or m = j − 1 or n = k − 1; suppose also that dimλ = p. The
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arguments for these three cases are similar. We only give the proof for the case m = j − 1
and dim λ = p. In this case, we have l = i+ 1 and n = k+ 1 because dimµ = p+ 1; we also
have λ1 = u[i, α]× v[j−1, τ ]×w[k, ε]. To get λ1 ⊂ d
γ
pµ, by Lemma 2.1.2, it suffices to prove
that α = γ or ε = (−)i+jγ.
Let λ′ = u[i′, α′] × v[j′, β ′] × w[k′, ε′] be a maximal atom in Λ such that λ ⊂ λ′. Let
µ′ = u[l′, σ′] × v[m′, τ ′] × w[n′, ω′] be a maximal atom in Λ such that µ ⊂ µ′. If λ′ can be
chosen such that i′ > i or k′ > k, then we have α = γ or ε = (−)i+jγ which implies that
λ1 ⊂ d
γ
pµ, as required. If there is a maximal atom µ
′′ = u[l′′, σ′′] × v[m′′, τ ′′] × w[n′′, ω′′]
with µ′′ ⊃ λ1 and m
′′ > m such that l′′ > i or n′′ > k, then, by Proposition 2.5.2, we
have α = γ or ε = (−)i+jγ which implies that λ1 ⊂ d
γ
pµ, as required. Now suppose that λ
′
cannot be chosen such that i′ > i or k′ > k. Suppose also that there is no maximal atom
µ′′ = u[l′′, σ′′]× v[m′′, τ ′′]× w[n′′, ω′′] with µ′′ ⊃ λ1 and m
′′ > m such that l′′ > i or n′′ > k.
Then u[i′, α′] = u[i, α], w[k′, ε′] = w[k, ε] and v[m′, τ ′] = v[m, τ ]. Moreover, it is easy to see
that λ′ and µ′ are adjacent. It follows from the sign condition for λ′ and µ′ that α = γ (when
τ = −(−)iγ) or ε = (−)i+jγ (when τ = −(−)iγ). This implies that λ1 ⊂ d
γ
pµ, as required.
3. Suppose that u[l, σ] = u[i,−α] or v[m, τ ] = v[j,−β] or w[n, ω] = w[k,−ε]; suppose
also that dimλ = p− 1. The arguments for these three cases are similar. We only give the
proof for the case v[m, τ ] = v[j,−β] and dimλ = p− 1. In this case, we have l = i+ 1 and
n = k + 1. Moreover, we can see that λ1 is of the form λ1 = u[i, α] × v[j − 1, β˜] × w[k, ε].
According to Lemma 2.5.4, we have α = γ or ε = −(−)i+jγ. This implies that λ1 ⊂ d
γ
pµ, as
required.
This completes the proof.
We can now start to prove that dγpΛ is pairwise molecular for a molecular subcomplex Λ
in u× v × w by verifying conditions in Definition 2.1.4.
By Lemma 1.2.10, the maps F uI , F
v
J and F
w
K are defined on d
γ
pΛ for every subcomplex Λ
of u× v × w.
Proposition 2.5.7. Let Λ be a pairwise molecular subcomplex of u × v × w. If p ≥ J and
F vJ (Λ) 6= ∅, then F
v
J (d
γ
pΛ) = d
γ
p−JF
v
J (Λ); therefore F
v
J (d
γ
pΛ) is a molecule in u× w
J .
Proof. Firstly, we prove that dγp−JF
v
J (Λ) ⊂ F
v
J (d
γ
pΛ).
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Let u[i, α]×wJ [k, ε] be an atom in u×wJ such that Int(u[i, α]×wJ [k, ε]) ⊂ dγp−JF
v
J (Λ). We
must show that Int(u[i, α]×wJ [k, ε]) ⊂ F vJ (d
γ
pΛ). Clearly, we have u[i, α]×w
J [k, ε] ⊂ F vJ (Λ).
So it is easy to see that u[i, α]× v[J, β]×w[k, ε] ⊂ Λ for some sign β. We are going to prove
Int(u[i, α]× v[J, β]× w[k, ε]) ⊂ dγpΛ by verifying conditions in Lemma 1.2.11. It is evident
that dim(u[i, α]×v[J, β]×w[k, ε]) ≤ p. To verify the other conditions, we consider two cases,
as follows.
1. Suppose that β can be chosen such that β = (−)iγ. Suppose also that there is an
atom u[i′, α′]×v[j′, β ′]×w[k′, ε′] ⊂ Λ such that u[i, α]×v[j, β]×w[k, ε] ⊂ u[i′, α′]×v[j′, β ′]×
w[k′, ε′]. Then u[i, α]×wJ [k, ε] ⊂ u[i′, α′]×wJ [k′, ε′] in u×wJ . Therefore u[i, α]×wJ [k, ε] ⊂
d
γ
p−J(u[i
′, α′] × wJ [k′, ε′]). It follows easily that u[i, α] × v[J, β] × w[k, ε] ⊂ dγp(u[i
′, α′] ×
v[j′, β ′]× w[k′, ε′]), as required by the second condition of Lemma 1.2.11.
2. Suppose that β cannot be chosen such that β = (−)iγ. Suppose also that there is an
atom u[i′, α′]×v[j′, β ′]×w[k′, ε′] ⊂ Λ such that u[i, α]×v[j, β]×w[k, ε] ⊂ u[i′, α′]×v[j′, β ′]×
w[k′, ε′]. Then j′ = J and β ′ = β = −(−)iγ from Lemma 2.5.1. By an argument similar to
the above case, it is easy to see that u[i, α]×v[J, β]×w[k, ε] ⊂ dγp(u[i
′, α′]×v[j′, β ′]×w[k′, ε′]),
as required by the second condition of Lemma 1.2.11.
We have now shown that Int(u[i, α]×v[J, β]×w[k, ε]) ⊂ dγpΛ. It follows that Int(u[i, α]×
wJ [k, ε]) = F vJ (Int(u[i, α] × v[J, β] × w[k, ε])) ⊂ F
v
J (d
γ
pΛ). This completes the proof that
d
γ
p−JF
v
J (Λ) ⊂ F
v
J (d
γ
pΛ).
Conversely, let λ = u[i, α] × wJ [k, ε] be an atom such that Int λ ⊂ F vJ (d
γ
pΛ). We must
show that Int λ ⊂ dγp−JF
v
J (Λ). It is easy to see that there is an atom u[i, α]× v[j, β]×w[k, ε]
in Λ such that Int(u[i, α]× v[j, β]×w[k, ε]) ⊂ dγpΛ and j ≥ J . Since d
γ
pΛ is a subcomplex of
u× v × w, we can see that u[i, α]× v[J, β ′]× w[k, ε] ⊂ dγpΛ for some sign β
′. It follows that
dimλ ≤ p− J . Clearly, we have λ ⊂ F vJ (Λ). This shows that the first condition of Lemma
1.2.11 is satisfied. To verify the other condition of 1.2.11, let µ = u[l, σ] × wJ [n, ω] be an
atom in F vJ (Λ) such that λ ⊂ µ and dim µ = p− J + 1. We must prove that λ ⊂ d
γ
p−Jµ. It
is evident that there is an atom u[l, σ]× v[J, τ ′]× w[n, ω] in Λ for some sign τ ′. If l > i+ 1
or n > k + 1, then it is evident that λ ⊂ dγpµ, as required. In the following proof, we may
assume that l ≤ i+ 1 and n ≤ k+ 1 so that dimλ = p− J or dimλ = p− J − 1. Now there
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are various cases, as follows.
Suppose that β ′ and τ ′ can be chosen such that β ′ = τ ′. Then u[i, α]×v[J, β ′]×w[k, ε] ⊂
(dγpΛ ∩ (u[l, σ] × v[J, τ
′] × w[n, ω]) ⊂ dγp(u[l, σ] × v[J, τ
′] × w[n, ω]) by Proposition 1.2.6. It
follows easily that λ ⊂ dγp−Jµ, as required.
Suppose that β ′ and τ ′ cannot be chosen such that β ′ = τ ′. Suppose also that J > 0.
Since dγpΛ is a subcomplex, we know that u[i, α]× v[J − 1,±]× w[k, ε] ⊂ d
γ
pΛ. This implies
that u[i, α] × v[J − 1,±] × w[k, ε] ⊂ dγp(u[l, σ] × v[J, τ
′] × w[n, ω]). It follows easily that
λ ⊂ dγp−Jµ, as required.
There remain the case that J = 0 and β ′ and τ ′ cannot be chosen such that β ′ = τ ′. If
dimλ = p, by Proposition 2.5.2, we can get α = γ when l > i, while ε = (−)iγ when n > k;
thus λ ⊂ dγpµ, as required. If dim λ = p − 1, then l = i + 1 and n = k + 1; by Proposition
2.5.4, we can get α = γ or ε = −(−)iγ; thus λ ⊂ dγpµ, as required.
This completes the proof.
We can prove the following two results by similar arguments.
Proposition 2.5.8. Let Λ be a pairwise molecular subcomplex of u × v × w. If p ≥ I and
F uI (Λ) 6= ∅, then F
u
I (d
γ
pΛ) = d
γ
p−IF
u
I (Λ).
Proposition 2.5.9. Let Λ be a pairwise molecular subcomplex of u× v × w. If p ≥ K and
FwK (Λ) 6= ∅, then F
w
K(d
γ
pΛ) = d
γ
p−KF
w
K(Λ).
We also need to show that dγpΛ satisfies condition 1 for pairwise molecular subcomplexes
for a pairwise molecular subcomplex Λ.
Lemma 2.5.10. Let Λ be a pairwise molecular subcomplex. Then there are no distinct
maximal atoms λ = u[i, α] × v[j, β] × w[k, ε] and λ′ = u[i′, α′] × v[j′, β ′] × w[k′, ε′] in dγpΛ
such that i ≤ i′, j ≤ j′ and k ≤ k′.
Proof. Let λ = u[i, α] × v[j, β] × w[k, ε] and λ′ = u[i′, α′] × v[j′, β ′] × w[k′, ε′] be a pair of
maximal atom in dγpΛ such that i ≤ i
′, j ≤ j′ and k ≤ k′. We must prove that λ = λ′.
Suppose that dimλ < p or dim λ′ < p. By Lemma 1.4.16, we can see that λ is a maximal
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atom in Λ when dim λ < p and λ′ is a maximal atom in Λ when dimλ′ < p. According to
condition 1 for pairwise molecular subcomplex Λ of u × v × w, it is evident that λ = λ′, as
required. In the following argument, we may assume that dimλ = p and dimλ = p so that
i = i′, j = j′ and k = k′.
Now suppose otherwise that λ 6= λ′. Then α′ = −α or β ′ = −β or ε′ = −ε. We
may assume that α′ = −α. In this case, we have F vj (λ) ⊂ F
v
j (d
γ
pΛ) = d
γ
p−jF
v
j (Λ) and
similarly F vj (λ
′) ⊂ dγp−jF
v
j (Λ) by Proposition 2.5.7. Since dimF
v
j (λ) = dimF
v
j (λ
′) = p − j
and dim(dγp−jF
v
j (Λ)) ≤ p − j, we can see that F
v
j (λ) and F
v
j (λ
′) are maximal atoms in the
molecule dγp−jF
v
j (Λ). Note that F
v
j (λ) = u[i, α] × w
j[k, ε] and F vj (λ
′) = u[i,−α] × wj[k, ε′].
We get a contradiction to condition 1 in Theorem 1.3.7.
The arguments for the case β ′ = −β or ε′ = −ε are similar.
This completes the proof.
Now we can prove the main result in this section.
Proposition 2.5.11. Let Λ be a pairwise molecular subcomplex. Then so is dγpΛ.
Proof. We have shown that dγpΛ satisfies condition 1 for pairwise molecular subcomplexes.
Moreover, by Proposition 2.5.7, 2.5.8 and 2.5.9, we have F uI (d
γ
pΛ) = d
γ
p−IF
u
I (Λ), F
v
J (d
γ
pΛ) =
d
γ
p−JF
v
J (Λ) and F
w
K(d
γ
pΛ) = d
γ
p−KF
w
K(Λ) for all I ≥ p, J ≥ p and K ≥ p. Since F
u
I (Λ), F
v
J (Λ)
and FwK(Λ) are molecules or the empty set for all I, J and K, we can see that F
u
I (d
γ
pΛ),
F vJ (d
γ
pΛ) and F
w
K (d
γ
pΛ) are molecules or the empty set for all I, J and K. It follows that d
γ
pΛ
is pairwise molecular.
This completes the proof.
The following theorem gives the algorithm of constructing dγpΛ for a pairwise molecular
subcomplex Λ in u× v × w.
Theorem 2.5.12. Let Λ be a pairwise molecular subcomplex. Then the dimension of every
maximal atom in dγpΛ is not greater than p. Moreover, an atom of dimension less than p is
a maximal atom in dγpΛ if and only if it is a maximal atom in Λ; an atom u[i, α]× v[j, β]×
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w[k, ε] of dimension p is a maximal atom in dγpΛ if and only if there is a maximal atom
u[i′′, α′′]× v[j′′, β ′′]× w[k′′, ε′′] in Λ such that i′′ ≥ i, j′′ ≥ j and k′′ ≥ k, and the signs α, β
and γ satisfy the following conditions:
1. if u[i′′, α′′]× v[j′′, β ′′]×w[k′′, ε′′] can be chosen such that i′′ > i, then α = γ; otherwise
α = α′′;
2. if u[i′′, α′′] × v[j′′, β ′′] × w[k′′, ε′′] can be chosen such that j′′ > j, then β = (−)iγ;
otherwise β = β ′′;
3. if u[i′′, α′′] × v[j′′, β ′′] × w[k′′, ε′′] can be chosen such that k′′ > k, then ε = (−)i+jγ;
otherwise ε = ε′′.
Note 2.5.13. It follows easily from condition 3 in Theorem 4.4.1 that α, β and γ are well
defined.
Proof. Evidently, the dimension of every maximal atom in dγpΛ is not greater than p. Let
Λ1 be the union of the atoms as described in this theorem. It is easy to see that Λ1 satisfies
condition 1 for pairwise molecular subcomplexes. To prove the theorem, by Proposition 2.1.7,
it suffices to prove that F uI (Λ1) = F
u
I (d
γ
pΛ), F
v
J (Λ1) = F
v
J (d
γ
pΛ) and F
w
K(Λ1) = F
w
K(d
γ
pΛ) for
all I, J and K. The arguments for the three equations are similar, we prove only the second
one. If J > p, then it is easy to see that F vJ (Λ1) = ∅ = F
v
J (d
γ
pΛ), as required. In the
remaining proof, we may assume that J ≤ p. We have known that F vJ (d
γ
pΛ) = d
γ
p−JF
v
J (Λ).
we need only to prove that F vJ (Λ1) = d
γ
p−JF
v
J (Λ).
By the definition of F vJ , it is easy to see that F
v
J (Λ1) and d
γ
p−JF (Λ) are subcomplexes
of u × wJ . We are going to prove that F vJ (Λ1) and d
γ
p−JF
v
J (Λ) consist of the same maximal
atoms so that they are equal.
Let µ = u[i, α]×wJ [k, ε] be a maximal atom in F vJ (Λ1). Then Λ1 has a (v, J)-projection
maximal atom λ of the form λ = u[i, α] × v[j, β] × w[k, ε]. Hence Λ has a maximal atom
λ′ = u[i′, α′]× v[j′, β ′]× w[k′, ε′] with i ≤ i′, j ≤ j′ and k ≤ k′.
Suppose that j = J and i+ j + k = p. Since u[i′, α′]×wJ [k′, ε′] is an atom in F vJ (Λ) and
i+ k = p− J , we know that dγp−JF
v
J (Λ) has a maximal atom of the form u[i, α
′′]×wJ [k, ε′′].
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Moreover, we can see that there is a maximal atom u[l, σ] × v[m, τ ] × w[n, ω] in Λ such
that l > i, m ≥ j and n ≥ k if and only if there is a maximal atom u[l, σ] × wJ [n, ω]
F vJ (Λ) such that l > i and n ≥ k; and we can also see that there is a maximal atom
u[l, σ] × v[m, τ ] × w[n, ω] in Λ such that l ≥ i, m ≥ j and n > k if and only if there is a
maximal atom u[l, σ] × wJ [n, ω] in F vJ (Λ) such that l ≥ i and n > k. It follows from 1.3.7
that α = α′′ and ε = ε′′. This implies that µ is a maximal atom in dγp−JF (Λ).
Suppose that j = J and i + j + k < p. Then λ is also a maximal atom in Λ. Therefore
µ = F vJ (λ) is a maximal atom in F
v
J (Λ). Since i+ k < p− J , we know that µ is a maximal
atom in dγp−JF (Λ).
There remains the case that j > J . In this case, there are no maximal atom u[l, σ] ×
v[m, τ ]×w[n, ω] in Λ with l ≥ i andm ≥ J and n ≥ k such that l > i or n > k. So i = i′, α =
α′, k = k′ and ε = ε′. On the other hand, since µ = u[i, α]×wJ [k, ε] = u[i′, α′]×wJ [k′, ε′] =
F vJ (λ
′), we see that µ is a maximal atom in F vJ (Λ). Because i
′ + k′ = i+ k ≤ p− j < p− J ,
we know that µ is a maximal atom in dγp−JF
v
J (Λ).
This shows that every maximal atom in F vJ (Λ1) is a maximal atom in d
γ
p−JF
v
J (Λ).
Conversely, let µ = u[i, α] × wJ [k, ε] be a maximal atom in dγp−JF
v
J (Λ). Then F
v
J (Λ)
has a maximal atom µ′ = u[i′, α′] × wJ [k′, ε′] with i ≤ i′ and k ≤ k′. Therefore Λ has a
(v, J)-projection maximal atom of the form λ′ = u[i′, α′]× v[j′, β ′]× w[k′, ε′].
Suppose that i+k = p−J . Then Λ1 has a (v, J)-projection maximal atom of the form λ =
u[i, α′′]×v[J, β ′′]×w[k, ε′′]. We can see that there is a maximal atom u[l, σ]×v[m, τ ]×w[n, ω]
in Λ such that l > i, m ≥ J and n ≥ k if and only if there is a maximal atom u[l, σ]×wJ [n, ω]
F vJ (Λ) such that l > i and n ≥ k; and we can also see that there is a maximal atom
u[l, σ] × v[m, τ ] × w[n, ω] in Λ such that l ≥ i, m ≥ J and n > k if and only if there is a
maximal atom u[l, σ]×wJ [n, ω] in F vJ (Λ) such that l ≥ i and n > k. So α
′′ = α and ε′′ = ε.
Since F vJ (λ) = u[i, α
′′]× wJ [k, ε′′] = µ, we can see that µ is a maximal atom in F vJ (Λ1).
Suppose that i+k < p−J . Then µ = u[i, α]×wJ [k, ε] is also a maximal atom in F vJ (Λ).
So Λ has a (v, J)-projection maximal atom λ′ = u[i, α] × v[j′, β ′] × w[k, ε]. Now, if j′ = J ,
then i + j′ + k < p; hence λ′ is also a maximal atom in Λ1 and F
v
J (λ) = u[i, α] × w
J [k, ε]
is a maximal atom in F vJ (Λ1). Suppose that j
′ > J . Then it is easy to see that there
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is no maximal atom u[l, σ] × v[m, τ ] × w[n, ω] in Λ with l ≥ i and m ≥ J and n ≥ k
such that l > i or n > k. Hence Λ1 has a (v, J)-projection maximal atom of the form
λ′′ = u[i, α] × v[j′′, β ′′] × w[k, ε]. Therefore we see that F vJ (λ
′′) = u[i, α]× wJ [k, ε] = µ is a
maximal atom in F vJ (Λ1).
This shows that every maximal atom in dγp−JF
v
J (Λ) is a maximal atom in F
v
J (Λ1).
This completes the proof.
2.6 Composition of Pairwise Molecular Subcomplexes
In this section, we consider composition of pairwise molecular subcomplexes in u × v × w.
We first give the construction of composites of pairwise molecular subcomplexes. Then we
show that composites of pairwise molecular subcomplexes are pairwise molecular.
Lemma 2.6.1. Let Λ− and Λ+ be pairwise molecular subcomplexes. If d+p Λ
− = d−p Λ
+, then
for every maximal atom λ− = u[i−, α−] × v[j−, β−] × w[k−, ε−] in Λ− and every maximal
atom λ+ = u[i+, α+] × v[j+, β+] × w[k+, ε+] in Λ+ one has min{i−, i+} + min{j−, j+} +
min{k−, k+} ≤ p.
Proof. Let l = min{i−, i+}, m = min{j−, j+} and n = min{k−, k+}. Suppose otherwise
that l +m + n > p. Then there is an ordered triple {i, j, k} with i ≤ l, j ≤ m, k ≤ n and
i+ j + k = p. Since l+m+n > p, we have i < l, j < m or k < m. If i < l, then d+p Λ
− has a
maximal atom of the form u[i,+]× v[j, β]×w[k, ε], while d−p Λ
+ has a maximal atom of the
form u[i,−]× v[j, β ′]×w[k, ε′] by Theorem 2.5.12. This contradicts condition 1 for pairwise
molecular subcomplex d+p Λ
− = d−p Λ
+. The arguments for the cases j < m and k < m are
similar.
Lemma 2.6.2. Let Λ− and Λ+ be pairwise molecular subcomplexes in u×v×w. If d+p Λ
− =
d−p Λ
+, then
F uI (Λ
−) ∩ F uI (Λ
+) = F uI (Λ
− ∩ Λ+) = F uI (d
+
p Λ
−) = F uI (d
−
p Λ
+),
F vJ (Λ
−) ∩ F vJ (Λ
+) = F vJ (Λ
− ∩ Λ+) = F vJ (d
+
p Λ
−) = F vJ (d
−
p Λ
+)
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and
FwK(Λ
−) ∩ FwK (Λ
+) = FwK(Λ
− ∩ Λ+) = FwK(d
+
p Λ
−) = FwK(d
−
p Λ
+)
for all I, J and K.
Proof. The arguments for the three formulae are similar. We give the proof for the second
one. There are two cases, as follows.
1. Suppose that J > p. We claim that F vJ (Λ
−) ∩ F vJ (Λ
+) = ∅.
Indeed, suppose otherwise that F vJ (Λ
−) ∩ F vJ (Λ
+) 6= ∅. Then it is evident that there are
atoms µ− = u[l−, σ−]×v[m−, τ−]×w[n−, ω−] in Λ− and µ+ = u[l+, σ+]×v[m+, τ+]×w[n+, ω+]
in Λ+ such that m− ≥ J > p and m+ ≥ J > p. According to Theorem 2.5.12, this implies
that there are maximal atoms u[0, α′1] × v[p,+] × w[0, ε
′] and u[0, α′′1] × v[p,−] × w[0, ε
′′]×
in d+p Λ
− and d−p Λ
+ respectively. This contradicts the condition 1 for pairwise molecular
subcomplex d+p Λ
− = d−p Λ
+.
Now we have F vJ (d
+
p Λ
−) ⊂ F vJ (Λ
−∩Λ+) ⊂ F vJ (Λ
−)∩F vJ (Λ
+) = ∅. Therefore F vJ (d
+
p Λ
−) =
F vJ (Λ
− ∩ Λ+) = F vJ (Λ
−) ∩ F vJ (Λ
+), as required.
2. Suppose that J ≤ p. Since d+p Λ
− = d−p Λ
+, we have d+p−JF
v
J (Λ
−) = F vJ (d
+
p Λ
−) =
F vJ (d
−
p Λ
+) = d−p−JF
v
J (Λ
+). Because F vJ (Λ
−) and F vJ (Λ
+) are molecules, we can see that
F vJ (Λ
−)#p−JF
v
J (Λ
+) is defined. Hence F vJ (Λ
−) ∩ F vJ (Λ
+) = d+p−JF
v
J (Λ
−) = F vJ (d
+
p Λ
−) ⊂
F vJ (Λ
− ∩ Λ+). Since we automatically have F vJ (Λ
− ∩ Λ+) ⊂ F vJ (Λ
−) ∩ F vJ (Λ
+), we get
F vJ (Λ
−) ∩ F vJ (Λ
+) = F vJ (Λ
− ∩ Λ+) = F vJ (d
+
p Λ
−), as required.
This completes the proof.
Proposition 2.6.3. Let Λ− and Λ+ be pairwise molecular subcomplexes. If d+p Λ
− = d−p Λ
+,
then Λ− ∩ Λ+ = d+p Λ
−(= d−p Λ
+); hence Λ−#pΛ
+ is defined.
Proof. Let M = d+p Λ
− = d−p Λ
+. It is evident that M ⊂ Λ− ∩ Λ+. To prove the reverse
inclusion, it suffices to prove that every maximal atom in Λ− ∩ Λ+ is contained in M .
Suppose otherwise that there is a maximal atom λ = u[i, α]× v[j, β]×w[k, ε] in Λ− ∩Λ+
such that λ 6⊂ M . Since u[i, α] × v[j, β] = Fwk (λ) ⊂ F
w
k (Λ
− ∩ Λ+) = Fwk (M), we can see
that M has a maximal atom λ′ = u[i′, α′]× v[j′, β ′]×w[k′, ε′] such that u[i, α] ⊂ u[i′, α′] and
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v[j, β] ⊂ v[j′, β ′] and k′ ≥ k. Because λ = u[i, α]×v[j, β]×w[k, ε] is maximal in Λ−∩Λ+ and
M ⊂ Λ−∩Λ+, we have k′ = k and ε′ = −ε. Now we know that λ∪λ′ ⊂ Λ− and λ∪λ′ ⊂ Λ+.
By applying Lemma 2.4.4 to Λ− and Λ+, it is easy to see that there are maximal atoms λ− =
u[i−, α−]× v[j−, β−]×w[k−, ε−] in Λ− and λ+ = u[i+, α+]× v[j+, β+]×w[k+, ε+] in Λ+ such
that u[i−, α−] ∩ u[i+, α+] ⊃ u[i, α] and v[j−, β−] ∩ v[j+, β+] ⊃ v[j, β] and min{k−, k+} > k.
Since λ is maximal atom in Λ− ∩ Λ+, we have k− = k+ = k + 1 and ε− = −ε+.
Now, we have u[i, α] × v[j, β] ⊂ Fwk+1(Λ
−) ∩ Fwk+1(Λ
+) = Fwk+1(Λ
− ∩ Λ+). Therefore
Λ− ∩Λ+ has a maximal atom λ′′ = u[i′′, α′′]× v[j′′, β ′′]×w[k′′, ε′′] with u[i′′, α′′] ⊃ u[i, α] and
v[j′′, β ′′] ⊃ v[j, β] and k′′ > k. This contradicts that λ is a maximal atom in Λ− ∩ Λ+.
This completes the proof.
The following Proposition tells us how to construct the composite of a pair of pairwise
molecular subcomplexes of u× v × w.
Proposition 2.6.4. Let Λ− and Λ+ be pairwise molecular subcomplexes of u × v × w. If
d+p Λ
− = d−p Λ
+, then the maximal atoms in the composite Λ−#pΛ
+ are the q-dimensional
common maximal atoms of Λ− and Λ+ with q ≤ p and the r-dimensional atoms in either Λ−
and Λ+ with r > p.
Proof. Let Λ be the subcomplex of u×v×w as described in the proposition. We must prove
that Λ = Λ−∪Λ+. Clearly, we have Λ ⊂ Λ−∪Λ+; it suffices to prove that Λ−∪Λ+ ⊂ Λ. By
the formation of Λ, we must prove that, for each maximal atom λ = u[i, α]× v[j, β]×w[k, ε]
in either Λ− or Λ+ with i + j + k ≤ p and such that λ is not a common maximal atom
in Λ− and Λ+, λ ⊂ Λ. It is easy to see that this can only happen when i + j + k = p.
Suppose that λ is a maximal atom in Λγ which is not a maximal atom in Λ−γ. Then λ
must be a maximal atom in d+p Λ
− = d−p Λ
+ which implies that λ ⊂ λ−γ for some maximal
atom λ−γ = u[i−γ, α−γ]× v[j−γ, β−γ]× w[k−γ, ε−γ] with i−γ + j−γ + k−γ > p. Thus λ ⊂ Λ.
Therefore, we have Λ− ∪ Λ+ ⊂ Λ.
This completes the proof.
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Now we can show that the composites of pairwise molecular subcomplexes in u× v × w
are pairwise molecular.
Proposition 2.6.5. Let Λ− and Λ+ be pairwise molecular subcomplexes. If d+p Λ
− = d−p Λ
+,
then Λ−#pΛ
+ is a pairwise molecular subcomplex of u× v × w.
Proof. Let Λ = Λ−#pΛ
+. According to Lemma 2.6.1, it is easy to see that Λ satis-
fies condition 1 for pairwise molecular subcomplexes. Moreover, we have F uI (Λ
−#pΛ
+) =
F uI (Λ
− ∪ Λ+) = F uI (Λ
−) ∪ F uI (Λ
+).
Now suppose that p ≥ I. We have d+p−IF
u
I (Λ
−) = F uI (d
+
p Λ
−) = F uI (d
−
p Λ
+) = d−p−IF
u
I (Λ
+).
Thus F uI (Λ
−#pΛ
+) = F uI (Λ
−)#p−IF
u
I (Λ
+). Therefore F uI (Λ
−#pΛ
+) is a molecule.
Suppose that p < I. Then it is easy to see that F uI (Λ
−) = ∅ or F uI (Λ
+) = ∅. (Otherwise,
we have F uI (Λ
− ∩ Λ+) 6= ∅. This would lead to a contradiction to Lemma 2.6.1.) Therefore
F uI (Λ
−#pΛ
+) is a molecule or the empty set.
We have now proved that F uI (Λ
−#pΛ
+) is a molecule or the empty set for all I.
Similarly, we can see that F vJ (Λ
−#pΛ
+) and FwK(Λ
−#pΛ
+) are molecules or the empty
set for all J and K.
It follows from Definition 2.1.4 that Λ is a pairwise molecular subcomplex of u× v × w.
2.7 Decomposition of Pairwise Molecular Subcom-
plexes
The aim of this section is to prove the main theorem in this chapter.
Theorem 2.7.1. If Λ is a pairwise molecular subcomplex of u×v×w, then Λ is a molecule.
It is trivial that the theorem holds when Λ is an atom. Thus we may assume that Λ is a
pairwise molecular subcomplex in u × v × w which is not an atom throughout this section.
We are going to show that Λ is a molecule.
Let
p = max{dim(λ ∩ µ): λ and µ are distinct maximal atoms in Λ}.
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Recall that p is called frame dimension of Λ. It is evident that there are at least two maximal
atoms λ and µ in Λ with dimλ > p and dimµ > p. By Lemma 2.4.4, it is easy to see that
p is the maximal number among the numbers min{i1, i2}+min{j1, j2}+min{k1, k2}, where
λ1 = u[i1, α1]× v[j1, β1]×w[k1, ε1] and λ2 = u[i2, α2]× v[j2, β2]×w[k2, ε2] run over all pairs
of distinct maximal atoms in Λ.
Lemma 2.7.2. Let λ = u[i, α] × v[j, β] × w[k, ε] and λ′ = u[i′, α′] × v[j′, β ′] × w[k′, ε′] are
maximal atoms in Λ with min{i, i′}+min{j, j′}+min{k, k′} = p.
1. If i = i′, α = −α′ and j < j′, then β = (−)iα;
2. If j = j′, β = −β ′ and k < k′, then ε = (−)jβ;
3. If k = k′, ε = −ε′ and j < j′, then ε = (−)jβ;
Proof. The arguments for the three cases are similar, we prove only for the first case.
Suppose that i = i′, α = −α′ and j < j′. According to Lemma 2.4.4, we can get
a maximal atom λ′′ = u[i′′, α′′] × v[j′′, β ′′] × w[k′′, ε′′] with i′′ > i, v[j′′, β ′′] ⊃ v[j, β] and
w[k′′, ε′′] ⊃ w[k′, ε′]. Since min{i, i′} + min{j, j′} + min{k, k′} = p, we have j′′ = j and
k′′ = k′. Hence v[j′′, β ′′] = v[j, β] and w[k′′, ε′′] = w[k′, ε′]. Moreover, it is easy to see that λ,
λ′ and λ′′ are pairwise adjacent by the choice of p. It follows easily from the sign conditions
that β = (−)iα, as required.
This completes the proof.
We are going to prove that a pairwise molecular subcomplex Λ in u× v×w is a molecule
by showing that Λ can be properly decomposed into pairwise molecular subcomplexes. This
decomposition depends essentially on the following total order on the set of maximal atoms
in Λ.
For a pair of atoms λ = u[i, α]× v[j, β]×w[k, ε] and λ′ = u[i′, α′]× v[j′, β ′]×w[k′, ε′] in
Λ, we write λ < λ′ if one of the following holds:
• α = α′ = − and i < i′;
• α = α′ = + and i > i′;
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• α = − and α′ = +;
• i = i′ are even, α = α′, β = β ′ = − and j < j′;
• i = i′ are even, α = α′, β = β ′ = + and j′ < j;
• i = i′ are even, α = α′, β = − and β ′ = +
• i = i′ are odd, α = α′, β = β ′ = + and j < j′;
• i = i′ are odd, α = α′, β = β ′ = − and j′ < j;
• i = i′ are odd, α = α′, β = + and β ′ = −.
It is evident that the relation < is a total order on the set of maximal atoms in Λ.
Lemma 2.7.3. For any pair of maximal atoms λ and λ′ in Λ with dimλ > p and dimλ′ > p,
if λ < λ′, then λ ∩ λ′ ⊂ d+p λ ∩ d
−
p λ
′.
Proof. Let λ = u[i, α]× v[j, β]× w[k, ε] and λ′ = u[i′, α′]× v[j′, β ′]× w[k′, ε′]. According to
the choice of p, it is evident that min{i, i′} +min{j, j′}+min{k, k′} ≤ p. We now consider
five cases, as follows.
1. Suppose that min{i, i′} + min{j, j′} + min{k, k′} = p. Then λ and λ′ are adjacent
by the choice of p. According to Lemma 2.7.2 and sign conditions for pairwise molecular
subcomplexes, it is easy to see that λ ∩ λ′ ⊂ d+p λ ∩ d
−
p λ
′, as required.
2. Suppose that min{i, i′}+min{j, j′} +min{k, k′} < p− 1. Then it is easy to see that
λ ∩ λ′ ⊂ d+p λ ∩ d
−
p λ
′, as required.
3. Suppose that min{i, i′} + min{j, j′} + min{k, k′} = p − 1 and that λ and λ′ are
adjacent. There are two case, as follows: (1) i = i′; (2) i 6= i′ . In case (1), it is evident that
λ ∩ λ′ ⊂ d+p λ ∩ d
−
p λ
′, as required. In case (2), it follows easily from the sign conditions that
λ ∩ λ′ ⊂ d+p−1λ ∩ d
−
p−1λ
′; thus λ ∩ λ′ ⊂ d+p λ ∩ d
−
p λ
′, as required.
4. Suppose that min{i, i′} + min{j, j′} + min{k, k′} = p − 1 and that λ and λ′ are
not adjacent. Suppose also that i = i′ or j = j′ or k = k′. Then it is easy to see that
λ ∩ λ′ ⊂ d+p λ ∩ d
−
p λ
′, as required.
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5. Suppose that min{i, i′} + min{j, j′} + min{k, k′} = p − 1 and that λ and λ′ are not
adjacent. Suppose also that i 6= i′ and j 6= j′ and k 6= k′. Then there are several cases, as
follows. (1) i < i′ and j < j′, or i < i′ and k < k′; (2) i < i′ and j > j′ and k > k′; (3)
i > i′ and j > j′, or i > i′ and k > k′; (4) i > i′ and j < j′ and k < k′. In case (1), we have
α = −; it follows easily that λ∩λ′ ⊂ d+p λ∩ d
−
p λ
′, as required. Similarly, in case (3), we have
α′ = +; this also implies that λ ∩ λ′ ⊂ d+p λ ∩ d
−
p λ
′, as required. There remain case (2) and
case (4).
To give the proof for case (2), suppose that min{i, i′} +min{j, j′} +min{k, k′} = p − 1
and that λ and λ′ are not adjacent; suppose also that i < i′ and j > j′ and k > k′. Then
α = − and there is a maximal atom λ′′ = u[i′′, α′′]× v[j′′, β ′′]× w[k′′, ε′′] in Λ distinct from
λ′ such that i′′ > i, j′′ ≥ j′ and k′′ ≥ k′. By the choice of p, we can see that λ′′ is adjacent
to both λ and λ′, and we have i′′ = i + 1. According to condition 1 for pairwise molecular
subcomplexes, we have j′′ > j′ or k′′ > k′.
In case (2), suppose that j′′ > j. Then min{j′′, j} = j′ + 1 and k′′ = k′ by the choice of
p. Hence ε′′ = −[−(−)i+j
′+1] = −(−)i+j
′
. If ε′ = ε′′ = −(−)i+j
′
, then it is easy to see that
λ ∩ λ′ ⊂ d+p λ ∩ d
−
p λ
′, as required. If ε′ = −ε′′ = (−)i+j
′
, then we can get ε′ = (−)j
′
β ′, i.e.,
(−)j
′
β ′ = (−)i+j
′
; thus β ′ = (−)i; this implies that λ ∩ λ′ ⊂ d+p λ ∩ d
−
p λ
′, as required.
In case (2), suppose that k′′ > k. Then j′′ = j′ by the choice of p. We can also
have β ′′ = −(−)iα = (−)i by the sign conditions. If β ′ = β ′′ = (−)i, then it is easy
to see that λ ∩ λ′ ⊂ d+p λ ∩ d
−
p λ
′, as required. If β ′ = −β ′′ = −(−)i, then we can get
ε′ = (−)j
′
β ′ = −(−)i+j
′
; this implies that λ ∩ λ′ ⊂ d+p λ ∩ d
−
p λ
′, as required.
This completes the proof for case (2).
To give the proof for case (4), suppose that min{i, i′} +min{j, j′} +min{k, k′} = p − 1
and that λ and λ′ are not adjacent; suppose also that i > i′ and j < j′ and k < k′. Then
α = α′ = + and there is a maximal atom λ′′ = u[i′′, α′′]× v[j′′, β ′′] × w[k′′, ε′′] in Λ distinct
from λ′ such that i′′ > i′, j′′ ≥ j and k′′ ≥ k. By the choice of p, we can see that λ′′ is
adjacent to both λ and λ′, and we have i′′ = i′ + 1. According to condition 1 for pairwise
molecular subcomplexes, we have j′′ > j or k′′ > k.
In case (4), suppose that j′′ > j. Then min{j′′, j′} = j + 1 and k′′ = k by the choice
75
of p. Hence ε′′ = [−(−)i
′+j+1] = (−)i
′+j. If ε = ε′′ = (−)i
′+j , then it is easy to see that
λ ∩ λ′ ⊂ d+p λ ∩ d
−
p λ
′, as required. If ε = −ε′′ = −(−)i
′+j, then we can get ε = (−)jβ, i.e.,
(−)jβ = −(−)i
′+j ; thus β ′ = −(−)i
′
; this implies that λ ∩ λ′ ⊂ d+p λ ∩ d
−
p λ
′, as required.
In case (4), suppose that k′′ > k. Then j′′ = j by the choice of p. We can also have
β ′′ = −(−)i
′
α = −(−)i
′
by the sign conditions. If β = β ′′ = −(−)i
′
, then it is easy to see that
λ ∩ λ′ ⊂ d+p λ ∩ d
−
p λ
′, as required. If β = −β ′′ = (−)i
′
, then we can get ε = (−)jβ = (−)i
′+j;
this implies that λ ∩ λ′ ⊂ d+p λ ∩ d
−
p λ
′, as required.
This completes the proof for case (4), thus completes the proof of the lemma.
By this lemma, we can arrange all the maximal atoms in Λ with dimension greater than
p as
λ1, λ2, · · · , λn
such λi ∩ λj ⊂ d
+
p λi ∩ d
−
p λj for i < j.
Let Λ− = d−p Λ ∪ λ1 and Λ
+ = d+p Λ ∪ λ2 · · ·λn. We are going to prove that Λ
− and Λ+
are pairwise molecular subcomplexes and Λ can be decomposed into Λ− and Λ+.
Lemma 2.7.4. Λ− satisfies condition 1 for pairwise molecular subcomplexes.
Proof. We first prove that d−p λ1 ⊂ d
−
p Λ. Suppose that ξ ∈ d
−
p λ1. Then, for every maximal
atom λ′ in Λ with ξ ∈ λ′, if λ′ = λt for some t > 1, then ξ ∈ λ1 ∩ λt ⊂ d
−
p λt = d
−
p λ
′;
if dimλ′ ≤ p, then we automatically have ξ ∈ d−p λ
′. It follows from Lemma 1.4.17 that
d−p λ1 ⊂ d
−
p Λ, as required.
We now verify that Λ− satisfies condition 1 for pairwise molecular subcomplexes. It
suffices to prove that any maximal atom λ = u[i, α] × v[j, β] × w[k, ε] in d−p Λ with i ≤ i1,
j ≤ j1 and k ≤ k1 is contained in λ1. By the formation of d
−
p λ1 and d
−
p Λ, it is easy to see
that λ is a maximal atom in d−p λ1, and hence λ ⊂ λ1, as required.
Lemma 2.7.5. Λ+ satisfies condition 1 for pairwise molecular subcomplexes.
Proof. It suffices to prove that any maximal atom λ = u[i, α]× v[j, β]×w[k, ε] in d+p Λ with
i ≤ it, j ≤ jt and k ≤ kt for some 2 ≤ t ≤ n is contained in some λs for 2 ≤ s ≤ n. It is
evident that i+ j + k = p.
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Let r be the maximal integer between 2 and n such that i ≤ ir, j ≤ jr and k ≤ kr. Then
d+p λr has a maximal atom λ
′ = u[i, α′]×v[j, β ′]×w[k, ε′]. By the choice of r, it is evident that
Int λ′ ∩λt = ∅ for any t > r. Moreover, for any 1 ≤ s < r, we have λ
′ ∩ λs ⊂ λr ∩λs ⊂ d
+
p λs.
By Lemma 1.4.17, it is easy to see that Int λ′ ⊂ d+p Λ and hence λ
′ ⊂ d+p Λ. So, by condition
1 for the pairwise molecular subcomplex d+p Λ, we can see that λ = λ
′ ⊂ λr, as required.
This completes the proof.
Lemma 2.7.6. Let p ≥ I and let λ1 be (u, I)-projection maximal. Then
1. F uI (Λ
−) and F uI (Λ
+) are molecules in vI × wI .
2. d+p−IF
u
I (Λ
−) = d−p−IF
u
I (Λ
+), hence F uI (Λ
−)#p−IF
u
I (Λ
+) is defined.
3. F uI (Λ) = F
u
I (Λ
−)#p−IF
u
I (Λ
+).
Proof. Since F uI preserves unions, we have F
u
I (Λ
−) = F uI (d
−
p Λ ∪ λ1) = F
u
I (d
−
p Λ) ∪ F
u
I (λ1)
and F uI (Λ
+) = F uI (d
+
p Λ∪λ2 ∪ · · · ∪ λn) = F
u
I (d
+
p Λ)∪F
u
I (λ2)∪ · · · ∪F
u
I (λn). If dimF
u
I (λ1) =
j1 + k1 ≤ p − I, then F
u
I (λ1) is a maximal atom in d
−
p−IF
u
I (Λ) by Theorem 1.4.16; hence
F uI (Λ
−) = F uI (d
−
p Λ) = d
−
p−IF
u
I (Λ) and similarly F
u
I (Λ
+) = F uI (Λ); it follows easily that
F uI (Λ
−) and F uI (Λ
+) are molecules and d+p−IF
u
I (Λ
−) = d−p−IF
u
I (Λ
+), as required. If F uI (Λ) =
F uI (λ1), then λs are not (u, I)-projection maximal for s = 2, . . . , n; thus F
u
I (λs) = F
u
I (λ1 ∩
λs) ⊂ F
u
I (d
+
p λ1) = d
+
p−IF
u
I (λ1) = d
+
p−IF
u
I (Λ); it follows easily that F
u
I (Λ
+) = F uI (d
+
p Λ) =
d+p−IF
u
I (Λ); it is also evident that F
u
I (Λ
−) = F uI (λ1) = F
u
I (Λ); therefore F
u
I (Λ
−) and F uI (Λ
+)
are molecules and d+p−IF
u
I (Λ
−) = d−p−IF
u
I (Λ
+), as required. In the following proof, we may
assume that dimF uI (λ1) > p− I and F
u
I (Λ) has at least two distinct maximal atoms.
Let
q = max{dim(µ ∩ µ′) : µ and µ′ are distinct maximal atoms in F uI (Λ)}.
It is clear that q ≤ p − I by the choice of p. Let µ = vI [m, τ ] × wI [n, ω] be a maximal
atom in F uI (Λ) distinct from F
u
I (λ1). If dim(F
u
I (λ1) ∩ µ) < p − I, then it is easy to see
that F uI (λ1) ∩ µ ⊂ d
+
p−IF
u
I (λ1) ∩ d
−
p−Iµ by the construction of molecule F
u
I (Λ) in v
I × wI
(Theorem 1.3.7). Suppose that dim(F uI (λ1) ∩ µ) = p − I. Then there is a maximal atom
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λ′ = u[i′, α′]×v[j′, β ′]×w[k′, ε′] in Λ such that F uI (λ
′) = µ. If i1 ≤ i
′ and j1 < j
′, then i1 = I
by the choice of p, α1 = − when i1 < i
′ by the definition of natural order and k′ < k1 by
condition 1 for pairwise molecular subcomplexes; hence β1 = −(−)
I by the sign conditions
for λ1 and λ
′ or by the definition of natural order; thus ω = ε′ = (−)I+j1 by the sign condition
for λ1 and λ
′; it follows easily that F uI (λ1) ∩ µ ⊂ d
+
p−IF
u
I (λ1) ∩ d
−
p−Iµ. If i1 ≤ i
′ and j1 > j
′,
then it is easy to see that i1 = I, τ = β
′ = (−)I and ε1 = −(−)
I+m by the sign condition
for pairwise molecular subcomplexes or the definition of the natural order; it follows easily
that F uI (λ1) ∩ µ ⊂ d
+
p−IF
u
I (λ1) ∩ d
−
p−Iµ. If i1 > i
′, then, by an similar argument, one can get
F uI (λ1)∩µ ⊂ d
+
p−IF
u
I (λ1)∩d
−
p−Iµ. We have now shown that F
u
I (λ1)∩µ ⊂ d
+
p−IF
u
I (λ1)∩d
−
p−Iµ
for every maximal atom µ in F uI (Λ).
Moreover, we have F uI (Λ
−) = d−p−IF
u
I (Λ) ∪ F
u
I (λ1) and
F uI (Λ
+) = d+p−IF
u
I (Λ) ∪
⋃
{µ : µ is a maximal atom in F uI (Λ) with µ 6= F
u
I (λ1)}
(Notice that it is possible that F uI (Λ
+) = d+p−IF
u
I (Λ)). It follows from Theorem 1.4.13 that
F uI (Λ
−) and F uI (Λ
+) are molecules in vI × wI , d+p−IF
u
I (Λ
−) = d−p−IF
u
I (Λ
+) and F uI (Λ) =
F uI (Λ
−)#p−IF
u
I (Λ
+), as required.
This completes the proof.
Lemma 2.7.7. Let p ≥ J and let λ1 be a (v, J)-projection maximal atom. Then
1. F vJ (Λ
−) and F vJ (Λ
+) are molecules in u× wJ .
2. d+p−JF
v
J (Λ
−) = d−p−JF
v
J (Λ
+), hence F vJ (Λ
−)#p−JF
v
J (Λ
+) is defined.
3. F vJ (Λ) = F
v
J (Λ
−)#p−JF
v
J (Λ
+).
Proof. Since F vJ preserves unions, we have F
v
J (Λ
−) = F vJ (d
−
p Λ∪λ1) = F
v
J (d
−
p Λ)∪F
v
J (λ1) and
F vJ (Λ
+) = F vJ (d
+
p Λ ∪ λ2 ∪ · · · ∪ λn) = F
v
J (d
+
p Λ) ∪ F
v
J (λ2) ∪ · · · ∪ F
v
J (λn). If dimF
v
J (λ1) =
i1+k1 ≤ p−J , then it is evident that F
v
J (Λ
−) = F vJ (d
−
p Λ) = d
−
p−JF
v
J (Λ) and F
v
J (Λ
+) = F vJ (Λ);
it follows easily that F vJ (Λ
−) and F vJ (Λ
+) are molecules and d+p−JF
v
J (Λ
−) = d−p−JF
v
J (Λ
+),
as required. If F vJ (Λ) = F
v
J (λ1), then λs are not (v, J)-projection maximal for s 6= 1;
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thus F vJ (λs) = F
v
J (λ1 ∩ λs) ⊂ F
v
J (d
+
p λ1) = d
+
p−JF
v
J (λ1) = d
+
p−JF
v
J (Λ); it follows easily that
F vJ (Λ
+) = F vJ (d
+
p Λ) = d
+
p−JF
v
J (Λ); it is also evident that F
v
J (Λ
−) = F vJ (λ1) = F
v
J (Λ); there-
fore F vJ (Λ
−) and F vJ (Λ
+) are molecules and d+p−JF
v
J (Λ
−) = d−p−JF
v
J (Λ
+), as required. In the
following proof, we may assume that dimF vJ (λ1) > p−J and F
v
J (Λ) has at least two distinct
maximal atoms.
Let
q = max{dim(µ ∩ µ′) : µ and µ′ are distinct maximal atoms in F vJ (Λ)}.
It is clear that q ≤ p− J by the choice of p. Let µ = u[l, σ]× wJ [n, ω] be a maximal atom
in F vJ (Λ) distinct from F
v
J (λ1). If dim(F
v
J (λ1) ∩ µ) < p − J , then it is easy to see that
F vJ (λ1)∩µ ⊂ d
+
p−JF
v
J (λ1)∩d
−
p−Jµ by the construction of molecule F
v
J (Λ) in u×w
J (Theorem
1.3.7). Now suppose that dim(F vJ (λ1)∩µ) = p−J . Let λ
′ = u[l, σ]×v[j′, β ′]×w[n, ω] be the
(v, J)-projection maximal atom in Λ such that F vJ (λ
′) = µ. Then dimλ′ > p. We can also see
that min{j1, j
′} = J by the choice of p and λ is adjacent to λ′. Since F vJ (Λ) is a molecule in
u×wJ , we have i1 6= l and k1 6= n. If i1 < l, then α1 = − and k1 > n; it follows from the sign
condition for λ1 and λ
′ that ω = (−)i1+J which implies that F vJ (λ1)∩µ ⊂ d
+
p−JF
v
J (λ1)∩d
−
p−Jµ.
Similarly, if i1 > l, then σ1 = + and k1 < n; it follows from the sign condition for λ1 and λ
′
that ε1 = −(−)
l+J which implies that F vJ (λ1) ∩ µ ⊂ d
+
p−JF
v
J (λ1) ∩ d
−
p−Jµ.
Moreover, we have F vJ (Λ
−) = d−p−JF
v
J (Λ) ∪ F
v
J (λ1) and
F vJ (Λ
+) = d+p−JF
v
J (Λ) ∪
⋃
{µ : µ is a maximal atom in F vJ (Λ) with µ 6= F
v
J (λ1)}.
According to Proposition 1.4.13, we can see that F vJ (Λ
−) and F vJ (Λ
+) are molecules in u×wJ ,
d+p−JF
v
J (Λ
−) = d−p−JF
v
J (Λ
+) and F vJ (Λ) = F
v
J (Λ
−)#p−JF
v
J (Λ
+), as required.
This completes the proof.
Lemma 2.7.8. Let p ≥ K and λ1 be a (w,K)-projection maximal atom. Then
1. FwK(Λ
−) and FwK(Λ
+) are molecules in u× v.
2. d+p−KF
w
K(Λ
−) = d−p−KF
w
K(Λ
+), hence FwK(Λ
−)#p−KF
w
K(Λ
+) is defined.
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3. FwK(Λ) = F
w
K(Λ
−)#p−KF
w
K(Λ
+).
Proof. The argument is similar to the proof of Lemma 2.7.7.
Proposition 2.7.9. Let Λ be a pairwise molecular subcomplex. Then
1. Λ− and Λ+ are pairwise molecular subcomplexes.
2. d+p Λ
− = d−p Λ
+, hence the composite Λ−#pΛ
+ is defined.
3. Λ = Λ−#pΛ+.
Proof. If λ1 is not a (v, J)-projection maximal atom in Λ, then it is easy to see that F
v
J (Λ
−) =
F vJ (d
−
p Λ) and F
v
J (Λ
+) = F vJ (Λ) by the choice of p and Lemmas 2.7.4 and 2.7.5; hence F
v
J (Λ
−)
and F vJ (Λ
+) are the empty set or molecules in u×wJ . Similarly, if λ1 is not (u, I)-projection
maximal atom in Λ, then F uI (Λ
−) and F uI (Λ
+) are molecules in vI × wI or the empty set; if
λ1 is not (w,K)-projection maximal atom in Λ, then F
w
K(Λ
−) and FwK (Λ
+) are molecules in
u× v or the empty set.
According to the above argument and Lemmas 2.7.6 to 2.7.8, we can see that F uI (Λ
−),
F uI (Λ
+), F vJ (Λ
−), F vJ (Λ
+), FwK(Λ
−) and FwK(Λ
+) are molecules in the corresponding ω-
complexes or the empty set for all I, J and K. Thus Λ− and Λ+ are pairwise molecular.
Now, if p ≥ J and λ1 is not (v, J)-projection maximal, then F
v
J (d
+
p Λ
−) = d+p−JF
v
J (Λ
−) =
d+p−JF
v
J (d
−
p Λ)) = d
−
p−JF
v
J (Λ) = d
−
p−JF
v
J (Λ
+) = F vJ (d
−
p Λ
+); if p < J , then F vJ (d
+
p Λ
−) =
∅ = F vJ (d
−
p Λ
+). It follows from Lemmas 2.7.6 to 2.7.8 and Propositions 2.5.7 to 2.5.9 that
F uI (d
+
p Λ
−) = F uI (d
−
p Λ
+), F vJ (d
+
p Λ
−) = F vJ (d
−
p Λ
+) and FwK(d
+
p Λ
−) = FwK (d
−
p Λ
+) for all I, J
and K. By Lemma 2.1.7, we can see that d+p Λ
− = d−p Λ
+. Hence Λ−#pΛ
+ is defined. Clearly,
we have Λ = Λ− ∪ Λ+. Therefore Λ = Λ−#pΛ
+.
This completes the proof.
We have now proved that a pairwise molecular subcomplex Λ in u × v × w can be
decomposed into pairwise molecular subcomplexes Λ = Λ−#pΛ
+. It is evident that this is a
proper decomposition. By induction, we can see that Λ can be eventually decomposed into
atoms. Thus Λ is a molecule. So we get the proof for Theorem 2.7.1.
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Chapter 3
Construction of Molecules in the
Product of Three Infinite-Dimensional
Globes
According to Proposition 2.2.1, the maximal atoms in a molecule of u× v×w can be listed
as λ1, λ2, . . . , λR with λr = u
αr
ir
× vβrjr ×w
εr
kr
such that j1 ≥ · · · ≥ jR and such that ir > ir+1
when 1 ≤ r < R and jr = jr+1.
In this chapter, we aim to construct molecules by listing their maximal atoms as described
above. The point in this chapter is that this is easily achieved inductively. In more detail,
let maximal atoms λ1, . . . , λr be an initial segment of the list. One can easily determine
whether λ1 ∪ · · · ∪ λr is already a molecule and determine the set of possible next maximal
atoms λr+1.
Throughout this chapter, the (v, J + 1)-projection maximal atoms in a subcomplex of
u × v × w are called the lowest maximal atoms above level J . An atom with dimension of
second factor equal to J is said to be at level J , while an atom with dimension of second
factor great than J is said to be above level J . For the convenience of the statement, we
allow J to be −1.
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3.1 Another Description of Molecules
In this section, we give another description of molecules in terms of the second factor on
which the construction of the molecules is based.
Proposition 3.1.1. Let Λ be a subcomplex. Suppose that all the maximal atoms above level
J satisfy all the conditions in Theorem 2.4.1. Suppose also that all the maximal atoms at
level J together with all the lowest maximal atoms above level J satisfy all the conditions in
Theorem 2.4.1. Then all the maximal atoms above level J − 1 satisfy all the conditions in
Theorem 2.4.1.
Proof. Let λ = u[i, α] × v[j, β] × w[k, ε] be a maximal atom above level J . Suppose that
λ is not lowest above level J . Then j > J + 1 and there is a lowest maximal atom λ′ =
u[i′, α′] × v[j′, β ′] × w[k′, ε′] above level J such that i′ ≥ i, J < j′ < j and k′ ≥ k. Let
µ = u[l, σ] × v[J, τ ] × w[n, ω] be a maximal atom at level J . Note that there are no three
pairwise adjacent maximal atoms as in the hypothesis of the condition 5 such that two of
them are at level J and one of them is above level J and not lowest, hence the condition 5
is automatically satisfied by maximal atoms above level J − 1. Now, it suffices to prove that
λ and µ satisfies the conditions 1 to 4.
The condition 1 for λ and µ follows easily from the condition 1 for λ′ and µ.
To verify the conditions 2, 3 and 4 for λ and µ, suppose that λ and µ are adjacent. Then
i ≥ l or k ≥ n. The arguments for these two cases are similar. We only give the proof for
the case i ≥ l.
Suppose that i ≥ l. Then k < n by condition 1 for λ and µ and k′ = k by the adjacency
of λ and µ. Hence ε′ = ε by condition 3 in Theorem 2.4.1 for λ and λ′ and the adjacency of
λ and µ. Moreover, we can see that i′ > i by condition 1 for λ and λ′. Thus the condition 3
for λ and µ is automatically satisfied (whenever i = l and α = −σ). Finally, we can see that
the conditions 2 and 4 for λ and µ follow from the corresponding conditions for λ′ and µ.
This completes the proof.
The following proposition also characterises molecules in u× v × w.
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Proposition 3.1.2. Let Λ be a subcomplex. Then Λ is a molecule if and only if the following
conditions hold for every non-negative integer J :
1. For every non-negative integer J , all the maximal atoms u[i, α] × v[j, β] × w[k, ε] at
level J , if there are any, can be listed by decreasing i and increasing k.
2. Suppose that u[i, α] × v[j, β] × w[k, ε] is a lowest maximal atom above level J and
u[l, σ]× v[m, τ ]× w[n, ω] is a maximal atom at level J . If l ≤ i, then n > k.
3. Let all the lowest maximal atoms λs = u[is, αs] × v[js, βs] × w[ks, εs] above level J , if
there are any, be listed as λ1, · · · , λS by decreasing is and increasing ks; let all the
maximal atoms µt = u[lt, σt]× v[mt, τ t]×w[nt, ωt] at level J , if there are any, be listed
as µ1, · · · , µT by decreasing lt and increasing nt.
(a) If 1 < s ≤ S, then there exists µt such that lt > is and nt > ks−1.
(b) If lt > is and nt > ks−1 (1 < s ≤ S), then τt = −(−)
isαs = −(−)
Jεs−1;
if lt > i1, then τt = −(−)
i1α1;
if nt > kS, then τt = −(−)
JεS;
if J is the greatest dimension of second factors of maximal atoms in Λ, then
τ1 = · · · = τT .
(c) If 1 < t ≤ T and if there is no λs such that is > lt and ks > nt−1, then ωt−1 =
−(−)it+Jσt.
(d) Suppose that nt < ks. If lt+1 ≤ is (1 ≤ t < T ), or if s = S and t = T , then
ωt = −(−)
is+Jαs.
(e) Suppose that lt < is. If nt−1 ≤ ks (1 < t ≤ T ) or if s = t = 1, then σt =
−(−)lt+Jεs.
(f) Suppose that is = lt. If ks > nt−1 (1 < t ≤ T ), or if s = t = 1, then αs = σt.
(g) Suppose that ks = nt. If is > lt+1 (1 ≤ t < T ), or if s = S and t = T , then
εs = ωt.
(h) If 1 ≤ t < T and is = lt+1 and ks = nt, then αs = σt+1 or εs = ωt.
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Remark. 1. By induction, it follows easily from condition 1 and 2 in the proposition that,
for every integer J less than the greatest dimension of second factors of maximal atoms of
Λ, all the lowest maximal atoms u[is, αs]× v[js, βs]×w[ks, εs] above level J can be listed by
decreasing is and increasing ks, as required by the assumption in Condition 3.
2. By condition 3b in the proposition, if lt > is and nt ≥ ks, then τt = −(−)
isαs; if lt ≥ is
and nt > ks, then τt = −(−)
Jεs. (Hence lt > is and nt > ks cannot hold simultaneously
unless εs = (−)
is+Jαs.)
3. It follows from the first part of condition 3b that εs−1 = (−)
is+Jαs which we have
known from earlier part of construction.
Proof. Suppose that Λ is a molecule. Then Λ satisfies all the conditions in Theorem 2.4.1.
We are going to verify all the conditions in this proposition.
Firstly, it follows easily from condition 1 in Theorem 2.4.1 that, for every integer J , all
the maximal atoms u[i, α] × v[j, β] × w[k, ε] at level J , if there are any, can be listed by
decreasing i and increasing k, as required.
Next, suppose that u[i, α]× v[j, β]× w[k, ε] is a lowest maximal atom above level J and
u[l, σ]× v[m, τ ] × w[n, ω] is a maximal atom at level J . If l ≤ i, then it follows easily from
condition 1 in Theorem 2.4.1 that n > k.
Finally, let all the lowest maximal atoms λs = u[is, αs]× v[js, βs]×w[ks, εs], above level
J , if there are any, be listed as λ1, · · · , λS by decreasing is and increasing ks; let all the
maximal atoms µt = u[lt, σt]×v[mt, τ t]×w[nt, ωt] at level J , if there are any, be listed as µ1,
· · · , µT by decreasing lt and increasing nt. (These can be done by condition 1 in Theorem
2.4.1.) We must verify conditions 3a to 3h. By the definition of lowest, it is easy to see that
every pair of consecutive maximal atoms in the list λ1, · · · , λS are adjacent.
3a Condition 3a follows from condition 4 in Theorem 2.4.1.
3b Condition 3b follows from conditions 2 and 3 in Theorem 2.4.1.
3c Condition 3c follows from condition 2 in Theorem 2.4.1 since µt−1 and µt are adjacent
under the hypothesis of condition 3c.
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3d Condition 3d follows from condition 2 in Theorem 2.4.1 since λs and µt are adjacent
under the hypothesis of condition 3d.
3e Condition 3e holds by an argument similar to the proof of condition 3d.
3f Condition 3f follows from condition 3 in Theorem 2.4.1.
3g Condition 3g also follows from condition 3 in Theorem 2.4.1.
3h Condition 3h follows from condition 5 in Theorem 2.4.1.
To prove the sufficiency, suppose that Λ satisfies all the conditions in the proposition. It
is evident that the maximal atoms at the highest level satisfy conditions 1 to 5 in Theorem
2.4.1. Suppose that J less than the highest level and all maximal atoms above level J satisfy
conditions 1 to 5 in Theorem 2.4.1. By induction and the proposition 3.1.1, it suffices to
prove that all the maximal atoms at level J together with all the lowest maximal atoms
above level J satisfy conditions 1 to 5 in Theorem 2.4.1.
Condition 1. By the conditions 1 and 2 in the proposition, condition 1 in Theorem 2.4.1
is satisfied by all the maximal atoms at level J together with all the lowest maximal atoms
above level J .
Condition 2. By condition 3c in the proposition, a pair of adjacent maximal atoms at
level J satisfies condition 2 in Theorem 2.4.1. Let λs be a lowest maximal atom above level
J and let µt be a maximal atom at level J . Suppose that λs and µt are adjacent.
Case 1. If lt ≥ is and nt ≥ ks, then condition 2 for λs and µt is satisfied by remark 2
after the proposition.
Case 2. Suppose that nt < ks. Then lt > is and, by the adjacency of λs and µt, we have
lt > is and lt+1 ≤ is whenever t < T . Hence λs and µt satisfy condition 2 in Theorem 2.4.1
by conditions 3a, 3b and 3d in this proposition.
Case 3. Suppose that lt < is. The argument is similar to the above case.
This completes the proof that all the maximal atoms at level J together with all the
lowest maximal atoms above level J satisfy conditions 2 in Theorem 2.4.1.
Condition 3. Suppose that µt and µt+1 are a pair of adjacent maximal atoms at level J .
Suppose also that there is no maximal atom λ = u[i, α]× v[j, β]×w[k, ε] above level J with
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i ≥ lt+1 and k ≥ nt, then conditions 3b implies that τt = τt+1, as required by condition 3 in
Theorem 2.4.1.
Indeed, if lt+1 > i1 or nt > kS, then it follows easily from condition 3b in the proposition
that τt = τt+1, as required. If lt+1 ≤ i1 and nt ≤ kS, then k1 < nt and iS < lt+1 by the
hypothesis, i.e., iS < lt+1 ≤ i1 and k1 < nt ≤ kS. Now let λs be such that is+1 < lt+1 ≤ is.
Then ks < nt by the hypothesis. So we have lt > lt+1 > is+1 and nt+1 > nt > ks. So by
condition 3b in the proposition, it is easy to see that τt = τt+1, as required by condition 3 in
Theorem 2.4.1.
To finish the proof of condition 3, let λs be a lowest maximal atom above level J and µt
be a maximal atom at level J . If is = lt, or if ks = kt, then λs and µt are adjacent. Therefore,
by conditions 3f and 3g in the proposition, it is evident that condition 3 in Theorem 2.4.1
hold for λs and µt.
Condition 4. By conditions 3a in the proposition, it is evident that condition 4 in Theorem
2.4.1 is satisfied by a pair of adjacent maximal atoms at level J since they are consecutive
in the list of lowest maximal atoms above level J − 1. Now if λs is a lowest maximal atom
above level J − 1, and if λs and µt are adjacent, then λs and µt are consecutive in the list
of lowest maximal atoms above level J − 1. So, similar to the above case, the condition 4 in
Theorem 2.4.1 holds for λs and µt. Suppose that λs is not the lowest maximal atom above
level J − 1. Suppose also that lt < is. Then nt > ks. In this case, there must be a maximal
atom µ′ = u[l′, σ′] × v[m′, τ ′] × w[n′, ω′] at level J such that n′ = ks. Hence l
′ > is. It is
evident that µ′ and µt are adjacent. Since we have known that condition 4 in Theorem 2.4.1
holds for µ′ and µt, we can see that condition 4 in Theorem 2.4.1 hold for λs and µt. If
nt < ks, then we can see that condition 4 in Theorem 2.4.1 holds for λs and µt by a similar
argument.
Condition 5. By condition 3h in the proposition, condition 5 in Theorem 2.4.1 is satisfied
by all the maximal atoms at level J together with all the lowest maximal atoms above level
J .
This completes the proof.
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We can now characterise the sets of maximal atoms in molecules of u× v × w.
Let A be a finite and non-empty set of atoms in u × v × w. For a fixed integer J , An
atom u[i, α]× v[j, β]× w[k, ε] above level J in A is lowest above level J if there is no atom
u[i′, α′]× v[j′, β ′]× w[k′, ε′] in A with i′ ≥ i, J < j′ < j and k′ ≥ k.
Suppose that there are no distinct atoms u[i, α]×v[j, β]×w[k, ε] and u[i′, α′]×v[j′, β ′]×
w[k′, ε′] in A such that i ≤ i′, j ≤ j′ and k ≤ k′. Let Λ be the union of atoms in A. Then it
is evident that the maximal atoms in Λ are exactly the atoms in A. Moreover, it is easy to
see that, for every integer J with J ≥ −1, an maximal atom in Λ is lowest above level J in
Λ if and only if it is lowest above level J in A.
Proposition 3.1.3. Let A be a finite and non-empty set of atoms in u× v×w. Then A is
the set of maximal atoms in a molecule if and only if the following conditions hold for every
non-negative integer J :
1. For every non-negative integer J , all the atoms u[i, α]× v[j, β]× w[k, ε] at level J in
A, if there are any, can be listed by decreasing i and increasing k.
2. Suppose that u[i, α]× v[j, β]×w[k, ε] is a lowest atom above level J in A and u[l, σ]×
v[m, τ ]× w[n, ω] is an atom at level J in A. If l ≤ i, then n > k.
3. Let all the lowest atoms λs = u[is, αs]× v[js, βs]×w[ks, εs] above level J in A, if there
are any, be listed as λ1, · · · , λS by decreasing is and increasing ks; let all the atoms
µt = u[lt, σt]×v[mt, τ t]×w[nt, ωt] at level J in A, if there are any, be listed as µ1, · · · ,
µT by decreasing lt and increasing nt.
(a) For 1 < s ≤ S, there exists µt such that lt > is and nt > ks−1.
(b) If lt > is and nt > ks−1 (1 < s ≤ S), then τt = −(−)
isαs = −(−)
Jεs−1;
if lt > i1, then τt = −(−)
i1α1;
if nt > kS, then τt = −(−)
JεS;
if J is the greatest dimension of second factors of atoms in A, then τ1 = · · · = τT .
(c) If 1 < t ≤ T and if there is no λs such that is > lt and ks > nt−1, then ωt−1 =
−(−)it+Jσt.
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(d) Suppose that nt < ks. If lt+1 ≤ is (1 ≤ t < T ), or if s = S and t = T , then
ωt = −(−)
is+Jαs.
(e) Suppose that lt < is. If nt−1 ≤ ks (1 < t ≤ T ) or if s = t = 1, then σt =
−(−)lt+Jεs.
(f) Suppose that is = lt. If ks > nt−1 (1 < t ≤ T ), or if s = t = 1, then αs = σt.
(g) Suppose that ks = nt. If is > lt+1 (1 ≤ t < T ), or if s = S and t = T , then
εs = ωt.
(h) If 1 ≤ t < T and is = lt+1 and ks = nt, then αs = σt+1 or εs = ωt.
Note: By induction, it follows easily from condition 1 and condition 2 in the proposition
that, for every integer J less than the greatest dimension of second factors of atoms in A, all
the lowest atoms u[is, αs]×v[js, βs]×w[ks, εs] above level J in A can be listed by decreasing
is and increasing ks, as required by the assumption in condition 3 of the proposition.
Proof. Suppose that A is the set of maximal atoms in a molecule Λ. Then an atom u[i, α]×
v[j, β]×w[k, ε] in A is at level J in A if and only if it is at level J in Λ; u[i, α]×v[j, β]×w[k, ε]
is above level J in A if and only if it is above level J in Λ; while u[i, α] × v[j, β] × w[k, ε]
is lowest above level J in A if and only if it is lowest above level J in Λ. So the necessity
follows from the necessity part of Proposition 3.1.2.
Conversely, suppose that a finite and non-empty set A satisfy conditions 1 to 3. It follows
from condition 1 and 2 that A is the set of maximal atoms in a subcomplex Λ. As in the
proof of the necessity, an atom u[i, α]×v[j, β]×w[k, ε] in A is at level J in A if and only if it
is at level J in Λ; u[i, α]× v[j, β]×w[k, ε] is above level J in A if and only if it is above level
J in Λ; while u[i, α]× v[j, β]× w[k, ε] is lowest above level J in A if and only if it is lowest
above level J in Λ. Therefore the sufficiency follows from the sufficiency part of Proposition
3.1.2.
This completes the proof
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3.2 Construction of Molecules
In this section, we propose an approach of constructing all the molecules in u× v×w based
on Proposition 3.1.3. The justification will be given in the next section.
We start at the top level and go down.
First choose top level J¯ and a fixed sign β¯ associated with the top level; then choose a
list of atoms of the form u[¯is, α¯s]× v[J¯ , β¯]× w[k¯s, ε¯s] for 1 ≤ s ≤ S¯, where S¯ ≥ 1, such that
i¯1 > · · · > i¯S¯ and k¯1 < · · · < k¯S¯ and ε¯s−1 = −(−)
i¯s+J¯ α¯s for s¯ > 1.
For an integer J with 0 ≤ J < J¯ , suppose that the atoms above level J are already
constructed. Suppose also that the lowest atoms above level J are u[is, αs]×v[js, βs]×w[ks, εs]
with 1 ≤ s ≤ S such that i1 > · · · > iS and k1 < · · · < kS. By condition 1 in Theorem 2.4.1,
the atoms at level J , if there are any, can be listed as a sequence u[lt, σt]× v[J, τt]×w[nt, ωt]
with 1 ≤ t ≤ T , where T ≥ 1, such that l1 > · · · > lT and n1 < · · · < nT .
We are going to give all possibilities for the sequence of atoms at level J .
We first determine the possibilities for the sequence (l1, n1, · · · , lT , nT ) working from left
to right.
1. We now determine all the possibilities for l1 and n1.
We determine l1 as follows.
(a) If S = 1, then there may or may not be atoms at level J ; if there is at least one
atom at level J , then l1 ≥ 0.
(b) If S > 1, then there must be at least one atom at level J and l1 > i2.
For a fixed l1, we determine n1 as follows.
(a) If l1 > i1 and εs = (−)
is+Jαs for every s, then n1 ≥ 0.
(b) If l1 > i1 and if there exists s such that εs = −(−)
is+Jαs, then 0 ≤ n1 ≤ ks1,
where s1 is the least s with εs = −(−)
is+Jαs.
(c) If l1 ≤ i1 and εs = (−)
is+Jαs for every s with s > 1, then n1 > k1.
(d) If l1 ≤ i1 and there exists s with s > 1 such that εs = −(−)
is+Jαs, then k1 <
n1 ≤ ks2, where s2 is the least s with s > 1 and εs = −(−)
is+Jαs.
89
2. Suppose that t0 > 1 and that lt and nt for all t < t0 are already constructed. We are
going to determine all the possibilities for lt0 and nt0 .
We determine lt0 as follows. There are various cases.
(a) If nt0−1 > kS and lt0−1 = 0, then there are no more atoms at level J .
(b) If nt0−1 > kS and lt0−1 > 0, then there may or may not be another atom at level
J ; if there is another atom at level J , then 0 ≤ lt0 < lt0−1.
(c) Suppose that nt0−1 = kS. Then there may or may not be another atom at level
J . Suppose also that there is another atom at level J . If εS = (−)
iS+JαS, then
0 ≤ lt0 < lt0−1; if εS = −(−)
iS+JαS, then 0 ≤ lt0 ≤ iS.
(d) If S > 1 and kS−1 < nt0−1 < kS, then there may or may not be another atom at
level J ; if there is another atom at level J , then 0 ≤ lt0 < lt0−1.
(e) If S = 1 and nt0−1 < k1, then there may or may not be another atom at level J ;
if there is another atom at level J , then 0 ≤ lt0 < lt0−1.
(f) Suppose that 1 ≤ s < S and nt0−1 = ks. Then there must be another atom at
level J . Moreover, if εs = (−)
is+Jαs, then is+1 < lt0 < lt0−1; if εs = −(−)
is+Jαs,
then is+1 < lt0 ≤ is.
(g) If 1 < s < S and ks−1 < nt0−1 < ks, then there must be another atom at level J
and is+1 < lt0 < lt0−1.
(h) If S > 1 and nt0−1 < k1 , then there must be another atom at level J and
i2 < lt0 < lt0−1.
For a fixed lt0 , we can determine nt0 as follows.
(a) If lt0 > i1 and εs = (−)
is+Jαs for every s, then nt0 > nt0−1.
(b) If lt0 > i1 and there is s such that εs = −(−)
is+Jαs, then nt0−1 < nt0 ≤ ks3, where
s3 be the least s with εs = −(−)
is+Jαs.
(c) If lt0 ≤ iS, then nt0 > max{nt0−1, kS}.
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(d) If S > 1 and is4 < lt0 ≤ is4−1 for some s4, and if εs = (−)
is+Jαs for every s with
s ≥ s4, then nt0 > max{ks4−1, nt0−1}.
(e) If S > 1 and is4 < lt0 ≤ is4−1 for some s4, and if there is s such that s ≥ s4 and
εs = −(−)
is+Jαs, then max{ks4−1, nt0−1} < nt0 ≤ ks5, where s5 is the least s with
s ≥ s4 and εs = −(−)
is+Jαs.
This completes the construction of the sequence (l1, n1, · · · , lT , nT ).
We now determine the signs σt, τt and ωt for each t.
We can determine τt for each t, as follows.
1. If lt > i1, then τt = −(−)
i1α1.
2. If s > 1 and is < lt ≤ is−1, then τt = −(−)
isαs.
3. If lt ≤ iS (in this case, we have nt > kS), then τt = −(−)
JεS.
We now determine signs σt and ωt for each t.
We first determine σ1.
1. If l1 > i1, then σ1 is arbitrary.
2. If l1 = i1, then σ1 = α1.
3. If l1 < i1, then σ1 = −(−)
l1+Jε1.
We next determine ωt−1 and σt for 1 < t ≤ T . Note that there can be at most one value
of s such that is ≥ lt and ks ≥ nt−1 by the construction of lt. There are various cases, as
follows.
1. If there is no s such that is ≥ lt and ks ≥ nt−1, then ωt−1 is arbitrary and σt =
−(−)lt+Jωt−1 for a fixed ωt−1.
2. If there exists s such that is > lt and ks > nt−1, then ωt−1 = −(−)
is+Jαs and σt =
−(−)lt+Jεs.
3. If there exists s such that is = lt and ks > nt−1, then ωt−1 = −(−)
is+Jαs and σt = αs.
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4. If there exists s such that is > lt and ks = nt−1, then ωt−1 = εs and σt = −(−)
lt+Jεs.
5. Suppose that there exists s such that is = lt and ks = nt−1. If εs = (−)
is+Jαs, then
ωt−1 is arbitrary and σt = −(−)
lt+Jωt−1 for a fixed ωt−1. If εs = −(−)
is+Jαs, then
ωt−1 = εs and σt = αs.
Finally, we determine ωT .
1. If nT > kS, then ωT is arbitrary.
2. If nT = kS, then ωT = εT .
3. If nT < kS, then ωT = −(−)
iS+JαS.
This completes the construction of all the possibilities for the sequence of atoms at level
J . Therefore, by induction, we can construct all the molecules in u× v × w.
Remark 3.2.1. In a subcomplex as constructed in the last section, we verify that the per-
mitted value of lt and nt form non-empty intervals of integers for each t.
By the construction of atoms at level J , it is evident that a lowest atom above level J
and an atom at level J satisfy condition 1 in Theorem 2.4.1.
1. It is evident that the permitted value of l1 and n1 form non-empty intervals of integers.
2. In the construction of lt0 , it is evident that the permitted values of lt0 form a non-
empty interval of integers in (c) part two and (f) part two. If nt0−1 ≤ kS, then we
have lt0−1 > iS ≥ 0. Therefore the permitted values of lt0 in (b), (c) part one, (d)
and (e) form a non-empty interval of integers. Finally, if s < S and nt0−1 ≤ ks, then
we have lt0−1 > is ≥ is+1 + 1 by condition 1 for u[is, αs] × v[js, βs] × w[ks, εs] and
u[lt0−1, σt0−1] × v[J, τ ] × w[nt0−1, ωt0−1]. This implies that the permitted values of lt0
form a non-empty interval of integers in (f) part one, (g) and (h).
3. In the construction of nt0 , it is evident that the permitted values of nt0 forms a non-
empty interval of integers in (a), (c) and (d).
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Suppose that lt0 > is4 for some s4. Suppose also that there is s with s ≥ s4 such that
εs = −(−)
is+Jαs. Let s5 be the least s with s ≥ s4 and εs = −(−)
is+Jαs. We claim
that nt0−1 < ks5 which implies that the permitted values of nt0 forms a non-empty
interval of integers in (b) and (e).
Indeed, since lt0−1 > lt0 > is4 ≥ is5 , we have nt0−1 ≤ ks5 by the construction of lt0−1
and nt0−1. If nt0−1 = ks5, then lt0 ≤ is5 ≤ is4 by the construction of lt0 ; this contradicts
the assumption on lt0 . Therefore we have nt0−1 < ks5, as required.
Therefore, the permitted value of lt and nt form non-empty intervals of integers for each t.
Example 3.2.2. The the molecule in Example 2.1.5 is really constructed by the approach
in this section. The construction of the example involves most of the above cases.
3.3 Justification
In this section, we prove that the construction in the last section indeed gives molecules in
u× v × w.
Lemma 3.3.1. In a subcomplex as constructed in the last section, for every level J , the
atoms u[lt, σt] × v[J, τt] × w[nt, ωt] with 1 ≤ t ≤ T at level J satisfy l1 > · · · > lT and
n1 < · · · < nT .
Proof. By induction, it suffices to verify that lt0 < lt0−1 and nt0 > nt0−1 in the construction
of lt0 and nt0 .
In the construction of lt0 , we have already required that lt0 < lt0−1 except in (c) part
two and (f) part two. Now if nt0−1 = ks for some s, then is < lt0−1 by the earlier part of
construction (or, more precisely, by the induction hypothesis); hence lt0 < lt0−1 in (c) part
two and (f) part two, as required.
In the construction of nt0 , we have already required that nt0 > nt0−1 in all cases.
Therefore, the atoms u[lt, σt]× v[J, τt]× w[nt, ωt] at level J as constructed can be listed
by decreasing lt and increasing nt for each level J , as required.
This completes the proof.
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Lemma 3.3.2. In a subcomplex as constructed in the last section, all the atoms constructed
satisfy condition 1 in Theorem 2.4.1. Hence all the lowest atoms u[is, αs]×v[js, βs]×w[ks, εs]
above level J − 1 can be listed such that i1 > · · · > iS and k1 < · · · < kS.
Proof. We first show that all the atoms constructed satisfy condition 1 in Theorem 2.4.1.
It is evident that all the atoms at the top level J¯ satisfy condition 1 in Theorem 2.4.1.
Suppose that J < J¯ and that all the atoms above level J satisfy condition 1 in Theorem
2.4.1. We are going to show that all the atoms above level J − 1 satisfy condition 1 in
Theorem 2.4.1.
It follows from the Lemma 3.3.1 that a pair of atoms at level J satisfy condition 1 in
Theorem 2.4.1. Let u[i, α]× v[j, β]×w[k, ε] be an atom above level J and u[l, σ]× v[J, ω]×
w[n, ω] be an atom at level J . If u[i, α] × v[j, β] × w[k, ε] is lowest above level J , then it
is evident that u[i, α]× v[j, β]× w[k, ε] and u[l, σ]× v[J, ω]× w[n, ω] satisfy condition 1 in
Theorem 2.4.1 by the construction of atoms at level J . If u[i, α]×v[j, β]×w[k, ε] is not lowest
above level J , then there is a lowest atom u[i′, α′]×v[j′, β ′]×w[k′, ε′] above level J with i′ ≥ i,
j′ < j and k′ ≥ k; hence condition 1 for u[i, α]×v[j, β]×w[k, ε] and u[l, σ]×v[J, ω]×w[n, ω]
follows easily from condition 1 for u[i, α] × v[j, β] × w[k, ε] and u[l, σ] × v[J, ω] × w[n, ω].
Thus all the atoms above level J − 1 satisfy condition 1 in Theorem 2.4.1.
Therefore, all the atoms satisfy condition 1 in Theorem 2.4.1.
Now let u[i, α]×v[j, β]×w[k, ε] and u[i′, α′]×v[j′, β ′]×w[k′, ε′] be a pair of lowest atoms
above level J . By the definition of lowest, we have i 6= i′ and k 6= k′. Moreover, it follows
easily from condition 1 for pairwise molecular subcomplexes for u[i, α]× v[j, β]×w[k, ε] and
u[i′, α′] × v[j′, β ′] × w[k′, ε′] that i > i′ if and only if k < k′. Hence all the lowest atoms
u[is, αs]× v[js, βs]× w[ks, εs] above level J can be listed by decreasing is and increasing ks,
as required.
Lemma 3.3.3. In a subcomplex as constructed in the last section, let all the lowest atoms
u[ˆis, αˆs] × v[jˆs, βˆs] × w[kˆs, εˆs] above level J − 1 be listed such that iˆ1 > · · · > iˆSˆ and kˆ1 <
· · · < kˆSˆ. Then min{jˆs−1, jˆs} = J and εˆs−1 = −(−)
iˆs+J αˆs for every 1 < s ≤ Sˆ.
Proof. Let u[ˆis−1, αˆs−1]× v[jˆs−1, βˆs−1]×w[kˆs−1, εˆs−1] and u[ˆis, αˆs]× v[jˆs, βˆs]×w[kˆs, εˆs] be a
pair of consecutive lowest atoms above level J − 1. We first show that min{jˆs−1, jˆs} = J .
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Indeed, suppose otherwise that min{jˆs−1, jˆs} > J . Then we can see that u[ˆis−1, αˆs−1] ×
v[jˆs−1, βˆs−1] × w[kˆs−1, εˆs−1] and u[ˆis, αˆs] × v[jˆs, βˆs] × w[kˆs, εˆs] are lowest atoms above level
J and they are consecutive in the list for lowest atoms above level J . It follows from the
construction that there is an atom u[l, σ]×v[J, βˆ]×w[n, ω] at level J with l > iˆs and n > kˆs−1.
Since u[ˆis−1, αˆs−1]× v[jˆs−1, βˆs−1]×w[kˆs−1, εˆs−1] and u[ˆis, αˆs]× v[jˆs, βˆs]×w[kˆs, εˆs] are lowest
atom above level J − 1, we have iˆs−1 > l > iˆs and kˆs−1 < n < kˆs. This contradicts the
assumption that u[ˆis−1, αˆs−1]× v[jˆs−1, βˆs−1]×w[kˆs−1, εˆs−1] and u[ˆis, αˆs]× v[jˆs, βˆs]×w[kˆs, εˆs]
are a pair of consecutive lowest atoms above level J − 1.
Now we are going to show that εˆs−1 = −(−)
iˆs+J αˆs for every 1 < s ≤ Sˆ. Note that either
u[ˆis−1, αˆs−1]×v[jˆs−1, βˆs−1]×w[kˆs−1, εˆs−1] or u[ˆis, αˆs]×v[jˆs, βˆs]×w[kˆs, εˆs] is an atom at level
J by the first part of the lemma. Now there are several cases, as follows.
If both u[ˆis−1, αˆs−1] × v[jˆs−1, βˆs−1]× w[kˆs−1, εˆs−1] and u[ˆis, αˆs]× v[jˆs, βˆs] × w[kˆs, εˆs] are
atoms at level J , then, by the construction of the signs for atoms at level J , it is evident
that εˆs−1 = −(−)
iˆs+J αˆs for every 1 < s ≤ Sˆ, as required.
Suppose that u[ˆis−1, αˆs−1] × v[jˆs−1, βˆs−1] × w[kˆs−1, εˆs−1] is an atom above level J and
u[ˆis, αˆs] × v[jˆs, βˆs] × w[kˆs, εˆs] is an atom at level J . Then u[ˆis, αˆs] × v[jˆs, βˆs] × w[kˆs, εˆs] =
u[lt, σt]×v[J, τt]×w[nt, ωt] for some t in the construction. If t = 1, then we have u[ˆis−1, αˆs−1]×
v[jˆs−1, βˆs−1] × w[kˆs−1, εˆs−1] = u[i1, α1] × v[j1, β1] × w[k1, ε1] and εˆs−1 = −(−)
iˆs+J αˆs by the
construction, as required. If t > 1, then it is easy to see that s > 2 and u[ˆis−2, αˆs−2] ×
v[jˆs−2, βˆs−2]×w[kˆs−2, εˆs−2] = u[lt−1, σt−1]× v[J, τt−1]×w[nt−1, ωt−1] by the first part of this
lemma; thus we have εˆs−1 = −(−)
iˆs+J αˆs by the construction of signs, as required.
Suppose that u[ˆis−1, αˆs−1] × v[jˆs−1, βˆs−1] × w[kˆs−1, εˆs−1] is an atom above level J and
u[ˆis, αˆs] × v[jˆs, βˆs] × w[kˆs, εˆs] is an atom at level J . By an argument similar to the above
case, one can also get εˆs−1 = −(−)
iˆs+J αˆs for every 1 < s ≤ Sˆ, as required.
This completes the proof.
By Proposition 3.1.3 and the remark after the statement of the proposition, it is easy to
see that every molecule can be constructed as above. Now we are going to prove that every
subcomplex of u× v × w constructed as above is indeed a molecule.
Proposition 3.3.4. Let Λ be a subcomplex whose maximal atoms are as constructed above.
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Then Λ is a molecule.
Proof. Let A be a set of atoms as constructed above. It suffices to show that A satisfies all
the conditions in Proposition 3.1.3.
By Lemmas 3.3.1 and 3.3.2, it is easy to see that conditions 1 and 2 hold.
Now let all the lowest atoms λs = u[is, αs]× v[js, βs]×w[ks, εs] with dimension of second
factors greater than J in A, if there are any, be listed as λ1, · · · , λS by decreasing is and
increasing ks; let all the atoms µt = u[lt, σt]× v[mt, τ t]× w[nt, ωt] with dimension of second
factors equal to J in A, if there are any, be listed as µ1, · · · , µT by decreasing lt and increasing
nt. By the construction of lt and nt for all t, we can see that condition 3a hold. Moreover,
by the construction of signs σt and ωt, it is easy to see that conditions 3c to 3h hold. To
complete the proof, we need only to verify condition 3b.
Suppose that lt > is and nt > ks−1 (1 < s ≤ S). Let sˆ be such that isˆ < lt ≤
isˆ−1. By the construction, we have τt = −(−)
isˆαisˆ . If s = sˆ, then τt = −(−)
isαs =
−(−)is [−(−)is+J+1]εs−1 = −(−)
Jεs−1, as required, since εs−1 = −(−)
is+J+1αs by Lemma
3.3.3. Suppose that sˆ < s. Then lt > isˆ > · · · > is and nt > ks−1 > · · · > ksˆ. Hence
εsˆ = (−)
isˆ+Jαsˆ, · · · , εs−1 = (−)
is−1+Jαs−1 by the construction of signs. It follows that
τt = −(−)
isˆαisˆ
= −(−)isˆ(−)isˆ+Jεsˆ
= −(−)Jεsˆ
= −(−)J [−(−)isˆ+1+J+1αisˆ+1]
= −(−)isˆ+1αisˆ+1
= · · ·
= −(−)Jεs−1
= −(−)isαs
as required by condition 3b.
The other parts of condition 3b can be seen easily from the construction of the sign τt
for each t.
This completes the proof.
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Chapter 4
Molecules in the Product of Four
Infinite-Dimensional Globes
In this chapter, we study molecules in the product of four infinite dimensional globes. Similar
to the results for molecules in the product of three infinite dimensional globes, we are going to
give some equivalent descriptions for the molecules in the product of four infinite dimensional
globes. The discussion is in parallel to that in chapter 2. There are some new features because
of the two ‘middle’ factors.
In this chapter, all the subcomplexes refer to finite and non-empty subcomplexes in the
ω-complex u1 × u2 × u3 × u4, and all the integers refer to non-negative integers.
Recall that the ω-complex uI is equivalent to the infinite dimensional globe u. It is easy
to see that this equivalence induces an equivalence u×v×w to uI×vJ ×wK of ω-complexes
sending every atom uαi × v
β
j ×w
ε
k to u
I [i, (−)Iα]× vJ [j, (−)Jβ]×wK [k, (−)Kε]. Thus all the
results for the molecules in the product of three globes can be generalised to the molecules
in the product of three ‘twisted’ infinite dimensional globes uI × vJ × wK . In particular, a
pairwise molecular subcomplex in uI×vJ×wK is defined as the image of a pairwise molecular
subcomplex in u× v × w under the above equivalence of ω-complexes and a subcomplex of
uI × vJ ×wK is a molecule if and only if it is pairwise molecular. We are not going to make
any more comments of this kind.
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4.1 The Definition of Pairwise Molecular Subcom-
plexes
In this section, we define projection maps and give the definition of pairwise molecular
subcomplexes of u1×u2×u3×u4. Some proofs are omitted because the arguments are very
similar to that in Chapter 3.
For an atom λ = u1[i1, α1]× u2[i2, α2]× u3[i3, α3]× u4[i4, α4] in u1 × u2 × u3 × u4, let
F u1I1 (Int λ) =


Int(uI12 [i2, α2]× u
I1
3 [i3, α3]× u
I1
4 [i4, α4]), when i1 ≥ I1;
∅, when j < J.
This gives a map sending interiors of atoms in u1 × u2 × u3 × u4 to interiors of atoms in
uI12 × u
I1
3 × u
I1
4 or the empty set.
Since interiors of atoms are disjoint, it is clear that the map F u1I1 can be extended uniquely
to a map sending unions of interiors of atoms in u1[i1, α1]× u2[i2, α2]× u3[i3, α3]× u4[i4, α4]
to unions of interiors of atoms in uI12 × u
I1
3 × u
I1
4 by requiring it union-preserving.
We can similarly define a map F u2I2 sending unions of interiors of atoms in u1×u2×u3×u4
to unions of interiors of atoms in u1 × u
I2
3 × u
I2
4 , a map F
u3
I3
sending unions of interiors of
atoms in u1 × u2 × u3 × u4 to unions of interiors of atoms in u1 × u2 × u
I3
4 and a map F
u4
I4
sending unions of interiors of atoms in u1 × u2 × u3 × u4 to unions of interiors of atoms in
u1 × u2 × u3.
It is easy to see that every atom in u1 × u2 × u3 × u4 can be written as a union of
interiors of atoms. It follows that F u1I1 , F
u2
I2
, F u3I3 and F
u4
I4
are defined on subcomplexes of
u1 × u2 × u3 × u4 and preserve unions.
We shall prove that F usIs sends atoms to atoms or the empty set so that it sends subcom-
plexes to subcomplexes for every s. We need a preliminary result.
Lemma 4.1.1. Let λ = u1[i1, α1]×u2[i2, α2]×u3[i3, α3]×u4[i4, α4] be an atom in u1×u2×
u3 × u4.
1. If i1 + i2 + i3 + i4 ≤ p, then d
γ
pλ = λ.
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2. If i1 + i2 + i3 + i4 > p, then the set of maximal atoms in d
γ
pλ consists of all the atoms
u1[l1, σ1] × u2[l2, σ2] × u3[l3, σ3] × u4[l4, σ4] such that l1 ≤ i1, l2 ≤ i2, l3 ≤ i3, l4 ≤ i4,
where the signs σ1, σ2, σ3 and σ4 are determined as follows:
(a) if l1 = i1, then σ1 = α1; If l1 < i1, then σ1 = γ;
(b) if l2 = i2, then σ2 = α2; If l2 < i2, then σ2 = (−)
l1γ;
(c) if l3 = i3, then σ3 = α3; If l3 < i3, then σ3 = (−)
l1+l2γ;
(d) if l4 = i4, then σ4 = α4; If l4 < i4, then σ4 = (−)
l1+l2+l3γ.
Proposition 4.1.2. Let λ = u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4] be an atom in
u1 × u2 × u3 × u4. Then
1. F u1I1 (λ) =


uI12 [i2, α2]× u
I1
3 [i3, α3]× u
I1
4 [i4, α4], when i1 ≥ I1;
∅, when i1 < I1;
2. F u2I2 (λ) =


u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4], when i2 ≥ I2;
∅, when i2 < I2;
3. F u3I3 (λ) =


u1[i1, α1]× u2[i2, α2]× u
I3
4 [i4, α4], when i3 ≥ I3;
∅, when i3 < I3;
4. F u4I4 (λ) =


u1[i1, α1]× u2[i2, α2]× u3[i3, α3], when i4 ≥ I4;
∅, when i4 < I4.
In particular, the maps F u1I1 , F
u2
I2
, F u3I3 and F
u4
I4
send atoms to atoms or the empty set.
Proof. The arguments for the four cases are similar. We only prove the second one. The
proof is given by induction on dimension of atoms.
For an atom λ = u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4] in u1 × u2 × u3 × u4, if
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dimλ = 0, then i1 = i2 = i3 = i4 = 0; hence
F u2I2 (λ)
= F u2I2 (Int λ)
=


Int(u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4]), when I2 = 0;
∅, when I2 > 0
=


u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4], when I2 = 0;
∅, when I2 > 0
as required.
Suppose that p > 0 and that the proposition holds for every atom of dimension less then
p. Suppose also that λ = u1[i1, α1]×u2[i2, α2]×u3[i3, α3]×u4[i4, α4] is a p-dimensional atom.
If i2 < I2, then it is easy to see that F
u2
I2
(λ) = ∅, as required. If i2 > I2, then we have
F u2I2 (λ)
= F u2I2 (Int λ ∪ ∂
−λ ∪ ∂+λ)
⊃ F u2I2 (∂
+λ)
⊃ F u2I2 (u1[i1, α1]× u2[i2 − 1, (−)
i1]× u3[i3, α3]× u4[i4, α4])
= u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4]
since u[i, α] × v[j − 1, (−)i] × w[k, ε] is an atom of dimension p − 1; the reverse inclusion
holds automatically; so F u2I2 (λ) = u1[i1, α1] × u
I2
3 [i3, α3] × u
I2
4 [i4, α4], as required. Suppose
that i2 = I2. Then ∂
γλ is the union of atoms u1[l1, σ1]×u2[l2, σ2]×u3[l3, σ3]×u4[l4, σ4] with
l1 + l2 + l3 + l4 = p− 1 such that
1. if l1 = i1, then σ1 = α1; if l1 = i1 − 1, then σ1 = γ;
2. if l2 = i2, then σ2 = α2; if l2 = i2 − 1, then σ2 = (−)
i1γ;
3. if l3 = i3, then σ3 = α3; if l3 = i3 − 1, then σ3 = (−)
i1+I2γ.
4. if l4 = i4, then σ4 = α4; if l4 = i4 − 1, then σ4 = (−)
i1+I2+i3γ.
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It follows easily from the inductive hypothesis and Theorem 2.5.12 that F u2I2 (∂
γλ) =
∂γ(u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4]) for every sign γ. Therefore
F u2I2 (λ)
= F u2I2 (Int λ) ∪ F
u2
I2
(∂−λ) ∪ F u2I2 (∂
+λ)
= Int(u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4]) ∪ ∂
−(u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4])∪
∂+(u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4])
= u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4],
as required.
This completes the proof of the proposition.
We now define the concept of pairwise molecular subcomplexes as follows.
Definition 4.1.3. Let Λ be a subcomplex of u1×u2×u3×u4. Then Λ is pairwise molecular
if
1. There are no distinct maximal atoms u1[i1, α1] × u[i2, α2] × u[i3, α3] × u[i4, α4] and
u1[i
′
1, α
′
1] × u[i
′
2, α
′
2] × u[i
′
3, α
′
3] × u[i
′
4, α
′
4] in Λ such that i1 ≤ i
′
1, i2 ≤ i
′
2, i3 ≤ i
′
3 and
i4 ≤ i
′
4.
2. F u1I1 (Λ) is a molecule in u
I1
2 × u
I1
3 × u
I1
4 or the empty set for every integer I1.
3. F u2I2 (Λ) is a molecule in u1 × u
I2
3 × u
I2
4 or the empty set for every integer I2.
4. F u3I3 (Λ) is a molecule in u1 × u2 × u
I3
4 or the empty set for every integer I3.
5. F u4I4 (Λ) is a molecule in u1 × u2 × u3 or the empty set for every integer I4.
Note. The reason that a subcomplex satisfying the above conditions is said to be pairwise
molecular is made clear in the following Proposition 4.1.6.
One of the main result in this chapter is as follows.
Theorem 4.1.4. A subcomplex in u1×u2×u3×u4 is a molecule if and only if it is pairwise
molecular.
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Proposition 4.1.5. Let Λ be a subcomplex of u1 × u2 × u3 × u4. Then F
us
Is
[F utIt (Λ)] =
F utIt [F
us
Is
(Λ)] for all s and t with 1 ≤ s, t ≤ 4 and s 6= t.
Proof. Let λ be an atom in u1 × u2 × u3 × u4. It is evident from the definition that
F usIs [F
ut
It
(λ)] = F utIt [F
us
Is
(λ)] for all s and t with 1 ≤ s, t ≤ 4 and s 6= t. Since F usIs and
F utIt preserve unions, we can see that F
us
Is
[F utIt (Λ)] = F
ut
It
[F usIs (Λ)], as required.
For every finite non-empty subcomplex Λ of u1 × u2 × u3 × u4, the subcomplex
F usIs [F
ut
It
(Λ)] = F utIt [F
us
Is
(Λ)] is denoted by F us,utIs,It (Λ).
Proposition 4.1.6. Let Λ be a subcomplex of u1×u2×u3×u4. Then Λ is pairwise molecular
if and only if the following conditions hold.
1. There are no distinct maximal atoms u1[i1, α1] × u2[i2, α2]× u3[i3, α3]× u4[i4, α4] and
u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]× u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4] in Λ such that i1 ≤ i
′
1, i2 ≤ i
′
2, i3 ≤ i
′
3 and
i4 ≤ i
′
4.
2. If F u1I1 (Λ) 6= ∅, then F
u1
I1
(Λ) satisfies condition 1 for pairwise molecular subcomplexes
in uI12 × u
I1
3 × u
I1
4 .
3. If F u2I2 (Λ) 6= ∅, then F
u2
I2
(Λ) satisfies condition 1 for pairwise molecular subcomplexes
in u1 × u
I2
3 × u
I2
4 .
4. If F uI3(Λ) 6= ∅, then F
u3
I3
(Λ) satisfies condition 1 for pairwise molecular subcomplexes
in u1 × u2 × u
I3
4 .
5. If F u4I4 (Λ) 6= ∅, then F
u4
I4
(Λ) satisfies condition 1 for pairwise molecular subcomplexes
in u1 × u2 × u3.
6. F u1,u2I1,I2 (Λ) is a molecule in u
I1+I2
3 × u
I1+I2
4 or the empty set for every pair of integers I1
and I2.
7. F u1,u3I1,I3 (Λ) is a molecule in u
I1
2 × u
I1+I3
4 or the empty set for every pair of integers I1
and I3.
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8. F u1,u4I1,I4 (Λ) is a molecule in u
I1
2 × u
I1
3 or the empty set for every pair of integers I1 and
I4.
9. F u2,u3I2,I3 (Λ) is a molecule in u1×u
I2+I3
4 or the empty set for every pair of integers I2 and
I3.
10. F u2,u4I2,I4 (Λ) is a molecule in u1 × u
I2
3 or the empty set for every pair of integers I2 and
I4.
11. F u3,u4I3,I4 (Λ) is a molecule in u1×u2 or the empty set for every pair of integers I3 and I4.
Proof. Suppose that Λ is pairwise molecular. Then F usIs (Λ) is a molecule or the empty set
for every s. It follows from definition of F us,utIs,It and Theorem 2.1.6 that conditions 1 to 11
hold.
Conversely, suppose that Λ satisfies condition 1 to 11. By the definition of F us,utIs,It , we
can see that F u1I1 [F
u4
I4
(Λ)], F u2I2 [F
u4
I4
(Λ)] and F u3I3 [F
u4
I4
(Λ)] are molecules in the corresponding
(twisted) products of two globes or the empty set. Since F u4I4 (Λ) satisfies condition 1 for
pairwise molecular subcomplexes, it follows from Theorem 2.1.6 that F u4I4 (Λ) is a molecule
in u1 × u2 × u3 or the empty set. Similarly, we can prove that F
u4
I4
(Λ), F u4I4 (Λ) and F
u4
I4
(Λ)
are molecules in the corresponding (twisted) product of three globes or the empty set. This
shows that Λ is pairwise molecular, as required.
This completes the proof.
We end this section by a proposition which is used later in this chapter.
Proposition 4.1.7. Let Λ and Λ′ be subcomplexes of u1 × u2 × u3× u4 satisfying condition
1 for pairwise molecular subcomplexes. If F usIs (Λ) = F
us
Is
(Λ′) for every s and every Is with
1 ≤ s ≤ 4, then Λ = Λ′.
Proof. It suffices to prove that Λ and Λ′ consists of the same maximal atoms.
Let u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4] be a maximal atom in Λ. It is easy to
see that u1[i1, α1] × u2[i2, α2] × u3[i3, α3] is a maximal atom in F
u4
i4
(Λ) = F u4i4 (Λ
′). Thus
Λ′ has a maximal atom u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i
′
4, α
′
4] with i
′
4 ≥ i4. Since
u1[i1, α1]× u2[i2, α2]× u3[i3, α3] 6⊂ F
u4
i4+1
(Λ) = F u4i4+1(Λ
′), we have i′4 = i4. One can similarly
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get a maximal atom u1[i1, α1]×u2[i2, α2]×u3[i3, α
′
3]×u4[i4, α4] of Λ
′. It follows from condition
1 for pairwise molecular subcomplexes that α′4 = α4 and α
′
3 = α3. This shows that u1[i1, α1]×
u2[i2, α2]× u3[i3, α3]× u4[i4, α4] is a maximal atom in Λ
′.
Symmetrically, we can see that every maximal atom in Λ′ is a maximal atom in Λ.
This completes the proof that Λ = Λ′.
4.2 Molecules Are Pairwise Molecular
In this section, we prove that molecules in u1 × u2 × u3 × u4 are pairwise molecular. The
argument is different from that in section 2 of chapter 2. We show that F usIs sends molecules
to molecules or the empty set for every value of s without introducing gusIs (see section 2 of
chapter 2).
We first show that molecules satisfy condition 1 for pairwise molecular subcomplexes.
Proposition 4.2.1. In a molecule of u1×u2×u3×u4, there are no distinct maximal atoms
u1[i1, α1]× u2[i2, α2]× u3[i3, α3]× u4[i4, α4] and u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]× u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4]
such that is ≤ i
′
s for all 1 ≤ s ≤ 4.
Proof. Suppose otherwise that there are maximal atoms λ = u1[i1, α1]×u2[i2, α2]×u3[i3, α3]×
u4[i4, α4] and λ
′ = u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4] in the molecule with λ 6= λ
′ such
that is ≤ i
′
s for all 1 ≤ s ≤ 4. By decomposing the given molecule, one can get composite of
molecules Λ#nΛ
′ or Λ′#nΛ such that λ ⊂ Λ, λ 6⊂ Λ
′, λ′ ⊂ Λ′ and λ′ 6⊂ Λ. We may assume
that the given molecule is decomposed into Λ#nΛ
′. We now consider two cases, as follows.
1. Suppose that n ≥ i1 + i2 + i3 + i4. Then, by Lemma 1.4.16, we have λ ⊂ d
+
nΛ =
d−nΛ
′ ⊂ Λ′. This is a contradiction.
2. Suppose that n < i1+ i2+ i3+ i4. Consider the (natural) homomorphism F : u1×u2×
u3×u4 → ui1×ui2×ui3×ui4 . Since Λ#nΛ
′ exists, we know that F (Λ#nΛ
′) = F (Λ)#nF (Λ
′)
exists. On the other hand, one can see that ui1×ui2×ui3×ui4 ⊂ F (λ)∩F (λ
′) ⊂ F (Λ)∩F (Λ′).
Therefore dim[F (Λ) ∩ F (Λ′)] ≥ i1 + i2 + i3 + i4 > n. Since dim[d
+
nF (Λ)] ≤ n, one gets
d+nF (Λ) 6= F (Λ) ∩ F (Λ
′). This contradicts that F (Λ#nΛ
′) = F (Λ)#nF (Λ
′) exists.
This completes the proof.
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We next show that F usIs sends molecules to molecules or the empty set for every value of
s. The arguments for different values of s are similar. We only give the proof for s = 2.
Lemma 4.2.2. Let λ = u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4] be an atom in the ω-
complex u1 × u2 × u3 × u4 and Λ,Λ
′ ∈M(u1 × u2 × u3 × u4). Then
1. F u2I2 (λ) ∈ A(u1 × u
I2
3 × u
I2
4 ) ∪ {∅};
2. If Λ#nΛ
′ is defined, then F u2I2 (Λ#nΛ
′) = F u2I2 (Λ) ∪ F
u2
I2
(Λ′);
3. F u2I2 (Λ) 6= ∅ if and only if there is a maximal atom u1[i1, α1]× u2[i2, α2] × u3[i3, α3] ×
u4[i4, α4] in Λ such that i2 ≥ I2;
4. F u2I2 (d
γ
pλ) =


d
γ
p−I2
F u2I2 (λ) when p ≥ I2 and i2 ≥ I2,
∅ when p < I2 or i2 < I2;
Proof. The proof of the first three conditions is a trivial verification from the definition of
F u2I2 . We now verify condition 4.
If p < I2 or i2 < I2, then it is evident that F
u2
I2
(dγpλ) = ∅ by the definition of F
u2
I2
.
Now, suppose that p ≥ I2 and i2 ≥ I2. Then F
u2
I2
(λ) = u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4].
By proposition 4.1.1, the set of all maximal atoms in dγpλ consists of all u1[l1, σ1]×u2[l2, σ2]×
u3[l3, σ3] × u4[l4, σ4] with ls ≤ is for all 1 ≤ s ≤ 4 such that l1 + l2 + l3 + l4 = p, where the
signs σs (s = 1, 2, 3, 4) are determined as follows:
1. If l1 = i1, then σ1 = α1; if l1 < i1, then σ1 = γ.
2. If l2 = i2, then σ2 = α2; if l2 < i2, then σ2 = (−)
l1γ.
3. If l3 = i3, then σ3 = α3; if l3 < i3, then σ3 = (−)
l1+l2γ.
4. If l4 = i4, then σ4 = α4; if l4 < i4, then σ4 = (−)
l1+l2+l3γ.
From this description and the formation of dγp−I2(u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4]) in u1 ×
uI23 × u
I2
4 (Theorem 2.5.12), it is easy to see that F
u2
I2
(dγpλ) = d
γ
p−I2
F u2I2 (λ), as required.
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Lemma 4.2.3. Let Λ be a molecule in u1×u2×u3×u4. If Λ is decomposed into Λ = Λ
′#nΛ
′′
and if F u2I2 (Λ
′) 6= ∅ and F u2I2 (Λ
′) 6= ∅, then n ≥ I2.
Proof. Let fu2I2 :M(u1×u2×u3×u4)→M(u1×uI2×u3×u4) be the natural homomorphism
of ω-categories sending every maximal atom u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4] in
u1 × u2 × u3 × u4 with i2 < I2 to u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4], and sending
every maximal atom u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4] in u1 × u2 × u3 × u4 with
i2 ≥ I2 to u1[i1, α1]×uI2×u3[i3, α3]×u4[i4, α4]. Then f
u2
I2
(Λ) = fu2I2 (Λ
′)#nf
u2
I2
(Λ′′) is defined.
Thus d+n f
u2
I2
(Λ′) = d−n f
u2
I2
(Λ′′) = fu2I2 (Λ
′) ∩ fu2I2 (Λ
′′). Since F u2I2 (Λ
′) 6= ∅ and F u2I2 (Λ
′′) 6= ∅, we
know that there are maximal atoms λ′ = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] × u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4] and
λ′′ = u1[i
′′
1, α
′′
1]× u2[i
′′
2, α
′′
2]× u3[i
′′
3, α
′′
3]× u4[i
′′
4, α
′′
4] in Λ
′ and Λ′′ respectively with i′2 ≥ I2 and
i′′2 ≥ I2 such that f
u2
I2
(λ′) and fu2I2 (λ
′′) are maximal atoms in fu2I2 (Λ
′) and fu2I2 (Λ
′′) respectively.
If fu2I2 (λ
′) is not maximal in fu2I2 (Λ), then it is easy to see that there is a maximal atom in
fu2I2 (Λ
′′) containing fu2I2 (λ
′); it follows that n ≥ dim d−n f
u2
I2
(Λ′′) = dim(fu2I2 (Λ
′) ∩ fu2I2 (Λ
′′)) ≥
dim fu2I2 (λ
′) ≥ I2. Similarly, if f
u2
I2
(λ′′) is not maximal in fu2I2 (Λ), then n ≥ I2, as required. In
the following proof, we may assume that both fu2I2 (λ
′) and fu2I2 (λ
′′) are maximal in fu2I2 (Λ).
Now there are two cases as follows.
1. Suppose that fu2I2 (λ
′) ∩ fu2I2 (λ
′′) 6= ∅. Then it is easy to see that n ≥ dim d+n f
u2
I2
(Λ′) =
dim(fu2I2 (Λ
′) ∩ fu2I2 (Λ
′′)) ≥ I2, as required.
2. Suppose that fu2I2 (λ
′) ∩ fu2I2 (λ
′′) = ∅, then we must have i′1 = i
′′
1 = 0, i
′
3 = i
′′
3 = 0 or
i′4 = i
′′
4 = 0. We may assume that i
′
1 = i
′′
1 = 0. Thus α
′
1 = −α
′′
1. In this case, consider the
natural homomorphism fu1,u20,I2 :M(u1 × u2 × u3 × u4) →M(u0 × uI2 × u3 × u4). It is easy
to see that fu1,u20,I2 (λ
′) and fu1,u20,I2 (λ
′′) are maximal in fu1,u20,I2 (Λ). It follows that i
′
3 6= i
′′
3 and
i′4 6= i
′′
4 and hence f
u1,u2
0,I2
(Λ′) ∩ fu1,u20,I2 (Λ
′′) 6= ∅. Since fu1,u20,I2 (Λ) = f
u1,u2
0,I2
(Λ′)#nf
u1,u2
0,I2
(Λ′′) we
can see that n ≥ dim d+n f
u1,u2
0,I2
(Λ′) = dim(fu1,u20,I2 (Λ
′) ∩ fu1,u20,I2 (Λ
′′)) ≥ I2, as required.
This completes the proof.
Proposition 4.2.4. Let F u2I2 : M(u1 × u2 × u3 × u4) → C(u1 × u
I2
3 × u
I2
4 ) be the map as
above. Then
1. F u2I2 (M(u1 × u2 × u3 × u4)) ⊂M(u1 × u
I2
3 × u
I2
4 ) ∪ {∅};
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2. For every molecule Λ in u1 × u2 × u3 × u4, we have
F u2I2 (d
γ
pΛ) =


d
γ
p−I2
F u2I2 (Λ) when p ≥ I2 and F
u2
I2
(Λ) 6= ∅,
∅ when p < I2 or F
u2
I2
(Λ) = ∅.
3. If Λ#nΛ
′ is defined, then
F u2I2 (Λ#nΛ
′) =


F u2I2 (Λ)#n−I2F
u2
I2
(Λ′) when F u2I2 (Λ) 6= ∅ and F
u2
I2
(Λ′) 6= ∅,
F u2I2 (Λ
′) when F u2I2 (Λ) = ∅,
F u2I2 (Λ) when F
u2
I2
(Λ′) = ∅.
Proof. We are going to prove the first two conditions by induction and then prove the third
condition.
By Lemma 4.2.2, it is evident that the first two conditions hold when Λ is an atom.
Now suppose that q > 1 and the first two conditions hold for molecules which can be
written as a composite of less than q atoms. Suppose also that Λ is a molecule which can be
written as a composite of q atoms. Since q > 1, we have a proper decomposition Λ = Λ′#nΛ
′′
such that Λ′ and Λ′′ are molecules which can be written as composites of less than q atoms.
According to the induction hypothesis, we know that the first two conditions hold for Λ′ and
Λ′′. We must show that the first two conditions in the proposition hold for Λ. There are two
cases, as follows.
1. Suppose that F u2I2 (Λ
′) = ∅ or F u2I2 (Λ
′′) = ∅. We may assume that F u2I2 (Λ
′) = ∅. In this
case, we have F u2I2 (Λ) = F
u2
I2
(Λ′′). Thus F u2I2 (Λ) ∈M(u1×u
I2
3 ×u
I2
4 )∪{∅} as required by the
first condition. Moreover, if p 6= n, then
F u2I2 (d
γ
pΛ)
= F u2I2 (d
γ
pΛ
′#nd
γ
pΛ
′′)
= F u2I2 (d
γ
pΛ
′) ∪ F u2I2 (d
γ
pΛ
′′)
=


d
γ
p−I2
F u2I2 (Λ
′′) when p ≥ I2 and F
u2
I2
(Λ′′) 6= ∅,
∅ when F u2I2 (Λ
′′) = ∅ or p < I2,
=


d
γ
p−I2
F u2I2 (Λ) when p ≥ I2 and F
u2
I2
(Λ) 6= ∅,
∅ when F u2I2 (Λ) = ∅ or p < I2,
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as required by the second condition. Suppose that p = n ≥ I2. Then F
u2
I2
(d+p Λ
′) = ∅. So
F u2I2 (d
−
p Λ
′′) = ∅. Hence, by the hypothesis, one gets F u2I2 (Λ
′′) = ∅. Therefore F u2I2 (Λ) = ∅ and
F u2I2 (d
γ
pΛ) = ∅, as required by the second condition.
2. Suppose that F u2I2 (Λ
′) 6= ∅ and F u2I2 (Λ
′′) 6= ∅. By Lemma 4.2.3, we have n ≥ I2. Since
F u2I2 (Λ) = F
u2
I2
(Λ′) ∪ F u2I2 (Λ
′′) and
d+n−I2F
u2
I2
(Λ′)
= F u2I2 (d
+
nΛ
′)
= F u2I2 (d
−
nΛ
′′)
= d−n−I2F
u2
I2
(Λ′′),
we can see that F u2I2 (Λ
′)#n−I2F
u2
I2
(Λ′′) is defined, and F u2I2 (Λ) = F
u2
I2
(Λ′)#n−I2F
u2
I2
(Λ′′). So
F u2I2 (Λ) is a molecule, as required by the first condition. We now verify that Λ satisfy the
second condition. If p < I2, then F
u2
I2
(dγpΛ) = ∅, as required. If p = n ≥ I2, then
F u2I2 (d
−
p Λ)
= F u2I2 (d
−
p Λ
′)
= d−p−I2F
u2
I2
(Λ′)
= d−p−I2F
u2
I2
(Λ);
and similarly we have F u2I2 (d
+
p Λ) = d
+
p−I2
F u2I2 (Λ). If I2 ≤ p < n, then
F u2I2 (d
γ
pΛ)
= F u2I2 (d
γ
pΛ
′)
= dγp−I2F
u2
I2
(Λ′)
= dγp−I2F
u2
I2
(Λ).
If p ≥ I2 and p > n, then
F u2I2 (d
γ
pΛ)
= F u2I2 (d
γ
pΛ
′#nd
γ
pΛ
′′)
= F u2I2 (d
γ
pΛ
′) ∪ F u2I2 (d
γ
pΛ
′′)
= dγp−I2F
u2
I2
(Λ′) ∪ dγp−I2F
u2
I2
(Λ′′)
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and
d+n−I2d
γ
p−I2
F u2I2 (Λ
′)
= d+n−I2F
u2
I2
(Λ′)
= d−n−I2F
u2
I2
(Λ′′)
= d−n−I2d
γ
p−I2
F u2I2 (Λ
′′),
thus dγp−I2F
u2
I2
(Λ′)#n−I2d
γ
p−I2
F u2I2 (Λ
′′) is defined and
F u2I2 (d
γ
pΛ)
= dγp−I2F
u2
I2
(Λ′)#n−I2d
γ
p−I2
F u2I2 (Λ
′′)
= dγp−I2[F
u2
I2
(Λ′)#n−I2F
u2
I2
(Λ′′)]
= dγp−I2F
u2
I2
(Λ).
Therefore Λ satisfies the second condition.
Finally, condition 3 can be easily verified by using condition 2 and the fact that F u2I2
preserves unions.
This complete the proof.
In particular, we have that F u2I2 sends molecules to molecules in u1 × u
I2
3 × u
I2
4 or the
empty set.
We can similarly prove that F usIs sends molecules to molecules in the corresponding
(twisted) product of three infinite dimensional globes or the empty set for every value of
s. Thus we have proved the main theorem in this section.
Theorem 4.2.5. Molecules in u1 × u2 × u3 × u4 are pairwise molecular.
We finish this section by a property of molecules in u1 × u2 × u3 × u4. It can be proved
from the results later in this chapter. But the proof here is also interesting.
Proposition 4.2.6. Let Λ be a molecule in u1×u2×u3×u4. Let λ1 = u1[i1, α1]×u2[i2, α2]×
u3[i3, α3]× u4[i4, α4] and λ2 = u1[i1,−α1]× u2[i2, α2]× u3[i3, α3]× u4[i4, α4]. If λ1 ⊂ Λ and
λ2 ⊂ Λ, then there is an atom λ
′ = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] × u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4] in Λ with
i′ > i1 = i2 such that λ
′ ⊃ λ1 and λ
′ ⊃ λ2.
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Proof. If Λ is an atom, then the required property holds automatically.
Suppose that the required property hold for every molecule which can be written as a
composite of less than q atoms. Suppose also that Λ can be written as a composite of q
atoms.
It is easy to see that there is a composite of molecules Λ1#nΛ2 with λ1 ⊂ Λ1 and λ2 ⊂ Λ2
such that both Λ1 and Λ2 can be written as composites of less than q atoms. By applying the
natural homomorphism fu1i1 :M(u1×u2×u3×u4)→M((ui1×u2×u3×u4) of ω-categories,
one gets
fu1i1 (Λ1#nΛ2) = f
u1
i1
(Λ1)#nf
u1
i1
(Λ2)).
This implies that
fu1i1 (Λ1 ∩ Λ2) = f
u1
i1
(Λ1) ∩ f
u1
i1
(Λ2)).
Since fu1i1 (λ1) = f
u1
i1
(λ2) ⊂ f
u1
i1
(Λ1)∩ f
u1
i1
(Λ2)), we have f
u1
i1
(λ1) = f
u1
i1
(λ2) ⊂ f
u1
i1
(Λ1 ∩Λ2). It
follows that λ3 = u1[i1, β1]×u2[i2, α2]×u3[i3, α3]×u4[i4, α4] ⊂ Λ1∩Λ2 for some sign β. Now
if β1 = −α, then one can get an atom in Λ1 as required by applying the induction hypothesis
on λ1 and λ3 in Λ1; if β1 = α, then one can get an atom in Λ2 as required by applying the
induction hypothesis on λ2 and λ3 in Λ2.
This completes the proof.
4.3 Properties of Pairwise Molecular Subcomplexes
In this section, we study some properties of pairwise molecular subcomplexes in u1 × u2 ×
u3×u4. In the next section, we are going to prove that some of these conditions are sufficient
for a subcomplex of u1 × u2 × u3 × u4 to be pairwise molecular.
Lemma 4.3.1. Let Λ be a pairwise molecular subcomplex of u1×u2×u3×u4. Let u1[i1, α1]×
u2[i2, α2]× u3[i3, α3]× u4[i4, α4] and u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]× u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4] be a pair of
distinct maximal atoms in Λ. If is = i
′
s and αs = −α
′
s for some 1 ≤ s ≤ 4, then for every t
with t 6= s, there is a maximal atom u1[l1, σ1]×u2[l2, σ2]×u3[l3, σ3]×u4[l4, σ4] in Λ such that
ls > is = i
′
s, lt ≥ min{it, i
′
t} and ur[lr, σr] ⊃ ur[ir, αr]∩ur[i
′
r, α
′
r] for all r ∈ {1, 2, 3, 4}\{s, t}.
110
Proof. Let λ = u1[i1, α1]× u2[i2, α2]× u3[i3, α3]× u4[i4, α4] and λ
′ = u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]×
u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4]. The arguments for various cases are similar, we give the proof for
s = 1 and t = 4. Let I4 = min{i4, i
′
4}. Since Λ is pairwise molecular, we can see that
F u4I4 (Λ) is a molecule in u1 × u2 × u3. Since F
u4
I4
(λ) = u1[i1, α1] × u2[i2, α2] × u3[i3, α3] and
F u4I4 (λ) = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] × u3[i
′
3, α
′
3], it follows easily from Lemma 2.4.4 that there
is a maximal atom u1[l1, σ1] × u2[l2, σ2] × u3[l3, σ3] such that l1 > i1 = i
′
1, u2[l2, σ2] ⊃
u2[i2, α2] ∩ u2[i
′
2, α
′
2] and u3[l3, σ3] ⊃ u3[i3, α3] ∩ u3[i
′
3, α
′
3]. Therefore Λ has a maximal atom
u1[l1, σ1] × u2[l2, σ2] × u3[l3, σ3] × u4[l4, σ4] such that l1 > i1 = i
′
1, u2[l2, σ2] ⊃ u2[i2, α2] ∩
u2[i
′
2, α
′
2], u3[l3, σ3] ⊃ u3[i3, α3] ∩ u3[i
′
3, α
′
3] and l4 ≥ I4, as required.
This completes the proof.
The following definition of adjacency for a pair of maximal atoms in a subcomplex of
u1 × u2 × u3 × u4 is inspired by Propositions 2.3.3 and 2.3.11.
Definition 4.3.2. Let Λ be a subcomplex of u1×u2×u3×u4. Let 1 ≤ s < t ≤ 4. A pair of
maximal atoms u1[i1, α1]×u2[i2, α2]×u3[i3, α3]×u4[i4, α4] and u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]×
u4[i
′
4, α
′
4] are (s, t)-adjacent if max{is, i
′
s}+max{it, i
′
t} > max{is+ it, i
′
s+ i
′
t} and if there is no
maximal atom u1[j1, β1]×u2[j2, β2]×u3[j3, β3]×u4[j4, β4] with jr ≥ min{ir, i
′
r} for all 1 ≤ r ≤
4 such that min{is, js}+min{it, jt} > min{is, i
′
s}+min{it, i
′
t} and min{i
′
s, js}+min{i
′
t, jt} >
min{is, i
′
s}+min{it, i
′
t}. A pair of maximal atoms u1[i1, α1]×u2[i2, α2]×u3[i3, α3]×u4[i4, α4]
and u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4] are adjacent if they are (s, t)-adjacent for all
1 ≤ s < t ≤ 4 such that max{is, i
′
s}+max{it, i
′
t} > max{is + it, i
′
s + i
′
t}.
Example 4.3.3. Suppose that λ = u1[5, α1] × u2[0, α2] × u3[1, α3] × u4[1, α4] and µ =
u1[0, β1] × u2[5, β2] × u3[1, β3] × u4[2, β4] are a pair of maximal atoms in a subcomplex.
If Λ has a maximal atom ν = u1[1, ε1]× u2[1, ε2]× u3[2, ε3]× u4[1, ε4], then λ and µ are not
(1, 2)-adjacent.
The following proposition shows that the definition of adjacency is in consistent with
that in Chapter 2.
Proposition 4.3.4. Let Λ be a subcomplex of u1×u2×u3×u4 satisfying condition 1 for pair-
wise molecular subcomplexes. Then a pair of distinct maximal atoms u1[i1, α1]× u2[i2, α2]×
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u3[i3, α3]×u4[i4, α4] and u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4] are adjacent if and only
if there is no maximal atom u1[j1, β1]×u2[j2, β2]×u3[j3, β3]×u4[j4, β4] with jr ≥ min{ir, i
′
r}
for all 1 ≤ r ≤ 4 such that
4∑
r=1
min{ir, jr} >
4∑
r=1
min{ir, i
′
r}
and
4∑
r=1
min{i′r, jr} >
4∑
r=1
min{ir, i
′
r}.
Proof. The proof is a straightforward verification from the definition of adjacency.
The concept of projection maximal can be defined in the similar way as that in chapter
2.
Let Λ be a subcomplex of u1× u2× u3× u4 satisfying condition 1 for pairwise molecular
subcomplex. Let Ir be a fixed non-negative integer. A maximal atom u1[i1, α1]×u2[i2, α2]×
u3[i3, α3] × u4[i4, α4] in Λ is (ur, Ir)-projection maximal if ir ≥ Ir and there is no maximal
atom u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] × u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4] such that Ir ≤ i
′
r < ir and i
′
s ≥ is for all
s ∈ {1, 2, 3, 4} \ {r}.
Evidently, if a maximal atom λ in Λ is (ur, Ir)-projection maximal, then F
ur
Ir
(λ) is max-
imal in F urIr (Λ). Conversely, for every maximal atom µ in F
ur
Ir
(Λ), there is a maximal atom
µ′ in Λ such that F urIr (µ
′) = µ. The following proposition implies that µ′ is actually (ur, Ir)-
projection maximal.
Proposition 4.3.5. Let Λ be a pairwise molecular subcomplex of u1 × u2 × u3 × u4 and λ
be a maximal atom in Λ. Let 1 ≤ r ≤ 4. Then λ is (ur, Ir)-projection maximal if and only
if F urIr (λ) is maximal in F
ur
Ir
(Λ).
Proof. The proof is similar to that in Proposition 2.3.5.
Lemma 4.3.6. Let Λ be a pairwise molecular subcomplex in u1 × u2 × u3 × u4. Let λ =
u1[i1, α1]×u2[i2, α2]×u3[i3, α3]×u4[i4, α4] and µ = u1[j1, β1]×u2[j2, β2]×u3[j3, β3]×u4[j4, β4]
be a pair of (s, t)-adjacent maximal atoms in Λ for some 1 ≤ s < t ≤ 4. If is > js and it < jt,
then for r ∈ {1, 2, 3, 4}\{s, t} there is a pair of (s, t)-adjacent and (ur, Ir)-projection maximal
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atoms u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4] and u1[j
′
1, β
′
1]×u2[j
′
2, β
′
2]×u3[j
′
3, β
′
3]×u4[j
′
4, β
′
4]
such that us[j
′
s, β
′
s] = us[js, βs], ut[i
′
t, α
′
t] = ut[it, αt] and min{i
′
r, j
′
r} = min{ir, jr}, where
Ir = min{ir, jr}. Moreover, for r¯ ∈ {1, 2, 3, 4} \ {r, s, t}, if s < r¯ < t, then min{i
′
r¯, j
′
r¯} =
min{ir¯, jr¯}.
Proof. Let λ′ = u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4] be the (ur, Ir)-projection maximal
atom such that i′s ≥ is, i
′
t ≥ it and i
′
r¯ ≥ ir¯. Let µ
′ = u1[j
′
1, β
′
1]×u2[j
′
2, β
′
2]×u3[j
′
3, β
′
3]×u4[j
′
4, β
′
4]
be the (ur, Ir)-projection maximal atom such that j
′
s ≥ js, j
′
t ≥ jt and j
′
r¯ ≥ j
′
r¯. It follows
easily from Lemma 4.3.1 and the adjacency of λ and µ that λ′ and µ′ are (s, t)-adjacent and
that us[j
′
s, β
′
s] = us[js, βs], ut[i
′
t, α
′
t] = ut[it, αt], min{i
′
r, j
′
r} = Ir and min{i
′
r¯, j
′
r¯} ≥ min{ir¯, jr¯}.
Moreover, if s ≤ r¯ ≤ t, we show that min{i′r¯, j
′
r¯} = min{ir¯, jr¯} by contradiction. The
arguments for various choices of r, s and t are similar. We give the proof for s = 1, t = 4 and
r = 3. In this case, we have r¯ = 2. Suppose otherwise that min{i′2, j
′
2} > min{i2, j2}. Then
F u3I3 (λ
′) and F u3I3 (µ
′) are maximal atoms in F u3I3 (Λ). Note that F
u3
I3
(λ′) = u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×
uI34 [i4, α4] and F
u3
I3
(µ′) = u1[j1, β1] × u2[j
′
2, β
′
2] × u
I3
4 [j
′
4, β
′
4]. Since F
u3
I3
(Λ) is a molecule in
u1 × u2 × u
I3
4 , it follows from condition 4 in Theorem 2.4.1 that there is a maximal atom
u1[l1, σ1]×u2[l2, σ2]×u
I3
4 [l4, σ4] in F
u3
I3
(Λ) such that l1 > j1, l2 = min{i
′
2, j
′
2}−1 ≥ min{i2, j2}
and l4 > i4. Thus there is a maximal atom ν = u1[l1, σ1]× u2[l2, σ2]× u3[l3, σ3]× u4[l4, σ4] in
Λ such that l3 ≥ I3. This contradicts the assumption that λ and µ are (1, 4)-adjacent.
This completes the proof.
Proposition 4.3.7. Let Λ be a pairwise molecular subcomplex of u1 × u2 × u3 × u4. Let
λ = u1[i1, α1]× u2[i2, α2]× u3[i3, α3]× u4[i4, α4] and λ
′ = u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]× u3[i
′
3, α
′
3]×
u4[i
′
4, α
′
4] be a pair of distinct maximal atoms in Λ. If 1 ≤ s < r < t ≤ 4 and λ and λ
′
are (s, t)-adjacent, and if is > i
′
s, min{ir, i
′
r} > 0 and i
′
t > it, then Λ has a maximal atom
u1[l1, σ1]× u2[l2, σ2]× u3[l3, σ3]× u4[l4, σ4] such that ls > i
′
1, lr = min{ir, i
′
r} − 1, lt > it and
lr¯ ≥ min{ir¯, i
′
r¯}, where r¯ ∈ {1, 2, 3, 4} \ {r, s, t}.
Proof. The arguments for various cases are similar. We only give the proof for the case
s = 1, r = 3 and t = 4.
Let I3 = min{i3, i
′
3}. According to Lemma 4.3.6, we may assume that λ and λ
′ are
(u3, I3)-projection maximal so that F
u3
I3
(λ) and F u3I3 (λ
′) are maximal atoms in F u3I3 (Λ).
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Now F u3I3 (λ) = u1[i1, α1] × u2[i2, α2] × u
I3
4 [i4, α4] and F
u3
I3
(λ′) = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] ×
uI34 [i
′
4, α
′
4]. It is easy to see that F
u3
I3
(λ) and F u3I3 (λ
′) are adjacent in F u3I3 (Λ). According to
condition 4 in Theorem 2.4.1, there is a maximal atom u1[l1, σ1]× u2[l2, σ2]× u
I3
4 [l4, σ4] such
that l1 > i
′
1, l2 = min{i2, i
′
2} − 1 and l4 > i4. This implies that there is a maximal atom
u1[l1, σ1]× u2[l2, σ2]× u3[l3, σ3]× u4[l4, σ4] in Λ as required.
This completes the proof.
We also need to extend the concept of projection maximal to maximal atoms in u1×u2×
u3 × u4 with respect to two factors, as follows.
Let 1 ≤ s < t ≤ 4. Let Is and It be fixed non-negative integers. A maximal atom
u1[i1, α1]×u2[i2, α2]×u3[i3, α3]×u4[i4, α4] in Λ is (us, ut; Is, It)-projection maximal if is ≥ Is
and it ≥ It, and if there is no maximal atom u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4] such
that i′s ≥ Is and i
′
t ≥ It and such that i
′
r ≥ ir for all r ∈ {1, 2, 3, 4} \ {s, t} and i
′
r > ir for
some r ∈ {1, 2, 3, 4} \ {s, t}.
Evidently, if a maximal atom λ in Λ is (us, ut; Is, It)-projection maximal, then F
us,ut
Is,It
(λ) is
maximal in F us,utIs,It (Λ). Conversely, for every maximal atom µ in F
us,ut
Is,It
(Λ), there is a maximal
atom µ′ in Λ such that F us,utIs,It (µ
′) = µ. The following Proposition implies that µ′ is actually
(us, ut; Is, It)-projection maximal.
Proposition 4.3.8. Let Λ be a pairwise molecular subcomplex of u1 × u2 × u3 × u4 and λ
be a maximal atom in Λ. Let 1 ≤ s < t ≤ 4. Then λ is (us, ut; Is, It)-projection maximal if
and only if F us,utIs,It (λ) is maximal in F
us,ut
Is,It
(Λ).
Proof. The argument is similar to that in Proposition 4.3.5.
Lemma 4.3.9. Let Λ be a pairwise molecular subcomplex in u1 × u2 × u3 × u4. Let λ =
u1[i1, α1]×u2[i2, α2]×u3[i3, α3]×u4[i4, α4] and µ = u1[j1, β1]×u2[j2, β2]×u3[j3, β3]×u4[j4, β4]
be a pair of (s, t)-adjacent maximal atoms in Λ for some 1 ≤ s < t ≤ 4. If is > js and
it < jt, then there is a pair of (s, t)-adjacent and (us¯, ut¯; Is¯, It¯)-projection maximal atoms
u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]× u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4] and u1[j
′
1, β
′
1]× u2[j
′
2, β
′
2]× u3[j
′
3, β
′
3]× u4[j
′
4, β
′
4]
such that us[j
′
s, β
′
s] = us[js, βs], ut[i
′
t, α
′
t] = ut[it, αt] and min{i
′
s¯, j
′
s¯} ≥ Is¯ and min{i
′
t¯, j
′
t¯} ≥ It¯,
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where s¯ and t¯ are distinct elements in {1, 2, 3, 4} \ {s, t} and Is¯ = min{is¯, js¯} and It¯ =
min{it¯, jt¯}. Moreover, if s < s¯ < t, then min{i
′
s¯, j
′
s¯} = Is¯; if s < t¯ < t, then min{i
′
t¯, j
′
t¯} = It¯.
Proof. Let λ′ = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] × u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4] be the (us¯, ut¯; Is¯, It¯)-projection
maximal atom such that i′s ≥ is and i
′
t ≥ it. Let µ
′ = u1[j
′
1, β
′
1] × u2[j
′
2, β
′
2] × u3[j
′
3, β
′
3] ×
u4[j
′
4, β
′
4] be the (us¯, ut¯; Is¯, It¯)-projection maximal atom such that j
′
s ≥ js and j
′
t ≥ jt. It
follows easily from Lemma 4.3.1 and the adjacency of λ and µ that us[j
′
s, β
′
s] = us[js, βs],
ut[i
′
t, α
′
t] = ut[it, αt], min{i
′
s¯, j
′
s¯} ≥ Is¯, min{i
′
t¯, j
′
t¯} ≥ It¯ and λ
′ is adjacent to µ′, as required.
The second part follows easily from the adjacency of λ and µ and Lemma 4.3.7.
This completes the proof.
Proposition 4.3.10. Let Λ be a pairwise molecular subcomplex in u1× u2× u3× u4. Then
the following sign conditions hold.
Sign conditions: for a pair of adjacent maximal atoms u1[i1, α1]× u2[i2, α2]× u3[i3, α3]×
u4[i4, α4] and u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] × u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4] in Λ, let lr = min{ir, i
′
r} for 1 ≤
r ≤ 4.
1. If λ and µ are (1, 2)-adjacent, and if l1 = i1 < i
′
1 and l2 = i
′
2 < i2, then α
′
2 = −(−)
l1α1;
2. If λ and µ are (1, 3)-adjacent, and if l1 = i1 < i
′
1 and l3 = i
′
3 < i3, then α
′
3 =
−(−)l1+l2α1;
3. If λ and µ are (1, 4)-adjacent, and if l1 = i1 < i
′
1 and l4 = i
′
4 < i4, then α
′
4 =
−(−)l1+l2+l3α1;
4. If λ and µ are (2, 3)-adjacent, and if l2 = i2 < i
′
2 and l3 = i
′
3 < i3, then α
′
3 = −(−)
l2α2;
5. If λ and µ are (2, 4)-adjacent, and if l2 = i2 < i
′
2 and l4 = i
′
4 < i4, then α
′
4 =
−(−)l2+l3α2;
6. If λ and µ are (3, 4)-adjacent, and if l3 = i3 < i
′
3 and l4 = i
′
4 < i4, then α
′
4 = −(−)
l3α3.
Proof. The arguments for the above cases are similar. We only give the proof for case 3.
Let λ = u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4] and λ
′ = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] ×
u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4] be a pair of (1, 4)-adjacent maximal atoms in Λ. Suppose that i
′
1 > i1 and
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i′4 < i4. Let min{i2, i
′
2} = l2 min{i3, i
′
3} = l3. We must prove α
′
4 = −(−)
l2+l3α1. According
to Lemma 4.3.9, we may assume that λ and λ′ are (u2, u3; I2, I3)-projection maximal atoms.
It is evident that F u2,u3l2,l3 (λ) = u1[i1, α1] × u
l2+l3
4 [i4, α4] and F
u2,u3
l2,l3
(λ′) = u1[i
′
1, α
′
1] ×
ul2+l34 [i
′
4, α
′
4], and they are maximal atoms in the molecule F
u2,u3
l2,l3
(Λ). Moreover, by the
adjacency of λ and λ′, we can see that F u2,u3l2,l3 (λ) and F
u2,u3
l2,l3
(λ′) are adjacent maximal atoms
in F u2,u3l2,l3 (Λ). According to the formation of molecules in u×w
l2+l3, we get α′4 = −(−)
l2+l3α1,
as required.
This completes the proof.
4.4 An Alternative Description for Pairwise Molecular
Subcomplexes
In this section, we give an alternative description for pairwise molecular subcomplexes of
u1 × u2 × u3 × u4, as follows.
Theorem 4.4.1. Let Λ be a subcomplex of u1× u2× u3× u4. Then Λ is pairwise molecular
if and only if
1. There are no distinct maximal atoms u1[i1, α1] × u2[i2, α2]× u3[i3, α3]× u4[i4, α4] and
u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]× u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4] in Λ such that i1 ≤ i
′
1, i2 ≤ i
′
2, i3 ≤ i
′
3 and
i4 ≤ i
′
4.
2. Sign conditions: for a pair of maximal atoms u1[i1, α1]×u2[i2, α2]×u3[i3, α3]×u4[i4, α4]
and u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4] in Λ, let lr = min{ir, i
′
r} for 1 ≤ r ≤ 4.
(a) If λ and µ are (1, 2)-adjacent, and if l1 = i1 < i
′
1 and l2 = i
′
2 < i2, then α
′
2 =
−(−)l1α1;
(b) If λ and µ are (1, 3)-adjacent, and if l1 = i1 < i
′
1 and l3 = i
′
3 < i3, then α
′
3 =
−(−)l1+l2α1;
(c) If λ and µ are (1, 4)-adjacent, and if l1 = i1 < i
′
1 and l4 = i
′
4 < i4, then α
′
4 =
−(−)l1+l2+l3α1;
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(d) If λ and µ are (2, 3)-adjacent, and if l2 = i2 < i
′
2 and l3 = i
′
3 < i3, then α
′
3 =
−(−)l2α2;
(e) If λ and µ are (2, 4)-adjacent, and if l2 = i2 < i
′
2 and l4 = i
′
4 < i4, then α
′
4 =
−(−)l2+l3α2;
(f) If λ and µ are (3, 4)-adjacent, and if l3 = i3 < i
′
3 and l4 = i
′
4 < i4, then α
′
4 =
−(−)l3α3.
3. Let λ = u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4] and λ
′ = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] ×
u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4] be a pair of distinct maximal atoms in Λ. If is = i
′
s and αs = −α
′
s
for some 1 ≤ s ≤ 4, then for every t ∈ {1, 2, 3, 4} \ {s}, there is a maximal atom
u1[l1, σ1] × u2[l2, σ2] × u3[l3, σ3]× u4[l4, σ4] in Λ such that ls > is = i
′
s, lt ≥ min{it, i
′
t}
and ur[lr, σr] ⊃ ur[ir, αr] ∩ ur[i
′
r, α
′
r] for all r ∈ {1, 2, 3, 4} \ {s, t}.
4. Let λ = u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4] and λ
′ = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] ×
u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4] be a pair of distinct maximal atoms in Λ. For 1 ≤ s < r < t ≤ 4,
if λ and λ′ are (s, t)-adjacent, and if is > i
′
s, min{ir, i
′
r} > 0 and i
′
t > it, then Λ
has a maximal atom u1[l1, σ1] × u2[l2, σ2] × u3[l3, σ3] × u4[l4, σ4] such that ls > i
′
1,
lr = min{ir, i
′
r} − 1, lt > it and lr¯ ≥ min{ir¯, i
′
r¯} for r¯ ∈ {1, 2, 3, 4} \ {r, s, t}.
Note 4.4.2. In condition 4, we have a similar relations for the signs σr, α
′
s and αt as that
in Note 2.4.2. For instance, if s = 1, r = 2 and t = 3, then we have σ2 = −(−)
i′1α′1 and
αt = −(−)
l2σ2.
In the last section, we have proved that the four conditions in this theorem are necessary
for pairwise molecular subcomplexes. We now prove the sufficiency. The proof is separated
into several lemmas.
Lemma 4.4.3. Let Λ be a subcomplex satisfying the four conditions in Theorem 4.4.1. Let
λ = u1[i1, α1] × u2[i2, α2]× u3[i3, α3]× u4[i4, α4] and µ = u1[j1, β1]× u2[j2, β2]× u3[j3, β3]×
u4[j4, β4] be maximal atoms in Λ. If is = js and αs = −βs for some 1 ≤ s ≤ 4, then there is
a maximal atom ν = u1[l1, σ1] × u2[l2, σ2] × u3[l3, σ3]× u4[l4, σ4] in Λ with ls > is = js such
that lt ≥ min{it, jt} and ut[lt, σt] ⊃ ut[it, αt] ∩ ut[jt, βt] for all t ∈ {1, 2, 3, 4} \ {s}.
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Proof. We first prove the lemma when λ and µ are adjacent. The arguments for various
cases are similar. We only give the proof for s = 1, i2 > j2 and i3 < j3.
If i4 = j4 and α4 = −β4, then we can get the required µ simply by applying condition 3
in Theorem 4.4.1. We now suppose that i4 6= j4 or that i4 = j4 and α4 = β4. In this case, we
have u4[i4, α4] ∩ u4[j4, β4] = u4[i4, α4] or u4[i4, α4] ∩ u4[j4, β4] = u4[j4, β4]. We may assume
that u4[i4, α4] ∩ u4[j4, β4] = u4[i4, α4]. According to condition 3 in Theorem 4.4.1, we can
get maximal atoms λ′ = u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]× u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4] such that i
′
1 > i1 = j1,
i′2 ≥ j2, u3[i3, α3] ⊂ u3[i
′
3, α
′
3] and u4[i4, α4] ⊂ u4[i
′
4, α
′
4]. Similarly, we can get maximal
atoms µ′ = u1[j
′
1, β
′
1] × u2[j
′
2, β
′
2] × u3[j
′
3, β
′
3] × u4[j
′
4, β
′
4] such that j
′
1 > i1 = j1, j
′
3 ≥ i3,
u2[j2, β2] ⊂ u2[j
′
2, β
′
2] and u4[i4, α4] ⊂ u4[j
′
4, β
′
4].
Now, suppose otherwise that Λ does not have a maximal atom ν = u1[l1, σ1]×u2[l2, σ2]×
u3[l3, σ3] × u4[l4, σ4] as required. Then i
′
2 = j2 and α
′
2 = −β2, and j
′
3 = i3 and β
′
3 = −α3.
By applying condition 3 in Theorem 4.4.1 to µ and λ′, it is easy to see that i′3 = i3; thus
α′3 = α3. Similarly, we have j
′
2 = j2 and β
′
2 = β2. By applying condition 3 in Theorem 4.4.1
to λ′ and µ′, we get a maximal atom ν ′′ = u1[l
′′
1 , σ
′′
1 ]× u2[l
′′
2 , σ
′′
2 ]× u3[l
′′
3 , σ
′′
3 ]× u4[l
′′
4 , σ
′′
4 ] such
that l′′1 ≥ min{i
′
1, j
′
1} > i1 = j1, l
′′
2 > i
′
2 = j
′
2 = j2, l
′′
3 ≥ i
′
3 = j
′
3 = i3, u4[l
′′
4 , σ
′′
4 ] ⊃ u4[i4, α4]. By
the hypothesis, we have l′′3 = i3 and σ
′′
3 = −α3. By applying condition 3 in Theorem 4.4.1 to
λ and ν ′′, we can get a maximal atom λ′′ = u1[i
′′
1, α
′′
1]×u2[i
′′
2, α
′′
2]×u3[i
′′
3, α
′′
3]×u4[i
′′
4, α
′′
4] such
that i′′1 ≥ i1 = j1, i
′′
2 ≥ min{i2, l
′′
2} > j2, i
′′
3 > i3 and i
′′
4 ≥ i4. This contradicts the adjacency
of λ and µ.
The other cases can be proved similarly.
Now we give the proof for the general case by induction.
1. Suppose that
∑4
r=1min{ir, jr} is maximal among the non-negative integers∑4
r=1min{i
′
r, j
′
r} with u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4] and u1[j
′
1, β
′
1]×u2[j
′
2, β
′
2]×
u3[j
′
3, β
′
3]×u4[j
′
4, β
′
4] running over all pairs of distinct maximal atoms in Λ. It is evident that
λ is adjacent to µ, hence the lemma holds for λ and µ.
2. Suppose that q ≥ 0 and the lemma holds for every pair of distinct maximal atoms
u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]× u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4] and u1[j
′
1, β
′
1]× u2[j
′
2, β
′
2]× u3[j
′
3, β
′
3]× u4[j
′
4, β
′
4]
with
∑4
r=1min{i
′
r, j
′
r} > q. Suppose also that
∑4
r=1min{ir, jr} = q.
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If λ and µ are adjacent, then the lemma holds by the first part of the proof.
Suppose that λ and µ are not adjacent. According to Theorem 4.3.4, there is a maximal
atom ν ′ = u1[l
′
1, σ
′
1]×u2[l
′
2, σ
′
2]×u3[l
′
3, σ
′
3]×u4[l
′
4, σ
′
4] with l
′
r ≥ min{ir, jr} for 1 ≤ r ≤ 4 such
that
4∑
r=1
min{ir, lr} >
4∑
r=1
min{ir, jr}
and
4∑
r=1
min{jr, lr} >
4∑
r=1
min{ir, jr}.
By possibly multiple applying the above argument, condition 3 in Theorem 4.4.1, and the
induction hypothesis, we can get either a maximal atom µ = u1[l1, σ1]×u2[l2, σ2]×u3[l3, σ3]×
u4[l4, σ4] as required, or a pair of maximal atoms λ
′ = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] × u3[i
′
3, α
′
3] ×
u4[i
′
4, α
′
4] and µ
′ = u1[j
′
1, β
′
1] × u2[j
′
2, β
′
2] × u3[j
′
3, β
′
3] × u4[j
′
4, β
′
4] with i
′
s = is = js = j
′
s and
α′s = −β
′
s such that min{it, jt} ≤ min{i
′
t, j
′
t} and ut[it, αt]∩ut[jt, βt] ⊂ ut[i
′
t, α
′
t]∩ut[j
′
t, β
′
t] for
all t ∈ {1, 2, 3, 4} \ {s}, and such that
∑4
r=1min{ir, jr} <
∑4
r=1min{i
′
r, j
′
r}. It follows from
the induction hypothesis that the lemma holds for λ and µ.
This completes the proof.
Note that the proof in Proposition 4.3.5 uses only the definition for projection maximal,
condition 1 for pairwise molecular subcomplexes and Lemma 4.3.1. By condition 1 and
condition 3 in Theorem 4.4.1, we have the following two propositions.
Proposition 4.4.4. Let Λ be subcomplex of u1×u2×u3×u4 satisfying the four conditions in
Theorem 4.4.1 and λ be a maximal atom in Λ. Let 1 ≤ r ≤ 4. Then λ is (ur, Ir)-projection
maximal if and only if F urIr (λ) is maximal in F
ur
Ir
(Λ).
Proposition 4.4.5. Let Λ be a subcomplex of u1×u2×u3×u4 satisfying the four conditions
in Theorem 4.4.1 and λ be a maximal atom in Λ. Let 1 ≤ s < t ≤ 4. Then λ is (us, ut; Is, It)-
projection maximal if and only if F us,utIs,It (λ) is maximal in F
us,ut
Is,It
(Λ).
Proposition 4.4.6. Let Λ be a subcomplex of u1×u2×u3×u4 satisfying the four conditions
in Theorem 4.4.1. Let I2 and I3 be fixed non-negative integers. Then
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1. Every maximal atom u1[i1, α1]× u2[i2, α2]× u3[i3, α3]× u4[i4, α4] in Λ with i2 = I2 and
i3 = I3 is (u2, u3; I2, I3)-projection maximal.
2. For every maximal atom u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4] with i2 ≥ I2
and i3 ≥ I3, there is a (u2, u3; I2, I3)-projection maximal atom u1[j1, β1] × u2[j2, β2] ×
u3[j3, β3]× u4[j4, β4] such that u1[i1, α1] ⊂ u1[j1, β1] and u4[i4, α4] ⊂ u4[j4, β4].
3. All (u2, u3; I2, I3)-projection maximal atoms , if exist, can be listed as λ
(1), · · · , λ(S) with
λ(s) = u1[i
(s)
1 , α
(s)
1 ]× u2[i
(s)
2 , α
(s)
2 ]× u3[i
(s)
3 , α
(s)
3 ]× u4[i
(s)
4 , α
(s)
4 ] such that i
(1)
1 ≥ · · · ≥ i
(S)
1
and i
(1)
4 ≤ · · · ≤ i
(S)
4 . Moreover, in this list, if 1 ≤ s < S, then i
(s)
1 = i
(s+1)
1 if and only
if i
(s)
4 = i
(s+1)
4 ; in this case, one must also have α
(s)
1 = α
(s+1)
1 and α
(s)
4 = α
(s+1)
4 .
4. For two consecutive (u2, u3; I2, I3)-projection maximal atoms λ
(s) and λ(s+1) in the above
list with i
(s)
1 > i
(s+1)
1 , one has min{i
(s)
2 , i
(s+1)
2 } = I2 and min{i
(s)
3 , i
(s+1)
3 } = I3.
Proof. Condition 1 follows from the definition of projection maximal and condition 1 in
Theorem 4.4.1.
To prove condition 2, suppose that λ = u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4]
is not (u2, u3; I2, I3)-projection maximal. Then there is a (u2, u3; I2, I3)-projection maxi-
mal atom λ′ = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] × u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4] such that i
′
1 ≥ i1 and i
′
4 ≥ i4.
If u1[i
′
1, α
′
1] ⊃ u1[i1, α1] and u4[i
′
4, α
′
4] ⊃ u4[i4, α4], then λ
′ is as required. Suppose that
u1[i
′
1, α
′
1] 6⊃ u1[i1, α1]. Then i
′
1 = i1 and α
′
1 = −α1. Moreover, we have i
′
4 > i4 by the
definition of (u2, u3; I2, I3)-projection maximal. Hence, by condition 3 in Theorem 4.4.1,
there is a maximal atom µ = u1[l1, σ1] × u2[l2, σ2] × u3[l3, σ3] × u4[l4, σ4] in Λ such that
l1 > i1 = i
′
1, l2 ≥ I2, l3 ≥ I3 and u4[l4, σ4] ⊃ u4[i
′
4, α
′
4]. If µ is (u2, u3; I2, I3)-projection
maximal, then µ can be taken as u1[j1, β1] × u2[j2, β2] × u3[j3, β3] × u4[j4, β4], as required.
If µ is not (u2, u3; I2, I3)-projection maximal, then one can get a (u2, u3; I2, I3)-projection
maximal atom µ as required by repeating the above argument for λ.
To prove condition 3, by the definition of (u2, u3; I2, I3)-projection maximal, it suffices
to show that Λ does not have (u2, u3; I2, I3)-projection maximal atoms λ = u1[i1, α1] ×
u2[i2, α2]×u3[i3, α3]×u4[i4, α4] and µ = u1[j1, β1]×u2[j2, β2]×u3[j3, β3]×u4[j4, β4] such that
i1 = j1 and α1 = −β1 or such that i4 = j4 and α4 = −β4. This follows easily from condition
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3 in Theorem 4.4.1.
Finally, condition 4 follows easily from condition 4 in Theorem 4.4.1.
This completes the proof.
Proposition 4.4.7. In a subcomplex Λ of u1 × u2 × u3 × u4 satisfying the four conditions
in Theorem 4.4.1, let the (u2, u3; I2, I3)-projection maximal atoms be listed as λ
(1), · · · , λ(S)
with λ(s) = u1[i
(s)
1 , α
(s)
1 ] × u2[i
(s)
2 , α
(s)
2 ] × u3[i
(s)
3 , α
(s)
3 ] × u4[i
(s)
4 , α
(s)
4 ] such that i
(1)
1 ≥ · · · ≥ i
(S)
1
and i
(1)
4 ≤ · · · ≤ i
(S)
4 , taking S = 0 if there are none. Then
1. F u2,u3I2,I3 (Λ) = u1[i
(1)
1 , α
(1)
1 ]× u
I2+I3
4 [i
(1)
4 , α
(1)
4 ] ∪ · · · ∪ u1[i
(S)
1 , α
(S)
1 ]× u
I2+I3
4 [i
(S)
4 , α
(S)
4 ].
2. F u2,u3I2,I3 (Λ) is a molecule in u1 × u
I2+I3
4 or the empty set.
Proof. The first part is a direct consequence of the definition for F u2,u3I2,I3 and conditions
2 and 3 in the above lemma. Note that a pair of consecutive (u2, u3; I2, I3)-projection
maximal atoms λ(s) and λ(s+1) with is1 > i
s+1
1 in the above lemma are (1,4)-adjacent and
min{i
(r)
2 , i
(r+1)
2 } = I2 and min{i
(r)
3 , i
(r+1)
3 } = I3. It follows from the sign conditions that
α
(r)
4 = −(−)
i
(r+1)
1 +I2+I3α
(r+1)
1 . This implies that F
u2,u3
I2,I3
(Λ) is a molecule in u1 × u
I2+I3
4 or the
empty set, as required.
We can similarly prove that F us,utIs,It (Λ) is a molecule or the empty set for every pair of s and
t with 1 ≤ s < t ≤ 4 in the corresponding products of three (twisted) infinite dimensional
globes.
Lemma 4.4.8. Let Λ be a subcomplex of u1× u2× u3× u4 satisfying the four conditions in
Theorem 4.4.1. Then F urIr (Λ) satisfies condition 1 for pairwise molecular subcomplexes.
Proof. The argument for various choices of r are similar. We only give the proof for r = 4.
Suppose otherwise that F u4I4 (Λ) does not satisfy condition 1 for pairwise molecular sub-
complexes. The there is a pair of maximal atoms λ = u1[i1, α1] × u2[i2, α2] × u3[i3, α3]
and λ′ = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] × u3[i
′
3, α
′
3] such that is ≤ i
′
s for all 1 ≤ s ≤ 3. Thus
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we have it = i
′
t and αt = −α
′
t for some 1 ≤ t ≤ 3. Hence there is a pair of (u4, I4)-
projection maximal atoms of the form µ = u1[i1, α1] × u2[i2, α2]× u3[i3, α3] × u4[i4, α4] and
µ′ = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] × u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4]. By condition 1 in Theorem 4.4.1, we ev-
idently have i4 > i
′
4 ≥ I4. It follows from condition 3 in Theorem 4.4.1 that there is a
maximal atom u1[l1, σ1]× u2[l2, σ2]× u3[l3, σ3]× u4[l4, σ4] such that ls ≥ is for all 1 ≤ s ≤ 3,
l4 ≥ i
′
4 ≥ I4 and lt > it. This contradicts that µ is (u4, I4)-projection maximal.
This completes the proof.
By the comment after Proposition 4.4.7 and Lemma 4.4.8, we have now completed the
proof for Theorem 4.4.1.
4.5 Sources and Targets of Pairwise Molecular Sub-
complexes
In this section, we study source and target operators dγp on pairwise molecular subcomplexes
in u1 × u2 × u3 × u4. We shall prove that d
γ
pΛ is pairwise molecular for every pairwise
molecular subcomplex Λ of u1 × u2 × u3 × u4.
Recall that dγpΛ is a union of interiors of atoms for every subcomplex Λ of u1×u2×u3×u4.
Hence the maps F urIr and F
us,ut
Is,It
are defined on dγpΛ.
We first show that dγpΛ is a subcomplex for a pairwise molecular subcomplex Λ. The
proof is separated into several Lemmas.
Lemma 4.5.1. Let Λ be a subcomplex of u1 × u2 × u3 × u4 and λ = u1[i1, α1]× u2[i2, α2]×
u3[i3, α3] × u4[i4, α4] be a p-dimensional atom in Λ with Int λ ⊂ d
γ
pΛ. If there is an atom
λ′ = u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]× u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4] in Λ with λ
′ ⊃ λ such that i′s > is for some
s, then αs = (−)
i1+···+is−1γ.
Proof. The proof is similar to that in 2.5.1.
Lemma 4.5.2. Let Λ be a pairwise molecular subcomplex of u1 × u2 × u3 × u4. Let λ =
u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4] be a p-dimensional atom with Int λ ⊂ d
γ
pΛ. For
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1 ≤ s ≤ 4, if there is a maximal atom λ′ = u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]× u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4] in Λ
with i′s > is such that i
′
r ≥ ir for all r ∈ {1, 2, 3, 4}, then αs = (−)
i1+···+is−1γ.
Proof. The arguments for various choices of s are similar. We only give the proof for s = 1.
Suppose that there is a maximal atom λ′ = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] × u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4]
such that i′1 > i1 and i
′
r ≥ ir for all r ∈ {2, 3, 4}. If λ
′ can be chosen such that λ ⊂ λ′, then
we have α1 = γ by Lemma 4.5.1 , as required. In the following proof, we may assume that
λ′ cannot be chosen such that λ ⊂ λ′ so that ut[i
′
t, α
′
t] = ut[it,−αt] for some t ∈ {2, 3, 4}.
Since Int λ ⊂ Λ, there is a maximal atom µ = u1[j1, β1] × u2[j2, β2] × u3[j3, β3] × u4[j4, β4]
such that λ ⊂ µ. By the assumption on the choice of λ′, we have u1[j1, β1] = u1[i1, α1]. By
applying Lemma 4.4.3, we may further assume that jt > it.
1. Suppose that λ′ and µ can be chosen such that min{i′r, jr} > ir for two value of r ∈
{2, 3, 4}. According to condition 4 in Theorem 4.4.1, we may suppose that min{i′r, jr} > ir
for r = 3 and r = 4, and that j2 > i2. Thus i
′
2 = i2 and α
′ = −α2. By Lemma 4.5.1, we have
α2 = (−)
iγ, and hence α′2 = −(−)
iγ. According to the assumption, it is easy to see that λ′
is (1, 2)-adjacent to µ. It follows easily that α1 = γ, as required.
2. Suppose that λ′ and µ cannot be chosen as in case 1. Suppose also that λ′ and µ
can be chosen such that min{i′r, jr} > ir for only one value of r ∈ {2, 3, 4}. According to
condition 4 in Theorem 4.4.1, we may suppose that min{i′4, j4} > i4, and that j2 > i2 or
j3 > i3. We may further suppose that j2 > i2 and i
′
2 = i2 and α
′
2 = −α2. Note that, in this
case, λ′ is (1, 2)-adjacent to µ. By an argument similar to that in case 1, we have α1 = γ, as
required.
3. Suppose that λ′ and µ cannot be chosen as in case 1 and case 2. Then λ′ is adjacent
to µ. By an argument similar to that in case 1, we have α1 = γ, as required.
This completes the proof.
Lemma 4.5.3. Let Λ be a pairwise molecular subcomplex of u1 × u2 × u3 × u4. Let λ =
u1[i1, α1]×u2[i2, α2]×u3[i3, α3]×u4[i4, α4] be a p−1 dimensional atom such that Int λ ⊂ d
γ
pΛ.
If there is a maximal atom λ′ = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] × u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4] in Λ with
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λ′ ⊃ λ such that i′s > is and i
′
t > it for some 1 ≤ s < t ≤ 4, then αs = (−)
i1+···+is−1γ or
αt = −(−)
i1+···+it−1γ.
Proof. The argument is similar to that in Lemma 2.5.3.
Proposition 4.5.4. Let Λ be a pairwise molecular subcomplex of u1 × u2 × u3 × u4. Let
λ = u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4] be a p − 1 dimensional atom such that
Int λ ⊂ dγpΛ. If there is a maximal atom λ
′ = u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]× u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4] in
Λ with i′s > is and i
′
t > it for some 1 ≤ s < t ≤ 4 such that ur[i
′
r, α
′
r] ⊃ ur[ir, αr] for at least
three values of r ∈ {1, 2, 3, 4}, then αs = (−)
i1+···+is−1γ or αt = −(−)
i1+···+it−1γ.
Proof. The arguments for various cases are similar. We give the proof for the following case.
Suppose that there is a maximal atom λ′ = u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4] in
Λ such that i′1 > i1, i
′
2 > i2, i
′
3 ≥ i3 and u4[i
′
4, α
′
4] ⊃ u4[i4, α4]. If λ
′ can be chosen such that
λ′ ⊃ λ, then we have α1 = γ or α2 = −(−)
i1γ, as required, by Lemma 4.5.3. In the following,
we assume that λ′ cannot be chosen such that λ′ ⊃ λ so that u3[i
′
3, α
′
3] = u3[i3,−α3]. Let
µ = u1[j1, β1] × u2[j2, β2] × u3[j3, β3] × u4[j4, β4] be a maximal atom in Λ such that λ ⊂ µ.
Then u1[j1, β1] = u1[i1, α1] or u2[j2, β2] = u2[i2, α2]. According to Lemma 4.4.3, we may
assume that j3 > i3. Now we consider three cases, as follows.
1. Suppose that µ cannot be chosen such that j1 > i1 or j2 > i2. We claim that
α′3 = −(−)
i1+i2α1 and α
′
3 = −(−)
i2α2.
Indeed, if λ′ and µ are (1, 3)-adjacent, then we have α′3 = −(−)
i1+i2α1 by sign conditions.
Suppose that λ′ and µ are not (1, 3)-adjacent. Then there is a maximal atom λ′′ = u1[i
′′
1, α
′′
1]×
u2[i
′′
2, α
′′
2] × u3[i
′′
3, α
′′
3] × u4[i
′′
4, α
′′
4] such that i
′′
1 > i1, i
′′
2 ≥ i2, i
′′
3 > i3 and i
′′
4 ≥ min{i
′
4, j4}.
According to the assumptions and Lemma 4.4.3, we can see that u4[i
′′
4, α
′′
4] = u4[i4,−α4]. It
follows easily from Lemma 4.4.3 that there is a maximal atom µ′ = u1[j
′
1, β
′
1] × u2[j
′
2, β
′
2] ×
u3[j
′
3, β
′
3] × u4[j
′
4, β
′
4] such that u1[j
′
1, β
′
1] = u1[i1, α1], u2[j
′
2, β
′
2] = u2[i2, α2], j
′
3 > i3 and
j′4 > i4. By applying Lemma 4.4.3 and the assumptions, we can also get a maximal atom
ν = u1[k1, ε1]× u2[k2, ε2]× u3[k3, ε3]× u4[k4, ε4] in Λ such that k1 > i1, k2 ≥ i2, u3[k3, ε3] =
u3[i
′
3, α
′
3] and k4 > i4. It is evident that ν and µ
′ are (1, 3)-adjacent. It follows from sign
conditions that α′3 = −(−)
i1+i2α1, as required. We can similarly show that α
′
3 = −(−)
i2α2.
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Now, if α′3 = −(−)
i1+i2γ, then α1 = γ, as required; if α3 = (−)
i1+i2γ, then α2 = −(−)
i1γ,
as required.
2. Suppose that µ can be chosen such that j1 > i1. Suppose also that α1 = −γ.
Then u2[j2, β2] = u2[i2, α2] by the assumptions. According to Lemma 4.5.3, we have α3 =
−(−)i1+i2γ, and hence α′3 = (−)
i1+i2γ. By Lemma 4.4.3, it is easy to see that λ′ and
µ can be chosen such that they are (2, 3)-adjacent. It follows from sign conditions that
α2 = β2 = −(−)
i1γ, as required.
3. Suppose that µ can be chosen such that j2 > i2 and that α2 = (−)
i1γ. Suppose also
that µ cannot be chosen such that j1 > i1. According to condition 4 in Theorem 4.4.1,
Lemma 4.4.3 and the assumptions, it is easy to see that λ′ and µ can be chosen such that
they are (1, 3)-adjacent and min{j2, i
′
2} = i+ 1. According to condition 4 in Theorem 4.4.1,
there is a maximal atom λ′′ = u1[i
′′
1, α
′′
1]× u2[i
′′
2, α
′′
2]× u3[i
′′
3, α
′′
3]× u4[i
′′
4, α
′′
4] such that i
′′
1 > i1,
j′′2 = j2, i
′′
3 > i3 and i
′′
4 ≥ min{i
′
4, j4} ≥ i4. Moreover, we have α
′
2 = −α2 = −(−)
i1γ by the
assumptions. According to Note 4.4.2, we have α′′2 = −(−)
j1β1 = −(−)
i1α1. This implies
that α1 = γ, as required.
This completes the proof.
Lemma 4.5.5. Let Λ be a pairwise molecular subcomplex of u1 × u2 × u3 × u4. Let λ =
u1[i1, α1]×u2[i2, α2]×u3[i3, α3]×u4[i4, α4] be a p−2 dimensional atom such that Int λ ⊂ d
γ
pΛ.
If there is a maximal atom λ′ = u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4] in Λ with λ
′ ⊃ λ
such that i′r > ir, i
′
s > is and i
′
t > it for some 1 ≤ r < s < t ≤ 4, then αr = (−)
i1+···+ir−1γ or
αs = −(−)
i1+···+is−1γ or αt = (−)
i1+···+it−1γ.
Proof. The argument is similar to that in Lemma 2.5.3.
Lemma 4.5.6. Let Λ be a pairwise molecular subcomplex of u1 × u2 × u3 × u4. Let λ =
u1[i1, α1]×u2[i2, α2]×u3[i3, α3]×u4[i4, α4] be a p−2 dimensional atom such that Int λ ⊂ d
γ
pΛ.
If there is a maximal atom λ′ = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] × u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4] in Λ such that
i′r > ir, i
′
s > is and i
′
t > it for some 1 ≤ r < s < t ≤ 4, and such that i
′
r¯ ≥ ir¯ for r¯ ∈
{1, 2, 3, 4}\{r, s, t}, then αr = (−)
i1+···+ir−1γ or αs = −(−)
i1+···+is−1γ or αt = (−)
i1+···+it−1γ.
Proof. The arguments for various choices of r, s and t are similar. We give the proof for
r = 1, s = 3 and t = 4.
Suppose that there is a maximal atom λ′ = u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4] such
that i′1 > i1, i
′
2 ≥ i2, i
′
3 > i3 and i
′
4 > i4. If λ
′ can be chosen such that u2[i
′
2, α
′
2] ⊃ u2[i2, α2],
then we have α1 = γ, α3 = −(−)
i1+i2γ or α4 = (−)
i1+i2+i3γ, as required, by Lemma 4.5.5.
In the following, we assume that λ′ cannot be chosen such that u2[i
′
2, α
′
2] ⊃ u2[i2, α2] so that
u2[i
′
2, α
′
2] = u2[i2,−α2]. Let µ = u1[j1, β1] × u2[j2, β2] × u3[j3, β3] × u4[j4, β4] be a maximal
atom in Λ such that µ ⊃ λ. According to Lemma 4.4.3, we can assume that j2 > i2. We
consider three cases, as follows.
1. Suppose that µ can be chosen such that there are exactly three value of r ∈ {1, 2, 3, 4}
such that jr > ir.
a. Suppose that µ can be chosen such that j2 > i2, j3 > i3 and j4 > i4. Then
u1[j1, β1] = u1[i1, α1] by the assumptions. We also have α2 = (−)
i1γ, α3 = −(−)
i1+i2γ
or α4 = (−)
i1+i2+i4γ by Lemma 4.5.5. If α3 = −(−)
i1+i2γ or α4 = (−)
i1+i2+i4γ, then α3 or
α4 is as required. If α2 = (−)
i1γ, then α′2 = −(−)
i1γ; moreover, it is easy to see that λ′ is
(1, 2)-adjacent to µ; it follows from sign conditions that α1 = β1 = γ, as required.
b. Suppose that µ can be chosen such that j1 > i1, j2 > i2 and j4 > i4. Then we can get
α1 = γ, α3 = −(−)
i1+i2γ or α4 = (−)
i1+i2+i4γ, as required, by similar arguments as in case
a.
c. Suppose that µ can be chosen such that j1 > i1, j2 > i2 and j3 > i3. Suppose also that
µ cannot be chosen such that j1 > i1, j2 > i2 and j4 > i4. According to the assumptions, it
is easy to see that λ′ and µ are (2, 4)-adjacent and min{i′3, j3} = i3 + 1. By condition 4 in
Theorem 4.4.1, there is a maximal atom λ′′ = u1[i
′′
1, α
′′
1] × u2[i
′′
2, α
′′
2] × u3[i
′′
3, α
′′
3] × u4[i
′′
4, α
′′
4]
in Λ such that i′′1 > i, i
′′
2 > i2, i
′′
3 = i3 and i
′′
4 > i4. According to the assumptions, we
have α′′3 = −α3. Now, if α3 = −(−)
i1+i2γ, then it is as required. If α3 = (−)
i1+i2γ, then
α′′3 = −(−)
i1+i2γ; therefore we have α4 = (−)
i1+i2+i3γ by Note 4.4.2, as required.
2. Suppose that µ cannot be chosen such that there are three value of r ∈ {1, 2, 3, 4}
such that jr > ir. Suppose also that µ can be chosen such that there are two value of
r ∈ {1, 2, 3, 4} such that jr > ir.
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a. Suppose that µ can be chosen such that j1 > i1 and j2 > i2. Then we have u3[j3, β3] =
u3[i3, α3] and u4[j4, β4] = u4[i4, α4] by the assumptions. Moreover, by Lemma 4.4.3 and the
assumptions, we can see that λ′ is both (2, 3)-adjacent and (2, 4)-adjacent to µ. It follows
easily that α3 = −(−)
i1+i2γ or α4 = (−)
i1+i2+i3γ, as required.
b. Suppose that µ can be chosen such that j2 > i2 and j4 > i4. We can get α1 = γ or
α3 = −(−)
i1+i2γ by similar arguments as that in case a.
c. Suppose that µ can be chosen such that j2 > i2 and j3 > i3. Then we have u1[j1, β1] =
u1[i1, α1] and u4[j4, β4] = u4[i4, α4] by the assumptions. According to condition 4 in Theorem
4.4.1, Lemma 4.4.3 and the assumptions, it is easy to see that λ′ is both (1, 2)-adjacent and
(2, 4)-adjacent to µ, and that min{i′3, j3} = i3+1. It follows easily from sign conditions that
α1 = γ or α4 = (−)
i1+i2+i3γ, as required.
3. There remains the case that µ cannot be chosen such that j1 > i1 or j3 > i3 or
j4 > i4. In this case, we have ur[jr, βr] = ur[ir, αr] for all r ∈ {1, 3, 4}. By Lemma 4.4.3,
it is easy to see that λ′ and µ are adjacent. It follows from sign conditions that α1 = γ or
α3 = −(−)
i1+i2γ or α4 = (−)
i1+i2+i3γ, as required.
This completes the proof.
Proposition 4.5.7. Let Λ be a pairwise molecular subcomplex of u1 × u2 × u3 × u4. Then
dγpΛ is a subcomplex.
Proof. We have already seen that dγpΛ is a union of interiors of atoms. By Lemma 2.5.5, it
suffices to prove that for every atom λ with Int λ ⊂ dγpΛ and every atom λ1 with λ1 ⊂ λ, one
has Int λ1 ⊂ d
γ
pΛ. It is evident that there is a sequence λ ⊃ λ
1
1 ⊃ λ
2
1 ⊃ · · · ⊃ λ1 such that
the difference of the dimensions of any pair of consecutive atoms is 1. We may assume that
dimλ1 = dimλ− 1.
Let λ = u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4]. Since Int λ ⊂ d
γ
pΛ ⊂ Λ and Λ
is a subcomplex, we have λ1 ⊂ λ ⊂ Λ and dimλ1 ≤ dim λ ≤ p. Suppose that µ =
u1[l1, σ1] × u2[l2, σ2] × u3[l3, σ3] × u4[l4, σ4] is an atom with dimµ = p + 1 and λ1 ⊂ µ ⊂ Λ.
We must prove λ1 ⊂ d
γ
pµ.
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If λ ⊂ µ, then λ1 ⊂ λ ⊂ d
γ
pµ since λ ⊂ d
γ
pΛ. If ls > is + 1 for some s, then ls > i
1
s + 1
for some s; hence we also have λ1 ⊂ d
γ
pµ by the formation of d
γ
pµ. In the following, we may
further assume that λ 6⊂ µ and that ls ≤ is + 1 for every s. Thus ut[it, αt] 6⊂ ut[lt, σt] for
some t, and hence ut[lt, σt] = ut[it,−αt] or ut[lt, σt] = ut[it−1, α˜t]; moreover, we can see that
us[is, αs] ⊂ us[ls, σs] for every s with s 6= t. Note that dimµ = p+ 1 and dimλ ≤ p, we now
have 5 cases, as follows.
1. Suppose that ut[lt, σt] = ut[it,−αt] for some t and ls = is + 1 for only one value of s.
The proofs for different choices of t and the one value for s are similar. We give the proof
only for the case l1 = i1 + 1 and u2[l2, σ2] = u2[i2,−α2]. In this case, we can see that λ1 is
of the form λ1 = u1[i1, α1] × u2[i2 − 1, α˜2] × u3[i3, α3] × u4[i4, α4]; we also have dimλ = p.
According to Proposition 4.5.2, we have α1 = γ. This implies that λ1 ⊂ d
γ
pµ, as required, by
Lemma 2.1.2.
2. Suppose that lt = it − 1 and ls = is + 1 for only two values of s. The proofs for
different choices of t and the two values for s are similar. We give the proof only for the
case l2 = i2 − 1, l1 = i1 + 1 and l3 = i3 + 1. In this case, we can see that λ1 is of the
form λ1 = u1[i1, α1] × u2[i2 − 1, σ2] × u3[i3, α3] × u4[i4, α4]; we also have dimλ = p and
u4[l4, σ4] = u4[i4, α4]. To get λ1 ⊂ d
γ
pµ, it suffices to prove that α1 = γ or α3 = (−)
i1+i2γ by
Lemma 2.1.2.
Let λ′ = u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]× u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4] be a maximal atom in Λ such that
λ ⊂ λ′. Let µ′ = u1[l
′
1, σ
′
1] × u2[l
′
2, σ
′
2] × u3[l
′
3, σ
′
3] × u4[l
′
4, σ
′
4] be a maximal atom in Λ such
that µ ⊂ µ′. If λ′ can be chosen such that i′1 > i1 or i
′
3 > i3, then we have α1 = γ
or α3 = (−)
i1+i2γ by Lemma 4.5.1 which implies that λ1 ⊂ d
γ
pµ, as required. If there
is a maximal atom µ′′ = u1[l
′′
1 , σ
′′
1 ] × u2[l
′′
2 , σ
′′
2 ] × u3[l
′′
3 , σ
′′
3 ] × u4[l
′′
4 , σ
′′
4 ] with l
′′
r ≥ ir for all
r ∈ {1, 2, 3, 4} such that l′′1 > i1 or l
′′
3 > i3, then, by Proposition 4.5.2, we have α1 = γ or
α3 = (−)
i1+i2γ which implies that λ1 ⊂ d
γ
pµ, as required.
Now suppose that λ′ cannot be chosen such that i′1 > i1 or i
′
3 > i3. Suppose also that
there is no maximal atom µ′′ = u1[l
′′
1 , σ
′′
1 ]×u2[l
′′
2 , σ
′′
2 ]×u3[l
′′
3 , σ
′′
3 ]×u4[l
′′
4 , σ
′′
4 ] with l
′′
r ≥ ir for all
r ∈ {1, 2, 3, 4} such that l′′1 > i1 or l
′′
3 > i3. Then u1[i
′
1, α
′
1] = u1[i1, α1], u3[i
′
3, α
′
3] = u3[i3, α3]
and u2[l
′
2, σ
′
2] = u2[l2, σ2] = u2[i2−1, α˜2]. It is easy to see that λ
′ is both (1, 2)-adjacent to µ′
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and (2, 3)-adjacent to µ′. If σ2 = −(−)
i1γ, then we can see that α1 = γ by sign conditions;
if σ2 = (−)
i1γ, then we can see that α3 = (−)
i1+i2γ by sign conditions. These imply that
λ1 ⊂ d
γ
pµ, as required.
3. Suppose that ut[lt, σt] = ut[it,−αt] for some t and ls = is + 1 for only 2 value of s.
The proofs for different choices of t and the 2 values for s are similar. We give the proof
only for the case u2[l2, σ2] = u2[i2,−α2], l1 = i1 + 1 and l3 = i3 + 1. In this case, we can
see that λ1 is of the form λ1 = u1[i1, α1]× u2[i2 − 1, α˜2]× u3[i3, α3]× u4[i4, α4]; we also have
dimλ = p − 1. According to Proposition 4.5.4, we have α1 = γ or α3 = −(−)
i1+i2γ. This
implies that λ1 ⊂ d
γ
pµ, as required, by Lemma 4.1.1.
4. Suppose that lt = it − 1 and ls = is + 1 for the other three values of s. The proofs for
different choices of t are similar. We give the proof only for the case u2[l2, σ2] = u2[i2−1, α˜2],
l1 = i1 + 1, l3 = i3 + 1 and l4 = l4 + 1. In this case, we can see that λ1 is of the form
λ1 = u1[i1, α1] × u2[i2 − 1, σ2] × u3[i3, α3] × u4[i4, α4]; we also have dimλ = p − 1. To get
λ1 ⊂ d
γ
pµ, it suffices to prove that α1 = γ or α3 = (−)
i1+i2γ or α4 = −(−)
i1+i2+i3γ by Lemma
4.1.1.
Let µ′ = u1[l
′
1, σ
′
1] × u2[l
′
2, σ
′
2] × u3[l
′
3, σ
′
3] × u4[l
′
4, σ
′
4] be a maximal atom in Λ such that
µ ⊂ µ′. Let λ′ = u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4] be a maximal atom in Λ such that
λ ⊂ λ′. If µ′ can be chosen such that l′2 ≥ i2, then we have α1 = γ or α4 = −(−)
i1+i2+i3γ, as
required, by Lemma 4.5.4. In the following proof, we may assume that µ′ cannot be chosen
such that l′2 ≥ i2. Now there are two cases, as follows.
a. Suppose that λ′ can be chosen such that there are exactly two values of s ∈ {1, 3, 4}
such that i′s > is. If λ
′ can be chosen such that i′1 > i1 and i
′
4 > i4, or such that i
′
3 > i3
and i′4 > i4. Then it is easy to see that α1 = γ or α3 = (−)
i1+i2γ or α4 = −(−)
i1+i2+i3γ, as
required, by Proposition 4.5.4. Suppose that λ′ can be chosen such that i′1 > i1 and i
′
3 > i3.
Suppose also that α1 = −γ. By the assumptions, we have u4[i
′
4, α
′
4] = u4[i4, α4]. According
to Proposition 4.5.4, we also have α3 = −(−)
i1+i2γ. By the assumptions and condition 4
in Theorem 4.4.1, it is easy to see that λ′ is (2, 4)-adjacent to µ′ and min{i′3, l
′
3} = i3 + 1.
According to condition 4 in Theorem 4.4.1, there exists a maximal atom ν = u1[j1, β1] ×
u2[j2, β2]× u3[j3, β3]× u4[j4, β4] such that j1 > i1, j2 ≥ i2, j3 ≥ i3 and j4 > i4. If u3[j3, β3] ⊃
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u3[i3, α3], then it is easy to see that α4 = −(−)
i1+i2+i3γ, as required, by Proposition 4.5.4. If
j3 = i3 and β3 = −α3 = (−)
i1+i2γ, then, by Note 4.4.2, we also have α4 = α
′
4 = −(−)
j3β3 =
−(−)i1+i2+i3γ, as required.
b. Suppose that λ′ cannot be chosen such that there are two values of s ∈ {1, 3, 4} such
that i′s > is. By our assumptions, it is easy to see that i
′
s > is for at most one value of
s ∈ {1, 3, 4}.
Suppose that λ′ can be chosen such that i′1 > i1. Then u3[i
′
3, α
′
3] = u3[i3, α3] and
u4[i
′
4, α
′
4] = u4[i4, α4] by the assumptions. It is also easy to see that µ
′ is both (2, 3)-adjacent
and (2, 4)-adjacent to λ′. It follows easily that α3 = (−)
i1+i2γ (when σ2 = (−)
i1+i2γ) or
α4 = −(−)
i1+i2+i3γ (when σ2 = −(−)
i1+i2γ), as required.
Suppose that λ′ can be chosen such that i′4 > i4 or λ
′ = λ. By arguments similar to
that in the last paragraph, we can get α1 = γ or α3 = (−)
i1+i2γ or α4 = −(−)
i1+i2+i3γ, as
required.
Suppose that λ′ can be chosen such that i′3 > i3. According to the assumptions and
condition 3 in Theorem 4.4.1, it is easy to see that λ′ and µ′ are both (1, 2)-adjacent and
(2, 4)-adjacent. By condition 3 in Theorem 4.4.1 again, we can also get min{i′3, l
′
3} = i3 + 1.
It follows easily that α1 = γ (when σ2 = −(−)
i1+i2γ) or α4 = −(−)
i1+i2+i3γ (when σ2 =
(−)i1+i2γ), as required.
5. Suppose that ut[lt, σt] = ut[it,−αt] for some t and ls = is + 1 for 3 values of s. The
proofs for different choices of t and the 3 values for s are similar. We give the proof only for
the case u2[l2, σ2] = u2[i2,−α2], l1 = i1 + 1 and l3 = i3 + 1 and l4 = i4 + 1. In this case, we
can see that λ1 is of the form λ1 = u1[i1, α1]× u2[i2 − 1, α˜2]× u3[i3, α3]× u4[i4, α4]; we also
have dimλ = p− 2. According to Proposition 4.5.4, we have α1 = γ or α3 = −(−)
i1+i2γ or
α4 = (−)
i1+i2+i3γ. This implies that λ1 ⊂ d
γ
pµ, as required, by Lemma 2.1.2.
This completes the proof.
Proposition 4.5.8. Let Λ be a pairwise molecular subcomplex of u1 × u2 × u3 × u4. For
1 ≤ s ≤ 4, if p ≥ Is and F
us
Is
(Λ) 6= ∅, then F usIs (d
γ
pΛ) = d
γ
p−Is
F usIs (Λ).
Proof. The arguments for various choices of s are similar. We give the proof for s = 2.
We first prove that dγp−I2F
u2
I2
(Λ) ⊂ F u2I2 (d
γ
pΛ).
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Let u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4] be a maximal atom in d
γ
p−I2
F u2I2 (Λ). We must show
that u1[i1, α1]×u
I2
3 [i3, α3]×u
I2
4 [i4, α4] ⊂ F
u2
I2
(dγpΛ). Since u1[i1, α1]×u
I2
3 [i3, α3]×u
I2
4 [i4, α4] ⊂
d
γ
p−I2
F u2I2 (Λ) ⊂ F
u2
I2
(Λ), we can see that u1[i1, α1]× u2[I2, α2]× u3[i3, α3]× u4[i4, α4] ⊂ Λ for
some sign α2. We now consider three cases, as follows.
1. Suppose that dim(u1[i1, α1] × u
I2
3 [i3, α3] × u
I2
4 [i4, α4]) < p − I2, then u1[i1, α1] ×
uI23 [i3, α3] × u
I2
4 [i4, α4] is a maximal atom in F
u2
I2
(Λ). We claim that u1[i1, α1] × u2[I2, α2] ×
u3[i3, α3]×u4[i4, α4] ⊂ d
γ
pΛ. Firstly, it is evident that dim(u1[i1, α1]×u2[I2, α2]×u3[i3, α3]×
u4[i4, α4]) < p. Moreover, suppose that there is a maximal atom u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] ×
u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4] in Λ such that u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4] ⊃ u1[i1, α1]×
u2[I2, α2] × u3[i3, α3] × u4[i4, α4]. Then it is evident that ur[i
′
r, α
′
r] = ur[ir, αr] for all
r ∈ {1, 3, 4}. According to Lemma 4.1.1, we have u1[i1, α1]×u2[I2, α2]×u3[i3, α3]×u4[i4, α4] ⊂
dγp(u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] × u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4]). It follows easily from Lemma 1.2.11 that
u1[i1, α1]×u2[I2, α2]×u3[i3, α3]×u4[i4, α4] ⊂ d
γ
pΛ. Hence u1[i1, α1]×u
I2
3 [i3, α3]×u
I2
4 [i4, α4] ⊂
F u2I2 (d
γ
pΛ).
2. Suppose that dim(u1[i1, α1]×u
I2
3 [i3, α3]×u
I2
4 [i4, α4]) = p−I2. Suppose also that α2 can
be chosen such that α2 = (−)
i1γ. We claim that u1[i1, α1]×u2[I2, α2]×u3[i3, α3]×u4[i4, α4] ⊂
dγpΛ. Indeed, it is evident that dim(u1[i1, α1]×u2[I2, α2]×u3[i3, α3]×u4[i4, α4]) = p. Moreover,
suppose that there is a maximal atom u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]× u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4] in Λ such
that u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4] ⊃ u1[i1, α1]×u2[I2, α2]×u3[i3, α3]×u4[i4, α4].
Then u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4] ⊂ u1[i
′
1, α
′
1]× u
I2
3 [i
′
3, α
′
3]× u
I2
4 [i
′
4, α
′
4] ⊂ F
u2
I2
(Λ). Thus
u1[i1, α1]×u
I2
3 [i3, α3]×u
I2
4 [i4, α4] ⊂ d
γ
p−I2
(u1[i
′
1, α
′
1]×u
I2
3 [i
′
3, α
′
3]×u
I2
4 [i
′
4, α
′
4]) by Lemma 1.2.11.
It follows easily from Lemma 2.1.2 and 4.1.1 that u1[i1, α1]×u2[I2, α2]×u3[i3, α3]×u4[i4, α4] ⊂
dγp(u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×u3[i
′
3, α
′
3]×u4[i
′
4, α
′
4]). Therefore u1[i1, α1]×u2[I2, α2]×u3[i3, α3]×
u4[i4, α4] ⊂ d
γ
pΛ, and hence u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4] ⊂ F
u2
I2
(dγpΛ), as required.
3. Suppose that dim(u1[i1, α1] × u
I2
3 [i3, α3] × u
I2
4 [i4, α4]) = p − I2. Suppose also that
α2 cannot be chosen such that α2 = (−)
i1γ. Then i′2 = I2 and α
′
2 = α2 = −(−)
i1γ. By
arguments similar to those in case 2, it is easy to see that u1[i1, α1]× u2[I2, α2]× u3[i3, α3]×
u4[i4, α4] ⊂ d
γ
pΛ. Therefore u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4] ⊂ F
u2
I2
(dγpΛ), as required.
This completes the proof that dγp−I2F
u2
I2
(Λ) ⊂ F u2I2 (d
γ
pΛ).
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Conversely, let λ = u1[i1, α1] × u
I2
3 [i3, α3] × u
I2
4 [i4, α4] be an atom in u1 × u
I2
3 × u
I2
4 such
that Int λ ⊂ F u2I2 (d
γ
pΛ). We must show that Int λ ⊂ d
γ
p−I2
F u2I2 (Λ).
It is easy to see that there is an atom u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4] in Λ
such that Int(u1[i1, α1]× u2[i2, α2]× u3[i3, α3]× u4[i4, α4]) ⊂ d
γ
pΛ and i2 ≥ I2. Since d
γ
pΛ is a
subcomplex of u1×u2×u3×u4, we can see that u1[i1, α1]×u2[I2, α
′
2]×u3[i3, α3]×u4[i4, α4] ⊂
dγpΛ for some sign α
′
2. It follows that dim(u1[i1, α1]×u
I2
3 [i3, α3]×u
I2
4 [i4, α4]) ≤ p−I2. Clearly,
we have λ ⊂ F u2I2 (Λ). To prove that Int λ ⊂ d
γ
p−I2
F u2I2 (Λ), it suffices to verify the second
condition in the Lemma 1.2.11. Let µ = u1[l1, σ1] × u
I2
3 [l3, σ3] × u
I2
4 [i4, σ4] be an atom in
F u2I2 (Λ) such that λ ⊂ µ and dim µ = p − I2 + 1. We must prove that λ ⊂ d
γ
p−I2
µ. It is
evident that u1[l1, σ1]× u2[I2, σ
′
2]× u3[l3, σ3]× u4[l4, σ4] ⊂ Λ for some sign σ
′
2. If l1 > i1 + 1,
l3 > i3 + 1 or l4 > i4 + 1, then it is evident that λ ⊂ d
γ
pµ, as required. In the following
prove, we may assume that l1 ≤ i1 + 1, l3 ≤ i3 + 1 and l4 ≤ i4 + 1 so that dimλ = p− I2 or
dimλ = p− I2 − 1 or dimλ = p− I2 − 2. Now there are various cases, as follows.
Suppose that α′2 and σ
′
2 can be chosen such that α
′
2 = σ
′
2. Then u1[i1, α1] × v[I2, α
′
2] ×
u3[i3, α3] × u4[i4, α4] ⊂ d
γ
pΛ ∩ (u1[l1, σ1] × u2[I2, σ
′
2] × u3[l3, σ3] × u4[l4, σ4]) ⊂ d
γ
p(u1[l1, σ1] ×
u2[I2, σ
′
2]× u3[l3, σ3]× u4[l4, σ4]). It follows easily from Lemma 4.1.1 and Lemma 2.1.2 that
λ ⊂ dγp−I2µ, as required.
Suppose that α′2 and σ
′
2 cannot be chosen such that α
′
2 = σ
′
2. Suppose also that I2 > 0.
Since dγpΛ is a subcomplex, we know that u1[i1, α1]×u2[I2−1,±]×u3[i3, α3]×u4[i4, α4] ⊂ d
γ
pΛ.
This implies that u1[i1, α1]×u2[I2− 1,±]×u3[i3, α3]×u4[i4, α4] ⊂ d
γ
p(u1[l1, σ1]×u2[I2, σ
′
2]×
u3[l3, σ3] × u4[l4, σ4]). Hence u1[i1, α1] × u2[I2, σ
′
2] × u3[i3, α3] × u4[i4, α4] ⊂ d
γ
p(u1[l1, σ1] ×
u2[I2, σ
′
2]× u3[l3, σ3]× u4[l4, σ4]). It follows easily from Lemma 2.1.2 and Lemma 4.1.1 that
λ ⊂ dγp−I2µ, as required.
There remains the case that J = 0 and α′2 and τ
′ cannot be chosen such that α′2 = σ
′
2.
By arguments similar to those in cases 1, 3 and 5 in the proof of Proposition 2.5.6, we can
get λ ⊂ dγp−I2µ, as required.
This completes the proof.
Lemma 4.5.9. Let Λ be a pairwise molecular subcomplex. Then dγpΛ satisfies condition 1
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for pairwise molecular subcomplexes.
Proof. Let λ = u1[i1, α1]× u2[i2, α2]× u3[i3, α3]× u4[i4, α4] and λ
′ = u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]×
u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4] be a pair of maximal atom in d
γ
pΛ with is ≤ i
′
s for every value of s.
We must prove that λ = λ′. Suppose that dim λ < p or dimλ′ < p. Then it is easy to
see that λ is a maximal atom in Λ when dimλ < p and λ′ is a maximal atom in Λ when
dimλ′ < p. According to condition 1 for Λ, we can see that λ = λ′, as required. In the
following argument, we may assume that dimλ = p and dimλ = p so that is = i
′
s for every
value of s.
Now suppose otherwise that λ 6= λ′. Then ut[i
′
t, α
′
t] = ut[it,−αt] for some t. Let r be such
that r 6= t. By Proposition 4.5.8, we have F urir (λ) ⊂ F
ur
ir
(dγpΛ) = d
γ
p−ir
F urir (Λ) and similarly
F urir (λ
′) ⊂ dγp−irF
ur
ir
(Λ). Since dimF urir (λ) = dimF
ur
ir
(λ′) = p − ir and dim d
γ
p−irF
ur
ir
(Λ) ≤
p− ir, we can see that F
ur
ir
(λ) and F urir (λ
′) are maximal atoms in the molecule dγp−irF
ur
ir
(Λ).
It follows from condition 1 for dγp−irF
ur
ir
(Λ) that F urir (λ) = F
ur
ir
(λ′). This contradicts the
hypothesis that ut[i
′
t, α
′
t] = ut[it,−αt].
This completes the proof.
Proposition 4.5.10. Let Λ be a pairwise molecular subcomplex. Then so is dγpΛ.
Proof. We have shown in the last Lemma that dγpΛ satisfies condition 1 for pairwise molecular
subcomplexes. Moreover, by Proposition 4.5.8, we have F usIs (d
γ
pΛ) = d
γ
p−Is
F usIs (Λ) for all
values of s ∈ {1, 2, 3, 4} and all Is with Is ≤ p. Since F
us
Is
(Λ) is a molecule or empty set for
every value of s and every Is, we can see that F
us
Is
(dγpΛ) is a molecule or empty set for every
value of s and every Is. It follows from the definition that d
γ
pΛ is pairwise molecular.
This completes the proof.
Theorem 4.5.11. Let Λ be a pairwise molecular subcomplex. Then the dimension of every
maximal atom in dγpΛ is not greater than p. Moreover, an atom of dimension less than p
is a maximal atom in dγpΛ if and only if it is a maximal atom in Λ; an atom u1[i1, α1] ×
u2[i2, α2]×u3[i3, α3]×u4[i4, α4] of dimension p is a maximal atom in d
γ
pΛ if and only if there
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is a maximal atom u1[k1, ε1] × u2[k2, ε2] × u3[k3, ε3] × u4[k4, ε4] in Λ such that ks ≥ is for
1 ≤ s ≤ 4, and the signs αs (1 ≤ s ≤ 4) satisfy the following conditions: if u1[k1, ε1] ×
u2[k2, ε2] × u3[k3, ε3] × u4[k4, ε4] can be chosen such that ks > is and kr ≥ ir for 1 ≤ r ≤ 4,
then αs = (−)
i1+···+is−1γ; otherwies αs = εs.
Note 4.5.12. It follows easily from condition 3 in Theorem 4.4.1 that αs are well defined
for all 1 ≤ s ≤ 4.
Proof. By the definition of dγpΛ, it is evident that the dimension of every maximal atom in
dγpΛ is not greater than p.
Let Λ1 be the subcomplex of u1 × u2 × u3 × u4 as described in this theorem. It is easy
to see that Λ1 satisfies condition 1 for pairwise molecular subcomplexes. By Lemma 4.1.7,
it suffices to prove that F usIs (Λ1) = F
us
Is
(dγpΛ) for all Is and all 1 ≤ s ≤ 4. The arguments for
different choices of s are similar. We now give the proof for F u2I2 (Λ1) = F
u2
I2
(dγpΛ). If I2 > p,
then it is easy to see that F u2I2 (Λ1) = ∅ = F
u2
I2
(dγpΛ), as required. In the remaining proof, we
may assume that I2 ≤ p. We have known that F
u2
I2
(dγpΛ) = d
γ
p−I2
F u2I2 (Λ). We need only to
prove that F u2I2 (Λ1) = d
γ
p−I2
F u2I2 (Λ).
By the definition of F u2I2 , it is easy to see that F
u2
I2
(Λ1) and d
γ
p−I2
F (Λ) are subcomplexes
of u1 × u
I2
3 × u
I2
4 . We are going to prove that F
u2
I2
(Λ1) and d
γ
p−I2
F u2I2 (Λ) consists of the same
maximal atoms so that they are equal.
We first prove every maximal atom in F u2I2 (Λ1) is a maximal atom in d
γ
p−I2
F u2I2 (Λ).
Let µ = u1[i1, α1]×u
I2
3 [i3, α3]×u
I2
4 [i4, α4] be a maximal atom in F
u2
I2
(Λ1). Then Λ1 has a
(u2, I2)-projection maximal atom λ of the form λ = u1[i1, α1]×u2[i2, α2]×u3[i3, α3]×u4[i4, α4]
with i2 ≥ I2. Hence Λ has a maximal atom λ
′ = u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]× u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4]
with is ≤ i
′
s for all 1 ≤ s ≤ 4.
Suppose that i2 = I2 and dimλ = p. Since u1[i
′
1, α
′
1]× u
I2
3 [i
′
3, α
′
3]× u
I2
4 [i
′
4, α
′
4] is a atom in
F u2I2 (Λ) and i1+ i3 + i4 = p− I2, we know that d
γ
p−I2
F u2I2 (Λ) has a maximal atom of the form
u1[i1, α
′′
1]×u
I2
3 [i3, α
′′
3]×u
I2
4 [i4, α
′′
4]. Moreover, we can see that for a fixed t ∈ {1, 3, 4} there is a
maximal atom u1[j1, β1]×u2[j2, β2]×u3[j3, β3]×u4[j4, β4] in Λ with is ≤ js for all s ∈ {1, 3, 4}
such that it < jt if and only if there is a maximal atom u1[j1, β1] × u
I2
3 [j2, β3] × u
I2
4 [j4, β4]
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in F u2I2 (Λ) with is ≤ js for all s ∈ {1, 3, 4} such that it < jt. It follows that from Theorem
2.5.12 that αs = α
′′
s for all s ∈ {1, 3, 4}, thus µ is a maximal atom in d
γ
p−I2
F (Λ).
Suppose that i2 = I2 and dimλ < p. Then λ is also a maximal atom in Λ. Therefore
µ = F u2I2 (λ) is a maximal atom in F
u2
I2
(Λ). Since i1 + i3 + i4 < p − I2, we know that µ is a
maximal atom in dγp−I2F (Λ).
There remains the case that i2 > I2. In this case, there is no maximal atom u1[j1, β1]×
u2[j2, β2] × u3[j3, β3] × u4[j4, β4] in Λ with js ≥ is for all s ∈ {1, 3, 4} such that js > is for
some s ∈ {1, 3, 4}. So is = i
′
s and αs = α
′
s for all s ∈ {1, 3, 4}. On the other hand, since
µ = u1[i1, α1]× u
I2
3 [i3, α3]× u
I2
4 [i4, α4] = u1[i
′
1, α
′
1]× u
I2
3 [i
′
3, α
′
3]× u
I2
4 [i
′
4, α
′
4] = F
u2
I2
(λ′), we can
see that µ is a maximal atom in F u2I2 (Λ). Because dimµ = i
′
1 + i
′
3 + i
′
4 < p − I2, it follows
from Theorem 2.5.12 that µ is a maximal atom in dγp−I2F
u2
I2
(Λ).
This shows that every maximal atom in F u2I2 (Λ1) is a maximal atom in d
γ
p−I2
F u2I2 (Λ).
We next prove that every maximal atom in dγp−I2F
u2
I2
(Λ) is a maximal atom in F u2I2 (Λ1).
Let µ = u1[i1, α1] × u
I2
3 [i3, α3] × u
I2
4 [i4, α4] be a maximal atom in d
γ
p−I2
F u2I2 (Λ). Then
F u2I2 (Λ) has a maximal atom µ
′ = u1[i
′
1, α
′
1] × u
I2
3 [i
′
3, α
′
3] × u
I2
4 [i
′
4, α
′
4] with is ≤ i
′
s for all
s ∈ {1, 2, 3}. Therefore Λ has a (u2, I2)-projection maximal atom λ
′ of the form λ′ =
u1[i
′
1, α
′
1]× u2[i
′
2, α
′
2]× u3[i
′
3, α
′
3]× u4[i
′
4, α
′
4].
Suppose that i1 + i3 + i4 = p − I2. Then Λ1 has a (u2, I2)-projection maximal atom
of the form λ = u1[i1, α
′′
1] × u2[i2, α
′′
2] × u3[i3, α
′′
3] × u4[i4, α
′′
4]. It is easy to see that for a
fixed t ∈ {1, 3, 4} there is a maximal atom u1[j1, β1]× u2[j2, β2]× u3[j3, β3]× u4[j4, β4] in Λ
with is ≤ js for all s ∈ {1, 3, 4} such that it < jt if and only if there is a maximal atom
u1[j1, β1]×u
I2
3 [j2, β3]×u
I2
4 [j4, β4] in F
u2
I2
(Λ) with is ≤ js for all s ∈ {1, 3, 4} such that it < jt.
It follows that α′′s = αs for s = 1, 3, 4. Therefore we have F
u2
I2
(λ) = u1[i1, α
′′
1] × u2[i2, α
′′
2] ×
u3[i3, α
′′
3]× u4[i4, α
′′
4] = µ. This implies that µ is a maximal atom in F
u2
I2
(Λ1).
Suppose that i1 + i3 + i4 < p − I2. Then µ = u1[i1, α1] × u
I2
3 [i3, α3] × u
I2
4 [i4, α4] is also
a maximal atom in F u2I2 (Λ). So Λ has a (u2, I2)-projection maximal atom λ
′ = u1[i1, α1] ×
u2[i
′
2, α
′
2] × u3[i3, α3] × u4[i4, α4] with i
′
2 ≥ I2. Now, if i
′
2 = I2, then dimλ
′ < p; hence λ′
is also a maximal atom in Λ1; it follows that µ = F
u2
I2
(λ′), and hence µ is a maximal atom
in F u2I2 (Λ1). Suppose that i
′
2 > I2. Then it is easy to see that there is no maximal atom
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u1[j1, β1] × u2[j2, β2] × u3[j3, β3] × u4[j4, β4] in Λ with js ≥ is for all s ∈ {1, 3, 4} such that
js > is for some s ∈ {1, 3, 4}. Hence Λ1 has a (u2, I2)-projection maximal atom of the form
λ′ = u1[i1, α1]× u2[i
′
2, α
′
2]× u3[i3, α3]× u4[i4, α4]. Hence we see that µ = F
u2
I2
(λ′) and µ is a
maximal atom in F u2I2 (Λ1).
This shows that every maximal atom in dγp−I2F
u2
I2
(Λ) is a maximal atom in F u2I2 (Λ1).
This completes the proof.
4.6 Composition of pairwise molecular subcomplexes
In this section, we study composition of pairwise molecular subcomplexes in u1×u2×u3×u4.
Lemma 4.6.1. Let Λ− and Λ+ be pairwise molecular subcomplexes. If d+p Λ
− = d−p Λ
+, then
for every pair of maximal atoms λ− = u1[i
−
1 , α
−
1 ]× u2[i
−
2 , α
−
2 ]× u3[i
−
3 , α
−
3 ]× u4[i
−
4 , α
−
4 ] in Λ
−
and λ+ = u1[i
+
1 , α
+
1 ]× u2[i
+
2 , α
+
2 ]× u3[i
+
3 , α
+
3 ]× u4[i
+
4 , α
+
4 ] in Λ
+ one has
4∑
s=1
min{i−s , i
+
s } ≤ p.
Proof. Let ls = min{i
−
s , i
+
s }. Suppose otherwise that
∑4
s=1 ls > p. Then there is an ordered
triple {i1, i2, i3, i4} with is ≤ ls for every value of s such that
∑4
s is = p. Since
∑4
s=1 ls > p,
we have it < lt for some t. If i1 < l1, then, by Theorem 4.5.11, we have d
+
p Λ
− has a maximal
atom of the form u1[i1,+]×u2[i2, α2]×u3[i3, α3]×u4[i4, α4], while d
−
p Λ
+ has a maximal atom
of the form u1[i1,−]× u2[i2, α2]× u3[i3, α3]× u4[i4, α4]. This contradicts condition 1 for the
pairwise molecular subcomplex d+p Λ
− = d−p Λ
+. The argument for the cases i2 < l2, i3 < l3
and i4 < l4 are similar.
This completes the proof.
Lemma 4.6.2. Let Λ− and Λ+ be pairwise molecular subcomplexes in u1 × u2 × u3 × u4. If
d+p Λ
− = d−p Λ
+, then F usIs (Λ
−) ∩ F usIs (Λ
+) = F usIs (Λ
− ∩ Λ+) = F usIs (d
+
p Λ
−) = F usIs (d
−
p Λ
+) for
every value of s and every integer Is.
Proof. The proofs for different values of s are similar. We give the proof for s = 2. There
are two cases, as follows.
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1. Suppose that I2 > p. We first claim that F
u2
I2
(Λ−) ∩ F u2I2 (Λ
+) = ∅.
Indeed, suppose otherwise that F u2I2 (Λ
−)∩F u2I2 (Λ
+) 6= ∅. Then it is evident that there are
atoms µ− = u1[j
−
1 , β
−
1 ] × u2[j
−
2 , β
−
2 ] × u3[j
−
3 , β
−
3 ] × u4[j
−
4 , β
−
4 ] in Λ
− and µ+ = u1[j
+
1 , β
+
1 ] ×
u2[j
+
2 , β
+
2 ] × u3[j
+
3 , β
+
3 ] × u4[j
+
4 , β
+
4 ] in Λ
+ such that j−2 ≥ I2 > p and j
+
2 ≥ J > p. This
implies that there are maximal atoms u1[0, α
′
1]×u2[p,+]×u3[0, α
′
3]×u4[0, α
′
4] and u1[0, α
′′
1]×
u2[p,−]×u3[0, α
′′
3]×u4[0, α
′′
4] in d
+
p Λ
− and d−p Λ
+ respectively. This contradicts the condition
1 for pairwise molecular subcomplex d+p Λ
− = d−p Λ
+.
Now we have F u2I2 (d
+
p Λ
−) ⊂ F u2I2 (Λ
− ∩ Λ+) ⊂ F u2I2 (Λ
−) ∩ F u2I2 (Λ
+) = ∅. Therefore
F u2I2 (d
+
p Λ
−) = F u2I2 (Λ
− ∩ Λ+) = F u2I2 (Λ
−) ∩ F u2I2 (Λ
+), as required.
2. Suppose that I2 ≤ p. Since d
+
p Λ
− = d−p Λ
+, we have d+p−I2F
u2
I2
(Λ−) = F u2I2 (d
+
p Λ
−) =
F u2I2 (d
−
p Λ
+) = d−p−I2F
u2
I2
(Λ+). Because F u2I2 (Λ
−) and F u2I2 (Λ
+) are molecules, we can see
that F u2I2 (Λ
−)#p−JF
u2
I2
(Λ+) is defined by Proposition 2.6.3. Hence F u2I2 (Λ
−) ∩ F u2I2 (Λ
+) =
d+p−I2F
u2
I2
(Λ−) = F u2I2 (d
+
p Λ
−) ⊂ F u2I2 (Λ
− ∩ Λ+). Since we automatically have F u2I2 (Λ
− ∩ Λ+) ⊂
F u2I2 (Λ
−) ∩ F u2I2 (Λ
+), we get F u2I2 (Λ
−) ∩ F u2I2 (Λ
+) = F u2I2 (Λ
− ∩ Λ+) = F u2I2 (d
+
p Λ
−), as required.
This completes the proof
Proposition 4.6.3. Let Λ− and Λ+ be pairwise molecular subcomplexes. If d+p Λ
− = d−p Λ
+,
then Λ− ∩ Λ+ = d+p Λ
−(= d−p Λ
+); hence Λ−#pΛ
+ is defined.
Proof. Let M = d+p Λ
− = d−p Λ
+. It is evident that M ⊂ Λ− ∩ Λ+. To prove the reverse
inclusion, it suffices to prove that every maximal atom in Λ− ∩ Λ+ is contained in M .
Suppose otherwise that there is a maximal atom λ = u1[i1, α1]× u2[i2, α2]× u3[i3, α3]×
u4[i4, α4] in Λ
− ∩ Λ+ such that λ 6⊂ M . Since u1[i1, α1] × u2[i2, α2] × u3[i3, α3] = F
u4
i4
(λ) ⊂
F u4i4 (Λ
−∩Λ+) = F u4i4 (M), we can see thatM has a maximal atom λ
′ = u1[i
′
1, α
′
1]×u2[i
′
2, α
′
2]×
u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4] such that us[is, αs] ⊂ us[i
′
s, α
′
s] for s = 1, 2, 3. Because λ = u1[i1, α1] ×
u2[i2, α2]×u3[i3, α3]×u4[i4, α4] is maximal in Λ
−∩Λ+ andM ⊂ Λ−∩Λ+, we have i′4 = i4 and
α′4 = −α4. Now we know that λ∪λ
′ ⊂ Λ− and λ∪λ′ ⊂ Λ+. By Lemma 4.4.3, it is easy to see
that there are maximal atoms λ− = u1[i
−
1 , α
−
1 ]×u2[i
−
2 , α
−
2 ]×u3[i
−
3 , α
−
3 ]×u4[i
−
4 , α
−
4 ] in Λ
− and
λ+ = u1[i
+
1 , α
+
1 ]×u2[i
+
2 , α
+
2 ]×u3[i
+
3 , α
+
3 ]×u4[i
+
4 , α
+
4 ] in Λ
+ such that us[i
−
s , α
−
s ]∩us[i
+
s , α
+
s ] ⊃
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us[is, αs] for s = 1, 2, 3 and min{i
−
4 , i
+
4 } > i4. Since λ is a maximal atom in Λ
− ∩ Λ+, we
have i−4 = i
+
4 = i4 + 1 and α
−
4 = −α
+
4 .
Now, we have u1[i1, α1]×u2[i2, α2]×u3[i3, α3] ⊂ F
u4
i4+1
(Λ−)∩F u4i4+1(Λ
+) = F u4i4+1(Λ
−∩Λ+).
Therefore Λ− ∩ Λ+ has a maximal atom λ′′ = u1[i
′′
1, α
′′
1] × u2[i
′′
2, α
′′
2] × u3[i
′′
3, α
′′
3] × u4[i
′′
4, α
′′
4]
with us[i
′′
s , α
′′
s ] ⊃ us[i
′
s, α
′
s] for s = 1, 2, 3 and i
′′
4 > i4. This contradicts the assumption that λ
is a maximal atom in Λ− ∩ Λ+.
This completes the proof.
Proposition 4.6.4. Let Λ− and Λ+ be pairwise molecular subcomplexes of u1×u2×u3×u4.
If d+p Λ
− = d−p Λ
+, then the maximal atoms in the composite Λ−#pΛ
+ are the common q-
dimensional maximal atoms of Λ− and Λ+ for q ≤ p together with the r-dimensional maximal
atoms in either Λ− or Λ+ for r > p.
Proof. Let Λ be the union of the maximal atoms described in the proposition. We must prove
that Λ = Λ− ∪ Λ+. Clearly, we have Λ ⊂ Λ− ∪ Λ+; it suffices to prove that Λ− ∪ Λ+ ⊂ Λ.
By the formation of Λ, we must prove that λ ⊂ Λ for every maximal atom λ = u1[i1, α1] ×
u2[i2, α2] × u3[i3, α3] × u4[i4, α4] in either Λ
− or Λ+ with dimλ ≤ p and such that λ is not
a common maximal atom in Λ− and Λ+. In this case, it is easy to see that dimλ = p.
Suppose that λ is a maximal atom in Λγ which is not a maximal atom in Λ−γ. Then λ must
be a maximal atom in d+p Λ
− = d−p Λ
+ which implies that λ ⊂ λ−γ for some maximal atom
λ−γ = u1[i
−γ
1 , α
−γ
1 ]×u2[i
−γ
2 , α
−γ
2 ]×u3[i
−γ
3 , α
−γ
3 ]×u4[i
−γ
4 , α
−γ
4 ] with dimλ
−γ > p. Thus λ ⊂ Λ.
Therefore, we have Λ− ∪ Λ+ ⊂ Λ.
This completes the proof.
Proposition 4.6.5. Let Λ− and Λ+ be pairwise molecular subcomplexes. If d+p Λ
− = d−p Λ
+,
then Λ−#pΛ
+ is a pairwise molecular subcomplex of u1 × u2 × u3 × u4.
Proof. Let Λ = Λ−#pΛ
+. According to Lemma 4.6.1 and Proposition 4.6.4, it is easy to
see that Λ satisfies condition 1 for pairwise molecular subcomplexes. Moreover, we have
F usIs (Λ
−#pΛ
+) = F usIs (Λ
− ∪ Λ+) = F usIs (Λ
−) ∪ F usIs (Λ
+) for every value of s.
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Now suppose that p ≥ Is. We have d
+
p−Is
F usIs (Λ
−) = F usIs (d
+
p Λ
−) = F usIs (d
−
p Λ
+) =
d−p−IsF
us
Is
(Λ+). Thus F usIs (Λ
−#pΛ
+) = F usIs (Λ
−)#p−IsF
us
Is
(Λ+). Therefore F usIs (Λ
−#pΛ
+) is
a molecule.
Suppose that p < Is. Then it is easy to see that F
us
Is
(Λ−) = ∅ or F usIs (Λ
+) = ∅. (Otherwise,
we have F usIs (Λ
− ∩ Λ+) 6= ∅. This would lead to a contradiction to Lemma 4.6.1.) Therefore
F usIs (Λ
−#pΛ
+) is a molecule or empty set.
We have now proved that F usIs (Λ
−#pΛ
+) is a molecule or empty set for every value of
s and every Is. Evidently, Λ satisfies condition 1 for pairwise molecular subcomplexes. It
follows from the definition that Λ is a pairwise molecular subcomplex of u1 × u2 × u3 × u4.
4.7 Decomposition of Pairwise Molecular subcom-
plexes
The aim of this section is to prove the following theorem.
Theorem 4.7.1. If Λ is a pairwise molecular subcomplex, then Λ is a molecule.
It is trivial that the theorem holds when Λ is an atom. Thus we may assume that Λ is
a pairwise molecular subcomplex in u1× u2 × u3× u4 which is not an atom throughout this
section. We are going to show that Λ is a molecule.
Let
p = max{dim(λ ∩ µ): λ and µ are distinct maximal atoms in Λ}.
It is evident that there are at least two maximal atoms λ and µ in Λ with dim λ > p and
dimµ > p. By Theorem 4.4.3 for pairwise molecular subcomplex Λ, it is easy to see that p is
the maximal number among the numbers
∑4
s=1min{is, js}, where λ = u1[i1, α1]×u2[i2, α2]×
u3[i3, α3] × u4[i4, α4] and µ = u1[j1, β1] × u2[j2, β2] × u3[j3, β3] × u4[j4, β4] run over all pairs
of distinct maximal atoms in Λ.
Lemma 4.7.2. Let λ = u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4] and µ = u1[j1, β1] ×
u2[j2, β2]× u3[j3, β3]× u4[j4, β4] be maximal atoms in Λ with
∑4
s=1min{is, js} = p.
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1. Let i1 = j1 and α1 = −β1. If i2 < j2, then α2 = (−)
i1α1; if i3 < j3, then α3 =
(−)i1+min{i2,j2}α1; if i4 < j4, then α4 = (−)
i1+min{i2,j2}+min{i3,j3}α1.
2. Let i2 = j2 and α2 = −β2. If i1 < j1, then α2 = (−)
i1α1; if i3 < j3, then α3 = (−)
i2α2;
if i4 < j4, then α4 = (−)
i2+min{i3,j3}α2.
3. Let i3 = j3 and α3 = −β3. If i1 < j1, then α3 = (−)
i1+min{i2,j2}α1; if i2 < j2, then
α3 = (−)
i2α2; if i4 < j4, then α4 = (−)
i3α3.
4. Let i4 = j4 and α4 = −β4. If i1 < j1, then α4 = (−)
i1+min{i2,j2}+min{i3,j3}α1; if i2 < j2,
then α4 = (−)
i2+min{i3,j3}α1; if i3 < j3, then α4 = (−)
i3α1.
Proof. The arguments for various cases are similar. We give the proof only for the first case.
Suppose that i1 = j1, α1 = −β1 and i2 < j2. According to Theorem 4.4.3 for pairwise
molecular subcomplexes, we can get a maximal atom ν = u1[k1, ε1]× u2[k2, ε2]× u3[k3, ε3]×
u4[k4, ε4] with k1 > i1 = j1, u2[k2, ε2] ⊃ u2[i2, α2], k3 ≥ min{i3, j3} and k4 ≥ min{i4, j4}.
Since
∑4
s=1min{is, js} = p, we have ks = min{is, js} for s = 2, 3, 4. Hence u2[k2, ε2] =
u2[i2, α2]. Moreover, it is easy to see that λ, µ and ν are pairwise adjacent by the choice of
p. It follows easily from the sign conditions that α2 = (−)
i1α1, as required. The arguments
for other cases are similar.
This completes the proof.
To decompose Λ into atoms, we need a total order < on the atoms in the product of
four globes analogous to that on the atoms in the product of three globes. For a pair of
atom atoms λ = u1[i1, α1]× u2[i2, α2]× u3[i3, α3]× u4[i4, α4] and µ = u1[j1, β1]× u2[j2, β2]×
u3[j3, β3]× u4[j4, β4] in u1 × u2 × u3 × u4, we write λ < µ if one of the following holds:
• α1 = β1 = − and i1 < j1;
• α1 = β1 = + and i1 > j1;
• α1 = − and β1 = +;
• i1 = j1 are even, α1 = β1, α2 = β2 = − and i2 < j2;
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• i1 = j1 are even, α1 = β1, α2 = β2 = + and i2 > j2;
• i1 = j1 are even, α1 = β1, α2 = − and β2 = +.
• i1 = j1 are odd, α1 = β1, α2 = β2 = + and i2 < j2;
• i1 = j1 are odd, α1 = β1, α2 = β2 = − and i2 > j2;
• i1 = j1 are odd, α1 = β1, α2 = + and β2 = −.
• i1 = j1, α1 = β1, j1 = j2, β1 = β2, i1 + i2 is even, α3 = β3 = − and i3 < j3;
• i1 = j1, α1 = β1, j1 = j2, β1 = β2, i1 + i2 is even, α3 = β3 = + and i3 > j3;
• i1 = j1, α1 = β1, j1 = j2, β1 = β2, i1 + i2 is even, α3 = − and β3 = +;
• i1 = j1, α1 = β1, j1 = j2, β1 = β2, i1 + i2 is odd, α3 = β3 = + and i3 < j3;
• i1 = j1, α1 = β1, j1 = j2, β1 = β2, i1 + i2 is odd, α3 = β3 = − and i3 > j3;
• i1 = j1, α1 = β1, j1 = j2, β1 = β2, i1 + i2 is even, α3 = + and β3 = −.
It is evident that the relation < is a total order on the set of atoms in u1× u2× u3× u4.
Lemma 4.7.3. For any pair of maximal atoms λ and µ in Λ with dimλ > p and dimµ > p,
if λ < µ, then λ ∩ µ ⊂ d+p λ ∩ d
−
p µ.
Proof. In the proof of this lemma, we use Lemma 4.1.1 without comments.
Let λ = u1[i1, α1] × u2[i2, α2] × u3[i3, α3] × u4[i4, α4] and µ = u1[j1, β1] × u2[j2, β2] ×
u3[j3, β3]× u4[j4, β4]. We consider several cases, as follows.
1. Suppose that
∑4
s=1min{is, js} = p. Then λ and µ are adjacent by the choice of p.
According to Lemma 4.7.2 and sign conditions for pairwise molecular subcomplexes, it is
easy to see that λ ∩ µ ⊂ d+p λ ∩ d
−
p µ, as required.
2. Suppose that
∑4
s=1min{is, js} < p−2. According to condition 1 for pairwise molecular
subcomplexes, it is evident that λ ∩ µ ⊂ d+p λ ∩ d
−
p µ, as required.
3. Suppose that
∑4
s=1min{is, js} = p−1 and that λ and µ are adjacent. There are several
case, as follows: (1) i1 = j1 and α1 = β1; (2) i1 = j1, α1 = −β1, i2 < j2, α2 = (−)
i1α1; (3)
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i1 = j1, α1 = −β1, i2 > j2 and β2 = (−)
i1β1; (4) i1 6= j1; (5) i1 = j1, α1 = −β1, i2 < j2,
α2 = −(−)
i1α1, i3 > j3 and i4 < j4; (6) i1 = j1, α1 = −β1, i2 < j2 α2 = −(−)
i1α1, i3 > j3
and i4 < j4; (7) i1 = j1, α1 = −β1, i2 > j2 β2 = −(−)
i1β1, i3 > i3 and i4 < j4; (8) i1 = j1,
α1 = −β1, i2 > j2 β2 = −(−)
i1β1, i3 < i3 and i4 > j4. In the first 4 cases, it follows from
the sign conditions that λ ∩ µ ⊂ d+p−1λ ∩ d
−
p−1µ, thus λ ∩ µ ⊂ d
+
p λ ∩ d
−
p µ, as required. The
arguments for cases (5) to (8) are similar, we give the proof for only case (5). In this case,
we have α1 = − and hence β1 = +, α2 = (−)
i1 , β3 = −(−)
i1+i2 and α4 = (−)
i1+i2+j3,
thus λ ∩ µ ⊂ (u1[i1, α1]× u2[i2, α2]× u3[j3 + 1, α˜3]× u4[i4, α4]) ∩ (u1[j1, β1]× u2[i2 + 1, β˜2]×
u3[j3, β3]× u4[i4, (−)
i1+i2+j3]) ⊂ d+p λ ∩ d
−
p µ, as required.
4. Suppose that
∑4
s=1min{is, js} = p − 1 and that λ and µ are not adjacent. Suppose
also that is = js for two values of s. Then it is easy to see that λ ∩ µ ⊂ d
+
p λ ∩ d
−
p µ, as
required.
5. Suppose that
∑4
s=1min{is, js} = p − 1 and that λ and µ are not adjacent. Suppose
also that i1 = j1, i2 6= j2, i3 6= j3 and i4 6= j4. There are various cases: (1) i2 < j2, i3 < j3
and i4 > j4; (2) i2 < j2, i3 > j3 and i4 < j4; (3) i2 < j2, i3 > j3 and i4 > j4; (4) i2 > j2,
i3 > j3 and i4 < j4; (5) i2 > j2, i3 < j3 and i4 > j4; (3) i2 > j2, i3 < j3 and i4 < j4. The
arguments for cases (1), (2), (4) and (5) are similar, and the arguments for cases (3) and (6)
are similar. We give the proof for cases (1) and (3).
In case (1), we have i1 = j1, i2 < j2, i3 < j3 and i4 > j4. We claim that α2 = −(−)
i1 or
α3 = (−)
i1+i2 which implies that λ∩ µ ⊂ d+p λ∩ d
−
p µ, as required. Indeed, suppose otherwise
that α2 = (−)
i1 and α3 = −(−)
i1+i2 . By the definition of <, we must have α1 = − and
β1 = +. If β4 = −(−)
i1+i2+i3 , then Λ has a maximal atom ν = u1[k1, ε1] × u2[k2, ε2] ×
u3[k3, ε3] × u4[k4, ε4] with k1 ≥ i1 = i2, k2 ≥ i2, k3 > i3 and k4 > j4; moreover, we can
see that k2 = i2, min{k3, j3} = i3 + 1 and min{k4, i4} = j4 + 1 by the definition of p;
furthermore, we can see that ν is adjacent to both λ and µ; it follows that ε2 = −(−)
i1 ;
this contradicts the sign condition for α3 and ε2. If β4 = (−)
i1+i2+i3 , then Λ has a maximal
atom ν ′ = u1[k
′
1, ε
′
1]×u2[k
′
2, ε
′
2]×u3[k
′
3, ε
′
3]×u4[k
′
4, ε
′
4] with k
′
1 ≥ i1 = i2, k
′
2 > i2, k
′
3 ≥ i3 and
k′4 > j4; moreover, we can see that min{k2, j2} = i2 + 1, k3 = i3 and min{k4, i4} = j4 + 1
by the definition of p; furthermore, we can see that ν is adjacent to both λ and µ; it follows
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that ε1 = + = −α1 when k1 = i1; this contradicts the sign condition for α1 and α2.
In case (3), we have i1 = j1, i2 < j2, i3 > j3 and i4 > j4. We claim that β3 = (−)
i1+i2
or β4 = −(−)
i1+i2+j3 which implies that λ ∩ µ ⊂ d+p λ ∩ d
−
p µ, as required. Indeed, suppose
otherwise that β3 = −(−)
i1+i2 and β4 = (−)
i1+i2+i3 . If α2 = −(−)
i1 , then Λ has a maximal
atom ν = u1[k1, ε1]×u2[k2, ε2]×u3[k3, ε3]×u4[k4, ε4] adjacent to both λ and µ with k1 = i1,
min{k2, j2} = i2 + 1, min{k3, i3} = j3 + 1 and k4 = j4. By the sign condition for µ and ν,
we have ε4 = (−)
i1+i2+i3 . This contradicts the sign condition for α2 and ε4. If α2 = (−)
i1 ,
then α1 = − and β1 = + by the definition of <. According to the sign conditions for µ and
ν, we get ε1 = +. This contradicts the sign condition for β1 and α2.
6. Suppose that
∑4
s=1min{is, js} = p − 1 and that λ and µ are not adjacent. Suppose
also that i1 6= j1, i2 = j2, i3 6= j3 and i4 6= j4. There are various cases: (1) i1 < j1, i3 < j3
and i4 > j4; (2) i1 < j1, i3 > j3 and i4 < j4; (3) i1 < j1, i3 > j3 and i4 > j4; (4) i1 > j1,
i3 > j3 and i4 < j4; (5) i1 > j1, i3 < j3 and i4 > j4; (6) i1 > j1, i3 < j3 and i4 < j4. The
arguments for cases (1), (2), (4) and (5) are similar, and the arguments for cases (3) and (6)
are similar. We give the proof for cases (1) and (3).
In case (1), we have i1 < j1, i2 = j2, i3 < j3 and i4 > j4. According to the definition of
<, we get α1 = −. It follows easily that λ ∩ µ ⊂ d
+
p λ ∩ d
−
p µ, as required.
In case (3), we have i1 < j1, i2 = j2, i3 > j3 and i4 > j4. According to the definition
of <, we get α1 = −. We claim that β3 = (−)
i1+i2 or β4 = −(−)
i1+i2+j3 which implies
that λ ∩ µ ⊂ d+p λ ∩ d
−
p µ, as required. Indeed, suppose otherwise that β3 = −(−)
i1+i2 and
β4 = (−)
i1+i2+j3 . Then Λ has a maximal atom ν = u1[k1, ε1]×u2[k2, ε2]×u3[k3, ε3]×u4[k4, ε4]
adjacent to both λ and µ with min{k1, j1} = i1+1, k2 ≥ i2, min{k3, i3} = j3+1 and k4 = j4.
According to the sign conditions for λ and ν, we have ε4 = −(−)
i1+i2+j3 which contradicts
the sign condition for β3 and ε4.
7. Suppose that
∑4
s=1min{is, js} = p − 1 and that λ and µ are not adjacent. Suppose
also that i1 6= j1, i2 6= j2, i3 = j3 and i4 6= j4. By similar arguments as in case 6, we can get
λ ∩ µ ⊂ d+p λ ∩ d
−
p µ, as required.
8. Suppose that
∑4
s=1min{is, js} = p − 1 and that λ and µ are not adjacent. Suppose
also that i1 6= j1, i2 6= j2, i3 6= j3 and i4 = j4. By similar arguments as in case 6, we can get
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λ ∩ µ ⊂ d+p λ ∩ d
−
p µ, as required.
9. Suppose that λ and µ are not adjacent. Suppose also that
∑4
s=1min{is, js} = p − 1
and is 6= js for all values of s. There are various cases. The arguments for these cases are
similar. We give the proof for two cases.
Suppose that i1 < j1, i2 < j2, i3 > j3 and i4 > j4. Then α1 = − by the definition of <.
We claim that β3 = (−)
i1+i2 or β4 = −(−)
i1+i2+i3 which implies that λ ∩ µ ⊂ d+p λ ∩ d
−
p µ, as
required. Indeed, suppose otherwise that β3 = −(−)
i1+i2 and β4 = (−)
i1+i2+i3 . Then Λ has
a maximal atom ν = u1[k1, ε1] × u2[k2, ε2] × u3[k3, ε3] × u4[k4, ε4] adjacent to both λ and µ
with k1 = i1 + 1, k2 = i2, k3 = j3 + 1 and k4 = j4; it follow from the sign conditions for ν
and λ that ε4 = −(−)
i1+i2+j3 which contradicts the sign condition for β3 and ε4.
Suppose that i1 < j1, i2 > j2, i3 > j3 and i4 > j4. By similar arguments as that in
the above case, we can prove that β2 = (−)
i1 and β3 = (−)
i1+i2 , or β2 = (−)
i1 and β4 =
−(−)i1+i2+i3 , or β3 = −(−)
i1+i2 and β4 = −(−)
i1+i2+i3 , which implies that λ∩µ ⊂ d+p λ∩d
−
p µ,
as required.
10. Suppose that
∑4
s=1min{is, js} = p − 2. If is = js for some value of s, then it is
evident that λ ∩ µ ⊂ d+p λ ∩ d
−
p µ, as required.
Now suppose that is 6= js for every value of s. If λ and µ are adjacent, then we have
λ ∩ µ ⊂ d+p−2λ ∩ d
−
p−2µ ⊂ d
+
p λ ∩ d
−
p µ, as required.
If i1 < j1 and if is < js for some value of s with s = 2, 3, 4, then we have α1 = −; it
follows easily that λ∩ µ ⊂ d+p λ∩ d
−
p µ, as required. If i1 > j1 and if is > js for some value of
s with s = 2, 3, 4, then we have β1 = +; it follows easily that λ∩µ ⊂ d
+
p λ∩d
−
p µ, as required.
There remain two cases: (1) λ and µ are not adjacent and i1 < j1 and is > js for
s = 2, 3, 4; (2) λ and µ are not adjacent and i1 > j1 and is < js for s = 2, 3, 4. The
arguments for the two cases are similar. We give the proof for the first case.
In the first case, we have α1 = − by the definition of <. We claim that β2 = (−)
i1
or β3 = −(−)
i1+j2 or β4 = (−)
i1+j2+j3 which implies that λ ∩ µ ⊂ d+p λ ∩ d
−
p µ, as required.
Indeed, suppose otherwise that β2 = −(−)
i1 and β3 = (−)
i1+j2 and β4 = −(−)
i1+j2+j3. Then
there is a maximal atom ν = u1[k1, ε1]× u2[k2, ε2]× u3[k3, ε3]× u4[k4, ε4] such that k1 > i1,
k2 ≥ j2, k3 ≥ j3 and k4 ≥ j4. According to sign conditions and condition 4 in Theorem
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4.4.1, we can see that, for each fixed value of s with s = 2, 3, 4, ν can be chosen such that
ks > js. Moreover, by the choice of p, there are at most two values of s with s = 2, 3, 4 such
that ks > js. Now there are several cases, as follows.
(a). Suppose that ν can be chosen such that there are two values of s with s = 2, 3, 4
such that ks > js. The arguments for various choices of the two values are similar. We
give the proof for k2 > j2 and k3 > j3. In this case, we have k2 = j2 + 1 and k3 =
j3 + 1 and k4 = j4 by the choice of p, and λ and ν are adjacent. It follows from sign
conditions that ε4 = (−)
i1+j2+j3 = −β4. According to Lemma 4.4.3, we can get a maximal
atom µ′ = u1[j
′
1, β
′
1] × u2[j
′
2, β
′
2] × u3[j
′
3, β
′
3] × u4[j
′
4, β
′
4] such that j
′
1 ≥ min{j1, k1} > i1,
u2[j
′
2, β
′
2] ⊃ u2[j2, β2], u3[j
′
3, β
′
3] ⊃ u3[j3, β3] and j
′
4 > j4. If j
′
2 > j2, then it is evident
that j′2 = j2 + 1 and u3[j
′
3, β
′
3] = u3[j3, β3] by the choice of p, and µ
′ is adjacent to λ; this
gives a contradiction to the sign condition for β ′3 and α1. Suppose that j
′
2 = j2. Then
β ′2 = β2 = −(−)
i1 . Thus λ and µ′ are not (1, 2)-adjacent. It follows that there is a maximal
atom λ′ = u1[i
′
1, α
′
1] × u2[i
′
2, α
′
2] × u3[i
′
3, α
′
3] × u4[i
′
4, α
′
4] in Λ such that i
′
1 > i1, i
′
2 > j
′
2 = j2,
i′3 ≥ j3 and i
′
4 ≥ min{j
′
4, i4} > j4. By the choice of p, it is easy to see that i
′
2 = j2+1, i
′
3 = j3
and i′4 = j4 + 1, and that λ
′ is adjacent to both λ and µ′. This leads to a contradiction to
the sign conditions for α1, α
′
3 and β
′
2.
(b). Suppose that ν cannot be chosen such that there are two values of s with s = 2, 3, 4
such that ks > js. Then, for each value of s with s = 2, 3, 4, ν can be chosen such that
ks > js. In particular, ν can be chosen such that k1 > i1 and k2 > j2. Moreover, we have
k2 = j2 + 1 or k2 = j2 + 2 by the choice of p. By the assumption, we can see that λ is both
(1, 3)-adjacent and (1, 4)-adjacent to ν.
Suppose that k2 = j2+1. It follows from sign conditions that ε3 = −(−)
i1+j2 = −β3 and
ε4 = −(−)
i1+j2+j3 = β4. According to Lemma 4.4.3 and the assumptions, there is a maximal
atom ν ′ = u1[k
′
1, ε
′
1] × u2[k
′
2, ε
′
2] × u3[k
′
3, ε
′
3] × u4[k
′
4, ε
′
4] such that k
′
1 ≥ min{j1, k1} > i1,
u2[k
′
2, ε
′
2] = u2[j
′
2, β
′
2], k
′
3 > j3 and u4[k
′
4, ε
′
4] = u4[j4, β4]. It follows that λ and ν
′ are not
(1, 2)-adjacent. Thus Λ has a maximal atom ν ′′ = u1[k
′′
1 , ε
′′
1]×u2[k
′′
2 , ε
′′
2]×u3[k
′′
3 , ε
′′
3]×u4[k
′′
4 , ε
′′
4]
such that k′′1 > i1, k
′′
2 > k
′
2 = j2, k
′′
3 ≥ min{k
′
3, i3} > j3 and k
′′
4 ≥ k
′
4 = j4. This contradicts
to the assumption on the choice of ν.
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Suppose that k2 = j2 + 2. Then one can get a contradiction by a similar argument.
This completes the proof.
By this lemma, we can arrange all the maximal atoms in Λ with dimension greater than
p as
λ1, λ2, · · · , λn
such λi ∩ λj ⊂ d
+
p λi ∩ d
−
p λj for i < j. We denote λk in the list by
λk = u1[i
(k)
1 , α
(k)
1 ]× u2[i
(k)
2 , α
(k)
2 ]× u3[i
(k)
3 , α
(k)
3 ]× u4[i
(k)
4 , α
(k)
4 ].
Let Λ− = d−p Λ ∪ λ1 and Λ
+ = d+p Λ ∪ λ2 · · · ∪ λn. We are going to prove that Λ
− and Λ+
are pairwise molecular subcomplexes and Λ can be decomposed into Λ− and Λ+.
Lemma 4.7.4. Λ− satisfies condition 1 for pairwise molecular subcomplexes.
Proof. We first prove that d−p λ1 ⊂ d
−
p Λ. Suppose that ξ ∈ d
−
p λ1. Then, for every maximal
atom λ′ in Λ with ξ ∈ λ′, if λ′ = λt for some t > 1, then ξ ∈ λ1 ∩ λt ⊂ d
−
p λt = d
−
p λ
′;
if dimλ′ ≤ p, then we automatically have ξ ∈ d−p λ
′. It follows from Lemma 1.4.17 that
d−p λ1 ⊂ d
−
p Λ, as required.
We now verify that Λ− satisfies condition 1 for pairwise molecular subcomplexes. It
suffices to prove that any maximal atom λ = u1[i1, α1]× u2[i2, α2]× u3[i3, α3]× u4[i4, α4] in
d−p Λ with is ≤ i
(1)
s for s = 1, 2, 3, 4 is contained in λ1. By the formation of d
−
p λ1 and d
−
p Λ, it
is easy to see that λ is a maximal atom in d−p λ1, and hence λ ⊂ λ1, as required.
Lemma 4.7.5. Λ+ satisfies condition 1 for pairwise molecular subcomplexes.
Proof. It suffices to prove that any maximal atom λ = u1[i1, α1] × u2[i2, α2] × u3[i3, α3] ×
u4[i4, α4] in d
+
p Λ with is ≤ i
(t)
s for s = 1, 2, 3, 4 and some 2 ≤ t ≤ n is contained in some λr
with 2 ≤ r ≤ n. It is evident that dimλ = p.
Let r be the maximal integer t between 2 and n such that with is ≤ i
(t)
s for s = 1, 2, 3, 4.
Then d+p λr has a maximal atom of the form λ
′ = u1[i1, α
′
1]×u2[i2, α
′
2]×u3[i3, α
′
3]×u4[i4, α
′
4].
By the choice of r, it is evident that Int λ′∩λt = ∅ for any t > r. Moreover, for any 1 ≤ s < r,
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we have λ′∩λs ⊂ λr∩λs ⊂ d
+
p λs. By Lemma 1.4.17, we can see that Int λ
′ ⊂ d+p Λ and hence
λ′ ⊂ d+p Λ. So, by condition 1 for the pairwise molecular subcomplex d
+
p Λ, we can see that
λ = λ′ ⊂ λr, as required.
This completes the proof.
Lemma 4.7.6. Let 1 ≤ r ≤ 4. If p ≥ Ir and λ1 is a (ur, Ir)-projection maximal atom, then
1. F urIr (Λ
−) and F urIr (Λ
+) are molecules;
2. d+p−IrF
ur
Ir
(Λ−) = d−p−IrF
ur
Ir
(Λ+), hence F urIr (Λ
−)#p−IrF
ur
Ir
(Λ+) is defined;
3. F urIr (Λ) = F
ur
Ir
(Λ−)#p−IrF
ur
Ir
(Λ+).
Proof. The arguments for various choices of r are similar. We prove only for r = 1.
Since F u1I1 preserves unions, we have F
u1
I1
(Λ−) = F u1I1 (d
−
p Λ∪λ1) = F
u1
I1
(d−p Λ)∪F
u1
I1
(λ1) and
F u1I1 (Λ
+) = F u1I1 (d
+
p Λ∪λ2∪ · · ·∪λn) = F
u1
I1
(d+p Λ)∪F
u1
I1
(λ2)∪ · · ·∪F
u1
I1
(λn). If dimF
u1
I1
(λ1) ≤
p−I1, then it is evident that F
u1
I1
(Λ−) = F u1I1 (d
−
p Λ) = d
−
p−I1
F u1I1 (Λ) and F
u1
I1
(Λ+) = F u1I1 (Λ); it
follows easily that F u1I1 (Λ
−) and F u1I1 (Λ
+) are molecules and d+p−I1F
u1
I1
(Λ−) = d−p−I1F
u1
I1
(Λ+),
as required. If F u1I1 (Λ) consists of only one maximal atom, then F
u1
I1
(Λ) = F u1I1 (λ1); it follows
that F u1I1 (Λ
−) = F u1I1 (λ1) = F
u1
I1
(Λ) and F u1I1 (Λ
+) = F u1I1 (d
+
p Λ) = d
+
p−I1
F u1I1 (Λ); hence F
u1
I1
(Λ−)
and F u1I1 (Λ
+) are molecules and d+p−I1F
u1
I1
(Λ−) = d−p−I1F
u1
I1
(Λ+), as required. In the following
proof, we may assume that dimF u1I1 (λ1) > p− I1 and F
u1
I1
(Λ) consists of at least two distinct
maximal atoms.
Let
q = max{dim(µ ∩ µ′) : µ and µ′ are distinct maximal atoms in F u1I1 (Λ)}.
It is clear that q ≤ p− I1 by the choice of p. Let µ = u
I1
2 [j2, β2]× u
I1
3 [j3, β3]× u
I1
4 [j4, β4] be
a maximal atom in F u1I1 (Λ) distinct from F
u1
I1
(λ1) such that dimµ > p − I1. We first prove
that F u1I1 (λ1) ∩ µ ⊂ d
+
p−I1
F u1I1 (λ1) ∩ d
−
p−I1
µ.
Since µ is a maximal atom in F u1I1 (Λ), there is a (u1, I1)-projection maximal atom µ˜ of the
form µ˜ = u1[j1, β1]× u2[j2, β2]× u3[j3, β3]× u4[j4, β4]. We consider several cases, as follows.
1. Suppose that min{i1, j1} = I1. Since λ1 ∩ µ˜ ⊂ d
+
p λ1 ∩ d
−
p µ˜, it is easy to see that
F u1I1 (λ1) ∩ µ ⊂ d
+
p−I1
F u1I1 (λ1) ∩ d
−
p−I1
µ, as required.
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2. Suppose that min{i1, j1} > I1 + 1. Then min{i2, j2} + min{i3, j3} + min{i4, j4} ≤
p− I1 − 2. It follows easily that F
u1
I1
(λ1) ∩ µ ⊂ d
+
p−I1
F u1I1 (λ1) ∩ d
−
p−I1
µ, as required.
3. Suppose that min{i1, j1} = I1 + 1. Then min{i2, j2} + min{i3, j3} + min{i4, j4} ≤
p − I1 − 1. If min{i2, j2} + min{i3, j3} + min{i4, j4} < p − I1 − 1, then it is evident that
F u1I1 (λ1)∩µ ⊂ d
+
p−I1
F u1I1 (λ1)∩d
−
p−I1
µ, as required. If min{i2, j2}+min{i3, j3}+min{i4, j4} =
p−I1−1, and if is = js for some value of s with s = 2, 3, 4, then it is evident that F
u1
I1
(λ1)∩µ ⊂
d+p−I1F
u1
I1
(λ1) ∩ d
−
p−I1
µ, as required. If min{i2, j2} + min{i3, j3} + min{i4, j4} = p − I1 − 1,
and if is 6= js for s = 2, 3, 4, then min{i1, j1} + min{i2, j2} + min{i3, j3} + min{i4, j4} = p;
thus λ1 and µ˜ are adjacent; it follows easily from the sign condition for λ1 and µ˜ that
F u1I1 (λ1) ∩ µ ⊂ d
+
p−I1
F u1I1 (λ1) ∩ d
−
p−I1
µ, as required.
Now, we have F u1I1 (Λ
−) = d−p−I1F
u1
I1
(Λ) ∪ F u1I1 (λ1) and
F u1I1 (Λ
+) = d+p−I1F
u1
I1
(Λ) ∪
⋃
{µ : µ is a maximal atom in F u1I1 (Λ) with µ 6= F
u1
I1
(λ1)}
(Note that it is possible that F u1I1 (Λ
+) = d+p−I1F
u1
I1
(Λ)). It follows from Theorem 1.4.13 that
F u1I1 (Λ
−) and F u1I1 (Λ
+) are molecules in uI12 × u
I1
3 × u
I1
4 , d
+
p−I1
F u1I1 (Λ
−) = d−p−I1F
u1
I1
(Λ+) and
F u1I1 (Λ) = F
u1
I1
(Λ−)#p−I1F
u1
I1
(Λ+), as required.
This completes the proof.
Proposition 4.7.7. Let Λ be a pairwise molecular subcomplex. Then
1. Λ− and Λ+ are pairwise molecular subcomplexes.
2. d+p Λ
− = d−p Λ
+, hence the composite Λ−#pΛ
+ is defined.
3. Λ = Λ−#pΛ+.
Proof. We first prove that Λ− and Λ+ are pairwise molecular subcomplexes. If λ1 is not
a (u1, I1)-projection maximal atom in Λ, then it is easy to see that F
u1
I1
(Λ−) = F u1I1 (d
−
p Λ)
and F u1I1 (Λ
+) = F u1I1 (Λ) by the choice of p and Lemmas 4.7.4 and 4.7.5; hence F
u1
I1
(Λ−) and
F u1I1 (Λ
+) are the empty set or molecules in uI12 × u
I1
3 × u
I1
4 . If λ1 is a (u1, I1)-projection
maximal atom in Λ, then we have already seen that F u1I1 (Λ
−) and F u1I1 (Λ
+) are molecules in
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uI12 × u
I1
3 × u
I1
4 from Lemma 4.7.6. Consequently, F
u1
I1
(Λ−) and F u1I1 (Λ
+) are the empty set
or molecules in uI12 × u
I1
3 × u
I1
4 for every integer I1. Similarly, F
us
Is
(Λ−) and F usIs (Λ
+) are the
empty set or molecules in the corresponding ω-complex for every value of s and every integer
Is. It follows that Λ
− and Λ+ are pairwise molecular subcomplex of u1 × u2 × u3 × u4.
Now, if p ≥ I1 and λ1 is not (u1, I1)-projection maximal, then we can see that
F u1I1 (d
+
p Λ
−)
= d+p−I1F
u1
I1
(Λ−)
= d+p−I1F
u1
I1
(d−p Λ))
= d−p−I1F
u1
I1
(Λ)
= d−p−I1F
u1
I1
(Λ+)
= F u1I1 (d
−
p Λ
+);
if p < I1, then F
u1
I1
(d+p Λ
−) = ∅ = F u1I1 (d
+
p Λ
−); if p ≥ I1 and λ is (u1, I1)-projection maximal,
then F u1I1 (d
+
p Λ
−) = F u1I1 (d
−
p Λ
+) by Proposition 4.5.8. Consequently, we have F u1I1 (d
+
p Λ
−) =
F u1I1 (d
+
p Λ
−) for every value of I1. Similarly, we can see that we have F
us
Is
(d+p Λ
−) = F usIs (d
−
p Λ
+)
for every value of s and every value of Is. If follows from Proposition 4.1.7 that d
+
p Λ
− = d−p Λ
+.
Clearly, we have Λ = Λ− ∪ Λ+. Therefore Λ = Λ−#pΛ
+, as required. This completes the
proof.
We have now proved that a pairwise molecular subcomplex Λ in u1 × u2 × u3 × u4 can
be decomposed into pairwise molecular subcomplexes Λ = Λ−#pΛ
+. It is evident that this
is a proper decomposition. By induction, we can see that Λ can be eventually decomposed
into atoms. Thus Λ is a molecule. So we get the proof for Theorem 4.7.1.
149
Bibliography
[1] F. A. Al-Agl and R. Steiner, Nerves of multiple categories, Proc. London Math. Soc. (3)
66 (1993) 92–128.
[2] J. C. Baez, Introduction to n-categories, in ”7th conference on category theory and
computer science” (E. Moggi and G. Rosolini, Eds.), Lecture Notes in Computer Science,
Vol. 1290, Springer-Verlag, Berlin, 1997.
[3] J. C. Baez and J. Dolan, Higher dimensional algebra III. n-categories and the algebra
of opetopes, Adv. in Math. 135 (1998) 145-206.
[4] J. C. Baez and M. Neuchl, Higher dimensional algebra 1. Braided monoidal 2-categories,
Adv. in Math. 121 (1996) 196–244.
[5] M. Batanin, On the Definition of Weak ω-Category, Macquarie Mathematics Report
96-207; Monoidal globular categories as a natural environment for the theory of weak
n-categories, Adv. in Math., to appear.
[6] R. Brown and P. J. Higgins, The equivalence of ∞-groupoids and crossed complexes,
Cah. Top. Ge´om. Diff., 22(1981) 371-386.
[7] R. Brown and P. J. Higgins, Tensor products and homotopies for ω-groupoids and crossed
complexes, J. Pure Appl. Algebra 47 (1987) 1-33.
[8] S. E. Crans, On combinatorial models for higher dimensional homotopies, Ph.D. thesis,
University of Utrecht, 1991.
[9] S. E. Crans, A tensor product for Gray-categories, Theory and Applications of Cate-
gories, 5(1999), 12-69.
150
[10] S. Eilenberg and G. M. Kelly, Closed Categories, in Proceedings of the conference on
Categorical Algebra, eds. S. Eilenberg et al, Springer, New York, 1966.
[11] J. W. Gray, Formal Category Theory: Adjointness for 2-categories, Lecture Notes in
Mathematics, Vol. 391 (Springer, Berlin, 1974).
[12] M. Johnson, The combinatorics of categorical pasting, J. Pure Appl. Algebra 62 (1989)
211–225.
[13] A. Joyal and R. Street, Braided tensor categories, Adv. in Math. 102 (1993) 1993.
[14] M. M. Kapranov and V. A. Voevodsky, Combinatorial-geometric aspects of polycategory
theory: pasting schemes and higher Bruhat orders (list of results), Cah. Top. Ge´om.
Diff. Cate´goriques 32 (1991) 11–27.
[15] M. M. Kapranov and V. A. Voevodsky, 2-categories and Zamolodchikov tetrahedra equa-
tions, Proceedings of Symposia in Pure Mathematics 56 (1994) 177–259.
[16] G. M. Kelly, ”Basic concepts of enriched category theory”, London Math. Soc. Lecture
Note Ser., Vol. 64, Cambridge Univ. Press, Cambridge, 1992.
[17] G. Kelly and R. Street, Reviews of the elements of 2-categories, in ”Proc. Sydney Cat-
egory Seminar 1973,” Lecture Notes in Math., Vol. 420, pp.75-103, Springer-Verlag,
Berlin, 1974.
[18] S. Mac Lane and R Pare´, Coherence for bicagegories and indexed categories, J. Pure
Appl. Algebra 37 (1985), 59–80.
[19] A. J. Power, An n-categorical pasting theorem, in: A. Carboni, M. C. Pedicchio, and
G. Rosolini, eds., Category Theory, Proc. Int. Conf. Como 1990, Lecture Notes in Math-
ematics, Vol. 1488 (Springer, Berlin, 1991) 326–358.
[20] R. Steiner, The algebra of directed complexes, Applied Categorical Structures 1 (1993)
247–284.
151
[21] R. Steiner, Pasting in Multiple Categories, Theory and Applications of Categories,
4(1998), 1-36.
[22] R. Street, The algebra of oriented simplexes, J. Pure Appl. Algebra 49 (1987) 281–335.
[23] R. Street, Parity complexes, Cah. Top. Ge´om. Diff. Cate´goriques, 32(1991) 315-43;
Corrigenda, Cah. Top. Ge´om. Diff. Cate´goriques, 35(1994) 359-61.
[24] R. Street, Categorical structures, in Handbook of Algebra Volume I, edited M.
Hazewinkel, Elsevier (Amsterdam) 1996, 529-577.
[25] Z. Tamsamani, Sur des notions de n-categorie et n-groupoide non strictes via des en-
sembles multi-simpliciaux. (Nonstrict notions of n-category and n-groupoid via multi-
simplical sets), K-Theory 16(1999), 51-99.
152
