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ABSTRACT
In this paper, we address the problem of restoring a signal from its noisy convolutions with two unknown channels.
When the transfer functions of these two channels have no common factors, the blind channel identication problem
can be solved by nding the minimum eigenvalue of the Toeplitz-like matrix and its corresponding eigenvector. We
present a fast iterative algorithm to solve the numerical solution of the eigenvalue problem for these structured
matrices and hence the channel coecients can be estimated eciently. Once the channel coecients are available,
they can be used to reconstruct the unknown signal. Preliminary numerical results illustrate the eectiveness of the
method.
Keywords: Eigenvalue problem, blind identication, channel, Toeplitz-like matrix
1. INTRODUCTION
In high speed data communication systems, intersymbol interference caused by channel amplitude and phase dis-
tortion requires channel identication or channel equalisation in order to make a correct decision as to which data
symbol is transmitted. Traditionally, the channel identication is done by using both input and output signals that
are known during the transmission of the data. Once the channel coecients are known, several linear or nonlinear
methods can be used to estimate the input sequence, see Proakis
14
and the references therein. However, problems
arise in multipoint networks and multipath fading channels, the receiver has to perform the channel identication or
channel equalisation without a training mode, for example, in digital mobile communications.
Blind equalization is a signal processing operation to mitigate intersymbol interference without resorting to an
explicit knowledge of the channel input sequence. The blind methods are attractive since they do not require the
input of a training sequence. Some channel equalization methods have been proposed and known for a long time,
for instance see Godard
5
and Sato.
15
But the convergence rates of these algorithms are slow.
One suggests to rst identify the channel before equalizing it. Since channels are usually non-minimum phase,
conventional approachs for this blind identication problem are tend to use high order cumulant (HOC) of the
signal, see Giannakis and Mendel.
4
Such HOC based methods, suer from computational intensity, unreliability of
high order statistics, and slow convergence rate. Recently, Tong et al.
17
and Moulines et al.
11
proposed a method
allowing the blind identication of the propagation channels using only second-order statistics. Their idea is to use
subspace-decomposition method to extract the channel coecients.
In the next section, we present the blind identication method based on the second-order statistics. We show
that the blind identication problem of 2-channel network can be reduced to compute the minimum eigenvalue of
the Toeplitz-like matrix and its corresponding eigenvector. We also present a fast iterative algorithm to solve the
numerical solution of the eigenvalue problem for these structured matrices in x3. Hence the channel coecients can
be estimated eciently. Once the channel coecients are available, they can be used to reconstruct the unknown
signal. Numerical simulations demonstrate the performance of the method in x4.
M. K. Ng: Email: mng@cslab.anu.edu.au; Telephone: 616-279-8646; Fax: 616-279-8645.
2. SECTION 2-CHANNEL NETWORK
Suppose that the communication channel can be described by moving average (MA) model, the structure of the
network is shown as in Figure 1. Suppose fx
k
g is the common input signal sequence and H
j
(j = 1; 2) are the two
communication channels. Let fu
(j)
k
g (j = 1; 2) be the output sequence of the jth channel received by the jth sensor.
Since both channels can be described as nite impulse response (FIR) lters, the channel's transfer function in the
Z-domain can be written as
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We assume that the higher order of the two channels has already been known to be L. The relationship between
fx
k
g and fu
(j)
k
g can be described as
8
>
>
>
>
<
>
>
>
>
:
u
(1)
k
=
L
X
`=0
x
k j
h
(1)
`
+ v
(1)
k
u
(2)
k
=
L
X
`=0
x
k j
h
(2)
`
+ v
(2)
k
(2)
where v
(j)
k
of the jth channel received by the jth sensor.
For simplicity, we de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In matrix form, the relation between u
k
and x
k
can be expressed as follows:
u
k
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k
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where H is an 2L+ 2-by-2L+ 1 matrix given by
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To proceed with a statistical characterization of the channel, we make the following assumptions:
1. The transmitted signal x(k) and channel noise v
j
(k) originate from wide-sense stationary processes that are
statistically independent.
Channel 1 {h_k^(1)}
Channel 2 {h_k^(2)}
{x_k}
+
+
{v_k^(2)}
{v_k^(1)}
{u_k^(1)}
{u_k^(2)}
Figure 1. 2-Channel network
2. The 2L+ 1-by-1 transmitted signal vector x
k
has zero mean and correlation matrix
R
x
= E(x
k
x
T
k
):
The 2L+ 2-by-1 noise vector v
k
has zero mean and correlation matrix
R
v
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k
v
T
k
) = 
2
I:
It follows from (2) that
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If the correlation matrix of the vector u
k
is denoted by R
u
, a direct of conclusion of (5) will be
R
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We note from (6) that h is the eigenvector of the correlation matrix R
u
and 
2
is the corresponding eigenvalue of
R
u
.
It follows from (3) and (4) that the correlation matrix R
u
is given by
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It follows that if H is full column rank then R
u
will have the distinctive smallest eigenvalue 
2
and the corresponding
eigenvector will just be the normalized vector of h. The requirement on the full column rank of the matrix H is
covered by a crucial theorem due to Tong et al..
17
They proved that if the transfer functions H
(1)
(z) and H
(2)
(z) in
(1) have no common zeros and at least one of the transfer functions has the maximum degree L, then the matrix H
is full column rank. The channel coecients can be given by nding the eigenvector of the minimum eigenvalue of
the matrix R
u
:
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T
R
u
y:
3. THE EIGENVALUE PROBLEM OF STRUCTURED MATRICES
3.1. Windowing methods
In practice, we have to work the estimate of the correlation matrix R
u
. In this case, the correlation matrix are
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]: The exact form of T depends on the assumptions
we make about the data outside our observation.
(W1) Correlation method assumes that data prior to k = 0 and after k = m are zero. The corresponding data matrix
is of the form
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(W2) Covariance method makes no assumptions about the data when k = 0 or k = m. The corresponding data
matrix is given by
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(W3) Post-windowed method assumes that data after k = m are zero but makes no assumptions about data prior to
k = 0. Thus the data matrix is given by
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(W4) Pre-windowed method assumes that data prior to k = 0 are zero but makes no assumptions about data after
k = m. The data matrix is given by
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We remark that the data matrix has a special structure. Each row of T
l
and T
r
is a right-shifted version of the
previous row. By utilizing this special displacement structure of the data matrix, the normal equations matrix T
T
T
can be written in the special form.
(W1) For the correlation method: the matrix T
T
T is a Toeplitz-block matrix and can be written in the form
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where L
i
and U
i
are lower triangular and upper triangular Toeplitz matrices respectively. We also note that
the rst column of the lower triangular Toeplitz matrix L
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rst row of upper triangular Toeplitz matrix
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respectively, e.g. see Ng and Chan.
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As the product of a lower triangular Toeplitz matrix and an upper
triangular Toeplitz matrix is not Toeplitz in general, the normal matrices are not Toeplitz-block.
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In the next subsection, we consider applying an iterative method based on displacement structure for computing
the minimum eigenvalue of T
T
T and its corresponding eigenvector.
3.2. Displacement structure
In this subsection we consider the eigenvalue problem for an n  n Hermitian matrix A
n
which has displacement
structure in the sense that
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see Heinig and Rost
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Henceforth we will say that a matrix which satises (7) with  small compared to n is a Toeplitz-like matrix. We
note that the normal matrices T
T
T has the kind of displacement structure indicated in (7).
(W1) For the correlation method: it can be shown that T
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The matrix T
T
T has displacement rank at most 4.
(W2) For the covariance method: it can be shown that T
T
T satises (7) with n = 2(L+ 1),
B
n
=
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
1 0  b
(21)
0
0 0 0 0 0 0 0 0 0
0 0  b
(21)
1
  c
(22)
L
c
(12)
L
u
(2)
L
u
(2)
m
.
.
.
.
.
.
.
.
.
.
.
. u
(2)
L
u
(2)
m L+1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0  b
(21)
L
  c
(22)
1
c
(12)
1
u
(2)
1
u
(2)
m L+1
0 0 0 0 u
(2)
1
u
(2)
m
0 1 b
(11)
0
0 0 0 0 0 0 0 0 0
0 0 b
(11)
1
+ c
(21)
L
 c
(11)
L
.
.
.
.
.
. u
(1)
L
u
(1)
m
u
(2)
L
u
(2)
m
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 b
(11)
L
+ c
(21)
1
 c
(11)
1
0 0 u
(1)
1
u
(1)
m L+1
u
(2)
1
u
(2)
m L+1
0 0
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
and
C
n
=
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
b
(22)
1
 b
(21)
1
  c
(22)
L
0 0 u
(2)
L
 u
(2)
m
0 0  u
(1)
L
u
(1)
m
0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
b
(22)
L
 b
(21)
L
  c
(22)
1
0 0 u
(2)
1
 u
(2)
m L+1
0 0  u
(1)
1
u
(1)
1
0 0
0  c
(22)
0
1 0 0 0 0 0 0 0 0 0
 b
(12)
1
b
(11)
1
+ c
(21)
L
0 0 0 0 u
(1)
L
 u
(1)
m
0 0  u
(1)
L
u
(1)
m
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 b
(12)
L
b
(11)
1
+ c
(21)
1
0 0
.
.
.
.
.
. u
(1)
1
 u
(1)
m L+1
.
.
.
.
.
.  u
(1)
1
u
(1)
1
0 c
(21)
0
0 1 0 0 0 0 0 0 0 0
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
where
b
(ij)
k
=
m
X
`=L+1
u
(i)
` k
u
(j)
`
and c
(ij)
k
=
m L
X
`=1
u
(i)
`
u
(j)
`+k
The displacement rank is at most 12.
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The displacement rank of T
T
T is at most 8.
(W4) For the pre-windowed method: it can be shown that T
T
T satises (7) with n = 2(L+ 1),
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:
The displacement rank is at most 8.
3.3. The algorithm
An n-by-n Hermitian matrix which has displacement structure indicated in (7) is determined by only O(n) entries
rather than n
2
entries, it is expected that the solution of these structured linear systems or the solution of the
eigenvalue problem for these structured matrices can be obtained in less than O(n
3
) operations. There are many
ecient direct methods that exploit displacement structure to invert Toeplitz-like matrices, or to solve Toeplitz-like
systems A
n
x = b, see Gohberg, Kailath and Olshevsky,
6
Heinig and Rost,
7
and Kailath and Sayed.
9
There are also
preconditioned conjugate gradient methods for solving Toeplitz-like systems with O(n logn) operations, see Chan
and Ng.
2
However, numerical solution of the Toeplitz eigenvalue problem has only recently received attention, see
Cybenko and Van Loan,
3
Hu and Kung,
8
Trench.
16
In particular, Cybenko and Van Loan
3
presented a method
for using Levinson's algorithm
10
to nd the smallest eigenvalue of an n  n Hermitian Toeplitz matrix with O(n
2
)
operations. Trench
16
extended their method and gave an iterative method for computing arbitrary eigenvalues and
associated eigenvectors of Hermitian Toeplitz matrices at a cost of O(n
2
) per eigenvalue.
In this section, we present iterative method
13
based on displacement structure for computing eigenvalues and
eigenvectors of a class of Hermitian Toeplitz-like matrices. The method obtains a specic individual eigenvalue (i.e.,
the i-th smallest, where i is a specied integer in [1; 2; : : : ; n]) of an n n matrix at a computational cost of O(n
2
)
operations. An associated eigenvector is obtained as a byproduct. The method is more ecient than general purpose
methods such as the QR algorithm for obtaining a small number (compared to n) of eigenvalues.
The following theorem from Ng and Trench
13
provides the theoretical basis for the method. Part of this theorem
goes back at least to Wilkinson.
18
(For the statement concerning the inertia of A
n
  I
n
, see also Browne
1
).
THEOREM 3.1. Let A
n
= [a
ij
]
n
i;j=1
be an n-by-n Hermitian matrix, and dene
A
m
= [a
ij
]
m
i;j=1
; 1  m  n:
Let p
0
() = 1,
p
m
() = det (A
m
  I
m
); 1  m  n;
and
q
m
() =
p
m
()
p
m 1
()
; 1  m  n:
Dene
v
m
=

a
1;m+1
a
2;m+1
   a
m;m+1

T
; 1  m  n  1:
Let S
m
be the spectrum of A
m
and S
n
= [
n 1
m=1
S
m
. If  is real let Neg
n
() be the number (counting multiplicities)
of eigenvalues of A
n
less than . For each  =2 S
n
let w
0
() = 0 and
w
m
() =

w
1m
() w
2m
()    w
mm
()

T
; 1  m  n  1;
be the solutions of the systems
(A
m
  I
m
)w
m
() = v
m
; 1  m  n  1: (8)
Dene
y
m
() =

w
m 1
()
 1

; 2  m  n:
Then
(A
m
  I
m
)y
m
() =  q
m
()e
m
; 2  m  n;
where e
m
= [0 0    1]
T
is the last column of I
m
. Moreover,
q
m
() = a
mm
    v

m 1
w
m 1
(); 1  m  n;
q
0
m
() =  1  kw
m 1
()k
2
2
;
and Neg
n
() equals the number of negative quantities in fq
1
(); q
2
(); : : : ; q
n
()g. Finally, if  is an eigenvalue of
A
n
, then y
n
() is an associated eigenvector.
Theorem 3.1. provides a way to compute p
n
()=p
n 1
() and the inertia of A
n
  I
n
. Therefore, in principle it
can be used in conjunction with a root-nding procedure to determine a given eigenvalue 
i
of A
n
, provided that

i
is not \too close" to an eigenvalue of one of the principal submatrices A
1
;A
2
; : : : ;A
n 1
of A
n
. This method is
not practical for general Hermitian matrices, because in general O(n
3
) operations are required to solve the systems
(8) for each value of . However, Theorem 3.1. can be useful if A
n
is structured so that this computational cost is
O(n
2
).
Henceforth B
m
and C
m
(1  m  n) are the m  matrices obtained by dropping rows m+ 1; : : : ; n from B
n
and C
n
; thus
B
m
= U
mn
B
n
and C
m
= U
mn
C
n
; (9)
where U
mn
is the mn matrix obtained by dropping the same rows from I
m
. We denote the jth column of C
m
by
b
(m)
j
=

b
1j
   b
mj

T
;
thus,
B
m
= [b
(m)
1
b
(m)
2
   b
(m)

]:
The following algorithm provides an O(n
2
) method for solving the linear systems (8) if A
n
satises (7) with
B
n
;C
n
2 C
n
. The algorithm is an adaptation of a recursion formula given in Heinig and Rost
7
for solving systems
with Toeplitz-like matrices.
ALGORITHM 1: If  =2 S
n
then q
1
(); : : : ; q
n
() can be computed as follows:
q
1
() = a
11
  ; w
1
() =
a
12
q
1
()
;
f
(1)
j
() =
b
1j
q
1
()
; 1  j  ;
and for 2  m  n,
q
m
() = a
mm
    v

m 1
w
m 1
();
y
m
() =

w
m 1
()
 1

;
f
(m)
j
() =

f
(m 1)
j 1
()
0

 
(b
mj
  v

m 1
f
(m 1)
j 1
())
q
m
()
y
m
(); 1  j  ;
and
w
m
() =

0
w
m 1
()

 
h
f
(m)
1
() f
(m)
2
()    f
(m)

()
i
C
T
m
y
m
():
It follows from Algorithm 1 that each iteration requires O(4n
2
), O(12n
2
) and O(8n
2
) operations for the correlation
method, the covariance method and the post-windowed (pre-windowed) method respectively.
Let 
1
 
2
     
n
be the eigenvalues of a Toeplitz-like matrix A
n
, and suppose we wish to nd 
i
, where
i is a specied integer in [1; : : : ; n]. We assume that 
i
is not an eigenvalue of any of the principal submatrices
A
1
; : : : ;A
n 1
. We rst nd an interval (; ) containing 
i
but not any other eigenvalues of A
n
, or any eigenvalues
of A
n 1
. On such an interval q
n
is continuous. Trench
16
has shown that  and  satisfy this requirement if and only
if
Neg
n
() = i  1; Neg
n
() = i;
q
n
() > 0; and q
n
() < 0;
and a strategy was given for obtaining (; ) by means of bisection. After (; ) is determined, We nd 
i
as a root
of the function q
n
().
4. NUMERICAL EXAMPLES AND SUMMARY
In this section, simulation results are given. The channel coecients are listed below.
Channel 1: [ 0.0008110 0.003634 0.01333 0.04066 0.09854 0.1985 0.3272 0.4417 0.4881 0.4506 0.3544 0.2376 0.1357
0.06605 0.02740 0.009684 0.002916];
Channel 2: [ 0.000001477 0.00002968 0.0003996 0.003606 0.02181 0.08848 0.2405 0.4382 0.5352 0.4892 0.3734
0.2381 0.1268 0.05641 0.02096 0.006506 0.001686].
The output is in addition polluted by Gaussian noise so that the resulting observed data has dierent SNR ( SNR
= 10 log
10
kxk=kvk ). Figures 2, 3 and 4 shows the ouput for dierent SNR. We stop the iteration of the root-nding
method for the minimum eigenvalue when the dierence between successive iterates 
k 1
and 
k
obtained by the root
nder satises the inequality j
k
 
k 1
j  410
 11
maxfj
k
j; 1g: To check the accuracy of the minimum eigenvalue
 of T
T
T and its corresponding eigenvector y, we compute the residual norms  = kT
T
Ty   yk
2
=kyk
2
. Table
1 (left) show the residual norm of the computation averaged over 100 runs of the algorithm. Table 1 (right) show
the corresponding relative errors for the above estimation of channel coecients. Moreover, the average numbers of
iterations required to compute the minimum eigenvalue of T
T
T are 6.6, 6.5 and 6.4 when SNR = 40 DB, SNR = 60
DB SNR = 1 respectively. In Figures 6 and 7, we show the channel identication result using our algorithm with
the correlation windowing method. We see that the method estimate the channel coecients quite well.
In summary, we presented a technique for the blind channel identication. The preliminary experiment suggest
that the eigenvalue method may be an ecient and eective method for the blind channel identication problem.
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0 100 200 300 400 500 600 700 800 900 1000
−4
−3
−2
−1
0
1
2
3
4
0 100 200 300 400 500 600 700 800 900 1000
−4
−3
−2
−1
0
1
2
3
4
Figure 4. Output signal with SNR = 40 DB: channel 1 (left) and channel 2 (right)
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Figure 5. Output signal with SNR = 60 DB: channel 1 (left) and channel 2 (right)
0 2 4 6 8 10 12 14 16 18
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0 2 4 6 8 10 12 14 16 18
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
Figure 6. Output signal with SNR = 40 DB: channel 1 (left) and channel 2 (right)
SNR 
1 3:41 10
 9
60 6:72 10
 9
40 6:81 10
 9
SNR kh
1
 
~
h
1
k
2
kh
2
 
~
h
2
k
2
1 0.00 0.00
60 1:85 10
 4
2:17 10
 4
40 0.2188 0.2828
Table 1. Left: average residual norms of the computation Right: average relative errors of the estimated channel
coecients
