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A deep learning approach based on big data is proposed to locate broadband acoustic sources
using a single hydrophone in ocean waveguides with uncertain bottom parameters. Several
50-layer residual neural networks, trained on a huge number of sound field replicas generated
by an acoustic propagation model, are used to handle the bottom uncertainty in source
localization. A two-step training strategy is presented to improve the training of the deep
models. First, the range is discretized in a coarse (5 km) grid. Subsequently, the source
range within the selected interval and source depth are discretized on a finer (0.1 km and
2 m) grid. The deep learning methods were demonstrated for simulated magnitude-only
multi-frequency data in uncertain environments. Experimental data from the China Yellow
Sea also validated the approach.
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I. INTRODUCTION
Recently, ocean acoustic source localization was ob-
tained by machine learning,1,2 which achieved a lower
range estimation error compared with the conventional
matched-field processing (MFP).3–6 They demonstrated
that machine learning trained on observed data sets per-
formed well in ship range localization. This method is
particularly advantageous when historical data are avail-
able to train machine learning models. Even though
more data could be collected by using the Automatic
Identification System (AIS), there are still not sufficient
databases available for some applications. In addition,
collecting acoustic data for every source position (i.e.
range and depth) in a large ocean area is impractical.
To our knowledge, all localization using machine learn-
ing are based on small data sets.1,2,7–13 Without suffi-
cient training data, the machine learning models trained
on small data sets are limited to specific environments.
The environmental variation (e.g. bottom parameters)
degrades the localization performance.
A challenging task in real world is to locate a source
in uncertain ocean environments. For MFP,3–6,14,15 en-
vironmental mismatch can significantly affect the local-
ization. Thus the geoacoustic parameters are often in-
cluded as unknown parameters to account for environ-
mental uncertainty.16–23 To solve the source positions,
focalization16–20 involves maximizing the posterior prob-
ability density over all parameters to seek the globally op-
timal solution, while marginalization21–23 integrates the
a)Electronic mail: nhq@mail.ioa.ac.cn
posterior probability density over environmental parame-
ters to obtain the joint marginal probability distributions
for source parameters. The advantage of marginalization
is that the joint marginal distribution provides a quanti-
tative measure of localization uncertainty.
Source localization or geoacoustic inversion us-
ing a single hydrophone is another challenge. Sev-
eral time-domain Clay-like estimators24 were introduced
and tested on simulated data for single-hydrophone
localization. Another approach is to maximize a
mean least square criteria for the distance between
two subspaces spanned by the delayed source signal
paths.25 In studies,26–28 model-based matched filters
were used for broadband coherently processing in the
single-hydrophone geoacoustic inversion. An alternative
approach29–31 is using interference patterns, or waveg-
uide invariant, from acoustic spectrograms of one sensor.
Generally, only the source range is determined by this
method.
In the MFP approaches,16–23,26–28 a large number of
field replicas generated by acoustic propagation models
were used to reflect the environmental uncertainty. Sim-
ilarly, in this study, we solve source localization using
one sensor by exploiting a large number of replicas, as in
MFP, for deep learning,32–34 a state-of-the-art method
in machine learning. Deep learning models have been
shown to outperform shallow machine learning in image
processing,35 speech recognition36 and natural language
processing.37 Deep neural networks (DNNs) have more
parameters and take advantage of big data. In our study,
big data are created by generating a huge number of field
replicas using KRAKEN.38 Specifically, the contributions
of our work are:
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(1) A set of 50-layer residual neural networks,39
known as ResNet50, are trained separately to determine
the source range and depth.
(2) The magnitudes of multi-frequency data from a
single sensor are used for localization, showing the re-
markable capability of DNNs. Note that the localization
methods29–31 based on waveguide invariant also use just
the magnitude pressure.
(3) A two-step training strategy is proposed to al-
leviate the training difficulty for the wide-region source
localization (see Sec. II C for details).
(4) Big data (tens of millions of training samples,
see Sec. III B) are used as the training set. The resulting
DNNs are able to locate the source in various environ-
ments.
DNN depth is of crucial importance in neural net-
work architectures, but deeper networks are more diffi-
cult to train due to the vanishing gradient problem. The
ResNet39 allows for very deep structures by introducing
identity shortcut connections and learning the residual
functions instead of the original ones. The bottleneck ar-
chitecture in Sec. II B is one of the designs to overcome
training saturation. Here, the 50-layer residual neural
networks are used as the classifiers to solve the source
localization problem.
The paper is organized as follows: Section II presents
the data preprocessing and localization algorithm. Sim-
ulation and experimental results are given in Secs. III
and IV, demonstrating the performance of DNNs. In
Sec. V, computation time, extension to low-SNR and
multi-source cases, and limitations are briefly discussed.
The summary is given in Sec. VI.
II. LOCALIZATION BASED ON DEEP LEARNING
Source localization is solved by DNN (ResNet50) us-
ing broadband data from one receiver. The data prepro-
cessing is given in Sec. II A. The structure of the residual
neural network is described in Sec. II B. The localization
algorithm and metric are given in Secs. II C and II D.
A. Input data preprocessing
The complex pressure p = [p1, ..., pf , ..., pF ] at F fre-
quencies is obtained by taking the discrete Fourier trans-
form of the raw pressure data at the sensor. The sound
pressure pf at frequency f is modeled as
pf = S(f)g(f, r) + , (1)
where S(f) is the source term, g(f, r) is the Green’s func-
tion, and  is noise. The magnitude of the pressure at F
frequencies is written as the vector
q = [ |p1|, ..., |pf |, ..., |pF | ] . (2)
To facilitate training of DNNs, Eq. (2) is normalized
according to
q˜ =
q−min(q)
max [q−min(q)] , (3)
where min(·) and max(·) represent the minimum and
maximum of the vector. Thus the value of each element
in q˜ is within the interval [0, 1].
As indicated in Eq. (1), the source term |S(f)| may
vary for each source, resulting in feature differences be-
tween the training and test data. To reduce the effect
of source magnitudes, a piecewise normalization method
is used for the case of slowly varying source magnitude
in frequency domain. The vector q˜ is divided into sev-
eral segments: {q˜(1 : nf ), q˜(nf + 1 : 2nf ), . . . } with the
length of each segment nf . Each segment is normalized
to its maximum value according to
qˆ(1 : nf ) =
q˜(1:nf )
max[q˜(1:nf )]
,
qˆ(nf + 1 : 2nf ) =
q˜(nf+1:2nf )
max[q˜(nf+1:2nf )]
,
...
(4)
The vector qˆ is a feature vector for a single input
sample of the DNN. Denoting the number of training
samples as M , the dimension of the training set is M×F .
nf is selected empirically as 20 (based on numerical ex-
periments on the validation set, choice of nf from [10, 25]
gave similar performance). Note that the magnitude in
Eq. (2) are equivalent to the Sample Covariance Matrix
(SCM) when there is only one sensor. The use of magni-
tude Eq. (2) and normalization Eq. (4) is to reduce the
input difference between training and test data.
Thus, the localization is based on the magnitude of
frequency-domain signal from a single sensor. The piece-
wise normalization is only valid for the slowly varying
source magnitude which is the scenario we consider in
this paper.
B. Residual neural network
The residual neural network, ResNet,39 is a form of
convolutional network that uses layers of filters to learn
spatial features from the input data. An example40 of
a single convolution layer is shown in Fig. 1. The filters
are typically much smaller than the inputs, allowing them
to capture small-scale features in the input. Compared
with the fully connected feed-forward neural networks,
the number of unknown parameters in the convolution
layer is reduced significantly by weight sharing. The 7×
7× 3 input volume and 3× 3× 3 filter were sliced along
the third dimension to visualize.
In Fig. 1, input volumes of size 5×5×3 (W ×H×D)
have been padded around the perimeter using P = 1 and
sliced for visualization. The last dimension D represents
the number of channels in image processing. The output
values are the sum of the pointwise multiplication for one
filter with 3 × 3 × 3 (F1 × F2 × D) of the input, plus a
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FIG. 1. (Color online) Example40 of a single convolutional
layer for 5×5×3 inputs padded with P = 1 and one 3×3×3
filter.
bias of 1. A slide interval, or stride, of K = 2 is used
in the example. In general, the output dimensions for
width and height are
(W − F1 + 2P )/K + 1, (5)
and
(H − F2 + 2P )/K + 1. (6)
Thus, in Fig. 1, the output volume has dimensions 3 ×
3× 1((5− 3 + 2)/2 + 1 = 3), where the third dimension
of 1 indicates a single filter (the size of last dimension
is the number of filters). To calculate the boxed cell
in output volume, for example, we sum the pointwise
multiplication results between the input volume and the
filter: (−2+2+2−2)+(−1+2+1+1)+(−1−1−2)+1 = 0.
Stacking multiple convolutional layers to form a deep
convolutional network improves model inference, but it
also causes the gradients to grow exponentially large or
small during training, leading to the so-called vanishing
gradient problem.39
The bottleneck architecture (Fig. 2) of ResNet39 was
introduced to overcome training saturation caused by
vanishing gradient. Unlike standard convolutional net-
works, ResNet models the residual function F(x), i.e.
the difference between a desired output mapping H(x)
and the input x: H(x) = F(x) + x. To achieve this, iden-
tity mappings are added to convolutional outputs using
a shortcut connection.
Figure 2 shows a block of three convolutional layers
with 1×1, 3×3, and 1×1 convolutions. The correspond-
ing numbers of filters are 64, 64, and 256. This architec-
ture first reduces, then enlarges the output dimensions,
creating a bottleneck. Common ResNet models with this
design use 50, 101, or 152 convolutional layers, made by
stacking the three-layer structure in Fig. 2.
1×1, 64 
3×3, 64 
1×1, 256 
Relu 
Relu 
Relu 
Identity mapping
x
x
F(x)
F(x)+x
FIG. 2. The bottleneck block.
Considering the size of data sets for our localization
problem, 50-layer ResNets are used. Our inputs are one-
dimensional (see Eq. (3)), and the 2-D convolutions in
ResNets39 are replaced by 1-D convolutions. The max-
pooling operation is also removed in our design due to
the small input dimension. The architecture of ResNet50
used here is shown in Table I. As in the original ResNet,39
the softmax classifier is used in the last layer of the model
and ReLU (Rectified Linear Unit) is used as the activa-
tion function:
Fsoftmax =
exp(ak)∑K
j=1 exp(aj)
, (7)
FReLU(x) = max(0, x). (8)
C. Localization algorithm
Training deep learning models becomes harder as the
searching space grows. In source localization, the possi-
ble ranges may vary in a large scale (e.g. 1–20 km), which
increases the training difficulty.
To address this problem, a two-step training strat-
egy is used. In the first step, the range is discretized
into coarse grids with low range resolution. The range
interval 1–20 km is discretized every 5 km to 4 classes:
[1,5), [5,10), [10,15), [15,20]. Every input signal is clas-
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TABLE I. ResNet50 architecture for source localization.
Layer name [kernel size, filters] × No. of blocks
conv1 [7 × 1, 64] × 1
conv2 x
1× 1, 643× 1, 64
1× 1, 256
× 3
conv3 x
1× 1, 1283× 1, 128
1× 1, 512
× 4
conv4 x
1× 1, 2563× 1, 256
1× 1, 1024
× 6
conv5 x
1× 1, 5123× 1, 512
1× 1, 2048
× 3
average pooling, fully-connected layer with softmax
sified by the deep learning model, ResNet50-1, into one
of these four range intervals. In the second step, each
of these four range intervals is discretized into fine grids.
For each range interval, the source range and depth are
estimated using ResNet50 classifiers, one for each param-
eter (Fig. 3). Overall, one ResNet50 model is trained in
step one and eight ResNet50 models are trained in step
two. We denote the second-step models as ResNet50-2-
x-R and ResNet50-2-x-D, where x indicates which range
interval the models are trained under.
As the source localization is treated as a classification
problem, the source range and depth are discretized and
mapped to a set of binary vectors.1,2 These binary vectors
are used as the labels of the deep learning models. Note
that the range labels are designed differently to adapt
to the classification tasks in the two-step processing (see
Fig. 3 and Sec. III B).
D. Performance metric
According to the task difference between the two
steps in Sec. II C, two metrics quantify the performance.
For the first step, the classification accuracy is used,
EAccu =
Nc
N
× 100%. (9)
Nc represents the number of samples classified to the cor-
rect range interval and N is the total number of samples.
ResNet50-1
Preprocessed 
signals
Raw signals
[10,15) 
[15,20]
[5,10) 
[1,5) 
ResNet50-
2-2-R
ResNet50-
2-2-D
Output 
range
Output 
depth
Range interval?
FIG. 3. Localization algorithm.
For the second step, the mean absolute error (MAE)
is used to evaluate the prediction performance
EMAE =
1
N
N∑
i=1
|Rpi −Rgi| , (10)
where Rpi and Rgi are the predicted and the ground
truth parameters, for either range or depth.
III. SIMULATIONS
A. Environmental model and data sets generation
The ocean environment is simulated by a typical
shallow water waveguide consisting of a water column
with a sound speed profile measured in an at-sea experi-
ment in winter (see Fig. 4), a sediment layer and a fluid
halfspace basement (no shear effects were considered).
The source frequencies are 100–200 Hz with the incre-
ment 1 Hz. The source and environmental parameters
used in simulations are shown in Table II. The single re-
ceiver is 0.2 m above the bottom.
Three kinds of data sets including training, valida-
tion and test sets are generated by KRAKEN. The train-
ing set is used to train the ResNet50 models, the perfor-
mance on validation set is used to determine the best
model parameters, while the test set is used to examine
the generalization capability of the trained models. The
parameters used for training and validation sets genera-
tion are shown in Table II. The environmental parameters
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FIG. 4. (Color online) Environment for simulation. The
sound speed profile of water column was measured in China
Yellow Sea.
are sampled uniformly from the given intervals. There-
fore, the resolution is 0.1 km in range and 2 m in depth.
Based on the parameter sensitivity analysis in Sec. III B,
the P-wave attenuation coefficient for the basement is
0.05 dB/λ to reduce the problem complexity. The den-
sity for the basement is also fixed. From Table II, there
are 139392 (11×8×11×4×4×9) possible environments.
The generated training data at different source positions
for these environments are fed to the ResNet50 models
in Sec. III C.
B. Sensitivity analysis
The physics using Eq. (4) as the input feature is the
interference pattern between modes. The waveguide in-
variant, related to this interference pattern, has been
investigated for source localization.29–31 Physically, the
interference structure depends on the source locations
and waveguide parameters with different sensitivity. The
mean squared error (MSE) is used to evaluate the param-
eter sensitivity:
EMSE =
1
F
F∑
f=1
|qˆb(f)− qˆv(f)|2 , (11)
where qˆb(f) represents the input feature at the fth fre-
quency from Eq. (4) for the baseline waveguide parame-
ters, and qˆv(f) corresponds the input feature by varying
one parameter while keeping the others fixed. The base-
line parameters used for sensitivity analysis are set to
{source range 12 km, source depth 28 m, water depth 70
m, sediment thickness 12 m, sediment sound speed 1620
m/s, sediment density 1.6 g/cm3, sediment attenuation
TABLE II. Environmental parameters used for training and
validation sets generation.
Training data set
Parameters Units
Lower Upper No. of
bound bound discrete values
source range km 1.0 20.0 191
source depth m 2.0 60.0 30
water depth m 68.0 73.0 11
sediment parameters
sediment thickness m 2.0 30.0 8
P-wave speed m/s 1550 1650 11
density g/cm3 1.55 1.7 4
P-wave attenuation dB/λ 0.01 0.1 4
basement parameters
P-wave speed m/s 1650 1890 9
density g/cm3 1.8 1.8 1
P-wave attenuation dB/λ 0.05 0.05 1
Validation data set
Parameters Units
Lower Upper No. of
bound bound discrete values
source range km 1.0 20.0 191
source depth m 2.0 60.0 30
Environment
water depth m 69.0
sediment parameters
sediment thickness m 15.0
P-wave speed m/s 1638
density g/cm3 1.68
P-wave attenuation dB/λ 0.05
basement parameters
P-wave speed m/s 1811
density g/cm3 1.8
P-wave attenuation dB/λ 0.05
0.02 dB/λ, basement speed 1800 m/s, basement density
1.8 g/cm3, basement attenuation 0.05 dB/λ}. The input
feature is more sensitive to the parameters with larger
MSE.
The MSE for 10 parameters is given in Fig. 5. The
MSE shows that the source range and depth, water
depth, sediment thickness and sound speed are more sen-
sitive than the other parameters, thus dominating the in-
put features. The MSE for basement density and atten-
uation vary little across the intervals. Based on the sen-
sitivity analysis, the training set is generated with more
possibilities on the sensitive parameters as shown in Ta-
ble II.
C. ResNet50 model parameters
For the input sample, ResNet50 determines the range
interval in the first step and four pairs of ResNet50 mod-
els (ResNet50-2-x-R and ResNet50-2-x-D with x=1,2,3,4)
determine the output range and depth across a finer grid
in the second step. In these two steps, the source ranges
and corresponding labels are different, as shown in Ta-
ble III. To generate the training data, the range and
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(d)
Sediment thichness (m)
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Speed (m/s)
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0.1
0.2 (f) Sediment
Density (g/cm3)
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(g) Sediment
Attenuation (dB/λ)
1680 1740 1800 1860
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Speed (m/s)
1.7 1.75 1.8 1.85
(i) Basement
Density (g/cm3)
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(j) Basement
Attenuation (dB/λ)
FIG. 5. (Color online) Parameter sensitivity analysis for (a) source range, (b) source depth, (c) water depth, (d) sediment
thickness, (e) sediment sound speed, (f) sediment density, (g) sediment attenuation, (h) basement sound speed, (i) basement
density, and (j) basement attenuation. The dashed lines denote the baseline parameters.
TABLE III. Parameters of ResNet50 models.
Model
Range interval No. of No. of
(km) range classes depth classes
ResNet50-1 [1, 20] 4 –
ResNet50-2-1-R [1, 6] 51 –
ResNet50-2-1-D [1, 6] – 30
ResNet50-2-2-R [4, 11] 71 –
ResNet50-2-2-D [4, 11] – 30
ResNet50-2-3-R [9, 16] 71 –
ResNet50-2-3-D [9, 16] – 30
ResNet50-2-4-R [14, 20] 61 –
ResNet50-2-4-D [14, 20] – 30
depth are discretized every 0.1 km and 2 m respectively.
We use range overlaps for the ResNet models in the sec-
ond step to improve the robustness of localization. The
resulting training data have between 2× 108 and 8× 108
samples, depending on the ResNet50 model and its pa-
rameter search space. The models are implemented using
Keras41 with Tensorflow42 as backend.
D. Results
1. Training and validation errors
A validation data set is generated using the randomly
selected parameters, shown in Table II, to examine the
validation loss during the training process. In the first
training step, the ResNet50-1 model is trained with 1.5
epochs (One epoch consists of one full training cycle on
the training set). The model is updated N/Nb times for
one epoch, where Nb = 384 is the batch size for training
and N ∈ [2× 108, 8× 108] is the number of training sam-
ples. For the multi-classification problem, the averaged
cross entropy1,2 is used as the loss function:
ECE = − 1
Nb
Nb∑
n=1
K∑
k=1
tnk ln ynk, (12)
where K is the number of classes for the model output,
tnk is the kth element of label vector for the nth sample,
and ynk represents the kth output. The training and
validation loss for the ResNet50-1 is shown in Fig. 6(a).
In the second step, there are two ResNet50 models for
each range interval. The training and validation losses
of ResNet50-2-2-R and ResNet50-2-2-D for [4, 11] km
range, shown in Figs. 6(b) and (c), are representative of
the loss for the other models. The corresponding epochs
for the training processes are 10 and 2, respectively. From
Fig. 6, the ResNet50-2-x-R requires more training steps
than the other models because more classes need to be
determined in range estimation. The models with the
minimum validation losses are selected as the final models
for range and depth prediction.
2. Test data
It is crucial to examine the localization performance
of deep learning models on various test data sets to en-
sure that the models have generalization capability. In
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FIG. 6. (Color online) Training and validation loss ver-
sus training epochs for (a) ResNet50-1 with 1.5 epochs, (b)
ResNet50-2-2-R with 10 epochs, and (c) ResNet50-2-2-D with
2 epochs.
TABLE IV. Environmental parameters for test data.
Parameters Units Case1 Case2 Case3 Case4
water depth m 69.2 72.7 70.3 71.8
sediment parameters
sediment thickness m 8.3 19.5 12.0 23.2
P-wave speed m/s 1585 1637 1615 1623
density g/cm3 1.64 1.63 1.62 1.68
P-wave attenuation dB/λ 0.03 0.01 0.02 0.06
basement parameters
P-wave speed m/s 1690 1792 1725 1821
density g/cm3 1.81 1.77 1.75 1.83
P-wave attenuation dB/λ 0.04 0.06 0.03 0.02
this subsection, only environmental variation is consid-
ered (i.e. constant source magnitude and noiseless data).
The effects of source magnitudes and SNRs are discussed
in Secs. III D 3 and III D 4.
Four test data sets are generated using the environ-
mental parameters in Table IV. Note that the parameters
of cases 1–4 are not part of the parameter set used to gen-
erate the training data set, although the water depth and
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[10 15)
[15,20] (a)
ground truth
prediction
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[10 15)
[15,20] (b)
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Sample index
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[10 15)
[15,20] (d)
misclassification
misclassification
misclassification
misclassification
FIG. 7. (Color online) Comparison between the ground truth
and the predicted range intervals by ResNet50-1 on the envi-
ronments of (a) Case1, (b) Case2, (c) Case3, and (d) Case4.
The samples are generated from 1–20 km with the increment
of 0.2 km.
sediment parameters still fall within the bounds. The
generated test data sets are used to examine the gen-
eralization performance of the ResNet50 models. As in
Sec. III D 1, the prediction results of ResNet50-1 in the
first step and ResNet50-2-2-x for the [4, 11] km in the
second step are shown here.
Figure 7 shows the comparison between the predicted
range intervals by the ResNet50-1 and the true values.
The samples are generated from the ranges of 1–20 km
with the increment of 0.2 km. The source depth used in
test set is 12 m. The classification accuracy from Eq. (9)
for the cases 1–4 is 97.9, 97.9, 94.8, and 95.8%, i.e. the
number of misclassified samples is 2, 2, 5, and 4 for the
cases 1–4. This demonstrates that the ResNet50-1 per-
forms well on different environments. Incorrect classifi-
cations occur at the junctions of different range intervals
(see Fig. 7). The design of range overlaps in Table III
for the second step reduces the effect of misclassification,
leading to more robust localization.
The predictions for source ranges and depths by the
ResNet50-2-2-R and ResNet50-2-2-D are shown in Fig. 8
along with the ground truth. The MAE, Eq. (10), in
range predictions for cases 1–4 is 0.08, 0.14, 0.15, and
0.11 km (Figs. 8(a–d)), while the corresponding error is
0.4, 0.2, 0.2, and 0.5 m in depth estimation (Figs. 8(e–
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FIG. 8. (Color online) Comparison between the ground truth and the predicted source ranges (a)(b)(c)(d) by ResNet50-2-2-R
and source depths (e)(f)(g)(h) by ResNet50-2-2-D on the environments of (a)(e) Case1, (b)(f) Case2, (c)(g) Case3, and (d)(h)
Case4. The source depth is fixed at 12 m in (a–d) and three ranges {6, 8, 10 km} are used in (e–h).
h)). The ResNet50 models in the second step are able
to estimate the source ranges and depths with low errors
for different bottom parameters.
Figures 7 and 8 demonstrate that the DNN trained
on specific environments can adapt to a variety of envi-
ronments for noiseless data. It shows the capability of
deep learning models in generalization.
3. Source magnitude
The source magnitude across the frequency spectrum
may be not constant. The preprocessing of input data by
Eq. (4) is used for slowly varying source magnitudes. We
use an example to demonstrate it.
Assuming the source magnitude, |S(f)| = 2 +
sin (2pif/90) + rnd with rnd denoting the uniformly dis-
tributed random number in the interval (0,1), is slowly
varying with frequency f as shown in Fig. 9(a) and the
Green’s function g(f, r) is calculated by KRAKEN based
on the environmental parameters of Case3 in Table IV,
the generated test data shown in Fig. 9(b) are obtained
by Eq. (3). The source depth and ranges for the test
data are 12 m and 4–11 km. The test data with the
piecewise normalization by Eq. (4) are given in Fig. 9(c).
The results by the same processing Eqs. (3) and (4) for
the training data with a flat source magnitude are shown
in Figs. 9(d)(e)(f). As seen in Figs. 9(a–f), the original
frequency spectrogram is transformed by Eq. (4) to the
one that is independent of the source magnitude. The ef-
fect of source magnitude differences between the training
and test data is reduced by the use of Eq. (4), resulting
in more accurate localization.
4. SNR
In this subsection, the effect of SNR for the test data
is investigated. As in Sec. III D 3, the bottom parameters
of Case3 in Table IV are used for test data generation.
The source depths and ranges for the test data are the
same as in Sec. III D 2 for the two steps. Note that the
training data are noiseless while the test sets are noisy
with different SNRs.
The SNR across the frequency band is defined as
SNR = 10 log10
‖p‖22
σ2
, (13)
where p is the complex pressure at F frequencies and
σ2 represents the noise variance. When adding noise, for
each SNR, σ2 is calculated separately at each p computed
as a function of range using KRAKEN.
Figure 10(a) shows the prediction accuracy calcu-
lated by Eq. (9) for different SNRs in the first step. The
accuracy improves with SNR and reaches 95.0% at the
SNR of 15 dB. The MAE of range and depth estima-
tion on the test data sets with different SNRs is given in
Figs. 10(b) and (c). As expected, the prediction error for
the range and depth reduces from 1.09 km (Fig. 10(b))
and 20.0 m (Fig. 10(c)) at the SNR of 5 dB to 0.02 km
and 0.13 m at 20 dB. It demonstrates that a relatively
high SNR (≥15 dB) is necessary to achieve a convincing
prediction.
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FIG. 9. (Color online) Data preprocessing for the source magnitudes slowly varying in frequency domain. One example of
slowly varying source magnitude (a) and corresponding test data without (b) and with (c) piecewise normalization of Eq. (4).
(d)(e)(f) correspond to the same processing for the training data with a flat magnitude. The frequency band 100–200 Hz is
used.
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FIG. 10. Performance metrics versus SNR. (a) Prediction
accuracy for range interval determination by ResNet50-1; (b)
MAE for the range estimation by ResNet50-2-2-R; (c) MAE
for the depth estimation by ResNet50-2-2-D.
IV. EXPERIMENTAL DATA
A. Experiment description
The acoustic data were collected during one sea
experiment43 conducted in the China Yellow Sea in De-
cember 18–20, 2011. The experimental geometry is
shown in Fig. 11(a), with one ’L’ shape array (one 16-
element vertical array and one 32-element horizontal ar-
ray) moored on the sea floor. The data recorded by one
hydrophone of the horizontal array indicated by the cir-
cle in Fig. 11(a) were used for source localization. The
sampling rate for the received signals is 6000 Hz. Dur-
ing the experiment, low-frequency signals were emitted
about every one minute in the first 50 minutes of each
hour by a towed airgun at ranges 3.0–16.0 km which are
denoted by the asterisks in Fig. 11(a). The ship speed
was about 2 m/s. The time-domain waveform of one re-
ceived airgun pulse is given in Fig. 11(b). The positions
of the airgun are calculated by the GPS data recorded
on ship. A depth sensor was attached on the airgun
to record the source depth during the experiment. The
water depth along the propagation path varies within
68–73 m. In the following data processing, the range-
independent assumption is used for the simulated sound
field generation. The sound speed profile of water col-
umn was approximately constant 1480 m/s as shown in
Fig. 4.
In Fig. 11(a), there are 80 airgun pulses during a 95-
min period corresponding to 3–16 km (47 pulses in the
first 50 min, 10 min off, and 33 more pulses in the next
35 min). The duration for each airgun pulse is 2 s. The
spectrograms (12000 samples) on one sensor are shown
in Figs. 11(c)(d). Striations existed due to the modal
interference. The frequency band used for localization is
100–200 Hz with 1 Hz increment. The spectrum compar-
ison for the 40th signal with Eqs. (3) and (4) is given in
Fig. 11(e), showing that the effect of source magnitude
difference across the frequency band is reduced by the
piecewise normalization of Eq. (4).
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FIG. 11. (Color online) (a) Experiment geometry; (b) The
waveform of one received airgun signal; Spectrograms of 80
airgun signals normalized using (c) Eq. (3) and (d) Eq. (4);
(e) The spectrum comparison for the 40th signal.
B. Results
Source localization is performed following the steps
described in Sec. II C. As depicted in Fig. 3, the pre-
processed signals are first fed to ResNet50-1 for range
interval determination. Subsequently, the inputs are pro-
cessed by the corresponding models ResNet50-2-x-R and
ResNet50-2-x-D for range and depth estimation. The
ResNet50 models obtained in Sec. III are tested on the
experimental data.
It is of interest to compare the focalized MFP with
the deep learning method. The focalized MFP is im-
plemented using SAGA44 software package (i.e., an im-
plementation based on focalized MFP16,26 using the en-
vironmental parameters in Table II). The normal mode
code SNAP44 is used to generate the replicas in SAGA.
There are 10 unknown parameters including source range
and depth searched in SAGA. The optimal parame-
ters are obtained by minimizing the following frequency-
coherent objective function:
φF (Θ) = 1−
|∑Ff=1 pˆ(f)qˆ(f,Θ)|2∑F
f=1 |pˆ(f)|2
∑F
f=1 |qˆ(f,Θ)|2
, (14)
where Θ represents the unknown parameter set. pˆ(f)
and qˆ(f) are the piecewise normalized magnitudes of
measured and replica fields (i.e. Eq. (4)) at the fth fre-
quency.
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FIG. 12. (Color online) Predicted source ranges (a) and
depths (b) by the deep learning and SAGA methods.
The range and depth estimated by the ResNet50-2-x-
R and ResNet50-2-x-D are shown in Figs. 12(a) and (b),
along with the predictions calculated by SAGA. The mea-
surements of ranges and depths are also given in Fig. 12
for comparison. Overall, the range predictions by deep
learning and SAGA fit the GPS data well except for some
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larger errors at distant ranges. The MAE of deep learn-
ing calculated by Eq. (10) is 0.70 km for range predic-
tions, while it is 1.54 km using SAGA. In terms of the
source depths, the airgun was towed at a shallow depth,
about 5–8 m according to the measurements. As seen in
Fig. 12(b), most of the depth predictions are within the
interval [2, 16] m, agreeing with the experimental con-
figuration. The MAE of depth predictions is 7.7 and 8.1
m for these two methods. The performance for depth
estimation degrades at far ranges due to low SNRs.
The error percentage statistic for range and depth
predictions is given in Fig. 13, which represents the pro-
portion of predictions with a maximum error below a
specific value, given on the x-axis. The proportion of
predictions below 1.5 km error in range is 88.8% for deep
learning and 78.8% for SAGA, while the proportion of
points below 10 m in depth is 83.8 and 87.5%. It demon-
strates that compared with SAGA the performance of the
proposed method using deep learning is better in source
range estimation and comparable in depth prediction.
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FIG. 13. (Color online) Statistic of error percentage for range
(a) and depth (b). y-axis denotes the proportion of predic-
tions with a maximum error below a specific value, i.e. x-axis.
V. DISCUSSION
A. Computation time
The localization using DNNs includes the stages of
training and prediction. The training stage requires sig-
nificantly more computation time than prediction, but
the models need only be trained once. The training time
was 6 days for our ResNet50-1 model and 3 days for
each of the ResNet50-2-x-D models. Each ResNet50-2-x-
R model took 15 days to train. The models were trained
using three NVIDIA TITAN X PASCAL GPU cards.
The prediction time for one sample is about 125 mil-
liseconds on one INTEL i7 CPU core (3.4 GHz), demon-
strating that real-time localization is achievable with the
pre-trained models. For comparison, the prediction time
for one sample is about 600 s using SAGA.
B. Extension to low-SNR and multi-source cases
As stated in Sec. III D 4, the proposed localization
approach is only convincing for signals with high SNRs
since only noiseless data are used in the training pro-
cess. Similarly, the approach is only valid for a single
source localization. However, this method can be used
for low-SNR and multi-source (with different directions)
cases with a horizontal array using conventional array sig-
nal processing. In the first step, the direction-of-arrival
(DOA) estimation for multiple sources is performed by
beamforming techniques. In the second step, for each
source, the beamformed signal at the source direction
(i.e. spatial filtering) with a higher SNR is obtained. The
enhanced signal after spatial filtering is then fed into the
deep learning models for localization as described in the
paper.
C. Limitations and future work
This paper deals with the source localization with
uncertain bottom properties. There are some limitations
for the application of our algorithm:
(1) Time-varying SSPs of water column (e.g. in sum-
mer) were not considered. Therefore, the effect of varying
SSPs on localization needs further study.
(2) The water depth was restricted to a small interval
to reduce the size of training data set. Thus, the DNNs
should be re-trained for significantly different ocean en-
vironments (e.g. the water depth).
(3) The range-independent propagation environ-
ments were hypothesized to generate the training data.
The localization for range-dependent cases needs further
investigation.
VI. SUMMARY
This paper presents an approach for source localiza-
tion using deep residual neural networks based on syn-
thetic data which are generated by an acoustic propaga-
tion model. In our algorithm, absolute pressure on only
one sensor is used for source range and depth estimation.
A two-step training strategy is proposed to alleviate the
training difficulty for the deep models with big data. The
range intervals are first determined and then the source
ranges and depths are solved by the deep learning models
corresponding to the specific range intervals.
The performance of ResNet50 models were tested on
simulated test data sets with different bottom param-
eters, source magnitudes and SNRs. The results show
that the proposed ResNet50 models perform well on vari-
ous environments, slowly varying source magnitudes, and
high SNRs. The experimental data further verified the
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localization performance of our approach in uncertain en-
vironments, where 88.8% range predictions have the ab-
solute error below 1.5 km and the error of 83.8% depth
estimates is within 10 m.
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