Zur Rolle des linken Gyrus frontalis inferior in der Sprachwahrnehmnung : eine fMRT-Studie by Dautzenberg, Kai Julius
Zur Rolle des linken Gyrus frontalis inferior in der Sprachwahrnehmung
– eine fMRT-Studie
Von der Medizinischen Fakultät
der Rheinisch-Westfälischen Technischen Hochschule Aachen
zur Erlangung des akademischen Grades
eines Doktors der Medizin
genehmigte Dissertation
vorgelegt von
Kai Julius Dautzenberg
aus Eschweiler
Berichter: Herr Professor
Dr. phil. Dipl.-Phys. Bernd J. Kröger
Herr Universitätsprofessor
Dr. med. Felix M. Mottaghy
Tag der mündlichen Prüfung: 21.07.2011
Diese Dissertation ist auf den Internetseiten der Hochschulbibliothek online verfügbar.

Inhaltsverzeichnis
 1 Einleitung 1
 2 Theoretische Grundlagen 3
 2.1 Grundlagen der Phonetik 3
 2.1.1 Sprachproduktion 3
 2.1.2 Sprachperzeption 13
 2.2 Modelle zum Zusammenhang von Sprachproduktion
und Sprachperzeption 20
 2.2.1 Die Motortheorie der Sprachwahrnehmung 20
 2.2.2 Das Spiegelneuronensystem 24
 2.2.3 Modelle basierend auf künstlichen neuronalen Netzen 27
 2.3 Funktionelle Bildgebung neuronaler Prozesse 33
 2.3.1 Grundlagen der Magnetresonanztomografie 33
 2.3.2 Funktionelle Magnetresonanztomografie 40
 2.3.3 Aufbau funktioneller bildgebender Studien 49
 2.3.4 Statistische Analyse von fMRT-Daten 52
 3 Zielsetzung 61
 3.1 Fragestellung 61
 3.2 Hypothesen 62
 4 Material und Methoden 64
 4.1 Studiendesign 64
 4.2 Durchführung 65
 4.2.1 Probanden 65
 4.2.2 Auswahl und Präsentation der Stimuli 66
 4.2.3 Versuchsablauf und Datenerhebung 67
 4.3 Datenauswertung 68
 4.3.1 Vorverarbeitung 68
 4.3.2 Statistische Analyse 69
 5 Ergebnisse 70
 6 Diskussion 73
 7 Zusammenfassung und Ausblick 83
 8 Literaturverzeichnis 85
 9 Abbildungsverzeichnis 104
 10 Tabellenverzeichnis 105
 11 Danksagung 106
 12 Erklärung zur Datenaufbewahrung 107
 13 Lebenslauf 108
Abkürzungsverzeichnis
AC-PC anteriore Kommissur – posteriore Kommissur
BA Brodmann-Area
BOLD blood oxygen(ation) level dependent
CT Computertomografie
CV Konsonant-Vokal-Kombination
DTPA Diethylentriaminpentaessigsäure
EEG Elektroenzephalografie
EPI echo-planar imaging
F Formant
FA flip angle
FDR false discovery rate
fMRI functional magnetic resonance imaging
fMRT funktionelle Magnetresonanztomografie
FOV field of view
FWE(R) familywise error rate
FWHM full width at half maximum
GLI gray level index
HDR hemodynamic response
HRF hemodynamic response function
IFG Gyrus frontalis inferior
IPSP inhibitorische postsynaptische Potenziale
LIFG linker Gyrus frontalis inferior
LIPC linker inferiorer präfrontaler Kortex
M. Musculus
MEG Magnetenzephalografie
MEP motorisch evozierte Potenziale
Mm. Musculi
MNI Montreal Neurological Institute
MR Magnetresonanz
MRA Magnetresonanzangiografie
MRT Magnetresonanztomografie
N. Nervus
NIfTI Neuroimaging Informatics Technology Initiative
NMR nuclear magnetic resonance
Nn. Nervi
PAC primärer auditorischer Kortex
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V Vokal
VOT voice onset time
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1 Einleitung
In  den  1960er  Jahren  formulierten  Alvin  M.  Liberman  und  Kollegen  vor  dem 
Hintergrund  des  Problems  der  fehlenden  Invarianz  des  akustischen  Signals  gleich 
wahrgenommener Sprachlaute die Motortheorie der Sprachwahrnehmung (Liberman et 
al.  1967).  Ihr  zu  Folge  werden  die  durch  die  komplexen  Artikulationsbewegungen 
enkodierten Sprachlaute unter Beteiligung motorischer  Repräsentationen des Gehirns 
dekodiert.  Diese  Behauptung  konnte  lange  Zeit  auf  Grund  unzureichender 
Untersuchungstechniken  weder  bestätigt  noch  widerlegt  werden,  auch  wenn  das  zu 
Grunde liegende Modell kontinuierlich weiterentwickelt wurde (Liberman & Mattingly 
1985, Liberman & Whalen 2000).
Anfang  der  1990er  Jahre  entdeckte  unabhängig  hiervon  eine  Forschergruppe  um 
Giacomo  Rizzolatti  durch  elektrophysiologische  Experimente  an  Affen  eine  bisher 
unbekannte  Klasse  von  Nervenzellen,  die  nicht  nur  bei  der  Durchführung  einer 
Bewegung sondern auch bei  der  Beobachtung der  gleichen Bewegung durch andere 
Individuen erregt werden (Di Pellegrino et al. 1992, Gallese et al. 1996). Diese werden 
als Spiegelneuronen bezeichnet  und  wurden  seitdem  in  viele  neuropsychologische 
Theorien, z.B. zum Lernen und zu Emotionen, integriert (Rizzolatti & Craighero 2004, 
Cattaneo & Rizzolatti 2009). Auch auf die Sprachtheorie hatte ihre Entdeckung einen 
großen  Einfluss,  nicht  zuletzt  weil  dadurch  wiederum  die  Motortheorie  der 
Sprachwahrnehmung  zu  einer  Renaissance  kam  (Rizzolatti  &  Arbib  1998,  Cooper 
2006).
Die Entwicklung künstlicher neuronaler Netze geht auf erste informationstechnische 
Experimente  in  der  Mitte  des  zwanzigsten Jahrhunderts  zurück (McCulloch & Pitts 
1943, Minsky & Papert 1969). Ein enormer Fortschritt wurde durch die Entwicklung 
sogenannter  self-organizing maps (SOMs) gemacht, die lernfähig sind, da sie sich an 
ihre  Eingangssignale  anpassen  (Kohonen  1990).  Auch  zur  Sprachproduktion  und 
-perzeption wurden auf künstlichen neuronalen Netzen basierende Modelle entwickelt 
(Westermann & Miranda 2004, Guenther 2006, Kröger et al. 2008 und 2009a). Diese 
simulieren  nicht  nur  motorische  und  sensorische  Prozesse  der  Sprachverarbeitung, 
sondern auch den menschlichen Spracherwerb.
Vor  dem  Hintergrund  dieser  sprachtheoretischen  Ansätze  wurden  seit  den 
1980er/90er  Jahren  mittels  Positronenemissionstomografie (PET),  funktioneller  
Magnetresonanztomografie (fMRT),  transkranieller  Magnetstimulation (TMS)  und 
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Magnetenzephalografie (MEG)  zahlreiche  Studien  zur  Sprachproduktion  und 
-perzeption durchgeführt,  deren Ergebnisse auf  eine Beteiligung von prämotorischen 
Arealen des Gehirns an der Sprachwahrnehmung hinwiesen. Dabei stand vor Allem der 
linke Gyrus frontalis inferior (inferior frontal gyrus, IFG) des Frontallappens im Fokus 
(Fiez 1997, Burton 2001, Wilson et  al.  2004,  Imada et  al.  2006, Devlin & Watkins 
2007).  Manche Autoren gehen auf  Grund dieser  und ihrer  eigenen Studien von der 
Existenz  eines  gemeinsamen  Produktions-Perzeptions-Netzwerks für  Sprache  im 
menschlichen Gehirn aus (Heim et al. 2003, Pulvermüller 2005).
In  der  vorliegenden  Arbeit  soll  diese  hypothetische  Beteiligung  motorischer 
Repräsentationen  an  der  Sprachwahrnehmung  untersucht  werden.  Dazu  werden 
zunächst die theoretischen Grundlagen der Sprachproduktion und -perzeption sowie die 
oben genannten Sprachtheorien näher erläutert. Anschließend erfolgt eine Einführung in 
die funktionelle Bildgebung neuronaler Prozesse mittels fMRT. Die Durchführung eines 
solchen  Experiments  zur  auditorischen  Wahrnehmung  von  Sprachlauten  und  seine 
Ergebnisse  werden  dargestellt  und  letztere  im  Vergleich  zur  aktuellen  Studienlage 
diskutiert.
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2 Theoretische Grundlagen
2.1 Grundlagen der Phonetik
2.1.1 Sprachproduktion
Zur Sprachproduktion dienen dem Menschen Initiation, Phonation und Artikulation, 
die im Respirationstrakt ausgehend vom Zwerchfell bis zu den Lippen eine Kette von 
Ereignissen bilden. Vereinfacht lässt sich diese nach Ernst Barth (1911) in Analogie zu 
einer Orgelpfeife beschreiben. Dabei entsprechen Lunge und Brustkorb dem Blasebalg, 
der  Kehlkopf  der  Pfeifenzunge  und  die  Artikulatoren und  Artikulationsstellen dem 
Ansatzrohr. Im Gegensatz zur Orgelpfeife sind allerdings Kehlkopf und Artikulatoren 
nicht statisch, sondern tragen durch Verformung zum entstehenden Schall bei.
Die  Atmung erfolgt  als  Wechselspiel  von  Unterdruck  und  Überdruck  im 
Respirationstrakt. Der Unterdruck wird bei der Inspiration durch die Abflachung des 
kuppelartig gespannten Diaphragmas und die Ausdehnung des Thorax bedingt durch die 
Hebung der  Rippen erzeugt.  Die  dazu notwendigen Muskeln,  die  Inspiratoren,  sind 
neben dem aus Muskeln bestehenden Diaphragma die zwischen den Rippen gespannten 
Musculi (Mm.) intercostales externi und interni (Pars interchondralis), die Halsmuskeln 
Mm. scalenus und sternocleidomastoideus, die Schultermuskeln Mm. pectoralis major 
et  minor,  serratus  anterior  und  subclavius,  sowie  die  Rückenmuskeln  Mm.  serratus 
posterior  superior,  latissimus  dorsi  (Pars  costalis)  und  iliocostalis  cervicis.  Dem so 
erzeugten Unterdruck folgt die nur durch einen kapillären Spalt zwischen Pleura costalis  
und visceralis von der Brustkorbwand getrennte Lunge auf Grund der Adhäsionskräfte 
und erzeugt so im Respirationstrakt einen Sog, durch den Luft in ihn einströmen kann.
Der Überdruck bei der Exspiration besteht schon zum größten Teil durch das zuvor 
eingeatmete Luftvolumen und die damit verbundene Dehnung des Respirationstrakts, 
die  durch  die  elastischen  Rückstellkräfte  der  Lungen  und  des  Thorax  sowie  die 
Schwerkraft wieder ausgeglichen wird. Daher müssen nach Erschlaffen der Inspiratoren 
bei Ruheatmung durch die der Exspiration dienenden Muskeln, die Exspiratoren, nur 
noch geringe Kräfte aufgebracht werden. Bei forciertem Ausatmen, wie es beim Rufen 
oder  Singen  vorkommt,  kann  jedoch  auch  ein  hoher  Druck  erzeugt  werden.  Die 
Exspiratoren  sind  die  Brustkorbmuskeln  Mm.  intercostales  interni,  subcostales  und 
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transversus thoracis, die Bauchmuskeln Mm. transversus abdominis, obliquus internus 
et externus abdominis und rectus abdominis, sowie die Rückenmuskeln Mm. latissimus 
dorsi, iliocostalis, serratus posterior inferior und quadratus lumborum.
Die Atmung wird beim Sprechen bewusst gesteuert  – im Gegensatz zur normalen 
Respiration, bei der dies größtenteils unbewusst geschieht – und übernimmt hierbei die 
Rolle der Initiation. Die neuronale Steuerung der Atmung erfolgt einerseits unbewusst 
im Atemzentrum in der Formatio reticularis der Medulla oblongata. Von hier wird in 
Abhängigkeit von gemessenem O2- und CO2-Partialdruck und Signalen aus der dorsalen 
respiratorischen  Gruppe  die  Atmung  über  den  N.  phrenicus,  der  das  Diaphragma 
innerviert,  beeinflusst.  Andererseits  kann die  zur  Atmung genutzte  Muskulatur  auch 
bewusst durch die Willkürmotorik über den Gyrus praecentralis gesteuert werden. Hier 
ist die Rumpfmuskulatur im dorsalen Teil des Gyrus nahe der Mantelkante repräsentiert 
(Fanghänel et al. 2003 S. 793-820, 497-499 und 520-521, Kahle & Frotscher 2002 S. 
248-249, Pompino-Marschall 2003 S. 20-30, Grassegger 2006 S. 15-19).
Bei  der  Phonation wird  der  kontinuierliche  Luftstrom,  der  durch die  Exspiration 
erzeugt  wird,  periodisch  unterbrochen  und  so  in  Schwingung  versetzt,  wodurch 
Schallwellen  entstehen,  die  wahrgenommen  werden  können.  Diese  Unterbrechung 
erfolgt  durch  den  Kehlkopf   (Larynx)  der  sich  kranial  an  die  Luftröhre  (Trachea) 
anschließt. Er besteht aus dem Kehldeckel (Cartilago epiglottica), dem Schildknorpel 
(Cartilago  thyroidea),  dem Ringknorpel  (Cartilago  cricoidea)  und  den  Stellknorpeln 
(Cartilagines arytaenoideae), sowie weiteren kleineren Knorpeln, die für seine Funktion 
relativ  unbedeutend  sind.  Der  Kehldeckel  dient  dem Verschluss  der  Luftröhre  beim 
Schlucken und ist bei der Phonation geöffnet, sodass die Luft ungehindert ausströmen 
kann.  Zwischen  den  Processus  vocales  der  Stellknorpel  und  der  Innenseite  des 
Schildknorpelbugs sind die Stimmbänder (Ligamenta vocalia) und die Musculi vocales 
gespannt,  die  die  Grundlage  der  Stimmlippen  (Plicae  vocales)  bilden.  Der  Spalt 
zwischen den Stimmlippen bzw. den Stellknorpeln wird Rima glottidis  (Stimmritze) 
genannt,  die  Einheit  aus  Spalt  und Stimmlippen bzw. Stellknorpeln wird als  Glottis 
bezeichnet.  Es  ergibt  sich  somit  jeweils  eine  Pars  intermembranacea  und  eine  Pars 
intercartilaginea der Glottis und der Rima glottidis. 
Am Larynx setzt eine Reihe von Muskeln an, die man in die intrinsischen und die 
extrinsischen Kehlkopfmuskeln unterteilt.  Letztere befestigen den Kehlkopf zwischen 
Kopf und Brustkorb und dienen primär dem Schlucken. Bei der Artikulation mancher 
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Laute  fungieren  die  Mm.  sternothyroideus,  sternohyoideus,  thyrohyoideus  und 
omohyoideus jedoch als Kehlkopfsenker sowie die Mm. constrictor pharyngis medius, 
digastricus  posterior,  stylohyoideus,  hyoglossus,  mylohyoideus,  geniohyoideus, 
genioglossus  und  digastricus  anterior  als  Kehlkopfheber.  Durch  die  gelenkig 
miteinander  verbundenen  Knorpel  und  die  an  ihnen  ansetzenden  intrinsischen 
Kehlkopfmuskeln können Position und Spannung der Stimmlippen variiert werden. Die 
intrinsischen  Muskeln  werden  wiederum  in  mehrere  innere  und  einen  äußeren 
gegliedert.
Beim Atmen und bei der Produktion stimmloser Laute bilden die Stimmlippen ein 
nach ventral auf den Schildknorpel spitz zulaufendes „V“, da die beiden Stellknorpel 
durch  den Zug des  M.  cricoarytaenoideus  posterior  („Posticus“)  an  ihren  Processus 
musculares  nach  außen  gedreht  und  seitwärts  gekippt  werden,  wodurch  sich  die 
Processus vocales voneinander entfernen. Zur Phonation stimmhafter Laute werden die 
Stellknorpel durch den Zug des M. arytaenoideus obliquus und des M. arytaenoideus 
transversus  einander  angenähert,  wobei  die  Glottis  verschlossen  wird  und  nun  in 
Schwingung  versetzt  werden  kann.  Beim  Flüstern  erfolgt  eine  Kombination  aus 
Stimmlippenschluss und offener Pars intercartilaginea der Glottis durch den Zug des M. 
cricoarytaenoideus  lateralis  („Lateralis“).  Die  Frequenz  der  Stimmlippenschwingung 
wird bestimmt durch die Länge, Dicke und Spannung der Plicae vocales. Während die 
ersten  beiden  Faktoren  größtenteils  durch  den  (geschlechtsspezifischen)  Körperbau 
vorgegeben sind, kann letztere durch die in den Stimmlippen liegenden Mm. vocales 
und  den  M.  cricothyroideus  („Anticus“)  in  größerem  Umfang  reguliert  werden. 
Letzterer  kippt  den  Schildknorpel  nach  ventral  und  entfernt  ihn  somit  von  den 
Stellknorpeln, sodass die dazwischen aufgespannten Stimmlippen gedehnt werden.
Zur Phonation wird die Stimmritze zunächst geschlossen und die Stimmlippen sind 
gespannt.  Bei  der  nun folgenden Exspiration  strömt  Luft  durch die  Trachea  auf  die 
Glottis zu und sprengt sie, wenn der vom unteren Respirationstrakt ausgeübte Druck 
über dem Verschlussdruck der Stimmritze liegt. Da der so entstehende Spalt allerdings 
recht  schmal  ist,  wird  die  ausströmende  Luft  hier  stark  beschleunigt  und  erzeugt 
senkrecht zur Flussrichtung wirkende Bernoulli-Kräfte, die wiederum einen Verschluss 
der Glottis bewirken. Die weiter ausströmende Luft setzt den Prozess wieder in Gang, 
sodass  die  Stimmlippen  in  Schwingung  geraten  und  periodisch  den  Luftstrom 
unterbrechen, wodurch Schallwellen produziert werden. Die inneren Kehlkopfmuskeln 
werden vom Nervus (N.) laryngeus recurrens versorgt, der äußere Kehlkopfmuskel (M. 
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cricothyroideus)  vom N.  laryngeus  superior.  Sie  bilden  auf  der  Dorsalseite  des  M. 
cricoarytaenoideus  posterior  eine  Anastomose.  Beide  sind  Äste  des  N.  vagus  und 
entstammen somit  dem gleichen Kerngebiet  im Hirnstamm, dem Nucleus  ambiguus 
(Fanghänel et al. 2003 S. 325-337, Pompino-Marschall 2003 S. 31-42, Grassegger 2006 
S. 20-31).
Die Artikulation ist die klangliche Formung der im Kehlkopf erzeugten Schallwellen. 
Sie erfolgt einerseits  durch die als Artikulatoren bezeichneten beweglichen Teile des 
Ansatzrohres,  andererseits  wird  die  Form  des  Ansatzrohres  von  anatomischen 
Fixpunkten  bestimmt,  die  als  Artikulationsstellen  bezeichnet  werden.  Zu  den 
Artikulationsstellen zählen die Glottis (glottal), die Epiglottis (epiglottal), der Pharynx 
(pharyngal), der Gaumen (Palatum, palatal) mit Velum (velar) und Uvula (uvular), der 
Zahndamm (Alveoli dentales, alveolar), die oberen Schneidezähne (labiodental) und die 
Oberlippe (labial). Die weiteren Hohlräume des Ansatzrohres neben der Mundhöhle – 
Nase, Nasennebenhöhlen und Nasenrachenraum – prägen als Resonatoren vor Allem 
den grundsätzlichen Klang der Stimme.
Zu  den  Artikulatoren  gehören  im  Halsbereich  die  Glottis  mit  den  intrinsischen 
Kehlkopfmuskeln, die extrinsischen Kehlkopfmuskeln und der Rachen (Pharynx) mit 
dem M. constrictor pharyngis superior, medius und inferior. Diese haben besonders im 
Deutschen nur eine relativ geringe Bedeutung für die Artikulation. Weitaus beweglicher 
und daher wichtiger für die Artikulation ist der Unterkiefer (Mandibula), der durch die 
Mm.  masseter,  temporalis  und  pterygoideus  internus  gehoben  und  durch  die  Mm. 
pterygoideus  externus,  geniohyoideus,  genioglossus,  mylohyoideus  und  digastricus 
anterior gesenkt wird. Das Gaumensegel (Velum palatinum) mit dem Zäpfchen (Uvula) 
dient artikulatorisch vor Allem der Ab- und Zuschaltung des Nasenraums. Es wird durch 
die Mm. levator palatini und tensor palatini gerafft und nach dorsokranial angehoben 
und  durch  die  Mm.  palatopharyngeus  und  palatoglossus  gesenkt.  Außer  bei  der 
Artikulation von Nasallauten ist es jedoch stets angehoben.
Die Zunge (Lingua)  ist  der wichtigste und flexibelste der Artikulatoren.  Sie wird 
grob in einen oralen und einen pharyngealen Teil gegliedert. An ihr kann man weiterhin 
die  phonetisch  relevanten  Abschnitte  Zungenspitze  (Apex),  -blatt  (Lamina),  -rücken 
(Dorsum) und -wurzel (Radix) unterscheiden. Die Zunge wird durch die inneren (oder 
intrinsischen) und die äußeren (oder extrinsischen) Zungenmuskeln bewegt. Zu ersteren 
gehören die Mm. longitudinalis superior und inferior sowie die Mm. transversus linguae 
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und verticalis linguae. Die äußeren Zungenmuskeln haben ihren Ursprung im Gegensatz 
zu  den  inneren  außerhalb  der  Zunge  an  knöchernen  Strukturen  des  Schädels.  Sie 
können daher nicht nur die Form, sondern auch die Lage der Zunge verändern. Es sind 
dies  die  Mm. genioglossus,  styloglossus,  palatoglossus  und hyoglossus.  Die  Lippen 
(Labia) dienen einerseits bei bestimmten Vokalen der Verlängerung des Ansatzrohres 
und andererseits bei einigen Konsonanten der Enge- bzw. Verschlussbildung. Letztere 
wird durch den sphinkterartigen M. orbicularis  oris  bewerkstelligt,  der  auch für  die 
Rundung der Lippen verantwortlich ist. An den komplexeren Lippenbewegungen sind 
größtenteils  die  zahlreichen  mimischen  Gesichtsmuskeln  beteiligt,  die  in  radiärer 
Anordnung vom Mund wegziehen.
Sämtliche  an  der  Artikulation  von  Lauten  beteiligten  Muskeln  werden durch  die 
motorischen Hirnnerven versorgt. Dazu zählen im Einzelnen Fasern des N. trigeminus 
(N.  V)  für  die  Kaumuskulatur,  der  N.  facialis  (N.  VII)  für  die  mimische 
Gesichtsmuskulatur, der N. glossopharyngeus (N. IX) für die Rachenmuskulatur, der N. 
vagus  (N.  X) für  die  Kehlkopfmuskulatur  und der  N.  hypoglossus  (N.  XII)  für  die 
Zungenmuskulatur. Diese haben ihre Kerngebiete im Hirnstamm (Pompino-Marschall 
2003 S. 41-58, Kahle & Frotscher 2002 S. 106-131, Grassegger 2006 S. 31-41).
Aus  der  Interaktion  zwischen  Artikulatoren  und Artikulationsstellen  ergeben  sich 
komplexe  Formveränderungen  des  Ansatzrohres,  die  das  Muster  der  produzierten 
Schallwellen  so  charakteristisch  beeinflussen,  dass  sie  als  distinkte  Laute 
wahrgenommen werden können. Diese lassen sich grob in globale Formveränderungen 
(Vokale)  und  lokale  Enge-  bzw.  Verschlussbildungen  (Konsonanten)  unterteilen. 
Außerdem kann der Nasenraum für bestimmte Laute geöffnet oder geschlossen werden.
In Anlehnung an die  Quelle-Filter-Theorie (Fant 1960)  kann die Sprachproduktion 
für  alle  stimmhaften  Laute  folgendermaßen  beschrieben  werden:  Der  in  der  Glottis 
durch die Phonation erzeugte Rohschall wird durch die Geometrie der Artikulatoren und 
Artikulationsstellen  des  Ansatzrohres  geformt.  Bei  den  stimmlosen Lauten  wird  der 
Schall  erst  durch  Reibung  an  Engstellen  des  Ansatzrohres  produziert.  Für  die 
stimmhaften  Laute  erfolgt  die  Formung  des  Rohschalls  durch  Resonanzbildung  im 
Ansatzrohr, die durch Reflexion des Schalls an seinen Wänden entstehen. Diese hängt 
von der Rohrlänge und dem lokalen Rohrquerschnitt sowie dem Querschnittsverlauf ab. 
Dabei kann die Länge durch Heben und Senken des Kehlkopfes und durch Spitzen der 
Lippen  verändert  werden.  Der  Querschnitt  wird  vor  Allem  durch  die  Stellung  des 
7
Kiefers, die lokale Zungenhöhe und horizontale Zungenlage bestimmt. Die Resonanzen 
lassen sich durch Frequenzanalyse im  Sonagramm, das korrekterweise eigentlich als 
Spektrogramm bezeichnet werden muss, als Bänder mit erhöhtem Schalldruck darstellen 
und werden als  Formanten bezeichnet.  Sie  werden von tiefen zu hohen Frequenzen 
durchgezählt,  wobei  für  die  Unterscheidung der  meisten  Laute  die  Betrachtung  der 
Formanten F1 bis F3 ausreicht.
Abbildung 1: Sagittales Schema der Lippen- und Zungenpositionen für die Laute [a], 
[i] und [u] (aus Pompino-Marschall 2003 S. 116)
Die Vokale lassen sich durch die Parameter Zungenhöhe (vertikale Lage des höchsten 
Zungenpunktes),  Zungenlage  (horizontale  Lage  des  höchsten  Zungenpunktes)  und 
Lippenrundung  (gerundet/ungerundet)  kennzeichnen.  Die  Zungenhöhe  wird  grob  in 
hoch,  obermittelhoch,  untermittelhoch  und  tief  eingeteilt,  die  Zungenlage  in  vorne, 
zentral und hinten. An Hand dieser Parameter kann man im Deutschen die Eckvokale 
[a], [i] und [u] bestimmen. Beim [a] ist die Zungenhöhe tief, die Zungenlage ist vorne 
und die Lippen sind ungerundet. Beim [i] ist die Zungenhöhe hoch, die Zungenlage ist  
vorne  und  die  Lippen  sind  ungerundet.  Beim  [u]  ist  die  Zungenhöhe  hoch,  die 
Zungenlage ist hinten und die Lippen sind gerundet. Die Eckvokale lassen sich auch 
durch das Verhältnis von erstem zu zweitem Formanten unterscheiden. Beim [a] ist der 
erste Formant relativ hoch und der zweite relativ tief. Beim [i] ist der erste Formant tief 
und der zweite hoch. Beim [u] sind beide Formanten tief.
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Abbildung 2: Sonagramme der Laute [u], [o], [a], [e] und [i] (aus Pompino-Marschall 
2003 S. 125)
Abbildung 3: durchschnittliche Formantwerte deutscher Vokale (aus Pompino-
Marschall 2003 S. 126)
Während  die  Vokale  durch  diese  globalen  Formveränderungen  des  Ansatzrohres 
produziert  werden,  entstehen  Konsonanten  durch  zusätzliche  Enge-  oder 
Verschlussbildungen an den Artikulationsstellen.  Sie werden beschrieben nach ihrem 
Artikulationsmodus, dem artikulierenden Organ und der Artikulationsstelle sowie der 
Stimmbeteiligung  (stimmhaft/stimmlos).  Man  unterscheidet  die  Artikulationsmodi 
Plosiv (totaler oraler Verschluss mit gehobenem Velum), Nasal (totaler oraler Verschluss 
mit  gesenktem  Velum),  Vibranten  (intermittierender  oraler  Verschluss), 
getippter/geschlagener  Laut  (kurzzeitiger  oraler  Verschluss),  Frikativ  (zentrale 
geräuschbildende  Enge),  Lateral-Frikativ  (seitliche  geräuschbildende  Enge), 
Approximant (zentrale nicht geräuschbildende Enge) und Lateral (zentraler Verschluss 
mit seitlicher nicht geräuschbildender Enge). Die artikulierenden Organe werden durch 
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die Adjektive labial  (Lippen), apikal (Zungenspitze), laminal (Zungenblatt),  prä- und 
postdorsal (vorderer bzw. hinterer Zungenrücken), uvular (Zäpfchen), radikal/pharyngal 
(Zungenwurzel/Rachen), epiglottal (Kehldeckel) und glottal (Stimmlippen) beschrieben. 
Die Artikulationsstellen werden analog als labial (Oberlippe), dental (Zähne), alveolar 
(Zahndamm),  postalveolar  (zwischen  Zahndamm  und  Gaumen),  palatal  (harter 
Gaumen), velar (weicher Gaumen), uvular (Zäpfchen), pharyngal (hintere Rachenwand) 
und epiglottal (Kehldeckel) bezeichnet.
Abbildung 4: Sagittales Schema der Artikulatorpositionen für die Laute [b], [d] und [g] 
(nach Pompino-Marschall 2003 S. 187)
In  der  Frequenzanalyse  stellen  sich  die  Konsonanten  mannigfaltig  dar.  Da  im 
vorliegenden fMRT-Experiment die Plosive [b], [d] und [g] angewandt werden, sollen 
sie hier exemplarisch charakterisiert werden. Die Formanten sind bei Verschlusslauten 
im  Gegensatz  zu  den  Vokalen  nicht  statisch,  sondern  zeichnen  sich  durch  einen 
charakteristischen Verlauf vom Verschluss des Ansatzrohres, der einem Signalabbruch 
gleichkommt, bis zum nächsten artikulierten Vokal aus, der  Transition genannt wird. 
Wir betrachten hier für die Silben [ba], [da] und [ga] die Verläufe der Formanten F1 bis 
F3. Im Sonagramm der Silbe [ba] mit dem stimmhaften bilabialen Plosiv [b]  steigen die  
ersten  drei  Formanten  vom  Verschluss  zum Vokal  an.  Bei  der  Silbe  [da]  mit  dem 
stimmhaften alveolaren Plosiv [d] steigt F1 an während F2 und F3 fallen. Bei der Silbe 
[ga] mit dem stimmhaften velaren Plosiv [g] steigen F1 und F3 an während F2 fällt. Der 
ansteigende  erste  Formant  ist  somit  im  Zusammenhang  mit  dem  Vokal  [a]  ein 
charakteristisches  Element  der  stimmhaften  Plosive,  während  besonders  der  zweite 
Formant eine Unterscheidung dieser ermöglicht (Pompino-Marschall 2003 S. 99-133, 
Grassegger 2006 S. 43-57, Liberman et al. 1967).
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Abbildung 5: Formanttransitionen der Laute [ba], [da] und [ga] (nach Liberman et al. 
1956)
Die bewusste motorische Steuerung der Atmung, Phonation und Artikulation erfolgt 
ausgehend vom Gyrus praecentralis (Brodmann-Area (BA) 4 und 6,  Motorkortex) und 
von  weiter  rostral  gelegenen  Bereichen  (BA 6)  –  dem  im  dorsalen  Frontallappen 
gelegenen  supplementärmotorischen Areal (SMA) und dem ventral hiervon gelegenen 
prämotorischen Areal (PMA).  Im Gyrus praecentralis  sind die  Repräsentationen der 
Körperteile  somatotop gegliedert: Die zur Atmung genutzte  Rumpfmuskulatur ist  im 
dorsalen  Teil  des  Gyrus  nahe  der  Mantelkante  repräsentiert,  die  Mund-  und 
Kiefermuskulatur weiter ventral und die Zungen- und Schlundmuskulatur am ventralen 
Ende des Gyrus nahe dem Sulcus lateralis. Rostral hiervon liegt in der Pars opercularis 
und  triangularis  des  Gyrus  frontalis  inferior  das  motorische  Sprachzentrum (Broca-
Areal, BA 44 und 45, Broca 1861). Dieser Teil des  Assoziationskortex projiziert über 
das SMA und das PMA zum Motorkortex. Das  Broca-Areal hat über den Fasciculus 
arcuatus  enge  Verbindungen  mit  dem  sensorischen  Sprachzentrum  (Wernicke-Areal, 
Wernicke  1874).  Vom  Motorkortex  aus  gelangen  die  ausgehenden  Nervenimpulse 
(Efferenzen)  über  Axone,  die  durch  die  Capsula  interna  ziehen,  zu den motorischen 
Hirnnervenkernen im Hirnstamm.
Rückmeldungen  über  die  gegenwärtige  Lage  der  Artikulatoren  und 
Artikulationsstellen  zueinander  sind  schon  vor  Beginn und  vor  Allem während  des 
Sprechaktes nötig, um die komplexen Abläufe planen und steuern zu können. Diese 
werden auch als Reafferenzen oder Rückkopplung (feedback) bezeichnet. Sie werden – 
neben dem Hören des  (selbst)  Gesprochenen – durch  die  taktile  und propriozeptive 
Wahrnehmung  vermittelt.  Bei  der  taktilen  Wahrnehmung  handelt  es  sich  um 
Informationen über Berührungen von Artikulatoren und Artikulationsstellen, die durch 
einfache Nervenendigungen und komplexere Tastkörperchen in  der  Schleimhaut  von 
Mund, Rachen und Kehlkopf sowie besonders der Zunge aufgenommen werden. Die 
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Propriozeption ist die Wahrnehmung der Stellung der Gelenke und der Spannung der 
Muskeln  und  Sehnen.  Sie  wird  durch  spezielle  Muskelfasern  vermittelt,  die  als 
Muskelspindeln bezeichnet werden. Im Gegensatz zu taktilen Informationen können die 
Reize der Muskelspindeln nicht bewusst gemacht werden. Die von Nervenendigungen, 
Tastkörperchen  und  Muskelspindeln  ausgehenden  Nervenimpulse  an  das  ZNS 
(Afferenzen)  werden  über  verschiedene  Hirnnerven  weitergeleitet.  Die  Mundhöhle 
inklusive Gaumen und vorderem Teil der Zunge, die Nasenhöhle und der Nasopharynx 
werden vom N. trigeminus (N. V) sensibel innerviert. Der hintere Teil der Zunge und 
der Oropharynx werden vom N. glossopharyngeus (N. IX) versorgt. Der N. vagus (N. 
X) innerviert den Kehldeckel, den Laryngopharynx und den Kehlkopf.
Von  den  Hirnnervenkernen  des  Hirnstamms  laufen  die  Informationen  über  den 
Lemniscus medialis zum Thalamus und von dort durch die Capsula interna weiter zum 
Gyrus postcentralis  (BA 1-3) der Großhirnrinde. Dieser wird als somatosensorischer 
Kortex bezeichnet und ist analog zum Gyrus praecentralis somatotop gegliedert, sodass 
sich auch hier die Repräsentationen von Lippen, Kiefer, Mundhöhle und Rachen am 
ventralen Ende des Gyrus nahe dem Sulcus lateralis finden. Von hier bestehen wie beim 
motorischen  Kortex  zahlreiche  Verbindungen  zu  Assoziationsarealen.  Die  beiden 
wichtigsten  sind  die  BA  5  und  7  im  kranialen  Parietallappen,  die  wiederum 
Verbindungen mit dem SMA und PMA haben (Fanghänel et al. 2003 S. 480-503 und 
537-541, Kahle & Frotscher 2002 S. 106-141 und 244-261).
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2.1.2 Sprachperzeption
Das Ohr  gliedert  sich in drei  Abschnitte. Das äußere Ohr (Auris externa) bündelt 
mittels  der  Ohrmuschel  (Auricula)  Schallwellen  und  leitet  sie  durch  den  äußeren 
Gehörgang (Meatus acusticus externus) zum Trommelfell (Membrana tympanica). Das 
Mittelohr (Auris media) ist ein luftgefüllter, von Schleimhaut ausgekleideter Hohlraum, 
der über die Ohrtrompete (Tuba auditoria) eine Verbindung zum Nasopharynx hat. Der 
Hauptraum, die Paukenhöhle (Cavitas tympanica), wird von der Gehörknöchelchenkette 
durchspannt. Diese ist am lateralen Ende am Trommelfell und am medialen am ovalen 
Fenster des Innenohres befestigt. Sie besteht aus den drei Gehörknöchelchen Hammer 
(Malleus),  Amboss  (Incus)  und  Steigbügel  (Stapes)  und  leitet  den  Schall  vom 
Trommelfell zum Innenohr weiter. Zum Mittelohr gehören außerdem die Nebenräume 
der  Warzenfortsatzzellen  (Cellulae  mastoideae).  Das  Innenohr  –  auch  als  Labyrinth 
bezeichnet  –  beinhaltet  das  Hörorgan  (Organum  cochleare)  und  das 
Gleichgewichtsorgan (Organum vestibulare), flüssigkeitsgefüllte Hohlräume, in denen 
die Nervenzellen des ersteren Schall und die des letzteren Bewegungen wahrnehmen. 
Da das Hörorgan die Form eines Schneckenhäuschens aufweist wird es auch Schnecke 
(Cochlea) genannt.
In der Cochlea werden die mechanischen Schwingungen des Schalls von den inneren 
Haarzellen, den primären Sinneszellen des Ohres, in elektrische Impulse umgewandelt. 
Von  dort  werden  die  Sinnesinformationen  über  die  Hörbahn  weitergeleitet  und 
verarbeitet.  Das  erste  Neuron  der  Hörbahn  bilden  die  bipolaren  Nervenzellen  des 
Ganglion  spirale,  die  mit  ihren  Dendriten  die  Erregungen  der  inneren  Haarzellen 
aufnehmen und zum Hirnstamm weiterleiten. Sie formieren sich am Fundus des Meatus 
acusticus internus zum N. cochlearis, der sich wiederum mit dem N. vestibularis aus 
dem Gleichgewichtsorgan vereinigt.  Zusammen ziehen sie  als  N. vestibulocochlearis 
(VIII. Hirnnerv) zum Kleinhirnbrückenwinkel, wo sie in den Hirnstamm eintreten. Die 
Fasern  des  N.  cochlearis  spalten  sich  hier  in  zwei  Stränge  auf.  Der  eine  endet  im 
Nucleus cochlearis ventralis, der andere im Nucleus cochlearis dorsalis. Daher spricht 
man ab  hier  von einer  ventralen  und einer  dorsalen  Hörbahn.  Die  Kerne  liegen im 
lateralsten Teil der Rautengrube (Fossa rhomboidea) des Hirnstamms und enthalten die 
Zellkörper des zweiten Neurons der Hörbahn.
Die Axone aus dem Nucleus cochlearis dorsalis verlaufen als in der Rautengrube 
sichtbare Stria acustica dorsalis zur Gegenseite. Hier werden einige Neuronen in den 
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Kernen des Trapezkörpers (Corpus trapezoideum) und der oberen Olive (Oliva superior) 
synaptisch von einer auf eine andere Nervenzelle umgeschaltet. Der Großteil zieht an 
den Kernen vorbei zum Lemniscus lateralis, in dem die Nervenfasern zum Colliculus 
inferior  der  Vierhügelplatte  aufsteigen.  Auch in  den Kernen des  Lemniscus  lateralis 
werden einige Neuronen umgeschaltet, die dann als drittes Neuron der Hörbahn weiter 
ziehen. Daher werden die vom Colliculus inferior ausgehenden Neuronen entweder als 
drittes oder viertes Neuron der Hörbahn bezeichnet. Sie ziehen zum Corpus geniculatum 
mediale des Thalamus und nach Umschaltung zum vierten bzw. fünften Neuron der 
Hörbahn in der Hörstrahlung (Radiatio acustica) zum primären auditorischen Kortex.
Die Axone aus dem Nucleus cochlearis ventralis kreuzen zunächst fast vollständig im 
Corpus  trapezoideum  zur  Gegenseite.  Dabei  werden  auch  sie  teilweise  in  den 
Trapezkörperkernen und der oberen Olive umgeschaltet. Von hier steigen sie ebenfalls 
im Lemniscus lateralis, eventuell mit weiterer Umschaltung, zum Colliculus inferior der 
Vierhügelplatte  auf.  Ein  geringer  Teil  der  Neuronen  aus  dem  Nucleus  cochlearis 
ventralis steigt ipsilateral über die gleichen Kerne und deren Verbindungen zur primären 
Hörrinde auf.
Zusätzlich  zu  den  beschriebenen  afferenten  gibt  es  auch  efferente  Verbindungen 
zwischen Hirnstamm und Cochlea,  über die die  Erregungen der Haarzellen reguliert 
werden  können.  Dabei  werden  vermutlich  die  als  Verstärker  der  einlaufenden 
Schallwellen dienenden äußeren Haarzellen im Sinne des Lauschens sensibilisiert bzw. 
beim Richtungshören einseitig gedämpft. Dies wird innerhalb der Nuclei olivares und 
Colliculi inferiores als Seitenvergleich der Afferenzen erreicht, dessen Ergebnis dann 
unter Anderem zu Efferenzen aus der oberen Olive zur Cochlea führt (Fanghänel et al. 
2003 S. 469-471, Kahle & Frotscher 2002 S. 372-381, Pompino-Marschall 2003 S. 149-
151).
Der  primäre  auditorische  Kortex (PAC)  liegt  in  den  Gyri  temporales  transversi 
(Heschl-Querwindungen, BA 41 und 42) auf der Innenseite des Operculum temporale 
des  Temporallappens.  Hier  treffen  Nervenimpulse  aus  beiden  Ohren  über  die 
Hörstrahlung ein, wobei jeweils die der kontralateralen Seite stärker repräsentiert sind. 
Dabei  wird  von  der  Cochlea  bis  zur  primären  Hörrinde  eine  tonotope Ordnung 
(Tonotopie)  der  Neuronen  aufrecht  erhalten.  Es  existiert  also  eine  Zuordnung  von 
Frequenzen des Schalls zu Orten innerhalb der Schnecke bzw. im PAC. Dabei sind hohe 
Frequenzen  in  posteromedialen  Anteilen  und  tiefe  Frequenzen  in  anterolateralen 
Anteilen des PAC repräsentiert.
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Als  sekundären auditorischen Kortex bezeichnet  man Teile  des  Gyrus temporalis 
superior  (STG,  BA  22)  und  dorsal  davon  gelegener  Areale,  die  im  linken 
Temporallappen auch das sensorische Sprachzentrum (Wernicke-Areal, BA 22, 39 und 
40)  beinhalten.  Afferenzen  stammen  aus  dem  PAC,  aus  dem  Corpus  geniculatum 
mediale und dem Gyrus angularis. Die Tonotopie wird hier nicht mehr eingehalten. In 
der  sekundären  Hörrinde  erfolgt  die  integrative  und  interpretative  Verarbeitung  der 
auditorischen  Informationen.  Efferenzen  laufen  vor  Allem  über  das  sensorische 
Sprachzentrum  zu  anderen  kortikalen  Assoziationsfeldern,  unter  Anderem  zum 
motorischen Sprachzentrum (Fanghänel et al. 2003 S. 472-473 und 539-540, Kahle & 
Frotscher 2002 S. 252-253, Pompino-Marschall 2003 S. 168).
Für das Verständnis der neuronalen Prozesse der Sprachverarbeitung stellt vor Allem 
das weitgehende Fehlen von  Invarianzen im akustischen Signal eine Herausforderung 
dar.  Ein  Hauptproblem  hierbei  ist  die  Tatsache,  dass  der  Sprachschall  sich  mit 
technischen Mitteln nicht in Segmente untergliedern lässt, die Phonemen, den kleinsten 
bedeutungsverändernden  Einheiten  der  Sprache, entsprechen.  Die  maximale 
Segmentierung erreicht die Silbenebene. Beim Versuch, Formanttransitionen von ihren 
vorausgehenden oder nachfolgenden Vokalen, die eine relativ konstante Verteilung der 
Formanten  (steady  state)  aufweisen,  zu  trennen,  erhält  man  lediglich  als  Geräusch 
wahrnehmbare kurze Segmente auf- bzw. absteigender Töne (chirps), die nicht als die 
jeweiligen  Konsonanten  zu  erkennen  sind.  Für  die  Verarbeitung  von  Sprache  und 
Geräuschen werden verschiedene Bereiche der Wahrnehmung verantwortlich gemacht, 
die als speech mode bzw. non-speech mode bezeichnet werden (Liberman et al. 1967). 
Die  isolierten  chirps werden  also  offenbar  in  letzterem  wahrgenommen.  Auch  auf 
synthetischem  Wege  lassen  sich  Laute  wie  [d]  nicht  einzeln  generieren.  Vielmehr 
scheinen die Informationen über Vokale und Konsonanten – sogenannte cues, die dem 
Empfänger zur Identifikation selbiger dienen – parallel, also zeitgleich, übermittelt zu 
werden (parallel transmission).
Weiterhin werden Sprachlaute wie [a] oder [p] zwar in unterschiedlichen Lautfolgen 
gleich wahrgenommen, z.B. [a] in [pa] oder [ta] oder [p] in [pa] oder [pi],  aber die 
physikalischen  Muster  der  Schallwellen  und  ihre  Darstellung  im  Sonagramm 
unterscheiden sich je nach Kontext deutlich. Für die relativ lang erklingenden Vokale 
ergeben sich charakteristische Verteilungsgleichgewichte der  Frequenzen ihrer  ersten 
drei  Formanten,  zumindest  wenn  sie  einzeln  auftreten  oder  in  Kombination  mit 
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Konsonanten langsam gesprochen werden. Dies gilt auch für die Frequenzbänder der 
Frikative  wie  [s]  und  [∫],  die  sich  ebenso wie  die  Vokale  durch  die  Verteilung  der 
Energie über die auftretenden Frequenzen unterscheiden, auch wenn diese hier nicht so 
klar  ersichtlich  ist  wie  bei  den  Formanten  der  Vokale.  Jedoch  kann  man  auch  bei 
Vokalen und Frikativen nicht von invarianten akustischen Eigenschaften sprechen, da 
die  Verteilungsgleichgewichte  im  normalen  Redefluss  selten  auftreten.  Außerdem 
werden sie auch nicht unbedingt als Sprache, sondern unter Umständen wie die oben 
beschriebenen chirps als nicht-sprachliche Geräusche oder Klänge im non-speech mode 
wahrgenommen.
Für die jeweiligen Plosive finden sich trotz gleichem Artikulationsort und -modus im 
Sonagramm unterschiedliche Formanttransitionen je nach vorhergehendem oder darauf 
folgendem Vokal. Sie sind also abhängig vom zugehörigen Vokal innerhalb einer Silbe. 
So ergeben sich z.B. für [du] andere Transitionen als für [di].
Abbildung 6: Formanttransitionen der Laute [du] und [di] (nach Pompino-Marschall 
2003 S. 161)
Bei  beiden  Silben  steigen  im  Sonagramm  die  ersten  Formanten  an,  wie  es  für 
stimmhafte Plosive die Regel ist. Der zweite Formant fällt jedoch auf die relativ tiefe 
Frequenz beim Vokal  [u]  bzw.  steigt  auf  die  relativ  hohe Frequenz beim Vokal  [i]. 
Allerdings scheinen die Transitionen des zweiten Formanten des gleichen Konsonanten 
in Kombination mit verschiedenen Vokalen aus einem Ursprung zu kommen, da die auf- 
bzw. absteigenden Linien sich in einem imaginären Punkt vor der Silbe treffen, wenn 
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man sie verlängert. Diesem kann auch eine Frequenz zugeordnet werden, die für jeden 
Konsonanten  charakteristisch  ist  und  Locus genannt  wird.  Sie  entspricht  der 
Resonanzfrequenz  des  Ansatzrohres  zum  Zeitpunkt  der  Verschlussbildung  für  die 
jeweiligen Konsonanten. Da jedoch ebendiese Frequenz bei der Lautbildung nicht zu 
hören  ist,  spielt  sie  für  die  Sprachperzeption  keine  Rolle  und ist  eher  theoretischer 
Natur. Das Fehlen von Invarianzen erstreckt sich auch auf die Analyse der hier nicht 
dargestellten  Phoneme  sowie  des  dritten  Formanten,  der  bei  Verschlusslauten 
entstehenden  Geräusche  (bursts),  des  Artikulationsmodus  und  der  Position  des 
Konsonanten  innerhalb  einer  Silbe  (Liberman  et  al.  1967,  Öhman  1966,  Pompino-
Marschall 2003 S. 160-162).
Bei der Untersuchung der Wahrnehmung künstlich erzeugter Laute konnte man das 
Phänomen  der  kategorialen  Wahrnehmung beobachten  (Eimas  1963).  Erzeugt  man 
nämlich eine Vielzahl von Lauten, die sich lediglich in einer Eigenschaft unterscheiden, 
so  können  diese  nicht  alle  als  eigenständige  Entitäten  wahrgenommen  werden.  Sie 
werden vielmehr in die Kategorien der bekannten Phoneme eingeordnet. Im Vergleich 
dazu  werden  z.B.  die  Parameter  Lautstärke  und  Tonhöhe  von  nicht-sprachlichen 
Klangereignissen in weitaus mehr Abstufungen wahrgenommen und die Fähigkeit diese 
zu unterscheiden liegt wesentlich höher. Da die wahrnehmbaren Entitäten nicht einzeln 
benannt werden können, spricht man hier von kontinuierlicher Wahrnehmung.
Ein im Rahmen dieser Studie relevantes Beispiel ist die Wahrnehmung der Plosive 
[b],  [d]  und  [g].  Diese  unterscheiden  sich  wie  bereits  beschrieben  bei  gleichem 
Folgevokal in erster Linie durch den Verlauf des zweiten Formanten. Erzeugt man nun 
in Kombination mit einem Vokal  statt  der  drei  beispielsweise dreizehn verschiedene 
Plosive in einem Spektrum von [b] über [d] zu [g] und bietet sie Versuchspersonen in 
zufälliger Reihenfolge dar mit der Aufgabe sie zu identifizieren, so werden sie nicht in 
dreizehn sondern in drei Kategorien eingeteilt, eben in [b], [d] und [g]. Ähnlich verhält 
es  sich  mit  der  Diskriminationsfähigkeit der  Probanden  bei  Darbietung  zweier  der 
künstlich erzeugten Stimuli. Sie können nur als unterschiedlich wahrgenommen werden, 
wenn  sie  nicht  der  gleichen  Kategorie  zugeordnet  werden  können.  Die  gleichen 
Merkmale sind auch für die Variation der voice onset time (VOT) von Verschlusslauten 
gefunden worden. Dabei handelt es sich um die kategoriale Unterscheidung zwischen 
stimmhaften und stimmlosen Konsonanten  wie  [d]  und [t].   Prinzipiell  setzt  bei  als 
stimmhaft wahrgenommenen Plosiven die Phonation vor der Verschlusslösung ein, bei 
als  stimmlos  wahrgenommenen  nach  der  Verschlusslösung.  Dies  gilt  so  für  die 
17
romanischen Sprachen, jedoch wird z.B. im Deutschen ein Plosiv bei einer VOT von bis 
zu 20 ms nach der Verschlusslösung noch als stimmhaft und erst bei längerer VOT als 
stimmlos wahrgenommen.
Die stärkste kategoriale Wahrnehmung findet sich bei den Plosiven und die geringste 
bei  den  Vokalen.  Bei  letzteren  hängt  das  akustische  Signal  nicht  wie  bei  den 
Konsonanten von den vorausgehenden und darauf folgenden Phonemen ab und zeigt 
sich  im  Sonagramm  nicht  wie  z.B.  bei  den  Plosiven  als  sich  rapide  ändernde 
Formanttransitionen  sondern  als  zeitweilig  konstante  Formantverteilungen  (steady 
state). Deren physikalisch messbare Schallmuster ähneln eher Tönen und werden vom 
menschlichen  Gehirn  offenbar  ähnlich  verarbeitet  (Warren  et  al.  2005).  Für  Vokale 
wurde  ein  Wahrnehmungsphänomen  innerhalb  der  Kategorien  beobachtet,  der 
perceptual  magnet  effect (Kuhl  1991).  Leicht  unterschiedliche  Realisationen  des 
gleichen Lautes [i] wurden von Erwachsenen und Säuglingen als mehr oder weniger 
repräsentativ für die Kategorie empfunden. Es konnte ein Prototyp für die Kategorie [i] 
ermittelt werden, in dessen Umfeld im  Formantspektrum die verschiedenen Varianten 
deutlich stärker als passend gewertet wurden als weiter entfernt liegende Realisationen. 
Der Prototyp verhielt sich wie ein Magnet, in dem er auch in anderen Tests mit einem 
nicht-prototypischen [i] als Referenzpunkt diesen in seine Richtung verschob. Wie für 
die  Kategoriegrenzen der  kategorialen  Wahrnehmung von Konsonanten  konnte  auch 
hier  eine  Abhängigkeit  der  Prototypen  von  der  Muttersprache  belegt  werden  (Kuhl 
2000).
Der von Doreen Kimura (1961 und 1967) nachgewiesene  Rechts-Ohr-Vorteil  (right  
ear advantage, REA) liefert Hinweise auf einen Seitenunterschied in der Verarbeitung 
von  stark  bzw.  wenig  kategorial  wahrgenommenen  Lauten.  Der  REA besagt,  dass 
Sprache  im  Seitenvergleich  leichter  verstanden  wird,  wenn  sie  dem  rechten  Ohr 
dargeboten wird. Umgekehrt verhält es sich für Töne. Es ist daher anzunehmen, dass in 
der Verarbeitung von Sprache die linke Hirnhälfte und in der Verarbeitung von Tönen 
die rechte dominant ist. Wie bei der kategorialen Wahrnehmung findet sich auch beim 
REA die stärkste Ausprägung bei den Plosiven, die geringste bei den Vokalen (Liberman 
et al. 1967, Pompino-Marschall 2003 S. 162-170).
Weitere wichtige Erkenntnisse über die kognitive Verarbeitung von Sprache wurden 
durch Untersuchungen ihrer heteromodalen Wahrnehmung gewonnen. Dabei handelt es 
sich um die gleichzeitige akustische und visuelle Perzeption von Lauten und den ihnen 
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zu  Grunde liegenden  Artikulationsbewegungen des  Sprechers.  Werden zum Beispiel 
Differenzen  zwischen  dem  akustischen  und  visuellen  Signal  durch  gleichzeitige 
Präsentation  nicht  zueinander  gehörender  Eindrücke  erzeugt,  so  kommt  es  in  der 
Wahrnehmung der Probanden zu Fusionen dieser verschiedenen Laute, dem  McGurk-
Effekt (McGurk & McDonald 1976). Sieht der Proband also z.B. ein Video von einem 
Sprecher,  der  die  Silbe  [ga]  artikuliert,  und  hört  gleichzeitig  die  Tonaufnahme  der 
Artikulation der Silbe [ba], so nimmt er den Laut [da] wahr. Dieses Phänomen deutet 
auf  eine  Beteiligung  des  visuellen  Systems  in  der  Verarbeitung  von  gesprochener 
Sprache  bzw.  des  motorischen  Systems in  der  Sprachperzeption  hin.  Zum gleichen 
Schluss  kamen  auch  Patricia  K.  Kuhl  und  Andrew  N.  Meltzoff  (1982)  nach 
Experimenten  an  Säuglingen,  denen  zu  akustisch  dargebotenen  Sprachlauten 
gleichzeitig  zwei  unterschiedliche  Videos  mit  Artikulationsbewegungen  präsentiert 
wurden, von denen nur eines dem gehörten Stimulus entsprach. Die Säuglinge richteten 
ihre Aufmerksamkeit jeweils auf das Video mit den kongruenten Bewegungen.
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2.2 Modelle zum Zusammenhang von Sprachproduktion und Sprachperzeption
2.2.1 Die Motortheorie der Sprachwahrnehmung
Die  Motortheorie  der  Sprachwahrnehmung (Motor Theory of  Speech Perception) 
besagt, dass das Objekt der Sprachwahrnehmung nicht der beim Sprechen produzierte 
Schall, sondern die ihm zu Grunde liegende Sprachgeste (speech gesture) ist (Liberman 
et al. 1967, Liberman & Mattingly 1985, Liberman & Whalen 2000). Das akustische 
Signal transportiere  enkodierte Informationen über die jeweilige Geste, die von einem 
speziellen phonetischen Modul (phonetic module) direkt erkannt werden könne.
Da  während  der  Sprachproduktion  zwischen  einzelnen  Lauten  nur  selten  die 
Neutralposition des Vokaltraktes1 hergestellt wird, müssen auf subphonemischer Ebene 
die  Steuerbefehle (motor commands)  für  die  Muskeln der  Artikulatoren  ständig den 
Gegebenheiten des Vokaltraktes angepasst werden, die nicht nur anatomisch definiert, 
sondern  immer  auch  abhängig  vom  vorhergehenden  Phonem  und  der  zugehörigen 
Stellung  der  Artikulatoren  sind.  Die  den  Gesten  entsprechenden  neuromotorischen 
Steuerbefehle müssen in der jeweiligen Situation angepasste artikulatorische Befehle 
umgewandelt  werden,  was  zu  einem  parallel  processing  aufeinander  folgender 
Phoneme führt. Dadurch kommt es zu einer Restrukturierung des Signals und damit zu 
einer  Enkodierung,  da  nun  Informationen  über  verschiedene  Phoneme  zeitgleich 
übermittelt werden (parallel transmission).
Eine  Erklärung für  die zeitgleiche Übertragung findet  sich in der  Notwendigkeit, 
beim  Sprechen  eine  genügende  Geschwindigkeit  des  Informationsflusses  zwischen 
Sender  und Empfänger  zu erreichen.  Würden die  Signale  seriell übertragen,  müsste 
jedes Element zuerst abgeschlossen werden, bevor ein neues auftreten darf. Das hieße 
aber auch, dass jede Artikulationsbewegung erst zu ihrem Ausgangspunkt zurückgeführt 
werden müsste bevor eine neue Geste von hier aus starten kann. Dadurch entstünden im 
Redefluss unnötige Lücken ohne Informationsgehalt,  durch die  sich die  übermittelte 
Botschaft  verlängern würde.  Dies wäre nötig,  würde Sprache auf der Wahrnehmung 
vollkommen  voneinander  getrennter  Laute  beruhen  (Liberman  et  al.  1967).  Eine 
1 Dies  könnte  z.B.  die  phonetische  Neutrallage,  die  zwischen  zwei  Äußerungen 
eingenommen  wird  und  etwa  dem  Laut  [ə]  entspricht,  oder  die  in  längeren 
Sprechpausen eingenommene Ruhelage, bei der sich die Zunge dem Gaumen anlegt, 
sein.
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ausreichende  Anzahl  sicher  zu  unterscheidender  Phoneme  wäre  allerdings  schwer 
realisierbar. Wird aber zwischen den einzelnen Gesten nicht wieder die Neutralposition 
hergestellt, so werden die Informationen für Konsonant und Vokal einer Silbe parallel 
übermittelt,  da die  Artikulationsbewegungen und mit  ihnen die  resultierenden Laute 
durch koartikulatorische Effekte beeinflusst werden.
Durch die Enkodierung des akustischen Signals lassen sich die bei der akustischen 
Analyse nicht vorfindbaren Invarianzen im Sprachschall erklären, insbesondere die je 
nach  Kontext  variierenden   Formanttransitionen  der  selben  Konsonanten  und  die 
fehlende Untergliederung in Phonemen entsprechende Segmente. Es besteht also keine 
arbiträre  Verbindung  zwischen  akustischem  Signal  und  Phonem,  sondern  eine 
systematische  Variation  des  Signals  in  Folge  der  koartikulatorischen  Effekte  der 
aufeinander folgenden Sprachgesten. Die sich beim Sprechen ständig ändernde Form 
des Vokaltraktes, die Stellung der Artikulatoren und das entstehende Signal mit seinen 
fehlenden  Invarianzen  sind  also  das  Produkt  parallel  übertragener,  enkodierter 
Informationen über die zu Grunde liegenden Gesten. Erst auf deren Ebene finden sich 
die  gesuchten  Invarianzen  der  Lautproduktion,  da  diese  immer  auf  den  gleichen 
Parametern wie Artikulationsmodus und Artikulationsstelle beruhen.
Obwohl  es  durch  die  Enkodierung  zum  Fehlen  von  Invarianzen  und 
Segmentierbarkeit  im akustischen Signal kommt, wird dieses als Serie  segmentierter 
und konstanter  Phoneme wahrgenommen.  Daher  muss der  Prozess der  Enkodierung 
durch eine als Dekoder zu bezeichnende Instanz beim Empfänger umkehrbar sein. Laut 
Liberman  und  Kollegen  erfolgt  die  Wahrnehmung  des  akustischen  Signals  als 
Sprachgesten  in  einem  speziellen  Wahrnehmungsmodus  (phonetic  mode),  der  als 
angeborene  Fähigkeit  die  direkte  Übertragung  erlaubt,  ohne dass  dazu eine  erlernte 
Übersetzung  notwendig  wäre.  Es  wird  hypothetisiert,  dass  dies  durch  ein  spezielles 
neuronales Modul (phonetic module) erfolgt, das wie andere Module eine unmittelbare 
Wahrnehmung  distaler  Objekte  erlaubt  (Liberman  &  Mattingly  1985,  Fodor  1983). 
Dieses konkurriert mit der sonstigen akustischen Wahrnehmung, vor Allem wenn das 
akustische Signal sowohl als Sprache wie auch als Klang wahrgenommen werden kann. 
Durch verhaltensbiologische Experimente (duplex perception) konnte allerdings gezeigt 
werden, dass die Sprachwahrnehmung Vorrang (precedence) vor der rein akustischen 
Wahrnehmung hat (Whalen & Liberman 1987).
Da die Sprachgesten und ihre Parameter für Sprachproduktion und -perzeption gleich 
sind,  folgern  Liberman  und  Kollegen,  dass  die  gleichen  Prozesse,  die  der 
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Sprachproduktion dienen, auch an der Sprachwahrnehmung beteiligt sind. Somit läge 
ein gemeinsames  Produktions-Perzeptions-Netzwerk vor.  Ein einfaches Argument für 
diesen  Synergismus  liegt  in  seiner  Effektivität  im  Vergleich  zu  zwei  voneinander 
unabhängigen  Systemen.  Durch  Mitbenutzung  der  ohnehin  nötigen  motorischen 
Steuerung  der  Sprechwerkzeuge  kann  die  komplexe  Aufgabe  der  Erkennung  von 
Phonemen erleichtert werden. Die Verarbeitung erfolgt nach dem Prinzip der  analysis  
by synthesis (Liberman & Mattingly 1985). Dabei handelt es sich um den Vergleich von 
wahrgenommenen Stimuli mit der relativ begrenzten Zahl der möglichen Sprachgesten, 
die  für Sprecher  und Hörer  weitgehend gleich sind und somit  als  Erwartung in  die 
Prozessierung  mit  eingehen  können.  Dadurch  erhöht  sich  nebenbei  auch  die 
Geschwindigkeit und Sicherheit der Detektion der Phoneme.
Ein Hinweis auf ein gemeinsames Produktions-Perzeptions-Netzwerk findet sich im 
Zusammenhang mit der  kategorialen Wahrnehmung von Lauten.  Liberman zu Folge 
sind Vokale auf Grund ihrer konstanten Formantverteilungen ohne koartikulatorische 
Effekte als nicht-enkodiert zu betrachten, da bei ihrer Bildung keine Restrukturierung 
des  Signals  notwendig  ist.  Im  Gegensatz  dazu  treten  bei  der  Artikulation  der 
Konsonanten ebendiese Effekte und damit auch eine Restrukturierung auf, sodass es zu 
einer Enkodierung kommt. Dies gilt in besonderem Maße für die Plosive [b], [d] und 
[g],  bei  denen  die  kategoriale  Wahrnehmung  am  stärksten  ausgeprägt  ist.  Da  ihre 
Produktion wegen der deutlich getrennten Artikulationsstellen ebenso als kategorial zu 
bezeichnen  ist,  liegt  der  Schluss  nahe,  dass  beides  auf  einem  gemeinsamen 
Enkoder/Dekoder beruht (Liberman et al. 1967, Liberman & Whalen 2000).
Gleiches  gilt  für  den  right  ear  advantage (REA),  der  ebenfalls  für  enkodierte 
Phoneme stärker ausgeprägt ist als für nicht-enkodierte (Liberman et al. 1967, Day & 
Vigorito  1973).  Dies  stimmt  mit  der  Beobachtung  überein,  dass  nicht-enkodierte 
Signale auch im  non-speech mode wahrgenommen werden, enkodierte jedoch nur im 
speech  mode.  Somit  werden  Vokale  offenbar  in  höherem  Maße  von  der  rechten 
Hemisphäre und damit weniger  lateralisiert verarbeitet als Konsonanten. Da sich das 
motorische Sprachzentrum (Broca-Areal)  in der linken Hemisphäre befindet und die 
Perzeption  enkodierter  Phoneme  links  lateralisiert  ist,  ist  eine  Lokalisation  des 
Dekoders in dieser nahe liegend.
Ein  weiteres  wichtiges  Argument  für  ein  gemeinsames  Produktions-Perzeptions-
Netzwerk ist  die  Grundvoraussetzung  jeglicher  Kommunikation,  dass  zwischen 
kommunizierenden  Individuen  Übereinstimmung  über  die  Signifikanz von  Signalen 
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bestehen  muss.  Bezogen  auf  die  Sprachproduktion  muss  also  klar  sein,  welche 
Artikulationen  als  Sprachgeste  zählen  und  welche  nicht.  Somit  müssen  auch  die 
auszutauschenden  Sprachgesten  bzw.  zumindest  deren  Prototypen  gleich  sein.  Dies 
konnte  nur  durch  eine  Koevolution  der  sprachproduzierenden  und  der 
sprachwahrnehmenden  Systeme  des  menschlichen  Gehirns  gewährleistet  werden. 
Basierend auf diesen Kriterien entwickelten Liberman und Mattingly das Konzept der 
parity,  das  ein  zentraler  Teil  der  Motortheorie  der  Sprachwahrnehmung  wurde 
(Liberman  &  Mattingly  1985,  Galantucci  et  al.  2006).  Diese  soll  ihnen  zu  Folge 
dadurch  gewährleistet  sein,  dass  das  gleiche  Modul  der  Sprachproduktion  und 
Sprachperzeption dient.
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2.2.2 Das Spiegelneuronensystem
Spiegelneuronen wurden von Giacomo Rizzolatti und Kollegen Anfang der 1990er 
bei elektrophysiologischen Experimenten an Affen nachgewiesen (Di Pellegrino et al. 
1992, Gallese et al. 1996). Im prämotorischen Kortex des Affen, in der rostralen Area 
F5,  beobachteten  sie  Neuronen,  die  Erregung  nicht  nur  beim  Durchführen  einer 
Bewegung zeigten, sondern auch beim Beobachten derselben durch andere Individuen. 
Sie können in verschiedene Kategorien wie „greifen“, „halten“ und „reißen“ eingeteilt 
werden  (Jeannerod  et  al.  1995).  Bezüglich  der  visuellen  Stimuli  besteht  eine 
Generalisierung,  sodass  die  einer  bestimmten  Handlung  zugeordneten  Neuronen  bei 
variierenden  Stimuli  (z.B.  Abstand  zum  Beobachter,  Menschen-  oder  Affenhand) 
feuern, solange die gleiche Handlung durchgeführt wird (Rizzolatti & Craighero 2004). 
Die Spiegelneuronen werden als Repräsentationen von Bewegungen gesehen, die dem 
Verständnis  von Handlungen anderer (action understanding)  und dem  Lernen durch 
Imitation dienen sollen (Cattaneo & Rizzolatti 2009). Während die oberen Anteile der 
Area  F5  Handbewegungen  repräsentieren,  werden  im  lateralen  Teil  der  Area  F5 
Mundbewegungen repräsentiert (Ferrari et al. 2003). Ca. 25 % der Neuronen in diesem 
Bereich sind Spiegelneuronen. Diese konnten wiederum eingeteilt werden in solche, die 
der Nahrungsaufnahme dienen (ingestive), und andere, die der Kommunikation dienen 
(communicative).
Die Area F5 des Affen gilt auf Grund ihrer zytoarchitektonischen Merkmale und ihrer 
ähnlichen Lage innerhalb des Kortex als Äquivalent zum  Broca-Areal des Menschen 
(Rizzolatti  &  Arbib  1998).  Auch  beim  Menschen  wird  das  Vorhandensein  von 
Spiegelneuronen  angenommen.  Da  die  beim  Affen  angewandten  invasiven 
elektrophysiologischen Untersuchungen einzelner Neuronen (single-unit recording) am 
Menschen  aus  ethischen  Gründen  nicht  durchführbar  sind,  wurden  Beweise  hierfür 
mittels  nicht-invasiver  elektrophysiologischer  Methoden  wie  Elektroenzephalografie 
(EEG),  Magnetenzephalografie  (MEG) und transkranieller  Magnetstimulation (TMS) 
sowie  mit  funktionellen  Bildgebungsverfahren  wie  Positronenemissionstomografie 
(PET) und funktioneller Magnetresonanztomografie (fMRT) erhoben (Fabbri-Destro & 
Rizzolatti 2008).
Spiegelneuronen  sind  auch  in  Überlegungen  zur  Evolution  der  Sprache im 
Zusammenhang mit gestischer Kommunikation eingeflossen (Rizzolatti & Arbib 1998, 
Rizzolatti  &  Craighero  2004,  Cooper  2006).  Die  von  Spiegelneuronen  vermittelte 
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Fähigkeit  des  Affen  zum Handlungsverständnis  und  zur  Imitation  sollen  sich  beim 
Menschen  über  das  Zeigen  als  versuchte  Greifhandlung  zu  Objekt-unabhängigen 
Sprechbewegungen  mit  Zeichencharakter  entwickelt  haben  (Gentilucci  &  Corballis 
2006, Arbib 2010, Corballis 2010). Der Übergang von Zeige- zu Sprachgesten wurde 
vermutlich  durch  eine  neuronale  Verbindung  zwischen  den  motorischen 
Repräsentationen für Hand- und Mundbewegungen gebahnt (Meister et al. 2003). Die in 
der Zeigegeste noch vorhandene eindeutige Beziehung zwischen der Handlung und dem 
Objekt  ist  in  der  lautsprachlichen  Kommunikation  durch  eine  Assoziation  von 
arbiträren, intentional produzierten akustischen Ereignissen mit einer Bedeutung ersetzt 
worden.  Dabei  ist  jedoch  die  von  Liberman  und  Kollegen  geforderte  Parität  der 
kommunizierenden  Individuen  (Liberman  &  Mattingly  1985)  gegeben,  da  die 
Verbindung  zwischen  der  Lautproduktion  und  ihrer  Wahrnehmung  nicht  arbiträr, 
sondern für beide Seiten biologisch gleich vorgegeben ist.
Nach Paget  (1930) könnte  sich die  Lautsprache  auch wie in  seinem Beispiel  zur 
Bedeutung „essen“ entwickelt haben. Anstelle einer Zeigegeste der Hand liegt hier die 
Mundbewegung  des  Kauens  als  Geste  zu  Grunde.  Wird  während  der  Ausführung 
zusätzlich noch im Kehlkopf phoniert, so ergibt sich der Klang /jamm-jamm/, der auch 
bei Kindern häufig als Vorläufer der Sprache auftritt. Das Verstehen einer solchen Geste 
dürfte  zunächst  auf  der  Beobachtung  der  Mundbewegungen  und  konsekutiver 
Aktivierung von Spiegelneuronen beruht haben. Es muss sich aber eine Dominanz des 
akustischen Eindrucks entwickelt haben, vermutlich auch durch die Möglichkeit einer 
Imitation  der  mit  einem  Ereignis  auftretenden  Geräusche.  Bei  Affen  konnten 
Aktivierungen  von  Spiegelneuronen  beim  Wahrnehmen  von  handlungsbezogenen 
Geräuschen beobachtet werden (Kohler et al.  2002, Keysers et al 2003). Eine solche 
Verbindung von auditorischen und motorischen Repräsentationen fand sich in Area F5 
an Hand akustischer Stimuli, die durch bestimmte Handlungen hervorgerufen wurden 
und zur  Erregung von bestimmten Spiegelneuronen führten.  Dabei  konnten manche 
Neuronen sogar ebenso durch akustische wie visuelle Stimuli aktiviert werden. Weitere 
Belege  für  die  Aktivierung  von  Spiegelneuronen  während  der  Sprachwahrnehmung 
fanden sich anhand von Studien, die motorisch evozierte Potenziale (MEP) durch TMS 
untersuchten (Fadiga et al. 2002, Watkins et al. 2003, Roy et al 2008).
Durch  die  Entdeckung  der  Spiegelneuronen  wird  auch  der  Motortheorie  der 
Sprachwahrnehmung wieder mehr Beachtung geschenkt. Spiegelneuronen werden von 
vielen  Autoren  als  mögliches  neuronales  Korrelat  der  von  Liberman  und  Kollegen 
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hypothetisch angenommenen Verbindung zwischen Sprachproduktion und -perzeption 
gesehen  (Wilson  et  al.  2004,  Pulvermüller  et  al.  2006b).  In  diesen  und  anderen 
bildgebenden Studien sowie durch den Einsatz von TMS und MEG bei Kindern und 
Erwachsenen (Imada et  al.  2006,  Salmelin  2007,  Devlin  & Watkins  2007)  konnten 
Hinweise auf ein gemeinsames  Produktions-Perzeptions-Netzwerk (Heim et al.  2003, 
Hickok & Poeppel 2004 und 2007) gefunden werden. Allerdings gibt es auch Autoren, 
die  gerade  in  den  Eigenschaften  der  Spiegelneuronen  Widerlege  der  Motortheorie 
finden (Toni et al. 2008, Lotto et al. 2009, Hickok 2010). So gibt es z.B. Hinweise auf 
eine Beteiligung des  Broca-Areals bei Prozessen höherer Ordnung wie der Lexikalität 
im  Gegensatz  zu  den  bisher  vermuteten  Zusammenhängen  auf  phonetischer  Ebene 
(Kotz et al. 2010).
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2.2.3 Modelle basierend auf künstlichen neuronalen Netzen
In  den  letzten  Jahren  wurden  von  verschiedenen  Arbeitsgruppen  Modelle  zur 
Sprachproduktion (Westermann & Miranda 2004, Guenther 2006, Guenther et al. 2006) 
und Sprachperzeption (Hickok & Poeppel 2004 und 2007, Norris et al. 2006, Norris & 
McQueen 2008) vorgestellt.  Viele basieren auf der computergestützten Modellierung 
künstlicher neuronaler Netze (artificial neural networks), die auch in vielen Bereichen 
der medizinischen Forschung zur Anwendung kommen (Krogh 2008). Dabei kommen 
auf  der  untersten  Ebene  McCulloch-Pitts-Modelle  (perceptrons oder  threshold  units) 
einzelner Neuronen zum Einsatz (McCulloch & Pitts 1943, Minsky & Papert 1969). 
Diese  erhalten  analog  zu  den  synaptischen  Verbindungen  von  Neuronen 
Eingangssignale (input) von anderen Modellneuronen und erzeugen ein Ausgangssignal 
(output). Wie bei echten Neuronen können entweder exzitatorische oder inhibitorische  
postsynaptische Potenziale (EPSP bzw. IPSP) erzeugt werden und das Ausgangssignal 
entspricht dem Aktionspotenzial, das immer nur die Werte 0 oder 1 annehmen kann. 
Dazwischen erfolgt die Verrechnung der eingehenden Signale als Aufsummierung der 
Potenziale x1, x2, x3 ... xn mit ihren jeweiligen Wichtungsfaktoren w1, w2, w3 ... wn:
∑
i=1
N
wi xi=w1 x1w2 x2...wn xn
Liegt diese Summe über einem bestimmten Schwellenwert (threshold) t, so „feuert“ das 
virtuelle Axon. Dabei nimmt die Funktion g bei negativem Argument den Wert 0 und 
bei positivem Argument den Wert 1 an:
g ∑
i=1
N
wi x i−t 
Für  die  binäre  Klassifikation  0/1  muss  allerdings  das  Kriterium  der  linearen 
Separabilität  erfüllt  sein.  Die  input-Signale  müssen  also  die  Definition  eines 
Schwellenwertes  zulassen.  Bei  zwei  Eingängen  ist  dieser  eine  Gerade,  bei  drei 
Variablen eine Ebene usw. Man spricht hier von einer Hyperebene.
Wenn  die  Klassen  nicht  linear  separabel  sind,  müssen  weitere  Hyperebenen 
eingeführt werden. Diese bilden zusammen mit den Eingängen und dem Ausgang ein 
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künstliches neuronales Netz im Sinne eines  multi-layer perceptron oder  feedforward-
Netzes.  Jede  Hyperebene  wird dabei  als  Schicht  (layer)  bezeichnet,  ebenso wie  die 
Ausgangsebene. Da in der Eingangsebene keine Berechnungen durchgeführt  werden, 
wird  diese  im  Allgemeinen  nicht  mitgezählt.  Die  einzelnen  Netze  eines  größeren 
Netzwerks werden auch als Karten (maps) und Verbindungen zwischen Neuronen bzw. 
Karten  als  Projektionen  (mappings)  bezeichnet.  Lernvorgänge  in  feedforward- und 
feedback-Netzen sind von außen gesteuert (supervised), d.h. Sie müssen solange justiert 
werden bis sie den gewünschten output zu einem bestimmten input erzeugen.
Abbildung 7: feedforward-Karte (aus Kröger et al. 2009a)
Im  Gegensatz  dazu  lernen  self-organizing  maps (SOMs)  unüberwacht 
(unsupervised). Sie wurden  1981 erstmalig von Teuvo Kohonen beschrieben (Kohonen 
1990 und 2001). SOMs spielen v.a. in der Modellierung zerebraler Prozesse eine große 
Rolle, da ihre Implementierung zur Simulation von variablen Verknüpfungen zwischen 
Neuronen genutzt werden kann. Die Anordnung der künstlichen Neuronen in Netzen 
soll  dabei  zusätzlich  das  aus  vielen  Hirnregionen  bekannte  Prinzip  der  räumlichen 
Repräsentation  äußerer  Stimuli  wie  z.B.  der  Tonotopie im  primären  auditorischen 
Kortex widerspiegeln (Kandel et al. 2000 S. 609). Die eingehenden multidimensionalen 
Signale werden im Kortex zweidimensional repräsentiert. Dazu werden ähnliche Stimuli 
gruppiert,  was  zu  einer  Verzerrung  der  ursprünglich  gleichmäßigen  Karte  führt. 
Bestimmte  Reize  führen  daher  zu  Erregung  in  dem  Bereich,  der  ihren  Merkmalen 
entspricht. Durch laterale Inhibition werden wie im menschlichen Kortex benachbarte 
Neuronen gehemmt, was zu einer Kontrastverstärkung führt. Daher wird diese Art des 
Lernens auch als  kompetitiv bezeichnet (Kohonen 1990). Zunächst sind alle Neuronen 
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der  zentralen,  kompetitiven  Schicht  (competitive  layer)  mit  allen  Punkten  der 
Eingangsebene  (input  layer)  verbunden.  Durch  Erregung  der  am  besten  zum 
Eingangsreiz passenden Neuronen und durch laterale Inhibition der umliegenden Zellen 
werden mit der Zeit die Gewichtungen innerhalb des Netzes verändert, sodass die Karte 
die eingehenden Stimuli zunehmend besser repräsentiert.
Das  Modell der Sprachproduktion und Sprachperzeption, das von Bernd J. Kröger 
und Kollegen entwickelt wurde (Kröger et al. 2008, Kröger et al. 2009a), basiert auf 
neurophysiologischen und neuropsychologischen Erkenntnissen. Es simulierte zunächst 
mit  Hilfe  künstlicher  neuronaler  Netze  die  kortikalen  Prozesse,  die  die 
Artikulationsbewegungen  des  Sprechapparats  steuern  (Kröger  et  al.  2006).  Als 
Ausgabemodul dient ein auf MRT-Sequenzen basierendes dreidimensionales Modell des 
Vokaltraktes, das zunächst dessen Geometrie in Abhängigkeit  der zu produzierenden 
Laute abbildet und dann die daraus resultierenden Laute als Klang generiert (Kröger et 
al. 2004, Birkholz et al. 2006). Über die Querschnittsfläche des Vokaltraktes, die aus 
den geometrischen Daten des artikulatorischen Modells abgeleitet werden kann, wird 
ein akustisches Modell errechnet (vocal tract area function). Über eine Transferfunktion 
können die ersten drei zu erwartenden Formanten (F1-F3) ermittelt werden, durch die 
ein auditorischer Zustand (auditory state)  bzw. ein akustisches Signal  generiert  wird 
(Kröger  et  al.  2006).  Der  artikulatorische  Zustand  (articulatory  state)  des 
dreidimensionalen  artikulatorischen  Sprachsynthesizers  wird  über  10  artikulatorische 
Parameter  von  einer  Gelenkkoordinatenkarte  (joint  coordinate  motor  map)  aus  20 
virtuellen Neuronen gesteuert, die Teil der primary motor map des Modells ist (Kröger 
et al. 2006 und 2009a).
Abbildung 8: central layer und side layers des Modells (aus Kröger et al. 2009a)
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Die Gelenkkoordinatenkarte ist eine unidirektionale, einschichtige  feedforward-Karte, 
die  höheren  Funktionen  des  Modells  werden  dagegen  durch  multidirektionale  self-
organizing maps modelliert, die hier aus einer  central layer und mehreren  side layer 
maps bestehen (Kröger et al. 2007a). Die Verbindungen zwischen den einzelnen Karten 
des Modells sind teilweise bidirektional angelegt (bidirectional mappings), analog zum 
Spiegelneuronensystem (Rizzolatti & Craighero 2004, Kröger et al. 2009a).
Das  Modell  besteht  aus  einem  kortikalen  Teil,  der  die  Sprachverarbeitung  im 
frontalen,  parietalen  und  temporalen  Kortex  repräsentiert,  und  einem  subkortikal-
peripheren  Teil,  der  die  subkortikalen  Strukturen  wie  das  Kleinhirn  und  die 
Basalganglien sowie den Vokaltrakt enthält. In seiner aktuellen Fassung beinhaltet das 
Modell einen Produktions- und einen Perzeptionsteil,  bezieht sich jedoch nur auf die 
sublexikalische Ebene.
Abbildung 9: Schema des Modells der Sprachproduktion und Sprachperzeption (aus 
Kröger et al. 2009a)
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Die  Repräsentation  der  Sprachproduktion gliedert  sich  in  Anlehnung an  das  DIVA-
Modell von Frank H. Guenther und Kollegen (Guenther 2006, Guenther et al. 2006) in 
eine  Vorwärtssteuerung  (feedforward  control),  die  Befehle  (motor  plan)  an  den 
Motorkortex  und  Informationen  über  die  erwarteten  somatosensorischen  und 
auditorischen  Zustände  an  ein  Rückmeldesystem sendet.  Diese  Rückmeldesteuerung 
(feedback  control),  die  während  der  Sprachproduktion  Informationen  über  den 
somatosensorischen  Zustand  (somatosensory  state)  der  Artikulatoren  und  die  vom 
Sprecher wahrgenommenen selbst produzierten Laute (auditory state) verarbeitet, dient 
der Fehlererkennung und -korrektur. Die drei im Modell enthaltenen Informationsarten 
sind also auditorisch, somatosensorisch und motorisch. Die Rückmeldesteuerung erfolgt 
über  propriozeptive,  taktile  und  auditorische  Parameter  (Kröger  et  al.  2006).  Die 
propriozeptiven  Daten  werden  aus  der  Position  von  7  Punkten  des  3D-Modells  in 
Relation zur Schädelbasis generiert. Sie werden als motorische Repräsentationen (high-
level  motor  representation)  genutzt,  d.h.  als  Traktvariablen  in  einer 
Raumkoordinatenkarte (spatial coordinate motor map). Die taktilen Daten werden aus 
der Kontaktfläche der Ober- mit der Unterlippe sowie der Zunge mit dem harten bzw. 
weichen  Gaumen  und  der  Pharynxwand  extrahiert.  Die  somatosensorischen 
Informationen  werden  dann  durch  eine  spezielle  Karte  (somatosensory  map) 
weiterverarbeitet. Die auditorischen Parameter werden wie oben beschrieben über die 
Querschnittsfunktion  des  Vokaltrakts  berechnet  und  danach  durch  die  auditory  map 
analysiert.
Die höchste  im Modell  implementierte Ebene ist  die  phonemische Repräsentation 
von Sprachelementen (phonemic map), von der aus die sensorischen Erwartungen und 
die Steuerbefehle für häufig gesprochene Silben über die phonetische Karte (phonetic  
map) aktiviert werden, die eine Analogie zu dem von Willem JM Levelt und Kollegen 
vorgeschlagenen  mental  syllabary darstellt  (Levelt  & Wheeldon  1994,  Levelt  et  al. 
1999, Kröger et al. 2007a, Kröger et al. 2009a). Selten gesprochene Silben werden über 
ein Modul aus subsyllabischen Elementen generiert, das noch nicht weiter spezifiziert 
worden ist (motor planning module). Danach werden in einer weiteren Karte (motor 
plan map) die den Silben entsprechenden Sprachgesten (Browman & Goldstein 1989 
und  1992,  Goldstein  et  al.  2006)  erzeugt,  deren  genaue  Bewegungsabläufe  in 
Koordination aller Artikulatoren durch das motor execution module, die primary motor  
map und das neuromuscular processing module ermittelt werden.
Die  Perzeption der  Sprache  externer  Sprecher  erfolgt  wie  die  Verarbeitung  des 
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auditorischen feedback durch die auditory map und weitere phonetische Prozessierung. 
Danach wird einerseits über einen  ventral stream die phonemische Karte angesteuert. 
Dieser  Vorgang,  der  dem Sprachverständnis  dient,  ist  für  dieses phonetische Modell 
jedoch nicht weiter entwickelt worden. Andererseits erfolgt über einen  dorsal stream 
vom Temporallappen zum Frontallappen eine Projektion auditorischer auf motorische 
Repräsentationen. Diese Zweiteilung basiert auf dem Modell der Sprachwahrnehmung 
von Gregory Hickok und David Poeppel (Hickok & Poeppel 2004 und 2007).
Durch  die  Implementierung  von  self-organizing  maps kann  das  Modell  über 
Veränderungen  der  Wichtungen  der  Verbindungen  zwischen  den  Neuronen  der 
phonetischen Karte wie ein Kleinkind sprechen lernen (Oller et al. 1976 und 1999, Kuhl 
& Meltzoff 1996, Nip et al. 2009). Dazu durchläuft es einerseits eine Babbelphase und 
lernt andererseits durch Imitation externer Sprecher (Kröger et al 2007c, Kröger et al. 
2009a).  In  der  Babbelphase werden Protovokale und -silben mehrere hunderttausend 
mal durchgespielt und innerhalb der Karte organisiert.  Dabei konnte gezeigt werden, 
dass dies anhand bekannter phonetischer Kategorien bzw. Merkmale geschieht, obwohl 
diese  nicht  zuvor  angelegt  waren  (Kröger  et  al.  2007b).  Daher  konnte  sowohl  die 
kategoriale  Wahrnehmung von  Konsonanten  und  Vokalen  als  auch  der  perceptual  
magnet  effect modelliert  werden.  Die  kategoriale  Wahrnehmung  war  wie  beim 
Menschen für Konsonanten stärker als für Vokale. Außerdem fand sich für Vokale und 
Verschlusslaute  eine  räumliche  Anordnung  innerhalb  der  Karte  ähnlich  derer  für 
Frequenzen  im  menschlichen  Kortex  (Tonotopie).  Diese  Anordnung  der 
Lautrepräsentationen wird von Kröger auch für den Menschen angenommen und analog 
als Phonetotopie bezeichnet (Kröger et al. 2009a und 2009b). Ein erster experimenteller 
Beleg betreffend Vokale findet sich in einer Studie von Jonas Obleser und Kollegen 
(Obleser et al. 2006).
In  der  Imitationsphase wird  die  phonetische  Karte  weiter  justiert  und  ist  jetzt 
abhängig von der vom externen Sprecher verwendeten Sprache (Kröger et al. 2009a). 
Die  beiden  Lernphasen  können  entweder  seriell  oder  parallel  durchgeführt  werden, 
wobei  letztere  Variante  eher  dem natürlichen  Spracherwerb  entspricht.  Babbeln  und 
Imitation  dienen  allerdings  nicht  nur  dem  motorischen  Lernen,  sondern  über  die 
Rückkopplung mit  den  auditorischen Daten  auch der  Sprachwahrnehmung,  die  dem 
Modell  nach der  Lernphase  ebenfalls  möglich  ist.  Das  Modell  unterstützt  somit  die 
These, dass Sprachproduktion und -perzeption auf phonetischer Ebene eng miteinander 
verbunden sind (Liberman et al. 1967, Rizzolatti & Arbib 1998).
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2.3 Funktionelle Bildgebung neuronaler Prozesse
2.3.1 Grundlagen der Magnetresonanztomografie
Die  Magnetresonanztomografie  (MRT2,  auch  Kernspintomografie)  erlangt  im 
Vergleich  zu  anderen  Bildgebungsverfahren  wie  Computertomografie  (CT),  Single-
Photonen-Emissionstomografie (SPECT) oder Positronenemissionstomografie (PET) im 
klinischen Alltag und in den Neurowissenschaften immer mehr an Bedeutung, da zum 
einen  die  räumliche  und  zeitliche  Auflösung,  gerade  von  funktionellen  MR-Daten, 
größer  ist  als  z.B.  bei  der  PET  und  zum  anderen  die  Wiederholbarkeit  von 
Untersuchungen nicht durch gesundheitliche Gründe eingeschränkt ist, da diese Technik 
keine ionisierende Strahlung benutzt  und daher  keine kanzerogene Wirkung auf den 
Organismus  hat.  Somit  entfallen  die  sonst  notwendigen  Abstände  zwischen  den 
Untersuchungen  und  es  erleichtert  die  Risikoabwägung  für  den  Patienten  bzw. 
Probanden (Huettel et al. 2009 S. 1-15).
Die  Entwicklung  der  Magnetresonanztomografie  begann  mit  der  1924  durch 
Wolfgang Pauli  aufgestellten Hypothese,  dass  Atomkerne ein magnetisches  Moment 
besitzen und sich ähnlich wie Kreisel  um ihre eigene Achse drehen. Diese heute als 
Spin3 bezeichnete Drehung sollte nur mit bestimmten Frequenzen erfolgen, wie sich aus 
der  Quantentheorie  ergab.  Die  daraus  folgende  Entdeckung  der  Magnetresonanz 
(nuclear  magnetic  resonance,  NMR)  durch  Isidor  Rabi  im Jahr  1937 führte  zu  der 
Bezeichnung dieser Frequenzen als  Resonanzfrequenzen.  Atomkerne können Energie 
aufnehmen, die mit ebendieser Resonanzfrequenz auf sie einwirkt. Dies ist vergleichbar 
mit  dem  Anschubsen  einer  Schaukel,  das  am  effektivsten  ist,  wenn  es  mit  einer 
bestimmten Frequenz wiederholt wird. Die Resonanzfrequenz wird durch die Stärke des 
den  Atomkern  umgebenden  Magnetfeldes  beeinflusst.  In  Analogie  dazu  wäre  die 
Frequenz mit der man eine Schaukel auf dem Mond optimalerweise anschubsen sollte 
geringer als auf der Erde, da es durch die geringere Schwerkraft länger dauern würde, 
bis die Schaukel zum Anschubser zurückkehrt (Raichle 2006, Huettel et al. 2009 S. 15-
24).
Atomkerne  werden  durch  Wärmeenergie  dazu  angeregt,  sich  um  sich  selbst  zu 
drehen. Selbst ein einzelner Wasserstoffkern, also ein Proton, erzeugt dabei durch seine 
2 Die Abkürzungen der jeweiligen bildgebenden Verfahren werden auch für die entsprechenden Geräte  
verwendet.
3 Als Spin werden auch die kreiselnden Atomkerne selbst bezeichnet.
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positive Ladung ein magnetisches Feld und damit ein  magnetisches Moment. Da das 
Proton eine ungerade atomare Masse besitzt, wird zusätzlich ein Winkelmoment erzeugt. 
Kerne mit solchen Eigenschaften werden Spins genannt. Außer Wasserstoffkernen (1H) 
können z.B. auch Kohlenstoff (13C), Fluor (19F), Natrium (23Na) und Phosphor (31P) zur 
Bildgebung genutzt werden. Da allerdings der menschliche Organismus zu ca. 70 % aus 
Wasser  (H2O) besteht,  basiert  die  Magnetresonanztomografie  in  der  Regel  auf  der 
Verteilung von Wasserstoff im untersuchten Gebiet (Song et al. 2006, Bushberg et al. 
2002 S. 375-379).
Im  relativ  schwachen  Magnetfeld  der  Erde  orientieren  sich  Atomkerne  nahezu 
zufällig in  beliebigen Richtungen.  Ihre magnetischen Momente und Winkelmomente 
heben sich daher auf. In einem starken magnetischen Feld, dem  static magnetic field 
von 1,5–11 T (Tesla) wie es ein MRT mit Magnetspulen erzeugt, richten sich die Spins 
entsprechend der Quantentheorie entweder parallel oder antiparallel zu diesem Feld aus. 
Dabei ist die antiparallele Orientierung energetisch ungünstiger, weshalb ihr Anteil mit 
fallender  Temperatur  bzw.  steigender  Feldstärke  abnimmt.  Gemäß  dem  Boltzmann-
Theorem befinden sich immer mehr Spins in der  parallelen als in der  antiparallelen 
Orientierung,  sodass  eine  Nettomagnetisierung parallel  zur  Achse  des  Magnetfeldes 
entsteht, die dieses geringfügig verstärkt. Wie bei einem sich drehenden Kreisel bleibt 
die Achse des Spins nicht parallel zum Magnetfeld, im Falle des Kreisels also senkrecht 
zur  Unterlage,  sondern  dreht  sich  auf  einem  Kreis  in  einer  zur  Magnetfeldachse 
senkrechten  Fläche.  Diese  Kreiselbewegung  wird  als  Präzession bezeichnet.  Der 
Winkel des Spins zur Achse des Magnetfeldes wird dabei durch das Winkelmoment des 
Spins  und  die  von  der  Magnetfeldstärke  beeinflusste  Resonanzfrequenz  bestimmt. 
Durch die  Präzession erhält  das  Magnetfeld zusätzlich zu seiner longitudinalen  eine 
transversale  Komponente,  die  allerdings  keine  Nettomagnetisierung  erzeugt,  da  die 
Präzession der einzelnen Spins nicht synchron ist (Song et al. 2006, Huettel et al. 2009 
S. 31-35 und 57-77, Fercher 1999 S. 618-620, Bushberg et al. 2002 S. 379-381).
Die Energiedifferenz zwischen dem hoch- und dem niederenergetischen Zustand der 
Spins in einem Magnetfeld steigt mit der Stärke des Magnetfeldes, was als  Zeeman-
Effekt  bezeichnet  wird.  Wird  einem  Spin  im  niederenergetischen  Zustand  durch 
spezielle  radiofrequency  coils  Energie  genau  dieser  Differenz  in  Form 
elektromagnetischer Wellen mit seiner Resonanzfrequenz übertragen, so gelangt dieser 
in den hochenergetischen Zustand, d.h. er klappt in die antiparallele Ausrichtung zur 
Magnetfeldachse  um.  Dabei  wird  die  Nettomagnetisierung  aller  Spins  von  der 
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longitudinalen Richtung kontinuierlich in die dazu senkrechte Transversalebene gekippt,  
wo  sie  dann  mit  der  Präzessionsfrequenz  der  Spins  (Larmor-Frequenz)  rotiert.  Der 
durch den elektromagnetischen Impuls ausgelöste Vorgang heißt Exzitation. Führt er zu 
einer Verlegung der Magnetisierung in die Transversalebene,  spricht  man von einem 
90°-Impuls.  Für  Untersuchungen  am  Gehirn  werden  die  radiofrequency  coils als 
sogenannte phased arrays in speziellen Kopfspulen angeordnet, in denen der Kopf des 
Probanden platziert wird. Da die Spulen hier wie in einem Käfig angeordnet sind, kann 
ihr  Abstand  zum Kopf  verringert  und  somit  die  Signalausbeute  erhöht  werden,  bei 
gleichzeitiger Abdeckung des gesamten zu untersuchenden Volumens (Song et al. 2006, 
Huettel et al. 2009 S. 35-48 und 77-82, Fercher 1999 S. 620-623, Bushberg et al. 2002 
S. 381-385).
Nach Beenden des elektromagnetischen Pulses führen die leicht unterschiedlichen 
Umlaufzeiten der Protonenmomente und die sogenannten Spin-Spin-Wechselwirkungen 
zum  Abklingen  der  Transversalmagnetisierung.  Außerdem  bewirken  Störungen  der 
Präzessionsbewegungen durch die Umgebung, die als (engl.) gitter bezeichnet werden, 
eine Tendenz zum ehemaligen Verteilungszustand. Diese Vorgänge werden unter dem 
Begriff Relaxation zusammengefasst. Da hierbei die zuvor eingebrachte Energie wieder 
in  Form  elektromagnetischer  Wellen  abgegeben  wird,  erzeugt  dies  in  den 
radiofrequency  coils eine  hochfrequente  Wechselspannung abfallender  Intensität,  die 
das Magnetresonanzsignal enthält. Die Signalerzeugung in den Magnetspulen wird als 
Detektion  oder  Rezeption  (reception)  bezeichnet. Die  Rückkehr  der  Spins  in  die 
longitudinale Richtung wird durch die  Relaxationszeit T1 beschrieben. Für den Abfall 
der Ausrichtung in der Transversalebene wird die Relaxationszeit T2 gemessen. Beide 
sind für verschiedene Gewebe unterschiedlich. Die T2-Relaxation hängt außer von den 
Spin-Spin-Wechselwirkungen auch von Inhomogenitäten im magnetischen Feld wie sie 
u.a.  von  anderen  Atomen  hervorgerufen  werden  ab.  Der  Einfluss  dieser 
Inhomogenitäten ist allerdings gering, wenn diese sich schnell verändern. Dies ist z.B. 
bei freien H2O-Molekülen der Fall,  die sich ungehindert  thermisch bedingt bewegen 
können.  Somit  ist  hier  die  Relaxationszeit  T2 besonders  lang,  was  bei  der 
morphologischen Bildgebung u.a. zur Kontrastierung genutzt wird (Song et al. 2006, 
Huettel et al. 2009 S. 35-38 und 83-88, Fercher 1999 S. 623-627, Bushberg et al. 2002 
S. 385-390).
Um die Erzeugung des MR-Signals und die Kontraste zwischen einzelnen Geweben 
zur Bildgebung (image formation) nutzen zu können, muss deren räumliche Verteilung 
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registriert  werden.  Dazu  war  die  Einführung  von  Magnetfeldgradienten  in  die 
Magnetresonanzforschung  durch  Paul  Lauterbur  (Lauterbur  1973)  notwendig.  Diese 
führen  kurz  nach  der  Exzitation  dazu,  dass  Spins  an  verschiedenen  Orten  mit 
unterschiedlicher  Frequenz  präzessieren.  Daher  senden  sie  während  der  Relaxation 
wiederum elektromagnetische Wellen ebendieser Frequenz aus, die nach der Rezeption 
analysiert werden können. Dazu bedient man sich der Fourier-Transformation, um die 
jeweiligen Frequenzen im Spektrum des MR-Signals herauszufiltern. Da die Frequenz 
den Ort  kodiert, kann eine Rekonstruktion des grafisch darstellbaren image space aus 
dem  mathematisch  definierten  k-space  der  Messdaten  erstellt  werden.  Das 
Untersuchungsvolumen wird in Analogie zu den Pixeln (kurz für picture elements) eines 
digitalen Bildes in  Voxel eingeteilt.  Um jedoch der dreidimensionalen Verteilung der 
Spins  im Gewebe gerecht  zu werden,  bedarf  es  neben der  Frequenzkodierung einer 
Dimension noch zweier weiterer  Möglichkeiten der  Ortskodierung.  Wie  bei  anderen 
tomografischen Verfahren (CT, SPECT oder PET) muss das Gewebe in Schnitte (slices) 
unterteilt werden, die dann nacheinander betrachtet werden können. Dies erfolgt bei der 
Magnetresonanztomografie durch die selektive Exzitation einzelner Schnitte,  was als 
slice selection bezeichnet wird. Dabei werden vor der Exzitation mittels eines kurzzeitig 
eingeschalteten Magnetfeldgradienten entlang des Vektors des Hauptmagnetfeldes (z-
Gradient) die Präzessionsfrequenzen der Spins ortsabhängig verändert. Der applizierte 
Exzitationsimpuls (excitation pulse) mit der passenden Frequenz zu einer bestimmten 
Position  im  Magnetfeld  führt  dann  nur  in  der  an  dieser  Stelle  senkrecht  zum 
Hauptmagnetfeld  stehenden  Ebene  zur  Präzession.  Die  Bandbreite  des 
Exzitationsimpulses bestimmt hierbei die Schichtdicke. Innerhalb der nun selektierten 
Schicht kann nach Abschalten des z-Gradienten und des Exzitationsimpulses während 
der  Relaxation  der  Spins  eine  Kodierung  der  beiden  verbliebenen  Dimensionen 
erfolgen. Dazu nutzt man einen Magnetfeldgradienten zur ortsabhängigen Veränderung 
der Präzessionsfrequenz in der x-Richtung und einen weiteren Gradienten, der entlang 
der y-Richtung zu einer Phasenverschiebung der bisher synchron präzessierenden Spins 
führt. Diese werden kurz nacheinander ein- und ausgeschaltet. Eine solche Sequenz von 
elektromagnetischen Impulsen wird als Pulssequenz (pulse sequence) bezeichnet. (Song 
et al. 2006, Huettel et al. 2009 S. 38-41 und 89-120, Bushberg et al. 2002 S. 415-437).
Um die Inhomogenitäten im Magnetfeld eines Magnetresonanztomografen möglichst 
zu reduzieren werden einerseits zusätzliche shimming coils im Gerät angebracht, deren 
Funktion  in  Analogie  zu  einem Keil  unter  einem zu  kurzen  Tischbein  (engl.  shim) 
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beschrieben  werden  kann.  Diese  Spulen  können  der  individuellen  Anatomie  des 
Probanden  entsprechend  eingestellt  werden,  die  innerhalb  des  Magnetfeldes  zu 
individuellen  Inhomogenitäten  führt.  Andererseits  wird  in  der  am häufigsten  in  der 
Bildgebung  anatomischer  Strukturen  genutzten  Pulssequenz,  der  Spinecho-Sequenz, 
neben dem 90°-Impuls ein weiterer 180°-Impuls angewandt. Zunächst bewirkt der 90°-
Impuls das Umklappen der Magnetisierung in die Transversalebene, in der die einzelnen 
Spinvektoren spontan auseinander laufen. Der Winkel, um den sich die Magnetisierung 
ändert,  wird  flip angle (FA) genannt.  Nach einer Zeitspanne  τ wird ein 180°-Impuls 
appliziert,  der  diese  nach wiederum der  gleichen Zeitspanne  τ bündelt  (refocussing 
pulse), wodurch erneut eine Spannung in der Empfängerspule induziert wird, die man 
Spinecho nennt.  Die  Zeit  zwischen  dem  90°-Impuls  und  dem  Spinecho  wird  als 
Echozeit  (TE) bezeichnet. Zur Bildgewinnung erfolgen innerhalb einer Untersuchung 
(scan) zahlreiche Messungen mit kurzem zeitlichem Abstand. Die Zeit zwischen den 
90°-Impulsen wird Repetitionszeit (TR) genannt (Song et al. 2006, Huettel et al. 2009 S. 
41-42, Fercher 1999 S. 627-630, Bushberg et al. 2002 S. 391-395).
Ein wesentliches Konzept in der Magnetresonanztomografie ist der  Kontrast. Ganz 
allgemein formuliert  ist  der Kontrast  die Intensitätsdifferenz zwischen verschiedenen 
Messwerten  in  einem  bildgebenden  System.  In  der  Bildgebung  werden  diese 
Differenzen in einem Bild z.B. in Graustufen als Unterschied zwischen hell und dunkel 
dargestellt. Anders als bei einer Fotografie oder einer Computertomografie beruht der 
Kontrast  in  der  Magnetresonanztomografie  jedoch  nicht  auf  der  Reflexion  bzw. 
Durchlässigkeit von Photonen, sondern auf dem unterschiedlichen Verhalten der Spins 
bei Anwendung verschiedener Pulssequenzen. Da es also mehrere Möglichkeiten der 
Kontrastierung  gibt,  werden  diese  Verfahren  häufig  als  unterschiedliche  Kontraste 
bezeichnet. Der Name des Kontrasts richtet sich dabei nach dem durch die Pulssequenz 
messbaren Parameter, z.B. T1-Kontrast oder  T1-gewichtet wenn die Relaxationszeit T1 
den Kontrast des Bildes bestimmt. Die möglichen Kontraste können zum einen in die 
drei  Gruppen  statische  Kontraste,  Bewegungskontraste und  funktionelle  Kontraste 
eingeteilt  werden.  Zum  anderen  unterscheidet  man  noch  zwischen  endogenen 
Kontrasten,  die  sich  aus  dem unterschiedlichen Verhalten der  Gewebe ergeben, und 
exogenen Kontrasten,  die  durch die  zusätzliche Applikation einer  ferromagnetischen 
Substanz  erreicht  werden.  In  der  klinischen  Routine  wird  zur  Erzeugung  statischer 
Kontraste  (strukturelle  Bildgebung)  oder  von  Bewegungskontrasten  (z.B.  MR-
Angiografie) häufig das Element Gadolinium (Gd), wegen seiner Toxizität eingebunden 
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in  den  Chelatbildner  Diethylentriaminpentaessigsäure  (DTPA),  verwendet.  Dieses 
verändert die Relaxationszeiten der benachbarten Spins, wodurch der Kontrast erhöht 
wird (Song et al. 2006, Huettel et al. 2009 S. 9-11 und 121, Fercher 1999 S. 630, Dössel 
2000 S. 348).
Für  die  statischen  Kontraste ist  die  Manipulation  der  Repetitionszeit  und  der 
Echozeit von entscheidender Bedeutung. Bei einer Feldstärke von 1,5 T beträgt T1 für 
die graue Hirnsubstanz ca. 900 ms. Wird TR wesentlich größer als T1 gewählt (TR >> 
T1),  hat  sich  die  longitudinale  Magnetisierung vor  der  erneuten  Exzitation  komplett 
erholt und der Einfluss von T1 auf den Kontrast geht gegen Null. Das gleiche gilt für TE 
<< T2, da letztere für die graue Hirnsubstanz  bei 1,5 T ca. 100 ms beträgt und so die 
transversale Magnetisierung noch voll erhalten ist. Dies lässt sich anhand der Formel für 
die Magnetisierung der Transversalebene verdeutlichen:
M xyt =M 01−e
−TR /T 1e−TE /T 2
Wenn sowohl der Einfluss von T1 als auch von T2 auf das MR-Signal möglichst gering 
sein sollen, um einen Kontrast allein auf Basis der Protonendichte zu erzeugen (proton-
density  imaging),  wählt  man TR sehr  groß und TE sehr  klein.  Dazu  können neben 
Spinecho-Sequenzen auch Gradientenecho-Sequenzen genutzt werden. Letztere nutzen 
keinen  180°-Impuls  sondern  Gradienten,  um  ein  Echo  zu  erzeugen.  Da  die 
Protonendichte innerhalb des Gehirns im Liquor am höchsten ist, stellt sie sich in den 
resultierenden Bildern am hellsten dar, gefolgt von grauer und weißer Substanz (Song et 
al. 2006, Huettel et al. 2009 S. 122-126, Bushberg et al. 2002 S. 395-399).
Gemäß der Formel für Mxy (t) muss für einen reinen  T1-gewichteten Kontrast TE 
möglichst  klein  gewählt  werden,  um  den  Einfluss  von  T2 auf  das  MR-Signal  zu 
minimieren, und TR nicht zu groß, damit sich nicht schon alle Spins erholt haben. Da 
sich jedoch die Signaldifferenz zwischen den einzelnen Geweben nach der Exzitation 
erst  aufbauen muss,  darf  TR auch nicht  zu  klein  gewählt  werden.  Es  gilt  also,  das 
Maximum  der  T1-Kontrastkurve  zwischen  den  Geweben  aufzusuchen  bzw.  mittlere 
Werte  für  TR zu  wählen.  Dadurch  entstehen  Bilder,  in  denen  Knochen  und  weiße 
Substanz hell, graue Substanz intermediär und Liquor dunkel ist. Mit Hilfe eines 180°-
Exzitationsimpulses anstelle eines 90°-Impulses kann die Nettomagnetisierung doppelt 
so  weit  ausgelenkt  werden,  wodurch  auch  eine  doppelt  so  lange  Relaxationszeit 
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erforderlich wird. Da sich dadurch die Signaldifferenzen steigern, erhöht sich auch der 
Kontrast. Außerdem kann TR so gewählt werden, dass Gewebe mit besonders langer T1 
(z.B. Liquor) keinen Beitrag zum Signal leisten und somit quasi unterdrückt werden. 
Dieses Prinzip nennt sich  inversion recovery (Song et al. 2006, Huettel et al. 2009 S. 
126-128, Bushberg et al. 2002 S. 399-403).
Für  T2-gewichtete Bilder müssen im Umkehrschluss für TR möglichst große Werte 
gewählt werden, um den Einfluss von T1 zu minimieren, und für TE mittlere Werte, 
damit der Kontrast möglichst groß wird. In den resultierenden Bildern ist Liquor hell, 
graue Substanz intermediär und weiße Substanz dunkel. Hierfür können nur Spinecho-
Sequenzen benutzt  werden,  da  nur  diese  wegen des  180°-Impulses  unabhängig  von 
Inhomogenitäten  im  Magnetfeld  sind,  die  neben  den  Spin-Spin-Wechselwirkungen 
ebenfalls  zur  Relaxation  in  der  Transversalebene  führen.  Dies  ist  jedoch  bei  T2*-
gewichteten Akquisitionen gerade die Grundlage für den Kontrast, da durch T2* beide 
Komponenten erfasst werden. Daher ist T2* im gleichen Scan immer kürzer als T2 (T2* 
für graue Substanz bei 1,5 T ca. 40 ms). Mathematisch ausgedrückt ist 1/T2* = 1/T2 + 
1/T2'  mit  T2'  als  Beitrag  der  Feldinhomogenitäten.  Der  T2*-Kontrast  ist  anfällig  für 
Suszeptibilitätsartefakte durch Inhomogenitäten in der Nähe von Blutgefäßen, die dort 
zum  Signalverlust  führen,  weswegen  man  ihn  weniger  für  strukturelle  als  für 
funktionelle Untersuchungen nutzt und damit i.d.R. keine unmittelbaren Bilder erzeugt. 
Wie beim T2-Kontrast muss auch hier TR lang und TE mittellang sein. Allerdings würde 
eine Spinecho-Sequenz die  Inhomogenitäten unterdrücken,  die  beim T2*-Kontrast  zu 
Grunde  gelegt  werden.  Daher  nutzt  man  hier  wiederum  Gradientenecho-Sequenzen 
(Song et al. 2006, Huettel et al. 2009 S. 129-132, Bushberg et al. 2002 S. 403-408).
Da  die  weiteren  statischen  Kontraste  wie  chemische  Kontraste  (chemical  shift  
imaging)  und  makromolekulare  Kontraste  (magnetization  transfer)  sowie  die 
Bewegungskontraste  wie  MR-Angiografie  (MRA),  Diffusions-gewichtete  Kontraste 
(diffusion  tensor  imaging etc.)  und  Perfusions-gewichtete  Kontraste  (arterial  spin 
labeling etc.)  im Rahmen dieser  Arbeit  nicht  relevant  sind,  werden diese  hier  nicht 
weiter beschrieben (ausführliche Darstellungen finden sich bei Huettel et al. 2009 S. 
132-146 und Bushberg et al. 2002 S. 408-413).
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2.3.2 funktionelle Magnetresonanztomografie
Die funktionelle Magnetresonanztomografie (fMRT), im Englischen Sprachgebrauch 
als  functional magnetic resonance imaging (fMRI) bezeichnet, wurde möglich durch 
Untersuchungen  zu  den  magnetischen  Eigenschaften  des  Hämoglobins,  des 
Hauptsauerstoffträgers des Blutes, durch Linus Pauling und Charles D. Coryell (Pauling 
& Coryell 1936). Sie machten die Beobachtung, dass deoxygeniertes Hämoglobin das 
magnetische  Feld  in  dem  es  sich  befindet  beeinflusst,  da  es  paramagnetisch  ist. 
Oxygeniertes Hämoglobin hingegen führt zu keiner Störung, da es nicht magnetisch ist. 
Keith R. Thulborn und Kollegen (Thulborn et al. 1982) konnten zeigen, dass durch die 
Anwesenheit  von  deoxygeniertem  Hämoglobin  in  Blutproben  der  Abfall  der  durch 
Magnetresonanz erzeugten Magnetisierung in der  Transversalebene beschleunigt  und 
damit die Relaxationszeit T2* verkürzt wird. Dabei nahm der Einfluss des Hämoglobins 
bei hohen Magnetfeldstärken zu, weswegen für die fMRT Scanner mit mindestens 1,5 T 
eingesetzt  werden.  Die Anwendung dieser Erkenntnisse  in  vivo erfolgte  1990 durch 
Seiji  Ogawa  und  Kollegen  (Ogawa  et  al.  1990a-c).  Sie  untersuchten  die  Gehirne 
narkotisierter  Nagetiere  im  MRT und nutzten  dabei  erstmalig  die  paramagnetischen 
Eigenschaften  von  deoxygeniertem  Hämoglobin  zur  Erzeugung  eines  funktionellen 
Kontrasts,  des  blood oxygen(ation) level dependent (BOLD)-Kontrasts.  Bei  normaler 
Sauerstoffzufuhr  von  21  % zeigten  sich  in  den  T2*-gewichteten  Aufnahmen  dunkle 
Linien senkrecht  zur Hirnoberfläche und damit parallel  zum Verlauf der den Kortex 
versorgenden  Gefäße.  Durch  Senkung  der  Sauerstoffzufuhr  auf  0  %  wurden  diese 
Linien stärker sichtbar, durch Erhöhung der Sauerstoffzufuhr auf 100 % verschwanden 
sie. Es kommt also zu einem Signalverlust durch Deoxyhämoglobin in T2*-gewichteten 
Bildern (Raichle 2006, Song et al. 2006, Huettel et al. 2009 S. 193-196).
Hingegen führt  eine  höhere kortikale  Aktivität  in  T2*-gewichteten Bildern gerade 
nicht  zu  einem  Signalverlust  mit  dementsprechend  dunkleren  Arealen,  sondern  auf 
Grund der Besonderheiten des zerebralen Energiestoffwechsels zu einer Steigerung des 
Signals (Logothetis & Pfeuffer 2004). In Kapillaren befinden sich immer oxygeniertes 
und deoxygeniertes Hämoglobin zu bestimmten Anteilen. Es liegt im Normalfall also 
immer eine leichte Störung des Magnetfeldes um eine Kapillare vor. Erhöhte Aktivität 
in  Neuronen  führt  zunächst  durch  einen  erhöhten  Energie-  und  somit  auch 
Sauerstoffbedarf zur Deoxygenierung des Hämoglobins in den benachbarten Kapillaren. 
Die  Störung  des  Magnetfeldes  durch  deoxygeniertes  Hämoglobin  nimmt  also  zu. 
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Danach  wird  jedoch  vorübergehend  der  erhöhte  Energiebedarf  nicht  mehr  durch 
oxidative  Phosphorylierung  sondern  durch  die  schneller  ablaufende 
sauerstoffunabhängige  Glykolyse der  Glukose,  des  Hauptenergieträgers  des 
Gehirnstoffwechsels, gedeckt, wodurch der Sauerstoffbedarf sinkt (Fox & Raichle 1986, 
Fox  et  al.  1988).  Als  Reaktion  auf  den  zunächst  gesteigerten  Bedarf  setzt  zudem 
verzögert eine Erhöhung des Blutflusses ein, die eine Auswaschung des deoxygenierten 
Hämoglobins aus den Kapillaren über das normale Maß hinaus bewirkt (Malonek & 
Grinvald 1996). Somit ist die Störung des Magnetfeldes geringer als im Ruhezustand 
und damit das MR-Signal  stärker.  Bei sinkender kortikaler Aktivität  kehren sich die 
Verhältnisse durch die nun überwiegende oxydative Phosphorylierung der Glukose um. 
Allerdings  muss  für  verschiedene  Hirnregionen  ein  unterschiedliches 
Stoffwechselverhalten angenommen werden (Raichle 2006, Huettel et al. 2009 S. 196-
200).
Da durch die funktionelle Magnetresonanztomografie die neuronalen Vorgänge im 
Gehirn  nur  indirekt  dargestellt  werden,  musste  zunächst  noch  der  Zusammenhang 
zwischen den gemessenen Veränderungen der Oxygenierung des Hämoglobins und der 
kortikalen Aktivität  validiert  werden, um den BOLD-Kontrast zur Lokalisierung und 
Untersuchung  von  Hirnfunktionen  nutzen  zu  können.  Dazu  wurden  zunächst  aus 
anderen  Untersuchungen bekannte  Aktivierungsmuster  mittels  fMRT dargestellt.  Die 
erste Studie, bei der der BOLD-Kontrast zur Darstellung der neuronalen Aktivierung 
bestimmter  Hirnareale  genutzt  werden konnte,  wurde  von Kenneth K.  Kwong und  
Kollegen 1992 veröffentlicht (Kwong et al. 1992). Für den Zusammenhang zwischen 
neuronaler  Aktivität  und  BOLD-Signal  ist  das  Verständnis  der  hämodynamischen 
Antwort (hemodynamic response, HDR) auf neuronale Signalverarbeitungsprozesse von 
zentraler Bedeutung. Sie wird meistens in Form einer hemodynamic response function 
(HRF) dargestellt (Glover 1999, Amaro & Barker 2006).
Dabei kommt es kurz nach der Stimuluspräsentation zu einem leichten Abfall  der 
Amplitude (initial dip), gefolgt von einem starken Anstieg bis zu einem Gipfel (peak) 
bzw.  bei  mehreren  aufeinander  folgenden  Stimuli  einem  Plateau,  nachdem  die 
Signalkurve  unter  das  Ausgangsniveau  (base  line)  abfällt,  was  als  undershoot  
bezeichnet  wird.  Der  initial  dip kann  zur  Zeit  nur  in  einem  Teil  der  Studien 
nachgewiesen  werden  und  scheint  mit  der  Feldstärke  zu  zunehmen.  Er  beruht 
wahrscheinlich  auf  dem  initialen  Anstieg  von  deoxygeniertem  Hämoglobin  durch 
oxydative Glykolyse in den Nervenzellen. Allerdings werden auch andere Mechanismen 
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wie ein Abfall der Flussgeschwindigkeit oder ein Anstieg des Blutvolumens diskutiert. 
Der  undershoot wird  durch  den  unterschiedlichen  Verlauf  der  Blutfluss-  und 
Blutvolumenkurven nach der Stimulation erklärt. Während sich der Blutfluss und damit 
der Abtransport von deoxygeniertem Hämoglobin wieder relativ schnell  normalisiert, 
bleibt  das  Blutvolumen  einige  Sekunden  länger  erhöht,  wodurch  sich  mehr 
deoxygeniertes Hämoglobin im Kapillarsystem befindet, das zu Signalverlusten führt. 
Außerdem sollen Veränderungen im Sauerstoffmetabolismus ebenfalls zum undershoot 
beitragen (Di Salle et al. 1999, Logothetis & Pfeuffer 2004, Huettel et al. 2009 S. 200-
214).
Abbildung 10:hemodynamic response function (aus Amaro & Barker 2006)
Zu  den  bisher  ungeklärten  Fragen in  der  funktionellen  Bildgebung  per  BOLD-
Kontrast  gehört  u.a.,  ob  die  an  einem Ort  gemessene  Aktivität  der  Entstehung von 
Signalen  im  Sinne  der  von  Neuronen  ausgesandten  Aktionspotenziale  oder  dem 
Empfangen von über Dendriten in Neuronen eingehenden Signalen entspricht, die je 
nach Axonlänge  aus  einer  weit  entfernten Hirnregion stammen können (Song et  al. 
2006).  In  einer  Studie  von  Nikos  K.  Logothetis  und  Kollegen  wurden  neben  dem 
BOLD-Signal auch elektrophysiologische Parameter wie Impulse einzelner (single unit) 
oder  mehrerer  Nervenzellen  (multi  unit  recording)  sowie  der  Dendriten  mehrerer 
Nervenzellen  (local  field  potentials)  registriert.  Dabei  korrelierte  das  BOLD-Signal 
nicht mit den  single oder  multi unit recordings sondern mit den  local field potentials, 
sodass es offenbar die lokale dendritische Aktivität als Integrierung von Axonimpulsen 
aus anderen Hirnregionen widerspiegelt (Logothetis et al. 2001). Zu einem ähnlichen 
Ergebnis führten auch Vergleiche von  multi unit recordings und  local field potentials 
mit dem Blutfluss, gemessen per Laser-Doppler (Lauritzen 2001). Zudem wurde der 
Anteil der synaptischen Aktivität  am Gesamtenergiebedarf des menschlichen Gehirns 
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auf ca. 75 % geschätzt (Attwell & Laughlin 2001). Allerdings scheinen die Änderungen 
im  Blutfluss  nicht  durch  den  lokal  erhöhten  Energiebedarf  hervorgerufen  zu  sein 
sondern durch die synaptische Übertragung selbst bzw. deren Transmitter (Attwell & 
Iadecola 2002).
Weiterhin  ist  der  Anteil  inhibitorischer  postsynaptischer  Potenziale (IPSP)  am 
Energieverbrauch  der  Neuronen  nicht  vollkommen  geklärt.  Nach  synaptischer 
Übertragung  durch  exzitatorische  Neurotransmitter  werden  diese  von  umliegenden 
Gliazellen aus  dem synaptischen Spalt  aufgenommen,  damit  das  Milieu repolarisiert 
werden kann. Die dafür notwendige Energie wird durch Glykolyse bereitgestellt. Für 
inhibitorische  Transmitter  ist  dieser  Mechanismus  nicht  nachgewiesen.  Daher  ist 
anzunehmen,  dass  das  BOLD-Signal  alleine  durch  in  Nervenzellen  eingehende 
Erregung entsteht und hemmende Impulse nicht erfasst werden (Raichle 2006).
Für die funktionelle Magnetresonanztomografie sind neben funktionellen Kontrasten 
schnellere  Pulssequenzen notwendig,  um  die  Veränderungen  im  BOLD-Signal 
möglichst  in Echtzeit messen zu können. Dabei handelt  es sich um Gradientenecho-
Sequenzen,  die  die  Verwendung  des  T2*-Kontrasts  und  eine  Akquisition  von  ≥ 20 
Bildern pro Sekunde erlauben. Die am weitesten verbreitete Methode, die auch für die 
Generierung struktureller Bilder verwandt wird, ist das echo-planar imaging (EPI), das 
von Peter Mansfield und Kollegen entwickelt wurde (Mansfield & Maudsley 1976, Di 
Salle et al. 1999). Dabei werden relativ starke Magnetfeldgradienten benutzt, die schnell 
umgeschaltet werden müssen, um das Messvolumen  k-space in kurzer Zeit  füllen zu 
können. Dazu wird die Bildebene in Zeilen abgetastet, deren Laufrichtung sich jeweils 
umkehrt. Da jede Kehrtwende zu einer Verzerrung des Bildes führen würde, müssen die 
Bildzeilen  noch  aneinander  angeglichen  werden  bevor  die  gewonnenen  Daten  die 
Fourier-Transformation  durchlaufen  können.  Dieser  Prozess  wird  als  realignment 
bezeichnet und ist ein wichtiger Teil der Vorverarbeitung der Rohdaten. Ein Nachteil 
des  echo-planar  imaging ist  seine  Anfälligkeit  für  Suszeptibilitätsartefakte  durch 
Grenzflächen  zwischen  Gewebe  und  Luft,  weswegen  es  im  Bereich  der 
Nasennebenhöhlen und der Paukenhöhlen zu Verzerrungen in x- und y-Richtung sowie 
zu  Signalverlusten  in  z-Richtung  kommen  kann.  Eine  Alternative  zum  echo-planar 
imaging ist  das  spiral  imaging,  bei  dem  der  k-space spiralförmig  abgetastet  wird, 
ausgehend von seiner Mitte zur Peripherie. Da hierbei keine Umschaltungen der Scan-
Richtung nötig sind, stellt diese Pulssequenz geringere Anforderungen an die Scanner-
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Hardware und ist schneller. Da die Daten vor der  Fourier-Transformation erst in ein 
kartesisches Koordinatensystem übertragen werden müssen, ist  hier jedoch auch eine 
höhere  Rechenleistung  erforderlich.  Da  auch  das  spiral  imaging anfällig  für 
Suszeptibilitätsartefakte  ist,  kommt  es  hier  ebenfalls  zu  Signalverlusten  und 
Verzerrungen,  wobei  letztere  auf  Grund der  spiralförmigen Geometrie  einer  anderen 
Systematik  folgen.  Um  die  Inhomogenitäten  im  Magnetfeld  in  der  Nähe  von 
luftgefüllten Räumen auszugleichen werden auch beim echo-planar und spiral imaging 
die  bereits  beschriebenen  shimming  coils,  allerdings  diesmal  in  z-Richtung,  sowie 
Karten  der  Magnetfeldstärke  im Untersuchungsvolumen  benutzt.  (Song  et  al.  2006, 
Huettel et al. 2009 S. 147-157).
Die räumliche Auflösung der fMRT-Daten wird zunächst von der Voxelgröße (voxel  
size)  bestimmt. Diese wird beeinflusst  durch das  Sichtfeld (field  of  view,  FOV), die 
Matrixgröße (matrix size) und die  Schichtdicke (slice thickness). Das Sichtfeld ist die 
Fläche innerhalb der Transversalebene bzw. der Schicht, die beim Scannen erfasst wird. 
Sie umfasst üblicher Weise den gesamten Schädeldurchmesser und wird in Zentimetern 
angegeben. Die Fläche wird zudem in eine Matrix von z.B. 256 x 256 Pixeln eingeteilt. 
Eine  möglichst  quadratische  Matrix  mit  Vielfachen  von  zwei  vereinfacht  dabei  die 
Fourier-Transformation.  In  der  dritten  Dimension  beeinflusst  die  Schichtdicke  die 
Voxelgröße. Sie sollte aber mindestens so groß wie die Ausdehnung der Pixel in der 
Transversalebene sein. Sind alle Kantenlängen des Voxels gleich, bezeichnet man ihn 
auch isotropisch. Für strukturelle Bildgebung liegt die Kantenlänge üblicher Weise bei 
1-2 mm und für fMRT bei 4-5 mm, kann jedoch für bestimmte Fragestellungen auch 
hier  auf  bis  zu 1 mm reduziert  werden.  Da allerdings  mit  fallender  Voxelgröße die 
Signalausbeute abnimmt und die  Akquisitionszeit  zunimmt, muss zwischen den Vor- 
und Nachteilen der höheren Auflösung abgewogen werden. Für die Signalausbeute ist 
das  Verhältnis  zwischen dem Signal  und der  Hintergrundaktivität,  dem sogenannten 
Rauschen, entscheidend, das als signal-to-noise ratio (SNR) bezeichnet wird. Diese ist 
im Frontallappen auf Grund der hohen neuronalen Hintergrundaktivität schlechter als 
z.B.  im  primären  Motorkortex.  Umgekehrt  können  aber  auch  zu  große  Voxel  zu 
Partialvolumeneffekten führen,  die  die  Aussagekraft  der  Untersuchung  reduzieren. 
Diese treten auf, wenn innerhalb eines Voxels verschiedene Gewebe zum MR-Signal 
beitragen.  Da letzteres  immer über  das  gesamte  Voxel  gemittelt  wird und das  nicht 
relevante Gewebe im Voxel unter Umständen auch zum Rauschen beiträgt, kann sich 
dadurch  die  SNR  verschlechtern.  Ein  weiteres  Problem  für  das  räumliche 
Auflösungsvermögen von fMRT-Studien sind  large-vessel effects. Sie entstehen durch 
den  Beitrag  großer  venöser  Gefäße,  z.B.  des  Sinus  sagittalis  superior,  zum BOLD-
Signal  auf  Grund  der  Deoxygenierung  von  Hämoglobin  in  vorgeschalteten 
Kapillarbetten im aktivierten Nervengewebe. Außerdem verringern die meisten der nach 
der  Akquisition  nötigen  Datenverarbeitungsschritte  die  Auflösung  noch  zusätzlich 
(Huettel et al. 2009 S. 214-220).
Die zeitliche Auflösung ist in erster Linie abhängig von der Repetitionszeit (TR), die 
in der Regel zwischen 500 und 3000 ms liegt. Da die hämodynamische Antwort (HDR) 
auf  die  kortikale  Aktivierung durch einzelne  Stimuli  über  ca.  10 s  verläuft,  können 
abhängig von der TR verschiedene Zeitpunkte der Signalkurve abgetastet werden. Je 
kürzer die TR, desto mehr Punkte werden innerhalb einer bestimmten Zeit abgetastet 
bzw. desto höher ist die Abtastrate (sampling rate) und mit ihr die zeitliche Auflösung. 
Da  die  Veränderungen  des  BOLD-Signals  jedoch  relativ  langsam  ablaufen,  ist  der 
Zugewinn an Informationen bei  sehr  hohen Abtastraten nicht  mehr allzu bedeutend, 
sodass  meistens  eine TR von 1-2  s  verwendet  wird.  Eine  wichtige  Eigenschaft  der 
hämodynamischen  Antwort  ist  ihre  Linearität.  Diese  besteht  zum  einen  in  der 
Proportionalität  der  Amplitude  des  BOLD-Signals  zur  kortikalen  Aktivität  (scaling), 
zum anderen in der Addierung kurz auf einander folgender einzelner Antworten zu einer 
Gesamt-HDR, die der Summe der einzelnen Antworten entspricht (superposition). Erst 
dadurch lassen sich Vorhersagen über den Verlauf der HDR in Abhängigkeit von der 
neuronalen Aktivierung treffen. Eine annähernde Linearität der hemodynamic response 
konnte  in  mehreren  Studien  nachgewiesen  werden  (Boynton  et  al.  1996,  Dale  & 
Buckner 1997).  Nonlinearität tritt  besonders bei Stimuluslängen von weniger als 6 s 
auf. Daher nimmt man eine Refraktärphase (refractory period) der neuronalen Aktivität 
an, die regional unterschiedlich zu sein scheint (Huettel et al. 2009 S. 220-242).
Für die Analyse von fMRT-Daten ist von großer Bedeutung, dass die Änderungen im 
BOLD-Signal  im  Vergleich  zur  Gesamtintensität  und  Gesamtvariabilität  des  MR-
Signals relativ gering sind. Bei einer Feldstärke von 1,5 T betragen sie 1-5 % (Amaro & 
Barker  2006).  Dadurch  ergibt  sich  eine  im  Vergleich  zu  anderen  bildgebenden 
Methoden relativ schlechte signal-to-noise ratio. Das Rauschen im MR-Signal entsteht 
hauptsächlich durch Wärmebewegung im Scanner oder Probanden, Systemrauschen der 
Scanner-Hardware,  Bewegungsartefakte,  physiologische Vorgänge  im Probanden wie 
Atmung  und  Herzschlag  sowie  durch  Variabilität  neuronaler  Prozesse  im 
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Zusammenhang mit  dem Probanden gestellten Aufgaben  oder  auch unabhängig  von 
diesen.  Während  die  letztgenannten  systematisch  auftreten  handelt  es  sich  beim 
thermischen  Rauschen um  zufällige  Veränderungen,  die  sich  in  der  Regel  selbst 
ausgleichen und daher weniger Probleme bereiten als systematische. Die SNR hängt 
unter  anderem  von  der  untersuchten  Hirnregion  ab.  In  Arealen,  die  mit  höheren 
kognitiven Prozessen assoziiert  sind, wie dem präfrontalen Kortex ist sie tendenziell 
geringer.  Außerdem  ist  sie  beim  Vergleich  verschiedener  Testbedingungen  i.d.R. 
schlechter als beim Vergleich einer der Testbedingungen zu Ruhebedingungen. Um die 
SNR zu verbessern können z.B. höhere Feldstärken eingesetzt werden. Dadurch kommt 
es  neben einer  Verstärkung des  MR-Signals  auch zu  vermehrtem Rauschen,  sodass 
letztlich nur von einer Steigerung der SNR ungefähr um den Faktor 1,5 ausgegangen 
werden  kann.  Bei  höheren  Feldstärken  verschlechtert  sich  jedoch  auch  die 
Signalausbeute in ventralen Hirnregionen durch verstärkte Suszeptibilitätsartefakte nahe 
den luftgefüllten Nasenneben- und Paukenhöhlen (Huettel et al. 2009 S. 243-267, Song 
et al. 2006).
Durch  Vorverarbeitung (preprocessing) vor der eigentlichen Datenanalyse kann die 
Aussagekraft der statistischen Tests deutlich verbessert werden. Dazu gehört zunächst 
einmal  der  Ausschluss  fehlerhafter  Scans  von  der  statistischen  Analyse. 
Kopfbewegungen während des Scans können durch Bewegungskorrektur (realignment) 
aufeinander folgender Bilder anhand eines Referenzvolumens (z.B. des ersten Bildes 
der Serie) mit Hilfe einer Kostenfunktion, z.B. der Summe der quadrierten Differenzen 
(sum of squared differences, SSD), korrigiert werden. Dabei kann man sich zu Nutze 
machen, dass sich Größe und Form des Gehirns auf Grund seiner stabilen Umhüllung 
während des Scans nicht verändern, weswegen über eine rigid-body-Transformation der 
Bilder diese per Translation entlang der x-, y- und z-Achse und Rotation um die xy-, xz- 
und yz-Ebene übereinander gelegt werden können (Ashburner & Friston 2007a).  Da 
funktionelle MRT-Untersuchungen im Vergleich zu anatomischen Bildern eine relativ 
geringe Auflösung haben, werden in der Regel Bilder in beiden Modalitäten erzeugt und 
später  fusioniert,  um  eine  bessere  anatomische  Zuordnung  funktioneller  Daten  zu 
ermöglichen.  Diese  Koregistrierung funktioneller  und  anatomischer  Bilder  erfolgt 
wiederum über eine Kostenfunktion, die hierbei jedoch zur Minimierung von  mutual  
information zwischen  den  Datensätzen  führt.  Da  die  Schichten  des 
Untersuchungsvolumens beim  echo-planar imaging zu unterschiedlichen Zeitpunkten, 
z.B.  eine  nach  der  anderen  oder  auch  gerade  und  ungerade  Schichten  getrennt 
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voneinander, akquiriert werden, ist es unter Umständen sinnvoll, eine slice (acquisition)  
time correction durchzuführen, bei der die Intensitätswerte in den Schichten auf einen 
bestimmten  Zeitpunkt  interpoliert  werden.  Das  kann  z.B.  die  Zeit  sein,  zu  der  die 
hauptsächlich zu untersuchende Hirnregion gescannt wird (Wohlschläger et  al.  2007, 
Huettel et al. 2009 S. 267-281).
Um Daten  von verschiedenen Probanden  mit  individueller  Anatomie  miteinander 
vergleichen zu können müssen diese auf ein sogenanntes Standardhirn normiert werden, 
was als Normalisierung bezeichnet wird (Brett et al. 2002, Ashburner & Friston 2007b). 
Anatomische Unterschiede bestehen im Hinblick auf die Gesamtgröße des Gehirns, die 
Größe einzelner Hirnregionen und die Größe und Anordnung der Gyri und Sulci. Durch 
Streckung, Stauchung und Verzerrung der Bilder können diese auf das dem Talairach-
Raum zu Grunde liegende Standardhirn projiziert werden. Dieser stereotaktische Raum 
ist ein dreidimensionales Koordinatensystem, das auf einem 1987 von Jean Talairach 
und Pierre Tournoux veröffentlichten Hirnatlas beruht  (Talairach & Tournoux 1987). 
Der Ursprung des Koordinatensystems liegt in der Mitte der vorderen Kommissur. Die 
x-Achse verläuft von links nach rechts, die y-Achse von rostral nach okzipital durch die 
hintere Kommissur und die z-Achse senkrecht zu den beiden anderen von dorsal nach 
ventral (bezogen auf die Forel-Achse). Da der Talairach-Atlas nur auf einem einzigen 
Gehirn  beruht,  wurden  weitere  Standardhirne  durch  Vergleich  vieler  individueller 
Gehirne entwickelt, um die durchschnittliche Anatomie besser abbilden zu können. Der 
MNI-Raum des Montreal Neurological Institute wurde aus über hundert Einzelgehirnen 
ermittelt  und  bestimmten  Landmarken  des  Talairach-Raums  angepasst  (Evans  et  al 
1993).  Für  viele  Studien  werden  heutzutage  beide  Systemen  genutzt,  wobei  oft 
zusätzliche Software zur Konversion der Koordinaten in den einen oder anderen Raum 
nötig ist (Chau & McIntosh 2005, Huettel et al. 2009 S. 281-284).
Eine  weitere  Art der Vorverarbeitung von fMRT-Daten besteht in ihrer  Filterung. 
Wandelt man einen Signalverlauf, also eine Signalamplitude als Funktion der Zeit, per 
Fourier-Transformation  in  ein  Frequenzspektrum um,  so  kann  man durch  Filterung 
Signale die mit einer bestimmten Frequenz auftreten je nachdem ob sie dem Signal oder 
dem Rauschen zuzuordnen sind hervorheben bzw. unterdrücken (Turner et al. 1998). 
Durch die Transformation von der Zeitdomäne in die Frequenzdomäne kann somit eine 
zeitliche  Filterung  durch  eine  wesentlich  einfachere  Frequenzfilterung  –  z.B.  einen 
high-,  low- oder  band-pass-Filter  –  ersetzt  werden.  Der  Frequenzbereich  der 
transformierten Daten hängt dabei von der  Abtastrate (sampling rate) des Signals ab. 
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Das Frequenzmaximum,  die  sogenannte  Nyquist-Frequenz,  entspricht  der  Hälfte  der 
sampling rate,  da alle Ereignisse, die häufiger auftreten,  nicht  vom  sampling erfasst 
werden können. Für die experimentelle Planung heißt das, dass die Abtastrate doppelt 
so hoch wie die zu erwartende Frequenz des Auftretens der zu messenden Prozesse, z.B. 
der Wahrnehmung eines Stimulus, gewählt werden muss. Neben der zeitlichen Filterung 
von  fMRT-Daten  kann  auch  eine  räumliche  Filterung erfolgen.  Dabei  wird  am 
häufigsten eine Glättung der Bilder durch Faltung mit einem Gauß-Kern durchgeführt. 
Letzterer entspricht einer dreidimensionalen Normalverteilung mit ihrem  Zentrum im 
jeweils  zu bearbeitenden Voxel.  Dabei  wird die  Aktivierung einzelner Voxel  auf die 
umliegenden  Voxel  ausgedehnt,  sodass  zufällige  Effekte  weniger  wahrscheinlich 
werden. Die Filterbreite wird auf der Höhe des halben Maximums bestimmt (full width 
at half maximum = FWHM) und in Millimetern angegeben. Typisch ist eine FWHM von 
6-10 mm. Auch wenn durch die Glättung die räumliche Auflösung geringer wird, kann 
durch sie die statistische Aussagekraft deutlich erhöht werden, da eine Normalisierung 
der Intensitätsverteilung vor der statistischen Datenanalyse das  Problem der multiplen 
Vergleiche verringert.  Letzteres tritt  auf, da in fMRT-Untersuchungen tausende Voxel 
auf signifikante Veränderungen getestet werden, wodurch die Anzahl  falsch-positiver 
Ergebnisse  zunimmt.  Eine  räumliche  Glättung  ist  jedoch  nur  bei  Voxel-basierten 
Analysen  sinnvoll,  da  bei  region  of  interest (ROI)-basierten  die  Voxelgrenzen  eine 
wichtige Rolle spielen (Wohlschläger et al. 2007, Huettel et al. 2009 S.284-291, Friston 
et al. 2007 S. 10-14).
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2.3.3 Aufbau funktioneller bildgebender Studien
Grundsätzlich kann man bei funktionellen bildgebenden Studien zwei Studiendesigns  
unterscheiden, das  blocked design und das  event-related design (Matthews & Jezzard 
2004).  Im  blocked  design werden  die  Stimuli  bzw.  Aufgaben  einer  Testbedingung 
(condition) in Blöcken gruppiert, sodass sie über längere Zeit präsentiert werden. Dabei 
gibt  es  zumindest  zwei  verschiedene  Testbedingungen  bzw.  eine  experimentelle 
Testbedingung und eine Kontrollbedingung, die miteinander verglichen werden sollen. 
Längere Blöcke sind besonders für Aktivierungsstudien mittels PET günstig, um die für 
eine statistische Auswertung nötige Zahl an Ereignissen detektieren zu können. Blocked 
designs wurden der Einfachheit halber zunächst ebenfalls für fMRT-Studien verwendet 
und  spielen  trotz  neuerer  Studiendesigns  weiterhin  eine  wichtige  Rolle  (Amaro  & 
Barker 2006).
Im einfachsten Fall eines  blocked designs werden zwei alternierende Bedingungen 
miteinander verglichen, die ggf. durch Pausen voneinander getrennt sind (alternating  
design).  Die  Blöcke  sind  in  der  Regel  10-60  s  lang,  je  nach  Stimulusdauer  bzw. 
Aufgabe.  Dabei  sollten diese  aus  statistischen Gründen innerhalb eines Experiments 
gleich lang sein. Relativ lange Blöcke von 10-40 s resultieren in großen Unterschieden 
zwischen  den  BOLD-Signalen  der  Test-  und  der  Ruhebedingung,  da  sich  die 
hemodynamic  response (Dauer  ca.  10  s)  zwischen  den  Testblöcken  jeweils  wieder 
normalisieren kann. Je länger die Blöcke sind, desto niedriger ist allerdings auch ihre 
Frequenz,  was zu Problemen mit niederfrequenten Störsignalen des  Scanners  führen 
kann.  Daher  sind  Blöcke  von  10-20  s  ein  guter  Kompromiss,  der  jedoch  nur  in 
Abhängigkeit von den zu untersuchenden kognitiven Prozessen erreicht werden kann. 
Um Aktivierungen, die in beiden Blöcken auftreten, darzustellen bzw. um die jeweiligen 
Aktivierungen getrennt untersuchen zu können, müssen Blöcke mit Ruhebedingungen 
(rest bzw. baseline condition) eingeführt werden. Generell sollten Kontrollbedingungen 
im Sinne einer baseline activity jedoch nicht ohne jegliche Stimuli oder Aufgabe für den 
Probanden erstellt werden (Brandt 2005), da sonst dessen Gedanken abschweifen und 
Aktivierungsmuster  entstehen,  die  ein Störfaktor (confounding factor)  für die  Studie 
sein  können.  Zudem wurde  ein als  default  network oder  default  mode bezeichnetes 
Aktivierungsmuster  beschrieben,  das  unter  Ruhebedingungen  regelhaft  aufzutreten 
scheint (Binder et al. 1999, Raichle & Snyder 2007, Buckner et al. 2008). Da dieses in 
den  Aktivierungen  unter  Testbedingungen  nicht  enthalten  ist,  kann  es  nicht  ohne 
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Probleme von diesen subtrahiert werden (Huettel et al. 2009 S. 303-311).
Auf Grund der relativ hohen zeitlichen Auflösung können bei fMRT-Studien auch 
event-related designs verwendet  werden (Amaro & Barker 2006).  Dabei  werden die 
kurzen Stimuli  oder  Aufgaben, die als  events bezeichnet werden, einzeln präsentiert. 
Dadurch kann der Verlauf der hemodynamic response für jedes event bestimmt werden 
(Buckner  1998).  Die  einzelnen  events des  Paradigmas  sind  durch  kurze  Pausen 
(interstimulus  interval)  von  2-20  s  voneinander  getrennt.  Eine  Randomisierung  der 
Abfolge  und  der  Zeitpunkte  der  Präsentation  (timing)  ist  ebenfalls  möglich.  Das 
Schema, nach dem die Stimuli bzw. Aufgaben präsentiert werden und die Messungen 
erfolgen, wird als  Paradigma bezeichnet. Bestimmte Paradigmen wie oddball und  n-
back, bei  denen es auf das unregelmäßige, unerwartete Auftreten bestimmter Stimuli 
ankommt, können nur in event-related designs untersucht werden (Matthews & Jezzard 
2004,  Huettel  et  al.  2009 S. 305).  Die aus der  Serie der  akquirierten Bilder für die 
statistische  Analyse  extrahierten  Abschnitte  werden  als  Epochen (epoch)  bezeichnet 
(Culham 2006, Huettel et al. 2009 S. 313-319).
Der Hauptvorteil der blocked designs ist die hohe Wahrscheinlichkeit der Ermittlung 
von Voxeln mit signifikanter Aktivierung (detection power) durch einfache statistische 
Verfahren,  da  die  gemessenen  Aktivierungen  blockweise  voneinander  subtrahiert 
werden können (Culham 2006,  Huettel  et  al.  2009 S.  310-311).  Außerdem sind  sie 
einfach zu erstellen, erfordern relativ kurze Akquisitionszeiten und liefern zuverlässige 
Ergebnisse  (Amaro & Barker  2006,  Matthews & Jezzard 2004).  Allerdings  sind sie 
nicht  geeignet  zur  Untersuchung  des  Verlaufs  der  hemodynamic  response,  da  die 
Antworten auf einzelne Stimuli bzw. Aufgaben summiert werden (Huettel et al. 2009 S. 
311-313). Der Hauptvorteil der  event-related designs ist die Möglichkeit, den Verlauf 
und das timing der HRF bei verschiedenen events und in verschiedenen Lokalisationen 
zu bestimmen, was als  estimation power bezeichnet wird (Huettel et al. 2009 S. 324-
325).  Außerdem  können  Effekte  durch  Übung  beurteilt  werden  und  sie  führen  zu 
geringeren  Artefakten  durch  Kopfbewegungen  und  zu  höherer  Aufmerksamkeit  des 
Probanden durch Randomisierung von Abfolge und timing der Stimuli bzw. Aufgaben 
(Amaro & Barker 2006). Nachteilig sind die geringeren Signaländerungen (ca. 1 %) im 
Vergleich  zu  blocked  designs (2-3  %)  und  längere  Akquisitionszeiten,  um  eine 
ausreichende SNR erreichen zu können (Matthews & Jezzard 2004, Amaro & Barker 
2006, Huettel et al. 2009 S. 315).
Die  Entscheidung  für  oder  gegen  ein  bestimmtes  Studiendesign  hängt  jedoch 
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letztendlich  von  der  Fragestellung  ab.  Wenn  mentale  Prozesse  über  einen  längeren 
Zeitraum  aufrecht  erhalten  werden  müssen,  sind  blocked  designs günstig.  Bei 
Vorgängen,  die  schnellen  Veränderungen  unterliegen,  sollten  event-related  designs 
verwendet  werden.  Gegebenenfalls  ist  eine  Mischform aus  beiden  Ansätzen  (mixed 
design)  sinnvoll,  bei  der  innerhalb  von  größeren  Blöcken  verschiedene  Stimuli 
präsentiert werden und transiente von dauerhaften Aktivierungen unterschieden werden 
können (Amaro & Barker 2006, Huettel et al. 2009 S. 320-323 und 325-326).
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2.3.4 Statistische Analyse von fMRT-Daten
Ein  wichtiges  Konzept  in  der  Analyse  von  fMRT-Daten  ist  das  des  Kontrasts 
zwischen  Aktivierungen  unter  verschiedenen  Testbedingungen.  Seine  statistische 
Signifikanz  kann  prinzipiell  mit  einfachen  statistischen  Verfahren  wie  dem  t-Test 
untersucht  werden  (Hilgers  et  al.  2003  S.  147-153).  Dabei  wird  die  Differenz  der 
Mittelwerte  der  in  zwei  Testbedingungen  erhobenen  Daten  x und  y durch  ihre 
gemeinsame Standabweichung σxy geteilt:
t=x−y
σ xy
Anhand der Freiheitsgrade, die sich als n – 1 aus der Summe der Daten ergeben, kann 
mit  Hilfe  einer  t-Tabelle  die  Wahrscheinlichkeit  p,  dass  die  Nullhypothese  H0 zur 
aufgestellten Hypothese H1 richtig und damit H1  zu verwerfen ist, berechnet werden. 
Damit der Unterschied zwischen den Aktivierungen statistisch signifikant ist, sollte die 
Fehlerwahrscheinlichkeit  α nicht  größer  als  0,05  sein.  Über  diese  wird  ein 
Schwellenwert  (threshold)  definiert,  der  für  jedes  Voxel  überschritten  werden muss, 
damit dessen Aktivierung als signifikant gilt (Huettel et al. 2009 S. 331-338).
Bei dem im t-Test durchgeführten Vergleich durch Subtraktion geht man davon aus, 
dass  sich  zwei  Testbedingungen  nur  in  einem  Faktor,  der  abhängigen  Variablen, 
unterscheiden. Diese wird durch Manipulation der unabhängigen Variablen beeinflusst. 
Diese Subtraktionslogik geht zurück auf eine Veröffentlichung von Franciscus Cornelis 
Donders  aus  dem  Jahre  1868  zur  Untersuchung  kognitiver  Prozesse  anhand  von 
Reaktionszeiten (Culham 2006). Dieses Verfahren wurde auf Grund seiner Einfachheit 
besonders in den ersten PET- und fMRT-Experimenten im blocked design benutzt. Auch 
wenn die Voraussetzung der bis auf einen Faktor gleichen Testbedingungen vermutlich 
nie vollkommen zutrifft, können mittels Subtraktion von Bilddaten robuste statistische 
Aussagen gemacht werden (Amaro & Barker 2006).
Mit dem t-Test kann jedoch nicht der Verlauf der hemodynamic response untersucht 
werden. Dazu dienen Korrelationsanalysen, bei denen vorhergesagte Verläufe mit den 
gemessenen Werten verglichen werden. Sie wurden erstmalig von Peter A. Bandettini 
und Kollegen auf  die  Analyse von fMRT-Daten übertragen (Bandettini  et  al.  1993). 
Zunächst  muss  die  Kovarianz zwischen  den  experimentellen  Werten  x und  den 
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vorhergesagten Werten  y berechnet werden, wobei  n die  Anzahl  der  Werte  xi und  yi 
bezeichnet (Hilgers et al. 2003 S. 27-28):
sxy=
1
n−1∑i=1
n
x i−x⋅ yi−y 
Hieraus  lässt  sich  durch  Einbeziehen  der  Standardabweichungen  von  x und  y der 
Korrelationskoeffizient nach Pearson berechnen (Hilgers et al. 2003 S. 32-36):
r=
sxy
 s xx⋅s yy
, für sxx ≠ 0 und syy ≠ 0
Dieser  kann  Werte  von  +1  bis  –1  annehmen.  Positive  Werte  zeigen  eine  positive 
Korrelation  zwischen  den  gemessenen  und  den  vorhergesagten  Daten  an,  negative 
Werte eine negative Korrelation, d.h. dass sich die gemessenen und die vorhergesagten 
Daten gegenläufig verhalten. Bei einem Korrelationskoeffizienten von 0 besteht keine 
Korrelation zwischen den Daten. Die vorhergesagte hemodynamic response dient in der 
beschriebenen  Korrelationsanalyse  als  sogenannter  Regressor.  Sowohl  der  t-Test  als 
auch  der  Korrelationskoeffizient  sind  um  so  aussagekräftiger  je  größer  die 
Signalunterschiede sind. Daher eignen sie sich eher für  blocked designs als für  event-
related designs. Außerdem kann eine Mittlung von Daten über die Zeit oder zwischen 
den Individuen sinnvoll sein. Wenn möglich, sollte der vorhergesagte Kurvenverlauf im 
Vorfeld der Studie in einem Testlauf ermittelt  werden, anstatt  eine Standardkurve zu 
verwenden (Huettel et al. 2009 S. 338-340).
Werden viele Regressoren kombiniert, um eine abhängige Variable vorherzusagen, 
nennt  man  dies  ein  statistisches  Modell.  Deren  Untersuchung  wird  als 
Regressionsanalyse oder multiple lineare Regression bezeichnet (Hilgers et al. 2003 S. 
40):
y=01 x12 x2...n xn ,
wobei  die  abhängige  Variable  y (der  beobachtete  Wert)  als  Linearkombination  der 
Regressionskoeffizienten βi, jedoch nicht notwendigerweise der unabhängigen Variablen 
xi (der  Regressoren),  gesehen  wird.  Die  Regressionskoeffizienten  dienen  als 
53
Wichtungsfaktoren  der  Regressoren.  Der  Term  β0 steht  für  alle  konstant  auf  das 
Experiment  einwirkenden Faktoren und entspricht  damit  den Ruhebedingungen.  Das 
Residuum (der Fehler)  wird mit  ε bezeichnet.  In der Regressionsanalyse  werden die 
Regressionskoeffizienten so berechnet, das das Residuum minimiert wird. Somit wird 
die durch den Regressor erklärbare Variabilität mit der durch den Fehler erklärbaren 
verglichen (Ramsey et al. 2002, Wohlschläger et al. 2007, Huettel et al. 2009 S. 343).
Regressionsanalysen vieler abhängiger Variablen können in generalisierten linearen 
Modellen (GLM) erfolgen (Friston et  al.  1995).  Dazu werden die  Terme der  obigen 
Gleichung durch Matrizen ersetzt:
Y=G×
Die  Datenmatrix  Y besteht  aus  n Zeitpunkten  mal  V Voxeln.  Da  alle  Voxel  des 
untersuchten  Volumens  unabhängig  voneinander  analysiert  werden,  werden  sie  der 
Einfachheit  halber  in  einer  Reihe  notiert.  Die  Designmatrix  G gibt  an  wie sich  die 
Regressoren über die Zeit verändern und enthält daher n Zeitpunkte mal M Regressoren. 
Die Parametermatrix β besteht aus V Voxeln mal M Wichtungsfaktoren und beschreibt 
den relativen Beitrag der Regressoren  auf jedes Voxel. Die  Fehlermatrix  ε drückt den 
residuellen Fehler für jedes Voxel aus und enthält daher n Zeitpunkte mal V Voxel. Der 
kombinierte Fehler der Daten kann mit der Kostenfunktion der Summe der kleinsten 
Quadrate (least-squares error) berechnet werden (Kiebel & Holmes 2007, Huettel et al. 
2009 S. 343-344).
Die Regressoren im generalisierten linearen Modell werden auch als experimentelle  
Regressoren bezeichnet, da sie bestimmte experimentelle Hypothesen ausdrücken. Es 
gibt  zwei  Arten von experimentellen Regressoren:  Kovariaten,  die  Werte  aus  einem 
Kontinuum annehmen können, und Indikatoren, die diskrete Werte annehmen können. 
Im  einfachsten  Fall  wird  ein  Indikator  mit  nur  zwei  Werten  für  die  Designmatrix 
festgelegt,  zum  Beispiel  einer  für  die  Testbedingung  und  einer  für  die 
Kontrollbedingung in einem blocked design. Dadurch kann wiederum auch der t-Test in 
das Modell integriert werden. Für die Analyse von fMRT-Daten werden jedoch meistens 
Kovariaten benutzt. Bei Vorliegen nur einer Testbedingung und einer Kontrollbedingung 
im Sinne einer baseline-Aktivierung sollten allerdings nicht ein Regressor für die Test- 
und  einer  für  die  Kontrollbedingung  benutzt  werden,  da  hierbei  das  Problem  der 
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Kollinearität entsteht.  Die  kollinearen  Regressoren  sind  stark  negativ  korreliert,  da 
unter  Testbedingungen  der  eine  maximale  Werte  und  der  andere  minimale  Werte 
erreicht und umgekehrt. Dadurch erklären sie die gleiche Variabilität des Signals. Daher 
reicht  ein  einzelner  Regressor  in  diesem  Fall  aus.  Voneinander  unabhängige 
Regressoren werden,  da  man sie  auch als  Vektoren betrachten kann,  als  orthogonal 
bezeichnet.  Müssen  auf  Grund  der  Fragestellung  kollineare  Regressoren  verwendet 
werden,  so  können  sie  im  Bezug  auf  die  anderen  durch  entsprechende 
Softwarefunktionen orthogonalisiert  werden (Wohlschläger et  al.  2007, Huettel  et  al. 
2009 S. 345-347).
Da der residuelle Fehler  ε in fMRT-Experimenten nicht normalverteilt ist, müssen 
Faktoren,  die  zu  Variabilität  im  Signal  führen  ohne  mit  den  Hypothesen  in 
Zusammenhang  zu  stehen,  durch  Einführung  weiterer  Regressoren  (nuisance 
regressors) modelliert werden. Dadurch können Signifikanz und Validität des Modells 
erhöht  werden,  da  diese  Faktoren nicht  mehr  dem residuellen  Fehler  zugeschrieben 
werden.  Häufig  eingesetzte  nuisance  regressors sind  Kopfbewegungen,  langsame 
Veränderungen  des  MR-Signals  (scanner  drift)  oder  Artefakte  durch  physiologische 
Vorgänge wie Atmung und Herzschlag (Wohlschläger et al. 2007, Huettel et al. 2009 S. 
347-351).
Nach  dem  Erstellen  der  Designmatrix  und  dem  Anpassen  der  Parametermatrix 
können durch Auswahl der einzelnen Regressoren verschiedene statistische  Kontraste 
erzeugt werden (Poline et al. 2007). Dies erfolgt wiederum in einer Matrix mit einer 
Reihe und mehreren Spalten, die den Regressoren entsprechen. Wenn zum Beispiel die 
Aktivierungen in drei verschiedenen Testbedingungen als Regressoren definiert werden 
und  nur  der  Anstieg  der  Aktivierung  in  der  ersten  Bedingung  in  die  Auswertung 
einbezogen werden soll,  lautet  die  Matrix (+1 0 0).  Soll  der Abfall  der Aktivierung 
beurteilt werden, lautet sie (–1 0 0). Nach Multiplikation der Kontrastauswahl mit der 
Parametermatrix und Skalierung mit dem residuellen Fehler wird über einen t-Test für 
jedes Voxel die Signifikanz der Aktivierung berechnet. Wird nur eine Testbedingung 
einbezogen, spricht man von einem einfachen Kontrast (main effects contrast). Werden 
mehrere Bedingungen durch entsprechende Kontrastwichtungen wie (+1  –1  0), (–1  0 
+2) etc.  zueinander in Beziehung gesetzt,  erhält  man  komplexe Kontraste (contrasts  
between conditions) (Wohlschläger et al. 2007, Huettel et al. 2009 S. 351-356).
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Da in einem Scan-Volumen von 20.000-30.000 Voxeln alleine innerhalb des Gehirns 
der  t-Test  für  jedes  Voxel  durchgeführt  werden  muss,  ergibt  sich  das  statistische 
Problem der multiplen Vergleiche (Nichols & Hayasaka 2003). Dieses besagt, dass die 
Wahrscheinlichkeit  für  falsch-positive  Ergebnisse,  die  hier  familywise  error  rate 
(FWER  oder  FWE)  genannt  wird,  mit  der  Anzahl  der  Tests  ansteigt.  Bei  einer 
Fehlerwahrscheinlichkeit von  0,05  ergeben  sich  somit  1.000-1.500  falsch-positive 
Voxel. Es gibt verschiedene Korrekturverfahren, um dieses Problem abzumildern. Bei 
der Bonferroni-Korrektur werden die Fehlerwahrscheinlichkeiten der einzelnen Voxel so 
gewählt, dass ihre Summe die angestrebte Gesamtwahrscheinlichkeit für Fehler ergibt. 
Das entspräche einem α von 2,5 · 10–6 für 20.000 und 1,7 · 10–6 für 30.000 Voxel. Die 
Bonferroni-Korrektur geht allerdings von voneinander unabhängigen Voxeln aus, was 
für fMRT-Daten aus physiologischen Gründen und wegen der Glättung während der 
Vorverarbeitung nicht  zutrifft.  Außerdem steigt  durch  sie  die  Wahrscheinlichkeit  für 
falsch-negative Ergebnisse an (Wohlschläger et al.  2007, Huettel et al. 2009 S. 357-
359).
Daher wird häufig anstelle der familywise error rate die false discovery rate (FDR) 
zur  Fehlerkontrolle  herangezogen,  die  von  Christopher  R.  Genovese  und  Kollegen 
(Genovese et al. 2002) in die Analyse von fMRT-Daten eingeführt wurde. Die FDR ist 
der  Anteil  falsch-positiver  Ergebnisse  an  der  Gesamtzahl  der  positiven  Ergebnisse 
(discoveries).  Von  1.000  signifikanten  Voxeln  sind  also  wahrscheinlich  50  falsch-
positiv. Im Gegensatz zur FWER ist die FDR also abhängig von der Zahl der positiven 
Ergebnisse und nicht von der Zahl der Voxel im Untersuchungsvolumen. Zunächst muss 
eine FDR q zwischen 0 und 1 gewählt werden, z.B. q = 0,05. Danach werden die Voxel 
aufsteigend nach ihrer unkorrigierten Fehlerwahrscheinlichkeit p sortiert:
p1≤p2≤...≤ pV
Der  Software-Algorithmus  sucht  dann  das  Voxel  mit  dem  größten 
Wahrscheinlichkeitsindex pi, für das gilt:
p i≤
iq
V ,
wobei i der Rang in der Liste und V die Gesamtzahl der getesteten Voxel ist. Alle Voxel 
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von p1 bis pi werden als signifikant bezeichnet. Im Vergleich zur FWER können höhere 
α-Werte  eingesetzt  werden  ohne  an  statistischer  Aussagekraft  zu  verlieren  (Nichols 
2007, Wohlschläger et al. 2007, Huettel et al. 2009 S. 359).
Weitere Möglichkeiten, das Problem der multiplen Vergleiche zu behandeln, sind die 
ausgewählte  Betrachtung  kleiner,  anatomisch  definierter  Hirnregionen  in  einer 
sogenannten  small-volume  correction, die  Ermittlung  des  α-Wertes  durch  vorherige 
Permutation der  Daten  und  das  cluster-size  thresholding.  Bei  der  small-volume 
correction müssen durch die Vorauswahl nur einige hundert bis tausend Voxel analysiert 
werden,  wodurch  sich  die  Zahl  der  falsch-positiven  Ergebnisse  im  Vergleich  zu 
Betrachtungen des gesamten Gehirns wesentlich verringert.  Allerdings müssen zuvor 
genaue Hypothesen aufgestellt werden und es kann zu Fehlinterpretationen kommen, da 
ja Aktivierungen im restlichen Hirnvolumen nicht betrachtet werden können (Brett et al. 
2003).  Bei  der  Permutation handelt  es  sich  um  eine  resampling-Methode.  Vor  der 
eigentlichen Analyse werden alle Aktivierungen zufällig den Testbedingungen zugeteilt 
und analysiert, sodass anhand der maximal erreichbaren Signifikanz der randomisierten 
Daten  ein  sinnvoller  α-Wert  festgelegt  werden  kann (Nichols  &  Hayasaka  2003). 
Aktivierungen  treten  in  der  Regel  zusammen  in  mehreren  benachbarten  Voxeln  als 
sogenannte  cluster auf. Beim cluster-size thresholding wird ein Schwellenwert für die 
Größe der in die Analyse einzubeziehenden cluster definiert (Forman et al. 1995, Xiong 
et  al.  1995).  Dieser  extent  threshold führt  zu  einer  Multiplikation  der  jeweiligen 
Fehlerwahrscheinlichkeiten,  zum  Beispiel  0,05  x  0,05  =  0,0025.  Daher  wird  die 
Gesamtwahrscheinlichkeit  für  falsch-positive  Ergebnisse  umso  kleiner  je  höher  der 
Schwellenwert ist, d.h. je mehr Voxel zu einem cluster gehören müssen. Allerdings führt 
auch diese Methode wiederum zum Ausschluss evtl. wichtiger Aktivierungen von der 
Analyse, wenn diese nämlich unterhalb des Schwellenwertes liegen. Die cluster müssen 
annähernd konvex sein,  da ihre Ausdehnung sonst  falsch eingestuft  wird.  Außerdem 
wird auch hier wieder davon ausgegangen, die Aktivierungen benachbarter Voxel seien 
nicht korreliert (Ramsey et al. 2002, Huettel et al. 2009 S. 359-361).
Eine  Abschätzung  der  voneinander  unabhängigen  Vergleiche  im 
Untersuchungsvolumen ist durch die  random field theory (RFT) möglich (Brett et  al 
2003,  Worsley  2007).  Dabei  wird  die  räumliche  Korrelation  der  Voxel  als  deren 
smoothness bezeichnet.  Diese  beruht  auf  den  physiologischen  Gegebenheiten  der 
Aktivierung und der Vorverarbeitung der Daten wie Bewegungskorrektur oder Glättung. 
Die  smoothness  V wird  durch  einen  Software-Algorithmus  berechnet  und  kann  in 
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Voxeln oder Millimetern angegeben werden. Die Zahl der unabhängigen Vergleiche  R 
errechnet sich dann aus dieser und der Anzahl der Voxel:
R=x⋅y⋅z 
V 3
Anhand der Zahl der unabhängigen Vergleiche – man spricht hier auch von resolution  
elements oder  resels – kann geschätzt werden wie viele zufällige Aktivierungs-cluster 
sich bei einem bestimmten Schwellenwert Z ergeben. Dies wird als die erwartete Euler-
Charakteristik bezeichnet.  Mit  entsprechender  Software  kann  ein  Schwellenwert 
ermittelt werden, dessen Euler-Charakteristik zum angestrebten α-Wert passt (Huettel et 
al. 2009 S. 361-362).
Wird  vor  der  statistischen  Auswertung  eine  bestimmte  Hirnregion  als  region  of  
interest (ROI) definiert, kann die Anzahl der Vergleiche stark reduziert werden, da somit 
im  einfachsten  Fall  die  Aktivierungen  einer  Hirnregion  unter  zwei  verschiedenen 
Testbedingungen  bzw.  zweier  Hirnregionen  während  der  gleichen  Testbedingung 
untersucht werden. Dadurch wird zudem die SNR verbessert, da das MR-Signal, das 
sonst über viele Voxel verteilt ist, zusammengefasst wird. Die ROIs werden meistens 
anatomisch  definiert  und  individuell  in  den  strukturellen  Scans  der  Probanden 
eingezeichnet,  sodass  keine  Normalisierung  durchgeführt  werden  muss.  Allerdings 
müssen  wie  bei  der  small-volume  correction zuvor  genaue  Hypothesen  aufgestellt 
werden und es kann auch hier zu Fehlinterpretationen kommen, da ja Aktivierungen im 
restlichen  Hirnvolumen  nicht  betrachtet  werden  können.  Auch  wenn  die  Volumina 
individuell  angepasst  werden  können,  kann  es  zu  Problemen  mit  einer 
Nichtübereinstimmung  struktureller  und  funktioneller  Grenzen  kommen,  die  die 
Nachweiswahrscheinlichkeit  der  hypothetisierten  Aktivierungen  verringern  können. 
Dies  ist  vor  Allem vor  dem Hintergrund,  dass  selbst  etablierte  zytoarchitektonische 
Grenzen  zwischen  einzelnen  Hirnarealen  wie  sie  von  Korbinian  Brodmann  (1909) 
definiert wurden mittlerweile überprüft werden müssen (Schleicher et al. 2009, Zilles & 
Amunts 2010). Eine alternative Definition von ROIs auf der Grundlage funktioneller 
Daten ist umstritten (Friston et al. 2006, Huettel et al. 2009 S. 362-365).
Auswertungen  von  Datensätzen  einzelner  Probanden  wie  sie  oben  beschrieben 
worden  sind  werden  als  first  level  analysis bezeichnet.  Üblich  ist  jedoch  die 
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Kombination der Datensätze mehrerer Probanden in einer second level analysis. Diese 
kann grundsätzlich durch zwei verschiedene Verfahren erfolgen. In einer  fixed-effects  
analysis wird davon ausgegangen, dass bei allen Probanden durch das Paradigma der 
gleiche  Effekt  erzeugt  wird.  Variabilität  zwischen  den  Individuen  wird  zufälligem 
Rauschen in den Daten zugeschrieben. Nachteilig bei dieser Analysemethode ist, dass 
sie  keine  Rückschlüsse  auf  die  Gesamtpopulation,  sondern  nur  auf  die  untersuchte 
Population von in der Regel 15-20 Probanden zulässt (Matthews & Jezzard 2004). Sie 
ist anfällig für extreme Werte einzelner Individuen. Daher sollte eine  random-effects  
analysis wenn  möglich  vorgezogen  werden  (Penny  &  Holmes  2007),  bei  der  die 
Verteilung  der  Effektstärken  unter  den  Probanden  berücksichtigt  wird  (Matthews  & 
Jezzard  2004).  Eine  Einschränkung  besteht  jedoch  auch  hier  darin,  dass  das 
Probandenkollektiv bedingt durch das Umfeld,  aus dem es gewonnen wird,  und aus 
Gründen der Reproduzierbarkeit und Vergleichbarkeit der Studien meistens aus jungen, 
gesunden, intelligenten, männlichen Rechtshändern besteht (Wohlschläger et al. 2007, 
Huettel et al. 2009 S. 365-369).
Die  statistischen  Ergebnisse  werden  außer  in  Tabellenform  der  Übersichtlichkeit 
halber meistens auch in einer Aktivierungskarte des Gehirns, der sogenannten statistical  
parametric  map dargestellt.  Signifikant  aktivierte  Voxel  werden  den  ermittelten 
Effektstärken entsprechend farblich kodiert, sodass diese anhand der Intensität auf einer 
Farbskala intuitiv beurteilbar sind. Dabei werden in der Regel niedrige Werte dunkel 
und  hohe  Werte  hell  dargestellt.  Zur  anatomischen  Zuordnung  werden  die 
Aktivierungskarten entweder als Projektionen in einem Gitternetz, das die Umrisse des 
Standardhirns enthält, gezeigt (glass brain) oder unterlegt durch strukturelle Bilder aus 
dem  MR-Datensatz.  Dafür  können  sowohl  einzelne  Schichten  in  den  klassischen 
Ebenen transversal (= axial), sagittal und koronal als auch dreidimensionale Ansichten 
des Gehirns (rendered images) von kranial, kaudal, frontal, okzipital, lateral und medial 
genutzt werden. Auf Grund unterschiedlicher Seitendarstellungen in der radiologischen 
und neurologischen Konvention sollte immer auch kenntlich gemacht werden wo im 
Bild welche Seite des Gehirns zu sehen ist (Huettel et al. 2009 S. 369-372).
Unter den für die statistische Auswertung zur Verfügung stehenden Software-Paketen 
(Morgan et al. 2007) ist  SPM (statistical parametric mapping) das wohl am weitesten 
verbreitete. Es wurde seit 1990 von Karl J. Friston und Kollegen am Wellcome Trust 
Center  for  Neuroimaging am Institute  of  Neurology des  University College London 
(GB) zunächst für die Analyse von PET- und später auch von fMRT-Daten entwickelt 
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(Friston 2007) und liegt mittlerweile in Version 8 vor. Die Programmierung basiert auf 
der Benutzeroberfläche MATLAB von MathWorks aus Natick, Massachusetts (USA). 
Eine  ausführliche  Dokumentation  der  in  dieser  Studie  verwendeten  Version  SPM 5 
findet  sich  bei  Friston  et  al.  2007  sowie  im  Internet  unter 
http://www.fil.ion.ucl.ac.uk/spm/.
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3 Zielsetzung
3.1 Fragestellung
Durch  eine  fMRT-Untersuchung  sollen  Belege  für  eine  mögliche  neuronale 
Verbindung von Sprachproduktion und -perzeption gefunden werden,  wie sie  in  der 
Motortheorie der Sprachwahrnehmung (Liberman et al. 1967, Liberman & Mattingly 
1985,  Liberman  &  Whalen  2000)  und  durch  Untersuchungen  des 
Spiegelneuronensystems (Rizzolatti & Arbib 1998, Rizzolatti & Craighero 2004, Arbib 
2010)  nahe  gelegt  werden.  Dazu  werden  den  Probanden  verschiedene  Vokale  und 
Konsonant-Vokal-Kombinationen  per  Kopfhörer  dargeboten,  die  diese  passiv 
wahrnehmen  sollen.  Eine  aktive  Aufgabe  wird  nicht  gestellt.  Die  kortikalen 
Aktivierungen durch die akustische Wahrnehmung von Vokalen bzw. von Konsonant-
Vokal-Kombinationen  sollen  anschließend  statistisch  miteinander  und  jeweils  mit 
Ruhebedingungen  verglichen  werden.  Abschließend  erfolgt  ein  Vergleich  der 
Ergebnisse mit denen aktueller bildgebender Studien mit verwandten Fragestellungen.
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3.2 Hypothesen
Hypothese  1: Durch  passive  akustische  Wahrnehmung  von  Sprachlauten  werden  
prämotorische Areale im linken frontalen Kortex aktiviert.
Die  Motortheorie  der  Sprachwahrnehmung  (Liberman  et  al.  1967,  Liberman  & 
Mattingly 1985, Liberman & Whalen 2000) besagt, dass die gleichen Prozesse, die der 
Sprachproduktion dienen, auch an der Sprachwahrnehmung beteiligt sind. Da Hinweise 
auf  Spiegelneuronen  im  linken  frontalen  Kortex  im  Bereich  des  motorischen 
Sprachzentrums (Broca-Areal) gefunden wurden, wird hier von manchen Autoren eine 
neuronale  Verbindung  zwischen  Sprachproduktion  und  -perzeption  angenommen 
(Rizzolatti  &  Arbib  1998,  Rizzolatti  &  Craighero  2004,  Arbib  2010).  Auch  die 
Implementierung einer solchen Interaktion in das auf künstlichen neuronalen Netzen 
basierende Modell  zur Sprachproduktion und Sprachperzeption von Bernd J.  Kröger 
führte  zu  einer  realistischen Simulation  ebenjener  Prozesse  sowie  des  menschlichen 
Spracherwerbs  (Kröger  et  al.  2008,  Kröger  et  al.  2009a).  Durch  fMRT  sollen 
Aktivierungen  dieses  gemeinsamen  Produktions-Perzeptions-Netzwerks  im  linken 
frontalen  Kortex  durch  passive  akustische  Wahrnehmung  von  Sprachlauten 
nachgewiesen werden.
Hypothese 2: Die Aktivierung der prämotorischen Areale im linken frontalen Kortex  
durch  passive  akustische  Wahrnehmung  von  Konsonant-Vokal-Kombinationen  ist  
stärker als durch passive akustische Wahrnehmung von Vokalen.
Gemäß der Motortheorie der Sprachwahrnehmung (Liberman et al. 1967, Liberman 
&  Mattingly  1985,  Liberman  &  Whalen  2000)  sind  Konsonanten  enkodierte 
Sprachlaute,  da  der  Schall  als  restrukturiertes  Signal  Informationen  über  die  dem 
jeweiligen  Laut  zu  Grunde  liegende  Sprachgeste  als  eigentliches  Objekt  der 
Sprachwahrnehmung enthält. Dies gilt in besonderem Maße für die Plosive [b], [d] und 
[g],  bei  denen  der  Grad  der  Enkodiertheit  (degree  of  encodedness)  stärker  als  bei 
anderen Konsonanten  sei  (Liberman et  al.  1967).  Die Dekodierung des  Signals soll 
durch ein spezielles neuronales Modul (phonetic module) erfolgen, das als gemeinsamer 
Enkoder/Dekoder fungieren könnte (Liberman & Whalen 2000). Im Vergleich dazu sind 
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Vokale nicht enkodiert, da ihr Signal eine relativ konstante Verteilung von Formanten 
enthält, durch die sie identifiziert werden können. Die Verarbeitung erfolgt ähnlich der 
von nicht-sprachlichen akustischen Signalen (Warren et al. 2005).
Dass der  right ear advantage und die  kategoriale Wahrnehmung für Konsonanten 
stärker ausgeprägt  sind als für Vokale,  spricht  für eine stärkere Lateralisierung ihrer 
kortikalen  Verarbeitung  zu  Gunsten  der  linken  Hemisphäre  (Liberman  et  al.  1967, 
Liberman & Whalen 2000). Im Modell   der Sprachproduktion und Sprachperzeption 
von Bernd J. Kröger und Kollegen, das auf künstlichen neuronalen Netzen basiert, ist 
nach dem simulierten  Spracherwerb  die  kategoriale  Wahrnehmung  für  Konsonanten 
ebenfalls  stärker  ausgeprägt  als  für  Vokale  (Kröger  et  al.  2009a).  Vor  diesem 
Hintergrund  kann  im  vorliegenden  Experiment  eine  stärkere  Aktivierung  der 
prämotorischen  Areal  des  linken  Kortex  durch  Konsonant-Vokal-Kombinationen  im 
Vergleich zu Vokalen erwartet werden.
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4 Material und Methoden
4.1 Studiendesign
Das  Paradigma  dieser  Studie  bestand  aus  einer  fMRT-Messung  der  kortikalen 
Aktivität  von  Probanden  während  der  Wahrnehmung  verschiedener  Sprachlaute. 
Testbedingung V enthielt die Vokale [a], [i] und [u] als charakteristische  steady state-
Verteilung  der  ersten  drei  Formanten,  Testbedingung  CV  die  Konsonant-Vokal-
Kombinationen [ba],  [da]  und [ga]  mit  den  jeweiligen  Formanttransitionen hin  zum 
Vokal [a]. Die Präsentation erfolgte in einem blocked design über jeweils 12 Minuten 
mit  alternierenden  Blöcken  der  verschiedenen  Vokale  bzw.  Konsonant-Vokal-
Kombinationen und der Ruhebedingungen von jeweils 30 Sekunden. Das Paradigma 
bestand  somit  aus  24  Stimulusblöcken  zu  je  30  Sekunden,  die  jeweils  von  einem 
ebenfalls 30 Sekunden langen Ruheblock gefolgt wurden, der in der Auswertung als 
baseline activity fungierte. Jeder Stimulusblock enthielt 20 mal eine 1,5 Sekunden lange 
Sequenz von Stimulus und Stille, wobei der Stimulus im Falle der Vokale einen Anteil 
von 0,35 Sekunden und im Falle der stimmhaften Plosive von 0,45 Sekunden hatte. Die 
Verteilung der Stimulusblöcke innerhalb des Paradigmas wurde randomisiert.
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4.2 Durchführung
4.2.1 Probanden
Untersucht  wurden  12  gesunde,  männliche  Rechtshänder  mit  Deutsch  als 
Muttersprache  im Alter  von 20 bis  25  Jahren.  Keiner  der  Probanden verfügte  über 
besondere Kenntnisse im Fach Phonetik. Alle Studienteilnehmer hatten ein normales 
Hörvermögen. Die Händigkeit wurde durch Ermittlung des Lateralitätsquotienten mit 
dem  Edinburgh  Inventory nach  R.  Carolus  Oldfield  (1971)  bestimmt,  da  sie  einen 
großen Einfluss auf die Lateralisation der Sprachverarbeitung im Gehirn hat (Knecht et 
al. 2000). Sie reichte von +53,85 bis +100 (Mittelwert +82,70) und war damit bei allen 
Probanden  ausreichend  stark  ausgeprägt,  um  ein  homogenes  Probandenkollektiv  zu 
erhalten.  Die  Teilnahme an der  Studie  erfolgte  freiwillig  und ohne Vergütung.  Eine 
schriftliche  Einverständniserklärung  nach  ausführlicher  Aufklärung  über  die  Art  der 
Untersuchung und etwaige  Risiken wurde im Sinne eines  informed consent vor  der 
Untersuchung von jedem Probanden eingeholt.
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4.2.2 Auswahl und Präsentation der Stimuli
Als Stimuli der Testbedingung V wurden die Eckvokale der deutschen Sprache [a], 
[i]  und  [u]  ausgewählt,  da  sie  sich  in  ihren  Formantverteilungen  am  deutlichsten 
unterscheiden  und  durch  sie  sämtliche  extremen  Formantkonstellationen  abgedeckt 
werden (Pompino-Marschall 2003 S. 125-126). Da Konsonanten nicht unabhängig von 
Vokalen  realisierbar  sind,  mussten  für  die  zweite  Testbedingung  Konsonant-Vokal-
Kombinationen (CV) gewählt werden. Für die Testbedingung CV wurden die Plosive 
[b], [d] und [g], jeweils in Kombination mit dem Vokal [a], gewählt, da für diese auf 
Grund  des  Grades  der  Enkodiertheit  im  Vergleich  zu  den  Vokalen  die  deutlichsten 
Ergebnisse erwartet wurden.
Die  akustische  Präsentation  erfolgte  über  einen  hochwertigen  Commander  XG 
Kopfhörer  mit  hoher  Geräuschabschirmung,  die  von  Resonance  Technology  aus 
Northridge,  California  (USA)  speziell  für  die  Verwendung  in 
Magnetresonanztomografen entwickelt wurden. Hierfür wurden mit der Software Proser 
der  Firma  atip  aus  Frankfurt  Audiodateien  generiert,  die  in  Länge,  Lautstärke  und 
Geschwindigkeit der Transitionen (im Falle der Konsonanten) aufeinander abgestimmt 
waren.  Die  Ausgabe  der  Stimuli  wurde  durch  die  Software  Presentation  10.2  von 
Neurobehavioral  Systems  aus  Albany,  California  (USA)  in  Koordination  mit  den 
Messungen des Magnetresonanztomografen kontrolliert.
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4.2.3 Versuchsablauf und Datenerhebung
Die fMRT-Untersuchung wurde im Universitätsklinikum Aachen mit einem Achieva 
Magnetresonanztomografen der Firma Philips Healthcare aus Eindhoven (Niederlande) 
mit einer Hauptmagnetfeldstärke von 1,5 T durchgeführt. Um die signal-to-noise ratio 
(SNR) zu verbessern wurde eine achtkanalige SENSE-Kopfspule desselben Herstellers 
verwendet.  Nach  Aufklärung  der  Probanden  über  das  Untersuchungsverfahren  im 
Allgemeinen und den Versuchsablauf  wurden diese  nach Anlegen  der  Kopfhörer  in 
Rückenlage mit dem Kopf im Scanner positioniert (head first supine). Zur Fixierung 
wurde eine Kopfschale aus Schaumstoff benutzt. Zur groben anatomischen Orientierung 
erfolgte eine kurze Übersichtsaufnahme in T1-Wichtung mit einer Repetitionszeit (TR) 
von 15 ms, einer Echozeit (TE) von 5,2114 ms und einem flip angle (FA) von 20°. Die 
Matrixgröße betrug hierbei 256 x 256 Pixel und es wurden einmalig 5 Schichten à 10 
mm  akquiriert.  Bei  einem  Sichtfeld  (FOV)  von  250  x  250  mm2 ergab  sich  eine 
Voxelgröße von 0,9765625 x 0,9765625 x 10 mm3.
Die  Präsentation  der  Stimuli  und  die  entsprechenden  Messungen  erfolgten  über 
insgesamt 24 Minuten. Es wurden echo-planar imaging (EPI)-Sequenzen mit einer TR 
von 2800 ms, einer TE von 50 ms und einem FA von 90° benutzt,  um den für die 
funktionelle  Bildgebung  notwendigen  T2*-Kontrast  zu  erzeugen.  Dabei  wurden  bei 
einem FOV von 240 x 240 mm2 31 transversale Schichten von je 3,5 mm Dicke parallel 
zur Verbindungslinie zwischen anteriorer und posteriorer Kommissur des Gehirns (AC-
PC-Linie)  akquiriert,  sodass  bis  auf  das  Zerebellum  das  gesamte  Hirnvolumen 
abgedeckt  wurde.  Die  Matrixgröße  im  FOV  betrug  64  x  64  Pixel,  woraus  eine 
Voxelgröße von 3.75 x 3.75 x 3.5 mm3 resultierte. Pro Proband wurden 468 funktionelle 
Hirnvolumen  gemessen.  Zuletzt  wurde  für  die  spätere  anatomische  Zuordnung  der 
funktionellen MR-Daten eine hochauflösende strukturelle Akquisition des Gehirns in 
T1-Wichtung (TR 30 ms, TE 4.5921 ms, FA 30°) mit  einer Schichtdicke von 2 mm 
durchgeführt.  Das Sichtfeld betrug 256 x 256 mm2 und die  Matrixgröße 256 x 256 
Pixel,  sodass sich  eine Voxelgröße von 1 x 1 x 2 mm3 ergab.  Hierbei  wurden 170 
Schichten akquiriert.
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4.3 Datenauswertung
4.3.1 Vorverarbeitung
Zur Verarbeitung der MR-Daten mit SPM 5 wurden diese zunächst in das NIfTI-
Format der  Neuroimaging Informatics Technology Initiative (http://nifti.nimh.nih.gov/) 
umgewandelt. Danach erfolgte eine  Bewegungskorrektur im Sinne eines  realignments 
im Bezug auf das erste Bild der jeweiligen Serie mittels Translation bis maximal 1,8 
mm und Rotation bis maximal 1,4 mm. Zur besseren anatomischen Zuordnung wurden 
die funktionellen mit den strukturellen MR-Datensätzen koregistriert. Als Referenz zur 
Koregistrierung diente jeweils das anatomische Bild. Zur besseren Vergleichbarkeit der 
Probanden wurden die Daten mit Hilfe eines Standardgehirns (template) des  Montreal  
Neurological  Institute (MNI)  normalisiert  (Evans  AC  et  al  1993).  Durch  die 
Normalisierung  wurde  eine  Pixel-weise  Bildung  von  Durchschnittswerten  aller 
Probanden  möglich.  Abschließend  wurden  die  Bilder  rechnerisch  geglättet,  um  die 
signal-to-noise  ratio  (SNR)   zu  erhöhen  und  damit  die  statistische  Analyse  zu 
erleichtern.  Die  Glättung  erfolgte  durch  Faltung  mit  einem  Gauß-Kern  mit  einer 
Filterbreite (full width at half maximum = FWHM) von 8 x 8 x 8 mm3.
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4.3.2 Statistische Analyse
Es  wurden  zunächst  Auswertungen  der  Einzeldatensätze  als  first  level  analysis 
durchgeführt. Dazu wurde zuerst das fMRT-Modell spezifiziert. Hierfür wurde auf die 
in  SPM 5 enthaltene  Standardkurve  der  hemodynamic  response  function (canonical  
HRF)  zurückgegriffen.  Es  wurden  die  zwei  Testbedingungen  V und  CV sowie  die 
entsprechenden  statistischen  Kontraste  jeweils  gegen  Ruhebedingungen  bzw.  als 
komplexe Kontraste definiert:
1. Konsonanten: Aktivierungen durch Konsonant-Vokal-
Kombinationen [ba], [da] und [ga]
2. Vokale: Aktivierungen durch Vokale [a], [i] und [u]
3. Konsonanten – Vokale: Subtraktion des Kontrasts „Vokale“ vom Kontrast 
„Konsonanten“
4. Vokale – Konsonanten: Subtraktion  des  Kontrasts  „Konsonanten“  vom  
Kontrast „Vokale“
5. Konsonanten – AA: Subtraktion der Aktivierungen durch den Vokal [a] 
vom Kontrast „Konsonanten“
Der Kontrast „Konsonanten – AA“ wurde als Alternative zum Kontrast „Konsonanten – 
Vokale“  erstellt,  da  die  drei  verschiedenen Konsonanten  jeweils  mit  dem Vokal  [a] 
kombiniert wurden.
Im  Anschluss  erfolgte  eine  Auswertung  über  alle  Datensätze  als  second  level  
analysis. Hierbei wurde das Verfahren der  random-effects analysis angewendet. Dabei 
wurde jeweils eine Fehlerkorrektur anhand der false discovery rate (FDR) durchgeführt. 
Der  Schwellenwert  für  die  Fehlerwahrscheinlichkeit  lag  bei  p  <  0,02  und  der 
Schwellenwert k für die  cluster-Größe (extent threshold) bei 10 Voxeln. Abschließend 
wurden die Aktivierungskarten zur besseren Vergleichbarkeit mit anderen Hirnstudien 
vom  Standardraum  des  MNI-template in  den  stereotaktischen  Talairach-Raum 
transferiert.  Dazu  wurde  das  MATLAB-tool mni2tal  von  Matthew  Brett  benutzt 
(http://imaging.mrc-cbu.cam.ac.uk/imaging/MniTalairach). Zuordnungen der Talairach-
Koordinaten zu anatomisch definierten Hirnregionen bzw. Brodmann-Areae wurden mit 
Hilfe  des  Talairach  Daemon von  Jack  L.  Lancaster  und  Peter  T.  Fox  durchgeführt 
(Lancaster JL et al. 1997, Lancaster JL et al. 2000, http://www.talairach.org/).
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5 Ergebnisse
In den beiden Kontrasten „Konsonanten“ und „Vokale“ zeigten sich beidseitig im 
Temporallappen ausgedehnte Aktivierungen im Bereich der Gyri temporales transversi 
(Heschl-Querwindungen,  Brodmann-Area  41  und  42),  in  denen  der  primäre  und 
sekundäre auditorische Kortex liegt, und in den angrenzenden Assoziationsfeldern im 
Gyrus temporalis superior et medius (Brodmann-Area 21 und 22). Diese Aktivierungen 
sind  auf  eine auditorische  Verarbeitung der  dargebotenen Stimuli  auf  unterer  Ebene 
zurückzuführen (Gernsbacher & Kaschak 2003).
Im Kontrast „Konsonanten“ fand sich außerdem im linken Frontallappen ein cluster 
mit einem Maximum in den Talairach-Koordinaten -48 35 -8. Diese entsprechen dem 
Gyrus  frontalis  inferior  (IFG)  bzw.  der  Brodmann-Area  47,  einem  frontalen 
Assoziationsfeld in der  Nähe des  Broca-Areals.  Die Fehlerwahrscheinlichkeit  betrug 
hierbei pFDR-corr = 0,004 und der  Z-score Z≡ = 3,82. Im Kontrast „Vokale“ fanden sich 
außer  in  den  Temporallappen  keine  Aktivierungen,  insbesondere  keine 
Frontallappenaktivierungen.
In den komplexen Kontrasten „Konsonanten – Vokale“, „Vokale – Konsonanten“ und 
„Konsonanten – AA“ fanden sich weder im Frontal- noch im Temporallappen oder im 
sonstigen Gehirn überschwellige Aktivierungen. Sie konnten nur bei wesentlich höheren 
Schwellenwerten für die Fehlerwahrscheinlichkeit, bei geringeren Schwellenwerten für 
die  cluster-Größe und ohne Fehlerkorrektur nachgewiesen werden und unterschieden 
sich somit deutlich in der Signifikanz von den einfachen Kontrasten „Konsonanten“ und 
„Vokale“. Außerdem ergaben sich hierbei keine vergleichbaren bzw. aussagekräftigen 
Aktivierungsmuster.
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Tabelle 1: Aktivierungen im Kontrast „Konsonanten“
pFDR-corr Z≡ Koordinaten Lokalisation
0,000 6,03 51 -23 5 rechte  Hemisphäre,  Temporallappen,  Gyrus 
temporalis superior, graue Substanz, BA 41
0,000 5,57 63 -12 1 rechte  Hemisphäre,  Temporallappen,  Gyrus 
temporalis superior, graue Substanz, BA 22
0,000 4,83 67 -31 2 rechte  Hemisphäre,  Temporallappen,  Gyrus 
temporalis medius, graue Substanz, BA 21
0,000 5,46 -48 -15 4 linke  Hemisphäre,  Temporallappen,  Gyrus 
temporalis medius, graue Substanz, BA 22
0,000 5,23 -51 -27 9 linke  Hemisphäre,  Temporallappen,  Gyrus 
temporalis medius, graue Substanz, BA 41
0.000 5,06 -59 -19 5 linke  Hemisphäre,  Temporallappen,  Gyrus 
temporalis medius, graue Substanz, BA 41
0,004 3,82 -48 35 -8 linke Hemisphäre, Frontallappen, Gyrus frontalis 
inferior, graue Substanz, BA 47
Abbildung 11: Aktivierungen im Kontrast „Konsonanten“
71
Tabelle 2: Aktivierungen im Kontrast „Vokale“
pFDR-corr Z≡ Koordinaten Lokalisation
0,001 5,41 -55 -19 1 linke  Hemisphäre,  Temporallappen,  Gyrus 
temporalis superior, graue Substanz, BA 22
0,001 5,00 -48 -31 9 linke  Hemisphäre,  Temporallappen,  Gyrus 
temporalis superior, graue Substanz, BA 41
0,004 4,03 -32 -27 1 linke  Hemisphäre,  Nucleus  caudatus,  graue 
Substanz
0,001 5,28 51 -19 5 rechte  Hemisphäre,  Temporallappen,  Gyrus 
temporalis superior, graue Substanz, BA 22
0,001 5,13 59 -31 9 rechte  Hemisphäre,  Temporallappen,  Gyrus 
temporalis superior, graue Substanz, BA 42
0,001 4,91 63 -11 4 rechte  Hemisphäre,  Temporallappen,  Gyrus 
temporalis superior, graue Substanz, BA 22
Abbildung 12:Aktivierungen im Kontrast „Vokale“
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6 Diskussion
Gemäß  Hypothese  1 war  eine  Aktivierung  prämotorischer  Areale  des  linken 
frontalen  Kortex  durch  die  passive  akustische  Wahrnehmung  der  dargebotenen 
Sprachlaute zu erwarten. In Anlehnung an die  Motortheorie der Sprachwahrnehmung 
(Liberman et al. 1967, Liberman & Mattingly 1985, Liberman & Whalen 2000), welche 
besagt,  dass  die  gleichen  Prozesse,  die  der  Sprachproduktion  dienen,  auch  an  der 
Sprachwahrnehmung  beteiligt  sind,  und  auf  Grund  von  Untersuchungen  zu 
Spiegelneuronen und  ihrer  Rolle  in  der  Sprache  wurde  eine  neuronale  Verbindung 
zwischen Sprachproduktion und -perzeption angenommen (Rizzolatti  & Arbib 1998, 
Rizzolatti & Craighero 2004, Arbib 2010). Eine Bestätigung dieser Annahme findet sich 
auch durch die Implementierung dieser in auf künstlichen neuronalen Netzen basierende 
Modelle  zur  Sprachproduktion  und Sprachperzeption wie  dem von Bernd J.  Kröger 
(Kröger et al. 2008, Kröger et al. 2009a). Im Speziellen war auf Grund dieser Theorien 
eine Beteiligung des linken Gyrus frontalis inferior (LIFG) im Bereich des motorischen 
Sprachzentrums (Broca-Areal, BA 44 und 45) zu vermuten.
Die Hypothese wird durch die vorliegenden Ergebnisse bestätigt, da zumindest im 
Kontrast  „Konsonanten“ mit  geringer  Fehlerwahrscheinlichkeit  ein  cluster im linken 
Frontallappen aktiviert wurde. Die  Talairach-Koordinaten des Maximums entsprechen 
dem LIFG bzw. der  Brodmann-Area 47, einem frontalen Assoziationsfeld in der Nähe 
des  Broca-Areals.  Somit  wurde  die  hypothetische  Lokalisation  der  neuronalen 
Verbindung zwischen Sprachproduktion und -perzeption nur näherungsweise bestätigt. 
An der in dieser Studie aktivierten Stelle ist möglicher Weise das in der Motortheorie 
der  Sprachwahrnehmung  angenommene  phonetic  module bzw.  eine  Verbindung von 
Sprachproduktion und Sprachperzeption über Spiegelneuronen lokalisiert.
In  Hypothese 2 wurde eine stärkere Aktivierung der prämotorischen Areale durch 
passive  akustische  Wahrnehmung  von  Konsonant-Vokal-Kombinationen  als  durch 
passive  akustische  Wahrnehmung  von  Vokalen  angenommen.  Diese  Annahme  ist 
einerseits ebenfalls durch die  Motortheorie der Sprachwahrnehmung (Liberman et al. 
1967, Liberman & Mattingly 1985, Liberman & Whalen 2000) begründet, in der ein 
höherer  Grad  der  Enkodiertheit  von  Konsonanten  im  Vergleich  zu  Vokalen 
angenommen wird. Andererseits weisen auch Erkenntnisse zum Rechts-Ohr-Vorteil und 
zur  kategorialen Wahrnehmung in diese Richtung (Liberman et al. 1967, Liberman & 
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Whalen  2000).  Die  Entwicklung  einer  stärkeren  kategorialen  Wahrnehmung  für 
Konsonanten  im  Vergleich  zu  Vokalen  wird  auch  durch  die  Simulation  des 
Spracherwerbs und die daraus resultierende Perzeption im Sprachmodell von Bernd J. 
Kröger und Kollegen bestätigt (Kröger et al. 2009a).
Da sich im Gegensatz zum Kontrast „Konsonanten“ im Kontrast „Vokale“ außer in 
den  Temporallappen  keine  Aktivierungen,  insbesondere  keine 
Frontallappenaktivierungen,  fanden,  muss  zumindest  von  einer  wesentlich  stärkeren 
Beteiligung der prämotorischen Areale an der Wahrnehmung von Konsonanten als an 
der  von  Vokalen  ausgegangen  werden.  Da  allerdings  Vokale  auch  als  Sprachgesten 
angesehen werden müssen, ist das Fehlen signifikanter Aktivierungen in diesem Bereich 
durch Wahrnehmung von Vokalen nicht durch Hypothese 2 erklärbar. Hier dürfte es sich 
also eher um ein Problem des zu Grunde liegenden Schwellenwertes handeln, dessen 
Manipulation aber im vorliegenden Fall nicht zu verwertbaren Ergebnissen führte.
Diverse  andere  bildgebende  Studien  kommen  ebenfalls  zu  dem  Schluss,  dass 
prämotorische Areale insbesondere des linken frontalen Kortex an der Wahrnehmung 
von  Sprache  beteiligt  sind.  Cathy  J.  Price  und  Kollegen  untersuchten  mittels 
Positronenemissionstomografie (PET)  die  funktionelle  Neuroanatomie  des  Broca-
Areals (Price et al. 1996). Die Testbedingungen bestanden zum einen in der akustischen 
Wahrnehmung  und  zum anderen  in  der  Repetition  von  Wörtern.  Es  konnte  gezeigt 
werden, dass das Hören von Wörtern zu Aktivierungen im anterioren Teil des  Broca-
Areals (BA 45) führt und das Wiederholen von Wörtern im posterioren Teil (BA 44). 
Die  Intensität  hing  dabei  einerseits  von  der  Aufgabe  ab,  da  das  Wiederholen  zu 
stärkeren  Aktivierungen  als  das  Wahrnehmen  führte,  und  andererseits  von  der 
Geschwindigkeit, weil eine langsamere Stimulusabfolge ebenfalls zu einem stärkeren 
Signal  führte.  In  einer  weiteren  PET-Studie  kamen  Julie  A.  Fiez  und  Kollegen  zu 
ähnlichen  Ergebnissen  bezüglich  phonologischer  im  Vergleich  zu  orthografischer 
Verarbeitung (Fiez et al. 1995). Wie in der vorliegenden Studie zeigten sich auch hier 
stärkere Aktivierungen durch Stimuli mit schneller zeitlicher Signaländerung wie z.B. 
Silben als bei Stimuli mit konstanter Formantverteilung (steady state) wie bei Vokalen.
Auch Robert J. Zatorre und Kollegen konnten in PET-Experimenten zeigen, dass die 
Verarbeitung von Phonemen zu einer Aktivierung des LIFG führt. Zunächst wurde die 
kortikale Aktivität während einer Aufgabe zur phonetischen Diskrimination untersucht 
(Zatorre  et  al.  1992).  Hierbei  sollten  Silbenpaare  mit  dem  gleichen  Endkonsonant 
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gefunden werden. Dies führte zur Erregung von Teilen des  Broca-Areals, während in 
einer Kontrollaufgabe mit dem Ziel, Silben mit ansteigender Grundfrequenz zu finden, 
eine Aktivierung des rechten präfrontalen Kortex gemessen wurden. In einer weiteren 
Studie  der  gleichen  Arbeitsgruppe  wurden  phonetische  Entscheidungsaufgaben  mit 
semantischen (baseline condition) verglichen, wobei sich Aktivierungen eines Areals im 
linken Frontallappen im Grenzbereich zwischen dem Broca-Areal und dem Motorkortex 
ergaben (Zatorre et al. 1996). In dieser und einer weiteren Arbeit (Démonet et al. 1996) 
konnte zudem durch den Vergleich zahlreicher weiterer PET-Studien eine Aktivierung 
des LIFG durch phonologische Verarbeitungsprozesse belegt werden.
Auch Benjamin Xu und Kollegen stellten in einer Studie anhand von phonologischen 
Entscheidungsaufgaben Aktivierungen des  linken präfrontalen  Kortex  dar  (Xu et  al. 
2001). Die Probanden sollten sich reimende Wörter, Pseudowörter und in alternierenden 
Groß-  und  Kleinbuchstaben  geschriebene  Wörter  erkennen.  Als  Kontrollaufgabe 
wurden farbige  Buchstabenketten  und Symbole  präsentiert,  deren  teilweise  farbliche 
Übereinstimmung  zu  beurteilen  war.  Es  zeigten  sich  Aktivierungen  des  linken 
posterioren  präfrontalen  Kortex  und  des  linken  Gyrus  supramarginalis,  die  für 
Pseudowörter stärker als für normale Wörter waren.
Hinweise  auf  eine  Beteiligung  motorischer  Areale  des  Frontallappens  an  der 
Sprachwahrnehmung  wurden  auch  unter  Verwendung  von  funktioneller  
Magnetresonanztomografie (fMRT)  in  zahlreichen  Studien  gefunden.  In  einer 
Vergleichsarbeit  von  PET-  und  fMRT-Studien  kommen  John  D.  E.  Gabrieli  und 
Kollegen zu dem Schluss, dass der linke präfrontale Kortex weniger der phonologischen 
als  der  semantischen Verarbeitung von Sprache  und mit  dieser  zusammenhängender 
Gedächtnisleistungen dient  (Gabrieli  et  al.  1998).  Diese  Beschränkung wurde später 
jedoch  in  diversen  Studien  widerlegt.  Stephen  M  Wilson  und  Kollegen  wiesen 
Aktivierungen des motorischen Kortex durch passive auditorische Wahrnehmung von 
Sprachlauten nach. In einer ihrer Studien (Wilson et  al. 2004) hörten die Probanden 
verschiedene Monosilben und produzierten dieselben zum Vergleich. Durch das Hören 
der Sprachlaute wurde beidseits ein oberer Anteil des ventralen prämotorischen Kortex 
aktiviert. Dieser überlappte mit dem durch Sprachproduktion erregten Teil des Gyrus 
praecentralis (BA 4/6). In einem weiteren fMRT-Experiment (Wilson & Iacoboni 2006) 
wurden den Probanden muttersprachliche und nicht-muttersprachliche Phoneme in einer 
passiven Höraufgabe präsentiert. Unter beiden Testbedingungen wurden Aktivierungen 
des oberen Temporallappens und präzentraler Motorareale gemessen. Deren Intensität 
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war stärker für unbekannte als für bekannte Sprachlaute. Es zeigte sich eine funktionelle 
Verbindung von prämotorischen und superioren temporalen Regionen.
Martha  W.  Burton  und  Kollegen  stellten  die  Hypothese  auf,  dass  phonologische 
Prozesse im LIFG nur zu einer Aktivierung führen, wenn dazu eine Segmentierung von 
Silben in ihre einzelnen Phoneme notwendig ist (Burton MW et al. 2000). In einem 
entsprechenden Experiment verglichen sie eine phonologische Entscheidungsaufgabe zu 
Silben, die sich nur durch ihren ersten Laut unterschieden, mit einer weiteren, bei der 
sich die Silben auch in den weiteren Lauten unterschieden. Der LIFG wurde nur durch 
letztere  Aufgabe  aktiviert.  Später  kamen  jedoch  mehrere  andere  Autoren  zu 
Ergebnissen,  die  diese  Hypothese  widerlegten.  In  einer  Studie  von  Friedemann 
Pulvermüller und Kollegen (Pulvermüller et  al.  2006b) wurden zunächst  durch stille 
(covert)  und  offene  (overt)  Artikulation  präzentrale  motorische  Repräsentationen für 
labiale ([p]) und alveolare ([t]) Verschlusslaute identifiziert. Danach wurden kortikale 
Aktivierungen durch  passives  Hören ebenjener  Laute  gemessen.  Es  zeigte  sich  eine 
Erregung  der  gleichen  präzentralen  Regionen,  die  durch  Produktion  des  jeweiligen 
Lautes aktiviert wurden. Jeffrey R. Binder und Kollegen führten ein fMRT-Experiment 
zur  Lautdiskrimination  durch,  bei  dem  die  Laute  [ba]  und  [da]  in  Störschall  zu 
identifizieren waren (Binder et al. 2004). Ähnlich wie bei Xu et al. 2001 und Wilson & 
Iacoboni 2006 für die Vertrautheit der Sprachlaute zeigte sich hier eine Abhängigkeit 
der Intensität der Aktivierung der  Brodmann-Area 44 und 45 von der Verständlichkeit 
der  Laute,  da  sich  diese  bei  abnehmender  signal-to-noise  ratio  zur  Genauigkeit  der 
Lautdiskrimination entgegengesetzt verhielt. Somit war eine stärkere Beteiligung dieser 
Areale bei zunehmendem Störschall notwendig, wobei die Erkennungsleistung dennoch 
nachließ.
Stefan  Heim  und  Kollegen  konnten  durch  phonologische  und  semantische 
Entscheidungsaufgaben  Belege  für  eine  Beteiligung  frontaler  und  temporaler 
Hirnregionen in der phonologischen Verarbeitung erbringen (Heim et al.  2003). Den 
Probanden wurden Bilder verschiedener Objekte gezeigt. Die phonologischen Aufgaben 
bestanden zum einen in der Entscheidung, ob der Name des jeweiligen Objekts mit dem 
Konsonant  [b]  beginnt,  und  zum  anderen,  ob  der  Name  mit  einem  Vokal  oder 
Konsonanten beginnt.  In der  semantischen Aufgabe sollten von Menschen gemachte 
von anderen Objekten unterschieden werden. Die semantische  Testbedingung fungierte 
hierbei  als  baseline  condition.  Neben  beidseitiger  Aktivierung  des  oberen  Teils  des 
Broca-Areals  (BA 44)  wurden links  frontale  (BA 45/46)  und temporale  (posteriorer 
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Gyrus temporalis superior) Regionen aktiviert. Die Ergebnisse wurden von den Autoren 
als  Hinweis  auf  ein  gemeinsames  Produktions-Perzeptions-Netzwerk gewertet.  Zu 
ähnlichen  Resultaten  kamen  auch  Berge  Osnes  und  Kollegen  in  einer 
Konnektivitätsanalyse der  Heschl-Querwindungen, des Planum temporale, des Sulcus 
temporalis superior und des prämotorischen Kortex (Osnes et al. 2011).
Durch Experimente mit  transkranieller Magnetstimulation (TMS) konnte ebenfalls 
eine Verbindung zwischen sensorischen und motorischen Repräsentationen von Sprache 
im Gehirn festgestellt werden (Devlin & Watkins 2007). In einer Studie von Megha 
Sundara  und Kollegen wurden während der  Stimulation  des  motorischen Areals  für 
Lippenbewegungen des linken Frontallappens motorisch evozierte Potenziale (MEP) an 
der  Lippenmuskulatur  gemessen.  Eine  gesteigerte  Erregbarkeit  konnte  während  der 
visuellen  Wahrnehmung  von  Sprechbewegungen,  nicht  jedoch  während  der 
auditorischen Wahrnehmung von Sprache nachgewiesen werden (Sundara et al 2001). 
In  einem  ähnlichen  Experiment  von  Kate  E.  Watkins  und  Kollegen  zeigten  sich 
gesteigerte Potenziale sowohl während der visuellen als auch während der auditorischen 
Perzeption von gesprochener Sprache (Watkins et al. 2003). Durch Kombination von 
TMS und PET konnte  dieselbe  Arbeitsgruppe auch die  Erregbarkeit  des  posterioren 
Broca-Areals durch auditive Wahrnehmung von Sprachlauten belegen (Watkins & Paus 
2004).  Dazu  applizierten  sie  TMS  über  dem  Repräsentationsareal  des  Gesichts  im 
linken  primären  Motorkortex  während  des  passiven  Hörens  von  Sprache,  visueller 
Darbietung von Lippenbewegungen bzw. Augen(brauen)bewegungen und Präsentation 
von akustischem und visuellem Rauschen. Dabei ergaben sich signifikant stärkere MEP 
durch  das  Hören  von  Sprache  als  in  den  anderen  Testbedingungen  und  damit 
korrelierende  Erhöhungen  des  regionalen  zerebralen  Blutfluss  im  Gyrus  frontalis 
inferior (BA 45).
Ähnliche Ergebnisse wurden für die Zungenmuskulatur bei Sprachlauten, für deren 
Artikulation  Zungenbewegungen  eine  wichtige  Rolle  spielen,  erzielt  (Fadiga  et  al. 
2002). Dazu wurden einerseits Stimuli mit einem doppelten „r“ und andererseits mit 
einem doppelten „f“ in der Wortmitte verwendet. Es zeigten sich deutlich stärkere MEP 
für die Wörter mit doppeltem „r“, für deren Artikulation eine starke Beteiligung der 
Zunge  notwendig  ist.  Die  Ergebnisse  dieser  Studie  wurden  von  der  gleichen 
Arbeitsgruppe später auf den Zusammenhang zwischen der Erregbarkeit der kortikalen 
Repräsentation der Zungenmuskulatur und der Geläufigkeit der Stimuli hin untersucht 
(Roy et al. 2008). Dazu wurden den Probanden im allgemeinen Sprachgebrauch häufige 
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und  seltene  Wörter  sowie  Pseudowörter  präsentiert.  Dabei  konnte  eine  frühe 
phonologische  kortikale  Resonanz  von  einer  späteren  lexikalischen  Resonanz 
unterschieden  werden.  Letztere  wies  eine  Korrelation  der  Stärke  der  MEP mit  der 
Geläufigkeit der Stimuli auf.
In einer Studie von Alessandro D'Ausilio und Kollegen kam es durch zweimalige 
Stimulation  von  motorischen  Repräsentationen  der  Zunge  kurz  vor  der  akustischen 
Präsentation  der  alveolaren  Verschlusslaute  [d]  und  [t],  für  deren  Artikulation  eine 
bestimmte Zungenbewegung notwendig ist, zu eine Fazilitation der Lautdiskrimination 
(D'Ausilio et al. 2009). Dieser Effekt konnte auch für die labialen Verschlusslaute [b] 
und [p] gezeigt  werden.  Bei Inkongruenz von Stimulationsareal  und Artikulationsort 
kam es jedoch zu keiner Fazilitation. Auch die Störung prämotorischer Areale durch 
repetitive TMS in einer Studie von Ingo G. Meister und Kollegen zeigte eine wichtige 
Funktion dieser in der Wahrnehmung von Sprache (Meister et al. 2007). Hierbei kam es 
zu  einer  Verschlechterung der  Lautdiskrimination von Verschlusslauten  in  Störschall 
während die Diskrimination von Tönen und Farben nicht beeinträchtigt wurde.
Auch  in  Magnetenzephalografie (MEG)-Studien  fanden  sich  Hinweise  für  eine 
Beteiligung  des  linken  frontalen  Kortex  an  der  Sprachperzeption  (Salmelin  2007). 
Friedemann  Pulvermüller  und  Kollegen  wiesen  in  Studien  mittels  MEG  ebenfalls 
Aktivierungen des linken inferioren frontalen Kortex durch akustische Wahrnehmung 
von  Sprache  nach.  Dabei  fanden  sie  neben  einer  Erregung  des  linken  superioren 
Temporallappens 136 ms nach Stimuluspräsentation mit einer Verzögerung von 22 ms 
eine  zusätzliche,  weniger  starke  Aktivierung  des  linken  inferioren  Frontallappens 
(Pulvermüller et al. 2003). In einer späteren Studie der gleichen Arbeitsgruppe wurden 
diese  Zeit-  und  Intensitätsunterschiede  noch  einmal  bestätigt  (Pulvermüller  et  al. 
2006a). In einer MEG-Studie an Neugeborenen sowie sechs und zwölf Monate alten 
Kindern  konnten  Toshiaki  Imada  und  Kollegen  eine  Aktivierung  des  Broca-Areals 
durch akustische Wahrnehmung von Sprache nachweisen, die mit dem Alter der Kinder 
zunahm  (Imada  et  al.  2006).  Den  Probanden  wurden  Sinustöne  in  verschiedenen 
Frequenzen, Akkorde mit unterschiedlicher  Dauer  und die  synthetisierten Silben [ta] 
und  [pa]  dargeboten.  In  allen  Altersgruppen  wurden  Erregungen  des  superioren 
Temporallappens  gefunden.  Aktivierungen des  inferioren  Frontallappens  fanden  sich 
nicht bei Neugeborenen, jedoch bei den älteren Kindern. Bei den zwölf Monate alten 
Kindern waren die Aktivierungen im Vergleich zu den sechsmonatigen Kindern stärker.
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Sämtliche Ergebnisse dieser PET-, fMRT-, TMS- und MEG-Studien sind prinzipiell 
mit  denen der vorliegenden Arbeit  vergleichbar,  was die  Aktivierung prämotorischer 
Areale des linken inferioren Frontallappens durch Wahrnehmung und Verarbeitung von 
gesprochener  Sprache  angeht,  wie  sie  in  Hypothese  1 angenommen  wurde. 
Unterschiede  ergeben  sich  vor  Allem  in  der  Lokalisation  und  Ausdehnung  der 
kortikalen  Repräsentationen  dieser  Prozesse.  Dies  ist  am  ehesten  auf  die 
unterschiedlichen Testbedingungen,  die  zu den jeweiligen Erregungsmustern führten, 
zurückzuführen.  In  der  beschriebenen  Literatur  sowie  in  den  hier  erhobenen  Daten 
ergibt  sich  das  Bild  eines  gemeinsamen  Produktions-Perzeptions-Netzwerks für 
Sprachlaute im menschlichen Gehirn. Diese Idee steht im Einklang mit der auf Alvin M. 
Liberman  zurückgehenden  Motortheorie  der  Sprachwahrnehmung  (Liberman  et  al. 
1967,  Liberman & Mattingly 1985,  Liberman  & Whalen  2000),  dem von Giacomo 
Rizzolatti und Kollegen erforschten Spiegelneuronensystem (Rizzolatti & Arbib 1998, 
Rizzolatti & Craighero 2004, Arbib 2010) und dem von Bernd J. Kröger und Kollegen 
entwickelten Modell zur Sprachproduktion und Sprachperzeption (Kröger et al. 2008, 
Kröger et al. 2009a). Für die in  Hypothese 2 aufgestellte Vermutung, dass das Hören 
von  Konsonant-Vokal-Kombinationen  als  enkodierte  Sprachlaute  zu  stärkeren 
Aktivierungen der motorischen Areale  führt  als das  Hören von  steady state-Vokalen 
fand sich in der Literatur nur selten eine Bestätigung.
Innerhalb  des  linken  Gyrus  frontalis  inferior  wurde  in  vielen  Studien  eine 
funktionelle Untergliederung festgestellt. In einer Übersichtsarbeit wurden diverse PET-
Studien bezüglich  verschiedener  Ebenen der  Sprachverarbeitung und den möglichen 
Lokalisationen  ihrer  Verarbeitung  verglichen  (Fiez  1997).  Dabei  zeigte  sich  für  die 
phonologische Verarbeitung eine Beteiligung des posterioren Teils des LIFG (BA 44/45 
=  Broca-Areal)  und für  die  semantische  eine Aktivierung des  anterioren LIFG (BA 
47/10). In einer fMRT-Studie untersuchten Russell A. Poldrack und Kollegen den linken 
inferioren präfrontalen Kortex (LIPC) hinsichtlich seiner Unterteilbarkeit in funktionell 
unterschiedliche Bereiche und wiesen ebenfalls eine Involvierung der dorsalen Anteile 
(BA 44/45)  in  phonologische  Prozesse  und  der  ventralen  Anteile  (BA 47/45)  in 
semantische Prozesse nach (Poldrack et al. 1999). Diese Untergliederung konnte auch 
durch weitere fMRT-Studien (Paulesu et al. 1997, Wagner et al 2001, Bokde et al. 2001) 
und Übersichtsarbeiten zu PET-, fMRT- und TMS-Studien (Burton 2001, Démonet et al. 
2005, Devlin & Watkins 2007) bestätigt werden.
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Vor diesem Hintergrund ist die in der vorliegenden Studie gemessene Aktivierung 
des anterioren linken Gyrus frontalis inferior in BA 47 kritisch zu sehen. Da es sich um 
ein  Paradigma  zur  passiven  auditorischen  Wahrnehmung  von  Konsonant-Vokal-
Kombinationen  ohne  Bedeutungsinhalt  handelt,  sollte  eine  Aktivierung  von 
Repräsentationen der semantischen Verarbeitung – wenn überhaupt – nur in deutlich 
geringerer Intensität als eine Erregung der für die phonetische Verarbeitung zuständigen 
Regionen nachweisbar sein.  Eine mögliche Erklärung wäre,  dass die  Probanden den 
eigentlich  sinnfreien  Silben  eine  wie  auch  immer  geartete  Bedeutung  beigemessen 
haben. Dies kann jedoch nur schwer durch Fragebögen oder neuropsychologische Tests 
festgestellt  werden.  Eine  andere  Möglichkeit  sind  Bewegungsartefakte  oder 
Koregistrierungsfehler. Diese finden sich jedoch auch bei retrospektiver Betrachtung in 
den gemessenen bzw. vorverarbeiteten Daten nicht.
Eine  dritte  Variante  ist  die  möglicherweise  fehlende  Vergleichbarkeit  der 
individuellen  Datensätze  auf  Grund  von  anatomischer  Variabilität  des  inferioren 
präfrontalen Kortex und speziell des  Broca-Areals (Amunts et al. 1999, Burton et al. 
2001). Ohnehin kann die von Korbinian Brodmann (1909) entwickelte Einteilung des 
zerebralen  Kortex  anhand  von  zytoarchitektonischen  Untersuchungen,  die  auch  in 
funktionellen Bildgebungsstudien des Gehirn angewandt wird um die mittels des MNI-
Standardgehirns  und  der  Talairach-Koordinaten  lokalisierten  Aktivierungen 
anatomischen Strukturen zuzuordnen, nicht mehr unkritisch verwendet werden (Zilles 
& Amunts 2010). Ihre Nachteile sind vor Allem die Betrachtung nur einer Hemisphäre, 
die schematische Zeichnung eines „typischen“ Gehirns mit fraglicher Repräsentativität, 
die  zweidimensionale Darstellung und ihre  Anwendung auf  einen dreidimensionalen 
MR-Datensatz,  die  fehlende Abdeckung der  in der Tiefe der Gyri verborgenen zwei 
Drittel  der  Hirnoberfläche  und  die  rein  visuelle  mikroskopische  Untersuchung  der 
Präparate (Schleicher et al. 2009). Die Arbeitsgruppe um Katrin Amunts und Karl Zilles 
hat beispielsweise insbesondere im Bezug auf das Broca-Areal eine neue Kartierung des 
Gehirns  erarbeitet  (Keller  et  al.  2009,  Amunts  et  al.  2010).  Durch  neu  entwickelte 
standardisierbare  Untersuchungsverfahren  wie  der  Erstellung  von  gray  level  index 
(GLI)-Profilen konnten sie dreidimensionale probabilistische Karten und Atlanten des 
Gehirns erstellen.
Zunächst  muss  aber  im  Zusammenhang  mit  den  oben  genannten  Studien  eine 
eingeschränkte Aussagekraft und Vergleichbarkeit der in dieser Arbeit erhobenen Daten 
festgestellt  werden.  Um  dieses  Problem  weiter  aufzuarbeiten  wäre  zunächst  eine 
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Betrachtung der  individuellen  Datensätze  notwendig.  Dazu könnte  auch eine  small-
volume correction oder eine  region of interest (ROI)-Analyse genutzt werden, für die 
nun retrospektiv genaue Zielregionen definiert werden können. Interessant wäre hierbei 
ein Vergleich der Aktivierungen in den anterioren und posterioren Anteilen des LIFG. 
Eine weitere Möglichkeit wäre eine Überprüfung auf Wiederholbarkeit des Experiments 
an einem anderen Probandenkollektiv.
In den meisten funktionellen bildgebenden Studien wird, vor Allem bei Verwendung 
von  blocked  designs,  die  auf  Franciscus  Cornelis  Donders  (1868)  zurückgehende 
Subtraktionslogik angewandt. Die in verschiedenen Blöcken mittels unterschiedlicher 
Testbedingungen erhobenen Daten werden nach statistischer Prüfung auf Signifikanz 
voneinander  subtrahiert,  woraus  eine  statistische  Karte  alleine  der  unterschiedlichen 
Aktivierungen resultiert. Gemäß der in Hypothese 2 aufgestellten Vermutung, dass die 
Testbedingung „Konsonanten“ zu stärkeren Aktivierungen des linken frontalen Kortex 
führt als die Testbedingung „Vokale“, sollte also ein direkter statistischer Vergleich der 
beiden in dieser Studie erzeugten Kontraste möglich sein. Solche komplexen Kontraste 
wurden  bereits  von  vielen  Autoren  für  ähnliche  Fragestellungen  herangezogen 
(Poldrack et al. 1999, Heim et al. 2003, Callan et al. 2004, Liebenthal et al. 2005). Im 
vorliegenden Fall  ließen sich durch das  Erstellen komplexer Kontraste  jedoch keine 
statistisch  signifikanten  Aktivierungsmuster  berechnen.  Das  kann  zum einen  an  der 
fehlenden  Robustheit  der  Daten  speziell  im  frontalen  Kortex  liegen,  da  hier  ja  die 
signal-to-noise ratio durch eine ständig hohe neuronale Hintergrundaktivität gering ist. 
Sie  ist  zudem generell  beim Vergleich verschiedener  Testbedingungen schlechter  als 
beim Vergleich einer der Testbedingungen zu Ruhebedingungen. Zum anderen fanden 
sich  jedoch  auch  deutliche  Unterschiede  zwischen  den  intensiven 
Temporallappenaktivierungen  unter  den  beiden  Testbedingungen.  Es  ist  daher 
verwunderlich,  dass  sich  auch  hierfür  keine  aussagekräftige  Karte  im Vergleich  der 
beiden Testbedingungen erzeugen ließ.
Von vielen Autoren wird die  Aktivierung motorischer Repräsentationen im linken 
Frontallappen durch Wahrnehmung von Sprache als Zeichen des  inneren Repetierens 
der gehörten Laute (rehearsal) gesehen (Burton 2001, Démonet et al. 2005). Gerade für 
Entscheidungsaufgaben ist  eine Aufrechterhaltung des  Perzepts im Arbeitsgedächtnis 
wichtig. Die Lokalisation dieses Prozesses wird auf Grund solcher Studienergebnisse 
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hier  vermutet.  Dabei  muss  zwischen einem bewussten  innerlichen Wiederholen  von 
Lauten mit möglicher Beteiligung der Ressourcen zur Planung motorischer Abläufe auf 
höherer Ebene und einer unbewussten Resonanz von Strukturen auf unterer sprachlicher 
Ebene unterschieden werden. Während die erste Variante nämlich an einer Beteiligung 
der motorischen Areale im Sinne von Spiegelneuronen oder gar eines phonetic module 
zweifeln  lässt,  ist  Letzteres  sehr  wohl  mit  solchen  Theorien  vereinbar.  Ein 
Versuchsaufbau, der unabhängig von höheren Gedächtnisleistungen ist oder diese für 
die  Wahrnehmung von Sprache  blockiert,  wäre  daher  zur  Trennung dieser  Prozesse 
sinnvoll  gewesen.  Außerdem  sollten  Kontrollbedingungen  im  Sinne  einer  baseline  
activity generell  nach  Möglichkeit  nicht  ohne  Stimuluspräsentation  oder  Aufgabe 
erstellt  werden (Brandt  2005).  Durch Gedankenabschweifen entstehen nämlich unter 
Umständen nicht kontrollierbare Aktivierungsmuster, die ein confounding factor für die 
Studie sein können. Weiterhin können Aktivierungen unter Ruhebedingungen durch das 
default network nicht unbedingt von denen unter Testbedingungen subtrahiert werden 
(Binder et al. 1999, Raichle & Snyder 2007, Buckner et al. 2008, Huettel et al. 2009 S. 
303-311). Dies hätte beim Studiendesign berücksichtigt werden können.
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7 Zusammenfassung und Ausblick
Die vorliegende Studie untersuchte die Beteiligung prämotorischer Areale des linken 
Frontallappens  an  der  auditorischen  Wahrnehmung  von  Sprache,  insbesondere  im 
Vergleich zwischen Konsonanten und Vokalen. Den Probanden wurden per Kopfhörer 
Vokale  und  Konsonant-Vokal-Kombinationen  präsentiert.  Die  hieraus  resultierenden 
kortikalen Erregungsmuster wurden mittels fMRT gemessen.
Durch  die  passive  Wahrnehmung  von  Konsonant-Vokal-Kombinationen  wurde  – 
zusätzlich zur primären und sekundären Hörrinde in den superioren Temporallappen – 
der linke Gyrus frontalis inferior im Bereich der Brodmann-Area 47 aktiviert. Durch das 
Hören von Vokalen fanden sich ähnliche Aktivierungen in den Temporallappen, jedoch 
wurden keine signifikanten Erregungen des Frontallappens erzeugt.
Diese Funde stehen im Einklang mit der Motortheorie der Sprachwahrnehmung nach 
Alvin M. Liberman (Liberman et al. 1967, Liberman & Mattingly 1985, Liberman & 
Whalen  2000),  dem  von  Giacomo  Rizzolatti  und  Kollegen  entdeckten 
Spiegelneuronensystem (Rizzolatti  & Arbib 1998,  Rizzolatti  & Craighero 2004) und 
dem auf künstlichen neuronalen Netzen basierenden Modell der Sprachproduktion und 
Sprachperzeption von Bernd J. Kröger (Kröger et al. 2008, Kröger et al. 2009a). Hier 
wird jeweils motorischen Repräsentationen eine Rolle in der Perzeption von Sprache 
zugeschrieben. Nach Liberman und nach Kröger ist zudem auf Grund der Komplexität 
ihrer Artikulation und der daraus resultierenden Enkodierung des Sprachsignals eine 
stärkere Interaktion dieser Strukturen bei der Wahrnehmung von Konsonanten als bei 
Vokalen notwendig.
Durch  funktionelle  Bildgebung mittels  PET  und  fMRT  sowie  durch 
neurophysiologische Studien mittels TMS und MEG konnte vielfach eine Beteiligung 
prämotorischer Areale des Frontalhirns an der Sprachwahrnehmung belegt werden (Fiez 
1997, Burton 2001, Wilson et al. 2004, Imada et al. 2006, Devlin & Watkins 2007). Die 
Ergebnisse der vorliegenden Arbeit sind mit denen dieser Studien vereinbar. Sie sind 
eine  Bestätigung  für  das  von  manchen  Autoren  angenommene  gemeinsame 
Produktions-Perzeptions-Netzwerk für Sprache im menschlichen Gehirn (Heim et  al. 
2003, Pulvermüller 2005).
Eine interessante Fortführung der bisherigen Untersuchungen wäre durch den Einsatz 
zusätzlicher Untersuchungstechniken wie der TMS in Kombination mit fMRT oder PET 
möglich.  Durch vorübergehende Blockade des  LIFG und anschließende funktionelle 
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Bildgebung  könnte  seine  Rolle  in  der  Sprachwahrnehmung  genauer  charakterisiert 
werden.  Außerdem könnte durch Integration einer  aktiven Aufgabe in  einer  anderen 
Sinnesmodalität  in  das  Versuchsparadigma  die  Unabhängigkeit  des  beschriebenen 
Phänomens von höheren Gedächtnisstrukturen gezeigt werden.
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