Abstract. In this paper we consider the question of solving equilibrium problems-formulated as complementarity problems and, more generally, mathematical programs with equilibrium constraints (MPEC's)-as nonlinear programs, using an interior-point approach. These problems pose theoretical difficulties for nonlinear solvers, including interior-point methods. We examine the use of penalty methods to get around these difficulties, present an example from game theory where this makes a difference in practice, and provide substantial numerical results. We go on to show that penalty methods can resolve some problems that interior-point algorithms encounter in general.
Introduction
Devising reliable ways to find equilibria of dynamical systems has attracted much interest in recent years. Many problems in mechanics involve computing equilibria, as do problems in economics dealing with general equilibrium or game theory. In finance certain options pricing problems may also be formulated as equilibrium models. What is of interest here is that equilibrium problems can be viewed in a natural way as mathematical programming problems. In this context, they are usually referred to as complementarity problems. Very briefly, a complementarity problem is to find a vector x ∈ R n s.t. 0 ≤ x ⊥ g(x) ≥ 0, for a function g : R n → R n , and x ⊥ g(x) means x T g(x) = 0. For a survey of common applications of complementarity problems, see [7] . The options pricing example is described in [12] . For a survey of common algorithmic approaches to solving these problems, see [8] .
Most of the methods in [8] are designed specially for solving complementarity problems. Many of them involve solving a system of nonsmooth equations, while some of them use a simplex-type pivoting tool. By and large, much of the work involving these methods has been theoretical; reliable practical implementations have been rare. Thus many real-world equilibrium problems have remained intractable, leaving room for new approaches.
Recently one popular approach has been to view complementarity problems as a type of nonlinear program. This idea had not been regarded very favourably in the past, since nonlinear codes were not very robust, and equilibrium problems pose theoretical difficulties for nonlinear programming. However, the advent of reliable nonlinear codes in recent years has made it possible to reconsider this approach. Moreover, the use of general nonlinear solvers makes it possible to add an objective function to the problem, thus bringing under one framework, complementarity problems and the more general mathematical problems with equilibrium constraints (MPEC's).
The rest of this paper is organized as follows: In Section 2, loqo, an interior-point nonlinear code, is described. In Section 3, we get into the details of complementarity problems and MPEC's, and the theoretical difficulties they might pose for nonlinear solvers. Section 4 describes a way to resolve these difficulties, namely penalty methods (also known as constraint relaxation). Section 5 gives an example from game theory which highlights why these theoretical considerations can actually matter. Section 6 describes an implementation of a penalty method using loqo, and describes numerical results for two standard testsets using this implementation. In Section 7 we show that penalty methods can resolve two problem that interior-point methods such as loqo can encounter in general (not just in the context of MPEC's): jamming and infeasibility detection.
loqo: A Brief Description
The following is only a brief description of the algorithm, for details see [20] . For ease of notation we describe the algorithm for problems with inequality constraints only (the situation is much the same for equality constraints-again, see [20] ). Thus the problem is (1) min f (x) s.t. h i (x) ≥ 0, i = 1, . . . , m,
where we assume that f (x) and each of the h i (x) are twice continuously differentiable and x ∈ R n . Adding nonnegative slacks, w, to the inequality constraints in (1) and putting these slacks in a logarithmic barrier term in the objective function, the problem becomes:
log(w i ) s.t. h(x) − w = 0.
Letting the vector y represent the Lagrange multipliers for (1) the first-order optimality conditions for the problem are Here e is the vector of all ones, A(x) is the Jacobian of the vector h(x), and W and Y are the diagonal matrices with the coordinates of the vectors w and y on the diagonals, respectively. Newton's method is used to generate a triple (x, w, y) which solves (3) for successively smaller values of θ. We set
We then find the directions given by Newton's method by solving the reduced KKT system: where α is chosen to ensure that w k+1 > 0, y k+1 > 0, and that either the barrier function or the infeasibility is sufficiently reduced without making the other much worse (see [3] for details). Note that this ensures that multipliers corresponding to inequality constraints will always remain positive, a point that will be relevant later.
loqo decides that a solution is optimal when the primal infeasibility, ρ, the dual infeasibility, σ, and the duality gap,
, are sufficiently small.
Complementarity Problems and MPEC'S
As mentioned in the introduction, the complementarity problem is to find a vector x ∈ R n s.t. 0 ≤ x ⊥ g(x) ≥ 0, for a function g : R n → R n , and x ⊥ g(x) means x T g(x) = 0. Note that the nonnegativity also implies x i g i (x) = 0, i = 1, . . . , n. We will refer to this way of writing it as the pairwise formulation (and the first way as the summation formulation). For now we will use the pairwise formulation, but the two formulations can have differing effects on algorithmic performance (more on this later).
The more general mathematical program with equilibrium constraints (MPEC) is the problem (4) min f (x) s.t. 0 ≤ x ⊥ g (z) ≥ 0, h i (x, z) = 0, i = 1, . . . , m,
In addition, there could be other variables and constraints. The basic characteristics of (4), however, are the same as those of the problem
And this is the problem we shall focus on, to make the notation easier. The first question which arises is, why does this problem, which can be written as a standard NLP in the form
The reason is that (5) has a special structure which is guaranteed to cause theoretical difficulties. Specifically, it is a well-known fact that the set of optimal Lagrange multiplier solutions is always unbounded (see, for instance, [15] ). This remains true for the multipliers that are generated when applying an interior-point method such as loqo.
In such an algorithm, we add nonnegative slacks to the inequality constraints in (5) , and put them in a barrier term in the objective function:
We then form the Lagrangian for this problem:
where λ, µ 1 , µ 2 are of course the vectors of Lagrange multipliers. Now let us suppose a given solution x * to (6) is strictly complementary, meaning that in each complementary pair exactly one of x * i and g i (x * ) is 0 (and the other strictly positive). Partition the set {1, . . . , n} into two sets I and J, with J representing those indices j for which x * j is 0, and I those i for which g i (x * ) is 0. We use the notation (standard for interior-point methods) that a capitalized variable name represents a diagonal matrix whose elements correspond to the vector with the same lower-case name. We set the derivatives of the Lagrangian with respect to x and w to 0:
. . , n. The algorithm attempts to get to a solution to this system with θ = 0. We now show that the set of Lagrange multiplier solutions so obtained is unbounded. Theorem 1. For a strictly complementary solution x * with θ = 0, the set of optimal Lagrange multiplier solutions to (7) is unbounded.
Proof. Since θ = 0 at a solution, the last conditions in (7) imply that µ * 1I = µ * 2J = 0, and µ * 2I , µ * 1J ≥ 0. We get from the first row of (7):
2I
. Assuming the matrix ∇ I g I (x * ) is invertible, this yields:
. The second row of (7) gives
(e is an n-dimensional vector of ones), meaning λ * is a part of a KKT solution (x * , λ * , µ * 1 , µ * 2 ) to (6) . In other words, for i ∈ I and j ∈ J, (λ * i , µ * 2i ) and (λ * j , µ * 1j ) are optimal pairs of multipliers which in two dimensions represent a ray going off to ∞ (and the corresponding pairs of constraint gradients are linearly dependent). Note that for a pure complementarity problem (i.e. an MPEC with constant objective function), λ min = 0, as the gradient of f is 0 everywhere.
If x
* is a non-strict complementary solution, i.e. for some i, x * i = g i (x * ) = 0, then the corresponding multiplier drops out of the Lagrangian, and has no effect on the system. To see this, we write out the term in (7) involving λ * (without loss of generality, say I consists of the indices 1, . . . , k):
If we have a non-strict solution, then x * i = 0 for some i ∈ I. In this case it is apparent that λ * i drops out of the above vector. This results in a rank deficient system, which can cause serious problems for nonlinear solvers, in particular for interior-point methods (see the discussion of numerical results in Section 6). Finally, note also that it can easily be shown that the more general formulation of the complementarity constraints results in the same situation of unbounded pairs of multipliers.
The next thing to realize is that an unbounded set of Lagrange multipliers at the optimum can cause problems for many traditional nonlinear solvers, and especially for an interior-point code such as loqo. The reason for this is that interior-point methods try to find the centre of the face of optimal solutions for any set of variables (primal or dual). Thus an unbounded set of optimal multipliers can mean that the multipliers get larger and larger as loqo tries to get to a solution. This in turn can cause serious problems for the algorithm, as seen by simply noting that one of the equations in the KKT system to (6) is W µ = θe, which means that as multipliers get large, slacks must get small. If the multipliers become large while θ is still significantly greater than 0, then slacks might have to become small prematurely. Since loqo always keeps slacks positive, very small slacks can force loqo to shorten steplengths excessively, slowing progress of the algorithm, or making it stall completely.
Despite the theoretical difficulties, unboundedness of the optimal multiplier set has thus far not usually been a serious problem in practice. Indeed, a fair amount of success has recently been achieved in solving MPEC's as nonlinear programs. loqo itself has proved quite successful in solving a large number of MPEC's directly as nonlinear programs, as have SQP methods (see [8] ). This could lead to the conclusion that MPEC's need not be regarded as a special problem class, and particular methods for dealing with them are largely unnecessary. In Section 5, however, we present a potentially important example which is not solved robustly if handled as an ordinary NLP. Methods which bound the optimal multipliers, on the other hand, do solve it successfully. These methods we describe in the next Section.
We note that since loqo always concludes with positive Lagrange multipliers, if it finds a strictly complementary solution, it will be strongly stationary, while any non-strict solution found will be Bstationary. A discussion of different types of stationarity is given in [14] .
We conclude this Section with one final observation which will be important later: the KKT system (7) has Lagrange multiplier solutions for any x * which satisfies the complementarity constraints strictly, in other words the objective function f has no role in determining whether x * is a solution. That is, every feasible point is a KKT point, for any f , if one assumes strict complementarity. This implies that the feasible set is discrete. Note that this observation only applies to problems in which all variables are involved in the complementarity constraints.
Penalty Methods
Consider again our NLP in the form
A common approach in the past to deal with difficult constraints in an NLP has been to replace them with a penalty term in the objective function, which one tries to drive to zero. That is, suppose one has the problem min f (x) s.t. h(x) = 0. This is replaced with the penalized problem min f (x) + ρP (x).
P (x) is usually a non-negative function which equals 0 precisely when h(x) = 0. The penalty parameter ρ is a positive constant. The hope is that making ρ large enough will produce a solution to the penalized problem with P (x) = 0 (and hence a solution to the original problem). This is only possible if a solution to the original problem is a solution to the penalized problem. In fact, ideally every solution to the true problem would be a solution for the penalized problem. This does not have to hold in general. The most standard penalty function, the quadratic (which sets P (x) = i (h i (x)) 2 ) does not have this property. Penalty functions which do have this property are called exact.
Exact Penalty Functions.
The two most common exact penalty functions are the 1 penalty function, defined by P (x) = i |h i (x)|, and the ∞ , defined by P (x) = max i {|h i (x)|}.
The exactness property guarantees that if one of these penalty functions is used, then every solution of the true problem is a solution to the penalized problem for sufficiently large (but finite) penalty ρ. Thus, if x * is a solution to the true problem, then picking a starting point sufficiently close to when solving the penalized problem guarantees convergence to x * (i.e. local convergence). This desirable property of the 1 and the ∞ penalty functions is generally proved assuming constraint qualification conditions hold at a solution to the true problem. As such, penalty methods (i.e. constraint relaxation) have been applied until now to problems that are assumed to be well-behaved (see e.g. [10] ). MPEC's of course are not well-behaved, but we shall see that this is not a problem.
First let us see what the 1 and ∞ penalty functions look like when applied to the complementarity constraints in (9) :
For the 1 we have the penalized problem
which, because x and g(x) are constrained to be non-negative, is equivalent to
which may also be written as
For the ∞ we have
which can be written as
Note that (11) and (12) only involve differentiable functions, so normal optimization methods can be used.
It is shown in, among other places, [1] that any solution to (9) is a solution to (12) for large enough (finite) ρ, in other words the ∞ penalty function is still exact, even in the presence of the kind of degeneracy that exists in MPEC's. What's more, the result in [1] implies that any solution to (9) is a solution, for a large enough but finite penalty, to the problem
i.e. what one gets if the original problem had been written with the summation formulation (see Section 3). And plainly (13) is equivalent to (10) . Hence the 1 penalty function is also exact when applied to MPEC's. Thus these penalty methods could be an attractive way to solve MPEC's, if they took care of the original problem posed by MPEC's, namely that the optimal set of Lagrange multipliers is unbounded. And indeed, this is precisely what occurs. This is a well-known fact, and is shown in, for instance, [1] . We will show that the multipliers remain bounded when a loqo-type interior-point method is applied to (12) (the analysis is similar for (11)).
As usual, we add nonnegative slacks to (12):
We form the Lagrangian for (14) :
Now suppose a given solution x
* to (14) is a strictly complementary solution to (9) . As before, partition the set {1, . . . , n} into two sets I and J, with J representing those indices j for which x * j is 0, and I those i for which g i (x * ) is 0. As before, we set the derivatives of the Lagrangian wrt. x, ζ, and the slack variables to 0:
with the stipulation that µ * 1I = µ * 2J = 0, and µ * 2I , µ * 1J , λ o , λ ≥ 0 (since, as before, θ = 0 at a solution).
Assuming as before that the matrix ∇ I g I (x * ) is invertible, this again yields the relations
* is fixed. The relation (15) of course implies that λ is now bounded, so µ is bounded is as well. µ will be nonnegative provided that the components of λ are large enough, which can be ensured by choosing ρ large enough. For a pure complementarity problem any positive ρ will work as again, the gradient of f vanishes everywhere. We have thus proved: Theorem 2. If an interior-point method (as described in section 2) is applied to (12) , the set of optimal Lagrange multipliers for a strictly complementary solution is bounded.
In the case of a solution to (12) being a non-strict complementary solution to (9) , this time there is no difficulty because (15) ensures that the multiplier vector will not drop out of the system (and will be bounded). One further point to note is that an implicit assumption has been made that the solution to the original problem is at least a KKT point (i.e. Lagrange multipliers exist). See Section 6 for an example of what can happen when even this assumption fails. Finally, we remark that once again that everything which has been said about these penalty methods easily applies to the more general formulation of complementarity constraints, as well.
We now have two penalty methods, using the 1 and ∞ penalty functions, which are exact and keep the optimal multiplier set bounded, when applied to MPEC's. They would therefore appear to be promising alternatives to solving an MPEC directly as an NLP. Some evidence for this already exists. In [17] , the 1 penalty method is applied to pure complementarity problems (actually mixed complementarity problems, which fit the more general formulation for equilibrium constraints), and promising numerical results are obtained. loqo is a more robust code, as it can deal with an indefinite Hessian matrix, as can happen in nonconvex problems. In such cases loqo adds a diagonal perturbation to the Hessian matrix H, making it H + λI, where I is the identity matrix, and λ is a positive scalar. A large enough λ makes H + λI positive definite, and the algorithm may proceed successfully with this modified KKT matrix (see [20] ). One thus expects that loqo might be quite successful at using penalty methods to solve MPEC's, and we test this hypothesis in the remaining Sections of this paper.
4.2.
Convergence. The exactness property of the 1 and the ∞ penalty functions ensures that any solution of (9) is a solution of (11) and (12) for a large enough penalty. But the converse is not true. That is, no matter how large the penalty , there will always be solutions to (11) and (12) which are not solutions for (9) . Since there is no way to guarantee that in solving the penalized problems we will avoid such solutions, these penalty methods are not globally convergent. However, a simple modification to the penalty methods could improve the chances of finding a solution that solves (9) . As an example consider the ∞ penalty method. If an upper bound is added to the auxiliary variable, (12) changes into:
Now, for a large enough ρ, all solutions of the original problem (9) are solutions of (16) . For small enough k, it is clear that the only solutions of (16) would have ζ = 0 or ζ = k (one must only assume that the solutions of (12) with ζ > 0 have ζ bounded away from 0, i.e. among all such solutions, there should be one for which ζ is the smallest). Thus we could hope that we have cut down on the number of solutions with positive ζ. Moreover, note that adding the upper bound in no way affects the boundedness of the multipliers at a solution.
For a pure complementarity problem, i.e. with f constant, we can go further. The problem
has the same solutions as (16) (again, for constant f ), except that ζ = k can no longer be a solution. Thus for a small enough k, the only solutions would have ζ = 0. Therefore if one had a globally convergent nonlinear code for problems with bounded multipliers, solving (17) for smaller and smaller k until one got a solution could be a globally convergent method for complementarity problems. Of course, it remains to be seen what method works best in practice (see the next Section).
An Example From Game Theory
We consider a model that is proposed in [18] and [19] as an extension of the model discussed extensively in those papers (and analyzed in [17] ). That version of the model is mentioned in [5] as being traditionally regarded as a very hard equilibrium problem, so we regard the extended version of the model as a good challenge for our efforts. The ampl model can be found at [16] .
Very briefly, the model is of a game involving two (identical) firms which compete on the basis of price to sell an identical product. The game takes place over an infinite time-horizon at discrete intervals. In each round, a firm may or may not be free to move. If it is, it has the option to choose a price from a discrete set of prices or sit out of the market for a round. If it does choose a price, it is committed to that price for the following round as well. The payoff matrix for an individual round is determined by a standard duopoly structure (see [18] and [19] ). Each firm tries to maximise its future (discounted) payoff. The derivation of the necessary and sufficient conditions for a (mixed-strategy) Nash equilibrium is similar to that in [18] and [19] for the simpler version of the model. These can then be formulated as a nonlinear complementarity problem (NCP) along the lines of [17] .
The action space of this problem is {−1, 0, 1, . . . , n − 1}, where 0, . . . , n − 1 are the n prices in the model, and −1 corresponds to not chooosing a price. The payoff matrix is Π, whose (i, j) entry gives the payoff to a firm if it chooses action i, and its rival chooses action j. The decision variables of this problem consist of: i) A reaction matrix R. The (i, k), i ≥ 0, entry of R gives the probability that the firm will take action k when its rival is committed to price i from the previous round.
ii) A simultaneous-strategy vector s. The entry k of s gives the probability that the firm takes action k when it does not know its rival's price for the current period.
iii) Payoff functions. These are: v Ri : the expected discounted payoff for a firm which is free to react to its rival's committment to price i from the previous period v S : the expected discounted payoff for a firm when both it and its rival are free to choose new prices simultaneously for the current period w Ri :the expected discounted payoff for a firm when it is committed to price i from the previous period, but its rival is free to react w Skj :the expected discounted payoff for a firm when it is committed to price k, and its rival to price j from the previous period
The resulting NCP is then
We attempted to solve the problem directly as a nonlinear program using loqo, adopting the pairwise formulation. The algorithm only converged for a few starting points near an equilibrium. Otherwise it failed for virtually all starting points. We also tried the summation formulation; the results were similar. With either formulation, loqo usually reaches its iteration limit (500), and the dual objective function appears to become unbounded (more on this later). To see whether this was a difficulty particular to loqo, we also tried the problem on some other standard nonlinear solvers: knitro, filter, and snopt. knitro is an interior-point code (though still very different from loqo in its implementation), and filter and snopt are SQP codes (see [9] , [10] and [4] for detailed descriptions of these solvers). Here, too, the results were not satisfactory. All the algorithms failed for a variety of starting points (see the appendix for the exact results).
Thus it appears that this problem poses a genuine challenge for solvers when given as a nonlinear program. The question is: Why? The dual objective function reaching very high levels in loqo is due to unbounded duals going to ∞. However, a very large dual objective function is also often a sign of an infeasible problem. That is, when loqo has difficulty getting feasible from a given starting point (because the constraints are locally infeasible in its neighbourhood), the dual variables often get very large. So how can we distinguish between these two possible causes? This has always been a difficult question to answer (see [8] ). But in this case we have some evidence that unboundedness of the multipliers is indeed a factor.
Typically, when loqo has trouble getting feasible simply because the constraints of a problem are difficult to satisfy, the algorithm hardly moves from the starting point. On the other hand, if unbounded duals are the source of all the difficulties, some progress might be possible before the step lengths get too small. So the following result is suggestive:
For the starting point which sets all the payoffs to 63 and all the probabilities to 2 (with starting slacks at 8.1), loqo, as usual, runs out of iterations and the dual objective explodes. After 500 iterations the point loqo has reached is 
From [18] and [19] it is clear that this point appears to be agonizingly close to an equilibrium, indicating that unbounded multipliers may have prematurely stalled progress of the algorithm. The following example is also interesting:
We experimented with a very simple, but related model. In this model, the firms only move simultaneously, and each time they must choose a price (no option to wait). All other rules remain the same. The equations for the NCP are:
This model has exactly two equilibria, if we keep the same payoff structure and discount factor as before: both firms set the price to 1 with probability 1, or to 0 with probability 1 (and associated payoffs are 25 and 0 respectively). Even on this problem loqo fails from a few starting points (though not from as many as for the full model). One such starting point sets the payoff variable to 70 and all probabilities to .14 (and starting slacks set to .0001). With this starting point, as before loqo runs out of iterations and the dual objective function explodes. After 500 iterations the point loqo has reached is payoff = 23.03, s = .09 .52 −1.77e −17 .03 .13 .09 .1 .
It is immediately clear that loqo was moving towards one of the equilibria (price = 1, payoff = 25), when it stalled. This is even more interesting than the previous example. In some (rare) cases loqo can have numerical difficulties near a solution, for various reasons. In this case it did not get stuck near a solution, or near the starting point. It got stuck somewhere in between, while moving in the direction of a solution. This argues still more strongly in favour of unbounded duals causing difficulties (though this is not to say that there aren't other complicating factors involved, which are demonstrated below).
We also looked at the simpler model which is analysed in [17] , [18] and [19] . In this model the firms always alternate their moves, and here too there is no option to wait. Thus each round one firm is moving, and the other is committed to its price from the previous round. We ran this model on loqo, and failure was still common for many starting points. This time, the summation formulation was clearly better than the pairwise, though it too still failed for various starting points (the pairwise failed almost everywhere). This is not surprising behaviour, as the summation formulation can indeed be better in the presence of unbounded multipliers, as then there are fewer multipliers that can go to ∞ (and hence fewer slack variables which become small).
5.1. Solving the problem using penalty methods. The 1 and ∞ penalty methods worked very well on all three models discussed (the main model, as well as the alternating-move and simultaneous-move models). Both methods work for almost all starting points, including starting slack values. They fail on only two (rare) occasions:
1. If the starting slack value is very small (as mentioned before, loqo can stall if slack variables get too close to 0).
2. From some starting points, the algorithm returns what might be called a "false" solution, i.e. a solution to the penalized problem which is infeasible for the true problem. Meaning in this case, all the constraints are satisfied except that the complementarity is positive. We knew this could happen, since these methods are not globally convergent. Still, this happens rarely, and changing the starting point just slightly generally fixes the problem.
We tried the modification of the penalty method (16) which adds an upper bound to the infeasibility of the complementarity constraint, and gradually tightens it as needed. For a few starting points from which we had been getting to a "false" optimum before, now we got to a true solution. But performance was actually worse for most starting points. In fact, setting k to .05 killed the algorithm completely. We also tried applying (17) (which forces the algorithm to keep the complementarity below k at all times), and this not surprisingly was even less successful.
In practice it appears best to leave the infeasibility unbounded above, and shift the starting point, if necessary, to get a true solution to the problem.
The findings just described are crucial. We have an example of a problem with bounded multipliers at the solutions (and which hence obeys constraint qualifications) on which, nonetheless, loqo fails from almost everywhere. The only explanation for this is the extreme nonconvexity of the problem, which is due to the problem having a large set of discrete equilibria (the discreteness arises from the strict complementarity of the solutions, which is typical for a game theoretic problem, as at equilibrium actions are rarely played with probability 0 if they are as good as the actions actually being played). Such a non-convex problem can have many locally-infeasible points. Definition
. , m).
Algorithms commonly get stuck on locally infeasible points, and to confirm that many locally feasible points were present, we also attempted to solve the problem by relaxing all the constraints (i.e. not just the complementarity constraints). Indeed, from most starting points we got non-zero solutions. This suggests that unbounded multipliers are not the only factor, or perhaps even the main factor, making our problem difficult. This is not very surprising, as unbounded multipliers can be expected to cause trouble only if a problem is already difficult for some reason. We know that penalty methods bound the multipliers, and that they can remove this extreme non-convexity may be explained as follows:
Our problem has the form
If we consider the ∞ method, the penalized problem in this case looks like:
Assuming g and h are well behaved, we expect (19) to have a continuous feasible set, indeed to obey standard constraint qualifications. In other words, (19) differs from (18) in that it removes the complicating constraint from (18). Thus the constraints in (19) can be expected to produce far fewer locally infeasible points than those in (18). (19) can of course produce "false" optima as described above, but these can only occur over the feasible set. That is, the region in which the algorithm can get stuck is much smaller for (19) than (18). (19) also bounds the multipliers, of course, so we believe this is a comprehensive explanation for why the penalty method is greatly superior to the direct approach on this problem. As there can be many kinds of equilibrium problems which produce large, discrete feasible sets (game theory being only one example), this indicates that penalty methods could be indispensable for solving MPEC's in general.
Other MPEC's
We also tested the efficacy of penalty methods on the MacMPEC test set found in ( [13] ). As these problems are mostly true MPEC's (i.e. with an objective function), two major issues were how to choose the initial value of the penalty parameter, and how to update it during the course of the algorithm. Using loqo, we chose to implement the ∞ penalty method to relax the complementarity constraints. The first step was to initialize the penalty parameter.
Initialization was done as follows: Given an initial value y o for the Lagrange multiplier of the bound constraint on the auxiliary variable ζ, and initial values y 1 , . . . , y m for all the other constraints, we set the initial value of the parameter ρ to be simply
The initial Lagrange multiplier estimates are obtained by solving the system
where H, A, h are as defined in Section 2. The system above is derived from the KKT system shown in Section 2, with µ set to 0. We emphasize that all the multiplier estimates (not just those for the complementarity constraints) are used in the calculation of the initial ρ. This is done to get a better estimate of the order of magnitude of the numbers in the problem. The perturbation variable is initialized at the value of the loqo option bndpush, which is also the initial value of all the slack variables. The default value of bndpush is 1.
The updating of the penalty parameter occurs whenever the algorithm is approaching optimality with a scaled perturbation, ζ, that is greater than 10 −6 . The scaling of the perturbation is done as follows:
The scaled perturbation is used as a better measure of what constitutes "0" given the magnitude of the numbers in the problem.
When ζ > 10 −6 at the conclusion of the algorithm, the penalty parameter and the dual variable associated with the bound on the perturbation are updated:
After the update, the algorithm continues to make progress from the previous values for all other variables, thereby performing a "warm start". Updating the dual variable as given ensures that dual feasibility will be maintained.
Note that at present we do not have a way to deal with the situation where loqo fails to find a solution at all (i.e. even a "false" optimum) for too small a value of the penalty parameter. An example of this behaviour is mentioned in the numerical results below. It will require further investigation. 6.1. Numerical Results. We tried our algorithm on two test-sets: the MacMPEC test-set already mentioned (found at [13] ), and a testset, described in [5] , of pure complementarity problems which have usually been regarded as difficult for complementarity solvers. We were able to solve almost all the problems successfully. Moreover, our technique for estimating the initial value of the penalty parameter proved quite effective. The full results are given in the appendix. We give not only the results for loqo, but for sake of comparison, the results for a standard SQP solver, filter (see [9] for details on filter). As reported in [8] , filter also appears to be quite successful, particularly on the MacMPEC set. Now we mention those few problems which did cause some difficulties for loqo. There were seven such problems in the MacMPEC set, labeled as ex9.2.2, ralph1, scholtes4, ralph2, siouxfls1, water-net and water-FL. ralph2 is the problem min x 2 − y 2 − 4xy s.t. xy = 0, x ≥ 0, y ≥ 0.
The ∞ penalty method applied to this problem results in the penalized problem min x 2 − y 2 − 4xy + ρζ s.t. xy ≤ ζ, x ≥ 0, y ≥ 0, which may be rewritten as
It can be seen by inspection that for ρ < 2, making xand y arbitrarily large while keeping x = y, and keeping ζ = xy, makes the objective function arbirtrarily small while staying within the feasible set. In other words, the penalized problem is unbounded for too small a value of the penalty parameter. As a result, loqo might not return a solution, and our method as outlined would stall. In this case increasing ρ to be at least 2 resolves the issue. But as yet we have not found a way to handle the situation in general in which too small a penalty might produce an unbounded (or otherwise badly-behaved) problem. Not to mention cases where the penalized problem can remain badly-behaved for any finite value of the penalty. This is all the subject of future research.
ralph1 is the problem min 2x − y s.t. y(y − x) = 0,
The KKT conditions are
(plus the complementarity conditions).
It is clear by inspection that the point (0, 0) is the unique solution to this problem. But substituting 0 for y in the second equation above yields
where µ 1 and µ 2 are nonnegative multipliers as they correspond to inequality constraints. Thus the KKT system has no solution at the point (0, 0).
The penalized version of the above problem is
(plus complementarity conditions).
Again it is the case that at the point (0, 0) there is no nonnegative solution for (µ 1 , µ 2 ), for any value of the penalty. Hence any nonlinear solver which tries to find KKT points will run into trouble, and as noted in the appendix, loqo could not find the solution to this problem. Interestingly, what it did find was the point (0, ), with ζ = 1 4ρ 2 , for a fixed ρ, which does admit a KKT solution. As ρ gets large this solution will asymptotically converge to the non-KKT point (0, 0). In other words, the usually exact ∞ penalty function starts to resemble an inexact function (exactness of course cannot hold when no KKT solution exits). There is reason to think that this kind of behaviour may be observed in general:
If one has a penalized problem
where P (x) = 0 represents a feasible point, one may expect that as ρ gets very large, solutions to the above problem will have to converge to a point which locally minimizes P (x). Thus for a good enough starting point convergence to the solution to the original problem can be achieved, even if that solution is not a KKT point. Moreover, this would apply to problems in general with non-KKT points as solutions, not just MPEC's. In fact, we have observed the same behaviour for problem 13 of the Hock and Schittkowski test set [11] . We now prove this quickly under fairly general conditions. Theorem 3. Given the following nonlinear programming problem:
Let f (x) and h i (x) for all i be twice continuously differentiable. Let x * be a solution to the above problem. Suppose that x * is unique. Assume that ∇h(x * ) does not have full row rank, i.e. the problem does not satisfy linearly independent constraint qualifications. Let there be given a monotonic sequence 0 < ρ 1 < . . . < ρ k such that lim k→∞ ρ k = ∞ and let (x k , ζ k ) be the unique solution to the problem
Proof. By assumption, we have for all k,
In other words, {ζ k } is a monotonically decreasing sequence bounded from below, hence it converges to someζ. The first inequality above also gives us
Thus {f (x k )} is an increasing sequence. Since x * , 0 is feasible for (20), for any ρ k , we have
which implies {f (x k )} is bounded above. Hence {f (x k )} converges to some {f (x)}, and by the continuity of f , {x k } converges tox. We now only need to show thatζ = 0: (21) implies
This giveŝ
Sinceζ = 0, it follows thatx must be feasible. Since {f (x k )} is bounded above by f (x * ), we have f (x) ≤ f (x * ). Thereforex = x * , since x * is by assumption the only solution to our problem.
All that is required for this theorem to be applicable in some neighbourhood of a solution is that the sequence of penalized problems have KKT solutions. This can be ensured if the constraint gradient matrix for the penalized problems is nonsingular, and this can be guaranteed for the 1 penalty function (see the next Section).
The problems ex9.2.2 and scholtes4, like ralph1 also do not have KKT points and similarly allow for only approximate answers. We note that these three problems have non-strict solutions (the extra linear dependence is what keeps multipliers from existing), but the nonstrictness as such did not cause any problems for the penalty method. Indeed, there are over 50 problems in the MacMPEC set which have at least one non-strict pair, and with the exception of the ones just described, the penalty method solved them all. This is in contrast to what happens when loqo is used to solve the problems directly, without relaxation. In that case three non-strict problems (tap-09, tap-15, and qpec2), which do have KKT solutions, caused difficulties. These are examples of rank-deficiency (which occurs in non-strict problems, as shown in Section 3) hurting an interior-point method for numerical reasons. The penalty method avoids the issue of rank deficiency altogether by keeping all multipliers within the system (and bounded). The problems siouxfls1,water-FL and water-net are rank-deficient even after relaxation, i.e. the non-complementarity constraints are not wellbehaved. Hence trouble with these problems is not surprising.
The other test set (of pure complementarity problems) consisted of 11 models. Of these we solved 8, with minor adjustments as needed (described in the appendix). One model had serious errors which caused the ampl processor to fail, and the two problems on which genuine failure occurred had functions which were not differentiable at some point. This can cause serious numerical difficulties for an interior-point method.
Thus the numerical evidence shows that penalty methods, in conjunction with an interior-point solver, can successfully resolve the difficulties posed by equilibrium constraints. In one framework we are able to deal with strict and non-strict problems, and even problems without KKT solutions. Moreover our implementation does not even require that the multipliers at the solution be unique, merely bounded. This is due, we surmise, to the property that interior-point methods have of going to the centre of the face of solutions. And we have some numerical evidence for this. Consider, for example, the problem tap-15: the optimal value of the penalty parameter was 1000. There were 83 complementarity constraints, and their optimal multipliers summed to 994, with all of them having values between 9 and 12, and most of them being almost equal. In other words, the algorithm really did go to the centre of the face of optimal solutions.
Penalty Methods for Nonlinear Programming
In the previous section, we showed that penalty methods can aid in finding the optimal solution when no KKT point exists. It can be seen from the proof of Theorem 3 that this property applies in general to NLPs. In this section, we outline two more issues that can be resolved using penalty methods in the context of general NLP.
7.1. Jamming in Interior-Point Methods. A problem that interiorpoint methods such as loqo have experienced in the past is that of jamming. Jamming occurs when variables that must be kept nonnegative (in loqo's case, the slack variables) attain a value of 0 and the descent direction followed by the algorithm in the next iteration would make them negative. In this situation an interior-point method is forced to cut its steplength to 0 and the algorithm stalls. In [3] it is shown that jamming will not occur in loqo for non-degenerate problems (i.e. problems with strict complementarity throughout between slack and dual variables) if the constraint gradient matrix for a particular subset of the constraints is nonsingular. We now show that the use of the 1 penalty method to relax all the constraints of a problem will ensure that this is always the case.
(In what follows, once again as is standard with the notation of interior-point methods, a capitalized variable name represents a diagonal matrix whose elements are the coordinates of the corresponding vector variable; Z will be used for a capital ζ.)
For simplicity of notation we will consider problems of the form
Theorem 4. Assuming (22) is non-degenerate as defined above, loqo will not jam in the sense of [3] if the 1 penalty method is applied.
Proof. We relax each constraint with a separate auxiliary variable to obtain the penalized problem
The auxiliary variables are then treated like slack variables and put in the barrier function:
The constraint gradient matrix of (24) is
which will always be nonsingular.
We then add a slack variable to each of the original constraints and put them in the barrier function as usual:
The Lagrangian for the above problem is
The second equation of the above system may be rewritten as
which in turn is equivalent to
Similarly the third equation is equivalent to
We note that the second condition implies that the auxiliary variables ζ be nonnegative at all times, and that the penalty parameter ρ be larger than the largest multiplier at all times (this can be done by simply choosing ρ in each iteration to be at least as large as the largest current value of the dual variables-if the duals remain bounded, which is a standard assumption, then ρ will remain finite). In that case, the system above will converge to the true system (for (22)) as θ 1 , θ 2 −→ 0 if ζ −→ 0 as well. And, Newton s method applied to this system will not jam. This conclusion is valid because the KKT system for (25) is the system that is obtained for the barrier problem applied to (24) for any particular value of θ 1 . (24) is an optimization problem with, as already noted, a nonsingular constraint gradient matrix at all times. This along with the nondegeneracy assumption meets the requirements of the anti-jamming theorem in [3] . Finally, it can be seen that the nonnegative variables ζ will not "jam" either against their boundaries: The Newton system for the KKT system to (25) will produce the equation (ρI − Y )∆ζ − ζ∆y = θ 1 e, which implies that if ζ = 0, ∆ζ > 0.
Note that the above conclusion will not hold if the ∞ penalty method is used. This is an important theoretical distinction between the two exact penalty methods.
Infeasibility Detection.
A further use of penalty methods is in infeasibility detection, meaning the identification of a point as locally infeasible. For this purpose, of course, all constraints in a problem need to be relaxed. We did so for one of the problems in the MacMPEC test set which is known to be infeasible, pack-rig2c-16, using the ∞ penalty function. We obtained the following results: penalty optimal perturbation 10 1.102629E-01 100
1.270534E-01 1000
1.026225E-01 10000 1.026297E-01 Not unexpectedly, the algorithm reaches a point where it is unable to improve feasibility any further, regardless of how large it makes the penalty. Thus relaxing all constraints provides a way to identify local infeasibility as the cause for an algorithm to stall. And we plan to implement this as an "elastic mode" for loqo in the future, to do exactly that.
Conclusion
In this paper we discussed the question of solving an MPEC as a nonlinear program. This poses theoretical difficulties, both in terms of unbounded Lagrange multipliers at a solution, and often, a discrete feasible set resulting in extreme non-convexity. We gave an example where these difficulties have a real effect and showed that penalty methods can resolve these difficulties in theory, and do so in practice for our example. We went on to implement a version of the penalty method with the interior-point code loqo, which successfully solved almost all the problems in two standard test-sets. Furthermore, our penalty method solved some problems elegantly which before had required an ad-hoc approach. The clear conclusion is that penalty methods appear to be a good way to solve MPEC's and equilibrium problems in general using nonlinear solvers. We have even shown that the 1 penalty method can actually resolve a general difficulty that interior-point methods such as loqo have experienced in the past. Thus the utility of penalty methods potentially extends far beyond equilibrium problems.
With regards to equilibrium problems, a robust tool for computing equilibria can render difficult but important questions tractable, and open up a vast number of areas for application. In particular, the stability of equilibria and the dynamics of systems in the vicinity of equilibria can be studied more successfully if the equilibria can actually be found. In terms of applications, game theory is both a source of some of the hardest equilibrium problems (such as the one presented here), and a subject of intense scrutiny at present because of its applicability to many important areas. The energy sector is one such area, while another is auctions. Auctions are becoming increasingly important, both in public sector activities, e.g. spectrum auctions for wireless companies, and in the private sector, for instance in business-to-business e-commerce. Thus there should be an abundance of important, realistic problems to consider. 8.1. Acknowledgement. We would like to thank Sven Leyffer for providing us with the filter code for use in comparative testing. Appendix A. Performance of other nonlinear codes on the main (game theory) model
We tested the main model on some of the nonlinear codes on the NEOS server (www-neos.mcs.anl.gov/neos/). A naive type of starting point was used in which all the probabilities are set to the same number (b/w 0 and 1) and all the payoff variables are set to the same number. The results were as follows: Appendix B. Performance of penalty methods on other MPEC's For the numerical testing, the two solvers used were: loqo (Version 6.04) (see [20] for details) and filterMPEC (Version 20020621) (see [9] ). The test problems come from the MacMPEC test suite by Leyffer ([13] ) and the set described in [5] by Ferris, and all were formulated in ampl. All testing was conducted on a Dell Workstation running Red Hat Linux 9 with 5GB of main memory and 864MHz clock speed. Results of comparative testing are provided in the tables below. This information is intended to display the relative robustness of the codes. Runtimes are not included in the comparison because of two reasons: (1) Most of the problems are solved in under 0.01 CPU seconds by both solvers, and (2) the solvers were compiled using different compilers (loqo with GNU compiler gcc, and filter using Intel compilers) which can lead to significant differences in runtimes. The first set of tables pertain only to loqo's performance on the MacMPEC set, as some of the information displayed there is not relevant for the comparison to filter. The next set of tables compare loqo and filter on the MacMPEC set, and the last group of tables show the results on the Ferris set for both solvers. 1.00E+02 1.00E+02 - †means the starting slack values in loqo had to be set to .1, except for bar-truss-3, for which they were set to 100 - ‡ means the problem was listed as infeasible in the original testset - ‡ ‡ means the problem is rank-deficient, a common source of difficulty for interior-point methods - † ‡ : the initial estimate for the penalty parameter was 1.00E+05, for which loqo was unable to obtain a solution; the solution was obtained by manually setting the penalty at 10 and setting starting slacks to .1 - † † : as described before, this problem is unbounded for penalty < 2; loqo solves it easily if the penalty is set to be greater than 2 - * † : means loqo had trouble obtaining accuracy on the problem as the solution it was trying to find is not a KKT point 
