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We prove uniform Ancona-Gouëzel-Lalley inequalities for an extension by a hy-
perbolic group G of a Markov map which allows to deduce that the visual bound-
ary of the group and the Martin boundary are Hölder equivalent. As applica-
tion, we identify the set of minimal conformal measures of a regular cover of a
convex-cocompact CAT(-1)-manifold with the visual boundary of the covering
group, provided that this group is hyperbolic.
1 Introduction and statement of main results
A standard approach for the encoding of the behaviour at infinity of a transient random walk
is to analyse the positive harmonic functions of the associated Markov operator. As observed
by Martin in the context of partial differential equations ([23]), these harmonic functions also
have a topological description through potential theory. Namely, the harmonic functions are
related to possible limits of the Green kernel at infinity, and hence, to the boundary of the
minimal compactification such that the Green kernel extends to a continuous function on
this new domain. However, as the construction only requires a well-defined Green function,
it is applicable in a wide range of situations, from elliptic equations and transient Markov
processes to conformal densities on CAT(-1)-spaces (see, e.g., [24, 26, 27]). However, due to
the generality of the approach, the explicit description of this Martin boundary for specific
situations is often non-trivial. To give two examples of those explicit characterizations in the
context of simple random walks on discrete groups, the Martin boundary of Zd is a singleton
whereas the one of the free group coincides with its visual boundary (see, e.g., [33]).
The other fundamental objects of this article are metric spaces which are hyperbolic in
the sense of Gromov. The abstract definition of these spaces requires a uniform estimate of
the Gromov product (see Section 4), which can be reduced to a simple geometric property if
the space is a geodesic space. That is, a geodesic space is δ-hyperbolic if each side of an ar-
bitrary triangle is always contained in the δ-neighbourhoods of the other two. Furthermore,
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each Gromov hyperbolic space comes with its visual boundary, which abstractly is defined
through the asymptotic behaviour of the Gromov product (see Section 5), but also can be de-
fined through geometric data coming from Busemann’s function in case of a geodesic space
(see [9]). Due to this second characterisation and the fact that the boundary comes with a
natural metric, the visual boundary today is the standard tool for encoding and analysing the
behaviour of geodesics and horospherical foliations.
However, even though these boundary constructions differ completely as the first is based
on abstract potential theory whereas the second uses geometric phenomena, it is known
since the works of Ancona in [4] on elliptic operators on negatively curved manifolds and
Gouëzel-Lalley in [17, 15] for symmetric, simple random walks on hyperbolic groups that the
Martin and the visual boundary coincide in these cases. Ancona’s contribution, from a gen-
eral viewpoint, is a strategy of proof, which allows to deduce a geometric description of the
Martin boundary through minimal harmonic functions from the so called Ancona inequali-
ties, whereas the work of Gouëzel and Lalley provides us with an argument which allows to
obtain uniform Ancona inequalities and a relation between the Green kernel and the Gromov
product (see Theorems A and 4.6 for the setting in here). A further geometrization related to
simple random walks is due to Kaimanovich ([20]), who proved that the visual boundary of
a Gromov hyperbolic group coincides with the Poisson boundary, that is the set of bounded
harmonic functions. However, it is worth noting that, even though the statements are similar,
the method of proof in [20] is based on a submultiplicative ergodic theorem (see, also, [21])
and therefore is applicable also to random walks whose transitions neither have to be sym-
metric nor finitely supported (for transitions with exponential tails, see [16]). On the other
hand, as the method of Gouëzel and Lalley allows to study ρ-harmonic functions, where
1/ρ Ê 1 is the radius of convergence of the Green function, these seemingly weaker results
(in the generality of the results in here) give rise to applications to regular covers of negatively
curved manifolds at their intrinsic exponent of convergence as in Theorem D below.
We now proceed with the setting and the statement of our main results. Throughout, we
assume that θ : (Σ,µ)→ (Σ,µ) is a probability preserving, topologically mixing and noninvert-
ible Markov map of a standard probability space with respect to a finite partition such that
logdµ◦θ/dµ has a Hölder continuous representative (see Definitions 2.1 and 2.2). Further-
more, we throughout assume that G is a discrete group and that κ : Σ→G is constant on the
atoms of the Markov partition. The extension of θ by G , or group extension for short, is then
defined by
T :Σ×G →Σ×G , (x, g )→ (θ(x), gκ(x))),
and is the key object of this article. Observe that, as µ is θ-invariant, the product of µ and the
Haar measure on G is T -invariant. In particular, the transfer operator associated to T can be
written as, for f :Σ×G →R in a suitable function space,
L ( f )(x, g )= ∑
T (y,h)=(x,g )
dµ
dµ◦θ (y) f (y,h)
and satisfies L (1) = 1. It is worth noting here that group extensions are random walks with
dependent increments by identifying µ
({
x ∈Σ : T n(x, g ) ∈Σ× {h}}) with the probability of a
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transition from g ∈ G to h ∈ G in time n. Moreover, as each simple random walk can be
identified with a group extension, group extensions of Markov maps with finite partitions
generalise simple random walks with respect to a finitely supported transition rule.
We now return to the general group extensions o Markov maps. In this setting, the Green
function is no longer a function but an operator defined by
Gr ( f ) :=
∞∑
n=0
r nL n( f ),
where f is an element of a suitable function space (see Proposition 3.1) and r < 1/ρ, where
1/ρ is the radius of convergence of r 7→ Gr (1Σ×{id})(x, id). Furthermore, observe that, by gen-
eral ergodic theory, the operator Gr can be extended to r = 1/ρ, provided that the map T is
totally dissipative.
We are now in position to specify the main objective of this article. That is, we are inter-
ested in relating the Martin boundary, that is the possible limits of Gr ( f )(zn)/Gr (1Σ×{id})(zn)
with the visual boundary of G , where G is Gromov hyperbolic and 1≤ r ≤ 1/r . As a first step,
we prove a uniform Ancona-Gouëzel-Lalley inequality. That is, by combining the first part
of Theorem 4.6 with Remark 4.2 one obtains the first main result which states that the Green
operator is almost multiplicative along geodesics. For ease of exposition, the statement here
is formulated in the presence of geodesics.
Theorem A. Assume that G is a non-elementary and word hyperbolic group, that T is a topo-
logically transitive and thatGR (1Σ×{g })( · , id)³GR (1Σ×{id})( · , g ). Then for any D > 0 and g , z,h ∈
G such that the distance between z and the geodesic segment [g ,h] is smaller than D, and any
r ∈ [1,1/ρ],
Gr (1Σ×{h})( · , g )³Gr (1Σ×{h})( · , z)Gr (1Σ×{z})( · , g ).
The proof of this theorem makes use of the strategy of Gouëzel and Lalley in [17, 15]
adapted to the setting of group extensions, which required to develop a potential theory for
conformal and exzessive measures in order to perform the necessary substitution of subhar-
monic functions by exzessive measures (cf. Section 7). Moreover, again by following [17, 15],
it is possible to obtain an estimate for the fluctuations of the Green operator through the
Gromov product (see the second part of Theorem 4.6).
The multiplicative estimate in Theorem A is probably the key result in here, as it allows
to employ Ancona’s argument in order to obtain a geometric characterisation of the Martin
boundary and the arguments in [17] to prove Hölder continuity of the Green kernel. The
Martin boundary associated to general transient Markov shifts was introduced by Shwartz in
[30] and is similar to the well-known construction based on Markov operators from proba-
bility theory, even though the building blocks of the boundary are σ-finite conformal mea-
sures instead of positive harmonic functions. In the context of group extensions, the Martin
boundary is defined by
Mr :=
{
(x, g ) ∈Σ×G : T n(x, g )→∞, lim
n→∞
Gr (1Σ×{h})(T n(x, g ))
Gr (1Σ×{id})(T n(x, g ))
exists for all h ∈G
}/
∼
where T n(x, g )→∞ means that (T n(x, g )) leaves any compact set and (x, g )∼ (x˜, g˜ ) that the
limits in the definition coincide for all h ∈G . We also remark that our definition differs slightly
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from the ones by Shwartz in [30, 29] where the defining class of functions is a dense subset
of the set of Hölder functions with compact support instead of {1Σ×{h} : h ∈G} as in our defi-
nition. We also would like to point our that similar results to Theorems A and B recently and
independently were obtained by Shwartz in [29] for the more general setting of locally finite
shifts which carry the structure of a hyperbolic graph. However, the method in there does not
allow to include the case r = 1/ρ.
Our second principal result characterisesMr geometrically and reveals that the local in-
fluence of Σ vanishes as T n(x, g )→∞.
Theorem B. Under the assumptions of Theorem A and for any 1≤ r ≤ 1/ρ, the following holds.
For each sequence (ξn) in G converging to σ in the visual boundary ∂G, the limit
µσ( f ) := lim
n→∞
Gr ( f )(x,ξn)
Gr (1Σ×{id})(x,ξn)
exists for each Hölder function f with compact support, the limit only depends on σ and µσ is
a minimal conformal measure. Furthermore, the map σ→ µσ is a bijection from ∂G to the set
of minimal conformal measures.
In fact, we prove more. Theorem 5.2 also gives important application of the above identi-
fication like a representation of any conformal measure as a convex combination of minimal
ones and the exponential decay of Gr (1Σ×{g }), that is
limsup
n→∞
max
y∈Σ,|γ|=n
n
√
Gr (1Σ×{g })
(
y,γ
)< 1.
Furthermore, it also follows easily Theorem 5.2 that there is a bijection from ∂G toMr . How-
ever, by a refinement of Theorem A, one obtains a Hölder continuous version of this state-
ment (see Theorem 5.4).
Theorem C. Under the assumptions of Theorem A and for any 1 ≤ r ≤ 1/ρ, the map ∂G →
Mr induced by σ→ µσ is a Hölder continuous bijection with Hölder continuous inverse with
respect to a different exponent.
The above results have the following, canonical application to regular covers of convex-
cocompact geodesic spaces through the coding construction in [8]. We recall the definition
of a regular cover in our setting. Assume that X is a CAT(-1)-space (see, e.g., [11]) and that Γ is
a discrete subgroup of the isometries of X which acts convex-cocompactly on X . Then, as it
is well-known, X /G is a local CAT(-1)-space with compact convex core. Now assume that Y is
a cover of X /G . We then refer to Y as a regular cover if there exists a normal subgroup N of Γ
such that X /N and Y are isometric. In this setting, the above provides a complete description
of the space of δ(N )-conformal measures for N (for details and the proof, see Theorem 6.2).
The following theorem both complements and extends the recent result by Shwartz in [29]
for cocompact Fuchsian groups and s-conformal measures with s > δ(N ).
Theorem D. Assume that N is non-elementary, that G := Γ/N is word hyperbolic and that the
geodesic flow associated with X /N is topologically transitive. Then the set of minimal, δ(N )-
conformal measures and ∂G coincide.
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This result might be seen as a further contribution to a list of analogies between the er-
godic behaviour of the geodesic flow on regular covers and random walks on the covering
group. Namely, even though there does not exist a complete dictionary, there are several par-
allel results, like Rees’ version of Polya’s result on the transience of the simple random walk
for Zd -covers ([25]), or Brooks’ amenability criterium ([6]) in the sprit of Kesten ([22]).
2 Group extensions of Markov maps
Recall that a Markov map (or Markov fibred systems) is defined as follows (see, e.g. [2, 1]).
Definition 2.1. Suppose that (Ω,B,µ) is a standard probability space and α is an at most
countable partition ofΩ into measurable sets of strictly positive measure. We refer to (Ω,θ,µ,α)
as a Markov map if, for all a,b ∈α,
(i) θ|a : a → θ(a) is invertible, bimeasurable and non-singular,
(ii) either µ(a∩θ(b))= 0 or µ(a∩ (θ(b))c)= 0,
(iii) and, for αn :=
{
a1∩θ−1a2 · · ·∩θn−1an : ai ∈α, i = 1, . . . ,n
}
, the σ-algebra generated by
{αn : n > 0} is equal toB up to sets of measure 0.
Each Markov fibred system is a factor of a topological Markov chain (Σ,θ) where θ is the
left shift σ acting on
Σ := {(ai : i ∈N) : ai ∈α and µ(ai+1)∩θ(ai ))> 0∀i = 1,2, . . .}
which can be deduced from the following. Set W 1 := α, and for wi ∈ W 1 (i = 1, . . . ,n) we say
that w = (w1 . . . wn) is an admissible word of length n if θ(wi ) ⊃ wi+1 for i = 1, . . . ,n−1. The
set of admissible words of length n will be denoted by W n , the length of w ∈ W n by |w | and
the set of all admissible words by W ∞ =⋃nW n . Then
W n →αn , (w1 . . . wn) 7→ [w1 . . . wn] :=
n⋂
k=1
θ−k+1(wk ) (1)
defines a bijection between W n and αn . Moreover, (1) combined with (iii) in Definition 2.1
allows to lift µ to a probability measure µ∗ on Σ such that the limit of (1) as n tends to in-
finity defines a measure theoretical isomorphism between (Σ,µ∗) and (Ω,µ) which extends
to a conjugation of (Σ,µ∗,σ) and (Ω,µ,θ). Therefore, by abuse of notation, we identify both
systems with (Σ,µ,θ,α).
An important consequence of this identification is that it allows to effectively describe
the preimage structure and induces a topology onΣ such that θ is uniformly expanding. That
is, each w ∈W n can be identified with an inverse branch of θn as follows. Since θn maps [w]
injectively onto its image, its inverse τw : θn([w])→ [w] is well defined and by (i) in Definition
2.1,
0<ϕw (x) := dµ◦τw
dµ
(x)<∞
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for µ-a.e. x ∈ θn([w]). Furthermore, Σ comes with a canonical topology generated by {[w] :
w ∈ W ∞} which coincides with the topology induced by the metric dr defined by, for any
r ∈ (0,1),
dr ((xi ), (yi )) := r min{i :xi 6=yi }.
The topology allows to define topological transitivity and mixing as follows. We refer to (Σ,θ)
as topologically transitive if for all a,b ∈ α, there exists na,b ∈ N such that µ(θna,b (a)∩b) > 0
and as topologically mixing if for all a,b ∈ α, there exists Na,b ∈N such that µ(θn(a)∩b) > 0
for all n ≥Na,b .
Definition 2.2. We refer to the Markov map (Σ,θ,µ,α) as a Gibbs-Markov map of finite type
if α is finite, (Σ,θ) is topologically mixing and there exists C > 0, r ∈ (0,1) such that, for all
w ∈W ∞ and a.e. x, y ∈ X , ∣∣logϕw (x)− logϕw (y)∣∣≤C dr (x, y).
The key feature of a the Gibbs-Markov property stems from the fact that the transfer op-
eratorLθ : L
1(µ)→ L1(µ) of θ, which is defined as the dual of Uθ : L∞(µ)→ L∞(µ), f 7→ f ◦θ
and can be written as
Lθ( f ) :=
∑
w∈W
ϕw f ◦τw ,
acts with a spectral gap on the space of Hölder continuous functions. This implies that there
exists a unique invariant probability m absolutely continuous with respect to µ and, in par-
ticular, that logdm/dµ is Hölder continuous and (Σ,θ,m,α) also has the Gibbs-Markov prop-
erty (see [2, 1, 28]).
Now suppose that G is a discrete group and that κ :Σ→G is a map such that κ is measur-
able with respect to α. We then refer to the skew product
T :Σ×G →Σ×G , (x, g )→ (θ(x), gκ(x)))
as a group extension. Furthermore, observe that κn : Σ→G , x 7→ κ(x) ·κ(θ(x)) · · ·κ(θn−1(x))
is measurable with respect to αn . Therefore, for w ∈ W n , we define κw as κw := κn(x) for
some x ∈ [w]. Moreover, by a slight abuse of notation, let τw also refer to the inverse branch
of T n on [w, g ]. That is τw (x, g ) := (τw (x), gκ−1w ), whenever τw (x) is well defined (i. e., x ∈
θn([x])). Moreover, for f :Σ×G →R, set fw (x, g ) := f ◦τw (x, g ) for x ∈ θn([x]) and fw (x, g )= 0
otherwise. The iterates of the transfer operator associated with the group extensions now can
be written in short form as
L n( f )(x, g ) := ∑
v∈W n
ϕv (x) fv (x, g ).
The following Lemma provides an important estimate for the distortion of the iterates ofL .
Lemma 2.3. Suppose that T is a topologically transitive extension of a Gibbs-Markov map θ
of finite type. Then, for each h ∈G, there exist Kh > 0 and Nh ∈N with the following property.
For all x, x˜ ∈Σ, g , g˜ ∈G with h = g−1g˜ , m ∈N, L ≥ 0 and f :Σ×G → [0,∞) such that, for z, z˜ in
the same cylinder of length m, either f (z)= f (z˜)= 0 or ∣∣ f (z)/ f (z˜)−1∣∣≤ L, there exists k ≤Nh
such that for all n ≥m
L n( f )(x, g )≤ (K g˜−1g (L+1))L n+k ( f )(x˜, g˜ ).
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Proof. If g = g˜ and x, x˜ are in the same cylinder and n ≥m, then∣∣L n( f )(x, g )−L n( f )(x˜, g˜ )∣∣
≤ ∑
v∈W n
∣∣(ϕv (x)−ϕv (x˜)) fv (x, g )∣∣+ ∑
v∈W n
ϕv (x˜)
∣∣( fv (x, g )− fv (x˜, g ))∣∣
≤Cϕdr (x, x˜)
∑
v∈W n
ϕv (x)| fv (x, g )|+Cϕ
∑
v∈W n
ϕv (x)| fv (x, g )| ·
∣∣∣1− fv (x˜,g )fv (x,g ) ∣∣∣
≤Cϕ
(
dr (x, x˜)+ sup
v∈W n
∣∣∣1− fv (x˜,g )fv (x,g ) ∣∣∣
)
L n( f )(x, g )≤Cϕ(1+L)L n( f )(x, g ).
Now assume that x, x˜ are not in the same cylinder. Then, by transitivity, there exists y in the
same cylinder as x and k ∈N such that T k (y, g ) = (x˜, g ), or, equivalently, there exists v ∈ W k
with (y, g )= τv (x˜, g ). Hence, by the above,
L n+k ( f )(x˜, g )≥ϕv (x˜)L n( f )(y, g )≥ ϕv (x˜)
1+Cϕ(L+1)
L n( f )(x, g ).
Moreover, as θ is of finite type, v ∈ W k can be chosen within a finite set, which proves the
assertion for (x, g ) and (x˜, g ) with respect to Kid+KidL, for some Kid sufficiently large. The
proof of the general case is almost the same: For (x˜, g˜ ), there exists by transitivity w ∈ W k
such that gκk (w) = g˜ and x˜ ∈ θk ([w]). As θ is of finite type and κw = g−1g˜ , w again can be
chosen from a finite set. Moreover, τw (x˜, g˜ ) ∈ Σ× {g }. Hence, by the above, for some l ≤ Nid
and any n ≥m,
L n+k+l ( f )(x˜, g˜ )≥ϕw (x˜)L n+l ( f )(τw (x˜), g )≥ ϕw (x˜)
Kid+KidL
L n( f )(x, g ).
The assertion of the Lemma then follows from this.
3 The Green operator
In analogy to the Green functions in the theory of random walks, we formally define a family
of operators by
Gr :=
∞∑
n=0
r nL n .
In order to be able to specify invariant function spaces, first observe that by invariance of µ,
we have that L (1) = 1 and hence, Gr (1) = (1− r )−11 for r ∈ [0,1). However, Gr might act on
functions with compact support for some r ≥ 1. In order to determine the critical value for
this action, set R := 1/ρ, where
ρ := limsup
n
n
√
L n(Xg )(x,h) with Xg := 1Σ×{g }.
Observe that, by transitivity, ρ does not depend on g ,h ∈G and x ∈ Σ. In particular, Gr (Xg )
is a finite function for each g ∈ G and 0 ≤ r < R by Hadamard’s formula for the radius of
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convergence of a power series. Hence, if ρ < 1 (which holds if G is nonamenable, see [31]), we
have to consider values of r bigger than 1.
The main idea behind the construction of an invariant space is to consider functions,
whose local Hölder coefficients are non-constant and dominated by positive eigenfunctions
of L . That is, for α > 0 and f : Σ×G → R, we define a function Dα( f ) : X → [0,∞] which is
constant on cylinders of length 1 by
Dα( f )(z, g ) := sup
x,y∈[a,g ]
∣∣ f (x)− f (y)∣∣
d(x, y)α
for all z ∈ [a].
Furthermore, we refer to Eρ as the set of all positive, Hölder continuous ρ-subharmonic func-
tions, that is Eρ :=
{
h : ‖Dα(h)‖∞ <∞,h > 0,L (h)≤ ρh
}
, which is non-empty for α equal to
the Hölder exponent of logϕ if |W | <∞ by the main result in [32]. We are now in position to
define the following spaces of Hölder continuous and locally Hölder continuous functions.
Hα :=
{
f : X →R
∣∣∣‖ f ‖∞ <∞,‖Dα( f )‖∞ <∞}
H loc :=
{
f : X →R
∣∣∣∃h ∈ Eρ s.t. ∣∣ f ∣∣≤ h,Dα( f )≤ h}
Proposition 3.1. Suppose that ‖Dα(logϕ)‖∞ <∞ and thatLθ(1)= 1. Then Gr acts onHα as
a bounded operator with respect to ‖ · ‖∞+‖Dα(·)‖∞ for each r ∈ [0,1). For r ∈ [0,R), Gr acts
onH loc and there exists a constant C > 0 such that, for all f ∈H loc and h ∈ Eρ with | f | ≤ h and
Dα( f )≤ h,
|Gr ( f )| ≤ R
R− r h, Dα(Gr ( f ))≤
C R
R− r h.
Proof. For r < 1 and f ∈Hα, we have that
‖Gr ( f )‖∞ ≤ ‖ f ‖∞‖Gr (1)‖∞ = ‖ f ‖∞
∑
n
r n = ‖ f ‖∞(1− r )−1.
It remains to show for the first part that ‖Dα(Gr ( f ))‖∞ <∞. In order to do so, assume that
x, y ∈ [v] for some v ∈ W 1 and recall that, by the Gibbs-Markov property, there exists Cϕ,
independent of x, y and w ∈W n such that |1−ϕw (x)/ϕw (y)| ≤Cϕd(x, y)α andϕw (y)/ϕw (x)≤
Cϕ. Hence,∣∣Gr ( f )(x, g )−Gr ( f )(y, g )∣∣/d(x, y)α
≤ 1
d(x, y)α
∑
n∈N0,w∈W n
r n
∣∣ϕw (x)−ϕw (y)∣∣ | fw (x, g )|+ϕw (y) ∣∣ fw (x, g )− fw (y, g )∣∣
≤ ∑
n∈N0,w∈W n
r nCϕϕw (y)‖ f ‖∞+ r
n
2αn
ϕw (y)‖Dα( f )‖∞ =
Cϕ
1− r ‖ f ‖∞+
1
1− r2α
‖Dα( f )‖∞.
Suppose that r <R and f ∈H loc. Then there is h ∈ Eρ with | f | ≤ h and Dα( f )≤ h, and
|Gr ( f )| ≤Gr (| f |)≤Gr (h)=
∞∑
n=0
r nL n(h)=
∞∑
n=0
(ρr )nh = R
R− r h.
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Hence, it remains to show that Dα(Gr ( f ))¿ h. By similar arguments, for x, y ∈ [v] for some
v ∈W 1, ∣∣Gr ( f )(x, g )−Gr ( f )(y, g )∣∣/d(x, y)α
≤ 1
d(x, y)α
∑
n∈N0,w∈W n
r n
∣∣ϕw (x)−ϕw (y)∣∣ | fw (x, g )|+ϕw (y) ∣∣ fw (x, g )− fw (y, g )∣∣
≤ ∑
n∈N0,w∈W n
r nCϕϕw (y)| fw (x, g )|+ r
n
2αn
ϕw (y)Dα( f )(τw (x)gκ
−1
w )
≤Cϕ
(
Gr (| f |)(x, g )+G2−αr (Dα( f ))(x, g )
)≤Cϕ ( R
R− r +
2αR
2αR− r
)
h(x, g ).
In order to extend the action further to r = R, we introduce the following notion of tran-
sience in analogy to the theory of random walks. Now suppose that µ is a non-singular mea-
sure on X with respect to T . We then refer to T as transient or ρ-transient ifGR (Xid)(x, id)<∞
for all x ∈Σ.
Proposition 3.2. Assume that T is a topologically transitive, ρ-transient extension of a Gibbs-
Markov map of finite type. Then, for f ∈H loc and A ⊂ G finite, we have that GR (XA) ∈ Eρ ,
GR (XA · f ) ∈H loc and
|GR (XA · f )| ≤ ‖XA · f ‖∞ ·GR (XA),
Dα(GR (XA · f ))≤Cϕ‖XA · f ‖∞GR (XA)+‖Dα(XA · f )‖∞G2−αR (XA).
Proof. It follows from Lemma 2.3 that GR (Xid)(x, g ) <∞ for all (x, g ) ∈G . As GR (Xid)(x, g ) is
left invariant under multiplication by elements of G , it follows thatGR (Xg )(x,h) is finite for all
h ∈G . Hence, GR (XA)(x,h)<∞ and, as it easily can be verified, GR (XA) ∈ Eρ . The remaining
assertions follow as in the proof above.
Remark 3.3 Recall that a group is non-amenable if a strong isoperimetric inequality holds,
that is
inf
{ |g A4A|
|A| : A ⊂G , |A| <∞
}
> 0.
Moreover, non-amenability implies that ρ < 1 by [31] and T : Σ×G → Σ×G can not be con-
servative and ergodic for any measure by a result of Zimmer ([35]) which implies that T is
transient (see, e.g., [32, Prop. 2]). Hence, if G is non-amenable, then R > 1 in Proposition 3.1
and the assertions of Proposition 3.2 hold.
As a consequence of Lemma 2.3, one immediately obtains the following independence of
Gr ( f )(x, g ) from x.
Lemma 3.4. Assume that T is a topologically transitive, ρ-transient extension of a Gibbs-
Markov map of finite type and that there are m ∈ N, L ≥ 0 and f : Σ×G → [0,∞) such that,
for z, z˜ in the same cylinder of length m, either f (z)= f (z˜)= 0 or ∣∣ f (z)/ f (z˜)−1∣∣≤ L. Then, for
1≤ r ≤R and f such that Gr ( f )(x, id)<∞,(
Kg−1h(L+1)
)−1
Gr ( f )(y,h)≤Gr ( f )(x, g )≤Kh−1g (L+1)Gr ( f )(y,h).
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Proof. It follows from Lemma 2.3 that, from some k ∈N,
Gr ( f )(x, g )=
∞∑
n=0
r nL n( f )(x, g )≤Kh−1g (L+1)
∞∑
n=0
r nL n+k ( f )(y,h)
= Kh
−1g (L+1)
r k
∞∑
n=k
r nL n( f )(y,h)≤Kh−1g (L+1)Gr ( f )(y,h).
The second part follows from interchanging the roles of (x, g ) and (y,h).
4 Ancona-Gouëzel inequalities for extensions by word hyperbolic
groups
Hyperbolic groups were introduced by Gromov ([18]) in order to unify the theory of groups
with a certain notion of negative curvature. In here, we exclusively consider the word metric
on G which we recall now. For a fixed, finite set g of generators for G , the word metric is
defined by
d(g ,h)=min{k : g a1 . . . ak = h or ha1 . . . ak = g ai ∈ g}.
In general, a metric space (G ,d) is a referred to as Gromov hyperbolic or δ-hyperbolic in the
sense of Gromov if (G ,d) is a geodesic space and there exists δ> 0 such that
(x · z)o ≥min
{
(x · y)o, (y · z)o
}−δ,
for all x, y, z,o ∈G . In here, (x · y)= (x · y)o refers to the Gromov product defined by
(x · y)o := 1
2
(d(x,o)+d(y,o)−d(x, y)). (2)
In this situation, as d is the word metric, one refers to G as word hyperbolic. Important fea-
tures of Gromov hyperbolic spaces are that triangles are 4δ-thin and that the Cayley graph of
G can be uniformly approximated by trees in the following sense (see Theorem 12 in [13]).
Lemma 4.1. Let (M ,d) be δ-hyperbolic and F ⊂ M with |F | ≤ 2k + 2 and o ∈ M. Then there
exists a finite, rooted tree T andΘ : F → T such that
(i) d(x,o)= d(Θ(x),Θ(o)) for all x ∈ F ,
(ii) d(x, y)−2kδ≤ d(Θ(x),Θ(y))≤ d(x, y) for all x, y ∈ F .
Remark 4.2 A further important property of hyperbolic groups is related to non-amenability
(see Rem. 3.3). First recall that a group G is elementary if G has a cyclic subgroup of fi-
nite index. Then, a world hyperbolic group is either elementary (and therefore amenable) or
non-elementary and non-amenable. This result is well known and can be deduced e.g. by
combining Theorem A in [7] with the observation that the distance between two elements in
G is uniformly bounded from below. Hence, Remark 3.3 implies that for any non-elementary,
word hyperbolic group G , the group extension T is transient and R > 1.
10
For extensions by hyperbolic groups, we now prove a strong version of Ancona’s inequal-
ity as in [17] and [15] in the setting of random walks. Therefore, we first consider the operator
Hr defined by
Hr ( f1, f2) :=Gr ( f1 ·Gr ( f2)).
Lemma 4.3. For r ∈ (0,R), Hr :H ×H loc →H loc. If T is transient, then HR (XA f1,XB f2) ∈H loc
for all fi ∈H and A,B ⊂G finite.
Proof. As Gr acts on H loc by Proposition 3.1, it remains to observe that f g ∈H loc for f ∈H
and g ∈H loc in order to obtain that Hr is well defined. For r = R, Proposition 3.2 implies
that GR (XB f2) ∈H loc. Hence, asXA f1GR (XB f2) ∈H by finiteness of A, another application of
Proposition 3.2 shows thatHR (XA f1,XB f2) ∈H loc.
Lemma 4.4. Assume that G is a hyperbolic group. If T is transient, then
sup
{ ∑
|g |=k
HR (Xg ,Xid)(x, id)
∣∣∣k ∈N, x ∈Σ}<∞.
Proof. The proof reads in verbatim as the one of Lemma 2.5 in [15]. The only differences are
thatHr now is an operator, well defined by Lemma 4.3 and that one has to apply once Lemma
3.4 in the estimates up to a constant.
We now adapt the principal estimate for obtaining the strong version of Ancona’s inequal-
ities in [15] to our operator setting. In order to do so, for A ⊂G , set
Gr ( f |A)=
∞∑
n=0
r nL n
(
f · ∏n−1k=1XA ◦T k) .
That is, Gr ( f , A) corresponds to the sum of those paths, which stay in Σ× A. In analogy to
[15], the following estimate holds.
Lemma 4.5. Assume that G is hyperbolic, T is a topologically transitive, transient extension
of a Gibbs-Markov map of finite type and that GR (Xg )(x, id) ³ GR (Xid)(x, g ) independent of
(x, g ) ∈ Σ×G. Then there exists n0 ∈ N and λ > 1 such that for any n > n0, g , id,h ∈ G on a
geodesic segment (in this order) with d(g , id)> n, d(id,h)> n, we have that
GR (Xh |B(id,n)c )(x, g )≤ 2−λ
n
for all x ∈Σ.
Proof. As the proof reads in almost all parts in verbatim as the one of Lemma 2.6 in [15], we
again only indicate the necessary adaptions. The proof is based on a sequence of barriers Ai
such that the operator norm of Li : `2(Ai+1)→ `2(Ai ) is smaller than 1/2. These operators in
the context considered in here have to be defined by, for a ∈ Ai and f ∈ `2(Ai+1),
Li ( f )(a)=
∑
b∈Ai+1
(∫
XaGR (Xb)dµ
)
f (b).
Furthermore, it follows from GR (Xg )(x, id)³GR (Xid)(g , x) and Lemma 3.4 that∑
|g |=k
(GR (Xg )(x, id))
2 =C±1 ∑
|g |=k
HR (Xg ,Xid)(x, id).
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As the method of proof in [15] allows to construct barriers the Ai such that ‖Li‖`2 is arbitrary
small, it is possible to absorb the constants C and the one arising from a further application
of Lemma 3.4.
We are now in position to prove the main result of this section which generalizes the re-
sults for random walks with independent increments for cocompact Fuchsian groups in [17,
Th. 4.6] and hyperbolic groups in [15, Th. 2.9] to group extensions. The proof is an adaption
of the arguments in [17] to the setting of Green operators. In particular, as the proof of the
exponential decay in the second part relies on a potential theoretic argument, it turns out
to be necessary to replace the concept of minimal harmonic functions by its dual, that is by
minimal conformal measures as defined in Section 7.
Theorem 4.6. Assume that G is hyperbolic, T is a topologically transitive, transient extension
of a Gibbs-Markov map of finite type such that GR (Xg )(x, id) ³ GR (Xid)(x, g ), independent of
(x, g ) ∈Σ×G.
(i) Uniform Ancona inequality. For any D > 0, there exists C > 0 such that for any g ,h ∈G,
x ∈ Σ and any z ∈G such that the distance between z and a path from g to h of length
d(g ,h) is smaller than D, and any r ∈ [1,R],
Gr (Xh)(x, g )≤CGr (XzGr (Xh))(x, g ). (3)
(ii) Gouëzel-Lalley inequality. There exist C > 0 and λ ∈ (0,1) such that for any r ∈ [1,R],
for any x, y ∈ Σ and for any g , g ′,h,h′ ∈G in a configuration approximated by a tree as
shown below, then ∣∣∣∣ Gr (Xh)(x, g )/Gr (Xh)(y, g ′)Gr (Xh′)(x, g )/Gr (Xh′)(y, g ′) −1
∣∣∣∣≤Cλn .
h
g
g ′
h′
> n
Figure 1: Configuration of g , g ′,h,h′ ∈G
Proof. We closely follow the proofs of Theorems 4.1, 4.3 and 4.6 in [17]. In here, we also make
use of the following notational convention as in [13]. Even G is not necessarily a geodesic
space, there is, for any pair g ,h ∈G with distance d = d(g ,h), a path of length d from g to h in
the Cayley graph. By identifying the edges with copies of [0,1], one obtains a continuous path
γ : [0,d ]→G from g to h which is an isometry. As γ not necessarily is uniquely determined,
we refer to γ as a geodesic from g to h and denote it by [g ,h]. Furthermore, in order to
slightly simplify the parameters, we assume that G is δ/4-hyperbolic in order to guarantee
that triangles are δ-thin, that is [g ,h] is always contained in a δ-neighbourhood of [g , w]∪
[h, w], for any configuration of g ,h, w ∈G .
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PART (I). For the proof of part (i), assume that that [g ,h] is a geodesic segment in G , that
z ∈ [g ,h] \ {g ,h} and set d := d(g ,h). Furthermore, let γ : [0,d ] → [g ,h] refer to the isometry
obtained by identifying the edges with copies of [0,1] such that γ(0) = g and γ(d) = h. We
now construct finite sequences of ti , si ∈ [0,d ] and balls Bi as follows. To begin, set s0 = 0 and
t0 = d . The si , ti are then inductively constructed as follows (see Figure 2).
(i) If ti − si ≤ 16 then the induction stops. In fact, Figure 2 illustrates a possible last step in
the iteration.
(ii) If ti − si > 16 and d(γ(si ), z) ≥ d(γ(ti ), z), then si+1 = si + (ti − si )/4 and ti+1 = ti . As
si+1−si = (ti −si )/4> 4, there exists a ball Bi+1 is ball with center in γ((si , si+1))∩G and
radius inN such that Bi+1 covers γ((si , si+1)) up to two segments of total length at most
3.
(iii) If ti − si > 16 and d(γ(si ), z) ≤ d(γ(ti ), z), then si+1 = si and ti+1 = ti − (ti − si )/4. As
above, there exists a ball Bi+1 with center in γ((ti+1, ti ))∩G and radius ri ∈N such that
Bi+1 covers γ((ti+1, ti )) up to two segments of total length at most 3.
Now assume that the induction stopped at step n. Then it is straightforward to see that s0 ≤
si · · · ≤ sn < tn ≤ ti+1 · · · ≤ t0, ti − si = d(3/4)i , that (3/4)i d ≤ 16diamBi+1 ≤ 4(3/4)i d and that
the distance between two adjacent balls is at most 4.
Bi+1
γ(ti )γ(ti+1)γ(ti+1) z
Figure 2: The construction of Bi+1
Now assume that f ∈H and that Bi ,B j ,Bk are three of these balls in this order from the
left to the right with respect to γ. We now expand XBiGr ( f XBk ) according to the position of
B j relative to z as follows.
XBiGr ( f XBk )=XBiGr ( f XBk |B cj )+
{
XBiGr (XB jGr ( f XBk )|B cj ) : B j on the left of z
XBiGr (XB jGr ( f XBk |B cj )) : B j on the right of z
(4)
That is, in the first case, we separate the orbits starting in Bk and ending in Bi at their last visit
to B j whereas in the second case at their first visit to B j . We now apply this expansion induc-
tively as follows. In the first case, we apply (4) to XB jGr ( f XBk ) with respect to Bl between B j
and Bk , and in the second case toXBiGr ( f
∗XB j ) with respect to Bl between Bi and B j , where
f ∗ =Gr ( f XBk |B cj ). In order to obtain a manageable expression, set
G=Gr , G j =Gr ( · |B cj ), L j ( f ) :=Gr (XB j · f |B cj ), R j ( f ) :=XB j ·Gr ( f |B cj ).
Furthermore, for k ≤ n assume that the ak (i )= 1, . . .k (i = 1, . . .k) are determined by the order
of the Bi along the path γ in the sense that Bak (i ) is followed by Bak (i+1) etc. and that `k is
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given by Bak (`k ) < z <Bak (`k+1). Set
Ek :=X{g } ·Lak (1) · · ·Lak (`k ) ◦G◦Rak (`k+1) · · ·Rak (k)(X{h}),
Dk :=X{g } ·Lak (1) · · ·Lak (`k ) ◦Gk+1 ◦Rak (`k+1) · · ·Rak (k)(X{h}),
D0 :=X{g } ·G1(X{h}).
In Figure 3, typical orbits related to D3 and E4 are illustrated. That is, in the first case, the
orbit is stopped at the first visit to B1, then passes without hitting B4 to the last visit to B3 and
through the last visit to B2 to g , whereas in the second case, the orbit has to pass through
B4. We now show by induction that X{g }Gr (X{h}) = Ek +
∑k−1
i=0 Di . If k = 1, then a1(1) = 1 and
`1 ∈ {0,1}. In particular,
E1 =
{
X{g } ·G1(XB1 ·G(X{h})) : `1 = 1
X{g } ·G(XB1 ·G1(X{h})) : `1 = 0
Hence, X{g }Gr (X{h}) = E1+D0 by (4). In order to extend the result to any k ≤ n, it suffices to
apply (4) to
XBak (`k )
(
G
(
XBak (`k+1) ·
)
−G
(
XBak (`k+1) · |Bak (`k+1)
c
))
in order to show that Ek = Ek+1 +Dk , and, in particular, X{g }Gr (X{h}) = Ek +
∑k−1
i=0 Di for
all k ≤ n by induction. Now assume that u ∈ Bak (`k ) and v ∈ Bak (`k+1). It follows from δ-
B2
B3 B4
B1
z hg
Figure 3: Typical orbits for D3 (slashed) and E4 (dotted)
hyperbolicity that the distance from a geodesic segment [u, v] to the center of Bk+1 is at most
δ. In particular, there is ball of radius diamBk+1/2− (δ+1) with center in [u, v]∩G which is
contained in Bk+1. It now follows from Lemma 4.5 and the construction that
X{u}Gr (1[a,v]|B ck+1)≤X{u}Gr (X{v}|B ck+1)≤ 2−λ
diam(Bk+1)/2−(δ+1) ≤ 2−λ
d
32 ( 34 )
k−(δ+1)
for any a ∈W 1, provided that d(3/4)k ≥ 32(n0+1+δ). As dµ/dµ◦θ is bounded away from zero,
there exists p ∈ (0,1) such that Gr (1[a,v])(x,u) À pd(u,v) for all x ∈ Σ. Again by construction
and the triangle inequality, it follows that d(u, v) ≤ |tk−1 − sk−1| = d(3/4)k−1. Hence, there
exist α> 1, β> 1 such that
X{u}Gr (1[a,v]|B ck+1)≤α−β
d(3/4)k+d(3/4)kX{u}Gr (1[a,v]). (5)
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Now set αd ,k :=α−βd(3/4)
k+d(3/4)k and suppose that f > 0 satisfies sup{Dα(log f )(z, v) : z ∈ Σ}≤
logC . Then
X{u}Gr (X{v} f |B ck+1)≤
∑
a∈W 1
sup
z∈[a,v]
f (x, v) X{u}Gr (1[a,v]|B ck+1)
≤ ∑
a∈W 1
sup
x∈[a]
f (x, v) αd ,kX{u}Gr (1[a,v])≤Cαd ,kX{u}Gr (X{u} f )
By the Gibbs-Markov property of θ, it therefore follows that
k−1∑
i=1
Di =
k−1∑
i=1
∑
u∈Bai (`i ),
v∈Bai (`i+1)
X{g } ·Lai (1)
(· · ·Lai (`i ) (X{u}Gr (X{v}Rak (`i+1) (· · · (X{h})) |B ci+1)))
≤Cϕ
k−1∑
i=1
∑
u∈Bai (`i ),
v∈Bai (`i+1)
αd ,iX{g } ·Lai (1)
(· · ·Lai (`i ) (X{u}Gr (X{v}Rak (`i+1) (· · · (X{h})))))
≤ (∑k−1i=1 αd ,i )X{g }Gr (X{h}).
The next step relies on the fact that αd ,k and tk − sk are functions of d(3/4)k , which allows to
choose M such that tk − sk ≥M implies that
∑k−1
i=1 αd ,i ≤ 12 . For k maximal with this property,
it also follows that Bak (`k ) and Bak (`k+1) are contained in a ball with center z and radius tk−1−
sk−1+diamBk−1. As the radius is uniformly bounded by a multiple of M , there exists C > 0
such that
X{g } · · ·X{u}Gr (X{v} · · ·Gr (X{h}))≤CX{g } · · ·X{u}Gr (X{z}Gr (X{v} · · ·Gr (X{h})))
for all u ∈Bak (`k ) and v ∈Bak (`k+1). Putting these estimates together yields
X{g }Gr (X{h})= Ek +
k−1∑
i=0
Di ≤ Ek +
k−1∑
i=0
αd ,k Ei ≤ Ek +
1
2
X{g }Gr (X{h})
≤ ∑
u∈Bak (`k ),v∈Bak (`k+1)
X{g } · · ·X{u}Gr (X{v} · · ·Gr (X{h}))+
1
2
X{g }Gr (X{h})
≤C∑
u,v
X{g } · · ·X{u}Gr (X{z}Gr (X{v} · · ·Gr (X{h})))+
1
2
X{g }Gr (X{h})
≤CX{g }Gr (X{z}Gr (X{h}))+
1
2
X{g }Gr (X{h}).
Hence, X{g }Gr (X{h})≤ 2CX{g }Gr (X{z}Gr (X{h})), proving (3) for z ∈ [g ,h].
Now assume that z is D-close to the geodesic segment [g ,h]. In particular, there ex-
ists z ′ ∈ [g ,h] with d(z, z ′) < D and (3) holds with respect to z ′. Furthermore, note that
{g : d(g , id)≤D} is a finite set as G is finitely generated. As z−1z ′ ∈ {g : d(g , id)≤D}, an appli-
cation of Lemma 3.4 gives a uniform bound for | logGr (Xz ′Gr (Xh))(x, g )/Gr (XzGr (Xh))(x, g )|
which implies that (3) holds with respect to a different constant.
AN EXTENSION OF PART (I). In order to deduce Part (ii) from Ancona’s inequality, it is nec-
essary to extend part (i). In order to do so, observe that the induction relies on (4), which is
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obtained through a decomposition of orbits. Hence, provided that Ω is a set which contains⋃
k Bk , equation (4) generalizes to
XBiGr ( f XBk |Ω)=XBiGr ( f XBk |B cj ∩Ω)+
{
XBiGr (XB jGr ( f XBk |Ω)|B cj ∩Ω) : B j left of z
XBiGr (XB jGr ( f XBk |B cj ∩Ω)Ω) : B j right of z,
which then implies that a version of the induction Ek +
∑k−1
i=0 Di holds with respect to orbits
which never leaveΩ. Moreover, this generalisation does not cause any problem with the ap-
plication of Lemma 4.5 as the estimates in there only might get better. However, the estimate
(5) relies on the fact that there exists an orbit connecting u and v . Therefore, it is also re-
quired that Ω contains a M-neighbourhood of the convex hull of
⋃
k Bk , where M depends
on the topological transitivity of T . That is, M has to be chosen such that for any a ∈ W ,
u ∈ Bk , v ∈ Bl , there exists x ∈ [a] and n ∈N such that the geodesic from u to v is contained
in {uκ j (x) : 0≤ j ≤ n}, the orbit {uκ j (x) : 0≤ j ≤ n}⊂Ω and logn ¿ d(u, v). As the remaining
assertions follow in verbatim, we obtain the following relative version of Part (i) by adding the
trivial estimate, provided thatΩ contains the M-neighbourhood of the convex hull of
⋃
k Bk .
Gr (XzGr (Xh |Ω) |Ω) (x, g )≤Gr (Xh |Ω)(x, g )≤CGr (XzGr (Xh |Ω) |Ω) (x, g ). (6)
PART (II). The adaption of the arguments in in [17] for the proof of (ii) depends on the po-
tential theory of conformal and excessive measures as developed in the appendix (Section
7) of this article. In particular, it is necessary to anticipate the following notion from Section
5, which also is the central object in Theorem 5.2 below. We refer to a Radon measure m as
λ-excessive or excessive ifL ∗(m)≤λm, that isL ∗(m) is absolutely continuous with respect
to m and dL ∗(m)/dm ≤λ. Moreover, we say that m is conformal on B ifL ∗(m)|B =λm|B .
We begin with an argument from geometry. For ξ,η ∈G choose k ∈N such that
D := d(ξ,η)/k ≥ 2max{d(id,κ(x)) : x ∈Σ}.
For 1≤ j ≤ k, let z j ∈G refer the closest point on the geodesic arc from ξ to η with (z j ·ξ)η >
j D+D/2 and set
Ω j :=
{
h ∈G : (h ·ξ)η ≥ j D
}
, Λ j :=
{
h ∈Ω j : (h ·ξ)η ≤D/2+ j D
}
.
Observe thatΩ j ⊃Ω j+1 and that for h ∈Ω j , the geodesic from h to η passes through B(z j ,δ)
by the thin triangle property. For h ∈ Ω j and g ∈ Ωcj , it follows from the construction that
(h · ξ)η > (g · ξ)η. By approximation by a tree, the geodesic from h to g has to pass through
B(z j ,4δ). If, in addition, h ∈Ω j+1, it follows from the choice of D that any orbit from h to g
has to pass throughΛ j , say at z. By a further approximation by a tree, also the geodesic from
h to z visits B(z j ,4δ).
This geometrical construction now allows to deduce the following estimates. By decom-
posing orbits with respect to the last visit toΛ j , it follows from (6) and an extension of Lemma
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3.4 to Gr (·|Ω j ) that there exists c ≥ 1 such that, for any ω ∈Σ,
XgGr (Xh |Ω j )=Xg
∑
z∈Λ j
Gr (XzGr (Xh |Ω j ) |Ω j \Λ j )
= c±1Xg
∑
z∈Λ j
Gr (XzGr (Xz jGr (Xh |Ω j )|Ω j )|Ω j \Λ j )
= c±2Gr (Xh |Ω j )(ω, z j ) · Xg
∑
z∈Λ j
Gr (XzGr (Xz j |Ω j )|Ω j \Λ j )
=Gr (Xh |Ω j )(ω, z j ) · XgGr (Xz j |Ω j ),
Given A ⊂G , set XA := {(x, g ) : x ∈Σ, g ∈ A}. Now assume that, for some 1≤ j ≤ k, m is a Radon
measure which is 1/r -conformal and non-trivial onXΩ j such that m
(⋂∞
n=0 T
−n(XΩ j )
)= 0. In
particular, we have that
Ak := T−k (X cΩ j )∩
k−1⋂
n=0
T−n(XΩ j ), k = 1,2, . . .
is a partition ofXΩ j up to a set of measure zero. Hence, for h ∈Ω j+1,
m(Xh)=
∞∑
k=1
∫
Ak
Xhdm =
∞∑
k=1
∫
XΩcj r
k−1L
(
XΩ jL (· · ·L (Xh) · · · )
)
dm
= 1
r
∫
XΩcjGr (Xh |Ω j )dm =
c±2
r
Gr (Xh |Ω j )(ω, z j )
∫
XΩcjGr (Xz j |Ω j )dm
= c±2Gr (Xh |Ω j )(ω, z j ) · m(Xz j ).
Setting h = ξ, it follows that m(Xz j ) = c±2m(Xξ)/Gr (Xξ|Ω j )(ω, z j ). Hence, for ν j defined
through ∫
f dν j := c−4
Gr ( f |Ω j )(ω, z j )
Gr (Xξ|Ω j )(ω, z j )
,
we have that, for any h ∈Ω j+1,
c−4m(Xh)≤m(Xξ)ν j (Xh)≤ c4m(Xh). (7)
Observe that in most cases, m and ν j are non-singular with respect to each other. In order
to apply (7) also to m = ν j−1, note that ν j is 1/r -conformal on
(
T−1(XΩ j )∩XΩ j
)
\ {(ω, z j )}⊃
XΩ j+1 as
Gr (L ( f )|Ω j )= 1
r
(
Gr ( f |Ω j )− f
)+Gr (XΩcjL ( f )|Ω j )−XΩcjL ( f ),
and that, by construction, ν j
(⋂∞
n=0 T
−n(XΩ j+1 )
)= 0. It is worth noting that these two proper-
ties are needed for the lower bound of (µi −ν)(Xh) below whereas the upper bound is inde-
pendent from this.
After these preparations, we are now in position to prove part (ii). In order to do so, for
α := 1− c−4, x1, x2 ∈Σ and g1, g2 ∈Ωc1, let µ1,µ2,ν refer to the Radon measures defined by
µi ( f ) := Gr ( f )(xi , gi )
Gr (Xξ)(xi , gi )
, ν :=
k−1∑
j=1
α j−1ν j .
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By inductively applying (7) to m = µ for the estimate from above and m = ν j for the estimate
from below, it follows that, for h ∈Ωk ,
(µi −ν)(Xh)= (µi −ν1)(Xh)−
k−1∑
j=2
α j−1ν j (Xh)≤α
(
µi (Xh)−
k−1∑
j=2
α j−2ν j (Xh)
)
≤αk−1µi (Xh),
(µi −ν)(Xh)= (µi −ν1)(Xh)−
k−1∑
j=2
α j−1ν j (Xh)≥α
(
ν1(Xh)−
k−1∑
j=2
α j−2ν j (Xh)
)
≥αk−1νk−1(Xh)≥ 0.
Moreover, note that (7) implies that µ1(Xh)³µ2(Xh). Hence,∣∣∣∣µ1(Xh)µ2(Xh) −1
∣∣∣∣= ∣∣∣∣µ1(Xh)−µ2(Xh)µ2(Xh)
∣∣∣∣= ∣∣∣∣ (µ1−ν)(Xh)+ (µ2−ν)(Xh)µ2(Xh)
∣∣∣∣
≤αk−1µ1(Xh)+µ2(Xh)
µ2(Xh)
¿αk−1µ2(Xh)+µ2(Xh)
µ2(Xh)
¿αk ,
which is part (ii) of the theorem for h′ = ξ and λ := α1/D . The remaining assertion, that is
h′ ∈Ωk easily follows from this.
5 Geometry of the Martin boundary
Theorem 4.6 has immediate implications for a boundary theory of group extensions as it in-
dicates what might be the canonical notion of a Martin boundary through a geometrization.
Namely, the second estimate in Theorem 4.6 allows to obtain a geometrization by a bi-Hölder
equivalence of the Martin boundary with the visual boundary of G .
The boundary of a hyperbolic group G is defined as follows (see, e.g. [14]). A sequence
(gn) is said to converge at infinity if limm,n→∞(gn · gm)p =∞ for some p ∈G , and we say that
(gn) and (hn) converge to the same limit at infinity if limn→∞(gn ,hn)p =∞ for some p ∈G .
The boundary ∂G of G is then defined as the set of equivalence classes of this relation, and, in
particular, for a convergent sequence (gn), the limit is defined as its associated equivalence
class. Moreover, these definitions do not depend on the choice of p.
In order to define the visual metric on ∂G , for ξ,η ∈ ∂G , let
(ξ ·η) := sup
{
liminf
m,n→∞(gm ·hn)o : gn → ξ,hm → η
}
.
As shown in [14], if G is δ-hyperbolic, then (ξ ·η)−2δ ≤ liminfm,n(gm ·hn)o ≤ (ξ ·η), for any
approximating sequences (gn) and (hm). Furthermore, for λvisual ∈ ( 2δ
p
1/2,1), it is shown in
[14] that
r (ξ,η) :=λ(ξ·η)visual , dvisual(ξ,η) := inf
{
n−1∑
k=1
r (xk , xk+1) : n ∈N, xk ∈ ∂G , x1 = ξ, xn = η
}
,Ξ : ∂G →Mr
(8)
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defines a metric on ∂G and that there exists C ∈ (0,1) such that Cr (ξ,η) ≤ d(ξ,η) ≤ r (ξ,η) for
all ξ,η ∈ ∂G . Moreover, ∂G is compact with respect to this metric. For this choice ofλ, we refer
to dvisual as the visual metric on ∂G .
The following definition is inspired by the classical construction of the Martin boundary
as it gives rise to a continuous extension of the Green operators. For h ∈G and r <R, let
Kr (h, ·) :Σ×G →R, (x, g ) 7→ Gr (Xh)(x, g )
Gr (Xid)(x, g )
and note that Kr (h, ·) is a bounded function by Lemma 3.4 for each h ∈G . Now assume that
(gn) is a sequence in G . We refer to (gn) as unbounded, written as |gn |→∞, if (gn) leaves any
finite subset of G infinitely often. Furthermore, let
Mr :=
{
(x, g ) ∈Σ×G : |κn(x)|→∞ and lim
n→∞Kr (h,T
n(x, g )) exists for all h ∈G
}
and (x, g )∼ (x˜, g˜ ) if and only if limn→∞Kr (h,T n(x, g ))= limn→∞Kr (h,T n(x˜, g˜ )) for all h ∈G .
In analogy to the theory known from random walks, we refer to Mr := Mr /∼ as the Martin
boundary of the group extension (X ,T ). As a consequence of Theorem 4.6, one obtains the
following relation of ∂G andMr .
Proposition 5.1. Assume that G is hyperbolic, T is a topologically transitive, transient exten-
sion of a Gibbs-Markov map of finite type and that GR (Xg )(x, id)³GR (Xid)(x, g ), independent
of (x, g ) ∈Σ×G. For r ≤R, the following holds.
(i) For (x, g ) ∈Σ×G such that (gκn(x)) converges at infinity, we have that (x, g ) ∈Mr . More-
over, for (x˜, g˜ ) ∈ Σ×G such that (gκn(x)) and (g˜κn(x˜)) converge to the same limit at
infinity in the sense of Gromov, it follows that (x, g )∼ (x˜, g˜ ).
(ii) For each sequence (gn) which converges at infinity, there exists x ∈ Σ such that (κn(x))
and (gn) converge to the same limit at infinity.
Proof. For the proof of (i), observe that, for h ∈G and N sufficiently large, the second part of
Theorem 4.6 is applicable to id, h, gκk (x) and gκl (x), for k, l ≥ N . As n in the statement of
the theorem can be written as
n = 1
2
(
(gκk (x) · gκl (x))id+ (gκk (x) · gκl (x))h −d(h, id)
)
, (9)
with (g · g˜ )h referring to the Gromov product with base h and d the word metric on G , it
immediately follows that ((gκk (x) · gκl (x)) →∞ implies that logKr (h,T k (x, g )) is a Cauchy
sequence for all r ≤R. The second part follows by substituting gκl (x) with g˜κn(x˜) in (9).
Assertion (ii) follows from the fact that the transitivity of T allows to construct x ∈Σ such
that (κn(x)) stays uniformly close to the piecewise geodesic arc with vertices (gn). It is then
well known that (κn(x)) and (gn) have the same limit.
As an immediate corollary of the result, the application
Ξ : ∂G →Mr , η→
{
(x, g ) ∈Mr : lim
n→∞gκ
n(x)= η
}/
∼
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is well defined. In order to show that the map is invertible, we apply ideias by Ancona and
Shwartz in [4, 30] to our setting as follows. First observe that, for σ ∈Mr and (x, g ) in the
equivalence class σ,
Kr : G×Mr →R, (h,σ) 7→ lim
n→∞Kr (h,T
n(x, g ))
is well defined and extends the definition of Kr , but, in contrast to the setting of Markov
chains, the function h 7→ Kr (h,σ) is not related to an r -harmonic function. However, by
assuming transience, the definition of Kr extends to H loc × X for r ≤ R (see Prop. 3.2). In
particular, as h is identified with Xh , a calculation shows that
Kr (L (Xh),σ)= limn Kr (L (Xh),T
n(x, g ))= lim
n
1
r
(
Kr (Xh ,T
n(x, g ))− Xh(T
n(x, g ))
Gr (Xid,T n(x, g ))
)
= 1
r
Kr (Xh ,σ), (10)
where the last equality follows from the fact that (gκn(x)) leaves every finite subset of G . This
identity implies that the canonical approach in here is to consider conformal and excessive
measures as developed in the section on potential theory below. In here, we refer to a Radon
measure m as λ-excessive if L ∗(m) ≤ λm, and as λ-conformal if L ∗(m) = λm. Moreover, a
conformal measure µ is referred to as minimal if any conformal measure m with m ≤ ν is a
multiple of µ. The following theorem identifies ∂G with minimal, conformal measures.
Theorem 5.2. Assume that G is hyperbolic, T is a topologically transitive, transient extension
of a Gibbs-Markov map of finite type and that GR (Xg )(x, id) ³ GR (Xid)(x, g ), independent of
(x, g ) ∈Σ×G and that r ≤R. Then the following holds.
(i) If σ ∈Mr and (x, g ) is an element of the equivalence class σ and f ∈H loc, f ≥ 0, then
µσ( f ) := lim
n→∞Kr ( f ,T
n(x, g )),
always exists and defines a 1/r -conformal, minimal measure. Moreover, any 1/r -conformal,
minimal measure is obtained in this way.
(ii) For any conformal measureµ, there exists a uniquely defined finite measure ν on ∂G such
that dµ= dµσdν(σ), that is, for any f ∈H loc,
µ( f )=
∫
∂G
Kr ( f ,σ)dν(σ).
(iii) If σ˜ 6=σ, then limγ→σµσ(Xγ)=∞ and limγ→σµσ˜(Xγ)= 0. In particular, µσ˜ 6=µσ.
(iv) If σ˜ 6= σ, then g → logµσ(Xg )/µσ˜(Xg ) extends to a continuous function on G \ {σ˜,σ}.
Furthermore, if g ,h ∈G and σ, σ˜ ∈ ∂G are in configuration as in figure 1, then, with C ,λ
as in Theorem 4.6, ∣∣∣∣µσ(Xg )µσ˜(Xg ) · µσ˜(Xh)µσ(Xh) −1
∣∣∣∣≤Cλn .
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(v) The Green operator Gr
(
Xg
)
converges to 0 uniformly and exponentially fast, that is
limsup
n→∞
max
y∈Σ,|γ|=n
n
√
Gr
(
Xg
)(
y,γ
)< 1.
Proof. The strategy is as follows. We begin with the construction of an accumulation point
of µn( f ) :=Kr ( f ,T n(x, g )) with respect to a particular x (Step 1) and then apply the Ancona-
Gouëzel inequality in order to identify a region where the the limit is comparable to a reduced
measure for a given conformal measure (Step 2). We then conclude from this description that
the accumulation point is minimal (Step 3) and therefore unique, which implies convergence
for each x in the equivalence class ofσ (Step 4). An application of the argument in Step 3 then
allows to prove assertions (iii-v) of the theorem (Steps 5 and 6). In Step 7, it is then shown how
to deduce the remaining assertion from the work of Shwartz in [30].
STEP 1. ACCUMULATION POINTS. Assume that (x, id) is as in Proposition 5.1, that is there
exists a subsequence (nk ) and x ∈Σ such that (κnk (x))→σ and κnk (x) stays within a bounded
distance to a geodesic half ray [id,σ].
In order to construct a limit measure, observe that µnk ( f ) defines a measure for each
k ∈N, and moreover, as limn→∞µn(Xh)=Kr (Xh ,σ), for all h ∈G . Hence, by compactness of
Σ× {h} and a diagonal argument, there exists a further subsequence, also denoted by (nk ),
such that µ := limk µnk converges weakly on compact sets. Moreover, (10) implies that µ is
conformal. In particular, it follows from bounded distortion that, for each w ∈W n ,
µ([w,h])³ϕw r nµ(Xhκn (w))=ϕw r n limn Kr (Xh ,T
n(x, g )). (11)
STEP 2. REDUCED MEASURES AND THE ANCONA INEQUALITY. Fix g ∈ G . By construction,
κnk (x)→σ and κnk (x) stays within a bounded distance to the geodesic half ray [id,σ]. Hence,
there exists K such that κnk (x) stays within a bounded distance to the geodesic half ray [g ,σ]
for any k ≥ K . Hence, (3) of Theorem 4.6 is applicable to g ,κnk (x),κnl (x) for K < k < l . This
implies after dividing by Gr (Xid)(T
nl (x, id) and applying Lemma 3.4 for any y ∈Σ that
µ(Xg )= lim
l→∞
Kr
(
Xg ,T
nl (x, g )
)= lim
l→∞
Gr
(
Xg
)
(T nl (x, id))
Gr (Xid)(T nl (x, id))
³ lim
l→∞
Gr
(
Xκnk (x)Gr (Xg )
)
(T nl (x, id))
Gr (Xid) (T nl (x, id))
=
∫
Xκnk (x)Gr (Xg )dµ
³Gr
(
Xg
)(
y,κnk (x)
)
µ
(
Xκnk (x)
)
. (12)
Set h = κnk (x). As y is arbitrary, integrating with ν(Xh)−1ν|Xh for some measure ν gives
µ(Xg )³ µ(Xh)
ν(Xh)
∫
Gr (Xg )dν|Xh =
µ(Xh)
ν(Xh)
(G∗r (ν|Xh ))(Xg ). (13)
Now assume that a ∈ W 1. By Theorem 7.6, G∗r (ν|[a,h]) is already reduced. If, in addition, ν
is a conformal measure, then Theorem 7.5 implies that the reduced measure is obtained by
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applying the operatorF∗[a,h]. Hence,
G∗r (ν|[a,h])(Xg )=R[a,h](G∗r (ν|[a,h]))(Xg )=F∗[a,h] ◦G∗r (ν|[a,h])(Xg )
=
∫
1[a,h]Gr (1[a,h]F[a,h](Xg ))dν
≤ sup
z∈[a,h]
Gr (1[a,h])(z) sup
z∈[a,h]
F[a,h](Xg )(z)ν([a,h])
(†)≤ Cϕ sup
z∈[a,h]
Gr (1[a,h])(z)
∫
F[a,h](Xg )dν
(‡)= Cϕ sup
z∈[a,id]
Gr (1[a,id])(z) · R[a,h](ν)(Xg )¿R[a,h](ν)(Xg ),
where (†) follows from bounded distortion of ϕ and (‡) from the fact that ϕ(x, g ) does not
depend on the second coordinate. In particular, by construction ofFXh ,
G∗r (ν|Xh )(Xg )=
∑
a∈W 1
G∗r (ν|[a,h])(Xg )¿
∑
a∈W 1
F∗[a,h](ν)(Xg )≤F∗Xh (ν)(Xg )=RXh (ν)(Xg ).
Hence, RXh (ν)(Xg )³G∗r (ν|Xh )(Xg ). Combining the estimate with (13) then implies that
RXh (µ)(Xg )³µ(Xg )³
µ(Xh)
ν(Xh)
RXh (ν)(Xg )≤
µ(Xh)
ν(Xh)
ν(Xg ), (14)
provided that h is sufficiently close to [g ,σ). Now assume that w ∈ W n for some n ∈ N and
g ∈G . It follows from conformality as in 11 that ν([w, g ])³ϕw r−nν(Xgκn (w)). However, by the
choice of x, there exists K (g , w) ∈N such that h = κnk (x) is sufficiently close to gκn(w),σ) for
all k ≥K (g , w). This proves that
µ([w,h])¿ µ(Xκnk (x))
ν(Xκnk (x))
ν([w,h]) ∀k ≥K (g , w). (15)
STEP 3. MINIMALITY. Assume that ν ≤ µ. In order to show that ν is proportional to µ, set
b := ess inf dν/dµ and a := ess sup d(ν−bµ)/dµ. If a = 0, then ν = bµ and there is nothing
left to show. If a > 0, consider ν1 := a−1(ν−bµ). Then
ess inf
dν1
dµ
= a
(
ess inf
dν
dµ
−b
)
= 0, ess sup dν1
dµ
= a−1
(
ess sup
dν
dµ
−b
)
= 1. (16)
Moreover, it follows from construction thatν2 :=µ−ν1 has the same property. Hence, for each
²> 0, there exists A of positive measure such that ν2(A)< ²µ(A). Through approximation by
cylinder sets, we may suppose without loss of generality that A is a cylinder set. It follows
from (15) for k sufficiently large that
²> ν2(A)
µ(A)
³ ν2(Xκnk (x))
µ(Xκnk (x))
.
Hence, as ² is arbitrary,
1≥ liminf
k→∞
ν1
(
Xκnk (x)
)
µ
(
Xκnk (x)
) = 1− limsup
k→∞
ν2
(
Xκnk (x)
)
µ
(
Xκnk (x)
) = 1.
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Equation (15) now implies that µ¿ ν1, contradicting (16). Hence a = 0 and ν= bµ.
STEP 4. EXISTENCE OF THE LIMIT. Assume that µ˜ is given by a converging subsequence with
respect to some arbitrary (x, g ) in the equivalence class ofσ. It follows from (11) that d µ˜/dµ≤
C for some C > 0.Then C−1µ˜ ≤ µ. It follows from minimality that µ and µ˜ are colinear. As
µ(Xg )= µ˜(Xg ), it follows that µ˜=µ.
STEP 5. UNICITY. Assume that µσ(Xg )³µσ˜(Xg ) with respect to a constant which is indepen-
dent from g ∈G . Furthermore, assume that h and h˜ are elements of the geodesic from σ to
σ˜). By choosing h and h˜ sufficiently distant from each other, it follows that for each g ∈ G ,
either h is sufficiently close to [g ,σ) or h˜ is sufficiently close to [g , σ˜). Hence, by (14) applied
simultaneously to µσ and µσ˜,
µσ(Xg )³µσ˜(Xg )¿RXh (µσ)(Xg )+RXh˜ (µσ˜)(Xg )=: ν(Xg ). (17)
Moreover, as ν is excessive but not conformal, it follows for w ∈W n that
ν([w, g ])=
∫
1[w,g ]dν≥ r n
∫
1[w,g ]d(L
n)∗(ν)= r n
∫
L n(1[w,g ])dν³ r nϕwν(T n([w, g ])).
By repeating the argument for a finite collections of disjoint words (ui ) contained in θn([w])
such that κ|ui |(ui )= id and⋃i θ|ui |([ui ])=Σ,
ν([w, g ])À r nϕwν(T n([w, g ]))≥ r nϕw
∑
i
ν([ui , gκ
n(w)])
À r nϕw
∑
i
r |ui |ϕuiν(Xgκn (w))À r nϕwν(Xgκn (w)).
Hence, by combining this estimate with (11) and (17), there exists C > 0 such thatµσ([w, g ])≤
Cν([w, g ]) for all w ∈W n , n ∈N and g ∈G . Hence, µσ ≤Cν. However, as ν is a potential, that
is, it can be written as ν = G∗r (m), the Riesz decomposition implies that µσ = 0, which is a
contradiction.
STEP 6. LIMITS OF µσ(Xg ), Gr (Xg ) AND µσ(Xg )/µσ˜(Xg ). As above, assume that σ and σ˜ are in
∂G , and that h and h˜ are elements of a geodesic from σ to σ˜ passes first through h and then
through h˜. Then, by (14),
µσ(Xh˜)
µσ˜(Xh˜)
¿ µσ(Xg )
µσ˜(Xg )
¿ µσ(Xh)
µσ˜(Xh)
,
for all g such that the geodesic rays [g ,σ) and [g , σ˜) are sufficiently close to h and h˜, respec-
tively. This is illustrated in figure 4 for the case of G acting isometrically on the Poincaré
disc. In there, the grey part stands for the possible locations of g . Moreover, for γ such
that [γ, σ˜) passes sufficiently close to h, the same argument shows that µσ(Xg )/µσ˜(Xg ) À
µσ(Xh)/µσ˜(Xh). As µσ(Xγ)³µσ˜(Xγ) for γ in a subsequence converging toσwould imply that
µσ =µσ˜, it follows that limγ→σµσ(Xγ)/µσ˜(Xγ)=∞. By repeating the argument for γ˜→ σ˜, one
obtains that
0
γ˜→σ˜←−−− µσ(Xγ˜)
µσ˜(Xγ˜)
¿ µσ(Xh˜)
µσ˜(Xh˜)
¿ µσ(Xg )
µσ˜(Xg )
¿ µσ(Xh)
µσ˜(Xh)
¿ µσ(Xγ)
µσ˜(Xγ)
γ→σ−−−→∞.
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σ˜ γ˜
h˜
σ
γ
h
g
Figure 4: The positions of σ, σ˜ and h, h˜.
If, in addition, g is an element of a geodesic from σ to σ˜, then (12) and symmetry imply that
µσ(Xγ)
µσ˜(Xγ)
³ Gr
(
Xg
)(
y,γ
)−1
µσ(Xg )
Gr
(
Xγ
)(
y, g
)
µσ˜(Xg )
³Gr
(
Xg
)(
y,γ
)−2 µσ(Xg )
µσ˜(Xg )
.
Hence, Gr
(
Xg
)(
y,γ
)→ 0 as γ→σ and, by compactness of G , Gr (Xg )(y,γ)→ 0 uniformly as
|γ| →∞. Therefore, a further application of part (i) of Theorem 4.6 implies that the conver-
gence is exponential, that is
limsup
n→∞
max
y∈Σ,|γ|=n
n
√
Gr
(
Xg
)(
y,γ
)< 1.
Furthermore, it follows from (12) that limγ→σµσ(Xγ)=∞ and limγ→σµσ˜(Xγ)= 0 if σ˜ 6=σ. In
order to analyse the behaviour of µσ(Xg )/µσ˜(Xg ) for g distant from the geodesic from σ to
σ˜ fix gn → g∞ ∈ ∂G \ {σ, σ˜}. Then part (ii) of Theorem 4.6 implies as in Proposition 5.1 that
log(µσ(Xgn )/µσ˜(Xgn )) is a Cauchy sequence and that the function g → log(µσ(Xg )/µσ˜(Xg ))
extends continuously to G \ {σ, σ˜}. The remaining assertion is an immediate corollary of part
(ii) of Theorem 4.6.
STEP 7. INTEGRAL REPRESENTATION Now assume that µ is a minimal conformal measure. It
then follows from Corollary 3.9 in [30] that µ can be represented by
∫
f dµ = cKr ( f ,ω), for
some c > 0 and ω ∈Mr . Now let (x, g ) be such that T n(x, g ) n→∞−−−−→ ω in Mr . Moreover, let
σ ∈ ∂G be an accumulation point of (gκn(x)). Then, by the first assertion in (i), µ = cµσ. In
particular, ∂G can be identified with the set of minimal conformal measures, which proves
the second assertion of (i). The representation of arbitrary conformal measures then is a
corollary of Theorem 3.12 in [30].
Now assume that z ∈ Mr and define mz (Xh) := limn→∞Kr (h,T n(z)). It now follows as in
the above proof of (i) of Theorem 5.2 that mz extends uniquely to a minimal conformal mea-
sure. Therefore, there exists a unique σ ∈ ∂G such that µσ =mz , which proves the following.
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Corollary 5.3. The map Ξ : ∂G →Mr is a bijection.
In order to analyse the topological properties of Ξ, we start with the construction of a
metric which is compatible with the Martin compactification of Σ×G . However, in order
to obtain Hölder continuity, it will turn out that we have to modify the classical definition
slightly by taking logarithms as follows. By Lemma 3.4, ‖ logKr (h, ·)‖∞ < ∞. Hence, there
exists {ch > 0 : h ∈G} such that
∆r ((x, g ), (x˜, g˜ )) :=
∑
h∈G
ch
∣∣logKr (h, (x, g ))− logKr (h, (x˜, g˜ ))∣∣¿ 1
for all (x, g ), (x˜, g˜ ) ∈Σ×G . Furthermore, if (x˜, g˜ ) ∈Mr then
d rMartin((x, g ), (x˜, g˜ )) := limn→∞∆r (T
n(x, g ),T n(x˜, g˜ )), for (x, g ), (x˜, g˜ ) ∈Mr
is well defined and, as it easily can be shown, defines a metric onMr . It is worth noting that
it follows from general topology that Σ×G∪Mr is the unique compactification of Σ×G such
that each Kr (h, ·) extends to a continuous function, and that d rMartin is a metric for this topol-
ogy (see, e.g., [34]). In particular, this topology is independent from the parameters {ch} and
from considering logKr instead of Kr . However, Theorems 4.6 and 5.2 allow to obtain pre-
cise estimates for | logKr (h, ·)| and | logKr (h, ·)− logKr (h, ··)|which gives rise to the following
definition of ch , for h ∈G and λ as in Theorem 4.6.
ch :=
λ2|h|
#
{
g ∈G : |g | = |h|}∣∣logGr (Xh)(x, id))∣∣ . (18)
Furthermore, observe that the sequence (log#
{
g ∈G : |g | = n}) is sub-additive, which implies
that the following exponential growth rate h exists.
h := lim
n→∞
n
√
#
{
g ∈G : |g | = n}.
Theorem 5.4. Assume that G is hyperbolic, T is a topologically transitive extension of a Gibbs-
Markov map of finite type and that GR (Xg )(x, id)³GR (Xid)(x, g ), independent of (x, g ) ∈Σ×G
and that r ≤ R. Then, the map Ξ : (∂G ,dvisual)→ (Mr ,d rMartin) is a homeomorphism and, if d rMartin
is defined through (ch) as in (18), then
dvisual(σ, σ˜)
β¿ d rMartin(Ξ(σ),Ξ(σ˜))¿ dvisual(σ, σ˜)α,
for α= logλ/logλvisual, β= (2logλ− log(h+ ²))/ logλvisual and an arbitrary ²> 0. In particular,
Ξ and Ξ−1 are Hölder continuous with exponents α and 1/β, respectively.
Proof. In order to deduce Hölder continuity, we begin with a geometric description of the
visual metric. Suppose that σ, σ˜ ∈ ∂G . By Proposition 5.1, there exist x, x˜ ∈ Σ such that
limκn(x) = σ and limκn(x˜) = σ˜. Furthermore, it follows from the above estimates for the
visual metric that
dvisual(σ, σ˜)≥Cλ(σ·σ˜)visual ≥Cλliminfm,n→∞(κ
m (x)·κn (x˜))+2δ
visual
=
(
Cλ2δ
)
λ
liminfm,n→∞(κm (x)·κn (x˜))
visual .
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Moreover, as (κn(x)) and (κn(x˜)) converge at infinity, it also follows that these sequences leave
any finite subset of G . Now suppose that liminfm,n→∞(κm(x) ·κn(x˜)) = N . Then there ex-
ists m,n arbitrary large such that (g · g˜ ) = N , for g := κm(x) and g˜ := κn(x˜). In particular,
dvisual(σ, σ˜)³λNvisual.
This geometric characterization now allows to employ Theorems 4.6 and Theorem 5.2 in
order to obtain refined estimates for | logKr (h, ·)| and | logKr (h, ·)− logKr (h, ··)|. For g , g˜ ,∈G
and let ξ ∈G refer to the element in the geodesic arc [id,h] closest to g , and ξ1,ξ2 ∈G refer the
elements in a geodesic arc [g , g˜ ] closest to h and id, respectively (see Figure 5).
id
ξ2
ξ1
g˜
g
h
ξ
Figure 5: A configuration of g , g˜ and h, id with ξ1 6= ξ2
(i) By applying part (i) of Theorem 4.6, it follows that, for some uniform constant C > 0 ,∣∣logKr (h, (x, g ))∣∣= ∣∣logKr (h, (x,ξ))∣∣±C .
It follows from the symmetry Gr (Xg )(x, id) ³ Gr (Xid)(x, g ) and a further application of
part (i) of Theorem 4.6 thatKr (h, (x,ξ))³Gr (Xh)(x, id)/Gr (Xξ)(x, id)2. AsGr (Xh)(x, id)À
Gr (Xξ)(x, id), we obtain that∣∣logKr (h, (x, g ))∣∣= ∣∣logGr (Xh)(x, id))−2logGr (Xξ)(x, id))∣∣±C ≤ ∣∣logGr (Xh)(x, id))∣∣+C .
Moreover, part (v) of Theorem 5.2 implies that this bound grows linearly in |h|.
(ii) If g , g˜ and h, id are in configuration as in part (ii) of Theorem 4.6, then ξ1 = ξ2 and∣∣logKr (h, (x, g ))− logKr (h, (x˜, g˜ ))∣∣¿λ(g ·g˜ )−|h|.
(iii) If g , g˜ and h, id are not necessarily in this configuration (see Figure 5), then part (i)
above implies that∣∣logKr (h, (x, g ))− logKr (h, (x˜, g˜ ))∣∣= 2 ∣∣logGr (Xξ1 )(x,ξ2))∣∣±C .
We begin with the estimate from above. In order to do so, observe that | logGr (h, (x, id))|−1
tends to 0 as |h| → ∞ by (v) of Theorem 5.2. This implies that ∑h∈G ch < ∞. Moreover, by
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approximation by a graph, we may assume that |ξ2| = (g · g˜ )=: N . Furthermore, we have that
|h| ≤N /2 implies that h, id and g , g˜ are in a configuration as in (ii) of Theorem 4.6. Hence
d rMartin(σ, σ˜)= limg→σ,g˜→σ˜
∑
|h|≤N /2
ch
∣∣logKr (h, (x, g ))− logKr (h, (x˜, g˜ ))∣∣
+ lim
g→σ,g˜→σ˜
∑
|h|>N /2
ch
∣∣logKr (h, (x, g ))− logKr (h, (x˜, g˜ ))∣∣
¿
N /2∑
n=1
∑
|h|=n
chλ
(g ·g˜ )−|h|+ ∑
|h|>N /2
ch ¿λN
∞∑
n=1
λn +
∞∑
n=N /2
λ2n ¿λN .
For the estimate from below, it suffices to consider the term with h = ξ1 = ξ2. Namely, it
follows from (iii) that
d rMartin(σ, σ˜)≥ limg→σ,g˜→σ˜ c|ξ2|
∣∣logKr (ξ2, (x, g ))− logKr (ξ2, (x˜, g˜ ))∣∣
À λ
2N
κN
∣∣logGr (Xξ2 )(x, id))∣∣−1.
As
∣∣logGr (Xξ2 )(x, id))∣∣ grows linearly, it follows that d rMartin(σ, σ˜)≥C²(λ2/(h+²))N , for any ²> 0
and a constant C² > 0. Hence, we have shown that
dvisual(σ, σ˜)
β ³λβNvisual =
λ2N
(h+²)N ¿ d
r
Martin(Ξ(σ),Ξ(σ˜))¿λN =λαNvisual ³ dvisual(σ, σ˜)α,
for α= logλ/logλvisual and β= (2logλ− log(h+²))/ logλvisual.
6 An application to regular covers of convex-cocompact CAT(-1) met-
ric spaces
We give an application of our main theorem in order to caracterize the set of δ-conformal
measures of a regular cover of a convex-cocompact CAT(-1) metric space, where we assume
that δ is the abcissa of convergence of the cover and that the covering group is word hyper-
bolic.
We now recall the basic definitions and refer for the details to [11]. A CAT(-1) space X
is a geodesic space such that each geodesic triangle is thinner than a comparison triangle
in the hyperbolic plane with constant curvature -1. An important feature of CAT(-1) spaces
is that they are strongly hyperbolic which implies, in particular, that their visual boundary
∂X coincides with the topological boundary, the visual metric on ∂X simplifies to Do(ξ,η) :=
e−(ξ,η)o and, for any isometry g of X , the conformal derivative g ′ exists and satisfies, for any
ξ ∈ ∂X
g ′(ξ) := lim
η→ξ,η∈∂X
Do(g (ξ), g (η))
Do(ξ,η)
= e−Bξ(g−1(o),o).
In here, Bξ(x, y) := (y ·ξ)x − (x ·ξ)y is the Busemann function, and o is some point in X .
As we are interested in quotients of X , assume that Γ is a discrete subgroup Γ of the isom-
etry group Isom(X ) of X which acts freely and properly discontinuously on X . Furthermore,
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as it is well known, these assumptions imply that X /Γ inherits several properties of X , but
only locally. For example, each element in X /Γ has a neighbourhood which is a CAT(-1) met-
ric space. A basic object in the analysis of Γ is its limit set Λ(Γ) defined by Λ(Γ) := Γ(o)∩∂X
and the class of s-conformal measures (for s > 0), where a Borel probability measure on ∂X is
referred to as an s-conformal measure if
µ(g (A))=
∫
A
(g ′(ξ))sdµ(ξ) (19)
for any Borel subset A of ∂X . The relevance of these measures stems from the fact that under
reasonable assumptions on Γ and s, there is only one conformal measure, and this measure
gives rise to canonical measures for the geodesic flow and the horocyclic foliation. As a stand-
ing assumption, we assume from now on that any subgroup of Isom(X ) is discrete, and acts
freely and properly discontinuously on X . To each such Γ, the Poincaré exponent is defined
by
δ(Γ) := sup
{
s ≥ 0 : ∑
g∈Γ
e−sd(o,g (o)) =∞
}
.
Moreover, Γ is referred to as of divergence type if
∑
g∈Γ e−δd(o,g (o)) =∞. The relevance of this
is a consequence of the Hopf-Tsuji theorem (for the setting of CAT(-1) spaces, see [11]), which
states that Γ is of divergence type if and only if, for any δ-conformal measure µ, the action of
Γ on (∂X ,µ)2 is ergodic. Moreover, being of divergence type implies uniqueness of µ.
In fact, we are interested in the interplay of the following type of groups.
Definition 6.1. We refer to a cover Y of X /Γ as a regular cover (or periodic cover) if there exists
a normal subgroup N of Γ such that Y = X /N . In this situation, G := Γ/N refers to the covering
group (or period) of the cover. Moreover, we refer to Γ as convex-cocompact if the convex hull of
Λ(Γ) in X is compact.
Observe that the class of convex-cocompact groups acting on a CAT(-1) metric space is a
flexible object as manifolds of pinched negative curvature with compact convex core as well
as the action of a word hyperbolic group on its Cayley graph are in this class. Furthermore,
due to the close connection to the basic example of an Anosov flow, the geodesic flow on
a closed manifold of constant negative curvature, the action of this class of groups is well
studied. For example, the Poincaré exponent of a convex-cocompact group his finite and
the group is of divergence type ([11]) and, in particular, the geodesic flow is ergodic with re-
spect to the Liouville-Patterson-Sullivan measure constructed from the unique δ-conformal
measure.
The geodesic flow on regular covers, on the other hand, in many cases is totally dissipative
as the dynamics somehow behave like a random walk on the covering group. That is, even
though there does not exist a complete dictionary between random walks and the regular
covers, there are several parallel results, like Rees’ version of Polya’s result on the transience
of the simple random walk forZd -covers ([25]), or Brooks’ amenability criterium ([6], see also
[31, 12, 10]) in the sprit of Kesten ([22]). Our application of Theorem 5.2 adds a further item
to this list as it provides a complete description of the δ(N )-conformal minimal measures in
analogy to Ancona’s result on the geometric realization of minimal harmonic functions. From
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now on, we refer to G (X ), G (X /Γ) and G (X /N ) as the space of geodesics of the local CAT(-1)
spaces X , X /Γ and X /N .
Theorem 6.2. Assume that X is a CAT(-1) space, that Γ is a convex-cocompact, discrete sub-
group of Isom(X ) and that N is a normal, non-elementary subgroup of Γ such that G := Γ/N is
hyperbolic and such that the geodesic flow on G (X /N ) is topologically transitive. Then the set
of minimal, δ(N )-conformal measures can be identified with ∂G.
Proof. The strategy of proof is as follows. In Step 1, we construct the Markov map (Σ,θ) and
its group extension by G . In Step 2, we then specify the associated potential and show that
the reversibility condition GR (Xg )(x, id) ³ GR (Xid)(x, g ) holds. Finally, in Steps 3 and 4, we
identify the δ(N )-conformal measures on ∂X with the conformal measures on Σ×G . The
theorem then follows from Theorem 5.2.
STEP 1. THE MARKOV MAP θ. The first part of proof makes use of coding of the geodesic flow
on G (X /Γ) as constructed in [8]. In there, the authors construct a Poincaré section such that
(i) the first return map H is coded by a topologically transitive bilateral subshift of finite
type,
(ii) the atoms {A1, . . . An} of the Markov partition of the section are of the form Ai = pi(Ri ),
where the {Ri } are, in Hopf coordinates, of the form
Ri =
{
(ξ,η, ti (ξ,η)) : ξ ∈Ui ,η ∈Vi
}
,
for some disjoint open subsets Ui ,Vi of ∂X and functions ti (ξ,η) : Ui ×Vi →R,
(iii) the return time h :
⋃n
i=1 Ai → (0,∞) to the section is Hölder continuous.
By considering the p-th iterate of H , where p refers to the period of θ, the subshift of finite
type θp decomposes into its topological mixing components. However, as H is the first return
map, any of these components provides us with a Markov coding for the geodesic flow whose
associated subshift of finite type is topological mixing. Hence, we may assume without loss
of generality that the shift is topologically mixing.
In order to associate elements of Γ to H , we proceed as follows. The possible transitions
ofΣ define a connected graphG. Now choose a subgraphTwhich is connected, has no loops
and has the same set of vertices as G, that is, T is a minimal spanning tree of G. We now
construct a lift of the atoms {A1, . . . An} to G (X ) based on the choice of T. Suppose that the
lift Aˆi ⊂G (X ) of Ai already was constructed. Furthermore, suppose that A j is a neighbour of
Ai in T. Then H((Ai ))∩ (A j ) 6= ; or H(A j )∩ Ai 6= ;. In the first case, there exists a unique lift
Aˆ j ⊂G (X ) such that
{
gh(pi(x))(x) : x ∈ Aˆi
}∩ Aˆ j 6= ;. And, if H(Ai )∩A j =;, the same argument
gives rise to a unique Aˆi ⊂G (X ) with
{
gh(pi(x))(x) : x ∈ Aˆ j
}∩ Aˆi 6= ;. AsT is a minimal spanning
tree, this construction provides a construction of lifts
{
Aˆ1, . . . Aˆn
}
. Moreover, as pi ◦ g = pi for
all g ∈ Γ, we may identify Ri := Aˆi , for i = 1, . . . ,n in the property of the above coding.
The elements of Γ associated to H are now constructed as follows. Suppose that x =
(ξ,η, ti (ξ,η)) ∈ Ri and that gh(pi(x))(pi(x)) ∈ A j . Then there exists a unique κx ∈ Γ, depending
only on i and j , such that gh(pi(x))(x) ∈ κx (R j ) and, in Hopf coordinates,
gh(pi(x))
(
pi(ξ,η, ti (ξ,η))
)=pi(ξ,η, ti (ξ,η)+h(pi(x)))=pi(κ−1x (ξ),κ−1x (η), t j (κ−1x (ξ),κ−1x (η))) .
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However, as the functions ti can be recovered from ξ, η and i , we identify H with
n⊎
i=1
Ui ×Vi →
n⊎
i=1
Ui ×Vi , (ξ,η) 7→
(
κ−1(ξ,η,ti (ξ,η))(ξ),κ
−1
(ξ,η,ti (ξ,η))
(η)
)
, for (ξ,η) ∈Ui ×Vi , (20)
where
⊎
stands for the disjoint union. The following observation is crucial and follows im-
mediately from the definition of a Markov partition (cf. Def. 3.8 in [8]). Namely, κ(ξ,η,ti (ξ,η)) in
fact only depends on η and i . Hence, with κη,i := κ(ξ,η,ti (ξ,η)), for η ∈Vi , we obtain that
H :
⊎n
i=1 Ui ×Vi
(ξ,η)7→
(
κ−1η,i (ξ),κ
−1
η,i (η)
)
−−−−−−−−−−−−−−→ ⊎ni=1 Ui ×Viy y
θ :
⊎n
i=1 Vi
η 7→κ−1η,i (η)−−−−−−→ ⊎ni=1 Vi
commutes. In particular, by setting Σ := ⊎ni=1 V i and θ|V i (η) := κ−1η,i (η), we obtain a non-
invertible, surjective Markov map which is coded by a one-sided topological mixing subshift
of finite type and which, up to points on the boundaries {∂Vi }, is a factor of H .
STEP 2. ASSOCIATED MEASURES AND REVERSIBILITY OF THE EXTENSION. We now analyse the
regularity of the potential function
ϕ(η, i ) := δ(N ) log
(
(κ−1η,i )
′(η, i )
)
=−δ(N )Bη
(
κη,i (o),o
)
. (21)
As it is well known, the Busemann function is 1-Lipschitz continuous. Furthermore, it follows
from the expansivity of the geodesic flow, that the map θ is eventually uniformly expanding.
By combining these two observations, it follows that ϕ : Σ→ R is Hölder continuous with
respect to the shift metric on Σ. Therefore, by application of Ruelle’s operator theorem, there
exists a unique equilibrium state hdµ for ϕ, where h is a Hölder continuous function which
is bounded away from 0, and µ is a conformal measure, which means in the setting of Markov
maps or shift spaces that dν◦θ =λe−ϕdν, for some λ> 0.
The potential ϕ is related to the Poincaré series of N through the group extension
T :Σ×G →Σ×G , (x, g N ) 7→ (θ(x), gκx N )
as follows. As G is non-amenable, observe that it follows from the main result in [31] that
λ> 1. In order to determine R, we make use of the fact that R is the radius of convergence of
the series Gr (Xid)(x, id), seen as a function of r . By conformality and by Lemma 2.3,
Gr (Xid)(x, id)³
∫
Xid
Gr (Xid)hdµ=
∞∑
n=0
r n
∫
Xid ◦T nXidhdµ³
∞∑
n=0
r n
∑
w∈W n :κ(w)∈N
µ([w])
Now set, for w ∈W n , κw := κxκθ(x) · · ·κθn−1(x) for some x ∈ [w]. As the Busemann function is
a cocycle, it follows for x = (η, i ) ∈ [w] that
Sn(ϕ)(x) :=
n−1∑
k=0
ϕ◦θk (x)=−δ(N )Bη (κw (o),o) .
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Furthermore, a well known geometric argument for convex-cocompact groups shows that
there exists a constant K , independent from x = (η, i ) and w such that η is in {η ∈ ∂X : (η ·
o))κw (o) ≤ K }, known as the K -shadow of κw (o) from o of parameter K , which then implies
that Bη (κw (o),o)= d (κw (o),o)±C , for some C > 0 (see, e.g., Observation 4.5.3 in [11]). Hence,
Gr (Xid)(x, id)³
∞∑
n=0
(λr )n
∑
w∈W n :κ(w)∈N
e−δ(N )d(κw (o),o) = ∑
w :κ(w)∈N
e
−d(κw (o),o)
(
δ(N )− |w | log(λr )d(κw (o),o)
)
As the return time to the section is bounded from away from 0 and infinity by construction,
it follows hat C−1|w | < d (κw (o),o) < C |w | for some C > 0. By combining this estimate with
the observation that {w : κ(w) = g } 6= ; all g ∈ N as X is a geodesic space and the ⋃Ai are a
Poincaré section for the flow on X /Γ, one obtains the bound
Gr (Xid)(x, id)À
∑
g∈N
e−d(g (o),o)(δ(N )−C
−1 log(λr )),
provided that λr ≥ 1. Hence, Gr (Xid)(x, id) =∞ for λr > 1 as δ(N ) is the Poincaré exponent
of N . On the other hand, as G is non-amenable, it follows from an application of a result by
Zimmer in [35] (see also [19]) that the product of µ on Σ and the counting measure on G is
not conservative. Hence, Proposition 5.3 in [32] implies that Gλ−1 (Xid)(x, id)<∞. Therefore,
R = 1/λ.
We now verify the reversibility condition. In order to do so, we make use of the generali-
sation by Adachi in [3] of Rees’ refinement ([25]) and obtain that we may in fact assume that
there is an involution ι on the elements of the partition which corresponds to the time rever-
sal of the flow. This involution extends to finite words and, by a simple geometric argument,
we have that κ−1w = κιw (see, e.g., the construction of the coding in [12]). Hence, for g ∈ Γ, this
implies that
GR (Xg N )(x, id)³
∑
w :κw∈g−1N
e−δ(N )d(κw (o),o) = ∑
w :κιw∈g N
e−δ(N )d(κιw (o),o) ³GR (Xid)(x, g N ).
STEP 3. IDENTIFICATION OF CONFORMAL MEASURES. We now show that there is a canoni-
cal bijection between δ(N )-conformal measures on ∂X with respect to N and ϕ-conformal
measures on Σ×G . Furthermore, as the definition of conformality in both cases precisely de-
scribes the behaviour along G and T -orbits, respectively, the topological transitivity implies
that a conformal measure is uniquely determined by its action on the Vi .
For a given δ(N )-conformal measures on ∂X with respect to N the identity (19) holds
by definition for s = δ(N ), any g ∈ N and each Borel set A ⊂ ∂X . Define m˜|Vi×{id} := m. In
particular it follows for any finite word w with κw ∈ N and each Borel subset (A, i ) ⊂ w with
T |w |(A, i )⊂V j from (21) that
m˜
(
T |w |((A, i )× {id}))= m˜ ((κ−1w (A), j )× {id})=m (κ−1w (A))
=
∫
A
(
(κ−1w )
′)δ(N ) dm = ∫
(A,i )
eϕ(η,i )dm˜.
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Hence, m˜ is conformal with respect to those branches of T which start and end in Σ× {id}.
Now assume that [w, g ] is a cylinder in Σ×G . By topologically transitivity, there exists a cylin-
der [v, id] and n ∈ N such that T n([v, id]) ⊃ [w, g ] and T n |[v,id] is injective. Then, as it easily
can be verified (see, e.g., [32]),
dm˜(A∩ [w, g ]) :=
∫
[v,id]∩T −n(A∩[w,g ])
e−Sn (x)dm˜(x, id)
extends m˜ to a well-defined and conformal measure on Σ×G .
We now show the reverse direction. On order to do so, fix a conformal measure m on
Σ×G and set, for each Vi , mi :=m|Vi×{id}. Moreover, assume that g ∈N and that A is an open
subset of ∂X such that A ⊂ Vi and g (A) ⊂ V j for some 1 ≤ i , j ≤ n. Hence, A ⊂ Vi ∩ g−1(V j )
and, as the coding is topologically transitive, there exist h ∈ Γ and 1≤ k ≤ n with
B := h(Vk )⊂ A, h(Uk )⊃Ui ∪ g−1(U j ).
That is, there are open subset of Ui ×B and U j × g (B) which eventually flow into h−1(Uk )×
h−1(Vk ) and (g h)−1(Uk )×(g h)−1(Vk ), respectively. Hence, there exist s, t ∈N such that locally
T s and T t are of the form
T s :(B , i )× {idG }→Vk × {hN }, ((x, i ), {idG }) 7→ ((h−1(x),k),hN ),
T t :(g (B), j )× {idG }→Vk × {hN }, ((x, j ), {id}G ) 7→ ((h−1g−1(x),k),hN ),
where we have used that g hN = hN . Hence, by conformality of m and the cocycle property
of the Busemann function, it follows for any integrable function f : B →R that∫
f dmi =
∫
L s(1(B ,i )×{id} f )dm =
∫
Vk×{hN }
f (hx)e−δ(N )Bhx (h(o),o)dm, (22)∫
f ◦ g−1dm j =
∫
L t (1(g B , j )×{id} f ◦ g−1)dm =
∫
Vk×{hN }
f (hx)e−δ(N )Bg hx (g h(o),o)dm
=
∫
Vk×{hN }
f (hx)e−δ(N )(Bhx (h(o),o)+Bg hx (g (o),o))dm. (23)
By combining (22) with (23), one then obtains that dm j (x)◦g = e−δ(N )Bg x (g (o),o)dmi (x) for x ∈
B . By transitivity of T we may assume, without loss of generality, that h ∈N and k = i . Then,
as h(A)⊂ B and g h(A)= g hg−1(g A)⊂ g B , we have that the restriction to g B of some power
of θ is given by g h−1g−1. Hence, for an integrable function f : A→R, (22) this representation
of m j |g B with respect to mi |B and the argument in (22) applied to g (B) and m j imply that∫
f dmi =
∫
B
f ◦h−1eδ(N )Bx (h(o),o)dmi =
∫
B
f ◦h−1eδ(N )(Bx (h(o),o)+Bg x (g (o),o))dm j ◦ g
=
∫
g (B)
f ◦ (g h)−1eδ(N )Bx (g h(o),o)dm j
=
∫
g (A)
f ◦ g−1eδ(N )
(
Bg hg−1 x (g h(o),o)−Bg hg−1 x (g hg−1(o),o)
)
dm j
=
∫
g (A)
f ◦ g−1eδ(N )Bx (g−1(o),o)dm j .
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In particular, if g = id, this implies that mi |Vi∩V j = m j |Vi∩V j . Hence, dm†(x) := dmi (x) for
x ∈ Vi is a well defined measure on ∂X . Furthermore, by applying the above identity for
arbitrary g ∈N , (21) shows that m† is a δ(N )-conformal measure for N as defined in (19).
Hence, we have shown that m 7→ (m˜(Σ× {id}))−1m˜ is a bijection from the set of δ(N )-
conformal measures for N on ∂X to the set of ϕ-conformal measures on Σ×G which are
normalised by giving measure 1 to Σ× {id}, and that the inverse of this map is given by m 7→
(m†(∂X ))−1m†.
STEP 4. RELATING ϕ˜- AND ϕ-CONFORMAL MEASURES. Recall that the reference measure on
Σ is given by dν = hdµ, where hdµ is the equilibrium state for the potential ϕ. As it is
well known, ν is the unique conformal measure with respect to potential ϕ˜(η, i ) = ϕ(η, i )+
logh(η, i )−logh(θ(η, i ))−logλ, and the transfer operatores Lµ and Lν of µ and ν, respectively,
are related through λhLν( f )= Lµ(h f ). It then follows immediately from the definitions, that
this relation extends to λhLµ( f )=Lν(h f ) on the level of group extensions where we silently
extended h to a function on Σ×G . Hence, as∫
fL ∗µ (dm)=
∫
Lµ( f )dm =λ
∫
Lµ(h f /h)
λh
hdm =λ
∫
f
h
L ∗ν (hdm)
for any continuous function f with compact support and each σ-finite measure m, one ob-
tains that dm 7→ hdm defines a bijection between the space of conformal measures with
respect to ϕ and ϕ˜, respectively.
We remark that Theorem 6.2 is related to conformal measures associated to ends of hy-
perbolic n-manifolds as introduced in [5]. In there, the authors construct for an arbitrary
hyperbolic n-manifold a finite family of open sets such that each α-conformal measure can
be represented as a sum of conformal measures, where each of this measures is associated to
one of these open sets. Hence, our result in here might be seen as a refinement of the above
for regular covers as we obtain a complete description of the set of δ(N )-conformal mea-
sures. In particular, the above shows that these ends could be replaced through an iterative
construction by ∂G , provided that Γ/N is word hyperbolic.
Moreover, Shwartz recently obtained a similar result for regular covers of cocompact Fuch-
sian groups and with respect to α-conformal measures with α> δ(N ) (see [29]). This restric-
tion is a consequence of the version of Shwartz of Ancona’s inequality which does not allow to
include the critical parameter. On the other hand, by applying Theorem 4.1 in [30] to our set-
ting, we obtain as by Shwartz in [29] an ergodic theoretic description of these minimal mea-
sures as a corollary. In order to do so, we recall the notions of limit sets and uniform approx-
imating sequences. The limit set of a group of isometries Γ is defined by Λ(Γ) := Γ({o})∩∂X ,
that is Λ(Γ) is the set of accumulation points of the orbit Γ({o}) in ∂X . Moreover, we say that
the sequence (gn) in Γ uniformly approximates η ∈ ∂X if limn→∞ gn(o) = η and there exists
C > 0, depending on (gn), such that the distance between the geodesic ray from o to η is
bounded from above by C .
Corollary 6.3. Under the assumptions of Theorem 6.2, the following holds.
(i) Assume that µ is a minimal, δ(N )-conformal measure for N . Then µ is ergodic for the
action of N on ∂X and there existsσ ∈ ∂(Γ/N ) such that for µ-a.e. η ∈Λ(N ), and for every
(gn) in Γwhich uniformly approximates η, we have that limn→∞ gn N =σ.
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(ii) Assume that σ ∈ ∂(Γ/N ). Then there exists a unique δ(N )-conformal measure µ for N
such that for µ-a.e. η ∈Λ(N ), and for every (gn) in Γ which uniformly approximates η,
we have that limn→∞ gn N =σ.
Proof. We begin with the proof of the first part. The ergodicity of µ is an immediate con-
sequence of minimality as any G-invariant set A ⊂ ∂X defines a δ(N )-conformal measure
dm := 1Adµ with m ≤µ. Hence, µ(A)= 0 or µ(A)= 1.
In order to show convergence, we employ Theorems 5.2 and 6.2 as they imply that there
exists σ ∈ ∂(Γ/N ) such that µ= µσ. By Theorem 4.1 in [30] and the coding constructed in the
proof of the theorem, it then follows for almost every element in ((η, i ), id) ∈Vi × {id} that the
orbit (T n((η, i ), id)) converges to the elementΞ−1(σ) in the Martin boundary (cf. Theorem 5.4
for the definition of Ξ). However, by Theorem 5.2 above, this implies that the second coor-
dinate of (T n((η, i ), id)) converges to σ ∈ ∂(Γ/N ). It hence remains to relate this convergence
with uniform approximation.
In order to do so, set gn := κθn−1(η,i ) ◦· · ·◦κ(η,i ) and choose an element ξ ∈Ui . Then, by the
coding construction, the geodesic (ξ,η) from ξ to η passes through the closure of gn(
⋃
j R j ),
where the R j refer to the atoms of the coding construction in the proof above. However, as Γ
is convex-cocompact, the diameter of the projection of
⋃
j R j to X is finite. Therefore, (gn(o))
stays within a bounded distance from (ξ,η) and converges to η. By combining this obser-
vation with the above convergence, one then obtains that (gn(o)) uniformly approximates η
and that gn N →σ almost surely.
It is left to prove the claim for an arbitrary sequence (hn) which uniformly approximates
η. As the return time to
⋃
j R j is bounded from above, it follows that supn dX (gn(o), gn+1(o))<
∞. In particular, there exists a sequence (nk ) such that supk dX (hk (o), gnk (o))<∞. Hence, as
Γ acts discontinuously on X , the set {h−1k gnk : k ∈N} is finite. Therefore, hk N and gnk N stay
within a bounded distance with respect to the theorem.
The second part of the theorem is consequence of Part (i) combined with the fact that
there is a bijection between ∂(Γ/N ) and the set of minimal, δ(N )-conformal measures.
7 Appendix: Reduced measures and the domination principle
In this part, following the exposition in [34], well-known ideias from potential theory for
Markov operators are adapted to the setting of Ruelle operators on locally compact shift
spaces (see also [30]). We begin with the following version of the Riesz decomposition theo-
rem. Throughout this part, we assume that the potential is transient.
Proposition 7.1 (Lemma 3.2 in [30]). Let µ be a 1/r -excessive measure for 0 < r ≤ R. Then
there exists a unique pair of Radon measures µ0 and ν such that µ0 is 1/r -conformal and µ=
µ0+G∗r (ν) in the sense that ∫
f dµ=
∫
f dµ0+
∫
Gr ( f )(z)dν(z)
for any continuous f with compact support. Moreover, ν=µ− r−1L ∗(µ).
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Proof. The existence follows from Lemma 3.2 in [30]. Now assume thatµ0+G∗r (ν)= µ˜0+G∗r (ν˜).
By applying r−1L ∗ to both sides, it follows that
µ0+G∗r (ν)−ν= µ˜0+G∗r (ν˜)− ν˜.
Hence, ν= ν˜.
Recall that µ ≤ ν if µ(A) ≤ ν(A) for all A ∈B. The Riesz decomposition theorem has the
following useful consequences.
Lemma 7.2. Assume that µ is 1/r -excessive and that µ≤G∗r (ν) for a measure ν such thatG∗r (ν)
isσ-finite. Then there exists ν0 such that µ=G∗r (ν0). In particular, if µ is harmonic, then µ= 0.
Proof. By the above, µ=µ0+G∗r (ν0). Therefore, µ0 ≤G∗r (ν) and µ0 = 0 since
µ0 = r−n(L n)∗(µ0)≤ r−n(L n)∗(G∗r (ν))→ 0.
The assertion then follows from the uniqueness of the Riesz decomposition.
For a family of σ-finite measures {µi : i ∈ I }, define µ†(A) := infi∈I µi (A) and
∧
i∈I
µi (A) := inf
{ ∞∑
j=1
µ†(B j ) :
∞⋃
j=1
B j = A,B j ∈B
}
, for A ∈B.
We then refer to
∧
i∈I µi (A) as the infimum of the family {µi : i ∈ I }.
Proposition 7.3. The infimum of a family of Radon measures is a Radon measure. Moreover,
the infimum of a family of λ-excessive measures is λ-excessive.
Proof. We begin showing that µ :=∧i∈I µi is a measure. In order to do so, first observe that
for a partition of A ∈B into a {Ai ∈B : i ∈ N} that µ(A) ≤∑i µ(Ai ) by construction. On the
other hand, observe that for partitions {B j : j ∈N}, {B∗k : k ∈N} of A into Borel sets such that
the second is finer than the first,
∞∑
j=1
µ†(B j )≤
∞∑
k=1
µ†(B∗k ). (24)
In particular, this implies that µ(A)≥∑i µ(Ai ), as each partition of A has a refinement which
is measurable with respect to σ({Ai : i ∈N}). Hence, µ is σ-additive and therefore a measure.
Moreover, as µ(A) ≤ µi (A) for all i , µ is σ-finite. The Radon property follows immediately
from µ(A)≤µi (A) for all i ∈ I and A ∈B, which proves the first assertion.
Now assume that f : X → [0,∞) is uniformly continuous and bounded, that A ∈B with
µ(A) <∞ and that ² is arbitrary. By applying (24), we may suppose that µ(A) ≤∑ j µ†(B j ) ≤
µ(A)+ ², where the {B j : j ∈N} is a partition of A into sets of diameter δ. If δ is chosen suffi-
cently small, uniform continuity implies that∫
A
f dµ=
∞∑
j=1
∫
B j
f dµ≤
∞∑
j=1
(
inf
x∈B j
f (x)+²
)
µ†(B j )≤
∞∑
j=1
∫
B j
f dµi +²(µ(A)+²)
≤ inf
i∈I
∫
A
f dµi +²µ(A)+²2.
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As ² is arbitrary, it follows that
∫
A f dµ ≤ infi
∫
A f dµi . The remaining assertion easily follows
from this.
Now assume that µ is a λ-excessive measure and that A ∈B. Then we refer to
RA(µ) :=
∧{
ν ∈R :L ∗(ν)≤λν,ν|A ≥µ|A
}
as the reduced measure associated with µ on A, which is a is a well-defined, λ-excessive
Radon measure by the above Proposition. Furthermore, if A = Σ×K , for some finite K ⊂G ,
then G∗r (µ|A) is well-defined, λ-excessive and G∗r (µ|A) ≥ µ|A . In particular, RA(µ) ≤ G∗r (µ|A).
Hence, Lemma 7.2 implies that there exists ν0 such that RA(µ)= G∗r (ν0) and, as ν0 = RA(µ)−
r−1L ∗(RA(µ)), ν0 is a Radon measure. Also note that RA(µ)|A = µ|A by construction. Hence,
by letting K →G , one immediately obtains the following.
Proposition 7.4. Assume that µ is 1/r -excessive. Then there exists an increasing sequence of
Radon measures (νn) such that µ(A)= limn→∞G∗r (νn)(A), for all A ∈B.
Now assume that A is measurable with respect to the partition into n-cylinders, for some
n ∈N. Then 1A is Lipschitz continuous, and, in particular,LA( f ) :=L (1A f ) acts on continu-
ous functions with compact support. Furthermore, consider
GAr := 1A
∞∑
n=0
r n(LA)
n , FA := 1A
∞∑
n=0
r n(LAc )
n .
Observe that this choice of A implies by Proposition 3.2 that GAr and FA act on Lipschitz
functions with support on Σ×K , for K ⊂G finite, for 0 < r ≤ R. In particular, the actions of
(GAr )
∗ andF∗A on σ-finite measures are well defined.
Theorem 7.5. Assume that µ is 1/r -excessive and that A is measurable with respect to the
partition into n-cylinders, for some 0 < r ≤ R and n ∈ N. Then the reduced measure on A is
equal toF∗A (µ).
Proof. Set B := Ac . By Proposition 7.4, there exists a monotone sequence of Radon measures
(νn) such that G∗r (νn)→µ. Moreover, by decomposing orbits with respect to the first entry to
A, one obtains that Gr =GBr +Gr ◦FA , which then implies that
F∗A ◦G∗r (νn)= (Gr −GBr )∗(νn)≤G∗r (νn).
By taking the limit as n →∞, one obtains thatF∗A (µ)([w, g ]) ≤ µ([w, g ]) for any cylinder set,
and thereforeF∗A (µ)≤µ. As, by construction,F∗A (µ)|A =µ|A , it follows that µ|A ≤ ν|A implies
thatF∗A (µ)≤F∗A (ν) globally. Hence, ifF∗A (µ) is excessive, thenF∗A (µ)=RA(µ).
It remains to show that F∗A (µ) is excessive. By iterated application of L
∗(µ) ≤ r−1µ one
obtains for a test function h ≥ 0 that∫
1Ahdµ≥ r
∫
L (1Ah)dµ= r
∫
1ALA(h)dµ+ r
∫
1BLA(h)dµ
≥ r
∫
1ALA(h)dµ+ r 2
∫
1ALBLA(h)dµ+ r 2
∫
1BLBLA(h)dµ
≥
∫
1A
n∑
k=0
r k+1L kBLA(h)dµ+ r n+1
∫
1BL
n
BLA(h)dµ.
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Hence, by monotone convergence,∫
1Ahdµ≥
∫
1A
∞∑
n=0
r n+1L nBLA(h)dµ.
On the other hand,
rFA ◦L = 1A
∞∑
n=0
r n+1L nB ◦ (LB +LA)=FA−1A+1A
∞∑
n=0
r n+1L nB ◦LA ,
which implies that
r
∫
LhdF∗A (µ)=
∫
hdF∗A (µ)−
∫
A
h−
∞∑
n=0
r n+1L nBLA(h)dµ≤
∫
hdF∗A (µ),
proving thatF∗A (µ) is 1/r -excessive.
As F∗A (µ) is dominated by G
∗
r (µ|A), it follows from Lemma 7.2 that there exists a unique
ν withF∗A (µ) = G∗r (νA). If µ = G∗r (ν) for some ν, this gives rise to a map ν 7→ νA , where νA is
referred to as the balayée of ν and can be constructed explicitly as follows. Set
RA( f ) :=
∞∑
n=0
r n(1AcL )
n(1A f ).
As each orbit with at least one visit to A can be decomposed either with respect to the last or
the first visit to A, it follows that Gr ◦FA =RA ◦Gr . Therefore, the balayée of ν is given by
νA =R∗A(ν) as, for µ=G∗r (ν),
RA(µ)=F∗A (µ)=F∗A ◦G∗r (ν)=G∗r ◦R∗A(ν)=G∗r (νA).
In particular, if ν is supported on A, then νA =R∗A(ν) = ν. This proves the following result,
known as domination principle.
Theorem 7.6. Assume that A is measurable with respect to the partition into n-cylinders for
some n ∈ N and that ν is a finite Radon measure whose support is contained in A such that
G∗r (ν) is well defined (0< r ≤R). If µ is 1/r -excessive and µ|A ≥G∗r (ν)|A , then µ≥G∗r (ν).
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