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Abstract—The development of evolutionary algorithms (EAs), 5
such as genetic algorithms (GAs), repeated weighted boosting 6
search (RWBS), particle swarm optimization (PSO), and differ- 7
ential evolution algorithms (DEAs), have stimulated wide interests 8
in the communication research community. However, the quanti- 9
tative performance-versus-complexity comparison of GA, RWBS, 10
PSO, and DEA techniques applied to the joint channel estimation 11
(CE) and turbo multiuser detection (MUD)/decoding in the con- 12
text of orthogonal frequency-division multiplexing/space-division 13
multiple-access systems is a challenging problem, which has to 14
consider both the CE problem formulated over a continuous 15
search space and the MUD optimization problem deﬁned over a 16
discrete search space. We investigate the capability of the GA, 17
RWBS, PSO, and DEA to achieve optimal solutions at an afford- 18
able complexity in this challenging application. Our study demon- 19
strates that the EA-assisted joint CE and turbo MUD/decoder 20
is capable of approaching both the Cramér–Rao lower bound 21
of the optimal CE and the bit error ratio (BER) perfor- 22
mance of the idealized optimal maximum-likelihood (ML) turbo 23
MUD/decoder associated with perfect channel state information, 24
respectively, despite imposing only a fraction of the idealized turbo 25
ML-MUD/decoder’s complexity. 26
Index Terms—Differential evolution algorithm (DEA), evolu- 27
tionary algorithms (EAs), genetic algorithm (GA), joint channel 28
estimation (CE) and turbo multiuser detection (MUD)/decoding, 29
orthogonal frequency-division multiplexing (OFDM), particle 30
swarm optimization (PSO), repeated weighted boosting search 31
(RWBS), space-division multiple access (SDMA). 32
I. INTRODUCTION 33
T
HE BEST possible exploitation of the ﬁnite available 34
spectrum in light of the increasing demand for wireless 35
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services has been at the center of wireless system optimiza- 36
tion. In recent years, multiple antennas have been employed 37
both at the transmitter and/or the receiver, which leads to the 38
concept of multiple-input–multiple-output (MIMO) systems. 39
MIMO systems may be designed for achieving various design 40
goals, such as maximizing the achievable diversity gain, the 41
attainable multiplexing gain, or the number of users supported 42
[1], [2]. Orthogonal frequency-division multiplexing (OFDM) 43
[3], [4] has found its way into numerous recent wireless 44
network standards, owing to its virtues of resilience to 45
frequency-selective fading channels. Both the modulation and 46
demodulation operations of an OFDM system facilitate conve- 47
nient low-complexity hardware implementations with the aid 48
of the inverse fast Fourier transform (IFFT) and fast Fourier 49
transform (FFT) operations. In an effort to further increase 50
the achievable system capacity, space-division multiple-access 51
(SDMA) communication systems were conceived [5], [6], 52
whereseveralusers,roamingindifferentgeographicallocations 53
and sharing the same bandwidth and time slots (TSs), are 54
differentiated by their unique user-speciﬁc “spatial signature,” 55
i.e., by their unique channel impulse responses (CIRs). As one 56
of the most widespread MIMO types, OFDM/SDMA systems 57
[7], [8] exploit the advantages of both OFDM and SDMA. 58
In the uplink (UL) of an OFDM/SDMA system, the trans- 59
mitted signals of several single-antenna mobile stations (MSs) 60
are simultaneously received by an array of antennas at the 61
base station (BS). Multiuser detection (MUD) techniques are 62
invoked at the BS for separating the signals of the different 63
MSs, based on their unique user-speciﬁc CIRs. A state-of-the- 64
art turbo MUD/decoder exploits the error correction capability 65
of the channel code by exchanging extrinsic information be- 66
tween the MUD and the channel decoder [9]. Naturally, for 67
a turbo MUD/decoder to achieve an optimal or near-optimal 68
performance, the CIRs have to be accurately estimated [1], 69
[4]. Intensive research efforts have been devoted to developing 70
efﬁcient approaches for channel estimation (CE) in multiuser 71
OFDM/SDMA systems [1], [8], [10], [11]. To achieve a near- 72
optimal performance, joint CE and turbo MUD/decoding has 73
recently received signiﬁcant research attention [12]. Natu- 74
rally, approaching the performance of the optimal solution, 75
namely, that of the maximum-likelihood (ML) joint CE and 76
turbo MUD/decoding solution, is highly desired. However, 77
in practice, one often has to settle for suboptimal solutions 78
due to the excessive computational complexity of the optimal 79
ML solution, particularly for systems with a high number of 80
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users/antennas and employing high-order quadrature amplitude 81
modulation (QAM) signaling [13]. Fortunately, evolutionary al- 82
gorithms (EAs) offer potentially viable alternatives for achiev- 83
ing optimal or near-optimal joint CE and turbo MUD/decoding 84
at an affordable complexity. 85
EAs have found ever-increasing applications in communi- 86
cation and signal processing, where creating globally or near- 87
globally optimal designs at affordable computational costs is 88
critical. The family of the most popular EAs1 includes genetic 89
algorithms (GAs) [16], [17], repeated weighted boosting search 90
(RWBS) [18], [19], particle swarm optimization (PSO) [20], 91
[21], and differential evolution algorithms (DEAs) [22], [23]. 92
Signiﬁcant advances have been made in applying these EAs 93
in single-user joint channel and data estimation [18], [24]– 94
[26], in CE and MUD for the multiuser code-division multiple- 95
accessUL[27]–[30],intheSDMA-aidedOFDMUL[31]–[34], 96
in joint CE and data detection for MIMO systems [35]–[37], 97
and in a diverse range of other applications. However, there 98
is paucity of contributions on EA-aided joint CE and turbo 99
MUD/decoding schemes designed for OFDM/SDMA systems. 100
An exception is our previous work [38], which applies a DEA 101
for supporting the joint CE and turbo MUD/decoding process. 102
Iterative joint CE and turbo MUD/decoding for OFDM/SDMA 103
represents an ideal benchmark application for evaluating vari- 104
ous EAs. The ML-MUD optimization is NP-hard, and the joint 105
ML CE and turbo MUD/decoding solution is computationally 106
prohibitive in general. Furthermore, within the iterative CE 107
and turbo MUD/decoding optimization, the CE optimization 108
problem is deﬁned over a continuous search space, whereas the 109
MUD optimization problem is deﬁned over a discrete search 110
space. Thus, both discrete-valued and continuous-valued EAs 111
are required. While individual EAs may have been tested in 112
this challenging iterative joint CE and turbo MUD/decoding 113
optimization, to the best of our knowledge, no performance- 114
versus-complexity comparisons of a group of EA techniques 115
have been presented in the literature in the context of joint CE 116
and turbo MUD/decoding. 117
Against this background, in this paper, we design and 118
characterize four EAs, namely, the GA, RWBS, PSO, and 119
DEA, under the challenging framework of joint CE and turbo 120
MUD/decoding in OFDM/SDMA systems, in terms of their 121
achievable performance, computational complexity, and con- 122
vergence characteristics. More speciﬁcally, continuous-valued 123
EAs are employed in solving the associated CE optimization, 124
whereas the discrete-binary versions of EAs are employed for 125
ﬁnding the ML or near-ML solution for the MUD. In the pro- 126
posed EA-aided iterative scheme conceived for joint blind CE 127
and turbo MUD/decoding, the EA-aided turbo MUD/decoder 128
feeds back ever more reliable detected data to the EA-based 129
channel estimator. Likewise, a more accurate channel estimate 130
will result in an increased-integrity MUD/decoder. We demon- 131
strate the power and efﬁciency of this EA-aided iterative CE 132
and turbo MUD/decoder in our extensive simulation study. Our 133
obtained results conﬁrm that the channel estimate and the bit 134
1There are numerous other EAs, for example, the ant colony optimization
[14], [15]; however, given our limited space, we concentrate on only four
algorithms in this paper.
error ratio (BER) performance of our EA-assisted iterative CE 135
and turbo MUD/decoder scheme approach the Cramér–Rao 136
lower bound (CRLB) of the optimal CE [39] and the optimal 137
ML turbo MUD/decoding performance associated with per- 138
fect channel state information (CSI), respectively, while only 139
imposing a fraction of the complexity of the idealized turbo 140
ML-MUD/decoder. 141
The remainder of this paper is organized as follows: The 142
multiuser OFDM/SDMA UL model is described in Section II, 143
which provides the necessary notations and deﬁnes the as- 144
sociated optimization problems of the joint CE and turbo 145
MUD/decoding. Section III characterizes the four EAs, i.e., 146
the GA, RWBS, PSO, and DEA, which are used for solving 147
the joint CE and turbo MUD/decoding optimization. Both the 148
continuous-valued EAs invoked for solving the CE optimiza- 149
tion and their discrete versions used for solving the ML MUD 150
optimization are detailed in this section. Section IV is devoted 151
to the structure of the proposed EA-aided iterative CE and 152
turbo MUD/decoder as well as to its computational complexity 153
analysis. Our simulation results are presented in Section V, 154
whereas our conclusions are offered in Section VI. 155
II. MULTIUSER MIMO OFDM/SDMA SYSTEM 156
The multiuser MIMO system considered supports U MSs 157
simultaneously transmitting in the UL to the BS, as shown in 158
Fig. 1. Each user is equipped with a single transmit antenna, 159
whereas the BS employs an array of Q antennas. A time- 160
division multiple-access protocol organizes the available time- 161
domain (TD) resources into TSs. All the U MSs are assigned to 162
every TS, and thus, they are allowed to simultaneously transmit 163
their streams of OFDM-modulated symbols to the SDMA- 164
based BS [4], [7] for the sake of exploiting the available re- 165
sources. Consequently, the users’ signals can only be separated 166
with the aid of their unique CIRs. 167
A. System Model 168
For the multiuser OFDM/SDMA UL shown in Fig. 1, all 169
the users simultaneously transmit their data streams, which 170
are denoted by b
u for 1 ≤ u ≤ U. The information bits, i.e., 171
bu, are ﬁrst encoded by the user-speciﬁc forward error cor- 172
rection (FEC) encoder. The bit stream after the FEC encoder, 173
which is denoted as bu
C, is passed through an interleaver
 
174
to yield an output bit stream bu
I, which is then grouped into 175
blocks of log2 M bits as a unit and modulated onto a stream 176
of M-QAM symbols. The modulated data ˜ Xu are serial-to- 177
parallel (S/P) converted, and the pilot symbols are embedded to 178
yield the frequency-domain (FD) OFDM symbol, i.e., Xu[s,k], 179
1 ≤ k ≤ K, where s denotes the OFDM symbol index, and 180
K is the number of subcarriers. The FD pilot symbols and 181
their allocation are known at the receiver and, hence, can be 182
exploited for initial CE. The parallel modulated data are fed to 183
a K-point IFFT-based modulator to generate the TD-modulated 184
signal xu[s,k]. After concatenating the cyclic preﬁx (CP) of 185
Kcp samples, the resultant sequence is transmitted through the 186
MIMO channel and contaminated by the receiver’s additive 187
white Gaussian noise (AWGN). The length of the CP must 188ZHANG et al.: EA-ASSISTED JOINT CE AND TURBO MULTIUSER DETECTION/DECODING FOR OFDM/SDMA 3
Fig. 1. UL system model for multiuser MIMO OFDM/SDMA. The notation L denotes the log-likelihood ratio. The subscripts m and c of L are associated with
the MUD and the channel decoder, respectively, whereas subscripts pr, po,a n de are used for representing the ap r i o r i , a posteriori, and extrinsic information,
respectively. For notational conciseness, OFDM symbol index s is omitted in Xu[k].
be chosen as Kcp ≥ Lcir, where Lcir denotes the length of 189
the CIRs. 190
AttheBS,thereceivedsignalsyq for1 ≤ q ≤ Qareparallel- 191
to-serial (P/S) converted, and the CPs are discarded from every 192
OFDM symbol. The resultant signals are fed into the K-point 193
FFT-based receiver. The signal Yq[s,k] received by the qth 194
receiver antenna element in the kth subcarrier of the sth OFDM 195
symbol can be expressed as [4] 196
Yq[s,k]=
U  
u=1
Hu
q [s,k]Xu[s,k]+Wq[s,k] (1)
where Hu
q [s,k] denotes the FD channel transfer function 197
(FD-CHTF) coefﬁcient of the link between the uth user and 198
the qth receiver antenna in the kth subcarrier of the sth OFDM 199
symbol, whereas Wq[s,k] is the associated FD AWGN having 200
the power of 2σ2
n.L e thu
q[s] ∈ CLcir×1 be the CIR vector of 201
the link between the uth user and the qth receive antenna 202
element during the sth OFDM symbol period, which contains 203
Lcir signiﬁcant CIR coefﬁcients. Then, the FD-CHTF vector 204
Hu
q[s] ∈ CK×1 is the K-point FFT of hu
q[s] deﬁned by 205
Hu
q[s]=
 
Hu
q [s,1] Hu
q [s,2]···Hu
q [s,K]
 T = Fh
u
q[s] (2)
where F ∈ CK×Lcir denotes the FFT matrix [4]. As a beneﬁt 206
of the CP, the OFDM symbols do not overlap, and SDMA 207
processing can be applied on a per-carrier basis. 208
Arrangethereceiveddataateachreceiveantennainacolumn 209
vector Yq[s] ∈ CK×1, i.e., 210
Yq[s]=[ Yq[s,1] Yq[s,2]···Yq[s,K]]
T , 1 ≤ q ≤ Q
(3)
which hosts the subcarrier-related signals Yq[s,k], and the 211
transmitted data of each user in a diagonal matrix Xu[s] ∈ 212
CK×K, i.e., 213
Xu[s]=d i a g{Xu[s,1],Xu[s,2],...,Xu[s,K]} (4)
with Xu[s,k] as its diagonal elements, for 1 ≤ u ≤ U. Fur- 214
thermore, let us deﬁne the CIR vector hq[s] ∈ CULcir×1 cor- 215
responding to the qth receive antenna during the sth OFDM 216
symbol period as 217
hq[s]=
  
h1
q[s]
 T  
h2
q[s]
 T ···
 
hU
q [s]
 T T
, 1 ≤ q ≤ Q.
(5)
The operations of the BS receiver can be summarized as fol- 218
lows: Given the received data {Yq[s]}
Q
q=1, ﬁnd the channels 219
{hq[s]}
Q
q=1 and the transmitted data {Xu[s]}U
u=1. Ultimately, 220
the receiver is responsible for recovering the users’ transmitted 221
information bit streams {bu}U
u=1. The turbo MUD/decoder 222
exchanges soft extrinsic information between the soft-in–soft- 223
out (SISO) MUD and the SISO channel decoder [9], which 224
effectively mitigates both the noise and multiuser interference. 225
As a result, it is capable of achieving an accurate recovery 226
of the users’ information bit streams. We defer the discussion 227
on the per-carrier-based turbo MUD/decoder [7] in Fig. 1 to 228
Section IV and concentrate on the basic operations of joint CE 229
and MUD at the BS receiver to highlight our motivation for 230
applying EAs to this challenging application. 231
B. Optimization Problems in Joint CE and MUD 232
Denote the overall system’s CIR vector by h[s] ∈ CUQLcir×1 233
and all the users’ transmitted data matrix X[s] ∈ CUK×K, 234
respectively, as 235
h[s]=
 
hT
1 [s]hT
2 [s]···hT
Q[s]
 T
(6)
X[s]=
 
X1[s]X2[s]···XU[s]
 T
. (7)
The optimal solution of the joint CE and MUD problem is 236
achieved by maximizing the probability of all the received data 237
{Yq[s]}
Q
q=1 conditioned on h[s] and X[s]. Noting that this 238
conditional distribution is Gaussian, this joint optimization is 2394 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY
equivalent to the one that minimizes the log-likelihood cost 240
function (CF) formulated as 241
J (h[s],X[s]) =
Q  
q=1
   Yq[s] − XT[s]Fhq[s]
   2
(8)
where the block diagonal matrix F ∈ CUK×ULcir is given by 242
F =d i a g {F,F,...,F
      
U
}. (9)
Thus, the joint ML CE and MUD solution is deﬁned as 243
 
  h[s],   X[s]
 
=a r g m i n
h[s],X[s]
J (h[s],X[s]). (10)
Joint ML optimization (10) is deﬁned in an extremely high- 244
dimensional space with both discrete- and continuous-valued 245
decision variables, and therefore, it is computationally pro- 246
hibitive. The complexity of this optimization process may be 247
reduced to a more tractable level by invoking an iterative 248
search loop that is carried out ﬁrst over the continuous space 249
of the legitimate channels h[s] and then over the discrete set 250
of all the possible transmitted data X[s]. The iterative loop 251
between the CE and the MUD encapsulates two optimization 252
problems. CE optimization can be performed when the data 253
X[s] are available, either as the known pilot symbols at the 254
start or, more generally, as the detected data fed back from 255
the MUD and FEC-decoder unit. The MUD can be carried out 256
with the estimated CIRs provided by the channel estimator. The 257
iterative procedure exchanging extrinsic information between 258
the decision-directed channel estimator and the MUD based 259
on the estimated CIRs gradually improves both solutions, and 260
typically, only a few iterations are required for approaching the 261
joint ML CE and MUD solution of (10). 262
1) ML CE: With the detected data   X[s] fed back from the 263
MUD/decoder, the ML CE solution is obtained by minimizing 264
the CF Jce(h[s]) = J(h[s],   X[s]). Since the CIRs hq[s],1≤ 265
q ≤ Q,areonlyrelatedtothereceivedsignalsYq[s]recordedat 266
theqthreceiver antenna, theMLCEsolution   h[s] isgiven asthe 267
solutions of the following Q smaller minimization problems: 268
  hq[s]=a r gm i n
hq[s]
Jce (hq[s]), 1 ≤ q ≤ Q (11)
where the CE CF is expressed as 269
Jce (hq[s]) =
     Yq[s] −   XT[s]Fhq[s]
     
2
. (12)
Since hq[s] ∈ CULcir×1, the search space for the CE optimiza- 270
tion is a continuous-valued (2ULcir)-element space. As the 271
detected data contain erroneous decisions, error propagation 272
imposes a serious problem. The OFDM symbol index [s] will 273
be omitted during our forthcoming discourse. 274
The standard least squares (LS) channel estimator [40] may 275
provide the solutions of (11), which, however, is computation- 276
ally very expensive as it requires the inverse of the Q very 277
large (ULcir) × (ULcir) complex-valued correlation matrices 278
to obtain   hq for 1 ≤ q ≤ Q. A low-complexity simpliﬁed LS 279
channel estimator was provided in [40]. However, this simpli- 280
ﬁed LS estimator only works for optimally designed pilots to 281
ensure all the correlation matrices are diagonal. This simpliﬁed 282
LS channel estimator performs poorly even given with the 283
correct error-free transmitted data, and clearly, it cannot be 284
applied in decision-directed mode. 285
2) ML MUD: As a beneﬁt of the CP, the OFDM symbols 286
do not overlap, and receiver processing can be applied on a 287
per-carrier basis [1], [7]. Let us deﬁne the received data vector 288
Y[s,k] ∈ CQ×1 ofQantennasandthetransmittedsignalvector 289
X[s,k] ∈ CU×1 of U users in the kth subcarrier of the sth 290
OFDM symbol, respectively, as 291
Y[s,k]=[ Y1[s,k]Y2[s,k]···YQ[s,k]]
T (13)
X[s,k]=
 
X1[s,k]X2[s,k]···XU[s,k]
 T
. (14)
Furthermore, denote the FD-CHTF matrix linking X[s,k] to 292
Y[s,k] as H[s,k] ∈ CQ×U, whose qth row and uth column 293
element is Hu
q [s,k]. Given the FD-CHTF matrix estimate 294
  H[s,k], the MUD recovers the transmitted signals X[s,k] from 295
the received signals Y[s,k]. Since each element Xu[s,k] of 296
X[s,k] belongs to the ﬁnite M-QAM alphabet S of size |S| = 297
M, there are MU possible candidate solutions for X[s,k], and 298
the optimal ML MUD solution is deﬁned as 299
  X[s,k]=a r g m i n
X[s,k]∈SU Jmud (X[s,k]) (15)
with the MUD optimization CF expressed as 300
Jmud (X[s,k]) =
 
   Y[s,k] −   H[s,k]X[s,k]
 
   
2
. (16)
Optimization (15) is well known to be NP-hard. Since each 301
Xu[s,k] contains A =l o g 2 M bits, the bit-stream represen- 302
tation of Xu[s,k] is bu[s,k]=[ bu
1[s,k]bu
2[s,k]···bu
A[s,k]]
T, 303
where each element or bit bu
i [s,k] ∈{ 0,1}. Thus, the bit- 304
stream representation of X[s,k] is 305
b[s,k]=
 
b1
1[s,k]···b1
A[s,k]b2
1[s,k]···b2
A[s,k]
···bU
1 [s,k]···bU
A[s,k]
 T
(17)
and the MUD optimization CE is equivalently denoted as 306
Jmud(b[s,k]) = Jmud(X[s,k]). The OFDM index and the sub- 307
carrier index [s,k] will be omitted in the sequel. 308
Various alternative solutions to the NP-hard ML solution 309
of optimization (15) are available, which trade off perfor- 310
mance with complexity. The examples of low-complexity 311
suboptimal solutions include the minimum-mean-square-error 312
MUD, successive-interference-cancelation MUD, and parallel- 313
interference-cancelation MUD. Sphere-detection-based MUD, 314
on the other hand, offers a near-optimal solution with more af- 315
fordable computational complexity. Moreover, EAs have been 316
demonstrated to be capable of solving this ML optimization 317
problem with complexity that is a fraction of the full-optimal 318
ML complexity [27]–[30], [33]–[38]. 319
III. EAs FOR ITERATIVE CE AND MUD 320
The continuous versions of the GA, RWBS, PSO, and DEA 321
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as the continuous-GA-assisted CE (CGA-CE), continuous- 323
RWBS-assisted CE (CRWBS-CE), continuous-PSO-assisted 324
CE (CPSO-CE), and continuous-DEA-assisted CE (CDEA- 325
CE). By contrast, the discrete-binary versions of these four EAs 326
are adopted for MUD optimization, which are referred to as the 327
discrete-binary GA-assisted MUD (DBGA-MUD), discrete- 328
binary RWBS-assisted MUD (DBRWBS-MUD), discrete- 329
binaryPSO-assistedMUD(DBPSO-MUD),anddiscrete-binary 330
DEA-assisted MUD (DBDEA-MUD). 331
A. GA for Iterative CE and MUD 332
1) CGA-CE: The CGA-CE evolves the population of the 333
Ps candidate solutions over the entire solution space, where 334
Ps is known as the population size. These candidate solutions 335
represent the estimates of the CIR coefﬁcient vector hq, where 336
the psth individual of the population in the gth generation is 337
readily expressed as 338
  hq,g,ps =
 
  h1
q,g,ps,1 ···  h1
q,g,ps,Lcir
  h2
q,g,ps,1 ···  h2
q,g,ps,Lcir
···  hU
q,g,ps,1 ···  hU
q,g,ps,Lcir
 T
(18)
in which   hu
q,g,ps,l represents an estimate of the lth coefﬁcient in 339
CIR vector hu
q for the channel linking user-u to antenna-q.T h e 340
search space for CE optimization is speciﬁed by (−1 − j,+1 + 341
j)ULcir, with j =
√
−1. Referring to Fig. 2, we now specify this 342
CGA-CE. 343
Algorithm 1: CGA-CE. 344
1) Initialization. Set the generation index to g = 1 and ran- 345
domly generate the initial population, i.e., {  hq,1,ps}
Ps
ps=1, 346
over the search space (−1 − j,+1 + j)ULcir. 347
2) Selection. The ﬁtness value of an individual   hq,g,ps is re- 348
lated to its CF value by f(  hq,g,ps)=J−1
ce (  hq,g,ps).T h e 349
roulette wheel selection operator [17] in Fig. 2 is adopted 350
for selecting high-ﬁtness individuals, where the selection 351
ratio of rs decides how many individuals are to be selected 352
into the mating pool from the total Ps individuals. The 353
value of rs is deﬁned by rs =( Npool/Ps), where Npool is 354
the size of the mating pool. 355
3)Crossover. For each pairofparents randomlychosen from 356
the mating pool, the pair of integers u∗ and l∗ is randomly 357
generated in the ranges of {1,2,...,U} and {1,2,..., 358
Lcir}, respectively. The parents selected for the crossover 359
operation can be expressed as 360

       
       
  hq,g,mum =
 
  h1
q,g,mum,1 ···  hu∗
q,g,mum,l∗−1  hu∗
q,g,mum,l∗
  hu∗
q,g,mum,l∗+1 ···  hU
q,g,mum,Lcir
 T
  hq,g,dad =
 
  h1
q,g,dad,1 ···  hu∗
q,g,dad,l∗−1  hu∗
q,g,dad,l∗
  hu∗
q,g,dad,l∗+1 ···  hU
q,g,dad,Lcir
 T
.
(19)
AsindicatedinFig. 2,thetwonewoffspringsareproducedas 361

       
       
  hq,g,os1 =
 
  h1
q,g,mum,1 ···  hu∗
q,g,mum,l∗−1  hu∗
q,g,os1,l∗
  hu∗
q,g,os1,l∗+1 ···  hU
q,g,os1,Lcir
 T
  hq,g,os2 =
 
  h1
q,g,dad,1 ···  hu∗
q,g,dad,l∗−1  hu∗
q,g,os2,l∗
  hu∗
q,g,os2,l∗+1 ···  hU
q,g,os2,Lcir
 T
(20)
with 362



  hu∗
q,g,os1,l =   hu∗
q,g,mum,l − β
 
  hu∗
q,g,mum,l −   hu∗
q,g,dad,l
 
  hu∗
q,g,os2,l =   hu∗
q,g,dad,l + β
 
  hu∗
q,g,mum,l −   hu∗
q,g,dad,l
  (21)
for l∗ ≤ l ≤ Lcir, where β is a random value uniformly 363
chosen in the range of (0,1). 364
4. Mutation. As shown in the operation of Step 4) Mutation 365
in Fig. 2, an element or gene   hu
q,g,ps,l of the individual 366
  hu
q,g,ps is mutated according to 367
˘ hu
q,g,ps,l =   hu
q,g,ps,l + γ(αm + jβm) (22)
where both αm and βm are randomly generated in the 368
range (−1, 1), whereas γ is a mutation parameter. The 369
number of genes that will mutate is governed by mutation 370
probability Mb. 371
5. Termination.I fg>G max, where Gmax deﬁnes the 372
maximum number of generations, the procedure is curta- 373
iled. Otherwise, we set g=g+1, and go to 2) Selection. 374
The key algorithmic parameters of this CGA-CE are popu- 375
lation size Ps, selection ratio rs, mutation probability Mb, and 376
mutation parameter γ. 377
2) DBGA-MUD: A discrete-binary GA has similar basic 378
operations as a continuous GA, which are shown in Fig. 2. This 379
GAevolvesapopulationofthePs (UA)-elementbinary-valued 380
candidate vectors, and each individual represents an estimate of 381
the bit sequence b deﬁned in (17). The psth individual of the 382
population in the gth generation is expressed as 383
  bg,ps=
 
  b1
g,ps,1···   b1
g,ps,A  b2
g,ps,1···   b2
g,ps,A···   bU
g,ps,1···   bU
g,ps,A
 T
.
(23)
Each binary-valued individual   bg,ps is related to a signal   Xg,ps 384
transmitted by the M-QAM modulator that represents a can- 385
didate solution of MUD optimization (15). The CGA-CE is 386
speciﬁed as follows. 387
Algorithm 2: DBGA-MUD. 388
1) Initialization. Set the generation index to g = 1 and ran- 389
domly generate the initial population of the Ps binary- 390
valued individuals {  b1,ps}
Ps
ps=1. 391
2) Selection. The ﬁtness value of an individual   bg,ps is re 392
lated to its CF value by f(  bg,ps)=J−1
mud(  bg,ps).T h e 393
selection ratio rs speciﬁes the percentage of the Ps indi- 3946 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY
Fig. 2. Flowchart of the continuous-GA-assisted CE.
viduals that are selected to form the mating pool, and we 395
also adopt the roulette wheel selection operator. 396
3) Crossover. We opt for employing the uniform crossover 397
algorithm [17], where a crossover point is randomly 398
selected between the ﬁrst bit and the last bit of the parent 399
individuals, and the bits are then exchanged between the 400
selected pair of parents. 401
4) Mutation. Given mutation probability Mb,  MbPsUA  402
bits are randomly selected from the total number of 403
(PsUA) bits in the Ps individuals for mutation, where  •  404
denotes the integer ﬂoor operator. A bit is mutated by 405
toggling its value from 1 to 0, and vice versa. 406
5) Termination.Optimizationisstoppedwhenthepredeﬁned 407
maximum number of generations Gmax is reached. Other- 408
wise, set g = g + 1, and go to 2) Selection. 409
Fig.3. Flowchartdepictingtheoperationsofboththecontinuousanddiscrete-
binary RWBS algorithms.
ThekeyalgorithmicparametersofthisDBGA-MUDarepop- 410
ulation size Ps, selection ratio rs, and mutation probability Mb. 411
B. RWBS for Iterative CE and MUD 412
The operations of the RWBS algorithm [18], [19] are shown 413
in Fig. 3, which consists of the generation-based outer loop and 414
the weighted boosting search (WBS) inner loop. 415
1) CRWBS-CE: Given an initial estimate   hq,0,best, which 416
can be either randomly generated in the search space (−1 − 417
j,+1 + j)ULcir or chosen as the initial-training-based channel 418
estimate with the aid of the simpliﬁed LS channel estimator 419
in [40], the CRWBS-CE is initialized by setting the generation 420
index to g = 1 and then following the operations given in 421
Algorithm 3. 422
Algorithm 3: CRWBS-CE. 423
1) Generation initialization. The CIRs {  hq,g,ps}
Ps
ps=1 are 424
initialized according to:   hq,g,1 =   hq,g−1,best 425
  hq,g,ps =   hq,g−1,best + γ (GrvULcir(0,1)
+ jGrvULcir(0,1)), 2 ≤ ps ≤ Ps (24)
whereGrvULcir(0,1)denotesthe(ULcir)-elementvector, 426
whose elements are drawn from the normal distribution 427
with zero mean and unit variance,   hq,g−1,best denotes 428
the best individual found in the previous generation, and 429
γ is referred to as the mutation rate. 430
2) CF evaluation. Calculate the CF values associated with 431
the population according to Jg,ps = Jce(  hq,g,ps),1 ≤ 432
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equal weight δps(0)=( 1/Ps), where 1≤ps≤Ps. Then, 434
set the WBS iteration index to t = 1. 435
3) WBS. This consists of boosting the weights and updating 436
the population. 437
•Stage 1. Boosting. The relative merits of the individuals are 438
used to adapt the weights for guiding the search. Let 439
us deﬁne the best and worst individuals, i.e.,   hq,g,pbest 440
and   hq,g,pworst, in the population, where we have pbest= 441
argmin1≤ps≤Ps Jg,ps and pworst =a r gm a x 1≤ps≤Ps Jg,ps. 442
i) Normalize the CF values ¯ Jg,ps = Jg,ps/
 Ps
j=1 Jg,j,1≤ 443
ps ≤ Ps, and compute weighting factor β(t) according to 444
β(t)=
η(t)
1 − η(t)
with η(t)=
Ps  
ps=1
δps(t − 1) ¯ Jg,ps. (25)
ii) Adapt the weights for 1 ≤ ps ≤ Ps as follows: 445
˜ δps(t)=
 
δps(t − 1)(β(t))
¯ Jg,ps ,β (t) ≤ 1
δps(t − 1)(β(t))
1− ¯ Jg,ps ,β (t) > 1
(26)
446
and normalize them as δps(t)=˜ δps(t)/
 Ps
j=1 ˜ δj(t),1 ≤ 447
ps ≤ Ps. 448
•Stage2.Updating.Thispopulationupdatingstageconsistsof 449
i) Convex combination of {  hq,g,ps}
Ps
ps=1 constructs a new 450
individual as follows: 451
  hq,g,Ps+1 =
Ps  
ps=1
δps(t)  hq,g,ps. (27)
Intuitively, as the individuals of low CF values have high 452
weights, (27) is capable of producing a new individual, 453
whichmayhave aneven lower CFvalue. A“mirrorimage”of 454
  hq,g,Ps+1 is produced as   hq,g,Ps+2=  hq,g,pbest+(  hq,g,pbest− 455
  hq,g,Ps+1). 456
ii) ComputeJce(  hq,g,Ps+1)andJce(  hq,g,Ps+2)andﬁndp∗ = 457
argmini=Ps+1,Ps+2 Jce(  hq,g,i). The new individual   hq,g,p∗ 458
then replaces   hq,g,pworst in the population. 459
4) WBS termination.I ft>T wbs, where Twbs deﬁnes the 460
maximum number of WBS iterations Twbs, exit the WBS 461
inner loop. Otherwise, set t = t + 1 and go to 3)WBS. 462
5) Generation termination. Stop when the maximum num- 463
ber of generations Gmax is reached. Otherwise, set g = 464
g + 1, and go to 1) Generation initialization. 465
The key algorithmic parameters of this CRWBS-CE are the 466
population size Ps, the mutation rate γ and the maximum 467
number of WBS iterations Twbs. 468
2) DBRWBS-MUD: Given a randomly generated initial 469
binary-valued estimate   b0,best, the DBRWBS-MUD com- 470
mences by setting the generation index to g = 1, and it then 471
follows the operations given in Algorithm 4. 472
Algorithm 4: DBRWBS-MUD. 473
1) Generation initialization. Initialize the population 474
{  bg,ps}
Ps
ps=1 as: set   bg,1 =   bg−1,best, while the remain- 475
ing Ps − 1 individuals   bg,ps,2≤ ps ≤ Ps, are gener- 476
ated by randomly muting a certain percentage of the 477
bits in   bg−1,best, the best individual found in the previous 478
generation. The percentage of bits mutated is governed 479
by the mutation probability Mb. 480
2) CF evaluation. The CF values associated with the pop- 481
ulation are calculated according to Jg,ps = Jmud(  bg,ps), 482
1 ≤ ps ≤ Ps. Each individual   bg,ps is initially assigned 483
an equal weight δps(0)=( 1/Ps), where 1 ≤ ps ≤ Ps. 484
Then set the WBS iteration index to t = 1. 485
3) WBS. Again, this is composed of the weight boosting and 486
population updating stages. 487
•Stage 1. Boosting. The operations are identical to those of 488
i) and ii) in Stage 1. of the CRWBS-CE, which yields the 489
set of weights, δps(t) for 1 ≤ ps ≤ Ps. 490
•Stage 2. Updating.G i v e nt h ePs individuals’ weights δps(t) 491
for 1 ≤ ps ≤ Ps, deﬁne 492
 
∆δ0(t)=0
∆δps(t)=∆ δps−1(t)+δps(t), 1 ≤ ps ≤ Ps. (28)
Then the four (or a different user-deﬁned number) new 493
individuals   bg,Ps+i,1≤ i ≤ 4, are generated as follows: for 494
1 ≤ a ≤ A and 1 ≤ u ≤ U, 495
  bu
g,Ps+i,a =  bu
g,ps,a, if ∆δps−1(t)
<rand(0,1) ≤ ∆δps(t) (29)
where rand(0,1) denotes the random number generator 496
which randomly returns a value from the interval [0,1).T h e497
newly generated individuals replace the worst individuals in 498
the population, whose CF values are larger than theirs. 499
4) WBS termination. The WBS iterative procedure is termi- 500
nated, when the maximum number of WBS iterations 501
Twbs is reached. Otherwise, set t = t + 1 and go to 502
3) WBS. 503
5) Generation termination. The procedure is terminated, 504
when the maximum number of generations Gmax is 505
reached. Otherwise, set g = g + 1, and go to 1) Gener- 506
ation initialization. 507
The key algorithmic parameters of this DBRWBS-MUD are 508
population size Ps, mutation probability Mb, and the maximum 509
number of WBS iterations Twbs. 510
C. PSO for Iterative CE and MUD 511
In a PSO algorithm, individuals of the population are known 512
as particles, and the population is referred to as the swarm. The 513
ﬂowchart of the PSO algorithm adopted is shown in Fig. 4. 514
1) CPSO-CE: The position of the psth particle in the gth 515
generation of the population, i.e.,   hq,g,ps, is deﬁned in (18). As- 516
sociated with each   hq,g,ps, there is a velocity vector vq,g,ps ∈ 517
(−1 − j,+1 + j)ULcir. Each particle   hq,g,ps remembers its 518
best position visited so far, denoted by   hci
q,g,ps, which pro- 519
vides the so-called cognitive information. Every particle also 520
knows the best position visited so far by all particles of the 5218 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY
Fig.4. Flowchartdepictingtheoperationsofboththecontinuousanddiscrete-
binary PSO algorithms.
entire swarm, denoted by   hsi
q,g, which provides the so-called 522
social information. Algorithm 5 details the operations of the 523
CPSO-CE. 524
Algorithm 5: CPSO-CE. 525
1) Initialization. Set the generation index to g = 1. Then, 526
randomlygeneratetheinitialpopulation,i.e.,{  hq,1,ps}
Ps
ps=1, 527
in the search space (−1 − j,+1 + j)ULcir, and the associ- 528
ated initial velocities, i.e., {vq,1,ps}
Ps
ps=1, in the velocity 529
space (−1 − j,+1 + j)ULcir. 530
2) Swarm evaluation. For each particle   hq,g,ps, compute its 531
CF value Jce(  hq,g,ps).F o r1≤ps≤Ps, update the cognitive 532
information according to the following: If Jce(  hq,g,ps) < 533
Jce(  hci
q,g−1,ps),s e t  hci
q,g,ps =  hq,g,ps; otherwise, set   hci
q,g,ps = 534
  hci
q,g−1,ps.G i v e np∗
s =a r gm i n 1≤ps≤Ps Jce(  hci
q,g,ps),t h e 535
swarm’s social information is then updated as follows: If 536
Jce(  hci
q,g,p∗
s) <J ce(  hsi
q,g−1),s e t  hsi
q,g =   hci
q,g,p∗
s; otherwise, 537
set   hsi
q,g =   hsi
q,g−1. 538
3) Swarm updating. The individuals’ velocities and posi- 539
tions are updated according to 540
vq,g+1,ps =ωvq,g,ps + c1 rand(0,1)
 
  hci
q,g,ps −   hq,g,ps
 
+ c2 rand(0,1)
 
  hsi
q,g −   hq,g,ps
 
(30)
  hq,g+1,ps =   hq,g,ps + vq,g+1,ps (31)
for 1 ≤ ps ≤ Ps, where ω is the inertia weight, whereas 541
c1 and c2 are known as the cognitive learning rate and the 542
social learning rate, respectively. 543
4) Termination. Optimization is terminated, when the max 544
imum number of generations Gmax is reached. Otherwise, 545
set g = g + 1, and go to 2) Swarm evaluation. 546
The key algorithmic parameters of this CPSO-CE are pop- 547
ulation size Ps, cognitive learning rate c1, and social learning 548
rate c2. 549
DBPSO-MUD: In the population of the gth generation, the 550
psth individual’s position, i.e.,   bg,ps, is given by (23), and its 551
associated velocity is expressed as 552
vg,ps =
 
v1
g,ps,1 ···v1
g,ps,Av2
g,ps,1 ···v2
g,ps,A
···vU
g,ps,1 ···vU
g,ps,A
 T
. (32)
The velocity space is deﬁned as (0,1)UA, i.e., vg,ps ∈ (0,1)UA 553
[41]. Associated with   bg,ps, there are two bit-toggling probabil- 554
ity vectors given, respectively, by 555
v0
g,ps =
 
v
1,0
g,ps,1 ···v
1,0
g,ps,Ab
2,0
g,ps,1 ···v
2,0
g,ps,A
··· v
U,0
g,ps,1 ···v
U,0
g,ps,A
 T
(33)
v1
g,ps =
 
v
1,1
g,ps,1 ···v
1,1
g,ps,Ab
2,1
g,ps,1 ···v
2,1
g,ps,A
··· v
U,1
g,ps,1 ···v
U,1
g,ps,A
 T
(34)
where v
u,0
g,ps,l represents the probability of the bit   bu
g,ps,l being 556
changed to 0, whereas v
u,1
g,ps,l represents the probability of the 557
bit  bu
g,ps,l being changed to 1. The cognitive information on the 558
psth individual is denoted as   bci
g,ps, and the social information 559
on the swarm is expressed as   bsi
g . The DBPSO-MUD algorithm 560
is presented as follows. 561
Algorithm 6: DBPSO-MUD. 562
1) Initialization. Set the generation index to g = 1. Ran 563
domly generate the initial population {  b1,ps}
Ps
ps=1 and 564
randomly generate the two initial sets of the bit-toggling 565
probability vectors, i.e., {v0
1,ps}
Ps
ps=1 and {v1
1,ps}
Ps
ps=1, 566
over the probability space [0,1]UA. 567
2) Swarm evaluation. For each   bg,ps, compute its CF 568
value Jmud(  bg,ps). Then, update the cognitive informa- 569
tion {  bci
g,ps}
Ps
ps=1 and the swarm’s social information   bsi
g . 570
3) Swarm updating. The two sets of the bit-toggling proba- 571
bility vectors are updated according to [42] 572
v0
g+1,ps =ωv0
g,ps + c1 rand(0,1)
 
1UA− 2  bci
g,ps
 
+ c2 rand(0,1)
 
1UA− 2  bsi
g
 
(35)
v1
g+1,ps =ωv1
g,ps + c1 rand(0,1)
 
2  bci
g,ps − 1UA
 
+ c2 rand(0,1)
 
2  bsi
g − 1UA
 
(36)
for 1 ≤ ps ≤ Ps, where 1UA is the UA-element vector, 573
whose elements are all equal to 1; ω is the inertia weight; and 574
c1 and c2 are the cognitive learning rate and the social learn- 575
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for 1 ≤ ps ≤ Ps, are calculated as follows. Deﬁne the in- 577
termediate velocity of the bit   bu
g,ps,l, where 1 ≤ l ≤ A and 578
1 ≤ u ≤ U, as [42] 579
˜ vu
g+1,ps,l =
 
v
u,1
g+1,ps,l, if  bu
g,ps,l = 0
v
u,0
g+1,ps,l, if  bu
g,ps,l = 1
(37)
which is then used to generate the velocity associated with 580
  bu
g,ps,l according to [41] 581
vu
g+1,ps,l =
1
1 + e
−˜ vu
g+1,ps,l
. (38)
Next, the individuals are updated as follows: 582
  bu
g+1,ps,l =
 
  bu
g,ps,l, if rand(0,1) ≤ vu
g+1,ps,l
1 −  bu
g,ps,l, if rand(0,1) >v u
g+1,ps,l
(39)
for 1 ≤ ps ≤ Ps,1≤ u ≤ U, and 1 ≤ l ≤ A. 583
4) Termination. Optimization is terminated, when the max- 584
imum number of generations Gmax is reached. Otherwise, 585
set g = g + 1, and go to 2) Swarm evaluation. 586
The key algorithmic parameters of this DBPSO-MUD are 587
population size Ps, cognitive learning rate c1, and social learn- 588
ing rate c2. 589
D. DEA for Iterative CE and MUD 590
1) CDEA-CE: The operations of the CDEA-CE are shown 591
in Fig. 5. More explicitly, the CDEA-CE scheme is elaborated 592
in Algorithm 7. 593
Algorithm 7: CDEA-CE. 594
1) Initialization. Set g = 1 and randomly generate the initial 595
{  hq,g,ps}
Ps
ps=1. The mean of crossover probability Cr is 596
initialized to µCr = 0.5, whereas the location parameter 597
of scaling factor λ is initialized to µλ = 0.5. The archive 598
of the DEA is initialized to be empty. 599
2) Population evaluation. For each   hq,g,ps, where 1 ≤ ps ≤ 600
Ps, evaluate the CF value Jce(  hq,g,ps). The archive of 601
DEA contains the Ps best solutions that the population has 602
found, and it is updated every generation by adding the 603
 Ps · p  parent solutions that are in the top 100·p%o fh i g h 604
ﬁtness to it, where p is known as the greedy factor. If the 605
archive size exceeds Ps, some solutions are randomly 606
removed from it. 607
3) Mutation. As shown in Step 3) of Fig. 5, the mutation per- 608
turbs the candidate solutions by adding randomly selected 609
and appropriately scaled difference-vectors to each base 610
population vector   hq,g,ps as follows: 611
  hq,g,ps =   hq,g,ps + λps(  h
p
q,g,best,r1 −   hq,g,ps)
+λps(  hq,g,r2 −   hq,g,r3) (40)
Fig. 5. Flowchart of the continuous-DEA-assisted CE.
where scaling factor λps ∈ (0,1] is a positive number, which 612
is randomly generated for each individual according to 613
the normal distribution having a mean of µλ and a standard 614
deviation of 0.1;   h
p
q,g,best,r1 is a randomly selected archive 615
value; and r2 and r3 are two random integer values fetched 616
from the set {1,2,...,(ps − 1),(ps + 1),...,P s}. 617
4) Crossover. A trial vector ˇ hq,g,ps is generated upon re- 618
placing certain elements of the target vector   hq,g,ps by 619
the corresponding elements of the related donor vector 620
  hq,g,ps, which is illustrated in Step 4) of Fig. 5. Specif- 621
ically, the (u,l)th element of the psth trial vector ˇ hq,g,ps, 622
ˇ hu
q,g,ps,l, is given by 623
ˇ hq,g,ps,l =
 
  hu
q,g,ps,l,r a n d (0,1) ≤ Crps
  hu
q,g,ps,l, otherwise
(41)
where Crps ∈ [0,1] is the randomly generated crossover 624
probability for each individual according to the Cauchy 625
distribution with location parameter µCr and scale param- 626
eter 0.1. 62710 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY
5) Selection.I fJce(ˇ hq,g,ps) ≤ Jce(  hq,g,ps), the trial vector 628
survives to the next generation and   hq,(g+1),ps = ˇ hq,g,ps. 629
Otherwise, the target vector survives and   hq,(g+1),ps = 630
  hq,g,ps. 631
6) Adaptation. The mean of crossover probability µCr and 632
the location parameter of scaling factor µλ are updated 633
according to [23] 634
µCr =(1 − c) · µCr + c · meanA(SCr) (42)
µλ =(1 − c) · µλ + c · meanL(Sλ) (43)
where c ∈ (0,1] is the adaptive update factor, meanA(·) 635
and meanL(·) denote the arithmetic-mean and Lehmer- 636
mean [23] operators, and SCr and Sλ denote the sets of 637
successful crossover probabilities Cri and scaling factors 638
λi in generation g. 639
7) Termination. The procedure is terminated, when the 640
maximum number of generations Gmax is reached. Oth- 641
erwise, set g=g+1, and go to 2) Population evaluation. 642
The key algorithmic parameters of this CDEA-CE are popu- 643
lation size Ps, greedy factor p, and adaptive update factor c. 644
2) DBDEA-MUD: The DBDEA-MUD is described as 645
follows. 646
Algorithm 8: DBDEA-MUD. 647
1) Initialization. With the generation index set to g = 1, ran- 648
domly generate the initial population {  bg,ps}
Ps
ps=1. Set 649
µCr = 0.5 and µλ = 0.5. 650
2) Populationevaluation.Foreach   bg,ps,where1≤ps≤Ps, 651
evaluate theCF value Jmud(  bg,ps)=Jmud(  Xb
g,ps), where 652
  Xb
g,ps istheM-QAMsymbolvectorgeneratedfrom   bg,ps. 653
The archive, which contains the Ps best solutions that the 654
population has explored, is updated every generation by 655
adding the  Ps · p  parent solutions that are in the top 656
100·p% of high ﬁtness to the archive, where again, p is 657
the greedy factor. If the archive size exceeds Ps,s o m e 658
solutions are randomly removed from it. 659
3) Mutation. The mutant version of base vector   bg,i is 660
created according to 661
  vg,i =   bg,i ⊕
 
zb
i ⊗
 
  b
p
g,best,r1 ⊕   bg,i
  
⊕
 
zb
i ⊗
 
  bg,r2 ⊕   bg,r3
  
(44)
where   b
p
g,best,r1 is randomly chosen from the archive, 662
  bg,r2 and   bg,r3 with r2  = i and r3  = i are randomly se- 663
lected from the current population, zb
i is a randomly gen- 664
erated (U × A)-length binary vector known as the 665
bit-scaling factor, ⊕ denotes the bitwise exclusive-OR 666
operator, and ⊗ denotes the bitwise exclusive-AND 667
operator. 668
4) Crossover. With the uniform crossover, each element of 669
the trial vector has the same probability of inheriting its 670
value from a given vector. Speciﬁcally, the (u,j)th ele- 671
ment of the psth trial vector   tg,ps at the gth generation, 672
i.e.,   tu
g,ps,j, is given by 673
  tu
g,ps,j =
   vu
g,ps,j,r a n d (0,1) ≤ Crps or j = jrand
  bu
g,ps,j, otherwise
(45)
where crossover probability Crps ∈ [0,1] is randomly gen- 674
erated according to the normal distribution having a mean 675
of µCr and a standard deviation of 0.1, whereas jrand is a 676
randomly chosen integer in the range of {1,2,...,P s}. 677
5) Selection.L e t  Xb
g,ps and   Xt
g,ps be the M-QAM symbol 678
vectors generated from   bg,ps and   tg,ps, respectively. 679
If Jmud(  Xt
g,ps) ≤ Jmud(  Xb
g,ps), then we set   bg+1,ps = 680
  tg,ps. Otherwise, we set   bg+1,ps =   bg,ps. 681
6) Adaptation. Given the adaptive update factor c ∈ (0,1] 682
speciﬁed by the designer, µCr and µλ are adapted accord- 683
ing to (42) and (43). 684
7. Termination. Optimization is terminated, when the max- 685
imum number of generations Gmax is reached. Otherwise, 686
set g = g + 1, and go to 2) Population evaluation. 687
The key algorithmic parameters of this DBDEA-MUD are 688
populationsizePs,greedyfactorp,andadaptiveupdatefactorc. 689
IV. EA-AIDED ITERATIVE CE AND 690
TURBO MUD/DECODER 691
A. Iterative CE and Turbo MUD/Decoder 692
The iterative joint CE and turbo MUD/decoder is constituted 693
by the continuous-EA-aided CE and the discrete-binary EA- 694
assisted SISO MUD, followed by U parallel single-user SISO 695
channel decoders, as shown within the dotted-line box at the 696
right-hand side in Fig. 1. The operations of the EA-aided 697
iterative CE and turbo MUD/decoder are outlined as follows. 698
1) Initialization. The training-based channel estimator uses 699
the pilot symbols to provide an initial channel estimate 700
for activating the iterative procedure of joint CE and turbo 701
MUD/decoder. Set the iteration index of the joint CE and 702
turbo MUD/decoder to loop = 1. 703
2) Iterative CE and turbo MUD/decoder. 704
1) Initialization of turbo MUD/decoder.F o r w a r dt h e705
channel estimates provided by the “Continuous-EA- 706
aided CIR estimator” block in Fig. 1 to the MUD, and 707
set the iteration index of the turbo MUD/decoder to 708
Iter = 1. 709
3) Turbo MUD/decoder. The discrete-binary EA-aided 710
ML-MUD, which is shown by the central rectangle in 711
Fig. 1, detects the users’ data. 712
Step-3.1). The SISO MUD delivers the a posteriori in- 713
formation on bit bu(i) expressed in terms of its log- 714
likelihood ratio (LLR) as [2] 715
Lm,po,bu(i) =l n
Pr
 
  Xu 
 bu(i)=0
 
Pr
 
  Xu   bu(i)=1
  +l n
Pr{bu(i)=0}
Pr{bu(i)=1}
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where bu(i) is the ith bit in the bit stream that is mapped 716
to the M-QAM symbol stream of user u. The sec- 717
ond term in (46), i.e., Lm,pr,bu(i), represents the a 718
priori LLR of the interleaved and encoded bits bu(i), 719
whereas the term Lm,e,bu(i) in (46) is the extrinsic 720
information delivered by the SISO MUD, based on 721
the received signal Y and the ap r i o r iinformation 722
about the encoded bits of all users, except for the ith 723
bit of user u. 724
Step-3.2). As shown in the receiver in Fig. 1, the extrinsic 725
information output by the SISO MUD is then dein- 726
terleaved and fed into the uth user’s SISO channel 727
decoder as its ap r i o r iinformation, which is denoted 728
as Lc,pr,bu(i).T h euth SISO channel decoder then 729
delivers the a posteriori information on decoded bits 730
in terms of LLRs Lc,po,bu(i) [9], which can be ex- 731
pressed as Lc,po,bu(i) = Lc,e,bu(i) + Lc,pr,bu(i).T h e 732
extrinsic information output by the SISO decoder, 733
which is denoted by Lc,e,bu(i), will then be inter- 734
leavedtoprovidetheaprioriinformationforthenext 735
iteration of the SISO MUD. 736
Step-3.3) Turbo MUD/decoder convergence test.I f 737
Iter <Itb, where Itb deﬁnes the maximum number 738
of turbo iterations,2 set Iter = Iter+ 1 and go to 739
Step-3.1). Otherwise, the turbo MUD/decoder has 740
converged, and the detected and decoded bit streams 741
are encoded by the channel encoders, interleaved by 742
the interleavers, and then mapped to the correspond- 743
ing M-QAM symbol streams, which will be used by 744
the continuous-EA-based CE. 745
4) Decision-directed channel estimator. 746
Step-4.1) Continuous-EA-aided CE. The “Continuous- 747
EA-aided CIR estimator” blocks in Fig. 1 use the 748
re-encoded and remodulated data {  Xu}U
u=1 to per- 749
form CIR estimation. The resultant CIR estimate 750
  h is transformed to the FD-CHTF matrix estimate 751
  H by the FFT, which will then be used by the 752
turbo MUD/decoder so that the iterative process can 753
continue. 754
Step-4.2) CE and turbo MUD/decoder convergence 755
test. If loop < Ice, where Ice deﬁnes the maximum 756
number of joint CE and turbo MUD/decoder itera- 757
tions in Fig. 1, set loop = loop + 1 and go to 2.1). 758
Otherwise, the iterative CE and turbo MUD/decoder 759
has converged. 760
The a posteriori information on the turbo ML-MUD 761
associated with bit bu(i) is given by [2] 762
LML
m,po,bu(i)
=l n
Pr{Y,b u(i)=0}
Pr{Y,b u(i)=1}
2A turbo iteration represents one exchange of extrinsic information between
the discrete-binary EA-assisted SISO MUD and the SISO channel decoder, as
described in Step 3.1) and Step 3.2) and shown in Fig. 1.
=l n
 
∀X∈SU:bu(i)=0
e
−
 Y−HX 2
2σ2
n
U  
u=1
A  
j=1
Pr{bu(j)}
 
∀X∈SU:bu(i)=1
e
−
 Y−HX 2
2σ2
n
U  
u=1
A  
j=1
Pr{bu(j)}
(47)
where the probability Pr{bu(j)} of bu(j) is given by 763
Pr{bu(j)}=
1
2
 
1+sgn
 
1
2
−bu(j)
 
tanh
 
LML
m,pr,bu(j)
2
  
.
(48)
Note from (47) that the MU = |S|U legitimate candidate 764
solutions of the U users are partitioned into the two 765
subsets conditioned on bu(i)=0 and bu(i)=1, respec- 766
tively, and the complexity of calculating LML
m,po,bu(i) ex- 767
ponentially increases with the size of M-QAM signaling 768
and the number of users U. 769
By contrast, the discrete-binary EA-aided turbo MUD 770
is capable of reducing the complexity of the a posteri- 771
ori information calculation to that of a near-single-user 772
scenario, once the transmitted data X are detected by 773
the discrete-binary EA-aided MUD. Speciﬁcally, the a 774
posteriori information on the discrete-binary EA-aided 775
turbo MUD associated with bit bu(i) is given as 776
LEA
m,po,bu(i) = ln
 
∀Xu∈S:bu(i)=0
e
−
 Y−H ˜ X 2
2σ2
n
A  
j=1
Pr{bu(j)}
 
∀Xu∈S:bu(i)=1
e
−
 Y−H ˜ X 2
2σ2
n
A  
j=1
Pr{bu(j)}
(49)
where Pr{bu(j)} is also calculated using (48) by re- 777
placing LML
m,po,bu(i) with LEA
m,po,bu(i), and   X =[  X1 ···778
  Xu−1Xu   Xu+1 ···   XU]T, with Xu assuming values 779
from the M-QAM symbol set S and   Xv,v= 1,...,u− 780
1,u+ 1,...,U being acquired by the discrete-binary 781
EA-aided MUD at the ﬁrst turbo iteration. Following the 782
ﬁrst turbo iteration,   Xv for v  = u is given by 783
ˆ Xv =m a x
Xv∈S
Pr{Xv} =m a x
Xv∈S
A  
j=1
Pr[bv(j)]. (50)
Observe in (49) that the number of legitimate candidate 784
solutions is M = |S| for each user, since the transmitted 785
signal of user v (v  = u) is given by (50). Thus, the com- 786
putational complexity of the a posteriori information’s 787
calculation has been reduced to M · U. 788
B. Convergence Discussion and Complexity Analysis 789
To characterize the convergence behavior of the population 790
{  Xg,ps}
Ps
ps=1, as generation g evolves,3 we may adopt the 791
3Although the discussion only refers to the discrete-binary EA-assisted
MUD, it also makes sense for the continuous-EA-aided CE.12 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY
probability of convergence, which is deﬁned as [43] 792
lim
g→+∞Pr
    
 ˆ Xg,ps − XML
   
  > 
 
= 0, ∀ps (51)
where XML denotes the optimal ML solution, and   is an 793
arbitrary positive value. The probability of convergence de- 794
ﬁned in (51) requires that the solutions are located outside the 795
 -neighborhood of XML with a probability of zero, as the popu- 796
lation evolves. Generally, there exists a probability p(g) > 0a t 797
each generation g that the individuals in the parental population 798
will generate an offspring belonging to the  -neighborhood of 799
XML. As a beneﬁt of the elitism, the individuals of the next 800
generation are as good as or better than their counterparts in 801
the current generation, which indicates that sequence {p(g)} is 802
monotonically increasing. This leads to [43] 803
lim
g→+∞Pr
      ˆ Xg,ps − XML
      < 
 
= 1, ∀ps. (52)
The given proposition indicates that the population will con- 804
verge to the  -neighborhood of XML with a probability of 1, but 805
does not address the vital question of convergence speed. As we 806
use an EA to solve an NP-hard optimization problem, whose 807
optimal solution by the “brute force” exhaustive ML search 808
imposes an exponentially increasing complexity in the problem 809
size. Vast amounts of empirical results found in the literature 810
have demonstrated that appropriately tuned EAs are capable of 811
approaching the globally optimal solutions even for the most 812
challenging optimization problems at affordable complexity. 813
Moreover, the theoretical analysis of EAs has made signiﬁcant 814
progress in the past few years [44]. Speciﬁcally, many NP-hard 815
problems can be turned into the so-called EA-easy class [44], 816
implying that they can be solved by a well-tuned EA algorithm 817
at complexity at most polynomial in the problem size. 818
Given the CSI, i.e., h, the computational complexity of a 819
turbo MUD/decoder is given by 820
Cturbo = Itb · CMUD + Itb · Cdec (53)
where CMUD and Cdec are the complexity of the turbo MUD 821
and that of the channel decoder, respectively. The second term 822
in (53) remains the same for both the turbo ML-MUD/decoder 823
andtheturboEA-aidedMUD/decoder.Furthermore,thesecond 824
term in (53) is signiﬁcantly smaller than the ﬁrst term. The 825
complexity CML
MUD of the turbo ML-MUD/decoder imposed 826
by detecting a frame of S OFDM symbols, each having K 827
subcarriers, can be shown to be (54), shown at the bottom of 828
the page, whereas the complexity CEA
MUD of the turbo EA-aided 829
MUD/decoder can be shown to be (55), shown at the bottom of 830
the page. 831
The total complexity of the EA-assisted joint CE and turbo 832
MUD/decoder is given by 833
CEA
joint = Ice · (CEA
turbo + CEA
one−mud + CEA
ce ). (56)
In (56), CEA
ce denotes the complexity of the continuous- 834
EA-based CE, which is speciﬁed by the number Nce
CF−EVs of 835
Jce(•) CF evaluations and the complexity per CF evaluation. 836
Given the population size Pce
s and the maximum number of 837
generations Gce
max,w eh a v eNce
CF−EVs ≈ Pce
s · Gce
max for all the 838
four continuous-EA-based CEs,4 whereas the complexity per 839
Jce(•) CF evaluation may be derived according to (12) as 840
 
4KS(ULcir + U + 1) multiplications
KS(5ULcir + 3U + 3) additions. (57)
The term CEA
one−mud represents the complexity imposed by the 841
discrete-binary EA-aided MUD at each outer iteration loop, 842
which is speciﬁed by the number of Jmud(•) CF evaluations 843
Nmud
CF−EVs ≈ Pmud
s · Gmud
max for all the four discrete-binary EA- 844
aided MUDs,5 where Pmud
s is the population size, and Gmud
max is 845
the maximum number of generations, as well as the complexity 846
per Jmud(•) CF evaluation, which can be determined according 847
to (16) as 848
 
4KSQU multiplications
KS(3QU + Q + U − 1) additions. (58)
The ratio of the complexity of the EA-assisted joint CE 849
and turbo MUD/decoder to that of the idealized turbo 850
4For the CRWBS-CE, Nce
CF−EVs =( ( Pce
s − 1)+2Twbs) · Gce
max.T h e
approximation is met by appropriately choosing Twbs.
5Again, the approximation holds for the DBRWBS-MUD by appropriately
choosing the number of WBS iterations.

  
  
KS
 
2UMU(2Qlog2 M + 2Q +l o g 2 M)+U log2 M
+MU(4log2 M − 1)) multiplications
KS
 
MU(4QU log2 M+4QU − 2U log2 M − Q)
+2U(M − 1)log 2 M) additions
(54)

  
  
KS(MU(4QU(log2 M + 1)+2U log2 M
+4log2 M − 1)+U log2 M) multiplications
KS
 
MU(4QU(log2 M +1 )−2U log2 M − Q)
+2log2 M)2U log2 M
 
additions
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SIMULATION PARAMETERS OF THE MULTIUSER OFDM/SDMA SYSTEM
ML-MUD/decoder associated with perfect CSI is expressed by 851
CEA
joint
CML
turbo
=
Ice ·
 
CEA
turbo + CEA
one−mud + CEA
ce
 
Itb ·
 
CML
MUD + Cdec
 
≈
Ice ·
 
Itb · CEA
MUD + CEA
one−mud + CEA
ce
 
Itb · CML
MUD
(59)
where the approximation is obtained by omitting the second 852
term in (53). 853
V. E XPERIMENTAL PERFORMANCE RESULTS 854
The parameters of our simulated multiuser SDMA/OFDM 855
UL are listed in Table I. A four-path Rayleigh fading channel 856
model was employed for each link, and the delays of the paths 857
were normalized to the sample duration. At the beginning of 858
every frame, which contained S = 100 OFDM symbols, a new 859
channel tap was generated for each of the four paths according 860
to the complex-valued white Gaussian process with its power 861
speciﬁed by the corresponding average path gain. Within the 862
frame, each channel tap experienced independent Rayleigh 863
fading having the same normalized Doppler frequency of FD = 864
10−7. A half-rate recursive systematic convolutional code was 865
employed as the channel code. The default values of the EAs’ 866
algorithmic parameters are listed in Table II. The ﬁrst OFDM 867
symbol of each frame was populated with pilots for the initial- 868
training-based CE, yielding a training overhead of 1%. The 869
system’s signal-to-noise ratio (SNR) was speciﬁed by SNR = 870
Eb/No in decibels, where Eb denotes the energy per bit, and 871
No is the power spectral density of the channel AWGN. 872
A. Efﬁciency, Reliability, and Convergence Investigation 873
We ﬁrst quantiﬁed the efﬁciency and reliability of the 874
continuous-EA-aided CEs and the discrete-binary EA-based 875
MUD schemes separately over Ntot = 1000 independent sim- 876
ulation runs. Perfect CSI was assumed for evaluating the 877
discrete-binary EA-assisted MUD schemes, while the trans- 878
mitted data were available, when evaluating the continuous- 879
EA-aided CE schemes. There was no information exchange 880
between the MUD and the decoder, i.e., we had Itb = 1, and 881
thechannel’sAWGNhadNo = 0.ForanEA-aidedCEscheme, 882
we declared a “successful” run when the algorithm achieved the 883
CF value of Jce(  hq,Gi
max,best) < 10−4 within the set upper limit 884
for the number of CF evaluations N
lim
CF−EVs = Ps · Glim
max = 885
100 × 1000, where Gi
max denotes the number of generations 886
in the ith simulation run. Otherwise, the run was declared as 887
“failed.” Over the Ntot = 1000 simulation runs, we collected 888
the statistics of the number of successful runs, denoted as 889
Nsuc; the number of failed runs, denoted as Nfail; the total 890
number of CF evaluations in the Nsuc successful runs, deﬁned 891
by Nsuc
CF−EVs; and the total number of CF evaluations in the 892
Nfail failed runs, deﬁned by Nfail
CF−EVs, using the following. 893
for run = 1 : Ntot 894
if (Grun
max ≤ Glim
max) and (Jce(  hq,Grun
max,best) < 10−4) 895
Nsuc=Nsuc+1; Nsuc
CF−EVs=Nsuc
CF−EVs+Ps·Grun
max, 896
else 897
Nfail=Nfail+1; Nfail
CF−EVs=Nfail
CF−EVs+Ps · Glim
max. 898
After obtaining these statistics, the average number of CF 899
evaluations per run was given by 900
N
tot
CF−EVs =
 
N suc
CF−EVs + N fail
CF−EVs
 
/Ntot (60)
while the average number of CF evaluations per successful run 901
was deﬁned by 902
N
suc
CF−EVs = N suc
CF−EVs/Nsuc. (61)
Then, the normalized average number of CF evaluations per run 903
was formulated as 904
R
tot
CF−EVs = N
tot
CF−EVs/N
lim
CF−EVs (62)
and the normalized average number of CF evaluations per 905
successful run was deﬁned as 906
R
suc
CF−EVs = N
suc
CF−EVs/N
lim
CF−EVs (63)
offered the metrics for quantifying the efﬁciency of the EA- 907
aided CE scheme investigated. The smaller R
tot
CF−EVs or 908
R
suc
CF−EVs, the more efﬁcient the EA-aided CE scheme. On the 909
other hand, the reliability of the EA-aided CE was measured by 910
the failure ratio, i.e., 911
Rfail = Nfail/Ntot. (64)
The lower Rfail, the more reliable the EA-aided CE scheme. 912
The efﬁciency and reliability of the four continuous-EA- 913
assisted CE schemes are shown in Fig. 6, where it can be seen 914
that the CDEA-CE outperformed the other three schemes, and 915
the former always arrived at the target CF value within the 916
average computational complexity of 15000 CF evaluations. 917
The CRWBS-CE came a close second, and it always attained 918
the target CF value within the average complexity of 22000 919
CF evaluations. The CGA-CE was the the worst CE candidate, 920
having the failure rate of Rfail ≈ 7% and imposing an average 921
computational complexity of 90000 CF evaluations. 922
A similar procedure was carried out for investigating the 923
efﬁciency and reliability of the four discrete-binary EA-assisted 924
MUDs by setting Glim
max = 500 and N
lim
CF−EVs = MU = 164.A925
successful detection run was conﬁrmed, if (Grun
max ≤ Glim
max) and 92614 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY
TABLE II
ALGORITHMIC PARAMETERS FOR THE EA-ASSISTED CE AND MUD
Fig. 6. Histograms of the efﬁciency and reliability measures, in terms of
R
tot
CF−EVs, R
suc
CF−EVs,a n dRfail, for the four continuous-EA-assisted CE
schemes.
the BER of the best individual   XGrun
max,best was inﬁnitesimally 927
low. Otherwise, the run was declared a failure. Note that 928
N
lim
CF−EVs = MU was the number of CF evaluations required 929
by the full-search ML MUD. Fig. 7 compares the efﬁciency 930
and reliability of the four discrete-binary EA-assisted MUDs. 931
Observe that the DBGA-MUD was the winner with a zero fail- 932
ure rate and requiring only 3.2% of the ML-MUD’s complexity. 933
The DBDEA-MUD came a close second with an extremely low 934
failure rate and an average complexity that was 3.7% of the 935
optimal ML-MUD’s complexity. 936
We then added the channel’s AWGN and considered the 937
cases of Eb/No = 14 and 20 dB. Fig. 8 compares the con- 938
vergence behaviors of the four continuous-EA-assisted CE 939
schemes. The approximate number of CF evaluations required 940
for the mean square error (MSE) of a continuous-EA-assisted 941
CE scheme to approach the CRLB6 [39] was extracted in Fig. 8 942
and listed in Table III. It can be seen that the CRWBS-CE and 943
6The CRLB [39] provides the best attainable MSE performance for the
optimal channelestimator based on the optimally designed pilots, and it is given
by CRLB(h)=( σ2
n/KEs) (e.g., [34]), where Es denotes the average symbol
energy.
Fig. 7. Histograms of the efﬁciency and reliability measures, in terms of
R
tot
CF−EVs, R
suc
CF−EVs,a n dRfail, for the four discrete-binary EA-assisted
MUDs.
Fig. 8. MSE versus the number of CF evaluations, which characterizes the
convergence performance of the different continuous-EA-assisted CE schemes.
the CDEA-CE had the fastest convergence speed, whereas the 944
CGA-CE had the slowest convergence speed. Fig. 9 charac- 945
terizes the convergence behaviors of the four discrete-binary 946ZHANG et al.: EA-ASSISTED JOINT CE AND TURBO MULTIUSER DETECTION/DECODING FOR OFDM/SDMA 15
TABLE III
NUMBERS OF CF EVALUATIONS REQUIRED FOR THE MSES
OF DIFFERENT CONTINUOUS-EA-ASSISTED CE SCHEMES
TO APPROACH THE CRLB
Fig. 9. BER versus the number of CF evaluations, which characterizes the
convergence performance of the different discrete-binary EA-assisted MUDs.
Note that at Eb/No = 20 dB, the optimal ML-MUD attains an inﬁnitesimally
low BER.
TABLE IV
NUMBERS OF CF EVALUATIONS REQUIRED FOR THE BERS
OF DIFFERENT DISCRETE-BINARY EA-ASSISTED MUDS
TO ATTAIN THE BER OF THE OPTIMAL ML-MUD
EA-assisted MUDs. The approximate number of CF evalua- 947
tions required for the BER of a discrete-binary EA-assisted 948
MUD to approach the BER of the optimal ML-MUD was found 949
in Fig. 9, and it is shown in Table IV. Observe that the DBDEA- 950
MUD and the DBGA-MUD achieved rapid convergence. 951
Although the nonturbo DBPSO-MUD failed to approach 952
the ML-MUD solution in this experiment, by introducing 953
the powerful turbo iterative procedure, the turbo DBPSO- 954
MUD/decoder is capable of attaining the optimal solution of the 955
turbo ML-MUD/decoder, as will be conﬁrmed in Section V-B. 956
B. Performance of EA-Aided Joint CE and Turbo 957
MUD/Decoder Schemes 958
Having examined the individual EA-assisted CE schemes 959
and the individual EA-aided MUDs, we investigated the 960
four EA-aided iterative joint CE and turbo MUD/decoder 961
schemes, as outlined in Section IV, namely, the GA-aided 962
Fig. 10. Comparison of the MSE performance for the four EA-aided joint CE
and turbo MUD/decoder schemes recorded at the outer iterations loop = 0a n d
loop = 5, respectively, when ﬁxing the number of the inner turbo iterations to
Iter = 3, the number of CF evaluations for EA-aided CE to 20000, and the
number of CF evaluations for EA-aided MUD to 10000.
joint CE and turbo MUD/decoder, the RWBS-aided joint 963
CE and turbo MUD/decoder, the PSO-aided joint CE and 964
turbo MUD/decoder, and the DEA-aided joint CE and 965
turbo MUD/decoder. In an EA-aided joint CE and turbo 966
MUD/decoder, the information is exchanged Itb times at the 967
inner turbo loop between the EA-assisted MUD and the channel 968
decoder, whereas the information is exchanged Ice times at 969
the outer iterative loop between the EA-assisted CE scheme 970
and the EA-aided turbo MUD/decoder. It is worth emphasiz- 971
ing that the EA-assisted channel estimator is based on the 972
detecteddatafedbackfromtheEA-assistedMUD/decoder.The 973
MSE of the channel estimate obtained by an EA-aided joint 974
CE and turbo MUD/decoder was compared with the CRLB, 975
whereas the BER achieved by an EA-aided joint CE and turbo 976
MUD/decoder was compared with the BER of the idealized 977
turbo ML-MUD/decoder associated with perfect CSI. 978
Figs. 10 and 11 compare the MSE and BER performance, 979
respectively, of the four EA-aided iterative joint CE and turbo 980
MUD/decoder schemes, when ﬁxing the number of the inner 981
turbo iterations to Itb =3 , the number of CF evaluations for 982
EA-aided CE to Nce
CF−EVs = 20000 (Gmax = 200), and the 983
number of CF evaluations for EA-aided MUD to Nmud
CF−EVs = 984
10000 (Gmax = 100). Observe in Fig. 10 that for loop = 5 985
outer iterations, the MSEs of the two channel estimates as- 986
sociated with the RWBS- and DEA-aided joint CE and turbo 987
MUD/decoder schemes approached the CRLB for Eb/No ≥ 988
10 dB; however, the PSO- and GA-aided joint CE and turbo 989
MUD/decoder schemes exhibited divergence. Similarly, it is 990
shown in Fig. 11 that for ﬁve outer iterations, the RWBS- 991
and DEA-aided joint CE and turbo MUD/decoder schemes 992
approached the BER performance of the idealized turbo ML- 993
MUD/decoder; however, the PSO- and GA-aided joint CE and 994
turboMUD/decoderschemesfailedtoﬁndtheoptimalsolution. 995
From the results in Section V-A, we note that the PSO- 996
and GA-aided joint CE and turbo MUD/decoder schemes 99716 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY
Fig. 11. Comparison of the BER performance for the four EA-aided joint CE
and turbo MUD/decoder schemes recorded at the outer iterations loop = 0a n d
loop = 5, respectively, when ﬁxing the number of the inner turbo iterations to
Iter = 3, the number of CF evaluations for EA-aided CE to 20000, and the
number of CF evaluations for EA-aided MUD to 10000.
Fig. 12. Comparison of the MSE performance for the four EA-aided joint CE
and turbo MUD/decoder schemes recorded at the outer iterations loop = 0a n d
loop = 5, respectively, when ﬁxing the number of the inner turbo iterations to
Iter = 3, the number of CF evaluations for EA-aided CE to 40000, and the
number of CF evaluations for EA-aided MUD to 20000.
may be less efﬁcient in comparison to the RWBS- and DEA- 998
aided schemes, and we surmise that Nce
CF−EVs = 20000 and 999
Nmud
CF−EVs = 10000 may not be sufﬁcient for the PSO- and 1000
GA-aided schemes. We then opted for Nce
CF−EVs = 40000 1001
(Gmax = 400) and Nmud
CF−EVs = 20000 (Gmax = 200) and car- 1002
ried out simulations for the four EA-aided joint CE and turbo 1003
MUD/decoder schemes again. Figs. 12 and 13 show the achiev- 1004
able MSE and BER performance, respectively, for the four EA- 1005
aided joint CE and turbo MUD/decoder schemes. In Fig. 12, it 1006
is shown that the MSEs of the four channel estimates associated 1007
with the four EA-aided joint CE and turbo MUD/decoder 1008
schemes all approached the CRLB with loop = 5 outer itera- 1009
Fig. 13. Comparison of the BER performance for the four EA-aided joint CE
and turbo MUD/decoder schemes recorded at the outer iterations loop = 0a n d
loop = 5, respectively, when ﬁxing the number of the inner turbo iterations to
Iter = 3, the number of CF evaluations for EA-aided CE to 40000, and the
number of CF evaluations for EA-aided MUD to 20000.
tions for Eb/No ≥ 10 dB, whereas the BERs of the four EA- 1010
aided schemes all approached the optimal BER performance of 1011
the idealized turbo ML-MUD/decoder associated with perfect 1012
CSI, as shown in Fig. 13. 1013
Our computational complexity comparisons are pro- 1014
vided in terms of the three ratios, namely, CEA
MUD/CML
MUD, 1015
CEA
turbo/CML
turbo, and CEA
joint/CML
turbo, as shown in Table V. The 1016
ratio CEA
MUD/CML
MUD characterizes the complexity of an EA- 1017
aided MUD in comparison to that of the optimal full-search ML 1018
MUD. It can be seen from Table V that all the four EA-aided 1019
MUDs impose only 0.1% of the ML MUD’s complexity. Given 1020
the CSI, the complexity of the RWBS- and DEA-assisted turbo 1021
MUD/decoder algorithms is less than 3.5% of the complexity 1022
of the turbo ML-MUD/decoder, whereas the complexity of the 1023
GA- andPSO-aided turboMUD/decoder algorithms islessthan 1024
6.6% of the turbo ML-MUD/decoder’s complexity, as seen in 1025
the column CEA
turbo/CML
turbo of Table V. An EA-aided joint CE 1026
and turbo MUD/decoder involves Ice number of outer iterations 1027
between the EA-aided decision-directed channel estimator and 1028
the EA-assisted turbo MUD/decoder, and it performs blind joint 1029
CE and data detection. Comparing its complexity with that of 1030
theidealizedturboML-MUD/decoderprovidedwiththeperfect 1031
CSI is really “unfair.” Even so, from the column CEA
joint/CML
turbo 1032
in Table V, we can see that the total complexity of the RWBS- 1033
and DEA-assisted joint CE and turbo MUD/decoder schemes 1034
is less than 39% of the idealized turbo ML-MUD/decoder’s 1035
complexity, whereas the GA- and PSO-assisted joint CE and 1036
turbo MUD/decoder schemes impose a total complexity that 1037
is less than 77% of the idealized turbo ML-MUD/decoder’s 1038
complexity. 1039
C. Comparing an EA-Aided CE With the Simpliﬁed LS CE 1040
In Section II-B, we have pointed out that although the stan- 1041
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TABLE V
COMPUTATIONAL COMPLEXITY COMPARISON IN TERMS OF THE RATIO OF THE COMPLEXITY OF AN EA-ASSISTED ITERATIVE JOINT CE
AND TURBO MUD/DECODER TO THE COMPLEXITY OF THE IDEALIZED TURBO ML-MUD/DECODER ASSOCIATED WITH PERFECT CSI
Fig.14. ComparisonoftheMSEperformancefortheDEA-aidedjointCEand
turbo MUD/decoder scheme with that of the simpliﬁed LS channel estimator
in [40].
solution for CE optimization (11), it is computationally very 1043
expensive. Therefore, it is difﬁcult to combine the standard LS 1044
channel estimatorwithaturboMUD/decoder toformajointCE 1045
and turbo MUD/decoder scheme, as this approach will impose 1046
excessive computational complexity. The simpliﬁed LS channel 1047
estimator in [40], on the other hand, has low complexity, 1048
but it performs poorly even given with the correct error-free 1049
transmitted data. We now demonstrate this by investigating the 1050
MSE performance of the simpliﬁed LS channel estimator using 1051
our OFDM/SDMA simulation system. Fig. 14 shows the MSEs 1052
attained by the simpliﬁed LS CE relying on optimally designed 1053
pilots and the true error-free transmitted data, respectively, in 1054
comparison with the MSE performance obtained by the DEA- 1055
aided joint CE and turbo MUD/decoder recorder at loop = 0 1056
and loop = 5. 1057
Observe in Fig. 14 that the simpliﬁed LS channel estimator, 1058
given optimally designed pilots, attains the same MSE as the 1059
DEA-aided CE at loop = 0. However, this channel estimator 1060
performs very poorly even given with the true transmitted data, 1061
as shown in Fig. 14. The reason for this poor performance 1062
is that this low-complexity channel estimator requires optimal 1063
pilots, as discussed in [40, Sec. III], where the relative phases of 1064
the training sequences (pilots) for the different users (transmit 1065
antennas) must be carefully designed so that each individual 1066
CIR (linking the ith transmit antenna to the jth receive antenna) 1067
can be separately estimated. However, the users’ transmitted 1068
data do not meet this requirement of “optimal pilots.” Hence, 1069
this simpliﬁed LS CE cannot beneﬁt from the iterative CE 1070
using the detected users’ data—it cannot even work adequately 1071
using the true users’ data. Therefore, the simpliﬁed LS channel 1072
estimator cannot be combined with a turbo MUD/decoder to 1073
form a joint CE and turbo MUD/decoder. By contrast, our 1074
proposed EA-aided CE beneﬁts from the iterative joint CE and 1075
turbo MUD/decoding process and is capable of approaching the 1076
CRLB, as conﬁrmed in Fig. 14. 1077
VI. CONCLUSION 1078
Four EAs, namely, the GA, RWBS, PSO, and DEA, have 1079
been applied to the challenging problem of joint semiblind 1080
CE and turbo MUD/decoding for ODFM/SDMA communica- 1081
tion systems. Extensive results have been provided to demon- 1082
strate that by iteratively exchanging information between a 1083
continuous-EA-aided decision-directed channel estimator and 1084
a discrete-binary EA-assisted turbo MUD/decoder, an EA- 1085
aided joint blind CE and turbo MUD/decoder is capable of 1086
approaching both the CRLB associated with the optimal chan- 1087
nel estimate and the BER of the idealized optimal turbo ML- 1088
MUD/decoder associated with perfect CSI, despite imposing 1089
only a fraction of the idealized turbo ML-MUD/decoder’s 1090
complexity. 1091
REFERENCES 1092
[1] M. Jiang and L. Hanzo, “Multiuser MIMO-OFDM for next-generation 1093
wireless systems,” Proc. IEEE, vol. 95, no. 7, pp. 1430–1469, Jul. 2007. 1094
[2] L. Hanzo, Y. Akhtman, L. Wang, and M. Jiang, MIMO-OFDM for 1095
LTE, WIFI and WIMAX: Coherent versus Non-Coherent and Cooperative 1096
Turbo-Transceivers.. Chichester, U.K.: Wiley, 2011. 1097
[3] J. A. C. Bingham,“Multicarrier modulation for data transmission: An idea 1098
whose time has come,” IEEE Commun. Mag., vol. 28, no. 5, pp. 5–14, 1099
May 1990. 1100
[4] L. Hanzo, M. Münster, B. J. Choi, and T. Keller, OFDM and MC-CDMA 1101
for Broadband Multi-User Communications, WLANs, and Broadcasting.1 1 0 2
Chichester, U.K.: Wiley, 2003. 1103
[5] P. Vandenameele, L. Van Der Perre, and M. Engels, Space Division 1104
Multiple Access For Wireless Local Area Networks. Boston, MA, USA: 1105
Kluwer, 2001. 1106
[6] S. Chen, L. Hanzo, and A. Livingstone, “MBER space–time decision 1107
feedback equalization assisted multiuser detection for multiple antenna 1108
aided SDMA systems,” IEEE Trans. Signal Process., vol. 54, no. 8, 1109
pp. 3090–3098, Aug. 2006. 1110
[7] P. Vandenameele, L. Van Der Perre, M. Engels, B. Gyselinckx, and 1111
H. De Man, “A combined OFDM/SDMA approach,” IEEE J. Sel. Areas 1112
Commun., vol. 18, no. 11, pp. 2312–2321, Nov. 2000. 1113
[8] J. Zhang, L. Hanzo, and X. Mu, “Joint decision-directed channel 1114
and noise-variance estimation for MIMO OFDM/SDMA systems based 111518 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY
on expectation-conditional maximization,” IEEE Trans. Veh. Technol., 1116
vol. 60, no. 5, pp. 2139–2151, Jun. 2011. 1117
[9] L. Hanzo, O. R. Alamri, M. El-Hajjar, and N. Wu, Near-Capacity 1118
Multi-Functional MIMO Systems: Sphere-Packing, Iterative Detection 1119
and Cooperation. Chichester, U.K.: Wiley, 2009. 1120
[10] S. Thoen, L. Deneire, L. Van Der Perre, M. Engels, and H. De Man, 1121
“Constrained least squares detector for OFDM/SDMA-based wireless 1122
networks,” IEEE Trans. Wireless Commun., vol. 2, no. 1, pp. 129–140, 1123
Jan. 2003. 1124
[11] X. Dai, “Pilot-aided OFDM/SDMA channel estimation with unknown 1125
timing offset,” Proc. Inst. Elect. Eng.—Commun., vol. 153, no. 3, pp. 392– 1126
398, Jun. 2006. 1127
[12] J. Ylioinas and M. Juntti, “Iterative joint detection, decoding, and channel 1128
estimation in turbo coded MIMO-OFDM,” IEEE Trans. Veh. Technol., 1129
vol. 58, no. 4, pp. 1784–1796, May 2009. 1130
[13] L. Hanzo, S. Ng, T. Keller, and W. Webb, Quadrature Amplitude 1131
Modulation: From Basics To Adaptive Trellis-Coded Turbo-Equalised 1132
and Space–Time Coded OFDM, CDMA and MC-CDMA Systems. 1133
Chichester, U.K.: Wiley, 2004. 1134
[14] M. Dorigo and L. M. Gambardella, “Ant colony system: A cooperative 1135
learning approach to the traveling salesman problem,” IEEE Trans. Evol. 1136
Comput., vol. 1, no. 1, pp. 53–66, Apr. 1997. 1137
[15] M. Dorigo, M. Birattari, and T. Stutzle, “Ant colony optimization,” IEEE 1138
Comput. Intell. Mag., vol. 1, no. 4, pp. 28–39, Nov. 2006. 1139
[16] J. H. Holland, Adaptation in Natural and Artiﬁcial Systems. Ann Arbor, 1140
MI, USA: Univ. of Michigan Press, 1975. 1141
[17] D. E. Goldberg, Genetic Algorithms in Search, Optimization and Machine 1142
Learning. Reading, MA, USA: Addison-Wesley, 1989. 1143
[18] S. Chen, X. X. Wang, and C. J. Harris, “Experiments with repeating 1144
weighted boosting search for optimization in signal processing applica- 1145
tions,” IEEE Trans. Syst., Man, Cybern., B, vol. 35, no. 4, pp. 682–693, 1146
Aug. 2005. 1147
[19] S. F. Page, S. Chen, C. J. Harris, and N. M. White, “Repeated weighted 1148
boosting search for discrete or mixed search space and multiple-objective 1149
optimisation,” Appl. Soft Comput., vol. 12, no. 9, pp. 2740–2755, 1150
Sep. 2012. 1151
[20] J. Kennedy and R. Eberhart, “Particle swarm optimization,” in Proc. IEEE 1152
Int. Conf. Neural Netw., Perth, WA, Australia, Nov. 27–Dec., 1, 1995, 1153
vol. 4, pp. 1942–1948. 1154
[21] J. Kennedy and R. Eberhart, Swarm Intelligence. San Mateo, CA, USA: 1155
Morgan Kaufmann, 2001. 1156
[22] K. Price, R. Storn, and J. Lampinen, Differential Evolution: A Practical 1157
Approach to Global Optimization. Berlin, Germany: Springer-Verlag, 1158
2005. 1159
[23] A. K. Qin, V. L. Huang, and P. N. Suganthan, “Differential evolution 1160
algorithm with strategy adaptation for global numerical optimization,” 1161
IEEE Trans. Evol. Comput., vol. 13, no. 2, pp. 398–417, Apr. 2009. 1162
[24] S. Chen and Y. Wu, “Maximum likelihood joint channel and data esti- 1163
mation using genetic algorithms,” IEEE Trans. Signal Process., vol. 46, 1164
no. 5, pp. 1469–1473, May 1998. 1165
[25] S. Chen and B. L. Luk, “Adaptive simulated annealing for optimization in 1166
signal processing applications,” Signal Process., vol. 79, no. 1, pp. 117– 1167
128, Nov. 1999. 1168
[26] H. Ali, A. Doucet, and D. Amshah, “GSR: A new genetic algorithm for 1169
improving source and channel estimates,” IEEE Trans. Circuits Syst. I. 1170
Reg. Papers, vol. 54, no. 5, pp. 1088–1098, May 2007. 1171
[27] K. Yen and L. Hanzo, “Genetic algorithm assisted joint multiuser sym- 1172
bol detection and fading channel estimation for synchronous CDMA 1173
systems,” IEEE J. Sel. Areas Commun., vol. 19, no. 6, pp. 985–998, 1174
Jun. 2001. 1175
[28] K. Yen and L. Hanzo, “Genetic-algorithm-assisted multiuser detection 1176
in asynchronous CDMA communications,” IEEE Trans. Veh. Technol., 1177
vol. 53, no. 5, pp. 1413–1422, Sep. 2004. 1178
[29] X. Wu, T. C. Chuah, B. S. Sharif, and O. R. Hinton, “Adaptive ro- 1179
bust detection for CDMA using a genetic algorithm,” Proc. Inst. Elect. 1180
Eng.—Commun., vol. 150, no. 6, pp. 437–444, Dec. 2003. 1181
[30] K. K. Soo, Y. M. Siu, W. S. Chan, L. Yang, and R. S. Chen, “Particle- 1182
swarm-optimization-based multiuser detector for CDMA communica- 1183
tions,” IEEE Trans. Veh. Technol., vol. 56, no. 5, pp. 3006–3013, 1184
Sep. 2007. 1185
[31] M. Y. Alias, S. Chen, and L. Hanzo, “Multiple antenna aided OFDM 1186
employing genetic algorithm assisted minimum bit error rate multiuser 1187
detection,” IEEE Trans. Veh. Technol., vol. 54, no. 5, pp. 1713–1721, 1188
Sep. 2005. 1189
[32] M. Jiang, S. X. Ng, and L. Hanzo, “Hybrid iterative multiuser detection 1190
for channel coded space division multiple access OFDM systems,” IEEE 1191
Trans. Veh. Technol., vol. 55, no. 1, pp. 115–127, Jan. 2006. 1192
[33] M. Jiang, J. Akhtman, and L. Hanzo, “Iterative joint channel estima- 1193
tion and multi-user detection for multiple-antenna aided OFDM sys- 1194
tems,” IEEE Trans. Wireless Commun., vol. 6, no. 8, pp. 2904–2914, 1195
Aug. 2007. 1196
[34] J. Zhang, S. Chen, X. Mu, and L. Hanzo, “Joint channel estimation and 1197
multi-user detection for SDMA/OFDM based on dual repeated weighted 1198
boosting search,” IEEE Trans. Veh. Technol., vol. 60, no. 7, pp. 3265– 1199
3275, Sep. 2011. 1200
[35] W. Dong, J. Li, and Z. Lu, “Joint frequency offset and channel estimation 1201
for MIMO systems based on particle swarm optimization,” in Proc. VTC, 1202
Singapore, May 11–14, 2008, pp. 862–866. 1203
[36] M. Abuthinien, S. Chen, and L. Hanzo, “Semi-blind joint maximum like- 1204
lihood channel estimation and data detection for MIMO systems,” IEEE 1205
Signal Process. Lett. , vol. 15, pp. 202–205, 2008. AQ1 1206
[37] S. Chen, W. Yao, H. Palally, and L. Hanzo, “Particle swarm optimisa- 1207
tion aided MIMO transceiver designs,” in Computational Intelligence in 1208
Expensive Optimization Problems, Y. Tenne and C. Goh, Eds. Berlin, 1209
Germany: Springer-Verlag, 2010, pp. 487–511. 1210
[38] J. Zhang, S. Chen, X. Mu, and L. Hanzo, “Turbo multi-user detection for 1211
OFDM/SDMA systems relying on differential evolution aided iterative 1212
channel estimation,” IEEE Trans. Commun., vol. 60, no. 6, pp. 1621– 1213
1663, Jun. 2012. 1214
[39] S. M. Kay, Fundamentals of Statistical Signal Processing: Estimation 1215
Theory. Upper Saddle River, NJ, USA: Prentice-Hall, 1993. 1216
[40] Y. Li, “Simpliﬁed channel estimation for OFDM systems with multiple 1217
transmit antennas,” IEEE Trans. Wireless Commun., vol. 1, no. 1, pp. 67– 1218
75, Jan. 2002. 1219
[41] J. Kennedy and R. C. Eberhart, “A discrete binary version of the particle 1220
swarm algorithm,” in Proc. IEEE Int. Conf. Syst., Man, Cybern., Orlando, 1221
FL, USA, Oct. 12–15, 1997, vol. 5, pp. 4104–4108. 1222
[42] M. A. Khanesar, M. Teshnehlab, and M. A. Shoorehdeli, “A novel bi- 1223
nary particle swarm optimization,” in Proc. Mediterranean Conf. Control 1224
Autom., Athens, Greece, Jul. 27–29, 2007, pp. 1–6. 1225
[43] T. Hanne, “On the convergence of multiobjective evolutionary algo- 1226
rithms,” Eur. J. Oper. Res., vol. 117, no. 3, pp. 553–564, Sep. 1999. 1227
[44] X. Yao, “Unpacking and understanding evolutionary algorithms,” in 1228
Advances in Computational Intelligence, J. Liu, C. Alippi, B. Bouchon- 1229
Meuniev, G. W. Greenwood, and H. A. Abbass, Eds. Berlin, Germany: 1230
Springer-Verlag, 2012, pp. 60–76. 1231
Jiankang Zhang (S’08–M’12) received the B.Sc. 1232
degree in mathematics and applied mathematics 1233
from Beijing University of Posts and Telecommu- 1234
nications, Beijing, China, in 2006 and the Ph.D. 1235
degree in communication and information systems 1236
from Zhengzhou University, Zhengzhou, China, 1237
in 2012. 1238
Since2012,hehasbeenaLecturerwiththeSchool 1239
of Information Engineering, Zhengzhou University. 1240
From September 2009 to December 2011 and from 1241
January 2013 to May 2013, he was a Visiting Re- 1242
searcher with the Department of Electronics and Computer Science, University 1243
of Southampton, Southampton, U.K. His research interests include wireless 1244
communications and signal processing, including channel estimation, multiuser 1245
detection, beamforming/precoding, and optimization algorithms. 1246ZHANG et al.: EA-ASSISTED JOINT CE AND TURBO MULTIUSER DETECTION/DECODING FOR OFDM/SDMA 19
Sheng Chen (M’90–SM’97–F’08) received the 1247
B.Eng. degree in control engineering from the East 1248
China Petroleum Institute, Dongying, China, in 1249
1982; the Ph.D. degree in control engineering from 1250
City University London, London, U.K., in 1986; and 1251
the D.Sc. degree from the University of Southamp- 1252
ton, Southampton, U.K., in 2005. 1253
From 1986 to 1999, he held research and aca- 1254
demic appointments at the University of Shefﬁeld, 1255
Shefﬁeld, U.K.; The University of Edinburgh, 1256
Edinburgh, U.K.; and the University of Portsmouth, 1257
Portsmouth, U.K. Since 1999, he has been with the Department of Electronics 1258
and Computer Science, University of Southampton, where he is currently a Pro- 1259
fessor of intelligent systems and signal processing. He is also a Distinguished 1260
Adjunct Professor with King Abdulaziz University, Jeddah, Saudi Arabia. He 1261
has published over 480 research papers. His recent research interests include 1262
adaptive signal processing, wireless communications, modeling and identiﬁ- 1263
cation of nonlinear systems, neural network and machine learning, intelligent 1264
control system design, evolutionary computation methods, and optimization. 1265
Dr. Chen is a Chartered Engineer and a Fellow of the Institution of Engineer- 1266
ing and Technology. He is an Institute for Scientiﬁc Information Highly Cited 1267
Researcher in the engineering category (March 2004). 1268
Xiaomin Mu received the B.E. degree from Beijing 1269
Institute of Technology, Beijing, China, in 1982. 1270
She is currently a Full Professor with the School 1271
of Information Engineering, Zhengzhou University, 1272
Zhengzhou, China. She has published many papers 1273
in the ﬁeld of signal processing and coauthored two 1274
books. Her research interests include signal process- 1275
ing in communication systems, wireless communica- 1276
tions, and cognitive radio. 1277
Lajos Hanzo (M’91–SM’92–F’04) received the 1278
M.S. degree in electronics and the Ph.D. de- 1279
gree from the Technical University of Budapest, 1280
Budapest, Hungary, in 1976 and 1983, respec- 1281
tively, and the D.Sc. degree from the University 1282
of Southampton, Southampton, U.K., in 2004. In 1283
2009, he was awarded the honorary doctorate “Doc- 1284
tor Honoris Causa” by the Technical University of 1285
Budapest. AQ2 1286
During his 37-year career in telecommunications, 1287
he held various research and academic posts in Hun- 1288
gary, Germany, and the U.K. He was a Chaired Professor with Tsinghua 1289
University, Beijing, China. Since 1986, he has been with the Department of 1290
Electronics and Computer Science, University of Southampton, where he holds 1291
the Chair in Telecommunications. He coauthored 20 John Wiley/IEEE Press 1292
books on mobile radio communications totaling in excess of 10000 pages and 1293
published 1356 research entries at IEEE Xplore. He has successfully supervised 1294
83 Ph.D. students. Currently, he is directing a 100-strong academic research 1295
team,workingonarangeofresearchprojectsintheﬁeldofwirelessmultimedia 1296
communications sponsored by industry, the UK Engineering and Physical 1297
Sciences Research Council, the European Research Council, and the Royal 1298
Society. He is an enthusiastic supporter of industrial and academic liaison, and 1299
he offers a range of industrial courses. He has over 17000 citations. (For further 1300
information on research in progress and associated publications, please refer to 1301
http://www-mobile.ecs.soton.ac.uk.) 1302
Dr. Hanzo was the Editor-in-Chief of the IEEE Press from 2008 to 2012. 1303
He is also the Governor of the IEEE Vehicular Technology Society. He is a 1304
Fellow of the Royal Academy of Engineering, the Institution of Engineering 1305
and Technology, and the European Association for Signal Processing. He acted 1306
both as Technical Program Committee and General Chair of IEEE conferences 1307
and presented keynote lectures. He has been awarded a number of distinctions, 1308
including the European Research Council’s Senior Research Fellow Grant and 1309
the Royal Society’s Wolfson Research Merit Award. 1310AUTHOR QUERIES
AUTHOR PLEASE ANSWER ALL QUERIES
AQ1 = Please provide issue number and month of publication in Ref. [36].
AQ2 = Please check if the ﬁrst paragraph in author L. Hanzo’s vitae is captured appropriately.
END OF ALL QUERIESIEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY 1
Evolutionary-Algorithm-Assisted Joint
Channel Estimation and Turbo Multiuser
Detection/Decoding for OFDM/SDMA
1
2
3
Jiankang Zhang, Member, IEEE, Sheng Chen, Fellow, IEEE, Xiaomin Mu, and Lajos Hanzo, Fellow, IEEE 4
Abstract—The development of evolutionary algorithms (EAs), 5
such as genetic algorithms (GAs), repeated weighted boosting 6
search (RWBS), particle swarm optimization (PSO), and differ- 7
ential evolution algorithms (DEAs), have stimulated wide interests 8
in the communication research community. However, the quanti- 9
tative performance-versus-complexity comparison of GA, RWBS, 10
PSO, and DEA techniques applied to the joint channel estimation 11
(CE) and turbo multiuser detection (MUD)/decoding in the con- 12
text of orthogonal frequency-division multiplexing/space-division 13
multiple-access systems is a challenging problem, which has to 14
consider both the CE problem formulated over a continuous 15
search space and the MUD optimization problem deﬁned over a 16
discrete search space. We investigate the capability of the GA, 17
RWBS, PSO, and DEA to achieve optimal solutions at an afford- 18
able complexity in this challenging application. Our study demon- 19
strates that the EA-assisted joint CE and turbo MUD/decoder 20
is capable of approaching both the Cramér–Rao lower bound 21
of the optimal CE and the bit error ratio (BER) perfor- 22
mance of the idealized optimal maximum-likelihood (ML) turbo 23
MUD/decoder associated with perfect channel state information, 24
respectively, despite imposing only a fraction of the idealized turbo 25
ML-MUD/decoder’s complexity. 26
Index Terms—Differential evolution algorithm (DEA), evolu- 27
tionary algorithms (EAs), genetic algorithm (GA), joint channel 28
estimation (CE) and turbo multiuser detection (MUD)/decoding, 29
orthogonal frequency-division multiplexing (OFDM), particle 30
swarm optimization (PSO), repeated weighted boosting search 31
(RWBS), space-division multiple access (SDMA). 32
I. INTRODUCTION 33
T
HE BEST possible exploitation of the ﬁnite available 34
spectrum in light of the increasing demand for wireless 35
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services has been at the center of wireless system optimiza- 36
tion. In recent years, multiple antennas have been employed 37
both at the transmitter and/or the receiver, which leads to the 38
concept of multiple-input–multiple-output (MIMO) systems. 39
MIMO systems may be designed for achieving various design 40
goals, such as maximizing the achievable diversity gain, the 41
attainable multiplexing gain, or the number of users supported 42
[1], [2]. Orthogonal frequency-division multiplexing (OFDM) 43
[3], [4] has found its way into numerous recent wireless 44
network standards, owing to its virtues of resilience to 45
frequency-selective fading channels. Both the modulation and 46
demodulation operations of an OFDM system facilitate conve- 47
nient low-complexity hardware implementations with the aid 48
of the inverse fast Fourier transform (IFFT) and fast Fourier 49
transform (FFT) operations. In an effort to further increase 50
the achievable system capacity, space-division multiple-access 51
(SDMA) communication systems were conceived [5], [6], 52
whereseveralusers,roamingindifferentgeographicallocations 53
and sharing the same bandwidth and time slots (TSs), are 54
differentiated by their unique user-speciﬁc “spatial signature,” 55
i.e., by their unique channel impulse responses (CIRs). As one 56
of the most widespread MIMO types, OFDM/SDMA systems 57
[7], [8] exploit the advantages of both OFDM and SDMA. 58
In the uplink (UL) of an OFDM/SDMA system, the trans- 59
mitted signals of several single-antenna mobile stations (MSs) 60
are simultaneously received by an array of antennas at the 61
base station (BS). Multiuser detection (MUD) techniques are 62
invoked at the BS for separating the signals of the different 63
MSs, based on their unique user-speciﬁc CIRs. A state-of-the- 64
art turbo MUD/decoder exploits the error correction capability 65
of the channel code by exchanging extrinsic information be- 66
tween the MUD and the channel decoder [9]. Naturally, for 67
a turbo MUD/decoder to achieve an optimal or near-optimal 68
performance, the CIRs have to be accurately estimated [1], 69
[4]. Intensive research efforts have been devoted to developing 70
efﬁcient approaches for channel estimation (CE) in multiuser 71
OFDM/SDMA systems [1], [8], [10], [11]. To achieve a near- 72
optimal performance, joint CE and turbo MUD/decoding has 73
recently received signiﬁcant research attention [12]. Natu- 74
rally, approaching the performance of the optimal solution, 75
namely, that of the maximum-likelihood (ML) joint CE and 76
turbo MUD/decoding solution, is highly desired. However, 77
in practice, one often has to settle for suboptimal solutions 78
due to the excessive computational complexity of the optimal 79
ML solution, particularly for systems with a high number of 80
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users/antennas and employing high-order quadrature amplitude 81
modulation (QAM) signaling [13]. Fortunately, evolutionary al- 82
gorithms (EAs) offer potentially viable alternatives for achiev- 83
ing optimal or near-optimal joint CE and turbo MUD/decoding 84
at an affordable complexity. 85
EAs have found ever-increasing applications in communi- 86
cation and signal processing, where creating globally or near- 87
globally optimal designs at affordable computational costs is 88
critical. The family of the most popular EAs1 includes genetic 89
algorithms (GAs) [16], [17], repeated weighted boosting search 90
(RWBS) [18], [19], particle swarm optimization (PSO) [20], 91
[21], and differential evolution algorithms (DEAs) [22], [23]. 92
Signiﬁcant advances have been made in applying these EAs 93
in single-user joint channel and data estimation [18], [24]– 94
[26], in CE and MUD for the multiuser code-division multiple- 95
accessUL[27]–[30],intheSDMA-aidedOFDMUL[31]–[34], 96
in joint CE and data detection for MIMO systems [35]–[37], 97
and in a diverse range of other applications. However, there 98
is paucity of contributions on EA-aided joint CE and turbo 99
MUD/decoding schemes designed for OFDM/SDMA systems. 100
An exception is our previous work [38], which applies a DEA 101
for supporting the joint CE and turbo MUD/decoding process. 102
Iterative joint CE and turbo MUD/decoding for OFDM/SDMA 103
represents an ideal benchmark application for evaluating vari- 104
ous EAs. The ML-MUD optimization is NP-hard, and the joint 105
ML CE and turbo MUD/decoding solution is computationally 106
prohibitive in general. Furthermore, within the iterative CE 107
and turbo MUD/decoding optimization, the CE optimization 108
problem is deﬁned over a continuous search space, whereas the 109
MUD optimization problem is deﬁned over a discrete search 110
space. Thus, both discrete-valued and continuous-valued EAs 111
are required. While individual EAs may have been tested in 112
this challenging iterative joint CE and turbo MUD/decoding 113
optimization, to the best of our knowledge, no performance- 114
versus-complexity comparisons of a group of EA techniques 115
have been presented in the literature in the context of joint CE 116
and turbo MUD/decoding. 117
Against this background, in this paper, we design and 118
characterize four EAs, namely, the GA, RWBS, PSO, and 119
DEA, under the challenging framework of joint CE and turbo 120
MUD/decoding in OFDM/SDMA systems, in terms of their 121
achievable performance, computational complexity, and con- 122
vergence characteristics. More speciﬁcally, continuous-valued 123
EAs are employed in solving the associated CE optimization, 124
whereas the discrete-binary versions of EAs are employed for 125
ﬁnding the ML or near-ML solution for the MUD. In the pro- 126
posed EA-aided iterative scheme conceived for joint blind CE 127
and turbo MUD/decoding, the EA-aided turbo MUD/decoder 128
feeds back ever more reliable detected data to the EA-based 129
channel estimator. Likewise, a more accurate channel estimate 130
will result in an increased-integrity MUD/decoder. We demon- 131
strate the power and efﬁciency of this EA-aided iterative CE 132
and turbo MUD/decoder in our extensive simulation study. Our 133
obtained results conﬁrm that the channel estimate and the bit 134
1There are numerous other EAs, for example, the ant colony optimization
[14], [15]; however, given our limited space, we concentrate on only four
algorithms in this paper.
error ratio (BER) performance of our EA-assisted iterative CE 135
and turbo MUD/decoder scheme approach the Cramér–Rao 136
lower bound (CRLB) of the optimal CE [39] and the optimal 137
ML turbo MUD/decoding performance associated with per- 138
fect channel state information (CSI), respectively, while only 139
imposing a fraction of the complexity of the idealized turbo 140
ML-MUD/decoder. 141
The remainder of this paper is organized as follows: The 142
multiuser OFDM/SDMA UL model is described in Section II, 143
which provides the necessary notations and deﬁnes the as- 144
sociated optimization problems of the joint CE and turbo 145
MUD/decoding. Section III characterizes the four EAs, i.e., 146
the GA, RWBS, PSO, and DEA, which are used for solving 147
the joint CE and turbo MUD/decoding optimization. Both the 148
continuous-valued EAs invoked for solving the CE optimiza- 149
tion and their discrete versions used for solving the ML MUD 150
optimization are detailed in this section. Section IV is devoted 151
to the structure of the proposed EA-aided iterative CE and 152
turbo MUD/decoder as well as to its computational complexity 153
analysis. Our simulation results are presented in Section V, 154
whereas our conclusions are offered in Section VI. 155
II. MULTIUSER MIMO OFDM/SDMA SYSTEM 156
The multiuser MIMO system considered supports U MSs 157
simultaneously transmitting in the UL to the BS, as shown in 158
Fig. 1. Each user is equipped with a single transmit antenna, 159
whereas the BS employs an array of Q antennas. A time- 160
division multiple-access protocol organizes the available time- 161
domain (TD) resources into TSs. All the U MSs are assigned to 162
every TS, and thus, they are allowed to simultaneously transmit 163
their streams of OFDM-modulated symbols to the SDMA- 164
based BS [4], [7] for the sake of exploiting the available re- 165
sources. Consequently, the users’ signals can only be separated 166
with the aid of their unique CIRs. 167
A. System Model 168
For the multiuser OFDM/SDMA UL shown in Fig. 1, all 169
the users simultaneously transmit their data streams, which 170
are denoted by b
u for 1 ≤ u ≤ U. The information bits, i.e., 171
bu, are ﬁrst encoded by the user-speciﬁc forward error cor- 172
rection (FEC) encoder. The bit stream after the FEC encoder, 173
which is denoted as bu
C, is passed through an interleaver
 
174
to yield an output bit stream bu
I, which is then grouped into 175
blocks of log2 M bits as a unit and modulated onto a stream 176
of M-QAM symbols. The modulated data ˜ Xu are serial-to- 177
parallel (S/P) converted, and the pilot symbols are embedded to 178
yield the frequency-domain (FD) OFDM symbol, i.e., Xu[s,k], 179
1 ≤ k ≤ K, where s denotes the OFDM symbol index, and 180
K is the number of subcarriers. The FD pilot symbols and 181
their allocation are known at the receiver and, hence, can be 182
exploited for initial CE. The parallel modulated data are fed to 183
a K-point IFFT-based modulator to generate the TD-modulated 184
signal xu[s,k]. After concatenating the cyclic preﬁx (CP) of 185
Kcp samples, the resultant sequence is transmitted through the 186
MIMO channel and contaminated by the receiver’s additive 187
white Gaussian noise (AWGN). The length of the CP must 188ZHANG et al.: EA-ASSISTED JOINT CE AND TURBO MULTIUSER DETECTION/DECODING FOR OFDM/SDMA 3
Fig. 1. UL system model for multiuser MIMO OFDM/SDMA. The notation L denotes the log-likelihood ratio. The subscripts m and c of L are associated with
the MUD and the channel decoder, respectively, whereas subscripts pr, po,a n de are used for representing the ap r i o r i , a posteriori, and extrinsic information,
respectively. For notational conciseness, OFDM symbol index s is omitted in Xu[k].
be chosen as Kcp ≥ Lcir, where Lcir denotes the length of 189
the CIRs. 190
AttheBS,thereceivedsignalsyq for1 ≤ q ≤ Qareparallel- 191
to-serial (P/S) converted, and the CPs are discarded from every 192
OFDM symbol. The resultant signals are fed into the K-point 193
FFT-based receiver. The signal Yq[s,k] received by the qth 194
receiver antenna element in the kth subcarrier of the sth OFDM 195
symbol can be expressed as [4] 196
Yq[s,k]=
U  
u=1
Hu
q [s,k]Xu[s,k]+Wq[s,k] (1)
where Hu
q [s,k] denotes the FD channel transfer function 197
(FD-CHTF) coefﬁcient of the link between the uth user and 198
the qth receiver antenna in the kth subcarrier of the sth OFDM 199
symbol, whereas Wq[s,k] is the associated FD AWGN having 200
the power of 2σ2
n.L e thu
q[s] ∈ CLcir×1 be the CIR vector of 201
the link between the uth user and the qth receive antenna 202
element during the sth OFDM symbol period, which contains 203
Lcir signiﬁcant CIR coefﬁcients. Then, the FD-CHTF vector 204
Hu
q[s] ∈ CK×1 is the K-point FFT of hu
q[s] deﬁned by 205
Hu
q[s]=
 
Hu
q [s,1] Hu
q [s,2]···Hu
q [s,K]
 T = Fh
u
q[s] (2)
where F ∈ CK×Lcir denotes the FFT matrix [4]. As a beneﬁt 206
of the CP, the OFDM symbols do not overlap, and SDMA 207
processing can be applied on a per-carrier basis. 208
Arrangethereceiveddataateachreceiveantennainacolumn 209
vector Yq[s] ∈ CK×1, i.e., 210
Yq[s]=[ Yq[s,1] Yq[s,2]···Yq[s,K]]
T , 1 ≤ q ≤ Q
(3)
which hosts the subcarrier-related signals Yq[s,k], and the 211
transmitted data of each user in a diagonal matrix Xu[s] ∈ 212
CK×K, i.e., 213
Xu[s]=d i a g{Xu[s,1],Xu[s,2],...,Xu[s,K]} (4)
with Xu[s,k] as its diagonal elements, for 1 ≤ u ≤ U. Fur- 214
thermore, let us deﬁne the CIR vector hq[s] ∈ CULcir×1 cor- 215
responding to the qth receive antenna during the sth OFDM 216
symbol period as 217
hq[s]=
  
h1
q[s]
 T  
h2
q[s]
 T ···
 
hU
q [s]
 T T
, 1 ≤ q ≤ Q.
(5)
The operations of the BS receiver can be summarized as fol- 218
lows: Given the received data {Yq[s]}
Q
q=1, ﬁnd the channels 219
{hq[s]}
Q
q=1 and the transmitted data {Xu[s]}U
u=1. Ultimately, 220
the receiver is responsible for recovering the users’ transmitted 221
information bit streams {bu}U
u=1. The turbo MUD/decoder 222
exchanges soft extrinsic information between the soft-in–soft- 223
out (SISO) MUD and the SISO channel decoder [9], which 224
effectively mitigates both the noise and multiuser interference. 225
As a result, it is capable of achieving an accurate recovery 226
of the users’ information bit streams. We defer the discussion 227
on the per-carrier-based turbo MUD/decoder [7] in Fig. 1 to 228
Section IV and concentrate on the basic operations of joint CE 229
and MUD at the BS receiver to highlight our motivation for 230
applying EAs to this challenging application. 231
B. Optimization Problems in Joint CE and MUD 232
Denote the overall system’s CIR vector by h[s] ∈ CUQLcir×1 233
and all the users’ transmitted data matrix X[s] ∈ CUK×K, 234
respectively, as 235
h[s]=
 
hT
1 [s]hT
2 [s]···hT
Q[s]
 T
(6)
X[s]=
 
X1[s]X2[s]···XU[s]
 T
. (7)
The optimal solution of the joint CE and MUD problem is 236
achieved by maximizing the probability of all the received data 237
{Yq[s]}
Q
q=1 conditioned on h[s] and X[s]. Noting that this 238
conditional distribution is Gaussian, this joint optimization is 2394 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY
equivalent to the one that minimizes the log-likelihood cost 240
function (CF) formulated as 241
J (h[s],X[s]) =
Q  
q=1
   Yq[s] − XT[s]Fhq[s]
   2
(8)
where the block diagonal matrix F ∈ CUK×ULcir is given by 242
F =d i a g {F,F,...,F
      
U
}. (9)
Thus, the joint ML CE and MUD solution is deﬁned as 243
 
  h[s],   X[s]
 
=a r g m i n
h[s],X[s]
J (h[s],X[s]). (10)
Joint ML optimization (10) is deﬁned in an extremely high- 244
dimensional space with both discrete- and continuous-valued 245
decision variables, and therefore, it is computationally pro- 246
hibitive. The complexity of this optimization process may be 247
reduced to a more tractable level by invoking an iterative 248
search loop that is carried out ﬁrst over the continuous space 249
of the legitimate channels h[s] and then over the discrete set 250
of all the possible transmitted data X[s]. The iterative loop 251
between the CE and the MUD encapsulates two optimization 252
problems. CE optimization can be performed when the data 253
X[s] are available, either as the known pilot symbols at the 254
start or, more generally, as the detected data fed back from 255
the MUD and FEC-decoder unit. The MUD can be carried out 256
with the estimated CIRs provided by the channel estimator. The 257
iterative procedure exchanging extrinsic information between 258
the decision-directed channel estimator and the MUD based 259
on the estimated CIRs gradually improves both solutions, and 260
typically, only a few iterations are required for approaching the 261
joint ML CE and MUD solution of (10). 262
1) ML CE: With the detected data   X[s] fed back from the 263
MUD/decoder, the ML CE solution is obtained by minimizing 264
the CF Jce(h[s]) = J(h[s],   X[s]). Since the CIRs hq[s],1≤ 265
q ≤ Q,areonlyrelatedtothereceivedsignalsYq[s]recordedat 266
theqthreceiver antenna, theMLCEsolution   h[s] isgiven asthe 267
solutions of the following Q smaller minimization problems: 268
  hq[s]=a r gm i n
hq[s]
Jce (hq[s]), 1 ≤ q ≤ Q (11)
where the CE CF is expressed as 269
Jce (hq[s]) =
     Yq[s] −   XT[s]Fhq[s]
     
2
. (12)
Since hq[s] ∈ CULcir×1, the search space for the CE optimiza- 270
tion is a continuous-valued (2ULcir)-element space. As the 271
detected data contain erroneous decisions, error propagation 272
imposes a serious problem. The OFDM symbol index [s] will 273
be omitted during our forthcoming discourse. 274
The standard least squares (LS) channel estimator [40] may 275
provide the solutions of (11), which, however, is computation- 276
ally very expensive as it requires the inverse of the Q very 277
large (ULcir) × (ULcir) complex-valued correlation matrices 278
to obtain   hq for 1 ≤ q ≤ Q. A low-complexity simpliﬁed LS 279
channel estimator was provided in [40]. However, this simpli- 280
ﬁed LS estimator only works for optimally designed pilots to 281
ensure all the correlation matrices are diagonal. This simpliﬁed 282
LS channel estimator performs poorly even given with the 283
correct error-free transmitted data, and clearly, it cannot be 284
applied in decision-directed mode. 285
2) ML MUD: As a beneﬁt of the CP, the OFDM symbols 286
do not overlap, and receiver processing can be applied on a 287
per-carrier basis [1], [7]. Let us deﬁne the received data vector 288
Y[s,k] ∈ CQ×1 ofQantennasandthetransmittedsignalvector 289
X[s,k] ∈ CU×1 of U users in the kth subcarrier of the sth 290
OFDM symbol, respectively, as 291
Y[s,k]=[ Y1[s,k]Y2[s,k]···YQ[s,k]]
T (13)
X[s,k]=
 
X1[s,k]X2[s,k]···XU[s,k]
 T
. (14)
Furthermore, denote the FD-CHTF matrix linking X[s,k] to 292
Y[s,k] as H[s,k] ∈ CQ×U, whose qth row and uth column 293
element is Hu
q [s,k]. Given the FD-CHTF matrix estimate 294
  H[s,k], the MUD recovers the transmitted signals X[s,k] from 295
the received signals Y[s,k]. Since each element Xu[s,k] of 296
X[s,k] belongs to the ﬁnite M-QAM alphabet S of size |S| = 297
M, there are MU possible candidate solutions for X[s,k], and 298
the optimal ML MUD solution is deﬁned as 299
  X[s,k]=a r g m i n
X[s,k]∈SU Jmud (X[s,k]) (15)
with the MUD optimization CF expressed as 300
Jmud (X[s,k]) =
 
   Y[s,k] −   H[s,k]X[s,k]
 
   
2
. (16)
Optimization (15) is well known to be NP-hard. Since each 301
Xu[s,k] contains A =l o g 2 M bits, the bit-stream represen- 302
tation of Xu[s,k] is bu[s,k]=[ bu
1[s,k]bu
2[s,k]···bu
A[s,k]]
T, 303
where each element or bit bu
i [s,k] ∈{ 0,1}. Thus, the bit- 304
stream representation of X[s,k] is 305
b[s,k]=
 
b1
1[s,k]···b1
A[s,k]b2
1[s,k]···b2
A[s,k]
···bU
1 [s,k]···bU
A[s,k]
 T
(17)
and the MUD optimization CE is equivalently denoted as 306
Jmud(b[s,k]) = Jmud(X[s,k]). The OFDM index and the sub- 307
carrier index [s,k] will be omitted in the sequel. 308
Various alternative solutions to the NP-hard ML solution 309
of optimization (15) are available, which trade off perfor- 310
mance with complexity. The examples of low-complexity 311
suboptimal solutions include the minimum-mean-square-error 312
MUD, successive-interference-cancelation MUD, and parallel- 313
interference-cancelation MUD. Sphere-detection-based MUD, 314
on the other hand, offers a near-optimal solution with more af- 315
fordable computational complexity. Moreover, EAs have been 316
demonstrated to be capable of solving this ML optimization 317
problem with complexity that is a fraction of the full-optimal 318
ML complexity [27]–[30], [33]–[38]. 319
III. EAs FOR ITERATIVE CE AND MUD 320
The continuous versions of the GA, RWBS, PSO, and DEA 321
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as the continuous-GA-assisted CE (CGA-CE), continuous- 323
RWBS-assisted CE (CRWBS-CE), continuous-PSO-assisted 324
CE (CPSO-CE), and continuous-DEA-assisted CE (CDEA- 325
CE). By contrast, the discrete-binary versions of these four EAs 326
are adopted for MUD optimization, which are referred to as the 327
discrete-binary GA-assisted MUD (DBGA-MUD), discrete- 328
binary RWBS-assisted MUD (DBRWBS-MUD), discrete- 329
binaryPSO-assistedMUD(DBPSO-MUD),anddiscrete-binary 330
DEA-assisted MUD (DBDEA-MUD). 331
A. GA for Iterative CE and MUD 332
1) CGA-CE: The CGA-CE evolves the population of the 333
Ps candidate solutions over the entire solution space, where 334
Ps is known as the population size. These candidate solutions 335
represent the estimates of the CIR coefﬁcient vector hq, where 336
the psth individual of the population in the gth generation is 337
readily expressed as 338
  hq,g,ps =
 
  h1
q,g,ps,1 ···  h1
q,g,ps,Lcir
  h2
q,g,ps,1 ···  h2
q,g,ps,Lcir
···  hU
q,g,ps,1 ···  hU
q,g,ps,Lcir
 T
(18)
in which   hu
q,g,ps,l represents an estimate of the lth coefﬁcient in 339
CIR vector hu
q for the channel linking user-u to antenna-q.T h e 340
search space for CE optimization is speciﬁed by (−1 − j,+1 + 341
j)ULcir, with j =
√
−1. Referring to Fig. 2, we now specify this 342
CGA-CE. 343
Algorithm 1: CGA-CE. 344
1) Initialization. Set the generation index to g = 1 and ran- 345
domly generate the initial population, i.e., {  hq,1,ps}
Ps
ps=1, 346
over the search space (−1 − j,+1 + j)ULcir. 347
2) Selection. The ﬁtness value of an individual   hq,g,ps is re- 348
lated to its CF value by f(  hq,g,ps)=J−1
ce (  hq,g,ps).T h e 349
roulette wheel selection operator [17] in Fig. 2 is adopted 350
for selecting high-ﬁtness individuals, where the selection 351
ratio of rs decides how many individuals are to be selected 352
into the mating pool from the total Ps individuals. The 353
value of rs is deﬁned by rs =( Npool/Ps), where Npool is 354
the size of the mating pool. 355
3)Crossover. For each pairofparents randomlychosen from 356
the mating pool, the pair of integers u∗ and l∗ is randomly 357
generated in the ranges of {1,2,...,U} and {1,2,..., 358
Lcir}, respectively. The parents selected for the crossover 359
operation can be expressed as 360

       
       
  hq,g,mum =
 
  h1
q,g,mum,1 ···  hu∗
q,g,mum,l∗−1  hu∗
q,g,mum,l∗
  hu∗
q,g,mum,l∗+1 ···  hU
q,g,mum,Lcir
 T
  hq,g,dad =
 
  h1
q,g,dad,1 ···  hu∗
q,g,dad,l∗−1  hu∗
q,g,dad,l∗
  hu∗
q,g,dad,l∗+1 ···  hU
q,g,dad,Lcir
 T
.
(19)
AsindicatedinFig. 2,thetwonewoffspringsareproducedas 361

       
       
  hq,g,os1 =
 
  h1
q,g,mum,1 ···  hu∗
q,g,mum,l∗−1  hu∗
q,g,os1,l∗
  hu∗
q,g,os1,l∗+1 ···  hU
q,g,os1,Lcir
 T
  hq,g,os2 =
 
  h1
q,g,dad,1 ···  hu∗
q,g,dad,l∗−1  hu∗
q,g,os2,l∗
  hu∗
q,g,os2,l∗+1 ···  hU
q,g,os2,Lcir
 T
(20)
with 362



  hu∗
q,g,os1,l =   hu∗
q,g,mum,l − β
 
  hu∗
q,g,mum,l −   hu∗
q,g,dad,l
 
  hu∗
q,g,os2,l =   hu∗
q,g,dad,l + β
 
  hu∗
q,g,mum,l −   hu∗
q,g,dad,l
  (21)
for l∗ ≤ l ≤ Lcir, where β is a random value uniformly 363
chosen in the range of (0,1). 364
4. Mutation. As shown in the operation of Step 4) Mutation 365
in Fig. 2, an element or gene   hu
q,g,ps,l of the individual 366
  hu
q,g,ps is mutated according to 367
˘ hu
q,g,ps,l =   hu
q,g,ps,l + γ(αm + jβm) (22)
where both αm and βm are randomly generated in the 368
range (−1, 1), whereas γ is a mutation parameter. The 369
number of genes that will mutate is governed by mutation 370
probability Mb. 371
5. Termination.I fg>G max, where Gmax deﬁnes the 372
maximum number of generations, the procedure is curta- 373
iled. Otherwise, we set g=g+1, and go to 2) Selection. 374
The key algorithmic parameters of this CGA-CE are popu- 375
lation size Ps, selection ratio rs, mutation probability Mb, and 376
mutation parameter γ. 377
2) DBGA-MUD: A discrete-binary GA has similar basic 378
operations as a continuous GA, which are shown in Fig. 2. This 379
GAevolvesapopulationofthePs (UA)-elementbinary-valued 380
candidate vectors, and each individual represents an estimate of 381
the bit sequence b deﬁned in (17). The psth individual of the 382
population in the gth generation is expressed as 383
  bg,ps=
 
  b1
g,ps,1···   b1
g,ps,A  b2
g,ps,1···   b2
g,ps,A···   bU
g,ps,1···   bU
g,ps,A
 T
.
(23)
Each binary-valued individual   bg,ps is related to a signal   Xg,ps 384
transmitted by the M-QAM modulator that represents a can- 385
didate solution of MUD optimization (15). The CGA-CE is 386
speciﬁed as follows. 387
Algorithm 2: DBGA-MUD. 388
1) Initialization. Set the generation index to g = 1 and ran- 389
domly generate the initial population of the Ps binary- 390
valued individuals {  b1,ps}
Ps
ps=1. 391
2) Selection. The ﬁtness value of an individual   bg,ps is re 392
lated to its CF value by f(  bg,ps)=J−1
mud(  bg,ps).T h e 393
selection ratio rs speciﬁes the percentage of the Ps indi- 3946 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY
Fig. 2. Flowchart of the continuous-GA-assisted CE.
viduals that are selected to form the mating pool, and we 395
also adopt the roulette wheel selection operator. 396
3) Crossover. We opt for employing the uniform crossover 397
algorithm [17], where a crossover point is randomly 398
selected between the ﬁrst bit and the last bit of the parent 399
individuals, and the bits are then exchanged between the 400
selected pair of parents. 401
4) Mutation. Given mutation probability Mb,  MbPsUA  402
bits are randomly selected from the total number of 403
(PsUA) bits in the Ps individuals for mutation, where  •  404
denotes the integer ﬂoor operator. A bit is mutated by 405
toggling its value from 1 to 0, and vice versa. 406
5) Termination.Optimizationisstoppedwhenthepredeﬁned 407
maximum number of generations Gmax is reached. Other- 408
wise, set g = g + 1, and go to 2) Selection. 409
Fig.3. Flowchartdepictingtheoperationsofboththecontinuousanddiscrete-
binary RWBS algorithms.
ThekeyalgorithmicparametersofthisDBGA-MUDarepop- 410
ulation size Ps, selection ratio rs, and mutation probability Mb. 411
B. RWBS for Iterative CE and MUD 412
The operations of the RWBS algorithm [18], [19] are shown 413
in Fig. 3, which consists of the generation-based outer loop and 414
the weighted boosting search (WBS) inner loop. 415
1) CRWBS-CE: Given an initial estimate   hq,0,best, which 416
can be either randomly generated in the search space (−1 − 417
j,+1 + j)ULcir or chosen as the initial-training-based channel 418
estimate with the aid of the simpliﬁed LS channel estimator 419
in [40], the CRWBS-CE is initialized by setting the generation 420
index to g = 1 and then following the operations given in 421
Algorithm 3. 422
Algorithm 3: CRWBS-CE. 423
1) Generation initialization. The CIRs {  hq,g,ps}
Ps
ps=1 are 424
initialized according to:   hq,g,1 =   hq,g−1,best 425
  hq,g,ps =   hq,g−1,best + γ (GrvULcir(0,1)
+ jGrvULcir(0,1)), 2 ≤ ps ≤ Ps (24)
whereGrvULcir(0,1)denotesthe(ULcir)-elementvector, 426
whose elements are drawn from the normal distribution 427
with zero mean and unit variance,   hq,g−1,best denotes 428
the best individual found in the previous generation, and 429
γ is referred to as the mutation rate. 430
2) CF evaluation. Calculate the CF values associated with 431
the population according to Jg,ps = Jce(  hq,g,ps),1 ≤ 432
ps ≤ Ps. Each individual   hq,g,ps is initially assigned an 433ZHANG et al.: EA-ASSISTED JOINT CE AND TURBO MULTIUSER DETECTION/DECODING FOR OFDM/SDMA 7
equal weight δps(0)=( 1/Ps), where 1≤ps≤Ps. Then, 434
set the WBS iteration index to t = 1. 435
3) WBS. This consists of boosting the weights and updating 436
the population. 437
•Stage 1. Boosting. The relative merits of the individuals are 438
used to adapt the weights for guiding the search. Let 439
us deﬁne the best and worst individuals, i.e.,   hq,g,pbest 440
and   hq,g,pworst, in the population, where we have pbest= 441
argmin1≤ps≤Ps Jg,ps and pworst =a r gm a x 1≤ps≤Ps Jg,ps. 442
i) Normalize the CF values ¯ Jg,ps = Jg,ps/
 Ps
j=1 Jg,j,1≤ 443
ps ≤ Ps, and compute weighting factor β(t) according to 444
β(t)=
η(t)
1 − η(t)
with η(t)=
Ps  
ps=1
δps(t − 1) ¯ Jg,ps. (25)
ii) Adapt the weights for 1 ≤ ps ≤ Ps as follows: 445
˜ δps(t)=
 
δps(t − 1)(β(t))
¯ Jg,ps ,β (t) ≤ 1
δps(t − 1)(β(t))
1− ¯ Jg,ps ,β (t) > 1
(26)
446
and normalize them as δps(t)=˜ δps(t)/
 Ps
j=1 ˜ δj(t),1 ≤ 447
ps ≤ Ps. 448
•Stage2.Updating.Thispopulationupdatingstageconsistsof 449
i) Convex combination of {  hq,g,ps}
Ps
ps=1 constructs a new 450
individual as follows: 451
  hq,g,Ps+1 =
Ps  
ps=1
δps(t)  hq,g,ps. (27)
Intuitively, as the individuals of low CF values have high 452
weights, (27) is capable of producing a new individual, 453
whichmayhave aneven lower CFvalue. A“mirrorimage”of 454
  hq,g,Ps+1 is produced as   hq,g,Ps+2=  hq,g,pbest+(  hq,g,pbest− 455
  hq,g,Ps+1). 456
ii) ComputeJce(  hq,g,Ps+1)andJce(  hq,g,Ps+2)andﬁndp∗ = 457
argmini=Ps+1,Ps+2 Jce(  hq,g,i). The new individual   hq,g,p∗ 458
then replaces   hq,g,pworst in the population. 459
4) WBS termination.I ft>T wbs, where Twbs deﬁnes the 460
maximum number of WBS iterations Twbs, exit the WBS 461
inner loop. Otherwise, set t = t + 1 and go to 3)WBS. 462
5) Generation termination. Stop when the maximum num- 463
ber of generations Gmax is reached. Otherwise, set g = 464
g + 1, and go to 1) Generation initialization. 465
The key algorithmic parameters of this CRWBS-CE are the 466
population size Ps, the mutation rate γ and the maximum 467
number of WBS iterations Twbs. 468
2) DBRWBS-MUD: Given a randomly generated initial 469
binary-valued estimate   b0,best, the DBRWBS-MUD com- 470
mences by setting the generation index to g = 1, and it then 471
follows the operations given in Algorithm 4. 472
Algorithm 4: DBRWBS-MUD. 473
1) Generation initialization. Initialize the population 474
{  bg,ps}
Ps
ps=1 as: set   bg,1 =   bg−1,best, while the remain- 475
ing Ps − 1 individuals   bg,ps,2≤ ps ≤ Ps, are gener- 476
ated by randomly muting a certain percentage of the 477
bits in   bg−1,best, the best individual found in the previous 478
generation. The percentage of bits mutated is governed 479
by the mutation probability Mb. 480
2) CF evaluation. The CF values associated with the pop- 481
ulation are calculated according to Jg,ps = Jmud(  bg,ps), 482
1 ≤ ps ≤ Ps. Each individual   bg,ps is initially assigned 483
an equal weight δps(0)=( 1/Ps), where 1 ≤ ps ≤ Ps. 484
Then set the WBS iteration index to t = 1. 485
3) WBS. Again, this is composed of the weight boosting and 486
population updating stages. 487
•Stage 1. Boosting. The operations are identical to those of 488
i) and ii) in Stage 1. of the CRWBS-CE, which yields the 489
set of weights, δps(t) for 1 ≤ ps ≤ Ps. 490
•Stage 2. Updating.G i v e nt h ePs individuals’ weights δps(t) 491
for 1 ≤ ps ≤ Ps, deﬁne 492
 
∆δ0(t)=0
∆δps(t)=∆ δps−1(t)+δps(t), 1 ≤ ps ≤ Ps. (28)
Then the four (or a different user-deﬁned number) new 493
individuals   bg,Ps+i,1≤ i ≤ 4, are generated as follows: for 494
1 ≤ a ≤ A and 1 ≤ u ≤ U, 495
  bu
g,Ps+i,a =  bu
g,ps,a, if ∆δps−1(t)
<rand(0,1) ≤ ∆δps(t) (29)
where rand(0,1) denotes the random number generator 496
which randomly returns a value from the interval [0,1).T h e497
newly generated individuals replace the worst individuals in 498
the population, whose CF values are larger than theirs. 499
4) WBS termination. The WBS iterative procedure is termi- 500
nated, when the maximum number of WBS iterations 501
Twbs is reached. Otherwise, set t = t + 1 and go to 502
3) WBS. 503
5) Generation termination. The procedure is terminated, 504
when the maximum number of generations Gmax is 505
reached. Otherwise, set g = g + 1, and go to 1) Gener- 506
ation initialization. 507
The key algorithmic parameters of this DBRWBS-MUD are 508
population size Ps, mutation probability Mb, and the maximum 509
number of WBS iterations Twbs. 510
C. PSO for Iterative CE and MUD 511
In a PSO algorithm, individuals of the population are known 512
as particles, and the population is referred to as the swarm. The 513
ﬂowchart of the PSO algorithm adopted is shown in Fig. 4. 514
1) CPSO-CE: The position of the psth particle in the gth 515
generation of the population, i.e.,   hq,g,ps, is deﬁned in (18). As- 516
sociated with each   hq,g,ps, there is a velocity vector vq,g,ps ∈ 517
(−1 − j,+1 + j)ULcir. Each particle   hq,g,ps remembers its 518
best position visited so far, denoted by   hci
q,g,ps, which pro- 519
vides the so-called cognitive information. Every particle also 520
knows the best position visited so far by all particles of the 5218 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY
Fig.4. Flowchartdepictingtheoperationsofboththecontinuousanddiscrete-
binary PSO algorithms.
entire swarm, denoted by   hsi
q,g, which provides the so-called 522
social information. Algorithm 5 details the operations of the 523
CPSO-CE. 524
Algorithm 5: CPSO-CE. 525
1) Initialization. Set the generation index to g = 1. Then, 526
randomlygeneratetheinitialpopulation,i.e.,{  hq,1,ps}
Ps
ps=1, 527
in the search space (−1 − j,+1 + j)ULcir, and the associ- 528
ated initial velocities, i.e., {vq,1,ps}
Ps
ps=1, in the velocity 529
space (−1 − j,+1 + j)ULcir. 530
2) Swarm evaluation. For each particle   hq,g,ps, compute its 531
CF value Jce(  hq,g,ps).F o r1≤ps≤Ps, update the cognitive 532
information according to the following: If Jce(  hq,g,ps) < 533
Jce(  hci
q,g−1,ps),s e t  hci
q,g,ps =  hq,g,ps; otherwise, set   hci
q,g,ps = 534
  hci
q,g−1,ps.G i v e np∗
s =a r gm i n 1≤ps≤Ps Jce(  hci
q,g,ps),t h e 535
swarm’s social information is then updated as follows: If 536
Jce(  hci
q,g,p∗
s) <J ce(  hsi
q,g−1),s e t  hsi
q,g =   hci
q,g,p∗
s; otherwise, 537
set   hsi
q,g =   hsi
q,g−1. 538
3) Swarm updating. The individuals’ velocities and posi- 539
tions are updated according to 540
vq,g+1,ps =ωvq,g,ps + c1 rand(0,1)
 
  hci
q,g,ps −   hq,g,ps
 
+ c2 rand(0,1)
 
  hsi
q,g −   hq,g,ps
 
(30)
  hq,g+1,ps =   hq,g,ps + vq,g+1,ps (31)
for 1 ≤ ps ≤ Ps, where ω is the inertia weight, whereas 541
c1 and c2 are known as the cognitive learning rate and the 542
social learning rate, respectively. 543
4) Termination. Optimization is terminated, when the max 544
imum number of generations Gmax is reached. Otherwise, 545
set g = g + 1, and go to 2) Swarm evaluation. 546
The key algorithmic parameters of this CPSO-CE are pop- 547
ulation size Ps, cognitive learning rate c1, and social learning 548
rate c2. 549
DBPSO-MUD: In the population of the gth generation, the 550
psth individual’s position, i.e.,   bg,ps, is given by (23), and its 551
associated velocity is expressed as 552
vg,ps =
 
v1
g,ps,1 ···v1
g,ps,Av2
g,ps,1 ···v2
g,ps,A
···vU
g,ps,1 ···vU
g,ps,A
 T
. (32)
The velocity space is deﬁned as (0,1)UA, i.e., vg,ps ∈ (0,1)UA 553
[41]. Associated with   bg,ps, there are two bit-toggling probabil- 554
ity vectors given, respectively, by 555
v0
g,ps =
 
v
1,0
g,ps,1 ···v
1,0
g,ps,Ab
2,0
g,ps,1 ···v
2,0
g,ps,A
··· v
U,0
g,ps,1 ···v
U,0
g,ps,A
 T
(33)
v1
g,ps =
 
v
1,1
g,ps,1 ···v
1,1
g,ps,Ab
2,1
g,ps,1 ···v
2,1
g,ps,A
··· v
U,1
g,ps,1 ···v
U,1
g,ps,A
 T
(34)
where v
u,0
g,ps,l represents the probability of the bit   bu
g,ps,l being 556
changed to 0, whereas v
u,1
g,ps,l represents the probability of the 557
bit  bu
g,ps,l being changed to 1. The cognitive information on the 558
psth individual is denoted as   bci
g,ps, and the social information 559
on the swarm is expressed as   bsi
g . The DBPSO-MUD algorithm 560
is presented as follows. 561
Algorithm 6: DBPSO-MUD. 562
1) Initialization. Set the generation index to g = 1. Ran 563
domly generate the initial population {  b1,ps}
Ps
ps=1 and 564
randomly generate the two initial sets of the bit-toggling 565
probability vectors, i.e., {v0
1,ps}
Ps
ps=1 and {v1
1,ps}
Ps
ps=1, 566
over the probability space [0,1]UA. 567
2) Swarm evaluation. For each   bg,ps, compute its CF 568
value Jmud(  bg,ps). Then, update the cognitive informa- 569
tion {  bci
g,ps}
Ps
ps=1 and the swarm’s social information   bsi
g . 570
3) Swarm updating. The two sets of the bit-toggling proba- 571
bility vectors are updated according to [42] 572
v0
g+1,ps =ωv0
g,ps + c1 rand(0,1)
 
1UA− 2  bci
g,ps
 
+ c2 rand(0,1)
 
1UA− 2  bsi
g
 
(35)
v1
g+1,ps =ωv1
g,ps + c1 rand(0,1)
 
2  bci
g,ps − 1UA
 
+ c2 rand(0,1)
 
2  bsi
g − 1UA
 
(36)
for 1 ≤ ps ≤ Ps, where 1UA is the UA-element vector, 573
whose elements are all equal to 1; ω is the inertia weight; and 574
c1 and c2 are the cognitive learning rate and the social learn- 575
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for 1 ≤ ps ≤ Ps, are calculated as follows. Deﬁne the in- 577
termediate velocity of the bit   bu
g,ps,l, where 1 ≤ l ≤ A and 578
1 ≤ u ≤ U, as [42] 579
˜ vu
g+1,ps,l =
 
v
u,1
g+1,ps,l, if  bu
g,ps,l = 0
v
u,0
g+1,ps,l, if  bu
g,ps,l = 1
(37)
which is then used to generate the velocity associated with 580
  bu
g,ps,l according to [41] 581
vu
g+1,ps,l =
1
1 + e
−˜ vu
g+1,ps,l
. (38)
Next, the individuals are updated as follows: 582
  bu
g+1,ps,l =
 
  bu
g,ps,l, if rand(0,1) ≤ vu
g+1,ps,l
1 −  bu
g,ps,l, if rand(0,1) >v u
g+1,ps,l
(39)
for 1 ≤ ps ≤ Ps,1≤ u ≤ U, and 1 ≤ l ≤ A. 583
4) Termination. Optimization is terminated, when the max- 584
imum number of generations Gmax is reached. Otherwise, 585
set g = g + 1, and go to 2) Swarm evaluation. 586
The key algorithmic parameters of this DBPSO-MUD are 587
population size Ps, cognitive learning rate c1, and social learn- 588
ing rate c2. 589
D. DEA for Iterative CE and MUD 590
1) CDEA-CE: The operations of the CDEA-CE are shown 591
in Fig. 5. More explicitly, the CDEA-CE scheme is elaborated 592
in Algorithm 7. 593
Algorithm 7: CDEA-CE. 594
1) Initialization. Set g = 1 and randomly generate the initial 595
{  hq,g,ps}
Ps
ps=1. The mean of crossover probability Cr is 596
initialized to µCr = 0.5, whereas the location parameter 597
of scaling factor λ is initialized to µλ = 0.5. The archive 598
of the DEA is initialized to be empty. 599
2) Population evaluation. For each   hq,g,ps, where 1 ≤ ps ≤ 600
Ps, evaluate the CF value Jce(  hq,g,ps). The archive of 601
DEA contains the Ps best solutions that the population has 602
found, and it is updated every generation by adding the 603
 Ps · p  parent solutions that are in the top 100·p%o fh i g h 604
ﬁtness to it, where p is known as the greedy factor. If the 605
archive size exceeds Ps, some solutions are randomly 606
removed from it. 607
3) Mutation. As shown in Step 3) of Fig. 5, the mutation per- 608
turbs the candidate solutions by adding randomly selected 609
and appropriately scaled difference-vectors to each base 610
population vector   hq,g,ps as follows: 611
  hq,g,ps =   hq,g,ps + λps(  h
p
q,g,best,r1 −   hq,g,ps)
+λps(  hq,g,r2 −   hq,g,r3) (40)
Fig. 5. Flowchart of the continuous-DEA-assisted CE.
where scaling factor λps ∈ (0,1] is a positive number, which 612
is randomly generated for each individual according to 613
the normal distribution having a mean of µλ and a standard 614
deviation of 0.1;   h
p
q,g,best,r1 is a randomly selected archive 615
value; and r2 and r3 are two random integer values fetched 616
from the set {1,2,...,(ps − 1),(ps + 1),...,P s}. 617
4) Crossover. A trial vector ˇ hq,g,ps is generated upon re- 618
placing certain elements of the target vector   hq,g,ps by 619
the corresponding elements of the related donor vector 620
  hq,g,ps, which is illustrated in Step 4) of Fig. 5. Specif- 621
ically, the (u,l)th element of the psth trial vector ˇ hq,g,ps, 622
ˇ hu
q,g,ps,l, is given by 623
ˇ hq,g,ps,l =
 
  hu
q,g,ps,l,r a n d (0,1) ≤ Crps
  hu
q,g,ps,l, otherwise
(41)
where Crps ∈ [0,1] is the randomly generated crossover 624
probability for each individual according to the Cauchy 625
distribution with location parameter µCr and scale param- 626
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5) Selection.I fJce(ˇ hq,g,ps) ≤ Jce(  hq,g,ps), the trial vector 628
survives to the next generation and   hq,(g+1),ps = ˇ hq,g,ps. 629
Otherwise, the target vector survives and   hq,(g+1),ps = 630
  hq,g,ps. 631
6) Adaptation. The mean of crossover probability µCr and 632
the location parameter of scaling factor µλ are updated 633
according to [23] 634
µCr =(1 − c) · µCr + c · meanA(SCr) (42)
µλ =(1 − c) · µλ + c · meanL(Sλ) (43)
where c ∈ (0,1] is the adaptive update factor, meanA(·) 635
and meanL(·) denote the arithmetic-mean and Lehmer- 636
mean [23] operators, and SCr and Sλ denote the sets of 637
successful crossover probabilities Cri and scaling factors 638
λi in generation g. 639
7) Termination. The procedure is terminated, when the 640
maximum number of generations Gmax is reached. Oth- 641
erwise, set g=g+1, and go to 2) Population evaluation. 642
The key algorithmic parameters of this CDEA-CE are popu- 643
lation size Ps, greedy factor p, and adaptive update factor c. 644
2) DBDEA-MUD: The DBDEA-MUD is described as 645
follows. 646
Algorithm 8: DBDEA-MUD. 647
1) Initialization. With the generation index set to g = 1, ran- 648
domly generate the initial population {  bg,ps}
Ps
ps=1. Set 649
µCr = 0.5 and µλ = 0.5. 650
2) Populationevaluation.Foreach   bg,ps,where1≤ps≤Ps, 651
evaluate theCF value Jmud(  bg,ps)=Jmud(  Xb
g,ps), where 652
  Xb
g,ps istheM-QAMsymbolvectorgeneratedfrom   bg,ps. 653
The archive, which contains the Ps best solutions that the 654
population has explored, is updated every generation by 655
adding the  Ps · p  parent solutions that are in the top 656
100·p% of high ﬁtness to the archive, where again, p is 657
the greedy factor. If the archive size exceeds Ps,s o m e 658
solutions are randomly removed from it. 659
3) Mutation. The mutant version of base vector   bg,i is 660
created according to 661
  vg,i =   bg,i ⊕
 
zb
i ⊗
 
  b
p
g,best,r1 ⊕   bg,i
  
⊕
 
zb
i ⊗
 
  bg,r2 ⊕   bg,r3
  
(44)
where   b
p
g,best,r1 is randomly chosen from the archive, 662
  bg,r2 and   bg,r3 with r2  = i and r3  = i are randomly se- 663
lected from the current population, zb
i is a randomly gen- 664
erated (U × A)-length binary vector known as the 665
bit-scaling factor, ⊕ denotes the bitwise exclusive-OR 666
operator, and ⊗ denotes the bitwise exclusive-AND 667
operator. 668
4) Crossover. With the uniform crossover, each element of 669
the trial vector has the same probability of inheriting its 670
value from a given vector. Speciﬁcally, the (u,j)th ele- 671
ment of the psth trial vector   tg,ps at the gth generation, 672
i.e.,   tu
g,ps,j, is given by 673
  tu
g,ps,j =
   vu
g,ps,j,r a n d (0,1) ≤ Crps or j = jrand
  bu
g,ps,j, otherwise
(45)
where crossover probability Crps ∈ [0,1] is randomly gen- 674
erated according to the normal distribution having a mean 675
of µCr and a standard deviation of 0.1, whereas jrand is a 676
randomly chosen integer in the range of {1,2,...,P s}. 677
5) Selection.L e t  Xb
g,ps and   Xt
g,ps be the M-QAM symbol 678
vectors generated from   bg,ps and   tg,ps, respectively. 679
If Jmud(  Xt
g,ps) ≤ Jmud(  Xb
g,ps), then we set   bg+1,ps = 680
  tg,ps. Otherwise, we set   bg+1,ps =   bg,ps. 681
6) Adaptation. Given the adaptive update factor c ∈ (0,1] 682
speciﬁed by the designer, µCr and µλ are adapted accord- 683
ing to (42) and (43). 684
7. Termination. Optimization is terminated, when the max- 685
imum number of generations Gmax is reached. Otherwise, 686
set g = g + 1, and go to 2) Population evaluation. 687
The key algorithmic parameters of this DBDEA-MUD are 688
populationsizePs,greedyfactorp,andadaptiveupdatefactorc. 689
IV. EA-AIDED ITERATIVE CE AND 690
TURBO MUD/DECODER 691
A. Iterative CE and Turbo MUD/Decoder 692
The iterative joint CE and turbo MUD/decoder is constituted 693
by the continuous-EA-aided CE and the discrete-binary EA- 694
assisted SISO MUD, followed by U parallel single-user SISO 695
channel decoders, as shown within the dotted-line box at the 696
right-hand side in Fig. 1. The operations of the EA-aided 697
iterative CE and turbo MUD/decoder are outlined as follows. 698
1) Initialization. The training-based channel estimator uses 699
the pilot symbols to provide an initial channel estimate 700
for activating the iterative procedure of joint CE and turbo 701
MUD/decoder. Set the iteration index of the joint CE and 702
turbo MUD/decoder to loop = 1. 703
2) Iterative CE and turbo MUD/decoder. 704
1) Initialization of turbo MUD/decoder.F o r w a r dt h e705
channel estimates provided by the “Continuous-EA- 706
aided CIR estimator” block in Fig. 1 to the MUD, and 707
set the iteration index of the turbo MUD/decoder to 708
Iter = 1. 709
3) Turbo MUD/decoder. The discrete-binary EA-aided 710
ML-MUD, which is shown by the central rectangle in 711
Fig. 1, detects the users’ data. 712
Step-3.1). The SISO MUD delivers the a posteriori in- 713
formation on bit bu(i) expressed in terms of its log- 714
likelihood ratio (LLR) as [2] 715
Lm,po,bu(i) =l n
Pr
 
  Xu 
 bu(i)=0
 
Pr
 
  Xu   bu(i)=1
  +l n
Pr{bu(i)=0}
Pr{bu(i)=1}
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where bu(i) is the ith bit in the bit stream that is mapped 716
to the M-QAM symbol stream of user u. The sec- 717
ond term in (46), i.e., Lm,pr,bu(i), represents the a 718
priori LLR of the interleaved and encoded bits bu(i), 719
whereas the term Lm,e,bu(i) in (46) is the extrinsic 720
information delivered by the SISO MUD, based on 721
the received signal Y and the ap r i o r iinformation 722
about the encoded bits of all users, except for the ith 723
bit of user u. 724
Step-3.2). As shown in the receiver in Fig. 1, the extrinsic 725
information output by the SISO MUD is then dein- 726
terleaved and fed into the uth user’s SISO channel 727
decoder as its ap r i o r iinformation, which is denoted 728
as Lc,pr,bu(i).T h euth SISO channel decoder then 729
delivers the a posteriori information on decoded bits 730
in terms of LLRs Lc,po,bu(i) [9], which can be ex- 731
pressed as Lc,po,bu(i) = Lc,e,bu(i) + Lc,pr,bu(i).T h e 732
extrinsic information output by the SISO decoder, 733
which is denoted by Lc,e,bu(i), will then be inter- 734
leavedtoprovidetheaprioriinformationforthenext 735
iteration of the SISO MUD. 736
Step-3.3) Turbo MUD/decoder convergence test.I f 737
Iter <Itb, where Itb deﬁnes the maximum number 738
of turbo iterations,2 set Iter = Iter+ 1 and go to 739
Step-3.1). Otherwise, the turbo MUD/decoder has 740
converged, and the detected and decoded bit streams 741
are encoded by the channel encoders, interleaved by 742
the interleavers, and then mapped to the correspond- 743
ing M-QAM symbol streams, which will be used by 744
the continuous-EA-based CE. 745
4) Decision-directed channel estimator. 746
Step-4.1) Continuous-EA-aided CE. The “Continuous- 747
EA-aided CIR estimator” blocks in Fig. 1 use the 748
re-encoded and remodulated data {  Xu}U
u=1 to per- 749
form CIR estimation. The resultant CIR estimate 750
  h is transformed to the FD-CHTF matrix estimate 751
  H by the FFT, which will then be used by the 752
turbo MUD/decoder so that the iterative process can 753
continue. 754
Step-4.2) CE and turbo MUD/decoder convergence 755
test. If loop < Ice, where Ice deﬁnes the maximum 756
number of joint CE and turbo MUD/decoder itera- 757
tions in Fig. 1, set loop = loop + 1 and go to 2.1). 758
Otherwise, the iterative CE and turbo MUD/decoder 759
has converged. 760
The a posteriori information on the turbo ML-MUD 761
associated with bit bu(i) is given by [2] 762
LML
m,po,bu(i)
=l n
Pr{Y,b u(i)=0}
Pr{Y,b u(i)=1}
2A turbo iteration represents one exchange of extrinsic information between
the discrete-binary EA-assisted SISO MUD and the SISO channel decoder, as
described in Step 3.1) and Step 3.2) and shown in Fig. 1.
=l n
 
∀X∈SU:bu(i)=0
e
−
 Y−HX 2
2σ2
n
U  
u=1
A  
j=1
Pr{bu(j)}
 
∀X∈SU:bu(i)=1
e
−
 Y−HX 2
2σ2
n
U  
u=1
A  
j=1
Pr{bu(j)}
(47)
where the probability Pr{bu(j)} of bu(j) is given by 763
Pr{bu(j)}=
1
2
 
1+sgn
 
1
2
−bu(j)
 
tanh
 
LML
m,pr,bu(j)
2
  
.
(48)
Note from (47) that the MU = |S|U legitimate candidate 764
solutions of the U users are partitioned into the two 765
subsets conditioned on bu(i)=0 and bu(i)=1, respec- 766
tively, and the complexity of calculating LML
m,po,bu(i) ex- 767
ponentially increases with the size of M-QAM signaling 768
and the number of users U. 769
By contrast, the discrete-binary EA-aided turbo MUD 770
is capable of reducing the complexity of the a posteri- 771
ori information calculation to that of a near-single-user 772
scenario, once the transmitted data X are detected by 773
the discrete-binary EA-aided MUD. Speciﬁcally, the a 774
posteriori information on the discrete-binary EA-aided 775
turbo MUD associated with bit bu(i) is given as 776
LEA
m,po,bu(i) = ln
 
∀Xu∈S:bu(i)=0
e
−
 Y−H ˜ X 2
2σ2
n
A  
j=1
Pr{bu(j)}
 
∀Xu∈S:bu(i)=1
e
−
 Y−H ˜ X 2
2σ2
n
A  
j=1
Pr{bu(j)}
(49)
where Pr{bu(j)} is also calculated using (48) by re- 777
placing LML
m,po,bu(i) with LEA
m,po,bu(i), and   X =[  X1 ···778
  Xu−1Xu   Xu+1 ···   XU]T, with Xu assuming values 779
from the M-QAM symbol set S and   Xv,v= 1,...,u− 780
1,u+ 1,...,U being acquired by the discrete-binary 781
EA-aided MUD at the ﬁrst turbo iteration. Following the 782
ﬁrst turbo iteration,   Xv for v  = u is given by 783
ˆ Xv =m a x
Xv∈S
Pr{Xv} =m a x
Xv∈S
A  
j=1
Pr[bv(j)]. (50)
Observe in (49) that the number of legitimate candidate 784
solutions is M = |S| for each user, since the transmitted 785
signal of user v (v  = u) is given by (50). Thus, the com- 786
putational complexity of the a posteriori information’s 787
calculation has been reduced to M · U. 788
B. Convergence Discussion and Complexity Analysis 789
To characterize the convergence behavior of the population 790
{  Xg,ps}
Ps
ps=1, as generation g evolves,3 we may adopt the 791
3Although the discussion only refers to the discrete-binary EA-assisted
MUD, it also makes sense for the continuous-EA-aided CE.12 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY
probability of convergence, which is deﬁned as [43] 792
lim
g→+∞Pr
    
 ˆ Xg,ps − XML
   
  > 
 
= 0, ∀ps (51)
where XML denotes the optimal ML solution, and   is an 793
arbitrary positive value. The probability of convergence de- 794
ﬁned in (51) requires that the solutions are located outside the 795
 -neighborhood of XML with a probability of zero, as the popu- 796
lation evolves. Generally, there exists a probability p(g) > 0a t 797
each generation g that the individuals in the parental population 798
will generate an offspring belonging to the  -neighborhood of 799
XML. As a beneﬁt of the elitism, the individuals of the next 800
generation are as good as or better than their counterparts in 801
the current generation, which indicates that sequence {p(g)} is 802
monotonically increasing. This leads to [43] 803
lim
g→+∞Pr
      ˆ Xg,ps − XML
      < 
 
= 1, ∀ps. (52)
The given proposition indicates that the population will con- 804
verge to the  -neighborhood of XML with a probability of 1, but 805
does not address the vital question of convergence speed. As we 806
use an EA to solve an NP-hard optimization problem, whose 807
optimal solution by the “brute force” exhaustive ML search 808
imposes an exponentially increasing complexity in the problem 809
size. Vast amounts of empirical results found in the literature 810
have demonstrated that appropriately tuned EAs are capable of 811
approaching the globally optimal solutions even for the most 812
challenging optimization problems at affordable complexity. 813
Moreover, the theoretical analysis of EAs has made signiﬁcant 814
progress in the past few years [44]. Speciﬁcally, many NP-hard 815
problems can be turned into the so-called EA-easy class [44], 816
implying that they can be solved by a well-tuned EA algorithm 817
at complexity at most polynomial in the problem size. 818
Given the CSI, i.e., h, the computational complexity of a 819
turbo MUD/decoder is given by 820
Cturbo = Itb · CMUD + Itb · Cdec (53)
where CMUD and Cdec are the complexity of the turbo MUD 821
and that of the channel decoder, respectively. The second term 822
in (53) remains the same for both the turbo ML-MUD/decoder 823
andtheturboEA-aidedMUD/decoder.Furthermore,thesecond 824
term in (53) is signiﬁcantly smaller than the ﬁrst term. The 825
complexity CML
MUD of the turbo ML-MUD/decoder imposed 826
by detecting a frame of S OFDM symbols, each having K 827
subcarriers, can be shown to be (54), shown at the bottom of 828
the page, whereas the complexity CEA
MUD of the turbo EA-aided 829
MUD/decoder can be shown to be (55), shown at the bottom of 830
the page. 831
The total complexity of the EA-assisted joint CE and turbo 832
MUD/decoder is given by 833
CEA
joint = Ice · (CEA
turbo + CEA
one−mud + CEA
ce ). (56)
In (56), CEA
ce denotes the complexity of the continuous- 834
EA-based CE, which is speciﬁed by the number Nce
CF−EVs of 835
Jce(•) CF evaluations and the complexity per CF evaluation. 836
Given the population size Pce
s and the maximum number of 837
generations Gce
max,w eh a v eNce
CF−EVs ≈ Pce
s · Gce
max for all the 838
four continuous-EA-based CEs,4 whereas the complexity per 839
Jce(•) CF evaluation may be derived according to (12) as 840
 
4KS(ULcir + U + 1) multiplications
KS(5ULcir + 3U + 3) additions. (57)
The term CEA
one−mud represents the complexity imposed by the 841
discrete-binary EA-aided MUD at each outer iteration loop, 842
which is speciﬁed by the number of Jmud(•) CF evaluations 843
Nmud
CF−EVs ≈ Pmud
s · Gmud
max for all the four discrete-binary EA- 844
aided MUDs,5 where Pmud
s is the population size, and Gmud
max is 845
the maximum number of generations, as well as the complexity 846
per Jmud(•) CF evaluation, which can be determined according 847
to (16) as 848
 
4KSQU multiplications
KS(3QU + Q + U − 1) additions. (58)
The ratio of the complexity of the EA-assisted joint CE 849
and turbo MUD/decoder to that of the idealized turbo 850
4For the CRWBS-CE, Nce
CF−EVs =( ( Pce
s − 1)+2Twbs) · Gce
max.T h e
approximation is met by appropriately choosing Twbs.
5Again, the approximation holds for the DBRWBS-MUD by appropriately
choosing the number of WBS iterations.

  
  
KS
 
2UMU(2Qlog2 M + 2Q +l o g 2 M)+U log2 M
+MU(4log2 M − 1)) multiplications
KS
 
MU(4QU log2 M+4QU − 2U log2 M − Q)
+2U(M − 1)log 2 M) additions
(54)

  
  
KS(MU(4QU(log2 M + 1)+2U log2 M
+4log2 M − 1)+U log2 M) multiplications
KS
 
MU(4QU(log2 M +1 )−2U log2 M − Q)
+2log2 M)2U log2 M
 
additions
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SIMULATION PARAMETERS OF THE MULTIUSER OFDM/SDMA SYSTEM
ML-MUD/decoder associated with perfect CSI is expressed by 851
CEA
joint
CML
turbo
=
Ice ·
 
CEA
turbo + CEA
one−mud + CEA
ce
 
Itb ·
 
CML
MUD + Cdec
 
≈
Ice ·
 
Itb · CEA
MUD + CEA
one−mud + CEA
ce
 
Itb · CML
MUD
(59)
where the approximation is obtained by omitting the second 852
term in (53). 853
V. E XPERIMENTAL PERFORMANCE RESULTS 854
The parameters of our simulated multiuser SDMA/OFDM 855
UL are listed in Table I. A four-path Rayleigh fading channel 856
model was employed for each link, and the delays of the paths 857
were normalized to the sample duration. At the beginning of 858
every frame, which contained S = 100 OFDM symbols, a new 859
channel tap was generated for each of the four paths according 860
to the complex-valued white Gaussian process with its power 861
speciﬁed by the corresponding average path gain. Within the 862
frame, each channel tap experienced independent Rayleigh 863
fading having the same normalized Doppler frequency of FD = 864
10−7. A half-rate recursive systematic convolutional code was 865
employed as the channel code. The default values of the EAs’ 866
algorithmic parameters are listed in Table II. The ﬁrst OFDM 867
symbol of each frame was populated with pilots for the initial- 868
training-based CE, yielding a training overhead of 1%. The 869
system’s signal-to-noise ratio (SNR) was speciﬁed by SNR = 870
Eb/No in decibels, where Eb denotes the energy per bit, and 871
No is the power spectral density of the channel AWGN. 872
A. Efﬁciency, Reliability, and Convergence Investigation 873
We ﬁrst quantiﬁed the efﬁciency and reliability of the 874
continuous-EA-aided CEs and the discrete-binary EA-based 875
MUD schemes separately over Ntot = 1000 independent sim- 876
ulation runs. Perfect CSI was assumed for evaluating the 877
discrete-binary EA-assisted MUD schemes, while the trans- 878
mitted data were available, when evaluating the continuous- 879
EA-aided CE schemes. There was no information exchange 880
between the MUD and the decoder, i.e., we had Itb = 1, and 881
thechannel’sAWGNhadNo = 0.ForanEA-aidedCEscheme, 882
we declared a “successful” run when the algorithm achieved the 883
CF value of Jce(  hq,Gi
max,best) < 10−4 within the set upper limit 884
for the number of CF evaluations N
lim
CF−EVs = Ps · Glim
max = 885
100 × 1000, where Gi
max denotes the number of generations 886
in the ith simulation run. Otherwise, the run was declared as 887
“failed.” Over the Ntot = 1000 simulation runs, we collected 888
the statistics of the number of successful runs, denoted as 889
Nsuc; the number of failed runs, denoted as Nfail; the total 890
number of CF evaluations in the Nsuc successful runs, deﬁned 891
by Nsuc
CF−EVs; and the total number of CF evaluations in the 892
Nfail failed runs, deﬁned by Nfail
CF−EVs, using the following. 893
for run = 1 : Ntot 894
if (Grun
max ≤ Glim
max) and (Jce(  hq,Grun
max,best) < 10−4) 895
Nsuc=Nsuc+1; Nsuc
CF−EVs=Nsuc
CF−EVs+Ps·Grun
max, 896
else 897
Nfail=Nfail+1; Nfail
CF−EVs=Nfail
CF−EVs+Ps · Glim
max. 898
After obtaining these statistics, the average number of CF 899
evaluations per run was given by 900
N
tot
CF−EVs =
 
N suc
CF−EVs + N fail
CF−EVs
 
/Ntot (60)
while the average number of CF evaluations per successful run 901
was deﬁned by 902
N
suc
CF−EVs = N suc
CF−EVs/Nsuc. (61)
Then, the normalized average number of CF evaluations per run 903
was formulated as 904
R
tot
CF−EVs = N
tot
CF−EVs/N
lim
CF−EVs (62)
and the normalized average number of CF evaluations per 905
successful run was deﬁned as 906
R
suc
CF−EVs = N
suc
CF−EVs/N
lim
CF−EVs (63)
offered the metrics for quantifying the efﬁciency of the EA- 907
aided CE scheme investigated. The smaller R
tot
CF−EVs or 908
R
suc
CF−EVs, the more efﬁcient the EA-aided CE scheme. On the 909
other hand, the reliability of the EA-aided CE was measured by 910
the failure ratio, i.e., 911
Rfail = Nfail/Ntot. (64)
The lower Rfail, the more reliable the EA-aided CE scheme. 912
The efﬁciency and reliability of the four continuous-EA- 913
assisted CE schemes are shown in Fig. 6, where it can be seen 914
that the CDEA-CE outperformed the other three schemes, and 915
the former always arrived at the target CF value within the 916
average computational complexity of 15000 CF evaluations. 917
The CRWBS-CE came a close second, and it always attained 918
the target CF value within the average complexity of 22000 919
CF evaluations. The CGA-CE was the the worst CE candidate, 920
having the failure rate of Rfail ≈ 7% and imposing an average 921
computational complexity of 90000 CF evaluations. 922
A similar procedure was carried out for investigating the 923
efﬁciency and reliability of the four discrete-binary EA-assisted 924
MUDs by setting Glim
max = 500 and N
lim
CF−EVs = MU = 164.A925
successful detection run was conﬁrmed, if (Grun
max ≤ Glim
max) and 92614 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY
TABLE II
ALGORITHMIC PARAMETERS FOR THE EA-ASSISTED CE AND MUD
Fig. 6. Histograms of the efﬁciency and reliability measures, in terms of
R
tot
CF−EVs, R
suc
CF−EVs,a n dRfail, for the four continuous-EA-assisted CE
schemes.
the BER of the best individual   XGrun
max,best was inﬁnitesimally 927
low. Otherwise, the run was declared a failure. Note that 928
N
lim
CF−EVs = MU was the number of CF evaluations required 929
by the full-search ML MUD. Fig. 7 compares the efﬁciency 930
and reliability of the four discrete-binary EA-assisted MUDs. 931
Observe that the DBGA-MUD was the winner with a zero fail- 932
ure rate and requiring only 3.2% of the ML-MUD’s complexity. 933
The DBDEA-MUD came a close second with an extremely low 934
failure rate and an average complexity that was 3.7% of the 935
optimal ML-MUD’s complexity. 936
We then added the channel’s AWGN and considered the 937
cases of Eb/No = 14 and 20 dB. Fig. 8 compares the con- 938
vergence behaviors of the four continuous-EA-assisted CE 939
schemes. The approximate number of CF evaluations required 940
for the mean square error (MSE) of a continuous-EA-assisted 941
CE scheme to approach the CRLB6 [39] was extracted in Fig. 8 942
and listed in Table III. It can be seen that the CRWBS-CE and 943
6The CRLB [39] provides the best attainable MSE performance for the
optimal channelestimator based on the optimally designed pilots, and it is given
by CRLB(h)=( σ2
n/KEs) (e.g., [34]), where Es denotes the average symbol
energy.
Fig. 7. Histograms of the efﬁciency and reliability measures, in terms of
R
tot
CF−EVs, R
suc
CF−EVs,a n dRfail, for the four discrete-binary EA-assisted
MUDs.
Fig. 8. MSE versus the number of CF evaluations, which characterizes the
convergence performance of the different continuous-EA-assisted CE schemes.
the CDEA-CE had the fastest convergence speed, whereas the 944
CGA-CE had the slowest convergence speed. Fig. 9 charac- 945
terizes the convergence behaviors of the four discrete-binary 946ZHANG et al.: EA-ASSISTED JOINT CE AND TURBO MULTIUSER DETECTION/DECODING FOR OFDM/SDMA 15
TABLE III
NUMBERS OF CF EVALUATIONS REQUIRED FOR THE MSES
OF DIFFERENT CONTINUOUS-EA-ASSISTED CE SCHEMES
TO APPROACH THE CRLB
Fig. 9. BER versus the number of CF evaluations, which characterizes the
convergence performance of the different discrete-binary EA-assisted MUDs.
Note that at Eb/No = 20 dB, the optimal ML-MUD attains an inﬁnitesimally
low BER.
TABLE IV
NUMBERS OF CF EVALUATIONS REQUIRED FOR THE BERS
OF DIFFERENT DISCRETE-BINARY EA-ASSISTED MUDS
TO ATTAIN THE BER OF THE OPTIMAL ML-MUD
EA-assisted MUDs. The approximate number of CF evalua- 947
tions required for the BER of a discrete-binary EA-assisted 948
MUD to approach the BER of the optimal ML-MUD was found 949
in Fig. 9, and it is shown in Table IV. Observe that the DBDEA- 950
MUD and the DBGA-MUD achieved rapid convergence. 951
Although the nonturbo DBPSO-MUD failed to approach 952
the ML-MUD solution in this experiment, by introducing 953
the powerful turbo iterative procedure, the turbo DBPSO- 954
MUD/decoder is capable of attaining the optimal solution of the 955
turbo ML-MUD/decoder, as will be conﬁrmed in Section V-B. 956
B. Performance of EA-Aided Joint CE and Turbo 957
MUD/Decoder Schemes 958
Having examined the individual EA-assisted CE schemes 959
and the individual EA-aided MUDs, we investigated the 960
four EA-aided iterative joint CE and turbo MUD/decoder 961
schemes, as outlined in Section IV, namely, the GA-aided 962
Fig. 10. Comparison of the MSE performance for the four EA-aided joint CE
and turbo MUD/decoder schemes recorded at the outer iterations loop = 0a n d
loop = 5, respectively, when ﬁxing the number of the inner turbo iterations to
Iter = 3, the number of CF evaluations for EA-aided CE to 20000, and the
number of CF evaluations for EA-aided MUD to 10000.
joint CE and turbo MUD/decoder, the RWBS-aided joint 963
CE and turbo MUD/decoder, the PSO-aided joint CE and 964
turbo MUD/decoder, and the DEA-aided joint CE and 965
turbo MUD/decoder. In an EA-aided joint CE and turbo 966
MUD/decoder, the information is exchanged Itb times at the 967
inner turbo loop between the EA-assisted MUD and the channel 968
decoder, whereas the information is exchanged Ice times at 969
the outer iterative loop between the EA-assisted CE scheme 970
and the EA-aided turbo MUD/decoder. It is worth emphasiz- 971
ing that the EA-assisted channel estimator is based on the 972
detecteddatafedbackfromtheEA-assistedMUD/decoder.The 973
MSE of the channel estimate obtained by an EA-aided joint 974
CE and turbo MUD/decoder was compared with the CRLB, 975
whereas the BER achieved by an EA-aided joint CE and turbo 976
MUD/decoder was compared with the BER of the idealized 977
turbo ML-MUD/decoder associated with perfect CSI. 978
Figs. 10 and 11 compare the MSE and BER performance, 979
respectively, of the four EA-aided iterative joint CE and turbo 980
MUD/decoder schemes, when ﬁxing the number of the inner 981
turbo iterations to Itb =3 , the number of CF evaluations for 982
EA-aided CE to Nce
CF−EVs = 20000 (Gmax = 200), and the 983
number of CF evaluations for EA-aided MUD to Nmud
CF−EVs = 984
10000 (Gmax = 100). Observe in Fig. 10 that for loop = 5 985
outer iterations, the MSEs of the two channel estimates as- 986
sociated with the RWBS- and DEA-aided joint CE and turbo 987
MUD/decoder schemes approached the CRLB for Eb/No ≥ 988
10 dB; however, the PSO- and GA-aided joint CE and turbo 989
MUD/decoder schemes exhibited divergence. Similarly, it is 990
shown in Fig. 11 that for ﬁve outer iterations, the RWBS- 991
and DEA-aided joint CE and turbo MUD/decoder schemes 992
approached the BER performance of the idealized turbo ML- 993
MUD/decoder; however, the PSO- and GA-aided joint CE and 994
turboMUD/decoderschemesfailedtoﬁndtheoptimalsolution. 995
From the results in Section V-A, we note that the PSO- 996
and GA-aided joint CE and turbo MUD/decoder schemes 99716 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY
Fig. 11. Comparison of the BER performance for the four EA-aided joint CE
and turbo MUD/decoder schemes recorded at the outer iterations loop = 0a n d
loop = 5, respectively, when ﬁxing the number of the inner turbo iterations to
Iter = 3, the number of CF evaluations for EA-aided CE to 20000, and the
number of CF evaluations for EA-aided MUD to 10000.
Fig. 12. Comparison of the MSE performance for the four EA-aided joint CE
and turbo MUD/decoder schemes recorded at the outer iterations loop = 0a n d
loop = 5, respectively, when ﬁxing the number of the inner turbo iterations to
Iter = 3, the number of CF evaluations for EA-aided CE to 40000, and the
number of CF evaluations for EA-aided MUD to 20000.
may be less efﬁcient in comparison to the RWBS- and DEA- 998
aided schemes, and we surmise that Nce
CF−EVs = 20000 and 999
Nmud
CF−EVs = 10000 may not be sufﬁcient for the PSO- and 1000
GA-aided schemes. We then opted for Nce
CF−EVs = 40000 1001
(Gmax = 400) and Nmud
CF−EVs = 20000 (Gmax = 200) and car- 1002
ried out simulations for the four EA-aided joint CE and turbo 1003
MUD/decoder schemes again. Figs. 12 and 13 show the achiev- 1004
able MSE and BER performance, respectively, for the four EA- 1005
aided joint CE and turbo MUD/decoder schemes. In Fig. 12, it 1006
is shown that the MSEs of the four channel estimates associated 1007
with the four EA-aided joint CE and turbo MUD/decoder 1008
schemes all approached the CRLB with loop = 5 outer itera- 1009
Fig. 13. Comparison of the BER performance for the four EA-aided joint CE
and turbo MUD/decoder schemes recorded at the outer iterations loop = 0a n d
loop = 5, respectively, when ﬁxing the number of the inner turbo iterations to
Iter = 3, the number of CF evaluations for EA-aided CE to 40000, and the
number of CF evaluations for EA-aided MUD to 20000.
tions for Eb/No ≥ 10 dB, whereas the BERs of the four EA- 1010
aided schemes all approached the optimal BER performance of 1011
the idealized turbo ML-MUD/decoder associated with perfect 1012
CSI, as shown in Fig. 13. 1013
Our computational complexity comparisons are pro- 1014
vided in terms of the three ratios, namely, CEA
MUD/CML
MUD, 1015
CEA
turbo/CML
turbo, and CEA
joint/CML
turbo, as shown in Table V. The 1016
ratio CEA
MUD/CML
MUD characterizes the complexity of an EA- 1017
aided MUD in comparison to that of the optimal full-search ML 1018
MUD. It can be seen from Table V that all the four EA-aided 1019
MUDs impose only 0.1% of the ML MUD’s complexity. Given 1020
the CSI, the complexity of the RWBS- and DEA-assisted turbo 1021
MUD/decoder algorithms is less than 3.5% of the complexity 1022
of the turbo ML-MUD/decoder, whereas the complexity of the 1023
GA- andPSO-aided turboMUD/decoder algorithms islessthan 1024
6.6% of the turbo ML-MUD/decoder’s complexity, as seen in 1025
the column CEA
turbo/CML
turbo of Table V. An EA-aided joint CE 1026
and turbo MUD/decoder involves Ice number of outer iterations 1027
between the EA-aided decision-directed channel estimator and 1028
the EA-assisted turbo MUD/decoder, and it performs blind joint 1029
CE and data detection. Comparing its complexity with that of 1030
theidealizedturboML-MUD/decoderprovidedwiththeperfect 1031
CSI is really “unfair.” Even so, from the column CEA
joint/CML
turbo 1032
in Table V, we can see that the total complexity of the RWBS- 1033
and DEA-assisted joint CE and turbo MUD/decoder schemes 1034
is less than 39% of the idealized turbo ML-MUD/decoder’s 1035
complexity, whereas the GA- and PSO-assisted joint CE and 1036
turbo MUD/decoder schemes impose a total complexity that 1037
is less than 77% of the idealized turbo ML-MUD/decoder’s 1038
complexity. 1039
C. Comparing an EA-Aided CE With the Simpliﬁed LS CE 1040
In Section II-B, we have pointed out that although the stan- 1041
dard LS channel estimator [40] can also provide the optimal 1042ZHANG et al.: EA-ASSISTED JOINT CE AND TURBO MULTIUSER DETECTION/DECODING FOR OFDM/SDMA 17
TABLE V
COMPUTATIONAL COMPLEXITY COMPARISON IN TERMS OF THE RATIO OF THE COMPLEXITY OF AN EA-ASSISTED ITERATIVE JOINT CE
AND TURBO MUD/DECODER TO THE COMPLEXITY OF THE IDEALIZED TURBO ML-MUD/DECODER ASSOCIATED WITH PERFECT CSI
Fig.14. ComparisonoftheMSEperformancefortheDEA-aidedjointCEand
turbo MUD/decoder scheme with that of the simpliﬁed LS channel estimator
in [40].
solution for CE optimization (11), it is computationally very 1043
expensive. Therefore, it is difﬁcult to combine the standard LS 1044
channel estimatorwithaturboMUD/decoder toformajointCE 1045
and turbo MUD/decoder scheme, as this approach will impose 1046
excessive computational complexity. The simpliﬁed LS channel 1047
estimator in [40], on the other hand, has low complexity, 1048
but it performs poorly even given with the correct error-free 1049
transmitted data. We now demonstrate this by investigating the 1050
MSE performance of the simpliﬁed LS channel estimator using 1051
our OFDM/SDMA simulation system. Fig. 14 shows the MSEs 1052
attained by the simpliﬁed LS CE relying on optimally designed 1053
pilots and the true error-free transmitted data, respectively, in 1054
comparison with the MSE performance obtained by the DEA- 1055
aided joint CE and turbo MUD/decoder recorder at loop = 0 1056
and loop = 5. 1057
Observe in Fig. 14 that the simpliﬁed LS channel estimator, 1058
given optimally designed pilots, attains the same MSE as the 1059
DEA-aided CE at loop = 0. However, this channel estimator 1060
performs very poorly even given with the true transmitted data, 1061
as shown in Fig. 14. The reason for this poor performance 1062
is that this low-complexity channel estimator requires optimal 1063
pilots, as discussed in [40, Sec. III], where the relative phases of 1064
the training sequences (pilots) for the different users (transmit 1065
antennas) must be carefully designed so that each individual 1066
CIR (linking the ith transmit antenna to the jth receive antenna) 1067
can be separately estimated. However, the users’ transmitted 1068
data do not meet this requirement of “optimal pilots.” Hence, 1069
this simpliﬁed LS CE cannot beneﬁt from the iterative CE 1070
using the detected users’ data—it cannot even work adequately 1071
using the true users’ data. Therefore, the simpliﬁed LS channel 1072
estimator cannot be combined with a turbo MUD/decoder to 1073
form a joint CE and turbo MUD/decoder. By contrast, our 1074
proposed EA-aided CE beneﬁts from the iterative joint CE and 1075
turbo MUD/decoding process and is capable of approaching the 1076
CRLB, as conﬁrmed in Fig. 14. 1077
VI. CONCLUSION 1078
Four EAs, namely, the GA, RWBS, PSO, and DEA, have 1079
been applied to the challenging problem of joint semiblind 1080
CE and turbo MUD/decoding for ODFM/SDMA communica- 1081
tion systems. Extensive results have been provided to demon- 1082
strate that by iteratively exchanging information between a 1083
continuous-EA-aided decision-directed channel estimator and 1084
a discrete-binary EA-assisted turbo MUD/decoder, an EA- 1085
aided joint blind CE and turbo MUD/decoder is capable of 1086
approaching both the CRLB associated with the optimal chan- 1087
nel estimate and the BER of the idealized optimal turbo ML- 1088
MUD/decoder associated with perfect CSI, despite imposing 1089
only a fraction of the idealized turbo ML-MUD/decoder’s 1090
complexity. 1091
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