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a b s t r a c t 
Motion estimation methods have been proposed via different approaches, such as silhou- 
ette based, model based and image based estimations. However, these methods are highly 
dependent on the quality of motion data for optimal classiﬁcation accuracy. Further, be- 
cause of the complexity of existing algorithms for motion estimation, there are diﬃculties 
in interpretation. Hence, the contribution of this work is to model simple human motions 
for the purpose of recognizing different activity behavior patterns for classiﬁcation analy- 
sis. The model is made up of three body component integrations – Backbone (BB), Upper 
Body (UB) and Lower Body (LB) – to form a simple 2D human stick ﬁgure. Two case stud- 
ies involving a publicly available video of walking, running and jumping motions as well 
as experimental captures of Yoga motions are studied. Video motions are simpliﬁed into 
time-step image snapshots, which are later translated into a numeric 2D coordinate sys- 
tem. Initially, the human pelvis is considered the origin of the stick ﬁgure. The stick model 
was drawn by integrating the BB, UB and LB components based on the 2D body joint co- 
ordinates. The motion estimation model applies the concept of polynomial ﬁtting to the 
coordinates data. Computations on the polynomial ﬁtting coeﬃcient deviations at sequen- 
tial time steps were performed to evaluate the estimation tolerance. A summation of the 
precedent time-step coordinates with the average deviation metric is used iteratively to 
estimate the joint coordinates of the stick ﬁgure in the subsequent time step to develop 
the entire motion model. Finally, the developed motion estimation mathematical model 
was compared to the actual motion phases for classiﬁcation eﬃciencies using the Bayes, 
Lazy, Function, Meta, Misc, Rules and Trees classiﬁers. Our ﬁndings revealed the feasibility 
of using 2D stick-model matching estimation for human motion classiﬁcation analysis. 
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 1. Introduction 
Vision-based human motion estimation has received a great deal of attention from the computer vision ﬁeld with re-
spect to animation, human computer interaction, motion analysis and surveillance. Motion estimation is challenging when
it addresses complicated human motions in different postures observed in different time series. 
Human motion estimation is one of the most important areas of computer vision study [1–11] . It refers to the automated
prediction and estimation of human motion posture based on rigid body motion, joint angles and body segment location.∗ Corresponding author. Tel.: + 60 4 599 6397; fax: + 60 4 594 1025. 
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 Previous studies have shown that the performance of motion estimation is highly dependent on the quality of motion data
as well as the algorithm that is developed for modeling and estimation of the model [1,4,8,9,11] . The quality of motion
relies on the method of captured data, either by marker-based or marker-less motion capture. The approaches to motion
estimation are biomechanical based [5,7] , silhouette based [2,3,6,11,12] and image based [1,4,8–10] . A biomechanical-based
approach involves tissue analysis and bone and joint location, which requires expensive devices and equipment. Silhouette-
based estimation is analyzed by the silhouette extract from a human image ﬁle. It is always challenging when the estimation
involves more than one subject. Image-based estimation involves the extraction of still ﬁgures from video motion data. The
methods used for estimation include cross-entropy regularization [1] , Artiﬁcial Neural Network (ANN) [8] , hierarchical ﬁtting
[9] and human pose recovery [10] . 
The motion estimation results can be inspected using the estimation rate of the time-step frame or the numerical results
of classiﬁcation analysis. Classiﬁcation methods are used to recognize the categories of the motion data generated from the
developed algorithms. Classiﬁcation methods are often used to recognize the motion activities based on various classiﬁcation
methods [13] or classiﬁers for a speciﬁc action class [14] . Different classiﬁcation methods have been successfully used in the
literature, including feature-reduced Gaussian [15] , image-based reconstruction [16] , support vector machine [17,18] , time
frequency analysis [19] , kernel-based representation [20] , RBF neural network [21] and random decision forests [22] . 
Previous motion estimation approaches have been biomechanical based, silhouette based and image based. Human mo-
tion estimation often begins with video motion as the input data for motion tracking and segmentation; tasks are then
modeled as simpler forms, for example, the stick ﬁgure model, ellipsoids and the cylindrical model. It was found that the
stick ﬁgure model was the simplest representation of the human body, whereby joints are connected by a line segment
[23,24] . However, the processes used by previous scholars to develop estimation algorithms were rather complicated and
diﬃcult to interpret. For instance, biomechanical-based methods require expensive devices to analyze the location of human
tissue, bones and joints. In addition, silhouette-based approaches merely focus on the surface of the image ﬁle and expe-
rience diﬃculty in identifying the exact location of body joints. Image-based estimation, however, requires comprehensive
knowledge of image analysis and processing to understand the human motion generated from an image ﬁle. Given such
challenges, our goal is to introduce a simpler motion estimation model that is less costly and easy to understand. The 2D
estimated human motion model developed with our method is also to improve the motion classiﬁcation performance. 
In this paper, we present a novel model for human motion estimation with a focus on simple three-body-segment com-
ponents and a 2D stick model construction as the motion posture resemblance. The model is applied to short temporal
daily activities include walking, running, and jumping obtained from publicly available video [25–27] and experimental cap-
tures of Yoga motion activity. We argue that 2D movements are easy to capture, interpret and understand compared to 3D
movements in most video capture domains. Thus, we propose a 2D stick model without further considering the 3 rd dimen-
sion of the model. The motion of the articulated skeleton is deﬁned by the local joint-coordinate transformation, where the
pelvis is regarded as the origin of the entire body posture system. Typically, motion postures in the whole time duration
are framed in image snapshots similar to those presented in Wang and Baciu [1] , Tong et al. [4] , Zhang et al. [8] , Shen et
al. [9] and Hofmann and Gavrila [10] . The images are transformed into numeric data in a 2D coordinate system of the main
body joints: head, neck, shoulder, elbow, wrist, pelvis, knee, ankle and foot. The three main body components, namely, the
Backbone (BB), Upper Body (UB) and Lower Body (LB), are integrated to form a complete 2D human stick ﬁgure. Instead of
using the point-cluster technique and the Kalman ﬁlter approach as in the case of Wolf and Senesh [7] , we use a polyno-
mial ﬁtting approach. Polynomial ﬁtting has been used in the estimation of air quality [28] and for operator prediction in
image processing [29] . In this paper, we apply the concept of polynomial ﬁtting to a different application, namely, a motion
estimation model. We further examine the performance of the motion data estimation model using data classiﬁcation anal-
ysis. In addition, classiﬁcation performance is compared between the actual and estimated model data aided by the Waikato
Environment for Knowledge Analysis (WEKA) software [30] . The classiﬁcation processes are tested on 34 built-in algorithms
for the seven categories of classiﬁers: Bayes, Function, Lazy, Meta, Misc, Rules and Trees. The classiﬁcation performances are
presented in terms of classiﬁcation accuracy. The comparisons between the actual and the estimated data will determine
the robustness of our proposed model. The detailed structure of our 2D motion estimation mathematical model is shown in
Section 4 . 
This paper comprises ﬁve sections. Section 1 presents the background and overview of our research. Section 2 discusses
the related motion estimation and classiﬁcation works. In Section 3 , the 2D human motion model structure is presented.
Mathematical posture segment modeling is presented in Section 4 . The model deployment as well as the classiﬁcation
processes used to recognize the classes of estimated data is addressed in Section 5 . Finally, Section 6 concludes the overall
research ﬁndings. 
2. Related work 
Human motion is often represented by the original motion frame or by representing the original motion frames with
a parametric or probabilistic model [31] . By creating parameterized motions, human action can be altered based on mo-
mentary moods that describe emotions such as happiness and sadness [32] . At the same time, the motion style can also
be modiﬁed by adjusting the stylistic parameter as in the work by Brand and Hertzmann [33] , in which a statistical model
was introduced to generate new motion sequences based on the number of stylistic degrees of freedom. On the other hand,
motion estimation is the process of estimating the conﬁguration of the underlying kinematic or skeletal articulation struc-
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 ture of a person [34] . It often begins by video motion capture or analysis of the available motion dataset. In the past,
different models have been proposed to simplify captured motion matching, including sticks to indicate the human skeleton
as well as ellipsoids and cylinders to represent solid human models [35] . By using the simpliﬁed model, motion estimation
can be analyzed via different approaches such as human gait motion [36,37] , silhouette-based estimation [2,3,6,11,12,38] ,
biomechanical-based estimation [5,7] , and image-based estimation [1,4,8–10] , while other interesting works employ motion
style transformations [39,40] . Gait motion analysis often studies walking movements, focusing on the lower body segments:
the thigh, lower leg and foot. For instance, Veeraraghavan et al. [36] created a shape-based recognition system for gait mo-
tion while Zhang et al. [37] proposed a visual gait generative model (VGGM) and a kinematic gait generative model (KGGM)
to represent part or whole gait modelling. A two-stage Monte Carlo Markov Chain (MCMC) inference algorithm was im-
plemented by Zhang et al. [37] using part-based gait estimation. Because some motions such as walking and running only
focus on the lower body segment, the gait motion has been essential, with emphasis placed on the lower body segment.
However, for motions that also involve the upper and lower body segments, such as dancing and sword playing, gait motion
is not a proper option to yield good estimation. 
On the other hand, silhouette-based motion estimation investigates the image silhouette of human motion. Güdükbay
et al. [38] demonstrated that the human silhouette can be labeled using a model-based approach. However, Rosenhahn
et al. [2] reported that silhouette information is insuﬃcient for estimating the model correctly, as the extracted silhouette
is hard to determine. In addition, Shen et al. [12] used a Gaussian process to study the low-dimensional manifold of visual
input data to reconstruct the corrupted silhouette for motion estimation. Luo et al. [11] proved that multi-view video is
eﬃcient in solving high-dimensional space problems and estimating a 3D surface in a temporal sequence. Previous works
on silhouette estimation revealed that silhouette-based estimation merely focuses on the surface and pose estimation of
the human body. It is eﬃcient at identifying the motion type without much emphasis on camera calibration. However, the
silhouette-based approach rarely works on multiple objects and often involves a static background. 
Biomechanical-based approaches involve the analysis of soft tissue, bone and joint locations in the human body. For
this purpose, Xiao et al. [5] performed an optical motion data capture via a marker-based approach. Their method uses
biomechanical information based on 28 infrared markers placed on the human body. Estimation was possible using human
skeleton mapping. Wolf and Senesh [7] , on the other hand, proposed a numerical model with no consideration for mechan-
ical properties. They focused on the soft tissue deformation and bone position of the human body using a statistical solid
dynamic method. The proposed method used a point-cluster technique and Kalman ﬁlter to locate the point cluster and
to estimate the motion of the arm. Biomechanical-based poses perfect the estimation rate, as they involve the analysis of
the bones, soft tissue and joint locations of the human body. However, the captured data become unrealistic once a marker
placed on the particular body joint is hidden or not visible. 
Of all of the approaches, the image-based approach is the most common method for motion estimation; an example
is the monocular image sequence, a model-based approach whereby the object shape is employed in motion estimation,
and an independent method is used for a priori shaped models [1] . An example of object shape employment in model
estimation was presented by Tong et al. [4] , who estimated the joint and global location parameters of a human pose
based on a monocular image using the deterministic nonlinear constraint optimization method. This approach begins with
an initial known pose as the ﬁrst frame and uses initial joint values for further estimation. The constraint term was also
introduced on the motion data so that it can easily obtain the global optimization solution. Meanwhile, Shen et al. [9]
proposed unconstrained motion estimation using a single frame. This method was found to be suitable for long sequences
of motions and different types of movements. In addition, an optical ﬂow method to estimate the motion of gestures was
proposed by Zhang et al. [8] . The optical ﬂow method was applied on the ﬂat surface of images to segment and recognize
the gestures. ANN has also been used to estimate gesture patterns. The independent method to shape models is reported in
Hofmann and Gavrila [10] , who combined probabilistic single-frame pose recovery, temporal integration and texture model
adaptation to estimate 3D upper body movements. This method has proven successful in complex environments without a
speciﬁc initial pose. Another simple and straightforward approach by Daubney et al. [41] was the sparse set of features for
pose estimation in low-level motions. Low-level motion suffers from perturbations such as noise and occlusion. The strength
of their method is that it can be used in low-level motions without the need for pose initialization. Image-based estimation
is liable in motion capture and suitable for direct analysis of the image motion data. However, when an individual is in
contact with other objects, it is diﬃcult to differentiate between the subject and the objects. 
Despite the low-level feature discussed by Kim and Park [42] , Benický and Jurišica [43] and Long and Wu [44] , the
middle-level features that consider points and strokes are more informative compared to the edge feature from the low-
level feature [45] . The main difference is that for middle-level features, it is usually larger and more distinctive compared
to low-level features. Middle-level features are usually connected local features and global features that represent complex
motion activity [46] . For instance, Campos et al. [47] and Fotiadou and Nikolaidis [48] used a popular middle-level feature
in action recognition referred to as Bag of Words (BoW). BoW is a global representation of videos structured from huge
sets of local features. Meanwhile, Josinski et al. [49] used the features extracted from spatial trajectories for gait motion
recognition. In their study, it was proven that the feature selection methods inﬂuence the accuracy of the gait based on
the identiﬁcation process. In addition, a discriminative feature was proposed by Wang et al. [50] to reduce the computa-
tional expense in action recognition. Discriminative feature is a method that combines optical ﬂows and edge features to
provide more reliable noise-free features. Whereas the studies on low-level motion focus on a single type of motion activity,
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 Bruderlin and Williams [51] proposed a time-warping method as a non-linear method to combine different movements and
control the speed of motion. 
The above works are based on silhouette, biomechanical and image motion data. Motion estimation works generally ﬂow
in a sequential process as summarized in Fig. 1 . However, recent works [4,5,37,39,40] have shown that human body posture
coordinate data analysis is worth further investigation, particularly from a data mining perspective. Classiﬁcation analysis
was attempted in human motion studies by Zhou et al. [15] , Raskin et al. [52] , Bodor et al. [16] , Nanni et al. [17] , Orovi ´c
et al. [19] , Lin and Hsieh [20] , Etemad et al. [53] , Etemad and Arya [21] , Saripalle et al. [18] , Deng et al. [22] and Guan
et al. [54] . For instance, Zhou et al. [15] performed feature-reduced Gaussian process classiﬁcation to recognize articulated
and deformable human actions. The classiﬁcation approach was applied to a space-time human silhouette to learn and
predict the action categories. The Gaussian process was used by Raskin et al. [52] for dimensionality reduction and to
improve the ability to track an object in high-dimensional space. On the other hand, Bodor et al. [16] classiﬁed human
motions using image-based reconstruction. The advantage of their approach was the ability to automatically construct a
proper view of an image to match the training view, which leads to improvements in classiﬁcation accuracy. Nanni et
al. [17] and Saripalle et al. [18] proposed methods using support vector machine for three orthogonal planes of motion
data and posturography data, respectively. Orovi ´c et al. [19] classiﬁed arm movements based on time frequency analysis of
radar data. Other studies reported human motion classiﬁcation using Kernel-based representation [20] , ANN [53] , RBF neural
networks [21] , random decision forests [22] and pyroelectric infrared (PIR) sensor [54] . Clearly, human motion classiﬁcation
has become an active ﬁeld of study. 
Recent human motion classiﬁcation works [18,20–22,54] applied the classiﬁcation method to the available or captured
motion data, but the authors did not classify estimated matching motions. Our goal is to address the gap in previous works
on estimation models for classiﬁcation analysis. Following previous works by Tong et al. [4] , Shen et al. [9] , Hofmann and
Gavrila [10] and Luo et al. [11] , where the initial pose is used as the ﬁrst frame in the motion estimation process, our work
focuses on a guided initial stick ﬁgure as the precedent model to estimate the subsequent temporal model, as detailed in
Sections 3 and 4 . 
3. 2D human motion model structure 
In this section, we describe a 2D stick model to resemble a three-segment body structure system. Typically, the human
model is expressed as simple rigid objects connected by multiple joints [4,5,9,11,37,38,55] . Thus, viewed as multiple body
joints arranged in a hierarchical manner, the human body can be ideally presented as three simple body segments: BB, UB
and LB. BB links the head, neck and pelvis. The UB joins the left wrist, left elbow, left shoulder, neck, right shoulder, right
elbow, and right wrist. The LB links the left toe, left ankle, left knee, pelvis, right knee, right ankle and right toe. Each of the
body segments is responsible for the different movements performed by the subject. The UB and LB is separated by the joint
linkage structure. In view of the line segmentation structure, both the UB and LB should be analyzed in separated lines. The
BB segment is distinguished from the UB and LB by its vertical line pattern. Thus, it can be included with neither the UB nor
the LB. We can observe that some of the body joints are overlapped; for example, the neck in the BB is overlapped with the
neck in the UB, and the pelvis in the BB is overlapped by the pelvis in the LB (acting like the segments’ screw). The reason
for introducing the BB segment is to tie up the segment model developed in the UB and LB segment to match with the BB
segment. An advantage of splitting the entire body into separate parts is that it enables each body segment postulation to
be viewed separately at different time steps. For instance, the UB and LB segment model shows changes in walking activity
unlike the BB segment. In addition, the separated BB, UB and LB segments could enable more detailed analysis of every
movement performed by the subject. The combination of these three body segments forms a simple human stick model as
depicted in Fig. 2 . The entire model observed under different time steps will be used to develop a mathematical formulation
for human motion estimation. 
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 Two initial assumptions are made: (i) the human pelvis is ﬁxed as the origin of the 2D system, and (ii) the motion of
each body joint is coplanar, lying merely on x-y plane. The segment models are made up of BB, UB and LB models. The
BB model is obtained from the linkage of the Head , Neck and Pelvis ; the UB model is from the chain of R_wrist , R_elbow ,
R_shoulder , Neck , L_shoulder , L_elbow and L_wrist , while the LB model is from R_toe , R_ankle , R_knee , Pelvis , L_knee , L_ankle
and L_toe based on polynomial ﬁtting approximations. 
It is well known that polynomial ﬁtting approximations have played a central role in numerical analysis. Polynomial
ﬁtting is able to generate smooth functions, which are easy to manipulate and evaluate. In addition, polynomial ﬁtting is
also able to provide precise accuracy of convergence in the approximation of numeric data. However, polynomial ﬁtting is
only able to generate precise approximation in short intervals, where the large interval will cause the approximation to
oscillate widely [56] . The general equation of polynomial ﬁtting is shown in Eq. (1) . 
P ( x ) = c 0 + c 1 x + · · · + c n x n , n = 0 , 1 , 2 , (1)
where 
c n = the coeﬃcient values of x n 
The shape of a polynomial is often related to the sign structure of the coeﬃcient, and we have foreseen that the shape
of the polynomial function is suitable for representing the movement of the human body. Our model begins with BB, UB
and LB segment models ( Eqs. (2) –( 4 )), representing the ﬁrst-level posture at initial time step t 0 as shown in Fig. 3 . The
combined segment models form an initial stick model ( Eq. (5) ). The tolerance metric is computed by the difference between
coeﬃcients of the polynomial equation in subsequent time steps. The average tolerance ε S is calculated by averaging the
tolerance metric in different segment models as shown in Eq. (6) . The next level is to estimate the segment models by
integrating the segment model for subsequent time steps, t = 0 , 1 , . . . , n , with the average tolerance equation as indicated
in Eq. (7) . The entire approximated model is made up of the BB, UB and LB in Eq. (8) . 
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 Segment models: 
B B t = ( α0 + α1 i + α2 i 2 ) t (2)
U B t = ( β0 + β1 i + β2 i 2 + β3 i 3 + β4 i 4 + β5 i 5 + β6 i 6 ) t (3)
L B t = ( γ0 + γ1 i + γ2 i 2 + γ3 i 3 + γ4 i 4 + γ5 i 5 + γ6 i 6 ) t (4)
where 
BB t , UB t , LB t =segment models at time step t ; 
αi , βi, γi = constant coeﬃcient, i = 0 , 1 , 2 (BB), i = 0 , 1 , 2 , . . . 6 ( UB , LB ) ; 
0 ≤ t ≤ n . 
It is noted that BB, UB and LB segment models are in the same coordinate system for the particular time step. While the
BB model represents back-bone movements, UB represent upper body movements, and LB represent lower body movements;
plotting the entire segment models in the same coordinate system will eventually form the stick model; i.e., the initial stick
modeling of human posture is represented by the union of the BB, UB and LB segment model shown in Eq. (5) . 
Initial stick model: 
I 0 = B B 0 ∪ U B 0 ∪ L B 0 (5)
Average tolerance: 
ε S = S t+1 − S t (6)
where 
S t =segments of {BB, UB, LB} at time step t
S t+1 = segments of {BB, UB, LB} at time step t + 1 
Estimated model: 
E S t+1 = S t ± ε S (7)
where 
E S t+1 = estimated segments of {BB, UB, LB} at time step t + 1 . 
Overall estimated human stick model: 
I t+1 = B B t+1 ∪ U B t+1 ∪ L B t+1 (8)
A detailed mathematical modeling developed level by level is presented in Section 4 . 
4. 2D motion estimation mathematical model 
4.1. Segment models 
The posture body segments capture the shape of a human stick model, where the BB, UB and LB components can be
viewed as three polynomial lines governing the whole body posture. For simplicity, the whole model is considered as a 2D
system where the body joint coordinates are represented in the x–y plane. Compared to the 3D system, the 2D system is
simpler, and the 2D motion data are easy to capture with a video camera; 3D motion data require a proper motion capture
lab, which requires markers to be attached to the subject with expensive equipment. In addition, the 2D system also enables
a fast modeling process, as the 3rd dimension of motion data is not required to generate the human motion model. As stated
by Yoo et al. [57] , 2D motion data are based on intuition and able to deﬁne the posture faster for computer animation. Thus,
we have chosen to analyze our motion data as a 2D system instead of a 3D system. The connected parts of the body segment
are made up of the BB, UB and LB, forming three connective lines ( Fig. 3 ) ﬁtted into two dimensions, x- and y -coordinates.
To ensure that the coeﬃcient of determination R 2 perfectly ﬁts the polynomial model of the speciﬁc body component lines,
R 2 = 1 . 00 was chosen. In other words, a perfect R 2 value indicates that the polynomial order perfectly ﬁts every coordinate
of the body joints. Fig. 4 shows the effect of the polynomial order on the 2D human motion model of running activity. 
As observed in Fig. 4 , the BB segment is represented by a solid line, which is found to be similar from the 2nd to 6th
order of the polynomial ﬁtting, indicating a perfect ﬁt with the actual running activity. Obviously, beginning from the 4th
to 6th order, the UB polynomial ﬁtting matches the actual running activity. However, in the LB segment, only the 6th order
of the polynomial ﬁtting shows the pelvis location is correctly matched with the actual. To achieve a perfect ﬁt on every
segment model, the BB segment has a 2nd order polynomial ﬁtting, while the UB and LB have a 6th order of polynomial
ﬁtting in our motion model. Another approach that is similar to the polynomial ﬁtting adopted here is the piecewise polyno-
mial that is commonly used in the temperature data of heat transfer [58] . The polynomial ﬁtting approach uses the entire
data domain unlike piecewise polynomial technique, which considers splitting the data range into smaller intervals. The
piecewise polynomial approach applies to a larger data interval as in the case of temperature data analysis, where sudden
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Fig. 4. Effect of regression polynomial order on 2D human motion model of running activity. 
Fig. 5. Flow chart of 2D motion segment models at initial time step, t 0 . 
 
 
 
 
 
 
 
 changes in temperature is the region of interest to allow the data region split. On the other hand, the regression polynomial
used in this study could provide a smooth approximation (perfect ﬁt) of body segment postures (less than ten points of
data at each segment) throughout the short temporal motion analyses. 
The procedure for developing the segment models is based on the initial motion of the model poses (e.g., jumping,
walking, running) at time step t 0 ( Fig. 5 ). So, the positioning coordinates of all connective body joints in our segment models
can be linked via a simple polynomial n th-order ( Eq. (9) ). 
General segment polynomial model , P n = 
k ∑ 
0 
b n i 
n (9) 
where 
b n = the coeﬃcient values of i n , n = 1 , 2 , 3 , . . . , k 
i = body joints (with reference to Table 1 ) 
k = 2 (for BB)/6 (for UB, LB) 
It should be noted that the coeﬃcient values for different segments vary to ﬁt different segment models. The coeﬃcient
values at different time steps in the same body segment model also differ by posture observed during the particular time.
Hence, the polynomial ﬁtting equation in the sequential time step is distinct and therefore can be taken as generic motion
estimation with some tolerance adjustment detailed in Section 4.2 . 
4.2. Tolerance 
As mentioned, the polynomial best ﬁtting equation developed at different time steps differs by the coeﬃcient value b n 
to allow the matching coeﬃcient measures between time steps. For instance, the deviation in coeﬃcients is computed by
Eq. (10) . 
Deviation of coefﬁcients , b n = b n t n +1 − b n t n (10) 
where 
b n t n +1 
= coeﬃcient at time step of t n +1 
b n t n = coeﬃcient at time step of t n 
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Table 1 
Body joints of three posture segments. 
Posture segments Body joints i 
BB Head 1 
Neck 2 
Pelvis 3 
UB Left wrist 1 
Left elbow 2 
Left shoulder 3 
Neck 4 
Right shoulder 5 
Right elbow 6 
Right wrist 7 
LB Left toe 1 
Left ankle 2 
Left knee 3 
Pelvis 4 
Right knee 5 
Right ankle 6 
Right toe 7 
Table 2 
Example of coeﬃcient deviation calcula- 
tion for BB at t 0 and t 1 . 
i 2 i Constant 
b 0 t0 −0 .245 0 .625 0 .33 
b 1 t1 −0 .195 0 .395 0 .57 
b 0 0 .05 −0 .23 0 .24 
BB0 = -0.245i 2 + 0.625i + 0.33 
BB1= -0.195i 2 + 0.395i + 0.57 
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Fig. 6. B B t segment polynomial (order two) ﬁtting model for the x -coordinate of walking motion at t 0 and t 1 . 
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 b n = coeﬃcient values of i n ( Eq. (9) ) 
n = 0, 1, 2 (BB) 
n = 0, 1, 2,…, 6 (UB, LB) 
Fig. 6 shows an example of a BB segment model for an x -coordinate of a walking motion at the initial and ﬁrst time step,
 0 = 0 s and t 1 = 0 . 5 s . The polynomial ﬁtting equation is computed in the graph of body joints i against the x -coordinate
of the body joint. Table 2 shows the sample coeﬃcient deviation calculation. 
Eq. (10) focuses on the coeﬃcient of the polynomial equation at different time steps. The deviation of the coeﬃcient is
calculated by subtracting the coeﬃcient at the previous time step by the coeﬃcient of the next time step ( Table 2 ). In other
words, the maximum and minimum deviation values reﬂect the maximum and minimum posture-stretching capability of
the body joint components to perform speciﬁc habitual motion postures. Fig. 7 shows the example of lower body movement
for a walking motion, where “Actual −ε” is the minimum capability of the body joint and “Actual + ε” is the maximum
capable body joint movement. Thus, we have considered the average deviation of the coeﬃcient to represent the deviation
of a particular segment component. The general formula for the average deviation of a coeﬃcient is given in Eq. (11) . 
Average deviation of coefﬁcient , b n = 
∑ 
b n /t (11)
where 
n = 0, 1, 2 (BB) 
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Actual model 
Actual +ε
Actual −ε
Fig. 7. Sample lower body motion model with potential adjustments of ±ε LB consideration. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 n = 0, 1, 2,…, 6 (UB, LB) 
t= last time step of motion data 
The average deviation of coeﬃcients will ﬁnally form tolerance Eq. (12) for the respective body segments. Thus, given the
segment model at a precedent time step t n along with the tolerance equation computed, the subsequent motion estimation
model t n +1 is predicted. 
Average tolerance equations: 
ε S = 
∑ k 
0 
( b n i 
n ) S (12) 
where 
S ∈ { BB, UB, LB } ; 
b n =average deviation of coeﬃcient values for different segments; 
k = 2 (BB)/6 (UB, LB); 
b n = the coeﬃcient values of i n , n = 1 , 2 , 3 , k ; 
i = body joints (with reference to Table 1 ). 
4.3. Motion estimation model 
Given the initial models as a ﬁrst reference model along with the tolerance equations for the different motions, the
motion estimation model for sequential time steps could be derived. We learn from a fundamental assumption that the
particular motion is trained from the initial pose as the reference posture from which the subsequent time step can be
estimated using a summation of the previous time step model with an average tolerance equation to allow some stretching
deviations throughout the motion patterns. Fig. 8 shows a ﬂow chart of motion estimation model development. 
As indicated in Fig. 8 , the estimation starts with an initial motion data at t = 0 as the ﬁrst reference point. The actual
segment models are the segment models that originated from the actual motion study data. The actual segment models are
integrated with the average tolerance equation adjustment to develop an estimated segment model. The estimated segment
model undergoes iteration processes based on the actual precedent time step to predict the subsequent time step model.
The iteration process ends when the whole duration of the actual motion has been fully utilized. The relative posture of the
estimated segment model at each time step is a single step latter to the actual prior reference model. The combination of
the BB, UB and LB models eventually form an estimated 2D stick model as shown in Fig. 2. 
5. Model deployment experimental results 
In this section, our 2D motion estimation model is tested on six temporal motions including walking, running, jumping,
a child pose, a leg lock pose and a camel pose by ﬂow as shown in Fig. 9. 
5.1. Datasets 
The datasets consist of two case studies: (i) retrieval from publicly available video data via YouTube [25–27] and (ii)
experimental captures by video camera. For case study (i), the motion activities involve walking, running and jumping per-
formed by a single subject with different backgrounds. Meanwhile, for case study (ii), the activities involve three Yoga
postures, namely, child pose, leg lock pose and camel pose, by a professional Yoga master. 
As tabulated in Table 3 , case study (i) contains a dataset of 30 instances, including 9 instances of walking, 16 instances
of running and 5 instances of jumping. Case study (ii) contains 47 instances of the child pose, 53 instances of the leg lock
pose and 35 instances of the camel pose. The motion classes and 15 related body joints on the x- and y -coordinates form
the data attributes. Each dataset contains the same number of attributes but a different number of instances at different
durations for each motion activity. 
Each piece of raw video data is transformed into snapshot images of 0.5 equal time steps. Following Hoshino et al.
[59] , Souvenir and Parrigan [60] and Eichner et al. [61] , the image ﬁles were transformed based on the most fundamental
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Fig. 8. Flow chart of motion estimation model development. 
WEKA software 
Raw video motion data 
Data transformation & 
Pre-processing 
Motion modeling 
Model estimation 
Model evaluation by 
classification 
Fig. 9. Model evaluation ﬂow. 
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Table 3 
Details of the tested databases. 
Datasets Number of instances Number of attributes Missing attribute value 
Walking 9 32 No 
Running 16 32 Yes 
Jumping 5 32 Yes 
Child pose 47 32 Yes 
Leg lock pose 53 32 Yes 
Camel pose 35 32 Yes 
Fig. 10. Coordinate of the neck joint for running activity. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 assumption that human motions can be ideally modeled as 2D rigid body segments. For the sake of simplicity and conve-
nience, this is merely an approximation. Our model explores motion activities using 2D approximation from distinct motion
poses. These images are annotated with 15 body joint positions with the aid of Movie Maker tool. By deﬁning the pelvis
as the origin in the local coordinate system, the location of body segment changes in the global coordinate system can be
ignored as the coordinates of body joints are measured based on the 2D Cartesian plane. Fig. 10 shows the interface of the
Photoshop software with a 2D coordinate displaying the neck joint. 
Nevertheless, the transformed data contain missing instance values at certain time steps for events due to hidden seg-
ments and occlusions. The missing data contributes approximately 12.8% of the overall study data. Therefore, the data elim-
ination cum regression imputation approach as reported in Chan et al. [62] is applied to eliminate and impute the missing
data. Missing values above 30% per instance are set as a benchmark for elimination due to a lack of information for further
estimation analysis. Meanwhile, the remaining missing data are imputed via regression imputation on the best polynomial
ﬁtting model ( Eq. (13) ). 
Y = b 0 + b 1 X + b 2 X 2 + · · · + b n X n (13) 
where 
X = Predictor; 
Y = Respondent; 
n = 1, 2, 3. 
5.2. Motion estimation results 
Our entire model structure is deployed on the transformed and pre-processed motion case studies data. Three motion
estimation models are developed for case study (i) and (ii) at different time steps. For the initial time step t 0 , we connect the
actual body joint coordinates to form three body segments: BB, UB and LB that represent a whole human stick ﬁgure. For
the next time step t 1 , an estimated stick ﬁgure is made up of the initial time step model t 0 with some tolerance evaluated
from the body segment poses. We repeat a similar process to retrieve an estimated stick ﬁgure for the entire n time steps
of each motion. 
The computations of coeﬃcient values of i n variable for model estimation at different time steps for case study (i) and
(ii) ( Eq. (9) with tolerance adjustment in Eq. (12) ) are presented in Tables 4 and 5 , respectively. The values retrieved from
Tables 4 and 5 compose entire estimation models for walking, running, jumping, child pose, leg lock pose and camel pose
motion activity. Fig. 10 displays stick ﬁgures of our motion estimation results for case studies (i) and (ii) at different time
steps. We combine three connective ﬁgures from t 1 to t n , showing the estimated model results with ±ε computations in
comparison to the actual model. The performance comparisons of the estimated model and the actual model are presented
in Section 5.3.1 . 
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Table 4 
Results of estimated model coordinates computed with tolerance adjustment for case study (i): walking (W), running (R) and jumping (J). 
Posture segment I b 6 ± b 6 I b 5 ± b 5 I b 4 ± b 4 I b 3 ± b 3 I b 2 ± b 2 I b 1 ± b 1 I b 0 ± b 0 
W Bx – – – – – – – – −0 .2294 −0 .2606 0 .5694 0 .6806 0 .3563 0 .3038 
W By – – – – – – – – −0 .5069 −0 .5031 1 .2269 1 .2231 0 .8812 0 .8588 
W Ux 0 .0 0 03 −0 .0 0 01 −0 .0102 −0 .0042 0 .1425 0 .0945 −0 .9889 −0 .8061 3 .4660 3 .1668 −5 .6422 −5 .6784 3 .7400 4 .3800 
W Uy 0 .0055 0 .0054 −0 .1308 −0 .1298 1 .2567 1 .2629 −6 .1246 −6 .2424 15 .6749 16 .2251 −19 .0163 −20 .0258 8 .5588 9 .1013 
W Lx 0 .0101 0 .0115 −0 .2463 −0 .2813 2 .3842 2 .7556 −11 .6796 −13 .6744 30 .2004 35 .8376 −37 .8951 −45 .4029 16 .2338 19 .1063 
W Ly −0 .0044 −0 .0144 0 .1165 0 .3459 −1 .1603 −3 .2291 5 .4549 14 .7471 −12 .5448 −34 .2973 13 .8031 38 .6829 −7 .7888 −18 .3913 
R Bx – – – – – – – – −0 .10 0 0 −0 .10 0 0 0 .2407 0 .2393 0 .1780 0 .1820 
R By – – – – – – – – −0 .6107 −0 .6093 1 .5813 1 .5787 0 .7520 0 .7480 
R Ux 0 .0026 0 .0032 −0 .0626 −0 .0775 0 .6061 0 .7615 −3 .0648 −3 .8818 8 .4176 10 .6690 −11 .4918 −14 .4822 5 .8038 7 .1962 
R Uy 0 .0035 0 .0041 −0 .0817 −0 .0983 0 .7705 0 .9421 −3 .6514 −4 .5486 8 .9298 11 .3902 −9 .8965 −13 .1435 4 .2466 5 .7335 
R Lx 0 .0156 0 .0162 −0 .3689 −0 .3859 3 .4605 3 .6247 −16 .3244 −17 .1196 40 .4094 42 .4046 −48 .8638 −51 .3062 21 .8473 23 .0727 
R Ly −0 .0175 −0 .0185 0 .4082 0 .4306 −3 .6907 −3 .8865 16 .3120 17 .1520 −36 .5441 −38 .3819 39 .2789 41 .1791 −17 .7467 −18 .4733 
J Bx – – – – – – – – −0 .1100 0 .0200 0 .2525 −0 .0825 0 .2325 0 .0675 
J By – – – – – – – – −0 .3538 −0 .4363 0 .8688 1 .0213 0 .5775 0 .8625 
J Ux −0 .0095 −0 .0143 0 .2285 0 .3421 −2 .1666 −3 .2429 10 .2917 15 .3883 −25 .3986 −37 .9474 29 .8476 44 .7424 −11 .7225 −18 .4775 
J Uy −0 .0 0 05 −0 .0045 0 .0134 0 .1081 −0 .1241 −1 .0173 0 .5633 4 .7567 −1 .2604 −11 .3733 1 .1582 12 .5004 0 .7700 −3 .0300 
J Lx 0 .0094 0 .0028 −0 .2253 −0 .0653 2 .1323 0 .6340 −10 .0800 −3 .1734 24 .8260 8 .5560 −29 .8748 −11 .5013 13 .8400 5 .6800 
J Ly −0 .0052 −0 .0184 0 .1252 0 .4428 −1 .1472 −4 .1344 5 .0050 18 .9150 −10 .6747 −43 .9993 10 .6872 49 .0248 −5 .3800 −22 .1400 
8
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Table 5 
Results of estimated model coordinates computed with tolerance adjustment for case study (ii): child pose (C), leg lock pose (L) and camel pose (CM). 
Posture segment I b 6 ± b 6 I b 5 ± b 5 I b 4 ± b 4 I b 3 ± b 3 I b 2 ± b 2 I b 1 ± b 1 I b 0 ± b 0 
C Bx – – – – – – – – 0 .0057 0 .0073 −0 .1458 −0 .1842 −0 .0968 −0 .0832 
C By – – – – – – – – −1 .6800 −1 .6800 4 .1626 4 .1774 2 .6323 2 .5877 
C Ux 0 .0117 0 .0115 −0 .2815 −0 .2745 2 .6147 2 .5495 −11 .8077 −11 .5123 26 .6042 25 .9278 −27 .163 −26 .421 9 .3819 9 .0181 
C Uy 0 .0099 0 .0095 −0 .2370 −0 .2270 2 .2799 2 .1851 −11 .1973 −10 .7487 28 .7487 27 .6473 −33 .4641 −32 .1659 13 .3523 12 .7877 
C Lx −0 .1295 −0 .1320 3 .1080 3 .1654 −29 .4112 −29 .9268 138 .9777 141 .2823 −340 .8071 −346 .1729 402 .1265 408 .2135 −173 .0094 −175 .5506 
C Ly −0 .0300 −0 .0306 0 .7201 0 .7333 −6 .7885 −6 .9121 31 .8046 32 .3814 −77 .0443 −78 .4337 90 .1927 91 .8073 −40 .2013 −40 .9187 
L Bx – – – – – – – – 1 .6098 1 .6002 −3 .6932 −3 .6768 −3 .4091 −3 .3709 
L By – – – – – – – – −0 .2688 −0 .2612 0 .8064 0 .7836 – –
L Ux −0 .0184 −0 .0172 0 .4397 0 .4123 −4 .1629 −3 .9029 19 .7019 18 .4721 −48 .0124 44 .9856 53 .8432 50 .2308 −21 .9633 −20 .3167 
L Uy −0 .0070 −0 .0068 0 .1681 0 .1653 −1 .5462 −1 .5194 6 .8164 6 .6770 −14 .7623 −14 .3577 14 .6793 14 .0547 −5 .9012 −5 .5188 
L Lx −0 .0117 −0 .0159 0 .2560 0 .3562 −2 .2823 −3 .2133 10 .8890 15 .1970 −29 .622 −40 .0140 39 .9043 52 .1577 −12 .7055 −18 .1145 
L Ly 0 .0643 0 .0679 −1 .5038 −1 .5884 13 .8368 14 .6112 −63 .6057 −67 .1403 152 .823 161 .2370 −179 .6853 −189 .4947 78 .8121 83 .1279 
C M Bx – – – – – – – – −0 .0294 −0 .0406 0 .055 0 .115 0 .0996 0 .0204 
C M By – – – – – – – – −0 .9164 −0 .8736 2 .0832 1 .9668 1 .9980 1 .9620 
C M Ux −0 .0067 −0 .0059 0 .1609 0 .1417 −1 .5001 −1 .3201 6 .8384 6 .0016 −15 .7012 −13 .7068 16 .6234 14 .3746 −6 .1240 −5 .2160 
C M Uy 0 .0117 0 .0117 −0 .2816 −0 .2798 2 .6811 2 .6643 −12 .8603 −12 .7797 32 .0420 31 .8500 −37 .0091 −36 .8489 14 .9052 14 .8748 
C M Lx 0 .0327 0 .0255 −0 .7849 −0 .6126 7 .4612 5 .8360 −35 .6641 −28 .0419 89 .0191 70 .5449 −106 .673 −85 .1431 44 .5488 35 .2112 
C M Ly −0 .0690 −0 .0726 1 .6548 1 .7412 −15 .6259 −16 .4421 73 .4960 77 .3440 −179 .1420 −188 .5580 210 .9200 222 .0600 −93 .1792 −98 .1008 
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Fig. 11. Human stick models of the estimated and the actual motion model for cases study (i) and (ii) at sequential time steps. 
 
 
 
 
 
 On visual inspection, the sequence of the predicted human stick model shows that our proposed estimation models
match with the actual motion pattern. For case study (i), there are only relatively small differences in deviation for the
estimation of the walking and running motions. However, typical failures are observed in the estimation of the jumping
motion. The estimated jumping motion shows that the model is able to estimate jumping pose sequences, but the estimation
rate deviates greatly compared to the walking and running motions ( Fig. 11 ). This failure may be due to the rapid movements
in jumping activity, causing the motion poses to occlude. Meanwhile, case study (ii) generally shows that the estimated stick
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Fig. 11. Continued 
 
 
 
 
 
 models were compatible with the actual model, where most of the estimated stick models were close to the actual stick
model ( Fig. 11 ). 
In the visual estimation results, the model is better able to estimate motion in sequence with respect to rhythmic motion
(walking and running) and Yoga motion rather than discrete motion (jumping). The performance of our estimated model is
reasonable in the sense that it is able to correctly estimate rhythmic motion unlike silhouette-based estimation as reported
by Rosenhahn et al. [2] : “lack of information to correctly estimate the silhouette of the object”. Because our human motion
model is developed from pure numerical interpretation, it might lose perceptual validity in terms of human motion ani-
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 mation. As discussed in Etemad et al. [63] , the synthesis of human motion in animation is required to maintain perceptual
accuracy. One common error that needs to be considered in perceptual validity is the foot-skating effect. Foot skating refers
to the error that occurs in animation whereby the feet slide or ﬂoat on the ground [64] . Foot skating often occurs when
the recorded motion data are applied to different subjects whose position no longer ﬁts the motion of the limbs, which is
not applicable to our study. Our main focus is matching the estimated models with the actual movements for classiﬁcation
analyses, as further evaluated in Section 5.3 . 
5.3. Estimated model performance evaluation 
The generated estimation model is evaluated by quantitative comparisons of the estimated results with the actual data.
The estimated data are considered to be correctly matched if its actual data lie within the range of the evaluated tolerance.
We also used the classiﬁcation approach that employs the machine learning software tool Waikato Environment for Knowl-
edge Analysis (WEKA) to investigate the potential grouping of case studies; with this approach, we were able to evaluate
the misclassiﬁcation rate of the data using different algorithm strengths. 
5.3.1. Estimated vs. actual model 
The estimated data for + ε and −ε are compared to the actual data based on the x- and y -coordinates. To ﬁnd the
matching rate, the actual data are compared to estimated data, where the actual data that lie within the range of the
estimated data are considered correctly matched. A sample matching rate measure of walking motion at time step t = 1 is
tabulated in Table 6. 
The matching rate is evaluated using “Y (yes)” and “N (no),” where Y indicates that the actual data fall within the range
of estimated data and N refers to the actual data that is out of the estimated range. The percentage matching rate can be
expressed using Eq. (13) . 
% Matching rate = 
(
Number of “Y ”
Number of “Y ” + Number of “N ”
)
× 100% (14)
A similar method has been carried out for the remaining motion activities. The overall matching rate results are shown
in Table 7 . The main reason for the lower matching accuracy for the running motion compared to the walking motion is the
pre-processing technique used on the raw data. It was found that the LB segment in the running motion at t and t shows4 11 
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Table 6 
Example of matching rate measurement on walking motion at t = 1 . 
Body segment Body joint Actual data Estimated data Within range (Y/N) 
+ ε −ε
Backbone (BB) Head 0 .7700 0 .6962 0 .7238 N 
Neck 0 .5800 0 .5775 0 .6225 Y 
Pelvis 0 .0 0 0 0 0 .0 0 0 0 0 .0 0 0 0 Y 
Upper body (UB) Left wrist 0 .5800 0 .7075 1 .1525 N 
Left elbow 0 .3700 0 .3818 0 .6182 N 
Left shoulder 0 .6100 0 .5943 0 .7057 Y 
Neck 0 .5800 0 .5775 0 .6225 Y 
Right shoulder 0 .3400 0 .4550 0 .1450 N 
Right elbow 0 .1900 0 .3837 −0 .5437 Y 
Right wrist 0 .2100 0 .6446 −1 .7646 Y 
Lower body (LB) Left toe −0 .90 0 0 −0 .9925 −1 .6475 N 
Left ankle −1 .10 0 0 −1 .2781 −1 .9219 N 
Left knee −0 .1100 −0 .3480 −0 .5720 N 
Pelvis 0 .0 0 0 0 0 .0 0 0 0 0 .0 0 0 0 Y 
Right knee 0 .2500 0 .4109 0 .8291 N 
Right ankle 0 .1100 0 .1968 1 .1832 N 
Right toe 0 .5800 0 .2765 2 .1635 Y 
Y = Yes N = No 
Table 7 
Matching rate results of case study (i) and (ii). 
Motion activity Matching rate (%) 
x -coordinate y -coordinate Overall 
Walking 52 .72 47 .06 49 .89 
Running 39 .62 38 .11 38 .87 
Jumping 57 .65 42 .35 50 .00 
Child pose 30 .15 27 .76 28 .95 
Leg lock pose 31 .14 26 .47 28 .81 
Camel pose 42 .31 36 .88 39 .59 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 anomalies, which cause the actual data to not be within the range of the estimated data ( Fig. 10 ). The jumping motion,
however, demonstrated a matching rate of 57.65% for the x -coordinate and 42.35% for the y -coordinate, which generates
an overall matching rate of 50%. Owing to a wide tolerance range of the estimated data, the matching rate of the jumping
motion is higher than those for the walking and running motions. 
For case study (ii), the matching rate is relatively small compared to case study (i) because the tolerance range of the
estimated data in case study (ii) is smaller compared to case study (i); as a result, the actual data do not fall within the
small range of estimated tolerance. Further evaluation on the estimated data was carried out using classiﬁcation approach
as discussed in Section 5.3.2 . 
5.3.2. Classiﬁcation accuracy comparisons between estimated and actual 
In the WEKA tool, there are seven categories of built-in classiﬁer algorithms, including the Bayes, Function, Lazy, Meta,
Misc, Rule and Trees. Of these seven categories, a total of 34 algorithms are found to be applicable for motion classiﬁcation
purposes. To systematically experiment with the classiﬁcation accuracy of the actual versus estimated data, a full training
mode of the case study data was applied. The average classiﬁcation accuracies for the actual versus estimated data for case
study (i) using these classiﬁers are shown in Table 8. 
As shown in Table 8 , the average classiﬁcation accuracy of actual and estimated data ranges from 53.33% to 100%. A
comparison of the estimated data and the actual data shows that the average classiﬁcation accuracy of estimated ( + ε) is
lower by 0.83%, 0.67% and 0.55% for the Function, Rule and Trees classiﬁers, respectively. However, it was found that the
average classiﬁcation rate of estimated data ( −ε) performed with a slight increment of 1.11% in the lazy classiﬁer compared
to the actual data. The overall classiﬁcation accuracy shows results of above 89% and 89.42% for the estimated data ( + ε)
and ( −ε), which demonstrates the superiority of our method. Similar analysis was performed for case study (ii) using seven
categories of classiﬁer; the results are displayed in Table 9. 
Referring to Table 9 , the average classiﬁcation accuracy of actual and estimated data ranges from 36.96% to 100%. It was
found that the average classiﬁcation accuracies of actual and estimated data were equivalent except in the case of the meta
classiﬁer, where the classiﬁcation accuracy of estimated data increased by approximately 0.08% compared to the actual data.
From the viewpoint of the classiﬁcation results, our motion estimation approach is adequate in distinguishing classes of
motions. As the classiﬁcation accuracy may be extremely important to recognize different movements in human motion
analysis, the human motion estimation model is a relatively plausible approach. 
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Table 8 
Classiﬁcation performances of the actual versus estimated data of case study 
(i) on seven classiﬁers categories using WEKA tool. 
Classiﬁers Average classiﬁcation accuracy (%) 
Actual data Estimated data ( + ε) Estimated data ( −ε) 
Bayes 100 .00 100 .00 100 .00 
Function 100 .00 99 .17 100 .00 
Lazy 98 .89 98 .89 100 .00 
Meta 85 .64 85 .64 85 .38 
Misc 53 .33 53 .33 53 .33 
Rule 90 .00 89 .33 90 .00 
Trees 97 .22 96 .67 97 .22 
Average 89 .30 89 .00 89 .42 
Table 9 
Classiﬁcation performances of the actual versus estimated data of case study 
(ii) on seven classiﬁers categories using WEKA tool. 
Classiﬁers Average classiﬁcation accuracy (%) 
Actual data Estimated data ( + ε) Estimated data ( −ε) 
Bayes 10 0.0 0 10 0.0 0 10 0.0 0 
Function 10 0.0 0 10 0.0 0 10 0.0 0 
Lazy 10 0.0 0 10 0.0 0 10 0.0 0 
Meta 80.52 80.60 80.60 
Misc 36.96 36.96 36.96 
Rule 87.39 87.39 87.39 
Trees 95.29 95.29 95.29 
Average 85.74 85.75 85.75 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 6. Conclusion 
In this paper, we developed a human motion estimation model based on 2D movement data. Our human model is based
on the system of the 2D stick ﬁgure incorporating three main body segments, namely, BB, UB and LB. We have proposed a
human posture modeling based on the fundamental polynomial ﬁtting approach. The entire estimation model is performed
by iteratively summing up the precedent time-step coordinates with the average deviation metric of the human stick model
in the subsequent time step. A visual inspection shows that our method is capable of estimating the rhythmic motion pat-
terns correctly compared to discrete motion due to some perturbation associated with the input data. As it is hard to treat
errors that may arise from rapid motions within the original video data, there could be a better cyber-shooting feature video
camera to correctly capture the high-speed motion, potentially increasing the accuracy of the estimated model. The overall
matching rate of the walking, running, jumping, child pose, leg lock pose and camel pose motion yielded 49.89%, 38.87%,
50%, 28.95%, 28.81% and 39.58%, respectively. The matching rate would be very much inﬂuenced by the pre-processing
method used to correctly impute the missing data at an early stage. Further veriﬁcation of the proposed method was per-
formed via the classiﬁcation algorithm available in the machine learning software WEKA. By comparing the classiﬁcation
performances of the actual and estimated data, our proposed method has shown feasible results, with an average classiﬁ-
cation accuracy above 89% for case study (i) and above 85% for case study (ii), which conclusively demonstrates that it is
capable of being at least on par with the actual data classiﬁcation accuracy. 
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