Abstract: This paper deals with adaptive control of linear time-invariant systems with unknown parameters and with two sampling rates: a slower one for the output and a faster one for the input. It is known that intersample ripples often arise in the outputs of the closed-loop multirate systems although multirate control has interesting advantages. In this paper, a ripple-suppressed multirate adaptive control scheme is proposed. A simulation example is given to show the effectiveness of the presented algorithm.
INTRODUCTION
Due to the rapid development in the technology of very large-scale integration (VLSI), digital controllers are increasingly replacing analog controllers in the design of many control systems. It is well known that the sampling rate is a critical design parameter in the digital computer control of continuous-time systems. Control system performance demands a fast rate of sampling while sensor constraints restrict the achievable sampling frequencies. In many practical cases, however, single sampling rate systems, where the measurement sampling rate is the same as the control update rate, are often designed and implemented since they are simpler than multirate sampling systems, whereby control updates are executed at faster rate than output samples are taken. Recently, attention has been focused gradually on multirate sampling control (Araki and Yamamoto, 1986; AlRahmani and Franklin, 1992) . Adaptive versions of multirate control have been also studied (Scattolini, 1988; Zhang and Tomizuka, 1988; Feliu et al., 1990; Lu et al., 1990 Lu et al., , 1992 Albertos et al., 1996; Ishitobi, 1997) . It is shown that intersample ripples often arise in the outputs of the closedloop multirate systems although multirate control has interesting advantages (Albertos et al., 1996; Tangirala et al., 2001) . Lu et al. (1990 Lu et al. ( , 1992 presented a ripple-suppressed multirate adaptive control scheme. Their algorithm, however, cannot be applied to unstable plants because the parameter identification and the output estimation are formulated using the output error method, and the passivity of a plant is assumed. This paper proposes a ripple-suppressed multirate adaptive control scheme applicable to unstable plants. The key ideas are that the equation error method is used in the parameter identification and the output estimation, and that the control input is constructed by the measured outputs, the estimated outputs and past inputs. The estimated outputs are obtained through a state observer and a filter. A numerical example is given to show the effectiveness of the proposed method.
PROBLEM STATEMENT
Consider a linear time-invariant and sampled-data system
where q −1 is the unit delay operator, d represents a pure time delay, {u(t)}, {y(t)} denote the input and output respectively and A 1 (q −1 ), B 1 (q −1 ) are given by
The system (1) is assumed to be a minimal representation of the plant. Hence, the polynomials A 1 (q −1 ) and B 1 (q −1 ) are coprime. Further assume that the available on-line measurement data are u(t) and y(iJ), where t = 0, 1, 2, · · · , i = 0, 1, 2, · · ·. The number J is any finite integer larger than or equal to two. Note that {y(iJ + k), k = 1, 2, · · · , J − 1} are not available from the measured data.
Moreover, the following assumptions are imposed throughout this paper. The objective is to cause the output {y(t)} to track the desired output {y r (t)}.
ADAPTIVE CONTROL SYSTEM
The first step is to transform the model (1) into a form which can be identified from the available measured data sequence.
Multiplying both sides of (1) by
provides an equivalent non-minimal form (Lu et al., 1990) of (1)
where
The equivalent non-minimal model (5) is convenient for parameter identification and output estimation in multirate sampling control.
Alternatively, the input/output relationship can be described in a regression vector form
If the estimate of θ is denoted by
then the parameter adaptation algorithm is given by
Note that θ(t) is not updated at the J − 1 intersampling instants of the outputs y(iJ), and it is not necessary to calculate the parameter identification law (12)- (15). Now define the parameter vector of the minimal representation model (1) by
and its estimated vector by
then ζ(t) is calculated as follows.
At first, the update algorithm of ζ(t) at the instants of the output sampling t = 0, J, 2J, · · ·, is explained. From (6) and (7), it is obvious that
Hence, using the relation
the estimated parameter vector ζ(iJ) of the minimal model is expressed by the identified parameters a i (iJ) and b i (iJ) of the non-minimal model (8)
Since M (iJ) is not a square matrix, the pseudo inverse matrix is used to obtain ζ(iJ)
At the instants of the input sampling between the output sampling, the parameter update is not executed as follows.
Next, the output estimate is obtained through a state observer and a filter.
i) State estimate at the output measurement in-
The state space equation of the plant (1) can be expressed as
Since the output sampling interval is longer than the input by J times, the state space equation with the measurable outputs and inputs is given
Hence, the state observer for (28) is designed by z(t) = F z(t − J) + g(t)y(t − J)
where F is a stable matrix, H 0 (t) is a non-singular matrix which transforms (28) to the observable canonical form, and a Jk (t) (k = 1, · · · , n) is the coefficient of the term with the order (n − k) for the characteristic polynomial of Φ J (t) which is the estimate of Φ J . Hence, the estimated state space variable is obtained as
ii) State estimate at the intersampling instants of the output measurement (t = J, 2J, · · ·)
The state estimate is constructed by the following filters.
These filters generate the output estimate
The input is calculated by the following steps. We give an asymptotically stable polynomial
Next, the polynomials R(t, q −1 ) and S(t, q −1 ) are determined by solving the following polynomial equation
Finally, the adaptive control law is given by
It is worth noting that the output estimates y(t) at the input sampling instants (t = 0, J, 2J, · · ·) are used in the input (36) because real values of the output are not measured between the output sampling instants.
Remark 1: The parameter identifier (12)- (15) is an equation error method. An output error method for parameter estimation was proposed by Lu et al. (1990) . It was shown that the output error method requires the stability of plants (Lu et al., 1990) .
CONVERGENCE ANALYSIS
The convergence properties of the multi-rate adaptive control system derived in the previous section are developed under the persistency of excitation (PE) condition.
The estimation model (5) is an overparameterized one. In general, parameter estimates converge to a linear hypersurface in an overparameterized model even if the PE condition is satisfied (Lu and Fisher, 1989; Heymann, 1988) . However, since the monic common factor polynomial (4) is unique in the multi-rate sampling systems, the limiting linear hypersurface reduces to a point; the true parameter vector. In other words, the estimated parameter vector θ(t) approaches the true parameter vector θ under the PE condition (Lu and Fisher, 1989) .
When the estimated parameter vector θ(iJ) coincides with the true value θ, the matrix M (iJ) T M (iJ) is nonsingular since the polynomials A 1 (q −1 ) and B 1 (q −1 ) are coprime (Kawashima, 1993) . Hence, the estimated parameter vector ζ(iJ) of the minimal model is obtainable with probability 1 under the PE condition, and converges to the true value vector ζ when θ(iJ) tends to θ; that is, the polynomial equation (20) 
is solvable. If the matrix M (iJ)
T M (iJ) is singular at some time iJ, the estimated vector ζ(t) at the previous time t = iJ − J can be used.
It is obvious that the state observer ( (29) and (30)) makes x(iJ) to go to the true vector x(iJ) at the output sampling instants when the estimated parameters vector ζ(iJ) of the minimal model (1) tends to the true one ζ.
Next, if the estimated state vector x(iJ) reaches the true vector x(iJ) at the output sampling instants, the estimated vector x(t) of the filters at the intersampling instants of the outputs also tends to the true value x(t) because the first filter of (31) consists of the estimated state vector x(iJ).
Moreover, the estimated output y(t) also goes to the true output y(t) at the intersampling instants of the outputs t = J, 2J, · · ·, though they are not measured.
Finally the input leads to the relation
since the control law (36) is the same as the case of single-rate sampling control except that the output estimates are used instead of the true values of the output at the intersampling instants of the outputs. The equation (37) implies the achievement of the tracking since A r (q −1 ) is a stable polynomial.
As a result, we have the following theorem.
Theorem: The tracking is achieved and all signals are bounded for all time under the persistency of excitation (PE) condition.
Remark 2: It is not hard to understand that the tracking is achieved not only at the output measurement instants but also at the input update instants. Therefore, the ripple at the intersampling instants of the output measurement is suppressed.
A NUMERICAL EXAMPLE
This section shows simulation results obtained when the proposed multirate adaptive control algorithm is applied to a second order system. Consider a plant with a continuous-time transfer function expressed as
When a discrete-time system is composed of a zero-order hold, the continuous-time system G(s) and a sampler in series, the sampled output y(t) is related to the sampled input u(t) by the following equation
If the sampling period T s of the input is selected as 0.024, the corresponding discrete-time system has the following parameters        a 11 = −2.02545637 a 12 = 1.02429032 b 10 = 0.04888031
Here, the polynomial B 1 (q −1 ) is stable.
Assume that the output sampling period is 0.12. In other words, the output y(t) can be measured only once in every five control updates, i.e., J = 5.
Note that the adaptive control algorithm proposed by Lu et al. (1990) cannot be applied to the plant (39) since it is not stable.
The desired output is given by the output of the discrete-time system for a transfer function
The input of G r (s) is a rectangular wave signal with amplitude 1.0 and with period tT s = 20 (833 steps) to satisfy the PE condition.
The initial values of the estimated parameters and the design parameters are chosen as
The initial values of the output, the state observer and the filter are set as zero. Figure 1 illustrates the output and the desired output. Figure 2 shows the input trajectory. The estimated parameters of the polynomials A 1 (q −1 ) and B 1 (q −1 ) are shown in Figs.3-6 .
The output approaches the desired output.
CONCLUSIONS
This paper gives a ripple-suppressed multirate adaptive control algorithm. It is applicable to unstable systems. The proposed scheme is based on the equation error method in parameter identification. Further, the control input is constructed by the measured outputs, the estimated outputs and past inputs. In addition, the estimated outputs are obtained through a state observer and a filter. A numerical example is shown to indicate the effectiveness of the proposed method.
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