In IP-over-WDM networks, a logical IP network is routed on top of a physical optical fiber network. An important challenge hereby is to make the routing survivable. We call a routing survivable if the connectivity of the logical network is guaranteed in case of a failure in the physical network. In this paper we describe FastSurv, a local search algorithm for survivable routing. The algorithm works in an iterative manner: after each iteration it learns more about the structure of the logical graph and in the next iteration it uses this information to improve its solution. The algorithm can take link capacity constraints into account and can be extended to deal with multiple simultaneous link failures and node failures. In a large series of tests we compare FastSurv with current state-of-the-art algorithms for this problem. We show that it can provide better solutions in much shorter time, and that it is more scalable with respect to the number of nodes, both in terms of solution quality and run time.
Introduction
Optical fiber connections are an increasingly popular technology for highspeed Wide Area Networks. This is because they offer enormous bandwidth and because their bandwidth can be shared among different channels through the use of Wavelength Division Multiplexing (WDM) [9, 13] . In IP-over-WDM networks, an IP network is placed as a logical topology on top of the physical topology of the optical network. Each logical IP link needs to be routed on a path in the optical network. Thanks to the WDM technology, one physical link can carry several logical links, each on a different wavelength. The problem of setting up logical links by routing them on the optical network and assigning wavelengths to them is called the routing and wavelength assignment problem.
See [20] for an overview. In what follows we will refer to logical IP links as clear-channels and to physical (optical) links simply as links.
Using high capacity links carrying multiple clear-channels is not without danger: in case of just a single link failure, a huge amount of data can get lost.
Therefore a lot of attention is being paid to network protection. There are two main approaches to protection in IP-over-WDM networks: WDM level protec- be unsurvivable. In [7, 8] , this observation is used to formulate an ILP for the survivable routing problem: for each clear-channel and for each cut set of the logical network, a constraint is added to the ILP. This leads to exact solutions, but also to very long run times, which makes this method impractical for large networks. In [8] , the authors propose two relaxations to their ILP, in which they do not include all cut sets. This considerably speeds up the algorithm, but can easily lead to suboptimal solutions.
In this paper, we present a local search algorithm for survivable routing, called
FastSurv. FastSurv uses the notion of cut sets in an approximative way: after each iteration, the algorithm learns more about the cut sets of the logical graph, and in the next iteration it uses this information to improve the previous solution. This approach allows the algorithm to consider important structural information about the problem in an efficient way. We describe a basic version of the algorithm which does not take link capacity constraints into account, and an extended version which does. We also explain how the algorithm can be extended to provide survivable routing with respect to node failures or multiple simultaneous link failures. In an extensive set of empirical tests, we show that our algorithm can provide better solutions than existing state-of-the-art algorithms while using running times which are several orders of magnitude lower. We also show that FastSurv scales well with respect to the number of nodes in the network, and that it can deal with sparse as well as dense physical and logical graphs.
The rest of the paper is organized as follows. In section 2, a detailed description of the problem is given and related work is discussed. In section 3 the working of the algorithm is explained and in section 4 test results are presented.
Problem definition and related literature
For this paper, we assume that a physical WDM topology and a logical IP topology are given. The clear-channels of the logical topology need to be placed on paths in the physical topology in such a way that the complete routing is survivable. This means that no failure in the physical network can leave the logical network disconnected. In this section we focus on survivability with respect to single link failures. We elaborate on node and multiple simultaneous link failure survivability later, in subsection 3.3, when we explain how the algorithm can be extended to deal with this. Note that in reality survivable routing is a subproblem of the overall logical topology design problem, in which the logical topology needs to be generated before it can be routed onto the given physical topology (see [2, 11] ). In the following we give a formal description of the problem, and an overview of existing related literature.
Formal problem definition
The problem input consists of two undirected to minimize is the total number of unsurvivable pairs, given in equation 1.
The problem as it is described above does not take into account wavelength assignment. If we consider wavelengths, there are two extra constraints: the distinct wavelength constraint and the wavelength continuity constraint [14] . In this paper we first present an algorithm for survivable routing without taking into account link capacity constraints, and then an extension for the case with link capacity constraints. We do not consider the wavelength continuity constraint, assuming that all nodes are capable of full wavelength conversion.
Related literature
There have been a number of publications on survivable WDM routing as it is defined in subsection 2.1. In [1] , a tabu search approach to find survivable routing is presented. This solution method does not take into account capacity constraints. [2] is the follow-up to the previous paper. It presents a slightly different algorithm, which does take capacity constraints into account. The last paper from the same research group is [3] . It considers also other forms of failure propagation (not only connectivity problems). The authors of [7] 
The basic FastSurv survivable routing algorithm
An overview of the FastSurv algorithm is given in figure Set the number of iterations t to 0;
While ((R(t) is unsurvivable) AND (t < the maximum number of iterations)) do
Reroute the unsurvivable clear-channels of R(t), using matrix P (t);
Evaluate the survivability of the new solution R(t + 1);
Update P (t) to P (t + 1) and increment t;
End While The information necessary for the rerouting is kept in a |C| × |C| matrix 
The probability estimates of P (t) are used to reroute clear-channels: a shortest path algorithm is applied in which the cost of a path for a clear-channel c i is the probability that c i will be unsurvivable along the path. The probability P rob c i path (t) that c i will be unsurvivable on a path is the probability that it will be unsurvivable on at least one link of the path. The probability P rob c i l (t) that c i will be unsurvivable on a link l of the path is the probability that c i will be unsurvivable when routed together with any of the other clear-channels which use l (other clear-channels can already be using l either because they were not removed after the previous iteration or because they were rerouted before c i ). In the shortest path algorithm (which is an adaptation of the standard Dijkstra algorithm [12] ), we use formula 6 to estimate P rob c i l (t) and formula 7 to estimate P rob c i path (t). In these formulas independence of probabilities is assumed, even though this is often not the case. For our heuristic solution method this rough approach is a good enough guideline towards better solutions.
P rob
P rob
The algorithm described here is based on the observation mentioned in the introduction that a routing is survivable if and only if no link is shared by all clear-channels belonging to a cut set of the logical network. In FastSurv, we approximate the notion of the cut sets by the probability estimates p c i c j (t).
A look at the example logical graph given in figure 1 (B) could shed a bit more light on the meaning of p c i c j (t). In this graph, the pair of clear-channels {b, d} forms a cut set of size two. b and d will both be unsurvivable every time they are routed together, and therefore p bd (t) will always be 1. p be (t) on the other hand will normally be lower than 1, since b and e together do not form a cut set. {b, e} is part of the larger cut set {b, e, f } though, and therefore
b and e will both be unsurvivable if they are routed together with the third clear-channel f . So, when two clear-channels c i and c j do not form a cut set of their own, the probability p c i c j (t) depends on which other clear-channels are also routed together with them. If, going back to the example, the situation is such that f is often routed together with b and e (e.g. because of the structure of the physical graph), this will be reflected in high values for p be (t), p bf (t) and p ef (t), and the cut set will be taken into account by the algorithm. If on the other hand f is hardly ever routed together with b and e, all three probabilities will be low: the cut set will be considered unimportant and the algorithm will not take it into account. Also for very large cut sets, it will hardly ever happen that all the elements of the cut set are routed together on the same link, and therefore the individual pairwise probabilities p c i c j (t) among the elements of the cut set will be very low. So the pairwise probabilities can be seen as a simple way to focus only on important cut sets. This way the algorithm can use information about the structure of the logical graph efficiently.
At this point, it can also be easy to understand why we need the discount factor α in formula 5: the routing of the whole set of clear-channels changes from iteration to iteration, and therefore also the probabilities. It could for example be the case that in early iterations, clear-channel f of our example problem is routed close to b and e, so that placing b and e together usually leads to unsurvivable solutions, and p be (t) is high. However, in later iterations this might no longer be true due to a different routing of f . It is then good that p be (t) is lowered again, since placing b and e on the same link is now less likely to cause a problem, due to the absence of f . Therefore we use a moving average to gradually lower the importance of older estimates.
FastSurv for survivable routing with link capacities constraints
The FastSurv algorithm as it is described in the previous subsection can find a survivable routing, but does not take into account link capacity constraints. In this subsection we present an extension for this purpose. The full algorithm is presented in figure 3 . A full iteration of the algorithm consists of a number of iterations of the previously described survivable routing algorithm, which we will call survivability iterations, and then a number of iterations to decrease the number of link capacity constraint violations, which we will call capacity iterations. The survivability iterations are run until the routing is survivable or the maximum number of iterations (empirically set to 2) is reached, and the capacity iterations are run until there is no further reduction in the number of capacity constraint violations. The capacity constraint violations are evaluated by taking the sum of the overcapacity over all links, as indicated in formula 8.
The full iterations (the combination of survivability and capacity iterations)
are repeated until the routing is survivable and at the same time observes all link capacity constraints, or until a maximum number of iterations is reached. clear-channel is given in formula 9. Also for the initial routing we now use cost formula 9 rather than 2. The capacity iterations have some similarities with a local search for routing and wavelength assignment described by Nagatsu et Al. in [10] .
FastSurv for node failures and multiple simultaneous link failures
A routing is survivable with respect to node failures if no single node failure can leave the logical topology disconnected. The main difference with respect to the problem description in subsection 2.1 is that a solution is not evaluated by removing the links l one by one, but by removing the nodes n. Clear-channels which are incident on n can never be routed survivably with respect to a failure of n, and they should therefore be left out of consideration when removing n during the evaluation. Adapting the algorithm description of subsection 3.1 is straightforward: the probability that a clear-channel is unsurvivable on a path is the probability that it is unsurvivable on a node in its path, and the probability that it is unsurvivable on a node is the probability that it is unsurvivable when routed together with any of the other clear-channels on the node. Clear-channels incident on a node are also not taken into account for the probability calculations.
For the case of multiple simultaneous link failures, one usually defines shared risk groups [4] . These are groups of links which are likely to fail together (e.g.
because they share a conduit [19] ). The problem description of subsection 2.1 can easily be adapted to take this into account. We define a number of shared risk groups srg m , which are sets of links. A solution is evaluated by considering the shared risk groups srg m one by one, and removing all the links l ∈ srg m simultaneously. Adapting the algorithm of subsection 3.1 is again straightforward: the probability that a clear-channel is unsurvivable on a link l in its path is now the probability that it is unsurvivable with any of the clear-channels routed over any of the links in the shared risk group(s) to which l belongs.
Test results
In 
Test results for the basic FastSurv algorithm
For the case without link capacities, we made comparisons with the full and the relaxed ILP methods presented in [8] , and with the tabu search algorithms presented in [1] and [2] . For every test problem, FastSurv is given 100 iterations. Since FastSurv is a local search algorithm, it can get stuck in local optima. The 100 iterations are therefore spread over 10 random restarts with 10 iterations each (these numbers were chosen empirically). The tabu search algorithms are run with the parameters given in their respective papers.
For the comparison with the ILP methods, we ran FastSurv on the same test problems which were used in [8] . The physical network used for these tests is the 14-node 21-link NSFNET. The logical networks were randomly generated by the authors of [8] . For the comparison with the tabu search algorithms, we could not obtain the original test problems used by the authors, nor the source code, so the results presented here are obtained with our own implementation of the algorithms presented in [1] and [2] . Strictly speaking, only the tabu search of [1] (which we refer to as TS97 ) addresses exactly the same problem as FastSurv, since the tabu search of [2] (TS98 ) takes link capacities into account. Nevertheless, there are differences in TS98 which make it more efficient. Therefore we made an adaptation of TS98 which does not take link capacities into account (TS*03 ).
As a first series of tests we ran the algorithms on the same physical network Table 2 Tests on the ARPA2 physical network using two logical networks of degree 3 and two of degree 4, with 10 runs per test problem. This table reports 
(figure 4a
). This is because networks with higher connectivity are easier to map survivably, since more alternative paths are available in the logical topology. Also better connectivity of the physical network makes the survivable routing problem easier, since there are more possibilities to spread the clearchannels of each cut set over different physical paths. We ran a series of tests in which we kept the number of nodes constant and varied the connectivity of the physical and the logical network. In all these tests, the number of nodes was 30. In the first set of tests, the number of clear-channels was kept to 45 (degree 3), while the number of links was varied from 34 (degree 2.25, slightly higher connectivity than a ring) to 53 (degree 3.5). In the second set of tests, the number of links was kept to 42 (degree 2.75), while the number of clearchannels was varied from 34 to 57 (degree 3.75). As before, 10 different logical and physical graphs were generated randomly for each combination of parameter values, giving 100 different test problems. As can be seen in figures 7a (for varying number of links) and 7b (for varying number of clear-channels), all three algorithms have an increasing performance with increasing connectivity of both physical and logical graphs, but for FastSurv this increase is faster.
Also in terms of solution time, presented in figures 8a (for varying physical connectivity) and 8b (for varying logical connectivity), FastSurv outperforms the other algorithms. For the tabu search algorithms the evolution in solution time with respect to the logical connectivity (figure 8b) is not monotonic. This is because the tabu search algorithms try to reroute all clear-channels at each iteration: while more clear-channels make the problem easier, they also lead to longer iterations.
Test results for the extended FastSurv algorithm
For the extended algorithm we only compare to TS98 [2] , since it is the only one which takes link capacities into account. As physical networks, we again use the ARPA2 network and the randomly generated networks with increasing number of nodes of the previous subsection, and we give a maximum capacity for each link. The link capacities are the same for each link of the network, but they are set differently for different logical graphs. For the ARPA2 network, link capacities are set to 7 for degree 3 logical networks and to 8 for degree 4 logical networks. For the randomly generated networks, capacities are set to Table 3 Tests on the ARPA2 physical network with link capacities, using two logical net- Fig. 9 . Number of problems routed survivably under link capacity constraints, using random physical graphs of degree 3 and logical graphs of (a) degree 3 and (b) degree 4, with increasing number of nodes, and 100 test problems per network size. visible at some points in the figures (e.g., at 35 nodes in figures 9b and 10b) are due to changes in the link capacities at those points.
Conclusions
We have described FastSurv, a local search algorithm for survivable routing in WDM networks. FastSurv works in an iterative way: in each iteration it improves its previous solution using information learned from solutions of earlier iterations. In an extensive series of test runs, we have compared FastSurv to other algorithms for survivable WDM routing. It gave better results while using much shorter run times. Moreover, the advantages in terms of solution quality and run time became larger for increasing network sizes. Also when increasing the difficulty of the problem by decreasing the connectivity of the physical and logical graphs, FastSurv proved more effective and efficient.
The property of giving high quality results in very short time can be important. As was pointed out in section 2, routing a logical topology survivably on a physical network is normally part of a larger logical topology design algorithm, and a time-consuming algorithm for this subproblem could considerably slow down the larger algorithm. For example, in [11] the authors need to do survivable routing as part of their algorithm, but have to use a greedy heuristic since existing state of the art algorithms take too long.
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