Shape-constrained inference has wide applicability in bioassay, medicine, economics, risk assessment, and many other fields. Although there has been a large amount of work on monotone-constrained univariate curve estimation, multivariate shape-constrained problems are much more challenging, and fewer advances have been made in this direction. With a focus on monotone regression with multiple predictors, this current work proposes a projection approach to estimate a multiple monotone regression function. An initial unconstrained estimator -such as a local polynomial estimator or spline estimator -is first obtained, which is then projected onto the shape-constrained space. A shape-constrained estimate is obtained by sequentially projecting an (adjusted) initial estimator along each univariate direction. Compared to the initial unconstrained estimator, the projection estimate results in a reduction of estimation error in terms of both L p (p ≥ 1) distance and supremum distance. We also derive the asymptotic distribution of the projection estimate. Simple computational algorithms are available for implementing the projection in both the unidimensional and higher dimensional cases. Our work provides a simple recipe for practitioners to use in real applications, and is illustrated with a joint-action example from environmental toxicology.
Introduction
Shape-constrained (e.g. monotone constrained) statistical inference is applied to a variety of dataanalytic problems. In environmental toxicology, for instance, monotone constraints are imposed based on natural assumptions that the response of subjects exposed to certain chemical pollutants will not in general decrease with the increasing pollutant dose [29] . Another common application can be found in disease screening, where the probability of disease is assumed non-decreasing with increasing measurements of a pertinent biomarker [25, 2] . Or in economics, the demand and supply curve is in general assumed to be monotone [10] . Motivated by this large variety of applications, a panoply of statistical approaches has been developed for estimating monotone curves, i.e., onedimensional monotone functions. Frequentist methods in general fall into three categories; the first involves kernel based approaches such as described by [26] , [24] and [13] . The second class of methods models the regression function as a linear span of a spline basis such as in [31] and [21] .
The third class of methods is based on isotonic regression [32, 3] , recent developments of which can be found in [5, 6, 7, 8] and [23] . In addition, a few Bayesian approaches have been proposed in, for example, [9] , [22] , [36] and [37] . Although there is large body of work on estimating monotone curves, shape-constrained problems with respect to multiple predictors, which are, e.g., important in drug interaction studies or in risk analyses involving the joint action of multiple pollutants, are more challenging. This is due to the difficulty in incorporating the multivariate shape constraints. Along these lines, [34] proposes a Bayesian approach for multiple regression using marked point processes, while [22] combines Gaussian processes with projections for estimating a multivariate monotone function. In [11] , a monotone arrangement procedure [19] is applied to an initial unconstrained estimator.
Our motivation here is to develop a theoretically appealing, computationally feasible, and convenientto-implement approach for estimating monotone constrained functions with multiple predictors. We propose use of a projection of some initial, unconstrained estimator of the regression function, i.e., finding the monotone function closest to this initial estimator in some distance norm. Such estimates are intuitive, and can result in reduction of the estimation error compared to that of a naïve initial estimator. Note that a general projection framework for constrained functional parameters, in particular for constrained functions forming a closed convex cone in a Hilbert space, is proposed in [17] . Our approach falls into this general framework; however, our projection algorithm makes use of the fact that the convex cone of a multivariate monotone function is an intersection of a collection of convex cones of univariate monotone functions. We then derive an expression for the projection estimate, making use of unidimensional projections. It can be shown that the projection of an initial estimator onto the space of monotone functions with multiple predictors can be decomposed into sequential projections of an adjusted initial estimator along each univariate direction.
This simplifies the operation substantially, and allows us to suggest computational algorithms for approximating such functions.
In the next section, we study in detail this monotone projection framework and the properties of our projection estimates. In section 3, we describe a bootstrap methodology for constructing confidence intervals. In section 4, we carry out a simulation study to explore the methods' operating characteristics, and we apply our methods to a two-dose, joint-action data set from environmental toxicology. Section 5 ends with a short discussion.
A projection framework for monotone regression with multiple predictors
2.1. Preliminary estimator for the proposed approach. Let x ∈ R p be a p-dimensional predictor and y be a response variable. The response variable can be discrete or continuous, depending on the application of interest. We define the regression function F (x) in a general framework as
For instance, if y is binary, taking values 0 or 1, then take F (x) as the response probability F (x) =
Denote the data as (x i , y i ), i = 1, . . . , n. Without loss of generality, we assume the predictors or covariates satisfy
to be monotone with respect to a natural partial ordering on R p , that is, for x 1 = (x 11 , . . . , x 1p ),
. We are interested in conducting inference on F (x) under the monotonicity constraint.
Denote M as the space of monotone functions on X = [0, 1] p . It can be seen that M is a closed convex cone. Our approach relies on projecting an initial estimator of F (x) on to M. For instance, the initial estimator could be a local polynomial estimator such as the popular kernel estimator or a local linear estimator. Alternatively, one could employ expansions of spline bases such as a Bspline basis. In any case, we will show the resulting projection estimates exhibit desirable theoretical properties as well as good finite-sample performance. Efficient computational algorithms are also straightforward to develop for implementing our approach.
To illustrate, we first consider a local polynomial regression estimator for a one-dimensional curve. Let K(x) be a kernel function with K(x)dx = 1, xK(x)dx = 0 and x 2 K(x)dx < ∞.
An initial local polynomial estimator of F (x) can be simply
which can be fitted easily via weighted least squares.
Another popular class of methods for nonparametric regression involves spline models [39] . More precisely, one can construct a class of initial estimators by modeling the regression function as a linear span of a spline basis, the most of popular of which is the B-spline basis [16] . Given the knot sequence τ 1 , τ 2 , · · · , τ N , the cubic B-spline basis {B j,4 } 4 j=1 is defined recursively as follows: 3, 4) .
With this, one obtains an initial estimator of F (x) as a linear combination of the spline basis functions. Using the B-spline basis above, this sets
Here λ is a smoothing parameter that controls the tradeoff between tighter fit to the data and smoothness of the estimates. We refer to [38] for a general reference on smoothing splines.
For the multivariate case, one can easily obtain a kernel based initial estimator by employing a multivariate kernel K. Or one can obtain an initial estimator using tensor product B-splines [16] .
For example, take p = 2 with the two-dimensional function F (x 1 , x 2 ). Let {B i1 (x 1 )}, i = 1, . . . , N 1 , be a B-spline basis along the x 1 direction, and {B j2 (x 2 )}, j = 1, . . . , N 2 , be a spline basis along the x 2 direction. A tensor product spline basis is given by {B i1 B j2 }, i = 1, . . . , N 1 , j = 1, . . . , N 2 . The multivariate function is modeled as a linear span of the tensor product B-spline basis. An initial estimator F (x 1 , x 2 ) can be obtained by minimizing the objective function
With any initial estimator F (x 1 , x 2 ), one then projects F (x 1 , x 2 ) onto the monotone space M, which produces our ultimate estimator of F (x 1 , x 2 ). We now proceed to give a rigorous definition of this projection and characterize its properties in the next subsection.
2.2.
A projection framework for shape constrained estimators. Let w be a function on X = [0, 1] p . We define the projection of w onto the constrained space M as
That is, the projection estimate is defined to be the element in M that is closest to the initial (pre-projected function) estimator in L 2 distance.
Recall M = M[0, 1] p , which is the space of monotone functions on [0, 1] p . Focusing initially on the p = 1 case, (2.3) has the following closed form solution (see [22] and [1] )
(2.4)
The existence and uniqueness of the projection follow from Theorem 1 in [33] .
Letting h be any function on [0,1], the greatest convex minorant of h is defined by
The solution (2.4) is the slope of the greatest convex minorant of w(t) = t 0 w(s)ds.
Remark 2.1. The projection in (2.4) can be well approximated using the pooled adjacent violators algorithm [3] .
One can easily generalize the above one-dimensional projection algorithm to multiple dimensions (p > 1). Take p = 2; for which the following algorithm [22] converges to the two-dimensional projection P w = argmin
Algorithm 1. For any fixed t, w(s, t) is a function of s and we use the projection (2.4) to obtain a monotone function in s. We perform this projection for all values of t, and denote the resulting 
). Letting i = 2, . . . , k, in the ith step we obtain w (i) by projecting w + T (i−1) along the s direction for every fixed t value in [0,1] and w (i) as the projection of w + S (i) along the t direction for every fixed s value in [0,1]. The algorithm terminates when w (i) or w (i) is monotone with respect to both s and t for some step i.
Via an induction argument, one can show that projecting a p-dimensional function onto M[0, 1] p with p > 2 can be characterized similarly to Algorithm 1, above, by introducing p residual sequences.
Given an initial estimate F (x), we denote the projection estimate of F (x) under the shape constraints as F (x) with
F (x) is the ultimate estimate used for inference.
The following propositions show that F (x) is 'closer' to the true regression monotone function F (x), compared to the initial estimator F (x). As a consequence, F (x) produces smaller error in the L 2 norm compared to that of the initial estimator F (x).
Then the following holds:
For a proof, see the Appendix.
Corollary 2.2 follows immediately from Proposition 2.1.
where λ n → 0 as n → ∞. Then
In the one-dimensional case, we can derive more general results on the reduction in estimation error for the projection estimator.
Let Φ be any convex function and F (x) be an initial estimator of F (x), such as a kernel estimator or a spline estimator. Let F (x) = P F (x) (x). One has
Proof. Taking Φ = x q in Theorem 2.3, (2.10) follows. As q → ∞, (2.9) holds. Note that a different proof for (2.9) is given in [22] .
The following proposition concerns the asymptotic distribution of the projection, which follows from the general results of Theorem 3.4 in [17] .
for some t n → 0 as n → ∞, then F (x 1 , . . . , x p ) is monotone with respect to x k at any fixed value of the other coordinates. It is not difficult to see that M is the intersection of the p convex cones M 1 , . . . , M p , i.e., M = ∩ p k=1 M k . The projection algorithm (Algorithm 1) can be viewed as a sequential projection of a p-variate function onto each convex cone M k , while at each step the projected function is adjusted by adding residual sequences from the previous step. Note that similar algorithms consisting of a projection step and an adjustment step hold for any space that can be written as the intersection of a collection of convex cones (see [4] ).
Bootstrap confidence intervals
In this section we appeal to the bootstrap [12] for constructing confidence intervals from our estimators. Consider the following procedure for generating a nonparametric estimate, along with confidence intervals, for a monotone function F (x). The data are (x i , y i ) pairs, i = 1, . . . , n.
(1) Fit the curve to obtain an initial estimator F which need not satisfy the monotonicity constraint(s).
(2) Project the estimate onto M, the space of monotone functions. Call this projected estimate F , and let e i = y i − F (x i ) be the residual of the ith point from the monotone estimate.
(3) Repeat the following procedure B = 2000 times.
(a) Resample the residuals with replacement, yielding e 1 , . . . , e n .
(c) Apply steps 1 and 2 to the bootstrapped points (x i , y i ) to yield F .
(4) Collect the B different bootstrapped estimates F . We adopt percentile-based methods for constructing point-wise confidence intervals [15] . For example, the lower and upper 95% confidence bounds of F (x) are given by the 2.5 percentile and 97.5 percentile of the ranked bootstrapped estimates, respectively.
In the next section, both a simulation study and a real data example are presented to illustrate use of the bootstrap procedure for constructing 95% pointwise confidence intervals on the monotone regression function in Section 4.
Simulation studies and data analysis
In this section we report the results of a series of short Monte Carlo simulations used to gauge selected operating characteristics of the projection estimator. We also illustrate the methodology using a contemporary data set from environmental toxicology.
4.1.
Root mean squared errors. To study the various features of our projection estimators, we simulated data from a variety of one-, two-, and three-predictor monotone regression models under a normal parent distribution. For example, with one predictor, x 1 , we generated y i ∼ N F (x i1 ), σ 2 , i = 1, . . . , n with n set to 100, where the covariates were taken to be equidistant on their domain, and the mean function F (x 1 ) was chosen from a class of monotone curves originally proposed by [20] and [27] : The standard deviation parameter σ was varied over a range of σ = 0 (i.e., a purely deterministic response), 0.1, 0.2, . . . , 1.2, 1.3. These same models were also employed at n = 100 and σ = 1 in a comparative study by [36] .
Each simulation was replicated 50 times for every value of σ, and the square root of the empirical root mean squared error (RMSE) for the projection estimator was recorded using either a kernel estimator or a cubic spline estimator for the initial F (x). More precisely, the RMSE is defined as
These resultant RMSEs using either initial estimator were then averaged over the 50 replicate simulation trials for each model. The results are summarized in Figure 1 for the initial kernel estimator (top) and the initial spline estimator (bottom). One sees that the average RMSE rises gradually but consistently with increasing σ, and that these errors are substantially higher with both the step function, F 13 (x), and the mixture function, F 18 (x), models. By contrast, the flat function, F 11 (x), and half-normal function, F 17 (x), models separate out with lower average RMSEs as σ rises. Also, for many values of σ, the average spline-based RMSE exceeds the average kernelbased RMSE. Table 4 .1 gives further detail on the one-predictor RMSE simulations, by reporting the average RMSEs and the standard error of the RMSES at σ = 1 2 and σ = 1 across all models. Note that the standard errors of the 50 RMSE values are quite small, indicating that there is small variability for the average RMSE.
For the two-predictor setting with x 1 and x 2 , we again generated y i ∼ N F (x i1 , x i2 ), σ 2 , i = 1, . . . , 100, with σ ranging over σ = 0, 0.1, . . . , 1.3. Now, (x 1 , x 2 ) ∈ [0, 1] × [0, 1] and the twodimensional mean functions were taken from a study considered in [34] : 2  2  2  2  2  2  3  3  3  3  3  3  3  3  3  3  3  3  3   3 σ   Average RMSE   2   2   2  2  2  2  2  2  2  2  2   2  2  2  3  3  3  3  3  3  3  3  3  3  3  3  3 
RMSE results, Spline
The consequent average RMSEs are plotted in Figure 2 , separated by initial kernel estimator (top)
and initial spline estimator (bottom). The broad patterns appear similar to those seen with one predictor, although there is less separation/distinguishablity in the RMSEs across models. Also, the spline-based RMSEs are often much closer to their kernel-based cousins, although for large σ the former generally still exceed the latter. Table 2 reports the average RMSE values at σ = 1 2 and σ = 1.
Lastly, we simulated n = 100 data points from models whose true regression functions involve three predictors, x 1 , x 2 , x 3 , where each x j ∈ [0, 10], and again using a Normal model with constant Table 1 . The mean and standard error of one-predictor root mean square errors (RMSEs) for simulated data at n = 100, averaged across 50 simulation replicates, listed by underlying mean function F (x 1 ) from Sec. 4.1 and standard deviation parameter σ. we employed the following collection:
Fifty replicate trials were generated under each model configuration, and from these the average RMSEs were calculated. These are plotted as a function of σ in Figure 3 , again separated by initial kernel estimator (top) and initial spline estimator (bottom). The broad patterns appear more similar to those seen in the one-predictor setting. Table 3 reports the average RMSE values at σ = 1 2 and σ = 1. 4.2. Bootstrap interval coverage. We also used our simulation approach to explore the pointwise coverage characteristics of the bootstrap confidence intervals from Section 3. Following the same procedures described in Section 4.1, we generated pseudo-random data y i ∼ N F (x i1 ), σ 2 , i = 1, . . . , 100, where the one-predictor mean function F (x 1 ) was chosen as either the sinusoidal (F 12 ) or logistic (F 16 ) form listed above. The standard deviation parameter was set to σ = 1. The predictor variable was again taken over x 1 ∈ [0, 10). We also generated pseudo-random two-predictor data:
. . , 100, where the two-predictor mean function F (x i1 , x i2 ) was chosen as either function F 21 or F 26 from above. As there, the predictor variables were taken over the unit square. For both the one-predictor and two-predictor settings, 2000 samples were generated at each parameter configuration. To study pointwise coverage in the one-predictor case, we evaluated how often out of the 2000 replicate simulations the bootstrap intervals contained the true mean response at a series of values for x 1 over the range 0.5, 1.5, 2.5, 3.5, 5.5, . . . , 9.5. We set the nominal pointwise confidence level to 95%. The empirical coverage rates appear in Table 4 , where we see the bootstrap procedure x 1 Mean function, F (x 1 ) 0.5 1.5 2.5 3.5 5.5 6.5 7.5 8. 5 In similar fashion, we calculated pointwise empirical coverage with the two-predictor models over a series of (x 1 , x 2 ) pairs in the unit square. Table 5 displays the predictor pairs and the consequent coverage rates. We find that the bootstrap procedure again generally contains the true mean function pointwise values at or near the nominal level. Some degradation in coverage is seen at the origin (0, 0), and for F 21 (x 1 , x 2 ) also at the corner points (0, 1) and (1, 0). in practice, we consider two-predictor data from an environmental toxicology experiment described in [14] . Two potentially hazardous agents, dichlorodiphenyltrichloroethane (DDT) and titanium dioxide nanoparticles (nano-TiO 2 ), were studied for their ability to induce cellular damage (as micronucleus formation) in human hepatic cells. The two predictor variables here are taken as log-transformed concentrations of the toxins: x 1 = log 10 (DDT) + 4 and x 2 = log 10 (TiO 2 ) + 3.
(Control doses at zero concentrations were adjusted using consecutive-dose average spacing, from [28] .) The data in Table 4 .3 show proportions of cells exhibiting damage after exposure to various combinations of x 1 and x 2 .
We applied our monotonic projection method to these data in which an initial kernel estimator is used, in order to estimate the probability of response over the range of log-transformed doses.
From this, pointwise 95% bootstrap confidence bounds were also calculated, based on 2000 bootstrap samples. The bootstrap bounds and function estimate are plotted in Figure 4 . The display shows that the effect of TiO 2 is slight, but the effect of DDT is marked. The probability of cellular damage Table 6 . Proportions of human hepatic cells exhibiting micronuclei after exposure to DDT (as predictor variable x 1 ; see text) and nano-TiO 2 (as predictor variable x 2 ; see text); adapted from [35] . rises quickly with exposure, then levels. It then jumps up further after a concentration of about 0.05 µmol/L, such that the response appears to be essentially a step function. Table 4 .3 on proportions of human hepatic cells exhibiting micronuclei (per 3,000). The function estimate and observed data are in black, and bounds are in gray. The concentrations are given in their log 10 scale
Discussion
We propose a general projection framework for estimating multiple monotone regression func-
tions. An initial naive estimator such as the kernel or spline estimator is first obtained, which is projected onto the monotone space serving as the ultimate estimate of the true monotone regression regression. The projection estimate is shown to reduce estimation error, compared to that of an initial estimator. Efficient computational algorithms are available for approximating the estimates.
A simulation study and a data example show that the estimates possess practical finite-sample performance.
The methods exhibit good performance, although future work can expand their practicality. For example, it is of both theoretical and practical interest to extend the pointwise confidence bounds on the estimated surface into simultaneous confidence bands. Constructing confidence bands for nonparametric regression functions is overall a very challenging problem (see. e.g., [30] ) and we hope to report results on this under our shape constraint framework in a future work.
Appendix
Proof of Proposition 2.1. Our proposition falls as a special case of Lemma 2.3 of [17] , we give another proof here which gives more insights onto the projection algorithm.
By Algorithm 1, the multivariate projection is obtained by a collection of sequential one-dimensional projections. Let w = F (x) be the pre-projected estimate and P w = F (x) be the projection of w.
We first prove that Proposition 2.1 holds for p = 2, the two-dimensional projection. Therefore,
Note that P w is the limit of w (k) and w (k) , where w (k) is the one-dimensional projection of w+T (k−1)
along the s direction for any t, and w (k) is the one-dimensional projection of w + S (k) along the t direction for any s. In the following, we proceed to show that for any k,
i.e., that the norm of the sequence w (k) and w (k) is not increasing. In order to do so, we first introduce the notion of cones and dual cones of functions. Let C s be the cone of the continuous functions f (s, t) which are monotone with respect to s for any t, and C t be the cone of continuous functions which are monotone with respect to t for any s. Define their dual cones C * s and C * t as for all f ∈ C t and any fixed s. By Lemma A1 of [22] , the following holds: Then, one has for every f ∈ C, Let u = F (x) − F (x) and v = F (x) − F (x). Then
Thus, 
