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Matrix product states and their continuous analogues are variational classes of states that capture quantum
many-body systems or quantum fields with low entanglement; they are at the basis of the density-matrix renor-
malization group method and continuous variants thereof. In this work we show that, generically, N -point func-
tions of arbitrary operators in discrete and continuous translation invariant matrix product states are completely
characterized by the corresponding two- and three-point functions. Aside from having important consequences
for the structure of correlations in quantum states with low entanglement, this result provides a new way of
reconstructing unknown states from correlation measurements, e.g., for one-dimensional continuous systems of
cold atoms. We argue that such a relation of correlation functions may help in devising perturbative approaches
to interacting theories.
Quantum states of many-body systems or fields are charac-
terized by theirN -point correlation functions. Unsurprisingly,
given their central status in the respective theories, there are
many ways in which such correlation functions can be book-
kept in terms of as simple as possible mathematical objects.
For instance, prominent perturbative methods for the descrip-
tion of interacting field theories make extensive use of the
relation between high order and two-point correlators [1, 2].
These methods, supported by Isserlis’ or Wick’s Theorem [2],
give rise to a practical way of identifying the propagators as
the basic objects for the description of the situation at hand,
as well as an interpretation in terms of virtual processes.
In this work we show that, remarkably, generic transla-
tion invariant matrix product states [3–6] and their continu-
ous analogues, cMPS or holographic states [7, 8] are com-
pletely characterized by their two- and three-point functions.
These states comprise a variational state class that approxi-
mates states with limited spatial entanglement well—a ubiq-
uitous property for good reasons [5, 6]—and are at the basis
of the seminal density-matrix renormalization group (DMRG)
method [6] and continuous versions thereof [7]. What is more,
in our approach states and corresponding operators can be
constructed such that their N -point correlation functions are
completely characterized by their correlators of up to arbitrary
odd order. We do so by proposing an explicit construction
procedure of how to reconstruct higher-order correlation func-
tions from lower order ones. This insight has a number of
interesting consequences.
To start with, a fruitful research program has emerged in re-
cent years of revisiting questions in many-body theory within
the variational set of matrix product states, now seen as a
“theoretical laboratory”. This approach has the appealing fea-
ture that some links and statements that are in all generality
too hard to capture analytically can be formulated in a com-
pletely rigorous fashion. In this mindset, complete classifi-
cations of quantum phases have been given, new instances of
Lieb-Schultz-Mattis theorems proven, or phase transitions of
arbitrary order identified [9]. Our statement provides a new
tool to grasp the structure of matrix product states and their
analogues for quantum fields.
Our result also identifies matrix product states as a varia-
tional class that is similar to, but yet beyond, quasi-free ap-
proaches. This observation may be even more interesting in
the light of the fact that it is not straightforward to construct
natural classes generalizing Gaussian states: For example, it is
known that any unitary evolution generated by quadratic poly-
nomials in the canonical coordinates maps Gaussian states to
Gaussian states. If one looks at the closure of the unitaries
generated by the quadratic polynomials and a single further
term, say, of third order, one does not arrive at a meaningful
new variational class, but in fact generates a set dense in all
unitaries [10].
More practically speaking, our result clearly opens up novel
ways to think of reconstruction methods for quantum states.
We show how one dimensional lattice states and states of con-
tinuous systems such as cold atoms on top of atom chips [11]
can be reconstructed or approximated using low order corre-
lation data only.
Finally, the most important implications may come from a
fundamental insight into the inherent structural properties of
correlations as such. Our result shows that many physically
relevant states of limited entanglement are corresponding one-
to-one to families of meromorphic functions with interdepen-
dent poles.
Matrix product states. The main theorem of this paper ap-
plies to generic translation invariant (continuous) matrix prod-
uct states in the thermodynamic limit. Let us define what this
means and fix some basic notation. A discrete matrix product
state vector of an ν-partite spin system with periodic boundary
conditions is given by
|ψMPS〉 =
∑
sν ,...,s1
Tr
[
A(ν)[sν ] . . . A
(1)[s1]
]
|sν , . . . , s1〉 ,
(1)
where A(i)[si] ∈ Cd×d for all i. In this work we will focus
on the thermodynamic limit, i.e. ν → ∞, and the translation
invariant case, i.e. A(i)[s] = A(j)[s] for all i, j. The finite
bond dimension d will be arbitrary but fixed. In this setting,
correlation functions of a set of operators {Oj} labeled by an
2index j and with support on (different) sites ik with 0 = i1 <
. . . < iN take the form
〈O
(iN )
jN
O
(iN−1)
jN−1
. . . O
(i1)
j1
〉
= Tr
[
M [jN ]EiN−iN−1−1M [jN−1] . . .M [j1]E∞
]
=: C
(N)
j (n),
(2)
with M [j] =
∑
m,nA
∗[m] ⊗ A[n] 〈m|Oj |n〉, the transfer
matrix E =
∑
sA
∗[s] ⊗ A[s], and E∞ := limn→∞En,
which exists when the state is normalized. The star indi-
cates complex conjugation of the matrix elements. We have
written the distances in a compact form as n = (i2 − i1 −
1, . . . , iN − iN−1 − 1) ∈ Z
N−1 and summarized likewise
j = (j1, . . . , jN ). It is possible to consider finite dimensional
and infinite dimensional local systems; in the latter case the
matrices A[s] have to be chosen such that the infinite sums
converge.
The expectation values are invariant under simultaneous
conjugation of all M [j] and E with some invertible ma-
trix, making it possible to consider an equivalent formulation
where E is in its Jordan normal form (JNF), i.e. E 7→ J(E).
We call the MPS generic if J(E) has non-degenerate diago-
nal entries µ1, . . . , µd2 and, moreover, if the largest absolute
value occurs only once. We order the diagonal elements by
their absolute value, in descending order. Note that in the ther-
modynamic limit normalization implies |µi| ≤ 1, where the
one with the largest magnitude equals unity, i.e. µ1 = 1. In
the future, we will simply say eigenvectors when we mean
the right eigenvectors, i.e. E |i〉 = µi |i〉. The number of
Schmidt coefficients, and hence the entanglement belonging
to any contiguous bipartition of regions, is limited by 2d.
Continuous MPS. A one dimensional non-relativistic
bosonic quantum field can be described in terms of field op-
erators Ψ(x) and Ψ†(x), with [Ψ(x),Ψ(x′)†] = δ(x − x′)
and Ψ(x)|0〉 = 0, where |0〉 is the vacuum. A particular class
of one dimensional quantum fields is that of continuous MPS
(cMPS) or holographic states [7] with state vectors
|ψcMPS〉 = Traux
[
Pe
∫
L
0
dxQ(x)⊗1+R(x)⊗Ψ†(x)
]
|Ω〉 , (3)
where Q(x) and R(x) are x-dependent finite-dimensional
complex matrices acting in a d-dimensional auxiliary space.
Similar to the case of MPS, we focus on translation invariant
cMPS, having constant Q and R, in the thermodynamic limit
L→∞. It is useful to introduce the Liouvillian matrix
T = Q∗ ⊗ 1+ 1⊗Q+R∗ ⊗R. (4)
A state of such a quantum field is completely characterized
by all the possible normal ordered correlation functions of the
operators Ψ(x) and Ψ†(x) e.g.
〈Ψ†(x2)Ψ
†(x5) . . .Ψ(x4)Ψ(x3)Ψ(0)〉, (5)
where the order of position labels is such that they increase in
size from left to right within the Ψ†, decrease within the Ψ,
and 0 = x1 < . . . < xN . Correlation functions of cMPS are
given by expressions involving only the auxiliary space. Let
eT∞ be a short notation for limL→∞ eTL; this limit makes
sense when the state is normalized.
For translation invariant cMPS, we consider the differences
between points, τi = xi+1 − xi and summarize them in a
vector notation τ = (τ1, τ2, . . . , τN−1) ∈ RN−1. Let the
matrices M [j] be equal to R∗ ⊗ 1, 1 ⊗ R or R∗ ⊗ R etc.
With this notation we represent all N−th order correlation
functions in a compact and straightforward way. For example
〈Ψ†(x2)Ψ
†(x3)Ψ(x2)Ψ(0)〉
= Tr
[
M [1]eTτ2M [3]eTτ1M [2]eT∞
]
=: C
(3)
j (τ ) (6)
with τ = (x2, x3 − x2), j = (1, 3, 2), and M [1] = R∗ ⊗ 1,
M [2] = 1 ⊗ R and M [3] = R∗ ⊗ R. Note that also in this
case a gauge transformation is possible, corresponding to a si-
multaneous conjugation of T and the matrices M [j] by an in-
vertible matrix, so that we can always go to a picture where T
is in its JNF. The relationship between cMPS and channels di-
rectly implies [12] that the diagonal elements λ1, λ2, . . . , λd2
of J(T ) are closed under conjugation. We call the cMPS
generic if J(T ) has a non-degenerate diagonal and, moreover,
the largest real part occurs only once. We order the eigenval-
ues in descending order by their real parts; the normalization
of cMPS implies that it is non-positive and the largest one is
zero, i.e. λ1 = 0.
Main result. In general, to characterize the full state of a
quantum system one needs to specify all the correlation func-
tions. One may ask the following question: “Is it possible to
completely characterize a (continuous) matrix product state
from low order correlation functions?” With the only initial
assumption of a bond dimension d, we will show how to:
1. Certify that the given (c)MPS is generic.
2. Reconstruct the full state of a (c)MPS from low order
correlation functions once 1. has been verified.
Both aspects will be studied in detail in the following.
Data structure and transformations. We will use both the
Z- and the Laplace transform of correlation functions in their
multi-dimensional form. For discrete MPS, the Z-transform
Z
(N)
j (s) =
∑
n1,...,nN
sn11 . . . s
nN
N C
(N)
j (n), s1, . . . , sN ∈ C
(7)
is applicable. Similarly, we have a Laplace transformation of
the cMPS correlation functions
L
(N)
j (s) =
∫ ∞
0
dN−1τe−s·τC
(N)
j (τ ), s1, . . . , sN ∈ C.
(8)
Depending on the correlation data, these transformations will
not converge everywhere. The key observation is that un-
der the assumption of a non-degenerate diagonal of J(E), we
3have
C
(N)
j (n) =
d2∑
k1,...,kN−1=1
c
(N)
j (k1, . . . , kN−1)
× (µkN−1)
nN−1 . . . (µk1 )
n1 , (9)
where
c
(N)
j (k1, . . . , kN−1) =
〈1|M [jN ] |kN−1〉〈kN−1|M
[jN−1] . . . |k1〉〈k1|M
[j1] |1〉 ,
(10)
and {|k〉} denotes the basis where E obtains JNF. Note that
E∞ = |1〉〈1|. Considering |µi| ≤ 1 with µ1 = 1, we deduce
that the Z-transform—as a function in the complex variables
{s1, . . . , sN−1}—converges within the product of unit disks
around the origin. It is possible, starting from this region, to
reconstruct the whole meromorphic function (its poles and the
residues) by analytic continuation. Another way of dealing
with e.g. experimental data, would be to fit functions of the
given form using only the unit disk as support. Summarizing,
we have access to
Z
(N)
j (s) =
d2∑
k1,...,kN−1
c
(N)
j (k1, . . . , kN−1)
(1− µk1s1) · · · (1− µkN−1sN−1)
.
(11)
Similar considerations apply to cMPS correlations, which, un-
der the assumption of non-degenerate J(T ), turn into
C
(N)
j (τ ) =
d2∑
k1,...,kN−1=1
c
(N)
j (k1, . . . , kN−1)
× eλk1τ1 . . . eλkN−1τN−1 (12)
with the same symbols c(N)j (k1, . . . , kN−1) as defined in Eq.
(10). The integral in Eq. (8) yields meromorphic functions in
higher dimensions of the form
L
(N)
j (s) =
d2∑
k1,...,kN−1
c
(N)
j (k1, . . . , kN−1)
(λk1 − s1) · · · (λkN−1 − sN−1)
.
(13)
Since Reλi ≤ 0, the region of convergence of the integral in
Eq. (8) is the product of complex half-planes with positive real
part. Being a meromorphic function, it can be reconstructed
using this data. Note that now eT∞ = |1〉〈1|. The fact that the
diagonal of J(E) and J(T ) is non-degenerate and has only
finitely many elements played a crucial role in the derivation
of the form of Eqs. (9) and (12).
Reconstruction theorem. The form of the equations (11)
and (13) implies that all poles are elements of {λi} and
{µ−1i }, respectively. Depending on whether the correspond-
ing residues c(N)j (k1, . . . , kN−1) are zero or not, the trans-
forms of the correlation data may or may not reveal poles at
these points. This makes it useful to give the following defi-
nition.
Definition 1 (p-number) Given a (c)MPS with bond dimen-
sion d, we define the p-number as the minimum order p such
that d2 distinct poles appear in the Z- or Laplace transforms,
respectively, in at least one correlation function of order less
or equal to p. If the minimum does not exist we say that the
p-number is infinite.
Note that in this definition, we only need one correlation func-
tion of any subset of operators of interest to show all poles in
one of its arguments, in order to derive the p-number. This
provides a solution to the first task: If the p-number of a
(c)MPS is finite, we can directly claim that E or T have a
non-degenerate Jordan diagonal. Now we are going to study
in more detail not only the poles but the full structure of cor-
relation functions of (c)MPS. We work in the basis where E
or T are in JNF. If a function Z(N)j or L
(N)
j is given, each co-
efficient c(N)j (k1, . . . , kN−1) can be extracted by finding the
residue of the corresponding multi-pole. We can finally state
the main theorem:
Theorem 1 (Computing higher from lower correlation
functions) A generic, translation invariant (c)MPS in the
thermodynamic limit with p-number p is completely charac-
terized by the correlation functions of order ℓ ≤ 2p− 1.
Proof: We merely need to consider the case in which p is fi-
nite. From the definition of the p-number we know that J(E),
respectively J(T ), have a non-degenerate diagonal in the JNF,
whose entries can be recovered from (the pole structure of the
transforms of) the correlation functions of order N ≤ p. This
reduces the reconstruction of correlation functions to the re-
construction of the coefficients in Eq. (10). The problem is
now to express every coefficient
c
(N)
j (k1, . . . , kN−1) = M
[jN ]
1,kN−1
M
[jN−1]
kN−1,kN−2
. . .M
[j1]
k1,1
,(14)
each associated with a unique set of poles, in terms of low
order coefficients c(ℓ) with ℓ ≤ 2p− 1. From the definition of
the p-number we know that for each index k there is at least
one non-zero coefficient c(p(k))
j(k) (..., k, ...) 6= 0, with p(k) ≤ p
and fixed j(k), having k as one of its indices. This allows us
to write d2 different versions of the identity (this is a scalar)
1(k) =
M
[j(k)p(k)]
1,⋆ . . . M
[j(k)ℓ′ ]
⋆,k M
[j(k)ℓ′−1]
k,⋆ . . . M
[j(k)1]
⋆,1
c
(p(k))
j(k) (..., k, ...)
,
(15)
where k = 1, 2, ..., d2, and the symbol ⋆ stands for other in-
dices which are irrelevant. Now we reorder the matrix ele-
ments in the numerator by shifting all matrix elements on the
r.h.s. of the index k simultaneously to the l.h.s., leaving the
order of the other indices untouched, i.e. in the following way
1(k) =
M
[j(k)ℓ′−1]
k,⋆ . . . M
[j(k)1]
⋆,1 M
[j(k)p(k)]
1,⋆ . . . M
[j(k)ℓ′ ]
⋆,k
c
(p(k))
j(k) (..., k, ...)
.
(16)
4We can finally put all these resolutions of the identity between
the matrix elements in Eq. (14)
c
(N)
j (k1, . . . , kN−1) =
M
[jN ]
1,kN−1
1(kN−1)M
[jN−1]
kN−1,kN−2
1(kN−2) . . . 1(k1)M
[j1]
k1,1
. (17)
We recognize, in the numerator, several new strings of ma-
trix elements resulting from the insertion. They have the same
structure as in Eq. (14) but a lower order ℓ ≤ 2p − 1. This
means that, for every N , all the coefficients c(N) can be writ-
ten in terms of c(ℓ) with ℓ ≤ 2p−1. In other words, correlation
functions of order less or equal to 2p− 1 are enough to recon-
struct all the others. This proves the validity of the theorem.
Example. It is instructive to consider the following case.
Given an MPS or a cMPS with finite d, let the operators
Oj and the state be such that the corresponding matrices
M˜ [j] = XM [j]X−1 have only non-zero elements. Here
J(·) = X · X−1 is the conjugation that takes E, T to their
JNF. Note that the probability to have this situation in an ex-
periment, or using a randomized (c)MPS and operators Oj , is
one. Under this condition, all two-point function transforms
show all the poles, hence p = 1. Computationally, all residues
of all the poles of all N -point functions with N ≤ 3 can be
obtained. Hence we can, using the construction above, give
explicit formulas that express all N -point functions in terms
of the 2- and 3-point functions.
Applications in tomography. The framework established
here opens up novel ways to reconstruct unknown low-
entanglement states from correlation data alone. Our ap-
proach gives rise to a complementary picture to the method
of reference [13], where the reconstruction is based on tomo-
graphic estimation of certain reduced states. We moreover ad-
dress quantum field states and continuous systems, for which
no method is known altogether. Consider the application to
correlation data of atom counting experiments, or of split and
recombined Bose condensates [11, 14]. See the Supplemen-
tary material for detailed instructions.
Location of poles and decay behavior. The decay behav-
ior of contributions to the correlations follows directly from
the position of the poles on the complex plane: note the re-
lation between poles and diagonal elements: si = µ−1i and
si = λi, respectively. The MPS poles describing slow decay
are sitting close to the unit circle, and the cMPS poles of this
kind are close to the imaginary axis. An inclusion of matrix
dimensions in a reconstruction of only a subspace of the aux-
illiary space can be guided by the relevance of the poles for
the desired range of correlations.
Outlook. A stimulating insight is given by the mathemati-
cal structure of the correlations, which are, as shown, related
to meromorphic functions with interdependent residues. The
structure of correlations is moreover linked to the quantitative
limitation of entanglement between spatial regions on a fun-
damental level.
One might speculate that based on the findings above—in
particular the relations of higher order correlations to two- and
three-point functions—some new insight into diagrammatic
perturbative methods could be obtained. One future direction
of investigation are virtual processes. In well-known pertur-
bative methods for interacting field theories, the states of the
interacting theory are described in terms of states of the non-
interacting counterpart. This leads to a description in terms
of quasi-free states, determined by their two-point correlators,
and puts the focus on propagators and an interpretation of the
theory in terms of virtual processes. While this approach al-
lows to predict experimental data with very high precision [1],
it gives rise to conceptual problems [17]. Hence, transfer of
the structures discussed here to a relativistic setting might be
interesting.
Of course, the relations underlying our approach are
already summarized in a computationally efficient formal
framework: the family of states known under the name of
MPS, cMPS, and instances of projected entangled pair states.
This means, given experimental data with the relations above,
an optimal book-keeping device would be e.g. an MPS. How-
ever, say, series expansions in a perturbation approach starting
from MPS and potentially leaving this class of states due to
closing gaps etc. give rise to different sets of terms with differ-
ent structure, and the MPS scheme is only one possible way
to interpret it. A different summation order might yield a dif-
ferent optimal book-keeping device in this context.
In a related line of thinking, there is the possibility that the
meromorphic structure of the correlations, together with the
interdependencies of the poles, enable a different mathemat-
ical understanding of the underlying renormalization proce-
dure. Such an understanding might help to find variations of
the renormalization procedure, including possibly meaningful
and computationally efficient extensions of MPS and cMPS to
higher dimensions.
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APPENDIX
Quantum dynamical semi-groups
There is a strong formal relationship between cMPS with
bond dimension d and quantum channels which are ele-
ments of a completely positive continuous one-parameter
semi-group in d-dimensional Hilbert spaces, called Marko-
vian quantum channels. For such elements Tx there exists
a generator L with L∗(1) = 0 such that
Tx = e
xL (18)
for all x ≥ 0. The generator L of the family of quantum
channels is necessarily of the form
L(ρ) = −i[ρ,H ]−
1
2
∑
j
(
R†jRjρ+ ρR
†
jRj − 2RjρR
†
j
)
.
(19)
Using the isomorphism relating a density matrix defined on
a d-dimensional Hilbert space to its vector form in a d × d-
dimensional Hilbert space,
ρ(x) 7→ |ρ(x)〉 =
d∑
i,j=1
ρi,j(x)|i〉|j〉, (20)
the above generator takes the form
L = −iH∗ ⊗ 1+ i1⊗H
−
1
2
∑
j
(
RTj R
∗
j ⊗ 1+ 1⊗R
†
jRj − 2R
∗
j ⊗Rj
)
.(21)
The Liouvillians encountered above are Liouvillians in this
sense, where we merely have a single Lindblad operator R.
With
Q = iH −
1
2
R†R, (22)
one has
L = Q∗ ⊗ 1+ 1⊗Q+R∗ ⊗R, (23)
which the Liouvillian defined in the main text. Since the spec-
trum of L is taken to be non-degenerate, there exists a unique
stationary state, given by
ρss = lim
x→∞
exL(ρ) (24)
for every ρ. The generator is also gapped, so that convergence
to the stationary state is exponential. Such families of quan-
tum channels are sometimes referred to as being relaxing.
Applications in tomography
The framework established here opens up novel ways to re-
construct unknown low-entanglement states from correlation
data alone, in the sense of tomographic reconstruction. Our
ideas seem promising for, but are not limited to, the tomo-
graphic reconstruction of quantum field states and continu-
ous systems, for which no method is known altogether. Con-
sider the application to correlation data of atom counting ex-
periments, or of split and recombined Bose condensates [11],
where a reconstruction of quantum field states is disirable and
possible using our approach [14].
The result obtained here is primarily a structural statement:
Surprisingly, MPS and cMPS are generically fully determined
by their two- and three-point correlation functions. Now, con-
sidering that for a scalable procedure, one necessarily has to
make use of data structures that are efficient in the system size,
this structural properly is very useful for a reconstruction of
states. Both for MPS and cMPS, this insight gives rise to a
tomographic method. For the former, the tomographic proce-
dure related to the structural analysis in the formal framework
as given here is complementary—yet completely different in
spirit—to the one recently given in Ref. [13]. It is instructive
to stress the differences between both methods.
In Ref. [13] it had been considered how to reconstruct a
generic MPS/MPO from the reduced density matrix ρk, sup-
ported on k contiguous sites, if a technical invertibility crite-
rion is met. Upper bounds for k can be deduced for a given
bond dimension d by applying the theory of Ref. [4]. As a rule
of thumb, one has to combine contiguous local sites such that
6the resulting effective local dimension is larger than or equal
to the matrix dimension d. The number k will hence usually
be much larger than 3, depending on the matrix dimension
d. Eventually, the procedure in Ref. [13] relies on complete
tomographic knowledge of ρk to reconstruct the MPS/MPO.
In this article, in contrast, we state that the MPS—as a func-
tional over certain operator sets—can be reconstructed from
the low-order correlation functions of a fixed degree. In our
case, the operator algebra does not have to be tomographically
complete. Moreover, in almost all cases, and essentially inde-
pendent of the bond dimension d, the fixed low-order correla-
tors mean two- and three-point functions (see p-number). This
is a different result in an interesting way: the knowledge of
the three-point functions (which can be confined to finite dis-
tances) is opposed to the complete tomographic knowledge of
a reduced density matrix of contiguous sites with d-dependent
support.
Let us review the technical details of our reconstruction pro-
cedure. The aim of the reconstruction is to give a representa-
tion of a positive functional on a representation of operators.
Hence, the quantities to be derived from the data are the matri-
ces J(E) and M [j], or J(T ) and M [j], respectively. Because
the origin of the formulas of our reconstruction is a (contin-
uous) MPS ansatz—modified by some gauges only—we are
already certain of the positivity of such expressions. We con-
sider two more aspects.
Firstly, any reconstruction procedure can at best find a rep-
resentative of the equivalence class of all (continuous) ma-
trix product states that are identical up to a gauge transfor-
mation. This is a feature and not a problem, since the state
is clearly merely defined by this equivalence class. From the
above considerations, we immediately derive that simultane-
ous conjugations of the transfer matrix E and the operator
matrices M [j]—analogously the Liouvillian T and M [j]—by
an invertible matrix leaves the expectation values invariant.
So does the transformation Q 7→ Q+ α1, which changes the
norm of the cMPS. Some of these transformations have been
performed to obtain the pole structure in the explicit form, di-
agonalizing the E and T and ordering the diagonal elements.
Hence we have “fixed the gauge”, but only partially.
Secondly, we need a promise of the dimensionality d of the
matrices. The p-number then tells us if the experimental data
is consistent with this promise and if we “see enough structure
in the data”, i.e. if we can use it for a full reconstruction of
one representative. As we have seen above, in all cases except
a set of measure zero the matrices M [j] contain no zeros as
elements and the p-number is one. This is the only case to
consider for practical applications, hence we will restrict the
following discussion to this case. Let us moreover assume for
simplicity to have only one operator M . The case of more
M [j] is then straightforward.
The reconstruction of the representative is then performed
in the following way. One half of the task is to find the
position of the poles {µ−1i } of the Z-transform of the cor-
relators. Only the two-point function is needed to find the
poles. The second half of the task is to find the residues
c
(N)
j (k1, . . . , kN−1), for N = 2, 3, which determine the op-
erator matrices M . For this, we need the two- and three-
point-function. For both tasks, we apply the Z-transform to
the data. Although the two-and three-point functions consists
of an infinite amount of data points, only a small finite sub-
set is required: the exponential convergence of the Z- trans-
form allows an accurate approximate calculation with a finite
number of data points (the actual number depending on the
position of the poles). We hence essentially deal with sums of
geometric series. Once we have the poles, we have J(E). Re-
garding the corresponding residues, we consider the remain-
ing unfixed gauge freedom of our representatives. If one uses
a scalar ak 6= 0
Mk,1 7→ akMk,1, M1,k 7→ a
−1
k M1,k (25)
then the Ms change, but the two- and three-point functions
(and the pole structure) do not. This gauge corresponds to the
conjugation of E and M with an invertible diagonal matrix
and has not been fixed before. We use this freedom to set
M1,k = 1. Accordingly, we obtain directly from the residues
of the poles
Mk,1 = c
(2)(k). (26)
The remaining elements of M are obtained (see the general
expressions in the main text) via
Mk,ℓ = c
(3)(k, ℓ)/c(2)(ℓ). (27)
This is sufficient for a reconstruction. If we have more data
(e.g. higher N -point functions), it can be used as a consis-
tency criterion for the assumptions. If the data is noisy, the
formulas will not be consistent, but maximum-likelihood and
other estimators can be used and can profit from more data
and the relations discussed in this article (compare also Refs.
[15, 18, 19]). This procedure is stable under the influence
of noise in the sense that the residues of the poles and their
positions are continuous in the matrix entries. For the pur-
poses of this work, we will postpone questions of the scaling
of the computational effort of the classical post-processing in
the precision of the input [20] and focus on the possibility of
reconstruction of higher correlation functions from lower ones
as such.
