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К ВОПРОСУ О МАРШРУТИЗАЦИИ ПЕРЕМЕЩЕНИЙ В ЗАДАЧЕ
С ДИНАМИЧЕСКИМИ ОГРАНИЧЕНИЯМИ
Рассматривается «аддитивная» задача последовательного обхода мегаполисов (непустых конечных
множеств), при посещении которых выполняются некоторые работы; перемещения и выполняемые
работы оцениваются функциями стоимости, допускающими зависимость от списка заданий. Име-
ются ограничения различных типов, среди которых выделяются условия предшествования, исполь-
зуемые «в положительном направлении» (в интересах снижения сложности вычислений). Кроме
того, в постановке присутствуют динамические ограничения, формирующиеся по мере выполнения
заданий. Исследуемая постановка ориентирована на инженерные приложения, связанные с листо-
вой резкой на машинах с ЧПУ. Исследуется подход к построению оптимальных решений на основе
нестандартной версии динамического программирования (ДП). В рамках данного подхода учитыва-
ются ограничения различных типов, включая динамические ограничения, естественно возникающие
при листовой резке деталей (в частности учитываются тепловые допуски, связанные с надежным
отводом тепла из окрестностей точек врезки). При этом допускается комбинация «прямых» запре-
тов на перемещения и выполнение врезки, а также системы штрафов. В последнем случае типично
возникают функции стоимости с зависимостью от списка заданий. Применяемый вариант ДП позво-
ляет оптимизировать точку старта, маршрут, отождествляемый с перестановкой индексов, и трассу
(траекторию), согласованную с данным маршрутом. На этапе построения функции Беллмана исполь-
зуется экономичный вариант ДП, при котором весь массив значений этой функции не насчитывает-
ся, а определяется только система ее слоев (при условиях предшествования, типичных для задачи,
связанной с листовой резкой, это приводит к существенному снижению вычислительных затрат).
На основе ДП построен оптимальный алгоритм, реализованный на ПЭВМ; приведены результаты
вычислительного эксперимента.
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Введение
Настоящая работа продолжает исследования [1, 2]. Рассматривается задача последова-
тельного обхода мегаполисов с условиями предшествования, функциями стоимости, завися-
щими от списка заданий, и ограничениями, которые также зависят от списка выполненных
на текущий момент заданий. Ситуация такого рода может, в частности, возникать в задаче,
связанной с листовой резкой деталей на машинах с ЧПУ. В этом случае условия пред-
шествования могут быть связаны, с одной стороны, с требованием предваряющей резки
внутренних контуров деталей по отношению к внешним, а с другой — с условиями техноло-
гического характера; таким, например, может быть требование более ранней резки крупных
или каких-то заранее выделенных деталей. Появление в функциях стоимости зависимости
от списка заданий может быть связано [3] с введением штрафов за нарушение некоторых
ограничений, связанных с тепловыми допусками. Наконец, появление «прямых» запретов
на перемещения может касаться требований по избежанию ситуаций, когда врезка в ме-
талл осуществляется возле тонких перемычек, возникающих в результате уже проделанной
работы (см. [1, раздел 1]). В настоящей работе мы дополняем [1, 2] в части, касающейся
оптимизации точки старта.
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Из сказанного выше видно, что рассматриваемая ниже задача существенно отличается
от своего естественного прототипа — задачи коммивояжера (TSP — в англоязычной лите-
ратуре), причем эти отличия касаются не только количественных моментов, но и обсто-
ятельств качественного характера. Представляется, что упомянутая более сложная задача
может рассматриваться в рамках теории управления с известными особенностями, которые
будут отражены на этапе формализации (трудности вычислительного характера, возника-
ющие в TSP, здесь, конечно, сохраняются и, более того, усугубляются). Данное направле-
ние касается, в частности, работ [1–4]. Так, в [1–4] мы используем множества, связанные
с развивающимися траекториями и подобные областям достижимости в задачах теории
управления [5, 6]. Существенно и то, что в качестве основного метода используется вари-
ант динамического программирования (ДП), являющийся развитием схемы Беллмана в [7],
которая в идейном отношении соответствует конструкциям ДП, применяемым в теории
управления; в дискретной оптимизации более широко распространен вариант Хелда и Кар-
па (см. [8]). В связи с методами решения задачи TSP отметим монографии [9–11], а также
работу [12], посвященную использованию метода ветвей и границ для решения TSP. Име-
ется большое число других публикаций, касающихся решения TSP и TSP-PC (задача ком-
мивояжера с условиями предшествования); существенно меньше публикаций, относящихся
к задаче GTSP-PC (обобщенная задача коммивояжера с условиями предшествования), отме-
тим работу [13], касающуюся применения метода ветвей и границ для решения инженерной
задачи, связанной с металлообработкой.
§ 1. Сводка обозначений и определений общего характера
Используется стандартная теоретико-множественная символика (кванторы, связки и др.),
∅ обозначает пустое множество,
△
= — равенство по определению. Если x и y — объекты, то
через {x; y} обозначаем единственное множество, содержащее x, y и не содержащее ника-
ких других элементов. Каждому объекту z сопоставляется синглетон {z}
△
= {z; z}, содержа-
щий z: z ∈ {z}. Следуя [14, с. 67], любым двум объектам p и q сопоставляем упорядоченную






с первым элементом p и вторым элементом q. Если же z
есть какая-либо УП, то через pr1(z) и pr2(z) обозначаем соответственно первый и второй










получая триплет с первым элементом a, вторым элементом b и третьим элементом c. С этим
связывается соглашение [15, с. 17]: для произвольных непустых множеств A, B и C пола-
гается, что A× B × C
△
= (A× B)× C.
Для всякого множества H через P(H) обозначаем семейство всех подмножеств (п/м) H ,
P ′(H)
△
= P(H) \ {∅} есть семейство всех непустых п/м H , а Fin(H) — семейство всех
конечных множеств из P ′(H), т. е. семейство всех непустых конечных п/м H .
Если A и B — непустые множества, то, следуя [14, гл. II, § 6], через BA обозначаем
множество всех отображений из A в B (при f ∈ BA и a ∈ A в виде f(a) ∈ B имеем образ
точки a при действии f ). Если f ∈ BA и C ∈ P(A), то [14, гл. II, § 7] f 1(C)
△
= {f(x) : x ∈ C}
есть образ множества C при действии f . Для всяких четырех непустых множеств A, B, C,
D функции ϕ ∈ DA×B×C , УП x ∈ A×B и точки y ∈ C в силу свойства (x, y) ∈ A×B ×C





= pr2(x); здесь мы учли представление A×B × C = (A× B)× C.
В дальнейшем R — вещественная прямая, R+
△
= {ξ ∈ R| 0 6 ξ} = [0,∞[, N
△
= {1; 2; . . .},
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N0
△





k ∈ N0| (p 6 k)&(k 6 q)
}
∀p ∈ N0 ∀q ∈ N0.
Для непустого множества T в видеR+[T ]
△
= (R+)
T имеем множество всех неотрицатель-
ных вещественнозначных функций на T . Непустому конечному множеству K сопоставляем
его мощность |K| ∈ N (количество элементов); через (bi)[K] обозначим множество всех би-
екций [16, с. 87] «промежутка» 1, |K| на K. Биекция непустого множества A на себя назы-
вается [16, с. 87] перестановкой A. Ясно, что при m ∈ N в виде (bi)[1, m] имеем множество
всех перестановок «промежутка» 1, m.
§ 2. Постановка задачи
Пусть X — непустое множество, X0 ∈ Fin(X), N ∈ N и при этом N > 2, заданы
(непустые конечные) множества
M1 ∈ Fin(X), . . . , MN ∈ Fin(X), (2.1)
именуемые мегаполисами; полагаем, что
(




Mp ∩Mq = ∅ ∀p ∈ 1, N ∀q ∈ 1, N \ {p}
)
.
Здесь X0 — множество возможных начальных состояний, а мегаполисы (2.1) — объекты
посещения из состояний x ∈ X0. Посещения осуществляются с целью выполнения ра-
бот, именуемых внутренними. С целью последующего определения возможных вариантов
упомянутых работ введем (непустые) отношения
M1 ∈ P
′(M1 ×M1), . . . , MN ∈ P
′(MN ×MN ). (2.2)
Элементами отношений (2.2) являются УП, «составленные» каждая из точки прибытия
(в мегаполис) и связанной с ней точки отправления.
Полагаем при j ∈ 1, N , чтоMj
△
= {pr1(z) : z ∈Mj} и Mj
△
= {pr2(z) : z ∈Mj}. В терми-
















произведение X × X рассматриваем в качестве фазового пространства рассматриваемых
далее процессов. Кроме того, введем X˜
△
= X ∪X. Разумеется
X ∈ Fin(X), X ∈ Fin(X), X˜ ∈ Fin(X), X˜×X ∈ Fin(X ×X).
Полагаем P
△
= (bi)[1, N ] и N
△
= P ′(1, N). Фиксируем N отображений
A1 : X×N→ P
′(M1), . . . , AN : X×N→ P
′(MN). (2.4)
Полагаем, что при j ∈ 1, N , x ∈ X и K ∈ N множество Aj(x,K) ∈ P
′(Mj) исчерпывает
возможности перемещения из x в мегаполис Mj при наличии списка K невыполненных
(на момент перемещения) заданий.
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Замечание 1. В задачах, связанных с листовой резкой на машинах с ЧПУ, типичной явля-
ется зависимость (множества возможных перемещений) от списка выполненных заданий.
Однако, переходя к дополнению до 1, N , данную зависимость можно легко свести к ви-
ду (2.4) в интерпретации, отмеченной перед настоящим замечанием.






x1,1 ∈ Aα(1)(x, 1, N) x1,2 ∈Mα(1)
)
→ . . .→
→
(




где α ∈ P, (xj,1, xj,2) ∈ Mα(j) при j ∈ 1, N . Выбор перестановки α, именуемой далее марш-
рутом, может быть стеснен условиями предшествования, для введения которых фиксируем
множество K ∈ P(1, N ×1, N); элементы этого множества (а это — УП) называем адресны-
ми парами. Если α ∈ P, то через α−1 условимся обозначать перестановку 1, N , обратную
к α; α−1 ∈ P. Полагаем, что выполнено следующее (неограничительное) условие:
∀K0 ∈ P
′(K) ∃z0 ∈ K0 : pr1(z0) 6= pr2(z) ∀z ∈ K0; (2.6)





α ∈ P| ∀t1 ∈ 1, N ∀t2 ∈ 1, N
(









α ∈ P| α−1(pr1(z)) < α
−1(pr2(z)) ∀z ∈ K
}
∈ P ′(P)
имеем [17, часть 2] (непустое) множество всех допустимых (по предшествованию) марш-
рутов полной задачи. Из (2.5) следует, что выбор маршрута, т. е. перестановки индексов,
не определяет еще однозначно течение процесса (в этом — существенное отличие от TSP).
Важную роль играет конкретная траектория (трасса) перемещений в соответствии с вы-
бранным маршрутом: имеется в виду система УП (x1,1, x1,2), (x2,1, x2,2), . . . , (xN,1, xN,2).
Мы введем при x ∈ X0 и α ∈ P пучок траекторий, согласованных с маршрутом α ∈ P
















pr1(z(s)) ∈ Aα(s)(pr2(z(s− 1)), α




где Z — множество всех отображений из 0, N в X×X. Из (2.3) и (2.7) вытекает, что Zα[x]
совпадает с Z(x, 1, N, α) [1, (2)], а потому [1, раздел 3] Zα[x] 6= ∅. С учетом же (2.1), (2.2)
и (2.7) получаем теперь, что
Zα[x] ∈ Fin(Z) ∀x ∈ X
0 ∀α ∈ P. (2.8)





(α, z) ∈ A× Z| z ∈ Zα[x]
}
∈ Fin(A× Z) ∀x ∈ X0. (2.9)






(α, z, x) ∈ A× Z×X0| (α, z) ∈ D[x]
}
∈ Fin(A× Z×X0)
есть множество всех ДР рассматриваемой ниже полной экстремальной задачи.
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Функции стоимости. Фиксируем функции
c ∈ R+[X× X×N], c1 ∈ R+[X×X×N], . . . , cN ∈ R+[X×X×N], f ∈ R+[X]. (2.10)
При этом значения c будут использоваться для оценивания внешних перемещений (см. це-
почку (2.5)). Значения функций c1, . . . , cN будут оценивать качество выполнения внутрен-
них работ, связанных с посещением мегаполисов, а значения f используются для оценива-
ния терминального состояния (xN,2 в (2.5)). Используем аддитивный вариант агрегирования







c(pr2(z(s− 1)), pr1(z(s)), α





Для наших целей существенны значения (2.11) при (α, z) ∈ D[x], где x ∈ X0. В качестве
основной рассматриваем при этом следующую (полную) задачу:
Cα[z] → min, (α, z, x) ∈ D. (2.12)
Для целей решения задачи (2.12) вводим также при x ∈ X0 задачу
Cα[z]→ min, (α, z) ∈ D[x], (2.13)





Cα[z] ∈ R+ (2.14)




(α0, z0) ∈ D[x]| Cα0 [z0] = V [x]
}
∈ P ′(D[x]) всех оп-
тимальных решений упомянутой задачи (2.13). В связи с (2.12)—(2.14) имеет смысл ввести
задачу
V [x]→ min, x ∈ X0;





V [x] ∈ R+ (2.15)





(α0, z0, x0) ∈ D| Cα0 [z0] = V
}
∈ Fin(D) (2.16)
получаем множество всех ее оптимальных решений. Мы рассматриваем (2.12) как задачу
управления с дискретным временем, понимая множества, являющиеся значениями отобра-
жений (2.4), как области достижимости «системы» за один такт перемещений.
§ 3. Динамическое программирование, 1
Рассмотрим совсем кратко детализацию построений [1–4, 17] в части определения ча-
стичных или укороченных задач. Здесь прежде всего мы используем прием [17, часть 2],
связанный с заменой допустимости маршрутов по предшествованию их допустимостью по
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вычеркиванию. В этой связи напомним, что оператор I [1–4, 17], действующий в N, опре-












h ∈ K| (pr1(h) ∈ K) & (pr2(h) ∈ K)
}
. В терминах оператора I (3.1) определя-





α ∈ (bi)[K]| α(t) ∈ I(α1(t, |K|)) ∀t ∈ 1, |K|
}
∈ P ′((bi)[K]) (3.2)
имеем [1] множество всех локальных (отвечающих посещению мегаполисов Mk, k ∈ K)
допустимых (по вычеркиванию) маршрутов.
Кроме того, при K ∈ N через ZK обозначим множество всех кортежей
(zt)t∈0,|K| : 0, |K| → X˜×X.





z ∈ ZK |
(









pr1(z(t)) ∈ Aα(t)(pr2(z(t− 1)), α
1(t, |K|)) ∀t ∈ 1, |K|
)} (3.3)
имеем, как легко видеть, множество [1, (2)]. Последнее означает, в частности, что
Z(x,K, α) ∈ Fin(ZK) ∀x ∈ X ∀K ∈ N ∀α ∈ (bi)[K].





(α, z) ∈ (I−bi)[K]× ZK | z ∈ Z(x,K, α)
}
∈ Fin((I−bi)[K]× ZK) (3.4)
локальных допустимых решений, соответствующих [1, раздел 4]. Заметим, что в (3.2) воз-
можен случай K = 1, N . При этом [17, часть 2]
A = (I−bi)[1, N ]. (3.5)
Далее, отметим, что (см. [1, раздел 3]), как легко проверить (см. (2.7), (3.3)),
Zα[x] = Z(x, 1, N, α) ∀x ∈ X
0 ∀α ∈ A (3.6)
(учитываем, что N = |1, N |). Наконец, из (2.9), (3.5) и (3.6) вытекает, что
D[x] = D1,N(x) ∀x ∈ X
0 (3.7)
(в связи с (3.7) отметим, что Z ⊂ Z1,N ; однако, согласно (3.6) Z(x, 1, N, α) ⊂ Z при x ∈ X
0
и α ∈ A).
Введем «укороченные» критерии качества (критерии качества в частичных задачах).







c(pr2(z(t− 1)), pr1(z(t)), α
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Здесь мы учитываем, что в (3.3) z(0) = (x, x) ∈ X ×X и z(t) ∈ Mα(t) при t ∈ 1, |K|; тогда,
в частности, имеем, что pr1(z(t)) ∈ X и pr2(z(t)) ∈ X в силу (2.3). Поэтому (см. (2.10))
определены значения
c(pr2(z(0)), pr1(z(1)), α
1(1, |K|)) = c(x, pr1(z(1)), K) ∈ R+
и cα(t)(z(t), α
1(t, |K|)) ∈ R+ при t ∈ 1, |K|; имеем также f(pr2(z(|K|))) ∈ R+. С учетом (3.8)
введем при x ∈ X и K ∈ N задачу
Dα(z|K)→ min, (α, z) ∈ DK(x); (3.9)
данной задаче сопоставляем (см. (3.4)) экстремум v(x,K) ∈ R+ в виде наименьшего из
чисел Dα(z|K), (α, z) ∈ DK(x), а также непустое множество оптимальных решений из
множества DK(x). Таким образом (см. (3.9)), определены значения v(x,K) при x ∈ X
и K ∈ N. Полагаем, кроме того, что v(x, ∅)
△
= f(x) ∀x ∈ X. Теперь определена функция
Беллмана на множестве X×P(1, N), т. е.
v ∈ R+[X× P(1, N)]. (3.10)
В частности, определены значения v(x, 1, N), x ∈ X0. Отметим в этой связи наряду с (3.7),
что (см. (3.6)) при x ∈ X0, α ∈ P и z ∈ Zα[x]
Dα(z|1, N) = Cα[z], (3.11)
что непосредственно следует из (2.3) и (3.8) с учетом (3.6). В этом случае (см. (2.14), (3.7),
(3.11)) при x ∈ X0
V [x] = v(x, 1, N). (3.12)
Таким образом, в виде системы задач (3.9) построено естественное расширение соответ-
ствующей задачи (2.13) (имеется в виду случай фиксированного x ∈ X0). Введем несуще-
ственную модификацию каждого из отображений A1, . . . , AN , следуя [1, раздел 4].
Итак, если j ∈ 1, N , то полагаем, что оператор
Aj : X×N→ P(Mj)





z ∈Mj| pr1(z) ∈ Aj(x,K)
}
. (3.13)
Поскольку отображения A1, . . . , AN непустозначны, то из определения множеств M1, . . . ,
MN вытекает (см. (3.13)), что
Aj(x,K) ∈ P
′(Mj) ∀j ∈ 1, N ∀x ∈ X ∀K ∈ N.
Итак, у нас A1, . . . , AN — суть непустозначные мультифункции; их определение согласуется






c(x, pr1(z), K) + cj(z,K) + v(pr2(z), K \ {j})
]
. (3.14)
В свою очередь, из (3.14) и [1, следствие 1] получаем (см. (3.12)), что при x ∈ X0





c(x, pr1(z), 1, N) + cj(z, 1, N) + v(pr2(z), 1, N \ {j})
]
. (3.15)
Замечание 2. Различие (3.14), (3.15) с [1, теорема 1, следствие 1] проявляется только
в одном отношении: x0 в [1] «заменяется» множеством X0. Если же в (3.14) x ∈ X \ X0,
то [1, теорема 1] определяет v(x,K), где K ∈ N, и в нашей «новой» задаче. Посред-
ством (3.14) определено уравнение Беллмана, которое будет использоваться для построения
слоев функции Беллмана.
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§ 4. Динамическое программирование, 2 (слои функции Беллмана)
В настоящем параграфе на основе (3.14) конструируется [1, раздел 5] алгоритм на функ-
циональном уровне, доставляющий слои функции Беллмана, достаточные для нахождения





K ∈ N| ∀z ∈ K (pr1(z) ∈ K)⇒ (pr2(z) ∈ K)
}
; (4.1)





K ∈ G| s = |K|
}
∀s ∈ 1, N.
В виде {G1, . . . ,GN} получаем разбиение G (4.1). Ясно, что GN = {1, N} и G1 =
{
{t} :
t ∈ 1, N \K1
}
, где K1 = {pr1(z) : z ∈ K}. Известно [1–4], что
Gs−1 =
{
K \ {t} : K ∈ Gs, t ∈ I(K)
}
∀s ∈ 2, N. (4.2)
Получили (см. (4.2)) рекуррентную процедуру GN → . . . → G1. Далее конструируем слои











(x, ∅) : x ∈ M˜
}
, где M˜ есть по определению объединение всех множеств Mj ,
j ∈ 1, N \ {K1}. Для построения Ds, s ∈ 1, N − 1, используем специальную процедуру

















(x,K) : x ∈Ms[K]
}
∈ P ′(X× Gs).
Полагаем при s ∈ 1, N − 1, что Ds есть объединение всех множеств Ds[K], K ∈ Gs. При
этом D0 6= ∅, D1 6= ∅, . . . , DN 6= ∅. Напомним, что [1, (8)](
pr2(z), K \ {j}
)
∈ Ds−1 ∀s ∈ 1, N ∀(x,K) ∈ Ds ∀j ∈ I(K) ∀z ∈ Aj(x,K). (4.3)
Введем сужения функции (3.10) на слои D0, D1, . . . , DN . Итак, при s ∈ 0, N полагаем, что
vs ∈ R+[Ds] определяется условием
vs(x,K)
△
= v(x,K) ∀(x,K) ∈ Ds. (4.4)
Тогда v0(x, ∅) = f(x) ∀x ∈ M˜. Итак, функция v0 известна. Далее (см. (3.12))
V [x] = vN (x, 1, N) ∀x ∈ X
0. (4.5)
Теперь учитываем (4.3) и (4.4). Получаем следующее вытекающее из (3.14) предложение.






c(x, pr1(z), K) + cj(z,K) + vs−1(pr2(z), K \ {j})
]
.
Предложение 1 (см. также [1, предложение 1]) определяет в совокупности с (4.3) преоб-
разование vs−1 → vs при s ∈ 1, N . Получили рекуррентную процедуру
v0 → v1 → . . .→ vN , (4.6)
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позволяющую (см. (4.6)) по известной функции f построить V [·] и найти глобальный экс-
тремум (2.15). При этом алгоритм, реализующий (4.6), можно организовать так, чтобы в па-
мяти компьютера всякий раз находился только один слой функции Беллмана. А именно: по
функции f определяем v0. Пусть s ∈ 1, N и функция vs−1 уже найдена. Тогда осуществля-
ем построение vs ∈ R+[Ds] по правилу, определяемому в предложении 1. Если при этом
s = N , то в силу (4.5) построение функции V [·] завершено.
Если же s 6= N (т. е. s ∈ 1, N − 1), то слой vs−1 заменяется слоем vs. При этом vs−1 мо-
жет уничтожаться, если нас интересует только построение V [·] и нахождение глобального
экстремума, либо (в случае, когда требуется построить оптимальное решение) сохранять-
ся в памяти компьютера. Повторяя вышеупомянутую процедуру на основе предложения 1
N раз, мы получим искомую функцию V [·], а, стало быть, и значение V (см. (2.15), (4.5)).
В заключении параграфа рассмотрим построение оптимального решения задачи (2.12),
т. е. элемента множества (2.16). Прежде всего напомним, что, как уже отмечалось, на этом




vN(x, 1, N). (4.7)
Выбираем теперь (см. (4.7)) x0 ∈ X0 так, что
V = vN(x
0, 1, N) (4.8)
(легко видеть, что в силу (4.7) и (4.8) x0 есть оптимальная точка старта). Полагаем
z0
△






c(x0, pr1(z), 1, N) + cj(z, 1, N) + vN−1(pr2(z), 1, N \ {j})
]
; (4.9)
при этом по выбору x0 имеем свойство (x0, 1, N) ∈ DN , а тогда (см. (4.3))
(pr2(z), 1, N \ {j}) ∈ DN−1 ∀j ∈ I(1, N) ∀z ∈ Aj(x
0, 1, N). (4.10)
С учетом (4.9) выбираем η1 ∈ I(1, N) и z1 ∈ Aη1(x
0, 1, N) так, что
V = c(x0, pr1(z1), 1, N) + cη1(z1, 1, N) + vN−1(pr2(z1), 1, N \ {η1}). (4.11)
Из (4.10) следует, в частности, что (pr2(z1), 1, N \ {η1}) ∈ DN−1, а тогда в силу предложе-
ния 1





c(pr2(z1), pr1(z), 1, N \ {η1}) +
+ cj(z, 1, N \ {η1}) + vN−2(pr2(z), 1, N \ {η1; j})
]
и при этом (pr2(h), 1, N \ {η1; t}) ∈ DN−2 ∀t ∈ I(1, N \ {η1}) ∀h ∈ At(pr2(z1), 1, N \ {η1});
см. (4.3). С учетом этого выбираем η2 ∈ I(1, N \ {η1}) и z2 ∈ Aη2(pr2(z1), 1, N \ {η1}), для
которых
vN−1(pr2(z1), 1, N \ {η1}) = c(pr2(z1), pr1(z2), 1, N \ {η1}) +








pr2(z2), (1, N \ {η1}) \ {η2}
)
∈ DN−2.
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Теперь из (4.11) и (4.12) получаем, что
V = c(pr2(z0), pr1(z1), 1, N) + c(pr2(z1), pr1(z2), 1, N \ {η1}) +
+ cη1(z1, 1, N) + cη2(z2, 1, N \ {η1}) + vN−2(pr2(z2), 1, N \ {η1; η2}).
Далее процесс выбора, подобный (4.11) и (4.12), следует продолжать вплоть до исчер-
пывания множества индексов (см. подобное построение в [18, § 7]). В результате будут
построены η = (ηj)j∈1,N ∈ A и (zj)j∈0,N ∈ Zη[x
0] со свойством
(




§ 5. Вычислительный эксперимент
Для практического применения (вычислительного эксперимента) алгоритмических кон-
струкций, рассматриваемых в настоящей работе, будем рассматривать следующую упро-
щенную модель реального процесса резки заготовок на машинах с ЧПУ. Пусть множе-
ство X (см. начало параграфа 2) представляет собой прямоугольную область на плоскости,
соответствующую листу материала, для которого должен быть произведен раскрой на неко-
торое множество заготовок (деталей), т. е. X
△
= [x1, x2]× [y1, y2], где x1 ∈ R, x2 ∈ R, y1 ∈ R
и y2 ∈ R, при этом x1 < x2, y1 < y2; числа x1, x2, y1, y2 зафиксированы. Пусть N — ко-
личество вырезаемых контуров деталей. Процесс реза начинается из исходного положения
режущего инструмента, такие точки образуют множество X0 (см. начало параграфа 2), по-
сле этого резак перемещается к первому (по порядку реализации раскройного плана) кон-
туру. При выполнении реза по контуру детали включение резака и его выключение после
окончания реза производится в некоторых точках, расположенных вблизи данного контура,
при этом после начала реза (врезки) резак перемещается на контур, затем производится
движение включенного резака по замкнутому контуру, и, по завершении, отвод его в точку
выключения (она расположена вблизи соответствующей точки включения резака); посколь-
ку затраты на движение по замкнутому контуру одинаковы для любой точки врезки, мы
будем пренебрегать данной постоянной составляющей в процессе подсчета затрат при ре-
ализации раскройного плана. После выключения режущего инструмента осуществляется
его перемещение к точке включения (врезки) следующего вырезаемого контура или, если
все контуры вырезаны, в точку парковки резака (в нашей модели она совпадает с точкой
старта раскроя листа). Реализуется система перемещений (2.5). Таким образом каждому
контуру соответствуют основная и вспомогательная эквидистанты: вспомогательная экви-
дистанта есть множество точек врезки и связанных с ними точек выключения инструмента,
а основной эквидистантой является замкнутая траектория движения резака при выреза-
нии контура детали; обе эквидистанты расположены в непосредственной близости друг от
друга и, для простоты вычислительной реализации, дискретизированы. Мегаполисы (2.1)
отождествляются с вспомогательной дискретизированной эквидистантой. Таким образом,
отношения (Mi)i∈1,N (2.2) в нашей модели — множества УП, у которых первый элемент —
это точка врезки, а второй — точка выключения инструмента. При этом точки врезки об-
разуют множества (Mi)i∈1,N , а точки выключения инструмента — множества (Mi)i∈1,N
(см. начало параграфа 2); сами вырезаемые контуры (основные эквидистанты) обозначим
через (M˜i)i∈1,N .
В данной задаче ограничения на порядок резки контуров, образующие множество K,
носят технологический характер, а именно, вырезание внутренних контуров всегда должно
предшествовать резке внешних контуров, при этом одни детали допустимо располагать
внутри других, но запрещено пересечение эквидистант вырезаемых контуров.
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Функции (2.10) определим следующим образом:
1) функция c задается посредством евклидова расстояния и оценивает затраты на пере-
мещение инструмента с выключенным резаком из исходного положения (некоторый
элемент множестваX0) или точки выключения инструмента в следующую по порядку
реализации раскройного плана точку врезки;
2) функции c1, . . . , cN оценивают сумму затрат на перемещение инструмента с включен-
ным резаком из точки врезки x1 (находится на вспомогательной эквидистанте) в точку
x2 на вырезаемом контуре (расположена на основной эквидистанте) и затрат на от-
вод инструмента после завершения вырезания контура в точку выключения резака x3
(расположена также на вспомогательной эквидистанте); пусть данные функции имеют
вид выражения 3∗ρ(x1, x2)+ρ(x2, x3), где ρ — это евклидово расстояние, а множитель
3 служит для учета дополнительных затрат на пробивку материала в процессе врезки
и движения к основной эквидистанте; при этом напомним, что движение инструмен-
та от финальной точки на контуре к точке выключения инструмента осуществляется
также с включенным резаком, но в данном случае не производится прорезаний «пе-
ремычки» между основной и вспомогательной эквидистантами;
3) функция f — это евклидово расстояние от точки выключения резака на последнем по
порядку реализации раскройного плана контуре до позиции парковки резака (она не
обязательна совпадает с точкой старта раскроя, т. е. с элементом множества X0).
Рассмотрим теперь способ задания отображений (2.4), используемый в настоящей рабо-
те. Пусть в данный момент времени режущий инструмент находится в позиции y и не вы-
полняет рез; это может быть либо точка начала движения (база, элемент множества X0),
либо точка выключения инструмента на некотором уже вырезанном контуре. При этом
пусть не вырезаны контуры, индексы которых образуют множество K, K ⊂ 1, N ; иными
словами, y ∈ X0 или y ∈Mi, i ∈ 1, N \K. Нас будет интересовать множество точек врезки
для контура j, j ∈ K, в которые допустим переход из точки y; данное множество всякий
раз является результатом применения соответствующего отображения (2.4) Aj(y,K).
Будем использовать два критерия допустимости точек врезки:
1) обеспечение рассеивания тепла в материале (соблюдение тепловых допусков);
2) отбрасывание наиболее удаленных точек врезки (минимизация холостого хода резака).
Условие 1) доминирует, а критерий 2) применяется к точкам врезки, которые удовлетво-
ряют 1). Подробно рассмотрим механизм ограничений 1) и 2).
1) Для исключения коробления материала в зоне врезки необходимо наличие некоторой
не вырезанной области возле нее (избыточное тепло рассеивается в этой части материала):
задана величина теплового допуска δ ∈ R+, δ > 0. Точка врезки z ∈Mj является допусти-
мой (с точки зрения рассеивания тепла), если в ее δ–окрестности нет точек врезки и точек
уже вырезанных контуров:
(




ρ(z, z2) > δ ∀z2 ∈ M˜k ∀k ∈ 1, N \K
)
,
где ρ — евклидово расстояние. Обозначим множество выбранных (согласно 1)) точек врезки
через M
(1)
i . Если не найдено ни одной допустимой точки врезки, то разрешается переход
в любую точку соответствующего мегаполиса, а сам мегаполис помечается как проблемный.
Совершенно понятно, что при движении из базы все точки всех мегаполисов доступны
с точки зрения 1), поскольку ни один контур еще не вырезался.
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2) Находим среди точек врезки z, z ∈ M
(1)
j , то есть удовлетворяющиx 1), элемент z
′,




c(y, z), где y ∈ Mi, i ∈ 1, N \ K. Точка z
′ признается
допустимой согласно критерию 2). Зададимся для каждого контура k, k ∈ 1, N , величиной
допуска εk ∈ R+. Будем считать, что точка врезки z, z ∈ M
(1)
j , удовлетворяет критерию 2),
если ρ(y, z)− ρ(y, z′) 6 εj .
В случае отсутствия допустимых для перехода точек врезки c точки зрения критерия 1)
(проблемный мегаполис), разрешается переход в любую точку врезки контура, удовлетво-
ряющую 2), но накладывается штраф в виде очень большого значения затрат, характеризу-
ющих такой переход. Тем самым конкретизируется функция c. В итоге появляется зависи-
мость функций стоимости от списка заданий.
Таким образом мы задали отображения Ai(y,K), при этом компонента 1) соответствует
зависимости от списка еще не выполненных заданий, а в виде 2) реализуется зависимость
от точки перехода.
В процессе реализации схемы на основе ДП (4.6), мы получаем глобальный экстре-
мум (2.15), маршрут и трассу его доставляющие; также оптимизируется выбор начальной
точки (базы) — элемента множества X0.
Рассматриваемые в данной статье концепции были реализованы в виде программы
для ПЭВМ, написанной на языке программирования С++, работающей под управлением
64-хразрядной операционной системы семейства Windows (начиная с версии Windows 7).
Вычислительная часть программы реализована в отдельном от интерфейса пользователя
потоке; имеется возможность графического представления траектории движения инстру-
мента, также возможно увеличение отдельных участков графика и сохранение изображения
в файл графического формата bmp. Исходные данные и результаты счета программы хра-
нятся в текстовом файле специальной структуры. В программе реализована возможность
выбора метода отбора точек врезки: либо только вариант 1) (тепловые допуски (δi)i∈1,N
являются параметрами), либо вариант 1) и вариант 2) (допуски (εi)i∈1,N также задаются
в виде параметров задачи). Рассмотрим пример действия критериев отбора точек врезки 1)
и 2).
Вычислительный эксперимент проводился на ПЭВМ с процессором Intel Core i7, объ-
емом ОЗУ 64 ГБ с установленной операционной системой Windows 7 Максимальная SP1.
Пусть N = 33, количество адресных пар в ограничениях на порядок посещения мегапо-
слисов |K| = 33, множество X0 представлено 52 точками, выбранная точка старта является
точкой парковки резака после последнего реза, при этом δk = 5, ∀k ∈ 1, N . Ниже приведем
результаты решения задачи на ПЭВМ; на графиках значками ⊳ помечены точки врезки,
а ⊲ — точки выключения инструмента; символом ⋄ отмечены элементы множества X0.
Пусть εi = 5, ∀i ∈ 1, N . В данном случае мы имеем весьма ограниченный набор
доступных для перехода точек врезки. Получены следующие результаты.
Величина совокупных затрат V = 1012.147.
Выбран начальный пункт движения: (−50,−45).
Последняя пара точек врезки/выключения резака: (−20, 9;−19, 6).
Время счета составило 24 час. 42 мин. 43 сек.
График маршрута и трассы приведен на рис. 1.
Пусть теперь εi = 25, ∀i ∈ 1, N . В данном случае мы существенно расширили возмож-
ности по выбору доступных для перехода точек врезки. Получены следующие результаты.
Величина совокупных затрат V = 975.534.
Выбран начальный пункт движения: (−50,−45).
Последняя пара точек врезки/выключения резака: (−20, 9;−19, 6).
Время счета составило 25 час. 8 мин. 54 сек.
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Рис. 1. Маршрут и трасса при значении εi = 5
График маршрута и трассы приведен на рис. 2.
В случае, если εi = 50, ∀i ∈ 1, N , результаты совпали с вариантом εi = 25, ∀i ∈ 1, N ,
время счета составило 25 час. 9 мин. 6 сек. Данный результат также совпал с полученным
в случае, когда используется только вариант 1) (не применялись допуски (εi)i∈1,N ).
Рассматривая результаты счета для приведенных примеров, можно отметить, что умень-
шение значений параметров (εi)i∈1,N позволяет уменьшить объем перебора при поиске ре-
шения, что сказалось на времени счета, при этом проигрыш по результату составил менее
4 процентов, а радикальной перестройки траектории движения не наблюдается.
Заключение
Настоящая работа продолжает цикл исследований в области задач маршрутизации, ори-
ентированных на инженерные приложения (см. [19–28] и др.). В статье исследуются вопро-
сы, возникающие в задаче управления инструментом при листовой резке на машинах с ЧПУ,
но целый ряд положений имеет очень общий характер и, в частности, касается примене-
ния аппарата ДП в редакции, развивающей подход [7]. Представляется, что роль ДП при
решении задачи упомянутого типа, осложненных разнообразными ограничениями, весьма
значительна. Построения настоящей статьи объективно сближают ее постановку с задача-
ми управления с дискретным временем, а используемый вариант ДП соответствует данным
задачам (попятная процедура; в дискретной оптимизации более широкое распространение
получила схема [8]).
Отметим, что рассматриваемые в работе методы использовались авторами и при ис-
следовании другой инженерной задачи, а именно: задачи минимизации дозовой нагрузки
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Рис. 2. Маршрут и трасса при значении εi = 25
при выполнении работ, связанных с последовательным демонтажом радиационно опасных
элементов при аварийных ситуациях на АЭС; см. [23–25]. В упомянутой задаче естествен-
ным образом возникают функции стоимости с зависимостью от списка заданий: «светят»
те и только те источники, которые не были демонтированы на текущий момент времени
(в задачах, связанных с листовой резкой на машинах с ЧПУ, такая зависимость обычно
создается искусственно за счет введения штрафов за нарушение ограничений; это относит-
ся и к построениям настоящей работы). Отметим, что обе упомянутые прикладные задачи
приводят к постановке, многократно более сложной в сравнении с TSP. Соответственно,
требуются и более сложные теоретические конструкции, опирающиеся на адекватную фор-
мализацию. В частности, представляется естественным представление решений в иерар-
хической форме: маршрут (перестановка индексов) определяет возможность выбора трасс
или траекторий процесса.
В связи с использованием ДП при решении задачи большой размерности см. [26–28].
Финансирование. Работа выполнена при финансовой поддержке РФФИ (грант №18–01–
00410).
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The “additive” problem of sequentially visiting megalopolises (nonempty finite sets) is considered; some
tasks are executed as the megalopolises are visited. Permutations and operations are evaluated by cost
functions that admit a dependence on the list of tasks. There are restrictions of different types, which in-
clude precedence conditions used in the “positive direction” (to reduce the complexity of calculations). In
addition, this conception involves dynamical restrictions that are formed in the process of task execution.
This conception is oriented to engineering applications associated with sheet cutting on CNC machines.
An approach to constructing optimal solutions based on a nonstandard version of dynamic programming
(DP) is investigated. This approach takes into account restrictions of different types, including dynamic
constraints which naturally arise in sheet cutting applications (in particular, it takes into account heat
tolerances related to diffusion of heat in the vicinities of tie-in points). In this regard, a combination
of “direct” interdictions of movements and cutting and a system of penalties is allowed; in the latter
case, cost functions with a dependence on the list of tasks arise. The variant of DP that is used allows
one to optimize the selection of a starting point, the route, which is identified with a permutation of the
indexes, and the trajectory corresponding to the above-mentioned route. An economical variant of DP is
used at the stage of construction of the Bellman function. This conception allows avoiding calculation of
the whole array of values of this function; instead, only the system of its layers is defined (in the case
of using the precedence conditions, which are typical of the problem of sheet cutting, this conception
results in a considerable reduction of calculation costs). An optimal DP-based algorithm is constructed
and realized on PC, and the results of the computational experiment are presented.
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