In this paper we develop some new KAM-technique to prove two general KAM theorems for nearly integrable hamiltonian systems without assuming any non-degeneracy condition. Many of KAM-type results (including the classical KAM theorem) are special cases of our theorems under some non-degeneracy condition and some smoothness condition. Moreover, we can obtain some interesting results about KAM tori with prescribed frequencies.
Introduction
In this paper we consider the persistence of invariant tori of integrable hamiltonian system under small perturbation, which has been the fundamental problem of hamiltonian system and also the motivation of many KAM theorems [1, 7, 9, 10, 11, 12, 13] . As is well known, KAM method becomes a mighty instrument to deal with such that quasi-periodic problem with the notorious small divisors. The proof of KAM theorems are based on the KAM iteration, involved with certain small divisor condition or non-degeneracy condition [4, 5, 6, 14, 15, 16, 17] . In this paper, we develop some new KAM technique to prove two general KAM theorems without imposing small divisor condition or non-degeneracy condition, which can be applied to diverse cases to obtain some interesting results. These general KAM theorems make no sense if no small divisor condition or non-degeneracy condition is assumed.
Let H(q, p) = h(p) + f (q, p), where (q, p) ∈ T n × D, with T n the usual n-dimensional torus and D a bounded simply connected open domain of R n . h(p) and f (q, p) are real analytic onD andD × T n , respectively. The corresponding hamiltonian system iṡ q = H p (q, p) = h p (p) + f p (q, p) p = −H q (q, p) = −f q (q, p) (1.1)
At first, by a transformation p = ξ + I and q = θ, ξ ∈ D, we introduce a parameter ξ and then the hamiltonian system (1.1) is equivalent to a parameterized hamiltonian system: H(q, p) = h(ξ) + h p (ξ), I + f h (ξ; I) + f (θ, ξ + I) = e + ω(ξ), I + P (ξ; θ, I), where e = h(ξ), ω(ξ) = h p (ξ), f h (ξ; I) = h(I + ξ) − h(ξ) − h p (ξ), I , P (ξ; θ, I) = f h (ξ; I) + f (θ, ξ + I), and ξ ∈ Π ⊂ D is regarded as parameter. Here e is an energy constant and usually is omitted in KAM steps. ω : ξ → ω(ξ) is called frequency mapping, and P is a small perturbation term. This technique of introducing parameter was first used by Pöschel in [15] , leading to separation of invariant tori and their frequencies in KAM iteration.
Then the corresponding hamiltonian system becomes θ = H I = ω(ξ) + P I (ξ; θ, I)
Thus, the persistence of a family of invariant tori T n × {p} for (1.1) is reduced to that of invariant tori T n × {0} with frequencies ω(ξ) for hamiltonian system (1.2) with the parameter ξ ∈ Π. Without loss of generality, we consider the parameterized hamiltonian system (1.2) with H = H(ξ; θ, I) = ω(ξ), I + P (ξ; θ, I), where P is a perturbation term.
Let 0 < α < 1, τ > n − 1 and
If P = 0, for every parameter ξ ∈ Π the system (1.2) admits an invariant torus T n ×{0} with frequency ω(ξ). The classical KAM theorem says that if the frequency mapping is non-degenerate in Kolmogorov's sense: det(∂ ξ ω) = det(h pp ) = 0, then for most ξ ∈ Π such that ω(ξ) ∈ O α,τ , the invariant tori with frequencies ω(ξ) will survive of arbitrarily sufficiently small perturbations [1, 7, 9, 13, 15, 14] .
Later, Kolmogorov's non-degeneracy condition has been weakened to Rüssmann's nondegeneracy condition [16, 17, 20, 18] : a 1 ω 1 (ξ) + a 2 ω 2 (ξ) + · · · + a n ω n (ξ) ≡ 0 on Π, (1.4) for all (a 1 , . . . , a n ) ∈ R n \ {0}. That means, under the condition (1.4), for most ξ in the sense of Lebesgue measure, the perturbed system (1.2) still has invariant tori with frequencies in O α,τ . However, since the range of the frequency mapping ω may be on a sub-manifold, the frequencies of persisting invariant tori may not come from unperturbed ones. Thus it is difficult to provide accurate information about the frequencies of KAM tori.
More recently, some authors turn to study the persistence of invariant tori with prescribed frequency. In the paper [21] , assuming ω 0 ∈ O α,τ and deg(ω, Π, ω 0 ) = 0, the authors proved the perturbed parameterized system (1.2) still has an invariant torus with ω 0 as its frequency, i.e., the torus with the prescribed frequency ω 0 persists under small perturbations.
However, the result in [21] cannot be generalized to lower dimensional elliptic invariant tori. In the Kolmogorov non-degenerate case, Bourgain considered the following hamiltonian H(ω; θ, I, z,z) = ω, I + Ω(ω)zz + P (ω; θ, I, z,z), and obtained a similar result for lower dimensional elliptic invariant tori [2] . More precisely, suppose ω 0 ∈ O α and (ω 0 , Ω 0 ) = (ω 0 , Ω(ω 0 )) satisfy the first Melnikov condition, then for most of sufficiently small λ, there exists ξ such that the above perturbed hamiltonian has an elliptic lower dimensional invariant torus T n × {0, 0, 0} with the frequency (1 + λ)ω 0 .
In this paper, we are mainly interested in the persistence of invariant tori with prescribed frequency. For this purpose, we will develop a new technique of KAM iteration to separate non-degeneracy condition from KAM iteration. The key lies in an explicit extension of small divisors to the parameter definition domain. Our extension of small divisors always works even though the small divisor condition does not hold for every ξ ∈ Π. Thus the constructed symplectic transformation and the new perturbation are well defined for all parameters. However, only for these parameters such that the small divisor condition holds, the new hamiltonian is exactly from the original one under the symplectic transformation; otherwise, we only obtain a formal new hamiltonian, it may have no relation with the previous hamiltonian and thus cannot provide any useful information.
To be more precise, let α > 0, τ > n − 1 and a family of parameterized hamiltonian be {H(ξ; θ, I) = ω(ξ), I + P (ξ; θ, I) : ξ ∈ Π}.
By our KAM iteration, we can have a family of parameterized normal hamiltonian
where the frequency mapping ω * (ξ) is a small perturbation of ω and P * = O(I 2 ). For ξ ∈ Π, if ω * (ξ) ∈ O α , the original hamiltonian H(ξ; ·) is just normalized to H * (ξ; ·) and then has an invariant torus with frequency ω * (ξ). If ω * (ξ) / ∈ O α , we cannot have any relation between H(ξ; ·) and H * (ξ; ·); in this case H * (ξ; ·) does not provided any information of H(ξ; ·). Thus, if ω * (ξ) / ∈ O α for all ξ ∈ Π, our result makes no sense.
Main Results
To state our theorems, we first give some notations. Define a small neighborhood of
where |Im θ| ∞ = max 1≤i≤n |Imθ i |, |I| 1 = 1≤i≤n |I i |. Let Π ⊂ R n be a bounded connected closed domain.
Consider a parameterized hamiltonian
H(ξ; θ, I) = ω(ξ), I + P (ξ; θ, I).
Suppose H(ξ; θ, I) is real analytic in (θ, I) ∈ D(s, r) and C m -smooth in ξ ∈ Π with m ≥ 0. We expand P (ξ; θ, I) as the Fourier series with respect to θ P (ξ; θ, I) = k∈Z n P k (ξ; I) e i k,θ .
Let Z n + consist of all the integer vectors with non-negative components, and then P k (ξ; I) =
where P k Π;r = sup |I| 1 ≤r | ℓ≥0 P k,ℓ α,C m (Π) I ℓ | with the weighted norm
The weight α is supplemented so that the relevant KAM estimates in the sequel can be written in a succinct way.
Theorem 2.1 Consider the hamiltonian (2.1) and suppose H is real analytic in (θ, I) on D(s, r) and C m -smooth in ξ on Π. Let O α,τ be defined as (1.3). For any 0 < α ≤ 1, τ > n − 1 and m ≥ 0, there exists a sufficiently small γ > 0, such that if
then there exist a family of symplectic mappings {Φ * (ξ; ·) | ξ ∈ Π} and a family of hamiltonian {H * (ξ; ·) | ξ ∈ Π} such that the following conclusions hold:
(i) Φ * (ξ; θ, I) is analytic in (θ, I) on D(s/2, r/2) and C m -smooth in ξ on Π, and maps D(s/2, r/2) into D(s, r). Moreover,
where W = diag(ρ −1 I n , r −1 I n ) with ρ = s/20 and I n the n-th unit matrix.
(ii) H * (ξ; θ, I) = ω * (ξ), I + P * (ξ; θ, I)
is analytic in (θ, I) on D(s/2, r/2) and C m -smooth in ξ on Π, with the estimates
Thus the hamiltonian H(ξ; ·) has an invariant torus Φ * (ξ; T n , 0) with the frequency ω * (ξ).
Next we consider the perturbation of elliptic lower dimensional invariant tori and establish an analogous KAM theorem. When it causes no confusion, we still employ the same notations to denote the variables and sequencies.
Define a complex neighborhood of T n × {0, 0, 0} by
Consider a parameterized hamiltonian
where
3)
The associated symplectic structure is
and C m -smooth in ξ on Π with m ≥ 0.
Expand P as the Fourier series with respect to θ P (ξ; θ, I, z,z) =
where P k Π;r = sup
Theorem 2.2 Consider the hamiltonian (2.2) and suppose H is real analytic in (θ, I, z,z) on D(s, r) and C m -smooth in ξ on Π. LetÕ α,τ be defined by (2.4). For any 1 ≥ α > 0, τ > n − 1 and m ≥ 0, there exists a sufficiently small γ > 0, such that if
then there exists a family of symplectic mappings {Φ * (ξ; ·) | ξ ∈ Π} and a family of hamiltonian {H * (ξ; ·) | ξ ∈ Π} such that the following conclusions hold:
(i) Φ * (ξ; θ, I, z,z) is analytic in (θ, I, z,z) on D(s/2, r/2) and C m -smooth in ξ on Π, and maps D(s/2, r/2) into D(s, r). Moreover,
where W = diag(ρ −1 I n , r −2 I n , r −1 In, r −1 In) with ρ = s/20 and I n being the n-th unit matrix.
(ii)
is analytic in (θ, I, z,z) on D(s/2, r/2) and C m -smooth in ξ on Π , with the estimates
and ∂
Thus the hamiltonian H(ξ; · · · ) has an elliptic lower invariant torus Φ * (ξ; T n , 0, 0, 0) with ω * (ξ) being the tangential frequency and Ω * (ξ)) the normal frequency.
Remark 2.1 Theorems 2.1 and 2.2 imply that the existence of KAM tori is equivalent to whether the final frequencies ω * belong to O τ,α or (ω * , Ω * ) belong toÕ τ,α . Note that in our theorems we do not need any non-degeneracy assumption and any strict smoothness condition for parameter as in the previous KAM theorems; thus our results are more general.
Stability of Diophantine Frequency
For application of Theorems 2.1 and 2.2, in this section we make some preliminaries to explore existence of Diophantine frequencies in the image set {ω
Note that ω * = ω +ω is only a small perturbation of ω and
. By the theorems, we have ω C m (Π) ≤ σ, where σ = 2ǫ rα m or σ = 2ǫ r 2 α m in the case of elliptic lower dimensional tori. This observation illustrates that the stability of Diophantine frequency is quite important for our problem.
Stability of prescribed frequency. Let ω 0 ∈ ω(Π) = {ω(ξ) : ξ ∈ Π} and ω * = ω +ω. If there exists a sufficiently small constant σ 0 > 0, such that if ω C m (Π) ≤ σ 0 , we have a λ with |λ| << 1, such that (1 + λ)ω 0 ∈ ω * (Π), we say the direction of ω 0 is stable in ω(Π); in particular, if λ = 0, we say ω 0 is stable.
The above definition suggests that the stability of Diophantine frequency corresponds to the persistence of invariant tori with the prescribed frequency. When the direction of a diophantine frequency is stable, there exists an invariant torus with the frequency only being a dilation of the prescribed frequency. This kind of invariant tori carry certain information of frequencies from the integrable system.
In what follows, ω ∈ R n always indicates a row vector. The notation · m is used in place of · C m (Π) for short, especially, · = · 0 . We always denote by ω * = ω +ω and by Ω * = Ω +Ω small perturbations of ω and Ω, respectively.
Denote by U = (ω, Ω) T the transpose of (ω, Ω). Let A(ξ) = (∂ ξ U, U ) and
Suppose rank(A(ξ)) = n + 1, for all ξ ∈ Π. Letω = ω/Ω. Then we have
Proof: Set V = (ω, 1) T and then U = Ω · V. It follows that
Note that ∂ ξ j Ω are scalar functions for all arbitrary j. Therefore, rank(B(ξ)) = rank(A(ξ)) = n + 1 and then rank (∂ ξω ) = n. ✷ Lemma 3.2 Let ω(ξ) ∈ R n belong to C 1 (Π) and ω T be its transpose. Suppose that for all ξ ∈ Π we have rank (∂ ξ ω) = n − 1 and rank (∂ ξ ω T , ω T ) = n.
Denote byω
Then, for any ξ ∈ Π there exist i and j with 1 ≤ i, j ≤ n such that rank (∂ξω) = n − 1. Moreover, if ω j (ξ) = 0, we have rank (∂ξω ω j ) = n − 1.
Proof: This lemma can be proved by directly applying Lemma 3.1. ✷ Lemma 3.3 Let ω(ξ) = (ω 1 (ξ), . . . , ω n (ξ)) and ω * = ω +ω belong to C 1 (Π), where
, and the Jacobian matrix ∂ξ( ω ♭ ωn ) is non-degenerate. Then, there exist sufficiently small positive constants σ 0 and δ 0 , such that if ω = σ < σ 0 and |ξ n − ξ 0n | ≤ δ 0 , there exists a unique ξ * = ξ * (ξ n ) ∈ Π, which is continuously differentiable in ξ n , such that
Proof: Rewrite as ω * = (ω n +ω n ) ·ω * , whereω * = (ω −1 n · ω ♭ + a(ξ), 1) and
It is easy to verify a ≤ c 1 σ. Note that the above functions are all uniformly continuous in (ξ, ξ n ). The assumption also implies ω −1 n · ω ♭ is non-degenerate uniformly with respect toξ. Hence, there exists a small δ 0 such that if σ is sufficiently small, for |ξ n − ξ 0n | ≤ δ 0 , we have a uniqueξ * =ξ * (ξ n ) and
Moreover,ξ * is differentiable in ξ n , and satisfies
In view of ω 0n ·ω * (ξ * ) = ω 0 , it is easy to see that
Suppose the following Bruno non-degeneracy condition hold:
There exists sufficiently small positive constants δ 0 and σ 0 such that if ω = σ < σ 0 , the set ω * (Π) contains a continuously differentiable one-parameter family of Diophantine frequencies with the form (1 + λ(η))ω 0 , where λ is continuously differentiable for |η| ≤ δ 0 , and satisfies λ(η) = O(|η| + σ).
Proof: It is well known from the Bruno non-degeneracy condition that if α is sufficiently small, ω(Π) ∩ O α,τ is nonempty.
Since ω 0 is Diophantine, it follows ω 0j = 0 for 1 ≤ j ≤ n. Applying Lemma 3.2, there exists a small neighbor Π 0 of ξ 0 in Π and i, j, such that for all ξ ∈ Π 0 , we have ω j (ξ) = 0, rank (∂ξω) = n − 1 and rank (∂ξω ω j ) = n − 1, whereω andξ are defined as in Lemma 3.2. Then Lemma 3.3 ensures sufficiently small constants σ 0 > 0 and δ 0 > 0, such that for ω = σ < σ 0 and |ξ j − ξ 0j | < δ 0 , we have a unique ξ * = ξ * (ξ j ), that is continuously differentiable in ξ j , such that 
where 0 < α < 1 and τ > 1. Set f k (λ) = k 1 (ω 01 + λ) + k 2 ω 02 , and If |λ| ≤ α 2|k| τ +1 , the Diophantine assumption (3.2) implies |f k (λ)| ≥ α 2|k| τ . Consequently, we consider these k satisfying α 2|k| τ +1 < λ 0 and |k 2 |/c 2 < |k 1 | < c 1 |k 2 |, and denote by N λ 0 the set consisting of these k.
For k ∈ N λ 0 , define the resonant set by
Then we have meas(∆
It easily follows 
Moreover
(ω 01 , ω 02 ). Therefore,
If λ 0 = 0, without loss of generality, suppose
be the inverse image of Π λ 0 under the mapping λ, where Π λ 0 is defined as in Lemma 3.4. For ǫ ∈ Π * , λ(ǫ) ∈ Π λ 0 and then
Recall that λ maps I * ǫ 0 onto Π λ 0 . Then the set I * ǫ 0 has at least continuous carnality and so is non-empty. Moreover, whenω(ǫ) is differentiable, we have 0 < meas(Π λ 0 ) = meas(λ(I * ǫ 0 )) ≤ c · meas(I * ǫ 0 ), which suggests Π λ 0 has positive measure. ✷ Lemma 3.5 Suppose the Brouwer degree of the frequency mapping ω at ω 0 on Π is not vanishes, i.e. deg (ω, Π, ω 0 ) = 0. Letω(ξ) and λ(ξ) be continuous on Π. Then there exists a sufficiently small σ 0 > 0 such that if ω ≤ σ 0 and λ ≤ σ 0 , there exists at least one
The theory of Brouwer degree shows that, if σ is sufficiently small, deg(ω +ω, Π, ω 0 ) = 0. Thus the equation ω(ξ) +ω(ξ) = ω 0 has at least one solution ξ * in Π. This proves the lemma. ✷ Lemma 3.6 Let ω(ξ) = (ω 1 (ξ), . . . , ω n−1 (ξ), ω 0n ) be continuous for ξ ∈ Π ⊂ R n−1 , where ω 0n is a constant. Set
, then there exists a sufficiently small constant σ 0 > 0 such that if ω = σ < σ 0 , there exists ξ * ∈ Π such that ω * (ξ * ) = (1 + λ(ξ * ))ω 0 . Moreover, λ = O(σ/c).
Proof: Consider the equation
Apply Lemma 3.5 to obtain that, if σ 0 is sufficiently small, the above equation has at least one solution ξ * ∈ Π. The definition of λ yields ω * n = ω 0n +ω n = (1 + λ)ω 0n . Then we have proved the lemma. ✷ Proposition 3.3 Let ω(ξ) ∈ R n and Ω(ξ) ∈ R be continuous on Π ⊂ R n , and |Ω(ξ)| ≥ c > 0 holds for all ξ ∈ Π. Set ξ 0 ∈ Π and (ω 0 ,
Let λ =Ω/Ω. Then there exists a sufficiently small σ > 0 such that if ω + Ω ≤ σ, then there exists ξ * ∈ Π such that 
where λ is a small parameter. Denote by I σ = [−σ, +σ] and
Then there exists a sufficiently small σ 0 , depending on α and τ, such that if μ C 1 (Ō) = σ ≤ σ 0 , I * σ has positive measure with meas(I σ \ I * σ ) = o(σ) as σ → 0.
Proof: In view of µ 0 = 0, there exists a sufficiently small σ 0 > σ such that
holds for |λ| ≤ σ 0 and μ 1 ≤ σ. For λ ∈ I σ , we have
Thus, we only need to consider the case of cσ > α 2|k| τ . For each k ∈ Z n \ {0}, define
Note that τ > n − 1 and
Therefore,
When σ 0 is sufficiently small such that c( (1) Let (ω 0 , Ω 0 ) ∈Õ α,τ withn = 1, and
If σ is sufficiently small, then I * σ is non-empty and satisfies
(2) Let ω(ξ) ∈ C(Π) and ω 0 = ω(ξ 0 ). Suppose deg(ω, Π, ω 0 ) = 0. Let ω * = ω +ω and Ω * = Ω 0 +Ω. Then, there exists a sufficiently small constant σ 0 > 0, such that if ω + Ω = σ ≤ σ 0 , for λ ∈ I * σ there exists ξ * ∈ Π such that
Proof: The first conclusion follows directly from Lemma 3.7. Now we prove the second one.
Rewrite as
Observe that ω ≤ cσ. Lemma 3.5 shows, there exists a sufficiently small σ 0 , such that if ω + Ω = σ ≤ σ 0 and |λ| ≤ σ, we have deg ω +ω, Π, (1 + λ)ω 0 = 0.
Thus, for λ ∈ I σ * there exists ξ * ∈ Π such that ω(ξ * ) +ω(ξ * ) = (1 + λ)ω 0 . ✷ Proposition 3.5 Let O ⊂ R n be an open bounded connected domain, and
where β 0 = (β 1 , . . . , βn) and M is an n ×n constant matrix. Let ω 0 ∈ O and Ω 0 = Ω(ω 0 ).
Setω(ω),Ω(ω) ∈ C 1 (O) and
Then, there exists a sufficiently small σ 0 , such that if ω 1 + Ω 1 = σ ≤ σ 0 , there exists a non-empty subset I * σ ⊂ I σ with the estimate
Moreover, for any λ ∈ I * σ , there exists ̟ ∈ O such that
Proof: At first we note that if σ is sufficiently small, ω * is also non-degenerate in ω on O. So without loss of generality, we assume ω + = ω * (ω) as independent parameter. The inverse ω = ω(ω + ) is well defined in a little smaller domain
Let ω + = (1 + λ)ω 0 and ̟(λ) = ω((1 + λ)ω 0 ). Then ̟(λ) is well defined for sufficiently small λ. Then we consider
To apply Lemma 3.7, for each fixed l ∈ L, let ν 0 = l, Ω 0 , µ 0 = l, β ,μ = l,Ω . Then there exists a sufficiently small σ 0 > 0 such that for σ ≤ σ 0 , we have I l * σ ⊂ I σ with the estimate meas(I σ \ I l * σ ) = o(σ), such that for each l ∈ L and λ ∈ I l * σ ,
Recalling L = {l ∈ Zn : 1 ≤ |l| ≤ 2}, we arrive at
Moreover, in view of the definition (2.4), the assumption (ω 0 , Ω 0 ) ∈Õ α,τ shows
Combining λ ∈ I σ with ω 1 + Ω 1 = σ ≤ σ 0 , for sufficiently small σ, we have
Summarizing the above estimates (3.5) and (3.6), it follows that for λ ∈ I * σ ,
Note that ω * (̟) = (1 + λ)ω 0 . Thus we prove this proposition. ✷
Application of Theorems
In this section, by virtue of the previous discussion on the stability of Diophantine frequencies, our Theorems 2.1 and 2.2 can be applied to various situations and obtain interesting results, some of which have been displayed in the literature; while some are rather novel. This wide application accounts for the advantage of our theorems.
• The classical KAM theorem.
We first point that the Kolmogorov non-degeneracy condition and Rüssmann's nondegeneracy condition are stable under small perturbation. Thus, by standard measure estimate, for most of parameter ξ, ω * (ξ) belongs to the Diophantine set O α,τ . Then Theorem 2.1 immediately shows, H possesses an invariant torus with the frequencies ω * (ξ), as is stated in [15, 7, 16, 17, 20] .
• KAM tori with prescribed frequency.
We indicate that the result in [21] follows obviously from Theorem 2.1 and Lemma 3.5. However, due to the method of introducing external parameter, [21] only presents the existence of invariant tori with one single prescribed frequency vector, and fails to obtain the smoothness of invariant tori with respect to the parameter. However, Theorem 2.1 can tell not only the existence of invariant tori, but also the C m -smoothness in the parameter. In fact, the parameterized Diophantine frequencies in ω * (Π) are C m -smooth w.r.t. ξ, and so are the corresponding invariant tori.
In particular, by the theory of topological degree, our theorems can apply to some hamiltonian that only continuously depends on the parameter. See the following instance.
Consider the hamiltonian (2.1) with
where l i ≥ 0 are integers. Let 0 < α < 1. If ǫ is small, the theory of topological degree implies
Note that O is also a domain. Thus, for the parameterized hamiltonian H(ξ; θ, I), all the invariant tori with frequencies in O ∩ O α,τ persist. Moreover, these invariant tori depend on the parameter C m -smoothly in Whitney's sense [19] .
• KAM theorem with Bruno non-degeneracy condition.
Consider the hamiltonian (2.1) and ω(ξ) satisfies the Bruno non-degeneracy condition (3.1). Proposition 3.1 illustrates, for any ω 0 = ω(ξ 0 ) ∈ O α , there exists an one-parameter continuous family of invariant tori with the frequencies (1 + λ(η))ω 0 , where the parameter η is close to zero and λ = O(|η| + σ) with σ = ǫ 2rα . Especially, when the hamiltonian depends on the parameter analytically, the obtained family can be proved analytically dependent on η near zero.
• KAM theorem for hamiltonian system with two degrees of freedom.
Let H(ǫ; θ, I) = ω 0 , I + ǫP (ǫ; θ, I), where P is real analytic in (θ, I) on D(s, r) ⊂ C 2 × C 2 , and C m -smooth in a small parameter ǫ on
Applying Theorem 2.1 and Proposition 3.2, we have the following results:
There exists a sufficiently small constant ǫ 0 > 0, such that if
where τ ′ = n + (m + 1)(2τ + 2) + m, there always exists an non-empty set I * ǫ 0 ⊂ I ǫ 0 such that for ǫ ∈ I * ǫ 0 , H(ǫ; θ, I) has invariant tori with frequencies ω
satisfying |ω 0 (ǫ)| ≤ 2ǫ/r. Moreover, for m = 0, I * ǫ 0 has continuous cardinality; for m ≥ 1, I * ǫ 0 has positive measure. The above result implies that the invariant tori with Diophantine frequencies for an integrable hamiltonian with two degrees of freedom never isolate, which was pointed and proved by Elliasson in [8] .
Note that here we do not require analytic condition of the hamiltonian in the parameter; therefore, we cannot obtain an accurate measure estimate for I ǫ 0 . In [22] , the authors considered the same problem for analytic hamiltonian in both the phase variables (θ, I) and the small parameter ǫ. Without imposing any non-degeneracy condition in advance, the authors obtained a similar result with meas(
• Elliptic lower dimensional KAM-tori. 
Case of multiple normal dimensions:
Consider the hamiltonian H(ω; I, θ, z,z) = ω, I + Ω(ω), zz + P (ω; θ, I, z,z)
as in Theorem 2.2 with m ≥ 1, where the parameter ω ∈ O ⊂ R n . The normal frequency vector is
where β = (β 1 , . . . , βn) and M is an n ×n constant matrix.
Then we can verify that O * occupies a large portion of measure in O for sufficiently small constant α > 0. Set ω 0 ∈ O * and Ω 0 = Ω(ω 0 ). Then the combination of Proposition 3.5 and Theorem 2.2 yields, there exist sufficiently small constants γ and σ 0 such that if
and σ = ǫ 2r 2 α ≤ σ 0 , there exists an non-empty Cantor subset I * σ ⊂ I σ and for λ ∈ I * σ there exists ̟ ∈ O such that the hamiltonian H(̟, ·) has an invariant torus with frequencies ω * (̟), Ω * (̟) = (1 + λ)ω 0 , Ω * (̟) . Moreover, we have meas(I σ \ I * σ ) = o(σ) as σ → 0. In the case of M = 0, the above result implies that obtained by Bourgain in [2] . We indicate that our assumption is a little stronger than in [2] , where only the first Melnikov's condition is required. Nevertheless, under the second Melnikov condition, we can obtain the normal form for the persisting invariant tori, which provides the linear stability of these invariant tori and reveals more dynamical information.
Note that by some asymptotic property of the normal frequencies, Proposition 3.5 can be extended to some infinite dimensional hamiltonian as showed in [3] .
Proof of Theorems
In this section, we mainly prove Theorem 2.1 and omit the proof of Theorem 2.2 since the idea is the same only with some modified KAM estimates. Our proof is based on a KAM iteration. The key is to choose a suitable constant α in the small divisor conditions. Usually the constant α decreases as the KAM step proceeds; here it will be increasing. Moreover, we shall present an explicit extension of small divisors rather than using Whitney's extension theorem [19] . In particular, even though small divisor condition does not hold, our extension still works, which plays an important role in separating the KAM iteration and non-degeneracy condition. We should note that the idea of the small divisor extension is also used by Elliasson in [8] . In fact, the spirit in our proof is more or less similar to that in [8] . More precisely, the existence of KAM tori depend on existence of Diophantine frequencies in the final KAM step ( the limit of KAM iteration). KAM-step. We summarize our KAM step in the following iteration lemma.
Lemma 5.1 (Iteration Lemma) Consider the following hamiltonian H(ξ; θ, I) = N (ξ; I) + P (ξ; θ, I),
Assume ω ∈ C m (Π 0 ) and
Set s + = s − 5ρ, η = √ E, r + = ηr. Then the following conclusions hold: (i) For any ξ ∈ Π 0 there exists a symplectic mapping
which is real analytic in (I, θ) on D(s + , r + ) and C m -smooth in ξ on Π 0 such that
where D is the differentiation operator with respect to (θ, I) and W = diag(ρ −1 I n , r −1 I n ) with I n being the n-th unit matrix.
(ii) There exists a real analytic hamiltonian H + (ξ; I, θ) = N + (ξ; I) + P + (ξ; θ, I) defined on D(s + , r + ), that is C m -smooth in ξ ∈ Π 0 , where
P + denotes the new perturbation satisfying
Here,
(iii) Set e −Kρ = E and
where K + > K satisfies e −K + ρ + = E + . Then we have Π + ⊂ Π. Moreover, H • Φ(ξ; θ, I) = H + (ξ; θ, I) = N + (ξ; I) + P + (ξ; θ, I), for ξ ∈ Π.
Proof of Iteration Lemma. Our KAM step is standard and we divide it into several parts. Here and below we use c to indicate the constants which are independent of KAM steps.
A. Truncation. Set R = P (ξ; θ, 0)+ P I (ξ; θ, 0), I . It follows easily that
B. Construction of symplectic mapping. The symplectic mapping is generated by a hamiltonian flow mapping at 1-time, that is, Φ = X t F | t=1 , where F is the generation function. It follows that
where [R] denotes the average of R on T n and {·, ·} the Poisson bracket. The new normal form is
We choose F such that
Let {F k } and {R k } be relevant Fourier coefficients with respect to θ. Thus, F k = 0 with k = 0 or |k| > K; and for ω(ξ), k = 0,
Thus, it follows
C. Extension of small divisors. Now we define a C ∞ (R)-smooth function ϕ(t) as
where c ℓ is a constant depending on ℓ. Let
Recall the definition of Π in (5.1). Then g k (ξ) = 1 i ω(ξ),k for ξ ∈ Π. Note that even if Π = ∅, the extension of g k (ξ) is still well defined on Π 0 . Furthermore, g k (ξ) ∈ C m (Π 0 ) with the estimate ∂ β g k ∂ξ β (ξ) ≤ ch −|β|−1 |k| |β| , ξ ∈ Π 0 , ∀ |β| ≤ m.
Now we extend F k from Π to the whole set Π 0 by setting F k (ξ; I) = g k (ξ)R k (ξ; I) = ϕ h (t k (ξ)) i ω(ξ), k R k (ξ; I), 0 < |k| ≤ K.
Let F (ξ; I, θ) = 0<|k|≤K F k (ξ; I)e i k,θ and we have E. New error terms. Following the same approach as in the classical KAM theorem, we arrive at P + α * ,Π 0 ×D(s + ,r + ) < c ǫ 2 αrρ τ ′ + c(η 2 + e −Kρ )ǫ, where c is a constant depending only on n and τ. The choice of the parameters η and K implies, P + α * ,Π 0 ×D(s + ,r + ) ≤ cǫE ≤ α + r + ρ τ ′ + E + = ǫ + . where α + , ρ + , r + , E + are given as in the lemma.
Recall thatω = ∂ I [R] and we have ω α * ,C m (Π 0 ) ≤ ǫ/r. Suppose 2K τ +1 ǫ ≤ (α + − α)r, and then Π + ⊂ Π holds.
Iteration. Now we choose some suitable sequences of parameters so that the above step can iterate infinitely.
At the initial step, let ρ 0 = s/20, r 0 = r, E 0 = 2 · 20 τ ′ γ > 0, α 0 = (1 − j , α j+1 = (1 − 1 2 j+3 )α.
Note that α j ≤ α ≤ 2α j . It is easy to verify cE j ≤ (cE 0 )
) j . Now we check the assumption 2K τ +1 j ǫ j ≤ (α j+1 − α j )r j . This is equivalent to prove F j = 2 j+3 K τ +1 j ǫ j /r j ≤ α. Notice that
.
It follows from K j = − ln E j /ρ j that K j+1 /K j = 2 ln E j+1 / ln E j = (2 lnc + 3 ln E j )/ ln E j ≤ 3.
Then we have F j+1 ≤ cE 1 2 j F j . Note that
which implies for all fixed s, r > 0 and sufficiently small E 0 , F k ≤ α holds for any k ≥ 0. Hence we immediately derive Π j+1 ⊂ Π j from the assumption 2K τ +1 j ǫ j ≤ (α j+1 − α j )r j . Let Π 0 = Π and D j = D(s j , r j ). Applying Iteration Lemma 5.1, we have a sequence of monotonously decreasing closed sets {Π j }, and a sequence of symplectic mappings {Φ j } such that for each ξ ∈ Π, Φ j (ξ; ·, ·) : D j+1 → D j with the estimates W j (Φ j − id) α,Π×D j+1 , W j (DΦ j − Id)W −1 j α,Π×D j+1 ≤ cE j .
Meanwhile, we have a sequence of hamiltonian H j = N j + P j , where N j (ξ; I) = ω j (ξ), I and P j satisfies P j α,Π×D j ≤ ǫ j = α j r j ρ τ ′ j E j .
For any j ≥ 0, ω j ∈ C m (Π) and ω j+1 = ω j +ω j with ω j α,C m (Π) ≤ ǫ j /r j .
Furthermore, for ξ ∈ Π j we have
