The ability to design and engineer organisms demands the ability to predict kinetic responses of novel regulatory networks built from well-characterized biological components. Surprisingly, few validated kinetic models of complex regulatory networks have been derived by combining models of the network components. A major bottleneck in producing such models is the difficulty of measuring in vivo rate constants for components of complex networks. We demonstrate that a simple, genetic approach to measuring rate constants in vivo produces an accurate kinetic model of the complex network that Saccharomyces cerevisiae employs to regulate the expression of genes encoding glucose transporters. The model predicts a transient pulse of transcription of HXT4 (but not HXT2 or HXT3) in response to addition of a small amount of glucose to cells, an outcome we observed experimentally. Our model also provides a mechanistic explanation for this result: HXT2-4 are governed by a type 2, incoherent feed forward regulatory loop involving the Rgt1 and Mig2 transcriptional repressors. The efficiency with which Rgt1 and Mig2 repress expression of each HXT gene determines which of them have a pulse of transcription in response to glucose. Finally, the model correctly predicts how lesions in the feed forward loop change the kinetics of induction of HXT4 expression.
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gene-regulatory networks | glucose transport | kinetic model | Saccharomyces cerevisiae | systems biology Q uantitative models of gene regulatory networks typically serve one of two distinct purposes. One is to determine whether a qualitative model adequately describes the biological network (1, 2) . When qualitative model checking is the goal, no claims are made about the accuracy of the kinetic or thermodynamic parameters that describe molecular interactions; plausible values, which may be based on general principles or on published measurements of plausibly related quantities, are typically used. The second, less frequently pursued goal is to produce a model that predicts the behavior of a complex system on the basis of accurate quantitative models of its components. Such models can be used to predict the quantitative behavior of novel, engineered systems built by rewiring the components of the original system into new circuits. An excellent example of this component-based approach is the model of the network determining the lysis/lysogeny decision of phage λ (3) (4) (5) . In that case, simulations of the stochastic interactions of individual molecules were carried out, allowing the frequency of each outcome (lysis or lysogeny) in isogenic populations to be explained quantitatively (4) . The level of detail in that model was possible because of the enormous effort devoted to biochemical studies of each component of phage λ. As a result, this approach cannot easily be applied to other complex networks.
We describe a simple approach to kinetic modeling and demonstrate that it yields accurate predictions of the behavior of a complex regulatory network. We modeled the Snf/Rgt/Mig (SRM) glucosesensing network of Saccharomyces cerevisiae (Fig. 1) , which governs expression of HXT genes encoding glucose transporters. A clear qualitative model of this network has emerged (6) (7) (8) , based on steady-state data. However, a molecular understanding of the kinetic responses of such systems is necessary for the engineering of biological pathways to perform new functions. The kinetic responses of biological systems can also be critical for fitness. Cells that do not react quickly enough to changing nutrient conditions risk being overgrown by competitors that are quicker on the uptake. Those that respond too quickly risk wasting energy on the response itself and being overgrown by more efficient competitors (9) . Because response kinetics have profound consequences for the cell, we sought to move beyond a steady-state description by developing a detailed kinetic model of the SRM network. We used the model to make predictions and guide the design of experiments that provide unique mechanistic insights into this system.
The Snf/Rgt/Mig (SRM) Network. The SRM network consists of two signal transduction pathways. The first is the glucose sensing pathway that leads to induction of HXT genes in response to glucose (Fig. 1, green lines ). An intracellular signal is generated when glucose binds to the Snf3 and Rgt2 sensors at the membrane, which leads to degradation of Mth1 and Std1. Disappearance of Mth1 and Std1 results in inactivation of the Rgt1 transcriptional repressor and derepression of its targets, including HXT genes and the genes encoding Mth1, Std1, and Mig2.
The second pathway in the SRM network causes repression of gene expression in response to glucose (Fig. 1, red lines) mediated by the Mig1 transcriptional repressor. Glucose metabolism leads to inhibition of the Snf1 protein kinase (10), thus preventing it from phosphorylating Mig1. Hypophosphorylated Mig1 moves into the nucleus and represses its many targets (11), including HXT2, HXT3, and HXT4.
These glucose induction and repression pathways are highly interconnected ( Fig. 1) , with eight regulatory genes at the core of the network. All but three of them (SNF1, RGT1, and RGT2) are regulated by one or both pathways (Fig. 1 , color-coded ovals), forming several feed forward and feedback loops. For example, both Rgt1 and Mig1/Mig2 regulate expression of MTH1, which acts in the glucose induction pathway. This degree of connectedness of the SRM network-more complex than the well-characterized GAL gene regulatory network, but well below the level of complexity of the cell cycle regulatory network-makes modeling it a challenging but tractable goal.
The model we describe is based on kinetic parameters for the components of the SRM network, most of which have been directly measured as described below. We use transcription rate equations whose parameters we measured at steady state. Most of the other parameters (mRNA half-lives, translation rates, and protein halflives) have been directly measured before (12) (13) (14) (15) (16) .
Results
Kinetic Model. We wrote a set of ordinary differential equations (ODEs) that describe the rate of change in the concentration of each molecular species appearing in Fig. 1 (see Tables S1 and S2 for  the full set of ODEs and Tables S3 and S4 Following Goutsias and Kim (18), we modeled the rate of change of the concentration of an mRNA regulated by repressors R 1,. . .,n using the equation
where brackets denote concentrations, V max is the transcription rate in the absence of all repressors, θ i is the efficiency with which repressor R i represses transcription of a particular gene (one over the concentration required for half-maximal repression), and k is the degradation rate of a particular mRNA. As the concentration of any repressor decreases, the rate of transcription given by the equation will monotonically increase and saturate; as the level of any repressor increases, the transcription rate monotonically decreases, approaching zero. The model of transcriptional activation, which occurs only between Rgt1 and HXT1, is described in Methods. Two approximations about cis-regulation are made in this model: (i) The net effect of all binding sites of the repressor in each promoter is modeled as a single pseudobinding site and (ii) each repressor influences transcription independently (18, 19) . In other words, the model does not include cooperative binding within or between repressors. We adopted these simplifying approximations on the grounds that greater complexity and more parameters can easily be added to the model when there are sufficient data to determine those parameters (Discussion).
Preliminary Tests of Steady-State Predictions Reveal Unforeseen
Regulatory Interactions. Preliminary tests of the model revealed three significant discrepancies between predicted and observed patterns of HXT gene expression. We were able to correct these by adding the three regulatory relationships marked by asterisks in Fig. 1 (see Fig. S1 for detailed logic), one of which was independently discovered during the course of this work (20) .
Estimating the Parameters of Model Components. The measurements made in this study, along with those made in previous highthroughput studies, were used to calculate higher-order parameters (e.g., V max , θ) necessary for modeling transcription and translation ( Fig. 2A and Methods). In this manner we were able to calculate 81 parameters from direct experimental measurements (Fig. 2B) . Because the parameters of the two sensors, Rgt2 and Snf3, could not be measured directly, we used a one-sensor model, reducing the number of genes in the system from 12 to 11. Simulations suggested that this had no significant effect on predictions. The 10 remaining parameters were chosen by optimizing the fit between the model predictions and experimentally measured steady-state levels of HXT1-4 mRNA in wild-type and mutant cells (see Table  S5 for information about the strains) grown on 2% galactose or on Measurements made during the course of this study (boldface type) and those taken from literature sources are depicted on the Right. Information flow, beginning with measured quantities, is shown by the arrows as it is used to calculate higher-order parameters. The degradation rate constant k deg , in addition to its contribution to V max , is also used directly in the calculation of each value for θ, indicated by an asterisk. Protein abundances in mutants were estimated by simulation, using translation rates calculated from steady-state protein abundances in wild-type yeast. (B) Translation rates, protein degradation rates, and mRNA degradation rates were obtained from publicly available high-throughput data (12, 15, 16) . Glucose uptake rates were obtained from ref. 32 . V max and θ were calculated from mRNA expression measurements using qPCR and protein abundance data (13, 14) .
2% glucose (56 data points). To avoid overfitting the 10 optimized parameters, the prediction for each data point was made by holding that point out and using a model in which the optimized parameters were fit to the other 55 data points. The resulting model was used to predict the held-out point. The range of parameter values from each of the 56 optimizations was relatively tight (Table S6) , suggesting that the parameters are reasonably well determined.
Testing Steady-State Predictions. To test the model, steady-state mRNA levels of HXT1-4 were simulated for cells growing in 2% galactose or in 2% glucose and measured experimentally (Fig. 3) . The predictions are in good agreement with steady-state mRNA levels determined by qPCR, provided their relative abundance is at least 1 (a value that we estimate to be ∼1 molecule/cell assuming that the abundance of actin mRNA is ∼81 molecules/cell) (21) . When the observed level is <1, the largest predicted value is 2.28 (mHXT4 in std1Δ in 2% glucose). When the observed level is at least 1, the two largest differences between observation and prediction were 1.19-fold (mHXT4 in std1Δ in 2% glucose) and 0.86-fold (mHXT3 in mth1Δ in 2% galactose); the remaining observations were all within 10% of the predicted values. Because each data point was predicted using parameters optimized without considering that point, these results cannot be explained by overfitting of parameters. (Note that the red points in Fig. 3 were used in algebraic computation of V max and θ parameters, which were not optimized.)
Sensitivity of Model Predictions to Parameter Values. To get a sense of which parameters the predictions are most sensitive to, we varied each measured parameter by ±10% and plotted the predicted value for each of the four HXT mRNAs in each of the two conditions (2% glucose and 2% galactose). All of the plots were approximately linear. We then used their slopes as a measure of sensitivity. To rank the measured parameters in overall effect, we averaged the slopes over the four mRNAs and two conditions (Dataset S1 contains the complete results). Among the 19 repression efficiency parameters (θ's), by far the most important were those governing the effects of Rgt1 and Mig2 on transcription of MTH1. Among the 11 mRNA and 11 protein degradation rates, the most important were those associated with MTH1. Among maximal transcription rates, each HXT gene was significantly affected only by its own rate, and even then the effects were much smaller than those involving MTH1. Together, these observations point to MTH1 as the keystone of the system (22) . In general, MIG2 is also more significant than MIG1. Although we did not anticipate these findings, they are consistent with the fact that MTH1 and MIG2 are the two genes that are regulated by both the glucose induction and repression pathways (Fig. 1) and repress one another (via their products).
Testing Kinetic Predictions After Glucose Addition. The predictive power of the model was assessed by simulating the kinetics of HXT1-4 expression after addition of glucose to cells growing on galactose and then testing these predictions by direct measurements of mRNA. For HXT1, HXT2, HXT3, and HXT4 the predictions for addition of 2% glucose were in good agreement with our experimental time courses (Fig. 4, red) .
As a prospective test of the robustness of the model, we simulated the kinetics of HXT expression after addition of 0.1% glucose. Yeast cells are known to express a different complement of HXT genes under this "low glucose" condition than in 2% glucose (23) . The minimal changes measured in expression of HXT1-3 are in good agreement with the predictions of the model (Fig. 4 A-C, blue) .
Prediction, Verification, and Explanation of the HXT4 Pulse. The most interesting prediction of the model was that HXT4 (and only HXT4) would display a transient pulse of expression after addition of 0.1% glucose (Fig. 4D , solid blue lines; Fig. S2 shows the robustness of this prediction to variation of key parameters). This prediction results from a feed forward loop in which HXT4 is repressed by both Rgt1 and Mig2, and MIG2 is itself repressed by Rgt1 ( Fig. 5A ; predicted kinetics of the active repressor proteins are shown in Fig. 5B ). This network motif, called an incoherent feed forward loop (24) , is known to be capable of generating a pulse, but only with certain parameters. In this case, HXT4, HXT3, and HXT2 are all regulated by the same feed forward loop, but only HXT4 is predicted to display a pulse. This was unexpected: Previous studies that assayed HXT4 expression with a β-galactosidase reporter, a long-lived protein, failed to capture these dynamic changes in mRNA concentration (23) . The existence of a pulse and the timing of its peak were confirmed by measuring the level of HXT4 mRNA over the course of 2 h, although the height of the measured peak and the final level of HXT4 mRNA differ from the prediction (Fig. 4D, blue) . Fig. 3 . Observed and predicted steady-state levels of HXT1, HXT2, HXT3, and HXT4 mRNAs, relative to the level of ACT1 in the same sample, when the cells were grown in 2% galactose (Upper) or 2% glucose (Lower). Units are molecules per 81 ACT1 molecules, a rough estimate of the number of ACT1 molecules in each yeast cell (21) (Dataset S2 contains all observed steady-state levels). Each data point represents a strain. Wild type is represented by circles, rgt1Δ by stars, mth1Δ by diamonds, std1Δ by asterisks, mig1Δ by crosses, mig2Δ by squares, and mig1Δ mig2Δ by triangles. Error bars indicating one SEM are present for the five empirical measurements with the largest errors; the smaller bars would not be clearly visible on this scale. The data points that were used to calculate V max and θ are in red and the independent tests of the model are in blue. Each data point is predicted using a model whose optimized parameters are fit to the remaining data points. All observed values less than the threshold of our ability to reliably quantify using qPCR, 1 unit, were set to 1 unit.
To further investigate the role of the feed forward loop in creating a pulse of HXT4 expression, we ran kinetic simulations of HXT4 mRNA levels for deletion mutants lacking one of the two regulatory components of the loop, Mig2 or Rgt1. Without Mig2 to repress HXT4 after its initial derepression by Rgt1, the response to addition of 0.1% glucose was predicted to be a substantial increase in HXT4 mRNA at steady state, and this was confirmed by quantitative (q)PCR (Fig. 5C ). In the absence of Rgt1, the feed forward loop is no longer operative and HXT4 is predicted to be highly expressed in galactose, where Mig2 (no longer repressed by Rgt1) is its only repressor. When 0.1% glucose is added, however, the rapid increase in active Mig1 is predicted to reduce transcription of HXT4 mRNA, which decays over the next ∼30 min. This predicted decrease, along with its level and timing, was confirmed by qPCR (Fig. 5D ).
Discussion
To systematically design gene regulatory networks that meet predetermined specifications, we must have a catalog of wellcharacterized parts and be able to predict what will happen when those parts are wired together in specific ways. We have demonstrated the ability to characterize naturally occurring components and to combine those characterizations into a model that predicts the kinetic behavior of the Snf/Rgt/Mig network with satisfying accuracy. This network is complex, relative to other kinetically characterized networks: It integrates input from two signaling pathways via eight regulatory proteins that are linked by 11 transcriptional regulation relationships, which, together with direct protein-protein interactions, form multiple feedback and feed forward loops. This network regulates transcription of the four HXT genes via an additional 10 regulatory interactions.
We chose an intermediate point along the continuum from simple, abstract models with few parameters that are fully determined by available data to detailed physical models with many, realistic parameters that are highly underdetermined. A degree of simplification, abstraction, and global optimization was required at the tops of the two pathways (where we were not able to directly measure the binding of glucose to the receptors or quantify the signal from glucose metabolism). All of the points in Fig. 3 (which include the steady-state red points in Fig. 4 ) were used to globally optimize 10 parameters describing events occurring at the tops of the two pathways. To guard against overfitting, we evaluated model predictions using a hold-out strategy (Fig. 3) . We also reduced the action of each repressor at each promoter to a single parameter, θ, representing its repression efficiency. We did not attempt to measure or model cooperative binding of repressors. Importantly, θ has a clear biochemical interpretation that is localized to a single repressor and a single target gene. This localization to specific components of the system is essential for the rational design of new networks using the same components. It also allowed us to measure V max and θ by genetic isolation and perturbation, thus avoiding Fig. 4 . Measured and predicted time courses for mHXT1, mHXT2, mHXT3, and mHXT4 expression after glucose addition. Circles depict the levels of each mRNA observed (see Dataset S3 for all timecourse data) using qPCR after a shift from 2% galactose to 2% glucose (red line) or to 0.1% glucose (blue line). The lines are narrow solid regions that encompass the family of predictions derived from parameters estimated by randomly selecting among replicate measurements (SI Methods). This region represents the variation in the prediction caused by variation in the measurements used to estimate the parameters. global optimization of transcriptional parameters. This measurement was facilitated by existing data on mRNA and protein halflives and protein abundances in rich medium (which we combined to compute approximate translation rates). Seventy-one parameters (87%) were fully determined by previous datasets combined with our measurements in 2% galactose or 2% glucose.
Only after all model parameters and predictions were fixed did we carry out our experiments in 0.1% glucose (blue circles in Figs. 4  and 5 ). These data, along with the intermediate time points after addition of 2% glucose (red points, Fig. 4) , constitute new challenges not used to calculate any parameters. Thus, discrepancies between prediction and observation in these cases represent either (a) measurement error (in our data or other datasets we used) or (b) structural error in the assumptions underlying the model. We chose to leave those discrepancies exactly as we found them, rather than reducing them by incorporating the new data into parameter estimation, to point the way to future research aimed at systematically addressing the measurement and/or structural error that underlies the discrepancies.
Our approach to obtaining direct measurements of transcriptional parameters is potentially applicable to a variety of other systems of similar complexity. In systems where gene deletion is difficult or impossible, expression of transcription factors can be modulated by methods such as RNA interference, although this method introduces a number of complexities that are not present when transcription factors can be cleanly removed. Furthermore, systems in which cooperative binding of transcription factors plays an important role require more complex experimental treatment. Finally, kinetic models depend on the half lives of mRNAs and proteins. In systems where these are already known, as they are for most yeast genes, kinetic modeling becomes significantly easier.
In the course of building the model, we learned that HXT2, HXT3, and HXT4 are all regulated both by Mig1 and by a feed forward loop involving Rgt1 and Mig2. Previously, HXT3 was not known to be repressed by Mig1 and Mig2. Using measured degradation rate constants together with transcriptional parameters determined solely from steady-state data, the model predicted correctly that HXT4, but not HXT2 or HXT3, would display a transient pulse of expression after addition of 0.1% glucose to galactose-grown cells. It also predicted correctly than none of the other HXTs would display such a pulse after addition of 2% glucose. Finally, our model predicted with reasonable accuracy the kinetics of HXT4 expression after addition of 0.1% glucose in mutants lacking MIG1 or RGT1. These predictions could not have been made on the basis of the qualitative model alone, which does not reveal the differences in regulation of HXT2, HXT3, and HXT4. Differentiating HXT4 from HXT2 and HXT3 absolutely required quantitative parameterization.
The pulse in HXT4 expression, which peaks at two to three times the steady-state levels, is striking, but it is not yet clear what physiological benefits, if any, it confers. In general, a pulsed response may enable a cell to optimize the trade-off between rapid response to changing conditions and long-term energy efficiency. When the synthesis rate of an mRNA or a protein increases, the time required to reach steady state depends on its degradation rate constant, not on its rate of synthesis (24) . A rapid shift in steadystate concentration requires an unstable molecule that must be constantly resynthesized, imposing a high energetic cost. However, a rapid, transient response, which imposes that energetic cost for only a short time, can buy time for a slower, steady-state response by a more stable molecule.
Ultimately, our goal is to be able to rationally design regulatory systems with specific kinetic characteristics. For example, to understand the physiological effects of the HXT4 pulse, we might want to design a system that achieves the same steady-state expression levels at approximately the same rate, but without the pulse. The model presented here allows us to calculate the repression efficiency parameters for Rgt1, Mig1, and Mig2 on HXT4 that would be required to produce such a response. To design the mutations needed to accomplish our desired response, however, one piece is missing: the ability to predict the repression efficiency parameters from the affinities and locations of all of a repressor's binding sites in a given promoter. In other words, we need a more detailed physical model of the action of each repressor at each promoter. Recent progress in linking the ensemble of binding sites to the overall effect of the transcription factor (20, 25) , combined with quantitative, kinetic models such as the one presented here, puts us on the road to de novo design of systems producing complex kinetic phenotypes.
Methods
Parameters That Were Specifically Measured in Previous High-Throughput Studies. Multiple genome-wide studies of mRNA decay in S. cerevisiae provide degradation rates of all of the mRNAs in the network (15, 16) . In this initial model, we approximated mRNA degradation rates as constants that do not depend on the glucose concentration. It is known that several mRNAs encoding proteins involved in the TCA cycle and in gluconeogenesis exhibit glucose-dependent changes in decay (26) (27) (28) but there is as yet no evidence that this affects mRNAs in our network. Degradation rate constants for the protein species in the network were taken from the results of Belle and colleagues (12) . In that study, Hxt1-4 were determined to have half-lives >300 min, so we used that lower bound as an approximation to their half-lives.
Estimating Parameters from Data. The V max for each promoter and the value of θ for each repressor acting at that promoter were calculated using mRNA concentrations determined by quantitative PCR (qPCR; SI Methods). To isolate the effects of each parameter, measurements were made in carefully selected mutants and growth conditions ( Fig. 2A Right) . For example, transcription of SNF3 mRNA (mSNF3) is repressed by both Mig1 and Mig2, so Eq. 1 becomes
At steady state, the rate of change of SNF3 mRNA is zero, and in a mig1Δ mig2Δ double mutant, the concentrations of Mig1 and Mig2 are also zero. Thus, V max = k deg [mSNF3] . The degradation rate of SNF3 mRNA, k deg , is available from the studies cited above; we measured the concentration of SNF3 mRNA, in a mig1Δ mig2Δ mutant. With V max in hand, we calculated the θ for each repressor in a single mutant. To calculate θ Mig1−SNF3 , for example, we used a mig2Δ mutant, where, at steady state
Solving for θ Mig1−SNF3 yields
So the efficiency with which Mig1 represses SNF3 expression is estimated from V max and the steady-state concentrations of mSNF3 and Mig1 (Fig. 2) . The steady-state concentration of mSNF3 in the mig2Δ strain was measured by qPCR.
To obtain [Mig1] we took advantage of multiple genome-wide studies (13, 29, 30 ) that provide estimates of abundance for most proteins in S. cerevisiae growing in yeast extract/peptone and glucose ( Fig. 2A and its legend) . Similarly, by combining steady-state levels of mSNF3 in a mig1Δ strain with estimates of [Mig2] abundance from genome-wide studies, we calculated θ Mig2−SNF3 .
Regulation of HXT1 Transcription. Rgt1 is known to act as a transcriptional activator of HXT1 when glucose is present (31 where V HXT1 is the transcription rate of HXT1 when both Mth1 and Std1 are absent and Rgt1 is present in excess, T HXT1 is a scaling factor for the basal transcription rate of HXT1 (unitless), θ activation is the efficiency with which Rgt1 activates the expression of the HXT1 gene in the presence of a glucoseinduced signal, θ Active Rgt1−HXT1 is the efficiency with which active Rgt1 which is either a Rgt1:Mth1 dimer or a Rgt1:Std1 dimer represses the expression of the HXT1 gene, and k is the degradation rate of mHXT1.
Parameter Optimization. Each of the 10 parameters that could not be measured directly was fit to steady-state levels of mHXT1, -2, -3, and 4 in seven different strains (wild type, rgt1Δ, mth1Δ, std1Δ, mig1Δ, mig2Δ, and mig1Δ mig2Δ), when cells were grown in 2% galactose or in 2% glucose (56 data points in total). Optimization was carried out in MatLab using the function "lsqnonlin" with trust-region-reflective algorithm.
