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(C)c-sequence
In this paper we study the following nonperiodic second order Hamiltonian systems
−u¨(t) + L(t)u(t) = ∇R(t,u), ∀t ∈R,
where L(t) may not be uniformly positive deﬁnite for all t ∈ R. Under more general
conditions on Ru(t,u), we prove that the above system has inﬁnitely many homoclinic
orbits provided R is even in u.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and main results
In this paper we consider the existence and multiplicity of homoclinic orbits for the second order Hamiltonian systems
(HS) − u¨(t) + L(t)u(t) = ∇R(t,u), ∀t ∈ R,
where u = (u1, . . . ,uN ), L(t) ∈ C(R,RN2 ) is a N × N symmetric matrix valued function, R(t,u) ∈ C1(R × RN ,R). Here, as
usual, we say that a solution u of (HS) is a homoclinic orbit if u ≡ 0, u(t) → 0 and u˙(t) → 0 as |t| → ∞.
The existence of homoclinic orbits is one of classical problem. Up to now, it has been intensively studying by many
mathematicians. For example, see e.g., [1,3,6–13,11,21,22] for the second systems and [1,4,15–20] for the ﬁrst order systems.
The case where L(t) and R(t,u) are either independent of t or periodic in t is studied by several authors (see [3,6–9,14]).
In the papers [7]and [9], the authors proved that the system (HS) existence of homoclinic orbits as a limit of 2kT -periodic
solution. Later, using the methods in [9], M. Izydorek and J. Janczewska [21] considered the following general system −u¨(t)+
∇R(t,u) = f (t), ∀t ∈R, where L(t), R(t,u) and f (t) dependent periodic on t . By introducing an approximative sequence of
differential equations −u¨(t) + ∇R(t,u) = fk(t), the authors shown that the system has at least one homoclinic orbit. See
also [22] for related results. For periodic system, the results has been given in papers [3,6,8] and the references therein.
Without assumption of periodicity the problem is quite different in nature. Up to know, some works has been done (see
[1,10–13]). In the paper [1], Professor Ding ﬁrst considered nonperiodic system. He assumed that
l(t) := inf|x|=1 L(t)x · x → ∞ as |t| → ∞, (1.1)
and
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(i) L(t) ∈ C1(R,RN) and ∣∣L′(t)∣∣ a∣∣L(t)∣∣, ∀|t| r;
or
(ii) L(t) ∈ C2(R,RN) and L′′(t) aL(t), ∀|t| r,
where L′(t) := ddt (L(t)) and L′′(t) := d
2
dt2
(L(t)). Here and in the sequel, for two N × N symmetric matrices B1 and B2, by
B1  B2(|B1| |B1|, resp.) we mean that ξ(B1 − B2)ξ  0(|B1ξ | |B2ξ |, resp.) for all ξ ∈ RN with |ξ | = 1. The nonlinearity
R(t,u) satisﬁes the Ambrosetti–Rabinowitz (superquadratic) growth condition: there exists μ > 2 such that
0 < μR(t,u)∇R(t,u)u, ∀(t,u) ∈R×RN . (1.2)
The author proved that (HS) has at least one homoclinic orbit. Moreover, if R(t,u) is even in u, then the system (HS) has
inﬁnitely many homoclinic orbits. The author also considered the asymptotically linear case in [1]. Assume
∃α < 2, l(t)|t|α−2 → ∞ as |t| → ∞. (1.3)
Under condition (I) and some asymptotically linear conditions on R(t,u), the author obtained that (HS) has inﬁnitely
many homoclinic orbits. Later, the condition (1.2) is weakened by Zou and Li [13], and using the variant fountain theorem,
they proved that the system (1.1) has inﬁnitely many homoclinic orbits. For some related results also see [10–12] and the
references therein.
Our study is mainly motivated by a paper of Ding [1]. Since in the paper [1], under the following sub-quadratic condition:
(R) 0 < u · ∇R(t,u) γ R(t,u), ∀(t,u) ∈R×RN \ {0},
where γ ∈ (1,2). The author proved that the system (HS) existence of homoclinics. The main purpose of this paper is to
generalize the condition (R). More precisely, we assume that L(t) and R satisfy the following conditions:
(Lα) There exists an α < 1 such that
l(t)|t|α−2 → ∞ as |t| → ∞,
where l(t) = inf|η|=1 L(t)η · η.
(R1) R(t,u) = F (t,u) + G(t,u) and F ,G ∈ C1(R×R2N ,R) are even in u.
(R2) There exist σ , δ ∈ (1,2), c1 > 0, c2 > 0, c3 > 0 such that
c1|u|σ  Fu(t,u)u  c2|u|σ + c3|u|δ
for all (t,u) ∈R×R2N .
(R3) There exist p  2 and c4 > 0 such that |Gu(t,u)| c(1+ |u|p−1) for all (t,u) ∈ R×R2N , moreover, limu→0 Gu(t,u)|u| = 0
uniformly for t ∈R.
(R4) G(t,u) 0 and lim|u|→∞ Gu(t,u)|u| = +∞ uniformly for all t ∈R.
Theorem 1.1. Suppose that the conditions (Lα), (R1)–(R4) hold. Then the system (HS) has inﬁnitely many homoclinic orbits {uk}
satisfying
Φ(uk) :=
∫
R
(
Auk · uk − R(t,uk)
)→ 0− as k → ∞. (1.4)
Remark 1.1. The conditions (R1)–(R4) implies that F (t,u) is sub-quadratic and G(t,u) is super-quadratic, this generalize
the sub-quadratic condition (R). Moreover, we also weaken the conditions on L(t). Since in the paper [1], for sub-quadratic
case, the conditions (I) and (1.3) are needed, but in our case we only need the condition (1.3).
Remark 1.2. From the condition (R3), yields that for any ε > 0, there is Cε > 0 such that∣∣Gu(t,u)∣∣ ε|u| + Cε|u|p−1, (1.5)
where C > 0 and p  2. We shall establish the following result.
Remark 1.3. The following functions satisfy (R1)–(R4).
Example 1. Fu(t,u) + Gu(t,u) = a(t)|u|q−2u + b(t)|u|p−2u, where 1 < q < 2 < p, a(t) > 0 and b(t) > 0.
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The main purpose of this section is to establish a variational setting for the system (HS). Firstly, we study the spectrum
of the Hamiltonian operator A = − d2
dt2
+ L(t). Note that A is self-adjoint on L2(R,RN2 ) := H with domain D(A) = H2(R) if
L(t) is bounded and D(A) ⊆ H2(R) if L(t) is not bounded. Let σ(A) denote the spectrum of the operator A. By | · |p denote
the usual Lp-norm, and (·,·)2 denotes the usual H-inner product.
Observe that D(A) is a Hilbert space with the graph inner product
(z1, z2)A := (Az1, Az2)2 + (z1, z2)2, (2.1)
and the induced norm ‖z‖A := (z, z)
1
2
A . The self-adjoint operator A0 := − d
2
dt2
+ 1 acts on H with D(A0) = H2 := H2(R). We
have for all z ∈ D(A0),
∣∣|A0|z∣∣22 = |A0z|22 = |z¨|22 + 2|z˙|22 + |z|22  ‖z‖2H2 . (2.2)
Lemma 2.1. For each z ∈ D(A) ⊂ H2 , there is d > 0 such that
‖z‖H2  |A0z|2  d‖z‖A . (2.3)
Proof. The proof was actually given in Lemma 5.10 of [2], so we state it here for reader’s convenience. Let A1 be the
restriction of A0 to D(A). A1 is a linear operator from D(A) to H. We claim that A1 is closed. Indeed, let zn ‖·‖A−→ z and
A1zn
|·|2−→ w . Then z ∈ D(A) and since A0 is a closed, A1zn = A0zn |·|2−→ A0z = A1z, hence the claim is holds. Now the Closed
Graph Theorem implies that A1 : D(A) → H is a bounded linear operator, so |A0z|2 = |A1z|2  d‖z‖A for all z ∈ D(A). This
together with (2.2), implies (2.3). 
Lemma 2.1 implies that D(A) is compactly embedded in H2, thus we have
∣∣u(t)∣∣→ 0 and ∣∣u˙(t)∣∣→ ∞ as |t| → ∞, ∀u ∈ D(A). (2.4)
Set E := D(|A| 12 ) be the domain of the self-adjoint operator |A| 12 which is a Hilbert space equipped with the inner
product
(z,w)0 =
(|A| 12 z, |A| 12 w)2 + (z,w)2
and norm ‖z‖0 = (z, z)
1
2
2 . By Lemma 2.2 of [1], we have the following lemma.
Lemma 2.2. Suppose that L satisﬁes (Lα). Then E is compactly embedded in Lp for any 1 p ∞.
From this lemma, we know that the spectrum σ(A) consists of eigenvalues numbered by λ1  λ2  · · · → ∞, and
a corresponding system of eigenfunctions {en} (Aen = λnen), forms an orthogonal basis in H. Let n− := {i | λi < 0}, n0 :=
{i | λi = 0} and n˜ = n− + n0. Set E− := span{e1, . . . , en−} = ker A, E0 := span{en−+1, . . . , en˜} and E+ := span{en˜+1, . . .}. Then
one has E = E− ⊕ E0 ⊕ E+ . Now we introduce the following inner product and norm:
(u,w) = (|A| 12 u, |A| 12 w)2 +
(
u0,w0
)
2,
‖u‖2 = (u,u) = ∣∣|A| 12 u∣∣22 +
∣∣u0∣∣22,
where u = u− + u0 + u+ and w = w− + w0 + w+ ∈ E = E− ⊕ E0 ⊕ E+ . It is easy to verify that the norms ‖ · ‖ and ‖ · ‖0 are
equivalent. Form now no the ‖ · ‖ on E will be used.
Now, we deﬁne
Ψ (u) =
∫
R
R
(
t,u(t)
)
dt.
By assumptions and Lemma 2.2, Ψ (u) ∈ C1(E,R) and
Ψ ′(u)v =
∫
Ru
(
t,u(t)
)
v(t)dt, ∀u, v ∈ E.R
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Φ(u) = 1
2
(∥∥u+∥∥2 − ∥∥u−∥∥2)− Ψ (u),
for u = u− + u0 + u+ ∈ E . Then Φ(u) ∈ C1(E,R), and for each u, v ∈ E ,
Φ ′(u)v =
∫
R
(−u¨(t) + L(t)u(t) − Ru(t,u(t)), v(t))dt. (2.5)
Clearly, u is a critical point of Φ if and only if it is a solution of (HS). Moreover, we have
Proposition 2.3. Let the assumptions of Theorem 1.1 be satisﬁed. If u(t) = 0 is a solution of (HS), then
u(t) → 0 and u˙(t) → 0, as |t| → ∞, ∀u ∈ D(A).
Proof. By (2.4), we only need to show that any critical point of Φ on E is an element of D(A). Let 0 = u ∈ E be a critical
point of Φ . Note that, using the operator A, the system (HS) can be rewritten as
Au = Ru(t,u).
By (R2), (1.5) and Lemma 2.2, we have
|Au|22 =
∫
R
∣∣Ru(t,u)∣∣2 dt  c|u|2(σ−1) + c|u|2(δ−1) + 2ε|u|2 + 2Cε|u|2(p−1)2
 c
(‖u‖2(σ−1) + ‖u‖2(δ−1) + ‖u‖2 + ‖u‖2(p−1))< +∞.
It follows that u ∈ D(A). Now the desired result follows. 
3. Proof of Theorem 1.1
In order to state the inﬁnitely many critical points theorem for the functional Φ , we ﬁrst give some notations. Let E be
an Banach space with the norm ‖ · ‖ and {X j} be a sequence of subspaces of E with dim X j < ∞ for each j ∈ N. Further,
E =⊕ j∈N X j , the closure of the direct sum of all X j . Set
Wk :=
k⊕
j=0
X j, Zk :=
∞⊕
j=k
X j
and
Bk :=
{
u ∈ Wk: ‖u‖ ρk
}
, Sk :=
{
u ∈ Zk: ‖u‖ = rk
}
,
for ρk > rk > 0. Consider a family of C1-functionals Φλ : E →R of the form:
Φλ := I(u) − λ J (u), λ ∈ [1,2].
We make the following assumptions.
(Q1) Φλ maps bounded sets into bounded sets uniformly for λ ∈ [1,2]. Moreover, Φλ(−u) = Φλ(u) for all (λ,u) ∈ [1,2]× E;
(Q2) J (u) 0 for all u ∈ E , J (u) → ∞ as ‖u‖ → ∞ on any ﬁnite-dimensional subspace of E;
(Q3) there exist ρk > rk > 0 such that
ak := inf
u∈Zk,‖u‖=ρk
Φλ(u) 0, bk(λ) := max
u∈Wk,‖u‖=rk
Φλ(u) < 0
for all λ ∈ [1,2] and
dk(λ) := inf
u∈Zk,‖u‖ρk
Φλ(u) → 0
as k → ∞ uniformly for λ ∈ [1,2].
Deﬁne ck := infγ∈Γk maxu∈Bk Φλ(γ (u)), where
Γk :=
{
γ ∈ C(Bk, E): γ is odd, γ |∂Bk = id
}
, k 2.
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Φ ′λ
∣∣Wn
(
u(λn)
)= 0, Φλ(u(λn))→ ck
as n → ∞, where ck ∈ [dk(2),bk(1)]. In particular, if {u(λn)} has a convergent subsequence for every k, then Φ1 has inﬁnitely many
nontrivial critical points {uk} ∈ E \ {0} satisfying Φ1 → 0− as k → ∞.
The proof of the Theorem 3.1 was given in Theorem 3.2 of [5].
In the following part, we shall apply Theorem 3.1 to prove Theorem 1.1. Set X j := Re j , Wn =⊕nj=1 X j , Zn :=⊕∞j=n+1 X j .
Consider a family of C1-functionals:
Φλ := 1
2
∥∥u+∥∥2 − 1
2
∥∥u−∥∥2 −
∫
R
G(t,u) − λ
∫
R
F (t,u) := I(u) − λ J (u)
where λ ∈ [1,2]. Then J (u)  0 and J (u) → ∞ as ‖u‖ → ∞ on any ﬁnite-dimensional subspace of E . Let n > k > 2, then
we have.
Lemma 3.2. There exist λn → 1, u(λn) ∈ Wn such that
Φ ′λ
∣∣Wn
(
u(λn)
)= 0, Φλ(u(λn))→ ck
as n → ∞, where ck ∈ [dk(2),bk(1)].
Proof. We will apply Theorem 3.1 to prove this conclusion. Let
αk(σ ) := sup
u∈Zk,‖u‖=1
|u|σ , αk(δ) := sup
u∈Zk,‖u‖=1
|u|δ,
then αk(σ ) → 0, αk(δ) → 0 as k → ∞. We only prove that αk(σ ) → 0 as k → ∞. Indeed, suppose that this is not the case.
Then there is an ε0 and {u j} ⊂ E with u j⊥Wk j−1, ‖u j‖ = 1, |u j |σ  ε0, where k j → ∞ as j → ∞. For any v ∈ E , we may
ﬁnd a w j ∈ Wk j−1 such that w j → v as j → ∞. Therefore,∣∣(u j, v)∣∣= ∣∣(u j,w j − v)∣∣ ‖w j − v‖ → 0
as j → ∞, i.e., u j ⇀ 0 weakly in E . Hence, u j → 0 in Lσ (R), a contradiction. Therefore, choosing k large enough such that
Zk ⊂ E+ . By (1.5) and Lemma 2.2, for u ∈ Zk one has
Φλ(u) := 1
2
‖u‖2 −
∫
R
G(t,u) − λ
∫
R
F (t,u)
 1
2
‖u‖2 − cε‖u‖2 − c‖u‖p − c|u|σσ − c|u|δδ
 1
8
‖u‖2 − cασk (σ )‖u‖σ − cαδk (δ)‖u‖δ (3.1)
where ε and ‖u‖ small enough. Assume σ  δ, for
‖u‖ := ρk :=
(
cασk (σ ) + cασk (δ)
) 1
2−σ
and (3.1), we have that Φλ(u)
ρ2k
16 > 0. On the other hand, since dimWk < ∞, for u ∈ Wk with ‖u‖ small enough, we have
that
Φλ(u) := 1
2
∥∥u+∥∥2 − 1
2
∥∥u−∥∥2 −
∫
R
G(t,u) − λ
∫
R
F (t,u)
 1
2
‖u‖2 − c|u|σσ + ε|u|22 + Cε|u|pp
 c‖u‖2 + c‖u‖p − c‖u‖σ
< 0.
The above arguments imply that bk(λ) < 0 ak(λ) for all λ ∈ [1,2]. Furthermore, if u ∈ Zk with ‖u‖ ρk , by (3.1), we see
that
Φλ(u)−cασk (σ )ρσk − cαδk (δ)ρδk → 0
as k → ∞. Therefore, dk(λ) → 0 as k → ∞. By Theorem 3.1, we get the conclusion. 
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Proof. Assume by contradiction that there is a sequence {u(λn)} satisfying ‖u(λn)‖ → ∞. Set wn := u(λn)‖u(λn)‖ , then ‖wn‖ = 1,
wn → w , w+n → w+ , w0n → w0 and w−n → w− . Since Φλ(u(λn)) → ck ∈ [dk(2),bk(1)], then for n large, we have
dk(2) − c
‖u(λn)‖2 
Φλ(u(λn))
‖u(λn)‖2 =
1
2
∥∥w+n ∥∥2 − 12
∥∥w−n ∥∥2 −
∫
R
G(t,u)
‖u(λn)‖2 − λn
∫
R
F (t,u)
‖u(λn)‖2 . (3.2)
If w+ = 0 and w0 = 0, it follows from (3.2) that
1
2
∥∥w−n ∥∥2 +
∫
R
G(t,u)
‖u(λn)‖2 + λn
∫
R
F (t,u)
‖u(λn)‖2 
dk(2) − c
‖u(λn)‖2 +
1
2
∥∥w+n ∥∥2 → 0
as n → ∞. By (R2) − (R4), we know that ‖w−n ‖ → 0. This contradiction with ‖wn‖ = 1. Therefore, one of w+ or w0 is
nonvanishing, thus we have that w = 0. It follows from Φ ′λn |Wn (u(λn)) = 0 that
0= Φ ′λn
(
u(λn)
)= ∥∥u(λn)+∥∥2 − ∥∥u(λn)−∥∥2 −
∫
R
Gu
(
t,u(λn)
)
u(λn) − λn
∫
R
Fu
(
t,u(λn)
)
u(λn). (3.3)
By (R2) and (3.3), one has∫
R
Gu(t,u(λn))u(λn)
‖u(λn)‖2 
∫
R
Gu(t,u(λn))u(λn)
‖u(λn)‖2 + λn
∫
R
Fu(t,u(λn))u(λn)
‖u(λn)‖2 
‖u(λn)+‖2 − ‖u(λn)−‖2
‖u(λn)‖2  1. (3.4)
Since |u(λn)| → ∞ if w = 0, then by (3.4), (R4) and Fatou’s Lemma, we have that
1
∫
R
Gu(t,u(λn))u(λn)
|u(λn)|2 |wn|
2 
∫
{w =0}∩{|u(λn)|c}
Gu(t,u(λn))u(λn)
|u(λn)|2 |wn|
2 → +∞
as n → ∞. A contradiction. This proves the boundedness of the sequence {u(λn)}. 
Proof of Theorem 1.1. By Lemma 3.2, we have that the functional Φλ has a sequence of {u(λn)}, and by Lemma 3.3, one
sees that {u(λn)} is bounded. Since E is embedded compactly into Lp for 1  p ∞, then a standard argument shows
that {u(λn)} has a convergent sub-sequence. Hence, by Theorem 3.1, we get that Φ1 = Φ has inﬁnitely many critical points
satisfying (1.4). 
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