Abstract-Modern techniques for detection of covert nuclear material requires some combination of real time measurement and/ or sampling of the material. More common is real time measurement of the ionizing emission caused by radioactive decay or through the materials measured in response to external interrogation radiation. One can expose the suspect material with various radiation types, including high energy photons such as x rays or with larger particles such as neutrons and muons, to obtain images or measure nuclear reactions induced in the material. Stand-off detection using imaging modalities similar to those in the medical field can be accomplished, or simple collimated detectors can be used to localize radioactive materials. In all such cases, the common feature is that some or all of the nuclear materials have to be present for the measurement, which makes sense; as one might ask, "How you can measure something that is not there?" The current work and results show how to do exactly that: characterize nuclear materials after they have been removed from an area leaving no chemical trace. This new approach is demonstrated to be fully capable of providing both previous source spatial distribution and emission energy grouping. The technique uses magnetic resonance for organic insulators and/or luminescence techniques on ubiquitous refractory materials similar in theory to the way the nuclear industry carries out worker personnel dosimetry. Spatial information is obtained by acquiring gridded samples for dosimetric measurements, while energy information comes through dose depth profile results that are functions of the incident radiation energies. Health Phys. 113(2):91-101; 2017
INTRODUCTION AND BACKGROUND
THE DOSIMETRIC quantity of ionizing radiation is the gray (Gy), which is defined as 1 joule of absorbed energy per kilogram of material. When exposure is applied to living systems, effective weighting based on the types and locations of the radiation must be used, resulting in effective dose with units of Sieverts (Sv). Real time measurement of the dose rate can also be done using various radiological instrumentation whose values can also be integrated to obtain total dose values. As a reference scale for these doses, background gamma ray doses to typical U.S. citizens are around 1 mSv y −1 , with the largest natural terrestrial values ranging from 5 to 50 mSv y −1 (Aliyu and Ramli 2015) . In the early days of personnel dosimetry, occupational exposures were tracked using film dosimeter badges. Eventually, thermoluminescence dosimeters (TLDs) were used for measuring personnel doses due to their potential for higher precision and accuracy. The current industry trend for personnel dosimetry is to move over to optically stimulated luminescence dosimeters (OSLDs), as these tend to reflect improved overall quality for personnel monitoring applications.
The gold standard for exposure measurements is air ion chambers located at national metrology laboratories such as the National Institute for Standards and Technology (NIST). Dose deposition in material is done by calorimetry, again at NIST. High dose exposure levels can be evaluated using radiochromic dye film or ion chambers calibrated by the NIST primary standards. One of the recommended techniques for obtaining secondary standard calibrated dose rates to those of NIST is that of Electron Paramagnetic Resonance (EPR) with alanine (Desrosiers et al. 2004) . In this sense, the combined EPR/TL/OSL dosimetry approach has unique capability and interest in nuclear technology.
EPR dosimetry
EPR dosimetry has been shown to be the optimal method for dose reconstruction of individuals exposed to higher levels of radiation from the Chernobyl nuclear power plant accident (Alexander et al. 2007 ). This is because tooth enamel is a very sensitive EPR dosimeter, and this material is readily available in modern populations through deciduous teeth and routine medical applications (e.g., being fitted for dentures, root canals and wisdom tooth extractions). Tooth enamel and dentine are lifetime dosimeters, which, unlike TLD/OSLD systems, cannot be forgotten or worn incorrectly and so can fix a dose to an individual at a location on the body that is cumulative of all historical gamma exposures.
With a large number of individual dosimetry materials, population dose reconstruction becomes readily available at levels approaching background (Skvortsov et al. 2000; Romanyukha et al. 2001) . Even in conditions where an extracted tooth may be unavailable, a biopsy corner piece of a molar can be removed and used for dose reconstruction (down to the 0.1 Gy level) (De et al. 2013 ) followed by full tooth repair similar to a crown replacement. Similarly, if tooth enamel is for any reason not available, fingernails can be used with higher detection limits approaching the 1 Gy level Sholom and McKeever 2016) .
The method can also be applied to hard candies (Yordanov and Karakirova 2007) , confectionary (Maghraby and Salama 2010) , and plastics (Sholom and Chumak 2010) . The list extends even further to cell phone components (Fattibene et al. 2014) , sugar (Mikou et al. 2015) , shellfish (Bhatti et al. 2012) , molluscs (Della Monaca et al. 2011) , and many others (Wieser et al. 1994) . Although this in principle includes all organic compounds, in general, the limitation is the lifetime and sensitivity of the radicals created by ionizing radiation with their functional dependence on dose.
TL/OSL dosimetry
There are multiple means to measure occupational radiation dose in the nuclear industry with the dominant technology being that of commercial thermoluminescence dosimeters (TLDs) or optically stimulated luminescence dosimeters (OSLDs; Akselrod et al. 2006) . Additional means for industrial application are radiochromic dye films and metal-oxide-semiconductor field-effect transistors (MOSFETs; Arshak and Korostynska 2006) . TL dosimetry has long been a mainstay for personnel, environmental, medical and industrial dosimetry (McKeever 1985) . It is capable of microdosimetry, low dose applications and mixed field characterization (Horowitz 2014) . Although electronic readout devices (MOSFETs, ion chambers etc.) have some advantages such as real time measurement, the pros and cons largely favor luminescence techniques for occupational exposures, even though measurements are only provided retrospectively after the dosimeters are read out (Olko 2010) . Clearly there are many applications where other detection approaches are more appropriate (Karger et al. 2010) , specifically whenever real time measurements are needed (Kertzscher et al. 2014) , although in some cases, combinations can be optimal (Mijnheer et al. 2013) .
One of the important utilities found through the capability to measure dose to quartz is that fired quartz is ubiquitous throughout inhabited areas. Fired quartz can be found in most refractory materials common to kitchens, bathrooms, and many office or household items such as plant pots as well as outdoor items such as bricks and telephone pole insulators (Yukihara and McKeever 2011) . When an insulating material such as a ceramic is fired, its dosimetric signal is zeroed and then begins accumulating dose, acting as an integrating dosimeter.
The method of TLD/OSLD analysis using fired materials can be applied to basically all porcelains, ceramics and bricks (McKeever 2001) . It is commonly used for archeological dating of pottery (Bailiff 1997) due to a constant background dose rate being applied since the vessel was fired so that by measuring the dose to crystalline inclusions, the age of the material is simply its cumulative dose divided by its ambient dose rate (Pagonis et al. 2008) .
If an external dose is to be measured and discriminated from the background contributions, the anthropogenic component simply needs to be relatively large compared to the cumulative background component. This technology has already been used for many practical dose reconstructions of historical interest. Using roof tiles from Hiroshima, dose reconstruction from the atomic bomb air detonation was successfully accomplished (Higashimura et al. 1963; Ichikawa et al. 1987) . Similarly, areas downwind of the Nevada Test Site have been subjected to dose reconstruction using brick samples (Haskell et al. 1994) . Using dose depth profiles, Bougrov et al. (1998) was able to measure dose into brick as a function of depth to discriminate anthropogenic from background doses caused by historical radiological releases. The current work demonstrates both the theory and proof of concept measurements to use solid state retrospective dosimetry techniques to carry out image reconstruction and energy characterization for historical nuclear materials.
RETROSPECTIVE IMAGING AND CHARACTERIZATION
The sampling geometry for defining the spatial dependence on dose deposition to an arbitrary planar surface is shown in Fig. 1 using polar coordinates. The functional dependence on the surface spatial distribution is given in eqn (1) with A being the relative signal amplitude and I 0 being the incident photon fluence. As shown in Fig. 1 , H is the height of the source above the sampling plane, L is the perpendicular distance from the source projection on the sampling plane to the adjacent sampling line parallel to the y-axis, u is the polar angle parallel to the sampling line set parallel to the y-axis, and ϕ is the azimuthal angle parallel to the z-axis from a given sample point (taken from the sample locations) relative to the source above the sampling plane:
AðH; L; u; ϕÞ ¼ I 0 ½ðH= cosuÞ 2 þ ðL= sinϕÞ 2
The functional dependence on the shielding effect is given in eqn (2). Here, m is the linear energy absorption coefficient (the product of the mass energy absorption coefficient and the material density), which itself is a function of the photon energy E with c being a normalization constant. The normalized product of eqns (1) and (2) has been shown to be a reasonable approximation (Hayes 2016a) to the full radiation transport equation as solved using the Monte Carlo software program MCNP® (Goorly et al. 2013) :
In general, neither eqn (1) nor (2) would describe an actual set of measurements. They are approximations to point samples with concomitant assumptions. Eqn (2) is that of normal incidence on a surface where the incoming radiation field can be approximated as a plane wave where scatter radiation is negligible. Eqn (1) represents surface dose where sample self-shielding and air attenuation are negligible. The coefficient I 0 incorporates units and conversion factors in addition to source term strength.
Solid state theory of EPR/TL/OSL dosimetry Note that this section is not required to understand the results or conclusions of this work; it is offered for those interested in the fundamental physics of the technique. The applicable physics begin with the valence bonding of crystalline structures. The bonding pairs of electrons cannot overlap with nearby valence electron wave functions as the electrons are fermions and so have asymmetric wave functions, which will cause cancelation if the quantum numbers are not distinct. Cancelation would violate the law of conservation of lepton number, so the wave functions realize slightly perturbed energies. The periodicity of the lattice causes this effect to have very large spatial dependency extending all the way out to the grain boundaries.
When a macroscopic sample has electron pairs of this nature with populations scaling with Avogadro's number, the distribution of energies in any practical sense is a true uniform distribution known as a band. Just as the bonding pairs of electrons made up the valence band, the anti-bonding pairs make up the conduction band of a crystal. When the energy gap between the valence and conduction band is less than an eV, the material is a conductor, as thermal oscillations can readily populate the conduction band allowing free electrons to move. If the band gap is on the order of a few eV, the material is a semiconductor, as an applied voltage can create some current (albeit with nominal resistance) unless the material is doped. When the band gap approaches 10 eV, the material is an insulator.
A simplified picture of the energy distributions is shown in Fig. 2 . Here, the vertical scale represents relative energy with the midpoint in the bandgap between the conduction and valence bands labeled as the Fermi energy (E f ). What is shown in the image is an incident high energy photon ionizing an atom, which then sends a valence electron (including a proportional number of those in hole traps) up into the conduction band. In the conduction band, the electron will diffuse until it has lost enough energy to fall back down into an electron trap or back to the valence band. When a material has negligible dose (sufficient to place the dose response in the linear range; Grün 1996), a material specific proportion of the electron population in the conduction band will fall into the electron traps. Similarly, the holes created in the valence band will diffuse until they recombine with an electron with a fixed proportion of these holes migrating up to the hole traps. The number of trapped electrons and holes then is initially proportional to dose. Fig. 2 shows a material saturated with trapped electrons and holes. By counting the number of trapped charges in a calibrated system in the appropriate dose range, the total integrated dose to that material can be measured.
Two of the most common means to measure the number of trapped charges in a dosimeter are to either excite the electrons back into the conduction band using either heat (TL) or light stimulation (OSL). In these cases, the traps are emptied and allowed to recombine, at which point Bandgap theory of trapped holes and electrons under the action of exposure to ionizing radiation. The conduction band is normally empty except when being exposed to ionizing radiation or to a lesser extent when trapped electrons are externally excited back up into the conduction band. An electron in a shallow trap is also shown in the process of a signal generating recombination with a trapped hole. the energy difference for the electrons falling into a hole trap is then given off as the difference, which for many materials will be on the order of a few eV being visible light, which can then be sensitively measured with a photomultiplier tube. In its ground state, an electron trap is an empty electron orbital, whereas a hole trap is a very weakly bound electron in a stable orbital. The empty electron orbital can trap an electron just as a weakly bound electron when stripped can effectively trap a hole (effective positive charge).
This process generally requires optically transparent samples for OSL or powdered small-grain size samples for TL. In addition, many other mechanisms are possible depending on the material and its impurities and defects. Direct electron trap recombination to holes is possible, as are electrons being excited to the conduction band only to fall back into another identical or different trap. The specific kinetics of this behavior will determine the utility of the dosimeter for various applications depending on the stability (half-life), sensitivity, and cost of a given material. In both of these cases (TL and OSL), some or all of the signal is removed during readout.
Another technique to measure trapped charge population is that of magnetic resonance. The basic theory for EPR measurement of a dosimetric material is shown in Fig. 3 . Here, each unpaired electron represents a different kind of filled trap which, when placed in a permanent magnetic field, will cause the population of unpaired spins to bias anti-aligned as shown in Fig. 3 . The difference in energy between those spins, which are aligned and antialigned, is proportional to the applied magnetic field and to the effective magnetic moment of that electron in its environment. By placing a dosimetric sample in a resonant cavity and delivering the microwaves using a waveguide, it is possible to observe the resonance absorption at specific magnetic field strengths where the energy difference will be equal to that of the incident microwave field. At resonance, the spins will absorb the photons and dissipate the energy as heat. This absorption effect can be very sensitively measured using a lock-in amplifier sampling part of the incident field and that of the resonator. The resulting absorption is then proportional to dose and can be appropriately calibrated.
MATERIALS AND METHODS
Two red bricks were procured from a local retail store, and these were intentionally selected as a generic common material with a recent manufacture date to represent a random facility sample. The bricks were exposed with either an encapsulated 60 Co or 137 Cs source. The activities of sources were known from initial procurement and assumed to be accurate to 10% at the 95% confidence level. The exposure configuration is shown in Figs. 4 and 5, where the encapsulated source is simply laid onto the brick to create a unique dose deposition into the entire brick. A pair of cores were then removed from the brick that had been exposed to 60 Co, and a single core was removed from the brick that had been exposed to 137 Cs. Each brick had a core removed from directly under the location where the encapsulated source was placed as modeled in Fig. 4 . The second core removed from the brick exposed to the Fig. 5 shows the actual exposure during irradiation where the sample had to be left overnight to accumulate a nominal dose to the brick. The central image in Fig. 5 shows a core sample being taken from the brick under internal water cooling. The right image in Fig. 5 shows actual slicing operations of a core sample under water cooling. Brick density was calculated to be 2.42 g mL −1 using initial dry weight followed by water displacement of the core samples, which had been thoroughly wet prior to volume measurement.
The cores had an approximate diameter of 3.9 cm and were sliced into layers of approximately 1 cm thick. The layers were then crushed with a mortar and pestle and sieved into grain-size range of approximately 90 to 250 mm. These grains were then placed in concentrated 4% HCl for approximately 20 min, decanted, and then rinsed with deionized water (DIW) 3x followed by placing in 27% H 2 O 2 , decanting, and 3x rinsing again in DIW. Then samples were dried overnight at 50°C in an oven. Note that this drying temperature is known to have negligible signal attenuation effects over extended periods of time (McKeever 1985) . The following day, the samples were placed in a liquid LST (lithium heteropolytungstate) solution adjusted to 2.62 g mL −1 to remove the grains with density lower than that of quartz using bulb separators. This was followed by filtering out the LST and another 3x DIW and an overnight drying in a 50°C oven. The following day, LST was prepared with 2.75 g mL −1 density to remove a fraction heavier than quartz. The LST was then filtered out with the grains undergoing another 3x DIW and placing overnight in a 50°C drying oven. At this point, all sample grains had a density between 2.62 and 2.75 g mL
, which is the same as that expected for quartz. The following day, the samples were placed in a 48% HF solution for about 40 min followed by decanting, 3x DIW, placing in 27% H 2 O 2 , decanting and 3x rinsing again in DIW and an overnight drying in the 50°C oven. Due to the brick density being so close to that of quartz, the final grain distributions were seen to include a large portion of brick material as evidenced by optical microscope examination of unused portions of the sample.
The TL/OSL measurements were made with a Risø TL/OSL-DA-15 reader (DTU Nutech, Denmark) fitted with blue light-emitting diodes for OSL stimulation. The OSL light was measured with a bi-alkali photomultiplier tube (PMT) with a Hoya U-340 filter to protect the PMT from the stimulation light. The measurement approach was the single aliquot regeneration (SAR) protocol consistent with Wintle and Murray (2006) .
Sample sensitivity according to the SAR approach was done by selective irradiations in the reader using a 90 Sr source that was calibrated to the NIST standard using OSLDs in units of dose rate to water (based on equivalent OSLD light output from commercial dosimeters). Conversion factors from dose-to-water exposure rates over to dose-to-brick was estimated using MCNP6 (Goorly et al. 2013 ). All chemical compositions were further assumed to be standard tabulated values (McConn et al 2011) . The calculation for dose rate conversions were done for each core layer using an independent calculation. This was done by first calculating the dose to each layer and then calculating the dose to that layer when that particular layer alone was replaced by water rather than common red brick. The ratio of the dose-to-water to dose-to-brick values for each layer was Fig. 4 . Monte Carlo geometry used for calculating actual dose deposition in layers from cores sampled from the brick. The left image shows the geometry from above and the right image shows the cross section of the geometry going through the source and a core sampled directly beneath it. Co source. All brick cutting was done using water cooling. then able to be multiplied by the measured dose as a means to predict the reconstructed doses using the current reader calibration (which was in units of dose-to-water).
EPR measurements were done using a Bruker EMX spectrometer equipped with a Bruker 4119 cavity. Samples evaluated were from each core 1, 2, and 3 taken from layers 1, 5, and 1, respectively. Measurement parameters were: central field of 300 mT, sweep width of 500 mT, 10 mW microwave power, and modulation amplitude 0.4 mT.
RESULTS
The calculated MCNP tally values for each layer of each core are provided in Table 1 . Along with these values are the MCNP-calculated tally values for each layer when only that single layer in the core is replaced with water. Although this latter result is nonphysical, it does provide what the dose to water would be given the overburden attenuation and scatter buildup components along with the albedo response from lower levels. This does not account for layer self-attenuation differences between the brick and water, but it does give a reasonable first approximation to the correction needed due to a lack of dose to quartz calibration as desired here.
The ratio of these dose-to-water to the dose-to-brick values are given in Table 2 , along with the actual expected doses based on the known source activity, exposure configuration, and irradiation time. On average, the dose to a water layer replacing a brick layer results in about half the dose being deposited in that layer that would occur if the layer were kept as brick. Table 3 then gives the result of multiplying the dose ratios to the expected brick dose values (based on source activities and location during the exposure period) in comparison to the OSL estimated doses to each brick layer. Note that these dose values shown in Table 3 are the same as those presented in Figs. 6 and 7.
One method to see bias and error in the agreement between measurement and calculated dose deposition is to plot the measurement as a function of the predicted values. This is shown in Fig. 6 for all seven layers from each of the three cores. The only errors included in the measurement are from the OSL readout based on measurements of three aliquots from each layer. Other sources of error, which are not quantified here, are the effects of heterogeneity in the brick (including small void spaces), the imperfections in layer thickness and radii of slices (±1-2 mm), source position, and the calibration in the source activity (10%).
What can be seen from these comparative results is that there is a fairly consistent bias of the calculated MCNP doses being larger than those measured when converted to water equivalent values. If this feature were not corrected nor identified prior to applications in retrospective characterization of nuclear material, this would result in underestimating the source activity or dwell time by a consistent amount. The ratio of calculated to measured values for all the values shown in Fig. 6 was 1 .45 ± 0.30, which can be corrected through calibration but does give an initial starting point for consideration in the methods reproducibility. Both values are expected to be improved with further development but does clearly indicate the potential to reconstruct known source configurations over a large range of interest for nuclear security applications. What further remains to be evaluated is the ability to retrospectively image a source rather than just assay or characterize it. The results in Fig. 6 support the argument that imaging can be accomplished retrospectively but does warrant a closer look.
One-to-one correspondence line. A more representative way to demonstrate the ability to resolve the effects from eqns (1) and (2) in the dose deposition profiles from each core layer is shown in Fig. 7 . Here, a plot of the predicted and measured water equivalent doses as a function of each core layer is given. The application for overall source imaging and characterization would be to iterate on possible source locations and energies to minimize residuals between predicted and measured dose, as done in Tables 4  and 5 . Here, Fig. 7a shows the values from the core taken directly under the 60 Co source placement location. Fig. 7b shows the values from the core opposite the hole in the brick exposed to the 60 Co source shown on the left in Fig. 4 . Fig. 7c shows the results from the core taken directly under the location of the 137 Cs source. The ability to image the source is primarily dependent on the relative distribution of measured doses according to eqn (1) with the ability to discriminate source energy primarily dependent on the dose depth profiles, which would follow the functional form of eqn (2). If there are multiple photon energies present, then eqn (2) would need to be replaced by an additional decaying exponential function for each energy or energy group present. In each case, the relative amplitude would require appropriate calibration to provide source activity estimates if dwell time values are known or can be estimated. In this sense, imaging and energy characterization are partially independent of absolute dose calibration.
The EPR spectra from multiple samples is shown in Fig. 8 . The signal is dominated by a broad nonradiogenic signal typical for red pottery materials attributed to Fe 3+ centers (Bensimon et al. 1999 (Bensimon et al. , 2000 . The line has g = 2.016 and halfwidth of about 52 mT.
DISCUSSION
Problems encountered in these measurements included the use of assumed chemical compositions for a brick with a non-standard density along with an awkward dose rate calibration. The NIST traceable dose rate calibration for the reader's 90 Sr source was made in units of dose to water, which is very similar to biological dose as a function of energy. The dose rate to brick is substantially different than that to water exposed to the same energy field. This is because the attenuation in the brick is much stronger than that of water resulting in higher surface layer dose rates as the energy is deposited much closer to the surface in materials having larger mass-energy attenuation coefficients compared to those that do not make good shielding material. Fig. 6 . Measured values converted to water equivalent doses as a function of the MCNP predicted values. Error bars only reflect reproducibility from three measured aliquots of each layer sample taken from the brick cores. Fig. 7 . Dose deposition profiles for each core measured in this work using TL/OSL. The same bias seen in Fig. 6 can also be seen here, although the relative spatial dependence is clear in that its utility for imaging is real. Note that only the left image is in units of Gy with both the center and right images being mGy.
Replacing only the individual slice layer with water in the MCNP calculation allows the layer to have the same incident radiation distribution as that for the actual brick layer, but it does not provide the same albedo component reflecting back from adjacent brick, and it does not provide the same interior shielding worth in the layer itself. This interior shielding worth may explain the constant bias seen in Fig. 6 , as might the unknown deviation from the true chemical content of the brick. Finally, uncertainty in calibration of the sources used for the exposures is not included in these results, although this is not needed for retrospective source imaging. These unknowns were not further investigated because resolving them is not considered critical given that the system should be calibrated directly to dose to quartz for future work and can still be normalized in relative magnitude.
EPR results
The chemical treatments done here were optimized for OSL measurement. Other work has shown that alternative chemical treatment can provide resolution at the Gy level if the iron is removed with HNO 3 treatments (Cano et al. 2014; Watanabe et al. 2008) . Unique spectral manipulation techniques have also been claimed to provide substantial improvement in spectral resolution (Dobosz and Krzyminiewski 2007) . Future work should investigate these avenues of improvement using EPR on quartz removed from brick as the previous studies were applied only to pottery.
Potential improvements
Use of additional chemical preparation techniques and spectral analysis methods could have improved the EPR results according to the literature. An additional technique that might prove useful when limited chemical processes are an issue is that of the single grain analyses method (Blair et al. 2005) . Here, it is required that appropriate visual microscopic capability under controlled red light conditions are undertaken to individually separate out grains for analysis.
Another element that could have improved the results found in this work would have been to carry out elemental distribution measurements through x-ray diffraction or similar means rather than assuming an industry average. If the dosimetric material contains an excess of high Z materials or low Z materials than those modeled, this will cause the effective attenuation to fall or rise accordingly. This in turn will cause a bias in the predicted incident energy groupings. Overestimating the shielding worth of a material will result in underestimating the incident energy and vice versa. Proper material characterization is recommended for consideration in future work.
Calibration in units of dose to brick can be done using EPR as a transfer dosimeter once a calibrated gamma field is used to expose quartz or similar materials to both fields for comparison. Current source options for TL/OSL readers are limited to high energy beta or alpha sources. If neutron, proton, or other high mass ion exposures are desired, these exposures would have to take place outside the reader for evaluation.
Limitations
The technique presented can only reconstruct dose and so by nature is the product of a dose rate and an exposure time. This means that if the source was dynamic in position or magnitude, then this would have to be accounted for if it is not a negligible effect. If the dwell time is only known to within a factor of 2, then the concomitant activity estimate of the source could also be only known to within a factor of 2.
Like any radiation measurement, this method also has a background signal caused by naturally occurring radiation Fig. 8 . EPR spectra taken from core 1 layer 1 (C1-L1), core 3 layer 1 (C3-L1), and core 2 layer 5 (C2-L5). sources. In this sense, the integrated lifetime dose from background radiation should be small compared to the signal of interest to minimize uncertainties in the reconstructed dose. If the anthropogenic component to the exposure is only a fraction of background, the signal can still be seen, of course, but the uncertainties would be expectedly large. Although using the combinations of TL, OSL, and EPR leave all nonconducting materials as potential dosimeters, many if not most materials suffer from either a low sensitivity and/or a short half-life. A low sensitivity is typically measured by the signal per dose relative to instrument noise and native signal of the material with short half-lives often ranging from hours to weeks. Mineral insulators tend to have higher sensitivities and longer signal stability, but there are many exceptions. Furthermore, subtle changes in material compositions, preparation, and history (such as through heating) can change the dosimetric properties of the material. This includes sample preparation, which can in and of itself induce non-dosimetric signals.
Nonproliferation applications
Most nuclear forensics applications in nonproliferation circles involve gamma or neutron sources. The use of the current demonstration where basic energy discrimination is available has already been shown (without measurements as done here) to be the theoretical minimum to conduct retrospective uranium enrichment determination (Hayes 2016b ). This required calculating contributions from decay gammas, bremsstrahlung along with neutron scatter gammas originating in both spontaneous fission neutrons, and (a, n) neutrons from the interaction of high energy alpha particles with fluorine nuclei in the UF 6 . With all three of these components (decay gamma, bremsstrahlung, and neutron scatter gammas) being distinct and in differing proportions in relation to the enrichment of the UF 6 , a capability to retrospectively determine uranium enrichment becomes a possibility.
Adding to this the ability to carry out spatial reconstruction would allow determination of the number of canisters holding the enriched uranium. Normalizing the dose based on a fully calibrated system would further enable a determination on the dwell time; the canisters were placed in an area based on expected dose rates from a given enrichment of uranium (dwell time being dose per dose rate).
Spatial reconstruction itself provides an opportunity to obtain imaging of the source (Table 4) . Here a high dose rate source (such as spent fuel) being moved through an area at a constant speed would appear to be equivalent to a line source, the equivalent linear activity of that line source being the actual source activity per length traveled. Calculation of activity itself requires a knowledge of the time a source was present (for the line source, this is equivalent to knowing its speed) where only the product of dose rate and dwell time is measured (that being dose). Obtaining the activity of a source, therefore, requires some knowledge of the dwell time of a source. In the case of UF 6 , estimations on the order of years or values scaling with facility lifetimes may be appropriate if absolute dose is not important but rather relative contributions of discriminating dose deposition profiles to obtain enrichment estimates.
Effectively, this technology has now covered all inhabited areas of the earth with low resolution, integrating gamma ray spectrometers that could very well have unpredictable utility in future non-proliferation research and activities.
Calibration relevance
Calibration using EPR of alanine to the NIST standard will allow knowing irradiator and other gamma source dose rates for subsequent exposure to other dosimetric materials, including quartz. Subsequent to establishing an irradiation configuration as a NIST traceable secondary standard, alanine pellets and quartz or other dosimetric material samples can be measured via EPR to establish an equivalent signal per unit effective dose. This would allow converting total dose values from sampled materials to measured area dose rates or source terms that may come from worker measurements and historical documentation (which would likely be in units of effective dose). Measuring all samples with EPR allows a universal transfer metric, as the EPR measurement is nondestructive and measures the same signals in quartz but can also measure alanine (albeit with different sensitivity, which has to be calibrated in separate tests).
Retrospective imaging and characterization
In principle, the preferred method for predicting the dose deposition from a source in surrounding materials is to use the full radiation transport methods that are standard in the nuclear engineering community. These are primarily MCNP (Goorly et al. 2013) or those found in the SCALE (2011) software suite. These software codes are the most rigorously validated, verified, and implemented in the nuclear industry, which offers them a great deal of credibility and assurance provided quality input stacks were used in the calculation.
The use of eqns (1) and (2) does show that the relative amplitude I 0 is important but not required for imaging and energy discrimination. This because I 0 provides the source strength in relative units of emission rate multiplied by dwell time. The uncertainty in this parameter may be inherently large due to a lack of exact dwell times being known from a covert source. If intelligence was only able to determine that a source was held at a location for anywhere between 1 and 10 weeks, the activity estimate will have an inherent uncertainty of an order of magnitude even if measurement errors are less than 10%. Similarly, if a source is shielded with an unknown amount of material, the uncorrected activity estimate could be off by many orders of magnitude. In this sense, the biases shown in Figs. 6 and 7 are not considered critical in that they do not affect the imaging or energy discrimination capability of the technique.
The key elements for estimating source position and energy groups are spatial differences in deposited dose as a function of position and depth into a material. The dose as a function of position is largely shown in Fig. 7b for the 60 Co source. The dose as a function of depth into the bricks is shown in Fig. 7a and 7c Co is the pair of gammas being 1.17 and 1.33 MeV. The ability to measure the correct relative profiles for each set of energy groups is evidence that the theoretical approach given here can be properly implemented for energy grouping estimations. Future work should include a larger variation of energies to eventually include beta and neutron exposure.
One of the benefits to using the full radiation transport equation rather than approximations such as those given in eqns (1) and (2) (despite their being closed form and simple) is that surface electronic equilibrium can be fully accounted for (Hayes 2016c ). Otherwise, depending on the energy and effective mass energy attenuation coefficients for a material, up to the surface mm of a material will drastically deviate from the pattern predicted by eqn (2).
The measurements given here do demonstrate the first empirical proof of concept evidence that forensic reconstructions of historical source information can be obtained. Typical sample throughput rates are around 2 wk per batch after samples have been brought to the lab. The only material evaluated here was that of a cheap commercial brick and only at intermediate and high energy gamma fields. Additional work for other ubiquitous materials exposed to more diverse radiation fields is recommended. Other materials might benefit from deviations to the sample preparation protocol used here and should be considered to the extent that these may reduce preparation-induced signals and sample preparation time. The theoretical basis to use this technology to retrospectively assay uranium enrichment has been provided elsewhere (Hayes 2016b ) and so shows great promise for domestic and international nuclear security applications.
CONCLUSION
The fundamental technical basis for using solid state retrospective dosimetry techniques to reconstruct historical nuclear material spatial and emission energy distributions has been demonstrated. The calibration did show bias that would affect dose estimates, which in turn would affect activity or dwell time measurements that might not constitute a high priority piece of information. The bias can be corrected with appropriate calibration, and future research work is recommended for evaluating additional materials, sample preparation techniques, measurement protocols and radiation types. The technology demonstrated here provides the technical basis for retrospective imaging and characterization of nuclear materials no longer in existence.
