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ABSTRACT 
We investigate he dynamical properties of a class of compact group extensions of Gauss transfor- 
mation. 
1. INTRODUCTION 
Let (X, B, #) be a probability space and T be a measure preserving transfor- 
mation on X. A transformation T on X is called ergodic if the constant func- 
tion is the only T-invariant function and it is called weakly mixing if the con- 
stant function is the only eigenfunction with respect o T. A transformation T 
is called strong mixing if limn__,~ #(T-hA N B) = #(A)#(B) for all A, B E B and 
i it is called an exact transformation f N.=0 T-"B is the trivial a-algebra con- 
sisting of empty set and whole set modulo measure zero sets. So exact trans- 
formation are as far from being invertible as possible. Recall that exactness 
implies strong mixing, strong mixing implies weakly mixing and weakly mixing 
implies ergodicity [6]. 
The Gauss transformation on the unit interval is defined by T(x) = { 1/x} 
with its invariant measure d# = 1~--~" dx where {x} is the fractional part ofx. 
Since x = 1/([1/x] + T(x)) and T(x) = 1/([1/T(x)] + T2(x)), we have 
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1 
X~ 1 
[l/x] + (1/[T(x)] + TE(x)) 
where [x] is the integral part of x. 
Continuing this procedure indefinitely, we obtain 
1 
X- -  
l al + ~  
where al = [1/x], a2 = [1/T(x)], and so on. Hence a,(x)=al(T"-l(x)). We 
write x = [al (x), az(x),...] and say that [al (x), a2(x), - • -] is a continued fraction 
expansion of x. Let (p,/q,),°~= 1 be the corresponding sequence of convergents. 
Let 
(0 1) 
1 a . (x )  " 
It is well known that 
Al(x)A2(x)...An(x) = (Pn-l(X) pn(x) ) 
qn-l(X) qn(X) " 
Let m E 2v, m > 2, and let G(m) be the group of 2 x 2 matrices of determinant 
+1 and with entries in the ring 7//mY, i.e., 
Jager and Liardet [3] and Nolte [4] investigated the arithmetic distributions 
of sequences (p,)(mod m) and (q,)(mod m) where m _> 2 is a positive integer. 
Let ~ denote the residue class of a (mod m). Their results are based on the 
ergodicity of the following skew product dynamical system T o defined on 
(0, 1] x G(m); 
T¢(x, B) = (Tx, O. ¢(x)) 
where T is Gauss transformation, B E G(m)and ¢(x) = (0  1 ) 1 al(x)' .  
X 
The ergodicity of this dynamical system was proved in [3]. In this article, we 
are interested in more general situations. Let G be a arbitrary compact group 
and ¢ : X ~ G be a G-valued function such that ¢(x) =f(al(x)) for some 
measurable function f or ¢(x) is a step function with finite rational dis- 
continuity points. We will show that if the closed group generated by the range 
of ¢(x) is G then the skew product dynamical system induced by such ¢(x) is 
weakly mixing. Hence it is exact transformation by the exactness of Gauss 
transformation a d Coelho and Parry's theorem which says that if T is an exact 
transformation a d a compact group extension T¢ is weakly mixing then T¢ is 
also exact [1]. Specially the skew product system considered by Jager, Liardet 
and Nolte is exact. 
In this article, let/A(H) be the set of unitary operators on the finite dimen- 
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sional Hilbert space H. Let (X, B, #) be a measure spaces. For two measurable 
subsets A, B E B, A = B means that A = B modulo measure zero set with re- 
spect to given measure/z, i.e., A = B if and only if/z(AAB) = 0. 
2. PREL IMINARIES  
Let G be a compact group with its right Haar measure v, and (X, #) a prob- 
ability space and T : X ~ X an ergodic measure preserving transformation. 
Given a function ¢ :X~ G, define a skew product transformation 
T¢ : X × G ~ X x G by (x,g)~--~(Tx, g. ¢(x)). Then T¢ preserves the product 
measure # x v. The ergodicity of T6 can be checked by the decomposition of 
L2(X × G). Peter-Weyl Theorem says that the matrix coefficients of the irre- 
ducible unitary representation form an orthogonal basis for L2(G, v). Take any 
irreducible unitary representation p and let (Pu) be its matrix representation. 
Then 
UT"~, (pij(g)f (x) ) = Pij(g " ¢(x) )f  ( rx) 
= Z pik(g)Pkj(¢(x))f(Tx). 
k 
Hence we have the following Ur~-invariant orthogonal decomposition: 
L (X × 6) : eL (X × G) 
where the subspace L2(X × G) is spanned by functions of the form pij(g)f(x), 
f E L2(X). For p = 1 two Hilbert spaces L2(X × G) and L2(X) are identical. 
The following is the well-known fact. 
Lemma 1. Let T be an ergodic transformation on a probability space (X, #) and 
¢ : X ~ G be a measurable function. Then the followings are hold 
(i) The skew product transformation T o : (X × G, # × u) ~ (X × G, # × u) 
is not ergodic if and only if there exists an irreducible representation p ~ 1 
satisfying p(¢(x))h(Tx)=h(x)  for some nonzero h=(hi)l<i<d, 
hi E L2(X) where d is the dimension of p. 
(ii) It is not weakly mixing if and only if there exists an irreducible re- 
presentation p¢  1 and some constant A EC, IAI = 1, satisfying 
p(¢(x))h(Tx) = Ah(x) for some nonzero h = (hi)l < i< d" hi E L 2(X) where 
d is the dimension of/). 
Lemma 2. Let p : G --~ Lt(H) be a unitary representation fgroup G by unitary 
operators on a Hilbert space H, different from the zero representation. Then p is 
irreducible if and only iffor every nonzero vector h E H, the closed linear subspace 
generated by {p(g)h : g E G} is H. 
Proof. For the proof, see [2] [] 
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3. COMPACT GROUP EXTENSIONS OF GAUSS TRANSFORMATION 
Let ( Y, C, #) be a probability space, f E L 1 ( Y, C, #) and B C C a sub a-algebra. 
Put u(B) = ~sf d# for B E B. Radon-Nikodym Theorem implies that there is a 
function h E L 1 ( Y, B, #) such that u(B) = ~s h d# for B E/3. We use the nota- 
tion EOC[B) for h, and call it the conditional expectation of f  with respect o/3. 
Let S be a transformation defined on Y and B be exhaustive i.e., S-1B C B and 
S nB T C as n ~ +oo. The Martingale Theorem says that E(flSnB) converges to 
f a.e. and in L 1 ( Y, C,/z) fo r f  E L l ( Y, C, #) as n ~ +o~. 
Lemma 3. Let S be a transformation on ( Y, C, #), and B C C be an exhaustive sub 
a-algebra, and let q5 : Y ~ hi(H) be a B-measurable. I f q : Y ~ H is a C-mea- 
surable solution to the equation AO . q = q o S where A E C and IAI = 1, then q is 
B-measurable. 
Proof. We follow the idea of Parry in [5]. Applying the conditional expectation 
operator E(-IB) to the equation 
(1) Adp.q=qoS 
then Aq~. E(q]B) = E(q o S[B) or 
(2) A¢. E(qIB) = g(qtSB) o S. 
Let's take the Hermitian on (1) and multiply this with (2), we have 
q*(y) . E(qlB)(y ) = q*(Sy) . e(qlSB) o S(y) a.e. 
where q* is a Hermitian of q. Hence 
I rq* .  E(q[B)d# = I rq* .  E(q]SB) d#. 
By exactly the same argument, using S~B in place of B, we have 
I rq*"  E(qlS"B)d# = j q, e(qls"+lB)d. 
so that ~[r q* "E(q[B) d# = .It q* "E(q[ SnB) d#. Taking limits, and using the 
Martingale Theorem, we get .It q*" g(q[B) d# = fr  [[q[[2 d# where [[. [[~/is the 
Hilbert space norm. Thus E(q[B) = q a.e., and q is B-measurable. [] 
Proposit ion 1. Let Y = ~_~{0,  1 , . . . , L -  1} where L <_ oo anda be the shift 
map on Y with a-invariant measure #. Let's denote 7~= {Pk :Pk = 
{x :xo=k} for O<k<L-1} ,  i.e., P is a state partition and 
= Vi~t a- iP for l < m.  Assume that 4)(x) is bl(H)-valued ~ measurable 
funetion. I f  g(x) is a H-valued solution of the equation, Aqb(x)g(crx) = g(x) where 
A E C and [AI -- 1 then g(x) is also B'~ measurable function. 
Proof. Let B = V,.~=t o'--i•. Then 0(x) is B measurable and B is exhaustive with 
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respect o a. Since Afb(x)g(ax) = g(x), g(x) is also B-measurable by the above 
= o~ o/ Lemma. Now let A Vi=-m P. Then 4~(~r-lx) is .4 measurable and .4 is ex- 
haustive with respect o a -1. Since A~b(x)g(ax)= g(x) can be rewritten as 
Ac~(a-lx)g(x) =g(a-lx), i.e., A*dp*(a-lx)g(tr-lx) =g(x), g(x) is also .4 mea- 
surable by applying the above Lemma to the map a -1. Hence the conclusion 
follows. [] 
Let P {Pj} be a partition on (0, 1] with Pj l l = = (J-~'7] fo r j  E N. For a measur- 
able subset B E 13 and b E G, let's denotef (x)  = bls(x) as the G-valued func- 
tion such that f (x )  = b for x E B andf (x )  = e otherwise where e is the identity 
element of G. 
Proposition 2. Let G be a compact group, H be a finite dimensional Hilbert space 
and H(H) be a set of unitary operator on H. Let p : G ~ H(H) be an non trivial 
irreducible representation of G and A be a complex number with IAI = 1. For Gauss 
transformation T, the followings are hold. 
(i) Let { Bi} be a sequence of intervals of(O, 1] with rational endpoints and { bi} 
be a sequence of elements in G. I f  ~b(x) = I-In=l bilBl(X) and the closed 
group generated by the range of qS(x) is G, then the equation 
Ap(~(x) )h( Tx) = h(x) has no H-valued solution h(x). 
(ii) I f  qA(x) is a G-valued function depending on al(x) and the closed group 
generated by the range of 4~(x) is G, then Ap(qA(x))h(Tx) = h(x) has no H- 
valued solution h(x). 
Proof. (i) First, assume that 4~(x) satisfies the conditions of (i) and there exists 
h(x) such that Ap(c~(x))h(Tx) = h(x). By Lemma 2, it is enough to show that 
h(x) is a constant vector. 
Let Y = I- I_~{1,2,. . .} and Y+= l- I~{1,2,.. .}. Consider the following 
commutative diagram 
(0,1] r (0,1] 
1 
Or+ y+ • y+ 
where (~p(x)) i = j  if Tix E Pj for i E N. Then ~b is a measure theoretically iso- 
morphism between ([0,1), T, #) and (Y+,a+,v +) where v + is the induced 
measure by ~b and a + is the one-sided shift map on Y+. We define a measure v so 
that (Y, a, v) is the natural extension of (Y+, a +, v +) where a is the two-sided 
shift map on Y. Hence if Ap(4~(x))h(Tx) = h(x) then h(x) is also step function 
with rational discontinuity points and there exist an interval I with rational end 
points such that h(x) is constant on I by the similar arguments as in the proof of 
Proposition 1. Since TnI = (0, 1] modulo measure zero set for some n by the 
property of T, ~b(x) is a function with finite discontinuity points, and 
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h(Tx) = A*p*(fb(x))h(x), h(x) is also a function with finite discontinuity points. 
Hence there exists j E [~ such that 4~(x) and h(x) is constant on PJ = (7-#T,1 7].  
Since TP i = (0, 1] modulo measure zero set and h(Tx) = A*p*(fb(x))h(x), h(x) is 
constant vector and the conclusion follows. 
(ii) Now assume that ~b(x) satisfies the conditions of (ii) and there exists h(x) 
such that Ap(fb(x))h(Tx) = h(x). By Lemma 2, it is enough to show that h(x) is a 
constant vector. 
Since 4~(x) is P-measurable, h(x) is also P-measurable by exactly the same 
arguments as in the proof of (i). Since 4~(x) and h(x) is constant on Pj = (j+-~, ~.] 
for allj E •, TPj = [0, 1] modulo measure zero set and h(Tx) = A*p*(cb(x))h(x), 
h(x) is constant vector and the conclusion follows. [] 
Remark 1. By Lemma 1, if a skew product dynamical system induced by ~b(x) 
satisfying the conditions of Proposition 2, then it is weakly mixing. Since Gauss 
transformation is exact, the skew product system is also exact by Coelho and 
Party's Theorem [1]. 
The skew product dynamical system considered by Jager and Liardet [3] and 
Nolte [4] satisfies the condition of (ii) in Proposition 2by the following Lemma. 
For its proof, see [3]. 
Lemma 4. Let  m E Y, m >_ 2, and let 
(: :) 
be a matrix with integer entries and determinant ±1. Then there exists a finite se- 
quence of positive integers al , . . . ,  an, such that 
(a  b )_ (01  11)(01 a12) . . . (~  a l ) (modm) .  
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