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Abstract
To understand the role of collective motion in the often large changes in interfacial
molecular mobility observed in polymer films, we investigate the extent of collective
motion in the interfacial regions of a thin supported polymer film and within the film
interior by molecular dynamics simulation. Contrary to commonly stated expectations,
we find that the extent of collective motion, as quantified by string-like molecular
exchange motion, is similar in magnitude in the polymer-air interfacial layer as the film
interior, and distinct from the bulk material. This finding is consistent with Adam-
Gibbs description of the segmental dynamics within mesoscopic film regions where the
extent of collective motion is related to the configurational entropy of the film as whole
rather than a locally defined extent of collective motion or configurational entropy.
It is generally appreciated that thin supported polymer films, and other polymeric nanocon-
fined materials (nanocomposites, spherical polymer nanoparticles, polymer nanotubes, etc.),
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exhibit large gradients of mobility in their interfacial regions that can greatly influence their
end-use properties.1–5 Typically, depending on the type of interface and the nature and mag-
nitude of the interaction strength and the material properties of the surrounding medium,
the scale of the interfacial regions6 with altered mobility is on the order of a few nm, and
the relaxation time in the interfacial region of glass-forming materials can differ from the
overall relaxation time of the film by a factor7–11 as large as 107. Since mobility gradients in
thin films can evidently be quite large, it is not surprising that this phenomenon has elicited
significant research interest from both theoretical and practical perspectives.
Changes in mobility of this magnitude can be rationalized within a widely utilized frame-
work for understanding the slowing down of relaxation in bulk glass-forming liquids intro-
duced by Adam and Gibbs (AG).12 Specifically, a dramatic enhancement of mobility might
be interpreted in terms of a reduction of the scale of collective motion in thin films, and some
evidence for a reduced degree of collective motion has been reported based on molecular dy-
namics simulations.13,14 However, this former work did not consider how collective motion is
altered in the interfacial region, but only for the film as a whole. In particular, Riggleman et
al.15 observed the scale of collective motion in thin polymer films to decrease somewhat as
the films were made thinner, a trend notably contrary to what one might naively expect from
the Gibbs-DiMarzio model of glass-formation16 where a reduction of system dimensionality
should lead to a reduction of the configurational entropy Sc of fluid,17 and a corresponding
increase of the glass transition temperature. The fact that many experimental studies indi-
cate an apparent depression of the glass transition temperature Tg is often taken as a point
against the configurational entropy description of glass-formation.18 However, this criticism
does not apply to the Adam-Gibbs model where structural relaxation time depends both on
the activation free energy in the high temperature fluids (∆µ) and Sc. We shall see below
that ∆µ plays a central role in understanding the dynamics of our thin films.
The identification of large structural relaxation times with a relatively high degree of
collective motion has often been taken to imply that collective motion in the polymer-air
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interfacial region should be greatly suppressed with respect to the interior of the film,19–22
and Forest and coworkers19,23 have recently introduced a model of the interfacial dynamics
of glassy materials based on a combination of the Adam-Gibbs model and the free volume
model24 of glass-formation, in which a direct relation between local density and mobility
is postulated. A number of authors have reported relaxation in the polymer-air interfacial
region to be more nearly Arrhenius than the relaxation of the film as a whole,10,25,26 seem-
ingly supporting this interpretation of high interfacial mobility. However, this attractive
interpretation of the mobility gradient in the interfacial regions of polymer materials raises a
fundamental question with regard to the AG model of glass-formation, since the scale of col-
lective motion (defined by the number of molecules involved in cooperative rearrangement)
is predicted to scale inversely with the configurational entropy, arguably a property of the
film as a whole (as opposed to being defined locally). We may then expect that the scale of
collective motion to be the same in the film interfacial regions and the film interior.
Based on these considerations, it is a matter of theoretical and practical interest to
quantify how cooperative motion, identified in many earlier works as string-like particle
exchange motion,27–33 varies in the interfacial and interior regions of model thin supported
polymer films. We consider a range of film thicknesses and polymer substrate interaction
strengths to evaluate the extent to which AG ideas apply in highly confined materials. We
find that, while the average string length L is reduced relative to the bulk material, L varies
only weakly when averaged over the interfacial region compared to that of the film interior.
Thus, the large mobility gradients in the film profile are not accompanied by a cor-
responding variation in cooperative motion. Evidently, the large mobility gradient in the
interfacial regions arises from the spatial variation of the activation enthalpy and entropy
within the film, an effect that persists even at elevated temperature,5 and which depends on
the boundary interaction strength and film thickness. These activation free energy parame-
ters then exert a significant influence on changes of the dynamics observed in thin films, as
observed in an earlier study.34
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Since the idea of a gradient in the extent of collective motion near interfaces is an intu-
itively attractive concept, we also explore the degree of collective motion layer by layer by
binning the strings according to their center of mass positions normal to the interface to de-
fine a “local” measure of the extent of collective motion in the inset of Fig. 4. Unfortunately,
this measure of local collective motion does not seem to inform about layer by layer varia-
tions of segmental mobility (see inset of Fig. 1). This finding is reminiscent of our previous
observation35 that the local density, as defined by local Voronoi volume neighborhoods, is
also not predictive of local molecular mobility. Moreover, previous work has also shown that
the gradient of the local density in the interfacial region of films does not correlate strongly
with the interfacial mobility gradient.34,36
Results and Discussion
Our findings are based on an analysis of molecular dynamics simulations of thin polymer
films with variable polymer-substrate interaction strength ε and film thickness h. These
simulations have been described in earlier work.38,39 In brief, we study simulated supported
films composed of a collection of coarse-grained polymers. These polymer films consist of
320, 400, 480, or 600 polymer chains with film thicknesses h ≈ 8σ, 10σ, 12σ, and 15σ,
respectively. We refer to these film as h = 8, 10, 12, 15 for simplicity. Details of our
modeling and simulations are described in the Simulation Methods section. The reduced
Lennard Jones units can be mapped onto physical units, such as for polystyrene, by taking
σ ≈ 1 to 2 nm, 1 time unit ≈ 9 to 18 ps, and ε/kB ≈ 490 K.40
In previous studies on polymer thin films and nanocomposites, we focused on the relation
between the degree of collective motion within the material and the structural relaxation
time, as estimated from the intermediate scattering function. In particular, the T dependence
of the activation free energy from relaxation time was determined from simulation, and this
quantity was found to be consistent with the extent of collective motion in the form of string-
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Figure 1: (a) The relaxation profile of polymer film with some representative polymer-
substrate interaction strength ε values at T = 0.45. The thin polymer film in the picture has
a thickness of roughly 12 nm with a strong substrate-polymer interaction strength ε = 2.0.
The picture also shows the schematic definition of free interface, middle, substrate layer, and
substrate (turquoise). (b) The dynamical string length L(t) for free interface, middle and
substrate layers of the film, and film as a whole. The characteristic peak denotes time scale
or “string lifetime” 37 and the peak string size, defining the string length L are similar for
different parts of the film, despite the significant relaxation gradient within the film. The
dashed line shows L for the bulk polymer under pressure P = 0. The inset shows the string
size as a function of its center of mass position. It shows that the variation of string size
is relatively small, and the string size is nearly the same when averaged over the interfacial
regions.
like collective segmental exchange events,29,34 much as Adam-Gibbs has argued for intuitively
in their theory of glass-formation.12 We have found that this “string model” of glass-formation
quantitatively describes relaxation over the computationally accessible temperature range for
a broad range of systems (bulk polymers, thin supported films, and nanocomposites), as well
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as variable material conditions [fixed pressure,41,42 constant volume,43 and variable cohesive
interaction44]. The present work extends this approach to consider relaxation in local regions
within a model glass-forming liquid.
We first examine the string-like collective motion L(t) in thin polymer films as a function
of both substrate interaction strength ε and thickness h, following procedures developed in
earlier works.27,28 It has been shown that the string-like cooperative motion is a candidate
to quantify cooperatively rearranging regions (CRRs), which follows the growth of the re-
laxation activation energy37 and the average length of the strings L, defined by its peak
value (See Fig. 1b) has been found to scale inversely to the configurational entropy to a
good approximation,37 consistent with basic assumptions made in the Adam-Gibbs model
of glass formation when L is equated to the hypothetical CRR of this model. We consider
the string length L(t) for the film as a whole as well as in the free interfacial region, mid-
dle region, and substrate region, as shown in Fig. 1. From the approach described in Ref.
39, the thickness of the substrate layer hsub nearly saturates for film thickness h & 8. For
simplicity, we choose substrate layer thickness hsub = 4.17, or ≈ 4 nm in physical units for
the range of film thickness in this study. In the case where there is no bound layer38 near
the substrate (ε < 1.0), we use the same value for hsub, so that we can have a comparable
scale to define the substrate layer relaxation and string length. The thickness of the “free”
or polymer-air interfacial layer is defined by the top part of the film having a thickness of
3.5σ, corresponding to 3.5 to 7 nm. This layer has nearly the same relaxation time for films
with different thickness h and polymer-substrate interaction strength ε. The middle layer
is defined by the remaining part of the film (i.e. the film excluding the free interfacial and
substrate layers). To examine the average string length L in different regions of the film, we
first identify the strings from the whole film, and sort these strings spatially based on the
position of the center of mass of each string. As illustrated in Fig. 1 the cooperative motion
scale L(t) and the timescale (tL) at which string length peaks in each region, are nearly the
same for the free interface, middle and substrate layers, in spite of differences in the ratio of
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local relaxation time between substrate layer and free interfacial layer being as large as 105.
This observation is consistent with the notion that the thermodynamic CRR size is not a
locally defined quantity. We note that in previous work based on the present polymer model
in the bulk it was shown that L scales inversely proportional to Sc to a good approximation
over the computationally accessible T range.37
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Figure 2: The non-Gaussian Parameter α2(t) for free interface, middle and substrate layers
of the film, and film as a whole at T = 0.5. The thin polymer film has thickness roughly
equals to 12σ with a strong substrate-polymer interaction strength ε = 2.0. We use the
same film and layer definition as that in Fig. 1.
It is important to clarify that the near uniformity of the scale of collective motion in our
supported polymer films does not imply that “dynamical heterogeneity” within the film is
uniform. We support this statement by considering a common metric of dynamical hetero-
geneity, the non-Gaussian parameter,
α2(t) =
3 〈∆r4(t)〉
5 〈∆r2(t)〉2 − 1, (1)
where 〈∆r2(t)〉 is the mean-square displacement of the monomers. This quantity peaks
at a characteristic time t∗, related to diffusion in small molecular liquids,37 and defines a
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segmental mobility time scale for polymers.41 In general, t∗ exhibits a power-law scaling in
relation to the segmental relaxation time τα, i.e., t∗ ∝ τ ξα, where ξ < 1, a phenomenon termed
“decoupling”.34,45 As expected from the pronounced gradient of mobility, t∗ and the height
of the non-Gaussian parameter both vary strongly with their location in the film in Fig. 2.
Note that α2(t) does not vanish at large t for the film as a whole, or in the interfacial regions,
owing to the gradient in mobility that persists over all time scales.26
From an Adam-Gibbs perspective, collective molecular motion is important for under-
standing the structural relaxation in glass-forming systems. Naively, the apparent invariance
of string size to location in the film would lead us to expect that the AG picture cannot be
extended to understand the extreme variations in local relaxation. However, as we now dis-
cuss, the physical situation is more subtle. To apply the AG approach locally, we examine the
dynamics of each film region using string model of relaxation in glass-forming materials,29,46
a modern extension of the Adam-Gibbs model founded on simulation evidence,
τ(T ) = τ0(ε, h) exp
[
L(T )
LA
∆µ(T )
kBT
]
, (2)
where τ0 = τβ(ε, h) exp
[
−∆µ(TA)
kBTA
]
with τβ ≡ τ(TA) and ∆µ(T, ε, h) = ∆H(ε, h)−T∆S(ε, h);
TA is the onset temperature of glass formation,29,37 and ∆H and ∆S are the high temperature
enthalpic and entropic contributions of the free activation energy, respectively; τβ is the fast
β relaxation time, which equals the α-relaxation time τα at TA.47 In the bulk material, ∆H
is directly related to the activation energy Ea determined from fitting relaxation time over
high temperature region where relaxation is Arrhenius.43 We utilize a fixed onset temperature
TA = 0.65 for thin films, as estimated in Ref. 46, since its value is relatively insensitive to
polymer film thickness and polymer-substrate interaction strength. LA ≡ L(TA) is the string
length at the onset temperature TA, the residual collective motion in the high temperature
liquid.34 Note that both LA and τA depend on film thickness h, polymer-substrate interaction
strength ε, as well as in the different regions of the film with, but the range of value is not
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large, LA = 1.40 ± 0.02 and τA = 2.3 ± 1.0.29 We emphasize that τ0 is not a free fitting
parameter, but τ0 rather is determined 34 by ∆H and ∆S. It is also notable that τ0 varies
significantly with film thickness h, along with the supporting boundary interaction strength
and stiffness.34
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Figure 3: Test of string model for cooperative relaxation. Reduced relaxation time as a
function of the reduced activation free energy for different film thicknesses, and regions of the
film (free interfacial, middle and substrate layer). Hollow, dotted, and solid symbols stand
for ε = 0.5, 1.0, and 2.0, respectively. The inset shows the entropy-enthalpy compensation
plot, obtained from fit to Eq. 2.
Although the approximate invariance of string size to location within the film does not
explain the large variations in relaxation time within films, we may use Eq. 2 to understand
the dynamics of thin polymer film for both film as a whole and local regions within it, and
the relation of film relaxation to that of the bulk material. Figure 3 shows that there is a
linear relationship between the reduced relaxation time ln (τ/τ0) and the reduced activation
energy L(T )
LA
∆µ
kBT
for various polymer-substrate interaction strength ε, film thickness h, and
different local regions. A remarkable universal collapse of τ in term of string length was
found in Refs. 29,32,34 for both thin polymer film and polymer nanocomposites. Note
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that in the case of the extremely thin film with thickness h = 5, the free interfacial and
substrate layer are not well-defined, so Fig. 3 does not include these interfacial regions. We
thus find the string model of glass formation46 can also quantitatively describe local film
dynamics. The values of ∆H and ∆S (fitting parameters) that result from the application
of Eq. 2 are shown in the inset of Fig. 3, which, when plotted parametrically, show that
an entropy-enthalpy compensation relation (∆S = ∆S0 + Tcomp∆H, where Tcomp ≈ 0.21)
holds for different film regions as well. The value of Tcomp obtained here is consistent with
a previous estimate obtained from thin film and polymer nanocomposites simulations based
on the same polymer model.29
Large gradients and an entropy-enthalpy compensation relation have also been observed
in the interfacial dynamics of crystalline Ni48 and Cu49 so that this phenomenon apparently
arises in both crystalline and non-crystalline materials. Note that ∆H and ∆S estimates
in the inset of Fig. 3 near the solid substrate can be negative. This counter-intuitive phe-
nomenon has been observed in the kinetics of highly confined fluids when the interaction
between the molecule and the boundary are strongly attractive.50 Entropy-enthalpy com-
pensation and negative values of ∆H and ∆S are also commonly observed in the thermody-
namics of molecules binding,51 a counter-intuitive phenomenon associated with competitive
molecular interactions. Previous work investigating the mobility gradient near the free in-
terface of a crystalline material (Cu) ,49 has quantified the mobility gradient in terms of a
gradient in the activation free energy ∆µ, and we likewise consider the segmental relaxation
time τα and activation free energy as a function of distance from the film free surface. In
particular, if we take z = 0 to denote the position of the polymer interface and L to be
the average value of the film as whole, then the string model prediction for the segmental
relaxation time can be formally written,
τα(z)
τ0(z)
=
(
τFilmα
τFilm0
) ∆µ(z)
∆µFilm
, (3)
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where τFilmα = τFilm0 exp
[
L(T )
LA
∆µFilm
kBT
]
is the relaxation time for the film as a whole. The large
gradient in the relaxation time τα within the polymer film within this model can thus be
traced to a gradient in ∆µ rather than a variation of the extent of collective motion as a
function of distance within the film. Moreover, by averaging over interior and interfacial
regions of the film, we obtain an extension of Eq. 3 that relates the ratio of interior and
polymer-air interfacial relaxation times to the difference in the mean activation free energy
in these regions, namely we have the relaxation time ratio,
τmid
τint
=
τmid0
τ int0
exp
[
L(T )
LA
(∆µmid −∆µint)
kBT
]
, (4)
where L(T ) is again the characteristic string length of the film as a whole. This relation is
potentially of significant practical value since the ratio τmid/τint is experimentally accessible,
and recent measurements have indicated that this mobility ratio can be as large as 107
near Tg.9,10 Note that Eq. 4 can be well-approximated as a Vogel-Fulcher-Tammann (VFT)
function24 over the computationally accessible temperature range, and we previously found
this ratio to extrapolate to a value on the order of O(1011) as T approaches Tg.26
While the extent of collective motion clearly changes with film thickness, we may still
approximately relate relaxation within the film to relaxation of the bulk material. Provided
the ratio L/LA remains nearly the same in thin film and bulk material with LBulk/LBulkA ≈
LFilm/L
Film
A (see Fig. 4), we then have the approximate relation:
τα(z)
τ0(z)
≈
(
τBulkα
τBulk0
) ∆µ(z)
∆µBulk
. (5)
Figure 4 shows that the relative change in collective motion L/LA is indeed similar in magni-
tude in the bulk and thin film for the temperature range and polymer-substrate interaction
strength range. We emphasize that Eq. 5 is only suggested to be a reasonable approximation
over the computationally accessible temperature range. Nonetheless, Eqs. 4 and 5 allow
for an alternate understanding of previously observed computational evidence for a phe-
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nomenological power law or “decoupling” relation linking the relaxation time of the film as a
whole to the relaxation times within the interfacial regimes and between the film as a whole
and the bulk material.52–54 The near constancy of L/LA between the bulk and thin films,
along with the normally reduced molecular cohesive interaction strength at the polymer-air
boundary, also naturally explains the near-Arrhenius relaxation in the interfacial region, its
relatively high mobility in comparison to the bulk. It will be interesting to see whether the
“decoupling” relation between wave-vector dependence of the relaxation time τ(q) from the
intermediate scattering function to τα can likewise be understood in a similar fashion since
the scale of collective motion must also be independent of observational scale.
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Figure 4: The characteristic string length L(T ) for polymer films as a whole with some
representative polymer-substrate interaction strengths (ε = 0.5, 1.0, and 2.0), and bulk
polymer. The inset shows L(T ) normalizes by their corresponding string length at the onset
temperature LA (LA ≡ L(TA)). Although confinement and polymer-surface interaction
strength influence the scale of collective motion, the relative change in L is rather insensitive
to their confinement and interfacial variables.
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Conclusions
Our investigation of collective motion in relation to the internal dynamics of thin supported
film provides further evidence of the importance of variations of the cohesive interaction in
thin films for understanding both changes in relaxation in relation to the bulk and mobility
gradients with these films. Changes in the cohesive interaction strength in the interfacial
region are important because they alter the activation free energy ∆µ, which effects even
the liquid regime far above the glass transition temperature.29,34 We find that many impor-
tant aspects of the dynamics can be understood from interfacial changes of ∆µ, rather than
changes in the scale of collective motion. Specifically, we find (i) a greatly enhanced mo-
bility at the polymer-air interface in comparison to the bulk material, (ii) a near invariance
of enhanced interfacial mobility with changes of film thickness, and (iii) the phenomenon
of enthalpy-entropy compensation in the activation free energy parameters, ∆H and ∆S.
The observation of a similarity in the degree of cooperative motion within the polymer-air
interfacial region and the film interior is also theoretically interesting because it provides
guidance regarding how to extend the Adam-Gibbs model to describe local mobilities within
mesoscopic regions in glass-forming polymer films, and potentially nanocomposites. We plan
to extend the analysis of the present paper to describe nanocomposites and to understand
the physical origin of the width of the interfacial zones on the scale of collective motion found
previously for both polymer films and nanocomposites.
An important practical implication of our work is the suggestion that local changes in the
segmental dynamics can be understood primarily from changes dynamics of the Arrhenius
activation free energy parameters characteristic of the fluid dynamics at elevated temper-
atures. Perhaps surprisingly, the extent of collective motion within the film does not vary
substantially across the film profile, and accordingly does not contribute significantly to spa-
tial variations in the local dynamics. Consequently, knowing the extent of collective motion
for the material as a whole appears to be sufficient to understand change of material dynamics
with confinement, if the changes to local activation parameters are additionally known. This
13
is good news, since, if one had to instead determine the degree of collective motion locally to
understand local mobility variations, then the theory would be essentially intractable from
a practical standpoint. The deduction of simple power-law relations between the segmental
relaxation of the film as a whole only exists in the string model of glass-formation when
the string length parameter of this model has no depth dependence. This is apparently the
origin of both the decoupling relation in the string model of glass formation and the success
of this model in fitting our simulation data for the relaxation time as function of depth over a
wide range of temperatures. The fact that the spatial dependence of the cooperativity scale
is not needed provides a readily implemented framework for studying mobility variations in
glassy materials.
Of course, the general validity of this extended string model of glass-formation requires
further confirmation in polymer nanocomposites and other types of non-uniform glass-
forming materials to test the validity of this model. There is also a need to better understand
the root physical causes of the gradients in the activation energy parameters given their large
influence on the mobility gradients in thin films. In bulk materials, the high temperature
activation enthalpy correlates very strongly with the cohesive energy density of the fluid,
suggesting that these gradients in activation energy may derive physically from gradients
in the potential energy density near the interfaces, which we are currently investigating.
Further efforts are also required to understand the ubiquitous enthalpy-entropy compensa-
tion relation linking the activation enthalpy to activation entropy in the dynamics of many
condensed materials. We suggest that more theoretical and experimental efforts should be
devoted to understanding these fundamental energetic parameters.
Modeling and Simulation Details
Our results are based on molecular dynamics simulations of thin supported polymer films.
We simulate supported thin polymer films with variable film thickness h and strength of
14
attractive interaction ε between the substrate and polymer employing molecular dynamics
simulations. The polymer film model is the same as that used in Refs. 34,38. The polymer
films have 320, 400, 480, or 600 polymer chains; these films have thicknesses h ≈ 5σ, 8σ,
10σ, 12σ and 15σ, respectively, which decrease approaching Tg. These films are referred
to as h = 8, 10, 12, and 15. Above the film is free (empty) space, so the film is effectively
at pressure, P = 0. As a reference for the thermodynamic and dynamic properties, we also
simulated a bulk polymer with periodic boundary conditions in all directions at pressure
P = 0.
Polymers are modeled as unentangled chains of 10 beads linked by harmonic springs.
We use the harmonic spring potential Ubond = kchain2 (r − r0)2 to connect nearest-neighbor
monomers within a polymer chain. The equilibrium bond length is r0 = 0.9 and the spring
constant is kchain = 1111 .34 To inhibit crystallization of the film, we choose r0 smaller than
that chosen in Ref. 55. We use the same substrate model as that in Ref. 38 for all the films
studied. The substrate consists of 528 particles arranged in a triangular lattice (the (111)
face of an FCC lattice). We tether substrate particles via a harmonic potential Vsub(r) =
(k/2)(r−r0)2, where r0 is the ideal lattice position and k = 50 is the spring constant.56,57 We
use Lennard-Jones (LJ) interactions between non-bonded monomers and substrate particles.
The interactions are truncated at pair separations 2.5σij, where σij is equivalent to the
particle diameter in the LJ potential, and the subscript ij indicates the possible combinations
of interactions (ss substrate-substrate, ps polymer-substrate, pp polymer-polymer). All units
are given relative to the strength ε and size σ of non-bonded polymer-polymer interactions.
Consequently, T is in unit of ε/kB, where kB is Boltzmann’s constant, pressure is in the unit
of ε/σ3, and time in units of
√
mσ2/ε. The LJ parameters are σpp = 1.0, ε ≡ εpp = 1.0,
σ ≡ σps = 1.0, σss = 0.8, εss = 1.0, and we use interaction strengths between monomers and
substrate particles εps = 0.1, 0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 2.0, 2.5, and 3.0. Since we only
vary εps, we simply refer to this quantity as ε.
Periodic boundary conditions are used in the directions parallel to the substrate with a
15
box length 19.76σ (determined by the lattice spacing of the triangular lattice substrate).
We conducted all simulations using the LAMMPS58 simulation package with a time step
dt = 0.002. For cooling and heating simulations of the bulk polymers, we use an NPT
ensemble at P = 0. We performed at least 3 independent heating and cooling runs for
both the pure polymer and polymer films at the same rate 10−5. To generate trajectories
from which we study the dynamics at fixed T , we carry out NPT simulations starting from
configurations taken from the heating runs at T > Tg with pressure P = 0. For the supported
polymer films, we use an NVT ensemble where the box dimension is the z-direction is large
compared to the film thickness. The temperatures are varied from 0.45 to 0.65, above (the
heating rate dependent) Tg(h = 15) ≈ 0.40 of the thickest polymer film.38 We equilibrate
each trajectory for at least 100 times the average polymer relaxation time of the entire film
τoverall.
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