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Seismic interferometry with ambient seismic noise is used to analyze dynamic proces-
ses in the Earth’s shallow subsurface caused by environmental processes and ground
shaking. The passive monitoring at the pilot site for CO2 injection in Ketzin revea-
led periodic variations in seismic velocity which are mainly caused by variations in
the ground water level. In northern Chile, temporal seismic velocity changes due to
earthquake related processes and environmental forcing are observed. An empirical
model is derived, which describes the seismic velocity variations based on continuous
observations of the local ground acceleration. The sensitivity of seismic velocity on
dynamic strain is further investigated with laboratory experiments.
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Abstract
In this study, seismic interferometry is used to analyze dynamic processes in the
Earth’s shallow subsurface caused by environmental processes and ground shaking.
In the first part of the thesis, the feasibility of a passive monitoring with ambient
seismic noise at the pilot site for CO2 injection in Ketzin is investigated. Monitoring
the expansion of the CO2 plume is essential for the characterization of the reservoir
as well as the detection of potential leakage. From June 2008 until August 2013,
more than 67000 tons of CO2 were injected into a saline aquifer at a depth of about
650m. Passive seismic data recorded at a seismic network around the injection site
was cross-correlated in a frequency range of 0.5-4.5 Hz over a period of 4 years. The
frequency band of 0.5-0.9Hz, in which surface waves exhibit a high sensitivity at the
depth of the reservoir, is not suitable for monitoring purposes as it is only weakly
excited. In a frequency range of 1.5-3Hz, periodic velocity variations with a period of
approximately one year are found that cannot be caused by the CO2 injection. The
prominent propagation direction of the noise wave field indicates a wind farm as the
dominant source providing the temporally stable noise field. This spacial stability
excludes variations of the noise source distribution as a spurious cause of velocity
variations. Based on an amplitude decrease associated with time windows towards
later parts of the coda, the variations must be generated in the shallow subsurface.
A comparison to groundwater level data reveals a direct correlation between depth of
the groundwater level and the seismic velocity. The influence of ground frost on the
seismic velocities is documented by a sharp increase of velocity when the maximum
daily temperature stays below 0◦C. Although the observed periodic changes and the
changes due to ground frost affect only the shallow subsurface, they mask potential
signals of material changes from the reservoir depths.
To investigate temporal seismic velocity changes due to earthquake-related pro-
cesses and environmental forcing in northern Chile, 8 years of ambient seismic noise
recorded by the Integrated Plate Boundary Observatory Chile (IPOC) are analyzed.
By autocorrelating the ambient seismic noise field, approximations of the Green’s
functions are retrieved and velocity changes are measured with Coda Wave Interfer-
ometry. At station PATCX, seasonal changes of seismic velocity caused by thermal
stress as well as transient velocity reductions are observed in the frequency range of
4-6Hz. Sudden velocity drops occur at times of mostly earthquake-induced ground
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shaking and recover over a variable period of time. An empirical model is presented
describing the seismic velocity variations based on continuous observations of the
local ground acceleration. The model assumes that not only the shaking of large
earthquakes causes velocity drops, but any small vibrations continuously induce mi-
nor velocity variations that are immediately compensated by healing in the steady
state. The shaking effect is accumulated over time and best described by the in-
tegrated envelope of the ground acceleration over one day, which is the temporal
resolution of the velocity measurements. In the model, the amplitude of the velocity
reduction as well as the recovery time are proportional to the strength of the exci-
tation. The increase of coseismic velocity change and recovery time with increasing
excitation is confirmed by laboratory tests with ultrasound. Despite having only
two free scaling parameters, the model fits the data of the shaking-induced velocity
variation in remarkable detail. Additionally, a linear trend is observed that might be
related to a recovery process from one or more earthquakes before the measurement
period.
A clear relationship between ground shaking and induced velocity reductions is
not visible at other stations. The outstanding sensitivity of PATCX to ground
shaking and thermal stress can be attributed to the special geological setting of the
station, where the subsurface material consists of a relatively loose conglomerate
with high pore volume leading to stronger nonlinearity compared to the other IPOC
stations.
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Zusammenfassung
In dieser Studie werden mit Hilfe von seismischer Interferometrie kleinste dyna-
mische Prozesse in der Erdkruste beobachtet, welche beispielsweise durch umwelt-
bedingte oder anthropogene Einflüsse sowie Bodenerschütterungen hervorgerufen
werden können.
Im ersten Teil der Arbeit werden Änderungen in der seismischen Geschwindig-
keit am Pilotstandort für CO2-Speicherung in Ketzin untersucht. In einer Tiefe von
650m wurden dort zwischen Juni 2008 und August 2013 über 67000 Tonnen CO2
eingelagert. In einem Frequenzbereich vom 0,05-4,5Hz wurden Kreuzkorrelationen
des seismischen Hintergrundrauschens an einem kleinräumigen Netzwerk über einen
Zeitraum von 4 Jahren berechnet. Der Frequenzbereich zwischen 0,5 und 0,9Hz weist
eine hohe Sensitivität von Oberflächenwellen in der Tiefe des Reservoirs auf, ist aber
nur sehr schwach angeregt und eignet sich deswegen nicht für die Analyse. In einem
Frequenzbereich von 1,5-3Hz zeigen sich periodische Geschwindigkeitsänderungen
mit einer Periode von einem Jahr, welche nicht durch die Einlagerung von CO2
erzeugt werden können. Eine Analyse des seismischen Hintergrundrauschens zeigt,
dass dieses über den gesamten Zeitraum hinweg hauptsächlich aus der Richtung ei-
nes Windparks kommt. Durch die Stabilität des Wellenfeldes können Änderungen in
den Quellpositionen, welche sich in scheinbaren Geschwindigkeitsänderungen zeigen
können, ausgeschlossen werden. Eine Amplitudenabnahme der Geschwindigkeitsän-
derungen hin zu späteren Zeitfenstern in der Coda lässt auf oberflächennahe Prozesse
als Ursache schließen. Ein Vergleich zwischen den jährlichen Geschwindigkeitsände-
rungen mit Schwankungen im Grundwasserspiegel zeigt eine direkte Korrelation.
Ein sprunghafter Anstieg in der Geschwindigkeit zeigt sich im Winter, wenn die
Tageshöchsttemperaturen unter den Gefrierpunkt sinken und der Boden zufriert.
Obwohl Bodenfrost und Änderungen im Grundwasserspiegel nur einen sehr oberflä-
chennahen Bereich betreffen, so überdecken sie dennoch mögliche Signale durch die
Einlagerung von CO2.
Im zweiten Teil der Arbeit werden Geschwindigkeitsänderungen in Nordchile un-
tersucht, welche durch erdbebeninduzierte Prozesse und umweltbedingte Einflüsse
hervorgerufen werden. Dazu wurden über einen Zeitraum von 8 Jahren Autokor-
relationen des seismischen Hintergrundrauschens des IPOC Netzwerkes (Integrated
Plate Boundary Observatory Chile) berechnet und mit seismischer Interferometrie
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ausgewertet. An der Station PATCX können in einem Frequenzbereich von 4-6Hz
periodische Geschwindigkeitsänderungen beobachet werden, welche durch thermisch
induzierte Dehnung hervorgerufen werden. Außerdem treten transiente Geschwindig-
keitsabnamen nach Bodenerschütterungen auf, welche hauptsächlich von Erdbeben
verursacht werden. Die seismische Geschwindigkeit kehrt daraufhin langsam wieder
auf ihr vorheriges Niveau zurück. Für die Geschwindigkeitsänderungen wurde ein
empirisches Modell entwickelt, welches auf Messungen der lokalen Bodenerschüt-
terung basiert. Dabei wird angenommen, dass nicht nur große erdbebeninduzierte,
sondern auch kleinste Bodenerschütterungen einen Abfall der Geschwindigkeit erzeu-
gen, welche wiederum innerhalb kürzester Zeit durch Heilung in den Gleichgewichts-
zustand zurückkehrt. Dabei summieren sich die Effekte durch die Bodenerschütte-
rungen mit der Zeit auf und werden am besten mit dem Integral der lokalen Bo-
denbeschleunigung über die Messwerte eines Tages beschrieben. Die Diskretisierung
von einem Tag entspricht der zeitlichen Auflösung in der Messung der Geschwin-
digkeitsänderungen. Sowohl die Amplitude der Geschwindigkeitsabnahme als auch
die Zeit bis der Gleichgewichtszustand wieder erreicht ist (Heilungszeit) werden im
Modell als proportinal zur Größe der Anregung angenommen. Eine Korrelation der
Heilungszeit und der Amplitude der koseismischen Geschwindigkeitsabnahme mit
der Größe der Anregung konnte mit Hilfe von Laboruntersuchungen mit Ultraschall
bestätigt werden. Mit nur zwei Parametern beschreibt das Modell die transienten
Geschwindigkeitsänderungen in bemerkenswerter Genauigkeit. Desweiteren beinhal-
tet das Modell einen linearen Verlauf in den Geschwindigkeitsänderungen, welcher
vermutlich durch einen Heilungsprozess hervorgerufen wird, der auf ein oder mehrere
Erdbeben vor dem Messzeitraum folgte. Eine Beziehung zwischen Bodenerschütte-
rung und Geschwindigkeitsänderung ist an anderen Stationen des IPOC Netzwerkes
nicht erkennbar. Die herausragende Sensitivität von PATCX im Hinblick auf Bo-
denerschütterung und thermische Dehnung kann den speziellen geologischen Gege-
benheiten an der Station zugeschrieben werden. Bei dem dort vorliegenden Material
handelt es sich um ein relativ loses Konglomerat mit großem Porenvolumen, welches
ein starkes nichtlineares Verhalten aufweist, was an anderen IPOC Stationen nicht
zu erwarten ist.
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1 Introduction
Over the last century, the idea of a solid Earth has dramatically changed in the
light of increasing amount of data and new technologies showing the movement
of continents, the evolution of great mountain chains, the subduction of oceanic
plates and the generation of magma along oceanic ridges. Many of these discoveries
are related to a combination between our improved understanding of the different
geological processes together with the application of increasingly sophisticated geo-
physical methods. To investigate the interior structure of the Earth, geophysics
can provide information about material parameters and evidences for processes and
their interactions taking place at different scales from the Earth’s surface down to
the core. In general, the way we use the tools available in geophysics depends on
the aim of the study.
Direct observations of most parts of the Earth are impossible to obtain. The
deepest ever investigation of Earth’s crust was provided by the Kola Superdeep
borehole exploration with a depth of approximately 12 km. At smaller scales, the
use of boreholes to investigate the subsurface has been proven to be very efficient
but the economic costs and environmental damages are sometimes a high price to
pay.
The shallow subsurface as well as deeper layers of the Earth can be explored
with seismic methods, that work with seismic waves which are refracted, reflected
or converted at discontinuities in the Earth’s interior. Seismic velocities are sensitive
to the elastic moduli as well as density. This allows to draw conclusions about the
chemical composition and rheology of the material in different depths. For example,
the Moho discontinuity, which describes the transition between crust and mantle, is
characterized by a change in mineralogical composition and a sharp increase in p-
wave velocity. Local, regional and teleseismic earthquakes as well as active sources,
such as explosives, vibrator trucks or air guns can be used as seismic sources, de-
pending on the required resolution, which is given by the density of seismic rays and
the wavelength. Nowadays, active reflection seismics is a frequently applied method
to get a comprehensive knowledge about the subsurface in the context of exploita-
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tion of natural resources, storage of waste or subsurface construction. In an active
survey, a special geometry of sources and receivers is used to determine an image
of the subsurface seismic velocity structure and impedance contrast. The depth
resolution is mainly controlled by the source-receiver distance and source strength,
which are both limited especially in urban environments.
The zone near the Earth’s surface at the interface between geo-, bio-, hydro- and
atmosphere is a highly dynamic environment. It is also the location of the human
habitat with our vulnerable infrastructure. Investigations of the subsurface struc-
ture are thus mandatory – but not sufficient. We have to understand the processes
which dynamically change the subsurface. As illustrated in Fig. 1.1, a continuous
monitoring is therefore of high importance in order to provide information about the
material’s sensitivity to forcing. A comprehensive understanding of the subsurface
dynamics is crucial to mitigate hazards in the economically and ecologically sensi-
tive area. As for investigations of structure, seismic methods are most suitable. One
possible monitoring method is the repetition of active seismic surveys at the same
location at different times, allowing for a comparison of the resulting subsurface im-
ages. The usage of high energy sources is expensive, limits the temporal resolution,
and prohibits the application of such techniques for continuous monitoring. An-
other disadvantageous aspect is the environmentally questionable usage of airguns
in marine environments.
An alternative to the use of active sources is the use of natural seismicity. In seis-
mically very active regions, coda waves of repeating earthquakes (multiplets) formed
by the scattered wave field can be used as passive sources for monitoring (Poupinet
et al., 1984). Scattered coda waves are extremely sensitive for changes in the elastic
parameters. To overcome the problem of nonuniform distribution of earthquakes
on Earth and their irregular temporal occurrence, the continuous ambient seismic
noise received much attention in recent years. It presents a more cost-effective and
environmentally friendly approach to accomplish the important task of long-term
monitoring. Ambient seismic noise refers to the part of the seismic signal that a seis-
mometer is recording during periods without the occurrence of earthquakes or other
identifiable sources. Ambient seismic noise has manifold sources, e.g. the natural
oscillations of the earth, wave action on the oceans, rivers, wind, traffic or industry.
It is continuously available, thereby eliminating the necessity of repeatable active
sources or earthquake multiplets.
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Figure 1.1: Schematic illustration of different factors influencing the Earth’s subsurface. Internal
and external forces change the elastic parameters in the subsurface, which can pose a risk to our
vulnerable habitat. Monitoring these dynamic changes gives us information about the material’s
sensitivity to forcing and leads to a better understanding of the dynamic processes and their
interactions in order to mitigate hazards.
Variations in the elastic properties of the medium can be observed with suitable
seismic methods in terms of seismic velocity variations. Seismic interferometry, the
method used in this study, refers to the principle of generating seismic responses of
virtual sources by auto- or cross-correlating seismic records of a random wave field
at different receivers. This allows to retrieve an estimate of the Green’s function of
surface or even body wave propagation. In principle, records of active sources, and
passive sources such as the coda of earthquakes (Campillo & Paul, 2003) as well as
ambient seismic noise (Shapiro & Campillo, 2004) can be used, while the latter one
is the only source which is continuously available. Comparing the correlation func-
tions at different times allows to determine changes in seismic velocity of a fraction
of 1% (Sens-Schönfelder & Wegler, 2006). The discovery of ambient seismic noise
as a useful and environmentally friendly source opened a new field in seismology,
called environmental seismology (Larose et al., 2015). Seismic Interferometry with
ambient seismic noise provides a cheap possibility of continuously monitoring dy-
namic processes in the Earth’s subsurface, which can have anthropogenic but also
natural causes.
Some examples for anthropogenic influences are subsurface construction, storage
of waste, CO2-storage or geothermal energy production. There exist also numerous
3
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natural processes on and in our active Earth leading to dynamic changes in the
subsurface. Earthquakes and volcanic eruptions are the most destructive manifes-
tation of the fundamental geological processes that change our planet since millions
of years. Monitoring of these dynamic changes helps to understand the underlying
physical processes. This can be very important in the case of natural hazards such
as volcanic eruptions or earthquakes. Coseismic velocity decreases accompanying
earthquakes have been observed in various studies (e.g. Rubinstein & Beroza, 2004a;
Brenguier et al., 2008a; Wegler et al., 2009; Nakata et al., 2011; Richter et al., 2014).
Static as well as dynamic stress changes and nonlinear processes belong to the mech-
anisms that are being discussed as possible causes for the observed velocity changes.
Monitoring of volcanoes can allow determining phases of increasing volcanic activ-
ity when magma is transported along zones of structural weakness, leading to the
possibility of forecasting subsequent eruptions (Brenguier et al., 2008b). Another
forecasting possibility is given in the case of landslides, as material weakens before
failure (Mainsant et al., 2012). Precipitation or snow melt are often discussed as
trigger mechanisms for landslide activation. In this context, monitoring of ground
water level and fluid migration in the hill could provide a better insight into the
development of possible shear zones leading to the dreaded failure.
This thesis consists of the following chapters: The theoretical background of
ambient seismic noise and passive monitoring with seismic interferometry is detailed
in chapter 2. Information about mesoscopic material nonlinearity, which plays an
important role in the interpretation of the earthquake- induced velocity changes
observed in northern Chile are discussed in chapter 3.
Chapter 4 investigates the feasibility of ambient noise- based monitoring at the
pilot site for onshore CO2 injection in Ketzin (Germany). The physical processes
leading to dynamic changes in seismic velocity in northern Chile are studied in
chapter 5. An empirical model is presented which is able to explain the observed
velocity changes. The influence of dynamic strain on seismic velocity is analyzed with
laboratory tests in chapter 6. The main findings of the thesis are finally summarized
in chapter 7.
The key results of chapters 4 and 5 led to two peer-reviewed publications in the
Geophysical Journal International (Gassenmeier et al., 2015a,b).
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2 Monitoring with seismic interfer-
ometry
Seismic interferometry (SI) is based on correlation of a random wave field recorded
by distant receivers, which converges under specific conditions towards the complete
Green’s function of the medium between the receivers. This chapter will give insights
on Green’s function retrieval, ambient seismic noise and monitoring with SI.
2.1 Ambient seismic noise
The data we used in this study mainly consists of ambient seismic noise, which is
the seismic part of the signal that a seismometer is recording during periods with-
out the occurrence of earthquakes. Peterson (1993) determined a minimal noise
level for vertical seismometers under optimal conditions (Fig. 2.1) using spectra
envelopes of 75 stations of the global network at that time. Ambient seismic noise
is generated over a wide frequency range. For very low frequencies, atmospheric
pressure changes and thermally induced strains as well as the Earth’s hum, which
are the natural oscillations of the earth, have a strong contribution to the noise.
For periods between 5 and 18 s the noise is dominated by the microseism, with a
maximum in the spectrum at 10-14 s, which corresponds to the predominant swell
frequency, called primary microseism and at the doubled frequency (5-7 s) called
secondary microseism. While the primary microseismic peak is most likely being
caused by the coupling of the swell to the shallow ocean bottom or the shore (Has-
selmann, 1963), the secondary microseismic peak emerges from the interference of
two opposing ocean waves generating standing waves with doubled frequency, on
their part causing a depth-independent nonlinear pressure perturbation (Longuet-
Higgins, 1950). As oceanic and atmospheric processes modulate the generation of
ambient seismic noise for these low frequencies, a clear seasonal pattern is observable
with source regions in the northern oceans during winter and in the southern oceans
during summer (Stehly et al., 2006; Landès et al., 2010).
5
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Figure 2.1: New low noise model according to Peterson (1993).
We mainly work with ambient seismic noise at higher frequencies usually origi-
nating from local human activities (traffic, power lines, industry, agriculture), rivers
or wind. Such noise sources are far away from being randomly distributed and it is
not surprising that the ambient noise in this frequency range is often dominated by
sources coming from one or several directions. Additionally, noise sources caused by
human activities frequently show daily and weekly patterns due to workdays and
weekends.
As most of the sources are located on the Earth’s surface, ambient seismic noise
is particularly composed of surface waves and body waves thus only have a minor
contribution.
2.2 Green’s function estimation
The cross-correlation of a diffuse wave field measured at two receivers can be inter-
preted as the response that would be measured at one receiver if there were a source
at the location of the other receiver. As this source is not real, it is called a virtual
source (Bakulin & Calvert, 2006). Under optimal conditions the cross-correlation
is symmetric in time and its time derivative is proportional to the Green’s function
of the medium between these stations. A completely recovered Green’s function
includes all propagation modes, reflection and scattering (Weaver & Lobkis, 2004).
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There exist various theoretical approaches about the theoretical conditions lead-
ing to the emergence of the Green’s function via cross-correlation of a random wave
field. One approach is based on equipartitioning of normal modes in a closed and
undamped system (Lobkis & Weaver, 2001). Equipartitioning means that all modes
are exited with equal energy. The authors also presented a confirmation of their the-
ory with an ultrasound experiment taken on an irregularly shaped aluminum block.
Albeit, on Earth, most of the noise is generated near the surface, and the modes
that are confined to the near-surface carry more energy than modes that penetrate
deep into the earth, which means that equipartitioning is usually not fulfilled. Goué-
dard et al. (2008) used a different approach for a mathematical prove of SI. They
assumed that the wave field is composed of white noise (constant spectral density)
with sources distributed everywhere in the medium and being always active. The
only assumption about the medium is that attenuation must exist. In the following,
a short derivation of the Green’s function retrieval is given, following Gouédard et al.
(2008):
The cross-correlation between the displacement u measured at two receivers ~ra
and ~rb is defined as
C(~ra, ~rb, τ) = lim
T→∞
1
T
∫ T
0
dt u(~ra, t)u(~rb, t+ τ) . (2.1)
where τ stands for the lag time between the two signals. The displacement can be
expressed using the Green’s function Gα, where α stands for attenuation, which is
needed to ensure the convergence of the integral (Roux et al., 2005) and the source
function f , which is white noise distributed everywhere in the medium V at positions
~rs acting at any time t:
u(t, ~r) =
∫ ∞
0
dt′
∫
V
d~rs Gα(t
′, ~r, ~rs)f(t− t′, ~rs) . (2.2)
Inserting this in eq. 2.1 yields:
C(~ra, ~rb, τ) = lim
T→∞
1
T
∫ T
0
dt
∫ ∞
0
ds
∫
V
d~rs Gα(s, ~ra, ~rs)f(t− s, ~rs)
×
∫ ∞
0
ds′
∫
V
d~rs′ Gα(s
′, ~rb, ~rs′)f(t+ τ − s′, ~rs′) . (2.3)
In the time domain, white noise describes a random wave field such that the position
and the activation time of each source are uncorrelated. Under the consideration
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of a damping medium, the large T limit in the correlation can be replaced by an
ensemble average denoted by E
lim
T→∞
f(t− s, ~rs)f(t+ τ − s′, ~rs′)dt = E(f(t− s, ~rs)f(t+ τ − s′, ~rs′))
= σ2δ(τ + s− s′)δ(~rs − ~rs′) , (2.4)
where σ is the variance of the noise wave field. This simplifies eq. 2.3 to
C(~ra, ~rb, τ) = σ
2
∫ ∞
0
ds
∫
V
d~rs Gα(s, ~ra, ~rs)Gα(s+ τ, ~rb, ~rs) . (2.5)
By using a negative self-adjoint elliptic differential operator, which ensures energy
preservation, it can be shown that the time derivative of the cross-correlation func-
tion is proportional to the Green’s function and its time-reversed counterpart:
d
dτ
C(~ra, ~rb, τ) = −σ
2
4a
(Gα(τ, ~ra, ~rb)−Gα(−τ, ~ra, ~rb)) . (2.6)
This means that the cross-correlation function is symmetric if the sources are equally
distributed, leading to an isotropic wave field, which means uniformity in all orien-
tations.
In order to fulfill this requirement of wave field diffusivity at least approximately,
SI is either applied to the coda of earthquakes (Poupinet et al., 1984), which is the
long-lasting scattered wave train in the later part of earthquake seismograms or to
the ambient noise field. For most frequencies, the ambient seismic noise is also far
from being an isotropic wave field as the sources of ambient seismic noise are not
uniformly distributed in space and time. However, the presence of scatterers in a
heterogeneous medium leading to multiple scattering of seismic waves improves the
isotropic source distribution (Poupinet et al., 1984; Snieder et al., 2002; Snieder,
2004; Stehly et al., 2008).
Snieder (2004) and Snieder et al. (2006) demonstrated that the dominant con-
tribution to an interferometrically constructed Green’s function comes from noise
sources in two cones in the extension of the line connecting the two receivers (Fig. 2.2).
Their derivation showed that the global requirement of the equipartitioning of nor-
mal modes can be relaxed to the local requirement that waves propagate on average
isotropically near the receivers. A numerical example with vivid illustration of the
two-dimensional Green’s function retrieval is given in Snieder & Wapenaar (2010).
Randomly distributed noise sources in a ring around two seismic receivers with po-
sitions xa and xb (Fig. 2.2 a) are emitting transient signals and the responses of
8
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Figure 2.2: Green’s function retrieval in a two-dimensional open system. a) point sources of noise
(red dots) whose positions are denoted with radius rs and azimuth Φs send waves to receivers at
xa and xb. The dashed lines indicate the Fresnel zones. b) The cross-correlation of signals that
arrive at xa and xb is plotted as a function of the lag time and the source azimuth Φs. The dashed
lines delimit zones where the waves interfere constructively. c) The sum of the cross-correlations is
proportional to the Green’s function and its time-reversed counterpart. The maxima correspond
to the arrival times of waves traveling between the receivers in opposite directions. From Snieder
& Wapenaar (2010).
each source at the receivers are cross-correlated (Fig. 2.2 b). The sum of every
cross-correlation trace (Fig. 2.2 c) leads to a symmetrical cross-correlation as only
the correlations obtained with sources in the stationary phase zones or Fresnel zones
(cones behind the connecting line between the stations) interfere constructively. The
cross-correlation is proportional to the Green’s function and its time-reversed coun-
terpart and the time of the maxima in the cross-correlation gives the travel time of
direct waves between the stations.
In the early years of applied SI, Campillo & Paul (2003) showed that it is possible
to extract all components of the surface wave Green’s tensor by cross-correlating the
coda of earthquake records. The use of ambient seismic noise as signal for SI was
pioneered by Shapiro & Campillo (2004). As the extraction of surface waves turned
out to be very robust, an explosive growth in the number of crustal studies based on
surface waves extracted with ambient seismic noise arose during the last 10 years.
The retrieval of body waves from ambient seismic noise is more difficult due to the
location of sources on the Earth’s surface. Roux (2005), Gerstoft et al. (2006) and
Poli et al. (2012) successfully extracted P-waves, and Zhan et al. (2010) and Nakata
et al. (2011) extracted S-waves from cross-correlation of seismic noise. In all of these
studies the retrieved body waves were of much lower quality than the surface waves.
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If only one seismic station is available or the distance between two stations is
too large, so that absorption impedes wave field similarity at both stations, the
autocorrelation of the seismic signal can be used for SI. The autocorrelation is always
symmetric in time and the late part of the autocorrelation can be interpreted as
backscattered and reflected waves of the zero offset Green’s function.
The ability of extracting subsurface wave velocities from correlations of diffuse
wave fields leads to the possibility of monitoring variations in these velocities over
time. Monitoring of seismic velocities is very important to better understand the
dynamic processes that change our Earth. Some of these dynamic processes such as
volcanic activity or material weakening prior to landslides pose a risk to our human
life, directly showing the necessity of a continuous monitoring.
Ambient seismic noise is a preferable source as it is cheap in comparison to active
seismic experiments and continuously available in contrast to the usage of repeating
earthquakes. In the following, we will therefore have a closer look at ambient noise-
based monitoring.
2.3 Data processing
The main processing step when monitoring with SI is to calculate cross- or auto-
correlation functions of the seismic observations that represent approximations of
the Green’s function between the stations. Before the correlation process, instru-
ment irregularities, undesired effects of earthquakes and non-stationary noise sources
nearby the receivers have to be removed from the signal. To a great extend we follow
the preprocessing steps after Bensen et al. (2007).
The mean and the trend is removed and the data is downsampled to save compu-
tation time. As the ambient noise spectrum is not flat as discussed in chapter 2.1, a
spectral normalization in the frequency domain is applied, which inversely weights
the spectrum by its smoothed amplitude spectrum. This step is only applied before
cross-correlation as it would result in a delta peak when autocorrelating. To sup-
press the effect of earthquakes, a 1-Bit normalization is applied, in which only the
sign of the signal amplitude is kept. For the data set from Chile, another additional
temporal normalization is applied, which is described in detail in chapter 5.2.
After preprocessing, the data is cross- or autocorrelated (eq. 2.1). The length of
the time window that is used for correlation generally depends on the noise prop-
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erties. For a high noise level and stable noise sources several hours are enough to
achieve a stable cross-correlation function. To save computation time, also shorter
time windows can be correlated and the correlation functions can be stacked after-
wards. In this study, cross- or autocorrelation functions were estimated with the
resolution of one day. The detailed processing steps are further described with flow
charts in chapters 4.4 and 5.2.
2.4 Velocity changes in the correlations functions
A spatially homogeneous velocity change in a medium will show its signature in the
correlation function in the form of a time shift dt in the arriving waves. The time
shift grows proportionally with the time that the waves spent in the medium. This
means that the correlation function appears stretched or compressed in the case of
a velocity decrease or increase, respectively. If the velocity variation is the same
everywhere in the medium, the apparent relative velocity change is then given by:
 =
dv
v
= −dt
t
. (2.7)
In most cases, the relative velocity change is restricted to a limited region and
is not spatially homogeneous. In this case, the apparent velocity change depends
on the position of the change relative to the receiver positions and on the intensity
of the local change. As the correlation function approximates the Green’s function
of the whole medium between the receivers, a local change will always cause an
apparent velocity change that is smaller than the true change. In the case of an
inhomogeneous change, the time shift in the correlation depends on the lag time
(also called lapse time). Analyzing different lag time windows provides information
about the kind of velocity change and its location (Obermann et al., 2013).
2.5 Monitoring with coda waves
Nowadays, the velocity changes are usually analyzed in lag time windows that lie in
the later part of the correlation functions - called coda - that is composed by multiple
scattered waves. In principle, also the first arrivals can be used, but coda waves
have two main advantages, which will be discussed in the following. Coda waves are
deterministic although the signal looks very random at first sight. If the medium
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and the source remain unchanged, the waveform will also remain the same from one
record to the other. Due to multiple scattering, coda waves spend a long time in the
medium, sampling it repeatedly and amplifying weak medium perturbations. This
means that even if a change is not detectable in the first arrivals, it may become
detectable in the coda. Furthermore, coda waves are favorable in the presence of
spatio-temporal variations in the noise sources. Changes in the source locations
can lead to a stretching of the correlation function, especially for the direct waves,
which can be wrongly interpreted as a velocity change. In this case, one speaks of a
spurious velocity change. As multiple scattering azimuthally homogenizes the wave
field, coda waves are far more stable than direct waves in the presence of variations
in the noise sources, thus allowing a high precision monitoring (Colombi et al., 2014).
Velocity changes have been monitored down to a fraction of 1%, for example 0.1%
reported by Sens-Schönfelder & Wegler (2006) or 0.05% by Brenguier et al. (2008b).
Velocity changes can either be measured with the doublet method (Poupinet et al.,
1984) or the stretching method (Lobkis & Weaver, 2003; Sens-Schönfelder & Wegler,
2006). The doublet method originally uses the coda of repeating earthquakes that
have almost identical waveforms, but it also works with ambient seismic noise. Time
shifts between the waveforms corresponding to the initial state and the perturbed
state when the medium has encountered a velocity change are measured in short time
windows for various lapse times. The relative time shift can then be estimated by
a linear regression through the individual time shifts and zero. This is usually done
in the frequency domain and therefore the technique is also known as as moving-
window cross-spectrum technique (MWCST). The stretching method is based on the
fact that a homogeneous velocity change causes a time shift, which is proportional
to the lag time, leading to a stretching or compression of the correlation function
of the unperturbed state. The stretching factor directly gives the relative velocity
change. Hadziioannou et al. (2009) compared both techniques and showed that
the stretching method has a higher sensitivity to detect weak changes and that it
is favorable in terms of stability of the estimated velocity changes in the case of
noisy waveforms. For those reasons, possible velocity changes are analyzed with the
stretching method, which will be explained in more detail in the next section.
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2.5.1 Stretching method
The stretching method compares individual cross- or autocorrelation functions to
stretched or compressed versions of a long-term averaged reference cross- or au-
tocorrelation function. In this study, correlation functions are calculated with a
resolution of one day. For the reference trace Cref , the mean of the individual
correlation functions over the analyzed time period is used.
The reference trace is then stretched or compressed with different stretching val-
ues in a range [1, .., i] and the cross-correlation between the stretched reference
trace and the daily cross- or autocorrelation is calculated in specific lag time win-
dows between t1 and t2:
CC(i, t1, t2) =
t2∫
t1
Cref (t(1 + i))C(t)dt√
t2∫
t1
Cref (t(1 + i))2dt
t2∫
t1
C(t)2dt
. (2.8)
As discussed in chapter 2.5, the lag time windows are chosen in a way that they lie
in the coda of the cross- or autocorrelations, where the signal is caused by multiply
scattered waves.
time [s]
5 7 9 11 13 15
0
-0.01
-0.005
0
0.005
0.01
cc 
-1 0 1
Figure 2.3: Illustration of the stretching method. The reference trace (blue) is stretched with
different factors . The black lines correspond to the autocorrelation of station PATCX on 01.02.12
in a frequency range of 4-6Hz. The correlation values between the stretched reference traces and
the autocorrelation trace in two time windows of 5-10 s (grey area) and 10-15 s (yellow area) are
shown in the right subplot. The stretching factors corresponding to the maxima of the correlation
values give the velocity changes. If the velocity change is homogeneous, the obtained velocity
change does not depend on the time window used for the analysis.
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The stretching with the highest correlation coefficient with the reference trace
then yields the apparent relative velocity change as illustrated in Fig. 2.3
dv
v
(t1, t2) = argmax
i
(CC(i, t1, t2)) . (2.9)
2.5.2 Error estimation
Errors of the estimated velocity changes can be calculated with a method proposed
by Weaver et al. (2011). Under the assumption that the noise spectrum is Gaussian,
the root mean square of the error estimate of the velocity changes dv/v can be
written as:
rms =
√
1− cc2
2cc
√
6
√
pi
2
T
ω2c (t
3
2 − t31)
. (2.10)
cc is the correlation value corresponding to dv/v, t1 and t2 are the begin and end
time of the used time window in the coda and ωc is the central frequency (in rad/s).
T is the inverse of the frequency bandwidth (in s) and it can be identified by the
-10 dB points in the spectrum. This means that the error generally decreases with
increasing correlation coefficient and time window length and decreasing frequency
bandwidth.
2.5.3 Limitations of the stretching method
Clock errors
Seismometers are usually connected to an external clock via GPS or radio signal.
However, if the connection to the external clock fails, the timing of the data relies
on the internal clock of the instrument, which has only low precision. If data with
wrong timing is correlated, the correlations will appear shifted by the time error.
This means that if the stretching method is applied to such contaminated data, real
velocity changes on days with a wrong timing will be undetected due to the shift in
the correlations. Therefore, eventual time errors must be corrected before applying
the stretching method. A correction method after Sens-Schönfelder (2008) based on
ambient noise cross-correlations will be discussed in chapter 4.4.1.
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Variable frequency content
Zhan et al. (2013) and Mikesell et al. (2015) demonstrated with numerical tests that
the temporal variability of noise frequency content causes apparent velocity changes.
In their analysis with a single wavelet, Zhan et al. (2013) concluded that variations in
the amplitude content of the correlation functions are caused by temporal variability
of noise frequency content. Let’s consider the effects of velocity change or variable
frequency content in the frequency domain using just one wavelet: If there is a real
velocity change, the amplitude spectrum will remain stable, but the phase spectrum
will change. If there is no real velocity change but a change in the frequency content,
the amplitude spectrum will change. For example, let’s assume it gets stretched. At
zero lapse time the spurious velocity change will be equal to the stretching, which was
used for the amplitude spectra. For later lapse times the spurious velocity change
will decay. But does that mean that it is possible to draw conclusions from a change
in the amplitude spectrum whether it is due to a real velocity change or due to a
change in the source spectrum? Not if two or more wavelets are analyzed. If two or
more wavelets are analyzed in one time window and a real velocity change is applied
with a stretching of the waveforms, the wavelets that are further away from t=0 s
will experience a larger time shift than the wavelets closer to 0 s, which will result
in a stretching of the amplitude spectrum. This means that the simple assumption
that the amplitude spectrum should remain constant if that change is due to a
real velocity change is not true any more. This was also confirmed by Mikesell
et al. (2015), using a Ricker wavelet and a time window with many wave arrivals
in the coda. That means that 1) a change in the amplitude spectrum is no clear
indication that a measured velocity change is due to a change in the source signal.
2) If the amplitude spectrum changes, the stretching method will detect spurious
velocity changes, but this effect decreases with travel time, which was observed in
both studies. 3) With realistic parameters for the length of time window and the
bandwidth, the stretching method as well as the doublet method are affected by
changes of the ambient wave field in a similar way.
2.6 Estimating the depth of velocity changes
The question of how to obtain precise information about the depth where the change
occurs is a topic of ongoing research. Obermann et al. (2013) investigated the depth
15
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(a) obs(b)
Figure 2.4: a) Evolution of the partition coefficients for the surface wave (red) and bulk wave
(blue) sensitivity for different degrees of heterogeneity in the medium ranging from 5 to 30%. The
time axis has been normalized by the transport mean free time (propagation time after a wave
looses memory of its initial direction). The surface waves dominate for the first six mean free
times. b) Apparent relative velocity changes for a layer at a shallow depth of 20m (left) and at a
great depth of 1500m (right). From Obermann et al. (2013).
sensitivity of coda waves to local velocity perturbations using 2-D numerical wave
field simulations. They showed that the depth sensitivity of coda waves can be
modeled as a combination of bulk wave sensitivity and surface wave sensitivity.
The transition between these two regimes is controlled by mode conversions due
to scattering. Their study revealed that the depth sensitivity in the early time
windows of the coda is dominated by surface waves, while for later time windows, it
is dominated by bulk waves (Fig. 2.4 a). The course of the apparent relative velocity
changes in dependence of the time in the coda leads to the possibility to discriminate
between changes close to the surface and changes at depth (Fig. 2.4 b).
2.7 Stage of development
This section provides an overview on monitoring with SI in various seismological
fields.
Periodic velocity variations
Periodic velocity variations were reported in many studies. On the moon, Sens-
Schönfelder & Larose (2010) observed periodic velocity variations that were inter-
preted as induced by temperature variations. On Earth, seasonal changes of seis-
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mic velocity have been reported by Sens-Schönfelder & Wegler (2006), Meier et al.
(2010), Tsai (2011), Hobiger et al. (2012), Hillers et al. (2014), Ugalde et al. (2014),
Richter et al. (2014), Gong et al. (2015) and Hillers et al. (2015a). The processes
causing these seasonal changes strongly depend on the study area: Sens-Schönfelder
& Wegler (2006) modeled the seasonal variations at Merapi volcano with changes in
fluid saturation of the medium due to precipitation and groundwater level changes.
In the Los Angeles basin Meier et al. (2010) attributed the velocity variations mainly
to thermoelastically induced strain variations in the upper crust. With data from
a very dry region in Chile, Richter et al. (2014) derived a model for the annual
variations based on thermally induced stress.
Velocity variations associated with volcanic activity
At the basaltic Piton de la Fournaise volcano, a drop in seismic velocity was sys-
tematically detected before eruptions (Brenguier et al., 2008b; Duputel et al., 2009;
Rivet et al., 2015), giving the possibility of forecasting eruptions. Sens-Schönfelder
et al. (2014) could associate seismic crises with either increasing or decreasing veloc-
ity depending on whether the magma movement leads to deflation after an eruption
or to inflation caused by a non-eruptive intrusion, leading to a better understanding
of the volcanic cycle. SI was also applied for monitoring the Miyakejima volcano
in Japan (Anggono et al., 2012), Mt. Ruapehu in New Zealand (Mordret et al.,
2010), Okmok on the Aleutian Arc (Bennington et al., 2015) and the Changbaishan
volcano in China (Liu & Li, 2015). Caudron et al. (2015) monitored the stratovol-
cano Kawah Ijen in Indonesia, a "wet" volcano, where specific dynamics and seismic
activity is triggered by hydrothermal activity.
Velocity variations during stimulation experiments
Ugalde et al. (2014) analyzed possible velocity changes due to the injection of brine
water in a depth of 4.8 km located in the Paradox valley, but possible signals were
hidden in annual and semiannual variation. Hillers et al. (2015b) detected an aseis-
mic velocity change of approximately 1 month duration, which began with the onset
of the reservoir stimulation of the 2006 Deep Heat Mining Project in the city of
Basel. They related the observed increase of velocity to subsidence, settling, and
compaction of the material overlying the stimulated volume. At the geothermal
site in St. Gallen Obermann et al. (2015) observed a significant loss of waveform
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coherence starting with the onset of fluid injection, which could be horizontally and
vertically constrained to the injection location of the fluid.
Velocity variations due to tides and landslides
Takano et al. (2014) detected seismic velocity changes at a small seismic array in
northeastern Japan that were interpreted as to be caused by opening/closure of
cracks or pores in the shallow subsurface due to the Earth tide. Similar observations
were made in southern California by Hillers et al. (2015c).
Seismic Interferometry was also applied for landslide monitoring, showing a de-
crease in velocity prior to a landslide, indicating the creation of structural weakness
in the monitored material (Mainsant et al., 2012). Precipitation or snow melt are
known as trigger mechanism for landslide activation (Husen et al., 2007; Mainsant
et al., 2012). Monitoring of ground water level and fluid migration in the hill could
therefore provide a better insight into the development of possible shear zones lead-
ing to the dreaded failure.
Velocity variations associated with earthquakes
Velocity drops after large earthquakes followed by a slow recovery were detected by
Rubinstein & Beroza (2004a), Li et al. (2007), Brenguier et al. (2008a), Wegler et al.
(2009), Chen et al. (2010), Nakata et al. (2011), Takagi et al. (2012), Hobiger et al.
(2012), Richter et al. (2014) and other authors. Froment et al. (2013) attributed
the velocity changes associated with the 2008 Wenchuam earthquake to deformation
processes in the middle crust. Higher velocity changes were observed at sites with
larger ground shaking for the 2004 Parkfield earthquake (Rubinstein & Beroza,
2004a), the 1999 Düzce earthquake (Peng & Ben-Zion, 2006), the 1989 Loma Prieta
earthquake (Rubinstein et al., 2007) and the 2008 Iwate-Miyagi Nairiku earthquake
(Hobiger et al., 2012). Richter et al. (2014) showed that the amplitude of the velocity
drops measured at one station in northern Chile are proportional to the local peak
ground acceleration. These observations lead to the assumption that these velocity
changes are caused by widespread nonlinear strong ground motion effects, which will
be discussed in the following chapter.
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Nonlinear behavior in seismology has been observed from vibroseismic sources, earth
tides and earthquakes. Observations of nonlinearity with large vibrator sources were
made by Johnson et al. (2009) and Renaud et al. (2014). The nonlinear response of
the earth due to tides caused by lunar and solar motions was reported by Agnew
(1981). Field et al. (1997) showed that the amplification of strong ground motion due
to the 1994 Northridge earthquake at sedimentary sites is most probably generated
by nonlinear effects. With laboratory experiments Johnson & Jia (2005) indicated
that the dynamic, elastic nonlinear behavior of fault gouge perturbed by a seismic
wave may trigger earthquakes. In this chapter nonlinear material properties will be
discussed as a theoretical background for the interpretation of the velocity changes
in northern Chile. At station PATCX, a slow dynamics behaviour is observed,
which can be attributed to the special environment at the station, leading to a high
nonlinearity.
3.1 Mesoscopic elastic material
Materials with atomic elasticity like aluminum are well described by the traditional
theory of elasticity. In these materials the elasticity is controlled by atomic forces
between atoms or molecules.
A huge variety of materials have nonlinear elastic properties like rock, soil, sand,
brick, cement, concrete or ceramics. Sandstone, for example, an aggregate of grains,
is fused together by temperature, pressure and chemical processes. A material with
nonlinear elastic properties is usually very heterogeneous and the contacts between
the grains can be very variable in size of shape. The length scale of these contacts
is in the mesoscopic range, with a typical size of several micrometers.
While the grains themselves act as rigid units the bond system controls the elastic
behavior of the material (Guyer & Johnson, 2009). If the elastic properties of a ma-
terial are controlled by the bond system, it is called a nonlinear, mesoscopic, elastic
(NME) material. The sound velocity for sandstone for example is approximately
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Figure 3.1: The strain of a roomdry Berea sandstone due to the unaxial stress from the protocol
shown in the inset. There is a single exterior hysteresis loop and seven inner hysteresis loops. The
inner loops have larger δσδ than the value of
δσ
δ on the nearby exterior hysteresis loop. From Guyer
& Johnson (2009).
a half of the velocity of the major constituent, e.g. quartz, which means that the
elastic modulus is in the order of one magnitude less than the elastic modulus for
the major constituent (Guyer & Johnson, 2009).
While the stress-strain relation relationship for an atomic elastic material is al-
most linear, NME materials show a nonlinear stress-strain relationship. The prop-
agation of an elastic wave in an NME material is dependent on the wave amplitude
and the wave speed and the attenuation depend on the amplitude of the elastic
wave. Hysteresis effects (Fig. 3.1) can occur in dependence of the measurement rate
(Claytor et al., 2009). If hysteresis occures, NME materials possess discrete memory
similar to magnetism.
The nonlinear wave equation for an isotropic and homogeneous medium (Guyer
& Johnson, 1999) can be written as:
δ2u
δt2
=
K0
ρ0
δ
δx
(
+ β2 + δ3 + ..
)
+ A (, ˙) . (3.1)
 = δu
δx
is the strain, K0 = δσδ is the elastic modulus and ρ0 is the density. A (, ˙) is
a typically nonanalytic term due to the possible hysteresis effects including discrete
memory described by the dependence on  and ˙.
The nonlinear terms in equation 3.1 lead to interactions between different strain
fields. For example, the cubic term evokes that two strain waves with frequencies ω1
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and ω2 and amplitudes 1 and 2 can transform to one strain wave with frequencies
ω1 ± ω2 and amplitude 12 (Guyer & Johnson, 1999).
NME materials are probed in strain regimes usually between 10−7 and 10−3.
Van Den Abeele et al. (2001) reported about observations of nonlinear behavior
at strains of 10−9. For lower strains nonlinear effects are too small and for higher
strains irreversible damages occur. Corresponding to this strain regime an applied
stress has to be in the range of 10−3MPa and 102MPa depending of the material’s
elastic constant (Guyer & Johnson, 2009).
3.2 Strength of nonlinearity - Hertzian contacts
As a very simplified model, rock and soil can be represented as a system of spherical
grains with so called Hertzian contacts between the grains. The Hertzian theory of
elastic deformation describes only the deformation between bodies without taking
into account for surface interactions such as near contact Van der Waals interactions,
or contact adhesive interactions.
If the grains are pressed together by applied forces, there will be a small but
finite contact area between the grains. Fig. 3.2 a) shows the grains as they would
be without any deformation, in reality the contact surface would be deformed. After
Landau & Lifshitz (1986) the distance change to the grain center ∆ of two identical
spheres is related to the applied force by F ∝ ∆3/2 for relatively small strains
∆/R << 1. For a dry medium of packed spheres with ideal packing (all spheres
are loaded with approximately the same extent), Belyaeva et al. (1993) found a
nonlinear stress-strain relationship of
σ() =
nE(1− α)
3pi(1− ν2)
3
2 , (3.2)
where σ is the stress, n the average number of contacts per grain, α the fraction of
empty space per unit volume, E is the Young’s modulus and ν is the poissons ratio.
To analyze the contribution of weak and stiff contacts to the nonlinear elas-
tic modulus we follow the derivations of Tournat et al. (2004) and Zaitsev et al.
(2006): Considering different forces acting on the same volume leads to different
static strains, 0 and µ0 with the dimensionless factor µ 1 representing stiff and
weak contacts respectively (Fig. 3.2 b). According to eq. 3.2 this leads to different
stresses A
3
2
0H(0) and B(µ0)
3
2H(µ0), where the Heaviside function indicates that
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(a) (b)
Figure 3.2: a) Scheme of a Hertzian contact between two spheres. The Hertzian theory of elastic
deformation describes the deformation between bodies without taking into account for surface
interactions. b) Two chains of spheres with small (left) and large prestrain (right). µ«1 is a
dimensionless factor.
only compressed contacts contribute to the stress in the material. In rock or granu-
lar material the static prestrain 0 can be caused by the pressure of the upper layers
of the Earth or by an amount of consolidated contacts.
Under the influence of an additional dynamic strain d  0 the stress-strain
relationship can be written as
σ0 + σd = A(0 + d)
3
2H(0 + d) +B(µ0 + d)
3
2H(µ0 + d) . (3.3)
Expanding eq. 3.3 in a Taylor series under the assumption of d < µ0 yields:
δσd
δd
∣∣∣∣
0
=
3
2
A(0)
1
2 +
3
2
B(µ0)
1
2 ≈ 3
2
A(0)
1
2 (3.4)
and
δσd
2
δd
2
∣∣∣∣
0
=
3
4
A(0)
− 1
2 +
3
4
B(µ0)
− 1
2 ≈ 3
4
B(µ0)
− 1
2 (3.5)
as µ
1
2  1 and µ− 12  1.
With the nonlinear stress-strain relation σ = E( + β2 + ...) from eq. 3.1 one
obtains E = 3
2
A0 for the linear elastic modulos and β = B2Aµ
− 1
2 0 for the quadratic
nonlinear parameter. This means that the quadratic nonlinearity is determined by
the weak contacts, whereas the linear part is determined by the strong contacts.
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This concept can be more generalized to a material consisting of spheres with
variable size (Belyaeva & Zaitsev, 1997) or nonideal packing which means that the
individual bodies are loaded with different extent (Belyaeva et al., 1997). The
variable size leads to an additional factor in eq. 3.2 taking into account the different
fractions of empty space per unit volume, which leads to an increase in quadratic
nonlinearity coefficients. Nonideal packing causes a strong increase of the nonlinear
parameters as well.
3.3 Nonlinearity in the context of damage or micro-
cracks
Nonlinear resonant ultrasonic spectroscopy (NRUS) can be used to observe changes
in the elastic state of a material (Johnson et al., 1996; Guyer & Johnson, 1999; Van
Den Abeele et al., 2000; Pasqualini et al., 2007; Guyer & Johnson, 2009). In such
experiments a transducer is attached to one end of a sample and an accelerometer is
fixed at the other end. For a sequence of different drive levels (voltage to the trans-
ducer) the acceleration is measured as a function of frequency around a resonant
mode (Fig. 3.3). Increasing the drive amplitude leads to a decrease in resonance
frequency, which means a softening of the material. The nonlinear parameters β
and δ can be measured via the second and third harmonic amplitudes at resonance
(Johnson et al., 1996). While this softening effect can be weak for the intact state
of a material (Fig. 3.3 a) it can be large for the damaged state of the same mate-
rial (Fig. 3.3 b). This means that the amount of nonlinearity is highly correlated
to damage or the microcracked state (Van Den Abeele et al., 2000, 2009). Even
damaged atomic elastic materials behave as mesoscopic nonlinear elastic materials
(Johnson et al., 1996).
Thus, the measurement of nonlinearity is a powerful tool for nondestructive test-
ing (NDT) of material damage. NDT with nonlinearity has been applied to metals
(Nazarov & Ostrovsky, 1988; Korotkov & Sutin, 1994), concrete (Van Den Abeele
& De Visscher, 2000) and rock (Van Den Abeele et al., 2000). Progressive damage
was measured with different cyclic fatigue loading experiments
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(a) (b)
Figure 3.3: Single Mode Nonlinear Resonance Acoustic Spectroscopy: Resonance curves at 10
different drive levels of the first bending mode of an a) intact and a b) microdamaged artificial
slate beam. From Van Den Abeele et al. (2001).
3.4 Slow dynamics
Slow dynamics refers to a change of the elastic modulus during or after a disturbance
strain and to the recovery process of the elastic modulus back to equilibrium after the
strain is released. This dynamic behavior can again be measured by NRUS (Guyer
& Johnson, 1999; TenCate et al., 2000; Van Den Abeele et al., 2001; TenCate, 2011).
Analyzing the resonance frequency in dependence of time shows an approximately
logarithmic decrease of the elastic modulus during the conditioning phase when a
strain of approximately 10−6 is applied and a logarithmic increase after the strain
is released (Fig. 3.4, TenCate (2011)). During these experiments the resonance
frequency is tracked with a very low strain frequency sweep. The time scale of the
recovery is many orders of magnitude longer than the excitation period.
The logarithmic behavior was found to be universal for many geomaterials from
crystalline and sedimentary rocks cement or concrete (Fig. 3.5). At cylindrical
samples with a diameter of 2.5 cm and a length of 30 cm TenCate (2011) found
deviations from the log-time behavior after long times (30 minutes to hours, Fig. 3.5).
Slow dynamics effects also cause that the shape of the measured acceleration for
different frequencies (chapter 3.3) depends on the direction of the frequency sweep
(upward or downward) if the waiting time between the frequency steps is too short
(Ten Cate & Shankland, 1996; TenCate, 2011).
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Figure 3.4: Resonance frequency as a function of time. At t=0, 2000 and 4000 s a conditioning
strain of 10−6 was applied and turned off after approximately 1000 s (indicated with the grey
areas). Modified after TenCate (2011).
Figure 3.5: Resonance frequency versus log(time) recovery curves for four different geomaterials.
Each sample was conditioned for 1000 s with a strain of 10−6, the conditioning drive turned off,
and the resonance frequency peak tracked with time. The log(time) behavior of all these samples
is remarkable and typical of many rocks. The Lavoux limestone shows signs of departing from
log-time behavior at around 800 s. From TenCate (2011).
The physical processes causing the slow dynamics behavior are still under discus-
sion. Zaitsev et al. (2003) showed that slow dynamics can be observed at a single
crack and proposed heat transfer as a mechanism. TenCate et al. (2000) observed
faster relaxation rates for Berea sandstone after an acoustic disturbance for higher
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temperatures and proposed a model based on the statistics of bond restoration at
microcontacts. They assumed a restoration rate proportional to exp( E
kbT
), which
leads to a logarithmic temporal behavior of the elastic modulus under the assump-
tion that the elastic modulus is proportional to the total contact area between the
grains. The authors estimated the energy barrier E with approximately 1 eV, which
is on the scale of crystal defect formation, special dislocations and breakage of sur-
factant bonds without an explanation of the origin of the energy barriers. Zaitsev
et al. (2014) extended this approach showing that a Hertzian-like elastic tensile force
for sufficiently large contacts (radius≥30-50 nm) subjected to short-range adhesion
forces from an opposite solid surface can form the required bistable equilibria.
3.4.1 Aging
Another effect associated with slow dynamics is aging, which means that the change
of the elastic modulus during the conditioning phase depends on the history of
the elastic modulus (memory). This was measured by Kiesgen de Richter et al.
(2010) and Zaitsev et al. (2014) with a demodulation experiment in granular media.
Demodulation means that two acoustic pump waves with frequencies f1 and f2
interact nonilinearly in a way that a third wave with frequency |f1−f2| is generated.
After a short acoustic burst providing strain perturbations of the order of 10−6, the
amplitude of the demodulated component shows a transient variation with amplitude
a1 and a logarithmic behavior related to the slow dynamics behavior described in
the previous section 3.4. A repetition of the same acoustic burst before the complete
recovery of the elastic modulus leads to a smaller amplitude of the transient variation
a2 < a1 (Fig. 3.6).
Figure 3.6: Monitoring of aging of the system response due to a series of identical fairly weak
shocks via demodulation technique. Modified after Zaitsev et al. (2014).
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Figure 3.7: Nonclassical elastic unit (NU) in the PM model. Modified after Guyer & Johnson
(1999).
Preisach– Mayergosz model
A phenomenological model, which takes into account hysteretic behaviour with
discrete memory or aging effects is the Preisach- Mayergosz (PM) Space model
(Preisach, 1935; Mayergoyz, 1985). The model assumes that the elastic properties
of a material result from the integral response of a large number of individual elastic
elements (of order 1012 grain to grain contacts in one cubic centimetre). The elastic
elements are either classical elastic units (CU) and nonclassical elastic units (NU)
that behave either reversibly or hysteretically as function of the externally applied
stress. A CU can be either closed or open, whereas a NU is originally open with
a length Lo, then closes to a length Lc as the applied compression increases to σc
and remains closed while the compression continues to increase (Fig. 3.7). When
the applied compression is decreased, the element opens at σo, changing back to its
original length Lo, and remaining there as compression decreases further. The afore-
mentioned large number of elastic elements have different parameter of Lo, Lc, σo and
σc, thus making it possible to model discrete memory and hysteresis.
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3.5 Measuring elastic properties with DAET
Dynamic acoustoelastic testing (DAET) developed by Renaud et al. (2008, 2009) al-
lows to determine the nonlinear elastic properties of a material with high accuracy.
In contrast to the aforementioned methods, DAET is not measuring the average
response of a strained material. DAET is a pump-probe scheme in which a high
frequency ultrasonic (HF) wave pulse probes the state of cylindrical material sam-
ple that is set by a low frequency (LF) elastic pump wave. The LF source is turned
on at time intervals such that several HF pulses can propagate across the sample
in the absence of LF strain field. The LF wave field excites the sample at one of
its resonance frequencies. After a conditioning phase in which the sample adopts to
the periodic strain changes the HF pulses are used to probe the elastic modulus at
different strain values of the dynamic LF wave field with travel time measurements.
Fig. 3.8 shows relative velocity changes in soapstone and granite during several
increasing LF strain excitations (Rivière et al., 2015). For soapstone as well as dif-
ferent sandstones (not shown) a softening maximum for strain extrema is observed,
which means that the velocity is minimal when the sample reaches its maximal com-
pression and tension, while it is maximum when the strain is zero. The velocity for
granite is always a maximum during the compression phase and minimal during the
tension phase, regardless of the strain amplitude. The relative velocity changes are
then analyzed with a projection analysis developed in (Rivière et al., 2013), where
the signal is projected onto a series of sine and cosine functions, at frequencies re-
lated to the LF drive frequency. This procedure allows to decompose the complex
signatures of nonlinear elasticity into a set of four measures of nonlinearity.
From the behavior of the probe wave a complete description of the nonlinear
elastic properties of the sample is obtained, including the nonlinear elastic constants,
hysteresis and tension or compression asymmetry.
DAET was not only applied in lab, but also in field (Renaud et al., 2014). After
removing the soil, the LF pulse is generated by a mobile hydraulic shaker dubbed
T-Rex (Industrial Vehicles International Inc., Tulsa, USA), including a 4 m2 square
base plate that presses on the ground with a maximum downward force of 267 kN.
The HF source is a piston of 13 cm diameter in a depth of 3m moving vertically
and broadcasting HF pulses downward. LF strain is measured between two buried
accelerometers in depths of 4 and 5m. The estimation of the quadratic nonlinear
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Figure 3.8: Relative velocity change dv/v as a function of strain for increasing LF strain excitations
ranging from 10−7 to 10−5. Blue triangles (red squares) correspond to increasing (decreasing)
strains. Negative strains correspond to the compression phase, whereas positive strains correspond
to the tension phase. The black line shows the result of the Fourier analysis. On the right side,
photomicrographs under plane polarized light. Width of the photo is 3.85mm for Berkeley blue
granite and 3.1mm for Grunnes Nidaros Soapstone. Modified after Rivière et al. (2015).
elastic parameter β with DAET leads to values of order 10−3 and a reduction of the
elastic modulus of 2% is observed for a LF strain amplitude of order 10−5, which
are both comparable to the results in laboratory studies.
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4 Monitoring influences on seismic
velocity due to CO2-injection and
environmental influences in Ketzin
(Germany)1
One of the most common methods for long term monitoring of reservoirs, CO2
storage sites or geothermal energy production is active seismics. Passive methods
based on ambient seismic noise received much attention in recent years and might
present a more cost effective approach to accomplish the important task of long
term monitoring. This chapter therefore investigates the feasibility of monitoring
CO2 injection in Ketzin with SI.
4.1 The CO2 Storage Site Ketzin and the seismic
network
The area of investigation is the onshore test site for CO2 sequestration close to Ketzin
(Brandenburg, Germany). The subsurface structure of the sequestration site is well
known from a 3-D surface seismic survey (Juhlin et al., 2007) performed prior to
injection and from well logs (Förster et al., 2006) as well as from surface wave analysis
of the shallow subsurface (Xu et al., 2012). The test site is located at the southern
flank of a anticline structure above a salt pillow situated at a depth of 1500-2000m
(Förster et al., 2006). The injection horizon, the Triassic Stuttgart Formation, is
a saline aquifer in a depth of about 650m with a thickness of approximately 80m
(Fig. 4.1 a). The Stuttgart Formation is lithologically heterogeneous consisting of
high-permeability sandy channel-(string)-facies rocks alternating with muddy flood-
plain-facies rocks of poor reservoir quality. A 210m thick caprock of playa-type
1The main parts of this chapter are published in Gassenmeier et al. (2015a)
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Figure 4.1: a) scheme of CO2 injection in a saline aquifer at a depth of 650 m, b) amount of injected
CO2 from 2008 to 2011, c) station map of Ketzin, the area around the injection site (close to KTE)
is shown in a magnified inset (Source: Google, map data: Digital Globe, GeoBasis-DE/BKG).
mudstones of the Weser and Arnstadt formations is located above the injection
horizon (Förster et al., 2006). In this caprock, a 10-20m thick anhydrite layer is
located, known as the "K2" reflector, which generates a strong reflection in the
seismic data. With a nearly constant injection rate (Fig. 4.1 b), 67271 tons of
supercritical CO2 have been injected from May 2008 until the end of the injection
in August 2013. This is a relatively small amount, compared to other injection
sites like the Sleipner field where 1.9mt were injected between 1999 and 2001 (Arts
et al., 2004) or the In Salah project, where 2.5mt were injected between 2004 and
2008, (Ringrose et al., 2009). 3D time-lapse monitoring between 2005 and 2011 with
active reflection seismics (Ivanova et al., 2012) indicates an asymmetric CO2 plume,
with an extension of 250m in N-S direction and about 350m in the E-W direction
containing a higher amount of CO2 in the western part.
A seismic network was operated around the test site from May 2008 (55 days
before the injection beginning) until June 2010, mainly equipped with 3c-Guralp
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seismometers operating with a sampling rate of 100Hz. During February 2011, the
network was re-equipped and extended. The number of receivers in the network was
increased from 5 to 10, in distances of tens of meters up to a few kilometers around
the injection site of Ketzin (Fig. 4.1 c). Network operation lasted until February
2012, when more than 60000 tons of CO2 had been injected.
4.2 Suitable frequencies for monitoring CO2
The selection of the frequency band for the analysis of temporal variations is crucial
for the spatial sensitivity of the measurement which depends on the composition of
the wave field and the subsurface structure. First, the spectral content of the noise
field and its stationarity is investigated in order to exclude certain frequency bands
from the velocity change analysis. As described in chapter 2.6, the sensitivity of
coda waves is in general a combination of surface wave and body wave sensitivities.
Therefore, depth sensitivity kernels for phase velocity of Rayleigh and Love waves
to perturbations in shear velocity are calculated in order to estimate the best suited
frequency band with a high sensitivity in the depth of the injection and a low
sensitivity at the surface. The influence of scattering is also discussed.
4.2.1 Spectral content of noise
To analyze the spectral content of the noise and its temporal stability, spectrograms
of the vertical component at station KTC and KTN are calculated between June
2008 and the end of 2011. In the processing the mean of the data is removed and time
windows of 1 hour length are Fourier transformed. The spectrum is then smoothed
over periods of 15 days since the focus is on the long term trend. KTC is located
on the injection site in the basement of a building and KTN is located close to a
street, approximately 5 km away. Hence, the high frequency noise at KTC will be
influenced by local anthropogenic activities related with works on the storage site
and the noise at KTN will be more affected by the traffic and the activities in the
nearby village.
Both spectra show comparable main features and can be divided into two parts
with distinct properties. Below 0.5Hz the spectra are dominated by the secondary
microseismic peak between 0.1Hz and 0.3Hz (Fig. 4.2 b). This frequency band is
subject to strong annual variations caused by the increased wave action in oceans of
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Figure 4.2: a) Spectrogram at KTC (left) and KTN (right) for 0-5Hz, b) same as a) but for
0-0.45Hz
the northern hemisphere during northern winter. Significant frequency shifts occur
within this band as for example at the end of January 2009 when storm “Joris”
approached England and moved through Benelux to Germany (IMK & KIT, 2013).
During this time the peak frequency in the microseismic band shifted from 0.2 to
0.12Hz in both spectra (Fig. 4.2 b). Due to the strong annual periodicity, frequency
shifts and well known changes in the directionality of the noise, we exclude this
frequency range from the analysis of velocity variations.
Instead the focus will be on frequencies above 0.5Hz that are excited by local
mostly anthropogenic sources. In this band the annual periodicity is much smaller
and shifts of peak frequencies are not observed (Fig. 4.2 a). Temporal variations
affect only the overall amplitude but not the shape of the spectrum. The expectation
is therefore that noise sources are excited to a variable degree but with a spatial
pattern remaining stable over time. The signal in the 1.0 to 3.5Hz band is generated
by a wind park (chapter 4.3.1). The structure of the spectrogram above 1Hz with the
distinct lines agrees well with the excitation by wind turbines where the 1.4Hz line
corresponds to the blade passing frequency (Saccorotti et al., 2011). As frequency
shifts can introduce artefacts in measurements of velocity variations (Zhan et al.,
2013; chapter 2.5.3) the spectral stability is a preferable property compared to the
higher amplitudes in the microseismic band.
34
4.2. Suitable frequencies for monitoring CO2
4.2.2 Surface wave sensitivity and the influence of scattering
In order to observe velocity change evoked by the CO2 a frequency range with a
high sensitivity at the depth of the storage site has to be selected. As the shallow
subsurface can be influenced by environmental effects, like changes in soil moisture
or ground water level, the sensitivity at the surface should be low. The medium
properties in the depths between the shallow subsurface and the CO2 horizon are
expected to be stable in time.
Rayleigh wave phase velocity is sensitive to changes in all three elastic parameters:
S-wave velocity, P-wave velocity and density. Love waves are only sensitive to S-wave
velocity and density. As the ambient noise field is usually dominated by S-waves,
depth sensitivity kernels for phase velocity of Rayleigh waves and Love waves to
perturbations in shear velocity are calculated using the code of Hermann (1996).
A perturbation in phase velocity for Rayleigh or Love waves with only considering
shear wave velocity is given by:
dc
c R,L
=
∫
Kvs(z)R,L
δ(vs(z))
vs(z)
dz , (4.1)
where c denotes the phase velocity, z the depths, vs the shear velocity, K for the
kernel and R and L stand for Rayleigh or Love waves.
For subsurface velocities and densities in Ketzin the model of Xu et al. (2012)
is used for the top 150m, combined with the model of Kazemeini et al. (2010) for
depths down to 700m. The combined model is discretized in layers of 5m thickness
to receive a sufficient resolution. The Rayleigh wave sensitivity kernels in Fig. 4.3
show that for frequencies higher than 1Hz the sensitivity at the surface dominates
over the sensitivity at the depth of injection. The highest sensitivity at the depth
of the storage site is around 1Hz, but with a comparable sensitivity at the surface.
Possible velocity changes due to the CO2 could therefore be mixed with velocity
changes due to environmental effects in the shallow subsurface. Hence, the ratio of
sensitivity at the depth of the storage horizon to sensitivity at the surface (C/S) has
to be considered. C/S is the highest for frequencies around 0.7Hz. Nevertheless, the
sensitivity of waves to changes at the shallow subsurface is still not negligible. In
contrast, for Love waves C/S is generally low but increasing for lower frequencies. As
frequencies below 0.5Hz are influenced by the annual variations of source locations
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Figure 4.3: Depth sensitivity kernels for phase velocity of a) Rayleigh waves and b) Love waves
to perturbations in shear velocity for different frequencies
of microseismics, Love waves are less suited for monitoring the CO2.
The depth sensitivity of coda waves is dominated by surface waves at early times
of the coda while bulk waves dominate at later times (Obermann et al., 2013).
For higher frequencies scattering is usually stronger than for lower frequencies (Aki
& Chouet, 1975; Yoshimoto et al., 1993). This leads to a stronger conversion of
surface waves to bulk waves, which shifts the bulk wave sensitivity to earlier times
in the coda (Obermann et al., 2013). A precise qualitative investigation of the depth
sensitivity in Ketzin that takes into account the superposition of bulk and surface
wave sensitivities is difficult and beyond the scope of this study as the surface- bulk
wave conversion is not yet well understood.
4.2.3 Selected frequency bands
Based on the depth sensitivity of Rayleigh waves, frequencies around 0.7Hz are
best suitable for the analysis of velocity changes in the depth of the reservoir. The
disadvantage of 0.7Hz is that this frequency is excited with relatively low energy,
leading to low signal amplitudes in the spectra (Fig. 4.2). For frequencies between
1.5 and 3Hz, the amplitudes in the spectra are high with a good spectral stability.
Scattering is expected to be strong leading to a high amount of body waves that
could provide the required sensitivity at the depth of the reservoir. The selection
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of frequency band is further illustrated in Table 4.1. The selected frequencies of
approximately 0.7Hz and 1.5-3Hz will be analyzed further in the context of source
stability.
Table 4.1: Selected frequency bands
frequency advantage disadvantage
0.7 Hz high sensitivity of Rayleigh waves low signal
at reservoir depth amplitudes
1.5-3 Hz higher amount of body waves stronger influenced
is expected due to strong scattering by shallow changes
4.3 Estimation of noise propagation direction
The last section addressed the question which frequency band is favorable in the
context of coda wave sensitivity to bulk and surface waves. Hadziioannou et al.
(2009) demonstrated that noise based monitoring only requires a stable source dis-
tribution in contrast to a complete directional coverage, which is needed for the full
convergence towards the Green’s function. The spectrum of the noise sources above
0.5Hz band is relatively stable implying a persistent source distribution. To verify
this persistence the noise direction is investigated in this section.
The developed single-station approach estimates the propagation direction of the
Rayleigh waves in the ambient noise field using the coherence of horizontal and
vertical ground motion. We assume that the noise field consists of an incoherent
superposition of body and surface waves. Fundamental mode Rayleigh waves gen-
erally show retrograde particle motion at the surface of the Earth. Therefore, the
Rayleigh wave part of the noise field should exhibit a 90◦ phase delay between the
vertical component Z(t) and the horizontal component R(t, α) that is rotated into
the direction of the incoming noise with an azimuth α.
The direction of the Rayleigh waves in the noise is estimated by maximizing
the correlation between the horizontal component and the phase delayed vertical
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component with respect to the azimuth α:
t2∫
t1
H[Z(t)]R(t, α)dt != max . (4.2)
Here H[Z(t)] denotes the Hilbert transform of the vertical component that intro-
duces the 90◦ phase shift and R(t, α) = N(t)cos(α) + E(t)sin(α), where N(t) and
E(t) indicate North and East components, respectively. The integral limits t1 and
t2 denote the time window in the continuous noise record. The first derivative of
eq. 4.2 with respect to α has roots that can be given analytically:
α = arctan
t2∫
t1
H[Z(t)]E(t))dt
t2∫
t1
H[Z(t)]N(t)dt
. (4.3)
Since eq. 4.3 may not only correspond to a maximum in eq. 4.2 but also to a
minimum, the second derivative is considered and a shift of 180◦ is applied in case
it is negative, i.e. the wave travels in opposite direction.
Before estimating the noise direction α it is first tested whether a part of the
wave field exhibits a 90◦ phase shift between horizontal and vertical displacements
to assess the contribution of Rayleigh waves in the noise field. For the test, data of
2 years from station KTC is analyzed. Consecutive time windows of 20 s length are
selected to separate different noise sources as much as possible. Then a phase shift
ϕ to the vertical component is applied:
Z ′(t, ϕ) = cos(ϕ)Z(t) + sin(ϕ)H[Z(t)] (4.4)
and the correlation coefficient between the phase shifted Z ′ and the R component
is calculated. This process has two free variables: the phase shift ϕ of the vertical
component Z ′ in the range [0◦, 180◦) and the azimuth α of R in the range [0◦,
360◦). With replacing H[Z(t)] with Z ′(t, ϕ) in equation (4.2), the pair of α and ϕ
is estimated that maximizes eq. 4.2 for each 20 s time window.
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4.3.1 Noise direction for 2-2.4Hz
The test calculation for KTC between 2 and 2.4Hz yields a distribution of phase
shifts, that is clearly dominated by a peak around 90◦ indicating that Rayleigh waves
dominate the coherence between vertical and horizontal ground motion (Fig. 4.4 a).
Body waves causing the peaks at 0 and 180◦ are also visible. The phase shifts and
the corresponding incident angles that maximize the correlation between Z ′ and R
were averaged over 1 day. The averaged phase shifts as well as the noise directions
are stable in time (Fig. 4.4 b, c). Fixing the phase shift of the vertical component
to 90◦ does not change the estimated direction of the incident waves as shown in
Fig. 4.4 d).
To investigate the direction of the incident noise field at several stations of the
network, eq. 4.3 with a fixed phase shift of 90◦ is used since the test supports
the hypothesis of a dominance of Rayleigh waves. Analyzing two years of data
at station KTC, KTN and KTW, a variation of around 10◦ was found with an
approximately annual period not exceeding short term fluctuations. This proofs the
stable distribution of noise field directions and thus allows for robust estimates of
velocity changes.
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Figure 4.4: Test for dominance of Rayleigh waves at KTC for a period of 2 years (2-2.4Hz): a)
histogram of calculated phase shifts ϕ with maximal coherence between R(t, α) and Z ′(t, ϕ), a
maximum at 90◦ shows the dominance of Rayleigh waves, the peaks at 0◦ and 180◦ arise from
body waves, b) phase shifts averaged over one day, the red line marks a phase shift of 90◦, c)
rotation angle α (angle of incoming noise) corresponding to calculated phase shifts, d) rotation
angle if the phase shift is fixed at 90◦
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Figure 4.5: Map of Ketzin, polar histograms of the calculated angles of incoming noise in the
frequency range of 2-2.4Hz point towards the wind farm. GWL indicates the location of the
groundwater well. Map redrawn from Regionale Planungsgemeinschaft Havelland Fläming (2015).
The observed directions of the noise measured at KTC, KTN and KTW point
in direction of a wind farm (Fig. 4.5), whereby the azimuthal fluctuation for KTW,
which is furthest away, is narrower than for KTC and KTW, which are closer to the
wind farm. In conclusion the seismic noise field in the 1.0 to 3.5Hz band at Ketzin
is anisotropic but well suited for monitoring as it has a stable spectrum and source
distribution.
4.3.2 Noise direction for 0.6-0.8Hz
The test calculation the frequency range of 0.6 to 0.8Hz was performed with a time
window of 60 s in order to keep the number of periods similar to the test calculation
in the higher frequency band. A dominance of surface waves cannot be observed in
the histogram for the obtained phase shifts between Z ′ and R (Fig. 4.6 a). There
is no sharp maximum at 90◦, pointing to the conclusion that a mixture of different
wave types is present that can not be separated adequately. The mean coherence
between R(t, α) and Z ′(t, ϕ) is only 69% compared to the frequency range of 2-
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2.4Hz. Therefore, the test was repeated with a time window of 20 s length, but an
almost uniform distribution of phase shifts in the range of 10◦ to 170◦ was obtained.
To conclude, it is not possible to analyze the noise direction and stability with the
Rayleigh wave based algorithm in this frequency range. A contribution of body
waves that causes the peaks at 0 and 180◦ could be observed in both tests. But
the different polarisations of body waves do not allow a simple modification of the
Rayleigh wave based algorithm. This means that if velocity changes are present in
this frequency range, other methods for analysing the noise stability must be tested.
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Figure 4.6: Test for dominance of Rayleigh waves at KTC for a period of 6 months (0.6-0.8Hz):
histogram of calculated phase shifts ϕ with maximal coherence between R(t, α) and Z ′(t, ϕ) for
time windows of a) 60 s and b) 20 s length.
4.4 Data processing
After determining the suitable frequencies for monitoring the CO2, SI is now used
to retrieve estimates of the Green’s functions between the seismic stations in Ketzin.
The processing steps are illustrated in the flow chart in Fig. 4.7. Pairwise cross-
correlation of one hour long segments was applied after rotation of the horizontal
components to R- and to T- coordinates (parallel and perpendicular to azimuth be-
tween the stations, respectively), followed by the typical time and frequency domain
preprocessing: detrending, downsampling to 10Hz, spectral whitening and 1-Bit
normalization (Bensen et al., 2007). The physical background of the main process-
ing steps are discussed in chapter 2.3. All one-hour cross-correlations of one day
41
Chapter 4. Monitoring influences on seismic velocity due to
CO2-injection and environmental influences in Ketzin (Germany)
Data of 1 day is cutted in 1 hour slices 
Downsampling to 10 Hz 
Spectral whitening, 1-Bit normalization 
Stacking of 24 cross-correlations 
Cross-correlation of  RR, TT, ZZ 
Rotation of N, E to R, T-coordinates 
Detrending , demeaning 
Figure 4.7: Flow chart of the data processing.
were normalized and stacked to a one-day cross-correlation, followed by a filtering
in different frequency bands.
4.4.1 Correction of clock drifts
Although every seismometer was connected to a GPS antenna, some of them tempo-
rary lost connection to the satellites resulting in a wrong timing of the seismic traces.
If the two seismometers used for cross-correlation do not have exactly the same time
errors the cross-correlation function of a day with a timing problem appears shifted
to a correlation of a day with proper timing. If the GPS antenna is not working for
some days or weeks, this time shift usually increases linear as the time increment of
the internal clock remains stable. This happens for station combinations with KTE
in 2008. Other frequently occurring errors are due misinterpretations of the pulse
per second signals from some GPS antennas. The errors manifest themselves in
jumps of the time information by an integer number of seconds as seen in Fig. 4.8 a)
for station combination KTF-KTO in March and October 2011. The affected cross-
correlations are therefore corrected after Sens-Schönfelder (2008). In a first step
the sum of all cross-correlation traces is calculated as a reference trace and then
the time-difference between the cross-correlation traces and the reference trace is
estimated (Fig. 4.8 b). Afterwards the cross-correlations are corrected with respect
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Figure 4.8: Correction of clock errors between KTF-KTO, left: estimated time-shifts, middle:
original cross-correlation matrix, right: corrected cross-correlation matrix
to the estimated time-differences (Fig. 4.8 c). In the following, the steps mentioned
before are repeated, but with a new reference trace estimated by stacking the shifted
cross-correlations. Cross-correlations with stations KTE and KTF have been suc-
cessfully corrected. KTD had continuous timing problems through several months,
leading to a increasing time error reaching more than 100 s. As station KTD is only
several meters away from KTC, KTD is omitted.
4.4.2 Cross-correlations in different frequency ranges
After correction of clock drifts all cross-correlations show a good coherence over the
whole time period (see Fig. 4.9 as an example) and are asymmetric as expected from
the asymmetry of the noise field. The interruption of the measurements in connec-
tion with the reinstallation of the stations did not alter the correlation functions.
Arranging all the stacked cross-correlations depending on the inter-station dis-
tance reveals a dominating phase traveling at about 300m/s (Fig. 4.10) for the
frequency range of 1.5-3Hz. The cross-correlations in the 0.5-0.9Hz band indicate
higher velocities, showing the dispersive nature of surface waves. However, a trav-
eling wave is not clearly visible, pointing towards a poorer quality of the Greens
function recovery. To account for the anisotropy of the noise field the correlation
functions are arranged such that energy originating at an azimuth of 20◦ from the
network (direction to the wind park, chapter 4.3) causes correlations at positive lag
times. This direction best sorts the high and low amplitude sides of the correlation
functions for both frequency ranges, confirming the wind park as source region for
the 1.5-3Hz band.
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Figure 4.9: Cross-correlation matrix of the vertical components for KTC-KTN for a) 1,5-3Hz,
b) 0.5-0.9Hz.
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Figure 4.10: Cross-correlations (mean over 30 days) for a) 1,5-3Hz, b) 0.5-0.9Hz. The blue line
marks a velocity of 300m/s. The scaling factor for the amplitudes in b) is twice as large as in a).
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4.4.3 Analysis of the dominating phase in the cross-correlations
One may argue that the velocity of 300m/s of the dominating phase, which is close to
the speed of sound is produced by air pressure waves coupling to the seismometers.
However, it is shown in chapter 4.3 that the coherence between horizontal and
vertical ground motion is in accordance with the propagation of Rayleigh waves and
a group velocity of 300m/s is in agreement with shear wave energy propagating
in unconsolidated saturated sediments (Castagna et al., 1985; Vernon et al., 1998).
At the Ketzin site Xu et al. (2012) found shear wave velocities of 303.6m/s in the
shallowest 5m.
To verify the possibility of energy propagating at 300m/s elastic wave propaga-
tion in 2D is modeled, using the finite differences code sofi2D (Bohlen, 2002). For
subsurface velocities and density, a combined model from Xu et al. (2012) for the
top 150m and from Kazemeini et al. (2010) for depths down to 700m is used as
illustrated in Fig. 4.11 a) and b). Waves are excited by a vertical source with a
dominant frequency of 2.25Hz placed at a depth of 1m. A free surface was placed
on top of the model and an absorbing boundary frame with exponential damping
at the other three edges. The modeling confirms the possibility of propagation of
elastic waves at 303m/s in the subsurface structure (Fig. 4.11 c).
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Figure 4.11: a ) Depth model for vp (black) and vs (blue) b) as a), but for the upper 30 m,
c) synthetic seismograms (scaled to their maximum) modeled with a free surface (black); a velocity
of 303m/s is indicated by a blue line
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4.5 Velocity changes in Ketzin for different station-
pairs and components
The stretching method described in chapter 2.3 is used to measure possible velocity
changes for vertical and for horizontal components. For the reference trace two
versions were tested. One could use the mean over all daily correlation traces or
only the average over the time period before the start of the injection. The latter led
to a lower correlation values for the estimated velocity changes, therefore the mean
over all daily cross-correlations is used as a reference trace. Moving time windows
in the coda are selected using either positive or negative lapse times depending on
the theoretical arrival times of the 300m/s phase coming from the direction of 20◦
of the windpark.
4.5.1 Velocity changes in the 1.5-3Hz band
The velocity variations, averaged over 30 days, are shown in Fig. 4.12 a) - c) for the
KTC-KTN station pair for ZZ, RR and TT components. Lapse time values shown
in the figure refer to the time after the 300m/s phase. For all components velocity
variations with a period of approximately one year are observed, which indicates a
seasonal environmental influence. In general, the velocity changes estimated from
the horizontal components (RR,TT) and the changes estimated from the vertical
component (ZZ) are very similar, only the amplitude varies. Errors are calculated
following Weaver et al. (2011) as described in chapter 2.5.2.
To extract information about the lapse time dependence of the apparent velocity
changes, the ratio of velocity changes in the different time windows to the mean
velocity change are calculated (Fig. 4.13). Errors were estimated as confidence
intervals of the scaling coefficients. In general, amplitudes of the velocity variations
systematically decrease for time windows in later parts of the coda. Obermann
et al. (2013) showed that the depth sensitivity of coda waves can be related to a
combination of bulk wave sensitivity and surface wave sensitivity. At early times
in the coda, most of the waves propagate as surface waves at shallow depths, and
are therefore sensitive to shallow changes. Later in the coda, scattering and mode
conversion occurres and the waves spent more time in the bulk as body waves,
meaning that they are more sensitive to changes at depth. As high amplitudes
of the apparent velocity changes are observed at early time windows, the changes
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components
must have occurred in the shallow subsurface. This observation is valid for all three
station combinations, whereas it is not as significant for KTC-KTW as for the other
station-pairs (Fig. 4.13).
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Figure 4.12: Velocity changes in a frequency range of 1.5-3Hz for station pair KTC-KTN in
different time windows after the 300m/s phase as indicated at the bottom: velocity changes for a)
vertical and b), c) horizontal components. The corresponding errors are shown in d), e) and f) on
a logarithmic scale.
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Figure 4.13: Lapse time dependence of the velocity changes at 1.5-3Hz as the ratio of velocity
change at a particular time window to mean velocity change (mean over all time windows): the
ratio is shown for a mean over the vertical and horizontal components of three station-combinations
(grayish colors) as well as for every component of the station combination KTC-KTN (reddish
colors): the amplitude decay indicates a perturbation in the shallow subsurface (the color of the
dots on the time axis correspond to the colors used for the different time windows in Fig. 4.12).
Errors are shown at the bottom.
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4.5.2 Velocity changes in the 0.5-0.9Hz band
The obtained velocity variations for 0.5-0.9Hz are shown in Fig. 4.14 a) - c) for
the KTC-KTN station pair. In comparison to the 1.5-3Hz range, only the longer
and later time windows are used to ensure a minimal number of 5 periods in each
time window. For this frequency range, annual velocity changes are not observed
(Fig. 4.14), which is in accordance with the low sensitivity of surface waves to shallow
depths at this frequency range.
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Figure 4.14: Velocity changes in a frequency range of 0.5-0.9Hz for station pair KTC-KTN in
different time windows after the 300m/s phase as indicated at the bottom: velocity changes for a)
vertical and b), c) horizontal components. The corresponding errors are shown in d), e) and f) on
a logarithmic scale.
4.6 Interpretation
The depth sensitivity kernels for phase velocity of Rayleigh waves to perturbations
in shear velocity, based on the depth model in Fig. 4.11, show that the highest
sensitivity at the depth of the storage site is around 0.7Hz. This is in the middle
of a relatively quiet frequency band, as shown in Fig. 4.2, which probably leads
to a relatively poor Green’s function recovery. A possible unstable noise direction
cannot be ruled out as the polarization analysis in chapter 4.3.2 did not show a
dominance of surface waves in the noise wave field, making it impossible to determine
a dominant direction. The injection of CO2 lowers the seismic velocities with respect
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to a reference state before the injection (Eiken et al., 2000; Kazemeini et al., 2010;
Ivanova et al., 2012). Therefore, a monotonic decrease of the seismic velocities over
the period of the injection is expected as the injection is almost continuous with a
constant rate (on average). Such a signal cannot be observed. Around 0.7Hz erratic
short term fluctuations are present for each time window and each component, and
make it impossible to observe the expected monotonic decrease of seismic velocity
due to the CO2 injection.
For the frequency range of 1.5-3Hz periodic velocity variations with an annual
cycle dominate the observations. They are visible on all station combinations and
on all components. The fact that the observed velocity changes for 1.5-3Hz are
shallow and show an annual periodicity indicates that environmental effects like
temperature, precipitation or a change in the groundwater level play a significant
role in the generation of the velocity changes. Due to the moderate climate we
expect that hydrological changes dominate over the effects of temperature induced
thermoelastic strain (Ben-Zion & Leary, 1986). In the next section the velocity
change estimates are therefore compared with different hydrological measurements.
4.6.1 Comparison of annual velocity changes with modeled
soil moisture
Moisture could be a candidate for seasonal variations: as the weathered zone gets
moist or dry depending on meteorological and seasonal conditions, seismic wave ve-
locity varies instantly because the geomechanical properties of this layer are altered
by water presence. Therefore, if moisture is driving the velocity changes at the
Ketzin site, a correlation without time shift between moisture and velocity changes
should be observable. To analyze the influence of moisture on the velocity changes
modeled soil moisture data for depths down to 60 cm is used (provided by Deutscher
Wetterdienst, Abteilung Agrarmeteorologie). The model takes into account mete-
orological data from a weather station in Potsdam at a distance of approximately
17 km from Ketzin, as well as the type of soil and vegetation.
The velocity variations are compared with soil moisture modeled for grass cov-
erage and without vegetation cover because it best represents the local conditions
at the stations and the surrounding farmland. For the type of soil a loamy-sandy
material is used. In general, both models show a maximum of soil moisture in win-
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ter and a minimum in summer, whereas the velocity changes show a maximum in
November and a minimum at the end of March (Fig. 4.15). This phase delay be-
tween the observed velocity variations and the modeled soil moisture excludes the
soil moisture as cause of the velocity variations.
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Figure 4.15: Comparison of mean velocity variation between KTC-KTN to modeled soil moisture
without vegetation (blue) and with grass coverage (green). nFK stands for "nutzbare Feldkapaz-
ität"= usable field capacity.
4.6.2 Comparison of annual velocity changes with ground
water level
The Ministry of Environment, Health and Consumer Protection of the Federal State
of Brandenburg operates a monitoring program to ascertain the groundwater prop-
erties and level. During our measurement period, groundwater level (GWL) is mon-
itored continuously in a well in Falkenrehde, which is approximately 3.7 km east of
the injection site (Fig. 4.5). The material at the depth of the GWL (approximately
5.5m below surface) consists of a weak gravelly fine sand. A direct correlation be-
tween GWL and velocity variations is expected because the sensitivity of the velocity
measurements is almost constant over the small depth range of about 50 cm affected
by the GWL variations.
The velocity changes and the GWL show a remarkable correlation (Fig. 4.16 a).
A rise in the GWL introduces a decrease in the seismic velocities. According to the
theory of Gassmann (1951), which describes the fluid-saturation effects in porous
rocks, a change in saturation affects both density and effective bulk modulus. In
the linear regime with a water saturation below a critical value, the P-wave velocity
decreases with increasing saturation due to the replacement of air with water in
pore spaces, leading to a higher density. When the saturation exceeds the critical
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Figure 4.16: Comparison of velocity change to groundwater level (GWL). a) Mean velocity vari-
ations (grey) compared with GWL in Falkenrehde (blue), (GWL is in m above sea level, note the
reversed axis orientation), b) minimum and maximum (orange/red) temperature per day, times
where the maximum temperature is below 0◦C are highlighted in light blue
value the effective bulk modulus and the P-wave velocity show a rapid and nonlinear
increase due to the fluid compressibility. Theory predicts 99% for the critical satu-
ration value, but in practice the critical saturation can be 80% (Gaines et al., 2010).
This means that if the P-wave velocity follows the trend in our data the dominant
effect is not a velocity increase below the GWL. Rather the increased saturation
in the soil above the GWL that accompanies the accelerated infiltration in periods
of high GWL leads to a decrease in P-wave velocity. This concept is supported by
the observation of consistently delayed arrival times in the second of two time-lapse
campaigns in the study area (Kashubin et al., 2011). The second campaign took
place at a time with higher precipitation and increased GWL.
The second concept to be considered when interpreting the relation between our
measurements and the GWL is that the sensitivity of scattered bulk waves and
surface waves to S-wave velocity is much higher than to P-wave velocity. This
directly follows from considerations of equipartition in the scattered coda wave field
(Weaver, 1990; Papanicolaou et al., 1996), that predicts a ratio of energy densities for
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long propagation times of Es/Ep = 2v3p/v3s ≈ 10.4 under the assumption vp/vs =
√
3.
Experimental results measured with a small-aperture seismic array in Mexico show
that the ratio can be a bit lower (Shapiro et al., 2000). The sensitivity of the
shear modulus to changes in water saturation can lead to an opposite behaviour of
saturation and velocity due to the density changes. Such an effect is supported by
observations of West & Menke (2000) who repeatedly carried out an active seismic
experiment at a beach during a tidal cycle and observed a decrease in shear-velocity
from low tide to high tide. Similar to the observations in this study, Sens-Schönfelder
& Wegler (2006) found a clear relation between a precipitation derived model for
GWL at Merapi volcano and velocity variations and (Larose et al., 2015) observed
a correlation between changes in GWL and the periodic velocity changes measured
on a landslide in New Zealand. Hillers et al. (2014) found that velocity changes
in Taiwan are controlled by strong precipitation events associated with dynamic
intraseasonal atmospheric pattern in the tropical atmosphere.
The difference between the GWL changes and the velocity changes is of the same
order as the variances of the velocity changes measured for different station pairs.
This mismatch can thus be attributed to lateral variations in the subsurface. We
conclude that the changing GWL is the primary reason for the seasonal changes of
the seismic velocities.
4.6.3 Influence of ground frost
Apart from the good agreement between the GWL and velocity data there are dis-
tinct episodes of mismatch between these curves during winter time. Fig. 4.16 b)
shows the minimum and maximum temperature per day in Potsdam, which is ap-
proximately 20 km away from the network in Ketzin. If the maximal daily temper-
ature decreases below 0◦C , the upper part of ground freezes. During these days
the velocity curves vary significantly from the curve of the GWL: While the GWL
stays nearly constant, the velocity suddenly increases at the onset of such a period
(Fig. 4.16). When temperatures increase again and the soil thaws we observe a
drastic decrease of velocity that overshoots the prior increase. This is interpreted
as the consequence of the strong increase of the shear modulus in comparison to
the unfrozen soil. The strong decrease after the frost periods most probably results
from the melting of snow and the fast infiltration of water in the subsurface as
documented by the increase of the GWL after frost periods.
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4.7 Conclusions and outlook
The application of SI to seismic data recorded at the CO2 storage test site in Ketzin
reveals clear periodic variations of subsurface velocities measured consistently at dif-
ferent station pairs and with different components. The variations are not caused by
changes in the characteristics of the noise field as its spectral content and distribu-
tion of propagation directions are stable. The analysis in different lag time windows
shows that the velocity perturbations must originate in the shallow subsurface. This
is confirmed by the annual periodicity of the velocity changes showing an annual
periodicity which correlates with changes in the groundwater level. The strongest
deviations between groundwater level and velocity changes are observed during win-
ter when the maximum temperature lies below the freezing point. This indicates
that strong short term fluctuations in the velocity changes in winter time are caused
by ground frost. Potential signals related to the spreading of the CO2 plume in the
reservoir at 650m depth are hidden in the signals caused by groundwater changes
and frost.
With the current approach it is not possible to monitor velocity changes related
to the CO2 storage with the coda of ambient noise correlations from seismic surface
records but there are strategies to increase the sensitivity at the reservoir depth
and to reduce the influence of the near-surface changes. A first strategy would be
the use of borehole sensors. The noise correlation function only approximates the
Green’s function and is overprinted by the characteristics of the noise field. Thus, a
deeper sensor will reduce the dominance of surface wave modes with large amplitudes
and high sensitivity in shallow layers. Thus, the partitioning between surface and
body waves will be shifted towards the latter because the bulk wave amplitudes
do not decay with depth. A second possibility is to actively select time periods
with increased body wave portion in the "noise" signal to enforce the retrieval of
body waves in the cross-correlations. Especially useful in this context are records of
seismic coda waves of earthquakes. These signals represent a mixture of scattered
surface and body waves that is excited by a source in the bulk and thus has a
stronger body wave component. For the retrieval of teleseismic body waves Zhan
et al. (2010) and Lin et al. (2013) demonstrated the importance of the coda wave
field of large earthquakes. There might be the possibility to take advantage of this
concept in a local small scale application. Another part of a strategy to increase
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the sensitivity at the reservoir could be the application of beamforming techniques
during the noise correlation. With a seismic array it is possible to form a beam
with specific directional characteristics to perform a double beamforming in the
correlation that can significantly increase the retrieval of body waves and enhance
the sensitivity at specific target areas (Boué et al., 2013). The application of these
strategies is beyond the analysis in this study but with the installation of a downhole
array by TNO (Netherlands Organisation for Applied Scientific Research) (Fig. 4.1,
Arts et al., 2011) the injection site offers all requirements. Boullenger et al. (2015)
modelled reflection responses with noise sources randomly distributed below the
injection horizon. Comparing the obtained results with reflection responses obtained
with the array during a 3-day-long ambient noise recording showed corresponding
arrival times for the "K2" reflector (above the injection horizon), providing scope
for an enhanced study. This data should be analyzed in detail before judging about
the general capabilities of seismic interferometry for monitoring CO2 migration in
the subsurface.
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5 Continuous interplay of shaking-
induced damage and healing due
to mesoscopic nonlinearity 1
The following study is motivated by the work of Richter et al. (2014), who re-
ported about earthquake and temperature-related seismic velocity changes in north-
ern Chile. Extending the monitoring to longer time spans allows now to analyse the
material’s sensitivity to ground shaking in more detail, including an empirical model
for the observed velocity changes.
5.1 The IPOC seismic network and station PATCX
Most of the data used in this chapter was recorded by station PATCX from the
Integrated Plate Boundary Observatory Chile network (IPOC) of GFZ & CNRS-
INSU (2006) in northern Chile between 18◦ and 25◦S (Fig. 5.1). Station PATCX is
located at an altitude of 830m close to the coast (Fig. 5.2). The material at this
station consists of a loose conglomerate, which will be described in more detail in
chapter 5.4.2.
Subduction of the Nazca Plate underneath the South American Plate causes
intense seismicity in the region. In the study period from 2007 to 2014, two major
earthquakes occurred in this area: The Mw 7.7 Tocopilla earthquake on 11/14/2007
and the Mw 8.1 Iquique/Pisagua earthquake on 04/01/2014.
1The main parts of this chapter are published in Gassenmeier et al. (2015b)
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Figure 5.1: Map of northern Chile with station PATCX and selected earthquakes corresponding
to Table 5.1. The symbol size corresponds to the magnitude and the color code represents the
acceleration integrated over the day of the earthquake at PATCX in m/s. For the Tocopilla
earthquake on 11/14/2007 and the Iquique earthquake on 04/01/2014 the rupture slip distribution
of these earthquakes from Schurr et al. (2012, 2014) are displayed with red isolines (0.5 to 3m for
the Tocopilla event and 0.5 to 5m for the Iquique event). The GPS (CRSC) and the creepmeter
stations (FOR2, CHO2) shown in Fig. 5.6 are plotted with black circles.
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Figure 5.2: Map of the surroundings of station PATCX. The station is located at an altitude
of 830m. The next paved street has a minimal distance of 2.6 km, a power plant is located
on the peninsula in a distance of 4.3 km and a copper dehydration plant is located in 4.8 km
distance. The blue circle illustrates the region of sensitivity for the autocorrelations (see chapter
5.4). The material at the station, a conglomerate, is shown in the right. Map: Google, map data:
NNES/Astrium, Digital Globe; pictures: B. Schurr.
5.2 Data processing
Cross-correlating seismic noise from different stations in the frequency band of
0.01Hz to 0.5Hz did not show any considerable velocity changes as indicated by
Richter et al. (2014). Therefore, from 2011 to 2014 high frequency daily autocorre-
lations are calculated for the vertical and the horizontal components in the frequency
ranges of 1-3Hz, 4-6Hz and 7-10Hz. Autocorrelations between 2007 and 2011 have
been already calculated by Richter et al. (2014). The processing scheme is similar
to Richter et al. (2014) with the aim to have a consistent data base for analyzing
velocity changes over the whole time span. In the preprocessing the waveforms are
downsampled to 50Hz, detrended and filtered. The filtering must be applied before
the autocorrelation process due to an event removal procedure. The unwanted ef-
fects of earthquakes, which occur very frequently in this seismically active area are
suppressed in order to recover the Green’s function as faithfully as possible. For that
reason, samples in time windows with an envelope exceeding 10 times the root-mean-
square of the envelope in quiet periods are detected and set to zero. The deleted
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Downsampling to 50 Hz 
Data of 1 day 
Eventremoval 
Detrending, demeaning,  filtering (1-3,  4-6, 7-10 Hz) 
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Figure 5.3: Flow chart of the processing steps.
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Figure 5.4: Spectra at PATCX for a) the raw data and b) the data after the event removal. The
upper subplot shows the ground acceleration at station PATCX integrated over 1 day.
time windows are at least two minutes long and the edges are tapered in order to
avoid artifacts in the auto-correlation function at small lapse times. The influence
on the spectral content of the data is shown in Fig. 5.4. After the event removal, the
spectrum is smoothed as the influence of earthquakes is significantly reduced. Ad-
ditionally, a 1-bit normalization is applied before calculating daily autocorrelation
functions. The processing scheme is illustrated in Fig. 5.3.
Relative velocity changes are measured with the stretching method (Sens-Schönfelder
& Wegler, 2006; chapter 2.5.1). The stretching was implemented in a range of
± 3.3% and the temporal resolution of the velocity change estimation is 1 day.
To gain the highest sensitivity for velocity changes, the frequency range of 4-6Hz
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and lag time window between 10 and 15 s are used (Richter et al., 2014). Lower
frequencies were found to be less sensitive for shaking-induced velocity variations
and higher frequencies led to velocity variations with a lower signal-to-noise ratio
(Fig. A.2). The velocity changes were also estimated in lag time windows between
5-10 s and 15-20 s showing the same main features, but with a lower signal-to-noise
ratio (Fig. A.3). For the calculation of the reference trace an iterative process is
used (Richter et al., 2014) in which a preliminary reference trace is calculated as
the mean over all autocorrelation traces, leading to a preliminary estimate of the
velocity changes. In a second step the autocorrelation functions are corrected for
the preliminary estimated velocity changes and a final reference trace is calculated
as the mean over the corrected autocorrelation traces. This reference trace is then
used to measure final velocity changes. For high frequencies and late lag times,
this two-step approach minimizes the problems of cycle skipping although it cannot
eliminate it completely. Such instances can be identified by consideration the unex-
ceptional large velocity changes in March 2013 in comparison to the neighbouring
days (Fig. 5.5). In order to validate the reliability of the measurement the velocity
change estimation is repeated with autocorrelation functions for the horizontal com-
ponents for a time between 2012 and 2014. The results show comparable velocity
variations - confirming the results estimated with the vertical component (Fig. A.2).
5.3 Seismic velocity changes at station PATCX
At station PATCX, periodic and transient velocity variations are observed (Fig. 5.5).
Sharp decreases in seismic velocity occur at the time of increased ground shaking as
indicated with the absolute acceleration integrated over one day in Fig. 5.5 b). The
abrupt decay is followed by a gradual recovery. This behavior can be observed at
the time of the Mw 7.7 Tocopilla event on 11/14/2007 and of the Mw 8.1 Iquique
earthquake on 04/01/2014. Additionally numerous smaller transients are visible
with sharp decreases of seismic velocity with lower amplitude. These signals can
be attributed to the shaking caused by smaller local earthquakes. A selection of
10 clearly visible transients denoted with letters A to K in Fig. 5.5 was carried out
and the acceleration records of the respective day were investigated. For each of the
selected days one dominating earthquake signal could be identified for which the
source parameters are listed in Table 5.1.
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Figure 5.5: a) Similarity matrix of station PATCX between 10-15 s lapse time and 4-6Hz. Negative
correlation coefficients appear white. The blue dots in the similarity matrix symbolize the daily
velocity variations with the best correlation between the stretched autocorrelation functions and
the reference trace. The rare blue dots at velocity decreases larger than 1.5 % before April 2014
result from cycle skipping. The Mw 7.7 Tocopilla and the Mw 8.1 Iquique earthquake are marked
with T and Iq, respectively. A to K mark selected earthquakes corresponding to Table 5.1 and
Fig. 5.1. The absolute ground acceleration integrated over 1 day at station PATCX is plotted with
gray bars in b).
Table 5.1: Selected earthquakes affecting the subsurface at PATCX as indicated in Fig. 5.1 and
Fig. 5.5
time lat[◦] lon[◦] depth [km] magnitude source distance [km]
A 2008-03-01 -20.31 -69.98 40 5.6 (MW ) EMSC 59
B 2008-03-24 -20.08 -68.97 121 6.2 (MW ) EMSC 148
C 2008-09-10 -20.28 -69.25 10 5.8 (MW ) EMSC 112
D 2009-11-13 -19.41 -70.30 43 6.5 (MW ) EMSC 157
E 2010-03-04 -22.15 -68.39 108 6.3 (MW ) EMSC 235
F 2010-10-22 -20.83 -68.45 97 5.7 (MW ) EMSC 177
G 2011-06-20 -21.64 -68.35 128 6.5 (MW ) EMSC 208
H 2012-03-04 -21.57 -70.11 42.7 5.1 (MW ) ISC 83
J 2013-01-13 -20.17 -69.18 90 5.4 (mb) EMSC 124
K 2014-01-07 -21.03 -69.61 92 5.3 (MW ) EMSC 61
On the other hand, no acceleration peak can be observed in Fig. 5.5 that is not
accompanied by a transient velocity drop. The transient changes are superimposed
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on a very regular annual cycle over the whole period of investigation. The time after
the Iquique earthquake is influenced by a large number of aftershocks and strong
medium changes, leading to a lower correlation value of the stretched correlation
function with the reference trace (chapter 2.5.1) and thus more scatter in the location
of the maxima. The velocity at other IPOC stations (Fig.A.6 and Fig.A.7 ) are either
very stable or the similarity matrices are more noisy than the one for PATCX.
5.4 Physical processes causing the velocity varia-
tions
This section provides an overview over different physical processes causing the annual
an transient velocity changes to motivate the modeling that will be introduced in
chapter 5.5.
5.4.1 Annual velocity changes
Velocity variations with annual periodicity were already observed at PATCX by
Richter et al. (2014). Additionally, Richter et al. (2014) analyzed data at a temporal
resolution below one day, and identified velocity changes with a period of 24 h.
Despite a phase shift, both annual and daily velocity changes, correlate perfectly
with air temperature. This leads to the assumption of an atmospheric origin of
the velocity changes. Depending on the lapse time window used for their analysis,
Richter et al. (2014) observe phase delays between velocity changes and surface
temperature of a few hours for the daily and approximately 30 days for the annual
changes.
Richter et al. (2014) presented a model based on thermally induced stress, which
explains the observed seismic velocity changes. Increased temperature can lead to
stress buildup due to extension in a laterally confined setting. In turn, this changes
the elastic properties and the velocity of the medium. The subsurface temperature
fluctuations were assumed to be spatially periodic, similar to the formulation of
Berger (1975). These lateral variations are caused by topography and the presence
of the ocean leading to high temperature variations in the mountains and low vari-
ations at the shoreline. Solving the heat equation leads to temperature fluctuations
decreasing exponentially and experiencing a phase shift with depth. The temper-
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Figure 5.6: a) and b): Annual variations in GPS at station CRSC after removing a linear trend. c)
and d): strain variations (green) and temperature (blue) at creepmeter stations FOR2 and CHO2.
For the location of these stations we refer to Fig. 5.1.
ature related stress changes together with experimentally determined values of the
elastic properties can be used to predict the velocity changes.
Because of the laterally varying temperature changes the thermal stresses should
also induce periodic surface deformations that must be observable in continuous
displacement measurements with global positioning system (GPS) or strain mea-
surements. To test the hypothesis of a thermoelastic origin of the seismic velocity
changes the annual velocity variations at PATCX are compared with continuous
GPS and strain data from the IPOC observatory. GPS stations with at least two
years of data are selected resulting in a total of 23 stations in northern Chile. After
detrending the data, periodic variations in GPS are observed with a period of one
year at all stations. As an example, the station closest to PATCX is shown in the
upper panels of Fig. 5.6. The maximum amplitude of the annual GPS variations
amounts to a few mm with North-South displacements showing stronger variations
than on the East-West component for 22 stations (Fig. 5.7).
Until 2001, such annual signals in GPS data were attributed to atmospheric in-
fluences, until Heki (2001) observed arc-normal contraction up to a few millimeters
as well as subsidence up to a few centimeters in Japan and related this to surface
loads caused by snow. Dong et al. (2002) analyzed 4.5 years of global continuous
GPS time series and showed that 40% of the power of the observed annual vertical
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Figure 5.7: Particle motion measured with GPS. For the calculation, the NS- and EW- movement
was fitted with a sine function and the fitted curves are illustrated in ellipses. The time ranges
from January (blue) to December (red).
variations can be attributed to pole tide effects, ocean tide loading, atmospheric
loading, nontidal oceanic mass, and groundwater loading. With data from Cali-
fornia, Prawirodirdjo et al. (2006) suggested that thermoelastic strain contributes
significantly to the seasonal periodicity in GPS displacements. Tsai (2011) modeled
the effects of thermoelastic strain variations on GPS following Ben-Zion & Leary
(1986) and concluded that thermoelastic variations may be responsible for an ob-
servable fraction of the annual variability of horizontal GPS displacements but that
it is not likely to explain the entire annual signal.
Annual signals are also observed in strain measured with several creepmeters
that are installed in the IPOC to monitor local deformation across individual faults.
These data show transient deformation signals that are often superimposed by an
annual signal as shown for stations FOR2 and CHO2 in the lower two panels of
Fig. 5.6. For different stations the strain variations show a highly variable phase
shift with respect to temperature. This variability can easily be modeled by an
unconsolidated layer that takes part in the heat transport, but does not support
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stress as it was invoked by Ben-Zion & Leary (1986). This layer might be very
different at different sites.
Even though the strain and GPS data cannot be quantitatively related to the
observed velocity variations they provide supporting evidence for the thermoelastic
origin of the annual velocity signals. Annual displacement signals as required by the
model of Richter et al. (2014) are indeed observable. Linear elastic theory cannot
explain the variations of the seismic velocities in response to changing ambient stress
as it is observed here. The strong annual variations observed at station PATCX
indicate a pronounced elastic nonlinearity of the subsurface material.
5.4.2 Transient velocity changes
Sharp coseismic decreases in seismic velocity, followed by a postseismic recovery
have been reported by various authors, as already mentioned in the introduction and
chapter 2.7. The possible physical mechanisms causing this behavior are discussed
in Rubinstein & Beroza (2004a) and Wegler et al. (2009). A static coseismic stress
change would lead to increases and decreases of stress in different regions depending
on the source mechanism. An increase in stress (compression) would lead to the
closure of preexisting cracks, involving an increase of velocity, which is rarely if ever
coseismically observed. Therefore static stress changes are unlikely to be responsible
for the coseismic velocity changes.
Analyzing repeating earthquakes Rubinstein & Beroza (2004a,b) observed veloc-
ity changes due to the Loma Prieta Earthquake with a very dense network in and
around the fault zone. They did not observe any systematic dependence of the
velocity changes on the distance to the rupture area.
Autocorrelation sensitivity kernels in two dimensions are calculated according
to Pacheco & Snieder (2005) assuming an average S-velocity of 1000ms−1 for the
near surface and 500m for the scattering mean free path. The transport mean free
path characterizes the scattering strength of the medium and is based on studies in
volcanic areas (Wegler & Lühr, 2001; Yamamoto & Sato, 2010) that we think are
suitable for the type of material in the shallow subsurface at PATCX. For a travel
time of 12.5 s, which is the center of the time window used for the estimation of the
velocity changes, 90% of the sensitivity for the autocorrelation is located in a radius
smaller than 2.3 km around the station. As PATCX is about 100 km away from the
fault area, fault zone damage can be excluded as responsible mechanism. Further-
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more, the nearby GPS station CRSC did not observe any considerable coseismic
displacements for the Tocopilla earthquake.
For the coseismic velocity changes at station PATCX, the mechanism of widespread
physical damage caused by mesoscopic material nonlinearity in the presence of strong
ground motion (Schaff & Beroza, 2004) is very likely. Mesosocpic nonlinearity refers
to effects in wave motion that occur at micro heterogeneities in materials that are
composed of constituents with very different elastic properties (chapter 3.1 and 3.3).
Concrete and sandstone or granular materials are prominent examples of such ma-
terials where the nonlinearity occurs at weak contacts between the competent grains
and the soft matrix material. This is in contrast to microscopic or lattice nonlin-
earity that is due to the nonlinear shape of the atomic potential within individual
minerals (Nazarov et al., 2002).
Rubinstein & Beroza (2004a), Peng & Ben-Zion (2006), Rubinstein et al. (2007)
and Hobiger et al. (2012) observed higher velocity changes at sites with larger ground
shaking and Richter et al. (2014) found a linear relationship between the size of the
coseismic velocity change and peak ground acceleration at the station investigated
here. This leads to the hypothesis that the velocity reductions are caused by damage.
As a nonlinear effect, part of the seismic energy is spent in opening of new or
preexisting cracks or reduced packing of granular material near the surface. This
increase in porosity and the reduction of contact area results in a decrease of the
elastic moduli of the medium leading to a decrease in the seismic velocities.
With a network of boreholes at 70-350m depth and surface seismometers Rubin-
stein & Beroza (2005) observed that the velocity changes due to the 2004 Parkfield
earthquake are located near the surface. This observation supports the theory of
nonlinearity causing the velocity changes, because the strength of nonlinearity is
inversely related to the effective pressure (Zinszner et al., 1997; Ostrovsky et al.,
2000; Shapiro, 2003) and should therefore be concentrated near the surface. Based
on records of the Kobe and Tottori earthquakes in Japan (Pavlenko & Irikura, 2003,
2006), nonlinearity of the soil response with changes in rheological properties at
depths of 15-25m were found for stations at distances of 7-80 km from the epicenter,
whereas the nonlinearity was stronger for the closer stations. For station PATCX
Richter et al. (2014) found the velocity changes measured in the 2-4Hz band to be
weaker by a factor of 1.6 compared to the changes in the 7-9Hz band, which implies
that the velocity changes must be generated in relatively shallow depths, favoring
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nonlinear effects also in this study. A precise analysis of the depth where the veloc-
ity changes occur would require the correct identification of the scattered wave field
properties. Based on the assumption that the seismic coda is dominated by surface
waves (Obermann et al., 2013), a rough depth estimate of the volume influencing the
measurements can be obtained. As there is no local velocity model available for the
surroundings of station PATCX an idealized half space model is used with p-wave
velocity vp = 2000ms−1, s-wave velocity vs = 1000ms−1 and density ρ = 2.5gcm−3.
For such a velocity structure, 90% of the integrated depth dependent Rayleigh wave
sensitivity is located above a depth of 114m and 168m for frequencies of 6Hz and
4Hz, respectively. At shallow depth, velocities can be expected to be below the
values assumed above for the half space. This would shift the 90% sensitivity limit
to even shallower depth.
After the damaging event cracks close and the granular material consolidates
again in a postseismic healing process approaching asymptotically the level prior to
the earthquake. In nonlinear dynamics, laboratory experiments with sedimentary
and crystalline rocks show a logarithmic recovery process of the resonance frequency
or velocity after a strain less than 10−6 is applied. This behavior is called slow
dynamics. An experimental overview of slow dynamic processes in different fields can
be found in chapter 3.4 and references therein. Tremblay et al. (2010) used Diffuse
Acoustic Wave Spectroscopy to show that slow dynamics occurs, at least in part,
due to tiny structural rearrangements at inter-grain contacts. A direct observation
of the relation between the nonlinear effects generated at the micro-heterogeneity
and the slow dynamic process after a disturbance in a granular material is described
by Zaitsev et al. (2005).
This shows that similar to the stress-induced changes also changes induced by
transient shaking occur in the medium at those contacts that are responsible for
the nonlinear behavior of the bulk. Considering a single Hertzian contact (Johnson,
1985) between two beads which are subjected to a static and dynamic deformation,
Tournat et al. (2004) showed that the contact nonlinearity increases with decreasing
contact strain. This means that the nonlinearity is generated by the weakest contacts
of grains or cracks. Further detailed information is given in chapter 3.2. Attributing
the size of the velocity reductions to the site characteristics, Rubinstein & Beroza
(2004a) found that stations in sedimentary settings (marine and nonmarine) observe
large velocity changes, and the largest of them are observed at the sites located on
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the youngest rock. In this study, a high sensitivity to ground shaking and thermal
stress is observed at station PATCX, where the near-surface material consists of a
loose conglomerate (R. Armijo, personal communication; Fig. 5.2). The environment
is influenced by evaporites (salt gypsum) due to the vicinity of Salar Grande, a salt
lake located in a depression in the Coastal Region of Tarapacá. Visual inspection
of the material (Fig. 5.2) reveals large pore space with irregular aspect ratios that
is partly filled with mineralisations. These mineralisations are formed by material
that is dissolved in water provided by regularly occurring fog and recrystallises
locally as the amount of water is too small for significant transport. In analogy
to concrete such material is called gypcrete due to its cementation with gypsum.
The hypothesis is that this particular composition leads to a stronger mesoscopic
nonlinearity compared to other IPOC sites that is responsible for the high stress
sensitivity, the high sensitivity to shaking and the slow dynamics that are observed
in the recovery process.
5.5 Modeling of seismic velocity changes
In the following section, an empirical model for the annual and transient velocity
changes is introduced. For several earthquakes between 2007 and 2011, Richter
et al. (2014) found a linear relationship between transient velocity change and peak
ground acceleration (pga) at station PATCX. Following this observation, the ve-
locity changes will be modeled based on the local ground shaking measured by
the co-located accelerometer at PATCX. In foreshock or aftershock periods of large
earthquakes, two or more earthquakes can occur in very short intervals, which leads
to the question of how to determine the appropriate time-interval in which the pga
must be calculated as input to the model. Based on aforementioned laboratory
results, it can be expected that not only the shaking of earthquakes induces veloc-
ity drops, but any small vibrations continuously induce minor velocity reductions
that are immediately compensated by healing in the steady state. Snieder (2004)
showed that the compaction of a column of glass beads that was subjected to verti-
cal tapping depends on the accumulated deviatoric strain. To take into account the
accumulated effect of every small vibration, the integrated envelope of the ground
acceleration over one day is calculated, which is the discretization interval of the
autocorrelation measurements. This further ensures that the effects of two large
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earthquakes occurring on consecutive days (as observed for the Iquique main- and
aftershock) can be separated. A linear relationship between the velocity change and
this integrated acceleration is expected as Richter et al. (2014) observed the linear
relationship between transient velocity change and pga.
The estimated velocity changes show that the recovery times are correlated with
the size of the coseismic velocity change (Fig. 5.5). For that reason, the postseismic
recovery time is scaled with the inverse of the integrated acceleration. The physi-
cal explanation of the dependency of the recovery time on the cosesismic velocity
change is based on the idea that a large ground shaking involves larger crack scales
with recovery processes that have longer time scales. For the recovery process, an
exponential function is implemented instead of a logarithmic function often used in
the fitting of laboratory experiments, as it converges to a finite limit at large times
representing the state of closed cracks.
5.5.1 Description of the model
The velocity changes are modeled with three different terms and six free parameters
c1...c6:
dv
v mod.
=
dv
v seasonal
+
dv
v shaking
+
dv
v linear
. (5.1a)
The first term on the right-hand side describes seasonal changes, modeled by a sine
function:
dv
v seasonal
= c1 sin
(
2pi
1yr
(t− c2)
)
, (5.1b)
where c1 and c2 are the amplitude of the annual velocity changes and the phase
relative to 1 January.
The second term expresses daily transient velocity changes due to ground shaking
and its recovery:
dv
v shaking
= c3
N∑
i=0
(
a(ti) exp
(
−(t− ti)
c4a(ti)
)
H(t− ti)
)
. (5.1c)
The term a(ti) is the integrated envelope of the ground acceleration over day i. The
amplitude of the transient velocity reductions and the recovery time are proportional
to a(ti) and c3 and c4 are the constants of proportionality. H(t− ti) is the Heaviside
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function yielding 1 for t > ti and 0 otherwise.
The last term describes a continuous decrease in velocity:
dv
v linear
= c5 + c6t , (5.1d)
which is described by the y-intercept c5 and the slope c6. In the beginning, the last
term in eq. 5.1a was not used, resulting in overpredicted velocity decreases at the
beginning of the study period and underpredicted decreases at the end. Introducing
this additional linear term removes this behavior completely. The interpretation of
this term will be discussed in chapter 5.6.3.
The parameters c1 through c6 of the model are estimated in an optimization proce-
dure in which the velocity variations predicted by the model are fitted to the similar-
ity matrix sm(dv/v, ti). The similarity matrix contains the values of the correlation
coefficient between the daily autocorrelation functions and the stretched reference
trace. The value (F ) that is optimized is simply the integral of the similarity matrix
along the velocity change predicted by the model (dv/vmod): F =
∑
i sm(dv/vmod, ti).
This value assumes its maximum if the model exactly follows the ridge of the sim-
ilarity matrix shown in red in Fig. 5.5 and 5.8. The optimization algorithm was
implemented with a SciPy-function, which uses the Nelder-Mead simplex algorithm.
5.5.2 Model results
The observed velocity variations at station PATCX (Fig. 5.8 b) show a high sensitiv-
ity to groundshaking and a pronounced annual variation with a modeled amplitude
of 0.18% and a phase delay to the first of January of approximately 155 days, rep-
resenting a maximal velocity decrease in the beginning of September. The annual
variations are illustrated in Fig. 5.8 d), where the annual part of the model (eq.
5.1b) combined with the observation corrected for the transient and linear term
are shown. Sharp decreases in seismic velocity can be observed at days with an
increased acceleration (Fig. 5.8 b and c). The transient part of the model combined
with the observation corrected for the linear and the seasonal part of the model is
shown Fig. 5.8 c).
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Figure 5.8: Modeled and observed velocity variations at station PATCX based on 10-15 s lag time
in a frequency range of 4-6Hz : In a) the ground acceleration integrated over 1 day is shown
for each day. b) shows with the magenta line the complete model function after equation 5.1a
superimposed on the similarity matrix obtained with the stretching method. The blue dots in
the similarity matrix symbolize the velocity variations with the largest correlation between the
stretched autocorrelation functions and the reference trace. In c) the similarity matrix as well as
the velocity change is corrected for the linear and annual variations and the model of the transient
velocity reductions after equation 5.1c is shown. The annual velocity variations according to
equation 5.1b are presented in d) with the similarity matrix corrected for the continuous and
transient variations.
The long term decay after the Tocopilla event superimposed by following events
with a shorter decay time is clearly visible. For these transient variations amplitudes
of 2.45·a(t) are obtained, corresponding to velocity drops of 0.49% and 0.62% for
the Tocopilla and the Iquique main shocks respectively and the decay time equals to
212020·a(t) days, resulting in 426 days for the Tocopilla event and 535 days for the
70
5.5. Modeling of seismic velocity changes
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Figure 5.9: Error estimation of the amplitude of the annual variations (frequency: 4-6Hz, time
window: 10-15 s).
Iquique event. The decay time represents the time when the velocity has recovered
by 1/e (37%).
Confidence limits of the model parameters were calculated with the following
approach illustrated in Fig 5.9: In a first step a correlation threshold is calculated.
Models with a larger correlation values than this threshold are not significantly
different. Under the assumption that the distribution of the cross- correlation values
along the fitted model approximately follows a normal distribution, the standard
deviation of the mean is calculated. The threshold of the correlation value is then
determined by the maximal correlation value minus one standard deviation. This
means that 68% of the fitted values have correlation values above this threshold.
In order to find the confidence limits for one specific parameter, this parameter is
changed stepwise and the optimization is run with the remaining free parameters
obtaining lower correlation values between the new model and the similarity matrix.
In a last step, a Gaussian distribution is fitted to the correlation values obtained
with the 5 free parameters and the intercepts with the threshold correlation value
is calculated. These intercepts give the error estimate, as illustrated in Fig. 5.9.
A visualization of the estimates of the other model parameters can be found in
Fig. A.4.
For station PATCX the model parameters and the errors are summarized in Table
5.2. The amplitude of the annual variations has a relative error of 21% and for the
phase an error of 13 days is obtained. The relative errors for the amplitude of the
transient variations is 18% while the error for the decay time equals to 34%.
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Table 5.2: Model results ci and errors ∆ci for PATCX. The velocity change was estimated in a
frequency range of 4-6Hz and a time window of 10-15 s.
i ci ∆ci units
1 0.18 0.039 % annual
changes2 156 13 days
3 -2.45 0.45 s/m transient
changes4 212020 71477 days*s/m
5 0.022 0.082 % linear
changes6 -7.56×10−7 2.96×10−7 1/days
The latter one is quite large, but that was expected as the number of days with
small amount of ground shaking strongly dominates over the number of days with
high amount of ground shaking.
The similarity matrices of other stations of the IPOC network are either too noisy
or stable (no velocity change), which makes it impossible to fit the model to those
observations within reasonable errors (Fig. A.6 and Fig. A.7). The high sensitivity
of PATCX to ground shaking described with the presented model can be attributed
to the special composition of the near-surface material as described in chapter 5.4.2.
5.6 Discussion
5.6.1 Seasonal velocity variations
The seasonal changes can be attributed to temperature-induced stress changes. This
is supported by the observation of seasonal changes of GPS positions and strain,
measured by creepmeters, which show annual variations as required for thermally
induced stress in the presence of a lateral temperature gradient. The different strain
measurements show a highly variable phase shift with respect to temperature, which
could be caused by additional effects due to the complex structure in the vicinity
of the faults across which most of the creepmeters are installed. Another possible
explanation for the variable phase shifts is the influence of the unconsolidated layer
which participates in the heat conduction but does not transfer stress and thereby
modulates the phase shift between temperature and strain (Ben-Zion & Leary, 1986).
The GPS displacement measurements show annual variations as required for the
model of thermoelastic stresses by Richter et al. (2014). Additional to the E-W
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displacement that is predicted for an E-W oriented temperature gradient, periodic
motion is also observed on the N-S components. In fact, the N-S motion has larger
amplitude. These displacements might result from the complexity of local structure
(Fig. 5.2) leading to a different gradient direction or might be of different origin. A
detailed analysis is beyond the scope of this study. Visual inspection of the fit in
Fig. 5.8 d) shows the annual variations as well as the fit with the sine curve over
the whole study period. No higher harmonics are required and these variations are
not significantly influenced by the transient shaking related velocity changes. To
conclude, strain and displacement data are compatible with a thermoelastic origin
of the annual velocity changes.
5.6.2 Transient velocity variations
Transient velocity decreases after large earthquakes followed by a slow recovery were
observed by various authors and widespread physical damage due to ground shaking
seems to be the best possible explanation for changes in the shallow subsurface (see
chapter 5.4.2 for details). Due to the broad distribution of crack sizes in geological
media the damage and healing process are not expected to occur only if a certain
threshold of excitation is exceeded (Beresnev & Wen, 1996). The hypothesis is
therefore that not only the ground shaking of large earthquakes induces transient
variations in seismic velocity, but every small excitation continuously leads to such
transient changes and a recovery afterwards. The model for the transient variations
has two free parameters as the amplitude and the recovery time of the exponential
function are assumed to be proportional to the strength of ground shaking. The
exponential recovery function in eq. 5.1c generally describes the observed velocity
changes very well. However, the slope of the decay in the first days after a high
acceleration is steeper than the slope modeled with the exponential function, which
results in underestimated amplitudes of the transient variations directly after the
excitation.
Logarithmic vs. exponential recovery
Laboratory experiments revealed that the recovery of the elastic moduli follows a
linear relation with a logarithmic time scale (TenCate, 2011; Tremblay et al., 2010).
In the field, Peng & Ben-Zion (2006) and Wu et al. (2009) observed a logarith-
mic recovery of a velocity decrease induced by a strong earthquake. These studies
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always investigate the effect of a single excitation and do not consider the superpo-
sition of different relaxation curves. In this study the healing processes of different
events overlap in a way that the effects of smaller events appear superimposed on
the long term effects of larger events. This might indicate an involvement of the
medium at different scales. However, as the logarithm grows without bounds at
large times it is not usable to model the recovery process of continuous excitations
without the definition of a termination condition. Such a departure from log-time
behavior was observed by TenCate (2011) after 30min in laboratory experiments.
These observations are obviously not applicable to the field measurements in this
study and I’m not aware of any experiment investigating how the log-time behavior
changes for very long times. The determination of suitable termination conditions
would require an enlargement of the model with more parameters making the model
unnecessarily complex. To conclude, a model with a logarithmic decay including a
suitable regularization at zero and infinite timescales might provide a better fit to
both the early and late parts of the recovery.
Constant vs. excitation dependent recovery time
For test purposes, the data from 2007 to 2014 was also fitted with a model of
constant recovery times independent of the amount of shaking (Fig. 5.10 a). The two
models with acceleration dependent recovery time (model 1) and constant recovery
time (model 2) can be compared in the light of the error estimation for the model
parameters in chapter 5.5.2. A mean correlation value of 0.807 was obtained for
model 1 and 0.797 for model 2. Given the error bound for this mean correlation
value (see Fig. 5.9) model 1 explains the data significantly better than model 2.
As the recovery times of the damage from event-free days is very short in model 1,
but similar to the largest events in model 2, the gap in the data at the end of 2011
influences both models differently and introduces a bias in the comparison of the
models. This leads to two possibilities: Either the models are only fitted to a subset
of the data, containing no or only few data gaps or the acceleration of days with
no data has to be guessed and filled with fictitious values. For the first possibility,
a subset of the data until September 2011 was tested (Fig 5.10 b) which results
in slightly different parameters of model 1 as the Iquique event is not contained in
the data. The parameters of model 2 showed a stronger change, but again model 1
performs better.
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Figure 5.10: Comparison of two different models for PATCX between 10-15 s and 4-6Hz for
a) 2007-2014 and b) 2007-2011, as time gaps influence both models differently: Model 1 represents
the model with the acceleration dependent recovery time. In model 2 the recovery time is inde-
pendent of the integrated acceleration. In c) a fictitious acceleration was calculated with the mean
over accelerations on 60 quite days. The missing acceleration values as well as values from 5 years
before 2007 were filled with this value and the optimization was recalculated. Negative correlation
coefficients in the similarity matrix appear white. The blue dots in the similarity matrix symbolize
the velocity variations with the best correlation between the stretched autocorrelation functions
and the reference trace.
At the beginning of the study period the transient velocity variations of model 1
are immediately in the steady state, whereas model 2 needs several months to reach
the equilibrium. Therefore, for the second possibility, a fictitious acceleration was
estimated with the mean over accelerations on 60 quiet days and the missing ac-
celeration values as well as values from 5 years before 2007 were filled with this
value. Resulting parameters for model 1 are very stable whereas the parameters
for model 2 change significantly leading to a mean correlation value of 0.805 that is
close to model 1 (Fig 5.10 c). From this test, a definite statement about the ampli-
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tude dependence of the recovery time is hindered by the incomplete time series of
acceleration measurements. A future investigation that can analyze the long term
decay of the large transient caused by the Iquique event might be able to draw more
definite conclusions. A physical explanation for the linear trend, which is discussed
in the next section can only be found for model 1, which indicates that this is the
better model.
5.6.3 Linear trend
The third contribution in the model is the linear term that describes a slow increase
in seismic velocity. This term could reflect the slow healing process of one or sev-
eral large earthquakes before our study period. As the model is able to estimate
a transient velocity change for a given integrated acceleration, it is also possible
to calculate the acceleration required for a given velocity change at a given time
after the event. Thus it is investigated whether the linear trend is likely to be
caused by an earlier earthquake. Differentiating the model for the transient velocity
changes (eq. 5.1c) with respect to time and equating it with the slope c6 in the lin-
ear term (eq. 5.1d) leads to a linear dependence between the integrated acceleration
of the causative event and time elapsed since the earthquake. The largest earth-
quake in the vicinity since 1900 was the Mw 9.5 Chile earthquake on 5/22/1960,
approximately 2000 km south of PATCX. Given the long time since this event the
model predicts a peak velocity change at the time of the earthquake of approxi-
mately 10,% at PATCX. This is not realistic for an event at this distance. The
two largest earthquakes close to our study area are the Mw 8.4 Arequipa earth-
quake on 06/23/2001 (∼600 km north west of PATCX) and the Mw 8.1 Antofagasta
earthquake on 07/30/1995 (∼300 km south of PATCX). Assuming that one of these
earthquakes caused the linear velocity change our model predicts a velocity change
at the time of the earthquakes of approximately 1.2% for the Arequipa earthquake
and approximately 2.5 % for the Antofagasta earthquake. The Arequipa earth-
quake led to an intensity of IV-V Modified Mercalli (MM) scale (Tavera et al.,
2002; USGS shakemap: http://earthquake.usgs.gov/earthquakes/shakemap/atlas/-
shake/200106232033/, accessed 3/26/2015), at the region of PATCX, which is lower
compared to the intensity of V-VI (USGS shakemap: http://earthquake.usgs.gov/-
earthquakes/shakemap/atlas/shake/200711141540/, accessed 3/26/2015) of the To-
copilla earthquake. Moreover, as the duration of the rupture was 85 s (Tavera et al.,
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Figure 5.11: Physical meaning of the linear trend: If the Mw8.4 Arequipa earthquake in 2011 had
induced a velocity decrease of 1.2%, the linear trend (blue dotted line) can be approximated by
the recovery process (black line) that is still ongoing.
2006) which is nearly twice as long as the rupture duration of the Tocopilla earth-
quake (Delouis et al., 2009) a higher integrated acceleration than for the Tocopilla
earthquake is expected. The Mw 8.4 Arequipa earthquake in 2001 could therefore
have introduced a velocity change of 1.2% leading to the linear trend in the velocity
changes that is observed during the study period (Fig. 5.11).
The rupture duration of the Antofagasta earthquake was shorter (60 s; Ruegg
et al., 1996) compared to the one of the Arequipa earthquake but with a similar
maximal shaking (estimated by extrapolation), leading to the conclusion that the
1995 earthquake seems less plausible to induce a velocity change of 2.5% which
would be necessary to cause the linear trend. Considering that the effects of the
different earthquakes are superimposed it seems very likely that the linear trend,
which was empirically introduced to fit the data, also consistently results from the
model of shaking induced velocity changes and recovery. This indicates that the
parameters of the linear trend are related to the initial condition of the model and
would not be needed if a sufficiently long history of the acceleration values prior to
the study period existed.
5.7 Conclusions
The outstanding sensitivity of station PATCX to shaking and stress-induced by
changes of temperature are interpreted as resulting from the special composition of
the near-surface material, consisting of a soft conglomerate cemented with evaporites
(R. Armijo, personal communication) of around 2.59ma age (Sánchez & Cortés,
2009).
Both effects reflect elastic nonlinearity in the stress-strain relation. The stress
dependent velocity changes can be related to nonlinearity that arises in granular
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or micro-heterogeneous media at Hertzian grain contacts or cracks. In contrast to
classical nonlinearity that occurs also in homogeneous media at the atomic scale the
mesoscopic nonlinearity occurs on a larger length scale but below the typical wave
length. In such a medium an increase of the ambient stress closes cracks or increases
the inter-grain contact area and thereby increases the elastic moduli. This process is
the more efficient the weaker the contacts are, i.e. it is reduced with the increasing
confining pressure at larger depth.
The transient nature of the velocity changes after shaking cannot be explained
with this mechanism and requires an additional process. Seismological observations
of coseismic velocity changes and the recovery thereafter have been discussed in
connection with co- and postseismic stress changes or hydrological perturbations.
These causes can be excluded here based on the convincing match between observed
velocity changes and predictions from shaking. Several other mechanisms have been
suggested in acoustics that are able to reproduce the characteristic decay that is
approximately logarithmic in time. Most of them act on the mesoscopic scale of in-
dividual cracks or grain contacts. With experiments on a single crack Zaitsev et al.
(2003) demonstrate that the two-dimensional heat transfer from the one-dimensional
rim of a crack can result in a change of elastic properties that is logarithmic in time.
Another process suggested by Zaitsev et al. (2014) involves thermal fluctuations of
bistable bonds at weak grain contacts to create log-time behavior. In an ensemble
of cracks of different width the model can reproduce even the aging of a granular
material that reacts differently on a given excitation depending on previous excita-
tions. These processes critically depend on the presence of weak contacts that are
prominent in granular or loosely compacted materials. In fact, the high sensitivity
to strain – either dynamic (shaking) or static (temperature induced) – was found to
be closely connected to slow dynamics in lab experiments with micro-heterogeneous
geomaterials (Johnson & Sutin, 2005).
In analogy to these models that result from acoustic lab experiments we conclude
that also our observations are tightly linked to the physics of the weak contacts in
the subsurface material at PATCX. The fact that the material around PATCX is
relatively young supports this hypothesis.
However, the processes that lead to the observed changes are not exceptional
and occur in almost all geomaterials, that are usually prone of micro-heterogeneity.
Obviously the parameters that describe these effects will be different. In the em-
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pirical model parametrization, PATCX has exceptionally high values for c1, c3 and
c4 indicating a high sensitivity to stress and shaking as well as a slow recovery.
It can be speculated that these parameters empirically describe a more fundamen-
tal property of the medium linked to the micro-heterogeneity for example reflected
by the crack size distribution, internal surface area or cohesion. A more detailed
analysis of the near-surface material at PATCX and other stations together with
microscopic modelling of the observed processes might lead to a new understanding
of time dependent rheology.
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6 Laboratory tests of shaking induced
velocity variations
To verify the basic assumptions of the model and to explain the field data of station
PATCX (chapter 5.3 and 5.5) under controlled conditions, laboratory tests with ul-
trasound were carried out in cooperation with the division of nondestructive testing
of BAM (Bundesanstalt für Materialforschung und -prüfung). The material at sta-
tion PATCX is a loose conglomerate (Fig. 5.2), in which weak contacts probably
cause a strong nonlinear behavior. As there exist no real material samples that are
suitable for carrying out laboratory tests, analogue samples with a composition of
fine-grained sand mixed with 3% gypsum were compounded. The samples are of
cylindrical shape with a height of approximately 10 cm and a diameter of 3 cm. The
ultrasonic experiment was performed several months after casting the samples in
order to minimize the influence of material hardening.
6.1 Experimental setup and data processing
A pair of ultrasonic sensors was glued onto the two samples, acting as transmitter
and receiver (Fig. 6.1 a). As signal source an ultrasonic pulse with a center frequency
of approximately 10 kHz was used, sending a signal each 0.16 s. The stacked data
over 15 individual measurements was then stored every 2.4 s. On the top of one
sample (A), a sound transducer was mounted, transmitting a 10 s long signal of
white noise every 30min, to simulate ground shaking. This signal was coupled
to the second sample (B) via the structure supporting the two samples. Due to
damping, the signal amplitude in sample B was significantly lower than in sample
A. Under the assumption that the two samples have the same susceptibility, this
resembles a situation at station PATCX with large groundshaking (A) and small
groundshaking (B). Temperature fluctuations of 0.5◦C were found to affect seismic
velocity in these samples in the order of 1%. To keep the temperature as constant
as possible the samples were therefore placed in a climate chamber (Fig. 6.1 b).
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(a) (b)
Figure 6.1: Experimental setup: a) A pair of ultrasound transducers is attached to two cylindrical
sand-gypsum samples. A sound transducer is mounted on the top of sample A. It generates a
shaking every 30min on sample A, which is coupled to sample B with lower amplitude. b) The
samples are placed in a climate chamber at a temperature of 30◦C.
The signals were band-pass filtered between 10 and 50 kHz, and after autocorre-
lation of the transmitter and receiver signal possible velocity changes were analyzed
with the stretching method (chapter 2.5.1) in a time window of 2-4ms.
6.2 Results
The observed velocity variations corresponding to cross-correlation values larger
than 0.7 are shown in Fig. 6.2. This threshold affects only the data of sample A
during shaking. On average, correlation values are very large with mean values of
0.991 for sample A and 0.999 for sample B. Additionally, the data was corrected for
a small positive linear trend estimated over the first 15 minutes.
The velocity shows sharp decreases at both samples at the times of the shocks
followed by a subsequent recovery (Fig. 6.2 a). The amplitudes of the decreases at
sample A are larger than at sample B, which is expected from the field observations
at station PATCX, as the amplitude of the shaking at sample A is also larger than
a sample B. At both samples it can be observed that the amplitude decrease is the
largest for the first shock. After the first shock the amplitude of velocity change
for later shocks shock deceases slightly. As the sample was at rest for more than
four days before the experiment, this behavior can be attributed to aging effects, as
described in chapter 3.4.1.
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Figure 6.2: a): Velocity changes for two sand-gypsum samples for a temperature of 30◦C. A sound
transducer generates a shaking every 30min on sample A (black), which was coupled to sample B
(grey) with a lower amplitude. The colors on the time axis refer to times after shaking 1 (red), 2
(green) and 3 (blue). b)-d): Velocity changes after each shaking for both samples in a logarithmic
representation. The frame colors refer to the different data parts after each shock. Fits to the data
parts are plotted with solid lines. The levels corresponding to 70% recovery are indicated with
dashed lines.
To analyze the recovery time, the velocity changes after each shock are plotted
on a logarithmic scale in Fig. 6.2 b)-d). For each shock, the slope of the velocity
increase has larger values for sample A than for sample B. But what does that
mean for the recovery time? To answer this question, each velocity increase was
fitted in dependence of log(t) using a linear regression. To keep the number of data
points for both samples consistent, the first 4 data samples were neglected (due to
the aforementioned low correlation values in sample A). The results of the linear
regression are illustrated with lines in Fig. 6.2 b)-d) and can be found in Table 6.1.
Assuming that the velocity after each shock will recover to the level before the shock,
times for 70%-recovery were calculated. The intercepts as well as the level of full
recovery were estimated with the parameters obtained in the linear regression. Each
70% recovery limit is shown in Fig. 6.2 b)-d) with dashed lines. This calculation
yielded significant larger recovery times for sample A experiencing the larger shaking
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Table 6.1: Results of the linear regression as well as times corresponding to 70% recovered velocity
decrease
shock sample intercept [%] slope [%/log(t)] std [×10−4 %] recovery time
1 A -0.161 0.0258 2.86 17 days
B -0.035 0.0071 2.81 23 h
2 A -0.151 0.0199 2.88 7 min
B -0.028 0.0066 2.73 54 s
3 A -0.146 0.0188 2.84 2.5 min
B -0.019 0.0051 2.75 54 s
than for sample B experiencing smaller shaking. The results can be found in Table
6.1.
To better link these lab results to the model used for the transient velocity changes
at station PATCX, the lab data was fitted with the exponential function described
in chapter 5.5, having two free parameters, the amplitude of the transient velocity
decrease (c3′) and the decay time (c4′). Here, the model is directly fitted to the
observed velocity changes and not to the similarity matrix as cycle skipping is not
observed. Since the derived model does not include aging effects, only the data
before the second shock is fitted. As we don’t have exact information about the
excitation amplitude, the amplitude of the velocity decrease during the shock is
fitted directly:
dv
v shaking
= c3′
(
exp
(
−(t− t0)
c4′
)
H(t− t0)
)
, (6.1)
where H(t− ti) is the Heaviside function yielding 1 for t > t0 and 0 otherwise. The
obtained model parameters and their standard derivations can be found in Table
6.2. As already expected from modeling of the field data, the exponential model is
not able to explain the fast decays directly after the shock (Fig. 6.3). Therefore,
the fitted amplitudes of the velocity decrease show higher discrepancies as for the
logarithmic model. The recovery time for sample A was estimated to be 1.8 times
larger than for sample B, which again supports the assumption that larger transient
velocity variations have larger recovery times.
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Figure 6.3: Exponential fits to the velocity changes before the second shock.
Table 6.2: Results and errors of the exponential model fitted to shock 1
sample c3′ [%] c4′ [min]
A -0.106±3.4[×10−4] 72.5±1.2
B -0.021±2.6[×10−4] 40.8±1.5
6.3 Discussion and Conclusion
At both samples, aging effects can be observed as a decrease in amplitude of the
velocity changes for each shock. The largest decrease in amplitude can be ob-
served between the first and the second shock. At station PATCX such aging is
not observed. One possibility is that we never have the condition of a strain-free
material, corresponding to times<0 in Fig. 6.2 a). As earthquakes are occurring
very frequently in northern Chile, this situation seems quite reasonable. Our field
observations will therefore be limited to times larger than t=0 in Fig. 6.2 a). The
amplitude decrease between the consecutive shocks is relatively small and probably
cannot be resolved in the field data. As the amplitudes of groundshaking in the
field is very diverse, the decrease in velocity change is additionally depending on the
prehistory, eg. on the size of the shocks and the time between the shocks.
Recovery times for sample A were found to be significantly larger than for sample
B. However, the recovery time of 23 h for a recovery of 70% for the first shock at
sample B in the logarithmic model seems much too long regarding the fact that
sample B has almost recovered with additional shocks after 90 min (Fig. 6.2 a). This
can have several possible reasons: As already discussed for the field data in chapter
5.6.2, one reason could be that the long-time recovery after the observation time
cannot be described adequately with a logarithmic model. For Berea sandstone, a
deviation from log-time behavior was already observed after 30min (TenCate, 2011).
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For the exponential model, the obtained values for a recovery of approximately 63%
are much lower. The value of 40.8min seems to explain the long-time behavior well
for sample B. For sample A, 72.5min seem to be too small. A longer time-series
should provide a better fit to the long-time behavior.
A logarithmic model with suitable regularisation for long times is likely to explain
the observed data better than the exponential model. For the presented exponential
as well the logarithmic model I therefore hesitate to interpret the exact values of
the estimated recovery times or the differences between the individual shocks.
To conclude, the laboratory experiments could qualitatively reproduce the main
field observations from PATCX:
• the amplitude of the coseismic velocity decrease correlates with the amplitude
of excitation
• the recovery process is longer for stronger excitation (confirmed with logarith-
mic and exponential model)
• the logarithmic model better fits the early part of the recovery process
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The first part of the thesis investigates the feasibility of monitoring dynamic pro-
cesses caused by the injection of CO2 in Ketzin. At the test site for CO2 storage
in Ketzin, 67271 tons of supercritical CO2 have been injected into a saline aquifer
in a depth of 650m from May 2008 until the end of the injection in August 2013.
The frequency band of 0.5-0.9Hz, in which surface waves exhibit a high sensitivity
at the depth of the reservoir, is not suitable for monitoring purposes as it is excited
with very low energy. The application of SI in a frequency band of 1.5-3Hz reveals
annual variations of subsurface velocities measured consistently at different station
pairs and with different components. Changes in the characteristics of the noise field
as a cause can be excluded as its spectral content and distribution of propagation
directions are stable. The analysis in different lag time windows shows that the
velocity perturbations must originate in the shallow subsurface. This is confirmed
by a good correlation between the periodic velocity changes and variations in the
groundwater level. The strongest deviations between groundwater level and velocity
changes are observed in winter when the maximum temperature lies below the freez-
ing point. This indicates that strong short-term fluctuations in the seismic velocities
in winter time are caused by ground frost. Potential signals related to the spreading
of the CO2 plume in the reservoir at 650m depth are hidden in the signals caused
by groundwater changes and frost. The usage of downhole sensors could reduce the
dominance of surface wave modes and shift the partitioning between surface and
body waves towards the latter because the bulk wave amplitudes do not decay with
depth. Another part of a strategy to increase the sensitivity at the reservoir could
be the application of beamforming techniques during the noise correlation.
The second part of the thesis investigates velocity changes in northern Chile be-
tween 18◦S and 25◦S. The ambient noise data was recorded by the Integrated Plate
Boundary Observatory Chile network (IPOC). Subduction of the Nazca plate un-
derneath the South American Plate causes intense seismicity in the region. In the
study period from 2007 to 2014, two major earthquakes occurred in this area: The
Mw 7.7 Tocopilla earthquake on 11/14/2007 and the Mw 8.1 Iquique earthquake on
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04/01/2014. Both earthquakes as well as smaller local earthquakes can be observed
as sharp coseismic decreases in seismic velocity measured at station PATCX. After
the decreases, velocity recovers in a gradual process lasting over several months.
As PATCX is situated outside the fault area for both events, static stress changes
can be excluded as a cause for the observed velocity perturbations. A plausible
mechanism is mesoscopic material nonlinearity in the presence of ground motion.
Mesoscopic nonlinearity occurs at micro-heterogeneities in materials that are com-
posed of constituents with very different elastic properties, such as sandstone or
granular materials. The material at station PATCX, a soft conglomerate containing
evaporites, can be assumed to show a strong nonlinear behavior. Other stations
of the IPOC network, closer to the Tocopilla or Iquique earthquake and placed on
harder, older material as the one at station PATCX, show stable velocities. The
transient changes are superimposed on a very regular annual cycle over the whole
period of investigation. The periodic variation at PATCX was already observed by
Richter et al. (2014), who attributed the changes to thermally induced stress. Pe-
riodic surface deformations, which are observable in GPS and strain measurements
confirm in general an annual deformation process as required for the thermoelastic
origin of the observed annual velocity variation. An empirical model is derived that
can explain the annual as well as the transient velocity variations. The amplitudes
of the transient velocity changes are proportional to the integrated local ground ac-
celeration (model 1). A dependency of the recovery time on the cosesismic velocity
change is based on the idea that a large ground shaking involves larger crack scales
with recovery processes on longer time scales. Comparing this assumption with a
model that has a constant recovery time independent of the excitation (model 2)
does not show a clear preference for either of the models. Another term of inter-
est in the model is a linear trend with similar parameters for both models. In the
case of model 1, this trend can be explained by a long lasting decay of one or more
large earthquakes before the study period. For model 2, there is no evident physical
explanation.
Laboratory tests with ultrasound confirm the correlation between the amplitude
of the coseismic velocity decrease and the amplitude of excitation. Furthermore,
the recovery time was found to increase with increasing excitation, which supports
model 1.
88
This thesis shows two examples of dynamic processes in the Earth’s subsurface
with an annual periodicity: The hydrological forcing due to ground water level
changes in Ketzin as well as the thermal stress in Northern Chile, which also influence
GPS and strain measurements. Environmental influences on seismic velocity are a
significant aspect in many seismic applications. Besides identical source-receiver ge-
ometry, also knowledge of the hydrological conditions in the near-surface material is
a requirement for a successful active time-lapse experiment. For example in Ketzin, a
comparison of two repeated active seismic surveys showed considerable near-surface
velocity variations caused by different amount of precipitation (Kashubin et al.,
2011). The information about velocity variations from passive measurements could
therefore be used for the correction of shifts of seismic arrivals in time-lapse active
seismics. As shown, frost also has an impact on the seismic velocity. Recently,
Overduin et al. (2015) showed that it is possible to extract information about the
thickness of unfrozen sediments in marine permafrost regions with analysis of spec-
tral ratios of the ambient seismic noise wave field. As water temperature near the
sea floor is above the solidus temperature of water, there exists a layer of several
meters of unfrozen sediments below the sea floor. Permafrost degeneration of several
centimeters per year between 1983 and today (Overduin et al., 2015) has manifold
consequences such as discharge of methane hydrate or reinforced coastal erosion. A
continuous passive monitoring of seismic velocity together with the thickness of un-
frozen sediments in large areas could lead to the possibility of obtaining very precise
results on the extent of permafrost degeneration. Material weakness due the lack of
stabilizing ice in association with water is known as possible trigger mechanism for
coastal erosion and landslides. A cheap and environmentally friendly monitoring of
water and freezing/thawing could provide forecasting of these hazards as well a a
deeper comprehension of the physical mechanisms and their interactions.
Coseismic velocity decreases were found in several studies, but there are also
examples where no such velocity variation was observed, although the seismic sta-
tion was not further away than stations in other studies where coseismic velocity
decreases were observed. A comprehensive analysis of possible velocity changes at
seismic stations with detailed information of the subsurface material and a moni-
toring of environmental parameters at the station should be carried out. This could
lead to a better understanding of the relation between mesoscopic nonlinearity and
coseismic velocity decrease and its recovery. It should be analyzed in detail how the
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strength of nonlinearity affects the sensitivity to thermal and potentially also hy-
drological forcing. Laboratory tests with the geomaterial at the stations should be
carried out in order to find proper relationships between the amplitude of excitation,
the amplitude of velocity decrease as well as the recovery time and the influence of
temperature depending on the composition and prehistory of the sample in terms
of excitations as well as temperature and maybe moisture.
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A Appendix
A.1 Appendix for chapter 4
Supplementary results of velocity changes for additional station pairs in Ketzin: In
the frequency range of 1.5-3Hz periodic velocity variations are consistently observed
for different station pairs. A consistent trend is absent for 0.5-0.9Hz.
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Figure A.1: Upper panels: Velocity changes in a time window of 3-35 s after the 300 m/s phase for
station pairs with a mean correlation coefficient higher than 0.75 for a) 1.5-3Hz and b) 0.5-0.9Hz.
Lower panels: Correlation coefficients between reference trace and cross-correlation trace for a)
1.5-3Hz and b) 0.5-0.9Hz; the results are averaged over 30 days.
91
A.2 Appendix for chapter 5
Supplementary results for the velocity changes obtained in northern Chile and the
error estimation for the model parameters:
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Figure A.2: Similarity matrices of the PATCX autocorrelations (10-15 s) for different components
and different frequencies. Negative correlation coefficients appear white. The blue dots in the
similarity matrix symbolize the velocity variations with the best correlation between the stretched
autocorrelation functions and the reference trace. The absolute ground accelerations integrated
over 1 day are plotted with gray bars.
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Figure A.3: Similarity matrices of the PATCX vertical component autocorrelations (4-6Hz) for
different time windows of 5-10 s, 10-15 s and 15-20 s. Negative correlation coefficients appear white.
The blue dots in the similarity matrix symbolize the velocity variations with the best correlation
between the stretched autocorrelation functions and the reference trace.
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Figure A.4: Error estimation of every model parameter in the model (frequency: 4-6Hz, time
window: 10-15 s). The integrated correlation values predicted by the model are plotted with black
stars and the corresponding Gauss fit is plotted with a green line. The correlation threshold is
marked with a blue line.
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Figure A.5: Map of northern Chile with the IPOC stations used in this study. The color code
represents the acceleration integrated over one day at the stations in m/s. The outer triangle refers
to the accelerations on 04/01/14 (Iquique earthquake) and the inner triangle to the accelerations
on 11/14/2007 (Tocopilla earthquake). The rupture slip distribution of these earthquakes from
Schurr et al. (2012, 2014) are displayed with red isolines (0.5 to 3m for the Tocopilla event and
0.5 to 5 m for the Iquique event). The gps (CRSC) and the creepmeter stations (FOR2, CHO2)
are plotted with black circles.
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Figure A.6: The upper subplots of each station show the similarity matrices of the IPOC stations
shown in Figure A.5 between 10-15 s and 4-6Hz. Negative correlation coefficients appear white.
The blue dots in the similarity matrix symbolize the velocity variations with the best correlation
between the stretched autocorrelation functions and the reference trace. The absolute ground
accelerations integrated over 1 day are plotted with gray bars. The lower subplots for each station
show the spectra after event removal as well as the mean amplitude for each day.
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Figure A.7: Same as in Fig. A.6 for the remaining stations.
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