This paper proposes a high-performance feedback neural network model for solving nonlinear convex programming problems with hybrid constraints in real time by means of the projection method. In contrary to the existing neural networks, this general model can operate not only on bound constraints, but also on hybrid constraints comprised of inequality and equality constraints. It is shown that the proposed neural network is stable in the sense of Lyapunov and can be globally convergent to an exact optimal solution of the original problem under some weaker conditions. Moreover, it has a simpler structure and a lower complexity. The advanced performance of the proposed neural network is demonstrated by simulation of several numerical examples.
INTRODUCTION
In the recent years many artificial neural networks developed to solve the optimization problems, because it has many important applications in wide variety of scientific and engineering fields including network economics, transportation science, game theory, military scheduling, automatic control, signal processing, regression analysis, structure design, mechanical design, electrical networks planning, and so on [1] . In many scientific and engineering applications, it is desire to have real-time on-line solutions of optimization problems [2] . Traditional optimization algorithms [1, 3, 4, 5, 6 and 7] are not suitable for real-time on-line implementation on digital computers. One promising approach to handle these difficulties is to employ an artificial neural network based on circuit implementation. The most important advantages of the neural networks are massively parallel processing and fast convergence. Many continuous-time neural networks for constrained optimization problems have been developed using penalty parameters [8, 9 and 10] . To avoid the penalty parameters, some significant works have done in recent years [11, 12, 13, 14, 15 and 16] . In this paper, we propose a class of neural networks with one hidden layer structure in order to solve nonlinear convex programming problems with hybrid constraints in real time. This model of neural networks has no adjustable parameters and therefore has lower complexity. The projection operator on a closed convex set is employed to describe the network to solve nonlinear programming problem. We define a suitable Liapunov function and prove the global convergence of the network.
The paper organized as follow. In the next section we introduce nonlinear programming problem with bound constraints and its equivalent formulation is described. In section 3, a feedback neural network model with circuit implementation is proposed. Section 4 discusses the stability of the proposed network and analyzes its global convergence. Extension of a proposed neural network for solving nonlinear programming problems with hybrid constraints is given in Section 5. In Section 6, numerical examples are simulated to show the reasonableness of our theory and demonstrate the high performance of proposed neural networks approach. A comparative analysis is presented in Section 7. Some conclusions are summarized in the last section.
NONLINEAR PROBLEM WITH BOUND CONSTRAINTS AND FORMULATION
Consider the following nonlinear convex programming problem with bound constraints: 
Proof. See [17 and 18] .
We first give a sufficient and necessary condition for the solution of problem (1) . It is the theoretical foundation for us to design the network for optimization problems. 
According to the Karush-Kuhn-Tucker condition [19] and using the projection theorem [20] , we can obtain easily the following lemma.
Lemma 2.
* x is an optimal solution of (1) 
Proof. See [20] .
NEURAL NETWORK MODEL AND CIRCUIT IMPLEMENTATION
Based on the equivalent formulation in Lemma 2, we propose a feedback neural network for solving (1), with its time dependent dynamical system being given by 
STABILITY AND CONVERGENCE OF THE NETWORK
In this section, we shall study the dynamics of network (3). We first define a suitable Liapunov function and then prove the global convergence of network (3) ( ) y t ∈ Χ , the neural network (3) has a unique solution ( ) ( ( ), ( )) 
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for the neural network (3).
E z t that is defined as follow is Liapunov function of system (3).
z is an equilibrium point of (3). Moreover, the network (3) is globally convergent to the solutions set of problem (1). Proof. We have
In the inequality of Lemma 1, let 
where ˆˆ( , )
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Similar to the previous analysis, we have Therefore, the proposed neural network in (3) is globally convergent to a KKT point of (1). 
NEURAL NETWORK FOR NONLINEAR
Corollary 2. We can have same analytical discussions about neural network (5) and handle them to reach optimum solution of problem (4).
SIMULATION EXAMPLES
We discuss the simulation results using numerical examples to demonstrate the global convergence property and effectiveness of the proposed neural networks. We have written a Matlab 2010 code for solving models (3) and (5) and executed the code on an Intel Corei5. Based on numerical simulations, the proposed models have a very fast convergence to exact optimal solutions of problems (1) and (4). This is one of the advantages of our networks in comparison with existing neural networks. . It can be seen that objective function is strictly convex and the feasible region is a convex set. Note that 
The nonlinear programming problem (7) has the exact optimum 
COMPARATIVE ANALYSIS
To see how well the present neural network model is, we compare it with one existing network model for solving nonlinear convex programming problems. Consider (4) is min ( ) . . Neural network model for solving (9) was developed in [15] . Its dynamical equation is described by It has two layers and because of an additional nonlinear term, it is more complex in structure than the proposed neural network model (10) . Therefore our network implementation is more economical, which is very important for implementing of the large-scale neural network.
