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ABSTRACT 
T h i s  r e p o r t  shows how one may u s e  t h e  f i r s t - p a s s a g e  
p r o b a b i l i t y  a s  a measure of performance i n  a s t o c h a s t i c  
c o n t r o l  problem. Some g e n e r a l  background i s  p r e s e n t e d  
a l o n g  w i t h  a ma themat i ca l  f o r m u l a t i o n  which l e n d s  i t s e l f  
t o  numer i ca l  computa t ion .  To demons t r a t e  some o f  t h e  
d e t a i l s  o f  computa t ion  a n  a c t u a l  example i s  i n c l u d e d .  
. 
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1 . I n t r o d u c t i o n  
There are  many problems i n  s c i e n c e  and e n g i n e e r i n g  
which i n v o l v e  t h e  e x c i t a t i o n  o f  a s y s t e m  b y  some random 
d i s t u r b a n c e .  The o u t p u t  of such  a s y s t e m  i s  t h e n  a ran-  
dom v a r i a b l e  and must b e  t rea ted  from a s t a t i s t i c a l  r a the r  
t h a n  a d e t e r m i n i s t i c  s t a n d p o i n t .  Averages,  mean-squares,  
and h ighe r  s t a t i s t i c a l  moments may b e  used as  y a r d s t i c k s  
t o  e v a l u a t e  t h e  r e s p o n s e .  F o r  wide c lasses  of problems 
these  measures  may p r o v i d e  a s  much i n f o r m a t i o n  a s  one 
r e a l l y  needs ;  f o r  o t h e r  problems one would l i k e  t o  know 
much more about  t h e  r e sponse .  
The s p e c i f i c  t y p e  of problem t o  be c o n s i d e r e d  here 
i s  one f o r  which t h e r e  are s u f f i c i e n t l y  large e x c u r s i o n s  
o f  t h e  r e s p o n s e  t o  make f a i l u r e  a n  imninent  p o s s i b i l i t y .  
F a i l u r e  w i l l  be d e f i n e d  s imply  a s  t h e  f i r s t  c r o s s i n g  o f  
some p r e d e f i n e d  l e v e l ,  o r  more p r e c i s e l y ,  a s  t h e  e n t r a n c e  
o f  t h e  s t a t e  v e c t o r  i n t o  some f o r b i d d e n  r e g i o n  o f  s t a t e  
s p a c e  f o r  t h e  first time i n  a g i v e n  i n t e r v a l  o f  o p e r a t i o n .  
F o r  t h i s  t y p e  of problem t h e  n o t i o n s  o f  average  l e v e l  
o f  r e s p o n s e  or  mean-square o f  r e s p o n s e  do n o t  t e l l  ve ry  much 
a b o u t  how l o n g  one shou ld  expec t  a s y s t e m  t o  o p e r a t e  wi thou t  
fa i l ing.  It would t h e r e f o r e  b e  most des i r ab le  t o  a c t u a l l y  
compute t h e  p r o b a b i l i t y  d e n s i t y  of t h e  time t o  f i rs t  pas- 
s a g e .  U n f o r t u n a t e l y  t h i s  t u r n s  out  t o  be a d i f f i c u l t  problem 
a n d  o n l y  t h e  s i m p l e s t  o f  examples have been so lved  a n a l y t i -  
c a l l y .  I n  a n  a t t e m p t  t o  f i n d  approximate  s o l u t i o n s  i n v e s t i -  
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g a t i o n s  have been and are be ing  made i n t o  v a r i o u s  computa- 
t i o n a l  schemes based upon Monte C a r l o  methods and n u m e r i c a l  
d i f f u s i o n  o f  p r o b a b i l i t y  mass. c 1 3  
It i s  p o s s i b l e  t o  e n v i s i o n  even more compl i ca t ed  prob- 
l e m s  i n  which some s o r t  of f e e d b a c k  c o n t r o l  i s  invo lved ,  
e i t h e r  f o r  t h e  e x p l i c i t  purpose of min imiz ing  f a i l u r e  proba-  
b i l i t y  o r  f o r  some o t h e r  u n r e l a t e d  pu rpose .  The q u e s t i o n  
o f  s y n t h e s i z i n g  a c o n t r o l  f u n c t i o n  t o  p r o v i d e  minimum f a i l -  
ure p r o b a b i l i t y  o r  o f  f i n d i n g  t h e  maximum f a i l u r e  p r o b a b i l i t y  
w i t h  a g i v e n  c o n t r o l  f u n c t i o n  i s  t h e n  more complex because  
a n  o p t i m i z a t i o n  i s  involved i n  a d d i t i o n  t o  t h e  f i r s t  passage 
problem. An example of t h e  l a t t e r  c a s e  may a r i se  when a 
f l e x i b l e  l a u n c h  v e h i c l e  i s  s u b j e c t e d  t o  a random wind f i e l d .  
The r e s u l t i n g  bending v i b r a t i o n  may b e  so s e v e r e  t h a t  t h e  
v e h i c l e  w i l l  a c t u a l l y  b r e a k  up .  T h i s  pape r  shows how dynamic 
programming may b e  used  a s  a c o m p u t a t i o n a l  means t o  a t t ack  
s u c h  problems.  
2 .  Dynamic Programming 
Dynamic Programming is  now a w i d e l y  used  t o o l  i n  t h e  
s t u d y  of op t ima l  c o n t r o l  problems and m u l t i s t a g e  d e c i s i o n  
p r o c e s s e s .  The method i s  based upon the  P r i n c i p l e  o f  
O p t i m l i t y  which s t a t e s :  An o p t i m a l  p o l i c y  h a s  t h e  p r o p e r t y  
t h a t  whatever  t h e  i n i t i a l  s t a t e  and i n i t i a l  d e c i s i o n s  a r e ,  
t h e  r ema in ing  d e c i s i o n s  m u s t  c o n s t i t u t e  an  o p t i m a l  p o l i c y  
w i t h  regard t o  t h e  s ta te  r e s u l t i n g  from t h e  f i r s t  d e c i s i o n .  c21 
I n  o r d e r  t o  c l a r i f y  the  meaning o f  t h i s  s t a t e m e n t  
c o n s i d e r  t h e  f o l l o w i n g  example ( s ee  F i g .  1). Suppose it be  
r e q u i r e d  t o  f i n d  t h e  r o u t e  from e a c h  s t a r t i n g  p o i n t  ( A ,  €3, C ,  D) 
tha t  g e t s  t o  t h e  f i n i s h  l i n e  a t  minimum t o t a l  c o s t .  The c o s t  
f o r  e a c h  leg i s  i n d i c a t e d  by t h e  number a d j a c e n t  t o  t h e  l e g .  
A t  e a c h  i n t e r m e d i a t e  j u n c t i o n  one must choose t o  go  e i t h e r  
S t r a i g h t  ahead o r  t o  f o l l o w  a d i a g o n a l  p a t h .  
S t a g e  1 S t a g e  2 S t a g e  3 F i n i s h  Line 
One approach  would be t o  enumerate a l l  p o s s i b l e  p a t h s ,  
c a l c u l a t e  t h e  t o t a l  c o s t  f o r  e a c h  one, anu f i n d  the one w i t h  
l ea s t  t o t a l  c o s t .  The obvious d i s a d v a n t a & e  i n  doing  t h i s  i s  
t h a t  t h e  number of p a t h s  i n c r e a s e s  g e o m e t r i c a l l y  w i t h  t h e  
number of s t a g e s ,  and f o r  l a rge  problems t h e  s i t u a t i o n  g e t s  
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I .  
r a p i d l y  ou t  of hand. 
Cons ide r  on t h e  o t h e r  hand t h e  f o l l o w i n g  approach  
j u s t i f i e d  by t h e  p r i n c i p l e  of o p t i m a l i t y .  S t a r t i n g  w i t h  
stage 3 draw i n  t h e  p a t h s  from e a c h  p o i n t  t h a t  have min i -  
mum c o s t .  The  diagram now l o o k s  as f o l l o w s .  
0 0 
Fi . 2  % 
The o t h e r  pa ths  at  t h e  l a s t  stage are  e l i m i n a t e d  once 
and f o r  a l l  because  once we ge t  t o  stage 3,  no  matter a t  
which p o i n t ,  t h e  remainder  of t h e  p a t h  must be  op t ima l .  
Using t h e  same r e a s o n i n g ,  s ta r t  a t  e a c h  p o i n t  from stage 2 
and  compute t h e  t o t a l  c o s t  f o r  each p o s s i b i l i t y ,  and draw i n  
o n l y  t h e  r o u t e s  w i t h  lowest  c o s t .  Our d e c i s i o n  will be t o  
choose  
The r e s u l t i n g  new f i g u r e  will be 
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Note t h a t  a t  e a c h  stage t h e  amount o f  computa t ion  i s  t h e  
same, s i n c e  t h e  o p t i m a l  r o u t e s  a l o n g  w i t h  t h e i r  c o s t s  f o r  
t h e  remainder  of t h e  p a t h  have a l r eady  been computed. 
i s  a s imple  a p p l i c a t i o n  of t h e  P r i n c i p l e  of O p t i m a l i t y .  
T h i s  
S t a r t i n g  f i n a l l y  a t  s t a g e  1 t h e  o p t i m a l  p a t h s  are 
o b t a i n e d  
All l e g s  which are n o t  segments of o p t i m a l  r o u t e s  have been 
d i s c  arded 
The p r e c e d i n g  example i s  a h e u r i s t i c  e x p l a n a t i o n  of 
t h e  P r i n c i p l e  of O p t i m a l i t y ,  and does  n o t  t ouch  at  a l l  on 
many of t h e  f a r - r e a c h i n g  consequences o f  t h i s  seemingly  
s imple  concept .  
a p p l i c a t i o n s  may be found i n  r e f e r e n c e  [2]. 
Rigorous  mathematical d e r i v a t i o n s  and many 
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3 .  A p p l i c a t i o n  o f  Dynamic Programming i n  t h e  D i s c r e t e  
De te rmina te  Case 
The same ideas  which were u s e d  above may be a p p l i e d  t o  
a more g e n e r a l  example i n v o l v i n g  a d i f f e r e n c e  e q u a t i o n ,  w i t h  
d e c i s i o n s  t o  be  rrade a t  each s t a g e  on t h e  s e l e c t i o n  o f  one 
o f  s e v e r a l  v e c t o r s ,  The t o t a l  c o s t  w i l l  be computed on t h e  
bas i s  o f  t h e  r o u t e  fo l lowed and o f  t h e  v a l u e s  chosen  f o r  t h e  
c o n t r o l  v e c t o r s .  The d i f f e r e n c e  e q u a t i o n  i s  g i v e n  by 
+ 
where xi i s  the s t a t e  v e c t o r  a t  s t a g e  i, a v e c t o r  f u n c t i o n ,  
and yi a c o n t r o l  v e c t o r  chosen a t  s t a g e  i. 
the  e a r l i e r  i d e a  o f  a t o t a l  c o s t  a t t a c h e d  t o  a c e r t a i n  r o u t e ,  
+ Expanding upon 
a c o s t  f u n c t i o n  Fn w i l l  now be d e f i n e d  which depends upon t h e  
v a r i o u s  s ta tes  and t h e  d e c i s i o n s  made a t  e a c h  s t a g e ,  t h a t  i s  
Les t  one become confused by t h e  seeming complex i ty  of  
t h e  above f u n c t i o n ,  it should be emphasized t h a t  Pn i s  s imply  
a means t o  e v a l u a t e  t h e  performance o f  t h e  system i n  some 
qu a n t  it a t  i v e  way. 
Suppose now t h a t  Pn may be s e p a r a t e d  i n t o  a c o n t r i b u t i o n  
f rom each stage: 
To minimize F a p p l y  t h e  same r e a s o n i n g  t h a t  was used  
i n  t h e  e a r l i e r  example. A s y s t e m a t i c  approach  i s  t o  f i r s t  
d e f i n e  
n 
A. 
(4) 
where t h e  n o t a t i o n  $ in  means t h a t  t h e  m i n i m i z a t i o n  i s  
t o  be t a k e n  ove r  a l l  v a l u e s  o f  t h e  s e t  yo, y , ,  .. , 
{ Y i )  
+ +  + 
Yn-1 
Observe t h a t  
+ 
f ,  ( c )  = Kin h o ( z ,  ;o) 
$0 
( 5 )  
and may e a s i l y  be  found by  a s e a r c h  ove r  t h e  a l lowed  v a l u e s  
of  yo. T h i s  i s  done f o r  a l l  v a l u e s  of t h e  i n i t i a l  s t a t e  g. + 
To f i n d  f ,  ( c ' ) ,  u s e  the  r e l a t i o n s h i p  e s t ab l i shed  t h r o u g h  
t h e  P r i n c i p l e  of O p t i n i a l i t y ,  t h a t  i s  
Once f ,  ( c ' )  has been found f o r  a l l  v a l u e s  o f  z ,  t h e  
above r e l a t i o n s h i p  may then be used t o  f i n d  f ,  ( z ) .  
C o n t i n u i n g  i n  t h i s  manner one f i n a l l y  a r r i v e s  a t  t h e  
s o l u t i o n  t o  t h e  problem f n  (c ' ) .  
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4 .  A p p l i c a t i o n  o f  Lynamic Programming i n  t h e  P i s c r e t e  
S t o c h a s t i c  Case 
The f o r m u l a t i o n  o f  t h e  p r e c e d i n g  s e c t i o n  a p p l i e s  j u s t  
a s  w e l l  i n  t h e  s t o c h a s t i c  case  where 
+ and ri i s  a random v e c t o r  of t h e  w h i t e  n o i s e  t y p e .  
d i f f e r e n c e  i s  t h a t  now the  c o s t  f u n c t i o n  v n  w i l l  depend on 
t h e  random v e c t o r s  si, where i = 0 ,  1, ..., n-1. S ince  'I" n 
i s  t h e r e f o r e  a s t o c h a s t i c  q u a n t i t y  it o n l y  rnakes sense  t o  
The o n l y  
minimize i t s  expec ted  va lue .  r e f i n e  
A A 
By t h e  P r i n c i p l e  o f  Op t ima l i ty ,  
The c o m p u t a t i o n a l  procedure  i s  e x a c t l y  t h e  same e x c e p t  
t h a t  t h e  e x p e c t a t i o n  ove r  Po must be t a k e n  a t  e a c h  stage. 
The method of t h i s  s e c t i o n  w i l l  now be a p p l i e d  t o  t h e  f i r s t  
p a s s a g e  problem. 
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5 The First-Passage Problem 
L e t  R be t h e  " sa fe"  o r  a l lowed region of s t a t e  space.  
Def ine  t h e  f u n c t i o n  h i ( z i ,  Ti, ;i) by  
+ + +  + + +  + + 
hi(xi,  y i ,  r i) = 1 if X ~ E R  and g (x i ,  y i3  r i ) d R  
(10) 
= 0 o the rwise  
Then 
i s  t h e  p r o b a b i l i t y  t h a t  f a i l u r e  o c c u r s  i n  t h e  t r a n s i t i o n  
from t h e  i t h  t o  t h e  (i + i ) s t  stage g i v e n  a n  i n i t i a l  s t a t e  
xi  and c o n t r o l  v e c t o r  yi* 
p r o b a b i l i t i e s  p("r i )df i  over  t h o s e  v a l u e s  of ri  which c a u s e  
xi+l  t o  l e a v e  R.  
t i o n  c o n d i t i o n  
+ + 
It is s i m p l y  t h e  sum of t h e  
+ 
-b 
T h i s  requi rement  t o g e t h e r  w i t h  t h e  absorp-  
allows f a i l u r e  t o  occur  at most once i n  any e v o l u t i o n  of 
t h e  system. The t o t a l  p r o b a b i l i t y  of  f a i l u r e  ove r  n stages is 
-11- 
T h e  c o n t r o l  problem now t a k e s  o n  t h e  form of f i n d i n g  a 
sequence o f  y ' s ,  s u b j e c t  t o  various c o n s t r a i n t s ,  which 
minimizes  ( 1 3 ) .  
-+ 
A s  b e f o r e ,  t h e  n-s tage  c o s t  f u n c t i o n ,  dependent  on 
t h e  i n i t i a l  c o n d i t i o n  g ,  i s  g i v e n  b y  
f n ( c )  + = Kin Exp 1 h i ( x i ,  + -+ y i ,  Pi)  + n- 1 
-+ -+ i = o  
t yi) { ri 1 
It i s  t h e  minimum p r o b a b i l i t y  of sys tem f a i l u r e  over  n stages.  
F o r  n = 1, 
The P r i n c i p i e  of  O p t i m a l i t y  y i e l d s  t h e  r e c u r r e n c e  r e l a t i o n -  
s h i p  
6. Case of No C o n t r o l  
To set t h e  ground for an  a c t u a l  example of t h e  method, 
c o n s i d e r  t h e  c a s e  of no c o n t r o l .  Assume wi thout  l o s s  of 
g e n e r a l i t y  t h a t  5 i s  i d e n t i c a l l y  z e r o .  Then t h e  c o s t  
f u n c t i o n  
-b + . n-1 + 
f n ( c )  = Exp 1 hi(xi ,  0 ,  r i )  
{ ? , l i = o  
g i v e s  t h e  f a i l u r e  p r o b a b i l i t y  o v e r  n s tages ,  and 
(17 
The r e c u r r e n c e  r e l a t i o n s h i p  i s  
E q u a t i o n s  (17), (18), and (19) are i d e n t i c a l  w i t h  (14), (15), 
and (16)  e x c e p t  f o r  t h e  c h o i c e  o f  5, = o and t h e  omiss ion  of  
t h e  min imiza t ion .  So i n  t h e  spec ia l  c a s e  o f  no  c o n t r o l ,  t he  
a n a l y s i s  s imply y i e l d s  t h e  f i r s t  passage  p r o b a b i l i t i e s .  The 
meaning of Equat ion  (19) may be made c l e a r  by  c o n s i d e r i n g  
separately each of t h e  two terms a p p e a r i n g  on  t h e  r i g h t  hand 
s ide :  
+ 
L A 
0 0 
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The f i rs t  term r e p r e s e n t s  t h e  p r o b a b i l i t y  o f  f a i l u r e  
d u r i n g  t h e  f i r s t  stage of t h e  p r o c e s s .  The second term 
amounts t o  f i n d i n g  t h e  p r o b a b i l i t y  t h a t  Go w i l l  assume a 
c e r t a i n  v a l u e ,  m u l t i p l y i n g  by  t h e  p r o b a b i l i t y  o f  f a i l u r e  
ove r  t h e  l as t  n-1 stages g i v e n  t h a t  f o  assumes t h i s  v a l u e ,  
and i n t e g r a t i n g  ove r  a l l  t h e  v a l u e s  which ;o may assume. 
The second term i s  t h e r e f o r e  t h e  p r o b a b i l i t y  o f  f a i l u r e  
ove r  t h e  l a s t  n-1 stages of t h e  p r o c e s s  g i v e n  t h a t  t h e  
s y s t e m  has n o t  f a i l e d  d u r i n g  t h e  f i rs t  stage.  
-14- 
A N  EXAMPLE 
THE SYSTEM 
S ince  so  f e w  f i r s t - p a s s a g e - t i m e  problems have been 
s o l v e d  a n a l y t i c a l l y ,  i t  i s  d i f f i c u l t  t o  f i n d  r e l i a b l e  so lu -  
t i o n s  t o  u s e  f o r  t h e  sake of comparison. It  was f i n a l l y  
d e c i d e d  t o  c o n s i d e r  t h e  problem of  t h e  Brownian mot ion  of 
a p a r t i c l e  i n  a v i s c o u s  medium. For  t h o s e  more concerned 
w i t h  mechan ica l  s y s t e m s ,  it shou ld  be p o i n t e d  o u t  t h a t  t h i s  
i s  p r e c i s e l y  t h e  same problem a s  a mass-damper system s u b j e c t  
t o  whi te -noise  e x c i t a t i o n  a s  shown i n  F i g u r e  5 below. 
1, 0 I Fit. S 
/ / / / / / / / / f l y / /  / 
Fol lowing  t h e  n o t a t i o n  o f  Wang and Uhlenbeck5, t h e  e q u a t i o n  o f  
mot ion  w i l l  be 
dv + bv = K ( t )  m(E) 
where m = mass 
v = v e l o c i t y  
b = c o e f f i c i e n t  o f  damping 
and K ( t )  i s  t h e  f l u c t u a t i n g  f o r c e  o f  which the  ave rage  v a l u e  
-15- 
i s  z e r o  and which has a p r a c t i c a l l y  whi te  spectrum. 
Then e q u a t i o n  ( 2 1 )  m a y  be w r i t t e n  i n  t h e  form 
The s p e c t r a l  d e n s i t y  of Q(t) i s  t a k e n  t o  be 4D and Q ( t )  
i s  assumed t o  be Gauss ian  w i t h  z e r o  mean. Thus, 
R ( t  -t2) = /Q(t,)&(t,)) = 2 D 6 ( t , - t 2 )  ( 2 4 )  QQ 1 \ 
-16- 
DISCRETE REPRESENTATION OF SYSTEM 
The d i f f e r e n t i a l  e q u a t i o n  o f  motion may be c o n s i d e r e d  
i n  terms o f  t h e  d i s c r e t e  approximat ion  
i + l -  xi 
X 
+ Bxi = Q(ti)  
A t  
T h i s  means t h a t  i t  i s  n e c e s s a r y  t o  f i n d  a d i s c r e t e  approxi i ia-  
t i o n  t o  t h e  random f u n c t i o n  Q(t> as  w e l l .  
-17- 
DISCRETE APPROXIMATION TO WHITE NOISE 
6 Fol lowing  Cook , c o n s i d e r  t h e  random f u n c t i o n  composed 
o f  s t a t i s t i c a l l y  independent  s q u a r e  p u l s e s  w i t h  a Gauss i an  
gmpl i tude  d i s t r i b u t i o n  
Q I  
The a u t o  c o r r e l a t i o n  f u n c t i o n  o f  t h i s  time ser ies  i s  
< t o  
( 2 6 )  
R e c a l l i n g  our o r i g i n a l  assumption o n  Q ( t )  
R (T) = 2D6(r) T = t,-t, QQ 
and n o t i n g  t h a t  
r c 1 - IT11 l im t o+o 
0 
= 6(T) 
- u t +o [- 0 t 
1 - I$ T 
0 2D 1311 1 = u? c 1 - IF11 
0 0 
We conclude .  t h a t  for small to  
For  a n  e v a l u a t i o n  of  t h i s  assumpt ion ,  see F i g u r e  ( 3 )  i n  t h e  
Appendix, r e p r i n t e d  from Cook's d i s s e r t a t i o n  . c 61 
-19- 
N U P E R I C A L  EVALUATION OF f - ( c )  
S t a r t  w i t h  t h e  e q u a t i o n  
Now form a set  of g r i d  p o i n t s  t o  s t o r e  t h e  v a l u e  o f  the  s ta te  
v a r i a b l e .  Note t h a t  i f  c i R,  t h e  f i r s t  i n t e g r a l  above i s  
z e r o  b y  t h e  d e f i n i t i o n  of  h .  The second i n t e g r a l  i s  a l s o  
z e r o  s i n c e ,  by  t h e  d e f i n i t i o n  of g and h ,  i f  c E! R t h e n  
W 
f , ( C )  = I, p ( r ) h ( c ,  0, r ) d r  = 0 
W 
Hence, i t  i s  n o t  n e c e s s a r y  t o  ex tend  t h e  g r i d  t o  t h o s e  
v a l u e s  f o r  which c t! R. 
S ince  f n - , ( c )  h a s  on ly  been computed f o r  v a l u e s  of  c 
l y i n g  on a g r i d  o f  p o i n t s  and one i s  now r e q u i r e d  t o  
compute f n  - , ( g ( c ,  0, r ) ) ,  it would be c o n v e n i e n t  i f  g would 
f a l l  e x a c t l y  on t h e  same g r i d  p o i n t s  as  c so t h a t  no i n t e r -  
p o l a t i o n  would be n e c e s s a r y .  The assumpt ion  i s  t h e r e f o r e  
A X  made that f n  , ( c )  i s  c o n s t a n t  f o r  x - 2 - - 
The second i n t e g r a l  may then  be  approximated  by  
r i  t Ar/2 
ri  - A r / p  
m 
p ( r ’ ) d r l  i= 1 1fn- i  ( X i )  i ( 3 3 )  
-2 0- 
where xi d e n o t e s  t h e  v a l u e  o f  x a t  t h e  i t h  g r i d  l o c a t i o n  and 
r. i s  found by i n v e r t i n g  x i  = g ( c ,  0, ri) 
S i n c e  r i s  a s s h e d  t o  have a G a u s s i a n  d i s t r i b u t i o n ,  i n t e g r a l s  
of t h e  t y p e  ( a  p ( r ) d r  
a polynomia l  approx ima t ion  o f  t h e  e r r o r  f u n c t i o n .  
1 
b 
may be  n u m e r i c a l l y  e v a l u a t e d  from 
I n  t h e  u s u a l  t h e o r y  of t h e  Brownian mot ion  based upon 
t h e  o r d i n a r y  d i f f u s i o n  e q u a t i o n  - a P  - D B  a f e w  f i r s t - p a s s a g e -  
time problems have been c o n s i d e r e d  and so lved  by Smoluchowski 
and o t h e r s .  
Smoluchowski can  a l s o  be used f o r  a one-dimensional  Gauss i an  
Markov p r o c e s s  x ( t )  and t h a t  one c a n  show t h a t  t h e  p r o b a k i l i t y  
d e n s i t y  w(c, t ) d t  of  t h e  f irst-passage time t o  r e a c h  x = 0 
s t a r t i n g  from c i s  g i v e n  by 
a t  ax2 
Wang and Uhlenbeck5 s t a t e  t h a t  t h e  method of 
W ( C ,  t ) d t  = C ( Z )  2~ "2 exp (7 -Bc2 z 2 ) d z  
where z = e - B t  (l-e-2Bt)- ' /2 
( 3 4 )  
I n  t h e  g r a p h s  which fo l low,  t h e  d i s t r i b u t i o n  f u n c t i o n  
l a b e l e d  ( D )  was o b t a i n e d  from t h e  above e q u a t i o n  b y  n u m e r i c a l l y  
integrat ing w(c, t ) d t  f o r  v a r i o u s  v a l u e s  o f  c and f o r  B = .5. 
It should  be mentioned t h a t  t h e  n o r m a l i z i n g  c o n d i t i o n  on t h e  
p r o b a b i l i t y  d i s t r i b u t i o n  r e q u i r e s  a no rma l i z ing  c o n s t a n t  o f  
-1 i f  c > 0.  
(u 
0 
0 
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EXTENSION OF RESULTS - 
The method o u t l i n e d  i n  t h i s  paper  l e n d s  i t s e l f  q u i t e  
e a s i l y  t o  some impor t an t  g e n e r a l i z a t i o n s .  Note t h a t  i n  t h e  
example t r ea t ed ,  t h e  r e g i o n  R was chosen  s o  t h a t  r e s u l t s  
c o u l d  be compared w i t h  t h e  s o l u t i o n  g i v e n  by Wang and Uhlen- 
beck.  Yet any  r e g i o n  i n  s t a t e  space  migh t  j u s t  a s  w e l l  have 
been chosen  wi thou t  s i g n i f i c a n t  c o m p l i c a t i o n s .  
Another p o s s i b i l i t y  would b e  t o  i n t r o d u c e  t ime-vary ing  
c o e f f i c i e n t s  i n t o  t h e  system e q u a t i o n  and a g a i n  n o  s e r i o u s  
d i f f i c u l t i e s  would a r i s e .  
One might a l s o  c o n s i d e r  t h e  c a s e  of non-white n o i s e .  
S i n c e  mos t  n o i s e  can b e  though t  o f  as t h e  r e s u l t  of f i l t e r i n g  
w h i t e  n o i s e  ( i f  n e c e s s a r y  through a t ime-varying f i l t e r  ), 
one has on ly  t o  i n c r e a s e  t h e  d i m e n s i o n a l i t y  o f  t h e  system. 
T h i s  o f f e r s  no r e a l  c o n c e p t u a l  d i f f i c u l t y  a l t h o u g h  c e r t a i n  
c o m p u t a t i o n a l  problems may a r i s e .  F o r  example,  as  t h e  system 
d i m e n s i o n a l i t y  i n c r e a s e s ,  it f i n a l l y  beccmes i m p o s s i b l e  t o  
s t o r e  a s u f f i c i e n t l y  a c c u r a t e  s e t  o f  v a l u e s  o f  t h e  r e t u r n  
f u n c t i o n  on a g r i d  o f  p o i n t s  i n  t h e  c o r e  memory. One nust 
t h e n  r e s o r t  t o  one o f  a v a r i e t y  o f  s p e c i a l  t e c h n i q u e s .  
Of these s p e c i a l  t e c h n i q u e s  t h e  most u s e f u l  i s  p robab ly  
a polynomia l  approximat ion  scheme i n  which t h e  c o s t  f u n c t i o n  
i s  r e p r e s e n t e d  by a polynomial i n  t h e  components o f  t h e  
s t a t e  v e c t o r .  Not on ly  i s  c o r e  s t o r a g e  t remendous ly  reduced  
-27- 
b u t  i n  a d d i t i o n  t h e  a c t u a l  number of computa t ions  i s  c u t  
down, and  it may even be p o s s i b l e  t o  perform some of t h e  
n e c e s s a r y  i n t e g r a t  i 6 n s  ana ly t  i c a l l y  . 
method are  d i s c u s s e d  by  Bellman i n  r e f e r e n c e  2 .  
The d e t a i l s  of  t h i s  
-2% - 
APPENDIX 
The g raph  which f o l l o w s  r e p r e s e n t s  t h e  no rma l i zed  
6 power-spectrum o f  approximate w h i t e  n o i s e  o b t a i n e d  by Cook . 
It i s  based upon t h e  a u t o - c o r r e l a t i o n  f u n c t i o n  g i v e n  i n  
t h e  t e x t  i n  t h e  s e c t i o n  on white n o i s e .  
C a l c u l a t i o n s  t o  o b t a i n  t h e  f i r s t  p a s s a g e  p r o b a b i l i t i e s  
were done on t h e  CDC-6600 computer a t  N e w  York U n i v e r s i t y .  
. 
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