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The two-legged K-theoretic equivariant vertex
Anton Osinenko
In this work we study K-theoretic Donaldson-Thomas theory. We derive an explicit
formula for the capped vertex with two legs in a certain gauge. Using this result we
obtain an explicit formula for the operator corresponding to relative geometry of the
resolved conifold with two nontrivial legs. As a consequence, we prove polynomiality
in the Kahler variable of the operator for the corresponding absolute geometry.
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Donaldson-Thomas (DT for short) counts of curves have been a subject of extensive
study in the recent years due to its connections with mathematical physics and other
parts of mathematics. While DT theory can be defined for general coherent sheaves on
algebraic threefolds, the case of curves is of the most interest. Different enumerative
theories use different moduli spaces to properly define the object of study, see, for
example, [18] for an overview.
Early papers on DT theory used the Hilbert scheme approach. Hilbert scheme of
curves in a threefold X is defined as a moduli space of complexes of the form
0→ JC → OX → OC → 0,
where C is a 1-dimensional projective subscheme of X, and JC is the corresponding
ideal sheaf. Fixing the Euler characteristic χ(OC) = n and degree [C] = d ∈ H2(X,Z)




The corresponding virtual class was constructed by Donaldson and Thomas in [21,23]
and DT invariants in cohomology are defined via integration against it and combined








where q keeps track of the Euler characteristic and is known as the boxcounting pa-
rameter (the terminology will become clear in what follows), and Q is a Ka¨hler variable
keeping track of the degree.
In the pioneer work [28] an explicit formula for degree 0 partition function ZDT(X)0




was conjectured to coincide with the partition function for Gromov-Witten (GW) in-
variants after a certain change of variable. See [28] for exact formulas. This conjectural
GW = DT correspondence has been one of the main motivations for the development
of the DT theory and was proved in [30] for toric varieties and later generalized in [?].
For a toric variety X localization shows that curve counts in X can be done using
certain building blocks – equivariant edges and vertices. Cohomological equivariant
vertex was defined in [28] and was shown to generalize topological vertex of [1]. We
will give formal definitions of edges and vertices in Section 2.1.
While edges are very easy to describe 2-valent tensors, equivariant vertex is a very
complicated function parametrized by 3 partitions, and in practice one often uses its
certain gauge transformations called capped vertex. The corresponding transforma-
tion is given by the capping operator which is the fundamental solution of a certain
differential equation (difference equation in K-theory). See [14, 16] for details. In [30]
GW=DT correspondence is proved for toric varieties by matching capped vertices and
edges in both theories.
Geometrically capping corresponds to imposing boundary conditions on how the
curve C intersects a divisor. Let us fix a smooth divisor D in X. Then for every
3curve C there is a following sequence:
OC → OC → OC∩D → 0,
where the first map is given by multiplication by the equation of D. For curves in-
tersecting D transversally the first map injective. The set of such C forms an open
subset
Hilb⊥(X, d, n) ⊂ Hilb(X, d, n), (1.2)
and for every such C there is an intersection map
· ∩D : OC → OC∩D ∈ Hilb(D, d · [D]) (1.3)
to the Hilbert scheme of d · [D] points on the divisor D. The geometry of D is well un-
derstood [6,10], and one would like to pullback classes from Hilb(D) via the map (1.3),
but the pullback is not well-defined since (1.2) is an open subset. To remedy this, a
certain compactification of Hilb⊥(X, d, n) was introduced in [7]. This compactification
Hilb(X/D, d, n) is called the Hilbert scheme of X relative the divisor D and it allows
to write the following resolution of the map (1.3):
Hilb(X/D, d, n)
Hilb⊥(X, d, n) Hilb(D,d)
∩D (1.4)
Now the map on the right is proper and one can use it to define relative invariants.
For more detailed discussion and also for different kinds of boundary conditions (non-
singular and descendant insertions) one can impose on how the curve intersects the
divisor D, see [15].
The main result of this thesis is Theorem 4.4.1 which gives an explicit formula for
the 2-leg K-theoretic capped vertex. The corresponding formula in cohomology can be
4easily obtained by taking the cohomological limit.
The K-theoretic counts are defined in terms of the modified virtual structure sheaf
Oˆvir. It differs from the usual virtual structure sheaf by twisting by a square root of the
virtual canonical bundle Kvir, see [14,26] for the existence of the square root and for a
general discussion of why the counts should be defined in terms of the modified virtual
sheaf. We will give the precise definition of Oˆvir in the case of interest in Section 4.1.
Now the K-theoretic invariants can be defined by
χ(Oˆvir ⊗ tautological), (1.5)
where one can additionally insert different tautological classes in (1.5).
The K-theoretic counts are more complicated than the cohomological ones and are
usually done in different moduli spaces rather than Hilb(X, d, n). In this thesis we are
going to use the Pandharipande-Thomas (PT for short) spaces, which we will define
in Chapter 3. To see how much more suitable PT spaces are for computations, one
can compare the computation of the simplest vertex in the example 4.9 in [19] and in
Section 6 of [17]. See also example 3.2.1.
In more recent papers, the K-theoretic counts were studied in the context of the
quasimap moduli spaces [3]. The general theory for enumerative counts of quasimaps
to Nakajima varieties was developed in [14]
The structure of this thesis is as follows. In chapter 2 we review the localization
principle and define equivariant edges and vertices. In chapter 3 we recall the definition
of Pandharipande-Thomas spaces and derive the formula for the 2-legged PT vertex in
the refined limit.
In chapter 4 we define our main geometry which captures the equivariant vertex
with 2 legs and suggest an explicit formula for the latter. In chapter 5 we prove that
formula. In chapter 6 we discuss an application of the formula and deduce polynomial-
ity in Ka¨hler variable of the reduced partition function for the resolved conifold with 2
nontrivial parallel legs. We also prove a flop-type property for that partition function.
5Chapter 2
Localization and vertex
In this chapter we define the building blocks of DT theory – equivariant edges and
vertices, and discuss how partition functions for toric varieties can be computed in
terms of these blocks. We also discuss in details capped vertices and gluing in DT
theory.
2.1 Localization and vertex
One of the most important features and technical advantages of DT-theories is local-
ization, which allows to write the partition functions for toric varieties in terms of
vertices and edges mentioned above. It also allows one to use symbolic computation
interface to compute partition functions up to any order in boxcounting and Ka¨hler
variables to gain insight into those functions. Together with Henry Liu, we are going
to release an open source library that performs some of these computations. For the
sake of simplicity and clarity, in this chapter we will use the Hilbert scheme approach,
even though localization works for other moduli spaces also.
Let X be a nonsingular projective toric 3-fold with the 3-dimensional torus T acting
on it. Then the T -action on X naturally lifts to the action on Hilb(X, d, n) or the other
moduli spaces one can use instead. Then the partition function can be calculated via
virtual localization as a sum over fixed points of this action. These fixed points have
6the following combinatorial description in terms of 1-skeleton of the toric polygon ∆
of X.
Let XT be the set of the T -fixed points of X (or, equivalently, the set of vertices
of ∆). For each such point α denote by Uα ∼= A3 the corresponding T -invariant affine
open chart, and choose coordinates ti on T such that the T -action on Uα is given by
(t1, t2, t3) · (x1, x2, x3) = (t1x1, t2x2, t3x3).
To go between the affine charts Uα and Uβ connected by an edge Cαβ, one needs to
know the geometry near the edge, which is determined by the normal bundle
NCαβ/X = O(mαβ)⊕ O(m′αβ). (2.1)
The transition function is then given by
(x1, x2, x3) 7→ (x−11 , x2x−mαβ1 , x3x
−m′αβ
1 ) (2.2)
Now for each T -fixed ideal I ∈ Hilb(X, d, n), its restriction Iα on every Uα is also
T -fixed, and therefore is a monomial ideal Iα ⊂ C[x1, x2, x3]. Such monomial ideals in
turn are in 1-to-1 correspondence with 3-dimensional partitions consisting of exponents
of monomials that are not in the ideal:
piα = {(i1, i2, i3) : xi11 xi22 xi33 /∈ Iα}.
This correspondence can be easily visualized in 2 dimensions as shown in Figures 2.1,
2.2.
It works exactly the same way in C3, see Figure 2.3. We will denote by Vα the
T -character of the partition piα:





























































































Figure 2.1: Monomial ideal I ⊂ C[x1, x2] with finite quotient. Generators of the ideal are in yellow,






















































































Figure 2.2: Monomial ideal I ⊂ C[x1, x2] with infinite quotient. Generators of the ideal are in yellow,
the corresponding partition is gray and has infinite legs
8Figure 2.3: All torus-invariant subschemes of C3 are asymptotic to certain torus-invariant subschemes
of C2, that is, to certain partitions, along the coordinate axes. These partitions are shown in blue in
the figure. When one of them is empty, as in example on the right, one talks about a 2-leg vertex.
Since all the ideals Iα are 1-dimensional, the partitions piα are allowed to be infinite
in the directions of the coordinate axes. Fix one of the directions, say x1, and let β
be the vertex of ∆ which is connected to α by the edge Cαβ going in this direction.
Then the section x1 = N of piα eventually stabilizes and the asymptotics of piα can be
described in terms of 2-dimensional partitions along this edge:
λαβ = {(i1, i2) : xi11 xi22 xi33 /∈ Iα∀i1}.




Here transposition on the right-hand side comes from changing orientation of β com-
pared to α.

















where |piα| is the renormalized volume of the partition piα:
|piα| = lim
N→∞




Thus, for fixed partitions assigned to edges, χ(OY ) up to a constant is given by the
number of boxes added to the minimal configuration with these fixed partition, which
explains the use of the word “boxcounting” about the parameter q (recall that q is
raised to χ(OY ) in the definition of partition function (1.1))
The character of the virtual tangent space to Hilb(X, d, n) at the fixed ideal I is
given by
T virI = χ(OX)− χ(I, I) =: T3(I). (2.7)





where T3(Iα) is given by the following explicit formula in terms of the T -character of
the partition piα
T3(Iα) = Vα − V α
t1t2t3
+




Here the bar denotes inversion of the equivariant parameters:







Since T3(Iα) is a rational function and the sum in (2.7) is actually a Laurent polynomial,
the following redistribution happens. We subtract the contributions of infinite legs as
follows:




where the sum is taken over outgoing edges and Ie = ICe|Uα . After the redistribution








T edgee . (2.12)
Now we can define the equivariant edges and vertices as follows. Let λ be a partition
assigned to an edge e. Then the corresponding edge weight equals
E(λ) = (−q)χ(OCe )Q|λ|degCe aˆ(−T edgee ), (2.13)
where aˆ : KT (pt)→ Q(
√







i − w−1/2i )mi . (2.14)
Similarly, the vertex term for a vertex with outgoing partitions λ, µ and ν equals
V (λ, µ, ν) =
∑
pi ending on(λ,µ,ν)
(−q)|pi|aˆ(−T vtxpi ). (2.15)
Remark 2.1.1. For a weight w the corresponding contribution is given by aˆ(w) not by
1−w−1 because we define the partition functions in terms of Oˆvir which involves a twist
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by a square root of the virtual canonical bundle, see [14] for details. In cohomology,




3 is equal to it1 + jt2 + kt3













where the sum is taken over all assignments of partitions λαβ to edges, and λi is the
partition assigned to the edge coming from the vertex α in direction of xi.
2.2 Relative conditions, capped vertex and gluing
As mentioned in the introduction, equivariant vertex is a very complicated function
and equivariant edges can be computed explicitly. In this section, we explain how the
complexity can be distributed more evenly between vertices and edges by introducing
capped vertices and edges. The formula of the type of (2.16) still holds and is known
as capped localization or gluing.
The vertex and edge terms in (2.16) can be viewed as 3- and 2-valent tensors in
⊗F (t1, t2, t3)((q)), where F is the Fock space with a basis indexed by partitions, and
the formula (2.16) becomes a contraction of those tensors. One can now freely change
bases in the tensor factors, and this is what introducing capped objects does in order
to simplify the vertex terms.
In [30] the capped objects in cohomology were defined as follows. We recall from the
introduction that for a divisor D the Hilbert scheme of X relative to D was constructed
in [7] along with the diagram:
12
Hilb(X/D, d, n)
Hilb⊥(X, d, n) Hilb(D,d),
∩D (2.17)
which allows to pull back cohomology classes from Hilb(D, d). In our case D is going
to be just C2; the Hilbert scheme Hilb(C2, d) of points on C2 is a very nice algebraic
variety [4,10]. The Nakajima basis Cµ of H
∗(Hilb(C2, d)) is indexed by partitions µ of








Now the capped edges CEm,m
′
(λ, µ) are defined as relative invariants of the total
space of O(m) +O(m′) over P1 relative to fibers at 0 and ∞ of P1 with the conditions
Cλ and Cµ respectively. The capped vertex CV (λ1, λ2, λ3) was defined as the relative
invariant of (P1)3 relative to infinities. Rationality of the capped vertex was proven in
[30]; its polynomiality still remains a conjecture. For the rationality of the K-theoretic
capped vertex see also [22].
More invariantly, the capped vertex is defined by taking the pushforward
ev∗ Ôvir ∈ Keq(Hilb(D))[[q]] (2.19)
of the symmetrized virtual structure sheaf under the evaluation map
ev : Hilb(X/D)→ Hilb(D), (2.20)
where D is the union of three divisors at infinities.
The translation between the capped and bare vertices is given by the capping opera-
tor [14,16] which is given by the fundamental solution of a certain quantum differential
equation in cohomology and quantum difference equation in K-theory.
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The capped localization works almost the same way as in (2.16), except the tensor
operator corresponding to an edge is not diagonal anymore, and now partitions are




















In [30] the capped vertex was only defined for (P1)3, in which case the local geometry
near edges is determined by the normal bundle O + O, but in principle nothing stops
us from defining the capped vertex twisted by some line bundles O(a) + O(b) along
each edge. Our main result is an explicit formula for the 2-legged capped vertex in
K-theory twisted by O+ O(−1), see Chapter 4.
Capped localization (2.21) is a specific example of a more general principle known
as gluing. If X degenerates into a union of X1 and X2 intersecting by a divisor D,
then the partition function of X can be computed in terms of the relative partition
functions of X1/D and X2/D, see [15] for a detailed discussion.
We are mostly going to be interested in the case of local curves O(a)⊕ O(b)→ P1.






where a = a1 + a2, b = b1 + b2, and it is important to keep in mind that in the second
and the third factor in (2.22) the equivariant parameters change as in (2.2).
Example 2.2.1.
The partition function Z(Q, q) for the resolved conifold, which is the total space of
O(−1) ⊕ O(−1) → P1, see Figure 2.4, is well-known. In this example we show how it







Figure 2.4: Weights for the resolved conifold O(−1)⊕ O(−1)→ P1






CV 0,−1(λ, ∅, ∅) (CE0,0(λ, λ))−1 |t3=t3+t1CV −1,0(λ, ∅, ∅|)t3=t3+t1Qn.
(2.23)
Here we have the same diagram λ because the gluing operator is diagonal. Formulas
for the capped vertex and the gluing operator are known from [17]:




y(1− qλi) , CE
0,0(λ, λ) = (−yz)l(λ)z(λ)q|λ|. (2.24)










(1− qλi)2 . (2.25)
In notation of Section 4.3, we get the well-known formula






In chapter 6 we will generalize this computation.
2.3 Determination of vertex from An-surfaces
While (capped) vertex is a very complicated function, in principle it can be understood
in terms of representations of double loop algebras. The corresponding result in coho-
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mology is proven in [30], see also [8, 9]; for the corresponding exposition in K-theory,
see [15], Section 6.4. In this section we briefly recall the necessary constructions.
An-surface is defined as the minimal resolution of the quotient C2/Zn+1, where the
generator of the cyclic group Zn+1 acts on C2 by
(x1, x2) 7→ (ζx1, ζ−1x2) (2.27)
for a primitive (n + 1)-th root of unity. The natural action of (C∗)2 on C2 lifts to an
action on An.
Hilbert schemes of An-surfaces are well understood; in fact, they fall into general
formalism of Nakajima quiver varieties [11–13], which is the framework of quasimap
K-theoretic counts of [14]. Quasimap counts are conjectured to be equivalent to other
DT-like counts via wall-crossing. For A0 = C2 quasimap moduli spaces coincide with
PT moduli spaces, and that is why in this thesis it will suffice for us to define PT
moduli spaces in Section 3, and not work with quasimaps.
For the toric threefold X = A2×A1, the partition function Z(X|λ, µ, ν) correspond-
ing to any 3 outgoing partitions as in Figure 2.5 can be described in terms of geometric
representation theory. Localization gives a formula for that partition function in terms
of 3-valent equivariant vertex, and one can check that the vertex can be in fact re-
covered from Z(X|λ, µ, ν). However, this description is not explicit. In chapter 4 we








In this chapter we recall the definition of Pandharipande-Thomas moduli spaces and
derive the formula for the PT vertex with 2 nontrivial legs in the refined limit, which
is going to be used in the proof of our main theorem.
3.1 PT moduli spaces
Let X be a nonsingular 3-fold. Points in the Hilbert schemes of curves in X correspond
to 1-dimensional quotients
OX
s−→ F → 0, (3.1)
where F = OC for some curve C. In PT theory one relaxes the surjectivity condition
imposed on the map s and asks more of the sheaf F.
As before let us fix n ∈ Z and a class β ∈ H2(X,Z). The Pandharipande-Thomas
moduli space [19,20] PTn(X, β) is then defined as the set of pairs [F, s]:
OX
s−→ F (3.2)
with the following stability conditions:
1) F is a pure 1-dimensional sheaf (meaning it has no 0-dimensional subsheaves)
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2) dim Coker s = 0 (instead of Coker s = 0 as for the Hilbert scheme)
The virtual structure sheaf Ovir is then constructed using the general formalism of per-
fect obstruction theories. For the K-theoretic counts the symmetrized virtual structure
sheaf Oˆvir is used as in the case of DT counts. In the next chapter we will give the
exact definition of Oˆvir in the case we are interested in. The PT partition function is
conjectured to coincide with the corresponding DT partition function divided out by
the zero degree part. This conjecture was proved in the Calabi-Yau case by Y. Toda
[24,25] using wall-crossing techinques.
3.2 Localization and PT vertex
In Section 2.1 we saw how localization allows to compute partition functions for toric
varieties in DT theory using vertices and edges. The same principle applies in the
PT case; the edge terms are going to be exactly the same, but the description of the
fixed points in affine charts and therefore vertex is going to change. In this section we
provide the necessary details, focusing on the case of 1 and 2 legs.
Let X be a nonsingular projective toric 3-fold with the 3-dimensional torus T acting
on it. We will use the notation of Section 2.1 for the toric polyhedron of X, its vertices,
edges, affine charts, etc. Let
OUα
sα−→ Fα (3.3)
be the restriction of a T -invariant stable pair (F, s) on the affine chart Uα, and Cα
be the scheme-theoretic support of Fα. Then Cα is a T -invariant Cohen-Macaulay
subscheme of pure dimension 1. It is then defined by a monomial ideal Iα with outgoing
partitions µ1, µ2 and µ3 in directions x1, x2 and x3 respectively. Since Cα is Cohen-
Macaulay, it is actually the minimal subscheme with these outgoing partitions; in the
language of Section 2.1 it means that no extra added boxes are added to the minimal
3-dimensional partition with this asymptotics. Thus, Cα is the union Cµ1 ∪Cµ2 ∪Cµ3 ,
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where Cµi corresponds to just one cylinder with the outgoing partition µi in direction
xi. Let Mi = (OCµi )xi be the localization of the corresponding module. In terms of
box configurations Mi can be thought of as a cylinder Cyli associated to µi infinite in
both directions, see Figure 3.1(a).
(a) Infinite cylinders corresponding to partitions
showed in blue
(b) Box configuration corresponding toL3
i=1Mi/ h(1, 1, 1)i for the cylinders on the left.
The intersection is shown in teal.
1
Figure 3.1: Modules Mi and
⊕3
i=1Mi/ 〈(1, 1, 1)〉
In [19] it was shown that T -invariant pairs (Fα, sα) are in 1-to-1 correspondence




Mi/ 〈(1, 1, 1)〉 , (3.4)
which in turn can be described in terms of box configurations. Since we will be inter-
ested in the two-legged vertex, we will give that description only in the case where one
of the partitions µi, say µ3, is empty; in the language of [19] it means that there are
no boxes of type III.
Let xw be the monomial corresponding to a box w. Then xi acts on boxes by shifting
by 1 in the corresponding direction, e.g.,




i=1 Mi/ 〈(1, 1, 1)〉 corresponds to the following union of boxes
Cyl−1 ∪ Cyl−2 ∪ (Cyl1 ∩ Cyl2), (3.6)
where Cyl−i is the negative half of the corresponding cylinder, see Fig. Figure 3.1(b).
Clearly T -invariant finitely generated submodules are now parametrized by finite
collections L of boxes in (3.6) satisfying the following property:
if w ∈ L, then w + (1, 0, 0), w + (0, 1, 0) and w + (0, 0, 1) are all in L provided
they are in (3.6). (3.7)





For a T -invariant stable pair (F, s) the virtual tangent space to PTn(X, β) was
computed in [19] as a sum over vertices and edges of XT . The edge terms are exactly
the same as in DT theory, and the vertex terms are computed by the same formula
as in the DT case, but the box configurations are now different; if Lα is the finite box
configuration obtained from restricting (F, s) to the affine chart Uα as above, then the
corresponding vertex term is given by T3(Vα + VCyl+1 ∪Cyl+2 ). To make edge and vertex
contributions Laurent polynomials, the same redistribution as in Section 2.1 happens,





where the sum is taken over all finite box configurations in (3.6) satisfying (3.7) and
T3(L) = T3(VL + VCyl+1 ∪Cyl+2 )− T3(Cyl
+















Figure 3.2: The only PT box configuration with 2 boxes
Note that the formula for the PT vertex and the corresponding virtual tangent space
is exactly the same as in the DT case, except possible box configurations are now
different.
Example 3.2.1.
In this example we compute the simplest PT vertex V
(1),0,0
PT . The corresponding
computation in cohomology is worked out in [19]. The box configurations in this case
are very easy to describe: there is only 1 configuration with k extra boxes obtained
by stacking them in the negative part of the corresponding cylinder, see Fig. 3.2.
Since the height of the configurations is 1, we only draw a 2-dimensional picture of the
corresponding slice.
The T -character of the configuration with k boxes is given by
Vk =
t−k1
1− t1 . (3.11)



























Using the q-binomial formula, we can write V
(1),0,0
PT in terms of symmetric algebra of a













3.3 Two-legged PT vertex in the refined limit
In this section we derive an explicit formula for the 2-leg PT vertex in the refined limit
of [26] with preferred direction along the empty leg.
The tangent space T3(L) has the following important property: it is balanced in the






w1/2 − w−1/2 . (3.15)
Each factor in (3.15) has a well-defined limit as w±1 →∞:
(κ/w)1/2 − (w/κ)1/2
w1/2 − w−1/2 →

−κ−1/2, as w →∞
−κ1/2, as w → 0.
(3.16)
If for some reason we know that some polynomial in t1, t2, t3 remains bounded as t
±1
i
in such a way that κ remains fixed, and that polynomial is composed of the expressions
of the type as in (3.15), then it actually depends on κ only, and can be computed in
any such limit. This observation was used in the proof of Nekrasov’s formula in [14],
and we will use a similar argument in the proof of our main theorem 4.4.1.
Let λ and µ be the outgoing partitions in directions x1 and x2 respectively. In this
section we will compute V λ,µ,∅PT in the following limit that is known as the refined limit
with preferred direction t3:
t1 >> 1 >> t3 >> t2, t1t2t3 = κ = const. (3.17)








ind = #{wi → 0} −#{wi →∞}. (3.19)
First we compute the index of T3(L).
Lemma 3.3.1. Let L be a finite box configuration as in (3.7) corresponding to a stable







sgn(i2 − i1) (3.20)
Proof. The proof is very similar to the proof of the balance lemma in the appendix of
[26]. Let N be large enough so that xN3 ∈ F. In terms of box configurations it means
that N is at least the height of the corresponding box configuration. Let pi be the





for some sheaves Ei on C2. Let F′ be the minimal sheaf on C3 with the same outgoing
cylinders as F, and E′i be the same for Ei on C2. Let V and Vi be the corresponding
quotients:
0→ F → F′ → V→ 0, 0→ Ei → E′i → Vi → 0. (3.22)
Then the tangent space at F
T3(F) = χ(F) + χ(F,O)− χ(F,F) (3.23)
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can be rewritten in terms of the sheaves F′ and E′i as follows




tj−i3 (1− t−13 )(T2(Ei,Ej)− T2(E′i,E′j)), (3.24)
where
T2(A,B) = χ2(A) + χ2(B)− χ2(A,B). (3.25)
Here subindex in χ2 signifies that we consider sheaves on C2. The proof of (3.24) is
exactly the same as in [26], page 71. Now we want to prove that each term in the
second part of (3.24)
tj−i3 (1− t−13 )(T2(Ei,Ej)− T2(E′i,E′j)) (3.26)
has index 0. The idea is that if tj−i3 (T2(Ei,Ej) − T2(E′i,E′j)) has a weight w, then
multiplying by (1 − t−13 ) gives us two similar weights (t3 is the smallest weight in the
refined limit) with different signs, and therefore does not contribute to the index of
the whole expression unless w is close to 0 weight. To prove that such weights do not
occur we derive an explicit formula for T2(Ei,Ej) − T2(E′i,E′j). The quotients Vi can





Figure 3.3: 2-dimensional slices for PT space
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Therefore, using this interpretation, we can write Ei as
Ei = E
′
i + wiV λi , (3.27)







− V λiVλj(1− x1)(1− x2)
x1x2
). (3.28)
The expression inside the parentheses is known to be the Ext operator for the dual
Hilbert scheme, and explicit formula for it is known from [2] in terms for arms and legs
of λi and λj. Using that explicit formula one can easily see that the weight (t1t2)
n does
not occur in T2(Ei,Ej)−T2(E′i,E′j) for n ≥ 0 and j > i, so each weight after multiplying
by (1− t−13 ) as in (3.26) will not contribute to the index. Therefore, we proved that
ind(T3(F)− T3(F′)) = ind(χ(F)/tN3 − tN3 χ(F′)). (3.29)
The index on the right hand side can be easily computed box by box
ind(χ(F)/tN3 − tN3 χ(F′)) =
∑
(i1,i2,i3)∈L
sgn(i2 − i1). (3.30)
Since the virtual tangent space at F is given by T3(F)−T3(Cyl1)−T3(Cyl2), the proof
of the Lemma will be complete if we show that
ind(T3(Cyl1) + T3(Cyl2)− T3(F′)) =
∑
(i1,i2,i3)∈Cyl1∩Cyl2
sgn(i2 − i1). (3.31)
Here there are no extra boxes added to infinite legs and therefore there is no difference
between PT and DT, and the claim follows form the results of [26]. Alternatively, one
can derive a simple combinatorial formula for T3(Cyl1) + T3(Cyl2)− T3(F′).
The second sum in (3.20) does not depend on the box configuration, and therefore
will contribute to the corresponding vertex simply as a prefactor. Now we are ready to
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derive the formula for the PT vertex in the refined limit in terms of Schur polynomials.
Theorem 3.3.2. In the refined limit (3.17) the two-legged PT vertex with outgoing
partitions λ and µ is given by the following formula:




2, ...) · schurµ/η(qκ, (qκ)2, ...), (3.32)
Proof. From Lemma 3.3.1 it follows that






where the sum is taken over all box configurations as in (3.7) and
−qκ = q0 = q1 = q2 = ... (3.34)
−q/κ = q−1 = q−2 = q−3 = ... (3.35)
The rest of the proof follows the strategy of the proof of Nekrasov’s formula in [14]
using the concept of transfer matrix.

















Then, using (3.33), the refined limit of the two-legged vertex then can be represented
as
V λ,µ,∅refined = prefactor〈λ|...Γ+((q/κ)2)Γ+(q/κ)Γ+(1)Γ−(qκ)Γ−((qκ)2)...|µ〉. (3.38)
The proof of (3.38) is obtained considering diagonal slices like in the proof of Nekrasov’s
26

















In this chapter we define all the necessary ingredients to state our main result.
4.1 The basic geometry
The equivariant vertex with 2 legs can be captured by relative counts in the following
threefold
X = S × C, where S = Blow-up(0,0)(P1 × C) (4.1)
The toric diagram of S is drawn on the left in Figure 4.1. The torus
T = C×x × C×y × C×z (4.2)
acts on X with weights as in Figure 4.1.Thus, the local geometry near the edges with
weights z and x is given by the line bundles O⊕O(−1). In the terminology of Section
2.2 it means that we will work with the capped vertex twisted by O ⊕ O(−1). We
denote by
Di ∼= Cy × Cxz , i = 1, 2 , (4.3)
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Figure 4.1: On the left, the toric diagram of the surface S showing the complete curves C1, C2 ⊂ S. On
the right, the weights of the torus action on X. The shading marks the relative divisors D1, D2 ⊂ X.
In the previous chapter we defined the Pandharipande-Thomas moduli spaces of
stable pairs; they parametrize complexes of the form
OX
s−→ F (4.4)
with stability conditions given in the Section 3.1.
If a smooth divisor D ⊂ X is given, then as in the DT case there is a very useful
relative modification PT(X/D) of this moduli space. It parametrizes complexes of
the form (4.4) on semistable degenerations X ′ that allow X to bubble off copies of
P(ODi⊕NX/Di), where Di is a component of D. One get such degenerations in families
by blowing up Di×{b} ⊂ X ×B in a trivial family with base B 3 b. See e.g. [14] for a
hands-on introduction. By allowing degenerations of X, one can achieve that Coker(s)
is supported away from D. Therefore, there is a well-defined map
ev : PT(X/D)→ Hilb(D, points) (4.5)
that takes a complex of the form (4.4) to its restriction
OD → FD def= F ⊗ OD → 0 (4.6)
to the divisor D. This map records the intersection of curves in X with the divisor D.
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In our case, D = D1 unionsqD2 has two components. We denote the components of the
evaluation map (4.5) by
evi : PT(X/D1 unionsqD2)→ Hilb(Di) . (4.7)
The general formalism of perfect obstruction theories gives the PT moduli spaces
their virtual structure sheaves Ovir. As mentioned before, for the K-theoretic counts its
modification– symmetrized virtual structure sheaf – will be used. The main difference
between Ôvir and Ovir is a twist by a square root of the virtual canonical bundle Kvir,
in parallel to how a Dirac operator on a Ka¨hler manifold M is obtained from the
∂-operator in Ω0,•(M) using a twist by K 1/2M . We formally define it in (4.17) below.
The deformation theory of sheaves on a fixed semistable degeneration X ′ gives
PT(X/D) a relative obstruction theory over the stack of degenerations of X. We
denote by
Tvir = χX′(F ) + χX′(F ,OX′)− χX′(F ,F ) (4.8)
andKvir = det(Tvir)−1 the virtual tangent bundle and the virtual canonical line bundle
of this relative obstruction theory.
While the general discussion of [26] about the existence of square roots may be
adopted to the setting at hand, there is a more direct argument that applies whenever
the pair (X,D) is a line bundle over a surface (S, ∂S), where ∂S = S ∩D.
The required twist will also involve the pull-back
THilb(D) = χ(FD) + χD(FD,OD)− χD(FD,FD) (4.9)
of the tangent bundle to Hilb(D) under the evaluation map (4.5). Since D is the
anticanonical divisor of X, the virtual dimension of the source in (4.5) is half of the
dimension of the target, and in fact the image is a virtual Lagrangian. Reflecting this,
we will see a polarization, that is, a certain half of the tangent bundle (4.9) in the sense
of (4.15) in the formulas.
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For simplicity of notation, assume that X ′ = X and let p : X → S denote the
projection. A sheaf F on X is the same as its pushforward p∗F together with an
endomorphism of p∗F given by the multiplication by the 3rd coordinate, thus
χX(F ,F ) = (1− y)χS(p∗F , p∗F ) . (4.10)
We define
T 1/2Hilb(D) = χ(FD)− χ∂S(p∗FD, p∗FD) , (4.11)
T 1/2vir = χ(F (−D))− χS(p∗F , p∗F (−D)) . (4.12)
These are virtual bundles of ranks
rkT 1/2Hilb(D) = ([F ], D)X = vir dim PT(X) , (4.13)
rkT 1/2vir = χ(F )− ([F ], D)X + (p∗[F ], p∗[F ])S , (4.14)
where ( · , · )S denotes the intersection form on curve classes in the surface S.
The first half of the following proposition shows that (4.11) is a polarization of















+T 1/2Hilb(D) . (4.16)




OX(−D) , KS = 1
xz
OS(−∂S) .
To have the required twist defined in equivariant K-theory, we pass to the double
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With this we define
Ôvir = (−q)χ(F ) ⊗ (K ⊗ (detF |D))1/2 ⊗ Ovir , (4.17)
where q is the boxcounting variable in the DT theory.
Our main object of study is the correspondence defined by
ev∗ Ôvir ∈ Keq(Hilb(D))[[q]] . (4.18)
Example 4.1.2. Sheaves in the class dOC1
The moduli space is isomorphic to SdA1. There is one fixed point Ed for each d, and




















1− y (1− xz),
)
T 1/2vir (Ed) = (−xz)
{yd}2
{y}2 ,








From now on we will use the notation {x} instead of aˆ(x).
Example 4.1.3. Sheaves in the class dOC1∪C2
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The moduli space in this case is isomorphic to the Hilbert scheme. The fixed points
can be identified with Young diagrams λ = (λ0 ≥ λ1 ≥ ...), and we denote them by Eλ.
Characters of the spaces for these sheaves are

































Theorems of Bridgland-King-Reid [34] and Haiman [4] give an equivalence
Db CohT Hilb(C2, n) ∼= Db CohS(n)×TC2n (4.19)
and hence a natural identification of equivariant K-theories. The Fourier-Mukai kernel
of this identification is OZ , where Z is the universal subscheme
Z ⊂ Hilb(C2, n)× C2n
provided by Haiman’s identification of Hilb(C2, n) with the Hilbert scheme of regular
orbits for the diagonal action of S(n) on C2n.
We use the identification
KS(n)×T(C2n)compactly supported
∼−−→ KS(n)×T(pt) ∼= Λn ⊗KT(pt).
given by the global sections and extend it to the suitable localization of the right-hand
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side for all sheaves. Here Λn denotes symmetric functions of degree n.
The identification of KS(n)(pt) with symmetric functions sends a module W to the
symmetric function fW such that
(fW , pµ) = trW σµ , (4.20)
where
σµ = permutation of cycle type µ ,
the functions pµ =
∏
pµi are the power-sum symmetric functions, and the inner product
is the standard inner product on Λn. In particular, the sheaf
W λ ⊗ O0 ∈ KS(n)×T(C2n) ,
where W λ is an irreducible S(n)-module labeled by a diagram λ of size n, corresponds
to the Schur function sλ ∈ Λn.










L = {b1 = · · · = bn = 0} ⊂ C2n












Substitutions of the kind (4.21) are known in the literature as plethystic substitutions.
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their natural multiplication and comultiplication, see [36].
It is possible to produce correspondences between Hilbert schemes of different size
that act as multiplication by a certain symmetric function. Concretely, let b be the
coordinate of weight t2 and consider the correspondence
Ed = {I1 ⊂ I2| b · (I2/I1) = 0, dim(I2/I1) = d} ⊂ Hilb∗ × Hilb∗+d , (4.22)
which can be shown to be smooth and Lagrangian. The following Proposition may be
deduced from [32]
Proposition 4.2.1. The correspondence Ed acts as multiplication by a symmetric
function.
To determine the symmetric function in (4.2.1), it suffices to apply the correspon-
dence to the Hilbert scheme of 0 points, in which case we get structure sheaf OL as the
corresponding element of KS(n)×T(C2n). This corresponds to the trivial module W = C
in (4.21), and thus to the complete homogeneous symmetric function hn = s(n). From





















(1− t−11 ) . . . (1− t−d1 )
. (4.23)
Here H(d) is the Macdonald polynomial in Haiman’s normalization, it corresponds to
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the unique fixed points in
L/S(n) ∼= Hilb(C1, n) ∼= Cn ⊂ Hilb(C2, n) (4.24)
The denominator is given by the tanget weights to (4.24). The correspondence Ed
maps to (4.24) by the class of I2/I1 and, in principle, we can pull back the point class
instead of the structure sheaf from there. That would give multiplication by H(d).
4.3 Symmetric algebras









is a representation of V with character









Because of the relation
S
•
(V1 ⊕ V2) = S•V1 ⊗ S•V2
it is enough to check (4.25) for a 1-dimensional module of some weight w, in which
case it gives
1


















Now suppose V is direct sum of representations of G with action of some symmetric
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where the sum is over all multisubsets, that is, subsets with repetitions, k of {1, 2, . . . }
and the group Aut(k) permutes equal parts of k. The representation (4.26) is the only
natural representation that can be made out of unordered collections of representations
Vki .




= V H .








KG(pt)⊗ Λ invariants // KG(pt)
. (4.27)
The bars in the bottom line of the diagram (4.27) stand for the required completions.
Take f(g) ∈ KG(pt)⊗Λ, where the argument g denotes an element of the group G.














Proof. The identification (4.20) of symmetric functions with representation of the sym-
metric group may be restated as follows. LetW be a representation of S(k) and suppose
we want to evaluate fW as a symmetric polynomial of some variables x1, . . . , xN . This
evaluation is given by











ΨnfW = tr VWx
n .
The diagram (4.27) thus reduces (4.29) to (4.25) .
Given a collection F = {Fk} of S(k)× T-equivariant sheaves Fk on C2k, the pro-











Fk1 Fk2  . . . , (4.30)
where  denotes the exterior tensor product over the coordinate rings of C2ki . The
class of (4.30) in K-theory may be computed by the formula (4.29).
Via the BKRH identification (4.19), this operation may be transported to the Hilbert
schemes of points.
If the sheafF is a representation of a further group G that commutes with S(k)×T,
then so is S•F and one should remember to apply the operations Ψn to the elements
of G in (4.29).
In particular, from the perspective of M-theory, the grading by the Euler charac-
teristic in the DT theory is the grading with respect to a multiplicative group C× 3 q.
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Therefore, we set
Ψn q = q
n . (4.31)
4.4 Main result
We will denote the symmetric functions coming from Hilb(D1) and Hilb(D2) by p and p¯.
Now we are ready to state the main result of this dissertation.
Theorem 4.4.1.
ev∗ Ôvir = S
•
(
− q{y}(1− q/κ)p1 −
q







We recall that it is very important to keep in mind that this identification includes
the action of q as in (4.31).
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Chapter 5
Proof of Theorem 4.4.1
In this chapter we prove our main theorem 4.4.1.
5.1 The 1-leg vertex
In this section we will prove a special case of our main theorem, when only one of the
legs is non-empty.
This special case concerns curves that do not meet the divisor D2. In other words,
they are in the homology class of multiples of the curve C1 ⊂ S. In terms of the formula











We note that there are very few reduced irreducible complete curves in X. Indeed,
they all must be of the form
C × point ⊂ S × C
where C ⊂ S is reduced and irreducible, and thus either a smooth fiber of the blow-
down map
S → P1 × C
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or one of the irreducible components of the special fiber C1 ∪ C2 ⊂ S. The smooth
fiber is a smoothing of C1 ∪ C2.
In particular, irreducible curves that do not meet D2 are all of the form C1×point ⊂
S ×C. The moduli space of these curves is noncompact, but there is a way to make it
compact. We put the following relative conditions on the curves:
(supp I) ∩D1 ⊂ Cxz. (5.2)
This means we multiply all boundary conditions |λ〉 by certain K-theoretic classes.
Explicitly, by the Nakajima correspondence, this results in the following change of
variables:
pi → {yi}pi. (5.3)
Having done this, there is only one curve left – C1 × {0}, and now the geometry is
compact. Thus, after the change of variable above, ev∗ Ôvir becomes a series in q with
coefficients in the nonlocalized K-theory
KT˜(pt) = Z[x
±1, y±1, z±1, κ]
/
(κ2 − xyz) . (5.4)
Now the coefficients are Laurent polynomials in the equivariant parameters ti, κ, and
we are in situation described in the beginning of Section 3.3. Indeed, by the equivariant
localization , the coefficients are sums of contribution of fixed points. In each individual
contribution, terms that correspond to the first and the second summands in (4.16),




in (4.17), become balanced, in the sense of Section 3.3,
and therefore the corresponding contributions remain bounded in any limit
x±1, y±1, z±1 →∞ , xyz = constant . (5.5)
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The terms corresponding to last summand in (4.16) become balanced after the
change of variables (5.3), and therefore the corresponding contributions also remain
bounded in limits (5.5).
Therefore, the coefficients of ev∗ Ôvir as a series in q are Laurent polynomials in κ,
and can be computed in any limit of the type (5.5), in particular, in the refined limit
x 1 y  z , xyz = constant . (5.6)
with the y-direction preferred. The corresponding computation was worked out in
Section 3.3 in the full 2-leg generality. This concludes the proof of the 1-leg case.
Alternatively, one can pair ev∗ Ôvir with the stable envelopes Stab(λ) of fixed points
with zero slope and polarization defined in the previous chapter. We will explain this
approach and provide a formula for Stab(λ) in [5].
5.2 The 2-leg vertex
The proof is very similar to the proof of Nekrasov’s formula in [14]. The object of
study is the relative Donaldson-Thomas invariant of a 3-dimensional toric variety whose
anticanonical class is the union D1 ∪ D2 Therefore if the moduli spaces of curves of
each degree and Euler characteristic were compact, the answer would depend only on
the weight κ.
The curves we are counting in X are complete, so they must be embedded as
(C, a) ⊂ S × C, a ∈ C is a constant. (5.7)
We count curves in a certain topological class in X (which is the same as in S). The
second homology of S is 2-dimensional:
H2(S,Z) = ZC1 ⊕ ZC2, (5.8)
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where C1 and C2 are defined in Figure 4.1.
Irreducible curves in S are very easy to describe. They belong to one of the three
following classes:
1. multiple covers of C1,
2. multiple covers of C2, or
3. multiple covers of (P1, a 6= 0) ⊂ P1 × C ⊂ S (which is a smoothing of C1
⋃
C2).
It is clear that the class of a curve of the third type is proportional to C1 + C2. The
corresponding curves in X are depicted in Figure 5.1
Figure 5.1: Three types of complete curves in X
The moduli spaces of curves of each of the 3 types are noncompact. However, there
is a way to make the geometry almost compact. In order to do this, we put certain
relative conditions on the curves, similarly to what we did in the case of 1 leg considered
above:
(supp I) ∩D1 ⊂ Cy, (supp I) ∩D2 ⊂ Cxz. (5.9)
As discussed before, in terms of the Nakajima correspondence, this results into the
following change of variables
pi → {xizi}pi p¯i → {yi}p¯i. (5.10)
Having done this, we get rid of the noncompactness of the moduli spaces of curves
of types 2 and 3, because for each of these types of curves there is only one that does
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not intersect Cxz – the one lying in the zero section. In principle, we could impose
equal boundary conditions on the divisors, but this choice is especially convenient since
then we do not have to consider the smoothing of C1 ∪ C2.
Now the only source of non-compactness comes from the curves of type 1, and
therefore after dividing out their contribution, the result only depends on κ by the






= Laurent polynomials in κ. (5.11)
Formal proof of (5.11) is based on the concept of factorizable sheaves, see the proof of
Nekrasov’s formula in [14]. We will provide the necessary details in [5].
Now the denominator is known from the previous section, and therefore to compute
ev∗ Ôvir, we just need to compute (5.11) in any limit of the form (5.5). Taking the
refined limit again, we get the statement of the theorem.
We recall that the transformation between the capped and bare vertex is given by
the capping operator on each of the legs. The tangent weights on the legs are equal
to x and z; one of them tends to infinity in the refined limit and one of them goes to
zero. Then by the results of [14], the limit of the capping operators exist: one of them








which completes the proof of the theorem.
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Chapter 6
Resolved conifold with two
nontrivial legs and flop
In this chapter we discuss an application of our main result 4.4.1 to the geometry of
resolved conifold with 2 nontrivial legs, and derive polynomiality in Ka¨hler variable of
its reduced partition function. We also derive the flop property for it.
6.1 Resolved conifold
Formula (4.32) and capped localization allow one to compute partition functions for
many toric threefolds. One of the most important such geometries is the total space of
X = O(−1) + O(−1)→ P1. Fig. 6.1 shows the toric diagram of X; the corresponding




Figure 6.1: Resolved conifold, absolute geometry
Let 〈λ|Φ|µ〉 be the partition function for X corresponding to nontrivial horizontal
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legs λ and µ as shown in the picture when ν and σ are empty. In this section we will
prove the following
Theorem 6.1.1. The reduced partition function
〈λ|Φ|µ〉
〈∅|Φ|∅〉 (6.1)
is a polynomial in the Ka¨hler variable Q.
Computer computations show that a sharper result is true.
Conjecture 6.1.2. For any 4 nontrivial outgoing legs as in Fig. 6.1, the reduced
partition function is a polynomial in Q.
In order to prove Theorem 6.1.1, we will consider relative geometry given by the










Figure 6.2: Resolved conifold, relative geometry
absolute ones.
Theorem 6.1.3. The reduced matrix elements corresponding to the relative geometry
above have the following explicit formula


































In particular, V ′λµ is a polynomial in A and the matrix element with one nontrivial leg
is given by the following simple formula:








Alternatively, the evaluation pushforward of the symmetrized virtual structure sheaf
has the following plethystic form:


























Figure 6.3: Pictorial representation of the computation of the partition function of resolved conifold
We will now make the idea represented in Figure 6.3 explicit. In order to do that
we will use the following fundamental property of vertex operators on the Fock space
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for arbitrary characters A,B. For operators
S•(Ap1q1) : Fock(p)→ Fock(q), S•(Bq1r1) : Fock(q)→ Fock(r), (6.6)
we have








































where we remind the reader that Ψk the k-th Adams operation defined in (4.28) and






By gluing, the operator ev∗ Ôvir is given by the composition of the vertex operator



































They act on the following Fock spaces:
V1 : Fock(p)→ Fock(q) (6.11)
G−1 : Fock(q)→ Fock(r) (6.12)
V2 : Fock(r)→ Fock(s) (6.13)
Here we introduce Q into the gluing operator in order to measure degrees of curves.
We contract bilinear forms using the standard Hall product on symmetric functions.
Taking the composition of the first vertex operator with the gluing matrix, we
obtain,
V1 ·G−1 = S•
(



























The first term in the plethystic exponential is exactly the partition function with empty
legs, which factors out completely, concluding the proof.
Theorem 6.1.1 now easily follows from Theorem 6.1.3, since the matrix elements
Φλµ for the absolute geometry and Vλµ for the relative geometry are related by the
capping operator, a transformation that does not depend on Q.
Similar result can be obtained in exactly the same way for the total space of O +









Figure 6.4: Weights for O⊕ O(−2)→ P1
6.2 Flop with nontrivial legs
In this section we explain how the explicit formula for the relative matrix elements of
the previous section can be used to deduce the flop property for the absolute case. We
start with the following simple








Proof. Follows from the explicit formula for Vλµ.
The relative matrix elements are obtained from the absolute ones by multiplying by
the capping operator M and the (0,−1)-edge E(0,−1). Since the transformation x→ yz,
y → x/z amounts to interchanging the tangent weights (see diagram 6.2), the capping
operator M under that transformation goes to MT . Combining this observation with
Lemma 6.2.1, we obtain the following
Theorem 6.2.2. For the matrix elements corresponding to the absolute geometry, we










Here the edge terms correspond to the outer edges in the diagram 6.2.
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