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Medidas como J-divergência e o Coeficiente de Bhatta- 
charyya, foram u s a d a s ^ c o m  o objetivo de determi­
nar uma melhor aproximação das regras de decisão. No desenvolver 
deste trabalho, estudamos cotas inferiores e superiores para re­
gras de decisão, em função de J-divergência e o Coeficiente de 
Bhattacharyya, obtidas por vários pesquisadores; em seguida de­
terminamos generalizações de J-divergência e obtemos cotas para 
probabilidade de erro, em função dessas generalizações.
RESUMO
VI
ABSTRACT
Measures like J-divergence and the Bhattacharyya
coefficient were used^^^’ with the aim to determine 
a better aproximation to the decision rules. In this thesis we 
will study lower and upper bounds for decision rules in terms of 
J-divergence and the Bhattacharyya coefficient which were obtained 
by various resear-chers. We will also determine generalizations 
of J-divergence and obtain bounds for the probability of error 
in terms of these generalizations.
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INTRODUÇÃO
vários pesquisadores apresentaram estudos sobre medi­
das de informação como J-divergência e o Coeficiente de Bhatta­
charyya .
No capítulo I, apresentamos várias medidas de informa­
ção e distância, regras de decisão, cotas superiores e inferio - 
res dessas regras em função de J-divergência e o Coeficiente de 
Bhattacharyya.
No capítulo II, apresentamos resultados ligados a J-d^ 
vergência, coeficiente de Bhattacharyya, regras de decisão e di_s 
tância Bayesiaha, estudadas por Toussaint^^.
No capítulo III, apresentamos o nosso trabalho, cujo 
objetivo ê de obter novas cotas da probabilidade de erro em fun­
ção das generalizações de J-divergência. Inicialmente, mostramos 
generalizações de J-divergência entre duas distribuições, depois
O
apresentamos uma desigualdade entre J (C/X) e p(C/X), em seguidaot
R
determinamos cotas de Pe em função de J (C;X) e J (C;X).
0(r CL
j -d i v e r gEn c i a , suas genera liz aç ões e regras de decisão
1.1 - Introdução
Existem várias medidas de informação, tais como J-di- 
vergência, coeficiente de Bhattacharyya, etc. Essas medidas fo­
ram consideradas e caracterizadas pêlos vãrios pesquisado­
res , com o objetivo de determinar melhor aproxima 
ção de regras de decisão. Neste capítulo, são apresentadas;novas 
medidas de J-divergência, estudadas por Taneja^^^^, regras de de 
cisão, cotas superiores e inferiores dessas regras, em função de 
J-divergência ou em função do coeficiente de Bhattacharyya.
CAPÍTULO I
1.2 - J-divergência e suas generalizações
Consideremos duas distribuições de probabilidade
P = (P;l >P2 ' • • • ^ ^m ® Q = (q^ .q2 > • • • >^ „1  ^ ^m associada a 
uma variável aleatória X, tomando um número finito de valores 
{x-|^ ,X2 >. . • > onde.
m
^m " (Px.P2» • • • : Pj^  > 0, p^ = 1} , (1.1)
A medida de informação, isto é, a informação relativa 
[81de Kullback , ou discriminação entre estas duas distribuições 
ê dada por:
m p.
I(P;Q) = Z p. l o g 2 ^  • (1.2)
i = l  ^ ^
Esta medida e uma generalização da entropia de Shannon
dada por:
m
H(P) = - z p log^ p. . (1.3)
i=l  ^  ^ ^
A medida de Kullback dada em (1.2) é aditiva, isto ê: 
I(P*R; Q*S) = I(P;Q) + I(R;S) (1.4)
para todo P,Q £ R,S e P*R, Q*S 6
Sharma e Autar^^^^, através de uma equação funcional, 
Sharma e Taneja^^^^ e Taneja^^^^, através de axiomas incluindo 
propriedades de ramificações generalizadas, tem estudado a se­
guinte informação, relativa ao tipo g:
I^(P;Q) = (2^'^ - 1)“  ^ { Z p /  q.^'^ - 1},
i = l  ^ ^
3 1, 3> 0 (1.5)
para todo P,Q C
A expressão (1.5) satisfaz a seguinte igualdade:
I^(P*R; Q*S) = I^(P;Q) + I^(R;S) +
+ (2^"^ - 1) I^(P;Q) I^(R;S) . (1.6)
É claro que quando g->l, I^(P;Q) reduz-se ã I(P;Q).
Por outro lado, Rényi^^^^, considerando a aditividade (1.4) e a 
propriedade da vizinhança do valor médio, definiu:
onde (j) ê uma função estritamente monotona contínua e I(p^,q^) é 
a própria informação aditiva do i-êsimo evento, que caracteriza 
a medida de ordem a , dada por:
T ^ 1
I CP;Q) . (a-l)'^log, ( E p“ q,^-“ ) 
a  ^ i=l  ^ ^
a 1, a > : 0. (1.8)
para todo P,Q £
I^(P;Q) é uma generalizaçao do valor mêdio aditivo,
da medida de Kullback (1.2).
í 121Sharma e Mital , estudaram a generalização do valor 
medio, que não satisfaz a aditividade, das medidas (1.5) e (1.8) 
sob a igualdade (1.6) e a propriedade do valor mêdio (1.7) e con 
seguiram a seguinte medida generalizada:
m
I^(P;Q) = (2^"^ - 1)"^ [( E p“ q.^'“)“-l - ]J (1.9)a . ^ ^ 1 1
para todo a 1, 3 1, a, 6 >0.
... r 0 1 ^
Kullback , também estudou a seguinte generalização de
(1.2), chamada J-divergência:
m P, ni q.
J(P;Q)= X p. log2 (^) + Z q. log^ (^) (1.10)
i = l  ^  ^ ^i i = l  ^  ^ Pi
para todo P;Q £
Esta medida tem tido varias aplicações em estatística 
(Kullback^^^) e em padrões de reconhecimento (Toussaint^^^^).
A medida pode ser escrita por;
J(P;Q) = I(P;Q) + I(Q;P) . (1.11)
r 9 ]
Recentemente, Rathie e Sheng*^  , caracterizaram as se­
guintes generalizações de J-divergência, que são as J-divergên - 
cias de grau 3:
que pode ser escrita também na forma:
J^(P;Q) = U^(P;Q) + I^(Q;P)] (1.13)
onde I (P;Q) ê como foi definido em (1.5).
r 91Para caracterizar esta medida Rathie e Sheng , usa­
ram a aditividade na seguinte forma:
J^(P*R; Q*S) = J^(P;Q) + J^(R;S) +
+ (2^'^-l)"^ [I^(P;Q) I^(R;S) + I^(Q;P) I^(S;R)]
(1.14)
O ^
onde I (P;Q) ê como foi dada em (1.5).
Existe uma generalização de (1.12) dada por:
m ^
J^(P;Q) = (2^"^ - 1)"^ [( Z p“ qj"“)““  ^ + 
a i=l  ^ ^
m ,
.( Z - 2]. (1.15)
i = l  ^ ^
A medida (1.15) também pode ser escrita por:
j^(P;Q) = i^(P;Q) + i^(Q;P) (1.16)
onde I^(P;Q) é dado por (1.9).
A caracterização de (1.15) segue da caracterização de 
londe então definimos como dada em (1.16), sen­
do que I^(P;Q) foi dado por Sharma e Mittal^^^^.
D
Vejamos agora as generalizações de J(P;Q) e J (P;Q);
, m p? q“
J (P;Q) = (0-1)"^ log, t z c-i— — 1--- i ) ) ,
a  ^ i=l 2
a 1, d > 0 (1.17)
m nl~“ 3~1
J^(P;Q) = (2^-^ - 1)-1 {[ E 1---- i)f-l _
^ i = l 2
(1.18)
para a 1, B 1, a, 3 > 0.
Facilmente verifica-se que:
lim J^(P;Q) = J (P;Q) ;
3^1 “
Para a = 3, J 3 (P;Q) = J^(P;Q) e
lim J^(P;Q) = lim J (P;Q) = i J(P;Q) .
3^  1 a-> 1 ^
A existência e a caracterização das medidas (1.12),
(1.15), (1.17) e (1.18) foram apresentadas por Taneja^^^^.
1.3 - Regras de Decisão
Consideremos o problema, da teoria de decisão, de cla_s 
sificar uma observação X com vinda das m possíveis classes
C = (c , C2 , • • • , c^). Denotemos p^ = Pr {C = c^}, i = l,2,...,m como 
"a priori” probabilidade das classes; f^ (x) ,. . . , (x) as funções 
densidades condicional, dada a verdadeira classe ou hipótese, ou 
seja: f^(x) = Pr {X = x/C = c^}, i = l,2,...,m. Suponhamos que 
f^(x) e p^ sejam completamente conhecidas. Dada qualquer observa 
ção X = x, podemos calcular então, a probabilidade condicional 
"a posteriori” de C, pela regra de Bayes, isto ê :
Pi f.Cx)
P(c^/x) = Pr {C = c^/X = x} = ----------  , i = l,2,...,m-
Z p. f.(x)
(1.19)
(i).É bem conhecida que a regra de decisão que minimi­
za a probabilidade de erro (Ferguson^ ê  a de Bayes, a qual e^ 
colhe a hipótese com maior probabilidade posteriori.
Usando este fato, a probabilidade de erro, para um da­
do X = x é expressa por:
Pe(x) = 1 - max {P (c^/x),. . . ,P (c^ ^^ /x) } . (1.20)
Antes de observar X a probabilidade de erro Pe, asso - 
ciada a x, é definida como a probabilidade de erro esperada, ou 
seja:
Pe = / P(x) [1-max {P (c,/x),. .. ,P (c^/x)} ] dx 
X 1 m
= l-max/P(x) [P(c^/x),. . . ,P(Cjj^ /x)] dx
= l-max/[P(x) P (c^/x),... ,P(x) P(Cj^ /^x) ] dx
= 1 - max/[P(x/c^) P(c^),.. . ,P(x/Cjjj) P(Cjj^)]dx
Pe = 1- / m p  {P(x/c^) P(c^)}dx, i = 1, 2 , 3,. . . ,m • (1.21)
Considerando as medidas para duas classes, dado um ve­
tor característico X de algum padrão desconhecido P, P ê classi­
ficado como pertencente a classe c^ se; P(c^/x) ' >P(Cj/x),
i = 1,2 e i j . Esta regra dâ-nos a probabilidade mínima possí­
vel de mã-classificação, ou seja:
Pe = 1 - /max {P(x/c^) P(c^)}dx, i = 1,2
Pe = / min {P(x/c.) P(c-)} dx , i = 1,2 (1.22)
= 7 min {P(x/c^) P(c^), P(x/c2 ) P(c2 )}dx 
= / min {P(x) P(Cj^/x), P(x) P(c2 /x)}dx 
= / P(x) min {P(Cj^/x), P(c2 /x)}dx
.•. Pe = / P(x) Pe(x) dx . (1.23)
(ii) Outra regra de decisão aqui considerada, também 
para duas classes, é a regra de decisão aleatória, que pode ser 
deduzida como segue. Para um dado X, Cj^ ocorre com probabilidade 
P(c^/x), conseqüentemente a probabilidade l-P(c^/x) pertence a 
classe C2 * Analogamente, C2 ocorre com probabilidade P(c2 /x) e 
c^ com probabilidade 1 - P(c2 /x). Portanto, para um dado X a pro­
babilidade é dada por:
R(x )=P( c 2/x ) [1 - P(c 2/x )] + P(c ^/x ) [1-P(c ^/x )]
= P(c2 /x) P(c^/x) + P(Cj^/x) P(c2 /x)
R(x) = 2 P(c^/x) P(c2 /x) . (1.24)
Tomando o valor esperado de (1.24) com respeito a P(x) ,
obtemos:
R = / P(x) R(x) dx . (1.25)
Temos também a regra de decisão, definida por Cover e 
f 21 -Hart , que e a da taxa de erro da vizinhança próxima, dada por;
2 P(x/c,) P(c,) P(x/c,) P(c,)
R = / [ ------- ^ ^ ----- ^ ] d x  (1.26)
P(c,/x) P(x) P(c^/x) P(x)
= / 2 [---±------------ í-------- ] dx
P(x)
= / P(x) [2 P(c^/x) P(C2 /X)] dx
R = / P(x) R(x) dx , é o mesmo que (1.25)
1.4 - J-divergência e o coeficiente de Bhattacharyya 
para duas distribuições.
Duas medidas bem conhecidas, na classificação de pro­
blemas, encontradas na teoria de informação e padrões de reco­
nhecimento são a divergência e o coeficiente de Bhattacharyya.
Trocando em (1.10), p^ por p(x), q^ por q(x) e conside 
rando, para simplificar, o logaritmo na base e, obtemos:
10
J(P;Q) = / [p(x) log^{fy] dx +
+ / [q(x) log^-^] dx . (1.27)
Fazendo agora, uma substituição em (1.27), trocando 
p(x) por P(x/c^) e q(x) por P(x/C2 ), temos:
P(x/c,)
J = / [ P ( x / C j ) l o g ^ ^ ^ ]  dx .
P(x/C2)
Pfx/c  ^ Píx/c 1
= / [P(x/Cj) log PU/c^) l o g - p ( 3 ^ 1  dx
P(x/C,)
J = / [P(x/c^) - P(x/C2 )] log [-p(-^--y ] dx (1.28)
que ê a J-divergência.
E o coeficiente de Bhattacharyya é definido por:
P = / /P(x/c^) P (X/C2 )’ dx . (1.29)
Se P(x/c^) e P(x/C2 ) pertence a A , então
m -------------;— ,
p = E /P(x-/c,) P(x-/c^) ê o cosseno do ângulo entre as dire- 
_ i = l  ^  ^  ^ , ■ 
ções do R , determinadas pelos vetores ( i/P(x^ /c^ )', ,
. . . , /V G T J c ~ ^ ) e ( y ? ( x ^ / c ^ Ÿ,. . . , / T ô T ÿ c ^ ) . Justif icativas pa­
ra a escolha desta função são oferecidas no artigo de Bhatta­
charyya .
Toussaint^ ^  definiu as seguintes medidas gerais: 
J(C/X) =/[P(c^) P(x/c^) - P(C2 ) P(x/C2 )].
P(c ) P(x/Cj)
• ‘p(c;y Ptx/C,)'
11
P(x) P(c,/x)
= /[P(X) P(c^/x) - P(x) PCc^/x)] log dx
P(c,/x)
= /P(x) [P(c^/x) - P(C2 /X)] log [ - ^ — -] dx
.*.J(C/X) =/P(x) J(x) dx . (1.31)
E:
p(C/X) = /P(c^) P(C2 )'/ /P(x/c^) P(x/C2 )’dx , (1.32)
= / /.P(c^) P(x/c^) P(C2 ) P(x/C2 ) 'dx
= / /P(x) P(c^/x) P(x) P(c2 /x)'dx
= / P(x) / P(c^/x) P(c2 /x)'dx 
.*.p(C/X) = /P(x) p(x) dx , (1.33)
onde P(x) ê dado por:
P(x) = P(x/c^) P(c^) + P(x/C2 ) P(C2 ) . (1.34)
Casos particulares:
Aplicando em (1.30) e (1.32), P(c^ )^ = P(c2 ) = obte­
mos :
T T . 1 / 2  P(x/c,)
J(C/X) , /ti PCx/c,) -i P(x/C2 )l log [ p y - p ( 3 ^ 1  dx
P(x/c, )
=. i /[P(x/c^) - PCx/cp] log [põíT^l
12
. • . JCC/X) = J. (1.35)
E: P ( c / x )  = / T 7 T T T 7 T / / T ü T ^ ^ T T õ ü ^ p  dx
= I / /p(x/c^) P(x/C2 )' dx 
p(C/X) = |p. (1.36)
1.5 - Cotas superior e inferior de Pe e R .
Hudimoto^^^ mostrou que Pe ê limitado superiormente.
isto e:
Pe ■< max {P (c^) , P (C2 )} p . Cl • 37)
Este resultado foi melhorado por Hudimoto^^^, tendo o 
mesmo mostrado que Pe ê limitado superiormente e inferiormente:
P(Cj^ ) P(C2 ) p^ < i - i  /l - 4P(c^) P(C2 ) p^ <
< Pe < /p(c^) P(C2 ) p. (1.38)
Este resultado também foi estudado, independentemente, 
por K a i l a t h ^ .
r 71Pela primeira vez, foi obtido por K a i l a t h •' uma cota 
superior de Pe, em função de J, isto é:
Pe _> i exp ( - |) , (1.39)
Uma considerável cota próxima, foi obtida por Tous-
13
saint^^^^, dado por:
i /l-4exp[- 2H(C) - ”j("c/X)]' , (1.40)
onde H(C) ê a função entropia, dada por:
H(C) = -■P(c^) log P(c^) - P(C2 ) log P(C2 ) . (1.41)
Caso particular:
Considerando P(c^) = ^(.<^ 2^ “ Y  ^ substituindo em (1.40),
obtemos:
Pe > i - /l - exp ( - |) (1.42)
ou: J ' ^ - 2 1 o g [ 4 P e ( l - P e ) ] .  (1.43)
Temos que (1.42) é mais proximo do que (1.39). 
T o u s s a i n t , também mostrou um resultado ainda mais 
proximo do que os considerados anteriormente, dado por:
J > 2(2 Pe - 1) log (Pe/1 - Pe) . (1.44)
Mais detalhes do estudo destes resultados, juntamente 
com outros existentes, estão apresentados no capítulo II. Enquan 
to que estudo de cotas em função das generalizações de J-diver - 
gência, estão apresentados no capítulo III.
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J-DIVERGËNCIA, COEFICIENTE DE BHATTACHARYYA 
E AS REGRAS DE DECISÃO
2.1 - Introdução
Neste capítulo, apresentamos alguns resultados ligados 
a J-divergência, coeficiente de Bhattacharyya, regras de decisão 
e a distância Bayesiana. Alguns desses resultados são somente 
enunciados e suas demonstrações podem ser encontradas em Tous­
saint Como o principal objetivo de Toussaint, ê mostrar co­
tas mais próximas das regras de decisão do que as apresentadas 
até então, achamos conveniente apresentar demonstrações de al­
guns teoremas. 0 logaritmo aqui apresentado, é considerado na ba 
se e.
CAPÍTULO II
2,2 - Uma Desigualdade entre J (C/X) e PÇC/X)
Teorema 2.1 - J(C/X)' > - 2 [H(C) + log p(C/X)], (2.1) 
onde H(C) = - P(c^) log P(c^ )^ ♦
- P (C2 ) log P(C2 ), é a função
entropia.
Dem.: Por (1.30), temos que:
P(c,) P(x/cJ 
J(C/X) . / {P(cp P(x/Cj) log *
15
P(c,) P(x/cJ
- P(x/4)»
= P(c^ ) E^[log P(x/cp P(c^ ) - log P(x/C2 ) P(C2 )] +
- P(C2 ) E 2 Ílog P(x/c^) P(Cj^ ) - log P(x/C2 ) P(c2 )]
= - P(c^) E^[log P(x/C2 ) P(c2 )-log P(x/c^) P(c^)] +
- P(C2 ) E2 Ílog P(x/Cj^) P(c^)-log P(x/C2 ) P(c2 )]
P(c,) P(x/c,)
pccri- p w '  *
P(c,) P(x/c,)
- P(c^) Epilog ---■ \  \ ] , (2.2)
 ^ P(C2) P(x/C2)
onde E^ denota o valor esperado com respeito a P(x/Cj^), i = l,2. 
Como log X é uma função côncava, a desigualdade de Jensen aplica 
da em (2.2), dã-nos:
P(x/c^) P(c.)
J(C/X) > - P(c,)logEi[.----j - - ^ 1  .
P(x/c.) P(c.)
P(x/c,) P(c^) ,
= - 2 P(c,) log E. [----- ^ '  +
1 1 P(x/ci) P(ci)
P(x/c, ) P (c, )
- 2 P(c.) log E^[----- ------
2 2 p(x/c2) P(C2)
P (x/c,) P (c,) , ...
- - 2 P(c^) log (/P(X/C,) P ( c ^  ^' ^
16
P(x/c,) PCc-,)
- 2 P(cpiog(/P(x/cp tp(x/c'j
P(c
= - 2 P(c ) log{/(— J— —  P(x/c.) P(x/c,)-^/2 
 ^ P(c^)l/2 1 1
^/2 P(C2)^
 ^ P(c )l/2
P(c
2 P(cO . log {/[---?— —  P(x/cO P(x/c,)"^''^
P(cjl/2 2 2■2 
1/2 
P(c-,)l/2
1/2 ^  ^
PCx/c-,)^^^ ---±-- -] dx}
= - 2 P(c^ ) l o g { / [ p ^  /P(c^) P(c2 )‘/P(x/c^) P(x/C2 )‘] dx} +
- 2 P(C2 ) log í / [ p ^  /P(c^) P(c2 )'/P(x/cp P(x/c23] dx }
= - 2 P(c^ ) log [/P(c^) P(c2)7/P(x/cp P(x/c2 ) dx]} +
- 2 P(C2 ) log [/P(cp P(c2 )'//P(x/c^ ) P(x/C2 )' dx]} ,
por (1.32):
= "  ^ P(C/X)] - 2 P(C2 ) log p(C/X)]
J(C/X) > - 2 P(c^) log [pCC/X)/P(c^)] +
- 2 P(C2 ) log [p(C/X)/P(c2 )] . (2.3)
Expandindo (2.3) e recombinando os termos, obtemos: 
J(C/X) ' >- 2 P(c^) [log p(C/X) - log P(c^)] +
-2P(c2) [log p(C/X) -logP(c 2 )] =
= - 2 [P(c^) log p(C/X) - P(c^) log P(c^)] +
- 2 [P(C2 ) log p(C/X) - P(C2 ) log P(C2 )]
= -2{[P(c^) + P(C2 ) ] log p(C/X) +
+ [ - P(c^) logP(c^) - P(C2 ) log P(C2 ) ]}
J(C/X) ■ > - 2 [H(0 +logp(C/X)] ,
onde H(C) = - P(c^) log P(c^ )^ - P(c2 ) logP(c2 ), ê a função entro 
pia.
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2.3 - Cotas inferiores para R e J .
Teorema 2.2 - (a) R > exp [ - 2 H(C) - J(C/X)]; (2.4)
(b) R > i [1 - J(C/X)/2] . . (2.5)
Teorema 2.3 - J(C/X) >;/ 1 - 2R' log [l-t ~ . (2.6)
1 “ / 1 - 2R
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E:
2.4 - Cotas inferiores para Pe e J .
Teorema 2.4 - (a) Pe ^ i exp [- 2 H(C) - J(C/X)]; (2.7)
ù
(b) Pe > i [1 - J(C/X) / 2] ; (2.8)
(c) Pe > /l-2exp [-2 H(C) -J(C/X)] ';
(2.9)
Teorema 2.5 - J(C/X) > (2 Pe - 1) log ( y ^ )  • (2.11)
X ~ i ©
Dem.: De (1.31) e (1.23) segue, respectivamente que:
P(c,/x)
J(x) = [P(c^/x) - P(c2 /x)] log . (2.12)
Pe(x) = min [P(c^/x), P(c2 /x)]. (2.13)
Como J(x) ê simétrico em relação a P(c^/x) e P(c2 /x), 
pode ser escrito em termos de Pe(x). Considerando Pe(x) = P(c^/x) 
então l-Pe(x) = P(c2 /x), assim:
J(x) = ÍPe(x) - [1 - Pe(x)]} log 
= [Pe (X) - 1 + Pe (x) ] log
1 - Pe(x)
J(x) = [2 Pe(x) - 1] log [— , (2 .1 4 )
1 - Pe(x)
Consideremos a função:
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£(x) = (2x - 1) log > no intervalo 0 < x < i.
J. — X Z
Vejamos se f(x) ê uma função convexa:
= (2x- 1)' log ( ^ )  + (2x- 1) [log
= 2 log (-^) + (2x - 1) [--- '----------- ]
1-^ (x/l - x) log e
= 2 log ( ^ )  + (2x - 1) [1 .^1-^^
1 -x Cx/l“ Xj
2 1 o g ( ^ ) . C Z x - l )
2 log ( ^ )  .  (2x - 1 ) [ ^
1-X (l-x)2 X
2 log C ^ )  . C2x - 1,
2x-l T , r X . + 2 log (---)
x(l-x)  ^ 1-x'
Mas- 2x - 1  ^ 2x - 1  ^ (2x - l)x + (2x - 1)(1 - x)
1-x X x(l-x)
2x^ - x + 2x - 2x2 - 1 + X 2x - 1
x(l-x) x(l-x)
Derivando novamente, teremos:
d^f (x) _ (2x - 1) ' (1-x) - (2x - 1) (1-x) '
dx^ (l-x)2
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2 (1-x) - (2x - 1) (-1) 2x - (2x - 1) . 1 2 r (x/l - x) '
(1-x)^ x^   ^ (x/l-x)loge
2 - 2x + 2x - 1 2x - 2x + 1 rX'(l-x) -x(l-x)' (l-x)i 
(1-x)^ x^  (1-x)^  • X
1 1 9 1^ - X + x> + + 2 (-- — ----)
( 1 -x ) ^  x^ X ( l - x )
1 1 2  
+ —^ +
(1-x)^ x^  x(l-x)
Mas:
1 1 2 l - 2 x 4  4 1-2x
(1-x)^ x^  x(l-x) x^  X l_x (1-x)
l.x^ + l(l-x)^ + 2x(l-x) 
x^(1-x)^
(1 - 2x) (1-x)^ + 4x(l-x)^ + 4x^ (1-x) - (1 - 2x)x^
x"(l-x2)
x^  + 1 - 2x + x^  + 2x - 2x^ 
x^(1-x)^
1 - 2x + x^  - 2x + 4x* - 2x^ + 4x - 8x^ + 4x^ + 4x^ - 4x^ - x^  + 2x^
xMl-x)^
2x^ + 1 - 2x + 2x - 2x^ 1 - 4x + 9x^ - 6x^ + 4x - 9x^ + 6x^
9
xMl-x)^ x"(l-x)
1
xMl-x)^ xMl-x) 2 •
• d^f(x)  ^ 1 - 2x  ^ 4  ^_4_ 1 - 2x 
■ ‘ dx^ x" X ■" i_x " (1-x)^
Temos que ^ ^ 0, para qualquer x. ConseqUentemen
dx
te f(x) e (2.14) são funções convexas. Para uma função convexa 
desse tipo, a desigualdade de Jensen ê dada por:
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E í£(x)} >£ {E(x)} , (2.15)
onde E denota o valor esperado.
Tomando o valor esperado em ambos os lados de (2.14), 
com respeito a P(x) e usando (2.15), teremos a cota desejada, i£ 
toe:
J(C/X) > (2 Pe - 1) log ( - ^ )  .
— 1-Pe
2.5 - Casos Particulares:
Consideremos P(Cj^ ) = P(c2 ) = j', assim:
H(C) = - j l o g j - j l o g j  
= - log I
. ■ . H(C) = log 2 . (2.16)
Aplicando (1.35), (1.36) e (2.16) teremos:
Em (2.1): J/2 > - 2 [log p/2 + log 2] =
= - 2 [log p - log 2 + log 2]
= - 2 log p
.•. J > - 4 log p , (2.17)
que é a desigualdade de Hoeffiding e Wolfowitz.
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Em (2.4): R_>exp [- 2 log 2 - J/2] =
exp (log 2“ )^ . exp (-J/2)
2“  ^. exp (- J/2)
exp (- J/2) . (2.18)
Em (2.5): R>-| [1 - (J/2)/2] =
= 1 [1 - J/4]
. ' . R ^ . (2.19)“ Z 8
Em (2.6): ^ > / 1 - 2R 'log Í ^ -^ 1
2 1 - / 1 - 2R'
1 + / I - 2R'J > 2 / 1 - 2R‘ log r-^ - ~ -1 • (2.20)
.1 - /  1 - 2R
Em (2.7): Pe > exp [- 2 log 2 - J/2] =
= [exp (log 2"^) . exp (- J/2)]
I [2-2 . exp (-J/2)]
I [1/4 . exp (- J/2)]
Em (2.8): Pe > j [1 - (J/2)/2]
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1 1Em (2.9): Pe > | | / 1 - 2 exp [- 2 log 2 - J/2]’ =
= - y / 1 - 2 [exp (log 2"^) . exp(-J/2)]
(2.23)
/ 3 Z T
. i - /
16
1 /T" (2.24)
Em (2.11) : Í  > (2 Pe - 1) log ( t ^ )  
z — 1-Pe
. • . J > 2(2 Pe - 1) log ( - ^ )  
~ 1-Pe
(2.25)
Teorema 2.6 - (a) A cota dada, em (2. 20 ) é mais
do que a dada em (2.19). 
(b) A cota dada em (2.20) é mais 
que a dada em (2.18).
proxima
proxima
Dem.: (a) A equação (2.19) pode ser escrita na forma:
R > 4 - J
-  8 
8R > 4 - J
-J < - 4 + 8R
(2.26)
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Para provar que (2.20) é mais próxima do que (2.19), é 
preciso mostrar que:
2 /l - 2R log Jr Z.I É ] > 4(1 -2R).
1 - / 1 - 2R' “
Consideremos: x = (1 - 2R)^^^, 0 < x < 1 
Devemos então provar que:
2x log [ ^ ]  > 4x^
X “• X
, rl+Xi  ^ 4x*
i T F
log > 2x . (2.27)
1-X -
Temos que:
log [ \ ^ ]  = 2 Z para x^ < 1 • (2.28)
J.-X k=l
Como x^O, todos os termos em (2.28) são nao negati­
vos, isto é:
2. Ê 1 \  1 . = 2 [ i x t  ix> + i x '  + .. .+  - i .x "- lt .. .] ,
k=l (2k-l) 1 3  5 n-1_
n-par.
Como x>;0, segue q\,ie x ,x^  ,. . . ,x^“  ^, são números não ne
gativos. Para k=l, (2.28) reduz-se a (2.27), provando assim o 
resultado.
(b) A equação (2.18) pode ser escrita por:
4R >■ exp (- J/2) 
log 4R^-J/2
J > -2 log 4R . (2.28)
Para provar que (2.20) está mais próxima do que (2.18), 
devemos mostrar que:
2x log > -2 log 2 ( 1 - x M  , (2.29)
sendo x o mesmo definido anteriormente.
Consideremos agora em (2.29): x = 2y - 1, j < y < l .  Deve- 
mos então mostrar que:
2(2y - 1) log [ ^ ]  > -2 log [8y(l - y)] . (2.30)
Expandindo e recombinando os termos de (2.30), obte­
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mos :
(2y - 1) log [ ^ ]  > - log [8y(l - y)]
(2y - 1) [log y - log (1-y)] ^  - [log 8 + log y + log (1-y)] 
2y log y - 2y log (1-y) - log y + log (1-y) ^
^ - log 8 - l o g y - log (1-y)
2y log y - 2y log (1-y) - log y + log (1-y) + log y +
+ log (1-y) ^ - log 8
2y log y - 2y log (1-y) + 2 log (1-y) > - log 8
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2[-ylogy- (l-y)log(l-y)]£log8 
2H (y, 1-y) < log 8 
H(y, log 8
H(y, i-y) 1 log 8^^^
H(y, 1-y) < log 2 + log ,/r , (2.31)
onde H(y, 1-y) ê a função entropia.
10 maximo de H(y, 1-y) ocorre quando y = — e e dado por 
log2, provando assim o resultado.
Teorema 2.7 - (a) A cota dada em (2.25) esta mais pró­
xima do que a dada em (2.23).
(b) A cota dada em (2.25) esta mais pró­
xima do que a dada em (2.24).
Dem. : (a) (2.23) pode ser escrita na forma:
P e -1> - i / l - i  exp t- f)
-2 (Pe - |)< /  l exp (- |)
[-2(Pe -i)I^ < 1 - i  exp (- |)
4Pe (Pe - 1) < - 1 exp (- |)
-2.4.Pe (Pe - 1) ^ exp (- ^)
8Pe (1 - Pe) exp (- ^)
- I < log [8Pe(l - Pe)]
J > - 2 1 o g  [8Pe(l-Pe)]. (2.32)
Para mostrar que (2.25) está mais pr5xima do que (2.23), 
devemos mostrar que:
2 (2Pe - 1) log (-— ~^ -) ^  - 2 log [8Pe (1 - Pe) ] , que ë exata­
mente a equação (2.30), provando assim o resultado.
(b) A equação (2.24) pode ser escrita na forma:
Pe >
— 4
4Pe ^ 2 - / T
4Pe - 2>-/T'
-4Pe + 2 < / r
(2 - 4Pe)2 < J
[2(1 - 2Pe)]2 f J
. •. J > 4(1 - 2Pe)2. (2.33)
Para mostrar que (2.25) está mais proxima do que (2.24), 
é necessário mostrar que:
log ( ^ )  > 2(1 - 2x) , para 0 < x < | . (2.34)
Considerando em (2.34): x = -ip , 1 < z < “ , então:Z + j.
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> 2 [1 -
— z + 1
Para z > 0, temos:
28
log z > 2(|^) . (2.35)
(2.36)
vos.
Para z > 1, todos os termos em (2.36) são não negati -
Para k=l, (2.36) reduz-se a (2.35), provando assim o
resultado.
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CAPÍTULO III
GENERALIZAÇÕES DE J-DIVERGENCIA E A PRO­
BABILIDADE DE ERRO
3.1 - Introdução
Neste capítulo, obtemos novas cotas inferiores em fun­
ção das generalizações de J-divergência apresentadas no capítu­
lo I. Apresentamos também, algumas desigualdades envolvendo J-d^ 
vergência, suas generalizações e o Coeficiente de Bhattacharyya.
3.2 - Generalizações de J-Divergência entre Duas Dis­
tribuições
Na seção 1.2 apresentamos diferentes generalizações de 
J-divergência, de Kullback. De maneira análoga a (1.28), apresen 
tamos nesta seção, as várias generalizações de J-divergência en­
tre duas distribuições.
Definimos a seguinte medida:
J^(C/X) = (2^"^ - 1)"^ { /P(x) A g(c/x)dx - 1},
6 > 0, B 1 (3.1)
onde :
Ag(c/x) = P(c^/x)^ P(c2 /x)^~^ + P(c^/x)^"^ P(c2 /x)^
(3.2)
onde ;
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P(x) = P(c^) P(x/c^) + P(C2 ) P(x/C2 ).
Analogamente, definimos:
J„(C/X)' = (a_ log2 { /P(x) A^(c/x) dx } ; (3.3)
3-1
J^(C/X) = (2^-^ - 1)-^ { [/ P(x) A^(c/x)dx]“-^ - 1}.
(3.4)
Podemos ainda escrever, da seguinte forma:
J^(C/X) = (2^"^ - 1)“  ^ {Ag(C/X) - 1} ; (3.5)
J^(C/X) = (a- l)'l log2 {A^(C/X) } ; (3.6)
3-1
J^(C/X) = (2^"^ - 1)"^ { [A^(C/X)]“-1 - 1} , (3.7)
A^(C/X) = /P(x) A^(c/x) dx
= E [A^(c/x] , (3.8)
sendo E o valor esperado com respeito a P(x).
Facilmente mostramos que:
(a) lim jf(C/X) = J„(C/X) , J^(C/X) = J^(C/X) ;a a ti
(b) lim J®(C/X) = lim J (C/X) = J(C/X) , onde J(C/X) 
3^1 a^l
ê como dado em (1.30).
Baseados em J(x), dado em (2.12), fazemos as seguintes 
generalizações:
J^c; x) - (2^“^-l)"^ [A3(c/x )-1] ; (3.9)
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J (c; x) = (a - 1 ) log^ A (c/x) ; (3.10)ot z. Ct
B-1
J^(c;x) = (2^~^ - 1)"^ [A^(c/x)""^ - 1]. (3.11)
Facilmente, verificamos que:
(a) lim (c ; x) = (c; x) , (c; x) = (c ; x) ,
e^i
(b) limJ^(c; x ) = l i m J  (c; x) =J(x).
Podemos ainda definir:
J^(C; X) = / P(x) J^(c; x) dx ; (3.12)
J (C; X) = / P(x) J (c; x) dx , (3.13)
CL Ot
J^(C;X) = /P(x) J^(c;x)dx . (3.14)
Neste caso, também é facilmente demonstrado que:
lim J^(C; X) = lim J(C; X) = J(C/X), onde J(C/X) é co-
3^1 a^l ^
mo dado em (1.30).
Observação: I - (a) J^(C/X) = J^(C; X) ;
(b) J (C/X) i J (C; X) ;ex ex
(c) J^(C/X)  ^J^(C; X) .
II - Aplicando limite e considerando a = 3 , 
obtemos ;
(a) J^(C/X) = J^(C; X) ;
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(b) lim J (C/X) = lim J (C; X) = J(C/X) • 
a^l “ a-^ 1 “
III - De (3.4) e (3.14) podemos obter as se­
guintes desigualdades:
(a) J^(C/X) > J^(C; X) , para 3 1 a,
3 > 1  ; 3 < a < l .
(b) J^(C/X) < J^(C; X), para a < 3 < 1;Cí- ot
3 > a , 3 > 1 •
De fato:
Por [4], temos que:
(Z P, a . )^  £ Z P . aT , para y ^ 1 • 
i i
Portanto:
3-1 3-1
[ / P(x) (c/x) dx ]““  ^> /P(x) [A^(c/x)]“~^ dx, para
0 < ^ 4 < i
— a-l —
3-1 3-1
[/P(x) A^(c/x) dx ] ^/P (x) [A^(c/x)]“"^ dx, para
3 £ a , 3 ^ 1  
3-1 3-1
[/P(x) A (c/x) dx - 1 > /P(x) [A (c/x)]“-^ d x -1, paOí cx
ra 3 < a , 3 > 1
6- 1 -1Multiplicando ambos os lados por (2 - 1) , obtemos
Ci) [/P(x) A„(c/x) dx ]°^ -l - 1 >
g-1
a
6-1
^ (2^-^ - l)"^ / P(x) [A^(c/x) ] dx - I , para
6 < a , g > 1
B-1
(ii) C2^"^-l)'^ [ / P(x) A^(c/x) dx ] - 1 <
3-1
< (2^"^ - 1)"^ /P(x) [A (c/x)]“"^  dx - 1 , para
■*— cc
a £ 3 < 1-
Continuando:
3-1 3-1
[/P(x) A (c/x)dx]°‘"^ </P(x) [A (c/x) ] dx , para
(X oc
^  > 1 . 
a-1 -
3-1 3-1
e: [ /P(x) A^(c/x) dx - 1 < /P(x) [A^(c/x)]«-l dx - 1,
(X Uír
para 3 ^ a.
Multiplicando ambos os lados por {2^  ^- 1) obtemos:
3-1
(iii) C2^“^-l)''^ [/P(x) A (c/x)dx]«-l - 1 1
ct
3-1
< (2^~^ - 1)"^ / P(x) [A (c/x)]«-^dx- 1, para — cc
3 ^ a , 3 > 1 • 
3-1
fc/x) dx ]a(iv) (2^“  ^- 1)“  ^ [ /P(x) A^(c/ - 1 >
3-1
> (2^'^ - 1)“  ^/ P(x) [A (c/x) ] dx - 1 , para
3 < a < 1
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Por (i), (ii), (iii) e (iv) , chegamos a seguinte con­
clusão :
3-1
( 2 3 - 1 _ i )-1 [ j p (x ) a  ( c / x ) dx - 1  >
a —
3-1
> (2^'^ - 1)“  ^/ P(x) [A^(c/x)]«-l dx - 1 , para 3 < a
' 3 > l ; 3 £ a < l .
3-1
(2<^ "^  - 1)“  ^ [ /P(x) A^(c/x) dx - 1 <
3-1
. ( c / x ) la
3 > a . 3 > 1 .
< (2^"^ - 1)"^ / P(x) [A^  ]“-l dx - 1 , para a < 3 < l ;
J^(C/X) > jf(C; X), para 3 < a , 3 > 1; 3 < a < 1.cx uc —
(C/X) £ (c; X), para a < 3 < 1; 3 > a , 3 > 1•ex (_X
3.3 - Desigualdade entre J^ (C/X) e p(C/X).
Teorema 3.1 - (C/X) > (2^“  ^- 1 ) .
3-1 3-1
. { [p(C/X)^“ ]«-l [P(c^)^ “"“+P(c2)^"^''f-1-1}, 
a > 1, 3 > 1; 0 < a < 0< 3 <1. (3.15)
Dem.: Aplicando (3.2) em (3.4), obtemos:
J (^C/X) =: (2^ -^^  - l)"^{[/p(x)(p(c^/x)“p(c2/x)^"“+p(c^/x)^‘“
3-1
. P(c2/x)“) dx ]a-l - 1}
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= C2^"^ - 1)"^ { [ / (P(c^) P(x/c^))“ (P(C2 ) P(x/C2 )^”'^ +
3-1
+ CP(c^) P(x/c^^"‘^ (PCC2 ) P(x/C2 )“ ) dx - 1}
(3.16)
^23-1 .,-1 P(x/c,)
- 1 )"^ {[/(P(C 2 ) PCx/c,) (— - \ — — — \ ) “ +
 ^  ^ P(C2 ) P(x/C2 )
P(c ) P(x/C2 )  ^ ^
 ^ ' p ü i r p ü 7 í i ) ’^ ^='>
R 1 1 P (c-, ) P(x/c. ) 4 2 a
= ,(2^-^-l)-l {[P(C2 ) E ((.^  . .\  /■ +
 ^  ^ P(C2 ) P(x/C2 )
P(c ) P(x/c ) 7  2 a ^
+ P(c-.)E ((-^ , . \ )2)" ]«-! - 1} . (3.17)
-1- -L P(C2 ) P(x/C]^)
Como w(x) - ê convexa para a > 1 (x > 0) e côncava 
para 0 < a < 1, aplicando a desigualdade de Jensen em (3.17), ob 
temos:
R R-1 1 P(Ct) P(x/c-,) — 2qi^
j H c / X)  > (2^  -^-1) {[P(C ) (E ( . -.-\)2)^^ +
a - I I  P(C2) P(x/C2)
P(c ) P(x/c ) j  2a ^
para a > l ,  3 > l ; 0 < a < y , 0 < 3 <l.
1 1 
2nr./. 2^R R 1 1 P(x/c2)P(cJ^P(x/c )" 2a' 
jP(C/X) > (2^ -^-l)“-^ { [ P Í C O Í / ----------------- ^ d x ) ^  +
2 P(c2)1/2 p(^/cpl/2
1 1
P(x/C^) P(C2)2 P(x /C2)2 ^
. P ( C ^ ) ( / ------ L 2 ------ ^  dx)2“ ]“-l-l} .
 ^ P(c^)l/^ P(x/c^)l/2
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PCcR - 1  -1
(2^  ^- 1) M  [P(c^) ( / ^
2^  ^^Fi;;7í7^ •
P(Cj)l^^ P(x/Cj)^^^ Píx/c^) Píx/c^)"^^^
P (c, ) 
+ PCcJ ( / ^
PCcz)
1/2
1/ 2
A  ^2adx ) +
 ^ P(c^)l/2
Pícpl/^ P(x/cpl/^
PCCj)l/2
R- 1  - 1  /^ P (c, ) P (c 2 )
(2^ -^ - 1) M  [P(c^) (-----i--^ ^
2 P(c2)
.  / /PCx/cp P(x/C2)'dx +
/P(c ) P(c )■ ^ _ M
+ P(Ci) (----//PC^/cp P(x/C2)dx)^“]“-1 - 1}
ß-1
= (2^-^ - 1)'^ { [P(c ) + p(c )(£^^)2“ ]a-l_i}
 ^ PCc2) ^ PCc]^ )
3-1
= (2^"^ - 1)"^ { [p(C/X)2“ (P(c^)^"^“ +P(C2)^“ “^)]“"^  -1}
ß-1
J^(C/X) _> (2^"^ - 1)"^ { [p (C/X)2“ ]“-l .
3-1
. [P(c^)^"^“ + PCc2)^"^“ ]“-l - 1} ,
para a > l ,  3 > 1 ;  0 < a < | - ,  0 < ß < l .
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3.4 - Cota inferior de Pe em funçao de J^ (C;X)
. log2 [Pe (1-Pe)^"“ + Pe ^(1-Pe)“] ,
(3.18)
para 0 < a < 1.
Dem.: De (3.2) e (3.10), obtemos:
J^(c;x) = (a-1)"^ log2 [P(c^/x)“ P(c2 /x)^~“ +
+ P(c^/x)^"'^ P(c2/x)“] , (3.19)
com a > 0 e a 1.
Por (2.13), temos que:
Pe(x) = min {P(c^/x), P(c2 /x)}.
Como J^(c;x) ê simétrico em relação à P(c^/x)e P(c2 /x), 
considerando P(c^/x) = Pe(x)', então P (C2 /X) = 1 - Pe (x) . Fazendo 
essa substituição em (3.19), teremos:
J^(c;x) = (a-1)'^ log2 [Pe (x)“ (1 - Pe (x))^ '“ +
+ Pe(x)^"“ (l-Pe(x))“ ] . (3.20)
Consideremos a função:
g(x) (a-1)'^ log2 [ x“ (1-x)^““ + (1-x)“ ] ,
para 0 < x < -i.
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mas :
Verifiquemos se g(x) ê convexa:
d e ( x )  _ 1- ^  ( 1 - x ) “  x ° .  ] '
d ^  ■ ■ ,(x“ (l-x)l-“  + (1-x)“  xl-“ j log 2
d [ (l-x)-^~^ + Cl-x)^  ^ ]
dx
= [ x“ (1-x)^"“ ]' + [(1-x)“ x^" a f
= [a x“~^  (1) (1-x)^"“ + x“ (l-a)(1-x)^"““  ^ (-1)] +
+ [a(l-x)““  ^ (-1) x^"“ + Cl-x)“ (1-a) x^'““  ^(1) ] 
= [a (1-x)^“'" - (l-a)x" (1-x)"“ +
- aCl-x)""“  ^ x'^ "“ + d-a)x"“ (l-x)°‘]
= [aCx“-l (l-x)^-“ -x^-“ (l-x)“-^) ^
+ (1-a) (x’"^ (1-x)“ - x“ (l-x)~“)]
d [ x°^Cl-x)^-^ (l-x)^ " 
dx
+ d-o)[x““ (1-x)“ - x“ (l-x)'“ ] . (3.21)
Fazendo a substituição, obtemos:
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mas:
d g(x)  ^ - x^~^(l-x)”'^] ^
[x“ (l-x)l-« + (l-x)«xl-a]log^2
+  (1-g) [x '^(i-x)^ - x^(i-x)-^] J
[x^Cl-x)^"“ + Cl-x)°‘'x^"“ ] log 2tí
d g(x)  ^ (g-1)-^ ^g[x^-^(l-x)^-^ - x^-^^Cl-x)^-^]  ^
dx logg 2 x“ (l-x)l-a + d-x)«xl-“
+ Cl-g)[x~^(l-x)^ - x^(l-x)~^]  ^  ^
x°''(l-x)^”“ + (l-x)“x^“°‘
Derivando novamente, teremos:
d^g(x)  ^ Ca-1)~^ 
dx2 l°Se ^
^^[a(x^~^q-x)^~^ - x^'”(l-x)^~b + (l-a)(x~^(l-x)^-x”(l-x)~^ )]' 
[x“ (l-x)l-o^ + (l-x)“xl-“]2
. [x“ (l-x)^"“ + d-x)“x^"“] - [x“ Cl-x)^~'^+ d-x)“x^"“]' .
[q(x^'^(l-x)^~^ - x^~^(l-x)^~^) 4- (l-a)(x~^(l-x)^-x^(l-x)~^)]  ^
[x“ (l-x)^~“' + (l-x)“x^"“ ]2
d[a(x^~^Cl-x)^~” - x^~^(l-x)”~b + a-a) (x~°^ (l-x)°‘-x^(l-x)'°^]
dx
- aCa-Dx""“  ^ (1-x)^"“ - aCl-x)x“"^ (1-x)"'^ +
- a(l-a)x'“ (1-x)“'^ + a(a-l)x^““ (1-x)'^"^ +
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- a(l-a)x“~^ - a(l-a)x“ (l-x)"""'^
a(l-a)x (l_x)“ - a(l-a)x°‘ (1-x)“““  ^ +
a(l-a)x"“ (1-x)“"^ - a(l-a)x“"^ (1-x)"“
a(l-a) [-x"^ “  ^ (1-x)^““ - x^"“ (l-x)“"^ +
- x'^ -! d-x)-“ -x-'^ (l-x)“-l - x-“-^ (1-x)« ^
- x°^(l-x)"“"^ - x'“ (1-x)“'^ - x““  ^ (1-x)"“]. (3.22)
Portanto:
d^g(x) 1 (1-g) [-x«-^ (l-x)^ '“ - x^~«(l-x)“~^  ^
l°Se^ [x“ (l-x)l-°‘ + (1-x)“ x^"“ ]
, - x“-^  (l-x)-“ -x"“ (l-x)“-^  - x-“"^ (1-x)“ - x“ (l-x)-“"^ 
[x“ (l-x)l-“ .  (1-x)“ xl-“]
+ - X~“(l-x)“~^  - x“~^(l-x)~“]^
[x (l-x)l-ct+ (l_x)" x^-“]
[g(x“~^  (l-x)^"“ - x^"“ (l-x)“" b  + (l-a)(x"“ (l-x)“ -x“ (l-x)~“ )]^ 
[x“ (l-x)l-“ + (l-x)“ xl-“]2
Considerando:
[-x“-2 (1-x)“"^ -x“-^ (1-x)"“ +
- x"« (1-x)“-^ - x'"'^ (l-x)“ -x“ (l-x)'“-^  +
- X-“ (1-x)“-^  -x“-^ (1-x)-“] = A,
[x“ (1-x)^-“ + (1-x)“ x^-“] = B ,
[g(x“~^ (l-x)^ -“ -X^~“ (1-X)“~b+ (l-g)(x~“(l-x)“ -x“(l-x)~“)]^_^ 
[x“ (l-x)l-“ + (1-x)“ x^-“]2
Obtemos:
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Temos que B , C são positivos e A negativo.
A -Assim — e negativo.
B
APara que - continue negativo, precisamos ter a(l-a)> 0
D —
Assim:
a ( l - a ) ^ 0 - ^ l - a ^ 0  _ a ^ - l  a ^ l  
Como a > 0 e a 1, então: 0 < a < 1.
2
Portanto, para 0 < a < 1, temos que ^ 0.
dx2
Consequentemente, g(x) e (3.21) são funções convexas. 
Para esse tipo de função, a desigualdade de Jensen ê dada por:
E {f (x)} > f ÍE(x) } , (3.23)
onde E denota o valor esperado.
Tomando o valor esperado em ambos os lados de (3.20) 
com respeito a P(x) e aplicando (3.23), obtemos:
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J^CC;X) > (a-l)"^log2 [Pe“ d-Pe) (1-Pe“)],
0 < a < 1.
63.5 - Cota inferior de Pe em função de J^(C;X)
Teorema 3.3 - J.^(C;X) > (2^~^-l)'^ { [Pe“ (1-Pe) +cx
3-1
+ Pe^"“ (l-Pe)“]^-! - 1} , (3.24)
com a £ 3 < l  o u 3 ^ a > l .
Dem.: De (3.2) e (3.11), obtemos:
J^(c;x) = (2^-^-l)-^ í[P(c^/x)“ P(c2 /x)^-“ +
3-1
+ P(c^/x)^"“ P(c2./x)“ ]“"^ - 1} , ■ (3.25)
com a > 0 ,  3 > 0 , a ? ^ l ,  3?^1.
Sabemos que J^(c;x) é simétrico em relação à P(c /x) e
CX J.
P(c2 /x), portanto considerando P(c^/x) = Pe(x), temos que 
l-Pe(x) = P(c2 /x). Fazendo a substituição em (3.25), obtemos:
J^(c;x) = (2^-1 -1)"1 {[Pe(x) (1-Pe (x)) ^ “"^ +
3-1
+ Pe(x)^““ (1-Pe(x))°‘]“-1 - 1}. (3.26)
Seja h(x), a função dada por:
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3-1
h(x) = (2^"^ - 1)"^ { [ x“ (l-x)^"“ + (1-x)“ x^"“ - 1},
para 0 < x < 1/2.
Verifiquemos agora se, h(x) é convexa.
Calculemos a primeira derivada de h:
= (2^“  ^- 1)"^ { ( ^ )  [ x“ (l-x)^"“ 
dx a-l
3-1
+
+ (1 -x)“ xl-“ ]“-l
-  1
. [ x“ (l-x)l-“ * (1-x)“ x^-“ ]').
Aplicando (3.21), obtemos:
= (2^~^ - 1)“  ^{ ( ^ )  [ x“ (l-x)^"“ 
dx a-l
1 — -1
* (1-x)“ x^-“ ]“-l
r ( a-l .1-a l-a^T ^a-1.. [a(x (1-x) - X (1-x) ) +
+ (1-a) (x““ (l-x)“ - x“ (l-x)'“)]}
Calculemos agora a derivada segunda de h:
dx2 “-1 “-1
. [ x“ (l-x)l-“ t (1-x)“ xl-“ ]“-! 
. ! x“ (l-x)l-“ ^1-a ], ^
6-1-2
44
. [a(x“ -l(l-x)l-“ - xl-“(l-x)“-b .  (l-a)(x-“(l-xf -x°^a-x3^)].
i.-_i _ 1
+ [ x“ (l-x)^~“ + (l-x)"" x^"“ ]“ -!
r f ct-ln -,1-a l-ctri . [a (x (1-x) - X (1-x) ) +
+ (1-a) (x'“ (l-x)“ - x“ (l-x)"“ )] '} .
Aplicando (3.21) e (3.22), obtemos:
. ( 2 ^ - 1  - D - 1  ( 1 4 ) ( ( 6 4 .  I J
dx2 ^-1 a-l
g-1 2
. [ x"(l-x)^““ + (1-x)“ x^"“ ]“-!
. [a(x“"^(l-x)^"“ - x^"“(l-x)“ " b  + (l-a)(x““ (l-x)“ - x “(l-x)‘“ )]
. [a(x“ “^(l-x)^^ - x^"“(l-x)“"^ ) + (1-a) (x"“ (1-x)“ -x“ (1-x)"“)] +
^  1
. [ x“(l-x)l"% (1-x)“ x^"“ ]“-! .
[a(l-a) (-x“-2 d-x)l"“ - xl-“ (l-x)“"2 - x“"l(l-x)-“ .
-a,^ .a-l -a-l,- .a a,^ -,-a-l -a,, .a-l a-1,^
X (1-x) -X (1-x) -X (1-x) -X (1-x) -X (1-x) )]}
= (2^"^-l)"^ (-^) { (Izl _ 1) [x“(l-x) ^ "“ +
a-l a-l
r  ^ Ot-lfi .1-a 1-Ci,^  O^t-l^. [a(x (1-x) - X (1-x) ) +
ld:_ 1
+ [ x“ (l-x)^-“ + (1-x)“ x^-“ ]«-!
. [a(l-a) (-x“"2 (1-x)^'“ - x^~“ (l-x)“~2 - x“"^(l-x)“'^ +
- x-“ (l-x)“-^  -x-“-'(l-x)“ -x“ (l-x)-“-^ - x-“(l-x)“-^  +
a-1  ^-a-
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X (1-x)-"]}
Cons ideremos:
3-1 _ 2
[x“ (l-x)^‘“ + (1-x)“ x^'“]“-! = D
[a(x“-^  d-x)l-“ - (l-x)“-l) +
+ (1-a) (x~°‘(l-x)“ - x^d-x)““)]^ = F
3-1 1
[x“ (l-x)^-“ + (1-x)“ x^-“]^-l = ^
(-x“-2 (l-x)^-“ -x^-“ (l-x)“-2_x“-^(l-x)-“ +
- x-“ (l-x)“-^-x"“-l (1-x)“ - x“ (l-x)-“-^  +
- x'“ (l-x)“"^ - x“"^ - (1-x)"“) = H.
Claramente vemos que:
D, F e G são positivos enquanto que H é negativo. 
Assim:
-  = (2^'^ - 1)"^ (-êli) { (J-A - 1) D F + a(l-a)GÍI } (3.27)
dx2 a-1 a_i
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Analisemos agora (3.27):
Sabemos que a > 0 e a 1.
Para que a(l-a) G H _< 0 a(l-a) ^ 0 ^ 1-a _> 0 a £ 1. 
Portanto: a < 1.
Para que (-^^-1) DF < 0 ^ < 1, mas a-l < Ü - > 3 > a
a-l - a-l — —
Continuando, para a 1, temos que:
(2^ -1 - 1)-1 < 0
Analogamente:
Para que a(l-a) G H ^ 0 a(l-a) £ 0 -> -a£-l ->■ a ^ 1;
mascí,> 0,a^ 1 ->■ a > 1.
Para que (—  - 1) D F > 0 ^  - 1 > 0 ^ ^  > 1, mas 
a-l ■“ a-l ~ a-l —
a > 1, portanto: 3 a •
Continuando, para 3 ^ a > 1, temos que;
2 ^ - 1  - 1 > 0 (2^'^-l)"^ > 0  e ^  > 0.
— — a-l —
Conseqüentemente para a £ 3 < l  e 3 ^ a > l ,  temos
d^h(x)que ---> 0, donde concluimos que h(x) é convexa.
dx2 ~
Portanto, h(x) e (3.26) são funções convexas; podemos 
então aplicar a desigualdade de Jensen dada por:
E {f(x)} > f {E(x)} ,
onde E denota o valor esperado. Tomando o valor esperado em am-
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bos os lados de (3.26), obtemos:
J^(C;X) > (2^'^ - 1)"^ {[Pe“ (l-Pe)^‘“ +
3-1
+ (1-Pe)“ Pe^'“]“'l - 1} ,
a < 3 < l  ; 3 > a > l .
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COMENTÁRIOS FINAIS
J-divergência e o Coeficiente de Bhattacharyya, são m£ 
didas muito importantes na teoria da decisão, teoria da informa­
ção, análise de decomposição, reconhecimento de modelos, etc.
No início deste trabalho apresentamos novas generaliza 
ções de J-divergência, com o objetivo de obter uma melhor aprox^ 
mação, tanto inferior como superiormente, da probabilidade de 
erro. Incentivados por este objetivo apresentamos algumas cotas 
para a probabilidade de erro. Entretanto, ficamos ainda, com os 
seguintes problemas em aberto:
(i) Determinar cotas superiores para a probabilidade 
de erro, em função das generalizações de J-diver­
gência (J^(C;X) e J^(C;X);
(ii) Verificar a melhor aproximação;
(iii) Extender os resultados obtidos para J (C/X) eOí
J^(C/X);
(iv) Determinar cotas inferiores e superiores para R 
em função das generalizações de J-divergência.
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