We present a simple criterion for solvability of lattice spin systems on the basis of the graph theory and the simplicial homology. The lattice systems satisfy algebras with graphical representations. It is shown that the null spaces of adjacency matrices of the graphs provide conserved quantities of the systems. Furthermore, when the graphs belong to a class of simplicial complexes, the Hamiltonians are found to be mapped to bilinear forms of Majorana fermions, from which the full spectra of the systems are obtained. In the latter situation, we find a relation between conserved quantities and the first homology group of the graph, and the relation enables us to interpret the conserved quantities as flux excitations of the systems. The validity of our theory is confirmed in several known solvable spin systems including the 1d transverse-field Ising chain and the 2d Kitaev honeycomb model. We also present new solvable models on a 1d tri-junction, 2d and 3d fractal lattices, and the 3d diamond lattice. :2003.13264v1 [cond-mat.stat-mech] 
I. INTRODUCTION
Exactly solvable models have been played important roles in the understanding of physics in strongly correlated systems. In particular, exactly solvable lattice spin models have revealed many important phenomena. For instance, solving the 2d Ising model exactly, Onsager [1] showed the presence of ferromagnetic phase transition in spin systems for the first time, which is one of milestones in statistical physics. Since Onsager's work, other lattice spin models were solved exactly, such as the Potts model, the hard-hexagon model, and so on [2] . More recently, exactly solvable models also have disclosed exotic quantum phases in strongly correlated systems, such as spin liquid phases with non-abelian anyon excitations [3] .
Quantum solvable lattice spin models are classified into three types. The first one has a Hamiltonian of which terms commute with each other, which includes the 2d Kitaev's toric code [3, 4] , the X-cube model [5, 6] , and so on. The second one has special symmetries such as Lie groups or quantum groups. This type includes the 1d Heisenberg model and the XXZ model. Then, the last one can be transformed into free-fermion systems [7] . For instance, both the 1d XY model and the 1d transverse field Ising model can be converted into free-fermion systems by using the Jordan-Wigner transformation [8] [9] [10] [11] [12] [13] [14] . Another example is the Kitaev's honeycomb lattice model [3, 4, [15] [16] [17] [18] , which is transformed into a free fermion system by adapting a redundant representation of spins with Majorana operators.
In this paper, we present a simple criterion for the third type of solvability of lattice spin systems. Our criterion is based on the graph theory and the simplicial homology. For a lattice spin system with an algebra with a graphical representation, we show that the null space of the adjacency matrix of the graph provides conserved quantities of the system. Furthermore, when the graph belongs to a class of simplicial complexes, we reveal that the Hamiltonian is mapped to a bilinear form of Majorana fermions, from which the full spectrum of the system is obtained.
We also find a relation between the conserved quantities and the first homology group of the graph. Based on the relation, we interpret the conserved quantities as flux excitations. We apply our criterion for several known solvable spin systems including the 1d transverse-field Ising chain, the 1d XY model, and the 2d Kitaev honeycomb model. We also present new solvable models on a 1d trijunction, 2d and 3d fractal lattices, and the 3d diamond lattice.
The rest of this paper is organized as follows. In Sec. II, we present the main results. We introduce lattice models which satisfy a class of algebras. Representing the algebra in the form of a graph, we present Theorems that give the criterion of solvability in terms of the graph theory and the simplicial homology. In Sec. III, we illustrate our criterion by applying it to the 1d transverse-field Ising model, the XY model, the Kitaev honeycomb model and so on. We also provide new solvable models in Sec.IV In Sec. V, we present proofs of Theorems in Sec.II. We finally give discussions in Sec.VI.
II. MAIN RESULTS
First, we present our main results in this paper, which are summarized in three Theorems. The proofs of these Theorems will be given in Sec.V.
In this paper, we consider a class of Hamiltonians H that satisfy the following properties.
• H has the form of H = n j=1 λ j h j with coefficients λ j ∈ R and operators h j (j = 1, . . . , n).
• The operators h j obey h 2 j = 1, h † j = h j , and h j h k = jk h k h j with ij = ±1.
The second property requires that h j s commute or anticommute with each other. The operators h j generate an algebra A on C, which we call the bond algebra (BA) [19, 20] . To represent the BA A visually, we introduce a graph G(A) as follows.
• Put n vertices in general position and place h i on the i-th vertex.
• When h i and h j anti-commute (commute) with each other, we draw (do not draw) a line between the vertices with h j and h k .
The resulting graph compactly encodes the information of the commutativity among h j s. We call the graph G(A) as commutativity graph (CG) of A. The CG G(A) has an algebraic representation with an adjacency matrix M (A). The adjacency matrix M (A) is a real symmetric n × n matrix of which elements indicate whether pairs of vertices are adjacent or not in G(A): The diagonal elements of M (A) are zero and the (i, j)-component is chosen to be 1 (0) if i-and j-th vertices in G(A) are connected (not connected) by a line. The multiplication and the addition for M (A) are defined as a matrix on the binary field F 2 , i.e. a matrix with entries 0 or 1, which satisfy 0 + 0 = 0, 0 + 1 = 1, 1 + 0 = 1, and 1 + 1 = 0. Using M (A), we present our first main result. A product h j1 h j2 · · · h j k conserves if it commutes with any h j in H. We find that such conserved quantities in A can be counted by using the adjacency matrix M (A). More precisely, we have Theorem 1:
Theorem 1
Let A be the BA of a Hamiltonian H = n j=1 λ j h j , G(A) be the corresponding CG of A, and M (A) be the adjacency matrix of G(A). Then, the dimension of the kernel space of M (A) coincides with the number of independent conserved quantities in the form of h j1 · · · h j k .
Here the kernel space (or null space) of M (A) is defined by
As is shown in Sec.V, we can construct the conserved quantities from an element v of KerM (A): Let v(h j ) be the unit vector on F 2 having a nonzero element only in the j-th component,
We can uniquely
Then, h l1 h l2 · · · h lm is a conserved quantity of H. The CG also enables us to characterize the BA geometrically. For this purpose, we adapt the notion of simplex: A d-simplex is a d-dimensional polyhedron having the minimal number of vertices, namely d + 1 vertices. For instance, a 0-simplex is a vertex, a 1-simplex is a line, a 2-simplex is a triangle, a 3-simplex is a tetrahedron, and 
where ϕ α are Majorana operators with the anticommutation relation {ϕ α , ϕ β } = 2δ α,β .
Remarks are in order. (i) Without loss of generality, we can assume that any vertex v of s α ∈ S is shared by another s β ∈ S (β = α): If not, we can add v itself into S as a 0-simplex to meet the assumption. (ii) Under this assumption, the Majorana operator ϕ α in Theorem 2 can be assigned to the simplex s α ∈ S. Then, ϕ α and ϕ β in Eq.(4) are given by those on the simplices that share the vertex with h j . (iii) The sign factors αβ in Eq.(4) are determined as follows. First, we use a sign ambiguity in Majorana operators: We can multiply ϕ α by −1 without changing the (anti-)commutation relations between them. Using this gauge transformation, we can change the m−1 relative signs between ϕ α , which enables us to erase m − 1 αβ s. There still, however, remain n − m + 1 αβ s. The following Theorem 3 tells us that these remaining sign factors are determined by conserved quantities.
Theorem 3
Let A be the BA obeying the same assumption of Theorem 2. Then, K(S) has independent n − m + 1 non-contractible loops as a simplicial complex on F 2 . Correspondingly, there exist n − m + 1 conserved quantities that determine the remaining n − m + 1 sign factors.
It should be noted here that for each non-contractible loop, there remains a sign factor that cannot be removed by the gauge transformation. To count the number of independent non-contractible loops in K(S), we calculate the homology group H q (K(S)) of K(S). As we shall show in Sec.V, a straightforward calculation shows that H q≥2 (K(S)) = 0 and dimH 1 (K(S)) = n − m + 1 when K(S) is a SPSC. The latter result implies that K(S) has n − m + 1 independent non-contractible loops. We also find that each loop gives a conserved quantity: Take noncontractible loops as small as possible, then the product of all h j s on each loop gives a conserved quantity. Furthermore, we find that the conserved quantity reduces to the sign factor on the loop by rewriting it in terms of Majorana fermions in Eq.(4). Theorems 2 and 3 imply that H is solvable as a free Majorana system: We can obtain the full spectrum of H just by diagonalizing the free Majorana Hamiltonian.
We summarize the relation between the original spin model, the CG, the SPSC, and the free-fermion representation in Table I .
III. APPLICATIONS TO KNOWN SOLVABLE MODELS
In this section, we apply our theory to known solvable models, which confirms the validity of our criterion.
A. Transverse-Field Ising Model and Related Models
First, we examine a class of spin models obeying the following BA with n = 2N
In the periodic boundary condition h 2N +1 = h 1 , the CG of this algebra is a circle in Fig.2 . The corresponding adjacency matrix is given by
For N ≥ 2, the kernel space of M (A) has the dimension 2, which is spanned by (1, 0, 1, 0, . . . ) T and (0, 1, 0, 1, . . . ) T . Therefore, from Theorem 1, we have two independent conserved quantities;
Indeed, we can easily check that c 1 and c 2 commute with any h j . We also find that the CG in Fig. 2 is a SPSC. Applying Theorem 2, we can rewrite h j in the form of
where ϕ j is a Majorana operator and j = ±1. Then, almost all j 's can be erased by redefining ϕ j as ϕ j → −1 j ϕ j (j = 1, . . . , 2N − 1), and after this, we obtain
The remaining in Eq. (9) is determined by
The sign factor corresponds to the π-flux through the hole of the CG in Fig.2 .
In the open boundary condition, the CG is a line, and M (A) becomes 
of which kernel is dimension 0 for n = 2N . Now no conserved quantity is obtained, and thus = 1. In particular, in this case, our method naturally reproduces the Jordan-Wigner transformation [13] . We can transform M (A) into the following form
where Q is given by
where P [p,q] is an elementary matrix with the (i, j)component P
and thus Q gives a new bases
The commutation relations in Q T M (A)Q are e i e j = −e j e i for all i = j, those of the Clifford algebra. Introducing the initial operator h 0 that obeys h 2 0 = −1, {h 0 , h 1 } = 0 and [h 0 , h j ] = 0 (j = 1), and defining ϕ j as
we reproduces Eq.(9) with = 1. Equation (16) is an algebraic generalization of the Jordan-Wigner transformation [13] . Actually, in the case of the transverse Ising chain below, by taking the initial operator as h 0 = iσ x 1 , Eq.(16) reproduces the original Jordan-Wigner transformation.
For simplicity, we only consider the periodic boundary condition below.
Transverse-Field Ising Chain
The Hamiltonian of the transverse-field Ising chain is given by
where J is the exchange constant and h is a transverse magnetic filed. From Eq. (17), the generator of the BA reads
which satisfies Eq.(5). The conserved quantities in Eq. (7) are given by
and thus the sign factor in Eq.(10) is
From Eq. (9), the Hamiltonian is recast into
which reproduces the result in Ref. [13] .
Orbital Compass Chain
Another model obeying Eq.(5) is the orbital compass chain,
where Eq. (5) is obtained by the following identification,
The conserved quantities c 1 and c 2 in Eq. (7) become
and thus in Eq.(10) is
In terms of Majorana operators, H in Eq. (22) is given by
which coincides with Eq.(21) if we identify J x and J y with h and J. Therefore, there is a one-to-one correspondence between the spectrum of the orbital compass chain and that of the transverse-filed Ising chain.
On the other hand, there exist additional degeneracies in the orbital compass chain. First, c 2 in Eq.(24) can be ±1, which gives two-fold degeneracy of each state. Moreover, we also have additional 2 N -fold degeneracy. This originates from the mismatch between the original spin degrees of freedom and the transformed Majorana degrees of freedom: The original spin space is 2 2N -dimensional, while the space of Majorana fermions is 2 N -dimensional. Correspondingly, there are additional conserved quantities d j (j = 1, . . . , 2N ) which cannot be written by h j ,
They satisfy the same BA as h j ;
and thus these operators are equivalent to 2N Majorana fermions. As a result, they generate additional 2 N -fold degeneracy.
B. XY Model and Related Models
Let h j , h j , and g j (j = 1, . . . , 2N ) be operators obeying (29) where the other relations are commutative and the periodic boundary condition is assumed,
This algebra defines a class of models with the CG in Fig. 3 . The dimension of the kernel space of the adja- cency matrix is 2N + 2, and we have 2N + 2 independent conservative quantities:
which satisfy
Since the CG in Fig.3 
where ϕ i and ϕ i are Majorana operators. The sign factors j , and are determined by the conserved quantities in Eq.(31),
XY Model
As a prime example of models with the CG in Fig.3 , we consider the XY model,
where J is the exchange constant, γ is the asymmetric parameter, and h is a magnetic field. Actually, with the following identification
we reproduce the BA in Eq. (29) . In this model, the conserved quantities obey
and thus we have
Therefore, Eq.(33) leads to
Equation (39) reproduces the known fermion representation of the XY model: Introducing the fermion operators a j as
with u j = (−1) j(j−1)/2 , we obtain
which is the same fermion reprentation in Ref. [11] .
Ladder Model
The second example is the ladder model,
where J t (J b ) is the intra exchange constant between top (bottom) spin chains, and J ⊥ is the inter exchange constant between top and bottom chains. This model gives
which satisfy Eq. (29) . In this model, we have
which lead to
Double Spin-Majorana Model
The third example is the double spin-Majorana model,
where g and J are real parameters, and γ j 's are Majorana operators. The BA of this model reads
which reproduces Eq.(29), and we obtain
where 1 k=2 σ z k τ z k ≡ 1. The Hamiltonian is recast into
In a manner similar to the orbital compass chain in Sec.III A 2, this model hosts additional degeneracies originating from the mismatch between the original degrees of freedom and the transformed Majorana ones: It is found that the following operators d j and d j (j = 1, . . . , 2N ) commute with h j , h j , g j ,
which satisfies
Thus, each state of this model has 2 2N -fold degeneracy.
C. Kitaev Honeycomb Lattice Model
The Kitaev honeycomb lattice is described by the following Hamiltonian with the nearest neighbour spin couplings,
where the orientation of the x, y, and z-links are indicated in Fig.4 . Each term of Eq.(54) anti-commutes or 
where p is a hexagon in Fig. 5 Regarding triangles in Fig. 5 as 2-simplices, the CG can be identified with a SPSC. Therefore, we can apply Theorems 2 and 3 to the Kitaev honeycomb lattice model. The operator h j,k is converted into a Majorana bi-linear form
so the Hamiltonian is equivalent to
where ij 's are determined by the conserved quantities in Eq.(56). This result reproduces that in Ref. [4] , although our derivation is much simpler than the original one.
IV. NEW SOLVABLE MODELS
So far, we have applied our method to known solvable models. Our approach also provides a powerful method to construct new solvable models in variety of lattices. In this section, we present such new solvable models.
A. Tri-Junction Model
We first consider the transverse-field Ising chains with the tri-junction. The Hamiltonian is given by
where J a and h a are the exchange constant and a magnetic field of a-th chain, and t ab are the coupling between a-th and b-th chains. The CG of this model is Fig. 6 , where h a,j (j = 1, . . . , 2N − 1) is defined by h a,1 = σ x a,1 σ z a+1,1 , h a,2l = σ z a,l σ z a,l+1 , h a,2l+1 = σ x a,l+1 .
From the adjacency matrix of the CG, we find a conserved quantity
The CG in Fig.6 can be identified with a SPSC consisting of lines and a triangle. Therefore, applying Theorem 2 to this model, we have h a,1 = −iϕ a,1 ϕ, h a,j = −iϕ a,j−1 ϕ a,j , (j = 2, . . . , N ).
(62) 
B. Hanoi graph model
We can construct solvable models in 2d and 3d fractal lattices. Let us consider the Hanoi graph in Fig.7 , and place a spin operator on each site of the Hanoi graph. Then, we consider the Hamiltonian
where σ µ i is the µ-th Pauli matrix at the i-th site in Fig.7 , and J ij is the exchange constant. The spin-orientation of the exchange interaction is determined as illustrated in Fig.7: In the case of the (1,2) link, for instance, we take σ x and σ z from site 1 and site 2, respectively.
The CG of this model is the Sierpinski gasket in Fig 8, where the operators at vertices are given by
Since the Sierpinski gasket is a SPSC generated by 2simplices, the Hamiltonian (66) can be transformed into a Majorana-bilinear form. Note that the Sierpinski gasket is dual to the Hanoi graph. This model has 3d generalization. Instead of the Hanoi graph, we use the dual lattice of the Sierpinski tetrahedron in Fig.9 . Placing a Spin(4) generator at each site, we can construct the Hamiltonian of which the CG is the Sierpinski tetrahedron. In the same way as the Hanoi graph, this model can be transformed into a Majoranabilinear form.
C. Diamond lattice model
The diamond lattice is a three-dimensional analog of the honeycom lattice. We can generalize the Kitaev honeycomb lattice model in three-dimensions. The Hamiltonian is given by
where γ µ 's (µ = 1, 2, 3, 4) are SO(4) gamma matrices, i is the site index, and µ(j, k) = 1, 2, 3, 4 indicates the orientation of the gamma matrix at (i, j)-link, as illustrated in Fig.10 . The CG of this model is a pyrochlore lattice in Fig.11 . By regarding tetrahedrons as 3-simplices, the pyrochlore lattice is identified with a SPSC. Therefore, this model can be transformed into a Majorana-bilinear form.
FIG . 11 . The CG of the diamond lattice model.
D. Octahedron model
The dimension of simplices in a SPSC can be higher than the space dimension. To illustrate this, we consider a spin model in the cubic lattice. We place an SO(6) spin (i.e. a Spin(6) generator) on each site of the cubic lattice, and consider the nearest neighbor interaction:
where J µ is the exchange constant, γ µ j is the SO(6) gamma matrix at the site j, and e µ is the unit vector in the µ-th direction. The CG of this model is vertexsharing octahedra in Fig.12 . It is a SPSC since an octahedron is a 5-simplex. Thus, we can transform the Hamiltonian into
FIG. 12. Octahedron
From Lieb's theorem [21] , the ground state is realized when µ j = 1. In this case, the Hamiltonian becomes
By the Fourier transformation,
we have
By diagonalizing this, the quasi-particle spectrum ε p is obtained as
where the negative energy states are occupied in the ground state.
V. PROOFS
Now we prove our main results, Theorems 1-3, in Sec.II. To prove Theorem 1, we examine the basic properties of the CG. Let us consider a transformation of the operators
Corresponding to this transformation, the CG is modified as follows:
i) Draw new lines from h p h q to all the h k 's that satisfy
ii) If there exist two lines from h p h q to h k , these lines should be eliminated and there remains no line between h p h q and h k .
Here the rule ii) corresponds to the fact that when h p and h q anti-commutate with h k , then the product h p h q commutes with h k . We represent the modification i) ii) in terms of the adjacency matrix on F 2 : Let M (A) be the adjacency matrix of the CG G(A), i.e.
M (A) is symmetric and its diagonal elements are all 0. The multiplication of h p to h q corresponds to the row and column additions of M (A), i.e. the q-th row is replaced by the sum of q-th and p-th row, and the q-th column is replaced by the sum of q-th and p-th column. The row and column additions are given by
where P [p,q] is an elementary matrix with the (i, j)component P [p,q] ij = δ ij + δ ip δ jq . Here the rule 1 + 1 = 0 in the matrix corresponds to the rule ii) above.
We can also represent Eq.(75) using the same elementary matrix P [p,q] : Let v(h j ) be the unit vector on F 2 having a nonzero element only in the j-th component,
Then, we have
which reproduces Eq.(75) by regarding the addition v(h p ) + v(h q ) as the product h p h q . Now consider the following operations on the CG: If there are vertices h i and h j that are connected to each other with a line, then multiply h i to all the vertices h k that satisfy h k h j = −h j h k , and multiply h j to all the vertices h k that satisfy h k h i = −h i h k . Then there remains no line beginning from h i and h j , except a line between h i and h j . As a result, we obtain a graph consisting only of h i and h j , and a graph with other vertices. Repeating the same procedure for the latter graph, we inductively obtain graphs composed of only pairs and those with isolated vertices.
This modification leads to Theorem 1: After the modification of the CG, M (A) is block diagonalized with r/2 number of blocks with the form 0 1 1 0 and n − r number of blocks with 0 [22] . (r is even.) Here r/2 is the number of the pairs and n−r is the number of the isolated vertices in the above. By nothing that the 0 1 1 0 block and the 0 block correspond to the Clifford algebras Cl 2 and Cl 1 , respectively, the above modification process also implies Proposition:
Proposition
Let A(X) be the BA generated from the set of operators X, and M (A(X)) be its adjacency matrix. Then, we find A(X) (Cl 2 ) r/2 ⊗ (Cl 1 ) n−r , and A(X) A(X ) if and only if rank M (A(X)) = rank M (A(X )).
In particular, when A gives the complete graph with n vertices, i.e. a graph in which all vertices are connected to each other, and when we separate a pair of operators in a manner similar to the above, it is easy to convince that the remaining graph with n−2 vertices becomes again a complete graph. Iterating this procedure, we finally obtain n/2 pairs when n is even, and obtain (n − 1)/2 pairs and an isolated dot when n is odd. The inverse of this modification is always possible. Since the complete graph with n vertices represents the Clifford algebra with n operators Cl n , the rank of the adjacency matrix of the Clifford algebra with n operators is n when n is even, and n − 1 when n is odd. This corresponds to the known fact Cl 2n Cl ⊗n 2 and Cl 2n+1 Cl ⊗n 2 ⊗ Cl 1 . Therefore, Proposition implies that a BA A with n operators coincides with the Clifford algebra if rankM (A) = n (rankM (A) = n − 1) for even (odd) n. Theorem 2 follows from the fact that h j in Eq.(4) re-produces the BA of the CG that coincides with a SPCS: Let K(S) with S = {s 1 , . . . , s m } be the SPSC for the BA, and assign a Majorana operator ϕ α on each simplex s α ∈ S. As we mentioned in Remark (i) in Sec.II, without lose of generality, we can assume that any vertex v of s α ∈ S is shared by another s β ∈ S (β = α). Moreover, only the two simplices share v since S is simply point connected. Under this assumption, we consider h 0 j ≡ −i αβ ϕ α ϕ β for the vertex v j with h j , where ϕ α and ϕ β are located on the simplices that share v j . Then, we find that
if v i and v j are (not) vertices of the same simplex. These relations reproduce the BA of the SPSC, and thus, we can identify h 0 j with h j .
Finally, we prove Theorem 3. For preparation, we first show the following Lemma:
Lemma
Let K(S) with S = {s 1 , . . . , s m } be a SPSC. Then we have
where C q is the q-chain on F 2 , and ⊕ is the direct sum (i.e. C q (K(s α )) ∩ C q (K(s β )) = {0} for α = β). We also have
The proof is as follow: Since K(S) consists of all faces of s 1 , . . . , s m , we have C q (K) = C q (K(s 1 )) + · · · + C q (K(s m )) (q ≥ 1). (82) Furthermore, it holds that C q (K(s α ))∩C q (K(s β )) = {0} for α = β and q ≥ 1 since K(S) is a SPSC. Thus, Eq.(80) holds. Equation (81) immediately follows from Eq.(80): Since the boundary operator ∂ maps a q-chain to (q − 1)chain as,
we obtain
which turns to be zero because H q (K(s α )) = 0 (q ≥ 1). Now we can show that K(S) has n − m + 1 independent non-contractible loops. Let h j (j = 1, . . . , n) be the generators of a BA and S = {s 1 , . . . , s m } be a set of simplices of which K(S) is a SPSC of the BA. Consider the Euler characteristic of χ(K(S)), χ(K(S)) = dimK(S) q=0 (−1) q (the number of q-faces in K(S)), (85) where a q-face is a q-simplex included in K(S) (namely a 0-face is a vertex of K(S), a 1-face is a hinge of K(S), and so on.) In terms of homology groups, χ(K(S)) is also written as [23] χ(K(S)) = dimK(S) q=0 (−1) q dimH q (K(S)).
(86)
Since K(S) is connected, we have dimH 0 (K(S)) = 1,
and from Lemma, it holds that dimH q≥2 (K(S)) = 0.
Thus, dimH 1 (K(S)) is evaluated as dimH 1 (K(S)) = 1 − χ(K(S))
(−1) q (the number of q-faces in K(S)).
(89)
We compare this with the Euler characteristic of K(s α ) defined by χ(K(s α )) = dimsα q=0 (−1) q (the number of q-faces in s α ).
As s α is a simplex, we have χ(K(s α )) = 1, 
which implies that there exist n − m + 1 independent non-contractible loops in K(S). The n − m + 1 independent non-contractible loops give n−m+1 conserved quantities: For each non-contractible loop, consider a product of h j on all vertices in the loop. Obviously, the product reduces to a constant if we rewrite it in terms of Majorana fermions in Theorem 2. Thus, it conserves and Theorem 3 holds.
VI. DISCUSSION
In this paper, we present a simple criterion for solvability of lattice spin systems on the basis of the graph theory and the simplicial homology. When the lattice systems obey a class of algebras with the graphical representations, the spin systems can be converted into free Majorana fermion systems. We illustrate the validity of our criterion in a variery of spin systems.
Our method may reveal interesting aspects of lattice spin systems. After the conversion to Majorana bilinear forms, the lattice spin systems exhibit particle-hole symmetry, in a manner similar to superconductors, because of the self-conjugate property of Majorana fermions. Hence, they can be a kind of topological superconductors [24] , although the origin of particle-hole symmetry is completely different. The Kitaev honeycomb lattice, for instance, exhibits a 2d non-abelian topological phase analogue to chiral superconductors, in the presence of time-reversal breaking perturbation [3] . Our approach provides a systematic way to explore other interesting topological superconducting phases in spin systems; 3d non-abelian topological phase [25, 26] , gapless topological phases [27] [28] [29] [30] , and topological crystalline superconductors [31, 32] . Searching such interesting phases is left for future work.
