This paper presents three versions of the Lagrange multiplier (LM) tests of transformation in nonlinear regression: (i) LM test based on expected information, (ii) LM test based on Hessian, and (iii) the LM test based on gradient. All three tests can be easily implemented through a nonlinear least squares procedure. Simulation results show that, in terms of finite sample performance, the LM test based on expected information is the best, followed by the LM test based on Hessian and then the LM test based on gradient. The LM test based on gradient can perform rather poorly. An example is given for illustration. D
Introduction
In many econometric applications, a theoretical relationship between the endogenous and exogenous variables exists, but the form in which the error enters the model is not clear. In testing the form of error specification in nonlinear regression, Leech (1975) incorporated the Box-Cox transformation (Box and Cox, 1964) : h( y,k)=( y k À 1)/k if k p 0; log y if k = 0, to both the response and the systematic part of the model to give a transformed nonlinear model: Model (1) includes the model with additive normal errors (k = 1) and the model with multiplicative lognormal errors (k = 0) as special cases. In identifying the plausible transformations, Leech used the likelihood ratio test. The likelihood ratio test requires calculations of both restricted and unrestricted maximum likelihood estimates (MLE). A closely related test, the Wald test, also needs the unrestricted MLEs. Clearly, for the type of models defined in Eq. (1), calculation of unrestricted MLEs can be difficult and inconvenient. However, when k is given, model (1) reduces to a regular nonlinear model and standard software can be used. This motivates us to consider the Lagrange multiplier (LM) test.
This paper presents three versions of the LM test, namely, the LM test based on expected information, the LM test based on Hessian, and the LM test based on gradient. Finite sample properties of these three tests are investigated and compared through extensive Monte Carlo simulation. The results show that the LM test based on the expected information performs the best in the sense that it has the empirical size the closest to the nominal level, and hence is recommended. Section 2 presents the three LM tests. Section 3 presents Monte Carlo results. Section 4 presents an example, and Section 5 concludes.
Lagrange multiplier tests
Denote the original data by { y i , x i , i = 1, 2, . . ., n}, and let w=(k,b 
Maximizing '(w) gives the MLEŵ and maximizing '(w) under certain constraints on w gives the restricted MLEŵ 0 . Let S(w), G(w), H(w), and I(w) be, respectively, the score vector, gradient matrix, Hessian matrix and expected information matrix. The three versions of the LM test for testing H 0 : k = k 0 are defined as The model is called the transform-both-side model in the statistical literature. Its theoretical properties can be found in Carroll and Ruppert (1988) . Most of the econometric literature on Box -Cox regressions has concerned models in which the endogenous variable and some of the exogenous variables are each subject to a Box -Cox transformation. A test of transformation for this model is given in Yang and Abeysinghe (2003) .
2 Godfrey (1988, p. 15) pointed out that the LM test can be sensitive to the way in which the expected information is estimated. Davidson and MacKinnon (1983) and Bera and MacKenzie (1986) argued that the estimated information matrix should be as non-stochastic as possible and preferably depends on the data only through the parameter estimators. See Davidson and MacKinnon (1993) for other versions of LM test.
We now present expressions for the various quantities needed for implementing the three LM tests, among which the expression for I kk (w) is the most difficult one to derive. It requires certain approximations in order to obtain explicit expressions for the information matrix. Appendix A gives the detail. Let f i = f(x i ,b), f bi = Bf(x i ,b)/Bb, and h k and h kk be the first-and second-order partial derivatives of of h with respect to k. We have,
Using the explicit expressions for the expected information sub-matrices given in Appendix A, we obtain, after some algebra, 
where ' p (k) is the profile likelihood of k, and e is a small number usually taken to be 0.01 3 . Finally, the G(w) matrix has the expression,
A performance study
In this section, we carry out some Monte Carlo experiments to investigate the finite sample properties of the three LM tests. We focus on the sizes, the null distributions, and the powers of the tests. The following model is used to generate simulation data: hðy i ; kÞ ¼ hðb 1 þ b 2 x i ; kÞ þ re i ; i ¼ 1; 2; : : : ; n;
where the log x i values are chosen uniformly from (0,6). The simulation process is as below. For a given parameter configuration {b 1 ,b 2 ,k,r}, generate data { y i , i = 1, . . ., n} from
if k p 0, and from y i =(b 1 + b 2 x i )exp(re i ) if k = 0, where {e i , i = 1, . . ., n} is a simple random sample from the standard normal population. Under a given H 0 : k = k 0 , run a nonlinear least square with h( y i ,k 0 ) Table 1 Empirical size (%) for the tests of transformation 
The sizes of the tests
First, we check the sizes of the three LM tests given in Eqs. (3)- (5). A part of simulation results are summarized in Table 1 . The size of the LM E test is always much closer to the nominal level than the other two tests. The LM H test performs reasonably when n is not small, whereas the LM G test performs rather poorly; its size is usually a few times higher than the nominal level.
The null distributions of the tests
We compare the means, the standard deviations and the quantiles Q 0.5 , Q 0.90 , Q 0.95 and Q 0.99 of the simulated distributions for LM E , LM H and LM G with those of v 1 2 , the chi-squared distribution with 1 degree of freedom. Table 2 contains some representative results. It is seen from Table 2 that the null distribution of the LM E test is much closer to that of v 1 2 than the other two tests. The null distribution of the LM G test can be far from that of v 1 2 even when sample size is as large as 100.
The powers of the tests
To make a fair comparison, the powers of the tests are simulated using the simulated percentage points given in Table 2 to set up the tests, i.e., the tests are adjusted to have the same size. The data are generated from the model with w=(0, 8, 2, 0.01), and the tests of H 0 : k = k 0 , for k 0 = À 0.5, to 0.5 with an increment of 0.1, are simulated. Our results (not reported for brevity) show that the three size-adjusted tests have comparable powers in general. 
An example
In formulating the functional form of a production function, one often assumes the constant return to scale and the constant elasticity of substitution (CES). Weitzman (1970) proposed a production function based on these two assumptions and incorporated Hicks neutral technical change over time to give
where K t is the aggregate capital and L t the aggregate labor at time t. Weitzman fitted this model assuming a multiplicative and serially independent error term. Leech (1975) relaxed the specification of Eq. (11) to a general Box-Cox form and used the likelihood ratio (LR) test to test whether the error is indeed multiplicative lognormal or additive normal. We now apply the LM tests to the same data set. The results are summarized in Table 3 . From Table 3 , we see that at 5% level, all the tests except the LM E test reject k 0 = 0.5. All the tests reject k 0 = À 1.0, the reciprocal transformation, and all do not reject k 0 = À 0.5. The LR and LM E tests do not reject the logarithmic transformation, but the LM H and LM G tests do. The huge values of LM H at k 0 = 0.5 and À 1.5 are clear indications for the failure of the LM H test, resulted from the fact that the null value is too far from the MLE. Therefore, the final decision would be that transformation with k 0 = À 0.5 gives an appropriate functional form.
Discussions
Three versions of the Lagrange multiplier tests have been developed for the purpose of testing a transformation in nonlinear regression. These tests are all very easy to implement: standard nonlinear least squares plus some simple arithmetic calculations. Monte Carlo simulation shows that for finite samples, the LM test based on expected information is the most reliable one. The LM test using Hessian can fail when the null value is too far from the MLE, and the distribution of the LM test based on gradient tends to be too far away from the limiting v 1 2 distribution, rendering it the least useful test. The three tests are implemented using SAS/NLIN and SAS/IML procedures. A Fortran code is also available from the authors. 
