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Kombination von K-means++ Clustering und PCA zur Analyse von Chromatin-Daten
1 Abstract
In der Epigenetik werden die Veränderungen der Erbinformationen neben der DNS
erforscht. Dabei werden den Histonen, um die sich die DNS im Zellkern wickelt, ei-
ne große Bedeutung zugeordnet. In dieser Arbeit werden die Ergebnisse eines neuen
Segmentierungsverfahrens ausgewertet und visualisiert. Dabei werden die vorliegenden
Daten mittels des k-means++ Algorithmus geclustert.Zuerst werden die Clusterergebnisse
statistisch ausgewertet, um sie dann mit den durch vorgehenden Arbeiten erworbenen
Kenntnissen zu vergleichen. Mittels dieses Vergleichs werden dann die idealen Parameter
für das Clustering bestimmt. Die Ergebnisse dieses idealen Clusterings werden dann
mittels Starplots, Scatterplots und Binningplots visualisiert. Für die Erstellung der
Scatter- und Binningplots wird eine PCA genutzt, um die Daten auf zwei Dimensionen
zu reduzieren.
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2 Einleitung
In den letzten Jahren hat sich zusätzlich zu dem Forschungsgebiet der Genetik ein neues
Gebiet um den Bereich der Erforschung der Erbinformationen gebildet: Die Epigenetik.
Sie betrachtet die Veränderungen der Erbinformationen, welche nicht mit der DNS
zusammenhängen. Für diese Arbeit wurden sogenannte Chromatin-Daten verschiedener
Zelltypen von der Maus gesammelt. Dabei wurde untersucht, wie sich die Modifikationen
der Histone - Proteine, um die sich die DNS im Zellkern wickelt - bei den verschiedenen
Typen der Zellen verändern. Dazu wurde ein Datensatz mit circa 815000 Daten erstellt
und dazu ein Programm entwickelt, welches die Daten mit dem K-means++ Algorithmus
clustert. Dabei werden die Elemente in Gruppen eingeteilt, den sogenannten Clustern.
Um die Daten zu clustern, werden für die Daten initial für alle gewünschten Cluster
ein Mittelpunkt, ein sogenannter Zentroid, generiert. Danach werden alle Daten mit
der Euklidschen Distanzfunktion ihrem nächsten Zentroid zugeordnet. Nachdem alle
Daten zugeordnet sind, werden die Zentroiden neu berechnet, darauf werden die Daten
wieder neu zugeordnet. Sobald die Zentroiden sich nicht mehr verändern, terminiert der
Algorithmus.
Danach werden die eben berechneten Cluster mit verschiedenen Visualisierungen aus-
gewertet. So wird mit Starplots die prozentuelle Verteilung der Modizifierungen in den
Clustern dargestellt, mittels einer Dimensionsreduktion durch die Hauptkomponenten-
analyse werden die Cluster zweidimensional in Scatterplots und Binningplots visualisiert.
Durch die Hauptkomponentenanalyse (kurz PCA) wird versucht, möglichst viele Infor-
mationen der multivariaten Daten auf die zweidimensionale Darstellung zu übertragen,
indem mittels einer Kovarianzmatrix der Daten die Eigenvektoren berechnet werden. Von
diesen Eigenvektoren werden die zwei mit den größten Eigenwerten ausgewählt und die
multivariaten Daten dann mit diesen multipliziert, sodass die urprünglichen Daten zu
einem zweidimensionalen Datensatz transformiert werden. Durch die Kovarianzmatrix
nutzt man dabei die Tatsache aus, dass die größten Kovarianzen zwischen den Daten
den größten Einfluss auf die Eigenvektoren haben, wobei diese Kovarianzen auch den
größten Einfluss auf die Darstellung der eigentlichen Daten haben. Diese reduzierten
Daten werden dann durch die Scatterplots und Binningplots dargestellt, wobei mit den
Scatterplots die äußere Struktur der Cluster, sprich ihre Ausdehnung und Position in
Relation zu den anderen Clustern, gut bewerten werden kann. Durch die Binningplots ist
es möglich, die interne Verteilung der Daten in dem untersuchten Cluster zu betrachten.
In dieser Arbeit werden im Folgenden zuerst die Hintergründe der Epigenetik beleuchtet
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und die verwendeten Algorithmen beschrieben, mit denen die Chromatin-Daten verarbei-
tet werden. Danach werden die Algorithmen getestet und deren Komplexität untersucht.
Nach den Tests werden die Chromatin-Daten getrennt nach den Zelltypen mit Hilfe des
Programms ausgewertet und bewertet.
3 Hintergründe
3.1 Epigenetik
Die Epigenetik ist nach [1] „Das Studium der erblichen Veränderungen der Genomfunktion,
die ohne Änderung der DNA auftreten“. Dabei wird davon ausgegangen, dass nicht nur
die DNA bestimmt, welche Bereiche wie oft exprimiert werden, sondern auch andere
Faktoren, wie zum Beispiel die Histone, dies beeinflussen. Die folgenden Informationen
wurden den Referenzen [1],[2],[3],[4] und [5] entnommen.
3.1.1 Chromatin
Die DNS liegt bei Eukaryoten, sprich den Lebewesen, deren Zellen einen Zellkern haben,
in diesem Zellkern. Sie speichert die Informationen zur Replikation der Zelle und ihrer
Enzyme. Die DNS selbst ist eine Kette aus Nukleotiden, die jeweils aus einer Phosphor-
säure, einem Zuckermolekül und einer der vier Basen Adenin, Guanin, Thymin oder
Cytosin bestehen. Die Nukleotide unterscheiden sich im Aufbau nur in der genutzten
Base. Die bekannte Doppelhelix der DNS bildet sich dann durch die Verkettung zweier
Nukleotidketten, wobei hier die Basen eine wichtige Rolle spielen. So binden sich die
beiden Ketten nur an den Basen aneinander, wobei sich das Adenin nur mit dem Thymin
und das Guanin nur mit dem Cytosin verbindet. Da diese Ketten sehr lang in Relation
zur Größe des Zellkerns sind, werden diese Doppelhelixstränge um verschiedene Prote-
ine gewickelt, den sogenannten Histonen. Diese Histone bilden immer Achtergruppen,
die Oktamere. Ein Oktamer besteht jeweils aus zwei H2A,H2B, H3 und H4 Proteinen.
Zusammen mit der DNS bilden diese Oktamere das Chromatin, welches das Material
eines Chromosoms ist. Zusammen bilden diese Chromosome das Genom des Lebenwesens.
Dieses Chromatin ist verschieden kondensiert, also verschieden dicht gepackt, und weist
zwei verschiedene Bereiche auf:
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Abbildung 1: Darstellung eines Okamers [6]
1. Euchromatin: Dieser Bereich des Chromatins wird oft exprimiert und ist relativ
gering kondensiert.
2. Heterochromatin: Die Gene in diesem Bereich sind größtenteils inaktiv und werden
selten exprimiert. Dafür ist dieser Bereich stark kondensiert.
In der Epigenetik wird die Struktur des Chromatins studiert und ihr Einfluss auf die
Regulation und Ausprägung der Zellen des Organismus.
3.1.2 Modifizierungen der Histone
Dass die DNS durch Umwelteinflüsse und andere Faktoren, wie zum Beispiel Radioakti-
vität, beeinflusst werden kann, ist hinlänglich bekannt. Jedoch können auch die Histone
modifiziert werden und es wird davon ausgegangen, dass diese Modifikationen einen
großen Einfluss auf die Lesbarkeit der DNS haben und so zum Beispiel Krankheiten wie
Krebs auslösen können. Die Modifikationen können teilweise wieder rückgängig gemacht
werden, doch einige verhalten sich sehr stabil. Die Modifikationen der Histone spielen
auch eine wichtige Rolle bei der Ausprägung der Zelltypen aus den Stammzellen eines
Organismus. Generell gibt es drei verschiedene Arten der Modifikation der Histone nach
deren Exprimierung von der DNS. So können sich Acetyl-, Phosphor- oder Methylgruppen
an sie anlagern und so das Histon verändern.
In dieser Arbeit wurden die Modifikationen durch die Anlagerungen durch Methylgrup-
pen an das H3 Histon untersucht. Diese Methylisierungen können nur bei bestimmten
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Aminosäuren auftreten, bei den H3 Histonen treten sie an den Lysinen auf. Die Kurz-
form für Lysin ist K. Beim H3-Protein tritt das Lysin aber mehrmals auf, sodass die
Position des Lysins mit einer Nummer gekennzeichnet wird. Zusätzlich kann Lysin nicht
nur einfach methylisiert werden, sondern auch zweifach sowie dreifach. Deshalb wird
auch die Art der Methylisierung mit me1 für die einfache Methylisierung, me2 für die
zweifache und me3 für die dreifache Methylisierung beschrieben. So kann nun die Art
der Modifikation „H3K4me3“ ausgelesen werden: Am H3-Histon liegt am 4. Lysin eine
dreifache Methylisierung vor. In dieser Arbeit wurden wiederum nur die dreifachen Me-
thylisierungen an den Stellen K4, K9 und K27 an verschiedenen Zellen behandelt. Durch
verschiedene Experimente wurde untersucht, welchen Einfluss diese Modifikationen auf
die Exprimierung der DNS haben. So konnte gezeigt werden, dass H3K27 Modifikationen
zu einer Verringerung der Exprimierung der an das Histon gebundenen DNS führt, wo
hingegen H3K4me3 Histone zu einer Steigerung führen.
Vieles ist in diesem Bereich der Epigenetik auch noch unklar, zum Beispiel ist nicht ge-
klärt, wie sich die Histone bei der Replikation der DNS während der Zellteilung verhalten,
reproduziert werden und welchen Einfluss dies auf die Modifizierungen hat.
3.1.3 Segmentierungen
Um die beschriebenen Modifikationen zu untersuchen, wurde, wie in [3] beschrieben,
das Chromatin verschiedener Zellen von Mäusen segmentiert. So wurden embryonale
Stammzellen (ES), embryonale Firoblasten der Maus (MEF) und neuronale Progenitor-
zellen (NP) untersucht. Dabei wurde wie in 3.1.2 beschrieben nur noch nach den drei
speziellen Methylisierungen des H3-Histons innerhalb des gesamten Genoms in allen drei
Zelltypen gesucht. Das Auftreten dieser Modizifierungen teilte das Genom in verschie-
dene Bereiche ein. Sobald eine Modifizierung oder mehrere Modifizierungen im Genom
auftraten beziehungsweise nicht mehr auftraten, wurde der Bereich bis zur nächsten
Änderung erfasst und dessen Länge und die CpG-Dichte, die Anzahl von Cytosin-Guanin
Sequenzen, gemessen. Zusätzlich wurde die Art der Modifizierung aufgezeichnet. Der
Bereich musste immer eine bestimmte Länge haben, ansonsten wurde er für die Analyse
nicht genutzt. Die dabei zahlreich gemessenen Bereiche wurden in einer Datenstruktur,
wie in Kapitel 4.5 beschrieben, gespeichert.
Zum Vergleich der verschiedenen Zelltypen wurde die Segmentierung der ESC-Zellen als
Referenz herangezogen und auf die Bereiche anderer Zelltypen übertragen. Anschließend
wurde prozentual berechnet, in welchen ESC-Zellbereichen die auftretenden Modifika-
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tionen in den MEF- und NP-Zellen einzuordnen waren. Dadurch erhielt man einen
Datensatz, welcher die Veränderungen der Modifikationen der H3-Histone zwischen den
Zelltypen ESC, NP und MEF der Maus darstellt, welcher Grundlage dieser Arbeit ist.
3.2 Clustering
Die in dieser Arbeit verarbeiteten Daten umfassen um die 815000 Datensätze. Da sich
eine händische Klassifikation aufgrund des Aufwands und der Fehleranfälligkeit als nicht
sinnvoll erweist, wird ein Auswertungsverfahren genutzt, welches die vorliegenden Daten
aufgrund ihrer Homogenität untereinander in Gruppen, die sogenannten Cluster, einteilt.
Dieses Verfahren wird als Clusteranalyse [7] bezeichnet.
Hierbei unterscheidet man zwischen der objektorientierten und der variablenorientier-
ten Analyse. Bei der Ersten wird versucht, die vorliegenden Datensätze in möglichst
homogene Gruppen aufzuteilen, bei der Zweiten versucht man, Variablen der Datensätze
zusammenzufassen.
Das hier verwendete Clusteranalyseverfahren ist K-means ++ [8], welches auf dem von
MacQueen [9] und Forgey [10] unabhängig voneinander entwickelten Verfahren K-means
basiert. Dieses Verfahren ist ein deterministisches, disjunktes Clusterverfahren [7], das
heißt, jeder Datensatz wird genau einem Cluster zugeordnet. Generell vollzieht man bei
der K-Mean Analyse vier Schritte:
1. Bestimmung der Startwerte für die Clusterzentren.
2. Zuordnung der Datensätze über eine Distanzfunktion (zumeist die Euklidsche
Distanz) zu dem Clusterzentrum, welches am nächsten liegt.
3. Nachdem alle Datensätze den Clustern zugeordnet wurden, berechnet man dessen
Zentren, die sogenannten Zentroiden neu, indem man den Mittelwerte der Variablen
der Datensätze im Cluster bestimmt und diesen als neues Zentrum annimmt.
4. Man überprüft, ob im 2. Schritt Datensätze einem anderen Cluster zugeordnet
wurden. Hierfür testet man, ob die alten Zentroiden unterschiedlich zu den neu be-
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rechneten sind. Falls diese unterschiedlich sind, wird Schritt 2 wiederholt, ansonsten
terminiert der Algorithmus.
Zum Berechnen der Distanzen können verschiedene Distanzfunktionen genutzt werden.
Sofern die zu untersuchenden Daten normiert sind, bietet sich die einfache Euklidsche
Distanz an:
d(x, y) = ||x− y||2 =
√
(x1 − y1)2 + ...+ (xn − yn)2) =
√√√√ n∑
i=1
(xi − yi)2 (1)
Da die zu untersuchenden Elemente in dieser Arbeit normiert sind, konnte die Euklidsche
Distanz genutzt werden.
In dem von David Arthur und Sergei Vassilvitskii 2007 verbesserten K-means++ Ver-
fahren wird das ursprüngliche K-Means Verfahren optimiert, indem man für den ersten
Schritt folgenden Algorithmus für die Bestimmung der Startzentren nutzt:
1. Nehme einen Datensatz s zufällig aus den Daten X. Dies ist der erste Startwert.
Setze S = {s}. S ist die Menge der Startwerte.
2. Berechne für jedes x ∈ X die Distanz zu seinem nächsten schon gesetzten Startwert.
3. Wähle einen Datensatz x zufällig als neuen, weiteren Startwert s’ aus, wobei die
Wahrscheinlichkeit von der ausgerechneten Distanz von Schritt 2 abhängig ist.
Dabei gilt: Je größer die Distanz, um so größer ist die Wahrscheinlichkeit, dass
dieser Datensatz als neuer Startwert gewählt wird. Setze S = S ∪ {s′}.
4. Wiederhole Schritt 2 und 3 solange, bis die Anzahl der geforderten Startzentren
berechnet wurde (|S| = k).
5. Verwende diese Startzentren im urprünglichen K-means-Verfahren in Schritt 2.
Durch die Bestimmung der Startzentren mittels der Distanz vermindert sich der Rechen-
aufwand für das Clustering, weil die Clusterzentren durch die optimaleren Startwerte
meistens schon von Anfang an näher am Endergebnis liegen und dadurch weniger Itera-
tionen benötigt werden.
Während dieses Verfahrens kann der Fall eintreten, dass einer der Cluster keine Elemente
mehr enthält. Für diesen Fall gibt es verschiedene sogenannte Empty-Cluster-Strategien.
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1. Largest Variance: Für alle übrigen nichtleeren Cluster wird deren Varianz berechnet
und im Cluster mit der höchsten Varianz werden zufällig zwei Elemente ausgewählt
und als neue Zentroiden angenommen. Die Zentroiden vom leeren und vom geteilten
Cluster werden verworfen.
2. Farthest Point: Vom Zentroiden des leeren Clusters wird das Element, welches am
weitesten entfernt ist, ausgewählt und als neuer Cluster angenommen.
3. Largest Point Number : In den übrigen nichtleeren Clustern werden die Elemente
gezählt und im Cluster, indem die meisten sind, werden zwei Elemente zufällig
als neue Zentroiden angenommen. Die Zentroiden vom leeren und vom geteilten
Cluster werden verworfen.
4. Error : Der Algorithmus terminiert mit einem Fehler.
Zusätzlich gibt es verschiedene Methoden nach [7], um die ideale Clusteranzahl für die zu
untersuchenden Daten zu bestimmen. Dabei wird untersucht, wie die Gesamtvarianzen
aller Cluster sich je nach gewählter Clusteranzahl verändern, um die geringste Varianz zu
finden. Da allgemein gilt, dass bei steigender Clusteranzahl auch die Gesamtvarianz sinkt,
können die Varianzen nicht ohne weiteres miteinander verglichen werden. So berechnet
sich die Gesamtvarianz bei der Euklidschen Distanz wie folgt, wobei K die Anzahl der
Cluster, g ein Element aus den Daten ist, k∗ der Zentroid, der am nächsten zum Element
g ist und d(g, k∗)2 die Euklidsche Distanz nach (1) beschreibt:
V (X) =
∑
g
mink∗=1,2,..,K(d(g, k∗)2) (2)
Für die Kompensation der immer kleiner werdenden Varianzen nutzt man den FMAX-
Wert mit n für die Anzahl aller Elemente g:
FMAXK =
(Vges−Vin(K))
K−1
Vin(K)
n−k
(3)
Vges = Gesamtvarianz der Daten nach (2) mit K=1 Clustern (4)
Vin(K) = Varianz der Daten nach (2) mit K Clustern (5)
Um die Verbesserung der Varianz mit K Clustern im Vergleich zu K = 1 Clustern, dem
Nullmodel, zu messen, wird der ETA-Wert genutzt:
ETAK = 1− Vin(K)
Vges
(6)
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Zusätzlich kann man mit dem PRE-Wert die Verbesserung der Varianz bei K Clustern
mit K − 1 Clustern vergleichen:
PREK = 1− Vin(K)
Vin(K − 1 (7)
Eine Steigerung des FMAX-Wertes geht nicht immer einher mit einer Steigerung des PRE-
Wertes, da jener durch die Berücksichtigung der Freiheitsgrade die zufällige Minimierung
der Varianz verhindert. So kann der PRE-Wert durchaus negativ sein, sprich eine
Verschlechterung anzeigen, wenn jedoch der FMAX-Wert eine Verbesserung zeigt, ist
dies stärker zu gewichten.
3.3 Principal Component Analysis
Die Hauptkomponentenanalyse (englisch: Principal Component Analysis) dient dazu
multivariate Daten zu analysieren und darzustellen, indem sie versucht, möglichst viele,
wenig aussagekräftige Variablen durch wenige Hauptkomponenten darzustellen. Sie wurde
von Karl Pearson [11] im Jahr 1907 veröffentlicht und ist ein einfaches, auf Eigenvektoren
basierendes Verfahren. In dieser Arbeit wird versucht, mit der PCA die multivariaten
Daten möglichst gut zweidimensional darzustellen, indem mit ihr die Elemente mit den
charakteristischsten Varianzen zur Generierung des Bildes genutzt werden. Dabei geht
man wie folgt vor [12]:
1. Normalisierung der vorliegenden Daten durch das Subtrahieren ihres Mittelwertes.
2. Aufstellen einer Kovarianzmatrix mit den normalisierten Daten
cov =

cov(x, x) cov(x, y) cov(x, z)
cov(y, x) cov(y, y) cov(y, z)
cov(z, x) cov(z, y) cov(z, z)
 (8)
3. Berechnung der Eigenwerte und Eigenvektoren dieser Kovarianzmatrix und Norma-
lisierung der Eigenvektoren.
4. Sortierung der Eigenvektoren nach der Größe des zu ihnen gehörenden Eigenwertes.
5. Von den n berechneten Eigenvektoren nimmt man nun k ≤ n Vektoren und stellt
damit die Eigenvektormatrix auf.
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6. Transformation der normalisierten Daten (AdjustData) mit der Eigenvektormatrix,
wobei beide Matrizen vorher transponiert werden.
TransformedData = EigenvektormatrixT ∗ AdjustDataT (9)
Die Matrix TransformedData ist nun nur noch k-dimensional und enthält die relevantesten
Informationen über den multivariaten Datensatz, welche mit k-Dimensionen darstellbar
sind. Wenn man diese Matrix nun wieder mit allen Eigenvektoren multiplizieren würde,
käme man wieder auf die ursprüngliche Dimension, jedoch nicht auf den Datensatz, da
durch die Transformation die „schwachen“ Varianzen weggeschnitten wurden.
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3.4 Verwandte Arbeiten
3.4.1 SOM
Aufgrund der Tatsache, dass die hier verwendeten Daten in einem neuen Prozess gewonnen
wurden, mussten verschiedene Visualisierungen an diesen getestet werden. Deswegen
wurde in [3] ein Verfahren entwickelt, die Daten in selbstorganisierenden Karten (self-
organized maps, SOM) darzustellen, da dieses Verfahren bei anderen Analyseverfahren
von Chromatindaten gute Ergebnisse brachte. Bei der Generierung einer SOM wird
eine gewisse Anzahl an Knoten festgelegt und die Daten werden diesen nach einer
Berechnungsformel zugewiesen. Nach der Berechnung entsteht ein Mosaikmuster, indem
die Werte der Daten mit einer Farbskala dargestellt werden. Niedrige Werte werden mit
Blau (wie kalt) dargestellt, je höher der Wert, desto mehr nähert sich die verwendete
Farbe dem Farbton Rot. Dazu generierten sie SOM mit invertierten Farben mit der
CpG-Dichte, um die vorliegenden Daten zu analysieren.
Die SOM ist eine ähnliche Methodik, um die vorliegenden Daten zu clustern, jedoch
brachte diese Visualisierung nicht alle gewünschten Ergebnisse, sodass das hier verwendete
K-means++ Clustering angedacht wurde und in der Arbeit von Sarah Seifert [5] zuerst
verwendet wurde. In dieser Arbeit wurde das Clustering dann weiter ausgearbeitet und
Methoden hinzugefügt, um die Ergebnisse dieses Clusterings zu visualisieren.
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4 Methoden und Algorithmen
Das Programm wurde in Java 7 geschrieben und unterstützt die Sprachen Deutsch und
Englisch. Die Sprachwahl erfolgt in Abhängigkeit von der Systemsprache des Nutzers.
Die Hauptfunktionen des Programms werden im Folgenden beschrieben.
4.1 Starplots
In den Starplots (deutsch: Netzdiagramm), welche in der Arbeit von Sarah Seifert [5]
auch schon verwendet wurden, werden die Daten nach dem Clustering prozentual nach
ihrer Kodierung in den Clustern ausgewertet. Dies erfolgt lokal, sprich die prozentuale
Verteilung der Codierungen in einem Cluster und global, wo das prozentuale Auftreten
einer Codierung in einem Cluster im Verhältnis zu allen Clustern berechnet wird. Da
diese Daten zumeist multivariat sind, werden diese durch Starplots [13] [14] dargestellt.
Ein Starplot ist ein Graph mit n Achsen, welche gleichmäßig um den Mittelpunkt verteilt
sind. Jede Achse steht für eine Variable des Datensatzes und auf den Achsen wird ihr
Wert abgetragen. Die Implementierung von Sarah Seifert zeichnet statisch für 8 Cluster
passende Starplots, so wurden die Positionen jeder Achse des Starplots händisch berechnet.
Dabei wurden für jeden Cluster eine Achse angelegt und auf ihr das prozentuelle Auftreten
der Codierungen abgetragen. In dieser Version waren die einzelnen Codierungen farblich
markiert. Da es sich hier um prozentuelle Werte handelt, waren die Achsen alle mit
Skalen von 0 bis 100% in 10%-Schritten versehen. Der Nullpunkt der Skalen liegt vom
Mittelpunkt der Achsen verschoben, damit man Abtragungen im 0 bis 5% besser erkennen
und unterscheiden kann.
In dieser Arbeit werden die Achsen des Starplots variabel nach ihrer Clusteranzahl mittels
einer Punkttransformation gezeichnet. Die Koordinaten der 1. Achse sind immer bekannt,
da die Achse immer senkrecht von der Mitte nach oben verläuft, sodass diese Koordinaten
zur Transformation für die anderen Achsen benutzt werden.
Für die x-Koordinaten: x+ cos(ϕ) ∗ (x1 − x)− sin(ϕ) ∗ (y1 − y) (10)
Für die y-Koordinaten: x+ sin(ϕ) ∗ (x1 − x) + cos(ϕ) ∗ (y1 − y) (11)
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Abbildung 2: Beispiel für einen Starplot mit fünf Clustern und einer abgetragenen Ko-
dierung
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Hierbei sind x und y die Koordinaten des Nullpunktes im Starplot, also die Mitte, x1
und y1 die Koordinaten des zu verschiebenden Punktes und ϕ der Winkel, um den dieser
Punkt verschoben wird.
Dazu werden die Skalen, die bei [5] ebenso wie die Achsen statisch gezeichnet wurden,
anhand der gezeigten Transformation berechnet, so waren die Skalen für die erste Achse
bekannt und wurden dann passend zu den generierte Achsen berechnet. Zusätzlich verbin-
den nun die Skalen die benachbarten Achsen miteinander, sodass eine Art Spinnennetz
entsteht, was der Übersicht der Starplots dient.
Um die berechneten Prozente des Clusterings auf den Starplots abzutragen, wird die
Berechnungsformel aus der Bachelorarbeit von Sarah Seifert [5] genutzt:
Koordinate = size2 − Abstand 0%− Abstand 100% ∗ Prozentwert (12)
Im Gegensatz zu [5] werden die Punkte nicht direkt auf die statischen Achsen, sondern
ähnlich zu den Skalen auf die erste Achse gelegt. Danach werden sie mittels (10) und (11)
auf die jeweilige zugehörige Achse transformiert. Die size in (12) ist die Größe des Bildes
in Pixeln, auf dem der Starplot gezeichnet wird. Da Java für das Zeichnen auf Graphics2D
Objekten IntegerWerte verlangt, jedoch bei der Punktransformation aufgrund der Sinus-
und Cosinusfunktion rationale Zahlen, welche in Doublewerten gespeichert werden, als
Ergebnis berechnet werden, werden diese Koordinaten erst in ein Shape-Objekt vom
Typ Line2D eingefügt. Dieses konvertiert Doublewerte intern zu Integerwerten und das
Shape-Objekt wird auf das Graphics2D Objekt gezeichnet.
4.2 Scatterplots
Die Darstellung der Clusterergebnisse in Starplots gibt Aufschluss über die prozentuale
Verteilung der Kodierungen in den Clustern. Zusätzlich interessant ist auch die Verteilung
der Punkte in den Clustern, ob zum Beispiel diese homogen um den Zentroiden verteilt
sind. Da die geclusterten Daten multivariat (oder zumindest univariat) sind, wird an
dieser Stelle die PCA, wie in 2.3 beschrieben, genutzt, um diese auf zwei Dimensionen
zu reduzieren. Danach werden diese dann als Scatterplot (deutsch: Streudiagramm)
eingezeichnet. Ein Beispiel für diese Darstellung ist Abbildung 3. Die Scatterplots werden
mit der freien Library JFreeChart [15] erstellt. Hierfür werden die Ergebnisse der PCA in
Double-Arrays an eine modifizierte Klasse FastScatterPlot übergeben. In dieser werden
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alle Punkte je nach ihrer Kodierung farblich passend als Viereck und der Zentroid des
Clusters als größeres schwarzes Viereck eingezeichnet. Im Programm ist es möglich, zwei
Arten von Scatterplots zu zeichnen, diese unterscheiden sich in der Art, wie die PCA
berechnet wird. In der Variante PCA All werden alle Punkte des Datensatzes genutzt,
um die Kovarianzmatrix während der PCA zu erstellen, bei PCA Centroid werden nur die
Zentroiden nach [16] und [17] genutzt, um die Kovarianzmatrix zu erstellen und dessen
Eigenvektoren dann auf die gesamten Daten bei der Matrixmultiplikation anzuwenden.
Abbildung 3: Beispiel für einen Scatterplot: Darstellung des ersten Clusters des Daten-
satzes ES_segmentation_wholedata− Code.data nach MEF geclustert
Zusätzlich zur Art der PCA lässt sich auch noch die Größe der eingezeichneten Vierecke
einstellen, da deren Standardgröße mit einem Pixel für kleine und sehr verstreute Da-
tensätze nicht optimal ist. Ferner ist es möglich den Wertebereich der Scatterplots vor
dem Zeichnen einheitlich festzulegen, damit alle Scatterplots einen gleichen Wertebereich
haben. Die JFreeChart-Library bietet zusätzlich noch Zoom-, Autoskalierungs- und Spei-
cherfunktionen der gezeichneten Scatterplots. Die Scatterplots werden ähnlich wie die
Starplots getrennt nach den Clustern gezeichnet und ein weiterer Scatterplot stellt den
gesamten Datensatz dar, jedoch mit anderen Farben als die der Codierung, da hier die
Farben den Cluster repräsentieren.
4.3 Binningplots
Die Scatterplots stellen zwar die Struktur der Cluster recht gut dar, jedoch ist in ihnen
schlecht erkennbar, ob eingezeichnete Werte sich überdecken und falls dies zutrifft, wie vie-
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Abbildung 4: Darstellung aller Cluster des Datensatzes ES_segmentation_wholedata−
Code.data nach MEF geclustert
le von ihnen an einer Stelle im Scatterplot liegen. Um die Verteilung in den von der PCA
reduzierten Datensätzen zu erkennen, wurden sogenannte Binningplots implementiert,
welche ähnlich zu den HexBins in R sind [18]. Diese haben eine ähnliche Funktionalität
wie die Scatterplots, doch teilen sie den zu zeichnenden Bereich in n ∗ n Felder ein, die
jeweils 9 Boxen enthalten. Das mittlere Feld bleibt zwecks der Identifizierung dieser
Felder frei, die restlichen acht anderen Boxen repräsentieren die Anzahl der Codierungen,
die im Zeichenbereich dieser Box liegen. Die Anzahl der Codierung in einem Feld wird
über die Saturierung der Farbe in der Box dargestellt.
In Abbildung 5 erkennt man zwar noch die Struktur des Datensatzes rudimentär, jedoch
sieht man hier sehr genau, wie die Codierungen in einem bestimmten Bereich vorliegen.
Die Binningplots werden im Programm mit einer Modizifizierung des Chromatin Fra-
meworks von Dirk Zeckzer erstellt. Hierzu werden die Ergebnisse der PCA All an die
Splomklassen übergeben und die Koordinaten x1 und y1 auf ein Intervall von 0 bis 1
mit (13) und (14) normalisiert.
bx1 = b x1 − xmin
xmax− xmin ∗ numberBinsXc (13)
by1 = b y1 − ymin
ymax− ymin ∗ numberBinsY c (14)
In den Funktionen wird wieder abgerundet, da jedes Feld im Binningplot ganzzahlig
ist und damit die Werte zwischen zwei ganzzahligen Zahlen im jeweilig abgerundeten,
zugehörigen Feld liegen. Bei der Normalisierung stehen die Variablen numberBinsX
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Abbildung 5: Darstellung Binngingplot des Datensatzes humandata.data nach IMR ge-
clustert mit fünf Clustern
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und numberBinsY für die Anzahl der Felder im Binningplot, xmax, ymax, xmin und
ymin stehen für den größten/kleinsten x beziehungsweise y Wert im Datensatz. Das bx1
und by1 stellen nun die Indizes der Position des Datensatzes im Binningplot dar, und
passend zur Codierung wird nun der Wert in der Box im Feld des Plots inkrementiert.
Nachdem alle Daten auf diese Art verarbeitet wurden, wird jede Box in jedem Feld des
Binningplots ausgewertet und passend zum Wert der Farbwert generiert. Danach werden
die Felder Graphics2D Objekt wie bei den Scatterplots einzeln nach Cluster und in einem
Plot alle zusammen gezeichnet und im Programm angezeigt.
4.4 Drucken
Aufgrund der Tatsache, dass das Clustering teilweise viel Rechenzeit in Anspruch nimmt
und man die Ergebnisse in Form der Starplots speichern wollte, wurde eine Druckfunktion
der Starplots implementiert. Diese basiert grundlegend auf dem VisLib Framework von
Dirk Zeckzer [19], wurde aber in das eigentliche Programm eingebunden und somit
modifiziert. Mit dieser Druckfunktion ist es möglich, die Starplots einzeln in ein gewähltes
Dateiformat (mögliche Formate sind: Pixelgrafiken wie JPG oder PNG oder Vektorgrafi-
ken, wie PDF, EPS oder SVG) zu speichern. Dabei wird in einem Auswahldialog erst
das Dateiformat festgelegt und dann der Dateiname und der Speicherort vom Nutzer
eingegeben. Da die Starplots einzeln gespeichert werden, wird an den Dateinamen vor
der Dateiendung eine Nummer für den Starplot angehängt, sodass die Grafiken nach dem
Muster dateiname|nummer.format exportiert werden. Im Programm werden intern die
Starplots neu gezeichnet, da die angezeigten Starplots nur eine Auflösung von 350*350
Pixeln haben. Für den Export werden die Starplots jeweils auf 1400*1400 Pixel neu
gezeichnet und dann als Graphics2D Objekt an das VisLib Framework übergeben. In
diesem wird dann je nach ausgewählten Dateiformat dieses Graphics2D Objekt verar-
beitet und mit passenden Bibliotheken werden die Grafiken erzeugt und für den Nutzer
gespeichert.
Nach dem Exportvorgang werden die Starplots wieder mit 350*350 Pixeln neu gezeichnet
und dem Nutzer angezeigt.
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4.5 Datensatz
Das Programm ist auf einen bestimmten Aufbau des einzulesenden Datensatzes angewie-
sen. So liegen die Daten in einer reinen Textdatei vor, jede Zeile ist ein Element. Die
Werte der Elemente sind durch Semikola getrennt. Jedes Element hat den festen Aufbau:
shortid; longid;Codierung;V ariable1;V ariable2;V ariable3; ...V ariableN (15)
In den Elementen werden die Ergebnisse der Segmentierung, wie in Kapitel 3.1.3 ermittelt,
gespeichert. Die shortid und die longid dienen zur Identifizierung der gemessenen Bereiche.
Die Kombination der drei beobachteten H3-Histon Modifizierungen des Referenzgenoms
der ESC-Zellen werden als Wert Codierung dargestellt. Welcher Wert einer Kombination
entspricht, kann man aus Tabelle 1 entnehmen. In die restlichen Werte V ariable1 bis
V ariableN werden die berechneten Werte der MEF- und NP-Zellen für jede Modifikation
separat gespeichert. Zusätzlich wird die CpG-Dichte und Länge als Variable gespeichert.
Für den Datensatz ES_segmentation_wholedata-Code.data ergibt sich also folgender
Aufbau:
short;segment;ESH3K4-27-9me3;MEFH3K4me3;MEFH3K27me3;MEFH3K9me3;
NPH3K4me3;NPH3K27me3;NPH3K9me3;CpG-density;length
Im Programm hat der Nutzer die Möglichkeit die Anzahl der Variablen und welche
Variablen er nutzen möchte für das Clustering einzustellen. Die Distanzen für das
Clustering werden dann aus den ausgewählten Variablen berechnet.
Codierung H3K4me3 H3K27me3 H3K9me3
0 0 0 0
1 0 0 1
2 0 1 0
3 0 1 1
4 1 0 0
5 1 0 1
6 1 1 0
7 1 1 1
Tabelle 1: Bedeutungen der Codierungen
1 steht für vorhandene Modifikation
0 für keine Modifikation
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4.6 Grafische Oberfläche
Generell wurde das von Sarah Seifert [5] erstellte GUI-Layout nicht umfassend verändert.
So sind die von ihr beschriebenen Funktionen und Elemente in der Weiterentwicklung
des Programms übernommen, an vielen Stellen jedoch optimiert und erweitert worden.
So ist es nun möglich, im Programm die Anzahl der gewünschten Dimensionen, sprich
die Datenspalten, für das Clustering anzugeben, um sie dann danach wie schon in der
alten Version auswählen zu können. Zusätzlich wurde eine Möglichkeit geschaffen, mittels
verschiedener GUI Elemente die Anzahl der Cluster und die Empty-Cluster Strategie
einzustellen. Dazu wurde der Anzeigebereich der Starplots in ein Tab-Layout eingefügt,
Abbildung 6: Darstellung des neuen Informations-Tab
sodass nun auch die Scatterplots und Binningplots in diesem Bereich angezeigt werden
können. Außerdem wurde ein neuer Informations-Tab in die GUI integriert, welche
Informationen über das Clustering aufbereitet und es ermöglicht, die Daten aus der
PCA zeichnen zu lassen. Ebenso ist es in diesem Tab möglich, die Varianzanalyse des
Clusterings zu starten.
Im Gegensatz zu der vorherigen Arbeit wurden wieder die Farben des HSB-Farbraums
verwendet, da diese Farben kompatibel mit den Binningplots sind. Jedoch werden für
die Darstellung aller Cluster in einem Scatterplot die von Sarah Seifert verwendeten
Farben benutzt, damit keine Verwirrung zwischen Farbe der Modifikation und Farbe des
Clusters entstehen.
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Kodierung HSB-Farbe Farbe
0 0360
1 120360
2 240360
3 60360
4 180360
5 30360
6 150360
7 300360
Tabelle 2: Tabelle der verwendeten HSB-Farben für die Elemente. Jede Farbe wird mit
100% Saturierung und Lumineszenz gezeichnet
Cluster RGB-Werte Farbe
1 255,0,0
2 0,0,255
3 128,0,0
4 255,0,128
5 0,255,255
6 0,96,64
7 0,255,0
8 255,160,0
Tabelle 3: Tabelle der verwendeten Farben für die Clusterfarben für die Darstellung aller
Cluster in einem Scatterplot
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5 Ergebnisse
Um die Ergebnisse der Algorithmen zu verifizieren, wurden für die PCA und für Clustering
mittels K-Means-++ Testdatensätze erstellt, sodass es möglich war, diese zu überprüfen.
Zuerst wurde die PCA überprüft, da das Clustering dann visuell über diese ausgewertet
wird. Dazu wurde die Laufzeit und der Speicherverbrauch des Programms getestet.
Danach wurde der Datensatz ES_segmentation_wholedata-Code.data nach den MEF-
und NP-Zellen ausgewertet.
5.1 Testergebnisse PCA
Um die PCA zu überprüfen, wurde der Datensatz pca.data mit zehn Elementen entworfen.
Die IDs des Datensatzes sind die Zeile in der Datei, und die Codierung ist bei allen
Elementen 0. Zusätzlich haben die Elemente x und y Werte, welche man in Tabelle 4
ablesen kann. Der Datensatz wurde mit einem Cluster im Programm geclustert und dann
per PCA All gezeichnet. Die Ergebnisse dieser PCA sind in Abbildung 7 dargestellt. Der
Mittelwert der x Spalte beträgt x = 1.81 und der Mittelwert der y Spalte ist y = 1.91.
x y xnorm ynorm
2.5 2.4 0.69 0.49
0.5 0.7 -1.31 -1.21
2.2 2.9 0.39 0.99
1.9 2.2 0.09 0.29
3.1 3.0 1.29 1.09
2.3 2.7 0.49 0.79
2 1.6 0.19 -0.31
1 1.1 -0.81 -0.81
1.5 1.6 -0.31 -0.31
1.1 0.9 -0.71 -1.01
Tabelle 4: Testdaten PCA und deren normalisierte Form
Nun wird nach 3.3 die Kovarianzmatrix ermittelt und deren Eigenvektoren und Eigenwerte
berechnet.
Kovarianzmatrix C =
cov(x, x) cov(x, y)
cov(y, x) cov(y, y)
 =
0.616556 0.615444
0.615444 0.716556
 (16)
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Eigenwert λ1 ≈ 1.28403 und Eigenvektor v1 =
0.677873
0.735179
 (17)
Eigenwert λ2 ≈ 0.0490843 und Eigenvektor v2 =
−0.735179
0.677873
 (18)
Diese Vektoren sind schon normalisiert, sprich, sie haben die Länge 1, deswegen müssen
sie nicht normalisiert werden. Sortiert nach ihrer Größe, ergibt sich folgende Eigenvekto-
renmatrix:
Eigenvektorenmatrix =
0.677873 −0.735179
0.735179 0.677873
 (19)
Im letzten Schritt der PCA wird nun der normalisierte Datensatz wie in Schritt 5 in
Kapitel 3.3 transformiert: 0.677873 0.735179
−0.735179 0.677873
 ∗
.69 −1.31 .39 .09 1.29 .49 .19 −.81 −.31 −.71
.49 −1.21 .99 .29 1.09 .79 −.31 −.81 −.31 −1.01

= FinalData
(20)
x Programm y Programm x y
0.8279701862 -0.1751153070 0.82797008 -0.17511574
-1.7775803253 0.1428572265 -1.77758022 0.14285816
0.9921974944 0.3843749889 0.99219768 0.38437446
0.2742104160 0.1304172066 0.27421048 0.13041706
1.6758014186 -0.2094984613 1.67580128 -0.20949934
0.9129491032 0.1752824436 0.91294918 0.17528196
-0.0991094375 -0.3498246981 -0.09910962 -0.34982464
-1.1445721638 0.0464172582 -1.14457212 0.04641786
-0.4380461368 0.0177646297 -0.43804612 0.01776486
-1.2238205551 -0.1626752871 -1.22382062 -0.16267464
Tabelle 5: Vergleich der PCA Koordinaten
Zwecks der Lesbarkeit wird FinalData noch transponiert. In Tabelle 5 kann man die Er-
gebnisse des Programms mit den ausgerechneten Ergebnissen vergleichen. Abgesehen von
Rundungsfehlern, ergibt es das gleiche Ergebnis. Da die PCA-Centroid nach dem gleichen
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Algorithmus funktinioniert, aber nur die Zentroiden zur Berechnung der Eigenvektoren
nutzt, funktioniert auch diese ordnungsgemäß.
Abbildung 7: Scatterplot der PCA-Test Daten, die roten Punkte sind die Elemente des
Datensatzes, der schwarze Punkt ist der Zentroid der Daten
5.2 Testergebnisse K Means ++
Für das Testen des K-means++ Algorithmus wurde überprüft, ob die Distanzfunktion,
welche in GeometricItemPoint implementiert wurde, die Distanzen zu den Clusterzentren
richtig berechnet und dann die kürzeste Distanz auswählt. Dazu wurde ein weiterer
zweidimensionaler Datensatz erstellt. Dieser beinhaltet insgesamt 13 Elemente, welche
einheitlich über ein 1*1 Quadrat wie in Abbildung 8 verteilt sind. Zum Testen wurde der
Datensatz mit drei Clusterzentren geclustert und die Distanzen zwischen Element und
allen Zentroiden geloggt. Danach wurde die kürzeste Distanz überprüft. Die Ergebnisse
finden sich in Tabelle 6. Die Auswertung zeigt, dass die implementierte Funktion valide
ist, abgesehen von den auftretenden arithmetischen Fehlern.
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Abbildung 8: Darstellung des Testdatensatzes kmeantest.data mit drei Clustern
5.3 Komplexität
5.3.1 Laufzeit
Bei der Weiterentwicklung des Programms wurde der Laufzeitfehler in Sarah Seiferts
Arbeit [5] behoben. So stellte sich heraus, dass der Fehler nicht, wie vermutet, auf
den vorliegenden Daten basiert, sondern ein Fehler in der Implementierung war. Durch
die Modifikation der Klasse KMeansP lusP lusClusterer stellte sich heraus, dass beim
Vergleich der Zentroiden im Schritt 4 nach 3.2 nicht deren Werte sondern per equals()
Methode verglichen wurde. Da diese aber nicht in GeometricItemPoint überschrieben
wurde, verglich diese standardmäßig nur die Identität der beiden Objekte, welche immer
unterschiedlich ist. Aus diesem Grunde terminierte der Algorithmus nicht. Daher wurde
die equals() und die dazugehörige hashCode() Methode in GeometricItemPoint über-
schrieben, sodass nun die Werte der Zentroiden verglichen werden. Dadurch wurde es
möglich, die vorliegenden Datensätze auch ohne Iterationsgrenze zu clustern.
Weiterhin ist es möglich, die Iterationsgrenze als Nutzer festzulegen. Sollte jedoch der
Algorithmus während der Ausführung keine Veränderungen der Zentroide mehr feststel-
len, terminiert jener an dieser Stelle. Durch diese Neuerung stellte sich heraus, dass das
Clustering für den Datensatz ES_segmentation_wholedata-Code.data 56 Iteration bei 5
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Abbildung 9: Laufzeituntersuchung für ES_segmentation_wholedata-Code.data. Unter-
sucht wurde die Verschiebung der Zentroiden und die Anzahl der wechseln-
den Punkte zwischen den Clustern
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Element Cluster 1 Cluster 2 Cluster 3 Überprüfung
test1 0.790569 1.118034 0.333333 13
test2 1.060660 0.5 0.6666667 0.5
test3 0.353553 1.118034 1.054093 0.353553
test4 0.790569 0.5 1.201850 0.5
test5 0.787464 0.714213 0.1566667 0.156667
test6 0.360694 1.0000499 0.59263 0.360694
test7 0.346554 0.714213 1.012198 0.346554
test8 0.793788 0.01 0.827372 0.01
test9 0.793788 0.7000715 0.1766667 0.176667
test10 0.346554 1.0000499 0.609271 0.346554
test11 0.360694 0.700071 1.015486 0.360694
test12 0.787464 0.01 0.839371 0.01
test13 0.353553 0.5 0.527046 0.5
Tabelle 6: Auswertung des K-means++ Distanztests
Clustern benötigt, bis der Algorithmus keine Veränderung in den Clustern mehr feststel-
len konnte, wodurch ein erheblicher Rechenaufwand eingespart wurde zur ehemaligen
Standardeinstellung von 100 Iterationen. Des Weiteren wurde festgestellt, dass die initiale
Wahl durch eine gewichtete Wahrscheinlichkeitsfunktion schon gute Startwerte für die
Zentroiden wählt, wie in Abbildung 9 dargestellt. So wechseln nach dem ersten Zuordnen
nur ca. 2.5% aller Elemente ihre Cluster. Nach der vierten Iteration sind es nur noch ca.
0.07% der Punkte und während der letzten zehn Iterationen wechseln nur noch weniger
als zehn Elemente ihre Cluster.
5.3.2 Speicherverbrauch
Außerdem wurde der Speicherverbrauch und die Rechenzeit des Programms gemessen. Als
Testgerät diente ein Laptop mit einer Intel T4200 Dualcore CPU (2 Gigahertz pro Kern)
und 4 Gigabyte RAM. Die maximale Heapsize der JVM wurde auf 3048MB begrenzt.
Die Rechenzeit wurde intern im Programm mit der Funktion System.currentTimeMillis()
gemessen. Dabei wurde beim Laden und Berechnen der Cluster jeweils vor und danach
die Zeit über diese Funktion bestimmt und dann voneinander subtrahiert. Für den
Datensatz ES_segmentation_wholedata-Code.data benötigt das Programm insgesamt 99
Sekunden, wobei 27 Sekunden auf das Einlesen der Daten entfielen und 72 Sekunden auf
das Clustering mit fünf Clustern und 56 Iterationen.
Für die Beobachtung des Speicherverbrauchs während der Laufzeit wurde das Eclipse
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Abbildung 10: Speicherverbrauch für ES_segmentation_wholedata-Code.data mit fünf
Clustern
Plugin JVM Monitor [20] genutzt. Dieses zeichnet den Verbrauch im Heapsize während der
Laufzeit auf. Der Speicherverbrauch über die Laufzeit ist in Abbildung 10 abgebildet, das
Programm verbraucht maximal circa 1285 Megagbyte Speicher während des Clusterings
und um die 800 Megabyte. Davon entfallen laut JVM Monitor alleine 350 Megabyte auf
Double-Objekte, in denen größtenteils die Werte der Daten gespeichert werden.
5.3.3 Varianzanalyse
Da die vorliegenden Daten während des Clusterings nie einen leeren Cluster erzeugten,
konnte leider nicht das Verhalten der Empty-Cluster Strategien untersucht werden. Mit
Hinblick auf die Prämisse, dass die Varianz des Endergebnisses möglichst gering sein
soll, bietet sich die Strategie Largest Variance an und ist deshalb im Programm die
Standardstrategie.
Um die Varianz der Cluster zu überprüfen, wurde zusätzlich nach [7] eine Testmethodik
in das Programm implementiert, welche die optimale Clusteranzahl sucht. So rechnet
das Programm alle FMAX-, PRE- und ETA-Werte für 4 bis 10 Cluster nach (3) aus und
zeigt diese tabelliert an.
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5.4 Auswertung MEF
Für das Clustering wurde zunächst eine Analyse der Varianz der Cluster erstellt. Die
Ergebnisse dieser Analyse finden sich in Tabelle (7). Wie der Tabelle entnommen werden
Iteration PRE ETA FMAX
4 0.121855 0.898033 2381287
5 0.351360 0.93386 2863248
6 0.105978 0.940896 2581354
7 0.163893 0.95056 2599286
8 0.156244 0.958285 2661980
9 0.144174 0.964299 2738696
10 0.020576 0.965034 2487429
Tabelle 7: Varianzuntersuchung MEF-Zellen mit einer Gesamtvarianz von 0.200247
kann, bietet sich statistisch gesehen ein Clustering mit fünf Clustern an, jedoch wurde
dieses mit einem Clustering mit acht Clustern verglichen. Man nahm dabei an, dass
acht Cluster realistisch sind, da es auch acht verschiedene mögliche Modifikationen nach
Tabelle (1) gibt. Deswegen wurde verglichen, wie sich die Reduzierungen der Anzahl der
Cluster auf die Güte dieser auswirkt. Mit Güte ist hier gemeint, dass die Zentroiden
für die einzelnen Modifikationen Werte nahe 0 oder 1 aufweisen, da eine Modifikation
entweder vorliegt oder nicht. Sollte ein Zentroid einen Wert von 0.5 aufweisen, so ist
dies ein Anzeichen dafür, dass in diesem Cluster viele Elemente mit unterschiedlichen
Modifikationen vorliegen. Deswegen teilte man die Werte der Zentroiden in Intervalle ein
und testete somit, ob eine Modifikation vorliegt oder nicht oder ob man keine Aussage
darüber treffen konnte. Als Intervalle wurde folgendes Muster angenommen:
Keine Modifikation Keine Aussage Modifikation
x < 0.3 0.3 - 0.7 0.7 < x
x < 13
1
3 -
2
3
2
3 < x
x < 0.4 0.4 - 0.6 0.6 < x
Tabelle 8: Untersuchte Intervalle für die Zentroiden
Mit Hilfe dieser Intervalle verglich man nun die Güte der Zentroiden bei einem Clustering
nach den MEF-Werten mit fünf und acht Clustern. Die Auswertung findet sich in den
Tabellen (9) und (10).
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1 2 3 4 5 6 7 8
K4 0,019 0,789 0,514 0,18 0,802 0,138 0,386 0,903
K27 0,025 0,34 0,219 0,191 0,849 0,614 0,814 0,913
K9 0,006 0,730 0,028 0,45 0,068 0,025 0,573 0,828
K4 × √ ? × √ × ? √
K27 × ? × × √ ? √ √
K9 × √ × ? × × ? √
K4 × √ ? × √ × ? √
K27 × ? × × √ ? √ √
K9 × √ × ? × × ? √
K4 × √ ? × √ × × √
K27 × × × × √ √ √ √
K9 × √ × ? × × ? √
Tabelle 9: Untersuchung der Güte der Zentroid bei MEF mit acht Clustern
Dabei zeigte sich, dass sich zwar die Anzahl der unklaren Zentroiden bei fünf Clustern
verringert, jedoch wird auch eine valide Modifikationskombination verworfen. So stellen
die fünf Cluster nicht die Kombination des zweiten Clusters bei acht Clustern dar. Da
man dadurch aber wichtige Informationen verlieren würde, entschied man sich, im wei-
teren Verlauf die Ergebnisse des Clusterings mit acht Clustern für die MEF-Zellen zu
verwenden.
In der Arbeit von Sarah Seifert [5] wurden die generierten Starplots für MEF mit acht
Clustern schon ausgewertet, sodass an dieser Stelle nur darauf verwiesen wird. Zusätzlich
wurden in dieser Arbeit auch die Cluster durch eine Dimensionsreduktion mittels PCA
dargestellt, wobei hier zwischen der PCA und der PCA Centroid Darstellung unterschie-
den werden muss. Durch die PCA konnte untersucht werden, wie homogen die Cluster
sich um ihre Zentroiden verteilen. Dabei zeigte sich, dass vor allem der erste Cluster,
welcher keine Modifizierungen repräsentiert, stark konzentriert um den Zentroiden verteilt
ist. Dazu liegen in diesem Cluster mit circa 550.000 Punkten die meisten Elemente. Die
restlichen Punkte verteilen sich recht gleichmäßig über die anderen Cluster, wie man
auch der Abbildung (11) entnehmen kann.
Durch die Kenntnis über die Daten, dass jede der drei Modifikationen 1 oder 0 ist, kann
man auf das Aussehen einer Visualisierung aller Daten schließen. So entsteht dabei ein
Würfel mit der Kantenlänge 1, den die Cluster zusammen ausfüllen. Dieser Würfel wird
in Abbildung (12) deutlich sichtbar. Zusätzlich erkennt man, dass alle Cluster mehr oder
weniger konzentriert in einer Ecke des Würfels liegen. Da jede Ecke des Würfels für eine
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1 2 3 4 5
K4 0,019 0,763 0,141 0,505 0,792
K27 0,026 0,757 0,627 0,216 0,848
K9 0,013 0,813 0,088 0,098 0,095
K4 × √ × ? √
K27 × √ ? × √
K9 × √ × × ×
K4 × √ × ? √
K27 × √ ? × √
K9 × √ × × ×
K4 × √ × ? √
K27 × √ √ × √
K9 × √ × × ×
Tabelle 10: Untersuchung der Güte der Zentroiden bei MEF mit fünf Clustern
bestimmte Kombination von Modifikationen steht, ist dies ein Indiz für ein sinnvolles
Clustering.
Bei der Visualisierung mittels der PCA Centroid stellten sich hingegen nicht die ge-
wünschten Ergebnisse ein. Diese Art der Visualisierung versucht die realen Abstände
der Zentroiden möglichst gut auf die zweidimensionale Projektion zu übertragen, um die
einzelnen Cluster besser unterscheiden zu können. Jedoch werden die Cluster nur auf der
y-Achse in die Länge gestaucht und somit vergrößern sich zumeist auch die Abstände auf
der x-Achse zwischen den verschiedenen Punkten. Dadurch ist es aber eher schwieriger,
die Cluster zu identifizieren, da die Punkte so verstreuter im Scatterplot eingezeichnet
werden und somit weniger starke Konturen bilden.
Zusätzlich zu den Scatterplots werden wegen der Überdeckung der einzelnen Punkte
Binningplots für die Cluster gezeichnet. Da insbesondere der erste Cluster nur eine geringe
Fläche in Relation zu seiner Größe einnimmt, kann man diesen mit einem Binningplot
besser auswerten. So kann man in Abbildung (18) nur die Struktur des Clusters erkennen
und dass sehr viele Elemente mit einer roten, sprich keiner Kodierung, in diesem Cluster
liegen. In Abbildung (14) sieht man hingegen, dass auch andere Kodierungen in diesem
Cluster liegen, insbesondere an den markanten Achsen, die man auch im Scatterplot
erkennen kann. Da aber sehr viele Elemente in diesem Cluster im Vergleich zu den
anderen Clustern liegen, fallen diese anderen Modifizierungen in diesem Cluster weniger
ins Gewicht. Alle PCA-Visualisierungen der Cluster finden sich im Anhang.
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Abbildung 11: Punkteverteilung bei MEF mit acht Clustern
Abbildung 12: Darstellung aller acht Cluster mittels PCA der MEF-Zellen
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Abbildung 13: Darstellung aller acht Cluster mittels PCA-Centroid der MEF-Zellen
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Abbildung 14: Darstellung des ersten Clusters MEF mittels Binningplot
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5.5 Auswertung NPC
Zusätzlich zu den MEF-Zellen wurden auch die NP-Zellen geclustert und ausgewertet.
Diese Auswertung erfolgte ähnlich zu der Auswertung der MEF-Zellen. Zuerst wurden
wieder die FMAX-Werte für die verschiedenen Clusterzahlen berechnet (11), dabei zeigte
sich, dass sich statistisch ein Clustering mit vier Clustern anbieten würde.
Iteration PRE ETA FMAX
4 0.075594 0.877467 1936255
5 0.166415 0.897858 1782558
6 0.214519 0.919769 1859812
7 0.08243 0.926383 1701217
8 -0.012556 0.925459 1438666
9 0.160424 0.937417 1518740
10 0.033482 0.939512 1399879
Tabelle 11: Varianzuntersuchung NP-Zellen mit einer Gesamtvarianz von 0.134112
In der Dissertation von Lydia Steiner [21] werden hingegen sechs Cluster angenommen,
da drei der acht möglichen Kombinationen der Modifizierungen doppelt vorkommen. Der
sechste Cluster wurde schließlich genutzt, um alle nicht genau bestimmbaren Elemente in
einem einzigen Cluster zu sammeln. Deswegen verglich man die Güte der Modifikationen
bei einem Clustering mit vier Clustern und sechs Clustern. In den Tabellen (12) und
(13) zeigt sich wieder, dass mit einem Clustering mit vier Clustern zwar ein ungenauer
Cluster mit anderen verschmolzen wird, jedoch wird auch der Cluster 3 des Clusterings
mit sechs Clustern mit den anderen verschmolzen. Deswegen entschied man sich auch an
dieser Stelle gegen das Ergebnis der Varianzanalyse und nahm in Kauf, dass die Güte
der Cluster etwas schlechter wurde, dadurch aber keine gültigen Informationen verloren
gingen.
Danach wurden die Starplots des NP-Clusterings mit sechs Clustern ausgewertet. Die
Darstellung dieser Plots finden sich in den Abbildung (22),(23) und (24).
Auch bei dieser Analyse liegen die meisten Elemente, welche in den ESC-Zellen nicht mo-
difiziert sind, bei den NP-Zellen in einem Cluster, der keine Modifikationen repräsentiert.
Auffällig ist hierbei jedoch, dass zusätzlich ein gewisser Anteil dieser unmodifizierten
Elemente nun in Cluster 5 liegen, was aber mit Hinblick auf den Zentroiden des Clusters
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nicht überrascht. Dieser liegt nämlich, abgesehen vom nicht aussagekräftigen H3K4me3-
Wert, im Bereich keiner Modifizierung.
In der globalen Verteilung liegen wieder aufgrund der Tatsache, dass die meisten Elemente
im ersten Cluster liegen, auch andere Elemente als nicht modifizierte im ersten Cluster.
Im zweiten Cluster sind laut des Zentroiden alle drei Modifikationen vorhanden, wobei
jedoch mehr H3K9me3 und H3K27me3 mit gleichzeitigen H3K9me3 Modifikationen in
diesem Cluster liegen. Das ist in soweit verwunderlich, da man eigentlich auch davon
ausgehen würde, dass der Wert für H3K9me3 bei diesem Zentroid am höchsten sein sollte,
da er bei allen dominanten Kodierungen in diesem Cluster vorhanden ist. Dennoch ist der
H3K27me3 Wert am höchsten. Auch die globale Verteilung liefert für dieses Verhalten
keine Erklärung.
Der dritte Cluster, welcher erst mit einem Intervall von 0 bis 0,4 und 0,6 bis 1 eine valide
Aussage liefert, repräsentiert die vorhandenen Modifikationen H3K4me3 und H3K27me3.
Die dominanten Elemente in diesem Cluster sind wie im zweiten Cluster, jedoch treten
in diesem Cluster auch vermehrt Elemente auf, die bei den ESC-Zellen nicht modifiziert
waren. Zusätzlich dazu kann man in der globalen Verteilung erkennen, dass in diesem
Cluster die Kombination der Modifizierungen H3K4me3 und H3K27me3 vermehrt auftritt,
was genau dem entspricht, was der Cluster repräsentiert.
Der vierte Cluster repräsentiert wieder nur mit dem größten Intervall eine valide Kombi-
nation von Modifikationen. Er beinhaltet die Kombination des modifizierten H3K27me3
und beinhaltet sonst keine Modifikation. In diesem Cluster tritt vermehrt die Kombina-
tion auf, dass nur das H3K27me3 modifiziert ist, jedoch sind viele Elemente in diesem
Cluster gar nicht modifiziert. Dazu kommen noch vermehrt andere Modifikationen, die
sich jedoch in der Summe gegenseitig aufheben.
Durch den fünften Cluster wird keine valide Kombination dargestellt. Viele Elemente,
welche in den ESC-Zellen nicht modifiziert sind, liegen in diesem Cluster. In der globalen
Verteilung erkennt man aber, warum dieser Cluster nicht eindeutig ist. In diesem Cluster
treten viele Elemente auf, die nur eine H3K4me3 Modifikation in den ESC-Zellen aufwei-
sen.
Der sechste Cluster ist der sogenannte „Staubsaugercluster“. Dieser Cluster repräsentiert
logischerweise keine valide Kodierung, aber warum dieser der „Staubsaugercluster“ist und
nicht der fünfte Cluster, wird erst in der Analyse der PCA deutlich. In diesem Cluster
liegen alle Elemente, welche nicht zu einem anderen Cluster zugeordnet werden konnten.
Somit liefert er keine Aussage, er verbessert aber die Güte der anderen fünf Cluster.
Danach wurde das Clustering mittels PCA analysiert, so zeigte sich in den Abbildungen
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(25) und (26) im Anhang, dass die ersten vier Cluster homogen jeweils in einer Ecke
des „Kodierungswürfels“ liegen, jedoch sind die Cluster 5 und 6 in der PCA-All ähnlich
unübersichtlich, sodass man nicht entscheiden konnte, welcher der „Staubsaugercluster“
ist. Deswegen wurden die PCA-Centroid Grafiken dieser Cluster hinzugezogen, da sie
einen Blickwinkel auf die Cluster bieten. Dabei zeigte sich, dass der sechste Cluster
mehrere Ecken des „Kodierungswürfels“ ausfüllt und somit der „Staubsaugercluster“ sein
muss. Zusätzlich zeigt die Abbildung (16), warum auch der fünfte Cluster (mit der Farbe
Cyan eingezeichnet) keine validen Aussagen zulässt. In der Ecke des „Kodierungswürfel“
liegen sehr wenige Elemente, sodass sich dieser Cluster sehr weit in das Würfelinnere
ausbreiten kann. Der sechste Cluster, in einem dunklen Grün gezeichnet, breitet sich
hingegen in die Hälfte der oberen Seite des Würfels aus. Im Starplot, welcher die globale
Verteilung aller Kodierungen darstellt, sieht man, dass im ersten Cluster jede Kodierung
mit mindestens 15% ihrer Elemente vertreten ist, jedoch erkennt man dies wieder im
Scatterplot des ersten Clusters nicht, da die nicht modifizierten, roten Elemente alle
anderen überdecken. Im Binningplot (17) erkennt man aber, dass sich die anderen Kodie-
rungen an den Achsen des Würfels anordnen und dort konzentriert vorliegen und dass
sich die nicht modifizierten Elemente gleichmäßig über den gesamten Bereich des Clusters
verteilen.
1 2 3 4
K4 0,011 0,744 0,441 0,101
K27 0,029 0,89 0,317 0,722
K9 0,110 0,646 0,194 0,126
K4 × √ ? ×
K27 × √ ? √
K9 × ? × ×
K4 × √ ? ×
K27 × √ × √
K9 × ? × ×
K4 × √ ? ×
K27 × √ × √
K9 × √ × ×
Tabelle 12: Untersuchung der Güte der Zentroiden bei NP mit vier Clustern
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1 2 3 4 5 6
K4 0,009 0,86 0,642 0,045 0,42 0,225
K27 0,023 0,897 0,879 0,63 0,239 0,672
K9 0,009 0,814 0,182 0,047 0,131 0,593
K4 × √ ? × ? ×
K27 × √ √ ? × ?
K9 × √ × × × ?
K4 × √ ? × ? ×
K27 × √ √ ? × √
K9 × √ × × × ?
K4 × √ √ × ? ×
K27 × √ √ √ × √
K9 × √ × × × ?
Tabelle 13: Untersuchung der Güte der Zentroiden bei NP mit sechs Clustern
Abbildung 15: Starplot NPC aller Cluster lokal verteilt
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Abbildung 16: Darstellung aller sechs Cluster mittels PCA der NP-Zellen
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Abbildung 17: Darstellung des ersten Clusters NPC mittels Binningplot
40/53
Kombination von K-means++ Clustering und PCA zur Analyse von Chromatin-Daten
6 Folgerungen
Im Zuge der Auswertung zeigte sich, dass die PCA-Visualisierung prinzipiell ein gutes
Mittel zur Darstellung der Clusterstruktur ist, jedoch erfüllten sich nicht die Erwartungen
an die PCA-Centroid. Sie sollte möglichst gut die Abstände zwischen den Zentroiden
wiedergeben, sodass die Abstände zwischen ihnen maximal sind in der Visualisierung
und somit die Cluster besser zu unterscheiden sind. Bei der Auswertung zeigte sich
jedoch, dass dadurch die Scatterplots auf der x-Achse nur gestreckt werden, dabei die
Cluster aber nicht trennschärfer werden. Zusätzlich änderte sich der Blickwinkel auf die
Scatterplots, wobei dies ein Vorteil bei der Bestimmung des„Staubsaugerclusters“bei den
NPC-Daten war. Jedoch kann eine Drehung der Punkte und somit ein anderer Blickwinkel
auf die Daten einfacher und genauer mit anderen Methoden bewerkstelligt werden. Im
Hinblick darauf, dass bei der PCA-Centroid nur die Zentroiden für die Generierung der
Kovarianzmatrix genutzt werden, sollte man für die möglichst genaue Darstellung der
multivariaten Daten im zweidimensionalen Abbildungen die PCA-All verwenden.
Durch die PCA-All über alle Daten des Clusterings war es möglich, die Struktur der
Cluster zu untersuchen. Dabei zeigte sich, dass durch die große Anzahl von Elementen
in den Clustern die Scatterplots weniger dazu geeignet waren, die interne Verteilung
der Elemente in den Clustern zu zeigen, da diese sich in den Scatterplots überdecken.
Dennoch konnte durch die Scatterplots gezeigt werden, dass alle validen Cluster in einer
Ecke des „Kodierungswürfels“ liegen, wobei dieser Fakt aber schon vorher bekannt war.
Durch die PCA ist es aber jetzt möglich, auch Clusteringergebnisse zu visualisieren,
welche auf mehr als drei Dimensionen basieren, da die PCA jegliche multivariaten Daten
auf zwei Dimensionen reduziert.
Zusätzlich zu den Scatterplots wurden zu jedem Cluster mit den Ergebnissen aus der
PCA-All ein Binningplot für jeden Cluster und alle Cluster zusammen gezeichnet. Die
Binningplots hatten die Prämisse, das Überdeckungsproblem in den Scatterplots zu
kompensieren, wobei diese auch ihren Zweck erfüllten. So ist es nicht möglich, in Abbildung
(25) im ersten Cluster zu erkennen, ob und wo andere Elemente als nicht modifizierte in
diesem Cluster liegen, wobei die Starplot der globalen Verteilung aller Kodierungen in
Abbildung (23) anzeigt, dass auch andere Elemente in diesem Cluster liegen. Durch den
Binningplot dieses Clusters konnte man hingegen die Verteilung der Elemente im Cluster
zeigen. Somit sind sie ein gutes Mittel, die interne Struktur der Cluster zu zeigen, sobald
sich die Elemente aufgrund ihrer Menge in den Scatterplots überdecken.
Bei der Auswertung der NPC-Daten zeigte sich, dass das K-means++ Clustering nicht
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ideale Ergebnisse für diese Daten liefert. Dadurch, dass gewisse Kodierungen in diesen
Daten schlicht fehlen, reduziert sich die Clusterzahl auf sechs, wobei ein Cluster nur dazu
dient, die Elemente zu sammeln, welche nicht zu den anderen validen Clustern zugeordnet
werden können. Dieser „Staubsaugercluster“ tritt auch bei einem Clustering mit fünf oder
vier Clustern auf, sodass bei einer Verringerung der Cluster gültige Informationen verloren
gehen. Zusätzlich ordneten sich aufgrund der geringen Clusterzahl viele Kodierungen
neu an, insbesondere ist die Umverteilung der nichtmodifizierten Elemente in Cluster
5 und 6 auffällig. Da jedoch disjunkte Cluster gesucht werden, bieten sich nur wenige
andere Clusterverfahren an. Dabei ist es aber fraglich, ob sich nicht eher die Daten für
ein disjunktes Clustering weniger eignen.
7 Ausblick
Aufgrund des Zeitrahmens der Bachelorarbeit gibt es noch einige Gebiete, in denen
das Programm verbessert oder ausgebaut werden könnte. Durch die Auswertung des
Clusterings zeigte sich, dass das K-Means++ Clustering nicht ideal für die vorliegenden
Daten ist. Darum könnte zum Beispiel ein hierarchisch agglomeratives Verfahren bessere
Ergebnisse zeigen.
Auch die hier verwendete Euklidsche Distanzfunktion sollte man durch eine andere erset-
zen, wie der Minkowski- oder Mahalanobis-Funktion, da im Datensatz ES_segmentation
_wholedata-Code.data die Werte der Elemente CpG-Dichte und Länge nicht normalisiert
sind. Dadurch kann man diese Elemente mit der Euklidsche Distanz Funktion nicht mit
den anderen normalisierten Elementen clustern. Die vorgeschlagenen Funktionen beheben
diesen Mangel. Die verwendeten Farben aus dem HSB-Modell sind zwar ideal für die
Binningplots, jedoch ist der gelbe Graph in den Starplots und Scatterplots nur schwer zu
erkennen und andere sind nur schwer voneinander zu unterscheiden. Durch einen Wechsel
der Farben hin zu einem dynamischen Modell, welches Rücksicht auf die Anzahl der
Codierungen nimmt, könnte man bessere visuelle Ergebnisse erzeugen und die Grafiken
auch für farbblinde Menschen verbessern. Zusätzlich könnte das Programm dadurch
Datensätze mit andersartigen Codierungen als von 0 bis 7 verarbeiten, momentan ist
es nicht möglich, mehr als acht unterschiedliche Codierungen zu verwenden. Jedoch
müssten dann auch die Binningplots überarbeitet werden, da sie in der jetzigen Form
maximal acht Codierungen darstellen können. Hierbei könnte man sich an den variablen
Binningplots nach [22] orientieren.
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8 Anhang
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(a) Cluster 1 (b) Cluster 2
(c) Cluster 3 (d) Cluster 4
Abbildung 18: Darstellung der Cluster 1 bis 4 bei MEF mittels PCA
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(a) Cluster 5 (b) Cluster 6
(c) Cluster 7 (d) Cluster 8
Abbildung 19: Darstellung der Cluster 5 bis 8 bei MEF mittels PCA
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(a) Cluster 1 (b) Cluster 2
(c) Cluster 3 (d) Cluster 4
Abbildung 20: Darstellung der Cluster 1 bis 4 bei MEF mittels PCA-Centroid
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(a) Cluster 5 (b) Cluster 6
(c) Cluster 7 (d) Cluster 8
Abbildung 21: Darstellung der Cluster 5 bis 8 bei MEF mittels PCA-Centroid
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(a) Cluster Lokal Alle (b) Cluster Lokal 0
(c) Cluster Lokal 1 (d) Cluster Lokal 2
(e) Cluster Lokal 3 (f) Cluster Lokal 4
Abbildung 22: Starplots der NP-Zellen mit sechs Clustern (1/3)
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(a) Cluster Lokal 5 (b) Cluster Lokal 6
(c) Cluster Lokal 7 (d) Cluster Global Alle
(e) Cluster Global 0 (f) Cluster Global 1
Abbildung 23: Starplots der NP-Zellen mit sechs Clustern (2/3)
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(a) Cluster Global 2 (b) Cluster Global 3
(c) Cluster Global 4 (d) Cluster Global 5
(e) Cluster Global 6 (f) Cluster Global 7
Abbildung 24: Starplots der NP-Zellen mit sechs Clustern (3/3)
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(a) Cluster 1 (b) Cluster 2
(c) Cluster 3 (d) Cluster 4
Abbildung 25: Darstellung der Cluster 1 bis 4 bei NPC mittels PCA
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(a) Cluster 5 nach PCA-All (b) Cluster 6 nach PCA-All
(c) Cluster 5 nach PCA-Centroid (d) Cluster 6 nach PCA-Centroid
Abbildung 26: Vergleich der Cluster 5 und bei NPC zwischen PCA-All und PCA-Centroid
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