Abstract. Decomposition of multidisciplinary engineering system design problems into smaller subproblems is desirable because it enhances robustness and understanding of the numerical results. Moreover, subproblems can be solved in parallel using the optimization technique most suitable for the underlying mathematical form of the subproblem. Hierarchical overlapping coordination (HOC) is an interesting strategy for solving decomposed problems. It simultaneously uses two or more design problem decompositions, each of them associated with different partitions of the design variables and constraints. Coordination is achieved by the exchange of information between decompositions. This article presents the HOC algorithm and several new sufficient conditions for convergence of the algorithm to the optimum in the case of convex problems with linear constraints. One of these equivalent conditions involves the rank of the constraint matrix that is computationally efficient to verify. Computational results obtained by applying the HOC algorithm to quadratic programming problems of various sizes are included for illustration.
Introduction
Engineering design can be viewed as a decision-making process that uses mathematical models to predict design behavior and to select a design whose value is considered satisfactory. A typical approach consists of formulating a design optimization problem using models to estimate design criteria and constraint functions, and applying formal methods to search the design space for an optimum.
In this article, we assume that a design problem can be formulated as a convex optimization problem of the form: find x ∈ R n such that h(x) = 0, g(x) ≤ 0 and f (x) is minimized, where f : R n → R and g i : R n → R are convex functions, and h i : R n → R are affine functions. We assume that the problem above has a nonempty solution set, and that f and g i are differentiable functions on R n . Although most design problems are nonlinear, nonconvex problems, many optimization algorithms solve a sequence of approximation problems similar to those considered in this article to arrive at the solution of the original design problem.
In the case of a large nonlinear design problem that involves a significant number of variables and constraints, decomposition of the design problem into smaller design subproblems may be desirable. The subproblems can then be solved in parallel, using the optimization technique most suitable for the underlying submodel, gaining in robustness and interpretation of results, and occasionally also in speed of execution. Moreover, system design problems typically involve several disciplines. Subsystem design teams represent an explicit problem decomposition. Thus, coordinated solution of design subproblems may be the only way to address the overall system problem in a practical and robust manner.
Hierarchical overlapping coordination (HOC) uses two or more design problem decompositions, each of them associated with different partitions of the design variables and constraints. This kind of problem decomposition may reflect, for example, matrix-type organizations structured according to product lines or physical subsystems (object decomposition) and the disciplines involved in the design process (aspect decomposition). Coordination is achieved by the exchange of information between decompositions, as explained in Section 2.1.
The mathematical formulation of HOC was first proposed in [13] , and several criteria for convergence of the coordination algorithm under linear equality and inequality constraints were developed in [13] and [23] . Convergence criteria developed in those articles are computationally difficult to check and possibly incorrect (see Remark 4.5) . In this article, we present computationally efficient conditions that ensure the convergence of overlapping coordination under linear equality and inequality constraints.
Several researchers have proposed coordination strategies to exploit the structure of a problem associated with its decomposition. Reviews of optimization procedures that use decomposition are presented by Wagner and Papalambros [27] and Sobieszczanski-Sobieski and Haftka [25] . Recently, Nelson and Papalambros [19] presented sequentially decomposed programming (SDP) as a globally convergent coordination scheme for hierarchic systems. Other promising coordination algorithms, including concurrent subspace optimization (CSSO) [24] and collaborative optimization (CO) [4] for nonhierarchic systems, require further study of robustness and convergence properties.
Interest in HOC here is motivated by the desire to solve decomposed problems rigorously, rather than to achieve computational speed-ups.
HOC under linear equality constraints
In the case of linear equality constraints only, the original optimization problem can be restated in the following form: where f : R n → R is convex and differentiable, A is an m × n constraint matrix with real entries, x ∈ R n is the vector of optimization variables, and c ∈ R m is a constant vector. We assume that the above problem has a nonempty solution set.
Suppose that the columns and rows of A (and correspondingly the components of x and c) can be reordered to generate a block-angular decomposition as represented by A α in figure 1 . We refer to it as the α-decomposition of the problem. In figure 1, x α is the vector of reordered design variables, c α is the reordered vector c, and y α is the vector of n α linking variables for the α-decomposition. The linking variables for the α-decomposition will be referred to as α-linking variables, and the number of subproblems in the α-decomposition (diagonal blocks in the figure) is given by p α . More explicitly, (1) . . .
x α i is the vector of local variables associated with block A α i , i.e., with subproblem α i for i = 1, 2, . . . , p α . We note that the reordered matrix A α consists of a "side" block of columns, corresponding to the α-linking variables, and diagonal blocks
We assume that Problem 2.1 can be decomposed in two or more different ways (say, α-, β-, . . . decompositions). Model-based decomposition methods [17, 18] can be used to produce such decompositions as described in Section 2.2. Although the results of this article can be generalized to three or more decompositions, we will consider only two problem decompositions (α and β) to simplify notations and proofs.
Typically, system design problems have to be formulated as multicriteria optimization problems. The criteria may correspond to the various problem aspects (e.g., system performance, cost, durability, weight, or dynamic response) or to design objectives for each subsystem. A monotonic value function [8] may be then used to combine dissimilar criteria to generate a design point or Pareto set. In aspect or object decomposition, this value function is separable according to aspects or subsystems, respectively. In weakly-connected model decompositions, a separable value function could be constructed to match the model decompositions as proposed in [9] .
Under the assumption that the objective function f is α-additively separable, 1 Problem 2.1 takes the following form:
2) results in the following Problem α:
Problem α can be solved by solving p α independent uncoupled subproblems. Similarly, Problem β can be defined and solved for a β-decomposition after fixing the β-linking variables.
Generic HOC algorithm
The generic hierarchical overlapping coordination algorithm can be described for the case of two decompositions (α and β) as follows:
Step 1. Fix linking variables y α , and solve Problem α by solving the p α independent subproblems given in (2.3).
Step 2. Fix linking variables y β to their values determined in Step 1, and solve Problem β by solving p β independent subproblems. Step 3. Go to Step 1 with the fixed values of α-linking variables determined in Step 2.
Step 4. Repeat these steps until convergence is achieved. Thus, in the HOC algorithm, the linking variables for one of the decompositions are fixed at values that result from the solution of a number of independent subproblems associated with the previous decomposition. The flow of information between decompositions is represented in the diagram of figure 2.
Remark 2.1. The accumulation point achieved in
Step 4 is not necessarily an optimal solution of Problem 2.1. A sufficient condition guaranteeing the convergence to a solution of the original problem will be developed in the following sections.
Finding decompositions of a design problem
Hierarchical overlapping coordination entails identifying hierarchical decompositions of the design model, i.e., groups of design submodels (or modules) that exchange information in an acyclic manner. The flow of information among modules can be then represented with a graph without circuits-a tree. Once design information is fixed at a given level, design tasks at the level below can be carried out independently. Relying on the engineer's insight to recognize a decomposition of a large multidisciplinary design model may not always be possible, so several computational techniques have been devised for hierarchical and sequential decomposition of design processes and problems.
Sequential decomposition techniques identify and arrange modules that contain design tasks that are strongly connected to minimize feedback between modules [1, 15, 21, 26] . These techniques reorder the so-called design structure matrix 2 in a block-triangular form to generate the best computational sequence. The resulting partition is nonhierarchical if feedback cannot be avoided. Feed-forward structures are still not appropriate for hierarchical decomposition and coordination because the modules may not be separable. Kroo and his collaborators [1, 11] have proposed using auxiliary variables and compatibility constraints for hierarchical decomposition of design models whose reordered structure matrix presents both feed-backward and feed-forward connections.
Similar ideas have been applied to hierarchical decomposition of design processes and problems. Kusiak proposed in [12] a branch-and-bound algorithm to partition an overall design task into subtasks with minimal interdependence, allowing concurrency of the design process. For a given design problem, a matrix called functional dependence table (FDT) can be constructed as a Boolean matrix representing the dependence of design constraint functions on variables. The (i, j)-th entry of the FDT is one if the i-th constraint depends on the j-th variable and zero otherwise. 3 A decomposition of the given design problem can be achieved by reordering rows and columns of the FDT corresponding to the constraints and variables, respectively. The decomposition algorithm proposed in Michelena and Papalambros [18] uses a hypergraph representation of the design model, which is then optimally partitioned into weakly connected subgraphs that can be identified with subproblems. An implementation of this decomposition algorithm is available on the web [16] . Design variables are represented by the hypergraph edges, whereas design constraints interrelating these variables are represented by the nodes. These constraints may be given as algebraic equations, response surfaces or look-up tables, or evaluated using simulation modules. The formulation can account for computational demands and resources as well as the strength of interdependencies between modules in the model, using weights in the graph.
The above hierarchical decomposition algorithms can be also used to identify clusters of submodels of an already partitioned design model. Note, however, that a highly coupled model might not be decomposable at all; that is, the number of linking variables would be too large in relation to the total number of variables. Optimization by decomposition, including HOC, is not appropriate in these cases. HOC is a promising method only if the sparsity of the model is such that two or more weakly connected partitions can be identified. In general, a decomposable model is characterized by having a small set of linking variables, and it is very likely to have multiple decompositions.
In practical design situations, one may not be able to rearrange the order of evaluation of design modules. A linking variable may actually be the output of a design module. Hierarchical decomposition is still possible by adding auxiliary variables and enforcing compatibility constraints within the corresponding subproblem, as suggested in [1, 2, 11] for nonhierarchical systems. This approach is equivalent to constraining a residual on the value of the output linking variable as in the individual discipline feasible (IDF) formulation in [5] .
Optimality conditions
The Lagrange multiplier theorem for linear equality constraints [3, Proposition 3.4.1] states that x * ∈ R n is a solution to Problem 2.1 if and only if there exists a vector λ ∈ R m such that
In contrast to the case of nonlinear constraints, this optimality condition is valid even without the regularity assumption on x * . This is a consequence of Farkas' Lemma for polyhedral sets [3, page 292] .
Condition 2.4 is equivalent to
which can be rephrased as "∇ f t (x * ) belongs to the row space RS(A)."
Let e i ∈ R n be the i-th standard row vector whose i-th component is one and all other components are zero. Once an α-decomposition and a β-decomposition are given, define the indicator matrices H α and H β by (1) e α (2) . . .
e β (2) . . .
These are unique n α × n and n β × n matrices having ones and zeros as their entries such that
Define K α , K β and K αβ as follows:
Problem α, with fixed values for the α-linking variables y α = d α , can be defined as
One notes that x * α ∈ R n is a solution to Problem α if and only if there exists vectors
This optimality condition can be rephrased as
Analogously, x * β is a solution to Problem β if and only if "∇ f t (x * β ) belongs to the row space RS(K β )."
Properties of HOC
The following properties of HOC were observed and proved in [13] . Note that they ensure convergence of the HOC algorithm.
1. If the HOC algorithm is started with a feasible point x 0 , then at each stage of the process, problem α and problem β will have nonempty feasible domains.
If the sequences {x
result from solving problem α and problem β, respectively, and
solves both problem α and problem β.
Conditions for convergence under linear equality constraints
Once α-and β-decompositions of the optimization problem in (2.1) are obtained, let
and {x β i } ∞ i=1 be the sequences obtained by applying the generic HOC algorithm to these decompositions as described in Section 2.1. Theorem 3.1 below gives a sufficient condition for these sequences to converge to a minimum of Problem 2.1 in terms of the row spaces RS(A), RS(K α ) and RS(K β ).
then x * is a solution to the optimization problem in (2.1).
Proof: By Property 3 of Section 2.4, x * solves both Problem α and Problem β. Therefore,
, which implies x * is a solution to the original optimization problem.
2
Although Theorem 3.1 offers a conceptually clear sufficient condition for the convergence of the HOC, it involves the algorithmic process of computing the intersection of the two vector spaces RS(K α ) and RS(K β ). The computational cost associated with this process can be fairly high. As an attempt to obtain a computationally efficient HOC convergence condition, we prove in Theorem 3.2 that a certain matrix rank condition implies the convergence condition of Theorem 3.1. 
To show the reverse inclusion, choose an arbitrary v ∈ RS(K α ) ∩ RS(K β ). Let v 1 , . . . , v r be the row vectors ofÂ, and e i ∈ R n be the i-th standard row vector. The full row rank condition on 
s i e α(i) for some a i 's and s i 's in R. . . . , v r , e α(1) , . . . , e α(n α ) , e β(1) , . . . , e β(n β ) are linearly independent, one concludes 
K αβ is rank-deficient. ⇐⇒ There exists a nontrivial linear relation among the row vectors ofK αβ . ⇐⇒ There exists a nontrivial linear relation
⇐⇒ There exists a nontrivial linear relation
r i=1 a i v i x + n α i=1 s i e α(i) x + n β i=1 t i e β(i) x = 0.
⇐⇒ There exists a nontrivial linear relation exclusively among α-and β-linking variables.
(1) ⇒ (3): Since (
) has full row rank, the sets {α(1), . . . , α(n α )} and {β (1) 
where the coefficients are not identically zero. In this expression, the first two sums belong to RS(K α ) while the third sum belongs to RS(K β ). Therefore,
Since v i 's and e α( j) 's form a basis for RS(K α ) = RS(K α ), an arbitrary element of RS(K α ) has a unique expression as a linear combination of these basis vectors. In particular, an element of RS(A) ⊂ RS(K α ) is expressed only in terms of v i 's. Therefore, from
, we deduce that
where the coefficients are not identically zero. This contradicts the full row rank condition onK β , and thus,K αβ has to be a full row rank matrix. 2
Since the row space RS(B) of a matrix B can be viewed as the orthogonal complement of its null space NS(B), the HOC convergence condition of Theorem 3.1 given in terms of the row spaces of A, K α and K β can be rephrased in terms of their null spaces.
For any subspace W of an inner product space V , we denote the orthogonal complement of W by W ⊥ . We need the following lemma.
Lemma 3.7. Let W 1 and W 2 be subspaces of a finite dimensional inner product space. Then 
if and only if
Proof: For an arbitrary s × t matrix B, identify RS(B) and NS(B) as subspaces of R t , and identify a t-dimensional row vector with a t-dimensional column vector. Just note that RS(B)
⊥ = NS(B), and apply Lemma 3.7. 2
In [13] and [23] , the null space condition NS(A) = NS(K α ) + NS(K β ) was developed as a sufficient condition for convergence of HOC. A computational procedure to check the convergence of HOC based on this condition will have to compute the sum of two vector spaces, N(K α ) and N(K β ), which is an expensive computational process. Also, this condition is sometimes difficult to work with. For instance, the following apparently incorrect statement appears in [23] : [23, Property 4] If the decision variables corresponding to the interaction (i.e., linking) variables y α and y β are bounded by common equations, then
Example 2 in [23] was constructed specifically to demonstrate the above Property 4. The constraints in this example are
and the linking variables are y α = x 6 and y β = x 4 . Based on the observation that the third constraint equation contains both y α and y β , the article [23] claims that this example satisfies the hypothesis of Property 4 and therefore NS(A) = NS(K α ) + NS(K β ). It also presents a computation that results in the erroneous conclusion that NS(A) and NS(K α ) + NS(K β ) are different. An explicit computation using Maple [20] actually shows that NS(A) = NS(K α ) + NS(K β ), and that indeed this example disproves [23, Property 4] . The above example demonstrates how difficult it can be to check the convergence criterion NS(A) = NS(K α ) + NS(K β ) in actual computation.
HOC under mixed linear constraints
In this section, we extend the results of the preceding sections to the general case of HOC under mixed linear equality and inequality constraints:
where f : R n → R is convex and differentiable, A I (A E , resp.) is an m I × n (m E × n, resp.) constraint matrix with real entries, x ∈ R n is the vector of optimization variables, and c I ∈ R m I (c E ∈ R m E , resp.) is a constant vector. Let A be the matrix (
The problem is assumed to have a nonempty solution set.
The HOC algorithm described in Section 2.1 applied to Problem 4.1 results in two sequences
, define J a to be the set of the indices corresponding to the active inequality constraints, i.e., Define the cone C(A) by
where v
, resp.) denotes the i-th row vector of A I (A E , resp.). Also, define the induced cones C(K α ) and C(K β ) as follows:
The Lagrange multiplier theorem for linear constraints [3, Proposition 3.4.1] states that x * ∈ R n is a solution to Problem 4.1 if and only if there exists a nonnegative vector λ I ≥ 0 and a vector λ E such that
As in the case of equality constraints, this result is valid even when x * is not regular [3, page 292].
Condition 4.3 is equivalent to The following theorem offers an analogue of Theorem 3.1.
* is a solution to the optimization problem in (4.1).
The HOC convergence condition stated in Theorem 4.1 cannot be practically used because one has to know a priori the accumulation point x * and the set J a of active constraints in order to compute the cones C(A), C(K α ) and C(K β ).
As an analogue of Theorem 3.2, Theorem 4.2 below fixes this problem and provides a new sufficient condition for the convergence of HOC. This condition does not rely on the accumulation point x * .
Theorem 4.2. Let r be the rank of A andÂ be an r × n submatrix of A with full row rank.
If the matrix
To show the reverse inclusion, choose an arbitrary
. . , v r be the row vectors ofÂ, and e i ∈ R n be the i-th standard row vector. Since
we have i∈J a
Since v 1 , . . . , v r from a basis for the row space of ( . . . , v r , e α(1) , . . . , e α(n α ) , e β(1) , . . . , e β(n β ) t has full row rank, v 1 , . . . , v r , e α(1) , . . . , e α(n α ) , e β(1) , . . . , e β(n β ) are linearly independent. Therefore,
and thus
This implies that v ∈ C(A) 2 in which A is an m × n matrix. Define matricesÃ,K α andK β bỹ
It was claimed in [23] that the condition
guarantees the appropriate convergence of HOC for the problem in (4.7). However, this assertion does not seem to be correct. First, note that the three matrices A,K α andK β have full row rank, and due to Theorem 3.6, the above null space condition is equivalent to the full row rank condition on the matrix
This matrix has full row rank if and only if (
) has full row rank, which is true if and only if the sets of α-and β-linking variables are disjoint. However, the disjointness of α-and β-linking variables is not enough to guarantee the convergence of HOC.
Computational results

Obtaining two distinct decompositions
To solve an optimization problem P by the HOC algorithm, two distinct (α-, β-) decompositions of P satisfying the sufficient condition for convergence of HOC (Corollary 4.3) can be found by the following heuristic:
1. Obtain an α-decomposition by applying the hypergraph-based model decomposition algorithm (developed in [18] and described in Section 2.2) to problem P. The HOC convergence condition in Step 3 above consists of checking the full-rankness of the matrixK αβ . This is typically achieved by applying Gaussian Elimination toK αβ and finding its row echelon form. Gaussian Elimination is well studied in numerical linear algebra, and many efficient algorithms have been developed. In general, its complexity is cubic in terms of the size of the matrix, although some inherent structure of the matrix frequently lowers this complexity. Many computer algebra packages include efficient implementations of these algorithms (e.g., rank command in Maple).
Illustrative examples
We consider a family of quadratic programming (QP) problems of various sizes. The smallest QP problem P 1 has 25 variables and 21 linear constraints (19 equalities and 2 inequalities) with a strictly convex, additively separable objective function. Thus, the FDT of problem P 1 is a 21 × 25 table. P 1 actually is a QP approximation of a design problem of a hybrid electric powertrain that uses a battery pack and a flywheel as energy sources [10] . The largest QP problem P 9 has 500 variables and 420 linear constraints (380 equalities and 40 inequalities). Figure 3 shows the reordered FDTs for the α-and β-decompositions obtained by applying the above decomposition process to the problem P 1 . Maple [20] was used to verify that these two decompositions do satisfy the convergence condition in Corollary 4.3. The α-decomposition in figure 3 has two subproblems and one linking variable (x 13 ), whereas the β-decomposition has two subproblems and two linking variables (x 3 and x 9 ).
Once the α-and β-decompositions are determined, the QP subproblems have to be solved repeatedly. QPOPT, the QP solver by Gill et al. [7] , was used. The MATLAB [14] program implementing the HOC algorithm calls a QPOPT MEX function to solve the QP subproblems. The HOC iteration process stops if the relative difference between the values of the objective function for two consecutive iterations is less than a preset tolerance value. The tolerance value used for the computation was 10 −5 . To compare the effectiveness of the HOC algorithm with the ordinary All-At-Once (AAO) approach (i.e., one not using decompositions), the problems were solved in both ways. Even though the original problem yields a sparse matrix, each of the subproblems in the HOC may not be really sparse, so a sparse optimizer was not used with either approach. An AAO approach with sparse optimizers may turn out to be comparable in performance with HOC. However, HOC may increase computational efficiency of any general-purpose optimizer in the case of sparse problems. The results for P 1 and for the other QP problems of larger sizes are shown in Table 1 . Runtime was measured in CPU seconds on a stand-alone Sun UltraSparc 1. Runtimes only include QPOPT function calls, excluding I/O and data transfer between α-and β-decompositions.
The algorithm terminates after four iterations in all nine cases. Each runtime represents the average of runtimes measured for five separate runs of the algorithm; the times of the five runs were consistently close. Serial-runtime is measured for the HOC computation with the subproblems solved sequentially, whereas parallel-runtime is measured for the HOC computation with the subproblems simulated as if they were solved in parallel.
HOC has lower parallel-runtimes than the ordinary AAO algorithm except for problem P 1 . HOC has lower serial-runtimes than the AAO algorithm except for problems P 1 and P 2 . Each of the two decompositions for P 1 has two subproblems. Each of the two decompositions for P 9 has 40 subproblems. Note that HOC for P 9 has parallel-and serial-runtimes that are 840 and 45 times faster than the AAO runtime, respectively. This is a promising result in that HOC may not only allow rigorous solution of decomposed problems but also provide computational benefits.
Conclusion
Hierarchical overlapping coordination can be used if the problem can be partitioned in a set of loosely connected subproblems. The approach is attractive as a solution method for large multidisciplinary design problems. In this article we showed that convergence conditions may be tested in a relatively simple and inexpensive manner. The illustrative example gives also some encouragement that computational solution costs may be substantially reduced. Future research is required to validate whether the computational advantage can be enjoyed for a larger variety of problems.
