The paper presents self-organizing graphs, a novel approach to graph layout based on a competitive learning algorithm. This method is an extension of selforganization strategies known from unsupervised neural networks, namely from Kohonen's self-organizing map. Its main advantage is that it is very exibly adaptable to arbitrary types of visualization spaces, for it is explicitly parameterized by a metric model of the layout space. Yet the method consumes comparatively little computational resources and does not need any heavy-duty preprocessing. Unlike with other stochastic layout algorithms, not even the costly repeated evaluation of an objective function is required. To our knowledge this is the rst connectionist approach to graph layout. The paper presents applications to 2D-layout as well as to 3D-layout and to layout in arbitrary metric spaces, such as networks on spherical surfaces.
Introduction
Automatic layout techniques are a crucial component for any application which generates visual representations of dynamic data or which has to cater for changing viewing environments. Graph layout methods are arguably a core technique for such applications, since graph-like network diagrams are a pervasive type of visualization.
Despite the fact that large e orts have been devoted to the construction of suitable layout tools, their usability in practical applications is still relatively limited for large graph sizes and in the case of non-standard layout requirements. Two important issues that have to be addressed thus are exibility and speed. The dilemma is that fast algorithms, such as Sugiyama layout Sug87], are usually highly specialized and tailored for a particular domain, while more general exible methods, such as simulated annealing, tend to impose high computational costs.
In non-standard settings it is often desirable that layout objectives can be customized. This is possi-ble with so-called declarative methods which can be grouped into two di erent classes. One class, comprising graph-grammar based techniques Bra91, Bra94] , constraint-based approaches HM96], and rule-based methods KMS94] requires some knowledge about the structural properties of the graph, because layout rules have to be speci ed in terms of structural decomposition. The second class of declarative layout techniques consists of universal stochastic global optimization techniques, in particular it comprises simulated annealing DH89, DH96, CT95, BHR95] and genetic algorithms KMS94, Mas92, FKV96] . These methods do not require to specify any knowledge about graph structures. Instead, the layout objectives are de ned in terms of global visual criteria such as uniform edge length or minimal number of edge crossings.
The drawback of declarative layout methods is that they are computationally very expensive|in particular the second class consisting of stochastic search methods requires a large number of iterations to achieve a good approximation of the optimal solution. The situation becomes worse if the evaluation of the cost function is expensive, such as checking the (potentially quadratic) number of edge crossings, because it has to be checked on every iteration. Especially genetic algorithms can exhibit a problematic performance, since a reasonable population size is required. For example, in KMS94] the authors report that it took about four minutes to evolve a good layout for a diagram of only 12 nodes! In real-world tasks, such as re-engineering, graph sizes can easily reach more than 100000 nodes and even when complexity reduction techniques are applied, such as semantic zooming, the partial graphs to be displayed can be huge. In such cases speed is of prime importance even if a sub-optimal layout has to be accepted. The good results of stochastic methods are therefore counterbalanced by their computational cost and they can only be applied if su cient computational resources are available.
This paper introduces a exible new layout method called ISOM layout that in comparison with other stochastic techniques consumes only little computational resources. No heavy-duty preprocessing and no costly repeated evaluation of an objective function are required. One of the method's major advantages is its extreme versatility in regard to the visualization space used. The algorithm is explicitly parameterized with a metric of the layout space and there is no limitation on the metric that can be used. It is therefore directly useable for 2D and 3D-graph layout as well as for non-standard layouts, for example in non-rectangular viewing areas. Even specialized layout tasks like embedding a network into a spherical surface can directly be solved as we will demonstrate. The method presented is based on a competitive learning algorithm which is derived from wellknown self-organization strategies of unsupervised neural networks, namely from Kohonen's self-organizing maps Koh82, Koh89, Koh97]. To our knowledge this is the rst connectionist approach to graph layout. In fact, despite their well-known capabilities for clustering and automatic structure detection NN have rarely been used for visualization tasks at all.
At a rst glance, a number of arguments is apparently speaking against the application of NN to problems such as graph layout: It is di cult to handle symbolic relations with NN and structures of potentially unlimited size are not easily accommodated in a NN. Some of these problems have recently been addresses by the Neural Folding Architecture GK96] and by adaptive structure processing FGS97]. However, our approach uses an entirely di erent way to overcome these limitations: We will not use an external network structure \to learn the graph", instead the graph itself will be turned into a learning network.
The central problem which makes graph layout difcult is that it requires to solve computationally hard global optimization problems. As several excellent solutions for other computationally hard optimization tasks prove, optimization tasks are one of the particular strengths of NN. Prominent examples are the travelling salesman problem or graph theoretic problems like optimal bipartitioning HKP91]. It therefore seems promising to study NN for graph layout.
The main advantage of using a NN method for optimization problems is that we do not have to construct a suitable heuristics by hand. Instead, the network discovers the search heuristics automatically or|putting it less mysteriously|a meta-heuristics is built into the learning algorithm of the network.
The advantage that is gained with a connectionist approach to graph layout is that a exible and comparatively fast layout method is obtained. In particular, self-organizing graphs are very easily adapted to di erent types of layout spaces. Despite this, their implementation is almost trivial.
The remainder of the paper is structured as follows. Section 2 provides a brief introduction to competitive learning and to Kohonen's self-organizing maps. Section 3 will show how the concept of self-organizing maps can be extended to self-organizing graphs which are used as a stochastic method for graph layout. This method will also be called ISOM layout 2 in the following. After presenting the ISOM algorithm and the intuition behind it, its relation to other layout methods will be discussed in Section 3.2. In particular, we will show that the ISOM optimizes layout criteria which are closely related to those used by the well-established spring-embedder method Ead84 ]. An experimental evaluation of the basic 2D-ISOM is given in Section 4. Its adaption to 3D-layout is presented in Section 5 and generalized spheric layout is demonstrated in Section 6. Extensions of the basic model are discussed in Section 7. Section 8 concludes.
Kohonen's Self-Organizing Maps
The model of self-organizing graphs which we are going to present is an extension of a well-established neural network type, namely Kohonen's self-organizing maps (SOM), which are a kind of unsupervised competitive network. We will therefore have to brie y review the basic idea of competitive learning before we can introduce self-organizing graphs. In the following section we will discuss competitive learning and the SOM as a normal NN model without any reference to graph drawing. However, at the end of this introduction it will turn out that only a slight twist of perspective and some simple extensions are necessary to obtain a stochastic method for graph layout. The reader familiar with the SOM may skip directly to Section 3.
Of course, a general introduction to neural networks cannot be given in this paper and some familiarity with the basic concepts has to be assumed. The interested reader is referred to HKP91] or the excellent collection AR88] which contains most of the seminal papers in the area. A particularly comprehensive treatment of Kohonen's self-organizing map can be found in RMS91] and of course in Kohonen's books Koh89, Koh97] . A reprint of the original paper Koh82] can also be found in AR88].
Competitive Learning
There are two di erent types of learning for NN: Supervised and unsupervised learning. Supervised learning requires an a-priori de ned learning objective and a \teacher" external to the network. In the learning phase this teacher (or supervision procedure) judges how close the network's response is to the intended solution and makes appropriate adjustments to the network's connection strengths (weights) in order to tune it towards the correct response. Once the learning phase is nished, this enables the network to perform according to the predened objective function. In unsupervised learning there is no teacher and no a-priori objective function: The net has to discover the optimization criteria itself. This, of course, means that a particular network type can only perform well for a particular kind of task. Typical application areas of unsupervised learning are: similarity rating, principal component analysis, auto-association and contents-based retrieval, prototyping, clustering, encoding and compression, vector quantization, and feature mapping.
The best-known NN models of unsupervised learning are Hebbian learning HKP91] and the models of competitive learning: The adaptive resonance theory Gro87], and the self-organizing map or Kohonen network which will be explained in the following. Some discussion of the usage of unsupervised learning for visualization tasks can be found in Rip96]. In the case of graph layout, using an unsupervised learning method means that we will not teach the layout aesthetics to the network. Instead we will let the net discover the appropriate criteria itself.
The basic idea of competitive learning is that a number of output units compete for being the \winner" for a given input signal. This winner is the unit to be adapted such that it responds even better to this signal. In hard competitive a.k.a. \winner-take-all" learning only a single unit is adapted. In contrast, soft learning adapts several units at once. In a NN typically the unit with the highest response is selected as the winner.
The learning process therefore requires to elect a winner and to apply a selective weight adjustment in every learning cycle. This clearly sounds as if some kind of supervision procedure is needed and as if we are discussing a supervised learning scheme. Later we will indeed simplify (and accelerate) the learning method by using an external supervision procedure, but the same result can also be achieved with unsupervised learning. The key to achieving the selection of the winner as well as a selective update without supervision is to use lateral and recursive network connections.
Most unsupervised competitive networks have a rather simple structure and since we are aiming at Kohonen networks, we will only discuss networks that consist of a single input layer and a single output layer (the so-called competitive layer) here. The competitive net is wired such that each unit in the competitive layer is connected to every input unit. Additionally each competitive unit is connected to itself via an excitatory (positive) connection and it is connected to all other units in the competitive layer via inhibitory (negative) connections (see Figure 1) . As usual, the response of a unit is calculated as a (usually sigmoidal) output function of the net input to this unit, i.e. as a function of the sum of all signals received from the inputs x 1 ; : : : ; x k and via the lateral connections weighted If this update is made repeatedly the network will exhibit a behaviour called competitive dynamics: Because of the lateral connections the node which initially has the greatest response to the input increases its own activation via self-excitation at the same time strongly inhibiting the other units via the inhibitory lateral connections. With a suitable choice of the activation function and the lateral weights, the network will for any given input eventually settle into an equilibrium where only the winner unit u k is active and all other nodes have their activation reduced to zero Gro76, Gro80] .
It remains to be shown how a selective weight update can be performed without supervision. But since in the equilibrium state of an ideal competitive net only the single winner unit u j is active (i.e. has a response r j > 0), the update can just be enforced for every unit across the entire network provided it is weighted by the corresponding unit's response. In this way only the weights belonging to the winner unit will be updated.
The entire competitive learning procedure can thus be formulated in the following way:
1. present an input vector~i to the net, 2. let the net settle into equilibrium, 3. for every node u j enforce a weight correction
where is suitable learning factor. If we are only interested in a computational method we can sacri ce the biological justi cation and simplify the situation by using an observation process to select the winner and to update its weights. In this case we do not need any lateral connections and we do not need to wait for the network to settle into a stable state so that the network response can be computed much faster, namely in constant time.
So far we have regarded the units' responses as the desired output, but for our purposes it is much more interesting to switch to a di erent perspective and to look at the weights of the competitive units instead. In fact, from now on we will ignore the actual responses of the units altogether. Eventually we will transform our layout task into a problem in weight-space and solve it entirely there.
Each weight set for a competitive unit u j can be represented by a vectorw j = (w j;1 ; : : : ; w j;n ). If we assume that input vectors and weight vectors are normalized according to kw j k= P i w 2 j;i = 1 then these vectors can be represented by arrows to the surface of an n-dimensional unit hypersphere. In weight-space a learning step can now be interpreted as turning the weight vector of the winning unit towards the current input vector. Starting from an initial random distribution of the weight vectors, the network will therefore attempt to align its weight vectors with the input vectors it is seeing. In this way it obviously solves an instance of a clustering task: The weight vectors are clustered with the input vectors. 
The Kohonen Network
If we switch from hard competitive learning to soft learning, several units may be updated at once. The question is, which units shall be chosen for an update? If the network has some known spatial arrangement, one of the possibilities is to update the winner together with its neighboring nodes. This is the learning algorithm used by Kohonen's self-organizing maps. In real biological neural networks the spatial arrangement is in fact important and not only the strength but also the location of a neural excitation conveys information. In order to understand the importance of the spatial organization we need to have some suitable metric for the sensory signals such that we can judge the proximity of two input signals. If we know the network's geometric arrangement (i.e. the spatial locations of the individual units) such an input metric enables us to analyze the relationship between proximity of input signals and spatial proximity of the resulting network excitation. Surprisingly, in the mammal brain it is often the case that spatially close regions of cells respond to input stimuli that are in proximity. Such mappings of metric regions of the input space to spatial regions of the brain (or, more abstractly, metric regions of the output space) are called topology preserving feature maps or topographic maps. Striking examples of such topographic maps in the mammal brain are the retinotopic map, where close regions of the retina are mapped to close regions of the cortex, and the somatosensory map, where close regions of the body surface are mapped to close regions of the somatosensory cortex. These are both spatial metrics, but examples of more abstract metrics can also be found. The tonotopic map from the ear to the auditory cortex, for example, works such that spatially close cells correspond to hearing similar frequencies. In fact, the seminal study in the eld HW62] established this kind of abstract mapping for the orientation receptor cells which react to speci c orientations of visual stimuli (such as grids). Their spatial arrangement is such that cells located in proximity correspond to similar angles of stimuli.
Since topographic maps are a common phenomenon, some self-organization mechanism that automatically performs the corresponding neural \wiring" is likely to exist. Von der Mahlsburg vdM73] succeeded rst in showing that competitive learning can achieve this. Kohonen later extended and simpli ed the model Koh82, Koh89, Koh97], casting it into the computationally more adequate form of the so-called self-organizing map (SOM).
Kohonen's networks use two relatively simple spatial con gurations: They are either rectangular or hexagonal grids implying an 8-neighborhood or a 6-neighborhood, respectively. The network structure again is a single layer of output units without lateral connections and a layer of n input units in which each output unit is connected to each input unit.
Using an external supervision procedure to search for the winner and to adjust the weights, Kohonen's learning procedure can be formulated as:
1. present a stimulus vectorṽ to the network, 2. nd the unit u j with the largest response r j , 3. adapt the weights of u j and all nodes in a neighborhood of a certain radius r, according to the function w i = (t) (u j ; u i ) (ṽ ?w i ):
4. After every k-th stimulus decrease the radius r.
(t) is a time-dependent adaption factor and (u j ; u i ) is a neighborhood function the value of which decreases with increasing distance between u i and u j . Thus the winner is adapted strongly whereas the in uence of the input diminishes with increasing distance from the winning unit. This process is iterated until the learning rate (t) falls below a certain threshold. For the selection of the winner unit it is, in fact, not at all necessary to compute the units' responses. As Kohonen shows, the winner unit u j can as well be taken to be the one with the smallest distance kṽ ?w j k to the stimulus vector, i.e. j = argmin i2f1;:::;mg kṽ ?w i k. Both criteria turn out to be identical for normalized vectors.
We can think of the adaption as being determined by a \cooling" parameter , which decreases the adaption with increasing training time, a \decay" parameter , which decreases the adaption with increasing distance from the winning unit, and a \narrowing" parameter k which decreases the spatial extent of adaption over time. Figure 3: Learning of a Topographic Map nen demonstrates impressively that for a suitable choice of the learning parameters, the output network organizes itself as a topographic map of the input. Various forms are possible for the parameter functions, but negative exponential functions produce the best results, the intuition being that a coarse organization of the network is quickly achieved in early phases, whereas a localized ne organization is performed more slowly in later phases. Therefore common choices are: 3 From Self-Organizing Maps to SelfOrganizing Graphs
We have mentioned above that the rst key to solving the layout task is to look at the network's behaviour in weight-space instead of at its responses. If we visualize the behaviour of the SOM in weight-space, the connection to graph layout will immediately become clear. Restricting the input to two dimensions, each weight vector can naturally be interpreted as a position in 2D-space. Figure 3 illustrates the learning process of a standard SOM with 9 competitive units organized as a rectangular grid. The 4-neighborhood relation is depicted by straight lines between neighbors. Starting from the random distribution of weights on the left-hand side and using nine distinct random input stimuli at the positions marked by the black dots, the net will eventually settle into the organized topographic map on the right-hand side, where the units have moved to the positions of the input stimuli.
As mentioned, the rst key is to look at the weightspace instead of at the output response and to interpret the weight-space as a spatial embedding of the graph. Abstractly speaking, the SOM constructs a metric-preserving mapping from the m-dimensional weight-space onto the n-dimensional input space. Let us inspect this more closely and have a look at various ways to intuitively interpret the way the SOM works: To cite HKP91] \... we can think of a sort of elastic net in input space that wants to come as close as possible to the inputs; the net has the topology of the output array (i.e. a line or a plane) and the points of the net have the weights as coordinates." In other words, the learning process \stretches" the network such that its nodes cluster with the input positions while at the same time matching the topology of the network with the metric of the input space.
Clearly, this is quite similar to the task that we have to solve for graph layout: There we have to nd an embedding of the nodes such that the Euclidean distance of a pair of nodes matches their graph-theoretic distance. The main di erence is that in the case of the SOM we have only dealt with very simple, xed 2D-network topologies, namely rectangular or hexagonal grids, whereas in graph layout we must handle arbitrary topologies which are different for every new task.
The second key therefore is to realize that there are no restrictions on the topology that we can give to the SOM's network. The learning process will always attempt to construct a metric preserving mapping between the input space and the network topology. In fact, recent models of competitive neural networks for other problem domains, such as the growing neural gas Fri97], are also using di erent topologies or even topologies that evolve during the training process. The idea therefore is to train a competitive network that has the same topology as the graph to be laid out. Now each unit of the network can be identi ed with a node of the graph and each unit's weight vector can be interpreted as the spatial embedding of this node. Analogously to the SOM, we expect such a network to settle into a con guration where the nodes are clustered with the input positions and where their Euclidean distances match their graph-theoretic distances.
Note that a hidden shift of perspective was the third key to the solution: Instead of training the network to compute a certain input-output relation we are regarding the training phase as the intended computation. The network is never actually used once it is trained.
One question remains to be answered: Since the network clusters its weights vectors with the input stimuli it is seeing, the set of input vectors clearly determines the nal layout. As can been seen in Figure 3 , each node of the graph will move towards some stimulus position. So how can a reasonable set of input stimuli be obtained? The solution to this problem is surprisingly simple: A set of points that is distributed uniformly in the input area is used as the set of input stimuli. Using a uniform distribution has the important property that it causes the net to stretch such that it lls the available input space uniformly.
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Of course, it also makes the set of input stimuli independent from the actual graph to be laid out.
The ISOM Layout Algorithm
We are now set to detail the layout algorithm outlined above. The main di erences to the original SOM are not so much to be sought in the actual process of computation as in the interpretation of input and output. First, the problem input given to our method is the network topology and not the set of stimuli. The stimuli themselves are no longer part of the problem description but a xed part of the algorithm. Secondly, we are interpreting the weight-space as the output parameter. The actual network output is discarded completely. As a consequence, there is no activation function . Because of this inverted perspective the method is termed the inverted self-organizing map (ISOM). Apart from these changes, we are using slightly di erent cooling and decay parameters which have proven useful in experiments. Please note that the node positions w i :pos which take the role of the weights in the SOM are given by vectors so that the corresponding operations are vector operations. Also note the presence of a few extra parameters such as the minimal and maximal adaption, the minimal and initial radius, the cooling factor, and the maximum number of iterations. Suitable values for these parameters have to be found experimentally.
Comparison to Force-Directed Layout
In the introduction we have claimed that the objective layout criteria implicitly used by the ISOM are closely related to those that are used in the well-established group of force-directed methods Ead84, BHR95]. Let us now inspect this more closely. Force-directed layout is minimizing the energy in the edges which are understood as springs attached to the nodes. These springs are used to model attraction forces and repellent forces between neighboring nodes. Computing a force-directed layout means to nd a con guration where these forces are in balance.
The ISOM, on the other hand, is optimizing the embedding for the following two objectives: (1) the graphtheoretic distance of all node pairs is matched with their metric distance and (2) a uniform space lling distribution of nodes is generated. We can understand (1) as the analogue of attractional forces, since neighboring nodes move towards the same stimulus positions, and (2) as the analogue of repellent forces, since the nodes are trying to drift apart in order to ll the space.
From this it should intuitively be clear that the objectives of the ISOM and those of the basic force-directed layout are closely related. Also, just like for force-directed layout, symmetries of the graph are automatically displayed in ISOM layout. This immediately follows from the interpretation of the ISOM's layout objectives and is also proven experimentally.
One of the main di erences to force-directed models is that the ISOM achieves the approximation of the implied computationally hard optimization problem as the byproduct of a stochastic self-organization process. This eliminates the need to nd a good heuristic procedure for computing the equilibrium of forces and, in fact, the ISOM procedure is potentially faster.
The computation performed in a single iteration is inexpensive. The winner can be found in linear time (or in logarithmic time, if suitable spatial index structures are used). If the graph is not dense, only a constant number of successor nodes will be updated due to the limited radius. Each of these nodes can be accessed in constant time from its predecessor and the correction factor can also be computed in constant time. Thus, for a graph of bounded degree if the number of epochs and the initial radius is considered as xed, the entire layout computation can be done in linear time. Even if we include the required number of iterations as a dependent variable in the complexity calculation, the overall complexity appears to be at most quadratic, since the experimental results indicate that it is su cient to use a number of iterations that is linear in the size of the graph.
In contrast to force directed-models, the ISOM is easily adapted to any kind of layout space, since it can be explicitly parameterized with its metric (i.e. its norm). This will be shown in Section 6. On the other hand, some additional layout objectives, such as orthogonal drawings, Figure 4 : The ISOM Applet at Work are more easily introduced in force-directed models, since these can be modelled by extra forces which are made explicit in force-directed models.
Due to its close relation with force-directed models it should be obvious that the ISOM algorithm is best suited for planar graphs. However, just like the latter, it also yields reasonable results for non-planar graphs. We will elaborate further on this in Section 5 where selforganizing 3D-graphs are discussed.
Experimental Evaluation
Let us now give experimental results and some small examples, space not permitting more. We have implemented a Java applet to investigate the algorithm's behaviour under parameter variations and the interested reader is invited to use it for further exploration. The applet is available at the author's homepage http://www.bounce.to/BerndMeyer and consists of a simple interactive editor and layout tool for selforganizing graphs. All parameters of the ISOM algorithm can be adjusted interactively. The T E X-code used for typesetting the examples was automatically produced by the ISOM applet.
The experiments con rm our theoretical expectations and show that the ISOM converges unexpectedly fast towards reasonable layouts. For medium-sized graphs (of up to approximately 25 nodes) typically not more than 500 epochs are required to produce a nice layout. The basic structural organization of the graph happens very fast in the early phases of the computation while later phases with small adaptions and radiuses mainly serve to re ne the layout. The choice of parameters can be important. However, the algorithm seems fairly robust against small parameter changes and the network usually quickly settles into one of a few stable con gurations. As a rule of thumb for medium-sized graphs, 500 epochs with a cooling factor c = 0:4 yield good results. The initial radius obviously depends on the size and connectivity of the graph and r max =3 with an initial adaption of 0.8 was used for the examples. It is important that the interval for radius decrease has to be chosen such that the major part of the adaption happens during the phase with r = 1 (with adaptions of, say, 0:4 : : :0:15). The nal phase with r = 0 should only use very small adaption factors (approximately below 0.15) and can in many cases be dropped altogether. In any case, a long phase for r = 0 with too high adaption factors is not advisable, since otherwise the symmetry of the layout may be destroyed. This is not surprising, since we know from the SOM that for a one-dimensional network (i.e. a chain of nodes) the nodes will eventually be arranged as a space-lling peano curve, if phase r = 0 is active for too long. In fact, it is fairly obvious that the SOM algorithm for r = 0 reduces to mere vector quantization, since it does no longer take the topological properties of the network into regard.
As a rst small extension to the basic model we can use di erent layout areas, such as non-rectangular regions. This is simply done by choosing a distribution of input stimuli that is uniformly distributed in this region. The only restriction on the shape of this area is that it must be convex, because otherwise edges might shortcut across regions where the layout area is caving in and even nodes might move outside of the layout area. We observe that using di erent layout areas leads to di erent layouts which are reasonably adapted to the available area. For example the layout of the complete graph K 6 in Figure 5 was generated with a triangular distribution, while Figure 6 was generated with a rectangular distribution.
Free trees can be handled as Figure 7 illustrates. However, a drawback is that there is no straightforward possibility to draw a rooted tree according to the usual layout conventions with the basic form of the algorithm. We have already demonstrated that the ISOM can cater for any type of convex 2D-layout area: Neither varying aspect ratios nor di erent shapes of the layout area pose a problem. The network will automatically nd a layout of the graph that utilizes the entire layout area. But we can go further than this.
Another obvious extension that comes to mind is to use the same method for 3D-layout. The changes are straightforward: All that is required is to use 3D-vectors for input stimuli and weights. Apart form this, the algorithm remains unchanged. As a simple example an initial 3D-random graph with the topology of a cube behaves as expected and transforms into a real cube (Figure 9 ). More complex graphs behave accordingly (Figure 10) .
It is interesting to compare this case to the behaviour of the same graph in 2D-space: The 2D-ISOM generates exactly a 2D-projection of the 3D-cube layout (on the right in Figure 11 ) instead of the planar 2D-layout which would also be possible (on the left in Figure 11 ). This is because the non-planar layout conforms better to the criterion of uniform edge lengths. Despite the fact that many layout methods give preference to planar layouts, this example may serve to illustrate that a planar layout is not always superior to a non-planar one. The important property of a good layout is to make the structure of the graph plainly recognizable. Depending on what the Though the 3D-structure of a graph may already become apparent in a 2D-layout, a real 3D-layout is often required for more complex structures. We have implemented a prototype simulator for self-organizing 3D-graphs in Mathematica TM Wol96] which allows to look at the 3D-graph from di erent viewpoints or to generate movies that show a 3D-layout rotating in 3D-space. Experience shows that such possibilities are often required to fully recognize the 3D-structure on a 2D-display.
While the above cases suggest that the ISOM works well in 3D-space, a critical assessment is in place. It is not really clear whether the optimization of the layout objectives derived for 2D-space also always leads to good 3D-drawings. The same has been observed by other authors in their work on 3D-layouts CT95]. In fact, it is not all that well-understood what the aesthetic criteria Figure 11 : 3D-Structures in 2D-Space for a good 3D-layout are, since here we are dealing with a di erent type of visual perception. In particular, in 3D-drawings we tend to interpret closed paths as surfaces. If the structure of the graph is already known, automatically generated 3D-layouts can deviate quite far from the expectation. In fact, they often reveal additional structural properties (in particular symmetries) that would not be recognized in the preconceived layout. This can be illustrated with the layout in Figure 12 which could also be drawn as a cube inside of another cube with corresponding corners of the inner and outer cube connected. The reader is invited to verify this. 6 Self-Organizing Graphs on Spheres
The ISOM is not only easily extensible to standard 3D-layout, but also to other special cases. Of particular interest is the layout of graphs on arbitrary spherical surfaces. Such a method has at least three di erent areas of application:
It can serve to utilize the available display space more e ciently and to provide di erent views of a graph structure to be investigated. A generalized sheye view, for example, is but the projection of a uniform layout on some spherical surface. Real spherical 3D-layout opens even more interesting possibilities: A graph can, for example, be displayed on the surface of a globe that can be interactively rotated. This combines the space utilization of sheye views with a novel interaction mode for graph exploration. A layout on a spherical surface often provides a good alternative to non-planar straight line drawings without burdening the user with the entire complexity of understanding a 3D-layout on a 2D-display device. Figure 13 shows an example: The graph dis- Finally, a spherical layout may simply be part of the de ned problem. Imagine, for example, that a visualization of a world-wide network of systems on a globe is required. It is easy to make explicit the so far implicit parameterization of the algorithm with the metric of the layout space. Only the condition for the winner and the adaption need to be generalized. The distance between u i and u j must now be de ned as the length of the shortest curve on the surface that connects u i and u j and the adaption must be modi ed such that the node to be adapted moves along this curve by the appropriate amount.
In most cases it is easy to de ne the curve connecting u i and u j in parametric form:
r(t) = fx(t); y(t); z(t)g for 0 t 1:
Let w i = r(t 1 ) and w j = r(t 2 ). Thus, whenever this integral can be expressed in closed form, the ISOM can be used for the particular type of surface.
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The fully generalized algorithm is given below. 7 Notwithstanding the possibility to use numerical integration. This, of course, would result in a serious lack of performance. We have also implemented a prototype version of spherical self-organizing graphs in Mathematica TM . To enhance the visual perception, the graph is displayed on top of a solid 3D-unit hypersphere which can be rotated to view all parts of the graph. This is necessary, because a plain wire model of the graph renders its structure basically indiscernible. To simulate this, Figures 14{15 show the spherical layout of the same graph that was used for the example in Figure 10 from two di erent viewpoints.
Extensions
A problem that can occur in some layouts are \col-lapses" or \clashes" in which two (connected or unconnected) nodes are moving towards the same position. Theoretically three types of clashes could occur: edgeedge clashes, node-edge clashes, or node-node clashes. Node-node clashes can be avoided by (1) choosing a larger layout area and (2) choosing di erent cooling factors or more epochs such that the nal phase with r = 0 is extended and the node distribution becomes more \space lling". An alternative way to deal with node-clashes is a post-process which zooms in on the clashing cluster and generates a new local layout by applying ISOM layout only to the nodes in the zoomed area. Nodes outside of this area are ignored and remain unchanged during this post-process.
Both solutions are not completely satisfying, primarily because they require intervention from the user. Also some structures are notorious for letting unconnected or unrelated nodes move towards the same position, and an alternative layout in which these nodes are located in entirely di erent places may be preferable depending on the context (think back to the example in Figure 12 ). Choosing di erent parameters does separate clashing nodes. It does not, however, nd an entirely di erent structure.
We are currently investigating the use of di erent types of decay functions in order to achieve the desired e ect. Particularly promising seems the usage of the socalled Mexican hat function (the solid curve in Figure 16 ) instead of the standard Gaussian function (the dashed curve). Because the Mexican hat function falls below zero above a certain distance, it can be used to simulate a force that pushes unrelated nodes apart (i.e. nodes with a large topological distance). Of course, the usage of the clipping radius must be modi ed accordingly.
Figure 16: Mexican Hat Distribution As for edge clashes, since every edge-edge clash implies a node-edge clash, it is su cient to eliminate the latter type. A simple way to achieve this is to use a post-process that substitutes each edge running through a node to which it is not adjacent by a curved edge that avoids the node.
Future Work
There are a number of other extensions that come to mind with which we did not yet have a chance to experiment su ciently. A relatively straightforward extension concerns more richly structured graphs. If there are different edge types, some types may be interpreted as relating the adjacent nodes more closely than other types. In this case we would want nodes connected by such edges to be in a closer proximity. This could be enforced by giving di erent edge types di erent weights and using the induced weighted topological distance as the parameter of the decay function.
Another interesting direction for future work would be to combine the ISOM with methods for structured graph decomposition such as graph grammars or algorithms for nding planar subgraphs. Such subgraphs could be then laid out separately and these layouts could be recombined into a global layout in a structured manner. This is particularly interesting for the layout of biparitite graphs, since their aesthetics is governed by di erent rules.
In this context the combination of ISOM layout with additional layout constraints seems worth some exploration. The basic idea is to supply a set of arithmetic constraints on the nodes' positions (weight vectors) which must not be violated. Every update must be veri ed against these constraints and must be rejected if it makes them inconsistent. An alternative way to handle con icting updates is to choose a di erent winner: If the updates implied by a certain choice make the constraints inconsistent, the next best winner is chosen instead. Such a modi cation would make it possible to explicitly avoid node clustering. More importantly, it would o er the possibility to take problem-speci c layout constraints into regard. It should, for example, be fairly straightforward to use a constraint-enhanced ISOM for the layout of rooted trees. However, it is clear that verifying the constraints is a relatively costly operation.
From a theoretical perspective a statistical analysis of the network behaviour is desirable. So far we have found suitable values for the layout parameters by experimentation. It would be a great improvement if we could develop a statistically justi ed heuristics for estimating suitable parameter values.
For this the notion of the network's energy state would be useful. Though it is a customary and fruitful method to look at neural network learning methods from the point of view of energy minimization, this is rarely done for Kohonen networks. However, some steps towards this are reported in Lut94, GS97] . Such a notion could be the key to a thorough theoretical analysis of the ISOM and might even reveal formal connections to force-directed layout.
Conclusions
The paper has introduced self-organizing graphs and the ISOM graph layout method which is based upon an extension of the competitive learning algorithm used in the self-organization of Kohonen networks. To the author's knowledge this is the rst connectionist approach to automatic layout. We have presented an experimental evaluation and extensions of the basic model to 3D-layout and to generalized layout spaces such as spherical surfaces.
