We present adaptive finite difference ENO/WENO methods by adopting infinitely smooth radial basis functions (RBFs). This is a direct extension of the non-polynomial finite volume ENO/WENO method proposed by authors in [4] to the finite difference ENO/WENO method based on the original smoothness indicator scheme developed by Jiang and Shu [9] . The RBF-ENO/WENO finite difference method slightly perturbs the reconstruction coefficients with RBFs as the reconstruction basis and enhances accuracy in the smooth region by locally optimizing the shape parameters. The RBF-ENO/WENO finite difference methods provide more accurate reconstruction than the regular ENO/WENO reconstruction and provide sharper solution profiles near the jump discontinuity. Furthermore the RBF-ENO/WENO methods are easy to implement in the existing regular ENO/WENO code. The numerical results in 1D and 2D presented in this work show that the proposed RBF-ENO/WENO finite difference method better performs than the regular ENO/WENO method.
Introduction
We are interested in solving hyperbolic problems that could contain discontinuous solutions in time. High order numerical approximations of such discontinuous solutions may suffer from the Gibbs phenomenon and the approximations are highly oscillatory, e.g. spectral approximations of discontinuous functions [8] . High order essentially non-oscillatory (ENO) and weighted essentially non-oscillatory (WENO) methods are one of the most powerful methods that solve hyperbolic problems with the Gibbs oscillations much reduced [6, 9, 13] . In [4] , we developed non-polynomial ENO and WENO methods based on the nonpolynomial reconstruction for the finite volume approximations. The original ENO and WENO methods are based on the polynomial interpolation and its convex combination for the final reconstruction at the cell boundaries [13] . Thus once the number of cells that are participating in the interpolation is fixed, the order of accuracy is also fixed. In [4] , we proposed to use non-polynomial bases such as the radial basis functions (RBFs) to improve the fixed order of accuracy of the final reconstruction. The underlying idea is to use non-polynomial functions as the interpolation basis that contain a free parameter. The value of the introduced free parameter is adaptively determined by the local solutions so that the local accuracy is improved and higher order of accuracy than the polynomial order can be achieved. This improvement was made by making the leading error term vanish by the free parameter or at least vanish to a certain order. If the leading error term vanishes, the accuracy is improved particularly when the solution is smooth. In [4] , it was shown that the ENO/WENO methods with the non-polynomial basis functions improve the accuracy significantly if the problem is smooth. This paper is a direct extension of our previous work for the finite volume ENO/WENO methods to the finite difference ENO/WENO methods. The formulation of the RBF finite difference ENO/WENO methods is basically same as the finite volume methods, while it is more easier to implement to higher-dimensional problems. In this paper we show that the RBF finite difference ENO/WENO methods work similarly as the RBF finite volume methods and provide supporting numerical examples.
1
For the non-polynomial basis, we use the multi-quadric (MQ) RBFs. We note that the hybrid of the RBF method and the WENO method is not new. For example, in [1] a polyharmonic spline was used to solve PDEs on the unstructured grid with the WENO method. The RBF WENO method in [1] took advantages of both the RBF and WENO methods. That is, the hybrid method utilizes the meshless feature of the RBFs, which is beneficial for the unstructured grid. It also took the advantage of the non-oscillatory feature of the WENO method, which efficiently handles discontinuous solutions. However, as the polyharmonic spline was used as the RBF basis, the shape parameter was not free but fixed. In this paper, we are more interested in improving the accuracy rather than the efficiency dealing with the unstructured mesh. In order to improve local accuracy, we adopt infinitely smooth RBFs such as the MQ-RBFs, which contain the free parameter, so-called the shape parameter. By exploiting the shape parameter, we improve the local accuracy. It would be an interesting project to develop a method which utilizes both the meshless feature and the shape parameter of the RBFs with the WENO method on the unstructured grid. We only focus on the accuracy in this paper.
We restrict our discussion to RBFs having only one shape parameter although it would be possible to have multiple shape parameters. One of the advantages of using the shape parameter is that the polynomial interpolation is a limit case of the RBF interpolation. That is, the RBF interpolation becomes equivalent to the polynomial interpolation if the shape parameters vanish [10, 11] . In this paper, we follow the similar procedure in [4] for the finite difference ENO/WENO reconstruction and solve several hyperbolic problems. Since the shape parameters are optimized using all the given information within the given stencil, the method would be oscillatory if the stencil contains discontinuities. To prevent such oscillations, we adopt the monotone polynomial interpolation by measuring the local maxima. To switch back to the regular ENO/WENO method, we only need to have the shape parameter vanish, which makes it easy to implement the RBF-ENO/WENO method in the existing ENO/WENO code.
The paper is composed of the following sections. In Section 2, we briefly explain the RBF interpolation and the optimization of the shape parameter. In Section 3, we explain the regular ENO/WENO finite difference method followed by Section 4 where we compare the polynomial interpolation with the RBF interpolation. The interpolation coefficients for k = 2 and k = 3 are provided. In Section 5, we provide the numerical examples. For the numerical experiments for discontinuous problems, we first use the monotone polynomial interpolation method for the prevention of oscillations. Then we present the numerical examples for both linear and nonlinear problems and for both scalar and system problems in 1D and 2D. In Section 6, we provide a brief conclusion and our future research.
RBF Interpolation and optimization of the shape parameter
We briefly explain the RBF interpolation in one space dimension. Suppose that for a domain Ω ⊂ R, a data set {(
is given where the centers x i ∈ Ω are the coordinates and u i are the function values of the unknown function u(x) at x = x i . The RBF interpolation is given by a linear combination of the radial basis function, φ : Ω → R. The kernel φ at x = x i is a function of the radial distance between x and the center x i and the shape parameters ε i , i.e. φ = φ(||x − x i ||, ε i ) where ||x − x i || is the distance between x and x i . The Euclidean norm is usually used for ||x − x i ||. Then the RBF interpolation of u(x) based on N data points, I R N u(x), is given by
where λ i are the expansion coefficients to be determined. Here we note that one can add a low order polynomial term in the right hand side of the above equation to make the interpolation consistent up to a certain degree. In this paper, however, we do not include the low order polynomial term in the RBF interpolation. Using the interpolation condition I R N u(x i ) = u i , i = 1, · · · , N , the expansion coefficients are determined by the linear system
where
is the (ij) element of the interpolation matrix A. If φ(r) is one of the piecewise smooth RBFs with no shape parameter involved, we will obtain the RBF interpolation explicitly after we solve the linear system. However, if φ(r) is one of the infinitely smooth RBFs, we still need to determine or pre-assign the value of the shape parameter. One can have shape parameters fixed globally as a constant. Or one can optimize them so that the accuracy of the interpolation is improved. There are various kinds of RBFs [3] . Among those, we use the multi-quadric (MQ) RBF given by
One could use a different form of the MQ-RBF such as φ(||x − x i ||, ε i ) = (x − x i ) 2 + ε 2 i , but this form yields a more complicated algebraic expression for the RBF-ENO/WENO formulation than (3).
In [3] , it has been discussed that the RBF interpolation may yield spectral convergence. In practice, such a fast convergence depends on several conditions such as the optimization of the shape parameters and the data structure. In this paper, we focus on the optimization of the shape parameter to enhance the overall accuracy. This optimization procedure is the key element of the RBF-ENO/WENO formulation. To explain the optimization procedure below, we first assume that the center set {x i } forms a uniform grid and consider the case of N = 2. In the following section, similar analysis will be performed for the RBF-ENO/WENO formulation. It is straightforward to extend the same idea to larger values of N .
Let x 1 = 0, x 2 = ∆x and ∆x = x 2 − x 1 with N = 2. Let u i denote the function value of u(x) at
). Also we assume that all the shape parameters are variable but same, i.e. ε 1 = ε 2 = ǫ. The value of ǫ can be either real or complex. Define the error function
The interpolation based on the Lagrange polynomials yields the second order convergence in ∆x, i.e.
, where λ 1 and λ 2 are to be computed according to (2) .
We evaluate the error function E(x) at x = x 1
2
. With the fixed ε and the obtained λ 1 and λ 2 from (2), the Taylor series of E(x 1 2 ) in terms of ∆x is given by
where the superscript ′′ denotes the second derivative in x. The Taylor series of E(x) around x = x 1 yields a similar result but the cubic order term appears as below
From (4) and (5), we know that it is possible to obtain the 4th or 3rd order accuracy if we choose the shape parameter ε as
Thus the RBF interpolation can achieve higher convergence than the second order expected by the polynomial interpolation. Or at least we know that there exists ǫ 2 that makes the leading error term vanish and helps the interpolation to achieve higher order accuracy. Note, however, that since u 1 and u 2 are the only given information about the unknown function u(x), the exact value of u ′′ (x) at x = x 0 and x 1 2 and u(x) at x = x 1 2 are not available. The key idea for the construction of the RBF-ENO/WENO method is that we use the approximation of those values to a certain order based on the function values at the given cells so that we can still obtain the improved order of accuracy. Table 1 
1D Finite difference ENO/WENO method
Given a uniform grid with N number of points 
for the i-th cell
], define the cell center x i and uniform grid spacing ∆x as
The semi-discretized form of the 1D hyperbolic equation
is a system of ordinary differential equations
where u i (t) is a numerical approximation to u(x i , t) and f is the flux function. While the finite volume method reconstructs the cell boundary values of the solution, the finite difference method seeks the reconstruction of the flux function at the cell boundaries. Define the numerical flux function h(x, t) for each cell
Differentiate both sides and evaluate them at x = x i to obtain
Therefore, (6) becomes
where h i±
h(ξ, t)dξ, the high order reconstruction off i±
+ O(∆x m ) needs to be computed, where m depends on the number of cells we use.
For the k-th order ENO reconstruction, we choose the stencil based on r cells to the left and s cells to the right including I i such that r + s + 1 = k.
Define S r (i) as the stencil composed of those k cells including the cell
Define a primitive function H(x) such that
where the lower limit in the integral can be any cell boundary [12] . By the definition of H(x) in (9), it is obvious that
) is given by the linear sum of cell averages
The regular ENO method constructs the polynomial interpolation of H(x) based on H(x l+ 1 2 ), i − r − 1 l i + s, while the RBF-ENO method constructs the RBF interpolation of H(x). Suppose P (x) is some interpolation for H(x) such that
Then p(x) ≡ P ′ (x) is the function we seek to approximate h(x) where
Then the numerical flux function is given by the linear combination of the given flux value at each point
where c rj are fixed constants for the ENO method but are variables for the RBF-ENO method. The WENO method seeks the reconstruction as a convex combination of all possible ENO reconstructions. Suppose the stencil (8) produces k different reconstructions to the valuef
. Then the WENO reconstruction would take the convex combination of allf
Here d r are the polynomial expansion coefficients and ǫ M > 0 is introduced to avoid the case that the denominator becomes zero usually taken as ǫ M = 10 −6 . β r are the "smoothness indicators" of the stencil S r (i). In this work, we use the smoothness indicators developed in [9] . The usage of different smoothness indicators found in other WENO variations such as the WENO-Z method [2] , WENO-M method [7] or WENO-P method [5] will be considered in our future work.
1D reconstruction based on RBFs
The 1D and 2D finite difference RBF-ENO method is a direct extension of the finite volume RBF-ENO method [4] . We only replace the cell averagesū i with the nodal flux function f i . First we consider the case of k = 2, that is, two cells are used for the reconstruction. For this case, three flux values, f i−1 , f i and f i+1 are available. To reconstruct the boundary values of f i+ , we use either {f i−1 , f i } or {f i , f i+1 }. Which flux values should be used is decided by the Newton's divided difference method [12] . Assume that we decided to use {f i , f i+1 } from the Newton's divided difference. We only show the reconstruction at cell boundary x = x i+ 1 2 . The reconstruction at x = x i− 1 2 can be achieved in the same manner. Based on the definition of H(x) in (9) we have
Polynomial interpolation for regular ENO
The polynomial interpolation P (x) is given as
T and the interpolation matrix A be
Then the expansion coefficients λ i are given by solving the linear system H = A · λ. After taking the first derivative of P (x) and plugging it in x = x i+ 1 2 , we obtain the numerical flux functionf i+
Expandingf i+
in the Taylor series yieldŝ
The first term in the right hand side of (14) is the exact value of h(x) at x = x i+ 1 2
. Thus we confirm that (13) is a 2nd order reconstruction of f .
Multi-Quadratic RBF interpolation
Now we consider the RBF reconstruction of f . The MQ-RBF interpolation P (x) for H(x) is given as
Accordingly the interpolation matrix A is given by
We take the first derivative of P (x) to obtain the numerical flux at x i+
Thus we observe that (15) is at least 2nd order accurate to h i+ . If we take the value of ǫ as below
then the 2nd order error term vanishes and we obtain a 4th order accurate approximation. We notice that the coefficients of f i and f i+1 in (15) have complicated forms involving a calculation of square roots. This is common among infinitely smooth RBF interpolations because of the existence of undetermined shape parameters. If we fix the shape parameter ǫ as a constant, the reconstruction would have simpler 6 forms as the piecewise smooth RBF interpolation, but lose the ability to improve accuracy. In order to simplify the form, we expand the right hand side of (15) as beloŵ
Ignoring all the high order terms in (18) yieldŝ
Expanding f i and f i+1 in terms of h(x) we get
Thus (19) yields the same 4th order accuracy equivalently to (15) when (17) is used. Now we consider the evaluation of ǫ in (17) to achieve higher order accuracy than the 2nd order. To explain this, we use the reconstruction at x = x i+ 1 2 as an example. The case of x = x i− 1 2 can be done in the same manner. The idea is that although the ENO method chooses either {f
.
Then we have h i+
The second derivative of h i+ is approximated by the third derivative of H(x), which is given by
Then by plugging the above approximations of h i+ into (17), we approximate the optimal value of ǫ 2 as below
Note that ǫ can be a complex number because ǫ 2 can be a negative real number. Since ǫ 2 is used instead of ǫ, the final reconstruction is still done with the real operation. If we replace ǫ 2 in (16) with that in (21), we get the followingf
Thus if ǫ 2 is chosen as in (21), the reconstruction (19) still yields a 3rd order accuracy although we do not completely make the 2nd order term in (20) vanish. Tables 2 and 3 show the reconstruction coefficients for k = 2 and k = 3, respectively for the MQ RBF-ENO reconstruction. These are the same as for the finite volume method provided in [4] . The difference is that the flux function is used for the calculation of the optimal value of ǫ 2 , while the cell average of the solution is used for the finite volume method. As we see in these tables, the RBF-ENO reconstruction is a perturbed reconstruction of the polynomial-based ENO interpolation. We also observe that the coefficients for k = 2 are not consistent while those for k = 3 are consistent. Here note that when the shape parameter vanishes, i.e. when ǫ → 0, the MQ-RBF reconstruction is reduced into the polynomial reconstruction. For this equivalence known as the polynomial limit [10, 11] , one can easily switch the RBF-ENO to the regular ENO and it is easy to convert the existing ENO code into the RBF-ENO code. Table 4 shows the leading error terms we want to make vanish as in (16) to achieve (k+1)th order of convergence when k cells are used. The adaptation condition becomes complicated for the approximation of ǫ when the value of k becomes large. We leave efficient evaluation methods of ǫ for larger values of k for our future work. + 6η
Reconstruction coefficients
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Numerical experiments
For the numerical example, we compare the developed method with the original ENO/WENO method denoted by the ENO/WENO-JS developed by Jiang and Shu [9] . For the WENO method we use the smoothness indicators developed in [9] and denote our proposed RBF-WENO method as the RBF-WENO-JS method. One can adopt other developments rather than the original WENO method for the RBF-WENO method such as the WENO-Z method [2] , which will be investigated in our future research. For the numerical experiments, we use the Lax-Friedrich flux scheme with the 3rd order TVD Runge-Kutta method [14] for the time integration.
Polynomial limit and non-oscillatory reconstruction
The ENO method uses adaptive stencil to avoid the reconstruction across the possible discontinuity. The RBF-ENO method, however, as the WENO reconstruction, utilizes all available flux functions to optimize the shape parameter within the stencil S r (i). Thus the final reconstruction can be oscillatory. To prevent the oscillation and recover the ENO property, one can easily switch the RBF-ENO reconstruction to the ENO reconstruction by using the polynomial limit of RBFs. That is, if the shape parameter ǫ vanishes, the RBF reconstruction becomes equivalent to the polynomial reconstruction and becomes the regular ENO reconstruction. In [4] the monotone polynomial method was proposed to use the polynomial limit whenever it is necessary. For the finite difference RBF-ENO method, we follow the same procedure. The difference is that for the local extrema we use the flux function f i given at each x i instead of the solution u i .
The optimized value of ǫ 2 in (17) involves the second derivative of h, e.g. h ′′ i+ 1 2 . For k = 2, there are three cells involved and only one h ′′ is to be computed while for k = 3, three possible values of h ′′ are to be computed. For the illustration consider the case of k = 2. For k = 3, the same procedure is straightforwardly applied for each ENO block. For k = 2, the whole interval of x in the stencil is
. Without loss of generality, let x i− ).
approximated by the second order polynomial and its local extrema exists at x = x p
If x p exists inside the given stencil, p(x) is not a monotone function. We use the polynomial limit if x p exists inside the interval of S r (i). Thus the polynomial limit condition is given by
1D Numerical examples

Advection equation I: smooth initial condition
First we consider the linear scalar equation in x ∈ [−1, 1]
with the initial condition
and the periodic boundary condition. The CFL condition is given by ∆t ≤ C∆x with C = 0.1. Tables  5 and 6 show the L 1 , L 2 and L ∞ errors for each method at the final time T = 0.5 with k = 2 and k = 3, respectively. As shown in the tables, for k = 2, the RBF-ENO method has almost 3rd order convergence while the regular ENO method yields 2nd order of accuracy or less. The RBF-ENO is also better performed than the WENO-JS in terms of accuracy while the rates of convergence are similar. The RBF-WENO-JS with k = 2 is also better than WENO-JS both in accuracy and convergence. We have similar results for k = 3. For k = 3 the RBF-ENO method yields convergence higher than 3rd order and the RBF-WENO-JS method higher than 5th order while the regular ENO method is about 3rd order and the WENO-JS is about 5th order accurate.
Advection equation II: non-smooth initial condition
We consider the same advection equation (24) but with the discontinuous initial condition
and the boundary condition u(−1, t) = 1, t > 0. Here sgn(x) is the sign function of x. 
Burger's equation
We consider the Burgers' equation for x ∈ [−1, 1]
with the initial condition Tables 7 and 8 show various errors for each case for k = 2 and k = 3, respectively. For k = 2, the RBF-ENO and RBF-WENO-JS methods yield much better accuracy than the ENO or WENO-JS methods, e.g. L ∞ errors. For k = 3, the RBF-WENO-JS method yields convergence higher than 5th order while the WENO-JS is about 5th order accurate. The RBF-ENO solution yields convergence higher than 3rd order while the regular ENO solution is about 3rd order or less accurate. Figure 2 shows the solution profiles at the final time T = 1 π when the shock forms with k = 2 and k = 3. The top figures show the solutions for k = 2 and the bottom for k = 3. For both cases, the RBF-WENO-JS and WENO-JS show similar results while the RBF-ENO solution is better than the regular ENO solution.
Euler equation I: Sod problem
For the system problem, we consider the one-dimensional Euler equations for gas dynamics
where the conservative state vector U and the flux function F are given by
Here ρ, u, P and E denote density, velocity, pressure and total energy, respectively. The equation of state is given by
where γ = 1.4 for the ideal gas. We consider the Sod shock tube problem with the initial condition 
Euler equation II: Lax problem
The Lax problem has the following initial conditions: For k = 2, as in the previous example, the RBF-ENO and RBF-WENO-JS solutions are better than the regular ENO and WENO solutions near the nonsmooth area. For k = 3, the RBF-WENO-JS solution is slightly better than the WENO solution and the RBF-ENO solution is better than the regular ENO solution. Since the RBF-WENO-JS and WENO-JS methods both yield about 5th order accuracy while the RBF-ENO solution is 3rd order or higher but less than 5th order, it is expected that the RBF-WENO-JS or WENO-JS solutions are better than the ENO and RBF-ENO solutions.
2D Numerical examples
Now we consider the two-dimensional hyperbolic conservation law below
with the appropriate initial and boundary conditions where f and g are the flux functions. As in 1D case, the ODE system for the discretized version in the cell
] is given by
where u ij (t) is the numerical approximation to u(x i , y j , t) andf andĝ are the numerical fluxes for the flux functions f and g, respectively. Notice that unlike the finite volume method, the finite difference method does not involve any quadrature points for the numerical integration of the flux functions. With the finite volume non-polynomial ENO/WENO methods for 2D problems, the accuracy of the local reconstruction can be enhanced at certain quadrature points. But since there is no quadrature point involved, the finite difference RBF-WENO-JS method maintains the same order of convergence although the accuracy of the RBF-WENO-JS method is enhanced. For the 2D numerical experiments, we consider the double Mach reflection problem described in [15] (Fig. 8) and N = 320 and M = 80 (Fig. 10) to compare all the methods. Here N and M denote the total number of grids in x and y directions, respectively. With k = 2, we can see that the RBF-ENO solutions are comparable or even better than the regular WENO solutions. This is because when the RBF-ENO and the regular WENO solutions are of the same order, the RBF-ENO solution is sharper and less dissipative. The RBF-WENO-JS solution is also slightly better and sharper than the regular WENO-JS solution. With k = 3, the regular WENO solution is better than the RBF-ENO solution since the accuracy of the RBF-ENO method is lower than the regular WENO method. However, the RBF-ENO solution is still sharper than the regular ENO solution and has a similar shape to the WENO solution. We also observe that the RBF-WENO-JS method performs best among all those methods.
Conclusion
In this paper, we presented the finite difference RBF-ENO/WENO methods, a direct extension of the non-polynomial ENO/WENO finite volume methods proposed in [4] . The RBF-ENO/WENO finite difference method seeks the reconstruction using the RBF interpolation which involves the free shape parameter. By optimizing the shape parameter, the finite difference RBF-ENO/WENO reconstruction becomes more accurate than the regular ENO/WENO reconstruction for smooth problems and yields sharper solution profiles near the jump discontinuity. The finite difference RBF-ENO reconstruction is sought in terms of the flux function. Accordingly the optimization of the shape parameter of the RBFs is found based on the flux functions on the grid points within the given stencil. Unlike the finite volume RBF-ENO/WENO method, the finite difference RBF-ENO/WENO method does not involve any integral approximation. Thus the order of convergence is fully determined by the size of stencil for 2D problems. Numerical examples both in 1D and 2D show that the finite difference RBF-ENO and RBF-WENO-JS methods yield more accurate results than the regular ENO and WENO-JS methods. Also the solutions by the RBF-ENO and RBF-WENO-JS methods near the discontinuities are sharper than the solutions by the regular ENO/WENO method.
In our current work, we implemented the RBF reconstruction in the regular ENO and WENO methods based on the original WENO reconstruction by Jiang and Shu [9] . As mentioned in the paper, we will investigate the RBF reconstruction with other ENO/WENO variations in our future research such as the WENO-Z method [2] . We were interested in improving local accuracy, but it would be an interesting research to investigate how the local adaption of the shape parameter can be utilized with the meshless properties of RBFs on the unstructured grid. Furthermore, we will also investigate the RBF-ENO/WENO method for higher values of k than k = 3 with multiple shape parameters defined in the RBF basis used for the reconstruction. Table 6 : L 1 , L 2 and L ∞ errors for the advection equation (24) with continuous initial condition (25). 
