This paper introduces THUMT, an opensource toolkit for neural machine translation (NMT) developed by the Natural Language Processing Group at Tsinghua University.
Introduction
End-to-end neural machine translation (NMT) (Sutskever et al., 2014; Bahdanau et al., 2015) has gained increasing popularity in the machine translation community. Capable of capturing longdistance dependencies with gating (Hochreiter and Schmidhuber, 1997; Cho et al., 2014) and attention (Bahdanau et al., 2015) mechanisms, NMT has proven to outperform conventional statistical machine translation systematically across a variety of language pairs (Junczys-Dowmunt et al., 2016) . This paper introduces THUMT, an open-source toolkit developed by the Tsinghua Natural Language Processing Group. On top of Theano (Bergstra et al., 2010) , THUMT implements the standard attention-based encoder-decoder framework for NMT (Bahdanau et al., 2015) . It sup- * Corresponding author: Yang Liu. ports three training criteria: maximum likelihood estimation (Bahdanau et al., 2015) , minimum risk training , and semisupervised training . To facilitate the analysis of the translation process in NMT, THUMT also provides a visualization tool that calculates the relevance between hidden layers of neural networks and contextual words. We compare THUMT with the state-of-the-art opensource toolkit GroundHog (Bahdanau et al., 2015) and achieve significant improvements on ChineseEnglish translation tasks by introducing new training criteria and optimizers.
2 The Toolkit 2.1 Model THUMT implements the standard attention-based NMT model (Bahdanau et al., 2015) on top of Theano (Bergstra et al., 2010) . Please refer to (Bahdanau et al., 2015) for more details.
Training Criteria
THUMT supports three training criteria:
1. Maximum likelihood estimation (MLE) (Bahdanau et al., 2015) : the default training criterion in THUMT, which aims to find a set of model parameters that maximizes the likelihood of training data.
2. Minimum Risk Training (MRT) : the recommended training criterion in THUMT, which aims to find a set of model parameters that minimizes the risk (i.e., expected loss measured by evaluation metrics) on training data. In THUMT, MLE is often used to initialize MRT. In other words, the model trained with respect to MLE serves as the initial model of MRT. 3. Semi-supervised Training (SST) : the recommended training criterion for low-resource language translation. SST is capable of exploiting abundant monolingual corpora to train source-to-target and target-to-source translation models jointly. MLE is also used to initialize SST.
Optimization
Optimization plays a crucial role in NMT and directly influences the training time and translation quality. THUMT supports three optimizers:
1. SGD: standard stochastic gradient descent with fixed learning rate.
2. Adadelta (Zeiler, 2012): dynamically adapting learning rate over time according to history.
3. Adam (Kingma and Ba, 2015) : computing individual learning rate for different parameters. THUMT uses a modified version of Adam to address the NaN problem.
Visualization
Although NMT achieves state-of-the-art translation performance, it is hard to understand how it works because all internal information is represented as real-valued vectors or matrices. To address this problem, THUMT features a visualization tool to use layer-wise relevance propagation (LRP) (Bach et al., 2015) to visualize and interpret neural machine translation (Ding et al., 2017) . Figure 1 shows an example. Given a source sentence, a target sentence, and a trained model, THUMT displays the entire attention-based neural network. Clicking on a node of the network (e.g., the output node of "processing"), the relevance values of relevant source and target contextual words are shown in the bottom area. This is helpful for analyzing the internal workings of NMT. Please refer to (Ding et al., 2017) for more details.
Replacing Unknown Words
We follow Luong et al. (2015) to address unknown words. In our implementation, we use FastAlign (Dyer et al., 2013) (Papineni et al., 2002) score. Our baseline system is GroundHog (Bahdanau et al., 2015) , a state-of-the-art open-source NMT toolkit. We use the same setting of hyper-parameters for both GroundHog and THUMT. The vocabulary size is set to 30K. We set word embedding dimension to 620 for both languages. The dimension of hidden layers is set to1000. In training, we set the mini-batch size to 80. In decoding, we set the beam size to 10. During training, we set the Table 1 shows the BLEU scores obtained by GroundHog and THUMT using different training criteria and optimizers. Experimental results show that the translation performance of THUMT is comparable to GROUNDHOG using MLE. Due to the capability to include evaluation metrics in during, MRT obtain significant improvements over MLE. 1 Another finding is that Adam leads to consistent and significant improvements over AdaDelta. Table 2 shows the effect of semi-supervised training. It is clear that exploiting monolingual corpora helps to improve translation quality for both directions. Table 3 shows that replacing unknown words leads to consistent improvements for all training criteria and optimizers. Table 4 compares the training time between MLE, MRT, and SST. While "MLE + AdaDelta" requires 200K iterations and 55.9 hours to converge, "MLE + Adam" only needs 36K iterations and 10.1 hours. The training time of MRT is much longer than MLE.
Results

Conclusion
We have introduced a new open source toolkit for NMT that supports two new training criteria: minimum risk training and semisupervised training . While minimum risk training proves to improve over standard maximum likelihood estimation substantially, semi-supervised training is capable of exploiting monolingual corpora to improve lowresource translation. The toolkit also features a visualization tool for analyzing the translation process of THUMT. The toolkit is freely available at http://thumt.thunlp.org.
