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Abstract
Asymptotic correction, at negligible extra cost, greatly improves the accuracy of higher eigenvalues computed by nite
dierence or nite element methods, and generally increases the accuracy of the lower ones as well. This paper gives a brief
overview of the technique and describes how its previous use with Numerov’s method may be extended to problems with
natural boundary conditions. Numerical results indicate that it is just as successful as with Dirichlet boundary conditions.
c© 2000 Elsevier Science B.V. All rights reserved.
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1. Asymptotic correction
The term \asymptotic correction" is used here, following [1], to describe a technique rst studied
[19] in connection with the computation of the eigenvalues, (0)1 <
(0)
2 <    ; of the regular Sturm{
Liouville problem
− y00 + qy = y; (1)
y(0) = y() = 0: (2)
The key idea of asymptotic correction is that, at least for suciently smooth q, the leading asymptotic
term in the error in the computed eigenvalue is independent of q. Moreover, when q is constant, the
error in the estimate of (0)k , obtained by the classical second-order centred nite dierence method
with the interval [0; ] divided into n equal subintervals, is known to be exactly 1(k; h), where
h := =n and, following [3], we use the notation
r(k; h) := k2 − 12 sin
2(kh=2)
h2[3 + (1− r) sin2(kh=2)] : (3)
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Hence, the known error for the case of constant q can be used to \correct" the estimate obtained
for general q. Indeed, it was shown in [19] that, at least for \suciently small" kh, this correction
reduced the O(k4h2) error in the estimate for (0)k obtained by the classical nite dierence estimate to
one of O(kh2). An alternative form of the error, which does not include the restriction to \suciently
small" kh, is suggested in [9] and discussed further in [1]. Sometimes the technique has been given
other names, including \algebraic correction" [13] and \the AAdHP correction" [20].
Anderssen and de Hoog [8] extended the results of [19] to problems involving general separated
boundary conditions. For non-Dirichlet boundary conditions, they showed, using asymptotic formu-
lae for eigenvalues of the discrete problem [12], that, for \suciently small" kh, the error in the
corrected eigenvalues is O(h2). With these boundary conditions there is usually no simple closed
form expression for the error in the case of constant q, but they gave a simple numerical method
for approximating this error. Fortunately, as noted in [4], in the three important special cases
y0(0) = y0() = 0; (4)
y(0) = y0() = 0 (5)
and
y0(0) = y() = 0; (6)
the exact errors obtained by the classical second-order centered nite dierence method for constant
q have the closed forms 1(k−1; h), 1(k− 12 ; h) and 1(k− 12 ; h), respectively. Asymptotic correction
has been shown to be especially eective for the nite element method [2,10,17]. For nite element
eigenvalues with linear hat coordinate functions, the appropriate corrections for (1) with boundary
conditions (2), (4), (5) and (6) are 3(k; h), 3(k−1; h), 3(k− 12 ; h) and 3(k− 12 ; h), respectively. The
method is extended to periodic and semiperiodic boundary conditions in [2,4]. An alternative to the
classical dierence approximations used in [4] is suggested in [21], and analyzed in [11]. Numerical
evidence shows that asymptotic correction can also be useful for some methods for which a complete
theory is still lacking [5,15], including the computation of eigenvalues of certain partial dierential
operators [1,13].
A survey of results on asymptotic correction up to 1992, including a discussion of some open
questions, is given in [5], while more recent developments, including progress on the problems listed
in [5], are considered in [7]. Asymptotic correction is particularly useful for the computation of a
substantial number of eigenvalues of regular Sturm{Liouville problems to moderate accuracy (say 8
signicant gures). For singular (or nearly singular) problems, for the computation of eigenfunctions,
and usually even for the highly accurate computation of just the rst eigenvalue, there are better
methods [20]. Partly because it is so ecient for dealing simultaneously with many eigenvalues,
asymptotic correction has proved especially useful in the solution of inverse eigenvalue problems
[6,13,14,17,18]. Many authors have suggested that inverse Sturm{Liouville problems be solved nu-
merically by using algorithms for matrix inverse eigenvalue problems, but, as shown in [17,18],
appropriate use of asymptotic correction is crucial to the viability of such methods. Before solving
the corresponding discrete inverse eigenvalue problem, the correction which would be added to the
discrete eigenvalues in the forward problem must be subtracted from the observed eigenvalues of
the continuous problem.
The rest of this paper concerns the use of asymptotic correction with the deservedly popular Nu-
merov method, which gives fourth-order accuracy while using only tridiagonal matrices. Previous
A.L. Andrew / Journal of Computational and Applied Mathematics 125 (2000) 359{366 361
work on asymptotic correction with Numerov’s method has considered only the boundary condi-
tions (2). Here an extension to the boundary conditions (4), (5) and (6) is proposed and tested.
As shown in [9] for (2), the corrections required for these boundary conditions have the same form
as for the second-order nite dierence or nite element methods, but with 2 instead of 1 or 3.
As with second-order methods [2], results given here for [0; ] may be generalized to an arbitrary
nite interval.
2. Application to Numerov’s method
Numerov’s method approximates (1) by the three term recurrence relation
−[12− h2q(xi−1)]yi−1 + [24 + 10h2q(xi)]yi − [12− h2q(xi+1)]yi+1
= h2[yi−1 + 10yi + yi+1]; (7)
where xi := ih, and  and yi are the Numerov approximations of  and y(xi). With the boundary
conditions y0 =yn=0 corresponding to (2), this gives a matrix eigenvalue problem A(0; n)x=B(0; n)x,
whose eigenvalues, (0; n)1 <
(0; n)
2 <   <(0; n)n−1 are the Numerov approximations of (0)1 <(0)2 <
  <(0)n−1. (Note A(0; n) and B(0; n) are (n − 1)  (n − 1) and tridiagonal.) It is known that (0)k −
(0; n)k =O(k
6h4), this estimate being sharp. In particular, when q is constant, (0)k −(0; n)k = 2(k; h)=
k6h4=240+O(k8h6). Consequently, the estimate for (0)k produced by asymptotic correction is ~
(0; n)
k :=
(0; n)k + 2(k; h). It was shown in [9] that, if q 2 C4[0; ], then
~
(0; n)
k − (0)k =O(k4h5=sin(kh)); (8)
so that ~
(0; n)
n−1 − (0)n−1 = O(1), which is similar to a result found to be sharp for certain second-order
methods [2,4,10]. However, numerical results [1,5,9] suggest that (8) can be sharpened to ~
(0; n)
k −
(0)k =O(k
3h5=sin(kh)), this latter estimate being sharp.
By Taylor’s theorem, it follows from dierentiating (1) that, if y0(a) = y(a), then
y(a+ h)− y(a− h) = h[(2 + (q(a)− )h2=3) + h2q0(a)=3]y(a) + O(h5): (9)
Consequently, a fourth-order approximation of the condition y0(0) = 0 is
3(y1 − y−1) = h3q0(x0)y0; (10)
while a fourth-order approximation of y0() = 0 is
3(yn+1 − yn−1) = h3q0(xn)yn: (11)
Eliminating y−1 between (10) and (7) with i = 0 gives the equation
[24 + 10h2q(x0) + h3q0(x0)(4− h2q(x−1)=3)]y0 − [24− h2(q(x−1) + q(x1))]y1
= h2[(10− h3q0(x0)=3)y0 + 2y1]; (12)
while eliminating yn+1 between (11) and (7) with i = n gives
−[24− h2(q(xn−1) + q(xn+1))]yn−1 + [24 + 10h2q(xn)− h3q0(xn)(4− h2q(xn+1)=3)]yn
= h2[2yn−1 + (10 + h3q0(xn)=3)yn]: (13)
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Let (1)k , 
(2)
k and 
(3)
k denote the kth eigenvalues of (1) with boundary conditions (4), (5) and (6),
respectively. Using (12) and (13) with (7), again for i=1; : : : ; n− 1, gives, as Numerov approxima-
tions of (1)1 <
(1)
2 <   <(1)n+1, the eigenvalues, (1; n)1 <(1; n)2 <   <(1; n)n+1 , of a matrix eigenvalue
problem A(1; n)x=B(1; n)x, where the matrices A(1; n) and B(1; n) so dened are (n+1)(n+1) and again
tridiagonal. Similarly, Numerov approximations of (2)1 <
(2)
2 <   <(2)n and (3)1 <(3)2 <   <(3)n
are given by the eigenvalues (2; n)1 <
(2; n)
2 <   <(2; n)n and (3; n)1 <(3; n)2 <   <(3; n)n of the
matrix eigenvalue problems A(2; n)x = B(2; n)x and A(3; n)x = B(3; n)x, respectively, the former being
dened by combining (7), for i=1; : : : ; n− 1 with (13) and y0 =0, and the latter by combining (7),
for i = 1; : : : ; n− 1 with (12) and yn = 0. The n n matrices A(2; n); B(2; n); A(3; n) and B(3; n) so dened
are again tridiagonal. Indeed A(0; n) and B(0; n) are obtained from A(1; n) and B(1; n) by deleting the rst
and last row and column, A(2; n) and B(2; n) by deleting the rst row and column, and A(3; n) and B(3; n)
by deleting the last row and column.
When q = 0, the kth eigenvalues of (1), with boundary conditions (2),(4),(5) and (6), are k2,
(k − 1)2, (k − 12 )2 and (k − 12 )2, respectively. Moreover, when q= 0, (7), (10) and (11) reduce to
− 12yi−1 + 24yi − 12yi+1 = h2[yi−1 + 10yi + yi+1]; (14)
y−1 = y1 and yn+1 = yn−1, respectively. It is readily checked that, for all real numbers  and ,
yi = sin(i+ ) satises (14) for all integers i, when
=
12[sin2(=2)]
h2[3− sin2(=2)] :
The boundary condition y0=0 requires =m for some integer m, while y−1=y1 requires =(m+12)
or sin()=0. Thus possible values of , and hence the complete set of eigenvalues and corresponding
eigenvectors of the matrix equations A(r; n)x = B(r; n)x, r = 0; 1; 2; 3, are readily determined by the
remaining boundary condition. Hence, since the corrected estimate, ~
(r; n)
k , of the kth eigenvalue of
(1) with appropriate boundary conditions is obtained by adding to (r; n)k a quantity which would
give the exact answer when q= 0, it is readily deduced, using (3), that
~
(0; n)
k := 
(0; n)
k + 2(k; h);
~
(1; n)
k := 
(1; n)
k + 2(k − 1; h);
~
(2; n)
k := 
(2; n)
k + 2(k − 12 ; h);
~
(3; n)
k := 
(3; n)
k + 2(k − 12 ; h):
The denominator sin(kh) in (8) is no problem with (2) as the matrices A(0; n) and B(0; n) are (n−1)
(n− 1) and h= =n. However, because of the larger dimension of the matrices associated with (4){
(6), any extension of (8) to these boundary conditions must allow for the possibility that sin(kh)=0.
For second-order methods, a related result [2] for (5) and (6) has denominator sin((k − 12 )h), and
an alternative approach [4] shows that with (4) the error in the highest eigenvalue computed using
asymptotic correction is again O(1), compared with the O(n2) error in the corresponding uncorrected
eigenvalues. Note also that (8) implies that, when r = 0,
~
(r; n)
k − (r)k =O(k4h5=sin((k − 12 )h)): (15)
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Table 1
Errors in computed solutions of (1), (4) with q(x) = 10 cos(2x)
k k − (40)k k − ~
(40)
k k − ~ (20)k (k − ~ (n)k ) sin((k − 12 )h)=k4h5
n= 10 20 40 80
1 2.07E{5 2.07E{5 3.35E{4 0.288 0.275 0.272 0.271
2 9.92E{5 9.91E{5 1.61E{3 0.254 0.245 0.243 0.243
3 1.68E{4 1.58E{4 2.57E{3 0.128 0.127 0.127 0.127
4 2.80E{4 1.64E{4 2.70E{3 0.057 0.058 0.058 0.059
5 9.16E{4 2.64E{4 4.41E{3 0.046 0.048 0.049 0.049
6 2.95E{3 4.61E{4 7.81E{3 0.042 0.048 0.050 0.050
7 8.13E{3 6.77E{4 1.17E{2 0.049 0.044 0.046 0.047
8 1.98E{2 9.24E{4 1.66E{2 0.011 0.039 0.042 0.043
9 4.34E{2 1.21E{3 2.26E{2 0.068 0.035 0.038 0.039
10 8.74E{2 1.54E{3 3.04E{2 −0:031 0.032 0.035 0.036
11 1.64E{1 1.93E{3 4.06E{2 0.014 0.029 0.032 0.034
14 7.98E{1 3.40E{3 1.01E{1 0.023 0.026 0.027
16 1.90E0 4.72E{3 2.17E{1 0.022 0.023 0.024
18 4.06E0 6.41E{3 3.20E{1 0.012 0.020 0.022
19 5.76E0 7.42E{3 3.07E0 0.057 0.019 0.021
20 8.00E0 8.58E{3 {6.06E0 {0.031 0.018 0.020
21 1.09E+1 9.91E{3 {4.06E0 0.017 0.017 0.019
Moreover, numerical results reported below suggest that, for k = n− 1; n; n+ 1, ~ (1; n)k − (1)k =O(1),
as would also follow from (15). The author conjectures that, if q 2 C4[0; ], then (15) is true for
r = 0; 1; 2; 3. He hopes to return to this question in a later paper.
Fourth-order dierence approximations to the more general boundary conditions y0(0) = 1y(0)
and y0() = 2y() are easily derived from (9), and in principle asymptotic correction can also be
used with Numerov’s method in this more general case, but it is less ecient than in the cases
considered here, for two reasons. (i) Elimination of y−1 and yn+1 between these equations and (7),
produces a quadratic eigenvalue problem Ax=Bx+2Cx which requires more work to solve than
the simpler Ax = Bx obtained with (2), (4), (5) or (6). (Although the dierence equations can
also be solved by shooting [16], this is less satisfactory when a large number of eigenvalues are
required.) (ii) There is no longer a simple closed-form solution for the case of constant q, and we
must resort to a numerical procedure for this, as in [8].
Table 1 shows some results obtained by applying asymptotic correction, as described above, to
the Numerov estimates given by (7), (12), (13) for (1), (4) in the case q(x)=10 cos(2x) (Mathieu’s
equation). The last four columns check (15) for n = 10, 20, 40 and 80. To reduce clutter in the
headings of both tables, superscript (1) is omitted, with (1)k ; 
(1; n)
k , etc. written as k ; 
(n)
k etc. The
\exact" eigenvalues, (1)k , were computed as Ck(160; 120), using the extrapolation formula
Ck(n; m) :=
n5 sin((k − 12 )=n) ~
(1; n)
k − m5 sin((k − 12 )=m) ~
(1;m)
k
n5 sin((k − 12 )=n)− m5 sin((k − 12 )=m)
(16)
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suggested by (15). Comparison with Ck(120; 80) suggests that all listed results are correct to within
one in the least signicant gure shown. Our results also suggest that, as with (2), the growth of
the error with k was initially slower than that allowed by (15). However, whereas with (2) this was
true for all k, our results showed a sharp increase from (1)n−2 − ~
(1; n)
n−2 to 
(1)
n−1 − ~
(1; n)
n−1 . Moreover,
for n = 10; 40; 80 and 120, the values of (1)n−1 − ~
(1; n)
n−1 , 
(1)
n − ~
(1; n)
n and 
(1)
n+1 − ~
(1; n)
n+1 all diered
from the values for n= 20 shown in Table 1 by less than 1%, showing the O(1) estimate given by
(15) for these three quantities to be sharp. With (4), asymptotic correction produces no change for
k = 1, but for all k > 1 and all n>10 it produced an improvement. However, although a choice of
n< 10 is unlikely in practice, (15) does not ensure that asymptotic correction will always produce
an improvement for very small n. In fact for n= 5 it produced improvement only for k = 2, 4 and
6. Limitations of asymptotic correction with very small n are discussed further in [1,5].
The analysis of [9] shows that j(0)k − ~
(0; n)
k j generally increases as the norms of the rst four
derivatives, q ( j), of q increase. To investigate the variation of j(1)k − ~
(1; n)
k j with q, the above
calculations were repeated with q = 2cos(2x). Qualitatively, the results were very similar to those
reported above. Again (1)n−1 − ~
(1; n)
n−1 , 
(1)
n − ~
(1; n)
n and 
(1)
n+1 − ~
(1; n)
n+1 changed very little with n (their
values being approximately 0.18, −1:05 and −0:22, respectively) and were much larger in magnitude
than (1)n−2 − ~
(1; n)
n−2 . All errors were less than
1
5 (and most between
1
15 and
1
30) of their value when
q(x)=10 cos(2x), thus indicating that the dependence on the q ( j) of the error in the results obtained
with asymptotic correction is mildly superlinear. The numerical results of [19] suggest that the errors
in the corrected estimates obtained by the second order method considered there also have mildly
superlinear dependence on the q ( j). This oers an explanation of the very high accuracy of the
results obtained for the rst example ((4.1),(4.2)) of [19]: for that example all q ( j) are bounded
above by e, compared with the larger least upper bound e for the next example ((4.3),(4.4)) of that
paper. Although signicantly larger values of the q ( j) would require a ner mesh to obtain accuracy
comparable to that reported for our examples, the tridiagonal structure of the matrices allows quite
ne meshes to be handled eciently. However, one attraction of asymptotic correction is that, in
the common case in which the q ( j) are of modest size, excellent accuracy may be obtained with n
only 100 or so. In this case, it may be convenient to use a general purpose method, such as the
MATLAB command \eig(A,B)", which was used in the calculations reported here.
Asymptotic correction removes only the leading term (as k !1) of the asymptotic expansion for
the error. This dramatically improves estimates of the higher eigenvalues when the derivatives, q ( j),
are not too large, but is no substitute for mesh renement when traditional methods strike trouble
with the lowest eigenvalues, especially when the q ( j) are large. Asymptotic correction produces only
small changes in the lowest eigenvalues and none in (1; n)1 . Nevertheless, to assess the performance
of our method with more dicult problems, we tested it on the Coey{Evans potential [20], which
on [0; ] takes the form
q(x) = 2 cos(2x) + 2 sin2(2x): (17)
Results were computed for boundary conditions (4), with =10 and 20, for n=20; 40; 80; 150; 180; 200
and 240. The lower eigenvalues of this problem are tightly clustered, especially for larger values of
, and this causes diculties with many methods. For all n when  = 10, and for all n> 20 when
 = 20, asymptotic correction produced an improvement for all k > 1, most improvements being
A.L. Andrew / Journal of Computational and Applied Mathematics 125 (2000) 359{366 365
Table 2
Results for (1), (4) with q(x) = 2 cos(2x) + 2 sin2(2x)
 = 10  = 20
k k k − ~ (80)k k − ~ (40)k k k − ~ (80)k k − ~ (40)k
1 0.0000000 1.43E{4 2.32E{3 0.0000000 1.17E{3 1.93E{2
2 37.7596285 4.42E{4 7.52E{3 77.9161943 7.38E{3 1.22E{1
3 37.8059002 9.93E{5 1.61E{3 77.9161957 9.95E{4 1.63E{2
4 37.8525995 4.43E{4 6.88E{3 77.9161972 9.89E{4 1.62E{2
5 70.5475097 1.97E{3 3.22E{2 151.463224 2.33E{2 3.90E{1
6 92.6538177 1.37E{3 2.25E{2 220.143526 4.31E{2 8.48E{1
7 96.2058159 7.28E{4 1.20E{2 220.154230 1.85E{2 3.09E{1
8 102.254347 2.09E{3 3.45E{2 220.164945 2.52E{2 3.08E{1
38 1419.26453 5.79E{2 {5.71E{2 1572.80102 8.32E{1 {5.57E+1
39 1494.25080 6.23E{2 1.02E+1 1647.60306 8.95E{1 {4.48E+1
40 1571.23811 6.69E{2 {2.63E+1 1724.42022 9.62E{1 {1.44E+2
41 1650.22636 7.19E{2 {2.42E+1 1803.25098 1.03E0 {1.42E+2
substantial. Even for n =  = 20 it produced an improvement for most k. Comparing results for
 = 10 and  = 20 again shows a mildly superlinear growth of errors with kq ( j)k. For both values
of  our results again supported (15), the largest value of
((1)k − ~
(1; n)
k ) sin((k − 12 )h)=k4h5
occurring at k = 1 and the lowest tested value of n. As shown in Table 2, which tabulates some of
our results for (1),(4),(17), even j(1)k − ~
(1; n)
k j often decreased when k was increased. The values
shown as the \exact" k in Table 2 were computed as Ck(240; 180) using (16). They are labelled
\k" rather than \Ck(240; 180)" to avoid clutter in the headings, not because it is claimed that the
least signicant gures shown are all correct. Nevertheless, comparison with Ck(200; 150) suggests
that all gures shown for k− ~ (40) and k− ~ (80) are correct. This indicates that our method achieves
quite good accuracy with a fairly coarse mesh for this problem also. Table 2 shows results for the
lower eigenvalues (where the clustering of eigenvalues can cause problems) and also those terms (all
near k=n) for which (1)k − ~
(1;40)
k is negative. Despite signicant uctuations in the magnitude of the
error near k=n, even the larger errors were smaller than the errors in the corresponding uncorrected
estimates, except for n = 20 (and presumably for some lower n as well). With both Mathieu’s
equation and the Coey{Evans equation, q0 vanishes at both boundaries, and this simplies (12) and
(13). Results for some examples with q0(0)q0() 6= 0 and with boundary conditions (5) are given in
[7]. These results also satisfy (15).
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