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Abstract
We study Fell bundles on groupoids from the viewpoint of quan-
tale theory. Given any saturated upper semicontinuous Fell bundle
pi : E → G on an e´tale groupoid G with G0 locally compact Hausdorff,
equipped with a suitable completion C*-algebra A of its convolution
algebra, we obtain a map of involutive quantales p : MaxA → Ω(G),
where MaxA consists of the closed linear subspaces of A and Ω(G) is
the topology of G. We study various properties of p which mimick, to
various degrees, those of open maps of topological spaces. These are
closely related to properties of G, pi, and A, such as G being Haus-
dorff, principal, or topological principal, or pi being a line bundle. Un-
der suitable conditions, which include G being Hausdorff, but without
requiring saturation of the Fell bundle, A is an algebra of sections of
the bundle if and only if it is the reduced C*-algebra C∗r (G,E). We
also prove that MaxA is stably Gelfand. This implies the existence of
a pseudogroup IB and of an e´tale groupoid B associated canonically
to any sub-C*-algebra B ⊂ A. We study a correspondence between
Fell bundles and sub-C*-algebras based on these constructions, and
compare it to the construction of Weyl groupoids from Cartan subal-
gebras.
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1 Introduction
This paper draws its motivation from well known relations between C*-
algebras, groupoids, and quantales. These have been, so far, pairwise re-
lations: one is the very prolific interplay between C*-algebras and locally
compact groupoids [9, 33, 36], which pervades much of the modern litera-
ture on operator algebras and noncommutative geometry and, in the case
of e´tale groupoids, has led to fruitful notions of “diagonal” for C*-algebras
along with a geometric understanding of them in terms of e´tale groupoids,
inverse semigroups, and Fell bundles [5–7,12,23,24,36,37]; another is the re-
lation between groupoids and quantales [35, 40], which in particular yields a
biequivalence between the bicategories of localic e´tale groupoids and inverse
quantal frames [42], and also a representation of e´tendues by inverse quantal
frames [41] which is an instance of the general representation of Grothendieck
toposes by Grothendieck quantales meanwhile developed in [14–16]; finally,
each C*-algebra A has an associated quantale MaxA [30–32] that can be re-
garded as the “noncommutative spectrum” of A and, if A is unital, classifies
A up to a ∗-isomorphism [22]. It is fair to say that the relation between
quantales and C*-algebras, which is the one that motivated the terminol-
ogy “quantale” in the first place [29], is still the least well understood: in
particular, despite the fact that the functor Max is a complete invariant of
unital C*-algebras, it is not full and it is not clear how to obtain from it an
equivalence of categories that generalizes Gelfand duality. See also [21].
The purpose of this paper is to merge these three threads, ultimately
in order to gain better understanding about the quantales MaxA, but also
hoping to reframe the study of diagonals and Fell bundles in a language
that may yield new insights and in particular provide generalized notions
of diagonal that function as an algebraic counterpart for Fell bundles on
more general e´tale groupoids than those hitherto considered, or even more
geometric objects such as arbitrary Lie groupoids.
Overview. In section 2 we shall define maps of involutive quantales p :
Q → X to be homomorphisms p∗ : X → Q, as is done in locale theory and
was already the case for quantales in [31]. This is in line with the view of
quantales as spaces in their own right. Any reasonable notion of open map
should require at least the existence of a left adjoint p! of p
∗ (the “direct image
homomorphism” of p). If p! exists p is said to semiopen. Semiopen maps for
which p! is a homomorphism of X-modules provide a naive generalization
of the notion of open map of locales, and we call them weakly open. A
variant of this will be the notion of quantic bundle, which consists of a map
p : Q → Ω(G), where Ω(G) is the quantale of an e´tale groupoid G, which
3
is both surjective and semiopen and satisfies a two-sided version of a partial
form of weak openness. A more restrictive notion is that of a stable quantic
bundle, which is necessarily weakly open and can be regarded as an actual
open map because of its pullback stability properties [43].
In section 2 we also introduce a slightly weaker form of stability for quantic
bundles, called I-stability, in whose definition the quantale Q is assumed to
be stably Gelfand so that we may use the fact, proved in [44], that each
projection b ∈ Q determines a pseudogroup Ib. This is relevant in this paper
because the quantales MaxA are stably Gelfand, as we show in Theorem 2.1
(cf. Example 2.4). Quantic bundles can be regarded as a particular type of
“quantale over an e´tale groupoid”, in analogy with the view of Fell bundles
as C*-algebras over groupoids.
In section 3 we address a fairly general type of Fell bundle, requiring only
upper semicontinuity of the norm and that the base groupoid G be e´tale
with locally compact space of objects G0, as in [7]. For a saturated Fell
bundle of this kind, we begin by defining a notion of compatible C*-norm
on its convolution algebra. The completion of the convolution algebra in
a compatible C*-norm is a compatible C*-completion. The conditions on
compatible norms are very general, and for a large class of Fell bundles and
groupoids they include the full norm and the reduced norm as examples
(appendix C). We show, using results from [24], that for a continuous second
countable Fell bundle on a Hausdorff groupoid the reduced C*-algebra is the
unique compatible C*-completion which is faithful in the sense that it can be
regarded concretely as an algebra of sections of the bundle (Theorem 3.10).
From a saturated Fell bundle π : E → G and a compatible C*-completion
A one obtains a map of quantales p : MaxA → Ω(G) (Theorem 3.12). Sev-
eral properties of Fell bundles have a natural correspondence in the quantale
language, for instance nondegeneracy of π is equivalent to p being a surjec-
tion. The purpose of this paper is to develop a dictionary that relates Fell
bundles and their compatible completions to maps of quantales, in particular
addressing openness-like properties of these. So in section 4 we study Fell
bundles π and a special class of compatible completions A, called localizable
completions, which are necessarily faithful (Theorem 4.3) and for which the
associated quantale map p is semiopen. Localizability is a strong property,
as at least for trivial Fell bundles (so A is in fact an algebra of functions)
it forces the base groupoids to be Hausdorff (Theorem 4.5). Conversely, we
show, for Hausdorff groupoids that are also compact, that localizability of
A is equivalent to faithfulness (Lemma 4.7, Theorem 4.8). Another example
of localizable completion is C0(X,E) for a C*-bundle π : E → X (Theo-
rem 4.9).
In section 5 we address Fell bundles π : E → G and localizable com-
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pletions A for which the map p : MaxA → Ω(G) is a quantic bundle. In
particular, we see that if π is saturated and abelian and A is localizable then
p is a quantic bundle if and only if π is a line bundle (Theorem 5.3). We also
note that, if these equivalent conditions hold, p is weakly open (Theorem 5.4).
If, in addition, G is a principal Hausdorff groupoid with discrete orbits then
p is a stable quantic bundle (Theorem 5.8), and we obtain a partial converse
of this for trivial Fell line bundles: if A is a localizable completion of the
convolution algebra Cc(G) and p : MaxA→ Ω(G) is a stable quantic bundle
then G is necessarily a principal Hausdorff groupoid (Theorem 5.10).
Finally, in section 6 we take advantage of the fact that the quantales
MaxA are stably Gelfand in order to study the pseudogroups IB associated
to sub-C*-algebras B ⊂ A. Based on IB one obtains a more general groupoid
B than the Weyl groupoid G(B) of [37], since by construction G(B) is nec-
essarily effective, and we do not need the existence of an approximate unit
of A in B. The comparison between B and G(B) is based on relating IB
to the normalizer semigroup N(B) in the sense of [23]. In particular we
show that if B is abelian there is a homomorphism of involutive semigroups
σ : N(B) → IB (Theorem 6.2). The definition of IB is also more general
than the inverse semigroups of slices of [12], because again the existence of
an approximate unit of A in B is not required. We link these results to
Fell bundles by comparing, for a Fell line bundle π : E → G with a local-
izable completion A and corresponding quantic bundle p : MaxA → Ω(G),
the pseudogroups I(G) and IB for B = p
∗(G0). This is expressed in full
generality in terms of a comparison map k : Ω(B) → Ω(G) (Theorem 6.3).
We prove that k is an isomorphism if and only if p is an I-stable quantic
bundle (Theorem 6.8), so in such situations we have B ∼= G; that is, the
groupoid G can be recovered, up to isomorphisms, from the subalgebra B.
Despite the generality provided by the construction of IB, it is interesting
to note that the most general class of examples we have found, of I-stable
quantic bundles associated to Fell line bundles, arises from Fell bundles on
topologically principal groupoids (Theorem 6.10). These are the groupoids
considered in [37], and they are effective. This suggests that the appearance
of topologically principal groupoids in this context is more fundamental than
the construction of Weyl groupoids from Cartan subalgebras would lead us
to believe.
Several interesting questions that deserve being further looked at are left
open, notably concerning localizable completions, and we shall highlight some
of them along the text.
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2 Preliminaries
In this section we recall facts and terminology concerning involutive quan-
tales, pseudogroups, and e´tale groupoids, as well as the relation of the latter
to stably Gelfand quantales, and prove that the quantale MaxA of a C*-
algebra A is stably Gelfand. We also introduce definitions that will be used
throughout the paper, namely those of semiopen map and quantic bundle,
as well as stable quantic bundles and I-stable quantic bundles.
2.1 Involutive quantales
Quantales are semigroup objects in the monoidal category of sup-lattices, just
as rings are semigroups in the category of abelian groups. Let us provide a
brief introduction to these concepts. For general references on sup-lattices,
locales, quantales, and quantale modules, see for instance [18, 19, 34, 39, 47].
A brief introduction to locales is provided in appendix A.
Sup-lattices. Following common usage [19], we shall refer to complete lat-
tices as sup-lattices. These are the partially ordered sets L in which every
subset S ⊂ L has a join (supremum)
∨
S, and therefore also a meet (infi-
mum)
∧
S. Binary joins and meets are denoted by a∨b and a∧b, as usual in
lattice theory. Other notations may be used according to convenience. The
greatest element of L is denoted by 1L or simply 1, and the least element by
0L or 0. These are, respectively,
∨
L =
∧
∅ and
∧
T =
∨
∅.
If L and M are sup-lattices, a mapping f : L → M is a homomorphism
if it preserves joins; that is, for all S ⊂ L we have
f
(∨
S
)
=
∨
a∈S
f(a) .
A mapping f : L→ M if a homomorphism if and only if it has a right adjoint
g : M → L (cf. [26, IV.5]), by which is meant a mapping that satisfies
f(x) ≤ y ⇐⇒ x ≤ g(y)
for all x ∈ L and y ∈ M . We write f ⊣ g in order to state that g is right
adjoint to f (equivalently, f is left adjoint to g). Similarly, a mapping has a
left adjoint if and only if it preserves arbitrary meets.
If f : L→ M and g : M → L are monotone maps, the condition f ⊣ g is
also equivalent to the conjunction of the following two conditions, which are
respectively called the unit and the co-unit of the adjunction:
x ≤ g(f(x)) for all x ∈ L ,
f(g(y)) ≤ y for all y ∈M .
6
Quantales. By a quantale is meant a sup-lattice Q equipped with an as-
sociative multiplication (a, b) 7→ ab satisfying
a
(∨
S
)
=
∨
b∈S
ab and
(∨
S
)
a =
∨
b∈S
ba
for all a ∈ Q and S ⊂ Q. By an involutive quantale is meant a quantale Q
equipped with a semigroup involution a 7→ a∗ such that(∨
S
)∗
=
∨
a∈S
a∗
for all S ⊂ Q. If a quantale Q has a multiplication unit eQ (or just e) that
turns it into a monoid we say that Q is a unital quantale.
A homomorphism f : X → Q of involutive quantales is a homomorphism
of involutive semigroups that is also a homomorphism of sup-lattices; that
is, for all S ⊂ X and a, b ∈ X we have
f
(∨
S
)
=
∨
a∈S
f(a) , f(ab) = f(a)f(b) , f(a∗) = f(a)∗ .
A homomorphism of unital involutive quantales is unital if it is a monoid
homomorphism.
Let Q and X be involutive quantales. In analogy with the terminology
for locales (cf. appendix A), by a (continuous) map p : Q → X will be
meant a homomorphism p∗ : X → Q. The latter is called the inverse image
homomorphism of p. If p∗ is injective we say that p is a surjection. If both
Q and X are unital involutive quantales and p∗ is a unital homomorphism
we say that p is unital.
Examples. Any locale L is a unital involutive quantale with ab = a ∧ b
and a∗ = a for all a, b ∈ L, and e = 1. Conversely, if Q is a quantale whose
multiplication is idempotent and for which 1 is a multiplication unit then Q
is necessarily a locale and the multiplication coincides with ∧ [19].
Let S be an involutive semigroup, such as an inverse semigroup. The
powerset ℘(S) is an involutive quantale under pointwise multiplication and
involution. If S is a monoid, ℘(S) is a unital quantale with eQ = {1S}. The
join of a subset T ⊂ ℘(S) is its union
⋃
T .
If A is a complex ∗-algebra we denote by SubA the involutive quantale
that consists of the linear subspaces of A under pointwise involution and with
multiplication defined for all V,W ∈ SubA by
V ⊙W = span(V ·W ) ,
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where V ·W is the pointwise product of V and W . The joins in SubA are
sums of subspaces, which we denote by∑
α
Vα = span
(⋃
α
Vα
)
for all families (Vα) in SubA. Then span : ℘(A) → SubA is a surjective
homomorphism of involutive quantales.
Given a ∗-homomorphism f : A → B between ∗-algebras we shall also
write Sub f for the homomorphism SubA→ SubB defined by taking direct
images: Sub f(V ) = f(V ). This defines a functor Sub.
2.2 The spectrum of a C*-algebra
Let A be a C*-algebra. By the spectrum of A [30–32] is meant the invo-
lutive quantale MaxA that consists of all the closed linear subspaces of A
ordered by inclusion, with pointwise involution and with multiplication, here
denoted by concatenation, given by the closure of the linear span of pointwise
multiplication:
VW := V ⊙W = span(V ·W ) = span{ab | a ∈ V, b ∈ W} .
The topological closure map on SubA defines a surjective homomorphism of
involutive quantales
(−) : SubA→ MaxA .
If f : A → B is a ∗-homomorphism of C*-algebras we define, for all V ∈
MaxA,
Max f(V ) = f(V ) .
Then Max f is a homomorphism, and in this way we obtain a functor Max
from the category of C*-algebras and ∗-homomorphisms to the category of
involutive quantales and involutive homomorphisms.
The following is a useful property of the quantales MaxA, from which it
follows that these quantales are stably Gelfand (cf. section 2.3):
Theorem 2.1. Let A be a C*-algebra, and let V ∈ MaxA be such that
V ∗V V ∗V ⊂ V ∗V .
Then V ⊂ V V ∗V .
Proof. V ∗V is self-adjoint, so the condition V ∗V V ∗V ⊂ V ∗V makes it a
sub-C*-algebra of A. Let (uλ) be an approximate unit of V
∗V , consisting of
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positive elements in the unit ball of V ∗V , and let a ∈ V . Then a∗a ∈ V ∗V ,
and thus (in the unitization of V ∗V ) we have
lim
λ
a∗a(1− uλ) = 0 .
So we also have limλ auλ = a because
‖a− auλ‖
2 = ‖a(1− uλ)‖
2
= ‖(1− uλ)a
∗a(1− uλ)‖
≤ ‖1− uλ‖‖a
∗a(1− uλ)‖
≤ ‖a∗a(1− uλ)‖ ,
and thus we obtain V ⊂ V V ∗V .
2.3 E´tale groupoids
The relation between e´tale groupoids and inverse semigroups goes back a long
way, but the connection of either of these to quantales is more recent [40]
and we need to recall it here along with some related facts concerning stably
Gelfand quantales as in [44]. The general correspondence involves localic
groupoids, but in this paper we shall have no use for such generality, so we
shall restrict to topological groupoids, to which we refer simply as groupoids,
since no other kind will be considered.
Groupoids. A (topological) groupoid G consists of topological spaces G0
(the space of objects, or units) and G1 (the space of arrows), together with
continuous structure maps
G = G2
m // G1
i
 r //
d
// G0u
oo ,
where G2 is the pullback of the domain and range maps:
G2 = {(g, h) ∈ G1 ×G1 | d(g) = r(h)} .
The map m is multiplication and i is the inversion. The map u is required to
be a section of both d and r, so from here on we adopt the common convention
of identifying G0 with a subspace of G1 (with u being the inclusion map),
and we write G both for the groupoid and its arrow space G1. With this
convention, and writing gh instead of m(g, h), as well as g−1 instead of i(g),
the axioms satisfied by the structure maps are as follows:
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• d(x) = x and r(x) = x for each x ∈ G0;
• g(hk) = (gh)k for all (g, h) ∈ G2 and (h, k) ∈ G2;
• gd(g) = g and r(g)g = g for all g ∈ G;
• d(g) = g−1g and r(g) = gg−1 for all g ∈ G.
It follows that the image of the pairing map 〈d, r〉 : G → G0 × G0 is an
equivalence relation on G0. The equivalence classes are the orbits of G (these
are the connected components of G in the categorical sense), and the quotient
space is denoted by G0/G. For each x ∈ G0 we write [x] for the orbit
that contains x, Gx for the subspace d
−1({x}) ⊂ G, Gx for r−1({x}), and
Ix := Gx ∩ G
x for the isotropy group at x; in other words Ix is the monoid
of endomorphisms homG(x, x), which in this case is a group. Note that
[x] = r(Gx) = d(G
x).
A groupoid G is said to be e´tale if d is a local homeomorphism, in which
case the subspaces Gx, G
x, and Ix are discrete. If G is e´tale all the structure
maps are local homeomorphisms and, hence, G0 is an open subspace of G.
Conversely, any groupoid G such that d is an open map is e´tale if G0 is open
in G [40, Theorem 5.18].
If G is an e´tale groupoid, its topology Ω(G) is a unital involutive quantale
under pointwise multiplication:
UV = {gh | (g, h) ∈ G2 ∩ (U × V )} for all U, V ∈ Ω(G) ;
The involution is given by taking pointwise inverses,
U−1 = {g−1 | g ∈ U} for all U ∈ Ω(G) ;
and the multiplication unit is G0.
For e´tale groupoids G such that G0 is a sober (e.g., Hausdorff) space, the
space G is also sober and the unital involutive quantale structure of Ω(G)
completely determines G up to structure preserving homeomorphisms.
Example 2.2. Let G and H be e´tale groupoids with G0 and H0 sober. A
unital map Ω(G)→ Ω(H) can be identified with an algebraic morphism from
H to G in the sense of [2,3], in other words an action of H on G commuting
with the right multiplication of G. Such actions can be composed in order
to form a category of e´tale groupoids, and thus Ω becomes a contravariant
functor from this category of groupoids to the category of unital involutive
quantales with the unital maps as morphisms. See [42].
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Pseudogroups. Pseudogroups are usually defined concretely to be semi-
groups of local symmetries on topological spaces. The corresponding alge-
braic abstraction is provided by the notion of inverse semigroup, in the same
way that groups describe global symmetries. However, this algebraic ab-
straction may carry little or no topological information about the underlying
spaces, and a more balanced definition that caters both for the topology and
the symmetries is that of complete and infinitely distributive inverse semi-
group. These are referred to as abstract complete pseudogroups in [40], but
in this paper we call them simply pseudogroups, following [25].
Let us recall the main definitions concerning pseudogroups. In a semi-
group S an element s ∈ S is said to have an inverse t if we have both sts = s
and tst = t. By an inverse semigroup is meant a semigroup S such that
every element s ∈ S has a unique inverse, which we denote by s−1. Let S be
an inverse semigroup. The set of idempotents of S is denoted by E(S), and
the natural order of S is the partial order defined, for all s, t ∈ S, as follows:
s ≤ t if there exists f ∈ E(S) such that s = ft. Two element s, t ∈ S are
compatible if both st−1 ∈ E(S) and s−1t ∈ E(S), and a subset X ⊂ S is
compatible if any two elements s, t ∈ X are compatible. Then S is said to be
complete if every compatible subset X ⊂ S has a join
∨
X ∈ S in the nat-
ural order. We note that E(S) is a compatible subset, and thus a complete
inverse semigroup is necessarily a monoid with unit e =
∨
E(S). Finally, a
complete inverse semigroup S is infinitely distributive if for all s ∈ S and all
compatible subsets X ⊂ S we have the distributivity law s
∨
X =
∨
x∈X sx.
In fact, a complete inverse semigroup S is infinitely distributive if and only
if E(S) is a locale. If E(S) is isomorphic to the topology Ω(X) of a topo-
logical space X the pseudogroup is spatial. For instance, given a topological
space X , the symmetric pseudogroup on X is the monoid I(X) of all the
partial homeomorphisms on X (i.e., homeomorphisms whose domain and
codomain are open subsets of X). This is a spatial pseudogroup, and we
have E(I(X)) ∼= Ω(X).
Let G be an e´tale groupoid. The elements U ∈ Ω(G) satisfying U−1U ⊂
G0 and UU
−1 ⊂ G0 are called partial units of the quantale Ω(G) and they
form a pseudogroup I(G) with the same multiplication of Ω(G) and inverses
given by the involution. This pseudogroup is spatial and its locale of idempo-
tents is isomorphic to Ω(G0). Every spatial pseudogroup is of this form, up to
isomorphism. The partial units of Ω(G) are the same as the local bisections
of G, which are usually defined to be the open subsets U ⊂ G for which the
restrictions d|U and r|U are injective. Such open subsets can also be described
as being the images of the local bisection maps of G, which are the local sec-
tions α : dom(α)
∼=
−→ U ⊂ G of d such that r is injective on U , and thus
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whose composition with r yields a homeomorphism r ◦ α : dom(α) → r(U)
between open subsets of G0. Alternatively, one could instead consider local
sections of r on whose image d is injective. Where needed, we shall distin-
guish these two notions of local bisection map by referring to them as domain
local bisection maps and range local bisection maps, respectively.
If S is a pseudogroup there is a unital involutive quantale L∨(S) associ-
ated to it, which can be described concretely as consisting of the set of all
the (necessarily nonempty) downsets of S which are closed under the for-
mation of joins of compatible sets. The mapping S → L∨(S) defined by
s 7→ ↓s = {t ∈ S | t ≤ s} is a homomorphism of monoids that preserves joins
of compatible sets and has the following universal property: given any unital
involutive quantale Q and any homomorphism of monoids f : S → Q that
preserves joins of compatible sets, there is a unique homomorphism of unital
involutive quantales f ♯ : L∨(S)→ Q that makes the diagram commute:
S
↓(−)
//
f
''◆◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆ L∨(S)
f♯

Q
We note that L∨(S) is also a locale, in fact an inverse quantal frame, and
that L∨ is a functor that defines an equivalence of categories between the
category of pseudogroups and the category of inverse quantal frames [40]. In
particular, if G is an e´tale groupoid we have an isomorphism of unital involu-
tive quantales Ω(G) ∼= L∨(I(G)). Moreover, due to the universal property of
L∨(S), the locale points of L∨(S) can be identified with the compatibly prime
filters of S, by which we mean the filters F ⊂ S (in the usual sense of filters of
a meet-semilattice) such that, for all compatible subsets X ⊂ S, if
∨
X ∈ F
then x ∈ F for some x ∈ X . These filters coincide with the sets that are usu-
ally called the germs of S [27, Corollary 5.7] (see also [25]). They can be given
the structure of an e´tale groupoid Germs(S), and we have an isomorphism of
pseudogroups S ∼= I(Germs(S)). Conversely, if G is an e´tale groupoid, there
is an isomorphism of topological groupoids G ∼= Germs(I(G)).
Stably Gelfand quantales. A stably Gelfand quantale is an involutive
quantale such that for all a ∈ Q we have
aa∗a ≤ a =⇒ aa∗a = a .
Such quantales are useful in the study of sheaf theory for involutive quan-
tales [41].
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Example 2.3. Let G be an e´tale groupoid. The quantale Ω(G) is stably
Gelfand because it satisfies U ⊂ UU−1U for all U ∈ Ω(G).
Example 2.4. Let A be a C*-algebra. The spectrum MaxA (see section 2.2)
is stably Gelfand, for if V ∈ MaxA and V V ∗V ⊂ V then V ∗V V ∗V ⊂ V ∗V ,
and thus V V ∗V = V , by Theorem 2.1.
Let Q be a stably Gelfand quantale, and let b ∈ Q be a projection (that
is, an element such that b2 = b = b∗). The set of partial units relative to b is
Ib(Q) := {a ∈ Q | a
∗a ≤ b, aa∗ ≤ b, ab ≤ a, ba ≤ a} .
Under the multiplication of Q this is a pseudogroup [44]. Its unit is b, and
its idempotents are the two-sided elements of the involutive subquantale
↓(b) ⊂ Q:
(2.1) E(Ib(Q)) = T(↓(b)) = {a ≤ b | ab ≤ a, ba ≤ a} .
The inclusion Ib(Q)→ Q extends to a homomorphism of involutive quantales
ϕb : L
∨(Ib(Q))→ Q, hence definining a map of involutive quantales pb : Q→
L∨(Ib(Q)) by the condition p∗b = ϕb. If the pseudogroup Ib(Q) is spatial we
say that b is a spatial projection. In this case we can identify pb with a map
pb : Q→ Ω(G), where G = Germs(Ib(Q)).
Example 2.5. Let A be a C*-algebra. A projection B ∈ MaxA is precisely a
sub-C*-algebra B ⊂ A. By (2.1) the locale of idempotents of the pseudogroup
IB(MaxA) coincides with I(B), the locale of closed two-sided ideals of B.
This is isomorphic to the Jacobson topology of the primitive spectrum of B,
so IB(MaxA) is a spatial pseudogroup.
2.4 Quantic bundles
Semiopen maps. Let p : Q → X be a map of involutive quantales. If p∗
has a left adjoint p! we say that p is semiopen, as in [38] for locales.
Lemma 2.6. Let p : Q→ X be a semiopen map. Then, for all a, b ∈ Q,
p!(ab) ≤ p!(a)p!(b) ,(2.2)
p!(a
∗) = p!(a)
∗ .(2.3)
Moreover, p is surjective if and only if p!(p
∗(x)) = x for all x ∈ X.
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Proof. Let a, b ∈ Q. Then, using both the unit and the counit of the adjunc-
tion p! ⊣ p
∗, we obtain (2.2):
p!(ab) ≤ p!
(
p∗p!(a)p
∗p!(b)
)
= p!
(
p∗
(
p!(a)p!(b)
))
≤ p!(a)p!(b) .
Let a ∈ Q. For all x ∈ X we have
p!(a
∗) ≤ x ⇐⇒ a∗ ≤ p∗(x) ⇐⇒ a ≤ p∗(x)∗ ⇐⇒ a ≤ p∗(x∗)
⇐⇒ p!(a) ≤ x
∗ ⇐⇒ p!(a)
∗ ≤ x ,
and thus p!(a
∗) = p!(a)∗. The condition concerning surjectivity is an elemen-
tary property of adjunctions between sup-lattices.
Open maps and quantic bundles. Let Q and X be involutive quantales.
A map p : Q→ X is said to be weakly open if it is semiopen and p! : Q→ X is
a homomorphism of left X-modules with respect to the X-module structure
on Q induced by “change of ring” along p∗; that is, for all a ∈ Q and x ∈ X
we have
(2.4) p!(p
∗(x)a) = xp!(a) .
Evidently, if Q and X are locales then p is a weakly open unital map of unital
involutive quantales if and only if it is open as a map of locales. We note
that due to the involution we may equivalently consider right X-modules:
Lemma 2.7. A semiopen map p : Q → X of involutive quantales is weakly
open if and only if p! is a homomorphism of right X-modules.
Proof. Let p : Q→ X be weakly open. Then for all a ∈ Q and x ∈ X
p!
(
ap∗(x)
)
= p!
(
p∗(x)∗a∗
)∗
= p!
(
p∗(x∗)a∗
)∗
=
(
x∗p!(a
∗)
)∗
=
(
x∗p!(a)
∗)∗
= p!(a)x ,
so p! is also right X-equivariant. Similarly, right X-equivariance implies
(2.4).
Let G be an e´tale groupoid. A map p : Q→ Ω(G) is said to be a quantic
bundle over G if it is both semiopen and surjective and moreover it satisfies
the equation
(2.5) p!(ap
∗(U)b) = p!(a)Up!(b)
for all U ∈ Ω(G) and all a, b ∈ Q such that p!(a) ∈ I(G) and p!(b) ∈ I(G).
If, in addition, (2.5) holds for all a, b ∈ Q we say that p is a stable
quantic bundle. This can be regarded as an actual open map of involutive
quantales [43].
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Lemma 2.8. Let p : Q → Ω(G) be a quantic bundle over G. For all U ∈
Ω(G) and all a ∈ Q such that p!(a) ∈ I(G) we have
p!(ap
∗(U)) = p!(a)U ,(2.6)
p!(p
∗(U)a) = Up!(a) .(2.7)
Moreover, if p is a stable quantic bundle then it is a weakly open map.
Proof. (2.6) and (2.7) are equivalent due to the quantale involutions (cf.
Lemma 2.7), so we prove only (2.6), which follows from (2.5) and the surjec-
tivity of p:
p!(ap
∗(U)) = p!(ap
∗(UG0)) = p!(ap
∗(U)p∗(G0)) = p!(a)Up!(p
∗(G0))
= p!(a)UG0 = p!(a)U .
The same reasoning applies to all a ∈ Q if p is a stable quantic bundle, so in
this case p is weakly open.
Example 2.9. Let L be a locale and Y a topological space, regarded as a
groupoid G = G0 = Y . Any quantic bundle p : L → Ω(Y ) (equivalently,
stable quantic bundle) is an open surjection of locales. The converse is not
true. For instance, if L = Ω(X) for a Hausdorff space X , and p = Ω(ϕ) for
an open continuous map ϕ : X → Y , then p is a quantic bundle if and only
if ϕ is injective. See [43].
I-stable quantic bundles. Taking into account the pseudogroups associ-
ated to stably Gelfand quantales, a weakening of the notion of stable quantic
bundle can be defined, as we now see.
Lemma 2.10. Let G be an e´tale groupoid, Q a stably Gelfand quantale,
p : Q→ Ω(G) a quantic bundle, and let b = p∗(G0). The following conditions
are equivalent:
1. p!(s) ∈ I(G) for all s ∈ Ib(Q);
2. p!(st) = p!(s)p!(t) for all s, t ∈ Ib(Q);
3. p!(s p
∗(U) t) = p!(s)Up!(t) for all s, t ∈ Ib(Q) and U ∈ Ω(G).
Proof. (1)⇒ (3). Assume that (1) holds and let s, t ∈ Ib(Q) and U ∈ Ω(G).
Then, since p is a quantic bundle, (3) immediately follows.
(3) ⇒ (2). Assume that (3) holds and let s, t ∈ Ib(Q). Then sbt ≤ st,
and the following derivation together with Lemma 2.6 proves (2):
p!(st) ≥ p!(sbt) = p!(s p
∗(G0) t) = p!(s)G0 p!(t) = p!(s)p!(t) .
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(2)⇒ (1). Assume that (2) holds and let s ∈ Ib(Q). Then
p!(s)
−1p!(s) = p!(s
∗s) ≤ p!(b) = p!(p
∗(G0)) ⊂ G0 ,
and, similarly, p!(s)p!(s)
−1 ⊂ G0. Hence, p!(s) ∈ I(G).
A quantic bundle p : Q → Ω(G) is said to be I-stable if it satisfies the
equivalent conditions of Lemma 2.10. Clearly, every stable quantic bundle is
I-stable.
3 Fell bundles versus maps
Throughout this section every topological groupoid G will be assumed to
be e´tale with locally compact Hausdorff object space G0. We note that G0,
which is an open subspace of G, is also closed if G is Hausdorff. In addition,
each local bisection in I(G) is homeomorphic to an open subset of G0, and
thus it is locally compact Hausdorff, too. Hence, G is a locally Hausdorff
and locally compact space (cf. [20, 33]).
3.1 Fell bundles on groupoids
The earlier works on Fell bundles over groupoids (see [24] and references
therein) address Hausdorff groupoids and bundles with continuous norm.
Although these will also play a role in this paper, we shall begin by working
with a more general definition that applies to locally Hausdorff groupoids
and which can be found in [6]. We recall it next.
Basic definitions and facts. By a Fell bundle on G will be meant an
(upper semicontinuous) Banach bundle π : E → G (cf. appendix B) equipped
with a multiplication map
m : E2 → E ,
where E2 =
{
(e, f) ∈ E ×E |
(
π(f), π(e)
)
∈ G2
}
, and an involution map
(−)∗ : E → E ,
such that the following conditions hold, where we write ef instead ofm(e, f),
and Eg instead of π
−1({g}):
1. The multiplication is associative: for all e, f, g ∈ E such that (e, f) and
(f, g) belong to E2 we have (ef)g = e(fg).
16
2. The involution map satisfies, for all (e, f) ∈ E2, the conditions e
∗∗ = e
and (ef)∗ = f ∗e∗.
3. The projection of the bundle is functorial: for all (e, f) ∈ E2 we have
π(ef) = π(e)π(f) and π(e∗) = π(e)−1. (Equivalently, in terms of fibers,
we have EgEh ⊂ Egh and (Eg)
∗ = Eg−1 for all (g, h) ∈ G2.)
4. For each pair (g, h) ∈ G2 the multiplication restricts to a bilinear map
Eg ×Eh → Egh.
5. For each g ∈ G the involution restricts to a skew-linear map Eg → Eg−1 .
6. For all (e, f) ∈ E2 we have ‖ef‖ ≤ ‖e‖‖f‖.
7. For all e ∈ E we have ‖e‖ = ‖e∗‖.
8. For all e ∈ E we have ‖e∗e‖ = ‖e‖2.
9. For all e ∈ E we have e∗e ≥ 0.
If the bundle is continuous as a Banach bundle we say that it is a continuous
Fell bundle. And it is a second countable Fell bundle if E, and hence also G,
is second countable. Note that for each unit arrow x ∈ G0 the fiber Ex is a
C∗-algebra (not necessarily unital). Hence, the norm on Ex is unique, and
from this it follows, due to the condition ‖e‖2 = ‖e∗e‖, that there is a unique
norm on E that makes it a Fell bundle. By a C*-bundle will be meant a Fell
bundle on a locally compact Hausdorff space (i.e., on a groupoid G such that
G = G0). If Ex is abelian for all x ∈ G0 the bundle is said to be abelian. The
zero of each Eg is denoted by 0g or simply 0 if there is no ambiguity. The
Fell bundle is nondegenerate if it does not have 0-dimensional fibers, and it
is saturated if for all (g, h) ∈ G2 we have EgEh = Egh.
Trivial Fell bundles. Let F be a C*-algebra. The projection π2 : F×G→
G is a trivial Banach bundle whose norm is given by ‖(a, g)‖ = ‖a‖, and it
is a saturated Fell bundle, called a product Fell bundle, if we define the
multiplication and involution as follows, for all (g, h) ∈ G2 and all a, b ∈ F :
• (a, g)(b, h) = (ab, gh);
• (a, g)∗ = (a∗, g−1).
Any Fell bundle which is isomorphic to a product Fell bundle π2 : F×G→ G
via a fiberwise linear isometry that also preserves multiplication and the
involution will be referred to as a trivial Fell bundle with fiber F . If π : E → G
is such a bundle, for all x ∈ G0 the C*-algebra Ex is ∗-isomorphic to F .
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Sections. Let π : E → G be a Fell bundle. By a section of π is meant a
function (continuous or not) s : G→ E such that π ◦ s = idG. The mapping
g 7→ 0g is the zero section of the bundle, and its image in E is denoted by 0.
Under pointwise operations the sections form a complex vector space which
we denote by Γ (G,E). If U ⊂ G is any subset we write Γ (U,E) for the
linear subspace of Γ (G,E) consisting of those sections s that vanish outside
U , and L∞(U,E) for the subset of Γ (U,E) consisting of those sections whose
pointwise norm is bounded in U . Also, if U is open, we write C(U,E) for the
subspace of Γ (U,E) whose sections are continuous on U , and, if U is also
Hausdorff, C0(U,E) is the subspace of C(U,E) whose sections go to zero at
infinity in U : s ∈ C0(U,E) if and only if for all ǫ > 0 there is a compact
subspace K ⊂ U such that ‖s(g)‖ < ǫ for all g /∈ K.
Lemma 3.1. Let π : E → G be a Fell bundle. There is an associative
bilinear multiplication
(s, t) 7→ st : C(U,E)× C(V,E)→ C(UV,E)
which is defined, for every pair U, V ∈ I(G) and every g ∈ UV , by st(g) =
s(h)t(k) where h and k are, respectively, the unique elements of U and V
such that g = hk.
Proof. The uniqueness of h and k is clear from the fact that d and r restrict
to injective mappings on U and V . The bilinearity of the multiplication is
obvious, and st is a continuous section because h and k are obtained by
composition of continuous maps, since k = β(d(g)) and h = α(r(k)), where
α and β are the local bisection maps whose images are U and V , respectively.
Finally, associativity follows from the associativity of multiplication in the
Fell bundle, since if si ∈ C(Ui, E) we have (s1s2)s3(g) = s1(g1)s2(g2)s3(g3) =
s1(s2s3)(g), where g = g1g2g3 is the unique decomposition of g as a product
of elements of U1, U2, and U3.
Since G is locally compact, the Fell bundle has enough sections in the
following sense: for each e ∈ E there is an open set U ⊂ G containing π(e)
and a section s ∈ C(U,E) such that s(π(e)) = e. This follows from the
general result of Douady and dal Soglio-Herault [13, Appendix C] because
U can be taken to be Hausdorff, in which case the restricted Banach bundle
π|EU : EU → U (where EU := π
−1(U)) has a locally compact Hausdorff
base space and thus it has enough continuous sections (see appendix B). A
consequence of this is that the image {0g | g ∈ G} of the zero section is a
closed set of E (Theorem B.2).
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Line bundles and twists. By a Fell line bundle will be meant any Fell
bundle whose fibers Eg have complex dimension 1. In the case that π is a
trivial line bundle we identify the sections with complex valued functions on
G and write Γ (G) instead of Γ (G,E), C(U) instead of C(U,E), etc.
The unit section of a Fell line bundle π : E → G is defined to be the map
1 ∈ Γ (G0, E) given by
1(x) = 1x
where 1x is the C*-algebra unit of Ex ∼= C.
For a Fell line bundle we have the following simple fact:
Lemma 3.2. Any Fell line bundle π : E → G is saturated. Hence, if (e, f) ∈
E2 we have ef = 0 if and only if e = 0 or f = 0.
Proof. Let (g, h) ∈ G2, and let x = g
−1g. For a Fell line bundle we have
either EgEh = Egh or EgEh = {0gh}. Hence, since ‖e
∗e‖ = ‖e‖2 for all
e ∈ Eg, we must have Eg−1Eg = Ex. In addition, for all f ∈ Eh \ {0h} we
have 1xf 6= 0h because ff
∗ ∈ Ex and ‖1xff ∗‖ = ‖ff ∗‖ = ‖f‖2. It follows
that
Eg−1EgEh = ExEh = Eh ,
so EgEh 6= {0gh} and we conclude that π is saturated.
If G is Hausdorff and π : E → G is a continuous Fell line bundle then π is
locally trivial (cf. appendix B), and thus it has a trivialization ψ : U ×C
∼=
−→
EU over any open set U ⊂ G for which there exists a nowhere zero section
s ∈ C(U,E), given by
ψ(g, z) = zs(g) .
In this case we say that π is a twist over G, and the pair (G, π) is called
a twisted groupoid. This terminology follows loosely that of [37], where the
name twist refers instead to the associated principal bundle of π.
It follows from [10, Example 5.5] that the restriction π|EG0 : EG0 → G0
of a twist π : E → G is necessarily a trivial bundle, and thus the unit section
1 : G0 → E is continuous. Hence, for a twist we have C(G0) ∼= C(G0, E),
Cc(G0) ∼= Cc(G0, E), and C0(G0) ∼= C0(G0, E). The isomorphisms are, for
each function f : G0 → C, given by f 7→ f1.
Supports. Let π : E → G be a Fell bundle, and let U ⊂ G be an open set.
The open support supp◦(s) of a section s ∈ C(U,E) is defined by
supp◦(s) = {g ∈ G | s(g) 6= 0g} .
Since U is an open set, the set supp◦(s) is itself open because the restricton
s|U : U → E is continuous and supp
◦(s) = (s|U)−1(E \ 0), where E \ 0 is
open due to Theorem B.2.
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Lemma 3.3. Let π : E → G be a Fell bundle, and let U, V ∈ I(G), s ∈
C(U,E) and t ∈ C(V,E). Then
supp◦(st) ⊂ supp◦(s) supp◦(t) .
If π is a line bundle we have
supp◦(st) = supp◦(s) supp◦(t) .
Proof. supp◦(s) supp◦(t) = {gh | s(g) 6= 0g, t(h) 6= 0h} and supp◦(st) =
{gh | s(g)t(h) 6= 0gh}, so the inclusion is immediate. In the case of a Fell line
bundle the equality follows from Lemma 3.2.
The support supp(s) is the closure supp◦(s) in G. We shall also use the
notation suppU(s) to denote the support of the restriction s|U : U → E; that
is,
suppU(s) = supp(s) ∩ U .
3.2 Convolution algebras
The usual definition of convolution algebras based on compactly supported
functions needs to be adjusted in order to apply to non-Hausdorff groupoids.
In this section we present an adaptation, for topological e´tale groupoids and
Fell bundles, of the construction of the convolution algebra C∞c (G) of the
holonomy groupoid of a foliation, as introduced in [8]. See also [20, 33].
The adaptation is straightforward, but nevertheless we provide a detailed
presentation that will be useful for the specific purposes of the following
sections, and we also fix terminology and notation.
Compactly supported sections. Let π : E → G be a Fell bundle. If V
is any open and Hausdorff subspace of G we denote by Cc(V,E) the set of
all the sections s ∈ C(V,E) whose restriction s|V is compactly supported:
Cc(V,E) := {s ∈ C(V,E) | suppV (s) is compact} .
Equivalently,
Cc(V,E) = {s ∈ C(V,E) | supp
◦(s) ⊂ K ⊂ V for some compact set K} .
If π is a trivial Fell bundle with fiber A then Cc(V,E) can be regarded as
a space of A-valued functions and we write Cc(V,A) instead of Cc(V,E), or
Cc(V ) (instead of Cc(V,C)) in the case of line bundles.
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Lemma 3.4. Let π : E → G be a Fell bundle, and V ⊂ G an open Hausdorff
subspace.
1. For all open sets W ⊂ V we have Cc(W,E) ⊂ Cc(V,E).
2. For all families (Vα) of open sets such that V =
⋃
α Vα we have
Cc(V,E) =
∑
α
Cc(Vα, E) .
3. And we also have
(3.1) Cc(V,E) =
∑
U ∈ I(G)
U ⊂ V
Cc(U,E) .
Proof. Let W ⊂ V be an open set, let s ∈ Cc(W,E), and let K be a compact
set such that supp◦(s) ⊂ K ⊂ W . Then K is closed in V because V is
Hausdorff. Another closed subset of V is Y := V \ supp◦(s), and we have
K ∪ Y = V . Write t for the restriction s|V . Then t|K is continuous because
it is a restriction of s|W , and t|Y is continuous because it is a restriction of
the zero section. So t is continuous or, equivalently, s ∈ C(V,E). Hence,
since supp◦(s) ⊂ K ⊂ V , we have s ∈ Cc(V,E), showing that Cc(W,E) ⊂
Cc(V,E). This proves (1).
Let (Vα) be a family of open sets of G such that
⋃
α Vα = V . Due to (1),
for each α we have Cc(Vα, E) ⊂ Cc(V,E), and thus the following inclusion
holds: ∑
α
Cc(Vα, E) ⊂ Cc(V,E) .
For the converse inclusion let s ∈ Cc(V,E), and let V1, . . . , Vn be a finite
subfamily of (Vα) covering suppV (s). Using a partition of unity (which exists
because suppV (s) is a compact Hausdorff space) we may write s = s1+· · ·+sn
with si ∈ Cc(Vi, E) for all i = 1, . . . , n, which means that s ∈
∑
αCc(Vα, E)
and thus we have
Cc(V,E) ⊂
∑
α
Cc(Vα, E) .
This proves (2).
Finally, since G is e´tale, V is a union of local bisections, so (3) follows
from (2).
Given a Fell bundle π : E → G, let us denote by CIc (G,E) the set of all
the sections of π which are compactly supported in local bisections:
CIc (G,E) :=
⋃
U∈I(G)
Cc(U,E) .
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Lemma 3.5. Let π : E → G be a Fell bundle.
1. There is an associative multiplication (s, t) 7→ st on CIc (G,E) defined
by the formula
st(g) =
{
0 if g /∈ supp◦(s) supp◦(t)
s(h)t(k) if g = hk with h ∈ supp◦(s) and k ∈ supp◦(t) .
2. For all s, t ∈ CIc (G,E) and λ ∈ C we have λs ∈ C
I
c (G,E) and (λs)t =
λ(st) = s(λt).
3. For all s, t, u ∈ CIc (G,E) if t+ u ∈ C
I
c (G,E) then st+ su and ts+ tu
belong to CIc (G,E) and s(t + u) = st + su and (t + u)s = ts + us.
Proof. Let U, V ∈ I(G), and let s ∈ Cc(U,E) and t ∈ Cc(V,E). The product
st coincides with that of Lemma 3.1, so in order to prove (1) we need only
show that st ∈ Cc(UV,E). Let K and L be compact sets of G such that
supp◦(s) ⊂ K ⊂ U and supp◦(t) ⊂ L ⊂ V . The pointwise product of
compact sets of G is compact (this is because G2 is closed in G1×G1, which
in turn follows from G0 being Hausdorff), and thus KL is compact. Hence,
using Lemma 3.3 we obtain supp◦(st) ⊂ supp◦(s) supp◦(t) ⊂ KL ⊂ UV ,
so st ∈ Cc(UV,E). This proves (1). Then (2) is obvious, and for (3) let
s, t, u ∈ CIc (G,E) be such that t + u ∈ C
I
c (G,E). We shall prove only the
equation s(t+u) = st+su, as the other is similar. The main thing to keep in
mind is that for any v, w ∈ CIc (G) and g ∈ G such that G
r(g) ∩ supp◦(v) 6= 0
there is h such that Gr(g) ∩ supp◦(v) = {h} and vw(g) = v(h)w(h−1g). So
let g ∈ G be such that
s(t + u)(g) 6= 0 .
Then s(t + u)(g) = s(h)(t + u)(k) = s(h)t(k) + s(h)u(k), where Gr(g) ∩
supp◦(s) = {h} and k = h−1g. Also, we obtain s(h)t(k) = st(g) and
s(h)u(k) = su(g), and thus s(t + u)(g) = (st + su)(g). Now let g ∈ G
be such that
(st+ su)(g) 6= 0 .
Then either st(g) 6= 0 or su(g) 6= 0, and either way we have Gr(g)∩supp◦(s) 6=
∅. Then st(g) = s(h)t(k) and su(g) = s(h)u(k) where Gr(g)∩ supp◦(s) = {h}
and k = h−1g, and thus (st+su)(g) = s(h)(t(k)+u(k)) = s(t+u)(g). Hence,
s(t + u) = st + su.
Let π : E → G be a Fell bundle. If V ⊂ G is open but not necessarily
Hausdorff, the linear combination on the right hand side of (3.1) still makes
sense (because every local bisection U ∈ I(G) is Hausdorff) but not all
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sections in it are necessarily continuous in V , so we use the following different
notation:
Γc(V,E) :=
∑
U ∈ I(G)
U ⊂ V
Cc(U,E) .
Making V = G we obtain the space of compactly supported sections of the
Fell bundle,
Γc(G,E) =
∑
U∈I(G)
Cc(U,E) = span
(
CIc (G,E)
)
,
which by Lemma 3.4 coincides with Cc(G,E) if G is a Hausdorff groupoid.
Note that, again by Lemma 3.4, we could have defined Γc(G,E) equiva-
lently without any reference to local bisections (cf. [20, 33]):
Γc(G,E) =
∑{
Cc(V,E) | V ⊂ G is Hausdorff and open
}
.
Similar conventions as before apply to trivial Fell bundles, namely for a
trivial bundle π : E → G with fiber A we write Γc(V,A) instead of Γc(V,E),
or Cc(V ) in the case of a line bundle.
Convolution and involution. Let π : E → G be a Fell bundle. The con-
volution product of Γc(G,E) is obtained from the product of Lemma 3.5(1)
by bilinear extension. This is well defined due to Lemma 3.5(2)–(3). Equiv-
alently, we obtain familiar formulas in terms of finite sums: for all g ∈ G and
s, t ∈ Γc(G,E)
st(g) =
∑
g=hk
s(h)t(k) =
∑
k∈Gd(g)
s(gk−1)t(k) =
∑
h∈Gr(g)
s(h)t(h−1g) .
Also, given U ∈ I(G) we have a skew-linear map
(3.2) s 7→ s∗ : Cc(U,E)→ Cc(U
−1, E)
defined by s∗(x) = s(x−1)∗ for all x ∈ U , and this extends in an obvious way
to Γc(G,E). These operations make Γc(G,E) an involutive algebra that we
refer to as the convolution algebra of the Fell bundle.
So for each Fell bundle π : E → G we have an associated involutive
quantale SubΓc(G,E) and a mapping
Cc(−, E) : I(G)→ SubΓc(G,E)
which to each U ∈ I(G) assigns Cc(U,E). From the previous lemmas it
follows that this mapping is a lax homomorphism of involutive semigroups
that also preserves joins of compatible sets:
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Lemma 3.6. Let π : E → G be a Fell bundle. The following properties hold:
1. For every compatible family (Uα) in I(G) we have Cc
(⋃
α Uα, E
)
=∑
αCc(Uα, E).
2. For all U ∈ I(G) we have Cc(U
−1, E) = Cc(U,E)∗.
3. For all U, V ∈ I(G) we have Cc(U,E)⊙ Cc(V,E) ⊂ Cc(UV,E).
Proof. Since I(G) is a complete inverse semigroup, a family (Uα) in I(G) is
compatible if and only if
⋃
α Uα ∈ I(G). So (1) follows from Lemma 3.4(3).
Then (2) follows directly from the definition of the involution in (3.2), and (3)
follows from the fact that for each U, V ∈ I(G) the multiplication in CIc (G,E)
restricts to a mapping (s, t) 7→ st : Cc(U,E) × Cc(V,E) → Cc(UV,E) (cf.
proof of Lemma 3.51).
3.3 Compatible norms
Let us now define a very general notion of C*-completion of the convolution
algebra of a Fell bundle, which for a large class of bundles includes the
reduced C*-algebra and the full C*-algebra as examples. For continuous
second countable Fell bundles on Hausdorff groupoids this will lead to a
description of reduced C*-algebras that we may regard as an alternative
abstract definition of them.
Basic definitions and facts. By a compatible C*-norm (or simply a com-
patible norm) for a Fell bundle π : E → G is meant any C*-norm ‖ ‖ on
Γc(G,E) which satisfies, for all s ∈ Γc(G,E),
‖s‖∞ ≤ ‖s‖ ,(3.3)
‖s‖∞ = ‖s‖ if s ∈ Cc(U,E) for some U ∈ I(G) .(3.4)
The completion of Γc(G,E) in a compatible norm is called a compatible C*-
completion (or simply a compatible completion).
We note that, for a local bisection U ∈ I(G), the closure of Cc(U,E) in
a compatible completion can be identified with C0(U,E).
Examples of compatible norms are, for a large class of Fell bundles and
groupoids, the full norm and the reduced norm, and also any C*-norm lying
between them such as the norms in [3, 4] and references therein (cf. Theo-
rem C.5 and Theorem C.8).
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Evaluation maps. Let ‖ ‖ be a compatible norm for a Fell bundle π :
E → G and let us denote by A the corresponding compatible completion.
The condition ‖ ‖∞ ≤ ‖ ‖ implies that for each g ∈ G the mapping
Γc(G,E) → Eg
s 7→ s(g)
is linear and uniformly continuous, and thus it extends to a uniformly con-
tinuous linear evaluation map
evalg : A→ Eg .
We note that each element of A is of the form a = limk
∑nk
i=1 si,k where each
si,k is in Cc(Ui,k, E) for some Ui,k ∈ I(G), and so evalg(a) is a similar limit
in Eg:
(3.5) evalg(a) = lim
k
nk∑
i=1
si,k(g) .
If U ∈ I(G) then any element a ∈ Cc(U,E) ∼= C0(U,E) can be regarded
as a section of π and thus we shall write a(g) instead of evalg(a) for each
g ∈ G.
The following is a useful formula for the evaluation of a product where
one of the factors can be approximated by sections which are compactly
supported in a given local bisection.
Lemma 3.7. Let π : E → G be a Fell bundle and A a compatible completion.
Let a ∈ A and b ∈ Cc(U,E) with U ∈ I(G), and let g ∈ G. Then U ∩ Gd(g)
is either empty or a singleton, and we have
evalg(ab) =
{
evalgk−1(a)b(k) if U ∩Gd(g) = {k} ,
0g if U ∩Gd(g) = ∅ .
Proof. Let a = limn sn and b = limn tn for sequences (sn) and (tn) in Γc(G,E)
and Cc(U,E), respectively. Then evalg(ab) = limn(sntn)(g). For each n we
have
(3.6) (sntn)(g) =
∑
g=hk
sn(h)tn(k) .
If U ∩ Gd(g) = ∅ we have tn(k) = 0k for all k such that g = hk, so the sum
(3.6) is zero for all n, and thus evalg(ab) = 0g. Otherwise, since U is a local
bisection (so d is injective when restricted to U), there is a unique arrow
k ∈ U ∩Gd(g), and thus the sum (3.6) equals sn(h)tn(k) with h = gk
−1. Then
evalg(ab) = limn(sn(h)tn(k)) = evalh(a)b(k) .
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Let U, V ∈ I(G). A consequence of Lemma 3.7 is that if a ∈ Cc(U,E)
and b ∈ Cc(V,E) then for all g ∈ UV we have
evalg(ab) = a(h)b(k)
where h and k are the unique arrows of G in U and V , respectively, such
that g = hk. So evalg(ab) coincides with ab(g) as given by Lemma 3.1. In
other words, the operation
Cc(U,E)× Cc(V,E)→ Cc(UV,E)
obtained by restricting the multiplication of A coincides with the general
product of continuous sections of Lemma 3.1, and it follows that for each
a ∈ Cc(U,E) and b ∈ Cc(V,E) we have the following formulas for the open
supports (cf. Lemma 3.3): supp◦(ab) ⊂ supp◦(a) supp◦(b) and, if π is a line
bundle, supp◦(ab) = supp◦(a) supp◦(b).
Reduction of compatible norms. Let π : E → G be a Fell bundle and
A a compatible completion. For each a ∈ A we define a section aˆ ∈ Γ (G,E)
by, for all g ∈ G,
aˆ(g) = evalg(a) .
The set of all such sections is denoted by Aˆ and it is referred to as the
reduction of A. The linearity of evalg implies that Aˆ is a linear subspace of
Γ (G,E) and that the mapping
A → Aˆ
a 7→ aˆ
is linear. We shall refer to the latter as the reduction map. Its kernel is
J =
⋂
g∈G
ker evalg
and thus it is a closed linear subspace, so Aˆ is a Banach space with the norm
‖̂aˆ‖ = inf
b∈J
‖a+ b‖ ,
which we refer to as the reduction of ‖ ‖. We also note that J is an ideal of A,
since if a ∈ J and t ∈ Cc(U,E) for some U ∈ I(G) we have, by Lemma 3.7,
evalg(at) = 0 because evalh(a) = 0 for all h ∈ G, and thus at ∈ J . Similarly,
ta ∈ J . Hence, ‖̂ ‖ is a C*-norm and Aˆ is a C*-algebra.
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Faithful compatible norms. Let π : E → G be a Fell bundle, and let A
be a compatible completion. Note that for s ∈ Γc(G,E) we have sˆ = s but
‖̂s‖ < ‖s‖ in general, for the condition ‖̂ ‖ = ‖ ‖ on all Γc(G,E) holds if and
only if the reduction map A→ Aˆ is an isomorphism. If the latter conditions
hold we say that the norm (and the completion) is faithful. In such situations
we shall always identify A with Aˆ, thus viewing A concretely as a subspace
of Γ (G,E) and writing, e.g., a(g) instead of evalg(a) or aˆ(g).
Lemma 3.8. Let π : E → G be a Fell bundle and A a compatible completion.
If ‖ ‖ is faithful and s ∈ A is a limit of continuous compactly supported sec-
tions (i.e., s ∈ Cc(G,E)) then s is continuous. Moreover, if G is a Hausdorff
groupoid we have A ⊂ C0(G,E).
Proof. Since ‖ ‖ dominates the supremum norm, if (sn) is a sequence in
Γc(G,E) that converges to s ∈ A then it converges uniformly. So if sn
is continuous for all n the section s is continuous. If G is Hausdorff then
Γc(G,E) = Cc(G,E), and the completion of Cc(G,E) in the supremum norm
is C0(G,E). Therefore the condition ‖ ‖∞ ≤ ‖ ‖ implies that the embedding
Cc(G,E)→ C0(G,E) extends to a mapping A→ C0(G,E), so if A is faithful
it can be regarded as a subset of C0(G,E) as stated.
Let π : E → G be a Fell bundle and A a faithful compatible completion.
If G is Hausdorff we have, for all s ∈ A, a restriction s|G0 , which is continuous
on G0 and, moreover, since G0 is both closed and open, is in C0(G0, E). So
we have a well defined restriction map
P : A→ C0(G0, E) .
Lemma 3.9. Let π : E → G be a nondegenerate Fell bundle with G Haus-
dorff, and A a faithful compatible completion. The restriction map P : A→
C0(G0, E) is a faithful conditional expectation.
Proof. ‖P‖ 6= 0 because the bundle is nondegenerate, and thus ‖P‖ ≥ 1
because P is an idempotent map. For all a ∈ A we have ‖P (a)‖ = ‖P (a)‖∞
because A is compatible. Hence,
‖P (a)‖ = ‖P (a)‖∞ ≤ ‖a‖∞ ≤ ‖a‖ ,
so ‖P‖ = 1. Hence, P is a conditional expectation [49] (see [1, Theorem
II.6.10.2]). In order to prove that P is faithful let g ∈ G and write x := g−1g.
For all s ∈ Cc(G,E) we have
s∗s(x) =
∑
h−1h=x
s∗(h−1)s(h) =
∑
h−1h=x
s(h)∗s(h) ≥ s(g)∗s(g) ,
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where the inequality on the right follows from the fact that s(g)∗s(g) is either
zero or one of the at most finitely many non-zero summands in
∑
h s(h)
∗s(h),
all of which are positive elements of the C*-algebra Ex. Now let (sn) be a
sequence in Cc(G,E) converging to a. Then
a∗a(x) = lim
n
s∗nsn(x) ≥ lim
n
sn(g)
∗sn(g) = a(g)
∗a(g) ,
and thus
‖a∗a(x)‖ ≥ ‖a(g)∗a(g)‖ = ‖a(g)‖2 .
So if P (a∗a) = 0 we have a∗a(x) = 0 for all x ∈ G0, and thus a(g) = 0 for all
g ∈ G.
Theorem 3.10. Let π : E → G be a continuous second countable saturated
Fell bundle with G Hausdorff, and let A be a compatible completion. The
following conditions are equivalent:
1. A is faithful;
2. A is ∗-isomorphic to C∗r (G,E).
Proof. Lemma 3.9 tells us that if (1) holds the restriction map P : A →
p∗(G0) is a faithful conditional expectation. This map extends the restric-
tion map Cc(G,E) → Cc(G0, E), and, by definition, the compatible norm
coincides with the supremum norm on Cc(G0, E), so by [24, Fact 3.11] (cf.
Lemma C.6) we conclude (2). Conversely, under the stated conditions any
reduced C*-algebra is faithful (cf. Theorem C.7), so the implication (2)⇒ (1)
holds.
3.4 Saturated Fell bundles as quantale maps
Let π : E → G be a Fell bundle. For each U ∈ I(G) we shall refer to the
closure Cc(U,E) ∼= C0(U,E) as the restriction of A to U and we also denote
it by A|U . The mapping A|(−) : I(G)→ MaxA will be called the restriction
map. We note that in the following lemma only the axiom (3.4) of compatible
norms is needed.
Lemma 3.11. Let π : E → G be a Fell bundle and A a compatible comple-
tion. The following properties hold:
1. For every compatible family (Uα) in I(G) we have A|(⋃αUα) =
∨
αA|Uα.
2. For all U ∈ I(G) we have A|U−1 = (A|U)
∗.
3. For all U, V ∈ I(G) we have A|U A|V ⊂ A|UV .
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4. The bundle is nondegenerate if and only if the restriction map A|(−) is
injective.
5. The bundle is saturated if and only if we have A|U A|V = A|UV for all
U, V ∈ I(G).
Proof. The restriction map is obtained as a composition
I(G)→ SubΓc(G,E)→ SubA→ MaxA
whose two rightmost arrows are homomorphisms of involutive quantales (re-
spectively Sub i for the inclusion i : Γc(G,E) → A, and the closure quo-
tient (−) : SubA → MaxA), and the leftmost arrow is the assignment
U 7→ Cc(U,E). Hence, (1), (2) and (3) follow immediately from Lemma 3.6.
For proving (4), let us first assume that the bundle is nondegenerate and
prove that the restriction map is injective. Let U, V ∈ I(G) with U 6⊂ V , and
let g ∈ U \V . By nondegeneracy we may choose some element e ∈ Eg \{0g},
and the existence of enough sections over U implies that there is s ∈ C(U,E)
such that s(g) = e. Since U is locally compact we may take s to be compactly
supported, and thus we obtain
s ∈ Cc(U,E) \ C(V,E) ⊂ A|U \ A|V .
Hence, A|U 6⊂ A|V , and this proves the injectivity of the restriction map
A|(−) : I(G)→ MaxA. For the converse, assume that the bundle is degener-
ate. Let g ∈ G be such that Eg = {0g}, and let U ∈ I(G) be a neighborhood
of g. Then C0(U,E) = C0(U \{g}, E), so the restriction map is not injective.
Finally let us prove (5). Assuming that the bundle is saturated, let U, V ∈
I(G) and s ∈ Cc(UV,E). Due to saturation, for each g ∈ supp
◦(s) we can
write s(g) as a limit of finite sums of products
s(g) = lim
i
ni∑
j=1
eijfij
with π(eij) ∈ U and π(fij) ∈ V . Since G is locally compact, for each i and j
there are sections ugij ∈ Cc(U,E) and v
g
ij ∈ Cc(V,E) such that u
g
ij(π(eij)) =
eij and v
g
ij(π(fij)) = fij, so we have
s(g) = lim
i
ni∑
j=1
(ugijv
g
ij)(g) .
For each ǫ > 0 let i be such that∥∥∥∥∥
ni∑
j=1
(ugijv
g
ij)(g)− s(g)
∥∥∥∥∥ < ǫ/2 .
29
The upper semicontinuity of the bundle norm ensures that there isWg ∈ I(G)
with g ∈ Wg ⊂ UV such that for all h ∈ Wg we have∥∥∥∥∥
ni∑
j=1
(ugijv
g
ij)(h)− s(h)
∥∥∥∥∥ < ǫ .
The sets Wg form an open cover of suppUV (s), so select g1, . . . , gm such
that Wg1, . . . ,Wgm is a finite subcover. Let φ1, . . . , φm be a partition of
unity subordinate to the cover (this exists because suppUV (s) is a compact
Hausdorff space), and let
t =
m∑
k=1
φk
ni∑
j=1
ugkij v
gk
ij .
Then t ∈ Cc(U,E)⊙ Cc(V,E) and we have, for all h ∈ suppUV (s),
‖t(h)− s(h)‖
=
∥∥∥∥∥
m∑
k=1
φ1(h)
ni∑
j=1
(ugkij v
gk
ij )(h)− s(h)
∥∥∥∥∥
=
∥∥∥∥∥
m∑
k=1
φ1(h)
(
ni∑
j=1
(ugkij v
gk
ij )(h)− s(h)
)∥∥∥∥∥
≤
m∑
k=1
φ1(h)
∥∥∥∥∥
ni∑
j=1
(ugkij v
gk
ij )(h)− s(h)
∥∥∥∥∥ < ǫ .
Since on Cc(UV,E) the norm is the supremum norm and t− s is compactly
supported, we obtain ‖t− s‖ < ǫ, and thus we have proved that
s ∈ Cc(U,E)⊙ Cc(V,E) = A|U A|V .
Therefore Cc(UV,E) ⊂ A|U A|V , and so A|UV ⊂ A|U A|V . Then (5) fol-
lows from (3). For the converse, assume that A|U A|V = A|UV for all
U, V ∈ I(G). Let (g, h) ∈ G2 and e ∈ Egh. Let U, V ∈ I(G) be neighbor-
hoods of g and h, respectively. Choose s ∈ C0(UV,E) such that s(gh) = e.
We have C0(UV,E) = C0(U,E)C0(V,E), so s can be obtained as a limit
limi
∑ni
j=1 tijuij with tij ∈ Cc(U,E) and uij ∈ Cc(V,E). Hence,
e = s(gh) = lim
i
ni∑
j=1
tij(g)uij(h) ∈ EgEh ,
showing that the bundle is saturated.
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Now both axioms of compatible norms will be needed, namely in the
second part of the following theorem when proving that p is a surjection if π
is nondegenerate.
Theorem 3.12. Let π : E → G be a saturated Fell bundle and A a compatible
completion. There is a unique map of quantales p : MaxA→ Ω(G) such that
for all U ⊂ I(G) we have
p∗(U) = A|U .
The map p is, for all V ∈ Ω(G), defined by the condition p∗(V ) =
∨
αA|Uα for
any family (Uα) in I(G) such that V =
⋃
α Uα. Moreover, p is a surjection
if and only if the bundle is nondegenerate.
Proof. The quantale Ω(G) is isomorphic to L∨(I(G)), which is the join-
completion of I(G) (cf. section 2.3). Hence, the universal property of this
completion says, given any involutive quantale Q, that any homomorphism
of involutive semigroups I(G) → Q that preserves joins of compatible sets
extends uniquely to a homomorphism of involutive quantales Ω(G)→ Q. So
the restriction map A|(−) extends uniquely to a homomorphism of involutive
quantales p∗, as stated. If p is a surjection the restriction map is injective
and thus the bundle is nondegenerate. For the converse, assume that π is
nondegenerate and let U, V ∈ Ω(G) with U 6⊂ V . Without loss of generality
take U ∈ I(G) and V =
⋃
α Vα where Vα ∈ I(G) for each α, and let g ∈ U\V .
For all α and all t ∈ Cc(Vα, E) we have t(g) = 0, and each a ∈ p
∗(V ) =∨
αCc(Vα, E) can be obtained as a limit
a = lim
k
nk∑
i=1
tik
where for all i, k we have tik ∈ Cc(Vα, E) for some α. Hence, evalg(a) =
limk 0 = 0 (this limit is unique because Eg is Hausdorff). However, due
to nondegeneracy there is s ∈ Cc(U,E) ⊂ p
∗(U) such that s(g) 6= 0, so
p∗(U) 6⊂ p∗(V ) and thus p∗ is injective.
In order to obtain a converse to the above theorem, namely yielding Fell
bundles on G out of maps p : MaxA → Ω(G), one may start by noticing
that the Banach spaces p∗(U) for U ∈ I(G) form an obvious saturated Fell
bundle on the inverse semigroup I(G) (in the sense of [48] — see [12]),
and thus also an action by B-B-bimodules on the C*-algebra B := p∗(G0)
[7, Theorem 4.8], which yields a Fell bundle (essentially unique) on G because
the restricted map p∗ : Ω(G0)→ A has its image in I(B) and, being a fortiori
a homomorphism of quantales, it commutes with joins [7, Theorem 6.1]. The
ensuing correspondence between Fell bundles on G equipped with compatible
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completions, on one hand, and maps of quantales p : MaxA→ Ω(G), on the
other, along with its functorial properties, deserves being studied in more
detail but will not be addressed here.
4 Fell bundles versus semiopen maps
Throughout this section we adopt the same conventions concerning groupoids
that were adopted in the beginning of section 3. Our purpose now is to inves-
tigate conditions under which the map p : MaxA→ Ω(G) of Theorem 3.12 is
a semiopen map of quantales, so we shall begin by studying general adjunc-
tions σ ⊣ γ, where σ and γ approximate the notions of open support map and
restriction map, respectively. This is analogous to the adjunctions of [46],
but now we address sections that are not continuous. With the exception of
Lemma 4.1, in this section we shall deal with saturated Fell bundles. Apart
from this no additional conditions will be required, except in Theorem 4.8
where it will also be assumed that the Fell bundles are continuous and second
countable in order to freely use results from [24].
4.1 Open support as a left adjoint
Let π : E → G be a Fell bundle and A a compatible completion. For each
V ∈ MaxA let us define
σ(V ) =
⋃
a∈V
int{g ∈ G | evalg(a) 6= 0g} .
This defines a mapping σ : MaxA→ Ω(G). Note that the interior operator
is needed in the above expression because, even though the zero section has
closed image in E, the sections s ∈ Γc(G,E) are not continuous and thus the
sets {g | s(g) 6= 0} need not be open, so the same applies more generally to
the sets {g | evalg(a) 6= 0} with a ∈ A.
Now define γ : Ω(G)→ MaxA by
γ(U) = span{a ∈ A | σ(〈a〉) ⊂ U} .
Lemma 4.1. Let π : E → G be a Fell bundle and A a compatible completion.
Then σ is left adjoint to γ. Therefore σ is join preserving and γ is meet
preserving: for all families (Vα) in MaxA and (Uα) in Ω(G) we have
σ
(∨
α
Vα
)
=
⋃
α
σ(Vα) ,
γ
(⋂
α
Uα
)
=
⋂
α
γ(Uα) .
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Proof. First define σ′ : ℘(A)→ Ω(G) formally in the same way as σ: for all
S ∈ ℘(A)
σ′(S) =
⋃
a∈S
int{g ∈ G | evalg(a) 6= 0g} .
Then define γ′ : Ω(G)→ ℘(A) by the formula
γ′(U) = {a ∈ A | σ′({a}) ⊂ U} .
It is clear that σ′ is left adjoint to γ′, for if S ∈ ℘(A) and U ∈ Ω(G) we have
the following equivalences:
σ′(S) ⊂ U ⇐⇒
(
∀a∈S int{g ∈ G | evalg(a) 6= 0g} ⊂ U
)
⇐⇒
(
∀a∈S σ
′({a}) ⊂ U
)
⇐⇒
(
∀a∈S a ∈ γ
′(U)
)
⇐⇒ S ⊂ γ′(U) .
The adjunction σ ⊣ γ results from composing the adjunction σ′ ⊣ γ′ with
the adjunction between ℘(A) and MaxA whose right adjoint is the inclusion
of the latter into the former and whose left adjoint is the span(−) operator:
Ω(G)
γ
""
⊤
γ′
,,
℘(A) ⊤
σ′
ll
span (−)
--
MaxA
σ
bb
inclusion
ll
4.2 Localizable completions
Let π : E → G be a saturated Fell bundle and A a compatible completion.
Let also p : MaxA→ Ω(G) be the associated quantale map. The compatible
norm ‖ ‖ (and the compatible completion A) is said to be localizable if
p∗ = γ .
Localizability means that if a ∈ γ(U) then a can be approximated by com-
pactly supported sections locally within U ; that is, a = limn sn with sn ∈
Γc(U,E) rather than just sn ∈ Γc(G,E), hence the terminology.
We note that only the inequality γ ≤ p∗ is non-trivial:
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Lemma 4.2. Let π : E → G be a saturated Fell bundle and A a compatible
completion with associated quantale map p : MaxA → Ω(G). For all U ∈
Ω(G) we have p∗(U) ⊂ γ(U).
Proof. Let U ∈ I(G). Then p∗(U) = C0(U,E). If s ∈ C0(U,E) then σ(〈s〉) ⊂
U , so s ∈ γ(U). Now let U =
⋃
α Uα be an arbitrary open set of G, with
Uα ∈ I(G) for all α. Then, since p
∗ preserves joins, we have
p∗(U) =
∨
α
p∗(Uα) ⊂
∨
α
γ(Uα) ⊂ γ(U) ,
where the last step is a consequence of the monotonicity of γ.
Let π : E → G be a saturated Fell bundle. Note that localizability
of a compatible completion A implies that the map p : MaxA → Ω(G) is
semiopen with direct image homomorphism p! = σ (it is not known whether
semiopenness of p implies localizability of A). In particular, if A is localizable
the conditions (2.2)–(2.3) of Lemma 2.6 apply to σ: for all V,W ∈ MaxA
σ(VW ) ⊂ σ(V )σ(W ) ,(4.1)
σ(V ∗) = σ(V )−1 .(4.2)
An important property of a localizable completion A is that it is neces-
sarily an algebra of sections:
Theorem 4.3. Every localizable completion is faithful.
Proof. Let A be a localizable completion for a saturated Fell bundle π : E →
G, and let a ∈ A be such that aˆ = 0. The latter condition is equivalent to
the statement that evalg(a) = 0 for all g ∈ G, which in turn implies that
σ(〈a〉) = int{g ∈ G | evalg(a) 6= 0} = ∅ .
The unit of the adjunction σ ⊣ γ gives us the inclusion 〈a〉 ⊂ γ(σ(〈a〉)), and
thus, using the equality p∗ = γ and the fact that p∗ preserves joins and, in
particular, it preserves the least element, we obtain
a ∈ p∗(∅) = {0} .
Hence, a = 0, showing that the kernel of the reduction homomorphism A→
Aˆ is {0}.
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4.3 Non-Hausdorff groupoids
Our purpose now is to provide evidence suggesting that localizability of a
compatible completion places strong constraints on the base groupoid G,
to the extent that, at least in the case of trivial Fell bundles, G must be
Hausdorff. Let us motivate this by first looking at an example.
Example 4.4. Let us see an example of a non-Hausdorff groupoid G such
that no compatible completion of the convolution algebra Γc(G) is localizable.
We shall take G to be the “real line with two zeros”, for which we have
G0 = R, and G1 is the quotient of R × Z2 by the equivalence relation that
identifies (x, 0) and (x, 1) for all x 6= 0. If x 6= 0 we shall write x¯ for the
equivalence class {(x, 0), (x, 1)}, and the two singleton classes {(0, 0)} and
{(0, 1)} are written 0− and 0+, respectively. The structure maps d, r, and u
are defined as follows:
• d(x¯) = r(x¯) = x for all x 6= 0;
• d(0−) = d(0+) = r(0−) = r(0+) = 0;
• u(x) = x¯ for all x 6= 0;
• u(0) = 0−.
Hence, the multiplication is such that the isotropy is trivial over any x 6= 0,
and it is isomorphic to Z2 over 0. This is an e´tale groupoid, and the following
subsets of G1 are local bisections, both homeomorphic to R:
U+ := G1 \ {0−} , U− := G1 \ {0+} .
Let f− : U− → C be any continuous compactly supported function on U−
such that f−(0−) = −1. Let f+ : U+ → C coincide with −f− on every x¯ with
x 6= 0, and let f+(0+) = 1, so f+ is continuous on U+. Extending f− and f+
as zero on the remaining points of G1 we have
f− ∈ Cc(U−) , f+ ∈ Cc(U+) ,
and
f := f− + f+ ∈ Γc(G1) .
Now f is zero everywhere except at the points 0− and 0+, where we have
f(0−) = −1 and f(0+) = 1. Let A be any compatible completion of Γc(G).
Then
σ(〈f〉) = int{g ∈ G1 | f(g) 6= 0} = int{0−, 0+} = ∅ .
This means that f ∈ γ(∅), and thus γ 6= p∗ because p∗ preserves joins and
this implies p∗(∅) = {0}. Hence, A is not localizable.
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In this example localizability fails due to the condition γ(∅) 6= {0}, which
is only a particular case. The following proposition illustrates the general
situation.
Theorem 4.5. Let π : E → G be a trivial Fell bundle with fiber F , and
let A be a compatible completion of Γc(G,F ). If A is localizable then G is
Hausdorff.
Proof. We shall prove that if G is not Hausdorff then A is not localizable.
Assume that G is not Hausdorff, and let (gα) be a net in G that converges
to two distinct limits g and g′. Let U, U ′ ∈ I(G) be such that g ∈ U and
g′ ∈ U ′, and fix α0 such that gα ∈ U ∩ U ′ for all α ≥ α0. Due to continuity
of the domain map d we have d(gα) → d(g) and d(gα) → d(g
′) in G0, so
d(g) = d(g′) because G0 is Hausdorff. This implies that g and g′ cannot
belong to the same local bisection, so g /∈ U ′ and g′ /∈ U , and therefore
gα /∈ {g, g
′} for all α ≥ α0. Moreover, we have
d
(
U ∩ d−1
(
d(U) ∩ d(U ′)
))
= d
(
U ′ ∩ d−1
(
d(U) ∩ d(U ′)
))
,
g ∈ U ∩ d−1
(
d(U) ∩ d(U ′)
)
and g′ ∈ U ′ ∩ d−1
(
d(U) ∩ d(U ′)
)
,
so without loss of generality we shall assume that d(U) = d(U ′). Then there
is a homeomorphism U ∼= d(U) = d(U ′) ∼= U ′ which restricts to the identity
on U∩U ′: take for instance this to be i = β◦d : U → U ′ where β : d(U ′)→ U ′
is the local bisection with image U ′. Let s ∈ Cc(U, F ) be such that s(g) 6= 0.
Defining t ∈ Cc(U
′, F ) by
t = −s ◦ i−1
we have t(g′) 6= 0 and we obtain a function s + t ∈ Cc(U, F ) + Cc(U ′, F ) =
Γc(G,F ) such that (s + t)(g) = s(g) and (s + t)(g
′) = t(g′). Moreover, s + t
is zero on U ∩U ′. In particular, for all α ≥ α0 we have (s+ t)(gα) = 0. Since
any open neighborhood V of either g or g′ must contain such a gα, for any
such V we have
V 6⊂ {h ∈ G | (s+ t)(h) 6= 0} ,
and therefore g /∈ σ(〈s+ t〉) and g′ /∈ σ(〈s+ t〉). Let W = U ∩ σ(〈s+ t〉) and
W ′ = U ′∩σ(〈s+t〉). We haveW∪W ′ = σ(〈s+t〉), and thus s+t ∈ γ(W∪W ′).
However,
p∗(W ∪W ′) = p∗(W ) ∨ p∗(W ′) = Cc(W,F ) + Cc(W ′, F ) ,
and any function u in Cc(W,F ) + Cc(W
′, F ) must satisfy u(g) = 0g and
u(g′) = 0g′; and, since evalg and evalg′ are continuous maps and both Eg and
Eg′ are Hausdorff, so does any function u ∈ p
∗(W ∪ W ′). Hence, s + t /∈
p∗(W ∪W ′), and therefore γ 6= p∗, i.e., A is not localizable.
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4.4 Hausdorff groupoids
We have seen that localizability of a compatible completion implies faithful-
ness, and also that, at least for trivial Fell bundles, the underlying groupoid
must be Hausdorff. From now on in this section we shall restrict to Haus-
dorff groupoids. As we shall see, for compact groupoids faithfulness and
localizability are equivalent conditions. This shows, for compact groupoids
and under the mild restrictions assumed in Theorem 3.10, that reduced C*-
algebras are examples of localizable completions. Another class of examples
will be obtained from C*-bundles, without any compactness restriction.
Let G be Hausdorff and A be a faithful compatible completion of a Fell
bundle π : E → G. Then, by Lemma 3.8, A necessarily consists of continuous
sections that vanish at infinity. This allows us to remove the interior operator
in the definition of σ,
(4.3) σ(〈a〉) = supp◦(a) = {g ∈ G | a(g) 6= 0} ,
and thus also the span(−) operator can be removed from the definition of γ:
Lemma 4.6. Let π : E → G be a Fell bundle on a Hausdorff groupoid G,
and let A be a faithful compatible completion. For all U ∈ Ω(G) we have
γ(U) = {a ∈ A | supp◦(a) ⊂ U} .
Proof. It is straightforward to verify, using (4.3), that γ(U) is closed under
scalar multiplication and sums, and that due to continuity of the sections
a ∈ A it is also topologically closed.
Lemma 4.7. Let π : E → G be a saturated Fell bundle on a Hausdorff
groupoid G, and let A be a faithful compatible completion with associated
quantale map p : MaxA→ Ω(G).
1. For all U ∈ I(G) we have p∗(U) = γ(U).
2. A is localizable if and only if γ is a join preserving map.
3. If U ∈ Ω(G) and U is compact then p∗(U) = γ(U).
4. If G is a compact groupoid then A is localizable.
Proof. Proof of (1). Let U ∈ I(G). For all s ∈ γ(U) we have both supp◦(s) ⊂
U and, by Lemma 3.8, s ∈ C0(G,E). Hence, s ∈ C0(U,E) = p
∗(U), so
p∗(U) = γ(U).
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Proof of (2). A is localizable if and only if γ = p∗, so localizability implies
that γ preserves joins. For the converse assume that γ preserves joins, and
let U ∈ Ω(G). Let U =
⋃
α Uα where Uα ∈ I(G). Then, using (1), we obtain
γ(U) =
∨
α
γ(Uα) =
∨
α
p∗(Uα) = p
∗(U) .
Proof of (3). Let U ∈ Ω(G) with U compact. Then there is a finite open
cover of U by local bisections Ui ∈ I(G),
U ⊂ U1 ∪ . . . ∪ Uk ,
and since U is a normal space there is a partition of unity (φi) of U such
that φi ∈ Cc(Ui) for all i ∈ {1, . . . , k}. Then for all a ∈ γ(U) we have
supp◦(φia) ⊂ Ui∩U for each i; that is, φia ∈ γ(Ui∩U). Since Ui∩U ∈ I(G)
we conclude, by (1), that γ(Ui ∩ U) = p
∗(Ui ∩ U), and thus
a = φ1a+ · · ·+ φka ∈
k∨
i=1
p∗(Ui ∩ U) = p
∗(U) ,
so γ(U) = p∗(U).
Proof of (4). If G is compact then U is compact for all U ∈ Ω(G), so by
(3) we have γ = p∗.
These results provide us with a class of examples of localizable comple-
tions:
Theorem 4.8. Let π : E → G be a continuous second countable saturated
Fell bundle on a compact Hausdorff groupoid G, and let A be a compatible
completion. The following conditions are equivalent:
1. A is faithful;
2. A is localizable;
3. A is ∗-isomorphic to C∗r (G,E).
Proof. The implication (1) ⇒ (2) follows from Lemma 4.7(4). The implica-
tion (2)⇒ (1) follows from Theorem 4.3. And the equivalence (1) ⇐⇒ (3)
follows from Theorem 3.10.
We conjecture that reduced C*-algebras should be localizable completions
in a much larger class of examples involving non-compact groupoids, but we
shall not pursue this in this paper. In any case, certainly the restriction to
compact groupoids is not necessary, as the following proposition shows:
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Theorem 4.9. Let π : E → X be a C*-bundle. Any compatible completion
for π is ∗-isomorphic to C0(X,E), and it is localizable.
Proof. Let A be a C*-completion. By definition of compatible completion
the norm ‖ ‖ on Cc(X,E) equals ‖ ‖∞, so A ∼= C0(G0, E). And p∗ = γ, by
Lemma 4.7(1), because all the open sets of G are local bisections.
5 Fell bundles versus quantic bundles
Our aim now is to focus on Fell line bundles, which as we shall see are
closely related to openness-like properties of the maps p : MaxA → Ω(G).
In particular we shall see that, in the context of saturated Fell bundles and
localizable completions, the Fell line bundles are precisely the abelian Fell
bundles for which p is a quantic bundle. And a strong form of openness of
such quantic bundles in the sense of [43] is closely related to the principality
of G. In this section we assume again that all the groupoids are e´tale with
object space G0 locally compact Hausdorff.
5.1 Fell line bundles
We begin by proving the following lemma, which will relate to weak openness
of quantale maps (cf. Theorem 5.4).
Lemma 5.1. Assuming that π : E → G is a Fell line bundle and that A is
a compatible completion, we have, for all U ∈ Ω(G) and V ∈ MaxA:
σ(V )U ⊂ σ(V γ(U)) ,(5.1)
Uσ(V ) ⊂ σ(γ(U) V ) .(5.2)
Proof. In order to prove the inclusion σ(V )U ⊂ σ(V γ(U)) it suffices to take
U ∈ I(G), for if (Uα) is a family in I(G) such that for all α
σ(V )Uα ⊂ σ(V γ(Uα))
and U =
⋃
α Uα, then
σ(V )U =
⋃
α
σ(V )Uα ⊂
⋃
α
σ(V γ(Uα)) ⊂ σ(V γ(U)) .
Moreover, since V =
∨
a∈V 〈a〉 in MaxA, it also suffices to consider V to be of
the form 〈a〉, due to join preservation of σ and of the quantale multiplications.
Hence, the condition to be proved is
(5.3) σ(〈a〉)U ⊂ σ(〈a〉 γ(U)) ,
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with a ∈ A and U ∈ I(G). Moreover, by Lemma 4.2 we have p∗(U) ⊂ γ(U),
so it suffices to prove
σ(〈a〉)U ⊂ σ
(
〈a〉 C0(U,E)
)
.
Note also that in MaxA we have C0(U,E) =
∨
s∈Cc(U,E) 〈s〉, and thus
σ(〈a〉 C0(U,E)) =
⋃
s∈Cc(U,E)
σ(〈a〉 〈s〉) =
⋃
s∈Cc(U,E)
σ(〈as〉)
=
⋃
s∈Cc(U,E)
int{k ∈ G | evalk(as) 6= 0}
=
⋃
s∈Cc(U,E)
int{k1k2 | evalk1(a)s(k2) 6= 0} .
The last of the above steps is justified because U is a local bisection, and
thus, by Lemma 3.7, evalk(as) can be replaced by evalk1(a)s(k2) where k2 is
the unique arrow in U such that d(k2) = d(k), with k1 = kk
−1
2 .
Let then g ∈ σ(〈a〉) and h ∈ U . By nondegeneracy there is s ∈ Cc(U,E)
such that s(h) 6= 0. For all g′ ∈ σ(〈a〉) and h′ ∈ supp◦(s) we have evalg′(a) 6=
0 and s(h′) 6= 0, and thus, since π is a line bundle (cf. Lemma 3.2) we have
evalg′(a)s(h
′) 6= 0 for all (g′, k′) ∈ G2 ∩ (σ(〈a〉)× supp◦(s)). Hence,
gh ∈ σ(〈a〉) supp◦(s) ⊂ int{k1k2 | evalk1(a)s(k2) 6= 0} ⊂ σ(〈a〉 C0(U,E)) .
This proves (5.3), so (5.1) holds. Then (5.2) follows by applying the involu-
tion to (5.1) (cf. Lemma 2.7).
5.2 Fell line bundles with localizable completions
Let us begin with a result whose proof is analogous to, but simpler than,
that of Lemma 5.1.
Lemma 5.2. Let π : E → G be a Fell line bundle, and let A be a localizable
completion. Then the associated map p : MaxA→ Ω(G) is a quantic bundle.
Proof. We need to prove that, for all U ∈ Ω(G) and V,W ∈ MaxA such that
both p!(V ) and p!(W ) are in I(G),
(5.4) p!(V p
∗(U)W ) = p!(V )Up!(W ) .
It suffices to consider U ∈ I(G), in which case p∗(U) = C0(U,E). For each
a ∈ V we have a ∈ p∗(p!(V )) and so a ∈ C0(p!(V ), E) because p!(V ) ∈ I(G).
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Similarly, for each b ∈ W we have b ∈ C0(p!(W ), E). So for all a ∈ V ,
s ∈ C0(U,E) and b ∈ W we have (cf. comments after Lemma 3.7)
supp◦(asb) = supp◦(a) supp◦(s) supp◦(b) .
Hence,
p!(V p
∗(U)W ) = p!(V C0(U,E)W )
= p!
 ∨
a∈V, s∈C0(U,E), b∈W
〈asb〉

=
⋃
a∈V, s∈C0(U,E), b∈W
supp◦(asb)
=
⋃
a∈V, s∈C0(U,E), b∈W
supp◦(a) supp◦(s) supp◦(b)
= p!(V )Up!(W ) ,
thus proving (5.4).
Let us now see a converse to the above result, which in fact gives us a
characterization of Fell line bundles in terms of quantic bundles:
Theorem 5.3. Let π : E → G be a saturated Fell bundle and A a localizable
completion with associated quantale map p : MaxA → Ω(G). The following
are equivalent:
1. π is a Fell line bundle;
2. π is abelian and p is a quantic bundle.
Proof. (1⇒ 2) Any Fell line bundle is abelian, so this implication is just the
statement of Lemma 5.2.
(2 ⇒ 1) Assume that π is abelian and that p is a quantic bundle. By
Theorem 3.12 π is nondegenerate, so let e, f ∈ Ex \ {0x} where x is an
arbitrary element of G0. Let also s, t ∈ Cc(G0, E) be such that s(x) = e and
t(x) = f . Localizability implies p! = σ and, since s and t are continuous and
supported in an open subspace ofG, we have p!(〈s〉) = σ(〈s〉) = supp
◦(s) and,
similarly, p!(〈t〉) = supp
◦(t) (cf. comments preceding Lemma 3.3). Hence,
using (2.5) and the fact that G0 is the multiplication unit of the quantale
Ω(G), we obtain
x ∈ p!(〈s〉) ∩ p!(〈t〉) = p!(〈s〉)G0 p!(〈t〉) = p!(s p
∗(G0) t)
=
⋃
a∈p∗(G0)
supp◦(sat) .
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So there is a ∈ p∗(G0) = C0(G0, E) such that x ∈ supp◦(sat), which means
that sat(x) = s(x)a(x)t(x) = ea(x)f 6= 0. Since π is abelian we have
ea(x)f = efa(x), so also ef 6= 0. Therefore, we have proved that for all
e, f ∈ Ex we have ef 6= 0 if e 6= 0 and f 6= 0, and thus Ex ∼= C. This shows,
since x ∈ G0 is arbitrary, that the restricted bundle over G0 has rank 1.
Due to saturation of π, the fiber Eg over any g ∈ G is a Morita equivalence
Egg−1-Eg−1g-bimodule, so π is a Fell line bundle.
We also note the following result, which is essentially a corollary of
Lemma 5.1.
Theorem 5.4. Let π : E → G be a Fell line bundle, and A a localizable
completion. The associated semiopen map p : MaxA → Ω(G) is weakly
open.
Proof. This follows from (4.1) and Lemma 5.1, which imply that (5.1) be-
comes an equality, thus yielding the required equivariance of p!.
Note that, contrary to the situation in Theorem 5.3, there is no converse
to Theorem 5.4, since p can be weakly open without π being a line bundle.
As an example, take any C*-bundle over a one point space π : A→ {∗}, with
σ(V ) = {∗} for all V 6= {0}, σ({0}) = ∅, γ({∗}) = A, and γ(∅) = {0}. Then
the C*-algebra A is a localizable completion, and the map p = γ is weakly
open.
5.3 Principal groupoids and stable quantic bundles
Lemma 5.5. Let π : E → G be a Fell line bundle with G Hausdorff, and let A
be a localizable completion with associated quantale map p : MaxA→ Ω(G).
For all V,W ∈ MaxA and all U ∈ Ω(G) we have
(5.5) p!(V p
∗(U)W ) ⊂ p!(V )Up!(W ) .
Proof. Since we are assuming that G is Hausdorff, (5.5) is equivalent to the
statement that for all a, b ∈ A, U ∈ I(G) and s ∈ Cc(U,E) we have
(5.6) supp◦(asb) ⊂ supp◦(a)U supp◦(b) .
Let g ∈ supp◦(asb). This means that asb(g) 6= 0 and implies that for some
decomposition g = hkl we have a(h) 6= 0, s(k) 6= 0, and b(l) 6= 0, so g ∈
supp◦(a)U supp◦(b), thus proving (5.6).
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Recall that a groupoid G is principal if Ix = {x} for all x ∈ G0. Equiva-
lently, G is principal if its pairing map 〈d, r〉 : G → G0 × G0 is injective, so
G can be identified with an equivalence relation and the pairing map defines
a continuous bijection
(5.7) φ : G→ G0 ×G0/G G0 .
However, φ is not necessarily a homeomorphism (so the action of G on G0
does not necessarily define a principal G-bundle over G0/G), and the orbits
of G are not necessarily discrete subspaces of G0.
For the following two examples recall that the translation groupoid asso-
ciated to a left action (α, x) 7→ α · x of a discrete group Γ on a topological
space X is the e´tale groupoid G = Γ ⋉X defined by
G1 = Γ ×X with the product topology ,
G0 = {1} ×X ,
d(α, x) = (1, x) ,
r(α, x) = (1, α · x) ,
(α, β · x)(β, x) = (αβ, x) ,
(α, x)−1 = (α−1, α · x) .
We note, in particular, that the orbits of Γ ⋉ X coincide (modulo the iso-
morphism X ∼= {1} ×X) with the orbits of the group action.
Example 5.6. Let a ∈ R \Q and consider the irrational rotation action of
Z on the circle S1 given by:
(n, z) 7→ n · z = e2πinaz .
This is a free action by diffeomorphisms on S1 whose orbits are dense, so the
translation groupoid Z ⋉ S1 is a principal e´tale Lie groupoid whose orbits
are not discrete.
Example 5.7. Let Γ be a discrete group acting on a topological space X
such that the quotient map X → X/Γ is a principal Γ -bundle. Then the
translation groupoid G = Γ ⋉X is e´tale and φ is a homeomorphism, so the
orbits of G are discrete.
Theorem 5.8. Let G be a Hausdorff principal groupoid whose orbits are
discrete, let π : E → G be a Fell line bundle, and let A be a localizable
completion. Then the quantic bundle p : MaxA→ Ω(G) is stable.
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Proof. In order to show that p is stable it suffices, due to Lemma 5.5, to
prove the inequality
(5.8) p!(V )Up!(W ) ⊂ p!(V p
∗(U)W )
for all V,W ∈ MaxA and all U ∈ Ω(G), which in turn is equivalent to the
statement that for all a, b ∈ A and U ∈ I(G) we have
(5.9) supp◦(a)U supp◦(b) ⊂
⋃
s∈Cc(U,E)
supp◦(asb) .
Let then g ∈ supp◦(a)U supp◦(b), and consider a decomposition g = hkl such
that a(h) 6= 0, k ∈ U , and b(l) 6= 0. By hypothesis the orbit
O := [d(g)]
(
= [r(g)] = d(Gr(g)) = r(Gd(g))
)
is discrete, and both r(k) and d(k) belong to it, so there are open sets
U ′, U ′′ ⊂ G0 such that
U ′ ∩O = {r(k)}
U ′′ ∩O = {d(k)} .
Let s ∈ Cc(U
′UU ′′, E) be such that s(k) 6= 0. Due to principality of G and
the fact that π is a line bundle we have
asb(g) = a(h)s(k)b(l) 6= 0 ,
and thus g ∈ supp◦(asb), so (5.9) holds.
Corollary 5.9. Let X be a locally compact Hausdorff space. The map of
quantales p : MaxC0(X) → Ω(X) defined by p
∗(U) = C0(U) for all U ∈
Ω(X) is a stable quantic bundle.
Now we obtain a partial converse to Theorem 5.8, namely showing, for
trivial Fell line bundles, that stability of quantic bundles implies principality
of the base groupoids.
Theorem 5.10. Let A be a localizable completion of Cc(G), for some groupoid
G. If the map p : MaxA→ Ω(G) is a stable quantic bundle then G is a Haus-
dorff principal groupoid.
Proof. G is Hausdorff, by Theorem 4.5, since Cc(G) is the convolution algebra
of a trivial Fell bundle. Now assume that p is a stable quantic bundle. In
order to prove the remainder of the theorem we shall prove that if G is not
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principal then p is not stable. Assume then that G is not principal, let x ∈ G0
be such that the isotropy group Ix is not trivial, and let g ∈ Ix \ {x}. Let
Ug, Ux ∈ I(G) be such that x ∈ Ux and g ∈ Ug (then x /∈ Ug and g /∈ Ux),
and let s ∈ Cc(Ug) and t ∈ Cc(Ux) be such that s(g) = t(x) = 1, so defining
a := s + t ∈ Cc(Ug ∪ Ux) we have a(g) = a(x) = 1. Similarly, defining
b := s − t ∈ Cc(Ug ∪ Ux) we obtain b(g) = 1 and b(x) = −1. Consider now
an arbitrary function v ∈ Cc(G0), and note that avb(g) = a(g)v(x)b(x) +
a(x)v(x)b(g) = 0, so g /∈ supp◦(aC0(G0) b). However, g ∈ supp◦(a) supp◦(b),
so we conclude
supp◦(a)G0 supp
◦(b) 6⊂ supp◦(a p∗(G0) b) ,
which shows that p is not stable.
6 Sub-C*-algebras
Let us study projections of stably Gelfand quantales in the case of the quan-
tale MaxA of a C*-algebra A. This provides a quantale theoretic context in
which to place a general correspondence between “diagonals” of C*-algebras
and Fell bundles. We shall not pursue this idea to its fullest extent here, but
we shall examine the construction of pseudogroups and groupoids from sub-
C*-algebras and compare it with the construction based on normalizers used
in [23, 37], and also with the slices of [12], in addition giving simple exam-
ples based on matrix algebras. The pseudogroups of sub-C*-algebras enable
us to study I-stable quantic bundles. We conclude that the Fell line bun-
dles π : E → G and localizable completions A for which the associated map
p : MaxA→ Ω(G) is an I-stable quantic bundle are precisely those for which
G can be reconstructed from the subalgebra p∗(G0) ⊂ A. In addition, we
find that a sufficient condition for I-stability is that π be a second countable
continuous Fell line bundle with G topologically principal and Hausdorff.
6.1 The pseudogroup of a sub-C*-algebra
Let A be a C*-algebra and B ⊂ A a norm-closed self-adjoint subalgebra.
Then B is a projection of the stably Gelfand quantale MaxA, and we shall
denote the associated pseudogroup IB(MaxA) (see section 2.3) simply by
IB. Recall that IB consists of all the norm-closed linear subspaces V ⊂ A
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satisfying the following four conditions:
V ∗V ⊂ B
V V ∗ ⊂ B
V B ⊂ V
BV ⊂ V .
By (2.1) the locale of idempotents is E(IB) = I(B). It is order-isomorphic
to the Jacobson topology of the primitive spectrum of B, so IB is a spatial
pseudogroup (cf. Example 2.5).
The construction of inverse semigroups from sub-C*-algebras in [23, 37]
is based on normalizers. Let us study the way in which these relate to IB.
Recall that the normalizer semigroup of B [23] is
N(B) = {n ∈ A | nBn∗ ⊂ B and n∗Bn ⊂ B} .
(We refer to the elements of N(B) as normalizers.) This is an involutive
subsemigroup of A, and it is closed for the topology of A. It is also closed
under scalar multiplication, but it is not in general closed under sums except
in cases such as the following:
Lemma 6.1. Let m,n ∈ B be such that mB = nB. Then m+ n ∈ N(B).
Proof. We have
(m+ n)B(m+ n)∗ = mBm∗ +mBn∗ + nBm∗ + nBn∗
= mBm∗ + nBn∗ +mBm∗ + nBn∗ ⊂ B ,
and, similarly, noting that m∗B = (Bm)∗ = (Bn)∗ = n∗B, we obtain (m +
n)∗B(m+ n) ⊂ B, so m+ n ∈ N(B).
Remark. Note that each V ∈ IB consists entirely of normalizers, for if
n ∈ V ∈ IB we have
nBn∗ ⊂ V BV ∗ ⊂ V V ∗ ⊂ B ,
and similarly for n∗Bn ⊂ B. So V is a slice in the sense of [12]; that is, it
is a closed linear subspace of A contained in N(B) such that V B ⊂ V and
BV ⊂ V . Conversely, if V is a slice and if B contains an approximate unit
of A one has V ∗V ⊂ B and V V ∗ ⊂ B [12, Prop. 10.2], and therefore V ∈
IB. Without the approximate unit requirement only the weaker conditions
V ∗BV ⊂ B and V BV ∗ ⊂ B are obtained. The definition of IB is therefore
more general than the definition of an inverse semigroup based on slices, since
it does not depend on approximate units.
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Theorem 6.2. Let A be a C*-algebra, and let B be a norm-closed self-
adjoint subalgebra. The assignment n 7→ BnB defines a lax homomorphism
σ : N(B)→ IB of ordered semigroups, in the sense that σ(mn) ⊂ σ(m)σ(n)
for all m,n ∈ N(B), which moreover preserves the involution strictly. Fur-
thermore, if B contains an approximate unit of A the image of σ in IB is
join-dense. If B is commutative (not necessarily containing an approximate
unit of A) then σ is a (strict) homomorphism of semigroups and we have
σ(n) = nB = Bn for all n ∈ N(B).
Proof. We have σ(n) ∈ IB for all n ∈ N(B), for (BnB)(BnB)
∗ = BnBn∗B ⊂
BBB = B, and the other three conditions of the definition of IB are equally
obvious. Hence, the mapping σ : N(B) → IB, which clearly preserves invo-
lution, is well defined. And it is a lax homomorphism because, since IB is
an inverse semigroup, we have
σ(mn) = BmnB = (BmnB)(BmnB)∗(BmnB)
= Bm(nBn∗)(m∗Bm)tB ⊂ BmBnB = σ(m)σ(n) .
Let V ∈ IB and n ∈ V . Then n ∈ N(B) and BnB ⊂ BV B ⊂ V , so∨
n∈V σ(n) ⊂ V . If in addition B contains an approximate unit of A then
n ∈ BnB for all n ∈ V , and thus
∨
n∈V σ(n) = V , showing that σ(N(B))
is join-dense in IB. Now assume that B is commutative (not necessarily
containing an approximate unit of A). Then we obtain
σ(m)σ(n) = BmBnB = BmB(BnB)(BnB)∗(BnB)
= Bm[B(nBn∗)]BnB = Bm[(nBn∗)B]BnB
= BmnBn∗BnB = Bmn[σ(n)∗σ(n)]
⊂ BmnB = σ(mn) ,
so σ is a homomorphism. Finally, let n ∈ N(B), and let V = nB. The
following argument, where only the case BV ⊂ V uses commutativity of B,
shows that V ∈ IB:
V V ∗ = nBn∗ ⊂ B ;
V ∗V = Bn∗nB = σ(n∗n) ⊂ σ(n)∗σ(n) ⊂ B ;
V B = nB = V ;
BV = BnB = (BnB)(BnB)∗(BnB) = B(nBn∗)BnB
= (nBn∗)BBnB = nB(n∗Bn)B ⊂ nB = V .
The last case shows that BnB ⊂ nB for all n ∈ N(B). Let us prove the
converse inclusion, again with B commutative:
nB = V = V V ∗V = nBBn∗nB = nσ(n∗n) = nσ(n∗)σ(n)
= (nBn∗)B(nB) = B(nBn∗)nB ⊂ BnB .
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Hence, if B is commutative we have nB = BnB, and thus also Bn = BnB,
for all n ∈ N(B).
The hypothesis of commutativity of B cannot be omitted in general, as a
simple example with A = B =M2(C) shows. Then N(B) = A, IB = I(A) ={
A, {0}
}
, and σ is the mapping A(−)A : A→ I(A). Take for instance
X =
(
1 0
0 0
)
and Y =
(
0 0
0 1
)
.
Then AXY A = 0 but AXAY A contains
(
0 1
0 0
)
, and thus σ(XY ) 6=
σ(X)σ(Y ). Also,
(
0 1
0 0
)
∈ AXA, so AX 6= AXA.
6.2 Groupoids from abelian sub-C*-algebras
Let A be a C*-algebra, and B ⊂ A a norm-closed self-adjoint subalgebra. Let
us also assume that B is abelian. The pseudogroup IB has locale of idempo-
tents E(IB) = I(B), which is isomorphic to the topology of the spectrum of
B. Let us denote this spectrum by X . Any pseudogroup acts by conjugation
on its locale of idempotents [27]. Since X is Hausdorff, it is a sober space
and thus the conjugation action translates to an action by partial homeo-
morphisms on X , in other words a homomorphism of pseudogroups valued
in the symmetric pseudogroup of X :
ρ : IB → I(X) .
Such an action defines an e´tale groupoid of germs whose object space isX and
whose arrows g : x→ y are the germs of partial homeomorphisms s ∈ I(X)
such that s(x) = y [11, 27]. Let us denote this groupoid by B. Since X is
locally compact, B is a locally compact and locally Hausdorff groupoid of
the kind considered in section 3. Notice that if B contains an approximate
unit of A then every arrow of B can be obtained as the germ of an element
nB (= Bn) for some n ∈ N(B) because σ(N(B)) is join-dense in IB, as we
saw in Theorem 6.2.
In addition to the groupoid we also obtain a map of involutive quantales
(cf. section 2.3)
b : MaxA→ Ω(B) .
We can see this as mimicking the construction of a Fell bundle from a Cartan
subalgebra, now purely in terms of quantales. Conversely, from a groupoid
G and a map
p : MaxA→ Ω(G)
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we obtain a sub-C*-algebra p∗(G0) ⊂ A. There may be several such maps,
and many groupoids, yielding the same subalgebra of A. These are related
in terms of the general properties of stably Gelfand quantales proved in [44,
Theorem 6.1], which for convenience we restate here in the specific context
of MaxA:
Theorem 6.3. [44, Theorem 6.1] Let A be a C*-algebra and B ⊂ A a sub-
C*-algebra. Then the corresponding map
b : MaxA→ Ω(B)
has the following universal property: for all groupoids G and all maps
p : MaxA→ Ω(G)
such that p∗(G0) = B there is a unique map of unital involutive quantales
k : Ω(B)→ Ω(G) ,
referred to as the comparison map, such that the following diagram com-
mutes:
MaxA
b //
p
((PP
P
P
P
P
P
P
P
P
P
P
P
P
Ω(B)
k

Ω(G)
Moreover, if p is a surjection then k is a surjection.
Another groupoid can be obtained from the sub-C*-algebra B by noticing
that the image ρ(IB) is itself a pseudogroup, which we shall denote by I
′
B.
The inclusion I ′B → I(X) defines an action of I
′
B on X . This yields another
groupoid, now an effective groupoid because it arises from a faithful action.
We denote this groupoid by B′.
We note that the composition of ρ with σ defines an action of the nor-
malizer semigroup on X :
ρ ◦ σ : N(B)→ I(X)
If B contains an approximate unit of A this action coincides with the action
defined in [37], so B′ coincides with the Weyl groupoid G(B).
Let us conclude this section by seeing simple examples of groupoids B
and B′, as well as maps b : MaxA→ Ω(B), based on matrix algebras.
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Example 6.4. Let A = Mn(C) and B = CIn. The normalizers are the
scalar multiples of the n×n permutation matrices, and thus the groupoid B
is the symmetric group Sn, which we shall identify with the group of n× n
permutation matrices. (Here B′ is the trivial groupoid with one object and
one arrow.) Given M ∈ Sn, the map b : MaxA→ Ω(B) = ℘(Sn) is defined
by b∗({M}) = CM . For any n ≥ 2 the map b is not semiopen. In order
to see this, consider first the case n = 2. The 2 × 2 permutation matrices
do not span A, which means that b∗(B) 6= A and thus b∗ does not preserve
the 0-ary meet, so it does not have a left adjoint. If n ≥ 3 the permutation
matrices are linearly dependent, so let M ∈ Sn be a linear combination of
X := Sn \ {M}. Then b
∗({M}) ⊂ b∗(X), and thus b∗({M}) ∩ b∗(X) 6=
{0}, but b∗({M} ∩ X) = b∗(∅) = {0}, which means that b∗ is not meet
preserving and thus, again, b is not semiopen. It is also not a surjection,
for b∗(X) = b∗(Sn) and thus b∗ is not injective, but b is a surjection if
n = 2. Note that this example does not contradict our earlier results about
localizable completions, for the latter imply that the group algebra CSn
(rather than A) is a localizable completion, so there is a quantic bundle
p : MaxCSn → ℘(Sn).
Example 6.5. Let A = Mn(C) and let B = Dn(C) be the set of n × n
diagonal matrices. This is one of the motivating examples in [23]. Now the
normalizers are matrices M whose signature is a partial permutation matrix,
where by signature of M we mean the matrix N defined for all i, j by
nij =
{
0 if mij = 0
1 otherwise.
Hence, IB is the symmetric pseudogroup on n elements, and thus the groupoid
B is just the total binary relation (pair groupoid) on n elements. The map
b : MaxA→ ℘(B) is such that b∗ sends each partial permutation matrix N
to the linear subspace of A consisting of all the matrices M whose signature
is less or equal to N in the pointwise order. This example can be regarded
an instance of Theorem 5.8, so p is a stable quantic bundle. Indeed B has
trivial isotropy, so B = B′.
Example 6.6. Let us see an example that lies between the two extremes
illustrated in Example 6.4 and Example 6.5. Let A = Mn+1(C) and B ∼= C
2
be the subspace of A spanned by the two matrices(
In 0
0 0
)
,
(
0 0
0 1
)
.
Then B0 is a discrete two point space. The normalizers are of the form(
λ1M 0
0 λ2
)
,
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where λ1, λ2 ∈ C and M is an n × n permutation matrix, so one of the
points of B0 has isotropy group Sn and the other has trivial isotropy. (Here
B
′ is just a discrete two point space.) Due to reasons similar to those of
Example 6.4, the map b : MaxA→ ℘(B) is not semiopen if n ≥ 2, and it is
not a surjection if n ≥ 3.
6.3 Fell bundles versus I-stable quantic bundles
Consider a saturated Fell bundle π : E → G equipped with a compatible
completion A with associated quantale map p : MaxA → Ω(G). Then
B := p∗(G0) is a sub-C*-algebra of A, and the question naturally arises of
how the map p : MaxA→ Ω(G) determined by the pair (π,A) relates to the
map b : MaxA → Ω(B) determined by the subalgebra. In particular, we
want to know how the pseudogroup IB compares with I(G).
We begin by noticing that, independently of Fell bundles, we can say
more about the universal property of Theorem 6.3 in the context of I-stable
quantic bundles (a similar property has been noticed in [44, Theorem 6.3] for
stable quantic bundles):
Lemma 6.7. Let A be a C*-algebra, B ⊂ A a sub-C*-algebra, and b :
MaxA→ Ω(B) the corresponding map. If p : MaxA→ Ω(G) is an I-stable
quantic bundle such that p∗(G0) = B then the comparison map k : Ω(B) →
Ω(G) is a split surjection.
Proof. The inverse image homomorphism k∗ : Ω(G) → Ω(B) is the unique
homomorphism of unital involutive quantales whose restriction to I(G) co-
incides with p∗ (see the proof of [44, Theorem 6.1]). Since p is an I-
stable quantic bundle, by Lemma 2.10 the direct image homomorphism p!
restricts to a homomorphism of pseudogroups ψ : IB → I(G), which in
turn extends via the functor L∨ to a homomorphism of unital involutive
quantales L∨(ψ) : L∨(IB) → L∨(I(G)), and thus to a homomorphism
ψ♯ : Ω(B) → Ω(G), since L∨(I(G)) ∼= Ω(G) and L∨(IB) ∼= Ω(B). The
map s defined by s∗ = ψ♯ is such that k ◦ s is the identity on Ω(G).
Now we return to the context of Fell bundles. It turns out that, under
suitable assumptions about a Fell line bundle π : E → G and a localizable
completion A, the pseudogroup I(G) can be recovered as a pseudogroup IB
precisely when the quantic bundle determined by the pair (π,A) is I-stable:
Theorem 6.8. Let π : E → G be a Fell line bundle on a Hausdorff groupoid
G. Let also A be a localizable completion with associated quantic bundle
p : MaxA → Ω(G), let B = p∗(G0)
(
∼= C0(G0, E) ∼= C0(G0)
)
, and let
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b : MaxA → Ω(B) be the map determined by B. The following conditions
are equivalent:
1. p is an I-stable quantic bundle;
2. The comparison map k : Ω(B)→ Ω(G) is an isomorphism.
Proof. The implication (2) ⇒ (1) is true essentially by definition of I-
stability (cf. Lemma 2.10). Let us prove (1) ⇒ (2). Assume that p is I-
stable. The homomorphism p∗ restricts to an injective homomorphism of
pseudogroups φ : I(G)→ IB. Since the functor L
∨ defines an equivalence of
categories between pseudogroups and inverse quantal frames, φ extends to an
injective homomorphism of unital involutive quantales L∨(φ) : L∨(I(G)) →
L∨(IB) or, equivalently, to an injective homomorphism φ♯ : Ω(G) → Ω(B),
and the comparison map k is defined by k∗ = φ♯. In order to show that k
is an isomorphism we shall prove that φ is also surjective with inverse given
by the restriction of p!. Let V ∈ IB. The assumption that p is I-stable
means that p!(V ) ∈ I(G), and the unit of the adjunction p! ⊣ p
∗ gives us
V ⊂ p∗(p!(V )), so all we need to prove is the converse inclusion, which, since
V is topologically closed, is equivalent to the inclusion
(6.1) Cc(p!(V ), E) ⊂ V .
Notice that p!(V ) =
⋃
a∈V supp
◦(a) and that for all a ∈ V we have Ba ⊂ V ,
so in order to prove (6.1) it suffices to see that for all a ∈ V we have
(6.2) Cc(supp
◦(a), E) ⊂ Ba .
Let s ∈ Cc(supp
◦(a), E) and consider the quotient function
λ = s/a : supp◦(a)→ C
which is defined by letting λ(g) be the unique complex number, for each g ∈
supp◦(a), such that s(g) = λ(g)a(g) in Eg. Then λ is continuous because π is
locally trivial and, clearly, λ ∈ Cc(supp
◦(a)), so λ1 ∈ B, where 1 : G0 → E
is the unit section, and thus
s = λa = λ1a ∈ Ba .
So we have proved (6.2) and, consequently, (6.1), as intended.
Not all Fell line bundles and localizable completions yield I-stable quantic
bundles, as the following example shows:
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Example 6.9. Let G be the finite discrete group Z2 = {0, 1}, and let A be
the group algebra CG, regarded as a faithful completion (hence localizable
because Z2 is a compact groupoid) of the trivial Fell bundle π1 : G×C→ G.
Let also p : MaxA → ℘(G) be the corresponding quantic bundle. The
abelian subalgebra p∗({0}) is B = C0. Consider the element
v = λ1+ κ0
with λ, κ ∈ C. We have
v∗v = vv∗ = (|λ|2 + |κ|2)0+ (λκ + κλ)1 ,
and thus the element n = 1√
2
1+ i√
2
0 satisfies
n∗n = nn∗ = 0 .
Hence,
n∗Bn = B and nBn∗ = B ,
so n is a normalizer. But the support of n is the whole of G, whereas
I(G) =
{
{0}, {1}
}
, so p!(nB) = G /∈ I(G), and thus p is not I-stable.
Finally, we obtain a sufficient condition for I-stability:
Theorem 6.10. Let π : E → G be a second countable twisted groupoid with
G topologically principal and Hausdorff. The associated map
p : MaxC∗r (G,E)→ Ω(G)
is an I-stable quantic bundle.
Proof. Write B for p∗(G0). The map p is a quantic bundle and, by [37,
Proposition 4.8(ii)], for twisted groupoids satisfying the conditions of this
theorem we have supp◦(n) ∈ I(G) for all n ∈ N(B). Let V be an arbitrary
element of IB and let m,n ∈ V . Then m,n ∈ N(B) and, using Lemma 3.3,
we obtain
supp◦(m)−1 supp◦(n) = supp◦(m∗n) ⊂ p!(V
∗V ) ⊂ p!(B)
= p!(p
∗(G0)) ⊂ G0 ,
and, equally, supp◦(m) supp◦(n)−1 ⊂ G0. This shows that the set
{supp◦(n) | n ∈ V }
is a compatible set of I(G), and thus p!(V ), which coincides with the union
of open supports
⋃
n∈V supp
◦(n), is in I(G). Therefore p!(IB) ⊂ I(G), so p
is I-stable.
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It is interesting to note that the construction of B′ forces the groupoid
to be effective, whereas B is in principle more general, but that insofar as
recovering the base groupoid G of a Fell bundle from a sub-C*-algebra B
is concerned, under the conditions of the above theorems we are able to do
it precisely in situations where the additional generality of B is lost, since
topologically principal groupoids are effective [37, Proposition 3.6] and thus
the conditions of Theorem 6.10 imply that we have B ∼= B′.
A Locales
A.1 The category of locales
By a locale is meant a sup-lattice L satisfying the infinite distributive law
a ∧
∨
i
bi =
∨
i
a ∧ bi
for all a ∈ L and all families (bi) in L, and a map of locales
f : L→M
is defined to be a homomorphism of locales
f ∗ : M → L ,
namely a function that preserves all the joins and the finite meets; that is,
f ∗
(∨
i
ai
)
=
∨
i
f ∗(ai) ,
f ∗(a ∧ b) = f ∗(a) ∧ f ∗(b) ,
f ∗(1M) = 1L ,
for all a, b ∈M and all families (ai) in M . The category of locales and their
maps is denoted by Loc. The motivating example of a locale is the topology
Ω(X) of a topological space X . The assignment X 7→ Ω(X) can be extended
to a functor
Ω : Top→ Loc
by assigning to each continuous map ϕ : X → Y the map of locales
Ω(ϕ) : Ω(X)→ Ω(Y )
which is defined by Ω(ϕ)∗ = ϕ−1. Accordingly, for a map of locales f we
usually refer to f ∗ as its inverse image homomorphism.
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By a spatial locale is meant any locale which is isomorphic to one of the
form Ω(X). And a topological space X is sober if the mapping x 7→ {x}
defines a bijection from X to the set of irreducible closed sets of X . For
instance any Hausdorff space is sober, since the irreducible closed sets are the
singletons. The functor Ω restricts to an equivalence of categories between
the full subcategory of Loc whose objects are the spatial locales and the
full subcategory of Top whose objects are the sober spaces. We note that if
ϕ : X → B is a local homeomorphism and B is sober then so is X .
A.2 Open maps
If ϕ : X → Y is an open map of topological spaces the direct image homo-
morphism
ϕ! : Ω(X)→ Ω(Y ) ,
which is defined by ϕ!(U) = ϕ(U) for all U ∈ Ω(X), is left adjoint to the
inverse image homomorphism:
ϕ! ⊣ ϕ
∗ .
Moreover, it safisfies the Frobenius reciprocity condition, which states that
for all U ∈ Ω(X) and V ∈ Ω(Y ) we have
ϕ!(U ∩ ϕ
−1(V )) = ϕ!(U) ∩ V .
Equivalently, taking into account that ϕ−1 makes Ω(X) a Ω(Y )-module by
change of “base ring”, the Frobenius condition is equivalent to the statement
that ϕ! is a homomorphism of Ω(Y )-modules.
This leads to the definition of open map f : L → M between locales
L and M as consisting of a map of locales whose inverse image homomor-
phism f ∗ has a left adjoint, usually denoted by f!, which is a left M-module
homomorphism: for all a ∈ L and b ∈M we have
f!(a ∧ f
∗(b)) = f!(a) ∧ b .
If ϕ : X → Y is an open map of topological spaces then the locale map
Ω(ϕ) : Ω(X)→ Ω(Y ) is open. The converse is not true in general.
An important property of open maps of locales is that they are stable
under pullback in Loc along arbitrary maps of quantales.
B Banach bundles
Let us say that a topological space X is locally Hausdorff if for each point
x ∈ X there is an open set U ⊂ X containing x which is Hausdorff in the
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subspace topology. From here onX is an arbitrary but fixed locally Hausdorff
space.
By a Banach bundle over X will be meant a topological space E equipped
with a continuous open surjection
π : E → X
such that, writing Ex instead of π
−1({x}) and EU instead of π−1(U) for all
x ∈ X and U ∈ Ω(X), the following conditions are satisfied:
1. for each x ∈ X the fiber Ex has the structure of a Banach space;
2. for each Hausdorff open set U ⊂ X , the set EU is a Hausdorff subspace
of E;
3. addition is continuous on E ×X E to E;
4. for each λ ∈ C, scalar multiplication e 7→ λe is continuous on E to E;
5. e 7→ ‖e‖ is upper semicontinuous on E to R;
6. for each x ∈ X and each open set V ⊂ E containing 0x, there is ε > 0
and an open set U ⊂ X containing x such that EU ∩ Tε ⊂ V , where Tε
is the “tube” {e ∈ E | ‖e‖ < ε}.
Condition 6 is equivalent to stating that for each x ∈ X the open “rect-
angles”
EU ∩ Tε
with x ∈ U form a local basis of 0x. It is also equivalent to the statement
that for every net (eα) in E, if π(eα) → x and ‖eα‖ → 0 then eα → 0x (the
axiom of choice is needed for the converse implication).
Hence, in particular, the zero section of a Banach bundle is continuous.
It can also be shown that scalar multiplication as an operation C×E → E is
continuous, as mentioned in [6], hence generalizing the same fact that holds
for continuous Banach bundles.
We shall refer to the classical definition of Banach bundle, as in [13], i.e.,
such that X and E are Hausdorff spaces and the norm ‖ ‖ : E → R is
continuous, simply as a continuous Banach bundle. Banach bundles are not
necessarily locally trivial, but, as stated in [13], a continuous Banach bundle
whose fibers are all of the same finite dimension is necessarily locally trivial.
A proof of this can be found in [45].
We recall that if π : E → X is a continuous Banach bundle with X
locally compact then π has enough sections [13, Appendix C]. This conclusion
remains true if the norm is only upper semicontinuous, as noted in [17], and
thus Banach bundles on locally compact spaces have enough local sections:
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Theorem B.1. Let π : E → X be a Banach bundle with X locally compact.
For all e ∈ E there exists a Hausdorff open set U ⊂ X containing π(e) and
a section s ∈ C(U,E) such that s(π(e)) = e.
Proof. Let e ∈ E. Since X is locally Hausdorff, there is a Hausdorff open set
U ⊂ X containing π(e). The restricted bundle
π|EU : EU → U
has both EU and U Hausdorff, so it has enough continuous sections.
Another property of continuous Banach bundles with locally compact
base spaces which is retained (albeit not in a straightforward way) if the
norm is only upper semicontinuous is the following:
Theorem B.2. Let π : E → X be a Banach bundle on a locally compact
locally Hausdorff space X. The image 0 = {0x | x ∈ X} of the zero section
is a closed set of E.
Proof. Let (Uα) be a cover of X by Hausdorff open sets. Then (EUα) is an
open cover of E, so it suffices to prove that for each α the set EUα \0 is open
in EUα. Hence, without loss of generality, we shall assume from now on that
X is Hausdorff. Then by definition so is E, which means that π is a Banach
bundle in the classical sense of [13], except that its norm is only assumed to
be upper semicontinuous. By [45, Theorem 4.2] the evaluation mapping
(s, x) 7→ s(x) : C0(X,E)×X
eval // E
is both continuous and open (the statement of that theorem applies to contin-
uous Banach bundles but the part of the proof that establishes the properties
of eval does not use lower semicontinuity). The triple (π, C0(X,E), eval) is
therefore a quotient vector bundle [45], and 0 is closed in E because E is
Hausdorff [45, Theorem 3.8].
C C*-algebras of Fell bundles
Throughout appendix C every groupoid G will be assumed to be e´tale with
locally compact Hausdorff space of objects G0 ⊂ G (and G is Hausdorff in
section C.3), and every Fell bundle π : E → G will be assumed to be second
countable. It follows that the discrete subspaces Gx ⊂ G must be countable.
We make no claims that the results presented in this appendix are as general
as possible, or that they are original, and we include them mostly with the
purpose of providing explicit examples of compatible completions for a large
class of Fell bundles.
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C.1 I-norm
Let π : E → G be a Fell bundle. For each s ∈ Γc(G,E) define the I-norm of
s to be
‖s‖I = sup
x∈G0
{
max
(∑
g∈Gx
‖s(g)‖ ,
∑
g∈Gx
‖s(g−1)‖
)}
.
Lemma C.1. Let π : E → G be a Fell bundle. If U ∈ I(G) and s ∈
L∞(U,E) then ‖s‖I = ‖s‖∞.
Proof. Writing α and β, respectively, for the domain and range local bisection
maps with image U , we have∑
g∈Gx
‖s(g)‖ = ‖s(α(x))‖ ,∑
g∈Gx
‖s(g−1)‖ = ‖s(β(x))‖ .
Hence,
sup
x∈G0
∑
g∈Gx
‖s(g)‖ = sup
x∈dom(α)
‖s(α(x)‖ = sup
g∈U
‖s(g)‖
= sup
x∈dom(β)
‖s(β(x)‖ = sup
x∈G0
∑
g∈Gx
‖s(g−1)‖ ,
and thus
‖s‖I = sup
g∈U
‖s(g)‖ = ‖s‖∞ .
Lemma C.2. Let π : E → G be a Fell bundle. Then ‖ ‖I is a ∗-algebra
norm on Γc(G,E).
Proof. It is easy to see that ‖s‖I = 0 ⇒ s = 0, and that both ‖s + t‖I ≤
‖s‖I + ‖t‖I and ‖zs‖I = |z|‖s‖I for all z ∈ C and all sections s and t such
that ‖s‖I < ∞ and ‖t‖I < ∞. Since any section s ∈ Γc(G,E) can be
written as s = s1 + · · ·+ sn for sections si ∈ Cc(Ui, E) with Ui ∈ I(G), we
have, by Lemma C.1, ‖s‖I ≤
∑
i ‖si‖∞ < ∞, so ‖ ‖I is a norm. It is also
immediate that ‖s‖I = ‖s
∗‖I . Finally, for all s ∈ Γc(G,E) and x ∈ G0 let
Nx(s) =
∑
g∈Gx ‖s(g)‖ and Mx(s) =
∑
g∈Gx ‖s(g
−1)‖, so that
‖s‖I = sup
x∈G0
{
max
(
Nx(s),Mx(s)
)}
= max
(
sup
x∈G0
Nx(s), sup
x∈G0
Mx(s)
)
.
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We have:
Nx(st) =
∑
g∈Gx
‖st(g)‖ =
∑
g∈Gx
∥∥∑
h∈Gx
s(gh−1)t(h)
∥∥ ≤ ∑
g,h∈Gx
‖s(gh−1)‖‖t(h)‖
≤
∑
h∈Gx
Nr(h)(s)‖t(h)‖ ≤
∑
h∈Gx
‖s‖I‖t(h)‖ ≤ ‖s‖I‖t‖I .
Similarly, Mx(st) ≤ ‖s‖I‖t‖I , and thus ‖st‖I ≤ ‖s‖I‖t‖I .
C.2 Reduced and full C*-algebras
The following description of full and reduced C*-algebras is a loose adap-
tation to Fell bundles of the presentation of C*-algebras of non-Hausdorff
groupoids of [20].
Let π : E → G be a Fell bundle. For each x ∈ G0 and each g ∈ Gx the
fiber Eg is a Hilbert Ex-module with inner product given by
〈e, f〉 = e∗f ,
and we define ℓ2(Gx, E) to be the direct sum of Hilbert modules
⊕
g∈Gx Eg;
that is, it is the set of sections ξ ∈ Γ (Gx, E) such that the sum∑
g∈Gx
〈
ξ(g), ξ(g)
〉
converges in Ex. So ℓ
2(Gx, E) is a Hilbert Ex-module with inner product
defined by
〈ξ, ζ〉 =
∑
g∈Gx
〈
ξ(g), ζ(g)
〉
,
and norm given by
‖ξ‖2 =
∥∥〈ξ, ξ〉∥∥1/2 = ∥∥∥∥∥∑
g∈Gx
〈
ξ(g), ξ(g)
〉∥∥∥∥∥
1/2
=
∥∥∥∥∥∑
g∈Gx
ξ(g)∗ξ(g)
∥∥∥∥∥
1/2
.
Note that for all ξ ∈ ℓ2(Gx, E) and g ∈ Gx we have
‖ξ(g)‖ ≤ ‖ξ‖2
and that if π : E → G is a line bundle we obtain a formula for the norm
which is analogous to that of the Hilbert space ℓ2(Gx):
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Lemma C.3. Let π : E → G be a Fell line bundle, and let x ∈ G0. Then
for all ξ ∈ ℓ2(Gx, E) we have
‖ξ‖2 =
(∑
g∈Gx
‖ξ(g)‖2
)1/2
.
Proof. Let φ : Ex → C be a ∗-isomorphism. Then
‖ξ‖22 =
∥∥∥∥∥∑
g∈Gx
ξ(g)∗ξ(g)
∥∥∥∥∥ =
∣∣∣∣∣φ
(∑
g∈Gx
ξ(g)∗ξ(g)
)∣∣∣∣∣
=
∣∣∣∣∣∑
g∈Gx
φ
(
ξ(g)∗ξ(g)
)∣∣∣∣∣ = ∑
g∈Gx
φ
(
ξ(g)∗ξ(g)
)
,
where the last step is justified because ξ(g)∗ξ(g) is a positive element of Ex
and thus φ
(
ξ(g)∗ξ(g)
)
is a non-negative real number. Moreover, for each
g ∈ Gx we have φ
(
ξ(g)∗ξ(g)
)
=
∣∣φ(ξ(g)∗ξ(g))∣∣ = ‖ξ(g)∗ξ(g)‖ = ‖ξ(g)‖2.
Now for each x ∈ G0 define the bilinear map
ρx(−)− : Γc(G,E)× ℓ
2(Gx, E)→ Γ (Gx, E)
as follows:
ρx(s)ξ(g) =
∑
h∈Gx
s(gh−1)ξ(h) =
∑
g=kh
s(k)ξ(h) .
Lemma C.4. Let π : E → G be a Fell line bundle. The assignment ξ 7→
ρx(s)ξ defines a bounded operator ρx(s) on ℓ
2(Gx, E), whose norm satisfies
‖ρx(s)‖ ≤ ‖s‖I .
Proof. Both the conclusion that πx(s)ξ is square-summable and the condition
on the operator norm follow from the following calculation, which uses the
Cauchy–Schwarz inequality and Lemma C.3:∥∥∥∥∥∑
g∈Gx
〈
πx(s)ξ(g), πx(s)ξ(g)
〉∥∥∥∥∥ ≤ ∑
g∈Gx
‖πx(s)ξ(g)‖
2
=
∑
g∈Gx
∥∥∑
h∈Gx
s(gh−1)ξ(h)
∥∥2
≤
∑
g,h∈Gx
‖s(gh−1)‖2‖ξ(h)‖2 ≤ ‖s‖2I‖ξ‖
2
2 .
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Assuming now that π : E → G is a line bundle (as in the previous lemma),
for all s ∈ Γc(G,E) define
‖s‖r = sup
x∈G0
‖ρx(s)‖ .
By construction ‖ ‖r is a seminorm, and it satisfies
‖ ‖∞ ≤ ‖ ‖r
because for all s ∈ Γc(G,E), x ∈ G0 and g ∈ Gx we have
‖s‖r ≥ ‖ρx(s)‖ ≥ ‖ρx(s)δ1x‖2 ≥ ‖ρx(s)δ1x(g)‖
=
∥∥∑
h∈Gx
s(gh−1)δ1x(h)
∥∥ = ‖s(g)‖ .
Hence, ‖ ‖r is a norm, the reduced C*-norm on Γc(G,E). Using Lemma C.4,
for all s ∈ Γc(G,E) we obtain
‖s‖∞ ≤ ‖s‖r ≤ ‖s‖I ,
so, by Lemma C.1, for all U ∈ I(G) and s ∈ Cc(U,E) we get
‖s‖∞ = ‖s‖r = ‖s‖I .
The reduced C*-algebra of the bundle, C∗r (G,E), is the completion of Γc(G,E)
in the reduced norm.
Assume again that π : E → G is a Fell line bundle, and let H be a Hilbert
space. By an I-bounded representation
ρ : Γc(G,E)→ B(H)
will be meant a ∗-homomorphism such that for all s ∈ Γc(G,E) we have
‖ρ(s)‖ ≤ ‖s‖I .
By Lemma C.4 the representations ρx are I-bounded, so we have ‖ ‖r ≤ ‖ ‖f
where ‖ ‖f is the full norm on Γc(G,E):
‖s‖f = sup
{
‖ρ(s)‖ | ρ is I-bounded
} (
s ∈ Γc(G,E)
)
.
The completion of Γc(G,E) with respect to the full norm, C
∗(G,E), is the
full C*-algebra of the Fell bundle. Then C∗r (G,E) is a quotient of C
∗(G,E),
and the various norms on the convolution algebra are related by
‖ ‖∞ ≤ ‖ ‖r ≤ ‖ ‖f ≤ ‖ ‖I .
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Moreover, if U ∈ I(G) and s ∈ Cc(U,E) we have, by Lemma C.1,
‖s‖∞ = ‖s‖r = ‖s‖f = ‖s‖I .
It follows, for Fell line bundles, that any C*-norm lying between the reduced
norm and the full norm is a compatible norm:
Theorem C.5. Let π : E → G be a Fell line bundle, let ‖ ‖µ be a C*-norm
on Γc(G,E) such that ‖ ‖r ≤ ‖ ‖µ ≤ ‖ ‖f , and let C
∗
µ(G,E) be the completion
of Γc(G,E) in the norm ‖ ‖µ. Then C
∗
µ(G,E) is a compatible completion, and
for all U ∈ I(G) the closure Cc(U,E) in C
∗
µ(G,E) is isometrically isomorphic
to C0(U,E).
C.3 Hausdorff groupoids
If G is Hausdorff there is a more elegant way of describing the reduced C*-
algebra, moreover without rank restrictions on the Fell bundles. We fol-
low [24], whose exposition is in the context of continuous Fell bundles, so
from here on all our bundles will have continuous norm.
Let G be a Hausdorff groupoid and π : E → G a continuous Fell bundle.
Using the restriction map P : Cc(G,E)→ Cc(G0, E) one defines a Cc(G0, E)-
valued inner product on Cc(G,E) by
〈s, t〉 = P (s∗t) .
This makes Cc(G,E) a pre-Hilbert C0(G0, E)-module. For each s ∈ Cc(G,E)
we define ‖s‖2 = ‖〈s, s〉‖
1/2
∞ and denote the completion of Cc(G,E) un-
der ‖ ‖2 by L
2(G,E). This is a Hilbert C0(G0, E)-module. Left multi-
plication Cc(G,E) × L
2(G,E) → L2(G,E) is adjointable, so we obtain a
∗-monomorphism
Cc(G,E)→ L(L
2(G,E)) .
The reduced C*-algebra is the completion of Cc(G,E) with respect to the
operator norm, so we obtain a ∗-monomorphism
C∗r (G,E)→ L(L
2(G,E))
and the restriction map P extends to a faithful conditional expectation
P : C∗r (G,E)→ C0(G0, E) .
Conversely, we have [24, Fact 3.11]:
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Lemma C.6. Let π : E → G be a continuous Fell bundle on a Hausdorff
groupoid G. The reduced norm ‖ ‖r on Cc(G,E) is the unique C*-norm
extending the supremum norm on C0(G0, E) for which P extends to the com-
pletion as a faithful conditional expectation.
Proof. Let A be the C*-completion of Cc(G,E) in such a norm ‖ ‖. Since
P extends to a conditional expectation A → Cc(G0, E), left multiplication
Cc(G,E)× L
2(G,E)→ L2(G,E) extends to a continuous ∗-homomorphism
A → L(L2(G,E)), which is injective because P is faithful. Hence, ‖ ‖ coin-
cides with the operator norm of L(L2(G,E)).
We also have ‖ ‖∞ ≤ ‖ ‖2 ≤ ‖ ‖r, and thus the assignment a 7→ aˆ factors
through L2(G,E):
C∗r (G,E)
ι
−→ L2(G,E)→ C0(G,E) .
Moreover, the fact that P is faithful implies that ι is injective.
An explicit relation between the construction of C∗r (G,E) we have just
seen and the Hilbert Ex-modules ℓ
2(Gx, E) described in section C.2 goes as
follows. Let V be the disjoint union
∐
x∈G0 ℓ
2(Gx, E), and write π˜ : V → G0
for the natural projection. For each s ∈ Cc(G,E) let s˜ : G0 → V be the
section of π˜ defined, for each x ∈ G0 and g ∈ Gx, by s˜(x)(g) = s(g).
Topologize π˜ as a Banach bundle using these sections as in [13, §II.13.18].
The mapping (˜−) : Cc(G,E) → C0(G0, V ) extends to an isomorphism
(˜−) : L2(G,E)
∼=
→ C0(G0, V ), so we can regard each element ξ ∈ L
2(G,E)
concretely as a section of π defined by, for each g ∈ G,
ξ(g) = ξ˜(g−1g)(g) .
Consequently, since ι : C∗r (G,E) → L
2(G,E) is injective, C∗r (G,E) itself
can be regarded as an algebra of sections of π. This useful fact has been
mentioned often in regard to twisted groupoids [36,37], and we record it here
in the context of more general Fell bundles:
Theorem C.7. Let π : E → G be a continuous Fell bundle on a Hausdorff
groupoid G. The extension (̂−) : C∗r (G,E) → C0(G,E) of the inclusion
Cc(G,E)→ C0(G,E) is injective.
We conclude this appendix by noting that in the present context of Fell
bundles π : E → G on Hausdorff groupoids any representation
ρ : Cc(G,E)→ B(H)
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is necessarily I-bounded [28]. Hence, we have
‖ ‖∞ ≤ ‖ ‖r ≤ ‖ ‖f ≤ ‖ ‖I
and Lemma C.1 gives us an analogue of Theorem C.5 for Fell bundles (with-
out rank restrictions) on Hausdorff groupoids:
Theorem C.8. Let π : E → G be a continuous Fell bundle on a Hausdorff
groupoid, let ‖ ‖µ be a C*-norm on Cc(G,E) such that ‖ ‖r ≤ ‖ ‖µ ≤
‖ ‖f , and let C
∗
µ(G,E) be the completion of Cc(G,E) in the norm ‖ ‖µ.
Then C∗µ(G,E) is a compatible completion, and for all U ∈ I(G) the closure
Cc(U,E) in C
∗
µ(G,E) is isometrically isomorphic to C0(U,E).
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