Abstract
Introduction
Concurrency and synchronization concepts are difficult for novices to grasp [5, 2, 9, 3, 7] . Instructors usually introduce these concepts using small model problems-e.g., producers and consumers and dining philosophers-where the solutions employ OS-level synchronization primitives, such as lock, unlock, wait, and notify. Following instruction, a student should: 1) understand how each synchronization primitive affects the state of OS-level resources, e.g., lock ownership, and the contents of condition and ready queues; and 2) be able to reason about higher-level thread interactions and synchronization behavior. This standard approach for teaching concurrency generally suffices for the first objective; however, many students find it difficult to achieve the second.
Clearly, this second objective represents a higher level of skill than the first (e.g., "application" vs. mere "comprehension" [1] ). The ability to reason about the synchronization and behavior of threads requires the student to understand much more than just the OSlevel semantics of synchronization primitives. She must also reason about thread interleavings and about how one thread's use of a synchronization primitive affects the scheduling of other threads, i.e., indirectly through the OS-level resources and states upon which these schedules are derived. Kolikant suggests that students cope with this complexity by developing pattern-based techniques to solve synchronization problems [6] . Moreover, these same students have trouble in solving unfamiliar synchronization problems, which suggests that they are not really achieving the learning objective.
Our work aims to improve student learning with respect to the aforementioned objectives by evaluating and adapting the external representations used by experts in problem-solving tasks. That external representations can interact with internal representations to improve problem-solving is well-supported by work in distributed cognition [11] . Pancake states that purely textual representations may be inadequate to express complex concurrent programming situations [8] . Thus, visual representations are needed. Our work focuses on the UML 2.0 sequence diagrams. This paper describes an instructor survey and observational study through which we identified a core set of difficulties that students encounter in learning about concurrency. We also present a refinement of the UML sequence diagram and show how its use can help students in achieving the second objective. We performed a subjective survey, which indicates that students found the refinement to be useful in reasoning about thread synchronization. This paper concludes with a discussion of plans for further refinement and a more in-depth, objective study of its utility.
Interviews and observational study
We conducted instructor interviews and an observational study to identify the difficulties that students experience when learning about concurrency. Three instructors of courses that deal with concurrency concepts were individually interviewed and asked to identify the nature of the difficulties students encountered.
To confirm the common problems pointed out by the instructors and to search for additional student difficulties, we conducted an observational study. During five weeks of class sessions, we observed student be-havior and took notes about each instructor's presentation, the students' questions and the student responses to the instructors' questions. Common problems we identified include: 1. It is common for instructors to use ad-hoc sketches to describe concurrent program executions. However, students often find it difficult to record the details and explanations for later review of the reasoning behind the sketches. 2. The large space of potential execution sequences, each arising from a different thread interleaving, is difficult for a student to envision and comprehend.
Students often conflate the concepts critical region
and scheduling policy to the point that they fail to consider execution sequences in which a thread executing within a critical region is interrupted due to context switching. 4. Students have trouble reasoning about why the implementations of synchronization primitives lead to correct synchronization behavior. 5. Students often find it difficult to choose appropriate synchronization mechanisms and primitives to meet certain synchronization goals.
Our refinement of the sequence diagram
We developed a refinement of the UML sequence diagram that attempts to address the first three difficulties, and may help students to develop a sufficiently deep understanding of synchronization behavior to assist in the last two difficulties. In the following sections, we describe our diagram, applied to a monitor solution to the readers-writers problem [4] .
Readers-writers: monitor solution
Readers-writers is a model synchronization problem in which two distinct classes of threads, readers and writers, compete for access to shared data. Multiple readers may execute concurrently within a critical region. However, a writer must execute in a critical section to the exclusion of all readers and all other writers.
We employed a Java-based example in which a Database class is implemented as a monitor. This class declares four monitor operations (startRead, endRead, startWrite, endWrite), two condition variables (OKtoRead, OKtoWrite), and two counters (numReaders, numWriters). We assume also the implementation of methods wait(cond_var), notify(cond_var), and notify_all(cond_var), external to the Database monitor. The implementation pseudocode may be found at: http://www.cs.uga.edu/~shaohua/ICSE2007/code.pdf
Our refinement of sequence diagram
We extended UML 2.0 sequence diagram notation in three ways. All monitor objects must declare two object states, locked and unlocked, which indicate the state of the monitor after its lock has been acquired or released by a thread. Colored activation bars indicate the scheduling status of the thread that started the activation. This status is either running (green), ready (yellow) or suspended (red) 1 . Finally, comments show the state of the counters inside the monitor. Figure 1 depicts an example of this refinement 2 . The numbers 1-11 shown to the left of the diagram are keyed to the following description: 1. Initially, a reader and a writer are active. The reader is scheduled first; thus its activation bar is colored green (darkest gray). The writer is ready (but not running); thus its activation bar is colored yellow (lightest gray).
2. The reader invokes startRead() on the monitor and is able to obtain the lock, as indicated by the appearance of the locked object state in the diagram. 3. A context switch occurs while the reader is executing startRead(). The writer now runs (writer's bar changes from yellow to green as reader's bar changes from green to yellow). 4. The writer invokes startWrite() and attempts to enter the monitor. However, the monitor lock is held by the reader, so the writer suspends (bar changes from green to red). This action resumes the reader (bar changes from yellow to green), which then sets numReaders to 1 (comment bubble), releases the lock (unlocked state) and returns from startRead(). Notice that when the reader releases the lock, the writer's state changes from suspended to ready (red to yellow). 5. When another context switch occurs, the writer is able to run (green bar) and is able to obtain the monitor lock (locked state). 6. Because numReaders is non-zero, the writer invokes wait(OKtoWrite). The writer then adds itself to the wait set of OKtoWrite (not depicted in diagram), releases the lock (unlocked state) and suspends itself (bar changes to red). 7. The reader now resumes (green bar), invokes the monitor's endRead() method, and acquires the lock (locked state). 8. The reader sets numReaders back to 0 (comment bubble) and invokes the monitor's notify method call on the condition variable OKtoWrite. 9. As a result of the reader's invocation of notify(OKtoWrite), the writer, which is suspended and in the wait set of OKtoWrite, now resumes (bar changes from red to yellow). 10. The reader returns from the notify method, releases the lock (unlocked state) and eventually finishes its execution (bar ends). 11. The writer is then scheduled (green activation bar) obtains the monitor (locked state), and completes its execution.
Diagram assists with identified difficulties
We claim this type of diagram can help users overcome several of the difficulties identified in Section 2. Using this diagram rather than ad-hoc sketches during class should facilitate student note-taking and later review. Moreover, thread interleaving and context switching are depicted explicitly. Viewers can see from the diagram that context switches can occur even when the thread is in a monitor or critical region.
The diagram also illustrates higher-level thread synchronization in a manner that is traceable to the use of low-level synchronization primitives. Thus, students can more easily answer a question such as, "What is the impact of the invocation of notify by the reader on the writer?" The diagram explicitly illustrates (in step 9) that the status of the writer changes from suspended to ready (the bar changes from red to yellow).
Our refinement can also reveal the underlying dynamics of the synchronization primitives that are typically hidden from programmers. For instance, at step 5, when a context switch occurs, the writer thread enters the monitor (obtains the lock). What prevents the writer from writing while the reader is still reading? The writer sees that numReaders is 1, and suspends on wait(OKtoWrite). Why doesn't this cause a deadlock? The writer thread releases the monitor lock (the unlocked state) before it suspends.
It is also possible to use these diagrams to ask why a thread is suspended. Can it not enter the monitor, or is it waiting on some condition variable? If it is waiting on a condition variable, the suspension will have begun during an activation of wait and should involve a transition from green to red that coincides with transition into the unlocked state.
A subjective user study
We conducted a subjective user study of our diagram using 5 graduate students in the Computer Science Department at the University of Georgia who had recently been taught about semaphores and monitors. We first presented the code for the monitor solution to the readers-writers problem, and the diagram that appears in this paper. We then walked the students through the event sequence described in Section 3 and asked them to fill out a short survey. The first question surveyed familiarity with the standard UML 2.0 sequence-diagram notation. Of the participants, one had previously used the notation, one was familiar with but had not actually used it, and three were completely unfamiliar with it.
Questions 2-5 asked participants to use a rating scale from 1 (strongly disagree) to 5 (strongly agree) to evaluate how well the refinement: 2. clarifies a thread's entering and exiting a monitor routine (Avg. rating: 4.4) 3. clarifies when and which threads are actively running on the processor at any given time, assuming threads share a single processor (Avg. rating which it might aid in design, understanding or verification tasks. One participant suggested the diagrams could help distinguish when a thread is interrupted because it needs to synchronize with another thread vs. a "normal" context switch. Others suggested refinements to the notation included additional labels that record the values of condition variables, texture to indicate activation by a particular thread, and identification of the queue upon which a thread is blocked.
Question 7 asked participants to identify any aspects of concurrency or synchronization that this diagram might obfuscate or that might complicate design, verification, or understanding activities. One participant pointed out that the lengths of the sections of activation bars could be misleading and perhaps should be scaled according to the amount of time that the depicted portion of the execution would actually consume. Another pointed out that it can be difficult to determine which activation bar is associated with which thread and that context switches could be difficult to detect. Perhaps these events could be more explicitly labeled.
Overall, the collected results are encouraging in that that all participants agreed or strongly agreed that this refinement of the sequence diagram is helpful.
Conclusions and Future work
We conducted two formative design studies and identified some of the major difficulties that students encounter when learning how to use concurrency and synchronization primitives. We designed and implemented a refinement of the UML sequence diagram that we believe will be helpful in addressing these difficulties. This belief is supported by our survey feedback.
One potential criticism of these diagrams is that while lock states and thread states are easily perceived from the diagrams, the values associated with condition variables are not directly represented; their values must be inferred. We have since developed and evaluated another version of these diagrams, in which these values are directly represented as object states, and have found the use of these diagrams to be beneficial as compared to a text-only presentation. A comparison of such diagrams to standard UML sequence diagrams is in progress.
Also of interest is to investigate how to visualize execution "in the critical section" and what types of questions such a display would be helpful in answering. Finally, another interesting question to investigate is if it is possible to use these diagrams to verify whether the behavior depicted conforms to a safety invariant, for example, to verify that "at no time will a writer be in the critical section concurrent with a reader". Exploring how to visualize program executions to enable viewers to answer a range of such questions is a challenging goal.
