Abstract-In the early twenty-first century, social networks served only to let the world know our tastes, share our photos and share some thoughts. A decade later, these services are filled with an enormous amount of information. Now, the industry and the academia are exploring this information, in order to extract implicit patterns. TwitterJam is a tool that analyses the contents of the social network Twitter to extract events related to road traffic. To reach this goal, we started by analysing tweets to know those which really contains road traffic information. The second step was to gather official information to confirm the extracted information. With these two types of information (official and general), we correlated them in order to verify the credibility of public tweets. The correlation between the two types of information was done separately in two ways: the first one concerns the amount of tweets in a certain time of day and the second on the localization of these tweets. Two hypothesis were also devised concerning these correlations. The results were not perfect but where reasonable enough. We also analysed tools suitable for the visualization of data to decide what is the best strategy to follow. At the end we developed a web application that shows the results, to help the analysis of results.
I. INTRODUCTION
The World Wide Web (WWW) is, since the beginning, a world in constant evolution. In the WWW we can access a huge amount of information, from news to job offers. In the last decade the WWW evolved into a new paradigm, commonly known as the Web 2.0. Now we have new ways to inform, be informed and work. This evolution is related to the creation of social media content websites. There are different kinds of these sites: blogs or social networks, including Facebook or Instagram, and Wikis, where we can work with people around the world. Micro-blogging is a phenomenon that was born in this paradigm of WWW. They provide the user with a new approach to sharing information, consisting of short messages or pictures. The most popular platforms are Twitter, Tumblr, and Plurk. Data Mining researchers have been studying these in order to acquire useful information [1] . This paper has three goals: 1) develop methods to estimate traffic events based on Twitter data, 2) investigate data visualization techniques to allow easy interpretation of the knowledge acquired on 1) and 3) implementation of a Web application that allows the visualization of methods developed. This paper is organized as follows: Section II contains the state of the art for the scientific topics related to this project, namely Text Classification and Visualization Support. Section III explains the approach used to solve the problem.
Section IV shows the results of the exploratory data analysis and Section V presents the results of the case study carried out to validate the proposed method. Section VII reveals the main insights and conclusions and Section ?? suggests some possible future work to be done.
II. RELATED WORK
The topics that are covered briefly are micro-blogging (Section II-A); a tool used to retrieve data from Twitter (Section II-B) Natural Language Processing (NLP), in particular, relative to road traffic information applications (Section II-C); and visualization, especially focused on social media (Section II-D).
A. Micro-blogging 1) Twitter: Twitter is one of the most used micro-blogging tools [2] . Created in 2006 by Evan Williams, Biz Stone and Jack Dorsey, Twitter was designed to allow users to exchange information fast and without any kind of disturbances. Within Twitter, a social relationship is defined by whether a user is following or being followed by other users. Some of the important concepts concerning Twitter are [1] :
• Retweet (RT): Used to share other user's tweet;
• Mention ( + username): Used to identify another user in a tweet;
• Reply ( + username): Used to answer to a tweet from another user;
• Hashtag (# + keyword): Used to associate a keyword to a tweet;
• Localization: Geographical coordinates of the position from which a tweet was posted (only available for tweets made from mobile devices).
2) Twitter Streaming API: The Streaming API uses realtime data, limiting the amount of data available according to the session's beginning timestamp. There are three types of streams: Public, User and Site. The first one streams all public data flowing through this social network. User and Site streams are filtered to collect all available data from specified users.
B. Socialbus
The Socialbus project [3] is a research platform for extracting, storing and analysing the Portuguese Twittosphere for R&D and journalistic purposes. Socialbus, previously called TwitterEcho, collects data in real-time using Twitter's Streaming API. These tweets are sent to a message broker and processed on two components: stream processing and preprocessing. The resulting data is stored in MongoDB, in the JSON format.
C. Natural Language Processing
Natural Language Processing began in the fifties at the intersection of artificial intelligence and linguistics [4] . NLP explores how computers can be used to understand or manipulate natural language text or speech, in order to do useful things. Applications of NLP include a number of fields of study, such as machine translation, natural language text processing and summarization [5] . Sentence delimiters, tokenizers and part of speech (POS) taggers are important tools for every NLP process [6] .
D. Visualization Support
In Data Mining, one of the most important steps is the interpretation of results. Tools for that purpose must be able to represent: 1) the appearance of data, 2) temporal behaviour and 3) properties of entire scenes [7] . The development of visualization tools requires a pragmatic and critical review of the ways visualization can be used to represent and to analyse data [8] . Some techniques and systems to represent data collected from Twitter are: 1) Techniques: Flow Maps display movements of objects or subjects from one place to another by means of lines or arrows [8] . The data used for these maps have got different initial and final geographical locations, such as in, for example, migration patterns of animals. Although flow maps are mostly static, they can represent dynamic information by using time sequence animation [8] .
Choropleth Maps represent aggregated measures of predefined regions with crisp boundaries. Choropleth mapping is particularly useful in providing comparative summaries over specified geographies [8] .
2) Systems: CompactMap [9] is an on-line visualization application that packs text clusters, with stable generation of layouts to maintain the user's mental map. It achieves spatio-temporally coherent layouts by dynamically matching clusters across time, and removing cluster overlaps according to spatial proximity and constraints. EventRadar [10] is a local event detection method with data collected from Twitter. The detection of events consists of two phases: 1) a subset of keywords is selected from a bigger set of words; 2) for each subset of words, potential events are identified in a set of recent tweets. It uses maps visualization techniques to display the position o tweets with respect to events. TweetDrops [11] is a visualization tool designed to promote awareness of energetic sustainability. It is an opportunity to learn about energy conservation. It has two main visual components: 1) background rain drops, representing the accumulation of energy-related tweets; 2) clickable foreground tweets with detailed content [11] .
In particular, this work follows up previous efforts to use microblogs, such as Twitter, as a source of information about mobility patterns [12] [13] . Such information, stemming from social interactions, is particular interesting leverage citizen participation, and foster the implementation of appropriate policies [14] , accounting for alternative and smarter transportation means [15] .
III. METHODOLOGY
Section III-A describes how we collect data and how we process it. Section III-B explains the correlation methods used to assess the quality of the Twitter-based traffic event detector. Section III-C presents the system architecture and its functionalities.
A. Data 1) Data Collection: To collect data from Twitter, we used SocialBus. SocialBus, as it was explained in Section II-B, is a tool that collects data from Twitter and saves it on a database (DB). In SocialBus we have access to several filters, including by users or by keywords in the text. However, since we want to focus on a particular region, we had to develop a specific filter, dubbed as GeoLocation filter. It filters data by two pairs of longitude and latitude points that create a Bounding Box. One point refers to the South-west point and the other to the North-east point.
2) Region Selection: Several cities were considered for this study, including Porto and Lisbon (Portugal), Boston and San Francisco (U.S.A.), and Rio de Janeiro (Brazil). In Portugal, Twitter is a social media with low relevance. Only 9% of internet users have account on Twitter [16] unlike the U.S.A. and Brazil, two of the countries with the largest number of Twitter accounts [17] . According to Leetaru et al. [17] Rio de Janeiro have 1.39% of georeferenced tweets. Additionally, a study made by TomTom [18] confirms Rio de Janeiro as the third city where people spent more hours on road traffic. After the selection of Rio de Janeiro, we collected tweets from this region from April 7 to 26, 2015.
3) Ground Truth: Another point in favor of Rio de Janeiro is the existence of an official account of "Centro de Operaçoes da Prefeitura do Rio de Janeiro", that tweets about weather conditions and above all road traffic information. The posts from this account were used as the ground truth to assess the results of the traffice event detector proposed here.
However, official tweets are not geographically located, i.e. they do are not associated with latitude and longitude coordinates. To address this issue, we selected a list of busy avenues: Avenida Brasil, Avenida Francisco Bicalho, Avenida Niemeyer, Avenida L 'ucio Costa, Linha Amarela, Linha Vermelha, Avenida das Américas, Avenida Ernâni Cardoso, Avenida Presidente Vargas e Avenida General Dantas.
4) Data Processing:
To process data we have two methods, one for the general tweets and the other for the official tweets (i.e. the ones used for the ground truth). For the general tweets, we have to analyse the context to know if it contains information regarding road traffic. We created a dictionary of Portuguese words that are related to road traffic. This filtering was built using NLP methods. First, we performed text cleaning tasks, such as removing URL links, accents and punctuation marks. Then, we converted all tweets into lowercase and tokenized them. These tokens were checked against the dictionary to determine the tweets containing road traffic information. For selected tweets, besides the original text, we stored the latitude and longitude coordinates and the date and time when it was posted.
For the official tweets, we used NLP methods to ascertain whether the tweet text specified one of the selected avenues. Then we associated a location to those tweets using Google geocoder, which provides latitude and longitude points for a given address. Then, we stored the same information as for the general tweets.
B. Data Modelling 1) Correlation: To measure the correlation between the official tweets and the general tweets, two dimensions must be taken into account: one that measures the volume of traffic and the other that represents its location. Therefore, two coefficients are necessary: a normal correlation coefficient and a spatial correlation coefficient. With the data collected, we process, as explained in Section III-A4 and create four different matrices: 1) Number of tweets by day and hourgeneral tweets, 2) Number of tweets by day and hour -official tweets, 3) Location midpoint by day and hour -general tweets, 4) Location midpoint by day and hour -official tweets. The matrices were organized by hours in rows and days in columns. The first two matrices show how many tweets were collected, the last two show the location midpoint.
To calculate the normal correlation, we used Pearson's Correlation Coefficient (PCC):
where x ij is the number of general tweets to each hour and day, y ij is the number of official tweets to each hour and day, x is the average number of general tweets and y is the average number of official tweets. This correlation coefficient is used to relate the amount of tweets from the official with tweets from the general sources. Therefore, we assess whether the former is a good indicator of traffic volume.
To calculate spatial correlation we adapt the same coefficient, PCC, by replacing (x i − x) with the haversine distance between two points, haversine(x ij , x):
wherex ij is a pair of latitude and longitude coordinates, in average, for each hour and day of general tweets, x represents the latitude and longitude average of general tweets. For official tweets, y ij is a pair of latitude and longitude coordinates, in average, for each hour and day of official tweets and y is the latitude and longitude average of official tweets. We chose haversine instead of the Spherical Law of Cosines and Vincenty distance, because of computational issues [19] . Haversine estimates the distance, in this case, in kilometers, between two points characterized by their latitude and longitude. This replacement gives the difference, a number equal or greater than zero.
Several approaches can be used to combine the two correlation coefficients into a single measure, which we call a space extended correlation coefficient. We developed two variants. The first one (Equation 3), combines Equation 1 with the Haversine distance by the product of the distances (the numerators of each coefficient) and then normalizing the value with the product of the denominators. The elements (x ij − x) and (y ij − y) are the same of Equation 1 and the element haversine(G ij , O ij ) is the distance between every general tweets midpoint and official tweets midpoint.
The second variant (Equation 4) was simply obtained with the geometric average between the two correlation coefficients.
C. Web Application
As mentioned above, visualization plays an important role in this project, given the nature of the data.
1) System Architecture:
The web application was designed to be easy to use and display information in an understandable way. The web page was designed on HTML5, CSS3.0 using the Groundwork framework and Javascript. In this web application we resort, also, to Open Street Maps using the Leaflet framework to present the tweets on the map. The web server was developed in Python using the Flask framework. This server is responsible for connecting the web page and the data stored on the DB. It receives requests from the web page, which it relays to the DB and it also receives responses from the DB and sends them to the web page.
When the user wants some information on the web page, he/she, for example, selects a date (Fig. 1) , the web page sends an HTTP Request to the web server, which then connects to the DB and formulates a JSON query to obtain the information required. After this, the web server sends a JSON response with all the data retrieved from the DB to the web page that, finally, displays that information.
2) Appearance and Functionalities:
The web page is divided in three major areas (Figure 1 ): the general feed (blue column, on the right-hand side), the map (center) and the official feed (red column, left). Both feeds present the text of the corresponding tweets. The map is centered on Rio de Janeiro. This web page provides the user with the ability to select data by a specific day and hour or to present all tweets passing through all the days and hours and adding those tweets to map. shows the full interface for our web application.
IV. EXPLORATORY DATA ANALYSIS
We collected 5.091.055 general tweets located in Rio de Janeiro, and 6.812 official tweets. After the data processing stage (Section III-A4), we were left with 1.580 general tweets and 1.552 official tweets with relevant traffic information.
For both types of tweets, we observed two peaks, one in the morning and one in the afternoon, as shown in Figure 2 . Both peaks are consistent with city traffic rush hours. Official tweets are, normally, later than general. This can be explained by official sources must confirm in loco the road traffic events. Another expected observation is that there are less of both types of tweets on weekends, as shown in Figure 3 . Most of the tweets are located in the north-east part of Rio de Janeiro, as shown in Figure 4 , and Avenida Brasil is the location with the biggest amount of road traffic tweets, by either official tweets either by general users.
V. MODEL VALIDATION
We have proposed two variants of a coefficient to measure correlation simultaneously in terms of volume of tweets and their location (Section III-B). However, for a deeper insight into the results obtained, we started by looking at the coefficients for each dimension separately.
The interpretation of the values obtained will be based on common rules of thumb for this purpose [20] , as described in Table I. Table II summarizes the results on the data set described in Section IV. (Table II) which, according to Table I , corresponds to a moderate positive correlation. This result was expected, since the number of general and official tweets after all filters applied were close. It is not a perfect correlation because in some hours, general tweets were observed but not official tweets or vice versa.
B. Correlation Between Location
Equation 2 was used to measures spatial correlation, and a value of ρ 2 = 0, 6649 was obtained (Table II) , which also represents a moderate correlation (Table I) . The results for this correlation coefficient were expected because we only collected tweets from Rio de Janeiro (Figure 4 ).
C. Space extended correlation coefficient
This section showcases the two variants of a twodimensional correlation coefficient developed to assess the quality of the method identity traffic events.
1) First Approach:
This approach is expressed in Equation 3. It combines Equation 1 and the haversine distance (c.f. Section III-B1) between general and official tweets. The value obtained is surprisingly low, given the previous results: ρ 3 = 0, 0140 (Table II) , which corresponds to a negligible correlation (Table I) .
Given the negligible correlation, we devised an experiment to understand whether the correlation coefficients that were developed obtain the expected results. For this experiment we created four different data sets, forcing diversified degrees of correlation between the number of tweets and the location. The results were contradictory. It was expected that the test on dataset 1 would yield the largest correlation coefficient but, surprisingly, it actually yielded the lowest one. The remaining datasets had the expected results. The correlation coefficient on dataset 2 was larger than on dataset 3 because the distance between the general and official tweets is smaller (1.3983 km) compared to dataset 3 (30,0611 km) and the difference between the number of tweets is not too large. Also, dataset 3 yielded a slightly higher correlation than dataset 4 (as expected) because the number of official and general tweets in the later dataset is different. In Table IV can be seen the results of each test. (Table II) and expresses a moderate positive correlation (Table I ). This result is expected, based on the results obtained on the dimensions separately.
VI. DISCUSSION
Several issues are affected by the design decisions as well as the case study selected, such as:
• Data: As explained before, we choose Rio de Janeiro instead of other cities. We chose Rio de Janeiro because tweets with exact geolocation were available in greater number than in the other cities and also because road traffic in Rio de Janeiro is high (Section III-A2).
• Correlation coefficients: The spatial correlation coefficient is influenced by the Geolocation filter implemented in SocialBus. We had a large area to cover (1.255kms 2 ) so we used geographic coordinates with extreme precision. In the space extended correlation coefficients, the first approach failed because the new element inserted is working like a constant and influencing negatively when distances are high. The second hypothesis is the best approach for this problem. It gives us a geometrical average between both dimensions and the results indicate that is more suitable.
• Database: The SocialBus platform uses MongoDB to store results, so we decided to maintain our results saved in the same platform. Even though this was an effective solution for our problem, it is not the perfect solution as the system response time is sometimes affected by the large number of requests. One possible solution is to use a relational database, such as MySQL.
• Visualization widgets: The impressions collected by preliminary users of the tool indicate that the widgets used are appropriate and useful. However, many other widgets can still be incorporated in system. For instance, a counter could be used to count the number of tweets in the same avenue.
VII. CONCLUSIONS AND FUTURE WORK
The goal of this paper was to investigate if general tweets can reliably inform about road traffic. To empirically test this hypothesis, we developed two variants of a correlation coefficient that combines number of tweets and their location. Additionally, we created a system with all this information to support the users and to support transportation planning and management. But, before addressing those challenges, data collection and its posterior processing were required.
Collection of data:
We were able to collect tweets by using SocialBus and a new implemented Geolocation filter.
Data processing: Before using the extracted data each tweet needs to be filtered and pre-processed so we can obtain the desired tweets with road traffic information. For the general tweets, we used NLP methods for filtering only tweets that contain keywords that represent road traffic. For official tweets we used gegular expressions with the selected avenues.
Correlation: With the selected tweets, we proceeded to correlate them through different methods. In this point of the project we propose two approaches to correlate general and official tweets. The first two tested coefficients are an direct application of PCC. Both of them treats a single dimension. The remaining correlation coefficients are attempts to combine two dimensional data.
Web application: The web application, implementing the visualization tool, includes three main areas. A map, to visualize tweets and its context; the general tweets feed that exhibits general tweets context, date and time; and finally, the official feed that does the same as the general feed but for official tweets. All these widgets were implemented using various JavaScript libraries and a Python web server connecting web application and DB's.
Although we feel the goals for this paper were met to an initial extent, there are some aspects that can still be enhanced. We believe that the project TwitterJam can always be improved, whether changing the spatial extended correlation coefficient to confirm data or by improving the web application. Some of the most important aspects to be improved are:
Data: Improve the volume of collected data. With larger data sets, a more reliable analysis can be done. Also, we would like to select other regions to analyse since it would lead to more reliable conclusions. The selection of a region where there are official information or road traffic sensors would be ideal.
Data processing: Improve the identification and categorization of general tweets with road traffic information. This could, possibly, enable an increase in the accuracy of the system. Also, we would like to improve the analysis of the context of tweets to create degrees of road traffic intensity and correlate this degree with the number of official tweets.
Correlation: The first hypothesis of space extended correlation coefficient should be improved, as shown by our experiments. In general, a more thorough evaluation of these variants as well as other alternatives, is important.
Wep application: For the web application a big improvement is to transform the platform from off-line to on-line mode and constantly updated with road traffic information. Also, it would be a good improvement to create a widget to measure the most mentioned words on general tweets and a widget that shows the intensity of road traffic in combination with degrees presented in the Data Processing step. An example is to implement a choropleth map marking the more intense regions.
Finally, TwitterJam will be integrated within the MASTer Lab framework [21] , an agent-based platform devised on the grounds of concepts such as multi-agent systems, artificial societies, and artificial transportation systems [22] [23] . Also exploring the potential application of TwitterJam to leverage citizen participation, we intend to use the approach herein presented in the context of serious games and gamification applied to participatory simulation in transportation systems [24] .
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