










































































































the  Baltic  Sea.  Observations  over  the  past  century  indicate  that  changes  in  environmental 
settings  and  ocean  climate  have  taken  place,  attracting  considerable  media  attention  and 
building public awareness of climate and environmental  issues related to the Baltic Sea. These 
changes need to be seen in the context of a longer‐term perspective to evaluate whether current 
conditions  lie  outside  the  expected  boundaries  of  natural  variability.  Using  a  time‐dependent, 
process‐oriented,  coupled  basin  model,  this  thesis  examines  the  sensitivity  of  the  Baltic  Sea 
water  and  heat  balance,  investigating  the  variability  of  water  temperature,  ice  cover,  river 
runoff,  salinity,  and  oxygen  concentrations  over  long  time  scales,  in  particular,  the  past  500 
years. 
  Models are influenced by initial conditions over a certain amount of time before the system 
has  spun  up  and  the  lateral  boundary  conditions  become  dominant.  Spin‐up  experiments 
demonstrate that the Baltic Sea operates on two time scales: a 33‐year time scale for the water 
balance and a one‐year time scale for the heat balance. These time scales are associated with the 
exchange  of  salt  through  a  small  cross  section  in  the  entrance  area  and with  the  flux  of  heat 
through a large surface area. It was also found that the maximum ice extent is strongly sensitive 










was  found  that  river  runoff  to  the  northern  Baltic  Sea  and  the  Gulf  of  Finland  is  sensitive  to 
changes in temperature, wind, and the strength of cyclonic activity. Runoff to the southern Baltic 
Sea,  on  the  other  hand,  is  more  sensitive  to  the  strength  of  cyclonic  activity  and  changes  in 
em tt perature.  Even  though  there  is  some  variabili y  on  annual  and  decadal  time  scales,  no 
statistically significant change in the total Baltic Sea river runoff has occurred since 1500. 
  Reconstructed  river  runoff was used as  forcing  to model  the variability of  the  salinity and 
oxygen  concentrations of  the Baltic  Sea. The  salinity was  found  to have  increased  since 1500, 
peaking  in  the  mid  nineteenth  century.  Oxygen  concentration  is  closely  related  to  salinity; 
conditions were found to have been hypoxic once or twice per century until the mid‐twentieth 
century,  when  the  deep  water  became  constantly  hypoxic.  This  large  change  in  oxygen 
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  Omstedt  initiated  Paper  I  and Hansson  conducted  the modelling.  The  results were  jointly 
interpreted and Omstedt did most of the writing. After publication, Hansson found a model error 
in the analysis programs, and re‐computed the analysis. Omstedt wrote the corrigendum. 
The  idea  for  Paper  II  came  from  Omstedt.  Forcing  field  compilations,  model  runs,  and 
analysis were  carried out by Hansson, who also did most  of  the writing. Omstedt  contributed 
ideas for analyses and did some of the writing. 
Omstedt initiated Paper III and Eriksson carried out the first analysis. Eriksson also wrote a 
first  draft  published  in  the  GEWEX  newsletter.  Eriksson  and  Hansson  jointly  interpreted  the 
results  of  different  approaches  to  formulating  the  regression  model.  When  Eriksson  left  for 
maternity  leave, Hansson continued and expanded  the analyses and wrote  the  final version of 
the paper. 
The idea for Paper IV arose from discussion between the authors during work on Paper II. 















































































































































vast  arid  deserts,  lush  belts  of  green  forests,  and  continents  with  large  freshwater  lakes  and 
semi‐enclosed seas. An even closer look reveals cities, roads, villages, people, animals, and plants 
–  all  at  the mercy  of  Earth’s  “will”. Despite  humans’  insignificant  appearance,  they have  left  a 
large global  footprint  in  their wake – overfishing,  eutrophication, deforestation, pollution,  and 













One  of  the most  important  issues  for  the  future  is  global  warming.  If  it  continues,  it  will 
probably have large impacts on all the above‐mentioned spheres. The chemical composition of 
the  atmosphere  will  be  altered  due  to  the  increased  concentration  of  greenhouse  gases  and 
eroa sols.  This  may  in  turn  alter  the  balance  between  the  emission  and  absorption  of  heat, 
affecting all other spheres of Earth, resulting in anthropogenic climate change. 
  Climate  change  is  something  most  people  are  aware  of  today.  Over  the  past  few  years, 
several national and international reports (e.g., SOU, 2007:6; Stern, 2007; IPCC, 2007) have had a 
huge impact on the public and lawmakers. A Nobel Peace Prize has even been awarded for the 
work  of  the  Intergovernmental  Panel  on  Climate  Change  and  to  the  former  American  vice‐
president Al Gore for his well‐known book and film, both entitled An Inconvenient Truth, about 
the  issue.  Not  a  day  goes  by without  climate‐related  news  being  reported  in  the mainstream 
media.  Although  most  people  today  are  aware  of  the  problem,  most  do  not  understand  the 
mechanisms of climate change to any great extent.  
1.1 Climate and climate change 
So,  what  exactly  is  climate  and  what  do  we  mean  by  climate  change?  This  topic  is  rarely 
addressed, which  is  probably why  there  are  so many misconceptions  of  the  issue.  To  discuss 
climate and climate change, we first need simple, yet proper, definitions of the terms used. For 
example, climate is often confused with weather, and vice versa. What happens over short time 
scales  is  not  climate,  only  the manifestation  of  variability  in weather.  Instead,  climate  can  be 
regarded as the statistics describing weather over a long period. Therefore, for the purposes of 
hist   thesis,  I will define  climate as  “the  statistical description of weather  in  terms of  the  long‐
term mean and variability of extremes on global, regional, or local scales”. 
  Defining climate change is a bit trickier. This is partly because definitions of climate change 
differ  between  authorities,  organizations,  and  even  scientists.  There  are  two  widely  used 
definitions  of  climate  change.  The  parties  to  the  United  Nation’s  Framework  Convention  on 
Climate  Change  (UNFCCC)  agreed  to  define  climate  change  as  “a  change  of  climate  which  is 
attributed  directly  or  indirectly  to  human  activity  that  alters  the  composition  of  the  global 
atmosphere  and which  is  in  addition  to  natural  climate  variability  observed  over  comparable 
time  periods”  (UNFCCC,  1992).  At  the  same  time,  the  Intergovernmental  Panel  on  Climate 
Change (IPCC) chose, in their fourth assessment report (IPCC, 2007), to define climate change as 
Ocean climate variability over recent centuries explored by modelling the Baltic Sea 
“a change  in  the state of  the climate  that can be  identified by changes  in  the mean and/or  the 
variability of its properties, and that persists for an extended period, typically decades or longer. 
Climate change may be due  to natural  internal processes or external  forcings, or  to persistent 
anthropogenic  changes  in  the  composition  of  the  atmosphere  or  in  land  use”.  Choosing  the 
appropriate definition is essential in seeking to understand the concept. Most of the time when 




specifically,  and  “climate  variability”  will  be  used  when  referring  to  variations  unrelated  to 
anthropogenic  influences.  The  same  convention  is  used  by  the  BACC  Author  Team  (2008), 
hereafter BACC (2008). 
  The  study  of  climate  change  is  not  a  new  science,  and  there  have  been many  attempts  to 
describe  parts  of  the  climate  system  over  the  centuries.  However,  it  was  not  until  1824  that 
French  physicist  Joseph  Fourier  discovered  what  is  now  known  as  the  greenhouse  effect 
(Fourier,  1824).  Swedish  physicist  Svante  Arrhenius  later  attributed  large  swings  in  global 




since.  Today,  several  thousand  scientists  from  a  wide  range  of  disciplines  are  engaged  in 
building our understanding of our climate system and climate change on all spatial scales, from 
micro  to  global.  Every  sixth  year  since  1990,  the  IPCC  has  released  an  assessment  report 
ums marizing current knowledge of climate change. These reports help policymakers formulate 
proper legislation to minimize possible anthropogenic climate change. 
  The  Earth’s  climate  system  is  extremely  complex.  Our  atmosphere  reacts  in  one way,  the 
oceans  in  another,  and  the  biosphere  in  yet  another,  all  depending  on  the  initial  state  and 
processes affected. To make things even more complicated, these systems are all coupled non‐
linearly, resulting in an intricate web of feedback mechanisms on all temporal and spatial scales. 
Some  of  these  feedbacks  are  positive,  such  that  specific  processes  may  be  reinforced  and 
amplified; other feedbacks are negative, and suppress ongoing processes. 
  Despite being a complex system, scientists can attribute at least some of the ongoing climate 
change  to  human  activity,  mostly  due  to  the  release  of  heat‐trapping  greenhouse  gases  and 
cooling aerosols. Over the last century (1906 to 2005), global temperature rose by 0.56–0.92°C, 
for  a  mean  rise  of  0.74°C  (IPCC,  2007).  This  has  led  to,  among  many  phenomena,  a  sharp 
decrease  in  Arctic  sea  ice  coverage  and  thickness,  thinner  snow  cover  in  many  regions, 
retreating  glaciers,  rising  sea  levels,  persistent  and  intense  droughts  and  heat waves  in  some 
regions,  higher  frequency  of  heavy  rain  in  other  regions,  fewer  cold  spells,  longer  growing 
seasons, and thawing of permafrost at higher latitudes. These concerns were some of the factors 
that  led  the  IPCC  (2007),  in  their  fourth  assessment  report,  to  conclude  that  most  of  the 









approximately  97%  comprises  ocean  water,  while  the  atmosphere  weighs  just  5.1  ×  1018 
kilograms  (Nordling  and  Österman,  1999).  This  also  indicates  that  the  heat  capacity  (i.e.,  the 
amount  of  heat  required  to  increase  the  temperature  of  a  material  by  one  degree  Kelvin)  of 
water is greater than that of air. Gill (1982) explains that, per unit area, a depth of 2.5 metres of a 






that  raging  weather  systems,  with  devastating  hurricanes,  huge  fronts  with  thunder  and 





case.  Instead,  some  of  the  stored  heat  is  re‐emitted.  The  released  heat  passes  into  the 
atmosphere where it may be absorbed, or escape and enter space. Heat can be released by latent 





resulting winds help drive  the ocean  currents.  These  currents  transport massive quantities  of 
water,  redistributing  stored  heat  around  the  globe  from  the  tropics  to  the  high  latitudes. 
Estimates  of maximum poleward  transport  are  on  the  order  of  5  and 1–1.5  petawatts  for  the 
atmospheric  and  oceanic  parts,  respectively  (Ganachaud  and  Wunsch,  2000;  Trenberth  and 
aroC n,  2001;  Wunsch,  2005;  Polonskii  and  Krasheninnikova,  2007).  Oceanic  transport  is 
dominant at lower latitudes, while atmospheric transport is more important at higher latitudes.  
  Not  only  is  the  ocean  responsible  for  storing  and  redistributing  heat;  it  also  stores  large 
quantities of added atmospheric carbon dioxide. The oceans soak up approximately 40% of net 
carbon dioxide emissions (i.e., emissions  from fossil  fuel burning, cement production,  land use 
change,  and  terrestrial  biosphere  response)  from  the  atmosphere  via  biological  (primary 
production)  and  physical  (dissolves)  processes.  Here  again,  we  have  the  three  spheres  –  the 
oceans, atmosphere, and biosphere – in collaboration. Most carbon on Earth is not stored in the 
atmosphere, as one may think at first. Actually, the atmosphere contains the smallest amount of 





the  biogeochemical  cycle.  Space  limitations  and  the  scope  of  this  thesis  preclude  exhaustive 








the  lives of  some 85 million people  living  in  the Baltic Sea drainage basin. One can regard  the 
Baltic  Sea  as  a  laboratory,  as  it  is  known  for  having  an  almost  unequalled marine monitoring 
system. Few other sea areas can match the intensity and density of the Baltic’s observation grid. 
Furthermore,  there  is  a  long  tradition  of  land‐based  observations  in  the  area.  Since  the  mid 
eighteenth  century,  meteorological,  sea  level,  and  ice  observations  have  been  made  almost 
uninterrupted  on  a  daily  basis.  Studying  the Baltic  Sea  lets  us  better  understand  the  kinds  of 
variability to be expected from internal variations in the climate system and the kinds of changes 




  This  thesis  is  based  on  four  papers  I  have  co‐written  and  that  have  been  published  in  or 
submitted to peer‐reviewed journals. These papers follow a clear conceptual path. Paper I sets 
out  to  investigate  the  sensitivity  of  the  Baltic  Sea  ocean  climate.  Paper  II  uses  the  findings 
presented in Paper I and extends the investigation of water temperature and sea ice to cover the 
past 500 years. Paper III reconstructs and examines the river runoff over the same period. These 
results  are  then used  in Paper  IV  in  exploring  the  long‐term variability of  salinity and oxygen 
conditions in the Baltic Sea. These papers are available directly after the summarizing chapters. 
Complete details regarding my research are available in those papers. Therefore, I have written 
the  summarizing  chapters  in  such  a way  that  a  person with  general  scientific  knowledge  can 
understand the basic significance of my results, and gain a comprehensive overview of the state 
f  t e h n  o he  science  in  this  res arc   area.  It  is  my  opinio   that science  must  be  communicated  in 
comprehensible terms to people outside the scientific community to enhance scientific debate. 
  The  coming  chapters  are  structured  as  follows.  First,  I  will  focus  on  the  Baltic  Sea  as  a 
system: how it came into being, how it works, and how it can be represented in climate models. 
This forms a solid foundation for the studies on which I have collaborated. Next, the Baltic Sea 
ocean climate and  its  response  to climate change will be studied. Most of my work deals with 
ocean climate change over recent centuries. Accordingly, I will review how water temperatures, 
ice  extent,  river  runoff,  salinity,  and  oxygen  concentrations  in  the  Baltic  have  changed  since 
















The  Baltic  Sea  was  first mentioned  by  its  present  name  by  Adam  of  Bremen  in  the  eleventh 
century.  The  name  has  since  become  well  established,  although  the  equivalent  name  in 
Scandinavia and Germany is the East Sea and in Estonia, the West Sea. There has been frequent 
raging  discussion  of  where  the  Baltic  Sea  starts  and  ends.  Some  regard  the  Baltic  Sea  as  the 
whole  sea  area  from Kattegat  to  the  Gulf  of  Finland  and  Bothnian  Bay.  Others  claim  that  the 
Baltic Sea starts inside the Danish straits, or that it applies only to the Baltic Proper in the central 
Baltic.  In  this  thesis,  the  Baltic  Sea  is  used  comprehensively  to  denote  the  sea  areas  of  the 























This  thesis  does  not  focus  on  the  geological  history  of  the  Baltic  Sea,  so  I  will  only  briefly 
summarize how the post‐glacial Baltic came to be. This history is important in understanding the 
Baltic’s  present  state  and why  it  is  a  brackish  inland  sea  and  not  a  freshwater  lake  or  saline 
ocean bay. It all started when the last glacial ended some 12,000 years BP, creating the Baltic Sea 








is  present‐day  central  Sweden,  creating  a  new  massive  outlet.  Later,  this  outlet  became 
  land bridpermanent as  the post‐glacial  rebound cut off  the outlet  in Öresund and  formed a ge 
between south Sweden and Denmark (Björck, 1995; Andrén, 2003a). 
  The new outlet setup pushed the Baltic Ice Lake into a new phase known as the Yoldia Sea. In 
this  phase,  the  outlet  through  central  Sweden was widened  and  saline water  from  the  ocean 
could  for  the  first  time  enter  the  Baltic  Sea.  Periods  of  hypoxic  conditions  (i.e.,  depletion  of 
dissolved  oxygen)  in  central  and  south  Baltic  are  known  from  this  phase  (BACC,  2008).  The 
Yoldia Sea phase only lasted for approximately 900 years, and came to an end when post‐glacial 
rebound  prevented  the  inflow  of  saline  water.  Rapid  land  uplift  resulted  in  the  outlet  being 
edur ced  to  the  Göta  Älv  in  west  Sweden  and  the  Otteid–Steinselva  strait  in  Norway  (Björck, 
1995; Andrén, 2003b). This marks the starting point of Ancylus Lake some 10,700 years BP. 
  The  water  level  of  Ancylus  Lake  continued  to  rise.  Its  two  outlets  became  increasingly 
shallow  and  narrow, making  it  difficult  for  outflowing water  to  escape  to  the  ocean,  and  the 
maximum  water  level  was  reached  10,200  years  BP.  What  happened  next  is  shrouded  in 
mystery.  It  is  known  that  the  water  level  dropped  to  that  of  the  global  ocean  over  a  few 
centuries,  but  it  is  unknown  where  the  outlet  was  located.  The  most  probable  location  is 
somewhere in the south Baltic (Björck, 1995; Andrén, 2003c; BACC, 2008). The water could have 
found a way out through the present Great Belt, where the Dana River was located, as northern 









with  continued  post‐glacial  rebound,  less  saline  water  managed  to  enter  the  Baltic  Sea. 
Approximately 3000 years BP, the salinity had decreased and the brackish Baltic Sea assumed its 




The  topography  formed on geological  time scales  is one of  four  factors governing  the physical 
state  of  the  Baltic  Sea;  the  other  three  are  meteorological,  hydrological,  and  oceanographic 
factors. Changes in any of these factors may have a large impact on the dynamics of the sea, and 







precipitation  (defined  as  precipitation  minus  evaporation)  over  the  sea.  In  an  average  year, 
15,000 m3  s–1  of  river  runoff  drawn  from  the  drainage  basin  enters  the  Baltic  Sea.  However, 
seasonal  variations  are  large  (see  Figure  2.2;  solid  line).  In  winter, much  of  the  precipitation, 
especially in the Northern Baltic Sea region, comes as snow and is not released as liquid water 
until spring or early summer when temperatures rise above freezing. The river runoff through 
winter  and  early  spring  is  therefore  low,  but  increases  heavily  during  snowmelt  and  spring 
flood.  Humans  have  also  influenced  river  runoff,  mostly  through  regulating  river  flows  by 
building  dams  and  hydroelectric  power  plants.  Although  the  annual mean  river  runoff  is  not 
influenced by such activities, the seasonal distribution has been artificially changed, more water 
being  released  in  winter  and  less  in  late  spring  and  summer.  In  addition  to  river  runoff,  net 
precipitation contributes an average of 1500 m3 s–1. This input is also subject to large seasonal 







Figure  2.2: Monthly  distribution  of  river  runoff  (solid  line)  and  net  precipitation  (dashed  line). 










affect  the  sea  level  (Hünicke  and  Zorita,  2006). When  conditions  permit,  saltwater  enters  the 
system along  the  seabed via Kattegat  and  the narrow and  shallow Danish  straits,  setting up a 
pronounced salinity gradient. The highest salinities are found in the south while fresher water is 
found  in  the  north  and  east  where  large  rivers  discharge.  The  water  column  is  permanently 
stratified  with  a  low‐saline  surface  layer  (7–8  salinity  units),  a  halocline  at  a  depth  of 
approximately 60 metres, and a saline bottom layer (11–14 salinity units; e.g., Stigebrandt, 1983; 




  The  water  layer  beneath  the  halocline  is  dependent  on  inflow  events  for  deep‐water 
renewal. Weaker  inflows  (10–20  km3)  occur  rather  frequently.  These  events  are  usually  only 
slightly  denser  than  the  halocline,  and  therefore  interleave  just  underneath  it  at  the  level  of 
neutral  buoyancy.  Stagnant  conditions  are  consequently  rare  in  the  upper  deep water.  Large 
inflows of approximately 100–250 km3 of high‐saline (17–26 salinity units) and well‐oxygenated 
waters,  known  as  major  Baltic  inflows  (MBI),  occur  very  infrequently.  MBIs  flow  along  the 
seabed and are dense enough to penetrate all the way to the deepest parts of the central Baltic. 
This is the primary mechanism for the ventilation of deep and bottom water. Since the 1880s, a 
total  of  113  major  inflows  have  been  identified  (Matthäus  and  Schinke,  1999;  BACC,  2008). 
owH ever,  for  the  duration  of  the  two World Wars,  expeditions were not  dispatched  as  it was 
extremely dangerous to gather data at sea, so some MBIs may have been missed.  
  MBIs  can  take place under particular meteorological  conditions. A  long period of  high  sea 
level  pressure,  easterly  winds,  and  low  Baltic  sea  levels  followed  by  a  prolonged  period  of 
cyclonic  activity  and  zonal winds  is  ideal  and  facilitates  inflow events  (Schinke  and Matthäus, 
1998). Such conditions are unusual, but are most likely between October and February. All MBIs 
since  1880  took place  between August  and April  (Matthäus  and Franck,  1992).  Since  the mid 
1970s,  the  regularity  and  intensity  of  inflows  have  changed  and  only  three MBIs  have  taken 







features  function as barriers to  inflowing water.  It  is easy to conceive that the Baltic Proper  is 
poorly  ventilated  and  that  only  very  large  MBIs  have  the  volume  and  density  required  to 
penetrate to the deepest parts of the Baltic Sea. Inflowing water slowly decreases in density as it 
mixes with and entrains ambient water along the way, but diffusive fluxes also play a role. The 
ctive  barrier,  as  the  sill  depth  lies  above  the 
r exchange  

































  Another  important  aspect  of  the  Baltic  Sea  system  is  its  heat  balance.  Most  of  the  water 
volume  is  contained  in  the  upper  water  layers,  but  sea  surface  temperatures  alone  are  not 
representative  of  the  full  heat  balance,  as  sea  surface  temperatures  only  reflect  trends  in  air 
temperature and not annual heat accumulation. Sea surface temperature differs from one point 
to  another,  but  the  heat  of  the  entire water  body  remains  constant  if  energy  is  not  added  or 
removed  from  the  system. Additionally,  the well‐developed halocline of  the Baltic Sea hinders 
the deep water from releasing its thermal energy into the atmosphere. The amount of heat in the 






dH = F − F − F( )A
dt i o loss
 
where H is related to water temperature according to  H = ρc pTdzdA
s,                      (1) 
∫∫ . Here, Fi and Fo are the 










1− Ai( ) Fn + Fso( )+ Ai Fwi + Fsi( )− Fice + Fr + Fg
 
Fn = Fh + Fe + Fl + Fprec + Fsnow .                (3) 
 





i ) , sun radiation through ice  (Fs
i) , 
heat  sink  associated with  ice  advection  (Fice ) ,  heat  flux  associated with  river  runoff  (Fr )   and 
groundwater  (Fg ) , sensible heat  flux  (Fh ) ,  latent heat flux  (Fe ) , net  long‐wave radiation  (Fl ) , 
and fluxes due to precipitation in the form of rain  (Fprec )  and snow  (Fsnow ) . Table 2.1 shows the 
order  of magnitude  of  annual mean  heat  fluxes.  The  sensible  heat,  latent  heat,  net  long‐wave 
radiation,  solar  radiation  to  the  open  water,  and  heat  flux  between  water  and  ice  are  the 





Table  2.1: Estimated annual heat  fluxes of  the Baltic Sea by order of magnitude. The  fluxes are 





form of rain   and snow (Fprec ) (Fsnow ) , heat sink due to advection of ice from the Baltic Sea  , 
heat fluxes associated with river runoff 
(Fice )
(Fr )  and groundwater  , heat fluxes related to in­ and 
outflowing water 
(Fg )
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its  small  volume,  while  the  Bothnian  Sea  and  Bothnian  Bay  contain  little  heat  due  to  their 
location at high latitudes (Schrum and Backhaus, 1999). The interannual variability in Baltic Sea 
net heat loss is approximately ±10 Wm–2, but the long‐term net heat loss has been calculated to 
be zero. Attempts  to establish a  trend  in  the calculated heat content of  the Baltic Sea between 
1958  and  2005  have  failed  (BACC,  2008).  Omstedt  and  Nohr  (2004)  found  no  statistically 
significant  increase  in  the  vertically  and  horizontally  averaged  water  temperature,  which  is 
closely related to the heat balance, of the Baltic Sea between 1970 and 2002 despite atmospheric 
warming  of  approximately  1°C.  This  indicates  that  the Baltic  Sea  is  almost  in  thermodynamic 
balance with the atmosphere over longer time scales.  
2.3 Instrumental observations and modelling of the Baltic Sea 
As  mentioned  earlier,  the  oceans  contain  vast  amounts  of  energy.  It  is  crucial  for  our 





extended  ocean  areas  in  detail.  In  the  old  days,  a  ship  actually  had  to  sail  out,  make  the 
measurements,  record  them,  and  sail  back  home  before  the  information  could  be  used  for 
anything  interesting.  Later,  usually  in  the  first  half  of  the  twentieth  century,  self‐recording 
instruments were  devised,  built,  packed,  sailed  out,  and  carefully  lowered  into  the  sea.  There 
they  operated  for  a  certain  amount  of  time,  and  then  were  carefully  hoisted  aboard  ships, 
brought home, and underwent data extraction procedures. Such instruments greatly facilitated 
the creation of longer data series. Even today, this is usually how things are done, although the 
instruments have generally been  further developed,  incorporating more  advanced  technology, 
better precision, and the ability to withstand being in the ocean for a longer time. In addition to 
these  semi‐manual measuring  techniques,  satellites  orbiting  the Earth  are  also used  to  collect 
data  about  the oceans by  remote  sensing, often measuring  sea  surface  temperatures,  currents 
and eddies, salinity, phytoplankton blooms, waves, ice extent, etc. Satellites are primarily useful 
  min easuring  the  surface,  but  not  the  subsurface,  ocean,  and  can  be  regarded  as  providing 
valuable supplementary data in deep‐sea research. 
  Fortunately,  the  Baltic  Sea  has  a  very  long  tradition  of  marine  monitoring,  covering  the 
entire  twentieth  century  and  going  even  further  back  in  some  respects.  The  first  known 
oceanographic measurements were made by Wilcke (1771) in Öresund using a water sampler of 
his  own  design.  Several  other  pioneers  followed  him  over  the  following  century,  measuring 
temperature,  salinity,  density,  and  currents  along  Swedish  coasts  and  onboard  light  ships 
(Fonselius, 2001). Sea level has been observed since 1774 in Stockholm, making the longest sea 
level record in the world (Ekman, 1988). Germany and Sweden embarked on two separate deep‐
sea  expeditions  in  1871  and  1877,  respectively  (Meyer  et  al.,  1873;  Pettersson,  1893).  In  the 
1890s, it was agreed that the countries and territories bordering the Baltic Sea would cooperate 
in a  joint effort  to monitor  the  sea. Prof. Otto Pettersson and Dr. Gustaf Ekman also proposed 
that  only  a  few  offshore  stations were  needed  to  track  the  state  of  the  Baltic  Sea  (Fonselius, 
2001; Fonselius and Valderrama, 2003), and these stations, with some additions, are still used 
today. Consequently, there are well‐kept records of deep sea water starting from the 1890s. The 
expeditions  carried  out  before  1958  were  usually  dispatched  once  per  year,  and  almost 
xcl e
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e usively  in  the  summer  months;  few  measurem nts  were  made  in  the  coldest  months  of 
January through March (Fonselius and Valderrama, 2003; see Figure 2.4). 
  This  temporal  resolution  may  be  sufficient  for  salinity,  which  displays  minimal  seasonal 
variability,  especially  in  the deep water. On  the other hand,  one measurement per  year  is  too 
crude  for  resolving  seasonal  variability  in  temperature,  oxygen,  nutrients,  and  other 



















Figure  2.4:  The  frequency  of  observations made  at  the  Eastern  Gotland  Basin  station  BY15  is 
regular after 1960, but  irregular before  that. Large data gaps exist during  the  two World Wars. 

















points.  Combining  instrumental  observations  and models may  be  the  answer  to  the  problem, 
providing  a  good way  to  achieve higher  temporal  resolution. At  the  same  time, we  gain more 
confidence  in  our models  if  they  can  reproduce  the past  properly.  Figure 2.5  shows modelled 
and  observed  sea  surface  temperatures  for  three  Baltic  Sea  subbasins:  Arkona Basin,  Eastern 
Gotland  Basin,  and  Bothnian  Bay.  Although  the  collected  data  are  sparse  over  the  first  few 
decades, the model nevertheless realistically captures the interannual variability. 
  It  is easy  to get  carried away with models and  to  regard  their  results as  reality. One must 
remember that a model is only an attempt at creating a virtual reality, hence the name “model”. 











































  When  choosing  a model,  one must  consider what  type  to use:  there  are plenty of  options, 
ranging  from  simple  to  advanced  statistical  models,  box  models,  process‐oriented  models, 
coupled models, 3D models, global circulation models, etc. Depending on the chosen model, one 
must cope with  its specific advantages and drawbacks.  It  is often said  that one should use  the 
latest,  state‐of‐the‐art  models,  but  this  not  always  so  useful.  One  can  often  resort  to  much 
simpler, faster, more cost‐efficient, and less CPU‐demanding methods. As for the Baltic Sea, a full 
3D  model  would  surely  do  the  trick,  but  there  is  a  much  simpler  approach  that  generates 
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essentially the same results. In my thesis, I worked with the PROBE‐Baltic model. PROBE stands 
from  Program  for  Boundary  Layers  in  the  Environment  and  is  an  equation  solver  for  one‐
dimensional  transient,  or  two‐dimensional  steady,  boundary  layers.  PROBE‐Baltic  is  a  further 
development of  that program, applicable  to  the Baltic Sea ocean climate system.  It divides  the 
Baltic Sea  into 13 vertically resolved subbasins (see Figure 2.1  for subbasin  layout) connected 
horizontally  using  strait‐flow  models.  Water  level  in  Kattegat  and  river  runoff  is  used  to 
calculate  the barotropic water exchange. Baroclinic outflows are assumed to be  in geostrophic 




dependent  advective‐diffusive  equations  for  heat,  salinity,  momentum  (two  equations),  and 
turbulence  (turbulent  kinetic  energy  and  dissipation  rate  of  turbulent  kinetic  energy). 
Gustafsson and Omstedt  (2009) developed and  implemented  the  simple oxygen concentration 
model used in Paper IV. Additional concentration equations may easily be added (e.g., the eight 
additional  equations  for  the  carbon‐based  ecosystem  presented  in  Omstedt  et  al.,  2009).  In 
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source/sink  of  φ .  There  are  also  conservation  equations  for  volume  and  ice.  Ice  formation  is 
assumed to begin when  the surface water  temperature becomes super cooled (i.e.,  sea surface 
temperature  is  less  than  the  freezing  temperature)  and  the  heat  deficit  is  regarded  as  the  ice 






and  cloudiness  at  a  sub‐daily  resolution  as  forcing.  Additional  forcing  is  daily  sea  level  from 












conditions  at  the  sea  surface  and  at  the  outer  boundary  toward  the  North  Sea.  Spinup 
experiments in Paper I demonstrated that initial salinity conditions (starting from limnic [0 psu] 
or oceanic [34 psu] conditions) influence the calculations for at least 33 years. This time scale is 
also  closely  related  to  the  residence  time of water  in  the Baltic Sea. For  temperature  the  time 




understandable:  salinity  is  regulated  by  water  exchange  through  the  narrow  Danish  straits, 





ERA40  reanalysis  project  (conducted  by  the  European  Centre  for  Medium‐Range  Weather 
Forecasts)  and  the  SMHI  1°  ×  1°  data.  Both  datasets  have  a  one‐by‐one–degree  spatial 
resolution; the ERA40 data have a six‐hour temporal resolution versus the three‐hour resolution 
of  the  SMHI  data.  The  ERA40  data  were  used  for  the  1958–2001  period,  and  the  SMHI  data 
starting in 2002. Both datasets were examined for use in Baltic Sea modelling by Omstedt et al. 
(2005) and can be used in numerical modelling, though the horizontal resolution is too coarse to 
resolve  the  Baltic  Sea  completely.  A  possible  consequence  of  the  coarseness  in  the  horizontal 








there  are  a  few  coastal  stations  that  cover  the  studied  period.  In  the  Nordklim  dataset 
(Tuomenvirta et al., 2001), the Vinga (57.6°N, 11.6°E), Hoburg (56.9°N, 18.2°E), Gotska Sandön 
(58.4°N,  19.2°E),  and  Holmögadd  (63.4°N,  20.8°E)  stations  cover  the  1890–1999  period with 
monthly observations of  temperature,  cloudiness,  and  relative humidity. All  these  stations are 
located  on  islands  inside  or  outside  the  outermost  part  of  the  archipelago  along  the  Swedish 
coast, thus limiting the land bias. The zonal and meridional wind components are calculated via 
geostrophic winds based on pressure series collected in the Wasa project (Schmith et al., 1997). 
The  pressure  series  comprise  mean  barometer  readings  at  a  six‐hour  resolution  from  the 








  Very  few  instrumental meteorological  series  exist  before  the  late  eighteenth  century.  The 
earliest series from the Baltic Sea region is that of Uppsala,  starting in 1722. To overcome this 
problem,  reconstructions  based  on proxy data  (e.g.,  documents,  tree  rings,  sediments,  and  ice 
cores) can instead be used for model forcing. This technique was used in Papers II–IV, where a 
500‐year  perspective was  taken  spanning  the  1500–2001 period.  For  this  a  gridded  sea  level 








,                  (5) 4040 ERAERA
 
where  Φ  is  the  downscaled  forcing,  season
seasonΦ
16
Φ   is  the  gridded  reconstructed  seasonal  data,  and 
40ERAΦ  and  seasonERA40Φ  are the mean ERA40 data on six‐hour and seasonal resolution, respectively. 
The  represented  short‐term  (less  than  a  season)  variability  is  drawn  from  the  variability  of 
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ERA40 data between 1  January 1971 and 31 December 2000. An assumption  is made  that  the 
variability  over  this  period  is  stationary  and  valid  throughout  the  last  500  years.  For 
temperature,  Equation  5  is  quite  straightforward,  as  seasonΦ   is  the  selected  grid  points  in  the 
Luterbacher  et  al.  (2004)  reconstruction.  For  zonal  and  meridional  wind,  total  cloudiness, 
relative  humidity,  and  river  runoff  a  stepwise  regression  method  was  employed  to  generate 
these  parameters.  This  method  formulates  statistical  relationships  between  large‐scale 
circulation indices for Northern Europe developed by Eriksson et al. (2007) based on sea level 
pressure data from Luterbacher et al. (2002). The circulation indices characterize the zonal and 
meridional wind  flow,  vorticity,  divergence/convergence,  shear,  and  normal  deformation.  The 
indices are selected  individually and added to the regression equation  if  they pass an F‐test at 
the  95%  level.  Thus,  stepwise  regression methods will  only  include  those  predictors  that  are 
most important to the forcing field. The general equation for this method can be written as 













where BB0  and BnB   are  the regression coefficients and  seasoniΦ   is  the circulation  indices. Sea  level 




























North  Atlantic  is  closely  associated  with  prevailing  westerly  winds  in  the  Baltic  Sea  region. 
These advect mild (cool) and humid air in winter (summer) and are largely governed by the sea 
level pressure gradient between the Azores subtropical high and the Icelandic subpolar low. The 




approximately  2°C  warmer  than  winters  with  a  negative  NAO  (Vihma  and  Haapala,  2009). 
During  negative  NAO  conditions,  westerlies  are  weakened  or  blocked  as  the  continental 
influence increases in strength. This influence is governed by the strengthening or weakening of 
the  Russian  high  (low),  allowing  cold  (warm)  and  dry  airflow  into  the  region  in  winter 
(summer). Due  to  these mechanisms,  there  is often a pronounced  temperature gradient  in  the 
region, with maritime  conditions  in  the  southwest  and  subarctic  in  the northeast.  Figures  3.1 
and  3.2  show  monthly  long‐term  mean  air  temperature  and  precipitation  from  six  different 
meteorological stations, representing temperature variability in all parts of the Baltic Sea region. 
Lindenberg  in  Germany  and  Sodankylä  in  Finland  are  inland  stations,  while  Göteborg, 
Stockholm, Visby (temperature only), Gotska Sandön (precipitation only) – all in Sweden – and 
St. Petersburg in Russia are located on the shores of the Baltic Sea. The long‐term mean (black 
line)  is  based  on  the  normal  1961–1990  period,  widely  used  as  a  climatic  reference  period. 
However,  large variability is evident even in this period, as indicated by the shaded grey areas 
be denoting maximum and minimum monthly means.  It could therefore  argued, playfully,  that 
the only thing normal in climate is that nothing is really normal. 
  As  mentioned  in  Chapter  1.1,  the  global  mean  temperature  rose  by  0.74°C  over  the  past 
century  (IPCC,  2007). This has  also  strongly  affected  the  temperature  trends  in  the Baltic  Sea 
region over the past century. As a whole, the region has warmed slightly more than the global 
average,  but with  large  spatial  and  temporal  differences. The decadal  surface  air  temperature 
trends between 1871 and 2004 for the south and north (above 60°N) are presented in Table 3.1. 
The most warming occurred above 60°N, where the annual long‐term trend amounts to 0.10°C 











Geographical Regio Annual  Winter  Spring  Sum em r  Autumn 
North (above 60N)  0.10°C  0.09°C  0.15°C  0.06°C  0.08°C 

































Little  Ice  Age  in  1877  (Omstedt  and  Chen,  2001)  and  culminated  in  the  1930s.  Thereafter  a 
cooling period started in the 1940s and lasted until the 1970s. Through the late 1980s and early 
1990s  temperatures  once  again  reached  elevated  levels,  this  time  possibly  partly  linked  to 
anthropogenic  causes,  such as  greenhouse gas  emissions,  although  a  robust  link has yet  to be 
established (BACC, 2008). Understanding the climate system requires  looking at  time scales of 
several decades, centuries, or even millennia. Studying short periods risks underestimating the 
full  internal  variability  of  the  climate.  Gaps,  inhomogeneity,  and  short  time  series  make  it 
difficult to carry out proper detection and attribution studies. There is also the risk that changes 




While  the air  temperature  typically changes quickly, within weeks, days, or even hours, water 
temperature  changes  more  slowly.  As  demonstrated  in  Paper  I,  the  time  scale  for  water 
temperature change is about one year, indicating the water temperature has some kind of long‐
term memory  property.  As  described  in  section  2.2, most  of  the  Baltic  Sea’s water  volume  is 
contained in the upper water layers, but sea surface temperatures alone are not representative 
of the full heat balance of the Baltic. Sea surface temperatures mirror air temperatures and not 
the  annual  heat  accumulation.  For  that  reason,  sea  surface  temperatures may differ  from one 
point to another, even though the heat of the water body remains constant, provided that energy 
is not added or removed from the system. In this thesis, the heat balance is taken into account by 
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1 T∫∫ dzdA
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where V  and Tw  are  the  volume  and  temperature,  respectively,  of  each  vertical  layer.  Several 
PROBE‐Baltic  simulations  using  different  forcing  fields  were  carried  out  and  the  water 
temperature was calculated according to Equation 7. To determine the success of the model, we 
must  compare  the  results with  real  observations.  Fortunately,  an  estimate  of  the mean water 
temperature  of  the  Baltic  Sea  can  be  constructed  based  on  observations.  Omstedt  and  Nohr 
(2004) used 1744 measured profiles  from  the major  subbasins  to  compile  an observed water 
temperature  dataset  covering  the  1970–2001  period.  Using  this  dataset,  the  modelled  water 
temperature  in  Papers  I  and  II  can  be  directly  compared  with  observations  after  simple 
conversion to anomalies, which is done in Figure 3.3. Expressing the temperature as anomalies 
has  the  advantage of  easing  comparison,  since  the derived  forcing  fields  for PROBE‐Baltic  are 
compiled  from  different  datasets  and  therefore  differ  somewhat  in  absolute  modelled 
temperatures. It is noticeable that the modelled water temperatures capture the variability and 
trend  of  the  observed  temperature. We  can  conclude  that  the  model  results  agree  well  with 
observations over the later twentieth century no matter what forcing is used. As we only have 
observed  water  temperature  from  1970  to  the  present,  we  can  only  assume  that  the  model 
results  stay  within  reasonable  error  limits  before  that.  It  can  be  argued  that  the  forcings 
comprising pure meteorological observations (i.e.,  those starting in 1893 and 1958) model the 
water temperature more trustworthily, while reconstructed forcing (i.e., that starting in 1500) is 















climate? Looking  at  Figure 3.4,  it  is  apparent  that  the water  temperature has been  associated 
with large decadal and centennial variability over the past 500 years. The recent warming in air 
temperatures  over  the  twentieth  century  is  reflected  in  the  water  temperature  as  well.  A 
significant, and still ongoing, warming has taken place since the 1980s, culminating in the 1990s. 




was  another  colder  period  from  the  1960s  to  mid  1980s,  with  annual  water  temperatures 
mostly below the long‐term average of the twentieth century. Before 1900, the temperature was 
mainly  below  the  long‐term mean  of  the  twentieth  century.  The  increase  from  1877  to  1935 
probably reflects the ending of the Little Ice Age (Omstedt and Chen, 2001), and indicates that it 
had  a  significant  impact  on water  temperatures.  The  Little  Ice  Age was  a  climatic  period  that 
began  in  the  fourteenth or  fifteenth century  (exact dating  is  still debated) and  lasted until  the 
end of the nineteenth century (e.g., Wanner et al., 2008). As the name indicates, this was a period 
of colder temperatures than we are used to today, and it probably left a long‐lasting impression 
on  the  people  of  the  time  (Fagan,  2000).  Two  cold  peaks  stand  out  in  the  modelled  water 






















  There  is  dispute  as  to  whether  the  Little  Ice  Age  occurred  globally  or  was  primarily 
restricted  to  the North Atlantic  sector,  and whether  it  affected annual or  seasonal  scales  (e.g., 
Lamb, 1995; Matthews and Briffa, 2005). A tabular overview by Ljungqvist (2009) of available 
quantitative  temperature proxy  records  suggests  that  the Little  Ice Age affected most parts of 
the Northern Hemisphere. However, the Little Ice Age was evidently not homogenously cold in 
the  Baltic  Sea  region,  as  is  also  apparent  from  Figure  3.4.  A  major  warm  period  occurred 
between 1720 and 1740,  consistent with  the  findings of Eriksson et  al.  (2007), Grudd  (2008), 
and  Leijonhufvud  et  al.  (2009).  The  amplitude  and  rate  of  warming  at  that  time  was  almost 
identical  to  the warming of  the  late  twentieth  century  (Paper  II).  Jones  and Briffa  (2006) also 
discussed this warm period in the context of northwest Europe as a broader geographical area. 





number  of  available  contemporary  temperature  records.  National  and  pan‐European 
meteorological  observation  networks  did  not  start  until  the  second  half  of  the  eighteenth 
century. There are other sources (i.e., proxies) that suggest that the early eighteenth century was 
unusually mild. Although it seems contradictory at first, glaciers in southern Norway advanced 
rapidly  during  the  period.  The  culprit  seems  to  have  been  a  prevailing  positive  mode  of  the 
North Atlantic Oscillation index (Nesje and Dahl, 2003), associated with westerly wind direction 
that  advects  moist  air  into  Northern  Europe,  resulting  in  wet  winters  and  cool  summers  in 
Northern  Europe.  Thus,  increased  rainfall  in  winter  accompanied  by  milder  temperatures 
significantly  contributed  to  the  advancing  glaciers.  At  the  same  time,  storm  activity  in  the 
English  Channel  seems  to  have  been  lower  than  in  preceding  decades. Weather  observations 
between  1685  and  1750  extracted  from Royal Navy  logbooks  indicate  the  1730s  as  the most 
quiescent  decade  in  terms  of  storminess  in  the  study  period  (Wheeler  et  al.,  2009).  Newly 
published  papers  suggest  that  storminess  may  be  more  related  to  periods  of  colder 
temperatures  than  the  opposite  in  the  North  Sea  and  Baltic  Sea  domain  (Björck  and 




  For  the  Baltic  Sea,  there  is  only  one  instrumental  time  series  covering  the  warm  period 
between  1720  and  1740  that  continues  up  to  this  day,  and  that  is  the  Uppsala  temperature 
record  commencing  in  1722  (Bergström,  1990; Moberg  and Bergström,  1997;  Bergström  and 
Moberg,  2002).  Other  series  exist  but  do  not  cover  the  full  period  or  are  reconstructed  from 
documentary data and dates of  ice break‐up, such as the Tallinn winter air temperature series 
(Tarand  and  Nordli,  2001)  and  the  Stockholm  January–April  air  temperature  series 
(Leijonhufvud et al., 2008). The newly published Stockholm winter and spring air temperature 
reconstruction by Leijonhufvud et al. (2009) spanning the past 500 years may therefore be very 
important  in addressing this  lack.  Interestingly enough,  the Uppsala record, used as  forcing by 
PROBE‐Baltic to model the past 500 years, is introduced into the reconstructions at the point in 
time  when  a  significant  warming  appears  in  the  water  temperature.  The  Uppsala  air 
temperature  record  indicates  a  pronounced  warming  from  1722  to  1739,  and  a  declining 
temperature  thereafter,  just  as  the modelled water  temperature  does. There  are  some known 
problems with the observed temperature record for this period. First, the Uppsala temperature 
record is incomplete before July 1773. Bergström (1990) interpolated observations from nearby 
stations  to  fill  in  the  missing  periods.  Second,  the  temperature  was  measured  indoors  in  an 
unheated and well‐ventilated  room. The  thermometer was moved outside  for  the  first  time  in 
1739. It is obvious that measuring the indoor temperature, as a proxy for outside temperature, 
may  produce  different  values,  and  that  moving  the  thermometer  outdoors  may  result  in 
inhomogeneous data. This matter has been addressed through careful homogenization testing of 
the series (Moberg and Bergström, 1997), though there remain some doubts about the series in 




series were  incorporated  into  the  reconstructed  European  temperature  by  Luterbacher  et  al. 




Changes  in  the  ice  extent  have  large  consequences  for  physical,  biological,  and  human 
interaction  with  the  Baltic  Sea.  For  example,  ice  acts  as  a  lid  on  the  ocean  water,  effectively 
preventing it from evaporating; thus, increasing and decreasing ice extent helps regulate the net 




ice  skaters,  but  also  for  imports  to  and exports  from  the Nordic  and Baltic  countries,  some of 
which come over  the sea  (e.g., 80% of Finland’s  international  trade  is  transported via  the sea, 





along  the  coasts  of  northern  Bothnian  Bay  and  the  eastern  Gulf  of  Finland  where  the  air 
temperature always falls well below freezing for an extended period. Therefore, these parts are 
usually  already partially  ice  covered  in December and become  ice‐free as  late  as May or  even 
June when winters have been severe.  
3.2.1 Sensitivity of the Baltic Sea ice extent 
Paper I examined the response and sensitivity of MIB as a  function of air  temperature,  finding 
that,  in  general,  ice extent  is highly  sensitive  to  even minor  changes  in  air  temperature.  If  the 
mean winter  air  temperature  over  the Baltic  Sea  is  –6°C  or  lower,  the whole Baltic  Sea  is  ice 
covered. Winters with mean  temperatures  above  +2°C  experience  a much  reduced  ice  extent. 
This threshold has been surpassed only once, in 2008, in what was the mildest ice winter of the 
past 290 years, with an MIB of 49,000 km2 (see Figure 3.5). Five of the ten mildest ice winters 
since  1720  have  occurred  in  the  past  20  years,  clustered  in  the  early  1990s.  This  is  a  clear 
indication  that maritime  circulation patterns  are  strengthening  their  position  in winter  at  the 
expense  of  continental  circulation  patterns.  If  maritime  conditions  similar  to  those  in  the 
Kattegat  were  prevalent  throughout  the  Baltic  Sea  region,  ice‐free  conditions  would  occur  in 




the decrease  in  ice extent therefore took place over the  last decades of  the nineteenth century 
(Vihma and Haapala, 2009), probably directly associated with the end of the Little Ice Age in the 
Baltic  Sea  region  in  1877,  as  pointed  out  by  Omstedt  and  Chen  (2001).  At  that  time,  air 
temperatures  increased  rapidly  and  reduced  ice  extent  and  growth  in winter.  This  continued 















newspapers,  lighthouse records, shipping records, travel  journals,  ice charts, accounts of  ice  in 
Danish  waters  collected  by  Speerschneider  (1915),  and  correlations  with  temperature 




The  early  part  of  Prof.  Jurva’s  estimates  is  associated  with  a  level  of  uncertainty,  as  those 
observations rely more on personal accounts in newspapers, journals, and similar sources. Not 
until  the 1880s does the estimated MIB become more reliable as more data are available  from 
ships  travelling  through  the Baltic  Sea  (Jurva,  1952). New methods  have  come  into  play  over 
time. The Finnish Institute of Marine Research, now part of the Finnish Meteorological Institute, 
has made observations of ice extent and thickness since the early twentieth century, though the 
methodologies  have  changed  over  time.  Initially,  sea  ice  extent  was  observed  by  the  Finnish 
Institute  of  Marine  Research  Ice  Service  onboard  its  vessels.  In  the  1930s,  air‐based 
reconnaissance was  initiated,  increasing  the  accuracy  of  the  ice  charts.  Even more precise  ice 
charts were obtained when satellites became available in the late 1960s. Obviously, one must be 
aware  of  technological  improvement  when  assessing  long‐term  trends  and  variability  in  the 
data. Regarding  the  ice extent before 1880,  this  thesis uses  the maximum estimated MIB  from 
1720 onward. This may overestimate  the  ice extent early  in  the  period but,  as  the  correlation 
with  air  temperatures  is  high,  one might  assume  that  the  error  is  not  too  large.  According  to 





ice  classification  occurring  changes  if  another  period  is  considered,  due  to  climate  non‐




Figure  3.6:  Left: Maximum  ice  extent  in mild, average, and  severe  ice winters,  based  on  the  ice 
winters between 1720 and 1995. Note  that Bothnian Bay  is always  ice covered while part of  the 
Baltic Proper is rarely ice covered. Redrawn from Seinä and Palosuo (1996). Right: Reconstructed 





Table 3.2:  Ice winter classifications according  to Seinä and Palosuo (1996), based on  ice winters 












  Jevrejeva  et  al.  (2004)  investigated  changes  in  ice  seasonality  over  the  twentieth  century; 
they found strong indications that the ice season length had decreased by 14–44 days over the 




at  the 95%  level. However,  the number of  average  ice winters has  increased over  time and  is 
significant at the 95% level. At the same time, there has been a statistically significant decrease 
in  the number of severe  ice winters. There has also been a slight, but  insignificant, decreasing 
trend of extremely severe ice winters over the same period, indicating long‐term warming in the 
region.  However,  even  though  the  warming  continues,  very  cold  winters  will  happen  in  the 




In Paper  II, MIB was reconstructed by modelling and was analysed  for all winters  since 1500. 
Large multi‐decadal variability was found, and periods of limited ice formation occurred even in 













decadal  variability  is  visible.  The mid  1500s  and  early  and mid  1700s  display  low MIB  values 
similar  to  those  of  the  late  twentieth  century.  Bottom:  Mean  winter  air  temperature  used  as 
orcing. Winter  is  defined  as  the months  of  December  through  February.  It  is  evident  that  the 
     
f
periods corresponding to mild winter temperatures also reflect low MIB values. From Paper II. 
 
  As  mentioned  previously  in  this  chapter,  there  are  estimates  of  ice  extent  since  1720, 
covering  just  over  half  the  modelled  period.  One  can  therefore  directly  compare  modelled, 
estimated, and observed MIB with each other for this period, obtaining a measure of modelling 
accuracy. The  first  years,  covering  the winters of 1501  to 1719,  are not  as easy  to validate  as 
measurements are lacking. To overcome this, documentary data are used. These data comprise 
independent observations in the form of historical accounts of winter events related to the Baltic 
Sea  region.  These  accounts  describe  how  the  harsh  or  mild  winters  significantly  impacted 
contemporary society via,  for example,  travels across  the  ice  in central Sweden (Retsö, 2002), 
military campaigns that succeeded or failed due to the presence or lack of ice (Neumann, 1978; 
Lindgrén  and  Neumann,  1983),  and  famines  during  harsh  winters  (Neumann  and  Lindgrén, 
1979). There  is  also documentary evidence  regarding Polish winter  conditions enhanced with 
tree‐ring chronologies (Przybylak et al., 2005) together with some information on British winter 
conditions, mostly  regarding  severe winters  that  allowed  the Thames  to  freeze  (Lamb, 1995). 
Although  the  distance  between  the  United  Kingdom  and  Scandinavia  is  relatively  great,  both 
areas  usually  simultaneously  experience  similar  divergences  in  climate.  The  Central  England 
27 





the  region. When  that  happens,  conditions  in  the  location  nearest  the  Baltic  Sea  are  taken  as 
correct.  Many  winters  are  indicated  as  extremes,  either  as  very  mild  or  severely  cold.  Most 
sources describe cold winters, indicating that coldness had a more significant impact on society, 
or that mild winters were uncommon. It is imperative that one use truly independent sources to 




used  by  Luterbacher  et  al.  (2004)  in  the  reconstruction  of  Northern  European  winter 
temperatures later used in Papers II–IV to provide meteorological forcing for the PROBE‐Baltic 
od tm el. This elimina es many of the well‐known records and series that could have been used in 
validating the modelled MIB.  
  The  upper  two  panels  of  Figure  3.8  show  the modelled MIB with  indications  of  historical 








winters with  a  cold  indication  are  confirmed accurate,  only  57% of  the mild winters pass  the 
check. Similarly, more winters in the second half of the period are validated than in the earlier 
period: between 1501 and 1609, the validation rate is 65% versus 73% between 1610 and 1719. 
This  is mostly an effect of  a  greater number of  validated cold  (63% to 81%) rather  than mild 
winters  (64%  to  44%).  The mild winters  score  badly  in  the  second  half  of  the  period,  as  the 
modelled  MIB  is  biased  toward  colder  conditions.  Therefore,  the  modelled  MIB  is  generally 
higher  than  the observed one, which  is unfavourable  for winters with a  small  ice cover.  If  the 
long‐term  mean  of  the  modelled  MIB  were  instead  used  to  validate  winters,  significant 
improvement would be seen  in the mild winters, with an  increase to 79% and 89% validation 
te rra s  in  the early  and  later periods,  respectively. The  score  for  cold winte s would be  slightly 
lower, and the overall analysis and conclusions would be unaffected. 
  The  lower  three  panels  of  Figure  3.8,  covering  the  period  starting  in  1720,  show  the 
modelled  and  observed  MIB.  Although  the  annual  absolute  values  differ,  the  long‐term 
variability  is well captured. The absolute value  is not the main goal of  this modelling exercise; 
instead,  it  is  the  long‐term  trends  and  variability  over  time  that  are  interesting.  Periods with 
observed cold or mild conditions are also  indicated as cold or mild according to the model. As 
pointed out earlier, there is a risk of indirectly validating a series against itself. Starting in 1829, 
the  Helsinki  air  temperature  record  is  incorporated  in  the  Luterbacher  et  al.  (2004) 













Figure  3.8:  The  upper  two  panels  show modelled MIB  between  the winters  of  1501  and  1719. 
Circles denote winters  for which no documentary evidence regarding  ice severity has been  found, 
blue triangles represent winters for which evidence regarding severe ice conditions has been found, 
and red squares indicate winters historically known as mild. The lower three panels show modelled 
nd  estimated/observed MIB between 1720 and 2001. Black  columns are model  results and  red a
columns are observations. From Paper II. 
 
  The  results  of  Paper  II  can  be  directly  compared  with  those  of  another  study  that 
reconstructed MIB over the past 500 years. Eriksson et al. (2007) and Eriksson (2009) used the 
same Luterbacher et al. (2002, 2004) temperature and sea level pressure reconstructions as are 
used  in Papers  II–IV,  though  instead of numerical modelling,  statistical modelling was used as 
the method. Unlike  in numerical modelling,  a direct physical  interpretation can be made  from 
the  statistical  relationships  established.  Eriksson  (2009)  found  that  the  ice  cover  is  primarily 
determined by  the  zonal  and meridional wind  flow  in  the  region. This  is  clearly  in  agreement 
with  the  sensitivity  analysis  presented  in  Paper  I  (see  Figure  3.5).  Other  factors  affecting  ice 
growth  are  the  type  of  circulation  (i.e.,  cyclonic  or  anti‐cyclonic)  and  precipitation.  Cyclonic 
systems  are  more  associated  with  zonal  wind  flows,  and  thus  bring  both  warmer  air 
temperatures  and  precipitation,  which  also  reduces  the  ice  growth.  By  examining  long 
instrumental  series  of  temperature  and  ice  conditions,  Eriksson  et  al.  (2007)  managed  to 
identify 15 climatic periods of cold and mild winter conditions over the past five centuries. Cold 
periods  were  found  to  be  associated  with  high  climatic  instability,  i.e.,  larger  interannual 
t .variability  than  in mild periods when smaller annual variabili y was  found  This  is  specifically 
evident in recent decades with their persistent mild conditions. 





Revisiting  the  issue  of  a  possible  warm  bias  in  the  mid  eighteenth  century,  as  discussed  in 














Figure 3.9: Decadal smoothing has been applied  to  the measured  (red) and re­estimated  (black) 
Uppsala air temperature and to the MIB (blue). In the first half of the eighteenth century, the MIB 
values  indicate  low  ice extent as  the same  time as Uppsala has mild winters. Nineteenth century 





The  conclusion  from  this  exercise  is  that  the  incorporation  of  the  Uppsala  air  temperature 




Sea  ice may cover a  fairly  large area even  in mild winters, as  seen  in Figure 3.5.  Ice  thickness 
data may  therefore  reveal  large  changes  in  ice  volume  over  time, which  cannot  be  seen  from 
above  the  ice. For example, Bothnian Bay has been completely  ice  covered every winter  since 
1720,  and  almost  certainly  since  1500  (Paper  II).  Even  if  the  air  temperature  rises  in  the 
northern  Baltic  Sea  region,  it  will  not  rise  above  the  freezing  point  (see  Figure  3.1)  in  the 
foreseeable  future.  However,  increased  temperatures,  despite  being  below  the  freezing  point, 
will  reduce  ice  growth  and  consequently  the  ice  thickness.  A  good  example  can  be  found  by 
studying long‐term changes in ice thickness along the Swedish coast. Östman (1937) and Wallén 
and  Ahlmann  (1954)  investigated  this  for  the  late  nineteenth  and  early  twentieth  centuries. 
Figure  3.10  shows  ice  thickness  and  the  number  of  days with  ice  in  ports  along  the  coast  of 
Bothnian Bay. Over  time,  the  ice  thickness decreased, as did  the  length of  the  ice  season. This 
hints  that  something  happened  to  the  large‐scale  atmospheric  circulation,  and  that milder  air 
masses prevailed more frequently  in the north. The changes coincide with the end of the Little 
Ice  Age  and  the warming  that  culminated  in  the  1930s  (when  increasing  temperatures  were 













and  at  particular  times  when  ice  thickness  was  pivotal.  One  such  time  was  the  invasion  of 
Denmark  in mid‐winter 1658, when the Swedish King, Charles X Gustav, and his army crossed 
the  frozen Belt  Sea. According  to  Speerschneider  (1915),  the Belt  Sea  seldom  froze enough  to 
permit people to walk across the ice: the Belt Sea froze once per decade and could be crossed on 
foot  approximately  once  every  twenty  years.  Figure  3.11  shows  the  modelled  ice  extent  and 
thickness in the winter of 1658 (Paper II). At the time of the first crossing on 30 January, the Belt 
Sea  was  97%  ice  covered  to  a  thickness  of  17  centimetres;  during  the  second  crossing  on  6 
February, the Belt Sea was 96% ice covered to a thickness of 21 centimetres. Was this enough to 
permit an army of at least 3000 men and horses, together with all their followers, carriages, and 
cannons,  to  walk  across  the  ice?  Ericson  (2008)  discussed  the  contemporary  military 
requirements for travelling across ice. As no contemporary sources have survived, Ericson had 
to rely on the latest published Swedish military instructions on how cavalry should safely cross 
ice.  In  1956,  it  was  recommended  that  foot  soldiers  cross  only  where  the  ice  is  at  least  five 
centimetres thick, while soldiers with horses need ice at least ten centimetres thick. Ericson also 
mentions  that  Swedish provision  carriages were driven across  the  frozen Kvarken,  separating 
the Bothinan Sea  from Bothnian Bay,  during winter warfare  in 1939 and 1940.  For  the  ice  to 
hold up, a thickness of at least 15 centimetres was required and thickness measurements were 
made at  least every 50 metres. Present‐day recommendations call  for  five‐centimetre‐thick  ice 
for soldiers weighing up to 100 kilograms, ten centimetres for weights up to 500 kilograms, 14 
centimetres  for one  tonne,  and so on. The  required  spacing  is also dependent on weight,  five‐
metre spacing needed between soldiers weighing up to 100 kilograms, ten metres for weights up 
to  500  kilograms,  and  50 metres  for  units  weighing  of  one  tonne  or  more  (Försvarsmakten, 
2007). It can only be assumed that soldiers in 1658 applied approximately the same standards 
as today’s armies. The ice thickness calculated by PROBE‐Baltic was thick enough to permit an 
ice march across  the Belts on 30  January and 6 February 1658, and  the soldiers probably had 
enough space between them during the crossings. Though most of  the soldiers had no problem 
managing  the  crossing,  the  ice  did  sag  beneath  their  feet  and  they  had  to walk with  icy  cold 
water up their legs. A few were unlucky, walking where the ice was incapable of sustaining their 













and  from  inflowing  saline  bottom water  and  outflowing  low‐saline  surface water  through  the 
Danish  straits.  The  amount  of  runoff  is  determined  by  a  series  of  complex  processes  of 




another  1500  m3s–1.  The  yearly  and  decadal  variability  of  river  runoff  is  great.  According  to 
BACC (2008), the wettest year of the twentieth century was 1924, with mean runoff of 18,167 


















in Sweden; a similar  increase occurred also  in  the 1920s. They  also  found  indications  that  the 
runoff might  have  been  even  higher  in  the  nineteenth  century  than  at  present  despite  cooler 
temperatures.  Changes  have  also  occurred  elsewhere  in  the  Baltic  Sea  region,  especially  in 
winter  when  increased  runoff  was  observed  in  Finland,  Russia,  and  Estonia  (BACC,  2008). 
Analysing the total river runoff, based on the data in Figure 3.12, one finds no long‐term trend in 
annual  means  since  1901,  though  large  seasonal  changes  have  occurred.  Winter  and  spring 





precipitation  in  the northern Baltic Sea basin and decreased precipitation  in  the  south  (BACC, 
2008).  Meanwhile,  the  construction  of  hydroelectric  power  plants  since  the  1950s  has 
redistributed some of  the  seasonal  river  flow  (Graham, 2000).  Storing water  from peak  flows, 
usually occurring  in  late  spring  and early  summer when snowmelt has  set  in,  and  releasing  it 
again in winter when electricity demand is high, artificially changes the river runoff seasonality, 
although  the  annual  mean  remains  the  same.  This  has  occurred  at  the  same  time  as  climate 
change may be changing precipitation patterns.  It  is  therefore difficult  to sort out how  large a 
part climate change and hydropower development may be playing  in  the changes observed  in 
river runoff. In this context it is noteworthy that, while more than 200 rivers discharge into the 
fBaltic  Sea,  the  ten  largest  account  for  about  half  the  volume  low  (BACC,  2008),  and most  of 
these have been exploited for hydropower. 
  Hydropower  development  has  been  debated with  respect  to  the water  exchange  between 
the Baltic Sea and North Sea. Matthäus and Schinke (1999) suggested that an artificial change in 
river  runoff  seasonality  might  hinder  proper  water  exchange  between  the  Baltic  Sea  and 
Kattegat in winter, when deep water is usually renewed. They found indications that artificially 
increased river runoff in winter freshens the outflowing surface water, which in turn lowers the 
salinity  of  the  inflowing  water  through  mixing  processes  and  entrainment  with  the  saltier 
Kattegat water. This mechanism would restrict the inflow from penetrating to the deepest parts 
of the Baltic Sea, where frequent water renewal is vital to keeping oxygen at an appropriate level 
o  s i y 0  t ustain mar ne  life. A model  study b  Meier  and Kauker  (20 3)  found  that regulating  river 
flows had a negligible effect on the Baltic Sea water exchange mechanism.  
















stepwise  regression  analysis  was  conducted  using  the  large‐scale  atmospheric  circulation 
indices developed by Eriksson et al.  (2007) as predictors. Derived  from the sea  level pressure 







the  regression  analysis.  This  approach was  deemed  appropriate,  as much  of  the  precipitation 
that  finally arrives  in  the Baltic Sea as  river  runoff, does not enter  rivers and streams directly 
due  to  complex  interactions  that  delay  the  precipitation‐to‐runoff  response.  In  the  stepwise 
regression analysis, the predictors are chosen and individually added to the regression equation 
if  they  pass  an  F‐test  at  the  90%  significance  level.  If  the  F‐test  fails,  the  predictor  will  be 
rejected and not included in the equation. In that way, this method will only construct statistical 
relationships when  the  pre‐set  significance  level  is maintained,  creating  an  equation with  the 
most important predictors. 
  The  statistical  relationships  obtained  from  the  above  procedure  indicate  that  Baltic  Sea 
runoff  has  no  uniform  response  to  the  large‐scale  atmospheric  circulation  pattern.  The  three 
basins each have  their own distinct atmospheric circulation characteristics, which confirm the 
need  to develop sub‐regional models. Runoff  from the southern region depends mostly on  the 
rotational  and  deformation  components  of  atmospheric  circulation,  while  the  rotational 
components  and  zonal  and  meridional  wind  flows  are  important  for  runoff  in  the  northern 
region.  In  the  Gulf  of  Finland,  on  the  other  hand,  temperature  and  wind  components  are 
important  for  describing  the  runoff.  That  the  rotational  component  is  important  is 
understandable,  as  it  describes  the  intensity  of  the  cyclonic  activity.  Intense  systems  are 
generally  associated  with  more  precipitation  than  are  weaker  systems.  Autumns  are  often 
stormy  in  the  Baltic  Sea  region,  possibly  due  to  high  sea  surface  temperatures  feeding  the 
atmosphere with moisture, resulting in unstable conditions and increased precipitation, at least 
in  southern  Sweden  (Linderson  et  al.,  2004).  That  the  rotational  component  is  not  as 
pronounced for the Gulf of Finland may indicate that lakes Onega and Ladoga reduce this effect. 
Zonal and meridional wind  flows produce different responses  in  the runoff. Zonal winds bring 









due  to modulation  by  lakes  Onega  and  Ladoga,  which  dampens  the  annual  variability.  In  the 
northern region, most seasons have very distinct characteristics due to the strong  influence of 
continental  air  masses.  Winters  are  mostly  below  freezing,  and  springs  and  early  summers, 
when  spring  flooding  occurs,  are  generally  well  above  freezing,  generating  less  interannual 
frovariability.  In the southern region, on the other hand, one year differs greatly  m the next  in 
terms of cyclonic activity and temperature. 
  Decadal  changes  are  perhaps  even  more  interesting  when  it  comes  to  climate  change. 




in  the north  and  the Gulf  of  Finland,  and  runoff  in  the  south  is  low. Annual  variability  is  also 
larger in the south region, and wet periods occurred there in the decade centred on 1694 and in 









Figure  3.13:  a. Reconstructed  (black  line) and observed  (blue and  red  lines) annual  river  runoff 






Validating  the  reconstructed  runoff  series  is not as  straightforward as validating,  for  example, 
ice  and  temperature,  for  which  good  proxy  records  exist.  Observed  and  reconstructed 
precipitation  records  can  be  used  as  part  of  a  validation  process  (e.g.,  Mitchell  et  al.,  2004; 
Linderholm  and  Chen,  2005;  Pauling  et  al.,  2006),  but  runoff  and  precipitation  are  not  that 
closely  related. Many different mechanisms act on  the water on  its way  from  the atmosphere, 
across land, via rivers, and finally to the Baltic Sea. There is also the possibility of estimating the 
thickness  of  annual  clay  deposits  from  rivers,  i.e.,  varve  thickness,  using  this  as  a  proxy  for 
maximum river runoff (Sander et al., 2002), but this is not representative of mean annual flow as 
reconstructed  in Paper  III. Validating  the  reconstructed  river  runoff  in Paper  III  instead made 




up  the  original  one.  By  using  this  method  on  reconstructed  and  observed  river  runoff  data, 
localized coefficients are computed for both datasets, allowing comparison of the variability and 
correlation  structure  on  a  scale‐by‐scale  basis  (Karlöf  et  al.,  2006).  The  computed  wavelet 
coefficients are associated with a scale of 2j–1 years, where j denotes the jth series of the MRA. A 
cross‐correlation  analysis  between  the  series  indicates  high  correlation  on  all  wavelet  time 
scales,  confirming  that  the reconstruction has some reconstructive skill  (Paper  III). Looking at 
the  bottom  panel  in  Figure  3.14,  which  shows  the  original  data  series,  reveals  that  the 
reconstruction  does  not  capture  all  the  variability  of  the  observations.  This  is  logical,  as  the 








(Figure  3.14),  which  shows  annual  scale  variability,  indicates  good  agreement  between  the 
series  over most  of  the  twentieth  century,  except  in  the  1920s  and  1950s when  variability  is 
underestimated  by  the  reconstruction.  In  2
~D ,  where  a  time  scale  of  two  years  is  shown,  the 
reconstruction and observations agree very well. The general  features of variability associated 
with  time  scales  of  four  and  eight  years  ( 3
~D   and  4














Figure  3.14: Multiple  resolution analysis  (MRA) of  the  reconstructed  (black) and observed  (red) 














the Gulf of Finland, and a decrease  in  the southern region (Paper  III). This relationship  is also 
likely  to  hold  for  future  runoff,  as  state‐of‐the‐art  regional  climate  models  find  the  same 
behaviour (BACC, 2008). In total, however, runoff has decreased as temperature has risen, as the 
decrease  in  the  south  is  dominant  (Paper  III).  Climate  models  suggest  a  3–5°C  temperature 
increase  in  the  Baltic  Sea  region  over  the  twenty‐first  century.  Using  the  estimated  salinity‐
runoff response scheme presented in Paper I, we can assume a decrease in runoff on the order of 
1500  to  2000 m3s–1,  which  would  lead  to  an  increase  in  Baltic  Sea  salinity  of  2–3  PSU.  This 
experiment is not without its limitations and should not be taken as a proper projection of future 
runoff  or  salinity  levels.  Extrapolating  and  taking  only  temperature  into  account  when 
estimating  future  runoff  is  not  very  realistic,  since  precipitation  is  dependent  not  only  on 
temperature,  and  the  estimation  ignores  many  other  changes  in  general  circulation  over  the 
region. The properties of the established statistical relationships will also change over time, as 
climate  is  not  stationary.  In  addition,  the  experiment  ignores  all  the dynamics,  processes,  and 
interactions occurring  in  the soil, on the ground,  in rivers, and  involving vegetation. There are 
also  large  uncertainties  related  to  the  sea  level  pressure  and  temperature  reconstructions 
(Luterbacher  et  al.,  2002,  2004)  used  in  formulating  the  circulation  indices  used  in  the  river 
runoff  reconstruction. Despite  all  this,  the  experiment may  tell  us  something  about  the  future 
climate,  namely,  that  the  future  is  full  of  unknowns  and  is  hard  to  predict.  This  is  also  the 
message of climate model scenarios in which projected runoff ranges from a slight decrease to a 
substantial  increase  (e.g.,  Graham,  2004;  BACC,  2008).  The  wide  range  of  future  runoff 
projections  may  be  due  to  the  uncertainty  associated  with  changes  in  evapotranspiration. 
Graham  et  al.  (2009)  discusses  the matter,  arguing  that  evapotranspiration  due  to  increasing 
n  w   c  temperatures  i regions  with  high  ater  surface‐to‐land  ratios  may signifi antly  affect the 
runoff. 
  Given  that  the  potential  impact  of  hydropower  development  on  runoff  seasonality  was 
neglected, and  that only atmospheric  circulation  indices were used,  ignoring all  land,  soil,  and 





Due  to pronounced horizontal and vertical  salinity gradients,  the number of species decreases 
toward the interior of the Baltic Sea. Due to the salt stress, individuals of Baltic species tend to be 
smaller  than  individuals  in  surrounding  marine  areas.  A  change  in  salinity  is  therefore  very 
challenging for the ecosystem, as it causes the expansion or retreat of habitats. As discussed in 
Paper  I,  increased  (decreased)  river  runoff  leads  to  a  decrease  (increase)  in  Baltic  Sea mean 
salinity,  operating  on  a  time  scale  of  about  three  decades.  Closely  associated  with  salinity  is 
available oxygen. Major Baltic inflows usually bring oxygenated, salty water that is dense enough 
to penetrate to the deepest parts of the Baltic Sea. The deep water is thus ventilated, lifting the 
old  and  often  hypoxic water  upward,  replacing  it with  new,  oxygen‐rich water. Major  inflows 
have almost been completely absent from the Baltic Sea since the 1970s (Matthäus and Schinke, 






the winters  of  the  1990s,  the  halocline was  further weakened  and  eroded  to  a  greater  depth. 
Consequently, the well‐mixed upper layer became thicker, improving the oxygen conditions in a 





Large,  long‐term  changes  in  salinity  are manifested  on  geological  time  scales.  The  first  saline 













scales,  changes  in  river  runoff  and  precipitation must  be  the main  culprits.  For  example,  the 
decline  in  salinity  in  the  1980s  (Figure  3.15,  lower  panel)  is  known  to  be  associated with  an 
anomalously wet decade. A similar decrease took place in the 1930s. Due to the large variability 

















aquatic  life  forms,  especially  for  benthic  organisms,  which  often  become  trapped  and  cannot 
escape to shallower, more oxygenated water. Hypoxia arises when the oxygen consumption rate 
exceeds  the  supply  rate.  The  supply  comes  from  deep‐water  renewal  and  from  mixing. 
Consumption,  on  the  other  hand,  depends  on  the  supply  of  organic  matter,  which  is  closely 
related to  the eutrophication of  the Baltic Sea.  Increased anthropogenic emissions of nutrients 
(i.e.,  nitrogen  and  phosphorous)  from  untreated  waste  and  agricultural  fertilizers  reach  the 
Baltic  Sea  via  rivers  and  increase  the  nutrient  load  in  the  water  column.  This  has  created 
enhanced primary production  in  the surface  layer. When plankton die,  they slowly sink  to  the 











before  present)  and  the  Medieval  Warm  Period  (approximately  AD  750  to  AD  1200)  air 
temperatures  were  similar  to  or  higher  than  present  temperatures  in  the  Baltic  Sea  region. 
Warm  climatic  periods  often  involve  great  advances  in  the  development  of  civilization.  For 
example,  in  the Medieval Warm Period,  the  population  of  the Baltic  Sea  region  increased  and 
agriculture  expanded  greatly,  resulting  in  large‐scale  deforestation  and  increased  nutrient 
leakage.  The  warmer  climate  and  increased  anthropogenic  nutrient  load  probably  worked 
together to impair oxygen conditions in the Baltic Sea. Improvement occurred over the Little Ice 
Age, but conditions again deteriorated when the present warm period began and the industrial 
revolution  spread  in  the  Baltic  Sea  region,  resulting  in  a  rapid  socioeconomic  development, 






long‐term  changes  in  its  salinity  and  oxygen  conditions.  Sediment  cores  may  give  the  “big 
picture”  on  longer  time  scales,  but  seldom  explain  the  causative  mechanisms.  Modelling  the 
salinity  and  oxygen  conditions  represents  the  perfect  compromise,  giving  us  very  high 
temporally resolved data covering long time scales. This was done using the PROBE‐Baltic model 
in  Paper  IV,  following  the  implementation  of  the  meteorological  data  used  in  Paper  II  and 








  As shown in Figure 3.16, there has been large variability  in salinity  in all  three layers over 
the past 500 years. Peaks of high salinity took place in the mid sixteenth century, at the end of 
the  eighteenth  century,  and  in  the  mid  twentieth  century.  Salinity  also  decreased  in  some 
periods,  particularly  in  the  last  decades  of  the  seventeenth  and  twentieth  centuries.  The  late 
twentieth  century  is  well‐known  for  its  protracted  stagnant  period,  but  even  the  late 
seventeenth century was stagnant for a long time. Although the long‐term variability in salinity 
is  about  the  same  in  all  three  layers,  shorter‐term  variability  is more  pronounced  in  the  two 
deep‐water  layers.  The  salinity  in  these  two  layers  is  heavily  influenced  by  inflow  events, 







affect  the model  outcome.  As  discussed  in  Paper  I,  the  initial  conditions  influence  the  results 
over at  least the first 33 years of the model run. Analysing the long‐term trend over the whole 
period, omitting the first 50 years of the model run, reveals a small, but statistically significant, 
positive  trend. The salinity has  thus  increased slightly, by approximately 0.5 PSU,  in  the Baltic 






940s. Salinity has declined slightly  since  then, which  is obvious  in both  the observed  (Figure 
.15, lower panel) and modelled (Figure 3.16) salinity. 
 




  The oxygen modelling  in Paper  IV builds on the efforts of Gustafsson and Omstedt (2009), 





are  entrained  with  the  inflowing  water  when  it  enters  the  Baltic  Sea  (Stigebrandt  and 






matter  to  Baltic  Proper  deep  water  in  the  late  1930s  made  by  Eilola  (1998).  Added 
anthropogenic nutrients have  increased  substantially over  the  twentieth  century  (Savchuck et 
al.,  2008),  particularly  since  the  1950s  and  1960s  when  fertilizers  came  into  large‐scale  use 
(Andrén et al., 2000). The break point  in 1950  for  increased oxygen consumption  is  therefore 
justified, although the increase was probably not as abrupt, occurring from one year to the next, 
but  built  up  over  a  few  decades.  As we  suspect  that  increased  population  and  large  land  use 
ha i e
40 
c nges have affected nutr ent loads since medieval tim s, this division of oxygen consumption 
rates may not be optimal, but works well enough as a preliminary approximation.  
  From  Figure  3.17  it  is  very  clear  that  the  doubled  oxygen  consumption  rates  have  had  a 
profound effect on oxygen conditions. The deep water plunges to a chronic state of hypoxia after 










Figure 3.17: Volume­weighted modelled oxygen of  the Eastern Gotland Basin. The upper  layer  is 




mL  O2  L–1  per  century  between  1500  and  1949.  Leaving  the  oxygen  consumption  rates 
unchanged  at  1950  would  indicate  that  the  decrease  continues  until  1995.  This  implies  that 




  As  with  river  runoff,  there  are  very  few  long‐term  observations  of  salinity  and  oxygen 
conditions  usable  in  validating  the  modelled  oxygen  concentrations.  Some  marine  sediment 
cores reveal historically  large‐scale salinity variations and oxygen concentrations (Zillén et al., 
2008, and references  therein); unfortunately,  it  is  seldom possible  to obtain annually resolved 
salinity and oxygen concentrations from them. In addition, when bottom water ventilation takes 





  The Swedish scientist  Johan Carl Wilcke made one of the earliest salinity measurements  in 
the  Baltic  Sea  region  in  the  late  eighteenth  century.  He  constructed  his  own  water  sampler, 
collected water from various depths, evaporated the water, and weighed the remaining salt. In 
this  way,  Wilcke  could  prove  the  existence  of  both  horizontal  and  vertical  salinity  gradients 
(Wilcke,  1771).  Such  measurements  are  of  great  historical  value,  but  do  not  serve  as  good 
Ocean climate variability over recent centuries explored by modelling the Baltic Sea 
validation data, as measurements at that time were made extremely infrequently. Since the early 
twentieth  century,  cruise  ships  have  been  measuring  salinity  at  the  BY15  station  in  central 
Eastern  Gotland  Basin.  As  seen  in  Figure  2.4,  it  would  take  until  the  late  1950s  for  regular 
rmeasuring  routines  to  be  established.  Therefore,  the model  esults  presented  in  Paper  IV  are 
validated against observed data spanning the 1958–1995 period. 




and  frequency  between  observed  and modelled  salinity  and  oxygen,  especially  in  the  case  of 
oxygen,  but  the  long‐term  variability  is  captured.  Given  the  very  simplified  oxygen  model, 
the without  any plankton module,  and  assumption of  constant  oxygen  consumption  rates,  the 
results are reasonably close to observations. 
  The  above  salinity  and  oxygen  concentration  behaviour  tells  us  that  stagnant  conditions 
have occurred  frequently  in  the Baltic Sea over  the past 500 years, but  that  the current deep‐


























In  much  of  this  thesis  I  have  used  reconstructed  meteorological  forcing  when  modelling  the 
Baltic  Sea.  It  is  truly  amazing  that  we  can  derive  considerable  new  knowledge  of  integrated 
properties,  such  as  water  temperature,  ice  conditions,  river  runoff,  salinity,  and  oxygen 
concentration,  just  from these reconstructions. This work  is pioneering and demonstrates  that 
modelling  is  a  powerful  tool,  and  that  reconstructing  past  climate  variability  is  important  for 
improving our understanding of our planet as a system. The model used can quite easily be set 
up  for  any  sea  or  ocean,  permitting  quick  and  efficient  investigation.  The  possibilities  are 
dlen ess. The knowledge gained from this thesis may be used in future model studies aiming to 
propose future scenarios. 
  Besides  producing  new  answers,  a  thesis  also  always  raises  new  questions  and 









  Historical approach. Documentary  sources  tell  a  vivid  story of  life  in our  region  centuries 
ago. The oldest documentary sources usually consist of sporadic information about the weather, 
usually weather extremes  (e.g., drought,  floods, heat waves,  severe winters, and storms). Such 
information is crucial to understanding both climate variability and change. Changes in climate 
will  manifest  themselves  primarily  as  changes  in  extreme  events  rather  than  changes  in  the 
mean state. As time progress, more and better sources will become available and climate can be 





was  impacted  by  severe  cold,  and  provide  information  about  ice  conditions.  Such  data  from 
several  locations  may  help  build  a  detailed  picture  of  how  weather  in  particular  years,  and 
climate on longer time scales, affected the public. Speerschneider (1915) collected information 
regarding  sea  ice  in  Danish waters  from AD  690  until  the  early  twentieth  century.  There  are 
almost  yearly  accounts  of  ice  conditions  starting  from  the  seventeenth  century.  Again,  this 
outlines  long‐term changes  in  ice  seasons over  time. However, he also demonstrated how one 
must  take care when  interpreting old sources. A good example  from Speerschneider  (1915)  is 








ice,  tolls, port activity, and port administration has been used to estimate  ice conditions  in the 
inlet  of  the  port  of  Stockholm.  This  method  allowed  Leijonhufvud  et  al.  (2008,  2009)  to 
reconstruct the late winter and early spring temperature in Stockholm over the past 500 years. 
Similarly, Glaser and Riemann (2009) were able to combine several documentary sources from 






periods  or  are  lacking  completely.  Kattegat  and  Skagerrak  make  up  a  geographical  region  I 
believe  is particularly suitable  for  further  investigations based on old archived documents. On 
the  eastern  shores  of  this  area  there  has  been  lively  historical  development  over  the  past 
millennium:  alliances  were  forged  and  dissolved,  trading  and  fisheries  were  extensive,  great 
areas  of  land  were  conquered,  and  cities  were  founded.  The  port  of  Göteborg  played  an 
important  role  in  the  Swedish kingdom as  its  only port  on  the west  coast,  surrounded by  the 
archenemies of Denmark in the south and Norway in the north. The port ledgers have survived 
until today, covering the mid‐seventeenth century up to the mid‐nineteenth century, but also a 
few  years  in  the  sixteenth  century  (Lenart  Palm,  personal  communication).  These  reveal  the 
dates  of  arriving  ships,  which  may  reflect  ice  conditions  in  the  harbour,  as  theorized  by 
Leijonhufvud et al. (2008, 2009). Using these sources, the ice conditions and length of ice season 
for the Göta River could possibly be reconstructed for many of the past 500 years, though I have 
not  investigated  the  possibility myself.  Surely  other  data  exist  that  can  be  used  as  well  (e.g., 
chronicles, city reports, and parish registers). In addition, archives in Norway and Denmark may 
supply  even  more  information.  If  it  were  possible  to  use  all  these  archives,  and  patch  them 
together,  crucial  progress  could  be made  toward  understanding winter  climate  variability  on 
long time scales in the Kattegat and Skagerrak region. 
  Lilja  (2008)  conducted  an  extensive  investigation  of  environmental  conditions  along  the 
shores  of  the  Baltic  Sea  since  AD  800.  Combining  archaeological  excavations  with  agrarian 
history,  oceanographic  research,  and  fisheries  data  gives  a  detailed  description  of  how  the 
population  on  the  shores  of  the  Baltic  Sea made  use  of  the  sea,  how  they  lived,  and  how  the 
environment and climate have changed over time. That provides important insight into what it 
has  been  like  to  live  by  the  Baltic  Sea.  A  future  research  project would  be  to make  a  similar 
compilation for the Kattegat and Skagerrak region. Maybe it would be possible to investigate and 
evaluate  large‐scale  environmental,  climatological,  archaeological,  and  historical  conditions  of 
the  past  10,000  years, when  the  first  settlers,  of  the Hensbacka  culture,  came  (Schmitt  et  al., 
2006).  It  is  also  possible  to  assess  long‐term  climate  change  by  using  natural  archives  (see 
Brázdil et al., 2005 for a comprehensive review). In the greater Baltic Sea region, tree rings (e.g., 
Linderholm  and  Chen,  2005;  Grudd,  2008),  pollen  (e.g.,  Antonsson  and  Seppä,  2007),  marine 
sediments  (Andrén  et  al.,  2000;  Zillén  et  al.,  2008),  and  a  combination  of  proxies  (e.g., 
Luterbacher  et  al.,  2002, 2004; Holopainen  et  al.,  2009) have been very useful  in  the quest  to 
reconstruct past climatic and environmental conditions. There is no reason to doubt that similar 
data  sources  and methods  in  combination with  historical  documents  could  also  be  used  for  a 
sub‐region, such as the Kattegat and Skagerrak region.  
  Effort put  into reconstructing past climate using historical documents and natural archives 
will  benefit  studies  like  those  in  Papers  II  through  IV,  as  they will  complement  and  build  on 
ocean climate modelling. More information on river runoff, ice conditions, storms, temperature, 
and other climatic variability could then be better understood. This is a future research area in 


















throughout coastal Europe, and  large portions of  the catch were sold on  the continent  (Fagan, 
2006). Later, medieval coastal communities of the Baltic Sea developed their own technique for 






these  fisheries,  for  example,  through  changed  salinities  and  temperatures.  The  low‐saline 










again  disappeared  late  in  the  century  (Kjell  Nordberg,  personal  communication).  History  has 
repeated itself. Why is that? We cannot know for sure, but the current disappearance may be due 
to the same sort of environmental problem (e.g., hypoxia) the fjord suffered from a few centuries 
ago.  Fish  and other  catch will move  if  the  required environmental  conditions deteriorate,  and 
that is reflected in fishing records. Similarly, the classical Bohuslän herring periods, which were 
extremely  important  for  the growth of  the  coastal  communities of western Sweden, may have 
resulted  from unusually  strong negative NAO phases and persistent easterly winds  in autumn 
(Corten,  1999).  Such  information  is  valuable  and  can  also be  used  to  reconstruct past  climate 
variability and environmental settings. 
  As the climate has changed, attention has been paid to what the future of commercial fishing 
holds. A newly published paper by Cheung et  al.  (2009)  reports  that  climate  change will  alter 
marine  biodiversity.  In  some  regions,  this  will  have  a  negative  impact  on  fisheries,  while  in 
others the effect will be positive, either due to the strengthening of current catch species or the 
invasion  of  new  ones.  For  the  Baltic  Sea  it  basically  comes  down  to what will  happen  to  the 
salinity.  Decreasing  salinity will  affect  the marine  species,  forcing  them  to  retreat  toward  the 
North Sea, and few new species will be able to establish permanent residence in the Baltic Sea. 
The  fishing  fleet will  therefore  either  have  to  find  new  fishing  grounds  closer  to  the  inlet,  or 
target  freshwater  fish  species  instead  (e.g.,  MacKenzie  et  al.,  2007b).  On  the  other  hand,  as 
pointed out in Paper III, the uncertainty related to river runoff during a warming period is great 
and  the  salinity  response  unknown.  I  would  therefore  argue  that  more  research  be  directed 
h ntoward t is problem,  in combination with more  intense  investigation of past changes  i  Baltic 
Sea fish communities and ecosystems. 
  Data  from  such  sources  may  supply  considerable  information  about  long‐term  climate 
change  and  environmental  problems,  and  yield  great  insight  into  the  development  of  coastal 
communities  and  how  they  managed  to  adapt  to  these  changing  conditions.  This  would  also 
serve as a good basis for interdisciplinary study of how coastal communities shifted from fishing 





  Modelling  approach.  As  demonstrated  throughout  this  thesis,  modelling  is  a  great 
complement  to  reconstructive  work.  It  can  focus  our  attention  on  understanding  the 
mechanisms  underlying  extremes  or  long‐term  changes,  and  also  supply  missing  values  in 
reconstructions  where  sources  are  lacking.  Modelling  can  also  be  used  to  validate  a 
reconstruction, and vice versa.  In  future research, reconstructions can help  improve modelling 
efforts  by  further  improving  the  forcing  fields,  for  example,  by  infusion  into  existing  gridded 
Ocean climate variability over recent centuries explored by modelling the Baltic Sea 
reconstructions  (e.g.,  Luterbacher  et  al.,  2002,  2004).  This  would  increase  the  certainty  and 
confidence of the model results over the earliest centuries, for which data availability has been 




that  are  rarely well  resolved.  A  similar  solution  for  process‐oriented models,  such  as  PROBE‐
Baltic,  would  be  very  useful.  Not  only  would  it  save  a  lot  of  time,  but  it  would  also  produce 
realistic  results  specifically  for  the  Baltic  Sea  system.  This  would  be  useful  when  computing 
future  Baltic  Sea  scenarios,  in  particular  when  investigating  changes  in  the  Baltic  Sea  heat 
content.  
  Figure 3.11 shows the ice thickness and extent in different subbasins of the Baltic Sea for the 
winter  of  1658.  Investigating  changes  in  the  ice  volumes  using  modelling  is  another  field  of 
research in which I see great potential. Measurements of ice thickness are limited to the coastal 
areas, and lacking in the open sea. Using a model like PROBE‐Baltic would give a good estimate 
f  to he  amount  of  ice  throughout  the  Baltic  Sea.  By  calculating  the  annual  maximum  volume, 
changes in the ice regime could be detected and attributed to climate change or other factors. 
  Hypoxia of  the Baltic Sea over  the past  five centuries was  investigated  in Paper  IV; a good 





and  that  the  early  twentieth  century  rates  experienced  a  slower  transition  than  the  abrupt 
hac nge  used  in  Paper  IV.  The  modelling  of  oxygen  concentrations  in  the  Baltic  Sea  would 
probably improve if these issues were resolved. 
  If  the oxygen model of  the Baltic Sea were  improved,  then  it could be used  in combination 
with marine sediment data. As demonstrated in Paper IV, many of the stagnant periods over the 
past 500 years have been very short. By helping  to date stagnant periods and detect  stagnant 
conditions  whose  laminae  have  been  disrupted  by  bioturbation,  modelling  may  fulfil  an 










have  reached  the  end  of  that  road,  only  to  discover  a  crossroad  offering  almost  endless 
opportunities to venture on. I would not have come this far without the time, effort, and patience 
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like to say a special thanks to the oceanographic Ph.D. students at the Earth Science Centre for 
being  great  friends  and  for  offering  great  support.  I  would  like  to  express  my  particular 
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