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Abstract—In this contribution we ﬁrst derive a transmitter
multiuser preprocessing (TMP) scheme for a general multiuser
multiple-input-multiple-output (MIMO) system based on the
minimum power distortionless response (MPDR) criterion, which
minimizes the power in the context of a given downlink mobile
terminal (MT) under the distortionless condition. This optimiza-
tion problem results in a solution, which has the same form as
the minimum mean-square error (MMSE) multiuser detection
(MUD). Hence, we then extend the well-known rank-reduction
techniques in MMSE-MUD to the MPDR-TMP in order to
mitigate the possible implementation problems of the MPDR-
TMP. In our study three classes of rank-reduction algorithms
are considered, which are derived, respectively, based on the
eigen-analysis methods of principal components (PC) and cross-
spectral metrics (CSMs) as well as on the Taylor polynomial
approximation (TPA) approach, which does not depend on
the eigen-analysis. In this contribution both the capacity and
error performance of a downlink space-division multiple-access
(SDMA) system is investigated, when either the full-rank or
reduced-rank MPDR-TMP is invoked. From our study and
simulation results, it can be shown that the MPDR-TMP scheme
is highly efﬁcient for achieving the capacity and for suppressing
the multiuser interference (MUI). The reduced-rank techniques
c a nb ee m p l o y e db yt h eM P D R - T M P ,s oa st or e d u c ei t s
implementation complexity while achieving the near full-rank
performance of the full-rank MPDR-TMP.
Index Terms—Preprocessing, precoding, multiple-input
multiple-output, space-division multiple-access, minimum power
distortionless response, reduced-rank, subspace.
I. INTRODUCTION
R
ECENTLY, transmitter multiuser preprocessing (TMP)
or simply preprocessing, which suppresses multiuser
interference by carrying out corresponding signal processing
at the transmitter, has received wide attention [1–7]. One of
the main advantages of employing the TMP techniques is that
it is possible to implement low-complexity and high power-
efﬁciency mobile terminals (MTs) for downlink transmissions
in cellular systems using, typically, the time-division duplex
(TDD) [2,4]. In the context of the preprocessing algorithms
for TMP, it can be found from the literature that three typical
optimization schemes have so far been invoked for deriving the
preprocessing matrices, which include the matched-ﬁltering
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(MF) [2,6,8,9], zero-forcing (ZF) or decorrelating [1,3,7,10]
as well as the minimum mean-square error (MMSE) [3–5,
11–13]. It can be shown that, when the MMSE-TMP does
not exploit the knowledge about the noise power in the
preprocessing, the MMSE-TMP scheme is then reduced to
the ZF-TMP scheme [3,13].
In this contribution another type of TMP scheme is pro-
posed for preprocessing in general multiple-input-multiple-
output (MIMO) systems. The preprocessing algorithm is de-
rived based on the minimum power distortionless response
(MPDR) criterion, which minimizes the power in the context
of a given downlink MT, while satisfying the distortionless
condition. In principle, this optimization problem results in
that the interference power imposed by the given MT on the
other MTs is minimized [14]. From this point of view, the
optimization does not seek to maximize the desired MT’s
performance, but tries to minimize the desired MT’s effect
on its colleague MTs. Hence, this type of optimization can
be referred to as the altruistic (A)-optimization and hence
the corresponding solution is A-optimum [14]. Although A-
optimization does not seek an optimum solution for the desired
MT, however, as shown in [14] the overall solutions or the
system is optimum, when all the invoked downlink MTs
achieve their A-optimum solutions.
Speciﬁcally, in this contribution our study shows that the A-
optimization for TMP based on the MPDR criterion yields an
A-optimum solution, which has the same form as the MMSE
solution in MUD [15]. Hence, in a straightforward way, vari-
ous classes of rank-reduction algorithms that are well-known
in reduced-rank MMSE-based detections (see e.g., [16–24])
may be extended to the MPDR-TMP, in order to mitigate the
possible problems in implementation of the MPDR-TMP, such
as high-complexity and existence of ill-conditioned matrices
that are not invertible. Note that, reduced-rank techniques have
drawn wide attention for signal detection in various scenarios.
However, the reduced-rank techniques have so far received
little research in the context of transmitter preprocessing.
Therefore, in this contribution three classes of rank-reduction
algorithms are considered associated with the MPDR-TMP.
These rank-reduction algorithms are derived, respectively,
based on the eigen-analysis methods of principal components
(PC) and cross-spectral metrics (CSM) [16,18,19] as well as
on the Taylor polynomial approximation (TPA) approach [15,
24], which does not depend on the eigen-analysis.
In this contribution both the capacity and error performance
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of the multiuser MIMO systems are investigated, when the
proposed MPDR-TMP using either the full-rank or reduced-
rank preprocessing is employed. As an example, in our sim-
ulations the capacity and error performance of a downlink
SDMA system is investigated. From our study and simulation
results, it can be shown that the MPDR-TMP scheme is highly
efﬁcient for achieving the capacity of a MIMO system and
also for suppressing the downlink MUI. The reduced-rank
techniques can be efﬁciently employed by the MPDR-TMP, in
order to reduce its implementation complexity while achieving
the near full-rank performance.
The rest of the paper is organized as follows. Section II
provides the preliminaries of a multiuser MIMO system,
which assumes that the uplink and downlink channels are
reciprocal. Section III derives the full-rank MPDR-TMP and
its capacity expression. In Section IV three types of rank-
reduction techniques are introduced to the MPDR-TMP. In
Section V simulation results in the context of both the capacity
and bit error rate (BER) of the SDMA system are presented.
Finally, in Section VI conclusions are summarized.
II. MULTIUSER MIMO MODELS
This contribution considers a general MIMO system having
the downlink MIMO equation expressed as1
y y yD = H H HTP P Px x x +n n n = H H HT
K  
k=1
p p pkxk +n n n (1)
where y y yD is a K-length vector, x x x =[ x1,x 2,...,x K]
T con-
tains the K symbols conveyed by the downlink to one MT in
point-to-point multiplexing scenario, or to upto K MTs when
a multiuser MIMO system, such as code-division multiple-
access (CDMA) or space-division multiple-access (SDMA),
is considered. It is assumed that E
 
|xk|2 
=1 .I n( 1 )H H H is
the (N × K)-dimensional channel transfer matrix given by
H H H =[ h h h1,h h h2,...,h h hK] (2)
where h h hk is the channel impulse response (CIR) connecting
the transmitter with the kth MT and is hence referred to as
the kth user’s signature. We assume that the entries {hij} in
H H H satisfy E[|hij|2]=1 .I n( 1 )P P P is the (N × K) transmitter
preprocessing matrix, which is denoted by
P P P =[ p p p1,p p p2,...,p p pK] (3)
where p p pk is for preprocessing xk. Furthermore, in (1) n n n is the
K-length noise vector containing the noise samples observed
at the K MTs. We assume that each entry of n n n is a complex
Gaussian random variable with zero mean and a variance
of σ2/2=1 /2SNR per dimension, where SNR denotes the
downlink signal-to-noise ratio (SNR) per MT.
Given the downlink MIMO equation of (1), it can be shown
that the corresponding reciprocal uplink MIMO equation can
be expressed as
y y yU = H H Hx x x +n n n (4)
1Note that, more complicated MIMO equations can in general be sim-
pliﬁed to the form of (1). For example, for the MIMO systems having
processing at the MTs, the downlink MIMO equation can be expressed as
y y yD = W W WH
D
˜ H H H
T
P P Px x x + W W W H
D˜ n n n,w h e r eW W WD is the processing matrix at the
MTs. Explicitly, this MIMO equation can be represented by (1) if we set
H H H = ˜ H H HW W W ∗
D and n n n = W W W H
D˜ n n n.
where y y yU is a N-length uplink observation vector, while n n n
contains the noise observations of the uplink. Let assume that
the symbols in x x x are independent. Then, it can be shown that
the auto-correlation matrix of y y yU can be expressed as
R R RU = E
 
y y yUy y y
H
U
 
= H H HH H H
H + σ
2I I IN
=
K  
k=1
h h hkh h hH
k + σ2I I IN (5)
when we assume that both the uplink and downlink have the
same SNR value. It can be seen in our forthcoming discourse
thatR R RU is useful for determining the subspace for the reduced-
rank TMP.
Note that, the general MIMO model considered in this
section, as shown in (1) for downlink and (4) for uplink, may
be used for representation of various wireless communications
schemes. Speciﬁcally, the following three communications
schemes have their uplink representation as (4) and their
downlink representation as (1): (a) the point-to-point multi-
antenna MIMO system employing (N ×K) antennas; (b) the
SDMA system employing N base-station (BS) antennas and
supporting K MTs each with one antenna; and (c) the CDMA
system - where the BS employs one antenna and each MT
also employs one antenna - using a spreading factor of N
and supporting K users when communicating over ﬂat fading
channels. Let us ﬁrst consider the full-rank MPDR-TMP in
the next section.
III. FULL-RANK TRANSMITTER MULTIUSER
PREPROCESSING
In this section we derive the preprocessing matrix P P P for
the full-rank MPDR-TMP under the MPDR criterion, i.e., the
full-rank MPDR-TMP. Speciﬁcally, the preprocessing vector
p p pk,k=1 ,...,Kis optimized, so that the kth MT imposes the
minimum interfering power on the other (K − 1) colleague
MTs, while achieving its distortionless criterion. Again, we
refer to this type of optimization, which minimizes the impact
of the desired MT on the other MTs, as the A-optimization,
and to the corresponding solution as A-optimum. Note that,
conventionally, as shown, e.g., in [1–6], the optimization
of preprocessing usually aims at deriving the preprocessing
matrix P P P as seen in (3), instead of aiming at its component
preprocessing vectors {p p pk}. The optimization concerning the
component preprocessing vectors {p p pk} has only been consid-
ered in [14] by the author of this contribution.
According to (1), it can be shown that the power related to
p p pk plus the noise power in the context of the kth MT can be
expressed as
Power(k)=Tr
 
p p pH
k H H H∗H H HTp p pk
 
+ σ2
= |h h h
T
kp p pk|
2 +
K  
l =k
|h h h
T
l p p pk|
2 + σ
2,
k =1 ,2,...,K (6)
where Tr(A A A) denotes the trace of the square matrix A A A.I n
the second equation of (6) the ﬁrst term represents the power
conveyed to the kth (desired) MT, while the second term
represents the interference imposed by the kth MT on the
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other (K − 1) MTs, where the interference imposed by the
kth MT on the lth MT is |h h hT
l p p pk|2.
When the transmitter preprocessing is employed, the power-
constraint on the transmitted signals should be satisﬁed,
which requires that the total transmission power after the
preprocessing should not be increased. In this contribution we
assume for simplicity that the power transmitted to each of
the MTs maintains unchanged before and after the transmitter
preprocessing. This implies that the preprocessing vector p p pk
in (1) should be chosen to satisfy
 p p pk 2 =1 ,k =1 ,2,...,K (7)
Consequently, upon invoking the power constraint, (6) can be
modiﬁed to
Power(k)=Tr
 
p p pH
k H H H∗H H HTp p pk
 
+ ρσ2 p p pk 2
= Tr
 
p p p
H
k
 
H H H
∗H H H
T + ρσ
2I I IN
 
p p pk
 
,
k =1 ,2,...,K (8)
where we deliberately applied a parameter ρ ≥ 0 associated
with the noise variance. We refer to ρ as the noise-suppression
factor, since its value is related to the noise suppression by
the transmitter preprocessing. More details about the noise-
suppression factor can be found in [14] and Section V, when
showing the related simulation results.
Let deﬁne
R R RD = H H H∗H H HT + ρσ2I I IN =
K  
k=1
h h h∗
kh h hT
k + ρσ2I I IN (9)
Then, we have
Power(k)=Tr
 
p p pH
k R R RDp p pk
 
,k =1 ,2,...,K (10)
Notice that, when ρ =1 ,w eh a v eR R RD = R R R∗
U. Hence, in
practice when the uplink and downlink channels are reciprocal,
the auto-correlation matrix R R RD for downlink preprocessing
can be estimated directly from the observations of the uplink
channels using the well-known approaches, such as those in
[16,25]. Speciﬁcally, let σ2
U be the noise variance of the
uplink. Then, once the auto-correlation matrix R R RU of the
uplink has been estimated, the auto-correlation matrix R R RD for
downlink preprocessing can be formed as
R R RD = R R R∗
U − (σ2
U − ρσ2)I I IN
For transmitter preprocessing, the criterion of distortionless
response can be expressed as
h h hT
kp p pk = βk (11)
where βk > 0 is for achieving the power constraint. Notice
that, based on (6) (or (10)) and (11), given that the distor-
tionless condition of (11) is satisﬁed, minimizing Power(k)
of (6) (or (10)) results in that the compound power of the
interference imposed by the kth MT on the other (K − 1)
MTs and the background noise is minimized. Consequently,
using the Lagrange multiplier, we can form the minimization
problem for the MPDR-TMP as
J = p p pH
k R R RDp p pk − λ∗  
h h hT
kp p pk − βk
 
−
 
p p pH
k h h h∗
k − βk
 
λ,
k =1 ,2,...,K (12)
Upon taking the complex gradient of J with respect to p p p∗
k and
solving it, it gives
p p pk = R R R
−1
D h h h∗
kλ (13)
where λ can be obtained by substituting (13) into (11), yield-
ing λ = βk/(h h hT
kR R R
−1
D h h h∗
k). Explicitly, the termh h hT
kR R R
−1
D h h h∗
k can be
absorbed into the power normalization factor. Consequently,
the optimum preprocessing vector p p pk in MPDR sense can be
expressed as
p p pk = R R R
−1
D h h h∗
k ¯ βk,k =1 ,2,...,K (14)
where ¯ βk = βk/(h h hT
kR R R
−1
D h h h∗
k). It can be shown that (14)
takes the same form as the MMSE solution in multiuser
detection [15]. Upon applying (14) into (7), it can be shown
that we have
¯ βk =
 
h h hT
kR R R
−2
D h h h∗
k
 −1/2
(15)
Hence, the optimum preprocessing vectors in MPDR sense are
ﬁnally given by
p p pk =
R R R
−1
D h h h∗
k  
h h hT
kR R R
−2
D h h h∗
k
,k =1 ,2,...,K (16)
Given the preprocessing vectors for the K downlink MTs
as shown in (16), the decision variable for the kth MT can be
expressed as
y
(k)
D = h h h
T
kp p pkxk +
K  
l =k
h h h
T
kp p plxl + nk,k =1 ,2,...,K (17)
where nk is a Gaussian random variable with zero-mean and
av a r i a n c eo fσ2/2=1 /2SNR per dimension. Based on (17),
the signal-to-interference-plus-noiseratio (SINR) for detection
of xk is given by
γk =
1
2
E2
 
y
(k)
D
 
Var
 
y
(k)
D
  =
1
2
 
 h h h
T
kp p pk
 
 2
⎛
⎝
K  
l =k
 
 h h h
T
kp p pl
 
 2
+ σ
2
⎞
⎠
−1
(18)
When applying (16) into the above equation, it yields the SINR
for the full-rank MPDR-TMP, which is given by
γk =
1
2
¯ β
2
k
 
 h h h
T
kR R R
−1
D h h h
∗
k
 
 2
⎛
⎝
K  
l =k
¯ β
2
l
 
 h h h
T
kR R R
−1
D h h h
∗
l
 
 2
+ σ
2
⎞
⎠
−1
=
 
 h h hT
kR R R
−1
D h h h∗
k
 
 2
2h h hT
kR R R
−2
D h h h∗
k
⎛
⎝
K  
l =k
 
 h h hT
kR R R
−1
D h h h∗
l
 
 2
h h hT
l R R R
−2
D h h h∗
l
+
1
SNR
⎞
⎠
−1
,
k =1 ,2,...,K (19)
Furthermore, according to (14), (16) and (17), it can be
shown that the desired power conveyed to the kth MT can
be expressed as
P (D)
ower(k)=
 
 h h hT
kp p pk
 
 2
= ¯ β2
k
 
 h h hT
kR R R
−1
D h h h∗
k
 
 2
=
 
 h h hT
kR R R
−1
D h h h∗
k
 
 2
h h hT
kR R R
−2
D h h h∗
k
. (20)
Straightforwardly, when given the transmission power in the
context of p p pk, it is desirable that the desired power received
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by the kth MT, i.e., P
(D)
ower(k), is as high as possible, in order
to minimize the interference of the kth MT on the other MTs.
When assuming that xk,k=1 ,...,Kis taken from a zero-
mean Gaussian process with unity variance and that, after the
MPDR-assisted optimum preprocessing, the decision variable
y
(k)
D in (17) can be approximated as a Gaussian variable with
its corresponding SINR given by (19), the mutual information
between xk and y
(k)
D or the channel capacity corresponding to
the kth MT can be expressed as [26]
Ck =
1
2
Eγk [log2(1 + 2γk)] bits/s(ample)/Hz,
k =1 ,2,...,K (21)
In our forthcoming discourse we refer to (21) as the full-
rank channel capacity per MT. According to (21), intuitively,
an efﬁcient reduced-rank MPDR-TMP scheme should be able
to reach the full-rank channel capacity with a rank as low as
possible. Let us now turn to consider the reduced-rank MPDR-
TMP in the next section.
IV. REDUCED-RANK TRANSMITTER MULTIUSER
PREPROCESSING
As shown in (16), in order to derive the preprocessingvector
p p pk for k =1 ,...,K, the following main computations are
required: (a) inverse the (N×N) matrix R R RD once2, which has
a complexity on the order of O(N3);( b )K(N2+N) complex
multiplications, where N2 is from computing R R R
−1
D h h h∗
k, N is
from computing h h hT
kR R R
−2
D h h h∗
k. Hence, we can be implied that,
when N is large, the complexity for deriving the preprocessing
vectors might be extreme. Additionally, in wireless commu-
nications especially in SDMA systems where user signatures
are formed by CIRs, the covariance matrix R R RD might be ill-
conditioned and is not invertible. Although the probability is
low, this may happen when two or more user signatures are
highly correlated, or when one or several user signatures or
their linear combination lies in the noise subspace. Therefore,
in this section we investigate the transmitter preprocessing in
reduced-rank subspaces, in order to reduce the complexity
for computing the preprocessing vectors {p p pk}, and/or to
circumvent the problem of ill-conditioned covariance matrix.
A. General Theory
The reduced-rank TMPs start with expressing the prepro-
cessing vectors p p pk as
p p pk = P P P ∗
k¯ p p pk,k =1 ,2,...,K (22)
where P P P k is a (N × L) matrix, which is referred to as the
processing matrix (preprocessing subspace) for convenience,
while ¯ p p pk is a L-length vector to be determined based on the
MPDR optimization. It can be shown that, by substituting (22)
into (12) and following the similar approaches for derivingp p pk,
2Note that, since in the proposed MPDR-TMP R R RD is only required to be
inverted once for all the MTs even in the full-rank scenario, the complexity of
the proposed MPDR-TMP in full-rank case may still be substantially lower
than that of the TMP based on the singular value decomposition (SVD)
principles [10], where the SVD having a complexity of O
 
(N − 1)3 
must
be operated in the context of each of the MTs.
we can ﬁnd the solution to ¯ p p pk in the L-rank subspace, which
can be expressed as
¯ p p pk =
 
P P P T
kR R RDP P P ∗
k
 −1
P P P T
kh h h∗
k ¯ βk,k =1 ,2,...,K (23)
where ¯ βk is for achieving the constraint on the transmission
power. According to (7), ¯ βk is given by
¯ βk =1
   
 
 P P P ∗
k
 
P P P T
kR R RDP P P ∗
k
 −1
P P P T
kh h h∗
k
 
 
 
2
(24)
With the aid of (22), (23) and (24), the SINR observed at
MT k for the reduced-rank TMP can be computed by (18).
Furthermore, the mutual information between xk and y
(k)
D for
the reduced-rank TMP can be obtained from (21).
As shown in (23), instead of inverting a (N × N) matrix
in (14) for the full-rank TMP, the reduced-rank TMP of (23)
inverts a (L×L) matrix. Therfore, for design of reduced-rank
MPDR-TMP, one of the main tasks is to derive a L<N
dimensional preprocessing subspace, so that it can approxi-
mate the N-dimensional original space as closely as possible
or so that the error performance achieved by the reduced-
rank MPDR-TMP can be similar as that achieved by the full-
rank TMP. Below three types of rank-reduction algorithms
are derived and investigated. These reduced-rank MPDR-TMP
algorithms constitute the counterparts of the reduced-rank
detection algorithms that have been widely studied in array
processing and MUD, as seen, e.g., in [16–24] as well as the
references in them. However, we note again that the reduced-
rank TMP has so far received relatively little attention in
literature.
B. Eigenspace: Principal Components
The principal components (PCs) based reduced-rank signal
processing has received wide research and application in array
processing and signal detection [16,17]. With the PC-based
approach, eigen-decomposition on the auto-correlation matrix
is carried out and a number of principal eigenvectors are
chosen to form a subspace, which is used to approximate the
original space.
In the context of the PC-based reduced-rank MPDR-TMP,
the Hermitian auto-correlation matrix R R RD in (9) can be
expressed with the aid of its eigen-decomposition as3
R R RD = R R R∗
U =Φ Φ Φ∗Λ Λ ΛΦ Φ ΦT =
N  
n=1
λnφ φ φ∗
nφ φ φT
n (25)
where Φ Φ Φ∗ =[ φ φ φ∗
1,φ φ φ∗
2,···,φ φ φ∗
N] is an orthonormal matrix whose
columns consist of the eigenvectors of R R RD,w h e r eφ φ φ∗
n is
the eigenvector corresponding to the eigenvalue λn, Λ Λ Λ is a
diagonal matrix containing the eigenvalues, ie.
Λ Λ Λ=diag{λ1,λ 2,...,λ N} (26)
Let us assume that the eigenvalues are ordered as λ1 ≥
λ2 ≥ ...≥ λN. Then, for a given rank L of the preprocessing
subspace, the processing matrix P P P k in (22) in the context of
3Below we deliberately invoke the MUD-related auto-correlation matrix
R R RU in our analysis, in order to emphasize the fact that the reduced-rank
techniques can be directly based on R R RU, when the uplink and downlink
channels are reciprocal.
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the PC-based reduced-rank MPDR-TMP is constituted by the
ﬁrst L columns of Φ Φ Φ, which can be expressed as
P P P k = P P PL =[ φ φ φ1,φ φ φ2,...,φ φ φL],k =1 ,2,...,K (27)
Explicitly, P P Pk is independent of the MT index of k and P P P k =
P P P L is hence the same for all the MTs. Consequently, when the
PC-based reduced-rank MPDR-TMP is considered, we only
need to compute the preprocessing subspace P P P k = P P P L once
as well as the inverse operation
 
P P P T
kR R RDP P P ∗
k
 −1
in (23) once,
in order to derive the K preprocessing vectors for the K MTs.
Therefore, it can be implied that the PC-based reduced-rank
MPDR-TMP has a low implementation complexity. However,
as our simulation results in Fig. 7 of Section V shown, unless
the preprocessing subspace has the same rank as the signal
subspace, ie., unless L = K, the downlink SDMA otherwise
conﬂicts severe MUI and the error performance of the PC-
based reduced-rank MPDR-TMP is much worse than that of
the full-rank MPDR-TMP.
Upon applying (27) into (23) and (22), we can ﬁnd that the
preprocessing vectors for the PC-based reduced-rank MPDR-
TMP can be expressed as
p p pk = P P P ∗
L¯ p p pk = P P P ∗
L
 
N  
n=1
λnP P PT
Lφ φ φ∗
nφ φ φT
nP P P ∗
L
 −1
P P P T
Lh h h∗
k ¯ βk
= P P P
∗
LΛ Λ Λ
−1
L P P P
T
Lh h h
∗
k ¯ βk,k =1 ,2,...,K (28)
where Λ Λ Λ
−1
L = diag
 
λ
−1
1 ,λ
−1
2 ,...,λ
−1
L
 
,a n d¯ βk =
1
   
 h h hT
kP P P ∗
LΛ Λ Λ
−2
L P P PT
Lh h h∗
k
 
 .
C. Eigenspace: Cross-Spectral Metric
The cross-spectral metric (CSM) based technique for
reduced-rank signal detection has been investigated, e.g., in
[16–18,20–23]. In the context of the CSM-based reduced-
rank MPDR-TMP, the processing matrix P P P k,k=1 ,...,K
is formed as follows.
For the full-rank MPDR-TMP, the desired power transmit-
t e dt ot h ekth MT is given by (20). When applying (25)
of the eigen-representation of the auto-correlation matrix R R RD
into (20), the desired power conveyed to the kth MT can be
expressed as
P
(D)
ower(k)=¯ β
2
k ×
 
 
 
 
 
N  
n=1
   h h hT
kφ φ φ∗
n
   2
λn
 
 
 
 
 
2
(29)
In principle, given the constraint on the transmission power
and the MPDR criterion, the preprocessing vector, say ¯ p p pk,
in the preprocessing subspace should be designed so that the
power conveyed to the kth (desired) MT is as high as possible.
This in turn implies that those φ φ φn’s that are most similar to
the signature h h hk of the kth MT should be chosen to form
the processing matrix P P Pk. Hence, given the dimension L of
the preprocessing subspace, the processing matrix P P P k for the
CSM-based reduced-rank MPDR-TMP is constituted by the
L eigenvectors of R R R∗
D, which correspond with the largest L
values of the CSMs deﬁned as
 
 h h hT
kφ φ φ∗
n
 
 2
,i =1 ,...,N (30)
Note that, the difference between the CSM in TMP and that
in MUD, see, e.g. [18,20–23,27], is that the CSM in MUD
takes into account the power in the direction of an eigenvector
and is deﬁned as
 
 h h hT
kφ φ φ∗
n
 
 2
/λn.T h eC S Md e ﬁn e di nt h i sw a y
is capable of resulting in a minimum of the mean-square error
(MSE) for a given rank L of the subspace. By contrast, for our
MPDR-TMP, given the constraint on the transmission power in
terms of p p pk,i . e .Power(k), it is straightforward that the better
performance may be achieved, when more transmission power
of P
(D)
ower(k) is conveyed to the kth (desired) MT. Hence, the
deﬁnition of (30) is appropriate.
Finally, it can be shown that the kth preprocessing vector
p p pk in the CSM-based reduced-rank MPDR-TMP has a similar
form as (28), which can be expressed as
p p pk = P P P ∗
kΛ Λ Λ
−1
k P P PT
kh h h∗
k ¯ βk,k =1 ,2,...,K (31)
whereΛ Λ Λ
−1
k = diag
 
λ
−1
k1 ,λ
−1
k2 ,...,λ
−1
kL
 
and its L eigenvalues
are in correspondence with the L eigenvectors in P P P k.
When compare the CSM-based reduced-rank MPDR-TMP
with the PC-based reduced-rank MPDR-TMP, it can be seen
that in the CSM-based reduced-rank MPDR-TMP the process-
ing matrix P P P k is formed with considering the power conveyed
to the desired MT. By contrast, the PC-based reduced-rank
MPDR-TMP tries to approximate the auto-correlation ma-
trix R R RD regardless of the power conveyed to each of the
remote MTs. From this point of view and also as shown
by our simulation results in Figs. 7 and 8 of Section V,
the CSM-based reduced-rank MPDR-TMP outperforms the
PC-based reduced-rank MPDR-TMP in terms of their BER
performance. However, in the PC-based reduced-rank MPDR-
TMP the preprocessing subspace, ie.P P P k, is the same for all the
MTs, but in the CSM-based reduced-rank MPDR-TMP every
MT corresponds to a speciﬁc P P P k. Hence, the implementation
complexity of the PC-based reduced-rank MPDR-TMP can be
lower than that of the CSM-based reduced-rank MPDR-TMP.
D. Taylor Polynomial Approximation
The processing matrix P P P k (k =1 ,...,K) in the Taylor
polynomial approximation (TPA) assisted reduced-rank TMP
is derived by ﬁrst approximating the term of R R R
∗−1
D h h hk in (14)
with the aid of the Taylor expansion of the auto-correlation
matrix R R RD. The TPA technique has been originally applied
for deriving the reduced-rank linear detectors for CDMA
systems [15,24]. Speciﬁcally, let λmax be the maximum
eigenvalue of R R R∗
D = R R RU.L e tμ be a constant satisfying
0 <μ<1/λmax. Then, the matrix R R R
∗−1
D can be Taylor
expanded as [15,24]
R R R
−1
U = R R R
∗−1
D = μ(μR R R∗
D)
−1 = μ[I I I − (I I I − μR R R∗
D)]
−1
= μ
∞  
n=0
(I I I − μR R R∗
D)
n (32)
Using the ﬁrst L terms in (32) to approximateR R R
∗−1
D , we obtain
R R R
∗−1
D ≈ μ
L−1  
n=0
(I I I − μR R R∗
D)
n (33)
= a0I I I + a1R R R∗
D + ···+ aL−1R R R
∗L−1
D (34)
where the coefﬁcients {an} are determined by μ associated
with the expansion of (33). Upon substituting (34) into (14),
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the kth preprocessing vector can be approximately expressed
as
p p pk ≈
 
a0h h hk + a1R R R∗
Dh h hk + ...+ aL−1R R R
∗L−1
D h h hk
 ∗ ¯ βk,
k =1 ,2,...,K (35)
A ss h o w ni n( 3 5 )t h e r ea r eL number of coefﬁcients that
must be determined, which are depended on the expansion of
(33) as well as the constant μ selected. Furthermore, the choos-
ing of the constant μ depends on the eigen-decomposition of
R R R∗
D. Hence, determining the coefﬁcients {an} in (35) may
result in a high complexity. Additionally, as noted in [28],
the ﬁnite order approximations that result from tail-cutting of
inﬁnite order approximations generally do not lead to the best
ﬁt among all approximations of the same order. Hence, instead
of using the approximation as in (35), we form a (N × L)
processing matrix as
P P P k =
 
h h hk,R R R∗
Dh h hk,···,R R R
∗L−1
D h h hk
 
=
 
I I IN,R R R∗
D,···,R R R
∗L−1
D
 
(I I IL ⊗h h hk)
= R R RL (I I IL ⊗h h hk),k =1 ,2,...,K (36)
where R R RL =
 
I I IN,R R R∗
D,···,R R R
∗L−1
D
 
and ⊗ represents the
Kronecker product [16] operation. With the processing matrix
P P P k, then, the preprocessing vectors p p pk for k =1 ,2,...,K
can be computed according to (22) and (23).
In [29] a reduced-complexity precoding scheme has been
investigated in the context of the frequency-selective MIMO
channels, where a preprocessing subspace having a similar
structure as (36) is applied. In [29] the preprocessing subspace
has been derived from the extension of the multistage Wiener
ﬁlter [21], which is a complicated mathematical framework for
deriving the subspace of (36). Note that, the study in [22,30]
has shown that the TPA-based reduced-rank MMSE detector
is equivalent to the reduced-rank MMSE detector based on the
multistage Wiener ﬁlter [21].
It can be noticed from (36) that derivingP P P k does not depend
on the eigen-analysis. Furthermore, (36) shows that R R RL is the
same for all the MTs. Hence, although P P Pk needs to be com-
puted with respect to each of the MTs, the transmitter how-
ever only requires to compute R R RL once. Therfore, the TPA-
based reduced-rank MPDR-TMP may even demand lower
implementation complexity than the CSM-based reduced-
rank MPDR-TMP. Furthermore, since the Taylor polynomial
expansion employs the property that the resulted sequence
converges exponentially to the true value, as the simulation
results in Figs. 9 and 10 shown, the TPA-based reduced-rank
MPDR-TMP is capable of achieving the near full-rank error
performance with a preprocessing subspace having a rank that
may be signiﬁcantly lower than the rank of the corresponding
signal subspace.
V. PERFORMANCE RESULTS
In this section we provide a range of results in order to
show the performance and characteristics of the MIMO sys-
tems using full- or reduced-rank MPDR-TMPs. Speciﬁcally,
the capacity and BER performance of the SDMA downlink
systems are considered. When the capacity is considered, we
assume that the transmitted data symbol xk (k =1 ,2,...,K)
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Fig. 1. Comparison of BER versus SNR per bit performance of the SDMA
systems using MPDR, zero-forcing (ZF) and minimum mean-square error
(MMSE) assisted transmitter preprocessing schemes, when communicating
over Rayleigh fading channels. In the simulations a noise-suppression factor
of ρ =1was assumed.
obeys the Gaussian distribution. It is also assumed that the
total transmission power maintains constant regardless of the
number of MTs supported, in order to illustrate the effect of
the number of MTs (or the number of receive antennas) on the
achievable capacity. By contrast, when the BER performance
is considered, we assume binary phase-shift keying (BPSK)
baseband modulation, where xk (k =1 ,2,...,K) takes
a value of +1 or −1 with equal probability. Furthermore,
when considering the BER performance, we assume that the
transmission energy per bit is constant. Hence, when the
SDMA supports more MTs, higher total transmission power
is required. Additionally, in our simulations we assume that
the channel connecting any of the transmit antennas with any
of the MTs experiences independent ﬂat Rayleigh fading.
In Fig. 1 we compare the BER versus SNR per bit per-
formance of the SDMA systems, when the proposed MPDR-
TMP, zero-forcing TMP (ZF-TMP) [3] or the minimum mean-
square error TMP (MMSE-TMP) [4,5] is employed. In our
simulations the SDMA system employed N =1 0BS trans-
mitter antennas and the noise-suppression factor seen in (8)
was set to ρ =1 . From the results of Fig. 1 we can observe
that the MPDR-TMP is capable of efﬁciently suppressing the
downlink MUI; it is capable of achieving the same BER
performance as the MMSE-TMP, and both the MPDR-TMP
and MMSE-TMP outperform the ZF-TMP, especially when
the number of MTs supported is high. Note that, as in MUD,
it is not hard to prove that the MPDR-TMP and MMSE-TMP
are equivalent in term of the achievable error rate performance,
although they are derived based on different optimization
principles. From the results of Fig. 1 we can observe that,
there is a trade-off between the achievable BER and the
number of MTs supported for all the three TMP schemes. The
BER performance becomes worse when the number of MTs
supported increases. The reason for this observation is that the
diversity order decreases, when the number of MTs supported
increases, as the BS transmitter has to invest a corresponding
degrees-of-freedom for MUI suppression.
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Fig. 2. Full-rank: Capacity versus SNR performance of the MPDR-
TMP assisted SDMA using N =1 0BS transmit antennas and the noise-
suppression factor of ρ =1 , when communicating over Rayleigh fading
channels and assuming that the total transmission power is constant regardless
of the number of MTs supported.
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Fig. 3. Full-rank: Capacity versus number of MTs (K) performance of
the MPDR-TMP assisted SDMA using N =2 0BS transmit antennas and
the noise-suppression factor of ρ =1 , when communicating over Rayleigh
fading channels and assuming that the total transmission power is constant
regardless of the number of MTs supported.
Fig. 2 shows the capacity of the SDMA system using
N =1 0BS transmit antennas and supporting K =1 ,2,5,10
MTs, when the full-rank MPDR-TMP is employed. Note again
that, in our simulations for capacity, we assumed that the total
transmission power and hence the total SNR did not scale with
the number of MTs supported. In other words, a given SNR
value seen in Fig. 2 retains constant no matter how many MTs
are supported. The results of Fig. 2 show that the capacity
increases, when the total transmission power or the total SNR
increases. For the four K values considered in Fig. 2, the
capacity is higher, when the K value is higher, ie., when
the number of MTs supported is higher. However, this is not
always correct, as shown in Fig. 3
In Fig. 3 the capacity of the SDMA system using N =2 0
BS transmit antennas is illustrated against the number of MTs,
when the SNR is 0dB, 10dB, 20dB or 30dB. From the results
Full-rank MPDR-TMP: N=20,SNR=30dB, total Tx power=constant
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Fig. 4. Full-rank: Capacity versus noise-suppression factor (ρ) performance
of the MPDR-TMP assisted SDMA using N =2 0BS transmit antennas,
when communicating over Rayleigh fading channels and assuming that
the total transmission power is constant regardless of the number of MTs
supported.
of Fig. 3 we can have the following observations. Firstly,
for a given SNR value, the capacity scales near-linearly with
the number of MTs, when the number of MTs is relatively
low. This observation is explicit, when the SNR value is
high, such as when SNR=20dB or 30dB. Secondly, for a
given total SNR especially when this SNR value is relatively
high, there exists an optimum number of MTs, which results
in the highest capacity of the SDMA system. As seen in
Fig. 3, after the optimum point, the capacity of the SDMA
system decreases when the number of MTs supported further
increases. Furthermore, as shown in Fig. 3, when the SNR
value is higher, the linear increasing range of capacity with
K is also bigger. The reason for the SDMA system using
MPDR-TMP to have the above-observed characteristics can
be explained as follows. Given the total transmission power
or a total SNR, the SDMA system’s capacity increases with
the number of MTs or receive antennas [31]. However, when
the SDMA using MPDR-TMP supports more MTs, the power
must be distributed to more MTs, resulting in that the SNR per
MT decreases. In this contribution we assumed that the power
was evenly distributed to the MTs, which is not optimum
according to the information theory [26,31]. Additionally,
when there are more MTs, each MT conﬂicts higher MUI,
which results in that the SNR per MT further decreases.
Therefore, the SDMA system’s capacity decreases due to the
decrease of the SNR per MT and to the non-ideal power
assignment. Consequently, the above-mentioned positive and
negative effects on the capacity result in that the SDMA
system using MPDR-TMP has the capacity curves as shown
in Fig. 3.
Fig.4 illustrates the effect of the noise-suppression factor
ρ on the capacity of the SDMA using full-rank MPDR-TMP,
when the BS employs N =2 0transmit antennas and the
total SNR is 30dB. From the results of Fig.4 we can observe
that the optimum value of the noise-suppression factor is
around ρ =1(0 dB). Therefore, in our following simulations,
we mainly used ρ =1 . Additionally, it can be seen from
Fig.4 that the capacity of the SDMA system is not highly
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Fig. 6. Reduced-rank (TPA): Capacity versus number of MTs (K)
performance of the MPDR-TMP assisted SDMA using N =2 0BS transmit
antennas, when communicating over Rayleigh fading channels and assuming
that the transmission power is constant regardless of the number of MTs
supported.
sensitive to the varying of the noise-suppression factor in
the preprocessing matrix (vectors). This observation in turn
implies that the error and capacity performance of the SDMA
system using MPDR-TMP is robust to the estimation error of
the noise variance. Furthermore, it can be implied that, in a
channel reciprocal SDMA system, when the noise powers of
both the uplink and downlink is not signiﬁcantly different, all
the requirements, including the auto-correlation matrix, the
subspace for reduced-rank preprocessing, etc., for downlink
preprocessing may be directly extracted from the uplink.
Having shown the characteristic and performance of the
SDMA systems using full-rank MPDR-TMP, below we pro-
vide the results for the SDMA systems using reduced-rank
MPDR-TMP. Fig. 5 shows the achievable capacity versus
the rank L of the preprocessing subspace for the SDMA
systems using the three types of reduced-rank MPDR-TMPs
considered in Section IV. Speciﬁcally, the two best points
seen in Fig. 3, i.e., the points corresponding to (SNR=20dB,
K =1 5 ) and (SNR=30dB, K =1 7 ), were considered.
From Fig. 5 we can see that both the PC- and CSM-based
rank-reduction schemes are capable of reaching the full-rank
capacity regardless of the SNR value, provided that the rank
of the preprocessing subspace, ie. P P P k, reaches the number of
MTs or the rank of the signal subspace. However, when the
rank of the preprocessing subspace is lower than the number of
MTs, there is a signiﬁcant loss of capacity in comparison with
the full-rank MPDR-TMP. By contrast, the achievable capacity
of the TPA-based reduced-rank MPDR-TMP seems depends
on the SNR value. As shown in Fig. 5, when SNR=20dB,
the TPA-based scheme is capable of achieving a capacity that
is very close to the full-rank MPDR-TMP. However, when
SNR=30dB, the achieved capacity is lower than that achieved
by the full-rank MPDR-TMP. When comparing the capacity
achieved by the TPA-based scheme with that achieved by the
PC- and CSM-based schemes, it can be shown that, for an
available rank value, the TPA-based scheme is capable of
reaching a signiﬁcantly higher capacity than both the PC-
and CSM-based schemes. Furthermore, Fig. 5 shows that
the CSM-based scheme outperforms the PC-based scheme in
terms of the capacity of a given rank.
Fig.5 also implies that, for any given K and SNR values,
both the PC- and CSM-based schemes are capable of achiev-
ing the full-rank capacity. However, this is not always correct
for the TPA-based MPDR-TMP. Fig. 6 shows the capacity of
the TPA-based reduced-rank MPDR-TMP versus the number
of MTs supported. In our simulations we assumed that the
preprocessing subspace always used an optimum rank, which
is usually very low. When comparing the results in Fig. 6 with
that in Fig. 3 and Fig.5, we ﬁnd that the TPA-based scheme
reaches its highest capacity earlier than the full-rank scheme
and also than the PC- and CSM-based schemes. Speciﬁcally,
for SNR=30dB, the TPA-based scheme reaches its highest
capacity when the number of MTs is K =1 3or 14. By
contrast, the other schemes reach their highest capacity, when
the number of MTs is K =1 7 , as seen in Fig. 3 and Fig.5.
Furthermore, Fig. 6 shows that the TPA-based scheme is
capable of reaching the full-rank capacity, when the SNR is
relatively low (<20dB), while there is a gap from the full-rank
capacity, when the SNR is relatively high, such as SNR=30dB.
Finally, in Figs. 7 - 10 the BER performance of the
three types of reduced-rank MPDR-TMPs is investigated.
The parameters used in our simulations are shown in the
corresponding ﬁgures. From the results of Figs. 7 - 10, we
may have the following observations.
• For both the PC- and CSM-based reduced-rank MPDR-
TMPs, the BER performance improves, when increasing
the rank, L, of the preprocessing subspace, provided that
the rank L is lower than that of the signal subspace, which
is the number of MTs supported. When the rank L of
the preprocessing subspace reaches the rank of the signal
subspace, both reduced-rank MPDR-TMPs are capable of
achieving the BER performance of the full-rank MPDR-
TMP.
• For both the PC- and CSM-based schemes, when the rank
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Fig. 7. Reduced-rank (PC): BER versus SNR per bit performance of
the MPDR-TMP assisted SDMA using N =2 0BS transmit antennas and
supporting K =1 0downlink MTs, when communicating over Rayleigh
fading channels.
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Fig. 8. Reduced-rank (CSM): BER versus SNR per bit performance of
the MPDR-TMP assisted SDMA using N =2 0BS transmit antennas and
supporting K =1 0downlink MTs, when communicating over Rayleigh
fading channels.
L of the preprocessing subspace is lower than that of the
signal subspace, BER error ﬂoors are observed.
• It can be observed that, for any given rank L (<K )
of the preprocessing subspace, the CSM-based reduced-
rank MPDR-TMP outperforms the PC-based reduced-
rank MPDR-TMP.
• Finally, the TPA-based reduced-rank MPDR-TMP out-
performs both the PC- and CSM-based reduced-rank
MPDR-TMPs and achieves the best BER performance
for a given rank L of the preprocessing subspace. From
the results of Figs.9 and 10, we can observe that the TPA-
based reduced-rank MPDR-TMP is capable of achieving
the BER performance very close to the full-rank BER
performance with a rank L that is signiﬁcantly lower than
the rank of the signal subspace. Speciﬁcally, as shown
in Figs.9 and 10, when the target BER is in the range
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Fig. 9. Reduced-rank (TPA): BER versus SNR per bit performance of
the MPDR-TMP assisted SDMA using N =2 0BS transmit antennas and
supporting K =1 0downlink MTs, when communicating over Rayleigh
fading channels.
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Fig. 10. Reduced-rank (TPA): BER versus SNR per bit performance of
the MPDR-TMP assisted SDMA using N =3 0BS transmit antennas and
supporting K =2 0downlink MTs, when communicating over Rayleigh
fading channels.
of (10−3, 10−2), a rank of L =4or 5 is sufﬁcient for
achieving the full-rank BER performance, even the signal
subspace has a rank of K =1 0or 20, respectively.
VI. CONCLUSIONS
In this contribution a TMP scheme based on the MPDR
principles has been proposed for the downlink multiuser
MIMO systems. Its performance has been investigated in
terms of the achievable capacity and BER. Our analysis and
performance results show that in a MIMO system using the
proposed MPDR-TMP the achievable capacity is capable of
scaling linearly with the number of receive antennas (or the
number of MTs supported), when the number of receive
antennas is lower than the number of BS transmit antennas
and provided that the total transmission power is sufﬁciently
high. The MIMO systems using either the PC- or CSM-based
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reduced-rank MPDR-TMP are capable of reaching the full-
rank capacity, provided that the preprocessing subspace has
the same rank as the signal subspace. The MIMO systems
using the TPA-based reduced-rank MPDR-TMP can reach a
very high capacity with a rank which may be signiﬁcantly
lower than that of the signal subspace. However, when the
total transmission power is high, the TPA-based technique
may not reach the full-rank capacity. When considering the
error performance, our simulation results show that the TPA-
based scheme is the best among the rank-reduction techniques
considered. It is capable of achieving the near full-rank BER
performance with a preprocessing subspace rank, which is
signiﬁcantly lower than the rank of the signal subspace.
ACKNOWLEDGEMENT
The author would like to acknowledge with thanks the
ﬁnancial assistance from EPSRC of UK, and the anonymous
reviewers for their helpful commentsand valuable suggestions.
REFERENCES
[1] D. Gerlach and A. Paulraj, “Adaptive transmitting antenna arrays with
feedback," IEEE Signal Processing Lett., vol. 1, pp. 150-152, Oct. 1994.
[2] R. Esmailzadeh, E. Sourour, and M. Nakagawa, “Prerake diversity
combining in time-division duplex CDMA mobile communications,"
IEEE Trans. Veh. Technol., vol. 48, pp. 795-801, May 1999.
[3] B. Vojcic and W. Jang, “Transmitter preprocessing in synchronous
multiuser communications," IEEE Trans. Commun., vol. 46, pp. 1346-
1355, Oct. 1998.
[4] L.-U. Choi and R. D. Murch, “Transmit-preprocessing technique with
simpliﬁed receivers for the downlink of MISO TDD-CDMA systems,"
IEEE Trans. Veh. Technol., vol. 53, pp. 285-295, Mar. 2004.
[5] R. L.-U. Choi and R. D. Murch, “New transmit schemes and simpliﬁed
receivers for MIMO wireless communication systems," IEEE Trans.
Wireless Commun., vol. 2, pp. 1217-1230, Nov. 2003.
[6] M. Joham, W. Utschick, and J. A. Nossek, “Linear transmit processing
in MIMO communications systems," IEEE Trans. Signal Processing,
vol. 53, pp. 2700-2712, Aug. 2005.
[7] L.-L. Yang, “A zero-forcing multiuser transmitter preprocessing scheme
for downlink communications," IEEE Trans. Commun., vol. 56, no. 6,
pp. 862-865, June 2008.
[8] R. Esmailzadeh and M. Nakagawa, “Pre-RAKE diversity combination
in direct-sequence spread spectrum mobile communications systems,"
IEICE Trans. Commun., vol. E76-B, pp. 1008-1015, Aug. 1993.
[ 9 ] R .L . - U .C h o i ,K .B .L e t a i e f ,a nd R. D. Murch, “MISO CDMA trans-
mission with simpliﬁed receiver for wireless communication handsets,"
IEEE Trans. Commun., vol. 49, pp. 888-898, May 2001.
[10] L.-U. Choi and R. D. Murch, “A transmit preprocessing technique for
multiuser MIMO systems using a decomposition approach," IEEE Trans.
Wireless Commun., vol. 3, pp. 20-24, Jan. 2004.
[11] L.-U. Choi and R. D. Murch, “A transmitter MIMO scheme with
frequency domain pre-equalization for wireless frequency selective
channels," IEEE Trans. Wireless Commun., vol. 3, pp. 929-938, May
2004.
[12] J. Choi and S. Perreau, “MMSE multiuser downlink multiple antenna
transmission for CDMA systems," IEEE Trans. Signal Processing,
vol. 52, pp. 1564-1573, June 2004.
[13] D. Reynolds, X. Wang, and K. N. Modi, “Interference suppression and
diversity exploitation for multiantenna CDMA with ultra-low complexity
receivers," IEEE Trans. Signal Processing, vol. 53, pp. 3226-3236, Aug.
2005.
[14] L.-L. Yang, “Design linear multiuser transmitters from linear multiuser
receivers," in Proc. IEEE ICC’2007, June 2007.
[15] S. Verdu, Multiuser Detection. Cambridge University Press, 1998.
[16] H. L. V. Trees, Optimum Array Processing. Wiley Interscience, 2002.
[17] S. Haykin, Adaptive Filter Theory. Upper Saddle River, NJ: Prentice
Hall, 3 ed., 1996.
[18] J. S. Goldstein and I. S. Reed, “Subspace selection for partially
adaptive sensor array processing," IEEE Trans. Aerospace Electronic
Syst., vol. 33, pp. 539-544, Apr. 1997.
[19] J. S. Goldstein and I. S. Reed, “Reduced-rank adaptive ﬁltering," IEEE
Trans. Signal Processing, vol. 45, pp. 492-496, Feb. 1997.
[20] J. R. Guerci, J. S. Goldstein, and I. S. Reed, “Optimal and adaptive
reduced-rank STAP," IEEE Trans. Aerospace Electronic Syst.,v o l .3 6 ,
pp. 647-663, Apr. 2000.
[21] J. S. Goldstein, I. S. Reed, and L. L. Scharf, “A multistage representation
of the Wiener ﬁlter based on orthogonal projections," IEEE Trans.
Inform. Theory, vol. 44, pp. 1943-2959, Nov. 1998.
[22] M. L. Honig and W. Xiao, “Performance of reduced-rank linear interfer-
ence suppression," IEEE Trans. Inform. Theory, vol. 47, pp. 1928-1946,
July 2001.
[23] M. L. Honig and J. S. Goldstein, “Adaptive reduced-rank interference
suppression based on the multistage Wiener ﬁlter," IEEE Trans. Com-
mun., vol. 50, pp. 986-994, June 2002.
[24] S. Moshavi, E. G. Kanterakis, and D. L. Schilling, “Multistage linear
receivers for DS-CDMA systems," International J. Wireless Inform.
Networks, vol. 3, pp. 1-17, Jan. 1996.
[25] X. Wang and H. V. Poor, Wireless Communication Systems—Advanced
Techniques for Signal Reception. Prentice Hall, 2003.
[26] T. M. Cover and J. A. Thomas, Elements of Information Theory.N e w
York: John Wiley & Sons, 1991.
[27] L.-L. Yang, “Reduced-rank MMSE detection in space-time coded space-
division multiple-access systems," in Proc. IEEE PIMRC’06, Sept. 2006.
[28] R. R. Muller and S. Verdu, “Design and analysis of low-complexity
interference mitigation on vector channels," IEEE J. Select. Areas
Commun., vol. 19, pp. 1429-1441, Aug. 2001.
[29] J. Brehmer and et al., “Reduced-complexity linear and nonlinear precod-
ing for frequency-selective MIMO channels," in Proc. IEEE VTC’2004
Fall, pp. 3684-3688, Sept. 2004.
[30] W. Chen, U. Mitra, and P. Schniter, “On the equivalence of three reduced
rank linear estimators with applications to DS-CDMA," IEEE Trans.
Inform. Theory, vol. 48, pp. 2609-2614, Sept. 2002.
[31] I. E. Telatar, “Capacity of multiantenna Gaussian channels," European
Trans. Telecommun., vol. 10, pp. 585-595, Nov./Dec. 1999.
Dr. Lie-Liang Yang received his B.Eng. degree in
communication engineering from Shanghai TieDao
University, Shanghai, China in 1988, and his M.Eng,
Ph.D. degrees in communications and electronics
from Beijing (Northern) Jiaotong University, Bei-
jing, China in 1991 and 1997, respectively. From
June 1997 to December 1997 he was a visiting
scientist of the Institute of Radio Engineering and
Electronics, Academy of Sciences of the Czech
Republic. Since December 1997, he has been with
the Communications Research Group, School of
Electronics and Computer Science, University of Southampton, U.K, where
he was ﬁrst a Postdoctoral Research Fellow (Dec. 1997 - Aug. 2002), then a
Lecturer (Sept. 2002 - Feb. 2006), and currently holds the academic post of
Readership. Dr. Yang’s research has covered a wide range of areas in wireless
communication, networking and signal processing. He has published over 200
research papers in journals and conference proceedings, authored/coauthored
two books and also published several book chapters. He was awarded the
Royal Society Sino-British Fellowship in 1997 and the EPSRC Research
Fellowship in 1998. Dr. Yang is currently an associate editor for the JOURNAL
OF COMMUNICATIONS AND NETWORKS (JCN), the JOURNAL OF COM-
MUNICATIONS (JCM) and SECURITY AND COMMUNICATION NETWORKS
JOURNAL (SCN).
Authorized licensed use limited to: UNIVERSITY OF SOUTHAMPTON. Downloaded on December 27, 2008 at 06:12 from IEEE Xplore.  Restrictions apply.