Object recognition is thought to be mediated by rapid feed-forward activation of object-2 selective cortex, with limited contribution of feedback. However, disruption of visual 3 evoked activity beyond feed-forward processing stages has been demonstrated to affect 4 object recognition performance. Here, we unite these findings by reporting that the 5 detection of target objects in natural scenes is selectively characterized by enhanced 6 feedback when these objects are embedded in high complexity scenes. Human 7 participants performed an animal target detection task on scenes with low, medium or high 8 complexity as determined by a biologically plausible computational model of low-level 9 contrast statistics. Three converging lines of evidence indicate that feedback was 10 enhanced during categorization of scenes with high, but not low or medium complexity.
Introduction

36
Object recognition is often regarded as a task that is solved in the first wave of visual 37 processing [1] . The human brain indeed recognizes objects at astonishing speed, with 38 single neurons exhibiting object-selectivity 100 ms after stimulus onset [2] , and global 39 brain signals diverging within 100-200 ms [3, 4] . Furthermore, hierarchical feed-forward 40 models can emulate human performance [5, 6] , and neural representations in human and 41 non-human primate brains match those in feed-forward neural [7] [8] [9] . 42 However, the visual system does not conform to a strict feed-forward hierarchy: it 43 contains long-range connections across hierarchical levels [10, 11] , many of which are 44 feedback connections [12, 13] . Feedback aids segmentation of figures from backgrounds 45 [14] [15] [16] [17] [18] [19] and perceptual completion [20] and is thought group scene elements together by 46 implementing visual routines such as curve tracing and texture segmentation, which integrate individual line segments and other features encoded in low-level areas [21] [22] [23] . 48 In accordance with this view, transcranial stimulation experiments have provided causal 49 evidence indicating that both detection [24] and categorization [25] of target objects in 50 natural scenes deteriorates when feedback is disrupted at time windows beyond feed-51 forward processing stages, that is beyond ~150 ms after stimulus onset. 
88
In this space, simple images containing one or a few easily segmentable objects are on the lower left, while 89 complex images with a high degree of fragmentation are on the upper right. Thumbnails show 100 images (50 90 animal, 50 non-animal) randomly drawn from the larger image set from which the stimuli were selected. B)
91
Image statistics of the stimuli: each point represents a scene sampled from the image space described in A).
92
Scenes had either low (red), medium (green) or high (blue) CE and SC values. Within these conditions, CE 93 and SC values were matched between scenes with target objects (animals, i.e. "A"; filled dots) and without 94 target objects (non-animals, i.e. "NA"; open dots). C) Exemplars from each condition. D) Experimental design 95 of the fMRI experiment. On GO trials, subjects indicated whether the scene contained a target object or not.
96
On STOP trials, an auditory signal followed stimulus presentation after a variable inter-trial-interval (ITI), 97 signaling that subjects had to withhold their response. Only GO trials were analyzed. E) Experimental design 98 of the EEG experiment. Participants were instructed to respond as fast as possible on Speed trials and as 99 accurate as possible on Accuracy trials and received feedback on each trial. 9 respectively (Figure 3 ). For the animal > non-animal contrast ( Figure 3A) , bilateral clusters 142 overlying lateral occipital cortex were present in all conditions. Critically, in the HIGH 143 condition, additional differential activity was present in low-level visual areas. Indeed, 144 contrasting these statistical maps between conditions revealed a large cluster in several 145 early visual areas ( Figure 3B ) and smaller clusters in inferior parietal regions. For the non-146 animal > animal contrast ( Figure 3C ), bilateral clusters in parahippocampal cortex were 147 present in the MEDIUM condition: in the LOW and HIGH condition, only right-lateralized 148 clusters survived whole-brain cluster-correction. Contrasting the difference between non-149 animal > animal scenes between conditions resulted in no significant clusters. Cluster 150 coordinates for all contrasts are reported in Table 1. 151 152 fMRI results: ROI analysis.
153
Following the whole brain analysis, the difference in BOLD activity for animal vs. non-154 animal scenes in each condition was computed in four a priori, independently defined 155 regions of interest and compared across conditions using repeated-measures ANOVAs.
156
In line with the whole brain results, scene complexity was found to modulate activity in contrast size (mm 3 positively to scenes with animals than to scenes without animals ( Figure 4C -D), but these 182 responses did not differ across conditions (FFA: F(2,44) = 1.7, p = 0.19, η 2 = 0.07; LOC: 183 F(2,42) = 1.9, p = 0.14, η 2 = 0.08). 
185
228
Behavior and HDDM parameters.
229 Figure 5 shows an overview of the behavioral and modeling results in Experiment 2.
230
Analysis of the reaction times showed a significant main effect for instruction ('speed', 231 'accurate'; F(1,25) = 87.6, p < 0.001, η 2par = 0.78), and scene complexity ('LOW',
232
'MEDIUM', 'HIGH'; F(2,50) = 29.1, p < 0.001, η 2par = 0.54). As expected, participants 233 responded faster with speed instructions, and response times were again longest for the high complexity scenes. Planned post-hoc comparisons further showed that responses 235 were significantly slower for high compared with medium complexity scenes under both 236 instructions (speed: t(25) = 5.0, p < 0.001; accurate: t(25) = 5.1, p = < 0.001; all Sidák-237 corrected; Figure 5A ). Compared to low complexity scenes, responses were significantly 238 slower for accurate task instructions (t(25) = 4.9, p > 0.001), while showing a similar trend 239 for the speed instruction (t(25) = 2.7, p = 0.065; all Sidák-corrected). Response times did 240 not differ between low and medium conditions (speed: t(25) = 2.4, p = 0.13; accurate: t(25) 241 = 0.72, p = 0.98; all Sidák-corrected). Next, the inspections of accuracy scores showed a significant interaction between 245 scene complexity and task-instruction (F(2,50) = 5.6, p = 0.002, η 2par = 0.18). That is, 246 detection accuracy was selectively impaired for highly complex scenes only when 247 participants were motivated to respond as fast as possible (HIGH vs. LOW, t(25) = 3.2, p 248 = 0.024; HIGH vs. MEDIUM, t(25) = 4.4, p = 0.001; LOW vs. MEDIUM, t(25) = 1.98, p = 249 0.38, all Sidák-corrected). Critically, this effect was not found for trials in which participants 250 were asked to be as accurate as possible (HIGH vs. LOW; t(25) = 1.5, p = 0.60; HIGH vs.
251
MEDIUM, t(25) = 1.8, p = 0.42; LOW vs. MEDIUM: t(25) = 0.1, p = 0.99, all Sidák-252 corrected; Figure 5B ).
253
In a final step, we estimated HDDM parameters to better understand the prolonged 254 RT's observed when participants were presented with highly complex scenes, as well as 255 the selective decrease in detection accuracy when participants were pressed for time.
256
Consistent with the observations above, the speed of information accumulation (drift rate, 257 v) was modulated across the three scene complexity conditions (F(2,50)=12.5, p<0.001, 258 η 2par = 0.33), with the slowest rate of information accumulation for highly complex scenes 259 (HIGH vs. LOW; t(25) = 2.97, p = 0.02; HIGH vs. MEDIUM, t(25) = 5.04, p < 0.001; LOW 260 vs. MEDIUM: t(25) = 2.05, p = 0.15, all Sidák-corrected; Figure 5C ). In contrast, the 261 amount of evidence that is required to make a choice was only adapted as a function of 262 task instructions (F(1,25) = 93.5, p<0.001, η 2par = 0.79), and was not modulated by scene 263 complexity (F(2,50) = 1.3, p = 0.22, η 2par = 0.05), or an interaction (F(2,50) = 2.5, p = 0.10, 264 η 2par = 0.09; Figure 5D ).
265
Together, these results replicate the findings from Experiment 1, and furthermore 266 show: 1) prolonged reaction times for highly complex scenes, with 2) more errors when 267 the decision is speeded, because of 3) a slower rate of information processing. 
303
Relating ERPs to behavior.
304
The EEG results demonstrated that beyond 200 ms, the feedback signal is similarly 305 enhanced for both speed and accurate instructions, whereas detection accuracies for the 306 highly complex scenes were only impaired during speeded decision trials (for which there 307 is no time to wait for the slow incoming information). Therefore, we hypothesized that the 308 observed feedback during speeded trials, while present, did not benefit information 309 processing. To test this hypothesis, we correlated difference wave amplitude in the HIGH 310 condition (from the time at which the difference waves deflected significantly from zero) to 311 the estimated speed of information processing (drift rate) for the high complex scenes.
312
Critically, this evaluation showed a positive relationship between difference wave 313 magnitude and the speed of information processing for accurate instruction trials, but not 314 speeded trials ( Figure 7C . This correlation was most pronounced just prior to the peak 315 difference wave amplitude at 325 ms, i.e. around 300 ms after stimulus onset ( Figure 7D 
320
The ERP signal related to target presence in the HIGH, but not the LOW and MEDIUM 321 conditions, was strongly enhanced after 200 ms , suggesting that it cannot arise from a 322 feed-forward signal alone, but is modulated by feedback. This late enhancement was 323 present for all trials (speeded or accurate) but only correlated with the rate of evidence 324 accumulation for accurate trials, suggesting that behavioral performance benefits when 325 participants are given sufficient time to process this signal. 
334
Correlations of difference wave amplitude in the HIGH condition with drift rate (Spearman's rho, FDR-corrected 335 across time-points) for 15 ms intervals between the first significant deflection (220 ms) until peak (325 ms 
456
While we varied scene complexity on a trial-by-trial basis, making it difficult for participants 457 to use a top-down strategy to 'predict' how much attention they would need to direct to 458 solve that trial, they still needed to apply a search target in order to solve the task. This 
482
Stimuli. Scenes were selected from a larger set of 4800 scenes used in a previous EEG 483 study [86] . 
501
(2017), footnote 4). The model is described in more detail in [37, 47] .
502
Here, we used these image statistics to selectively sample scenes with various 503 levels of complexity. We created three conditions: LOW, MEDIUM and HIGH ( Figure 1B 
609
The resulting maps were first pooled across runs (fixed effects) and then across subjects 610 (mixed effects using FLAME1; Woolrich, 2008) . after which the following contrasts were while performing an animal / non-animal speed-accuracy categorization task on the same 640 images used for the fMRI experiment ( Figure 1E ). Stimuli were presented on a 19-inch 641 ASUS monitor with a frame rate of 60 Hz and a screen resolution of 1920 x 1080 pixels.
642
Participants were seated 90 cm from the monitor such that stimuli subtended ~14x10° of 643 visual angle. On each trial, one image was randomly selected and presented in the center of the screen on a grey background for 100 ms. Between trials, a fixation-cross was 645 presented with a semi-randomly chosen duration of either 350, 400, 450, 500 or 550 ms, 646 averaging to 450 ms. Participants searched for animals under either speed or accuracy 647 instructions in randomly alternating blocks that each consisted of 20 trials. Each mini block 648 started with the presentation of an instruction screen displaying either the words 'QUICK!' 649 for speeded blocks, or 'ACCURATE!' for accuracy blocks for a duration of 5000 ms. In 650 addition, before every trial, the instruction appeared again for 100 ms. Every image was 651 presented twice, once under a speed instruction, and once under an accuracy instruction.
652
After every 120 trials, participants took a short break. Half-way in the experiment, 653 keyboard buttons were switched. Choices and RTs with respect to the start of the 654 presentation of the image were recorded. For both instruction types, participants received 655 feedback on their performance. On the speed trials, participants were presented with "too 656 slow" feedback in case they failed to respond in time (<500 ms), and "on time" when they 657 were quick enough. On the accuracy trials, participants were presented with "correct" and 658 "incorrect" feedback. Stimuli were presented using Presentation software (version 17.0,
659
Neurobehavioral Systems, Inc). 660 661 EEG data acquisition. EEG was recorded with a 64-channel Active Two EEG system 662 (Biosemi Instrumentation, Amsterdam, The Netherlands, www.biosemi.com) at a sample 663 rate of 2048 Hz. The EEG setup was similar to that of our previous studies [36, 37, 47] . In 664 short, we used caps with an extended 10-20 layout modified with 2 additional occipital 665 electrodes (I1 and I2, which replaced F5 and F6). Eye movements were recorded with 666 additional electrooculograms (EOG). Preprocessing was done in Brain Vision Analyzer 2 667 (BVA2) and included the following steps: 1) offline referencing to the average of two a low-pass filter at 30 Hz (24 dB/octave), and a notch filter at 50 Hz; 3) automatic removal 670 of deflections larger than 250 mV (after visual inspection, this threshold was raised for 671 some subjects with very high ERP amplitudes); 4) down sampling to 256 Hz; 5) ocular 672 correction using semi-automatic independent component analysis (ICA) followed by visual 673 inspection to identify the components related to eye blinks; 6) segmentation into epochs 674 from -250 to 750 ms from stimulus onset; 7) baseline correction between -200 and 0 ms; 
732
To compare whether the animal-non-animal ERP amplitude differences in the 733 HIGH condition could be interpreted as the reflection of a slower information processing 734 stream (mediated by feedback), we correlated the speed of information accumulation (drift 735 rate; v) that was estimated for the high complexity scenes with the difference wave 736 amplitude separately for the speed and accuracy task instructions. For this analysis, we 737 selected the interval from first significant deflection of difference wave averaged across 738 speed and accurate instructions (220 ms) until the average peak amplitude (325 ms). We 739 then subdivided this interval into 15 ms bins (7 total) and correlated the average amplitude 740 in that interval with the drift rate (Spearman's rho, two-sided tests) across participants.
741
Results were corrected for multiple comparisons across time-points using FDR-correction 742 at α = 0.05, yielding q = 0.0187 for the accurate trials (no significant time-points were 743 found for the speed trials). 
