Abstract-This paper explores the task of real-time identification of dynamic events leading to a layer of situational awareness that can become a reality due to increased penetration of phasor measurement units in transmission systems. Two underlying models for this task-data driven and physics based-are explored with examples. Challenges, advantages, and drawbacks of each model are discussed based on the availability of data, attributes of such data, and processing options. Potential applications of the task to improve security of power system protection and anomaly detection in the case of a cyberattack are conceptualized. Some known issues in data communications are discussed vis-a-vis the requirements imposed by the proposed task.
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I. INTRODUCTION

P
OWER systems have been traditionally visualized through Supervisory Control And Data Acquisition (SCADA) system. Under this model, loosely synchronized scalar measurements taken at Remote Terminal Units (RTUs) installed at substations are processed by a state estimator algorithm that calculates the network topology using breaker statuses, and then solves an overdefined set of equations to develop the best estimate of the state of the power system i.e., voltage phasors at all buses and current flows over all lines. Perfected over decades of experience and aided by advances in computing and communications, this method has become the mainstay of steady state visualization of power systems. It also forms the underpinning of economic dispatch and security constrained optimal power flow (SCOPF). A new set of measurements arrives at the control center every two to four seconds, and the steady state estimates are refreshed within that time-period. SCOPF however, can take up to 15 minutes, even with recent computing resources.
Phasor Measurement Units (PMUs) of the current generation provide synchronized phasors of phase voltages and currents from over a wide geographical area at a reporting rate of 60 to 120 frames per second (fps). PMUs have grown at a rapid rate in North America, increasing from 200 research-grade PMUs in 2009 to 1700 production-grade PMUs in 2014 [1] , [2] . Though sparser, PMU measurements are a huge improvement over SCADA measurements in terms of quality and speed, fully capable to capture most dynamics of power system with good precision and fidelity. This opens a window of opportunity to detect and identify dynamic events taking place in the system, hopefully in real time-authors call this dynamic visualization. The "real" time depends on what function is being supported by the analysis; for stability analysis, it could be seconds, but for protection, this time could be much shorter based on application.
The broad questions that can be asked based on this discussion are 1) How can recently available measurements of power system be used for detection and identification of abnormal system state? 2) How can this knowledge be used to improve resiliency of power systems? This paper offers insight, analysis and results that provide answers to these questions, describing some underlying cyberphysical models, with a goal to open up the area of dynamic visualization of power systems and its impact on power system applications. It is illustrated that well known and unresolved vulnerabilities in conventional SCADA and protection functions can be addressed by focusing on this research area.
II. EXPLORING DYNAMIC VISUALIZATION OF POWER SYSTEMS
Though PMU data are gathered continuously, it is obvious that data capturing disturbances would be of more interest. Such data are intended to be used for postmortem analysis to investigate progression of instabilities. Therefore North American Reliability Council (NERC) has mandated that disturbances be detected, isolated, and stored as separate files [3] . The minimum detection criteria are mandated as i) frequency <59.55 Hz or >61 Hz, ii) rate of change of frequency df /dt > 0.124 Hz/s, iii) undervoltage trigger set no lower than 85% of the normal operating voltage for a duration of 5 seconds. When a distur-0885-8977 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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bance is detected using these criteria, a disturbance file is created that includes at least two cycles of pre-disturbance data as mandated by NERC. NERC mandates that at least 30 cycles worth of data including at least two cycles of pre-disturbance data be stored in the disturbance files. Utilities may use more stringent detection criteria and longer disturbance files than the NERC recommendations; for example, the disturbance files obtained by authors from a North American utility uses voltage change of ±10%, frequency change of ±0.05 Hz, and df /dt = ±5 Hz/s as detection criteria, and store 55 s of pre-disturbance and 125 s of post-disturbance data. However, these disturbance files are available after they are created, which in this case means a more than 2-minute wait. Files in possession of authors were created by PMUs, not by the Phasor Data Concentrator (PDC) to which the PMUs were reporting. If the event associated with a disturbance file has to be identified, there can be two approaches: 1) a data-driven model, where classifiers need to be created, and 2) a physics-based model, where measured values of system parameters contained within a disturbance file are tied to the physics of the power systems to gain insight into the associated disturbance. The rest of this section describes the desired attributes of dynamic visualization, their implications on the way disturbance files should be treated, examples of both data-driven and physics-based approaches and their pros and cons, with the aim of opening the area to further investigation.
A. Required Attributes of Dynamic Visualization and Their Implications
Since the rationale behind dynamic visualization is to identify events in real time, and build applications (some suggested applications in Section III) on this knowledge, greater speed and accuracy are the required attributes. Implications of these requirements should be reconciled with the nature of the data within disturbance files.
It is clear that all PMUs in an area that report to a PDC will capture a disturbance in that area based on the "electrical closeness" of the disturbance to the PMU. Thus, the nature of the variations in PMU-recordings will be similar for a given disturbance, but the amount of variations will be different. Moreover the time-period over which the variations are significant will depend on the nature of a disturbance. These claims, based in the physics of the system, are verified with field data for various disturbances presented in Fig. 1 . The plots show recordings of positive sequence voltages and frequency in per unit (pu) based on 345 kV and 60 Hz respectively, measured in the 345-kV transmission network of a North American utility by four PMUs at 30 fps reporting rate. Original disturbance files were 3-minute long; they are shown over a shorter period, to better display the variations in data. Frequency threshold, which is ±0.05/60 = ±0.0008 pu, is observed to be the triggering criteria for all the plots.
The figure clearly shows that the amplitudes of variations are different for different PMUs for the same disturbance, and remain significant for various time-lengths depending on the type of disturbance. A judicious choice of analysis-window can be made to obtain better speed without losing accuracy. It also means that waiting for whole PMU-generated disturbance files to arrive at PDC translates to long waiting periods; this function should reside at PDC to enable the choice and implementation of desired analysis-windows.
B. Data Driven Models
Data driven approaches typically involve pattern creation and classification. However, there is no "one size fits all" solution to either of these steps. Therefore, this task essentially should focus on trying various patterns and classifiers to determine the approaches that work best for disturbance data captured by PMUs. In this exercise results using field data are considered the most credible. Researchers at New Mexico State University (NMSU) have at their disposal 1013 disturbance event-files recorded by four PMUs from 2007-2010 provided by a utility in the United States (US) (details already provided in Section II-A). However, the utility log contains only 84 events-23 generation loss events, 58 faults, and 3 line-trip events. Thus, majority of events recorded by PMUs are unknown. Thus, the exact number of classes, which in this case would be types of disturbance events, are unknown. Moreover the events are too few to train and test a classifier realistically. With more data, the latter problem can be overcome, but the former is most likely to exist. Several options can be thought of to proceed, each having pros and cons as described now.
1) Assuming enough field data are available, convert the problem to a n + 1 class problem, where n is the number of known classes, in this case, three. The (n + 1) th class would be all other types of disturbances except the known ones. With enough data this can overcome the problem of unknown classes, but the visualization will be coarse. One would typically like to identify other events like large load/reactive power changes occurring in the system. Another more serious problem with this approach is in case any disturbances belonging to the known classes were not identified. Under this approach such disturbances will be clubbed with the other unknown disturbances, though their features may resemble with those associated with one of the n classes. Moreover, if different unknown disturbances clubbed under class (n + 1) have markedly different underlying physics, their features may be very diverse and may not classify under one class. 2) Use unsupervised clustering on the data and use known events to identify clusters containing these events. For clusters not containing known events, either visual inspection or simulated data must be resorted to. This approach has the promise of finer granularity, but realistic simulations and domain expertise are required. Previous work at NMSU has documented this clustering approach in detail in [4] , where all the 1013 events were separated in 8 clusters as identified in Fig. 1 . This task however can benefit from increased involvement of data mining community. 3) If enough field events are not available, simulated data can be created for desired classes, and simulated data can be used for training and field data can be used for testing.
Results are provided in [5] to illustrate this approach. Irrespective of which option from the list above is selected, the choices of pattern creation method and classifier still need to be made. This opens up options to either use all data-files for pattern creation, or identify the data-stream most affected by a disturbance and use only that data-file. The prior op- tion has been adopted by [6] , where data-samples from all PMUs are used to construct Minimum Volume Enclosing Ellipsoid (MVEE), a multi-dimensional minimum volume enclosing second order surface. Features correspond to properties of this ellipsoid, like volume, rate of change of volume, centercoordinates, projection of axes, etc. This is a computation-heavy option that requires more time for classification [7] . The later is adopted by [8] , where the cumulative deviation from predisturbance value over a certain window-length of disturbance data is calculated for each PMU signal, selecting the signal with highest deviation for the purpose of pattern creation. This option shows significant increase in speed of detection and event identification.
Recent work at NMSU [5] involved experiments with some classical pattern creation methods like Discrete Fourier Transform (DFT), Discrete Wavelet Transform (DWT), Principal Component Analysis (PCA), a Fast variant of S Transform (FDST), and a relatively new method called shapelet [9] that chooses the subset of time-series data with most critical information. Though computationally challenging, shapelet has drawn wide-spread attention in the Computer Science community due to its simplicity. Efficient implementation algorithms have been proposed [10] - [12] to tackle the computation burden. The study was performed for a two-class classifier (Faults and Generation Loss) and a 7-class classifier. The seven classes were 1) Fault, 2) Generation Loss, 3) Load Switched ON, 4) Load Switched OFF, 5) Reactive Power Switched ON, 6) Reactive Power Switched OFF, 7) Synchronous motor switched OFF. All the pattern creation methods were paired with k-nearest neighbor (kNN) and Support Vector Machine (SVM) classifiers with the following implementations: 1) using simulated data to train a two-class classifier, and use field data for testing, 2) using simulated data to train a seven-class classifier, and using field data (two classes) for testing, 3) using simulated data to train and test a two-class classifier, using 10-fold cross validation, 4) using simulated data to train and test a seven-class classifier, using 10-fold cross validation. The two classes in the list above were Fault and Generation Loss, because significant number of these disturbances were known in the field data, meaning enough ground truths were available. Simulated data were created using General Electric's PSLF software, because it contains precise industry-grade models for the system of the utility that provided the field data. Both voltage and frequency data were concatenated to create the time series. PMU data with the most variations ("strongest signature") were used in this study. For the last two implementation, 10-fold cross validation, a widely used practice in the datamining community [13] , was used for robustness. Observing Fig. 1 it is clear that the most critical changes happen around the inception of disturbance, so the analysis window was restricted to 0.5 s before and 1.5 s after the inception of disturbance.
All coefficients for DFT and DWT (mother wavelet: Least Asymmetric wavelet) were selected. The largest 20 principal components were selected based on trials for PCA. To extract shapelet, which is a subsequence of the analysis window, first an anchor point was obtained by locating the most extreme value in the window. If index n 1 is associated with this anchor point, the extracted subsequence would be
, where V stands for voltage, and the best value for L is chosen through an exhaustive search. For example, if the anchor point is at 10, for L = 2, the shapelet is the subsequence from samples 8 to 12. L = 4 was found to perform the best in this study.
In addition to shapelet, another feature formed as the slope sequence of shapelets (named S 3 ) was also used. For a data point x(n), its slope value was calculated as
For a waveform with N sampled points, slope sequence is λ(2), λ(3), · · · , λ(N − 1). Since S 3 shortens the original series, the shapelets were extracted considering L = 5 for the creation of S 3 . Two classifiers were selected based on their superior performance in previous studies [7] . For kNN classifier k = 1 was selected, and for SVM classifier radial basis function with Gaussian kernel was selected after trials. Results in Tables I, II , III, and IV show that shapelet, especially its derivative S 3 performed the best among all pattern creation methods. Even raw data in some cases performed better than the classical methods dealing with transform of domain. This is perhaps not surprising based on the observation of disturbance signatures in Fig. 1 , where the nature of variations are quite distinct between different types of disturbances. It can also be observed that SVM performed consistently better than kNN. Nearly 100% accuracy was achieved for the first three implementations, whereas accuracy for the last implementation was around 90%. In the last case, all the confusion was between load/reactive power switching and generation loss, which makes sense because these events have similar underlying physics. Another interesting observation is that the classical methods fared poorly for field data compared to their performance for simulated data. Field data contain noise-this underscores the need for either robustness against noise for any feature creation method to be considered, or filtering out the noise in the preprocessing stage. Based on extensive study of noise in PMU data at distribution and transmission levels [14] , filtering is nontrivial due to the fact that PMU data contain variations due to 1) load, 2) disturbances, and 3) noise. While viewing the magnitude spectrum of these components, due to the low reporting rate of PMUs, no clear distinction could be found that would enable the design of a finite impulse response (FIR) filter, since cut-off frequencies cannot be reliably determined.
It was observed that the feature creation time for DFT, DWT, FDST, and PCA, shapelets, and S 3 were approximately 0.1 ms, 1.3 ms, 4.1 ms, 0.04 ms, 0.17 ms, and 0.2 ms, respectively for each field disturbance data. kNN and SVM took less than 0.2 ms and 0.07 ms respectively to classify each field disturbance data on a desktop computer with i7, 3.4 GHz core and16 GB RAM. Compared to the 1.5 s wait to gather disturbance data, these computation delays are negligible.
This example shows that it is relatively easier to solve a fewer class problem, but this comes at the cost of finer granularity in situational awareness. Importance of having field data and ground truths is also illustrated. Thus, accurate and fast identification of a variety of dynamic events for enhanced situational awareness using a data-driven approach is an area that can benefit from collaborative research among data mining community, power community, and industry.
C. Physics Based Models
Data-driven approaches have been more popular for interpreting PMU data because the sparse measurements are not enough to describe a physical model of the power system. As the number of PMUs keeps increasing, it may become possible to create such models. The idea of using individual components of the energy function (EF) of the power system has been proposed an explored in [15] . Lyapunov-like functions that preserve the structure of the system have been well documented [16] . However, the difference between all prior work in energy functions and our work is that we construct each of the components of the energy function explicitly. The changes in the potential energy of the EF due to active and reactive components of a load are captured separately by W 22 and W 23 respectively. Similarly W 25 captures the change in the magnetic energy stored in all the transmission lines, and W 21 captures the change in the potential energy of EF due to mechanical input of all generators. Detailed formulations of these and other energy functions are described in [15] . This paper explores how the individual terms of energy functions can be mapped to distinct disturbance events. The approach 1) estimates the internal states of generators using the phasor voltage measured at the generator bus, and a particle filter based dynamic state estimator [15] , [17] , 2) uses the estimated states and bus voltage phasors measured by PMUs at system-buses to construct components of energy function, 3) monitors the changes in specific energy function components to detect and classify disturbance events. To illustrate the capability of this approach, New England 39-bus test system shown in Fig. 4 [18] is simulated using PSCAD. This system has a total load of 6.096 GW and 1.501 GVar fed by 10 generators. Components of energy functions are calculated for different disturbances: 1) Generator G2 (377.2 MW, 195.9 MVar) is disconnected, 2) 1.74 GW and 0.294 GVar load collectively disconnected from buses 3, 4, 16, 24, and 27, 3) three-phase fault on line 16-17, 4) line 16-17 intentionally tripped, 5) 0.588 GVar reactive power disconnected from buses 3, 4, 16, 24, and 27. In order to calculate energy functions related to generators, it is required to estimate the dynamic states of the generators, in our case, the rotor angle. This is accomplished by using the measurements by a PMU at the generator bus, and then implementing dynamic state estimation (DSE) using a particle filter [15] . Fig. 2 shows some representative results. Since the purpose here is to illustrate the concept, generator angle is directly measured from the simulator for the calculation of component W 21 plotted in Fig. 2 (b) . It has been shown in [15] that particle filter based DSE estimates this angle with good accurately in real time in presence of measurement noise, but implementation of other robust estimators can certainly benefit the state of the art. It can be seen that fault leaves a distinct signature on component W 25 , whereas the generation loss and load loss can be distinctly tracked through components W 21 and W 22 respectively, offering a potential solution to the mixup in the data-driven approach. Component W 23 does have a signature for reactive power loss, but it also gets affected by fault. However, the effect of fault on W 25 is much larger, and hence fault can be exclusively mapped with W 25 , thus making detection of reactive power loss using W 23 easier. It should be mentioned here that load and reactive power switched ON simply creates the traces with opposite polarity, and hence these cases are not shown.
The advantage of this approach is that it makes learning/testing functions of heuristic approaches unnecessary. The argument against this approach is that it ideally requires voltage measurements from all buses. A compromise can be made by creating "partial energy function components", including only the terms that can be calculated with available voltage measurements. The results were recalculated with reduced number of PMU measurements. In this case, PMUs are required for generator state estimation, so 10 PMUs were still kept at the 10 generator buses, but out of the remaining 20 buses, PMUs were simulated only at 8 buses, picked randomly. The results shown in Fig. 3 still show the same distinctive trend as in Fig. 2 . This example shows promise for physics based models for dynamic event identification. Clearly, the placement of PMUs in an under-monitored system will impact the clarity of signatures. In our case, with full measurement, signatures were still clear for up to half the load loss described previously in this section, which was not the case for partial measurement. However, these results provide sufficient insight for further brainstorming by the system analysis researchers to add value to this emerging area.
It is appropriate to note here that no matter which model is chosen, the thresholds selected to detect disturbances (Section II) will affect the capability of the resulting tool. Small changes in load or reactive power may confuse the discrimination between events. This choice therefore should be judiciously made.
III. POTENTIAL APPLICATIONS OF REAL TIME DYNAMIC VISUALIZATION
This section conceptualizes some potential applications of real time dynamic event identification. The obvious implication of this exercise is to provides an additional layer of knowledge over the traditional SCADA measurements that allows visibility of dynamic events as well. This layer will continue to work even when SCADA is dysfunctional, as happened during the August 2003 North American blackout, thus maintaining partial system awareness. However, there are some novel applications in protection and cybersecurity that are depicted in Fig. 5 and described in the following subsections. It should be pointed out that the applications are conceived within PDC, and the purple arrows show communication to/from outside elements.
A. Supervisory Protection
Reliability of power system protection is measured by dependability and security. Dependability requires that every fault must be detected and cleared, while security requires that relays must not operate in absence of a fault. Backup protection, which is very much a part of protection design, ensures excellent dependability, but the problem of detecting relay misoperations, meaning operation of a relay in absence of fault, remains illusive. Certain misoperations have historically occurred due to defective relay components which have also been called hidden faults, in many cases either initiating or contributing to system instability, resulting in blackouts [19] - [22] . Another type of misoperation that routinely occurs during early stages of a blackout is load encroachment, where a distance relay misinterprets overload as a system fault. Interestingly, there is no way to detect misoperations before post-mortem analysis. In other words, the security aspect of protection remains weak.
In view of this critical weakness, the idea behind supervisory protection is to provide a supervisory model using PMU data that can, at the onset, supervise every relay operation. If a set of PMU data can be mined and classified as "fault" as fast as possible, then correct relay operations can be corroborated in real-time, and misoperations can be flagged. Detection of a misoperation can be either routed through human operator or be used to directly close the relevant circuit breaker and disable the faulty relay for the time being. In the worst case scenario, if the supervisory layer has made an error of not correctly sensing a fault, the backup protection will always operate, although at the loss of selectivity. However, faults have such distinct signature on PMU data, that they could be classified with 100% accuracy in both data-driven and physics based approaches described in this paper. Although a disturbance window of 1.5 s was selected in this study, it has been shown that most of the faults could be identified with two post-fault samples using dedicated methods [8] . Even including the communication delays, which can be realistically estimated to be between 50-130 ms according to IEEE C37.118.2-2011 standard, this application is feasible in real time, because misoperation-induced instabilities have historically taken anywhere from a few seconds to hours for propagation. There is one inconsistency in this conceptualization in terms of timing-relay/CB flags come from SCADA which have much slower output (2 to 4 seconds) than the conceived application. This is however, not hard to fix.
B. Anomaly Detection
A cyberattack perpetrated on the Ukrainian power grid on December 23, 2015 [23] brought out the vulnerabilities in the SCADA system. Attackers hijacked all passwords and took control of SCADA, then systematically opened breakers. They had planned to first take out the power to the control center, so the attack would go undetected-a plan that did not succeed. Since the PMU communication network is separate (and should remain separate), the supervisory layer created by the dynamic visualization can detect any anomalous relay and breaker operations, such as happened in the Ukraine attack, even if the control center loses its computers. Fig. 5 also shows a "Stability Analysis" block that does not necessarily require event identification, because it can be simply performed on the time series recorded by PMU data. A potential application could be modal analysis that can detect, and even predict instabilities in power system, as described in [24] , [25] .
IV. IMPACT OF COMMUNICATION ON PROPOSED APPLICATIONS
While modeling methods for dynamic visualization, it is important to model noise and latencies in PMU data. Researchers at NMSU analyzed field PMU data from low voltage distribution systems, medium voltage distribution systems and transmission systems [14] . It was found that noise is Gaussian with zero mean and can be approximated with a signal to noise ratio (SNR) of 45 db. However, as mentioned in Section II-B, filtering of this noise is nontrivial. This means the classification framework should be robust enough to deal with the noise. Delays introduced by communication channels also need to be considered. Such delays are not capped by standards. The following broad guidelines can be considered based on IEEE C37.118.2-2011 standard.
1) Data takes 3-5 ms to travel 500 miles; this can be predicted for a given network. 2) Buffering, de-multiplex/multiplex points, forwarding, and routing can add tens to hundreds of ms; this may not be predictable. 3) Error detection/correction can add hundreds of ms. Innovative algorithms for this tasks may be very useful. For example bad and missing data can be modeled as outliers 4) Realistically achievable delay, including measuring and computation delays, would range between 50-130 ms. Offline preprocessing of actual PMU data is described in detail in [26] . This paper shows that bad data can appear in the form of anomalous value(s), missing data-points (NaN), or a continuous stream of missing data. To complicate matters, these can occur during steady state or during disturbances. For real time implementation proposed in this paper, such bad data need to be distinguished from deviations due to load, disturbance, and noise as they arrive at the PDC. This is by no means a trivial problem, but the fact that bad data may not appear in all communication channels at the same time, whereas system dynamics will reflect in all channels, can be exploited to develop a detection strategy.
Some preliminary research on this issue was performed by one of the co-authors [27] , using the so-called expansive nature of the differential and algebraic equations describing the system dynamics. A PCA-based analysis on measured PMU data was proposed with the hypothesis that the lower-dimensional subspaces will capture the expansive properties of the system, whereas the higher-dimensional subspaces will capture baddata. A PCA-based algorithm with a moving window of 500 samples was tested with simulation data from the 4-machine test system [28] . The data consisted of 14 power signals-10 voltage angles, and 11 voltage magnitudes. Outliers were deliberately injected at certain instant of the simulation. The results in [27] show a reduction in magnitude for the duration of the time for which the outlier is present in the moving window, where the higher dimensional subspace shows a sharp increase. The subspaces of all signals show similar response during the transient period, enabling the algorithm to distinguish between system events and bad data.
V. CONCLUSION
This paper examines the promises and challenges in two approaches to increase real time situational awareness of power systems, by using PMU data to identify dynamic events taking place in the system. Based on the availability and amount of real world disturbance data and ground truths, different options for a data-driven model are suggested. The paper investigates the performance of some classical pattern creation methods and a relatively new method called shapelets to accurately and speedily classify PMU disturbance data. It is concluded that shapelets, that works with original time-series, outperforms methods that employ domain transformation in terms of accuracy, speed, and robustness against noise. It is shown that classifier accuracy can be better if granularity of situational awareness is sacrificed. Further research is required to refine the classification accuracy to classify a larger variety of disturbances.
A new concept of monitoring change in the individual components of energy functions forms the basis of the physics based approach for event identification is explored in this paper. Initial results show that strong correlations exist between such components and dynamic events, showing promise for this approach, even if partial measurements are available to calculate the components. This approach however requires that the dynamic states of generators be estimated using PMU measurements at the generator bus and a dynamic state estimation technique.
Apart from dynamic visualization of power system to increase situational awareness, supervisory protection to detect relay misoperations, and anomaly detection during cyberattacks on SCADA are brought out as promising applications of the tool.
