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Abstract
We study weighted systems whose behavior is described as a formal power series over a free partially commutative or trace
monoid. It is shown that the interleaving approach and the distributed approach are equivalent in this setting. This holds, both in the
deterministic and in the nondeterministic case. Consequently, we obtain a particularly simple class of sequential weighted automata
that already have full expressive power.
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1. Introduction
Mazurkiewicz [10] used free partially commutative or trace monoids to relate the interleaving and the partial-order
semantics of a distributed system (see [4] for surveys on the many results on trace monoids). Two of the fundamental
results in this field have been found by Ochman´ski [12] and Zielonka [17]. Ochman´ski’s theorem states the coincidence
of recognizable and c-rational sets in trace monoids; hence it is a generalization of Kleene’s theorem [7].
Another generalization of Kleene’s theorem is due to Schu¨tzenberger [15] who considers weighted automata where
transitions carry weights in some semiring such as (N,+, ·) or (N,max,+). The behavior of a weighted automaton is
a function from the free monoid Σ ∗ to the semiring, i.e., a formal power series. Schu¨tzenberger’s theorem states that
a formal power series is the behavior of some weighted automaton if and only if it is rational.
Droste and Gastin [5] found a common formulation of the two distinct generalizations of Kleene’s theorem
by Schu¨tzenberger and Ochman´ski. Technically, they consider formal power series over the trace monoid M, i.e.,
functions from M to the semiring. If the semiring is commutative, then, indeed, a formal power series over M is
recognizable if and only if it is mc-rational. From this, strengthenings of Ochman´ski’s, of Kleene’s as well as of
Schu¨tzenberger’s theorem for commutative semirings follow.
Ochman´ski’s automata as well as Droste and Gastin’s weighted automata can be thought of as sequential automata
that do not distinguish between interleavings of the same partial-order execution (i.e., are trace closed). If, e.g., the
actions a and b use disjoint resources, then the total weight of executing the words ab and ba should be the same.
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Fig. 1. Two weighted automata.
This is particularly the case in the two automata in Fig. 1 over the semiring (N,+, ·) (in both these automata, both
words get the value 12).
Furthermore, in Ochman´ski’s automata (commonly known as automata with the I -diamond property), for any
choice of the initial and final states, the accepted language is closed. Similarly, Droste and Gastin’s weighted automata
require that for any choice of the initial and final weights, the resulting behavior is trace closed (thus, the left automaton
is not allowed by Droste and Gastin, but the right one is fine).
It is a folklore result in trace theory that the restriction in Ochman´ski’s automata is not necessary: If a language
is trace closed and recognizable, then it can be accepted by such an automaton. The question as to whether a similar
result holds for weighted automata has not been considered before.
Now consider the right automaton. There, the two a-transitions have different weights. Hence it seems impossible
to consider this automaton as the global state space of a distributed system where a and b are executed by independent
subprocesses. This phenomenon seems to be unavoidable in the proofs from [5].
While Ochman´ski’s, Droste and Gastin’s automata as well as weighted automata with trace closed behavior
represent the interleaving behavior of a system, asynchronous cellular automata are a distributed model whose
semantics is more naturally described in a partial-order setting (see e.g. [16] where this view is exhibited explicitly).
The interleaving behavior of such an asynchronous cellular automaton is trace closed since it is defined to be the
set of interleavings of its partial-order behavior. Zielonka proved that recognizability and trace-closure are not only
necessary, but also sufficient for a language to be the interleaving behavior of some (deterministic) distributed finite-
state system.
It is the aim of this paper to extend the above-mentioned folklore result as well as Zielonka’s theorem to weighted
systems. Theorem 4.1 states that a trace closed formal power series is recognizable if and only if it is the behavior
of some weighted asynchronous cellular automaton if and only if it is the behavior of some of Droste and Gastin’s
automata. As a consequence, any recognizable and trace closed formal power series can be realized by an automaton
as in [5] not exhibiting the above contra-intuitive phenomenon (and some more, see Example 3.2). This transformation
increases the number of states doubly exponentially.
Deterministic weighted sequential automata are strictly less expressive than such nondeterministic automata.
We cannot therefore expect every weighted asynchronous cellular automaton to be transformed into an equivalent
deterministic one. Theorem 5.10 describes the formal power series that can be realized by deterministic weighted
asynchronous cellular automata.
An extended abstract of some of the results from this paper appeared as [9].
2. Distributed alphabets and asynchronous cellular automata
Let T be a nonempty and finite set of action types and D ⊆ T× T a symmetric and reflexive dependence relation;
its complement in T2 is denoted I . For ` ∈ T, let D(`) = {m ∈ T | (m, `) ∈ D} and I (`) = {m ∈ T | (m, `) ∈ I }.
Furthermore, I (A) =⋂`∈A I (`) for any A ⊆ T.We fix the pair (T, D) throughout this paper. A distributed alphabet
is a tuple Σ = (Σ`)`∈T of nonempty and mutually disjoint alphabets. Abusing notation, we denote the set
⋃
`∈T Σ`
by Σ as well. For a ∈ Σ , let tp(a) ∈ T denote the unique type ` ∈ T with a ∈ Σ`. Furthermore, for a, b ∈ Σ , we
write (a, b) ∈ D and (a, b) ∈ I as shorthand for (tp(a), tp(b)) ∈ D and (tp(a), tp(b)) ∈ I , respectively.
Let Σ = (Σ`)`∈T be a distributed alphabet. Then ∼ denotes the least congruence relation on the free monoid Σ ∗
with ab ∼ ba for all a, b ∈ Σ with (a, b) /∈ D. The quotient Σ ∗/∼ is the trace monoid generated by Σ . Its elements
are equivalence classes [u] of words. A language L ⊆ Σ ∗ is trace closed if u ∼ v and v ∈ L imply u ∈ L , i.e.,
L =⋃v∈L [v]. Similarly, a function µ : Σ ∗ → X to some set X is trace closed if u ∼ v imply µ(u) = µ(v).
Let Σ be some distributed alphabet andA = (Q, T, I, F) with T ⊆ Q ×Σ × Q and I, F ⊆ Q a finite automaton
over Σ . This automaton is loop-connected if, for any word w = a1a2 . . . an ∈ Σ ∗ and any p ∈ Q with p w−→A p,
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the graph (V, E) is connected where V = {tp(ai ) | 1 ≤ i ≤ n} and E = D ∩ V 2. It has the I -diamond property if,
for any (a, b) ∈ I with p ab−→A q , we have p ba−→A q . A standard result in trace theory asserts that the language of a
minimal deterministic automaton A is trace closed if and only if A has the I -diamond property (the implication ‘⇐’
holds for arbitrary deterministic automata).
Given a finite automaton A, it is in general undecidable whether L = ⋃u∈L(A)[u] is recognizable [13]. This
changes if we require A to be loop-connected since then, L is always recognizable [12]. The following lemma even
gives an upper bound for the number of states that suffice to accept L by a nondeterministic automaton with the
I -diamond property. A very similar result has been shown by Muscholl and Peled in [11]. A minor difference is
that the bound below is slightly smaller and is expressed in terms of T instead of Σ . What is new is that B has
the I -diamond property. The proof idea below is the same as in [11], but expressed slightly differently to make the
I -diamond property apparent.
Lemma 2.1. Let A = (Q, T, ι, F) be a nondeterministic loop-connected automaton with n = |Q|. Then there exists
a nondeterministic I -diamond automaton B with L(B) = ⋃u∈L(A)[u] and at most (n2 · 2|T|)(n−1)(|T|+1)+1 many
states.
Proof. For u = a1a2 . . . an ∈ Σ ∗ let α(u) = {tp(ai ) | 1 ≤ i ≤ n}. For p, q ∈ Q and A ⊆ T, we write p A−→A q if
there exists a word u ∈ Σ ∗ with α(u) = A and p u−→A q.
The set of states Q′ of the automaton B consists of tuples of arbitrary length of the form
(p1, A1, q1, p2, A2, . . . , qk) with pi , qi ∈ Q, Ai ⊆ T for 1 ≤ i ≤ k. Such a tuple is a state, i.e., belongs to Q′,
if
• pi Ai−→A qi for all 1 ≤ i ≤ k
• qi Bi−→A pi+1 for some Bi ⊆ I (
⋃
i< j≤k A j ) for all 1 ≤ i < k.
By [11, Lemma 1], these two stipulations imply k ≤ (n − 1)(|T| + 1). Hence there are at most∑
1≤i≤(n−1)(|T|+1)
(n2 · 2|T|)i ≤ (n2 · 2|T|)(n−1)(|T|+1)+1
many states in Q′.
The initial state is the tuple (ι,∅, ι). The set of accepting states F ′ is the set of tuples of the form (ι, A, f ) ∈ Q′
with f ∈ F and A ⊆ T.
Now let t1 = (p1, A1, q1, p2, A2, . . . , qk) and t2 = (r1, B1, s1, r2, B2, . . . , s`) be states of B and let a ∈ Σ be
some letter. Then t1
a−→B t2 if there exists a tuple t ′ = (p′1, A′1, q ′1, p′2, A′2, . . . , q ′k+1) ∈ (Q × 2T × Q)k+1 such that
the following hold:
(S1) there exists 2 ≤ i ≤ k with
• t1 = (p′1, A′1, q ′1, . . . , q ′i−1, p′i+1, A′i+1, q ′i+1, . . . , q ′k+1) (i.e., t1 is obtained from t ′ by deleting (p′i , A′i , q ′i ))• (p′i , a, q ′i ) ∈ T and A′i = {tp(a)}, and• tp(a) ∈ I (⋃i≤ j≤k A j )
(S2) t2 is obtained from t ′ by replacing some adjacent tuples (p j , A j , q j , p j+1, A j+1, q j+1) with q j = p j+1 by
(p j , A j ∪ A j+1, q j+1).
Let u ∈ Σ ∗ be some word and t = (p1, A1, q1, p2, A2, . . . , qk) ∈ Q′. By induction on the length of the word u,
one obtains (ι,∅, ι) u−→B t if and only if there are words u1, u2, . . . , uk ∈ Σ ∗ such that
1. p1 = ι,
2. pi
ui−→A qi and Ai = α(ui ) for all 1 ≤ i ≤ k, and
3. u ∼ u1u2 . . . uk .
This implies in particular L(B) =⋃u∈L(A)[u].
To prove the I -diamond property, let t1 = (p1, A1, q1, p2, A2, . . . , qk), t2, and t3 be states of B and (a, b) ∈ I
with t1
a−→B t2 b−→B t3. Then there is a tuple t ′1 obtained by (S1) from t1 and a such that (S2) yields t2. Similarly,
t ′2 is obtained from t2 and b by (S1) and (S2) yields t3. Postponing the first application of (S2), one finds a tuple
t ′ = (p′1, A′1, q ′1, p′2, A′2, . . . , q ′k+2) such that there are 2 ≤ i, j ≤ k with
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• t1 is obtained from t ′ by deleting (p′i , A′i , q ′i ) and (p′j , A′j , q ′j )
• (p′i , a, q ′i ), (p′j , b, q ′j ) ∈ T , A′i = {tp(a)}, and A′j = {tp(b)},
• tp(a) ∈ I (⋃i≤n≤k An), and tp(b) ∈ I (⋃ j≤n≤k An).
Furthermore, applying (S2), from t ′ we obtain t3.
Now let t ′′ be obtained from t ′ by deleting (p′i , A′i , q ′i ). Furthermore, t ′2 is obtained from t ′′ by some applications
of (S2) (all those that are applied in the transfer from t ′ to t3 except, possibly, those that involve (p′i , A′i , q ′i )). Then
one has that t1
b−→B t ′2
a−→B t3. 
Now fix some linear order  on the set T. It induces, in the natural way, the lexicographic order on T∗ that we
denote by  as well. For a word u ∈ Σ ∗ let tp(u) be obtained from u by a letter-wise application of the function tp.
A word u ∈ Σ ∗ is in lexicographic normal form if, for any v ∈ Σ ∗, we have u ∼ v implies tp(u)  tp(v). Let LNF
denote the set of words in lexicographic normal form. For words u, v ∈ Σ ∗ with u ∼ v, we have tp(u) = tp(v) if and
only if u = v. Hence, any trace [u] contains a unique word lnf([u]) in lexicographic normal form.
Lemma 2.2. Let (Σ`)`∈T be a distributed alphabet. Then the set LNF of lexicographic normal forms can be accepted
by a finite deterministic and loop-connected automaton with (|T| + 1)! many states.
Proof. It suffices to prove this lemma in case all the alphabets Σ` are singletons. For simplicity, we will choose
Σ` = {`}, i.e., Σ = T since then the mapping tp is the identity.
Let u ∈ T∗ be some word. Its characteristic char(u) is obtained by deleting from the word u all but the last
occurrences of any type ` (so, e.g., the characteristic of m`k``kk is m`k).
Let Q(T) denote the set of characteristics over T. Then Q(T) = {ε} ∪⋃m∈Tm Q(T \ {m}) and |Q(T \ {m})| =|Q(T \ {`})| for any types m, ` ∈ T. Hence,
|Q(T)| ≤ 1+ |T| · |Q(T \ {m})| ≤ (|T| + 1)! .
For a word u ∈ T∗ and b ∈ T, let (u, b) ∈ I be shorthand for α(u)×{b} ⊆ I , i.e., for the fact that b is independent
from all letters in u. It is known that a word w ∈ T∗ is in lexicographic normal form if and only if for any factorization
w = u1au2bu3 with a, b ∈ T and u1, u2, u3 ∈ T∗ with (au2, b) ∈ I , we have a  b.
We show below that, whenever u ∈ LNF and b ∈ T, then ub ∈ LNF if and only if
∀v1, v2 ∈ T∗ ∀a ∈ T : char(u) = v1av2 ∧ (av2, b) ∈ I ⇒ a ≺ b. (1)
Hence the set Q(T) can serve as the set of states of a finite deterministic automaton recognizing LNF with transitions
(char(lnf(u)), b, char(char(lnf(u)b))) if and only if the above condition (1) is satisfied by char(lnf(u)) and b. This
will imply that the minimal deterministic automaton accepting LNF has at most (|T| + 1)! many states. By [12,
Lemma 4.2], this minimal automaton is loop-connected.
Therefore, let u ∈ LNF and b ∈ T. First suppose (1) holds. To show that ub ∈ LNF, it suffices to consider
factorizations ub = u1au2b with (au2, b) ∈ I since we already know that u is in lexicographic normal form. Since
we want to ensure a  b, we can also assume that a does not occur in u2. Then we have char(u) = v1a char(u2)
for some v1 ∈ T∗. Since α(u2) = α(char(u2)), this implies (a char(u2), b) ∈ I and therefore, by (1), a  b. Hence,
indeed, ub is in lexicographic normal form.
Conversely, suppose that ub is in lexicographic normal form. To show (1), consider some factorization char(u) =
v1av2 with (av2, b) ∈ I . Since any letter occurs at most once in char(u), we get a /∈ α(v2). Hence there is a
factorization u = u1au2 of u with char(u2) = v2 and therefore (au2, b) ∈ I . Since ub is in lexicographic normal
form, this implies a  b. 
Recall that a trace is a∼-equivalence class of words overΣ . These equivalence classes can be represented naturally
as partial orders: A trace over Σ is a finite labeled poset t = (V,≤, λ) with λ : V → Σ such that the following hold
for all x, y ∈ V :
• if (λ(x), λ(y)) ∈ D, then x ≤ y or y ≤ x
• if x < y and there is no node in between, then (λ(x), λ(y)) ∈ D.
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The set of (isomorphism classes of) traces over Σ is denoted byM(Σ ). For a trace t = (V,≤, λ) and a node x ∈ V ,
let tp(x) = tp(λ(x)).
Let t = (V,≤, λ) be a trace. A linear extension of t is a structure (V,v, λ) such that v is a linear order on V
extending ≤. Such a linear extension can naturally be considered as a word over Σ , hence we define Lin(t) ⊆ Σ ∗
as the set of linear extensions of the trace t . Now a foundational result in trace theory asserts that Lin maps M(Σ )
bijectively onto the trace monoid Σ ∗/∼ generated by Σ . In the following, we will identify an equivalence class [w]
with the trace Lin−1([w]), i.e., consider the set M(Σ ) as the underlying set of the trace monoid. This allows us to
define a set of traces L ⊆ M(Σ ) as being recognizable if there exists a homomorphism f : M(Σ ) → S to some
finite monoid S such that L = f −1 f (L). Equivalently, there is a (non)deterministic finite automaton recognizing⋃
t∈L Lin(t) ⊆ Σ ∗.
Let t = (V,≤, λ) be a trace and y ∈ V . Then ↓y = {x ∈ V | x ≤ y} and ⇓y = {x ∈ V | x < y} are subsets of V .
The restrictions t↓y = (↓y,≤ ∩ (↓y)2, λ↓y) and t⇓y = (⇓y,≤ ∩ (⇓y)2, λ⇓y) of t to ↓y and ⇓y, respectively,
are again traces. Now let ` ∈ T. Then the set of nodes x ∈ V with tp(x) = ` is linearly ordered by ≤, hence (if
not empty) this set contains a largest element that we denote by ∂`(t). Occasionally, we will identify the node ∂`(t)
with the set ↓∂`(t) or the trace (↓∂`(t),≤, λ). If there is no node of type `, we will assume the set ↓∂`(t) to be
empty and, accordingly, the trace (↓∂`(t),≤, λ) to be the empty trace. This also allows to define, for A ⊆ T, the set
∂A(t) =⋃`∈A ∂`(t) which again gives rise to a trace, namely the restriction of t to this set.
Definition 2.3. Let Σ be a distributed alphabet. An asynchronous cellular automaton or ACA is a tuple
A = ((Qm)m∈T, (Tm)m∈T, I, F)
where
• Qm is a finite set of local states for any m ∈ T,
• T` ⊆ (∏m∈D(`) Qm)× Σ` × Q` is a local transition relation for any ` ∈ T,• I, F ⊆∏`∈T Q` are sets of global initial and final states, respectively.
The ACA A is deterministic if I is a singleton and ((pm)m∈D(`), a, q i`) ∈ T` for i = 1, 2 implies q1` = q2` .
In the terminology of [18], these ACAs are special ‘finite asynchronous automata’. Zielonka reserves the name
’finite asynchronous cellular automaton’ to those ACAs that satisfy |Σ`| = 1 for all ` ∈ T.
Let t = (V,≤, λ) be a trace over Σ . A function r : V → ⋃`∈T Q` is a run provided r(x) ∈ Qtp(x) for
all x ∈ V . Let ι ∈ ∏`∈T Q` be a global state. For x ∈ V and m ∈ T let r−m (ι, x) = r(∂m(⇓x)) if ∂m(⇓x)
is defined, and r−m (ι, x) = ιm otherwise. Similarly, define finalm(ι, r, t) = r(∂m(t)) if ∂m(t) is defined, and
finalm(ι, r, t) = ιm otherwise and let final(ι, r, t) = (finalm(ι, r, t))m∈T. The pair (ι, r) is an accepting run provided
ι ∈ I , ((r−m (ι, x))m∈D(`), λ(x), r(x)) ∈ T` for all x ∈ V with tp(x) = `, and final(ι, r, t) ∈ F . Let the language
L(A) ⊆M(Σ ) of the ACA A comprise all traces t that allow a successful run (ι, r) of A on t .
Provided Σ` is a singleton for any type ` ∈ T, Zielonka [17] showed that a set of traces is recognizable if and only
if it is the language of some (deterministic) ACA. His results from 1987 have been extended in [18], Proposition 7.6.2
and Theorem 7.6.11 from that paper yield the following:
Theorem 2.4 ([18]). Let L ⊆M(Σ ) be a trace language. Then the following are equivalent
• L is recognizable
• there exists an ACA A with L(A) = L
• there exists a deterministic ACA A with L(A) = L.
The core of the proof of this theorem is to construct from an automaton recognizing
⋃
t∈L Lin(t) a deterministic
ACA. Using the techniques from [6] (who proved the result below for asynchronous automata), one can bound the
number of local states as follows:
Theorem 2.5 (cf. [6]). There exists a constant c such that the following holds. Let (T, D) be some dependence
relation, (Σ`)`∈T some distributed alphabet and L ⊆ M(Σ ) a recognizable trace language such that
⋃
t∈L Lin(t)
can be accepted by a nondeterministic I -diamond automaton with n states. Then there exists a deterministic ACA A
with L(A) = L that has at most c|D|5+n2|D|3 many local states for any type ` ∈ T.
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3. Weighted automata over traces
In this section, we define weighted sequential and distributed automata that associate weights with any trace. Their
behavior is described by functions mapping traces to elements of a semiring.
3.1. Semirings
A semiring is an algebraic structure (K ,+, ·, 0, 1) with two binary operations such that (K ,+, 0) is a commutative
monoid, (K , ·, 1) a monoid, multiplication distributes over addition, and x · 0 = 0 · x = 0 for any x ∈ K . It is
commutative if (K , ·, 1) is a commutative monoid. Examples of commutative semirings are rings, Boolean algebras
such as the two-elements Boolean algebra ({tt, f f },∧,∨, tt, f f ) with conjunction and disjunction, but also structures
such as (N ∪ {∞},min,+,∞, 0) or ([0, 1],max,min, 0, 1). For a semiring K and n ∈ N, let K n×n denote the set of
n × n-matrices over K . For these matrices, we can define addition + and multiplication · as usual using the semiring
operations + and ·. The resulting structure (K n×n,+, ·, 0, E) (where 0 is the 0-matrix and E the unit matrix) is again
a semiring (that need not be commutative even if K is commutative). Throughout this paper, we fix a commutative
semiring K .
3.2. Presentations
We start with a sequential model of weighted automata, so-called presentations. For n ∈ N, let [n] = {1, 2, . . . , n}.
Definition 3.1. Let M be some monoid. Functions from M to K will be called formal power series over M or fps. An
n-dimensional presentation is a triple (in, µ, out) consisting of two functions in, out : [n] → K and a homomorphism
µ : M → (K n×n, ·, E). It represents the fps S : M → K defined by
(S, t) =
∑
ι,fin∈[n]
in(ι) · µ(t)ι,fin · out(fin) = in · µ(t) · out
for t ∈ M (where we consider in as a row and out as a column vector). A fps S : M → K is recognizable if there
exists a presentation representing S.
If M is generated by Σ , then the presentation (in, µ, out) is complete, if any row of µ(a) contains at least one
non-zero entry for any a ∈ Σ .
Example 3.2. Let Σ1 = {a} and Σ2 = {b} with T = {1, 2} and (1, 2) /∈ D. We will consider the semiring of natural
numbers (N,+, ·, 0, 1). Then
µ(a) =

0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 and µ(b) =

0 0 2 0
0 0 0 2
0 0 0 0
0 0 0 0

define a monoid homomorphism M(Σ ) → (N4×4, ·) since (µ(a) · µ(b))14 = 2 = (µ(b) · µ(a))14 and
(µ(a) · µ(b))i j = 0 = (µ(b) · µ(a))i j for all other pairs (i, j). Furthermore, define
in(i) =
{
3 if i = 1
0 otherwise
and out(i) =
{
2 if i = 4
0 otherwise.
Then (in, µ, out) is a presentation of the fps S :M(Σ )→ N with (S, [ab]) = 12 and (S, t) = 0 for t 6= [ab].
Presentations can be interpreted as automata whose transitions are provided with weights (hence the notion
‘recognizable’ fps). The left automaton in Fig. 2 corresponds to the presentation above. Note that in that automaton,
both a-transitions carry the same weight (and the same holds for the b-transitions); thus the two a-transitions can be
thought of as being ‘the same’. This mirrors the idea that the two paths (labeled ab and ba) represent a concurrent
execution of the trace [ab] = [ba].
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Fig. 2. Three weighted automata.
We give another presentation of the same fps (see the second automaton in Fig. 2):
µ′(a) =

0 3 0 0
0 0 0 0
0 0 0 2
0 0 0 0
 and µ′(b) =

0 0 6 0
0 0 0 4
0 0 0 0
0 0 0 0

in′(i) =
{
1 if i = 1
0 otherwise
and out(i) =
{
1 if i = 4
0 otherwise.
Note that the initial and final weights in this second presentation are from {0, 1} and that there are unique states
ι and fin with in′(ι) = 1 and out′(fin) = 1. Droste and Gastin [5, Prop. 9] show that any presentation of a mono-
alphabetic fps M(Σ ) → K can be transformed into an equivalent one satisfying these properties (and we followed
their proof when constructing the second presentation from the first one).
Note, furthermore, that the two a-transitions in the second presentation have different weights which violates the
intuition discussed above that they should be ‘the same’ in a distributed system.
Finally, we only remark that the third automaton in Fig. 2 depicts a five-dimensional presentation of the same fps.
Again, it cannot be the global view of a distributed system where a and b use disjoint resources.
Definition 3.3.1 A homomorphism µ : M(Σ ) → (K n×n, ·, E) is I -consistent if, for any a, b ∈ Σ with (a, b) ∈ I
and any p, q, r ∈ [n], we have
1. If µ(a)p,q 6= 0 6= µ(b)q,r , then there exists q ′ ∈ [n] with µ(a)p,q = µ(a)q ′,r and µ(b)q,r = µ(b)p,q ′ .
2. If 0 /∈ {µ(a)p,q , µ(b)q,r , µ(a)p,q ′ , µ(b)q ′,r }, then q = q ′ for any q ′ ∈ [n].
3. If µ(a)p,q 6= 0 6= µ(b)p,r , then there exists s ∈ [n] such that µ(b)q,s 6= 0.
A presentation (in, µ, out) is I -consistent if µ is I -consistent.
The first of these requirements is a weighted version of the I -diamond property. It avoids the contra-intuitive
situation that can be found in the second automaton of Fig. 2. Similarly, the second requirement excludes the situation
present in the third automaton: it has two ab-paths from the initial to the final state with nonzero weights. Finally,
the third condition is a weighted version of the F-diamond property: it requires that execution of an action a cannot
toggle the status of an independent action b from ‘enabled’ into ‘disabled’ (the other direction is already taken care of
by the first requirement).
3.3. Weighted distributed automata
Next, we define a distributed model of weighted automata on traces, so-called weighted asynchronous cellular
automata.
Definition 3.4. Let Σ be a distributed alphabet. A weighted asynchronous cellular automaton or wACA for short is a
tuple A = ((Qm)m∈T, (c`)`∈T, in, out) where
• Qm is a finite set of local states for any m ∈ T,
• c` : (∏m∈D(`) Qm)× Σ` × Q` → K is a local weight function for any ` ∈ T,• in, out :∏m∈T Qm → K are functions describing the cost for entering and leaving the system.
The wACA A is complete if for any ` ∈ T, a ∈ Σ` and any pm ∈ Qm for m ∈ D(`), there is some q` ∈ Q` with
c`((pm)m∈D(`), a, q`) 6= 0.
1 This definition differs from the one given in [9] where we only gave the first and the third requirement.
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Since the above definition does not pose any restrictions on the functions c`, these automata are nondeterministic.
Definition 3.5. The weighted ACA A is deterministic if
• there is at most one state ι ∈∏m∈T Qm with in(ι) 6= 0, and• for any ` ∈ T, a ∈ Σ`, pm ∈ Qm for m ∈ D(`), and q`, r` ∈ Q` with c`((pm)m∈D(`), a, q`) 6= 0 6=
c`((pm)m∈D(`), a, r`), we have q` = r`.
If the distributed alphabet (Σ`)`∈T consists of singletons only, then these wACAs can be seen as weighted versions
of Zielonka’s ‘finite asynchronous cellular automata’. For technical convenience, we chose this more liberal notion,
but since our results hold for all distributed alphabets, they hold in particular for ‘finite asynchronous cellular automata
with weights’.
Let t = (V,≤, λ) be a trace over Σ . Runs r : V → ⋃`∈T Q` and states r−m (ι, x) and finalm(ι, r, t) are defined as
before for ACAs. Then the running cost of the run r starting in ι is given by
rcost(ι, r, t) =
∏
x∈V
ctp(x)((r−m (ι, x))m∈D(tp(x)), λ(x), r(x))
and the cost of the run r starting in ι is
cost(ι, r, t) = in(ι) · rcost(ι, r, t) · out(final(ι, r, t)) .
The fps ‖A‖ :M(Σ )→ K is the behavior of A; for any trace t = (V,≤, λ), it is given by
(‖A‖, t) =
∑{
cost(ι, r, t) | ι ∈
∏
m∈T
Qm, r : V →
⋃
m∈T
Qm run
}
.
Let K = ({tt, f f },∧,∨, tt, f f ) be the Boolean semiring and ((Q`)`∈T, (T`)`∈T, I, F) be an ACA A. Define
c`, in, and out to be the characteristic functions of T`, I , and F , respectively. This defines a wACA A′ =
((Q`)`∈T, (c`)`∈T, in, out). It is routine to show for any trace t ∈ M(Σ ) that t ∈ L(A) if and only if (‖A′‖, t) = tt .
Since the inverse conversion of wACAs over the Boolean semiring into ACAs is equally possible, the concept of a
wACA generalizes that of an ACA.
4. Presentations and wACAs
The main result of this section is the following, its proof can be found at the end of this section.
Theorem 4.1. Let T : Σ ∗ → K be some trace closed2 fps and let S :M(Σ )→ K : [u] 7→ (T, u). Then the following
are equivalent
(1) S is recognizable
(2) T is recognizable
(3) S is the behavior of some wACA
(4) S is the behavior of some complete wACA
(5) S has an I -consistent and complete presentation.
If (in, µ, out) is a presentation for S and ϕ : Σ ∗ → M(Σ ) : u 7→ [u] is the canonical epimorphism, then
(in, µ ◦ ϕ, out) is a presentation for T , hence the implication (1) ⇒ (2) follows. The really hard proof is that of the
implication (2)⇒ (3). It can be found in Section 4.3 (see Proposition 4.6). In Section 4.1, the implication (3)⇒ (4)
is shown. We prove the implication (4) ⇒ (5) in Section 4.2 (Proposition 4.5 and Lemma 4.3). The remaining
implication (5)⇒ (1) is trivial.
As far as size is concerned, we have the following:
• the implication (2)⇒ (3) constructs a wACA from an n-dimensional presentation whose number of local states is
doubly exponential in poly(n) · 2poly(|T|)
• the implication (3)⇒ (4) increases the number of local states by one
2 I.e., equivalent words are mapped to the same value.
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• the implication (4) ⇒ (5) constructs a presentation whose dimension is polynomial in the number of states of the
wACA; the degree of this polynomial is polynomial in the number of types
• the implications (5)⇒ (1)⇒ (2) do not change the size of the presentations.
4.1. Completion of wACAs
Proposition 4.2. LetA be some wACA. Then there exists a complete wACAA′ with ‖A‖ = ‖A′‖. IfA is deterministic,
then A′ can be chosen deterministic.
Proof. Set Q′m = Qm unionmulti {⊥} for any m ∈ T. The function c′` extends c` as follows. Let a ∈ Σ` and pm ∈ Q′m for all
m ∈ D(`).
• if pm = ⊥ for some m ∈ D(`), then c′` ((pm)m∈D(`), a,⊥) = 1 and c′` ((pm)m∈D(`), a, q`) = 0 for all q` ∈ Q`
• if pm 6= ⊥ for allm ∈ D(`) and there exists q` ∈ Q` with c`((pm)m∈D(`), a, q`) 6= 0, then c′` ((pm)m∈D(`), a,⊥) =
0. Otherwise, c′` ((pm)m∈D(`), a,⊥) = 1.
Similarly, in′ and out′ extend in and out, respectively, setting in′((pm)m∈T) = out((pm)m∈T) = 0 if pm = ⊥ for
some m ∈ T. Then it is not difficult to see that the wACA A′ = ((Q′m)m∈T, (c′` )`∈T, in′, out′) is complete and that
‖A‖ = ‖A′‖. Furthermore, A′ is deterministic in case we started with a deterministic wACA A. 
4.2. wACA-recognizable series are recognizable
In this section, we transform wACAs into I -consistent presentations. It so happens that the constructed presentation
is complete if we start with a complete wACA.
LetA = ((Q`)`∈T, (c`)`∈T, in, out) be a wACA and let Q =
∏
m∈T Qm be the set of global states ofA. We define
the mapping µ : Σ → K Q×Q by
µ(a)p,q =
{
ctp(a)((p`)`∈D(tp(a)), a, qtp(a)) if pm = qm for all m 6= tp(a)
0 otherwise
where p = (pm)m∈T and q = (qm)m∈T are global states from Q.
We consider the elements of K Q×Q (i.e., the functions from Q2 to K ) as Q × Q-matrices. For these matrices,
multiplication is defined in the standard way:
(M · N )p,r =
∑
q∈Q
Mp,q · Nq,r .
Lemma 4.3. The mapping µ extends uniquely to a monoid homomorphism µ from M(Σ ) to (K Q×Q, ·, E). This
homomorphism is I -consistent.
Proof. We first show that µ can be extended uniquely to some homomorphism. For this, it suffices to show that
µ(a)µ(b) = µ(b)µ(a) whenever a, b ∈ Σ with (a, b) ∈ I . Therefore, let a, b ∈ Σ with (a, b) ∈ I and
(p, r) ∈ Q × Q. Then (µ(a)µ(b))p,r =∑q∈Q(µ(a)p,q · µ(b)q,r ).
For a state q ∈ Q, we consider the following condition
pm = qm for m 6= tp(a) and qm = rm for m 6= tp(b). (2)
Note that, by the very construction of µ, we have µ(a)p,q = 0 if there is ` 6= tp(a) with p` 6= q`. Similarly,
µ(b)q,r = 0 if q` 6= r` for some ` 6= tp(b). Hence, if a global state q ∈ Q violates (2), then µ(a)p,q · µ(b)q,r = 0.
Next note that there is at most one state q satisfying (2). Furthermore, the existence of a state satisfying (2) is equivalent
to
pm = rm for all m /∈ {tp(a), tp(b)}. (3)
If (3) does not hold, then the above sum reduces to (µ(a)µ(b))p,r = 0. Since (3) is symmetric, this also implies
(µ(b)µ(a))p,r = 0. Hence, if (3) is violated, we have (µ(a)µ(b))p,r = (µ(b)µ(a))p,r .
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Now consider the case that (3) holds and let q ∈ Q be the unique state satisfying (2). Then we obtain
(µ(a)µ(b))p,r = µ(a)p,q · µ(b)q,r . Since (3) is symmetric, there is a unique state q ′ ∈ Q with
pm = q ′m for all m 6= tp(b) and q ′m = rm for all m 6= tp(a). (4)
Then we obtain
µ(a)p,q = ctp(a)((pm)m∈D(tp(a)), a, qtp(a))
= ctp(a)((q ′m)m∈D(tp(a)), a, rtp(a)) since tp(b) /∈ D(tp(a)) and qtp(a) = rtp(a)
= µ(a)q ′,r
and similarly
µ(b)q,r = ctp(b)((qm)m∈D(tp(b)), b, rtp(b))
= ctp(b)((pm)m∈D(tp(b)), b, q ′tp(b)) since tp(a) /∈ D(tp(b)) and rtp(b) = q ′tp(b)
= µ(b)p,q ′ .
Since (K , ·) is commutative, this shows (µ(a)µ(b))p,r = µ(a)p,q · µ(b)q,r = µ(b)p,q ′ · µ(a)q ′,r = (µ(b)µ(a))p,r .
It remains to show the I -consistency of µ. First, let p, q, r ∈ Q and (a, b) ∈ I with µ(a)p,q 6= 0 6= µ(b)q,r . Then
q is the only state satisfying (2), and there is a unique state q ′ ∈ Q satisfying (4). For these states, we showed above
µ(a)p,q = µ(a)q ′,r and µ(b)q,r = µ(b)p,q ′ . This ensures the first stipulation on I -consistent presentations.
Next let p, q, q ′, r ∈ Q be global states and (a, b) ∈ I with 0 /∈ {µ(a)p,q , µ(b)q,r , µ(a)p,q ′ , µ(b)q ′,r }. Then q
and q ′ have to satisfy (2) implying q = q ′. Thus, the second requirement from Definition 3.3 follows.
Finally, let (a, b) ∈ I and p, q, r ∈ Q with µ(a)p,q 6= 0 6= µ(b)p,r . Then define s ∈ Q by
sm =
{
rm if m = tp(b)
qm otherwise.
Now let m ∈ D(tp(b)). Since (a, b) ∈ I , this implies m 6= tp(a). Hence (from µ(a)p,q 6= 0), we obtain pm = qm .
Now we can infer
µ(b)q,s = ctp(b)((qm)m∈D(tp(b)), b, stp(b))
= ctp(b)((pm)m∈D(tp(b)), b, rtp(b))
= µ(b)p,r 6= 0. 
Let n = |Q|. Then in and out can be considered as functions from [n] to K . Furthermore, µ can be thought of as
a homomorphism from M(Σ ) to (K n×n, ·, E). Hence the triple (in, µ, out) is a presentation over M(Σ ) called the
canonical presentation associated with A. To show that it presents the behavior of A, one has to relate the value of
the homomorphism µ and runs of the wACA A. This is formalized in the following lemma.
Lemma 4.4. Let t = (V,≤, λ) be a trace and p, q ∈ Q. Then µ(t)p,q =∑ rcost(p, r, t) where the sum is taken over
all runs r : V →⋃m∈T Qm with final(p, r, t) = q.
Proof. We prove the statement by induction on the length |t | of the trace t . If t = [ε], then V = ∅ and there is
precisely one mapping r : V → ⋃m∈T Qm . For this mapping, final(p, r, t) = p. Hence, if p 6= q, the sum ranges
over the empty set, i.e.,
∑
rcost(p, r, t) = 0. Now let p = q. Then the product in the definition of rcost(p, r, t)
runs over the empty set, i.e., equals 1. Hence
∑
rcost(p, r, t) = 1. On the other hand, µ([ε]) is the unit matrix, i.e.,
µ([ε])p,q equals 1 for p = q and 0 otherwise. This proves the statement for t = [ε].
Now suppose that the statement holds for t = (V, E, λ) and for all states p, q ∈ Q and let a ∈ Σ ; we verify the
statement for ta. Note that
ta = (V unionmulti {x}, (E ∪ {(v, x) | v ∈ V, (λ(v), a) ∈ D})∗, λ ∪ {(x, a)}).
We consider the following two sets
R = {r : V unionmulti {x} →⋃`∈T Q` | r is a run on ta and final(p, r, ta) = q}
R′ = {r ′ : V →⋃`∈T Q` | r ′ is a run on t and finalm(p, r ′, t) = qm for all m 6= tp(a)}.
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For r ∈ R, let r ′ = rV . Then, for m 6= tp(a), we have qm = finalm(p, r, ta) = finalm(p, r ′, t). Hence the mapping
r 7→ r ′ is a bijection from R onto R′.
Now let r ∈ R and r ′ = rV . Then we have
rcost(p, r, ta) = rcost(p, r ′, t) · ctp(a)((r−m (x))m∈D(tp(a)), a, qtp(a))
= rcost(p, r ′, t) · ctp(a)((final(p, r ′, t)m)m∈D(tp(a)), a, qtp(a))
= rcost(p, r ′, t) · µ(a)final(p,r ′,t),q .
Since µ is a homomorphism and by the induction hypothesis, we get
µ(ta)p,q =
∑
p′∈Q
µ(t)p,p′µ(a)p′,q =
∑
rcost(p, r ′, t)µ(a)final(p,r ′,t),q
where the second sum has taken over all runs r ′ on t . If r ′ is a run on t with finalm(p, r ′, t) 6= qm for some m 6= tp(a),
we get µ(a)final(p,r ′,t),q = 0, i.e., these runs can be excluded from the sum. In other words, we have
µ(ta)p,q =
∑
r ′∈R′
rcost(p, r ′, t)µ(a)final(p,r ′,t),q
=
∑
r∈R
rcost(p, rV , t)µ(a)final(p,rV ,t),q
=
∑
r∈R
rcost(p, r, t).
This completes the inductive argument. 
Now we are ready to show that indeed the behavior of the wACA A is represented by the canonical presentation
(in, µ, out).
Proposition 4.5. Let A be some (complete) wACA with at most n local states per process. Then there exists an I -
consistent (complete) and at most n|T|-dimensional presentation of the fps ‖A‖.
Proof. The canonical presentation (in, µ, out) is at most n|T|-dimensional. Let t be a trace. Then
(‖A‖, t) =
∑
p∈Q
∑
r run on t
in(p) · rcost(p, r, t) · out(final(p, r, t))
=
∑
p∈Q
∑
q∈Q
∑
r run on t with
final(p,r,t)=q
in(p) · rcost(p, r, t) · out(q)
=
∑
p∈Q
∑
q∈Q
in(p) · µ(t)p,q · out(q) by Lemma 4.4
= in · µ(t) · out.
Now suppose A is complete and let pm ∈ Qm for all m ∈ T and a ∈ Σ`. Since A is complete, there is some
q` ∈ Q` with c`((pm)m∈T, a, q`) 6= 0. With p = (pm)m∈T, qm = pm for m 6= ` and q = (qm)m∈T, we therefore get
µ(a)p,q 6= 0. Hence the canonical presentation is complete. 
4.3. Recognizable and trace closed fps are wACA-recognizable
In this section, we transform a presentation of a trace closed fps into an equivalent wACA. The core of this is to
deal with fps whose value at the empty word is zero, i.e., the following result:
Proposition 4.6. Let (in, µ, out) be an n-dimensional presentation of the trace closed fps T : Σ ∗ → K with
(T, ε) = 0. Then there exists a wACA A with (T, u) = (‖A‖, [u]) for any word u ∈ Σ ∗. With the constant c
from Theorem 2.5, the wACA A has at most n2 · |Σ | · c23(n+2)3(|T|+1)!3 many local states per process.
We give the proof right away although it uses three results on behaviors of wACAs that will be shown later in this
section.
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Proof. Let S :M(Σ )→ K : [u] 7→ (T, [u]). We have to construct a wACA A with S = ‖A‖.
Since (T, ε) = 0, there exist ι,fin ∈ [n′] (with n′ = n + 2), and a homomorphism µ′ : Σ ∗ → (K n′×n′ , ·, E) such
that, for any w ∈ Σ ∗, we have (T, w) = µ′(w)ι,fin [14, p. 32].
For ` ∈ T set Γ` = [n′] × Σ` × [n′] and consider the distributed alphabet Γ = (Γ`)`∈T.
Let L ⊆ Γ ∗ denote the set of words (ik, ak, jk)0≤k≤N that satisfy
1. i0 = ι, jk = ik+1 for all 1 ≤ k < N , and jN = fin
2. a0a1 . . . aN is in lexicographic normal form.
By Lemma 2.2, LNF ⊆ Σ ∗ can be accepted by a loop-connected automaton with (|T| + 1)! many states. Hence the
same holds for the set of words (ik, ak, jk)0≤k≤N over Γ that satisfy the second stipulation above. Thus, L can be
accepted by a loop-connected automaton with at most n1 = n′ · (|T| + 1)! many states. Now Lemma 2.1 implies
that [L] = {[w] | w ∈ L} ⊆ M(Γ ) is the language of some I -diamond nondeterministic automaton with at most
n2 = (n21 ·2|T|)(n1−1)(|T|+1) many states. Hence, by Theorem 2.5, this language can be accepted by some deterministic
ACA with at most n3 = c|D|5+n22|D|3 local states per process.
Now consider the homomorphisms c : M(Γ ) → (K , ·, E) and pi : M(Γ ) → M(Σ ) given by c(i, a, j) = µ(a)i j
and pi(i, a, j) = a for (i, a, j) ∈ Γ (these homomorphism exist since (K , ·, E) is commutative and since
tp(i, a, j) = tp(a), respectively).
By Lemma 4.7, the homomorphism c is the behavior of some wACA with just one local state per process. Hence,
by Corollary 4.9, the formal power series
c[L] :M(Γ )→ K : u 7→
{
c(t) if u ∈ [L]
0 otherwise
is the behavior of some wACA with 1 · n3 = n3 many local states per process. By Proposition 4.10, the fps
pi(c[L]) :M(Σ )→ K : t 7→
∑
u∈M(Γ )
pi(u)=t
(c[L], u) =
∑
u∈[L]
pi(u)=t
(c, u)
is therefore the behavior of some wACA with m = |Γ | · n3 many local states per process.
We first verify the bound on m. For this, let t = |T| and s = (t + 1)!. Then we have
n1 = (n + 2) · s
n21 · 2t = (n + 2)2 · s2 · 2t
≤ 22 log2(n+2)·6 log2(s)·t
≤ 2(n+2)·s·t provided n, t ≥ 2
n2 ≤ 2(n+2)st ((n+2)2s−1)(t+1)
≤ 2(n+2)3·s2·t (t+1)
≤ 2(n+2)3·s3
logc(n3) ≤ t10 + n22 · t6
≤ t10(n22 + 1) ≤ t11n22
≤ 211 log2 t+2(n+2)3s3
≤ 23(n+2)3s3 .
Hence, indeed, the fps pi(c[L]) is the behavior of some wACA with at most n2 · |Σ`| ·c23(n+2)
3(|T|+1)!3
many local states
per process.
It remains to be shown that S equals this fps pi(c[L]).
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To this aim, let t ∈ M(Σ ). Then there are ak ∈ Σ for 0 ≤ k < N such that a0a1 . . . aN−1 is the lexicographic
normal form of t . Hence we get
(S, t) = (T, a0a1 . . . aN−1) = µ′(a0a1 . . . aN−1)ι,fin
=
∑
i0,...,iN ∈[n′]
i0=ι,iN=fin
∏
0≤k<N
µ′(ak)ik ,ik+1 .
Since c(ik, ak, ik+1) = µ′(ak)ik ,ik+1 for all k, we obtain
(S, t) =
∑
i0,...,iN ∈[n′]
i0=ι,iN=fin
∏
0≤k<N
c(ik, ak, ik+1).
Since a0a1 . . . aN−1 ∈ LNF, this sum equals
=
∑{ ∏
0≤k<N
c(ik, ak, jk)
∣∣∣∣∣ i0, i1, . . . , iN ∈ [n′] with (ik, ak, jk)0≤k<N ∈ L
}
.
We will show that this set of summands equals {c(u) | u ∈ [L], pi(u) = t}. Therefore, let w = (ik, ak, jk)0≤k<N ∈
L . Then u = [w] ∈ [L] and pi(u) = [a0a1 . . . aN−1] = t which proves the first inclusion. Now let u ∈ [L]
with pi(u) = t . From u ∈ [L], we obtain the existence of Bk = (ik, bk, ik+1) ∈ Γ for 0 ≤ k < N such
that u = [B0B1 . . . BN−1] and B0B1 . . . BN−1 ∈ L . Hence b0b1 . . . bN−1 is in lexicographic normal form and
[b0b1 . . . bN−1] = pi(u) = t implying bk = ak for 0 ≤ k < N . This proves the second inclusion. Thus, we have
(S, t) =
∑
{c(u) | u ∈ [L], pi(u) = t} = (pi(c[L]), t)
which completes the proof. 
As announced before, the proof used Lemma 4.7, Corollary 4.9, and Proposition 4.10 that have neither been shown
nor formulated yet.
Lemma 4.7. For any homomorphism c : M(Γ ) → (K , ·, E), there exists a deterministic wACA Ac with one local
state per process and (‖Ac‖, t) = c(t) for all t ∈M(Γ ).
Proof. Let Qm = {1} for m ∈ T and define in(ι) = out(ι) = 1 for the only global state ι. Furthermore,
c`((pm)m∈D(`), a, q`) = c(a) for any a ∈ Σ`, pm ∈ Qm , and q` ∈ Q`. Checking cost(ι, r, t) = c(t) for the
only global state ι and the only run r on the trace t is routine. 
Corollary 4.9 claims that the restriction of the behavior of some wACA to a recognizable trace language can
again be described by a wACA. For handling these restrictions, we use the more general Hadamard-product: for
S, T : M(Γ ) → K , the Hadamard-product S  T : M(Γ ) → K is defined by (S  T, t) = (S, t) · (T, t) for
t ∈M(Γ ).
Lemma 4.8. Let Ai = ((Qim)m∈T, (cim)m∈T, ini , outi ) be wACAs with ni local states per process (i = 1, 2). Then the
Hadamard product ‖A1‖ ‖A2‖ is the behavior of some wACAA with n1 · n2 local states per process. IfA1 andA2
are deterministic, then A can be chosen deterministic.
Proof. We define a wACA A as follows:
Qm = Q1m × Q2m,
c`((p1m, p
2
m)m∈D(`), a, (q1` , q2` )) = c1`((p1m)m∈D(`), a, q1` ) · c2`((p2m)m∈D(`), a, q2` ),
in((p1m, p
2
m)m∈T) = in1((p1m)m∈T) · in2((p2m)m∈T), and
out((p1m, p
2
m)m∈T) = out1((p1m)m∈T) · out2((p2m)m∈T).
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Since any local state from Qm consists of a pair of local states from Q1m and Q
2
m , any run r of A can be identified
with a pair (r1, r2) of runs of A1 and A2. Further, for any node x with ` = tp(x), we get
c`((r−m (x))m∈D(`), λ(x), r(x)) = c1`(((r1)−m(x))m∈D(`), λ(x), r1(x)) · c2`(((r2)−m(x))m∈D(`), λ(x), r2(x))
which implies rcost((q1m, q
2
m)m∈T, r, t) = rcost((q1m)m∈T, r1, t) · rcost((q2m)m∈T, r2, t). Now the definition of the
functions in and out ensure that the analogous formula holds for the cost of a run:
cost((q1m, q
2
m)m∈T, r, t) = cost((q1m)m∈T, r1, t) · cost((q2m)m∈T, r2, t).
Hence the behavior of A equals the Hadamard product ‖A1‖  ‖A2‖. 
For a fps S : M(Σ ) → K and a language L ⊆ M(Σ ), let T = SL denote the function defined by (T, t) = (S, t)
for t ∈ L and (T, t) = 0 otherwise.
Corollary 4.9. Let L ⊆ M(Γ ) be a recognizable trace language and let A be some wACA with n local states per
process. Then there exists a wACAA′ with ‖A′‖ = ‖A‖L . IfA is deterministic, thenA′ can be chosen deterministic.
If L can be accepted by a deterministic ACA with m states per process, then A′ has m · n local states per process.
Proof. By Theorem 2.4, there exists a deterministic ACA AL with L(A) = L . This ACA A =
((Qm)m∈T, (Tm)m∈T, I, F) can be transformed into a deterministic weighted asynchronous cellular automaton
A1 = ((Qm)m∈T, (c`)`∈T, in, out) in the standard way: c`, in, and out are the characteristic functions of T`, I , and F ,
respectively (taking values 0 and 1 in the semiring K ). Since A1 is deterministic, ‖A1‖ is the characteristic function
of L , i.e., (‖A1‖, t) = 1 if t ∈ L and (‖A1‖, t) = 0 otherwise. Since ‖A‖L = ‖A‖  ‖A1‖, the result follows from
Lemma 4.8. 
Finally, it remains to formulate and prove Proposition 4.10. It states informally that the projection of the behavior
of some wACA can again be realized by some wACA.
A mapping pi : Γ → Σ is type-preserving if tp(a) = tp(pi(a)) for any a ∈ Σ . Note that any type-preserving
mapping pi extends uniquely to a homomorphism pi :M(Γ )→M(Σ ).
Proposition 4.10. Let pi : Γ → Σ be some type-preserving mapping andA = ((Qm)m∈T, (cm)m∈T, in, out) a wACA
over Γ with n local states per process. Then there exists a wACAA′ over Σ with (‖A′‖, t) =∑u∈pi−1(t)(‖A‖, u) and|Γ | · n local states per process.
Proof. We construct the wACA A′ as follows
• Q′m = Qm × Γm for m ∈ T
• Let ` ∈ T, a ∈ Σ`, (q`, b) ∈ Q ′` and, for m ∈ D(`), let (pm, bm) ∈ Q′m . Then set
c′` ((pm, bm)m∈D(`), a, (q`, b)) =
{
c`((pm)m∈D(`), b, q`) if pi(b) = a
0 otherwise
• for m ∈ T let b0m ∈ Γm be fixed. Then
in′((qm, bm)m∈T) =
{
in((qm)m∈T) if bm = b0m for all m ∈ T
0 otherwise
• out′((qm, bm)m∈T) = out((qm)m∈T).
Now let t = (V,≤, λ) ∈M(Σ ) be a trace over Σ . Consider the following two sets
• R′ = {(q ′, r ′) | q ′ ∈ Q′, r ′ run of A′ on t with cost(q ′, r ′, t) 6= 0}
• R = {(q, r, u) | q ∈ Q, u ∈ pi−1(t), r run of A on u with cost(q, r, u) 6= 0}.
Then (‖A′‖, t) = ∑(q ′,r ′)∈R′ cost(q ′, r ′, t) and ∑u∈pi−1(t)(‖A‖, u) = ∑(q,r,u)∈R cost(q, r, u). We will construct a
bijection between R and R′ that preserves the weight. Therefore, let u = (V,≤, γ ) with pi(u) = t , q = (qm)m∈T, and
r a run of A on u. For m ∈ T, let q ′m = (qm, b0m). Further, for x ∈ V , define r ′(x) = (r(x), γ (x)).
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Since tp(a) = tp(pi(a)) for a ∈ Γ and λ(x) = piγ (x) for x ∈ V , we get tp(γ (x)) = tp(λ(x)). Hence r ′ is a
run of A′ on t . Next, we evaluate the costs of (q, r, u) and (q ′, r ′, t). Since (q, r, u) ∈ R, the weight cost(q, r, u)
is not zero. From q ′m = (qm, b0m), we obtain in′(q ′) = in(q). Now let x ∈ V and m ∈ T. If ∂m(⇓x) is defined,
then r ′−m (x) = r ′(∂m(⇓x)) = (r(∂m(⇓x)), γ (∂m(⇓x))) = (r−m (x), γ (∂m(⇓x))). If ∂m(⇓x) is undefined, then we have
r ′−m (x) = (qm, b0m) and r−m (x) = qm . Since piγ (x) = λ(x) and r ′(x) = (r(x), γ (x)), we therefore have
c′tp(x)((r
′−
m (∂m(⇓x)))m∈D(tp(x)), λ(x), r ′(x)) = ctp(x)((r−m (∂m(⇓x)))m∈D(tp(x)), γ (x), r(x)).
Now let m ∈ T. If ∂m(t) is undefined, then the same holds for ∂m(u) and we get finalm(q ′, r ′, t) = (qm, b0m)
as well as finalm(q, r, u) = qm . If ∂m(t) and therefore ∂m(u) are defined, then finalm(q ′, r ′, t) = r ′(∂m(t)) =
(r(∂m(u)), γ (∂m(u))) = (finalm(q, r, u), γ (∂m(u))). Hence out′(final(q ′, r ′, t)) = out(final(q, r, u)). This proves
costA′(q ′, r ′, t) = in′(q ′) ·
∏
x∈V
c′tp(x)((r
′−
m (q
′, x))m∈D(tp(x)), λ(x), r ′(x)) · out′(final(q ′, r ′, t))
= in(q) ·
∏
x∈V
ctp(x)((r−m (q, x))m∈D(tp(x)), γ (x), r(x)) · out(final(q, r, u))
= costA(q, r, u).
Since costA(q, r, u) 6= 0, the same holds for costA′(q ′, r ′, t), i.e., the tuple (q ′, r ′) belongs to R′. Hence the
construction (q, u, r) 7→ (q ′, r ′) maps R to R′ and preserves the cost.
One can easily check that it is a surjection: for (q ′, r ′) ∈ R′, define
γ (x) = proj2(r ′(x)) for x ∈ V,
r(x) = proj1(r ′(x)) for x ∈ V , and
qm = proj1(q ′m) for m ∈ T.
Then q = (qm)m∈T is a global state of the wACA A and r : V →
⋃
m∈T Qm is a mapping with r(x) ∈ Qtp(x) for all
x in V .
Since (q ′, r ′) ∈ R′, we get costA(q ′, r ′, t) 6= 0 and therefore
c′tp(x)((r
′−
m (q
′, x))m∈D(tp(m)), λ(x), r ′(x)) 6= 0
for all x ∈ V . This implies in particular pi ◦ proj2(r(x)) = λ(x) for all x ∈ V by the very definition of the function c′` .
Hence tp(γ (x)) = tp(λ(x)) for x ∈ V , i.e., the Γ -labeled partial order u = (V,≤, γ ) is a trace from M(Γ ) with
pi(u) = t . Now considerations similar to those above yield costA(q, r, u) = costA′(q ′, r ′, t) 6= 0 and therefore
(q, r, u) ∈ R. Thus, the construction (q, u, r) 7→ (q ′, r ′) is a surjection from R onto R′. Since injectivity is obvious,
we can infer∑
u∈pi−1(t)
(‖A‖, u) =
∑
(q,r,u)∈R
cost(q, r, u) =
∑
(q ′,r ′)∈R′
cost(q ′, r ′, t) = (‖A′‖, t). 
We thus filled all the gaps in the proof of Proposition 4.6.
Proof of Theorem 4.1. The implication (3) ⇒ (4) ⇒ (5) are Proposition 4.2 and Proposition 4.5, respectively.
The implications (5) ⇒ (1) ⇒ (2) have been shown immediately after formulating Theorem 4.1. Therefore, let
(in, µ, out) be some presentation representing the trace closed fps T : Σ ∗ → K . Then L1 = {ε} and L2 = Σ ∗ \ {ε}
are recognizable. Hence the fps T L1 and T L2 are recognizable. Hence the fps S1, S2 : M(Σ ) → K with
(Si , [u]) = (T L i , u) are the behavior of wACAs A1 and A2 by Proposition 4.6. Considering the ‘disjoint union’
of these two wACAs, we obtain a wACA A whose behavior equals S :M(Σ )→ K : [u] 7→ (T, u). 
Remark 4.11. Let L ⊆ Σ ∗ be trace closed and let L ′ = {[u] ∈ M(Σ ) | u ∈ L}. Suppose that L is accepted by
some nondeterministic finite automaton with n states. Then the minimal deterministic automaton for L is also a trace
automaton accepting L ′. Hence L ′ can be accepted by 2n many states.
Now let T : Σ ∗ → K be a trace closed fps and S : M(Σ ) → K : [u] → (T, u). Suppose that T has an n-
dimensional presentation. Then, to get a presentation for S, we first constructed a wACA of size doubly exponential
in poly(n) · 2poly(|T|) and transformed it into the canonical presentation (which is a presentation for S). Hence this
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canonical presentation is doubly exponential in poly(n) · 2poly(|T|) and both exponents originate in the construction of
the ACA A for [L] in the proof of Proposition 4.6.
In the notes [8], I spelled out the following alternative: Instead of A, one considers the minimal deterministic
automaton B accepting [L]. On the positive side, similar arguments to those in Section 4.3 (but technically simpler)
yield a presentation for S. But the automaton B is obtained from Lemma 2.1 and the subset construction, hence its
number of states is doubly exponential in poly(n) · 2poly(|T|) as well.
5. Deterministic wACAs and presentations
Recall that any recognizable trace language can be accepted by a deterministic ACA. Furthermore, any presentation
can be thought of as an automaton with weighted transitions. There are presentations of fps Σ ∗ → K that do not
admit a presentation whose underlying automaton is deterministic (for instance, the mapping S : Σ ∗ → K with
(S, w) = 2|w| if |w| is even and (S, w) = 3|w| if |w| is odd). We can therefore not expect that every recognizable
fps M(Σ ) → K is the behavior of some deterministic wACA. It is the aim of this section to identify a class of
presentations that correspond to deterministic wACAs.
Definition 5.1. An n-dimensional presentation (in, µ, out) is deterministic, if it is I -consistent and meets the
following two requirements.
(D1) There is a unique state ι ∈ [n] with in(ι) 6= 0.
(D2) For any a ∈ Σ , any row of µ(a) contains at most one non-zero entry (i.e., µ(a)i, j 6= 0 6= µ(a)i,k implies j = k
for any i, j, k ∈ [n]).
5.1. Completion of deterministic presentations
Recall that by Theorem 4.1 any presentation can be replaced by a complete one. Our proof of this fact was rather
indirect since it uses the completion of wACAs and the transformations of presentations into wACAs and of complete
wACAs into complete transformations. If the trace monoid is actually free (i.e., D = T2), then one can easily
transform any deterministic presentation into an equivalent deterministic and complete one (just add a ‘sink state ⊥’
and extend the matrix µ(a) by µ(a)⊥,⊥ = 1, µ(a)⊥,i = 0, µ(a)i,⊥ = 1 if there is no j ∈ [n] with µ(a)i, j 6= 0,
and µ(a)i,⊥ = 0 otherwise). This also works if the semiring K is the boolean semiring ({tt, f f },∧,∨, tt, f f ). The
following example shows that it does not suffice to add just one state in order to complete a deterministic presentation:
Example 5.2. Let K = (N,+, ·, 0, 1), a ∈ Σ` and b ∈ Σm with (m, `) ∈ I . Then consider the two-dimensional
deterministic presentation with µ(a) =
(
0 1
2 0
)
and µ(b) =
(
0 0
0 0
)
.
Suppose µ′ is a three-dimensional deterministic and complete presentation that extends µ; the additional state will
be 3. Since there is no b-labeled transition in µ, we would have µ′(b)1,3 6= 0 6= µ′(b)2,3. But then (from I -consistency
of µ′), we obtain µ′(a)3,3 = µ′(a)1,2 = µ(a)1,2 = 1 and µ′(a)3,3 = µ′(a)2,1 = µ(a)2,1 = 2, a contradiction.
Proposition 5.3. Let (in, µ, out) be an n-dimensional I -consistent presentation of a fps M(Σ ) → K. Then
there exists an equivalent complete 2n-dimensional presentation (in′, µ′, out′). If (in, µ, out) is deterministic, then
(in′, µ′, out′) can be chosen deterministic and complete.
Proof. The idea is to provide a second copy of the first presentation. This second copy is made complete by adding
self-loops (with weight 1) whenever an action cannot be executed. Whenever action a cannot be executed in state i of
the first copy, we move to state i in the second copy (at cost 1). To define this formally, we first define for a ∈ Σ a
matrix ν(a) ∈ K n×n by
ν(a)i, j =
{
1 if i = j and µ(a)i,k = 0 for all k ∈ [n]
0 otherwise.
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Hence, ν(a)i,i = 1 if and only if the letter a cannot be executed in state i . Now let
µ′(a) =
(
µ(a) ν(a)
0 µ(a)+ ν(a)
)
∈ K 2n×2n .
Now let a, b ∈ Σ be independent, i.e., (a, b) ∈ I and let i, k ∈ [n]. Then (ν(a) · ν(b))i,k =∑ j∈[n] ν(a)i, j · ν(b) j,k .
Since ν(a)i, j = 0 for i 6= j and similarly for ν(b), this sum equals 0 in case i 6= k. Furthermore, (ν(a) · ν(b))i,i =
ν(a)i,i · ν(b)i,i = ν(b)i,i · ν(a)i,i = (ν(b)ν(a))i,i . Hence ν(a) · ν(b) = ν(b) · ν(a).
Furthermore, (µ(a)ν(b))i,k = µ(a)i,k · ν(b)k,k . Hence this entry is non-zero if and only if µ(a)i,k 6= 0 and, for all
j ∈ [n], µ(b)k, j = 0. Since µ is I -consistent, this is equivalent to saying µ(a)i,k 6= 0 and, for all j ∈ [n], µ(b)i, j = 0.
This proves (µ(a)ν(b))i,k = ν(b)i,iµ(a)i,k = (ν(b)µ(a))i,k .
Using µ(a) · µ(b) = µ(ab) = µ(ba) = µ(b) · µ(a), we obtain
µ′(a) · µ′(b) =
(
µ(a)µ(b) µ(a)ν(b)+ ν(a)µ(b)+ ν(a)ν(b)
0 µ(a)µ(b)+ µ(a)ν(b)+ ν(a)µ(b)+ ν(a)ν(b)
)
=
(
µ(b)µ(a) ν(b)µ(a)+ µ(b)ν(a)+ ν(b)ν(a)
0 µ(b)µ(a)+ ν(b)µ(a)+ µ(b)ν(a)+ ν(b)ν(a)
)
= µ′(b) · µ′(a).
Hence µ′ extends uniquely to a homomorphismM(Σ ) → (K 2n×2n, ·, E). It can be verified that, for u ∈ M(Σ ), we
have
µ′(u) =
(
µ(u) ∗
0 ∗
)
.
Define in′, out′ : [2n] → K by in′(i) = in(i) and in′(n + i) = 0, out′(i) = out(i), and out′(n + i) = 0 for i ∈ [n].
Then, for u ∈M(Σ ), we get
in′ · µ′(u) · out′ = (in 0) · (µ(u) ∗0 ∗
)
·
(
out
0
)
= in · µ(u) · out.
Hence (in′, µ′, out′) is a 2n-dimensional presentation that is equivalent with the presentation (in, µ, out).
It remains to show that this presentation is complete. We defined ν in such a way that ν(a) contains a non-zero
entry in row p if and only if µ(a) does not. Hence, the combined matrix µ′(a) contains a non-zero entry in row p
for p ≤ n. For the same reason, µ(a) + ν(a) contains a non-zero entry in row p, hence µ′(a) has a non-zero in row
p + n. Thus, we showed completeness. This finishes the proof of the first statement.
From now on, let (in, µ, out) be deterministic. First, condition (D1) from Definition 5.1 is clear since it holds for
(in, µ, out). To check (D2), consider first p ≤ n. We defined ν in such a way that µ(a) and ν(a) both contain at most
one non-zero entry in row p and, in addition, ν(a) contains such an entry if and only if µ(a) does not. Hence, the
combined matrix µ′(a) contains precisely one non-zero entry in row p for p ≤ n. For the same reason, µ(a) + ν(a)
contains precisely one non-zero entry in row p, hence µ′(a) has precisely one non-zero in row p+n. Thus, we showed
(D2) and completeness.
By what we showed so far, there is a unique function from [2n] × Σ to [2n] with µ′(a)p,p.a 6= 0 for all p ∈ [2n]
and a ∈ Σ . In what follows, we will also consider the function : [2n] → [n] defined by p = p if p ≤ n and
p = p − n if p > n. Then, for any p ∈ [2n] and a ∈ Σ , we have µ(a)p,p.a = µ(a)p,p.a .
What is left is I -consistency of the homomorphism µ′, i.e., we have to verify conditions 1–3 from Definition 3.3.
Note that 2 is trivial since any row of µ′ contains at most one non-zero entry. It is routine (and left to the reader)
to check that the first and third condition from Definition 3.3 follow from the equation µ(b)p,p.b = µ(b)p.a,p.ab for
any (a, b) ∈ I and p ∈ [2n]. To show this equation, it suffices to verify µ(b)p,p.b = µ(b)p.a,p.a.b since the latter
equals µ(b)p.a,p.ab. First let p ≤ n. If p.a > n, then p.a = p and the equation follows trivially. Therefore, let
p.a ≤ n. If also p.b ≤ n, then there exists r ∈ [n] with µ(a)p,p.a = µ(a)p.b,r and µ(b)p,p.b = µ(b)p.a,r since
the homomorphism µ is I -consistent. Hence the equation follows from r = p.ab. Finally, suppose p.b > n. Then
µ′(b)p,p.b = 1 and µ(b)p,r = 0 for all r ∈ [n]. Since µ is I -consistent, this implies µ(b)p.a,r = 0 for all r ∈ [n] and
therefore µ′(b)p.a,p.ab = 1 with p.ab = p.a + n. This proves the equation in question for p ∈ [n]. For p > n, we
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have
µ′(b)p,p.b = µ′(b)p,p.b
= µ′(b)p.a,p.ab by what we showed above since p ≤ n
= µ′(b)p.a,p.a.b
= µ′(b)p.a,p.a.b since p.a = p.a
= µ′(b)p.a,p.ab. 
5.2. From deterministic presentations to deterministic wACAs
Our next aim is to prove that any deterministic presentation can be transformed into an equivalent deterministic
wACA, i.e., we want to prove a deterministic version of Proposition 4.6. A first attempt would be to change
the proof of Proposition 4.6 accordingly. But this turns out to be problematic since even if A is deterministic, the
wACA A′ constructed in the proof of Proposition 4.10 is in general non-deterministic (all the other steps in the proof
go through verbatim). Our alternative proof strategy follows the ideas from [1] where a deterministic asynchronous
cellular automaton is constructed from an asynchronous mapping. But first, we show some technical results that turn
out to be useful later in this section.
From now on, let (in, µ, out) be a deterministic and complete n-dimensional presentation over M(Σ ).
Furthermore, let ι ∈ [n] be the unique state with in(ι) 6= 0. This means in particular that (in, µ, out) is I -consistent.
Then (in, µ, out) defines a mapping . : [n] × Σ ∗ → [n] by p.ε = p for all p ∈ [n], p.a = q where q ∈ [n] is
uniquely given by the condition µ(a)p,q 6= 0, and p.aw = (p.a).w for all p ∈ [n], a ∈ Σ and w ∈ Σ ∗.
Later, we will need the following consequence of I -consistency:
Lemma 5.4. Let a ∈ Σ , u ∈ Σ ∗ and p ∈ [n] such that (a, b) ∈ I for any letter b occurring in u. Then p.ua = p.au
and µ(a)p,p.a = µ(a)p.u,p.ua .
Proof. The first statement is shown by induction on the length of u. If u = ε, then p.ua = p.au is trivial.
Now suppose u = vb, any letter occurring in u is independent from a, and p.va = p.av. Now let q = p.v.
Then 0 /∈ {µ(a)q,q.a, µ(b)q.a,q.ab}. By I -consistency of the homomorphism µ, there is a state i ′ ∈ [n] with
0 /∈ {µ(b)q,i ′ , µ(a)i ′,q.ab}. Hence q.ba = q.ab. Now we have p.ua = q.ba = q.ab = p.vab = p.avb = p.au as
required.
We show the second statement by induction on the length of u where, again, the base case u = ε is trivial.
Therefore, let u = vb be such that all letters in u are independent from a. Again, let q = p.v. By the induction
hypothesis, we get µ(a)p,p.a = µ(a)q,q.a . Furthermore, from the first stipulation on I -consistent homomorphisms,
µ(a)q,q.a = µ(a)q.b,q.ba follows. Hence we have µ(a)p,p.a = µ(a)q,q.a = µ(a)q.b,q.ba = µ(a)p.u,p.ua . 
From the first of these properties, we can immediately infer that equivalent words lead to the same state: if u ∼ v,
then q.v equals q.u for any q ∈ [n]. Thus, we can define the mapping . : [n] ×M(Σ )→ [n] by q.[u] = q.u where u
is some word over Σ .
By [3, Cor. 8.3.18] there exists a mapping ϕ :M(Σ )→ S to some finite set S such that
• ϕ(s) = ϕ(t) implies ι.s = ι.t for any two traces s and t ,
• for any s ∈M(Σ ) and a ∈ Σ , the value ϕ(∂D(tp(a))(s)a) is determined by ϕ(∂D(tp(a))(s)) and by a ∈ Σ , and
• for any s ∈M(Σ ) and any A, B ⊆ T, the value ϕ(∂A∪B(s)) is determined by ϕ(∂A(s)), ϕ(∂B(s)), A, and B.
A mapping satisfying the second and third stipulation above is called asynchronous.
Lemma 5.5. Let s, t ∈M(Σ ) be traces such that ϕ∂m(s) = ϕ∂m(t) for all processes m ∈ T. Then ι.s = ι.t .
Proof. Let T = {m1,m2, . . . ,mn} and Ti = {m1,m2, . . . ,mi }. Then, since ϕ is asynchronous, we get inductively
ϕ∂Ti (s) = ϕ∂Ti (t). Since ∂T(s) = s and similarly for t , it follows ϕ(s) = ϕ∂T(s) = ϕ∂T(t) = ϕ(t). Hence, by the
first requirement on ϕ, we have indeed ι.s = ι.t . 
Lemma 5.6. Let s, t ∈ M(Σ ) be traces and a ∈ Σ` such that ϕ∂m(s) = ϕ∂m(t) for all m ∈ D(`). Then
ϕ∂`(sa) = ϕ∂`(ta) and µ(a)ι.s,ι.sa = µ(a)ι.t,ι.ta .
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Proof. Let s′ = ∂D(`)(s) and t ′ = ∂D(`)(t). Then there is a trace u with s′u = s and (a, b) ∈ I for any letter b
occurring in u. In particular, s′au = s′ua = sa ensuring µ(a)ι.s′,ι.s′a = µ(a)ι.s,ι.sa (by Lemma 5.4).
For any m ∈ D(`), we have ∂m∂D(`)(s) = ∂m(s). Hence ϕ∂m(s′) = ϕ∂m(s) = ϕ∂m(t) = ϕ∂m(t ′) for all
m ∈ D(`). Since ϕ is asynchronous, from ϕ∂m(s′) = ϕ∂m(t ′) for all m ∈ D(`), we obtain ϕ∂D(`)(s′) = ϕ∂D(`)(t ′).
Since ∂D(`) is idempotent, this implies ϕ(s′) = ϕ(t ′). From the first stipulation on ϕ, we infer ι.s′ = ι.t ′ and
therefore ι.s′a = ι.t ′a. But this implies trivially µ(a)ι.s′,ι.s′a = µ(a)ι.t ′,ι.t ′a and therefore by what we showed above
µ(a)ι.s,ι.sa = µ(a)ι.s′,ι.s′a = µ(a)ι.t ′,ι.t ′a .
Similarly to u, there is also a trace v ∈ M(Σ ) with t = t ′v and (a, b) ∈ I for any letter b occurring in v. Hence,
by Lemma 5.4, we get ι.ta = q.va and µ(a)ι.t ′,ι.t ′a = µ(a)ι.t ′v,ι.t ′va . 
From the asynchronous mapping ϕ, we will now define a deterministic weighted asynchronous cellular automaton
A = ((Qm)m∈T, (c`)`∈T, inA, outA) following the ideas from [1] (see [2] for an exposition).
• For all m ∈ T, the set of local states Qm equals S.
• Let q0 = (ϕ([ε])m∈T, inA(q0) = in(ι), and inA(q) = 0 for all q ∈
∏
m∈T Qm with q 6= q0.
• Let q = (qm)m∈T. If there is a trace s with qm = ϕ∂m(s) for all m ∈ T, then outA(q) = out(ι.s). Otherwise,
outA(q) = 0.
• Now let a ∈ Σ`, pm ∈ Qm for m ∈ D(`), and q` ∈ Q`. Suppose there is a trace s ∈M(Σ ) such that
– pm = ϕ∂m(s) for all m ∈ D(`) and
– q` = ϕ∂`(sa).
Then set c`(((pm)m∈D(`), a, q`)) = µ(a)ι.s,ι.sa . If no such trace s exists, then c`(((pm)m∈D(`), a, q`)) = 0.
By Lemma 5.5, the mapping outA :
∏
m∈T Qm → K is well-defined. The mapping c` : (
∏
m∈D(`) Qm)×Σ` → K
is well-defined by Lemma 5.6. Hence A = ((Q`)`∈T, (c`)`∈T, inA, outA) is a wACA. It remains to be shown that A
is deterministic. Clearly, there is at most one global state q with inA(q) 6= 0. Now let ` ∈ T, a ∈ Σ`, pm ∈ Qm for
m ∈ D(`) and q`, r` ∈ Q` with c`((pm)m∈D(`), a, q`) 6= 0 6= c`((pm)m∈D(`), a, r`). By the construction of c`, there
are traces s, t ∈M(Σ ) such that
• pm = ϕ∂m(s) = ϕ∂m(t) for all m ∈ D(`) and
• q` = ϕ∂`(sa) and r` = ϕ∂`(ta).
Then, from Lemma 5.6, we obtain q` = ϕ∂`(sa) = ϕ∂`(ta) = r`. Hence, indeed, the wACA A is deterministic.
We nowwant to show that the behavior of the deterministic wACAA equals the fps represented by the deterministic
presentation (in, µ, out).
Lemma 5.7. Let t = (V,≤, λ) ∈ M(Σ ) be some trace and r : V → ⋃m∈T Qm be a run such that, for any x ∈ V of
type `, we have c`((r−m (q0, x))m∈D(`), λ(x), r(x)) 6= 0. Then r(y) = ϕ(↓y) for all y ∈ V .
Proof. Let V = {x1, x2, . . . , xN } such that xi ≤ x j implies i ≤ j . Furthermore, let ti be the restriction of t to the
set of nodes {x1, x2, . . . , xi } and define ai = λ(xi ), `i = tp(ai ), and ki = c`i ((r−m (q0, xi ))m∈D(`i ), ai , r(xi )) for any
1 ≤ i ≤ N .
By induction on i , we show r(xi ) = ϕ(↓xi ). Since t0 = [ε], the base case is obvious.
Since c`i ((r
−
m (q
0, xi ))m∈D(`i ), ai , r(xi )) 6= 0, there exists s ∈ M(Σ ) such that ϕ∂m(s) = r−m (q0, xi ) for
any m ∈ D(`i ) and r(xi ) = ϕ∂`i (sa). Let m ∈ D(`i ). If the node ∂m(⇓xi ) is defined, then we obtain
ϕ∂m(⇓xi ) = r−m (q0, xi ) = ϕ∂m(s). If the node ∂m(⇓xi ) is undefined, then the trace ∂m(⇓xi ) is empty, hence
ϕ∂m(⇓xi ) = ϕ([ε]) = q0m = r−m (q0, xi ) = ϕ∂m(s). This enables Lemma 5.6 to be applied to the traces s and
⇓xi (in place of t). Hence r(xi ) = ϕ∂`i (sa) = ϕ∂`i (⇓xia) = ϕ(↓xi ). 
Lemma 5.8. Let t = (V,≤, λ) ∈ M(Σ ) be a trace and let r : V → S be given by r(x) = ϕ(↓x) for all x ∈ V . Then
rcost(q0, r, t) = µ(t)ι,ι.t .
Proof. Let V = {x1, x2, . . . , xN } such that xi ≤ x j implies i ≤ j . Furthermore, let ti be the restriction of t to the
set of nodes {x1, x2, . . . , xi } and define ai = λ(vi ), `i = tp(ai ), and ki = c`i ((r−m (q0, xi ))m∈D(`i ), ai , r(xi )) for any
1 ≤ i ≤ N .
146 D. Kuske / Theoretical Computer Science 374 (2007) 127–148
Let 1 ≤ i ≤ N . Consider the trace s = ∂D(`i )(ti−1). Then t↓xi = ti↓xi = ∂`i (ti ). On the other hand,
sai = [∂D(`i )(ti−1)] · ai = ∂`i (ti ) and the idempotence of ∂`i imply ∂`i (sai ) = ∂`i (ti ). Thus r(xi ) = ϕ(↓xi ) =
ϕ(t↓xi ) = ϕ(∂`i (s)).
Furthermore, ⇓xi = ∂D(`i )(ti−1) = s implies r−m (q0, xi ) = ϕ(∂m(⇓xi )) = ϕ∂m(s) for all m ∈ D(`i ). Thus, we
have ki = µ(ai )ι.s,ι.sai .
Since s = ∂D(`i )(ti−1), there exists s′ ∈ M(Σ ) with ti−1 = ss′. Since ai ∈ Σ`i , any letter occurring in s′ is
independent from ai . Hence, by Lemma 5.4, we get
ki = µ(ai )ι.s,ι.sai = µ(ai )ι.ti−1,ι.ti−1ai = µ(ai )ι.a1a2...ai−1,ι.a1a2...ai .
Now we can conclude
rcost(q0, r, t) =
∏
1≤i≤N
ki
=
∏
1≤i≤N
µ(ai )ι.a1a2...ai−1,ι.a1a2...ai .
Since the presentation (in, µ, out) is deterministic, we get
=
∏
pi∈[n]
p0=ι,pN=ι.t
µ(ai )pi−1,pi
= µ(t)ι,ι.t . 
Now we can show that the deterministic presentation (in, µ, out) and the deterministic wACA A have the same
behavior.
Proposition 5.9. Let (in, µ, out) be a deterministic and complete n-dimensional presentation and let A be the
deterministic wACA constructed above. Then (‖A‖, t) = ∑p,q∈[n] in(p) · µ(t)p,q · out(q) for all traces t = (V,≤,
λ) ∈M(Σ ).
Proof. Since the presentation is deterministic and complete, we get∑
p,q∈[n]
in(p)µ(t)p,qout(q) = in(ι)µ(t)ι,ι.tout(ι.t).
Observe the following
• By the construction of the wACA A, we have inA(q0) = in(ι).
• Let the run r be defined by r(x) = ϕ(↓x) for any x ∈ V . Then Lemma 5.8 ensures µ(t)ι,ι.t = rcost(q0, r, t). From
Lemma 5.7, we know that all other runs r ′ satisfy rcost(q0, r ′, t) = 0.
• Let (qm)m∈T = final(q0, r, t) and let m ∈ T. If there is no node x ∈ V with tp(x) = m, then qm = q0m =
ϕ([ε]) = ϕ∂m(t). Otherwise, we get qm = r(∂m(t)) = ϕ∂m(t). Hence, by the definition of the function outA, we
have outA(final(q0, r, t)) = out(ι.t).
Applying these observations to the equation above yields∑
p,q∈[n]
in(p)µ(t)p,qout(q) = inA(q0) · rcost(q0, r, t) · outA(final(q0, r, t))
=
∑
{inA(q0) · rcost(q0, r ′, t) · outA(final(q0, r ′, t)) | r ′ run on t}
since rcost(q0, r ′, t) = 0 for all runs distinct from r
=
∑{
inA(q) · rcost(q, r ′, t) · outA(final(q, r ′, t)) | q ∈
∏
m∈T
Qm, r ′ run on t
}
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since inA(q) = 0 for all q 6= q0
= (‖A‖, t). 
The following theorem summarizes the results of this section
Theorem 5.10. Let S :M(Σ )→ K be a fps. Then the following are equivalent
(1) S has a deterministic presentation
(3) S is the behavior of some deterministic wACA
(4) S is the behavior of some deterministic and complete wACA
(5) S has a deterministic and complete presentation
Proof. The implications (1) ⇒ (3) ⇒ (4) are Proposition 5.9 and Proposition 4.2, respectively. To prove the
implication (4) ⇒ (1), let A be some deterministic (and complete) wACA. Its canonical presentation is I -consistent
by Lemma 4.3; (D1) and (D2) are easily verified. The implication (1) ⇒ (5) is Proposition 5.3 and the converse
implication is trivial. 
Recall that any deterministic presentation is I -consistent by the very definition. Hence this theorem is an analogue
of the equivalences of (1), (3), (4), and (5) in Theorem 4.1. Recall that the second presentation in Example 3.2
satisfies (D1) and (D2) from Definition 5.1 but is not I -consistent. As any presentation, there exists an equivalent
I -consistent one. But this transformation via nondeterministic wACAs can in general destroy property (D2). Thus,
it is an open question as to whether I -consistency is necessary for Proposition 5.9 to hold. Similarly, it is not clear
whether S : M(Σ ) → K has a deterministic presentation as soon as T : Σ ∗ → K : u 7→ (S, [u]) has a presentation
with a deterministic underlying automaton.
6. Summary and open questions
We showed that any trace closed recognizable fps can be seen as a recognizable fps over the trace monoid and
vice versa (equivalence of (1) and (2) in Theorem 4.1). We also showed that any (deterministic) presentation can be
transformed into an equivalent (deterministic) weighted asynchronous cellular automaton and vice versa (equivalence
of (1) and (3) in Theorem 4.1 and Theorem 5.10). These transformations enabled us in particular to show that any
presentation is equivalent to an I -consistent (and complete) one. These transformations result in a doubly exponential
increase in the number of states of the presentations. It is not clear whether this can be avoided (see also Remark 4.11).
We also do not know whether presentations that just satisfy (D1) and (D2) from Definition 5.1 can be made I -
consistent. This would show that they are equivalent to deterministic wACAs. Finally, it is not clear whether any trace
closed fps whose presentation is based on a deterministic automaton can be seen as fps over the trace monoid with a
deterministic presentation.
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