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Abstract
We study the structure of the inverse limit of the graded algebras of local unitary invariant
polynomials using its Hilbert series. For k subsystems, we conjecture that the inverse limit is a
free algebra and the number of algebraically independent generators with homogenous degree
2m equals the number of conjugacy classes of index m subgroups in a free group on k − 1
generators.
Similarly, we conjecture that the inverse limit in the case of k-partite mixed state invariants
is free and the number of algebraically independent generators with homogenous degree m
equals the number of conjugacy classes of index m subgroups in a free group on k generators.
The two conjectures are shown to be equivalent.
To illustrate the equivalence, using the representation theory of the unitary groups, we
obtain all invariants in the m = 2 graded parts and express them in a simple form both in
the case of mixed and pure states. The transformation between the two forms is also derived.
Analogous invariants of higher degree are also introduced.
1 Introduction
Entanglement of a quantum state in a composite system is captured by the values of entanglement
measures, functions which are invariant under the action of some group modelling manipulations
which are performed locally, without interaction between the subsystems. In most cases, this group
is either the LU (local unitary) group which describes local transformations that can be applied
with probability one, or the SLOCC group (stochastic local operations and classical communication)
corresponding to transformations that can be done with nonzero probability[1]. For a review on
quantum entanglement, see [2]
Previous works focus mostly on composite systems with distinguishable constituents [3, 4, 5, 6],
all of which has the same Hilbert space dimension. Considering the LU group has the advantage that
invariant polynomials can be written in a form that is independent of the Hilbert space dimension,
at least when it is large enough.
The outline of the paper is as follows. In section 2 we summarize some facts about how the
algebra of polynomials in the coefficients of a state and their conjugates decomposes to irreducible
representations under the action of the local unitary group. In section 3 we present an exact
formula for the dimension of the subspace of degree 2m LU-invariant polynomials for any number
of subsystems provided the single particle state spaces are all at least m dimensional. We interpret
these dimensions as that of the degree m homogenous subspace of the inverse limit of the algebras
of LU-invariant polynomials. We conclude this section with a conjecture regarding the structure of
the inverse limit.
In section 4 we refine the derivation of the stable dimension formula, and conclude that in the
case when only one single particle state space is large enough, a relatively simple formula can also be
obtained, and has an interpretation in terms of mixed state polynomial invariants. In section 5 we
formulate and prove this correspondence rigorously, and we also repeat the inverse limit construction
in the case of mixed state invariants.
1
In section 6 the space of fourth order LU-invariants of multipartite quantum systems with
arbitrary dimensional single particle states is described completely. It is shown in particular, that
the dimension of this space is 2k−1 where k denotes the number of subsystems. The invariants are
expressed in terms of both pure and mixed states, and the transformation relating the two is also
found. In section 7 analogous invariants with higher degree are introduced.
2 Polynomial invariants under the local unitary group
Let k ∈ N and n = (n1, . . . , nk) ∈ Nk, and consider the complex Hilbert space Hn = Cn1⊗· · ·⊗Cnk
describing the pure states of a composite system with k distinguishable subsystems. The group of
local unitary transformations, LUn = U(n1,C)× · · · × U(nk,C), acts on H in the obvious way, i.e.
regarding Cni as the standard representation of U(ni,C).
The functionsHn → C which are polynomial in the coefficients and their conjugates with respect
to an arbitrary fixed basis are in one-to-one correspondence with the vectors in S(Hn ⊕ H∗n), the
symmetric algebra on Hn⊕H∗n on which an action of LUn is induced. We are looking for invariant
functions, i.e. vectors in the symmetric algebra which are fixed under this action.
As each graded part is fixed by LUn, it suffices to look at the homogenous subspaces. By the
isomorphism
Sp(Hn ⊕H
∗
n) ≃
p⊕
m=0
Sm(Hn)⊗ S
p−m(H∗n) (1)
these split further into LU -invariant subspaces. The action of Z(U(n1,C)) × {1} × · · · × {1} ≃
U(1) ∋ λ on Sm(Hn) ⊗ Sp−m(H∗n) is multiplication by λ
m−(p−m) = λ2m−p, implying that the
m = p2 term is the only one we need to look at. In particular, the order of an invariant polynomial
is always even. Note that this fact makes it convenient for us to use a grading on the algebra of
invariants which is different from the usual one, and take homogenous degree m elements to be
polynomials with degree m both in the components and their conjugates, which is actually a degree
2m (real) polynomial.
From now on, m will denote p2 . Observe that S
m(H∗n) = S
m(Hn)∗. Let
Sm(Hn) ≃
⊕
α∈A
cαVα (2)
be the decomposition to the orthogonal sum of isotypic subspaces, where cα are nonnegative integers
and A is a set labelling the isomorphism-classes of irreducible representations of LUn. Then
Sm(Hn)⊗ S
m(Hn)
∗ ≃
⊕
α,α′∈A
cαcα′Vα ⊗ V
∗
α′ (3)
The multiplicity of the trivial representation in Vα ⊗ V ∗α′ is 1 if α = α
′ and 0 if α 6= α′. We can
conclude that for α ∈ A there are three possibilities:
1. cα = 0, in this case we do not get any invariants
2. cα = 1, in this case there is a one dimensional subspace of invariant polynomials in Vα ⊗ V
∗
α ≤
Sm(Hn)⊗ Sm(H∗n), and we can choose a ”canonical” element spanning it
3. cα > 1, in this case we get a c
2
α dimensional space of invariants in which we can not find a
”distinguished” basis in any obvious way
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In sections 6 and 7 we will concentrate on those components for which the coefficient cα is
1. The above-mentioned distinguished element can be obtained as follows. Up to normalization,
there exists a unique inner product on Sm(Hn) which is invariant under the induced action of the
full unitary group acting on Hn. This follows from the fact that Sm(Hn) carries an irreducible
representation of this group. We choose the normalization so that for any ψ ∈ Hn, the equation
‖ψm‖ = ‖ψ‖m holds, where ψm = ψ ⊗ · · · ⊗ ψ ∈ Sm(Hn). Now let Pα denote the orthogonal
projection onto the irreducible subrepresentation indexed by α. The value of the distinguished
invariant polynomial on ψ ∈ Hn is then 〈ψm, Pαψm〉.
3 Stabilized dimensions of the spaces of invariant polynomi-
als
As it was mentioned in section 2, the dimension of the space of degree 2m polynomial invariants
on Hn is∑
α∈A
c2α (4)
where A is an index set labelling the equivalence classes of irreducible representations of the LU
group, and {cα}α∈A are the multiplicities of the irreducible representations in Sm(Hn).
Let ν be a partition of m (this fact will be denoted by ν ⊢ m). Denoting the corresponding
Schur functor by Sν , we have the following isomorphism [7]:
SνHn ≃
⊕
λ1,...,λk⊢m
Cνλ1...λkSλ1C
n1 ⊗ · · · ⊗ SλkC
nk (5)
where Cνλ1...λk is the multiplicity of Vν in Vλ1⊗· · ·⊗Vλk as a representation of the symmetric group
Sm, where Vν denotes the irreducible Sm-representation indexed by the partition ν. Denoting the
character of Vλ by χλ we can write
Cνλ1...λk = (χν , χλ1χλ2 · · ·χλk)Sm (6)
where we denoted by (·, ·)Sm the usual inner product on the space of class functions on Sm. Our
convention is that this inner product is semilinear in the first and linear in the second argument,
but this does not have much effect as all the appearing characters are real.
Note that Sλi(Hi) is the zero vector space if and only if |λi| > dimHi. Therefore when some of
the Hilbert spaces are less than m dimensional, some of the terms in eq. (5) may vanish, decreasing
the dimension of the space of invariants. On the other hand, if ∀i : ni ≥ m, this dimension is
independent of the exact values of the ni, meaning that for sufficiently large single particle state
spaces the dimension stabilizes, and depends only on k and m.
Let Ik,n denote the graded algebra of polynomials over Hn which are invariant under the action
of LUn. Suppose that n, n
′ ∈ Nk such that n ≤ n′ with respect to the componentwise (product)
order. Then we have the inclusion ιn,n′ : Hn →֒ Hn′ which is the tensor product of the usual
inclusions Cni →֒ Cn
′
i sending an ni-tuple to the first ni components. We can similarly regard LUn
as a subgroup of LUn′ which stabilizes the image of ιn,n′ , and thus ιn,n′ is an LUn-equivariant linear
map. Therefore it induces a morphism of graded algebras ̺n,n′ : Ik,n′ → Ik,n (note that the algebra
of polynomials on a vector space is the symmetric algebra of its dual space, which is a contravariant
construction).
Clearly, ιn,n is the identity and if n ≤ n′ ≤ n′′ then ιn′,n′′ ◦ ιn,n′ = ιn,n′′ , which implies that
̺n,n = idIk,n and ̺n,n′ ◦ ̺n′,n′′ = ̺n,n′′ . The central object which we study is the inverse limit of
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this system of graded algebras and their morphisms:
Ik := lim←−
n∈Nk
Ik,n =

(fn)n∈Nk ∈ ∏
n∈Nk
Ik,n
∣∣∣∣∣∀n ≤ n′ : fn = ̺n,n′fn′

 (7)
Note that as the product is taken in the category of graded algebras, it consists of sequences with
bounded degree. We will call Ik the algebra of LU-invariants.
Lemma 1. Suppose that n, n′ ∈ Nk and n ≤ n′. Let m ∈ N such that for all i we have m ≤ ni.
Then the restriction of ̺n,n′ is an isomorphism (of vector spaces) between the spaces of homogenous
degree m elements of Ik,n′ and Ik,n.
Proof. As it was already noted, the dimension of the two homogenous parts is equal. We will show
that ̺n,n′ is injective on elements of degree at most m.
Suppose first that for some 1 ≤ i ≤ k, ni = n′i−1 and for j 6= i nj = n
′
j . Let {e1,1,...,1, . . . , en′1,...,n′k}
be the basis of Hn′ formed by tensor products of standard basis elements of the Cni . Then the
algebra of real polynomials is generated by the coordinate functions {e∗1,1,...,1, . . . , e
∗
n′1,...,n
′
k
} and
their conjugates {e∗1,1,...,1, . . . , e
∗
n′1,...,n
′
k
}.
Let f ∈ Ik,n′ be a degree m homogenous polynomial such that ̺n,n′f = 0. This means that f
vanishes on the image of ιn,n′ . Denoting by Ja the ideal generated by elements of the form {ej1,...,jk}
such that ji = a, we can reformulate this fact as f ∈ Jni . Note that f is invariant under the action
of LUn, and we have the subgroup Sni ≤ LUn which permutes the basis elements in the ith factor
Cni , therefore f is also contained in the ideals J1, . . . , Jni .
But the intersection of the ideals J1, . . . , Jn1 is their product, therefore f is in the ideal generated
by n1-fold products of the coordinate functions. As f is LUn-invariant, its terms must contain the
same number of conjugate coordinate functions, and therefore its homogenous parts of degree less
then n1 vanish. m ≤ n1 implies that f = 0.
For the general case, observe that if n ≤ n′ then ̺n,n′ can be written as a composition of the
maps considered above (or is the identity in the case of n = n′), and hence also injective.
This lemma means that every element of Ik is represented in some Ik,n (it suffices to take n to be
(m,m, . . . ,m) with m the degree of the element), and that if nmin = min{ni} then the factors of Ik
and Ik,n by the ideals generated by homogenous elements of degree at least nmin+1 are isomorphic.
Therefore, the algebras Ik,n and Ik are closely related, while the latter seems considerably simpler
to study. Our next aim will be to calculate the Hilbert series of Ik.
Let dk,m denote the stabilized dimension of degree m LU-invariants for a composite system of
k subsystems for which a remarkable formula was found by Hero and Willenbring [8]. We present
here a slightly different derivation for later convenience. The value of dk,m can be expressed as
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follows:
dk,m =
∑
λ1,...,λk⊢m
C2(m)λ1,...,λk
=
∑
λ1,...,λk⊢m
(χ(m), χλ1 · · ·χλk)
2
=
∑
λ1,...,λk⊢m
(χλ1 · · ·χλk−1 , χλk)(χλk , χλ1 · · ·χλk−1)
=
∑
λ1,...,λk−1⊢m
(χλ1 · · ·χλk−1 , χλ1 · · ·χλk−1)
=
∑
λ1,...,λk−1⊢m
(χ(m), χ
2
λ1 · · ·χ
2
λk−1)
= (χ(m),
∑
λ1,...,λk−1⊢m
χ2λ1 · · ·χ
2
λk−1
)
= (χ(m),
(∑
λ⊢m
χ2λ
)k−1
)
(8)
For a finite group G, the sum of the squares of absolute values of the characters of inequivalent
irreducible representations gives the character of the representation on the group algebra CG by
conjugation. The value of this character on g is the number of the elements in G which commute
with g. Therefore, denoting by R a set of representatives of the conjugacy classes in Sm we have
that
(χ(m),
(∑
λ⊢m
χ2λ
)k−1
) =
1
|G|
∑
g∈Sm
χconj.(g)
k−1
=
1
|G|
∑
g∈R
|CSm(g)|χconj.(g)
k−1
=
1
|G|
∑
g∈R
|Sm|
|ZSm(g)|
|ZSm(g)|
k−1
=
∑
g∈R
|ZSm(g)|
k−2
(9)
where ZG(g) denotes the centralizer, and CG(g) denotes the conjugacy class of g.
Conjugacy classes in Sm may be conveniently labelled by cycle types, which are m-tuples of
nonnegative integers, the jth integer being the number of j-cycles when an (arbitrary) element
of the given conjugacy class is written as a product of disjoint cycles. Clearly, a = (a1, . . . , am)
describes a cycle type if and only if it consists of nonnegative integers and
m∑
i=1
iai = m (10)
holds. We will denote this fact by a  m.
If g is an element with cycle type a, then the order of its centralizer is given by the formula
|CSm(g)| =
m∏
i=1
iaiai! (11)
5
We conclude that
dk,m =
∑
am
(
m∏
i=1
iaiai!
)k−2
(12)
The Hilbert series of the algebra Ik is the formal power series∑
m≥0
dk,mt
m (13)
Using eq. (12) this can be rewritten as
∑
m≥0
dk,mt
m =
∑
m≥0
∑
am
(
m∏
i=1
iaiai!
)k−2
tm
=
∑
a1,a2,...≥0
m∏
i=1
(iaiai!)
k−2
tiai
=
∏
i≥1

∑
a≥0
(iaa!)k−2tia


=
∏
d≤1
(1− td)−ud(Fk−1)
(14)
where in the last row ud(G) denotes the number of conjugacy classes of index d subgroups of a
group G and Fk−1 is the free group on k − 1 generators. This last equality can be found in [9].
The formula obtained suggests the following conjecture (here we return to the usual grading,
which differs from the previously used one by a factor of two):
Conjecture 1. The algebra of LU -invariants Ik of k-partite quantum systems is free, and the
number of degree 2d invariants in an algebraically independent generating set equals the number of
conjugacy classes of index d subgroups in the free group on k − 1 generators.
4 Mixed state entanglement
Observe that the derivation in eq. (8) remains valid when we only assume that dimHk ≥ m with
some modification. If H = H1 ⊗ · · · ⊗ Hk where dimHi = ni and nk ≥ m then
d(n1,...,nk−1),m := dim(S
2m(H⊕H∗))LU
= (χ(m),
k−1∏
i=1

 ∑
λ⊢m
|λ|≤ni
χ2λ

) (15)
Moreover, in this case we do not need nk → ∞ to have stabilization for every m, the condition
nk ≥ n1 · n2 · · · · · nk−1 is sufficient.
An important special case is when ni = 2 for i ≤ k. In this case the above formula reduces to
d(2,...,2),m = dim(S
2m(H⊕H∗))LU
= (χ(m),

∑
λ⊢m
|λ|≤2
χ2λ


k−1
)
(16)
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One can also find a physical interpretation of this condition. Regarding HS := H1⊗ · · · ⊗Hk−1
as the Hilbert space of an open quantum system interacting with its environment with state space
HENV := Hk, the condition above ensures that every mixed state over HS arises as the reduced
state of a pure state of H = HS ⊗HENV .
Recall that in this case given a mixed state ̺ ∈ End(HS) we can find a vector ψ ∈ H (called a
purification of ̺) such that ̺ = TrENV ψψ
∗ and that ψ is unique up to transformations of the form
idHS⊗U where U ∈ U(HENV ). As TrENV : End(HS⊗HENV )→ End(HS) is GL(HS)×U(HENV )-
equivariant, we have that purification gives a bijection between LU -equivalence classes of mixed
states over HS and pure states in H with the partial trace as inverse.
Denoting the set of mixed states over a Hilbert space H by
D(H) := {A ∈ End(H)|A ≥ 0,TrA ≤ 1} (17)
and the set of unit vectors by
P (H) := {ψ ∈ H|‖ψ‖2 = 1} (18)
we can write the commutative diagram
P (H)
TrENV ◦P// //

D(HS)

P (H)/LU
∼ //___ D(HS)/LU
(19)
where P : H → End(H) is defined by ψ 7→ ψψ∗, LU = U(H1)× · · ·×U(Hk−1)×U(Hk) is the local
unitary group acting in the obvious way and the vertical arrows are the factor maps. Note that
when nk < n1 · n2 · · · · · nk−1, the lower horizontal map making this diagram commutative (as well
as TrENV ◦P ) fails to be surjective.
5 Mixed state polynomial invariants
We have seen that the LU -equivalence problem of mixed states can be reduced to the LU -equivalence
problem of pure states. To deal with this latter problem, one usually seeks for (real) polynomials
on the Hilbert space of the composite system which are invariant under the induced action of the
LU -group. The reason for this is that invariant polynomials are relatively easy to handle, while
still separate the orbits.
In the case of mixed states, polynomial invariants are not the ones which are physically most
important for the quantification of entanglement, but they are equally well-suited for determining
whether two states are equivalent as in the case of pure states. Using the fact that TrENV ◦P :
P (H) → D(HS) is an equivariant polynomial function (of degree 2), from a polynomial invariant
f : D(HS)→ C on pure states we can always construct one on mixed states, namely f ◦TrENV ◦P .
Similarly, if we are given an invariant g : P (H) → C, we can pull it back via the isomorphism
D(HS)/LU → P (H)/LU to obtain an invariant on mixed states:
C
P (H)
TrENV ◦P// //

g
OO
D(HS)

ggO
O
O
O
O
O
O
P (H)/LU
∼ //
??
D(HS)/LU
(20)
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The two constructions are clearly inverses of each other, but it is not clear that f is polynomial
whenever f ◦ TrENV ◦P is polynomial.
To prove this, observe that the map Sm(End(HS))→ S2m(H⊕H∗) defined by f 7→ f◦TrENV ◦P2
is an injective linear map where P = P2 ◦ P1 and P1 : H → H ⊕ H∗ is defined by ψ 7→ ψ ⊕ ψ∗
while P2 : H⊕H∗ → H⊗H∗ is defined by ψ ⊕ ϕ∗ 7→ ψϕ∗. As the appearing vector spaces are by
assumption finite dimensional, we need to show that these dimensions are equal.
Let HS = H1 ⊗ · · · ⊗ Hk−1 be the state space of a composite quantum system, and HENV the
state space of its environment as before, and let H = HS ⊗HENV denote the Hilbert space of the
joint system composed from the two. Then
S2m(H⊕H∗)U(HENV ) ≃ Sm(H)⊗ Sm(H∗)U(HENV )
≃

 ⊕
λ,λ′⊢m
SλHS ⊗ SλHENV ⊗ Sλ′H
∗
S ⊗ Sλ′H
∗
ENV

U(HENV )
≃
⊕
λ⊢m
(SλHS ⊗ SλHENV ⊗ SλH
∗
S ⊗ SλH
∗
ENV )
U(HENV )
≃
⊕
λ⊢m
SλHS ⊗ SλH
∗
S
≃ Sm(HS ⊗H
∗
S) = S
m(End(HS))
(21)
as GL(HS)× U(HENV )-modules where we have used that
(SλHENV ⊗ SλH
∗
ENV )
U(HENV ) ≃
{
C if dimHENV ≥ |λ|
0 if dimHENV < |λ|
(22)
with the trivial representation on C and that SλHS ≃ 0 iff |λ| > dimHS ≤ dimHENV
Similarly to the case of pure state invariants, we may construct the inverse limit of all the
algebras of invariant polynomials with a fixed number of subsystems.
For k ∈ N and n ∈ Nk, let Imixedk,n denote the algebra of LUn-invariant (real) polynomials on
End(Hn). The inclusions ιn,n′ : Hn → Hn′ induce also in this case the maps ̺n,n′ : Imixedk,n′ → I
mixed
k,n
with similar composition properties. Let us consider the inverse limit of this system:
Imixedk := lim←−
n∈Nk
Imixedk,n =

(fn)n∈Nk ∈ ∏
n∈Nk
Imixedk,n
∣∣∣∣∣∀n ≤ n′ : fn = ̺n,n′fn′

 (23)
As in the case of pure state invariants, this inverse limit also has the property that every element
is represented in some Imixedk,n , and that there is no difference between I
mixed
k,n and I
mixed
k when we
consider only elements with degree at most the minimum of the dimensions {ni}1≤i≤k.
The above-shown correspondence between mixed and pure state invariants is clearly reflected
in the isomorphism Imixedk ≃ Ik+1 induced by the isomorphisms
Imixedk,(n1,...,nk) ≃ Ik+1,(n1,...,nk,n1·...·nk) (24)
described above. Note that the grading of Imixedk is the usual which is to be contrasted with the
extra factor of 2 in the grading of Ik. With this convention, the map f 7→ f ◦ TrENV ◦P respects
the degree.
We can also formulate our conjecture in terms of mixed state invariants:
Conjecture 2. The algebra of mixed state LU -invariants Imixedk of k-partite quantum systems is
free, and the number of degree d invariants in an algebraically independent generating set equals the
number of conjugacy classes of index d subgroups in the free group on k generators.
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6 Degree four invariants
In this section we investigate the m = 2 case. We will see that this case is special in that S2H is
the direct sum of irreducible representations with multiplicity at most one. Indeed, we only need
to observe that the two representations of S2, the trivial and the alternating one are both one
dimensional, hence the tensor product of their arbitrary powers is irreducible. To be specific, as
χ(2) is constant 1 and χ(1,1) is 1 on the identity and −1 on the other element,
(χ(2), χ
a
(2)χ
b
(1,1))S2 =
1
2
(1 + (−1)b) =
{
1 b even
0 b odd
(25)
Consequently, the irreducible components of S2(H) can be indexed by even-element subsets of
{1, . . . , k}, with a bijection sending the set A to the component in which Hj ’s alternating power
appears iff j ∈ A. The subspace corresponding to A will be denoted by VA. It follows that the
dimension of the space of fourth order G-invariant polynomials is 2k−1.
Our next aim is to construct an orthonormal basis in VA for each possible subsetA. We would like
to express elements of S2(H) in terms of a computational basis inH. Let {ej,i|1 ≤ j ≤ k, 1 ≤ i ≤ nj}
be a set of vectors such that {ej,i}1≤i≤nj is an orthonormal basis in Hj . Let us now introduce the
following short notation: ei1i2...ik := e1,i1 ⊗ e2,i2 ⊗ . . . ⊗ ek,ik ∈ H, where 1 ≤ ij ≤ nj (for all
1 ≤ j ≤ k). The set of vectors of this form is an orthonormal basis in H. Elements of the
symmetric algebra S(H) are polynomials in these vectors, in particular, a vector of Sm(H) is a
degree m homogenous polynomial.
Let i0,1, i0,2, . . . , i0,k, i1,1, i1,2, . . . , i1,k be fixed integers such that 1 ≤ i0,j ≤ i1,j ≤ nj for all
1 ≤ j ≤ k, and i0,j 6= i1,j whenever j ∈ A. Let us now consider the vector
v =
1∑
b1,...,bk=0
(−1)|A∩B|eib1,1ib2,2...ibk,kei1−b1,1i1−b2,2...i1−bk,k (26)
where B = {j ∈ [k]|bj = 1}. We claim that this is an element of VA, moreover, vectors of this type
form a basis of VA and are pairwise orthogonal.
Clearly, when we construct two vectors v and v′ this way starting from different sets of indices,
then not only v and v′ are orthogonal, but any term appearing in the above expression of v is
orthogonal to any term in v′. It is also easy to see that the span of these vectors is G-invariant.
The highest weights can be read off from the vector with smallest possible indices, namely, for j /∈ A,
the highest weight for the jth factor in G is (2), while for j ∈ A it is (1, 1). Therefore, vectors of
this type span VA. Note, that this is consistent with the fact that the number of admissible sets of
indices is∏
j∈{1,...,k}\A
(
nj + 1
2
)∏
j∈A
(
nj
2
)
= dimVA (27)
for a fixed subset A.
We calculate next the norm squared of the elements of this basis. The sum has 2k terms, but
they are not necessarily distinct. More precisely, each term appears with the same multiplicity,
which is easily seen to be 2c+1 if c := {j ∈ [k]|i0,j = i1,j} < k and 2k if c = k. The latter case can
only be realized if A = ∅. The norm of a single term is 1 if c = k, and 1√
2
otherwise. To sum up,
the norm squared of v is
‖v‖2 =
{
2k
2c+1 (2
c+1)2 12 = 2
k+c if c < k
(2k)2 if c = k
(28)
A formula which gives back both cases is ‖v‖2 = 2k+c.
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The invariant associated to the subrepresentation VA is therefore given by
IA(ψ) = 2
−k ∑
1≤i01≤i11≤ni
...
1≤i0k≤i1k≤nk
2−c
∣∣∣∣∣∣
1∑
b1,...,bk=0
(−1)|A∩B|ψib1,1ib2,2...ibk,kψi1−b1,1i1−b2,2...i1−bk,k
∣∣∣∣∣∣
2
(29)
with B and c as above, and ψ =
∑
ψi1i2...ikei1i2...ik .
According to section 5, we can also find 2k−1 linearly independent polynomial invariants of
degree 2 on the space of mixed states of a k − 1-partite quantum system. A convenient choice is
the following one. Let A ⊆ [k − 1] and let
TrA : End(H1 ⊗ · · · ⊗ Hk−1)→ End(
k⊗
i=1
i/∈A
Hi) (30)
denote the partial trace over the subsystems whose index is in A. Then for a mixed state ̺ ∈
End(H1 ⊗ · · · ⊗ Hk−1)
̺ 7→ Tr((TrA ̺)
2) (31)
is clearly a local unitary invariant, and as A runs through different subsets of [k− 1], we obtain this
way a linearly independent set of local unitary invariants.
To relate the two bases, let us introduce an environment to the k − 1 particle system, and note
that Tr((TrA ̺)
2) = Tr((TrA∪{k} ψψ∗)2) = Tr((Tr[k−1]\A ψψ∗)2) for some ψ. We have the following
proposition:
Proposition 1. Let IA(ψ) be as above and JA(̺) = Tr((TrA ̺)
2). Then
JS(ψψ
∗) =
∑
A⊆[k]
(−1)|A∩S|IA(ψ) (32)
and
IA(ψψ
∗) = 2−k
∑
B⊆[k]
(−1)|A∩B|JB(ψ) (33)
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Proof. Let ψ =
∑
i1,...,ik
ψi1...ikei1 ⊗ · · · ⊗ eik . Then∑
A⊆[k]
(−1)|A∩S|IA(ψ) =
∑
i01≤i11
...
i0k≤i1k
2−(k+c)
∑
A⊆[k]
(−1)|A∩S|
∑
b1,...,bk
b′1,...,b
′
k
(−1)|A∩B|(−1)|A∩B
′|·
· ψ
i
b1
1 ...i
bk
k
ψ
i
1−b1
1 ...i
1−bk
k
ψ
i
b′
1
1 ...i
b′
k
k
ψ
i
1−b′
1
1 ...i
1−b′
k
k
=
∑
i01≤i11
...
i0k≤i1k
2−c
1∑
b1,...,bk=0
ψ
i
b1
1 ...i
bk
k
ψ
i
b1+s1
1 ...i
bk+sk
k
ψ
i
b1+s1
1 ...i
bk+sk
k
ψ
i
b1
1 ...i
bk
k
=
∑
i01,...i
0
k
i11,...,i
1
k
2−k
1∑
b1,...,bk=0
ψ
i
b1
1 ...i
bk
k
ψ
i
b1+s1
1 ...i
bk+sk
k
ψ
i
b1+s1
1 ...i
bk+sk
k
ψ
i
b1
1 ...i
bk
k
=
∑
i01,...i
0
k
i11,...,i
1
k
ψi01...i0kψi
s1
1 ...i
sk
k
ψis11 ...i
sk
k
ψi01...i0k
= Tr(TrS ψψ
∗)2 = JS(ψψ∗)
(34)
where B = {i|bi = 1} and similarly for B′ and S, superscripts are understood modulo 2, and we
have used the identity∑
A⊆[k]
(−1)|A∩S|+|A∩B|+|A∩B
′| =
∑
A⊆[k]
∏
a∈A
(−1)1a∈S+1a∈B+1a∈B′
=
∏
a∈[k]
(
1 + (−1)1a∈S+1a∈B+1a∈B′
)
=
{
2k if B′ = S△S′
0 else
(35)
where △ denotes the symmetric difference.
In the other direction:
2−k
∑
B⊆[k]
(−1)|A∩B|JB(ψψ∗) = 2−k
∑
B⊆[k]
(−1)|A∩B|
∑
S⊆[k]
(−1)|B∩S|IS(ψ)
= 2−k
∑
S⊆[k]
IS(ψ)
∑
B⊆[k]
(−1)|A∩B|+|B∩S|
= IA(ψ)
(36)
since ∑
B⊆[k]
(−1)|A∩B|+|B∩S| =
∑
B⊆[k]
∏
b∈B
(−1)1b∈A+1b∈S
=
∏
b∈[k]
(1 + (−1)1b∈A+1b∈S )
=
{
2k if A = B
0 else
(37)
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Note that one can easily form an entanglement monotone from each JA, as follows [10]:
ηA =
2|S|
2|S| − 1
(1− JA) (38)
and this quantity takes its values between 0 and 1.
From the Brennen [11] form it also follows that the Meyer-Wallach measure [12] can be expressed
as
Q(ψ) = 2−
2
k
k∑
i=1
J{i} = 2−
2
k
k∑
i=1
∑
A⊆[k]
(−1)|A∩{i}|IA
= 2−
2
k
∑
A⊆[k]
IA
k∑
i=1
(−1)|A∩{i}| = 2−
2
k
∑
A⊆[k]
(k − 2|A|)IA
= 2
∑
A⊆[k]
IA −
2
k
∑
A⊆[k]
(k − 2|A|)IA =
∑
A⊆[k]
(
2−
2
k
(k − 2|A|)
)
IA
=
∑
A⊆[k]
4|A|
k
IA
(39)
7 Invariants of higher order
We turn to the general m ≥ 2 case, and construct invariants analogous to the ones introduced
in section 6. We consider the two simplest irreducible representations of Sm, the trivial and the
alternating one, corresponding to symmetric and alternating powers in eq. (5). It is easy to see
that
V(m) ⊗ · · · ⊗ V(m) ⊗ V(1,1,...,1) ⊗ · · · ⊗ V(1,1,...,1)︸ ︷︷ ︸
b times
≃
{
V(m) if b is even
V(1,1,...,1) if b is odd
(40)
Consequently, in the decomposition of Sm(H) to irreducibles we can find Sλ1H1 ⊗ . . . ⊗ SλkHk
with multiplicity one (zero) when among the λs only (m) and (1, 1, . . . , 1) are present and the
latter appears an even (odd) number of times (note, that tensor product is commutative up to
isomorphism).
This means that again we have a family of local unitary invariants, labelled by even-element
subsets of {1, . . . , k}, mapped bijectively to the set of irreducible subrepresentations of Sm(H)
built up from symmetric and alternating powers of the representations Hj with an even number of
alternating powers. Again, the subspace corresponding to the subset A ⊆ {1, . . . , k} will be denoted
by VA.
For a fixed subset A, let (ij,l)1≤j≤k,1≤l≤m be integers such that if j /∈ A, then 1 ≤ ij,1 ≤ ij,2 ≤
. . . ≤ ij,m ≤ nj and if j ∈ A, then 1 ≤ ij,1 < ij,2 < . . . < ij,m ≤ nj . From these indices we can form
the vector
∑
pi1,...,pik∈Sm
m∏
j=1
χλj (πj)ei1,pi1(1)i2,pi2(1)...ik,pik(1)ei1,pi1(2)i2,pi2(2)...ik,pik(2) . . . ei1,pi1(m)i2,pi2(m)...ik,pik(m) (41)
where λj = (m) if j /∈ A and λj = (1, 1, . . . , 1) if j ∈ A, χλ is the character of the corresponding
Specht module, i.e. constant 1 if λ = (m) and the sign of the permutation if λ = (1, 1, . . . , 1). v is
then an element of VA, vectors of this form span VA and they are pairwise orthogonal for different
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(multi)sets of indices. As there does not seem to exist a simple formula for the norm squared of
these vectors, we cannot give the general form of the corresponding invariant.
It would be interesting to relate these invariants with those obtained from invariants on mixed
states of a k− 1-particle quantum system via the isomorphism f 7→ f ◦TrENV ◦P . It is interesting
to note that formulas analogous to the m = 2 case stated in the proposition above but with the
exponent m in eq. (31) instead of 2 do not hold.
8 Conclusion
Starting from the algebras of local unitary invariant polynomials on k-partite quantum systems
with arbitrary dimensional single particle state spaces we have introduced a single algebra, their
inverse limit (in the category of graded algebras) with respect to the homomorphisms induced by
inclusions. Unlike in the case of the individual algebras, its Hilbert series can be given by a relatively
simple formula. Rewriting it in the form of an infinite product, we formulated the conjecture that
this algebra is free with ud(Fk−1) homogenous generators of degree d.
The same program can be carried out in the case of mixed states, and the resulting algebras
turn out to be the same as in the case of pure states with a shift in the number of subsystems. This
phenomenon is already present in the case of a single k− 1-partite mixed state over a Hilbert space
with finite dimension and its purification, a k-partite pure state in the state obtained by tensoring
with a sufficiently large Hilbert space representing the environment.
As an illustration we have given all fourth order local unitary invariants of pure states of quantum
systems with distinguishable constituents having arbitrary (and not necessarily equal) dimensional
Hilbert spaces, as well as all degree two invariants of mixed states with one less subsystems. The
two vector spaces are given with two bases which are particularly simple from the two points of
view, and the linear transformation relating the two bases is calculated. Analogous invariants of
higher order have also been constructed.
Note that the conjecture is easily verified to be true in the simplest k = 2 case. The algebra
of LU-invariants of a bipartite quantum system are known to be generated by the traces of the
positive integer powers of the reduced density matrix, and therefore we have one generator in every
even homogenous part, which are algebraically independent. On the other hand, the free group on
one generator is isomorphic to Z, which clearly has exactly one index m subgroup for all m ≥ 1.
Even if the general case turned out to be true, it would remain a great challenge to find a way
to map a conjugacy class of subgroups of Fk−1 to an LU-invariant in an algebraically independent
generating set.
It is interesting to note in the light of this equivalence of pure and mixed state classification that
a general theory of bipartite mixed entanglement is still missing, and for pure tripartite states, also
only partial results exist. It is remarkable that the well understood case of two-qubit mixed states
is related to the pure states of a 2× 2× n system, for which a complete classification has also been
obtained [13].
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