Abstract-Film industry is the most important component of Entertain ment industry. Profit and Loss both are very high for this business. Before release of a particular movie, if the Production House or distributors gets any type of prediction that how the film will do business, then it can be helpful to reduce the risk. In this paper we have proposed, back propagation neural network for predict ion about the business of a movie. Note that, this method is successfully applied in the field of Stock Market Predict ion, Weather Pred iction and Image Processing.
I. Introduction
A movie [1] , also called a film or motion p icture, is a series of still or mov ing images. It is produced by recording photographic images with cameras, or by creating images using animation techniques or visual effects. The process of filmmaking has developed into an art form and has created an industry in itself.
Films are cultural artifacts created by specific cultures, which reflect those cultures, and, in turn, affect them. It is considered to be an important art form, a source of popular entertainment and a powerful method for educating or indoctrinating cit izens. The visual elements of cinema give motion pictures a universal power of communication.
Film Industry is an important part of present-day mass med ia industry or entertainment industry (also informally known as show business or show biz). This industry [2] consists of the technological and commercial institutions of filmmaking: i.e. film production companies, film studios, cinematography, film production, screenwriting, pre -production, post production, film festivals, d istribution; and actors, film directors and other film crew personnel. [11] , and Temperature Prediction system [12] etc. Here we have proposed a method based on back propagation neural network for prediction of profit/loss of a movie based on some predefined genres. The formulat ion of the problem is presented in the next section. Section III describes our proposed method. The method is presented in the form of an algorithm in section III-A. Experimental results on ten movies selected randomly fro m a g iven database can be found in section IV. Concluding remarks and scope for further work has been incorporated in section V.
II. Statement of the Problem
Every Film can be identified by certain film genres. In film theory, genre [13] refers to the method based on similarities in the narrative elements from which films are constructed. Most theories of film genre are borrowed fro m literary genre crit icis m. So me basic film genres are -act ion, adventure, animat ion, biography, comedy, crime, drama, family, fantasy, horror, mystery, romance, science-fict ion, thriller, war etc. One film can belong to more than one genre. Like the movie tit led "Avatar (2009)" belongs to [14] action, adventure, and fantasy genres. Note that the factors such as the overall rating giv ing by the viewers, reputation of the film distributors and present popularity of actor/actress performed for the film, has been taken care of by the inclusion of the following 3 attributesDistributor reputation, overall rating and Casting rat ing. All these rating are given in 10-scale rat ing. We have used all these 23 attribute's and normalized profit percentage value to train the neural network. After training we have used it to pred ict the normalized profit percentage of a given movie.
Artificial neural network [15] learning methods provide a robust approach to approximating real-valued, discrete-valued, and vector-valued target functions. For certain types of problems, such as learning to interpret complex real-world sensor data, artificial neural networks are among the most effective learning methods currently known.
Artificial neural network are applied in image recognition and classification [16] , image processing
[17], feature extraction fro m satellite images [18] , cash forecasting for a bank branch [19] , stock market prediction [20] , decision making [21] , temperature forecasting [22] , ato mic mass prediction [23] , Prediction of Thro mbo-embolic St roke [24] , t ime series prediction [25] , forecasting groundwater level [26] .
Back-propagation is a co mmon method of teaching artificial neural networks about how to perform a given task. It is a supervised learning method. It is most useful for feed-forward networks [27] .
Back-propagation neural network is successfully applied in image co mpression [28] , satellite image classification [29] , irregular shapes classification [30] , email classificat ion [31] , time series prediction [32] , bankruptcy prediction [33] , and weather forecasting [34] .
III. Proposed Method
In this paper, we have proposed a method that uses a mu ltilayer feed-forward neural network as shown in Fig  1. Note that, a multilayer feed-forward neural network consists of an input layer, one or more hidden layers, and an output layer.
Here the back-propagation algorith m [35] Since we have 23 attributes to be considered for this method, we need 23 nodes in the input layer, we have taken 10 nodes in the hidden layer and 1 node in the output layer.
Note that input nodes have received real numbers that represents the values of the individual genres. A positive (negative) real nu mber is generated at the output node which indicates the predicted profit (loss) of the movie of under consideration.
We have used a database of released movie in the year 2011 [36] 
Algorithm
Back-propagation Neural netwo rk learn ing for prediction, using the back-propagation algorithm. 
Method
Step1. Initialize all weights and biases in network ;
Step2. While terminating condition is not satisfied {
Step3. For each training instance X in D { // propagate the inputs forward:
Step4. For each input layer unit j {
Step5. // output of an input unit is its actual input value
Step6. For each hidden or output layer unit j { Step7. = ∑ //compute the net input of unit j with respect to the
Previous layer, i
Step8.
;} // compute the output of each unit j // Back propagate the errors:
Step9. For each unit j in the output layer
Step10. = ( ) ; // compute the error
Step11. For each unit j in the hidden layers, from the last to the first hidden layer
Step12. = ( ) ∑ ; / compute the error with respect to the next higher
Layer, k
Step13. For each weight in network {
Step14.
; // weight increment
Step15.
; // weight update
Step16. For each bias in network {

Step17. Δ = ; // bias increment
Step18. = ; // bias update
Step19. }}
Step20. Stop
At first, the weights in the network are in itialized to small rando m nu mbers [39] , bias associated with each unit also initialized to small random numbers.
The training instance from mov ie database is fed to the input layer. Next, the net input and output of each unit in the h idden and output layers are co mputed. A hidden layer or output layer unit is shown in Where is the connection weight fro m unit i, in the previous layer to unit j; is the output of unit i from the previous layer; and is the bias of the unit.
As shown in the Fig 2, each unit in the hidden and output layers takes its net input and then applies an activation function to it. The function (sigmoid) symbolizes the activation of the neuron represent by the unit. Given the net input to unit j, then , the output of unit j computed as (2) The error of each unit is co mputed and propagated backward. For a unit j in the output layer the error is computed by
where is the actual output of unit j, and is the known target value of the given training instance. The error of a hidden layer unit j is
where is the weight of the connection from unit j to a unit k in the next higher layer, and is the erro r of unit k.
The weights and biases are updated to reflect the propagated errors. Weights are updated By the following equations, where Δ is the change in weight (5) (6) l is the learning rate. In our experiment it is 0.1.
Biases are also updated, if Δ is the change in then
The weight and bias increments could be accumulated in variables, so that the weights and biases are updated after all of the instances in the train ing set have been presented. In our experiment we have used this strategy named epoch updating, where one iteration through the training set is an epoch.
The training stops when

All in the previous epoch were so small as to be below some specified threshold, or
The percentage of instance misclassified in the previous epoch is below some threshold, Or  A pre specified number of epochs have expired.
In our experiment we have specified the number of epochs as 1000.
IV. Experimental Result
We have carried out our experiments on a movie database containing 395 A merican films with 23 attributes, released in 2011, 2010 and 2009. We have used 385 movies out of the total 395 movies to train the neural network. The attributes of the remain ing 10 movies are used as input of the trained network to predict the 10-scale profit percentage.
We have used MATLAB 7.10.0 f(R2010a) or our experiment. We have used its inbuilt NNTOOL (neural network tool) package. In our experiment, training Algorith m (TRAINLM ) was Levenberg-Marquardt algorith m, adaptive learning function (LEARNGDM) was the gradient descent with mo mentum weight and bias learning function, and performance function (MSE) was mean squared error. Transfer function (TANSIG) was hyperbolic tangent sigmoid transfer function. In our experiment the value of min imu m gradient magnitude (MIN_ GRA D) was . Initial value for parameter mu (μ) was 0.001. This value was multip lied by mu_dec (0.1) whenever the performance function is reduced by a step. It is mult iplied by mu_inc (10) whenever a step would increase the performance function. If mu becomes larger than mu_ max (10000000000), the algorith m terminates. The parameter mem_reduc (1) is used to control the amount of memory used by the algorith m. Maximu m nu mbers of training epochs or iterations were 1000.
Neural network, we have used in our experiment similar to following We have defined a threshold value Δ (±0.75) to measure performance o f our proposed method. So, in general we are allowing up to 15% of error in our prediction. Let the 10 scale actual profit percentage be α. We have defined that the business of a movie is successfully predicted if the result is in the range of .
We have plotted (Fig 4. ) our actual p rofit percentage α (10 scale), predicted profit percentage (10 scale), upper limit (α + Δ) and lower limit (α -Δ). Fro m the above graph it can be found that 8 out of 10 given movie's business are successfully predicted by our proposed method. Thus the rate of successful prediction by the back-propagation network is 80%.
V. Conclusion and Scope for the Further Work
Note that, it is very difficult even for the human domain expert to predict the possible profit or loss of a new movie to be released. It seems that the genres of the movie play a significant ro le in the profit of the movie but it is very d ifficu lt to analytically establish the relation of the value of the genres of a given movie with the profit that it makes. In this paper we are attempted to develop a heuristic method using back-propagation neural network to solve this problem. And it feels that a success rate of 80% provided by the proposed method is significant considering the highly unpredictable nature of the movie business world.
Our proposed method fails to predict the actual business for the following movies t itled "Tangled" and "Tron: Legacy". The possible reasons for this failure are stated below.
In case of the movie t itled "Tangled" it was released in November 24, 2010 [40] . On this day other films which were released in the US bo x office were "Burlesque", "Faster", "Love and Other Drugs", "The Nutcracker" and "Tangled". The films-"Burlesque" had an overall rat ing of 6.1 [41] out of 10, "Faster" , "Love and Other Drugs" and "The Nutcracker" had an overall rating 6. whereas "Tangled" had overall rat ing of 7.9 [45] out of 10. It is clear fro m the above mentioned rating that the movie titled "Tangled" was very good compared to other movies released on the same date. So it had done quite well business than expected. We believed that if some of the movies released on that day would have similar or better rat ing than the movie named "Tangled" then the said movie could not have made such a huge profit.
"Tron: Legacy", was a sequel to the 1982 film "Tron" [46] . In 1982 it was a bo x o ffice h it; it had earned a profit of 94.11765% [47] . Although the movie tit led "Tron: Legacy" had overall rating of 7.0 [48], but due to the fact that it was a sequel of a box office hit movie it had done quiet good business than anticipated.
Further research work can be conducted in the search for more genres and/or division of an existing genre into subgenres that may led to a higher success rate of prediction.
