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Abstract. The foundational character of certain algebraic structures as Boolean alge-
bras and Heyting algebras is rooted in their potential to model classical and constructive
logic, respectively. In this paper we discuss the contributions of algebraic logic to the
study of persistence based on a new operation on the ordered structure of the input
diagram of vector spaces and linear maps given by a filtration. Within the context of per-
sistence theory, we give an analysis of the underlying algebra, derive universal properties
and discuss new applications. We highlight the definition of the implication operation
within this construction, as well as interpret its meaning within persistent homology,
multidimensional persistence and zig-zag persistence.
1. Introduction
Topological data analysis has been a vibrant area of research a lot due to the develop-
ments in applied and computational algebraic topology. It applies the qualitative methods
of topology to problems of machine learning, data mining and computer vision [14]. Persis-
tent homology, as the most widely applied tool from computational algebraic topology has
been applied to problems in machine learning [5], data mining [2], robotics [3], social me-
dia [2], large scale data [8], natural image statistics [1], nonlinear systems [9], medicine and
cancer research [4], and development of more accurate models [7]. In the past years several
extensions of persistence were proposed, including zig-zag persistence (cf. [17] and [15]),
and multidimensional persistence (cf. [16]).
Recently, persistent homology has been studied using techniques from lattice theory [23]
with several algorithmic applications and structural consequences [26]. This is of particular
interest for diagrams of vector spaces of different shapes. With the appropriate definitions,
such diagrams form lattices: partially ordered sets (posets) with uniquely determined great-
est lower bounds and least upper bounds, encoded as additional binary operations named
meet and join, denoted by ^ and _. These lattices are equipped with the structure of a
Heyting algebra: in addition to meet and join acting as conjunctive and disjunctive oper-
ators, they also admit an implication operator allowing them to serve as algebraic models
of constructive logic in the same way as Boolean algebras model classical logic (cf. [23]).
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Constructive logic replaces the traditional concept of truth with the concept of con-
structive provability and is associated with a transition from the proof to model theory of
abstract truth where semantics mirrors classical Boolean-valued semantics using Heyting
algebras in place of Boolean algebras (cf. [11]). The proofs produced by constructive logic
have the existence property, making it suitable for the algorithmic construction of exam-
ples from a constructive proof of the existence of certain object. Already in [22], Markov
expresses that the significance for mathematics of rendering more precise the concept of
algorithm emerges in connection with a certain constructive foundation for mathemat-
ics, and the further applications of such work. Heyting algebras are presented in 2.1 and
their associated constructive logic will be briefly discussed in subsection 2.2. Due to its
constructive nature, this logic presents a different perspective, as discussed in Section 3.3.
In [27] the relevance of Heyting algebras for the study of persistent homology is further
clarified, in a wider context of the unification by topos theory. In this paper we present a
further step in this direction of research towards such topos theoretical foundations. Our
main contribution is the definition and interpretation of the implication operation over the
underlying Heyting algebra constructed in [23]. In particular, we analyze the implication
between two vector spaces of a given diagram in the context of standard, multidimensional
and zig-zag persistence. The latter case is motivated by the lattice construction for zig-
zag persistence from [26]. Furthermore, we will give an interpretation of the implication
operation and discuss aspects of the correspondent internal logic given by the underlying
algebra.
We assume that the reader has a basic familiarity with algebraic topological notions such
as (co)homology, simplicial complexes, filtrations, etc. For an overview, we recommend the
references [18] for algebraic topology, as well as [30] for applied and computational topology.
2. Preliminaries
2.1. Heyting algebras and Boolean algebras. Partially ordered sets (or posets) are
common objects of study in topology. A lattice is a poset such that all pairs of elements
x, y have a greatest lower bound, denoted by x ^ y, and least upper bound, denoted by
x_ y. Lattices are posets with minimal conditions to acquire an algebraic structure given
by the binary operations ^ and _ determined by the following axioms:
p1q x^ py ^ zq “ px^ yq ^ z and x_ py _ zq “ px_ yq _ z (associativity);
p2q x^ y “ y ^ x and x_ y “ y _ x (commutativity);
p3q py ^ xq _ x “ x and py _ xq ^ x “ x (absorption).
The equivalence between this algebraic perspective of a lattice L and its ordered perspective
is given by the following equivalence: for all x, y P L, x ď y iff x^ y “ x iff x_ y “ y.
Other axioms may be added to this theory in order to describe other subclasses of
lattices. The class of distributive lattices is determined by the axioms above together with
one of the following equivalent axioms:
p4aq x^ py _ zq “ px^ yq _ px^ zq;
p4bq x_ py ^ zq “ px_ yq ^ px_ zq;
p4cq px_ yq ^ px_ zq ^ py _ zq “ px^ yq _ px^ zq _ py ^ zq.
ASPECTS OF AN INTERNAL LOGIC FOR PERSISTENCE 3
Examples of lattices include the power set of a set ordered by subset inclusion, or the
collection of all partitions of a set ordered by refinement (where the first is distributive but
the second is not). Hence, the order and the algebraic structures hold the same information
over different perspectives. A lattice is complete If every (possibly infinite) subset of a
lattice has a supremum and an infimum. All finite lattices are complete. Every lattice can
be determined by a unique undirected graph for which the vertices are the lattice elements
and the edges correspond to the partial order: the Hasse diagram of the lattice. Whenever
all elements are order-related, the poset is called a totally ordered set. Totally ordered sets
are always distributive lattices.
A Boolean algebra B is a distributive lattice with a least element K and a greatest element
J where, for all elements a P B, there exists b P B such that pa _ bq “ J and pa ^ bq “K
(b is called the complement of a and denoted by  a). Observe that a_ b is the greatest
element x satisfying the inequality pa ^ xq ď b. Though, if not all elements in a lattice
have a complement, i.e. such an x may not exist. A Heyting algebra is a distributive
lattice H with a least element K such that, for all a, b P H there exists a greatest element
x P H satisfying pa ^ xq ď b. This element is called the relative pseudo-complement of a
with respect to b denoted by a ñ b. With it we define  a as a ñK for all a P H. The
collection of all subsets of a given set, with intersection and union as ^ and _, is a Boolean
algebra. On the other hand, totally ordered sets and Heyting algebras are examples of
distributive lattices that in general are not Boolean algebras. The Heyting algebras H that
are Boolean algebras are the ones satisfying   x “ x, for all x P H. Heyting algebras
always have a greatest element given by KñK. Boolean algebras are examples of Heyting
algebras. Moreover, every complete distributive lattice constitutes a Heyting algebra with
the implication operation given by
xñ y “
ł
tx P L | px^ aq ď b u.
Any Heyting algebra must satisfy the infinite distributivity identity:
x^
ł
iPI
yi “
ł
iPI
px^ yiq
2.2. The logic of Heyting algebras. To understand the role of Heyting algebras on
their internal logic, we can compare them to Boolean algebras which model classical logic
(cf. [20]). In classical logic, the truth values that a formula can take are usually chosen as
the members of a Boolean algebra. A corresponding theorem is true for constructive logic
if, instead of assigning each formula a value from a Boolean algebra, one uses values from a
Heyting algebra. Consider a collection P “ t p1, . . . u of truth value variables and all logical
propositions that can be built from these. Given a Heyting algebra A “ pA;^,_,ñ,Kq
and an assignment v : P Ñ A of truth values in the Heyting algebra, we can extend the
truth values recursively to the entire set of logical propositions by using the following rules:
vpϕ_ψq “ vpϕq_vpψq; vpϕ^ψq “ vpϕq^vpψq; vpϕñ ψq “ pvpϕq ñ vpψqq; and vpKq “K.
A formula ϕ is valid in A under a valuation v if vpϕq “ J; the formula ϕ is valid in A if it
is valid for every valuation v of A. The axioms of constructive logic are thus determined
by the smallest set of formulas that are valid in every Heyting algebra, while classical
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logic satisfies exactly the formulas that are valid in every Boolean algebra. The axioms of
constructive logic may be given by the following list
CL 1. pñ pq ñ pq;
CL 2. ppñ pq ñ rqq ñ pppñ qq ñ ppñ rqq;
CL 3. pp^ qq ñ p;
CL 4. pp^ qq ñ q;
CL 5. ppñ pq _ q;
CL 6. pq ñ pq _ q;
CL 7. ppñ rq ñ ppq ñ rq ñ ppp_ qq ñ rqq;
CL 8. Kñ p.
Indeed, the set of axioms of classical logic properly contains the set of axioms of constructive
logic as classical logic includes p_ p and p  pq ñ p (cf. [11]). To recognise valid formulas,
it is sufficient to consider the Heyting algebra of open subsets of the real line R, where the
lattice operations ^ and _ correspond to the set intersection and union, X and Y. The
value assigned to a formula a ñ b is the interior of the union of the value of B and the
complement of the value of A, intpAC Y Bq, the bottom element is the empty set, H and
the top element is the entire line R. The value of  A, defined by A ñ H, reduces to the
interior of the complement of the value of A, i.e., the exterior of A. With this setting the
open sets of the real line constitute a Heyting algebra which is not a Boolean algebra, as
the complement of an open set need not be open. The formulas assigned to the value of
the entire line R are exactly the valid constructive formulas. Conversely, for every invalid
formula, there is an assignment of values to the variables that yields a valuation that
differs from the top element J. To read in more detail the general connection between
logic, topology and Heyting algebras, please read [29].
3. A Heyting algebra of vector spaces
3.1. Motivation. In [23], natural lattice operations where defined for standard and mul-
tidimensional persistence, as well as constructed lattice operations for general diagrams.
When considering the standard persistent homology, presented in [6], we take a topological
space X and a real-valued function f : XÑ R. The object of study of persistent homology
is a filtration of a space X, i.e., H “ X0 Ď X1 Ď X2 Ď . . . Ď XN´1 Ď XN “ X. Assuming
that this is a discrete finite filtration of tame spaces, we take the homology of each of the
associated chain complexes and obtain
H˚pX0q Ñ H˚pX1q Ñ H˚pX2q Ñ . . .Ñ H˚pXN´1q Ñ H˚pXN q.
If homology is taken over a field k, the resulting homology groups are vector spaces and
the induced maps are linear maps. The lattice operations ^ and _ of the underlying order
structure can be defined as follows:
pH˚pXiq _H˚pXjqq “ H˚pXmaxpi,jqq
pH˚pXiq ^H˚pXjqq “ H˚pXminpi,jqq
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The persistent homology groups can then be rewritten as follows: for any two elements
H˚pXiq and H˚pXjq, the rank of the persistent homology classes is
(1) impH˚pXi ^ Xjq Ñ H˚pXi _ Xjqq.
In the context of multidimensional persistence, such lattice operations in a bifiltration can
naturally be defined by the following equations:
H˚pXi,jq _H˚pXk,`q “ H˚pXmaxpi,kq,maxpj,`qq
H˚pXi,jq ^H˚pXk,`q “ H˚pXminpi,kq,minpj,`qq
The lattice-theoretic definition of persistent homology groups agrees with both the stan-
dard case and the rank invariant in multidimensional persistence. This definition leads
to a generalisation of persistence, enriching the poset of vector spaces and linear maps to
which we call diagram (of vector spaces and linear maps not necessarily sharing domains
and codomains) with an underlying algebraic structure given by two lattice operations ^
and _ with nice properties like associativity or commutativity and an infinite notion of
distributivity.
3.2. Revisiting the lattice construction. When considering an arbitrary commutative
diagram of vector spaces and linear maps, a partial order can be introduced where the
elements are those vector spaces, and the linear maps determine the order relations between
them. To do so we consider a directed acyclic graph of vector spaces G together with
respective linear maps, assuming one unique component. The partial order ď is thus
given by A ď B if there exists a linear map f : AÑ B in the input diagram. The ordered
structure is a poset correspondent to the linear maps in the commutative diagram of spaces
given as input. We consider the equivalence of vector spaces denoted by Aú B if there
is an isomorphism between A and B, in order to, without loss of generality, identify all
isomorphic structures (cf. [23]). Note that the partial order as given does not yet constitute
a lattice. The construction of the lattice operations ^ and _ described in [23] extends the
poset into a complete Heyting algebra. These constructions are based on direct sums and
categorical limits and colimits. To avoid dense notation, the extension of the partial order
ď will be noted by the same symbol, being part of the larger partial order. The operations
are constructed as follows: take arbitrary elements A and B of the input poset. The meet
of A and B, A^B, and the join of A and B, A_B, correspond to the greatest lower bound
of tA,B u and the least upper bound of tA,B u, respectively. Formally, given arbitrary
spaces X and Y in a diagram D,
(i) X^Y is the intersection of all pullbacks of common targets to X and Y , a subspace
of X ‘ Y mapping to X and Y by projection;
(ii) X_Y is the quotient of X‘Y by the sum of all kernels of projections onto pushouts
of common sources to X and Y , a quotient of X‘Y such that either X or Y maps
to this join by mapping through their direct sum.
Note that given another vector space D such that D ď A,B, it must be below A^B due
to its construction as a limit. Hence, A ^ B is the greatest lower bound and, similarly,
A_ B is the least upper bound of the set tA,B u due the universality of its construction
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as a colimit. Both of these operations extend to finite joins
Ž
iDi and meets
Ź
iDi (that
might not be in D but in the underlying lattice to which we complete D). For a diagram
D and a collection tDi u of spaces, we have
X ^ Y “ limtX Ñ Z Ð Y : Z common target of X and Y u
and also
X _ Y “ colimtX Ð Z Ñ Y : Z common source of X and Y u
The operations _ and ^ defined above determine a lattice of vector spaces: the partially
ordered set P “ pP;ďq, where P is the closure of the input poset P relative to these
operations. We refer to it as the persistence lattice of a given diagram of vector spaces and
linear maps, i.e., the completion of that diagram into a lattice structure using the lattice
operations _ and ^ (cf. [23]). These constructions may be computed using algorithms
described in [25] and in [26]. For persistence in a general diagram we use the definition
from Equation 1: for any two elements Xi and Xj , the rank of the persistent homology
classes is
impH˚pXi ^ Xjq Ñ H˚pXi _ Xjqq.
In [23], it was shown that persistence lattices are complete: due to the nature of their lattice
operations, they can be defined in X “ ‘`tA` P S u to an arbitrary family of spaces tA`u
in the input diagram. Moreover, they are distributive lattices, thus constitute a complete
Heyting algebras. Therefore, the following infinite notion of distributivity
X ^
ł
iPI
Yi “
ł
iPI
pX ^ Yiq.
is satisfied by the underlying algebra of any input diagram of vector spaces and linear maps.
This identity, known as the infinite distributive law, ensures commutativity of binary meets
with infinite joins. To analyze the construction of the implication operation consider an
arbitrary family of spaces tX`u, and the colimit
Añ B “
ł
tX` P L | a linear map
à
`
pX` ^Aq Ñ B exists u.
This general construction of the implication operation permits us a global perspective,
enabling techniques as the algorithm for the greatest injective discussed in [23] and [26].
3.3. An internal logic for persistence. For constructive mathematics, the existence
of an object is equivalent to the possibility of its construction and, unlike the classical
approach, the existence of an entity cannot be proved by refuting its non-existence [19].
While in classical logic, the negation of a statement asserts that the statement is false,
for constructivism it must be refutable and thus P is a stronger statement then   P . In
particular, the law of excluded middle, A or not A, is not accepted as a universally valid
principle, although A and not A is still not true (cf. [28]). Hence, constructive mathematics
differs from classical mathematics, the former being more appropriate to computability.
Therefore, a constructive mathematical framework is more computational in the sense
that it provides certificates of existence in the form of algorithmic constructions.
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Remark 3.1. The list below exhibits several properties satisfied by the vector spaces in the
underlying structure of any persistence lattice. They derive from properties satisfied by any
Heyting algebra, due to [11], [13], [21] and [28].
(1) pAñ Aq “ J;
(2) pA^ pAñ Bqq “ pA^Bq;
(3) pB ^ pAñ Bqq “ B;
(4) pAñ pB ^ Cqq “ ppAñ Bq ^ pAñ Cqq;
(5) A ď pB ñ Aq and  A ď pAñ Bq;
(6) pAñ pB ñ Cqq ď ppAñ Bq ñ pAñ Cqq;
(7) pAñ Cq ď ppB ñ Cq ñ ppA_Bq ñ Cqq;
(8) pAñ Bq ď ppAñ  Bq ñ  Aq;
(9) ppA^Bq ñ Cq “ pAñ pB ñ Cqq;
(10) pAñ pB ñ pA_Bqqq “ J;
(11) pAñ pA_Bqq “ J and pB ñ pA_Bqq “ J;
(12) ppAñ Cq ñ ppB ñ Cq ñ ppA_Bq ñ Cqqq “ J;
(13) p0 ñ Aq “ J;
(14) if pAñ Bq “ J and pB ñ Aq “ J then A “ B;
(15) if pJ ñ Bq “ J then B “ J;
(16) pA^ Aq “ 0 and pA_ Aq “ J;
(17) if A ď B then  B ď  A;
(18) A ď   A and  A “    A;
(19) if A has a complement, it must be  A;
(20) the lattice of vector spaces H is a Boolean algebra iff   A, for all A P H.
Note that (9) and (10) above, are results following directly from the definition of the
pseudo-complement. Others, like (11), (12) and (13) follow directly from the above (CL
3), (CL 4), (CL 7) and (CL 8) presented in the subsection 2.2. Moreover, (16) to (20),
specify  and tell us how close we are from dealing with a Boolean algebras.
Such universal laws permit the simplification of algebraic expressions involving the im-
plication operation in the framework of persistence, as shown in subsection 4.4. Surely our
achievement is not the proof of these laws, but rather the construction of a Heyting algebra
on persistence such that we can eventually use these laws that hold for Heyting algebras
in general. They illustrate a certain logic embodiment internal to this algebra.
4. Computing aspects of the internal logic
4.1. Interpretation of the implication operation. The main contribution of this paper
is to interpret the implication operation for the persistence lattice. A Heyting algebra
describes the order structure of the collection of open sets of a topological space (cf. [20]).
In such a model, modus ponens is the main property expected from the implication: given U
and U ñW we may infer W , an entailment relation that can be expressed as pU ^ pU ñ
W qq ď W . The implication is asked to be the weakest possible such assumption. The
exponential U ñ V , for arbitrary open sets U and V can be expressed by the union ŤWi
of all open sets Wi for which Wi X U Ă V as follows: as the intersection is distributive
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over arbitrary unions, pŤWiq X U “ ŤpWi X Uq Ă V and, thus, ŤWi “ pU ñ V q. In
the framework of persistence lattices, given arbitrary vector spaces A and B, A ñ B is
the join of all elements of the lattice Ci such that a linear map f : pCi ^ Aq Ñ B exists.
Indeed, whenever A and B are vector spaces in a diagram, there exists a vector space X
that is maximal in the sense of pX ^Aq ď B, i.e., in the sense of the existence of a map χ
as in the diagram below:
A^B
A
X “ pAñ Bq
B
φA
χ
φB
Observe that pA^Xq ď B so that A^X “ pA^Xq ^B “ A^ pX ^ Bq “ A^ B. The
following results describe the implication operation in several different cases, within the
framework of persistence.
4.2. Standard persistence case. Recall that all complete totally ordered sets are bounded
by a largest element and a smallest element, denoted by J and K respectively. In the con-
text of a filtration of topological spaces, J corresponds to the final or terminal space while
K corresponds to the initial space or the empty set. We have the following description of
the implication operation:
Theorem 4.1. Let H be the underlying Heyting algebra of a totally ordered filtration and
Xi P H for all i in a set of indexes I. Then,
Xi ñ Xj “
#
Xj , if Xj ď Xi
J, if Xi ď Xj
In this case, given vector spaces A and B in the filtration, Añ B gives us the total space
in the filtration, the biggest element J of the respective lattice, when a linear map AÑ B
exists in the input diagram; or else B whenever a linear map B Ñ A exists in the input
diagram. Hence, in such a totally ordered set the pseudo-complement of A is always zero,
i.e.,  A “ pAñKq “K .
4.3. Multidimensional persistence case. For the multidimensional persistence case we
focus on a bifiltration, that is, a filtration in two parameters. We assume that in general
the commutative squares are bicartesian, so that the pushouts and pullbacks are the edges
of the original diagram. In this case, the description of the implication operation when two
elements are related is similar to the description above for the standard persistence case.
Consider the Hasse diagram of the underlying algebra correspondent to a bifiltration of
dimensions 4ˆ4 in Figure 1. In that diagram, X01 ď X31 and thus pX01 ñ X31q “ X33 “ J
while pX31 ñ X01q “ X01 For unrelated elements in the diagram above, as X02 and X11
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X00
X01
X02
X03
X10
X11
X12
X13
X20
X21
X22
X23
X30
X31
X32
X33
(a)
X03
X13
X23
X33
X32
X31
X30
X22
X12 X21
X02 X20X11
X01 X10
X00
(b)
Figure 1. The diagram of a bifiltration of dimensions 4 ˆ 4 (a) and the
Hasse diagram of the correspondent underlying Heyting algebra (b).
X00
Xmn
X0n Xm0
Figure 2. The Hasse diagram of the underlying Heyting algebra of a bi-
filtration of dimensions mˆ n.
for instance, we get pX02 ñ X11q “ X31 and pX11 ñ X02q “ X03. Moreover, the pseudo-
complement has nontrivial behavior: clearly pX03 ñ 0q “ X30 as well as pX30 ñKq “ X03
but pX20 ñ 0q “ X03 also. On the other hand, pX11 ñKq “K.
In general, consider a bifiltration with dimensions nˆm with the corresponding under-
lying algebra represented by the Hasse diagram of Figure 2. Let A “ Xxy and B “ Xzw
be arbitrary related vector spaces in the given persistence lattice. Notice that, if A ď B
or B ď A, J is the biggest element of the correspondent totally ordered set where A and
B belong, that in the case of the underlying algebra of such a bifiltration is Xmn. Note
also that x ď z and y ď w together imply that A ď B. Similarly, the inequality A ě B is
implied by x ě z and y ě w together. Considering this, the following result can express
the implication operation for such a general diagram.
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Theorem 4.2. Let H be the underlying Heyting algebra of a bifiltration and let Xij be
arbitrary unrelated vector spaces in the given persistence lattice. Assume without loss of
generality that x ď z and y ě w. Then,
Xxy ñ Xzw “
$’&’%
J “ Xmn, if Xxy ď Xzw
Xzw, if Xzw ď Xxy
Xmw otherwise.
.
Proof. If A “ Xxy and B “ Xzw are such that A ď B or B ď A, we fall into the case
of totally ordered sets similar to the case of standard persistence, giving us J or B, re-
spectively. On the other hand, we can determine the implication operation for unrelated
elements in the context of this bifiltration by the biggest element X such that pA^Xq ď B,
the element of maximal i (or j if x ě z) right above B: that is Xmw. 
Remark 4.3. The implication operation gives us the element of maximal uncertainty with
respect to a direction as in the standard case. Due to its generality, an analogous description
holds in higher order filtrations as well as in arbitrary diagrams (although in arbitrary
diagrams it does not necessarily have such a nice form).
A natural decomposition of a vector space of the underlying lattice structure H is given
by the lattice operations in the following sense: when given A P H one can say that
A “ pB _ Cq for some B,C P H. A similar decomposition can be described for the meet
operation ^. An element A P H is called join-irreducible if, for all B,C P H such that
A “ pB _ Cq, we get B “ A or C “ A. Observe that the join-irreducible elements of
the persistence lattice of the bifiltration of dimension 2 ˆ 2 above are K, A, D, F and E.
For all the others, a decomposition as a join of distinct elements is possible: for instance
G “ pA_Bq. In general, the join-irreducible elements of a persistence lattice of a bifiltration
of dimension m ˆ n are the elements of the totally ordered sets X00 Ñ ¨ ¨ ¨ Ñ X0n and
X00 Ñ ¨ ¨ ¨ Ñ Xm0. Hence, the elements that admit a nonzero pseudo-complement coincide
with the join-irreducible elements as described in the next result. It exhibits a deeper
relation between irreducibility and pseudo-complements in Heyting algebras.
Theorem 4.4. The only elements having nonzero pseudo-complements are the elements
of the totally ordered sets X00 Ñ ¨ ¨ ¨ Ñ X0n and X00 Ñ ¨ ¨ ¨ Ñ Xm0 thus coinciding with the
join-irreducible elements.
4.4. Zig-zag persistence case. Using the constructions in [26], we give a definition of
the implication operation in the case of zig-zag persistence. The interpretation of the
implication operation in this case brings us to the analysis of a diagram representing an
underlying algebra similar to the one achieved in the multidimensional case, considering
bifiltrations. A zig-zag module is normalized if the arrows alternate in direction. Any
zig-zag can be transformed in a normalized zig-zag module simply by introducing copies
of modules and identity maps in appropriate directions. Consider the normalized zig-zag
module given in [24] by X0 Ñ X01 Ð X1 Ñ X12 Ð X2 Ñ X23 Ð X3 with the diagram of
Figure 3.
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X0 X1 X2 X3
X01 X12 X23
P01 P12 P23
P02 P13
P03
Q02 Q13
Q03
Figure 3. The diagram of a normalized zig-zag persistence module com-
pleted with the correspondent pullbacks and pushouts.
The implication operation can now be identified. For instance pX0 ñ X1q “ Q13, pX1 ñ
X2q “ X23 and pX2 ñ X3q “ X3. In general, the implication operation between two
arbitrary spaces A “ Xxy and B “ Xzw in a normalized zig-zag module is defined as
follows:
Theorem 4.5. Let H be the underlying Heyting algebra of a normalized zig-zag module
and let Xk and Xij be arbitrary unrelated vector spaces in the input zig-zag diagram. In the
related cases we get
pXi ñ Xikq “ Q0n;
pXi ñ Xkiq “ Q0n;
pXik ñ Xiq “ Xik;
pXki ñ Xiq “ Xki.
If i ď j then
pXi ñ Xjq “ Qjn;
pXj ñ Xiq “ Q0i;
pXjk ñ Xirq “ Q0r;
pXir ñ Xjkq “ Qjn.
Note that Q0n “ X0, Qnn “ Xn, Q01 “ X01 and Qpn´1qn “ Xpn´1qn. Moreover, pX0 ñ
Xnq “ Xn and that pXn ñ X0q “ X0 Furthermore, If i ă j then
pXi ñ Xjrq “ Qjn;
pXj ñ Xirq “ Q0r;
pXjr ñ Xiq “ Q0i;
pXir ñ Xjq “ Qjn.
This analysis describes all the possible cases.
Let us now see how the universal laws of Remark 3.1 helps us with further calculus
involving the implication operation by simplification of algebraic expressions. For instance:
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pX0 ñ pX2 ^ X3qq “ ppX0 ñ X1q ^ pX0 ñ X3qq “ pQ13 ^ X3q “ X3 due to (4);
P01 ñ X3 “ ppX0 ^ X1q ñ X3q “ pX0 ñ pX1 ñ X3qq “ pX0 ñ X3q “ X3 due to (9);
ppX0 ñ X3q ñ ppX1 ñ X3q ñ ppX0 _ X1q ñ X3qqq “ 1 “ Q0n due to (12).
4.5. Applications. In this section, we present the reader with two applications of the
theoretic work we developed above. Let us first consider the implication operation in
standard persistence. In this case, we are dealing with a totally ordered set of vector
spaces and linear maps. We can use the implication operation to obtain the most persistent
feature, with one arbitrary vector space in the filtration: when taking an element, A, of the
given input diagram, the computation of A ñ A gives us the greatest element, J, on the
totally ordered set. When choosing two vector spaces in the filtration we are able to tell
their order and compute the element of greatest persistence feature in the following sense:
take two vector spaces A and B; verify if B is the greatest element of the totally ordered
set by analyzing the equality B “ pB ñ Bq; in the negative case Añ B will output
(1) the greatest element of the totally ordered set J whenever A ď B;
(2) or else it will tell us that B ď A by outputting B.
This situation is illustrated in the diagram below.
KÝÑ . . . ÝÑ Xi ÝÑ A ÝÑ Xj ÝÑ . . . ÝÑ B ÝÑ Xk ÝÑ . . . ÝÑ J
Due to Remark 3.1, A ñ B already gives us J while B ñ A outputs B. We shall now
look at this same problem as above, now in the wider context of the underlying Heyting
algebra of a bifiltration. In this case one can fix one parameter and take the filtration
correspondent to the other parameter studied in the bifiltration. We are thus considering
a totally ordered set that is always a sublattice of the underlying Heyting algebra of the
given bifiltration. The greatest element of such a totally ordered set corresponds to the
most persistent feature when one of the parameters is fixed. It can be computed using
the implication operation as in the standard persistence case, illustrated in Figure 4 (a).
Furthermore, when we study incomparable elements of the bifiltration, we can also detect
the implication operation between them, as illustrated in Figure 4 (b). The output X of
the implication A ñ B is a vector space in the persistence lattice corresponding to the
biggest element such that a linear map pA^Xq Ñ B exists.
Let us look now at the zig-zag persistence case by considering the normalized zig-zag
diagram of length 3 given by X0 Ñ X01 Ð X1 Ñ X12 Ð X2 Ñ X23 Ð X3 with the diagram
above in subsection 4.4. Let A be X0 and B be X1. Then, Añ B is Q13 which we will call
C. Now usually, using the established techniques of zig-zag persistence, we would look at
the zig-zag onwards to X12 , X2, X23 and X3 to see if we could extend a class which is in
both A and B to the other spaces. With the implication operation, we are able to look at
the filtration (as the totally ordered set) from pA^ Cq to C. Recall that A^ C “ A^ B
so that, in this case, the filtration is
pA^Bq Ñ B Ñ X12 Ñ Q13.
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1
0
A B A⇒ B
A⇒ C
C
(a)
1
0
A
B A⇒ B
B ⇒ A
(b)
Figure 4. Interpretation of the implication operation in the framework of
persistence when elements of a bifiltration are related (a) and unrelated (b).
A B X2 X3
X01 X12 X23
P01 P12 P23
P02 P13
P03
Q02 pAñ Bq
Q03
Figure 5. Interpretation of the implication operation in the framework of
persistence for the zig-zag persistence case.
This sequence contains all the information for bars starting from A and persists to B
and onwards. It is represented in the Hasse diagram of Figure 5, correspondent to the
underlying Heyting algebra including the pullback and pushout constructions denoted by
Pi and Qi, respectively.
In general, considering a zig-zag diagram of length n. If A is X0 and B is X1 we get the
following sequence:
pA^Bq Ñ B Ñ X12 Ñ Q13 Ñ Q14 Ñ . . .Ñ Q1n.
The part pA^Bq to B contains complete information about classes which are alive at A.
From B onwards the information is partial. It contains all the classes which potentially
persist everywhere and includes some other classes as given (for example consider that the
class dies in X12, then it is in the cokernel of X2 Ñ X12 and so would be in Q13). Hence,
we can look at the implication operation in the zig-zag case as the smallest filtration which
contains the classes which persist everywhere.
14 JPC, PSˇ AND MVJ
5. Discussion
The internal logic aspects that can be retrieved from the order structure of the underlying
algebra of a given diagram of vector spaces and linear maps can provide us of information
on persistence. The contributions of this paper follow the novel ideas of [23] and [26]. With
this study we present the reader with some operations that can be defined on standard,
zig-zag and multidimensional persistence, and that make sense in connection to formal
logic structures that relate to that framework.
While not a complete study on these matters, in this paper we highlight new tools which
available through lattice structures (cf. [12] and [10]). These constructive ideas and corre-
spondent constructive logic represent an alternate viewpoint. Due to their computational
nature, they can motivate several new algorithmic applications in which we will focus on
in future work. Moreover, this research represents a step in the clarification of a topos
foundation for the theory of persistence.
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