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NONSYMMETRIC MACDONALD POLYNOMIALS AND MATRIX
COEFFICIENTS FOR UNRAMIFIED PRINCIPAL SERIES
BOGDAN ION
Abstract. We show how a certain limit of the nonsymmetric Macdonald poly-
nomials appears in the representation theory of semisimple groups over p–adic
fields as matrix coefficients for the unramified principal series representations.
The result is the nonsymmetric counterpart of a classical result relating the
same limit of the symmetric Macdonald polynomials to zonal spherical func-
tions on groups of p–adic type.
Introduction
The theory of zonal spherical functions for semisimple groups of p–adic type
was completed by the early 1970’s through the work of Satake [17] and Macdonald
[13] (see also [3]). Unlike the case of real semisimple groups, an explicit formula
for the values of the zonal spherical functions for the groups of p–adic type was
obtained and the Plancherel measure on the set of positive definite spherical func-
tions (or, equivalently, on the set of irreducible unitary spherical representations)
was computed. Later on, partially inspired by this formula, Macdonald constructed
a remarkable family of orthogonal polynomials Pλ(q, t) associated to any finite, ir-
reducible root system R˚. These polynomials are Weyl groups invariant functions
which depend rationally on two sets of parameters q and t and are indexed by
the anti–dominant elements of the weight lattice of R˚. Their limit Pλ(∞, t), as
q approaches infinity, coincides up to a scalar factor with the previously obtained
formula for the spherical functions associated to a group of p–adic type carefully
chosen to match (in a very precise sense) the root system R˚.
In a further development, Opdam (in the so–called differential setting), Macdon-
ald (in the difference q, t–setting), Cherednik (general case) and Sahi (for nonre-
duced root systems) introduced another remarkable family of orthogonal polynomi-
als Eλ(q, t) also associated to finite root systems but indexed now by the full weight
lattice. In contrast with Pλ(q, t), the polynomials Eλ(q, t) are nonsymmetric (i.e.
not invariant under the action of the Weyl group). The nonsymmetric Macdonald
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polynomials became increasingly important from various points of view. On one
hand, they enjoy many of the properties of the symmetric Macdonald polynomials.
For example they satisfy versions of Macdonald’s norm and evaluation–duality con-
jectures and they provide simplifications in the proofs of the original conjectures
(see, for example, [14]). On the other hand, they were the key ingredient in many
recent developments in the theory of orthogonal polynomials and related combi-
natorics (for example, in the proof of Macdonald’s positivity conjecture for Jack
polynomials by Knop and Sahi), and for the harmonic analysis and representation
theory of double affine Hecke algebras (through the work of Cherednik).
Despite the growing importance of nonsymmetric Macdonald polynomials not
much it is known with respect to their interpretation in classical representation–
theoretical terms. The main difficulty in integrating them within the classical
framework lies, on one hand, on our lack of explicit formulas for nonsymmetric
Macdonald polynomials and, on the other hand, on the fact that most special
functions (Weyl characters, spherical functions, conformal blocks) appearing in
representation–theory are Weyl group invariant. However, a first result in this
direction was obtained in [8] were it was shown that in the limit Eλ(q,∞), as t
approaches infinity, the nonsymmetric Macdonald polynomials coincide with De-
mazure characters for basic representations of affine Kac–Moody groups, and in the
limit Eλ(∞,∞), as both q and t approach infinity, the nonsymmetric Macdonald
polynomials coincide with Demazure characters for irreducible representations of
compact Lie groups.
The goal of this paper is to give a representation–theoretical interpretation for the
limit Eλ(∞, t), as q tends to infinity, of the nonsymmetric Macdonald polynomials.
As mentioned above, in this limit, their symmetric counterparts Pλ(∞, t) describe
the values of spherical functions on groups G over p–adic fields, with respect to
K, a special maximal compact subgroup of G. Keeping in mind that the zonal
spherical functions are in fact matrix coefficients (corresponding to pairs of K–
fixed vectors) for irreducible spherical representations, our main results, Theorem
5.10 and Theorem 6.1, attach a similar meaning to the polynomials Eλ(∞, t): they
give the values of matrix coefficients for unramified principal series representations
of G. The two vectors involved in the computation of each matrix coefficient are:
one, a (essentially unique) K–fixed vector, and the other, a carefully chosen Iwahori
fixed vector (see Section 6.1 for details).
In contrast with the corresponding result for symmetric Macdonald polynomials
where the identification was established by comparing the explicit formulas on both
sides, in our case, the result is made possible by the recursion formula for nonsym-
metric Macdonald polynomials obtained in [9]. With the exception of Sections 1
and 3 which form a brief exposition of the results from the theory of Macdonald
polynomials which will be used later on, the rest of the paper is concerned with
3establishing the framework within the theory of groups over p–adic fields which
will make possible the identification between nonsymmetric Macdonald polynomi-
als and certain matrix coefficients. Section 2 is again expository, presenting the
main structural results on p–adic groups as they follow from the Bruhat–Tits the-
ory. Sections 4 and 5, which contain the main technical results, are inspired by the
(unpublished) work of Bernstein on projective generators for blocks (in our case un-
ramified principal series representations) of the category of smooth representations
of p–adic groups. The idea of realizing the Iwahori–Hecke algebras as endomor-
phism algebras of such a projective generator appeared initially (for split groups)
in [6]. Since we work here with non necessarily split groups and we need a slightly
different variant of their result we choose to rework here some of the arguments.
Section 6 concludes the proof of our main result.
1. Affine root systems and Weyl groups
1.1. Let R˚ ⊂ h˚∗ be a finite, irreducible, not necessarily reduced, root system of
rank n, and let R˚∨ ⊂ h˚ be the dual root system. We denote by {αi}1≤i≤n a
basis of R˚ (whose elements will be called simple roots); the corresponding elements
{α∨i }1≤i≤n of R˚
∨ will be called simple coroots. If the root system is nonreduced,
let us arrange that αn is the unique simple root such that 2αn is also a root. The
root θ is defined as the highest short root in R˚ if the root system is reduced, or as
the highest root if the root system is nonreduced.
Our choice of basis determines a subset R˚+ of R˚ whose elements are called
positive roots; with the notation R˚− := R˚+ we have R˚ = R˚+ ∪ R˚−. As usual,
Q˚ = ⊕ni=1Zαi denotes the root lattice of R˚. Let {λi}1≤i≤n and {λ
∨
i }1≤i≤n be
the fundamental weights, respectively the fundamental coweights associated to R˚+,
and denote by P = ⊕ni=1Zλi the weight lattice. An element of P will be called
dominant if it is a linear combination of the fundamental weights with non–negative
integer coefficients. Similarly an anti–dominant weight is a linear combination of
the fundamental weights with non–positive integer coefficients.
The real vector space h˚
∗
has a canonical scalar product (·, ·) which we normalize
such that it gives square length 2 to the short roots in R˚ (if there is only one root
length we consider all roots to be short); if R˚ is not reduced we normalize the
scalar product such that the roots have square length 1, 2 or 4. We will use R˚s
and R˚ℓ to refer to the short and respectively long roots in R˚; if the root system is
nonreduced we will also use R˚m to refer to the roots of length 2. We will identify
the vector space h˚ with its dual using this scalar product. Under this identification
α∨ = 2α/(α, α) for any root α.
To any finite root system as above we will associate an affine root system R. Let
Aff(˚h) be the space of affine linear transformations of h˚. As a vector space, it can
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be identified to h˚∗ ⊕ Rδ via
(f + cδ)(x) = f(x) + c, for f ∈ h˚∗, x ∈ h˚ and c ∈ R
Assume first that R˚ is reduced, and let r denote the maximal number of laces
connecting two vertices in its Dynkin diagram. Then,
R := (R˚s + Zδ) ∪ (R˚ℓ + rZδ) ⊂ h˚
∗ ⊕ Rδ
If the finite root system R˚ is nonreduced then
R := (R˚s +
1
2
Zδ) ∪ (R˚m + Zδ) ∪ (R˚ℓ + Zδ)
The set of affine positive roots R+ consists of affine roots of the form α + kδ
such that k is non–negative if α is a positive root, and k is strictly positive if α is
a negative root. The affine simple roots are {αi}0≤i≤n where we set α0 := δ − θ if
R˚ is reduced and α0 :=
1
2 (δ − θ) otherwise. In fact, to make our formulas uniform
we set α0 := c
−1
0 (δ− θ), where c0 equals 1 or 2 depending on whether R˚ is reduced
or not. The root lattice of R is defined as Q = ⊕ni=0Zαi.
Abstractly, an affine root system is a subset Φaf ⊂ Aff(V ) of the space of affine–
linear functions on a real vector vector space V , consisting of non–constant functions
which satisfy the usual axioms for root systems. As in the case of finite root systems,
a classification of the irreducible affine root systems is available (see, for example,
[14, Section 1.3]). The affine root systems R which we defined above are just a
subset of all the irreducible affine root systems. However, the configuration of
vanishing hyperplanes of elements of an irreducible affine root system Φ coincides
with the corresponding configuration of hyperplanes associated to a unique affine
root system R as above. Moreover, the nonreduced affine root systems we consider
above contain as subsystems all the other nonreduced irreducible affine root systems
and also all reduced irreducible affine root systems of classical type.
1.2. The scalar product on h˚∗ can be extended to a non–degenerate bilinear form
on the real vector space
h∗ := h˚∗ ⊕ Rδ ⊕ RΛ0
by requiring that (δ, h˚∗ ⊕ Rδ) = (Λ0, h˚
∗ ⊕ RΛ0) = 0 and (δ,Λ0) = 1. Given α ∈ R
and x ∈ h∗ let
rα(x) := x−
2(x, α)
(α, α)
α
The affine Weyl groupW is the subgroup of GL(h∗) generated by all rα (the simple
reflections ri = rαi are enough). The finite Weyl group W˚ is the subgroup generated
by r1, . . . , rn. The bilinear form on h
∗ is equivariant with respect to the affine Weyl
group action.
The affine Weyl group could also be presented as a semidirect product in the
following way: it is the semidirect product of W˚ and the lattice Q˚ (regarded as an
5abelian group with elements tµ, where µ is in Q˚), the finite Weyl group acting on
the root lattice as follows
w˚tµw˚
−1 = tw˚(µ)
Since the finite Weyl group also acts on the weight lattice, we can also consider
the extended Weyl group W e defined as the semidirect product between W˚ and
P . Unlike the the affine Weyl group, W e is not a Coxeter group. However, W is
a normal subgroup of W e and the quotient is finite. For λ in P , the action of the
elements tλ on h
∗ is described below.
For s a real number, h∗s = {x ∈ h ; (x, δ) = s} is the level s of h
∗. We have
h∗s = h
∗
0 + sΛ0 = h˚
∗ + Rδ + sΛ0 .
The action of W preserves each of the h∗s and we can identify each of the h
∗
s canon-
ically with h∗0 and obtain an (affine) action of W on h
∗
0, which we can then restrict
to h˚∗. By si· and τµ· we denote the affine action of W on h˚
∗
s0 · x = sθ(x) + c
−1
0 θ ,
τµ · x = x+ µ ,
If we examine the orbits of the affine Weyl group W for its level zero action on
the affine root system R we find that if R˚ is reduced there are precisely as many
orbits as root lengths. If R˚ is nonreduced and of rank at least two, then the above
action has five orbits
W (2α0) = R˚ℓ + 2Zδ + δ, W (α0) = R˚s + Zδ +
1
2
δ, W (α1) = R˚m + Zδ
W (2αn) = R˚ℓ + 2Zδ and W (αn) = R˚s + Zδ
If R˚ is nonreduced and of rank one then R˚m is empty and therefore the level zero
action of the affine Weyl group on R has only four orbits.
1.3. Let us introduce a field F (of parameters) as follows. Let t = (tα)α∈R be a
set of parameters which is indexed by the set of affine roots and has the property
that tα = tβ if and only if the affine roots α and β belong to the same orbit under
the action of the affine Weyl group on the affine root system. It will be convenient
to also have the following convention: if α is not an affine root then tα = 1. Let q
be another parameter and let m be the lowest common denominator of the rational
numbers {(αj , λk) | 1 ≤ j, k ≤ n}. The field F = Fq,t is defined as the field of
rational functions in q
1
m and t
1
2 = (t
1
2
α )α∈R. We will also use the field of rational
functions in t
1
2 = (t
1
2
α )α∈R denoted by Ft. The algebra Rq,t = F[e
λ;λ ∈ P ] is the
group F-algebra of the lattice P . Similarly, the algebra Rt = Ft[e
λ;λ ∈ P ] is the
group Ft-algebra of the lattice P .
If the root system R is reduced then there are as many distinct parameters tα as
root lengths (i.e. at most two). In this case, for any affine simple root αi we will use
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the notation ti to refer to the parameter tαi . To keep this notation consistent with
the one for nonreduced root systems (detailed below), we also introduce t01 = t02 =
t03 := t0. If R is nonreduced then the action of the affine Weyl group on the affine
root system has five orbits W (2α0), W (α0), W (an), W (2αn) and W (α1) (note
that the last orbit is empty if R has rank one) and we denote the corresponding
parameters by t01, t02, t03, tn and t1 = · · · = tn−1, respectively.
2. Groups over p–adic fields
2.1. Let K be a complete, non-archimedean local field with finite residue field. We
denote by O its ring of integers and by p = (̟) ⊂ O the unique prime ideal of O.
The residue field f := O/p has finite cardinality, denoted by t. Every element of
K× can be uniquely written as ̟l for some integer l and some u ∈ O×, a unit of
O. The valuation v : K → Z is defined as v(̟lu) = l (by convention v(0) = +∞).
The absolute value of an element x of K is defined as |x| = t−v(x). The metric
induced by the absolute value makes K into a locally compact, totally disconnected
topological space.
2.2. Let G be a connected, K–simple, linear algebraic group defined over K. We
will also assume that G is K–isotropic of K–rank n. We denote by G the K–rational
points of G and the same type of notation will be used for all the linear algebraic
groups defined in this paragraph (they are all defined over K). Let P be a minimal
K–parabolic subgroup of G and S a maximal K–split torus of G contained in P.
The parabolic P has the Levi decomposition P =MU, where M = ZG(S) is the
centralizer of S in G, and U is the unipotent radical of P. The unique K–parabolic
subgroup of G which is opposed to P with respect to M is denoted by P−, and
U− denotes its unipotent radical. Also, let N = NG(S) be the normalizer of S.
2.3. The finitely generated free Z–modules X∗(S) := HomK(S,K
×) and X∗(S) :=
HomK(K
×, S) are the character group and, respectively, the cocharacter group of
S. Since S is split X∗(S) could be also identified with HomZ(X
∗(S),Z) via the
perfect pairing 〈·, ·〉 : X∗(S) ×X
∗(S) → Z which by definition satisfies ψ(ϕ(s)) =
s〈ϕ,ψ〉, for all s ∈ K×, ϕ ∈ X∗(S) and ψ ∈ X
∗(S). Consider the real vector space
V := X∗(S)⊗ZR and its dual V
∗ := X∗(S)⊗ZR. With this notation, the R–linear
extension of the pairing 〈·, ·〉 becomes the natural pairing between V and V ∗.
Similarly, consider X∗(M) = HomK(M,K
×) the group of K–rational characters
of M , and X∗(M) = HomZ(X
∗(M),Z). Since X∗(M) is a full rank sublattice of
X∗(S), the natural pairing between X∗(M) and X
∗(M) is also 〈·, ·〉. We have the
following group morphism
vM :M → X∗(M)
7defined by 〈vM (m), ψ〉 := v(ψ(m)), for any m in M and any ψ in X
∗(M). The
image, respectively the kernel of vM will be denoted by Λ and M˚ , respectively.
The subgroup M˚ is a maximal compact and open subgroup of M and, similarly,
S˚ := S ∩˚M is a maximal compact and open subgroup of S.
The inclusion of S into M induces the inclusions X∗(S) ⊂ Λ ⊂ X∗(M) which
in general are strict. If G is K–split, both inclusions are equalities, and if G
splits over an unramified extension of K then Λ coincides with X∗(S). However,
X∗(M)⊗Z R = Λ ⊗Z R = V and the three sets considered above are lattices of V
of rank n.
2.4. A character χ :M → C× is called unramified if it is trivial on M˚ . Therefore
Xnr(M), the set of unramified characters of M , is in bijection with the set of
groupmorphisms Hom(Λ,C×) or, equivalently, with the set ofC–algebra morphisms
HomC−alg(R,C), where we denoted by R the group C–algebra of the lattice Λ.
When we consider an unramified character χ of M , we will use the same symbol
to refer to the corresponding morphisms in any of the above contexts. We use the
notation Cχ to refer to C with the R–module structure given by the unramified
character χ : R→ C.
The lattice Λ can be considered both as a subset of V and a quotient of M and
the group structure will be denoted additively or multiplicatively depending on the
situation. For example, if λ and µ are elements of Λ ⊂ V , then the corresponding
elements of M (determined up to multiplication by elements of M˚) are denoted by
tλ and tµ, their product is tλtµ = tλ+µ and vM (tλ) = λ. For an element λ of Λ we
will denote by eλ the corresponding element in R. The group structure of R will
be also denoted multiplicatively.
2.5. Consider B, the Bruhat–Tits building associated to G, and A the apartment
in B corresponding to the torus S. The apartment A is an n–dimensional real
affine space on which V acts by translations. We also fix once and for all a special
vertex x0 in A . The affine root system Φaf = Φaf(G,S,K) consists of affine linear
functions on A whose vector parts (which are linear functions on V ) are elements
of Φ = Φ(G,S,K) ⊂ X∗(S), the K–relative root system of G with respect to the
torus S. The vanishing hyperplanes of the affine roots will be referred to as the
affine hyperplanes in A . The minimal parabolic P determines a basis {a1, · · · , an}
of Φ and, consequently, a set of positive roots Φ+. We will identify the linear
functions on V (in particular the elements of Φ) with the affine linear functions on
A which vanish at x0. Note that Φ may be a nonreduced root system; in such a
case we arrange that an is the unique simple root which belongs to
1
2Φ. Also, we
denote by a0 the unique non–divisible affine root which vanishes on the wall of C
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not containing x0. The elements of the set {a0, · · · , an} are called the affine simple
roots.
Among the connected components of the complement in A of the union of affine
hyperplanes passing through x0 there is a unique one, denoted by C, with the
property that C ∩ u · C contains a translate of C for any u in U . There exists a
unique chamber C which is included in C and has x0 as one of its vertices. The cone
C can be alternatively described as the set of points in A on which the positive
roots Φ+ take non–negative values.
The stabilizer of x0 in G, denoted by K, is called a special, good, maximal
compact subgroup of G. The interior points of C all have the same stabilizer I in
G, called the Iwahori subgroup of G attached to C .
To any affine root a ∈ Φaf , Tits associates a strictly positive integer d(a) which
depends on the valuation data on the root subgroups of G. For any of the affine
simple roots ai define the positive integer di := d(ai) + d(2ai) (by convention
d(2ai) = 0 if 2ai is not an affine root). For example, if G is K–split, all the integers
di are 1. The integer di can be also described in geometric terms as follows: the wall
of C on which ai vanishes is contained in the closure of precisely t
di + 1 chambers
of B. To simplify later formulas we will use the notation ti to refer to t
di and t∗i to
refer to td(ai)−d(2ai).
2.6. Any element g of N stabilizes the apartment A and it fixes every point of
A if and only if it belongs to M˚ . In consequence, we identify the extended affine
Weyl group W e := N/ M˚ with a group of affine transformations of A . The affine
Weyl group W is the group generated by the reflections ra in A , with a an affine
root. The simple reflections ri := rai , 0 ≤ i ≤ n, in the walls of C are sufficient to
generate W . The affine Weyl group W is a normal subgroup of W e. If the finite
group Ω is the normalizer in W e of the chamber C , we have that W e = Ω ⋉W .
The group Ω can be equivalently described as NG(I)/I; if G is simply–connected,
then Ω is trivial and W e =W .
The subgroup of W generated by the simple reflections r1, · · · , rn is the finite
Weyl group W˚ =W (Φ). Here we identified the affine space A with V by choosing
x0 as the origin. Since G is connected W˚ is isomorphic to N/M . Any element
w˚ of the finite Weyl group W˚ ∼= N/M has a representative in K ∩ N (which we
denote by the same symbol). Since M˚ = K ∩M , the group W˚ is isomorphic to
NK(S)/ M˚ which is a subgroup ofW
e. We also regard Λ ∼=M/ M˚ as a subgroup of
W e. Furthermore, the extended affine Weyl group W e can be presented as W˚ ⋉Λ.
From now on we will assume that we have chosen a representative in K for every
element of W˚ . The elements of Λ which take C into itself will be called dominant
and the set of dominant elements will be denoted by Λ+. The elements of the set
Λ− := −Λ+ will be called anti–dominant.
92.7. To the affine root system Φaf we associate the unique finite root system R˚ ⊂ V
and affine root system R as in Section 1 for which the configuration of vanishing
hyperplanes of Φaf and R coincides. Moreover, R˚ is chosen to be reduced if and
only if Φ is reduced. In this way, the Weyl groups associated to R˚ and R are
W˚ = W (Φ) and W = W (Φaf) and we are able to freely use the conventions and
notations in Section 1. The reflections corresponding to the simple roots of Φ, Φaf
and respectively R˚, R will coincide although the roots themselves may be different
(but necessarily a scaling of each other). Furthermore, the lattice Λ becomes an
intermediary lattice between Q and P , the root lattice and, respectively, the weight
lattice associated to R˚.
2.8. The length ℓ(w) of an element w of W e is the number of affine hyperplanes
in A separating C and w ·C . For example, the elements of Ω have length zero. For
each w in W , ℓ(w) is the length of a reduced (i.e. shortest) decomposition of w in
terms of the simple affine reflections r0, · · · , rn. The unique highest length element
of W˚ is denoted by w◦ and, for λ in Λ we denote by w˚λ the unique minimal length
element of W˚ for which w˚−1λ · λ is anti–dominant.We list below a few useful facts
about the length function. For a proof see, for example, [9, Lemma 1.1].
Lemma 2.1. Assume that λ and µ are anti–dominant elements of Λ and that w˚
is an element of W˚ . Then the following are true,
(1) ℓ(tλ+µ) = ℓ(tλ) + ℓ(tµ)
(2) ℓ(tλw˚) = ℓ(tλ) + ℓ(w˚)
The elements of Λ which keep x0 into the chamber C are called minuscule and
their set is denoted by OΛ. The set OΛ is finite, of the same cardinality as the
group Ω. In fact, we can parameterize Ω by the elements of OΛ as follows: for each
λ ∈ OΛ let ωλ denote the unique element of Ω for which ωλ(0) = λ. It is easy to
see that ωλ = tλw˚λ.
For each λ in Λ let us denote by λ˜ the unique element of OΛ which lies in the
same orbit of the affine action ofW on Λ (regarded as a subset of A via λ 7→ λ+x0)
and by wλ the unique minimal length element of W for which wλ · λ˜ = λ.
2.9. The groups G, K, M and U are unimodular. We choose correspondingly the
Haar measures dg, dk, dm and du normalized such that they give volume one to
the intersection between the corresponding group and the Iwahori I. The parabolic
subgroup P =MU is not unimodular; a left invariant Haar measure on P is given
by ∫
P
f(p)dℓp :=
∫
M
∫
U
f(mu)dmdu
and a right invariant Haar measure is given by drp := δP (p)dℓp, where δP : P → R
×
+
is the modular function of P . In fact, δP (mu) = |det(Ad|U (m))| for any m in M
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and u in U ; we denoted by Ad|U the automorphism of the Lie algebra of U given
by the adjoint representation. Since δP is trivial on U and M˚ , it can be seen as an
unramified character of M . For example, we will sometimes write δP (e
λ) to refer
to δP (tλ). With the above notation the following formula holds∫
G
f(g)dg =
∫
K
∫
P
f(pk)dkdℓp =
∫
K
∫
M
∫
U
f(muk)dkdmdu (1)
For any element w of W e the volume of the double coset IwI is denoted by
t(w). If w has the reduced decomposition ωri1 · · · ril with ω in Ω and rij simple
reflections, then t(w) = ti1 · · · til . The connection between these numbers and the
values of the modular function is the following (see [13, Corollary 3.2.13]).
Lemma 2.2. Let λ be an element of Λ+ and let w˚ be in W˚ . Then,
δP (tλ) = t(w˚tλw˚
−1) (2)
2.10. We will list here the main results about the structure of G which will be
used in this paper. All the results are due to Bruhat and Tits [2] (see also [4], [13],
[18] for streamlined expositions).
Theorem 2.3 (Iwasawa decomposition). We have G = PK. Moreover, we have
the following disjoint unions
G =
⋃
w˚∈W˚
Pw˚I =
⋃
w∈W e
M˚UwI (3)
For second equality in (3) follows from the first one, by keeping in mind that
P =MU , M/ M˚ ∼= Λ and W e = W˚ ⋉ Λ.
Theorem 2.4 (Iwahori decomposition). Let I0 = I ∩M , I+ = I ∩ U and I− =
I ∩ U−. Then,
I = I0I+I− (4)
and the same holds with the product taken in any order. Moreover, I0 = M˚ ,
I+ = K ∩ U and
tλI
+t−1λ ⊃ I
+ and tλI
−t−1λ ⊂ I
− (5)
for any λ ∈ Λ+. Furthermore,
U =
⋃
λ∈Λ+
tλI
+t−1λ (6)
Theorem 2.5 (Bruhat decomposition). We have G = INI. More precisely, we
have the following disjoint union
G =
⋃
w∈W e
IwI (7)
11
The double cosets IwI are called Bruhat cells and they have the following compati-
bility with the group structure of G
IriI · IwI ⊂ IriwI ∪ IwI for any w ∈W
e and 0 ≤ i ≤ n (8)
IriI · IwI = IriwI if and only if ℓ(riw) = ℓ(w) + 1 (9)
Let us note that we also have K = I(N ∩K)I and the following disjoint union
K =
⋃
w˚∈W˚
I+w˚I (10)
Furthermore, G can be written as the disjoin union
G =
⋃
λ∈Λ
ItλK (11)
2.11. The extended affine Hecke algebra associated to the pair (G, I) is defined as
He := Cc(I\G/I), the set of compactly supported I–bi–invariant functions on G,
endowed with the associative algebra structure given by convolution
(f ∗ h)(x) :=
∫
G
f(g)h(g−1x)dg
If we let Tw denote 1IwI , the characteristic function of the double coset IwI then,
from the Bruhat decomposition, {Tw}w∈W e is a basis of H
e. To avoid cumbersome
notation we use the symbol Ti to refer to Tri for any affine simple reflection ri.
We define the affine Hecke algebra H, respectively the finite Hecke algebra H˚, as
being the subalgebra of He with basis {Tw}w∈W , respectively with basis {Tw˚}w˚∈W˚ .
Again, from the Bruhat decomposition, we see that H˚ = Cc(I\K/I). The charac-
teristic function of I is the unit in all these algebras and it will be denoted by 1.
The structure of the algebra He has been described by Iwahori and Matsumoto.
Theorem 2.6. With the above notation the following statements hold
(1) The affine Hecke algebra H is generated by the elements T0,T1, · · · ,Tn and
the following relations are a complete set of relations among them
(a) the elements T0,T1, · · · ,Tn satisfy the same braid relations as the sim-
ple affine reflections r0, r1, · · · , rn;
(b) for all 0 ≤ i ≤ n we have
T2i = (ti − 1)Ti + ti
(2) For elements w1, w2 of W
e such that ℓ(w1w2) = ℓ(w1) + ℓ(w2) we have
Tw1w2 = Tw1Tw2
In particular, the elements {Tω}ω∈Ω form a group isomorphic to Ω (and
denoted by the same symbol) and He = Ω⋉ H.
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The extended affine Hecke algebra admits a second description due to Bernstein
(unpublished) and Lusztig [12]. Before stating the result we need the following
notation. For λ in Λ we can find two elements µ1, µ2 in Λ
+ such that λ = µ1−µ2.
Let Xλ denote the element t(tµ1)
− 12 t(tµ2)
1
2Ttµ1T
−1
tµ2
of the extended affine Hecke
algebra He; Xλ does not depend on the choice of µ1 and µ2. Moreover, the elements
{Xλ}λ∈Λ generate a commutative subalgebra of H
e isomorphic to R and which will
be denoted by RX.
Theorem 2.7. The extended affine Hecke algebra He is generated by the finite
Hecke algebra H˚ and the commutative algebra RX such that the following relations
are satisfied for any λ in Λ and any 1 ≤ i ≤ n
TiXλ − Xri(λ)Ti = (ti − 1)
Xλ − Xri(λ)
1− X−αi
if 2αi 6∈ R
TnXλ − Xrn(λ)Tn =
(
tn − 1 + t
1
2
n (t
1
2
0 − t
− 12
0 )X−αn
) Xλ − Xrn(λ)
1− X−2αn
if 2αn ∈ R
3. Nonsymmetric Macdonald polynomials
3.1. In this Section we will list the facts about nonsymmetric Macdonald polyno-
mials which are relevant to our problem. For a detailed account of their construction
and basic properties we refer the reader to [14] and [5]. The results concerning the
limit as q →∞ of nonsymmetric Macdonald polynomials were obtained in [9].
For a root system R˚ as in Section 1, the nonsymmetric Macdonald polynomials
Eλ(q, t) are family of orthogonal polynomials which form a basis of Rq,t. These
polynomials are indexed by the weight lattice of R˚ and they depend rationally on
parameters q and t = (tα)α∈R. They were defined by Opdam [15] and Macdonald
for various specializations of the parameters and in full generality by Cherednik [5].
It was proved in [9, Section 3.1] that the coefficients of nonsymmetric Macdonald
polynomials have finite limits as q approaches infinity. We will use the notation
Eλ = Eλ(∞, t) for the nonsymmetric Macdonald polynomials in this limit.
To avoid introducing more notation we will state some properties of the polyno-
mials Eλ using the notation used in the present context. For this, we adhere to the
convention in Section 2.7 and, moreover, we restrict our attention to the subring
Rt,Λ of Rt spanned by {e
λ}λ∈Λ. The polynomials {Eλ}λ∈Λ form a basis of Rt,Λ
and the extended affine Hecke algebra He acts on Rt,Λ as follows
Ti · e
λ = tie
ri(λ) + (ti − 1)
eλ − eri(λ)
1− e−αi
if 1 ≤ i ≤ n and 2αi 6∈ R
Tn · e
λ = tne
rn(λ) +
(
tn − 1 + t
1
2
n (t
1
2
03 − t
− 12
03 )e
−αn
) eλ − ern(λ)
1− e−2αn
if 2αn ∈ R
Xµ · e
λ = eλ+µ for all µ ∈ Λ
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If λ is in Λ we denote by t(λ,λ) the element of F
(t∗ntn)
1
2 (λ−,λ
∨
n)
n−1∏
i=1
t
(λ−,λ
∨
i )
i
where t∗n equals tn if R is reduced or t01 if R is nonreduced. If A is the affine Artin
group of which the affine Hecke algebra H is a quotient, let us consider the group
morphism defined by
ξ : A→ Ft, ξ(Ti) = ti, i 6= 0 and ξ(T0) = t
1
2
01t
1
2
03
We will abuse notation and write ξ(w) to refer to ξ(Tw) for w in W . Given λ in Λ
let us define the following normalization factor
jλ := ξ(wλ)t
(λ,λ) (12)
The following result was proved in [9, Corollary 3.3].
Proposition 3.1. Let λ be a in Λ. Then,
Twλ · jλ˜e
λ˜ = jλEλ
We should also note that as a consequence of Corollary 3.7 in [9] the polynomials
Eλ are free of the parameter t02.
4. Unramified principal series
4.1. Let χ be any unramified character of M . The unramified principal series
representation of G indexed by χ, denoted by (νχ,U(χ)), is the representation
obtained by normalized induction from the one–dimensional representation of P
given by χ (which is extended to P by letting U act trivially). More precisely,
U(χ) =
{
f : G→ C
(i) f(mug) = δ
1
2
P (m)χ(m)f(g) for m ∈M, u ∈ U, g ∈ G
(ii) f locally constant
}
and νχ is the right G–action by right translations. The following result is due to
Casselman (see also [1]).
Proposition 4.1. Let χ be an unramified character of M . Then
(1) (νχ,U(χ)) is admissible and the subspace of its Iwahori fixed vectors U(χ)
I
has dimension |W˚ |;
(2) U(χ−1) is isomorphic to the contragradient representation U˜(χ);
(3) If (π, V ) is an irreducible, admissible representation of G such that the space
of its Iwahori fixed vectors V I is nontrivial, then there exists a G–embedding
of V into some unramified principal series representation. Conversely, if
V is a any nontrivial subrepresentation of U(χ), then V I is also nontrivial.
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4.2. It will be more convenient to study the space of universal unramified principal
series (ρ,U) which is defined by
U :=
{
f : G→ R
(i) f(mug) = δ
1
2
P (m)e
−vM (m)f(g) for m ∈M, u ∈ U, g ∈ G
(ii) f locally constant
}
The group G acts by right translations making U a smooth right G–module. Also,
U admits a R–module structure defined as follows
(eλ · f)(g) := ew◦(λ)f(g)
where f is an element of U , λ in Λ, g in G. For χ an unramified character of M ,
it is easy to see that U ⊗R Cχ−1 is precisely U(χ), the unramified principal series
associated to χ.
4.3. The universal unramified principal series admits a second construction as
compact induction c-indGM˚U (C) from the trivial representation. Our presentation
here follows [6], [7] where the arguments for split groups were presented (although
they work in complete generality). Let us denote by V the space c-indGM˚U (C),
which is by definition
V :=

f : G→ C
(i) f(mug) = f(g) for m ∈˚M, u ∈ U, g ∈ G
(ii) f locally constant
(iii) supp(f) ⊂ M˚UCf for some compact set Cf of G


It is easy to see that, in fact, V = C∞c (˚MU\G). The action of G by right transla-
tions endows V with a smooth right G–module structure. It can be also endowed
with a left R–module structure (which commutes with the right G–action) as fol-
lows. For λ in Λ, f in V and any g in G define
(eλ · f)(h) := δ
1
2
P (e
w◦(λ))f(t−1
w◦(λ)
g) (13)
For a map f : G→ R let us denote by fλ(·) : G→ C the functions for which
f(g) =
∑
λ∈Λ
fλ(g)e
λ
for all g in G. Let,
ζ : U→ V , ζ(f)(g) := f0(g) for all f in U and g in G
η : V → U , η(h)(g) :=
∑
λ∈Λ δ
− 12
P (e
λ)h(tλg)e
λ for all h in V and g in G
Lemma 4.2. With the above notation, the maps ζ and η are well defined, right G–
module, left R–module homomorphisms. Moreover, they are inverse to each other
and therefore U and V are isomorphic as (R, G)–modules.
Proof. It is a straightforward check that U and V are indeed (R, G)–modules and
the above maps are (R, G)–linear and inverse to each other. 
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4.4. The subspace of Iwahori fixed vectors of the universal unramified principal
series is isomorphic to VI = Cc(˚MU\G/I). Theorem 2.3 allows us to consider the
natural basis for VI given by the characteristic functions {vx := 1˚MUxI}x∈W e .
Since VI is a left R–submodule of V. The R–action on the elements of the above
basis is given by
eλ · vx = δ
1
2
P (e
w◦(λ))vtw◦(λ)x (14)
for any λ in Λ and x in W e. The right G–action on V gives rise to a right action,
by convolution, of He on VI . For example, for x and w in W e we have
(v1 ∗ Tw)(x) =
∫
G
1˚MUI(g)1IwI(g
−1x)dg (15)
which is easily seen to be the volume of the set UI ∩ xIw−1I. In particular,
cx,w := (v1 ∗ Tw)(x) it is always a non–negative integer.
Lemma 4.3. With the above notation we have
v1 ∗ Tw =
∑
x≤w
cx,wvx
for some non–negative integers cx,w. Moreover, cw,w is non-zero.
Proof. Since {vx}x∈W e form a basis for V
I we can derive the expansion of v1 ∗Tw
in this basis simply by evaluating it at various elements of the extended Weyl group
W e. Our claim follows if we show that UI ∩ xIw−1I is empty unless x ≤ w.
Indeed, assume that u is an element of U such that ux ∈ IwI. By (6) we know
that there exists λ in Λ− for which tλut
−1
λ lies in I
+. In such a case, tλut
−1
λ · tλx ∈
tλIwI and we can deduce that
ItλxI ⊂ ItλIwI ⊂
⋃
y≤w
ItλyI (16)
The last inclusion is justified by the multiplicative properties of the Bruhat cells. In
conclusion we must have x ≤ w. The coefficient cx,w is the volume of UI ∩xIw
−1I
which is a non–negative integer. Furthermore, cw,w is strictly positive since I ⊂
UI ∩ wIw−1I. 
In some cases we can obtain a sharper result.
Lemma 4.4. Let µ be an element of Λ− and w˚ be an element of W˚ . Then
v1 ∗ Ttµw˚ = vtµw˚
Proof. If we proceed as in the above proof we find that the relation (16) becomes
ItλxI ⊂ ItλItµw˚I = Itλ+µw˚I
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where the equalities are consequences of Lemma 2.1 and of the multiplicative prop-
erties of the Bruhat cells. Therefore,
v1 ∗ Ttµw˚ = ctµw˚,tµw˚vtµw˚
Let us argue first that
v1 ∗ Ttµ = vtµ
Since, by the above argument,
v1 ∗ Ttµ = ctµ,tµvtµ
we only need to show that ctµ,tµ = 1. Using the Iwahori decomposition (4), (5) we
obtain that
I ⊂ UI ∩ tµIt
−1
µ I = UI ∩ tµI
−t−1µ I ⊂ UI ∩ U
−I = I
and we deduce that ctµ,tµ = 1.
Now, our hypothesis implies that Ttµw˚ = TtµTw˚. Hence,
v1 ∗ Ttµw˚ = v1 ∗ Ttµ ∗ Tw˚ = vtµ ∗ Tw˚
We deduce that ctµw˚,tµw˚ equals the volume of the set t
−1
µ UtµI ∩ w˚Iw˚
−1I. Keeping
in mind that M normalizes U and that w˚ and I are included in K we obtain
I ⊂ t−1µ UtµI ∩ w˚Iw˚
−1I ⊂ UI ∩K = I
which shows that ctµw˚,tµw˚ = 1. 
By a similar argument we can prove the following.
Lemma 4.5. Let 1K be the characteristic function of K.
(1) For any w˚ in W˚ we have
Tw˚ ∗ 1K = t(w˚)1K (17)
(2) For any ν in OΛ we have
Ttν ∗ 1K = t(w˚ν)1ItνK (18)
Proof. For the first claim, note that Tw˚ ∗ 1K is an element of Cc(I\G/K) and by
(11) it is determined by its values at the elements tµ. Using the convolution formula
we find that (Tw˚ ∗ 1K)(tµ) equals the volume of the set Iw˚I ∩ tµK. Recall that the
representatives of the elements of W˚ are chosen to be in K and therefore
Iw˚I ∩ tµK ⊂ K ∩ tµK
showing that Iw˚I ∩ tµK is empty unless µ = 0, in which case Iw˚I ∩K = Iw˚I. This
set has volume t(w˚) and our first statement is proved.
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We argue similarly to prove the second statement. If µ is an element of Λ, the
value of the integral
(Ttν ∗ 1K)(tµ) =
∫
G
1ItνI(g)1K(g
−1tµ)dg
is zero, unless tµ belongs to ItνK or, equivalently, unless µ = ν. When µ = ν
the value of the above integral equals the volume of the set t−1ν ItνI ∩ K. Since
ν is minuscule we know that ων = tνw˚ν normalizes I. Therefore, the volume of
t−1ν ItνI ∩K equals the volume of
ω−1ν Iωνw˚
−1
ν I ∩K = Iw˚
−1
ν I ∩K
which is precisely t(w˚ν). 
4.5. The following result reveals the close relationship between He and VI . Again,
the argument was presented in [6] and [7] (for split groups).
Proposition 4.6. The right He–linear map
ϕ : He → VI , ϕ(Tw) := v1 ∗ Tw
is an isomorphism of right He–modules, the right He–module VI is free of rank one
and the map
ψ : He → EndHe(V
I), ψ(Tw)(v1) := v1 ∗ Tw
is an algebra isomorphism.
Proof. To justify the first claim, note that according to Lemma 4.3 the map ϕ is
lower triangular with respect to the bases {Tw}w∈W e and {vw}w∈W e and therefore
an an isomorphism of right He–modules. In consequence, VI is a free right He–
module of rank one and in consequence any He–linear endomorphism of VI is
uniquely determined by its value on v1. Moreover, any element of EndHe(V
I) is of
the form ψ(h) for some h ∈ He. Hence the map ψ is well defined a simple check
confirms that it is an algebra isomorphism. 
We will essentially restate this result in a form which will be more suitable for
our purposes.
Corollary 4.7. The right He–linear map
ϕ◦ : H
e → VI , ϕ◦(Tw) := vw◦ ∗ Tw
is an isomorphism of right He–modules, and the map
ψ◦ : H
e → EndHe(V
I), ψ◦(Tw)(vw◦) := vw◦ ∗ Tw
is an algebra isomorphism.
Proof. From Lemma 4.4 we know that vw◦ = v1 ∗Tw◦ . The result now follows from
the above Proposition and the fact that Tw◦ is invertible. 
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The above Corollary has the following important consequence. Recall that V
is also endowed with a left R–module which commutes with the right He–action.
Therefore, for any µ in Λ, the left multiplication by eµ gives a right He–linear map
γµ : V
I → VI , γµ(vx) := δ
1
2
P (e
w◦(µ))vtw◦(µ)x
which, by the above Corollary, must be the image by ψ◦ of an unique element of
He, denoted by γ(eµ). In this way we define an algebra map
γ : R→ He
Proposition 4.8. Let µ be any element of Λ. Then, with the above notation,
γ(eµ) = Xµ
Proof. Let us remark first that, since γ is an algebra isomorphism we only need to
check our claim for elements of Λ+. Assume now that µ is dominant. We will show
that
vw◦ ∗ Xµ = γµ(vw◦) = δ
1
2
P (e
w◦(µ))vw◦tµ
which is enough to conclude our proof.
Because µ is dominant we have Xµ = t(tµ)
− 12Ttµ . Therefore, after taking into
account Lemma 2.2, our claim is reduced to showing that
vw◦ ∗ Ttµ = vw◦tµ
But, vw◦ = v1 ∗Tw◦ and Tw◦Ttµ = Tw◦tµ = Ttw◦(µ)w◦ . The element w◦(µ) is in Λ
−
and therefore Lemma 4.4 applies allowing us reach the conclusion. 
5. The Satake transform
5.1. Let us consider VK = Cc(˚MU\G/K), the space of K–fixed vectors in V. A
basis for VK is given by the characteristic functions {uλ := 1˚MUtw◦(λ)K}λ∈Λ. This
can be easily seen using the Iwasawa decomposition G = PK =MUK and the fact
that M/ M˚ ∼= Λ. The left R–action on V transfers to a left R–action on VK
eµ · uλ = δ
1
2
P (e
w◦(λ))uµ+λ
In particular, the map
σ : VK → R , σ(uλ) := δ
− 12
P (e
w◦(λ))eλ (19)
is an isomorphism of left R–modules. In other words, σ(uλ) is the unique element
of R for which σ(uλ) · u0 = uλ. The connection between the canonical bases of V
I
and VK is the following.
Lemma 5.1. For any λ in Λ and any w˚ in W˚ we have
t(w˚)uw◦(λ) = vtλw˚ ∗ 1K
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Proof. Obviously vtλw˚ ∗1K is an element of V
K and the coefficients of its expansion
in terms of the basis of VK given above are obtained by evaluating vtλ ∗ 1K at the
elements tµ. We easily find that (vtλ ∗ 1K)(tµ) is the volume of the set M˚Utλw˚I ∩
tµK. Now,
M˚Utλw˚I ∩ tµK ⊂ M˚UtλK ∩˚MUtµK
and therefore M˚UtλI ∩ tµK is empty unless µ = λ, in which case
M˚Utλw˚I ∩ tλK = tλ(U ∩K)w˚I = tλIw˚I
For the last equality we used the fact that U is normalized by M and also the
equality Iw˚I = I+w˚I. Since the volume of Iw˚I equals t(w˚) our claim is proved. 
Lemma 5.2. Let λ be in Λ. Then,
t(w◦)
−1vw◦ ∗ Xλ ∗ 1K = δ
1
2
P (e
w◦(λ))uλ
Proof. From Proposition 4.8 we know that vw◦ ∗ Xλ = δ
1
2
P (e
w◦(λ))vw◦tλ . Now,
Lemma 5.1 gives us the desired result. 
5.2. The restriction of the map ϕ◦ from Proposition 4.6 to Cc(I\G/K) takes values
in VK . We will denote this restriction by the same symbol.
Proposition 5.3. The map
Υ : Cc(I\G/K)→ V
K , f 7→ t(w◦)
−1vw◦ ∗ f
is a linear isomorphism.
Proof. Of course, the above map is injective since it is, modulo a nonzero scalar
factor, the restriction of an injective map. As for the surjectivity, the above Lemma
shows that for any λ in Λ
Υ(Xλ ∗ 1K) = δ
1
2
P (e
w◦(λ))uλ (20)
Therefore, all the elements of the basis of VK are in the image of Cc(I\G/K). 
Definition 5.4. The linear isomorphism
Ξ := σ ◦Υ : Cc(I\G/K)→ R
will be called the Satake transform.
The above Proposition appeared previously in the literature [11, Proposition
2.5]1. In [11], Ξ is called the Satake map. The Satake transform can be equivalently
described as follows: if f is an element of Cc(I\G/K) then Ξ(f) is the unique
element of R for which
t(w◦)
−1vw◦ ∗ f = Ξ(f) · u0 (21)
1I am grateful to Professor Shin-ichi Kato for pointing this out.
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The terminology can be justified as follows. Let f be an element of Cc(I\G/K).
Its Satake transform being an element of R, it can be written as
Ξ(f) =
∑
λ∈Λ
cw◦(λ)e
λ (22)
With this notation Ξ(f) · u0 =
∑
λ cw◦(λ)δ
1
2
P (e
w◦(λ))uλ and
(Ξ(f) · u0)(tw◦(µ)) = cw◦(µ)δ
1
2
P (e
w◦(µ))
On the other hand, using the formula (1) we obtain
(vw◦ ∗ f)(tw◦(µ)) =
∫
U
f(w−1◦ u
−1tw◦(µ))du
and we can conclude that
cw◦(µ) = t(w◦)
−1δ
− 12
P (e
w◦(µ))
∫
U
f(w−1◦ utw◦(µ))du (23)
Examining (22) and (23) we can see that the restriction of the map Ξ to the spherical
subalgebra Cc(K\G/K) is (modulo the action of w◦) the classical Satake transform
(see [17] or formula (3.3.4) and Theorem 3.3.6 in [13]).
Let us indicate two immediate consequences of the above considerations. First,
if f is a function in Cc(I\G/K) which takes only non–negative values then all the
coefficients cµ are non–negative. Second, the formula (20) shows that for all λ in Λ
Ξ(Xλ ∗ 1K) = e
λ (24)
5.3. The space Cc(I\G/K) is a left module for extended affine Hecke algebra H
e
which acts by convolution. The Satake transform being a linear isomorphism, there
is a unique left action of He on R, denoted by · , which makes Ξ left He–linear. A
crude description of this action on R can be obtained merely by reexamining our
earlier computations.
Lemma 5.5. Let H be an element of He and let λ be in Λ. Then,
H · eλ = Ξ(HXλ ∗ 1K)
Proof. Straightforward from (24) and the definition of the left action of He. 
However, we can obtain a detailed description of the action of the generators of
He in the Bernstein–Lusztig presentation.
Proposition 5.6. The action of He on R is completely described by the following
formulas
Ti · e
λ = tie
ri(λ) + (ti − 1)
eλ − eri(λ)
1− e−αi
if 1 ≤ i ≤ n and 2αi 6∈ R
Tn · e
λ = tne
rn(λ) +
(
tn − 1 + t
1
2
n (t
1
2
0 − t
− 12
0 )e
−αn
) eλ − ern(λ)
1− e−2αn
if 2αn ∈ R
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Xµ · e
λ = eλ+µ for all µ ∈ Λ
Proof. By Theorem 2.7 the action of He on R is completely determined if we de-
scribe how the elements T1, · · · ,Tn and {Xµ}µ∈Λ act. We only have to check that
these elements have the predicted action. Let us consider first the action of Xµ for
some µ in Λ. The above Lemma and the formula (24) gives us
Xµ · e
λ = Ξ(Xµ+λ ∗ 1K)
= eµ+λ
If we consider the action of Ti (for i such that 2αi 6∈ R, for example) the same
formulas lead to
Ti · e
λ = Ξ(TiXλ ∗ 1K)
= Ξ
(
Xri(λ)Ti ∗ 1K + (ti − 1)
Xλ − Xri(λ)
1− X−αi
∗ 1K
)
= tie
ri(λ) + (ti − 1)
eλ − eri(λ)
1− e−αi
which is precisely the predicted action. 
5.4. In the light of (11), a natural basis for the space Cc(I\G/K) is given by
the characteristic functions {1ItλK}λ∈Λ. For our purposes it will be more con-
venient to choose the representative wλωλ˜ for the coset ItλK. This is possible
since ItλK = Iwλωλ˜K for any λ in Λ. We will study next the Satake transforms
Eλ := Ξ(1Iwλωλ˜K) which give rise to a natural basis of R.
The coefficients of Eλ are given by the formula (23). However, let us remark that
in this situation one can compute (vw◦ ∗ 1ItλK)(tw◦(µ)) in the same way as for (15)
and obtain that it equals the volume of the set Uw◦I ∩ tw◦(µ)Kt−λI. The latter
has the same volume as Uw◦t−µI ∩Kt−λI (use the fact that M normalizes U) or
U−t−µI ∩Kt−λI (use w
−1
◦ Uw◦ = U
− and w◦ ∈ K) and hence we can rewrite (23)
as
cw◦(µ) = t(w◦)
−1δ
− 12
P (e
w◦(µ)) vol(U−t−µI ∩Kt−λI) (25)
Proposition 5.7. Let ν be a minuscule element of Λ. Then
Eν = δ
− 12
P (tν)e
ν
Proof. Since ν is minuscule, the formula (18) gives us
1ItνK = t(w˚ν)
−1Ttν ∗ 1K = t(tν)
− 12Xν ∗ 1K
and (24) implies the desired result. We have implicitly used the equality t(tν) =
t(w˚ν) which follows from the fact that ων = tνw˚ν normalizes I. 
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Regarding the elements wλ we know that (see, for example, [9, Lemma 1.6]) that
if ri · λ 6= λ then wri·λ = riwλ.
Proposition 5.8. Let λ be an element of Λ and let ri be a simple affine reflection
for which ℓ(wri(λ)) > ℓ(wλ). Then,
Ti · Eλ = Eri(λ)
Proof. Let us compute first Ti ∗ 1Iwλωλ˜K . This is an element of Cc(I\G/K) and
hence it is completely described by its values at the elements wµωµ˜. Now,
(Ti ∗ 1IwλK)(wµωµ˜) =
∫
G
1IriI(g)1IwλK(g
−1wµωµ˜)dg
and the value of the integral is zero unless wµωµ˜ belongs to IriI · Iwλωλ˜K. Our
hypothesis allows us to use (9) which implies that the product of the sets IriI and
IwλI equals Iwri(λ)I. Hence, the value of the above integral equals zero unless
µ = ri(λ). The value of the integral at wri(λ) is easily seen to be the volume of the
set
ω−1
λ˜
w−1λ riIriI ∩Kω
−1
λ˜
w−1λ I
Note that by (8) we have riIriI ⊂ IriI · IriI ⊂ I ∪ IriI which implies that
w−1λ riIriI ⊂ w
−1
λ I ∪ w
−1
λ IriI
We observe that ω−1
λ˜
w−1λ I ∩Kω
−1
λ˜
w−1λ I = ω
−1
λ˜
w−1λ I and
ω−1
λ˜
w−1λ IriI ∩Kω
−1
λ˜
w−1λ I ⊂ Kω
−1
λ˜
w−1λ IriI ∩Kω
−1
λ˜
w−1λ I
= Kω−1
λ˜
w−1
ri(λ)
I ∩Kω−1
λ˜
w−1λ I
which is of course empty. We conclude that
ω−1
λ˜
w−1λ I ⊂ ω
−1
λ˜
w−1λ riIriI ∩Kω
−1
λ˜
w−1λ I ⊂ ω
−1
λ˜
w−1λ I
and the volume of the set ω−1
λ˜
w−1λ riIriI ∩Kω
−1
λ˜
w−1λ I is one. This shows that
Ti ∗ 1Iwλωλ˜K = 1Iwri(λ)ωλ˜K
The Satake transform is a He-linear map, implying
Ti · Eλ = Ξ(Ti ∗ 1Iwλωλ˜K)
= Ξ(1Iwri(λ)ωλ˜K)
which is our desired result. 
Corollary 5.9. Let λ be an element of Λ. Then,
Twλ · δ
− 12
P (e
λ˜)eλ˜ = Eλ
Proof. Straightforward from Proposition 5.8 and Proposition 5.7. 
23
The next result describes the relationship between the elements Eλ and the non-
symmetric Macdonald polynomials Eλ. Let us consider first the C–algebra mor-
phism Rt,Λ → R which sends each e
λ to eλ, the parameters t01, t02, t03, t1, · · · , tn
to the numbers t∗n, t
∗
0, t0, t1, · · · , tn respectively. If f is an element of Rt,Λ its
image through the above morphism will be denoted by f(t).
Theorem 5.10. Let λ be an element of Λ. Then
Eλ = jλEλ(t)
Proof. Straightforward from Corollary 5.9 and Proposition 3.1. 
The above result has as a consequence a new formula for weight multiplicities of
Demazure modules associated to irreducible representations of complex, connected,
simple algebraic groups [10].
6. Matrix coefficients
6.1. Let us define the following vectors of the unramified principal series repre-
sentation U(χ). First, let vK be the K–fixed vector of U(χ) which takes the value
δ
1
2
P (e
λ)χ(eλ) on the coset M˚UtλK for each λ in Λ. Second, let vI be the I–fixed
vector of U(χ) which takes the value δ
1
2
P (e
λ)χ(eλ) on the coset M˚Utλw◦I for each
λ in Λ and, it vanishes on the cosets M˚UtλyI for each λ in Λ and y 6= w◦ in W˚ . It
is a straightforward check that vK and vI are the vectors in U(χ) which correspond
respectively (via the map η and after tensoring with C−1χ ) to the vectors u0 and vw◦
in V. With this notation, the formula (21) reads as follows. For f in Cc(I\G/K)
we have
vI ∗ f = χ
−1(Ξ(f))vK (26)
6.2. The contragradient representation of U(χ) is U(χ−1). Therefore, there exists
a canonical, non–degenerate, G–equivariant pairing
〈·, ·〉 : U(χ−1)⊗ U(χ)→ C
The spaces of K–fixed vectors on U(χ) and U(χ−1) are 1–dimensional. We denote
by v˜K the unique K–fixed vector in U(χ
−1) such that
〈v˜K , vK〉 = 1
Let us define the following matrix coefficient
Eχ : G→ C, Eχ(g) := 〈v˜Kg, vI〉
Since v˜K is K–fixed and vI is I–fixed the function Eχ belongs to Cc(K\G/I) and
it is therefore completely determined by its values at the elements tλ for λ in Λ.
We are now ready to state and prove our main result.
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Theorem 6.1. Let χ be an unramified character and λ and element of Λ. Then,
Eχ(t−λ) =
jλ(t)
vol(Kt−λI)
χ−1(Eλ(t))
Proof. By Theorem 5.10, it is enough to show that
Eχ(t−λ) = vol(Kt−λI)
−1χ−1(Eλ)
Let us remark first that
(Eχ ∗ f)(g) =
∫
G
Eχ(gx
−1)f(x)dx
= 〈v˜Kg, vI ∗ f〉
In particular, for f ∈ Cc(I\G/K) and g = 1 we obtain that
(Eχ ∗ f)(1) = χ
−1(Ξ(f))
Furthermore, if f = 1ItλK the above formula becomes
vol(Kt−λI)Eχ(t−λ) = χ
−1(Eλ)

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