We consider closed curves in the hyperbolic space moving by the L 2 -gradient flow of the elastic energy and prove well-posedness and long time existence. Under the additional penalisation of the length we show subconvergence to critical points. A motivation for the study of this flow is given by the relation between elastic curves in the hyperbolic plane and Willmore surfaces of revolution.
Introduction
Let f : S 1 → M be a smooth immersion of a closed curve in a smooth Riemannian n-dimensional manifold (M n , g) of constant sectional curvature S 0 . In analogy to the Bernoulli model of an elastic rod in the Euclidean case we define its elastic energy as
Here ds = |∂ x f | g dx and the geodesic curvature κ is given as κ = ∇ ∂sf ∂ s f , i.e. the covariant derivative of ∂ s f with respect to itself where ∂ s f = 1 |∂xf |g ∂ x f ∈ T (f ) is the unit velocity vector field along f . Critical points of the elastic energy subject to a length constraint or with a length penalisation are called free elastica and have been studied for instance in [LS84b] . These curves satisfy the equation
where ∇ ⊥ ∂s denotes the projection of the covariant derivative ∇ ∂sf onto the subspace orthogonal to ∂ s f (see [LS84b] and Remark 2.5 below). Elastica are critical point of the energy
with λ > 0 and satisfy the equation
Elastic curves are not only fundamental in the theory of mechanics and the calculus of variations ( [Tru83] ), but have also modern applications, see for instance [Mum94] .
In this work we study the gradient flow associated to the energy E λ given by
for sufficiently smooth immersions f : S 1 × [0, T ) → M . A solution describes how an initial regular curve evolves in time reducing the energy E λ in the direction of the steepest descent. This evolution has been studied in Euclidean space for instance in [Wen93, Koi96, DKS02, NO14] . Here we consider the case that M is two-dimensional and the hyperbolic half-plane. In this situation, the sectional curvature is constant and equal to −1. It is quite natural to see if the negative curvature give rise to new phenomena. Another motivation for the study of the elastic flow in the hyperbolic space is given by the connection between elastic curves and Willmore surfaces of revolution, see Paragraph 2.1.1 below. This connection has been used intensively to study various problems associated to the Willmore energy of surfaces of rotation with the elastic energy of curves in the hyperbolic space, for instance classification of rotational symmetric minimisers ([LS84b Here we give a self-contained and complete description of the elastic flow of closed curves in the hyperbolic half plane. Below we state our main result. The similar case when the ambient manifold is R n with the Euclidean metric has been studied in [DKS02] for closed curves and, for instance, in [Lin12, DP14, DLP16] for open curves.
Theorem 1.1. Let H 2 be the hyperbolic half space, f 0 : S 1 → H 2 be a given smooth, regular and closed curve and λ ≥ 0.
(i) There exists a smooth global solution f : S 1 × [0, ∞) → H 2 of the initial boundary value problem
(ii) Moreover, if λ > 0, as t i → ∞ there exists real values p i ∈ R, α i > 0 such that the curves α i (f (t i,· ) − (p i , 0)) subconverge, when reparametrised with constant speed, to a critical point of E λ , that is to a solution of (4).
(iii) If f 0 is merely in C 5,α there still exists a smooth solution on (0, ∞) satisfying f (·, t) → f 0 in C 1,α as t ց 0, and (ii) holds.
The article is organised as follows: After introducing the necessary tools from hyperbolic geometry at the beginning of Section 2 we recapitulate the connection with the Willmore energy of surfaces of revolution in Paragraph 2.1.1. We finish this section with a description of the evolution of geometric quantities under the elastic flow. We devote Section 3 to the well-posedesness of (6) and show the long time existence and subconvergence in Section 4. To improve the readability of the paper but remain self-contained we have decided to collect some technical calculations in the Appendix.
The hyperbolic plane and evolution of geometric quantities
In this section we compute the evolution equations of several geometric quantities in the hyperbolic plane. Here we choose to work in a general framework at first. Let (M n , g) be a (smooth) n-dimensional Riemannian manifold with local coordinates (y 1 , . . . , y n ). By T (M ) we denote the space of vector fields on M . As usual, for vector fields X, Y ∈ T (M ) we denote by ∇ X Y ∈ T (M ) the unique connection on M that is compatible with the metric and torsion free: the Levi-Civita connection. It can be expressed locally with the Christoffel symbols Γ k ij as ∇ ∂y i ∂ y j = k Γ k ij ∂ y k . If γ : I → M is a regular curve on M and X, Y vector fields along γ then d dt
X(t), Y (t) g(γ(t)) = ∇γX(t), Y (t) g(γ(t)) + X(t), ∇γ Y (t) g(γ(t)) ,
where locally,
Here we choose the following sign convention for the Riemannian curvature tensor
R : T (M ) × T (M ) × T (M ) → T (M ), (X, Y, Z) → R(X, Y )Z :
where [X, Y ] is the Lie bracket. In the case that (M n , g) has constant sectional curvature S 0 ∈ R, then by [dC92, Chapter 4, Lemma 3.4] we find that
The hyperbolic plane
The manifold we consider is the hyperbolic half-plane, i.e. the set H 2 = {(y 1 , y 2 ) ∈ R 2 : y 2 > 0} with global coordinates (y 1 , y 2 ) → (y 1 , y 2 ) and metric g (y 1 ,y 2 ) = 1 y 2 2 1 0 0 1 .
It is well known that (H 2 , g) has constant sectional curvature equal to −1. The Christoffel symbols of (H 2 , g) are given by the following expressions One easily verifies that identifying ∂ y 1 with (1, 0) t and ∂ y 2 with (0, 1) t we have the following formula for the covariant derivative in H 2 (see (8))
Each Möbius transformation that maps H 2 surjectively to H 2 is an isometry. Examples of such tranforsmations are translations in the (1, 0) t -direction and dilatations. The geodesics in H 2 are half-circles or generalised half-circles (that is half-lines) centred at a point (p, 0) t ∈ H 2 . Since there are no closed geodesics, E(f ) > 0 for any closed curve f .
Remark 2.1. The geodesic distance between (x 1 , y 1 ), (x 2 , y 2 ) ∈ H 2 can be expressed as follows
In particular, if
. By these formulas it is immediate to see that a ball in H 2 coincides with an Euclidean ball. Indeed,
Let f : S 1 → H 2 be a smooth immersion of a closed curve of length L. We consider several times the following charts on S 1 :
., 4, and I = (0, L/2), isometries such that
From (10) we find that the curvature of f : S 1 → H 2 , f = (f 1 , f 2 ) t , where we do not raise the indices, is given by
Remark 2.2. Since dilatations will play a crucial role in the subconvergence result we study here shortly the behaviour of the geometrical quantities with respect to these isometries. Let f : S 1 → H 2 be a smooth immersion of a closed curve andf : S 1 → H 2 be its rescaling by a factor r > 0, that is,f = rf . Then
since there is no boundary. Since the Willmore energy is invariant under rescaling, it is then not surprising that the same holds for the elastic energy of curves in H 2 , see Remark 2.2. Note that, even though the energies coincide, the elastic flow does not fully describe the Willmore flow. Indeed, let f be the global solution to (6) from Theorem 1.1. Rotating the family f around the x-axis gives a global family h f of smooth surfaces of revolution that satisfies
. Thus h f decreases the Willmore energy of the initial surface of revolution h f 0 . Moreover, the family has the property that each h f is a surface of revolution, similar to the evolution under the Willmore flow (see [Bla09, Section 2]). Nevertheless a variation f + tψ of a fixed curve f only corresponds to rotational invariant variations h f + th ψ of h f , resulting in a gradient with respect to a closed subspace of L 2 (Σ; R 3 ) only.
Evolution equations
Let f : S 1 → (M, g) be a smooth immersion of a closed curve. For convenience we use the following notation ∇ ∂x = ∇ ∂xf and ∇ ∂s = ∇ ∂sf
, V ⊥ denotes the projection onto the subspace orthogonal to ∂ s f . In particular,
Similarly, if f :
) for some T > 0, where we equip (0, T ) with the coordinate t, we set
Our aim now is to compute the evolution equations satisfied by derivatives of the curvature of any solution of (5). In order to do that we have also to derive the evolution equations satisfied by other geometric quantities. We give here the results and postpone the quite technical proofs to Appendix A. For completeness we only note here that in the computations we repeatedly use (7) as follows: For two vector fields X, Y along f :
Lemma 2.4. Let (M, g) be a smooth Riemannian manifold with constant sectional curvature S 0 . Let T > 0 and f : S 1 × (0, T ) → (M, g) be smooth. Let ∂ t f = V + φ∂ s f where V, ∂ s f = 0 and whence φ = ∂ s f, ∂ t f . Then the following evolution formulas are satisfied on S 1 × (0, T )
For any vector field Φ : I × [0, T ) → T M and for any vector field N :
In particular,
The proof is given in Appendix A. The same formulas in the case M = R n with the standard metric has been computed in [DKS02, Lemma 2.1].
Remark 2.5. With the formulas just derived we can verify that
) be smooth. We write ∂ t f = V + φ∂ s f , where V, ∂ s f = 0. Then we find using (26), (17) and direct computation that
Integrating by parts
and hence (4) follows. From this computation we see in particular that if we consider the steepest descent flow
In order to give the evolution equations satisfied by the derivatives of the curvature we need to introduce first some notation. 
where we do not keep track of the constants λ and S 0 since they are fixed. Finally we derive the evolution equations satisfied by the derivative of the curvature.
Lemma 2.6. Under the assumption of Lemma 2.4 we have for any m ∈ N 0
The proof is given in Appendix A and the result in the case M = R n with the standard metric has been given in [DKS02, Lemma 2.3]. We have just derived the evolution equations of the normal component of the derivatives of the curvature. In order to get control of the flow we need information on the whole derivative. For this reason in the next lemma we look at the relation between ∇ m ∂s κ and (∇ ⊥ ∂s ) m κ for m ∈ N.
Lemma 2.7. Under the assumption of Lemma 2.4 then ∇ ∂s κ = ∇ ⊥ ∂s κ − | κ| 2 ∂ s f , and for m ≥ 2 :
Also in this case the proof is given in Appendix A and the result in R n is given in [DKS02, Lemma 2.6].
Lemma 2.8. Under the assumption of Lemma 2.4 for any vector field N :
with γ = |∂ x f | g and P m,j polynomials of degree at most m − 1.
The following lemma gives the main tool to derive from the evolution equations in M of the curvature and its derivative to a differential equation for their L 2 -norms.
) be a family of curves such that ∂ t f = V , where V is a vector field normal to f . Then for any smooth normal vector field N along f satisfying
we find
Proof. Taking the scalar product of (29) with N and integrating we obtain
Since N is normal, using (14) and (17) (with φ = 0) we get
Similarly, using again (14) and that S 1 has no boundary we find
and the claim follows from (31) and (32).
Short time existence
In this section we give a complete proof to the short time existence of the elastic flow in the hyperbolic plane. Thus we have S 0 = −1 in the following. 
The solution is unique up to reparametrisations.
(ii) If f 0 ∈ C 5,α , then there exists a solution f to (33) such that f and ∂ t f lie in the parabolic Hölder space H 1+α;
The proof consists of several steps. First we reduce the equation to a quasilinear parabolic equation ((36) below). By Schauder estimates for the linearised equation at the initial value f 0 we can solve the nonlinear equation with a fixed point method (Theorem 3.5). Bootstrapping then yields the smoothing effect (Theorem 3.7 and Corollary 3.6). The uniqueness result for the quasilinear equation follows from the fixed-point method and time-uniform estimates (see Paragraph B.2.2 in the appendix). Note that a proof of the short time existence for open curves in the context of Sobolev spaces has been shown in [Spe17] .
3.1. Hanzawa-type transformation and the solution of an equivalent PDE To solve the geometric PDE from (33) we will first write the initial value f 0 as a normal graph over some smooth curve (see Proposition 3.2) and then observe how we can transform the PDE into a quasilinear parabolic equation for some unknown u :
For H 2 we will repeatedly use the global coordinate chart from subsection 2.1.
Proof of Theorem 3.1. 1) We start with the existence and smoothness of the solution for smooth initial values f 0 , but lay the foundations for the proof of the existence and uniqueness with lower regularity of the initial value. Thus we let f 0 : S 1 → H 2 be the smooth immersed initial value of (33) and let f : S 1 → H 2 be a smooth curve with normal unit vector field N along f . Using the global chart of H 2 and identifying T y R 2 ∼ = R 2 we can translate N (x) ∈ T f (x) H 2 to N (x) ∈ T f 0 (x) H 2 , a vector field along f 0 (which is not the parallel transport of N ). Moreover, for any vector field Φ along f 0 we denote the tangential and normal projection along f 0 by
With this notation we have
• ∇ ∂s (c.f. (13)). Analogously we define Π ⊥ h for any C 1 -immersion h. We have now introduced the notation to state the following proposition, whose proof is given in Appendix B.1.
Proposition 3.2. Let m ∈ N 0 and f 0 : S 1 → H 2 be a C 4+m,α -immersion. Then there exists some µ > 0 and a smooth, immersed reference curve f : S 1 → H 2 with smooth unit normal vector field N along f such that for all h : S 1 → H 2 with h − f 0 C 4+m,α ≤ µ we have:
is a basis for the normal bundle of h and abusing the notation we find that the mapping Π ⊥ h is an isomorphism when restricted to a mapping from the normal bundle of f to the normal bundle of h.
(ii) There exists some reparametrisation of h such that h = f + uN for some unique
To show existence we fix some f as in Proposition 3.2. We have
for some smooth function u 0 . To find a solution to (33) we make the ansatz
and calculate, writing f = (f 1 , f 2 ) in our chart and | · | e for the Euclidean norm the following expressions for f depending on u and its derivatives:
for a smooth function P 1 : S 1 × R 2 → T R 2 which is a polynomial in the latter arguments for fixed x ∈ S 1 . The coefficients of this polynomial are smooth in x as they depend only on f and N . From (10) we find for vector fields Φ along f that
Whence, since κ is already normal to f ,
where we used that Π ⊥ f only contributes terms of u, ∂ x u and |∂ x f | −1 e . This will be used repeatedly in the following. We find
and thus using (4) we finally find
where P 8 is some smooth function P 8 : S 1 × R 5 → T R 2 which is a polynomial for fixed x ∈ S 1 in the latter arguments. Since Π ⊥ f N is nonvanishing for small t ∈ [0, T ] by Proposition 3.2, and Π ⊥ f N and ∇E λ (f ) are both orthogonal to ∂ s f we may write
for some smooth P : S 1 × R 5 → R. Since ∂ t f =uN we are lead to consider the equatioṅ
which is equivalent to
with initial value u 0 from (34). Since u 0 is smooth we find from Theorem 3.5 and Corollary 3.6 below that there exists a smooth and unique solution u :
Defining f by (35), where u is the obtained solution of (36), we can show that an adequate reparametrisation of the function f solves (33). By construction f satisfies
Thus for the smooth function ξ
Then there exists a unique smooth solution Φ to the ODE system
Thus (Φ(·, t)) is a family of diffeomorphism of S 1 when we again choose some smaller
2) Uniqueness of the smooth solution. Let f : S 1 × [0, T ] be any solution to (33). We will show that f is equal to our constructed solutionf up to a diffeomorphism of S 1 . Let us again fix some f as in Proposition 3.2. For T small enough there exists a solution
Whencef satisfies (35) for some unique function u, which then solves (36) and u(0) = u 0 , whencef equals the constructed solutionf , i.e. f =f • Ψ −1 is a reparametrisation of our constructed solution.
3) Existence of a solution for f 0 ∈ C 5,α . For f 0 ∈ C 5,α we apply Proposition 3.2 (ii) and have (after reparametrising f 0 ) the representation (34) with some function u 0 ∈ C 5,α .
We proceed as before and have (36). The Schauder theory from Theorem 3.5 shows that (36) has a unique solution u in the parabolic Hölder space H 
as claimed and as above we have equals a reparametrisation of the constructed solution f .
In the next paragraphs we give a proof of the existence, uniqueness and smoothness of the quasilinear parabolic equation from (36), that is, the cited theorem Theorem 3.5.
We postpone a few minor proofs to Appendix B. We start by giving an overview on parabolic Hölder spaces (c.f. [Ger06, Def 2.5.2]).
Parabolic Hölder spaces and the linear problem
Let α ∈ (0, 1), k ≥ 4. The parabolic Hölder space of order 4, H k+α,
, is the space of all functions f :
Here we write ∇ for the covariant derivative on the Riemannian manifold S 1 , ∂ t for the derivative with respect to t ∈ [0, T ] and define the Hölder seminorm for tensor fields T ∈ Γ(T k,0 S 1 ) as follows:
, where τ y,x is the parallel transport from y to x and d g is the metric on (S 1 , g). Similarly we denote the usual Hölder spaces on S 1 by C k,α (S 1 ).
Let us consider the following problem for u :
Under appropriate assumptions we find that L is an isomorphism of Banach spaces. Here we use the notation C 4+s = C ⌊4+s⌋,4+s−⌊4+s⌋ for s / ∈ N 0 .
Theorem 3.4. Let L be parabolic (in the sense of Petrovskii) and a γ ∈ H s; 
Theorem 3.4 follows from the classic Schauder theory for parabolic problems on domains.
It is given in the appendix in Paragraph B.2.1.
3.3. The nonlinear problem -existence, uniqueness and smoothing
Then W is an open subset containing 0, and since P (x, . . .) is a polynomial with smooth coefficients we find that F induces a smooth mapping
where we write H 4+α;
with
, γ = 0, . . . , 3, for some smooth functions a γ : S 1 × [0, T ] × R 4 × (0, ∞) → R that are polynomials for fixed (x, t). By continuity and compactness we find for u(·, 0) ∈ W someδ > 0, δ > 0 such that f 2 ≥δ and
is parabolic in the sense of Petrovskii. We can now solve (36), whose realisation in H 4+α; Proof. We start with the existence part, the uniqueness is shown in the appendix in paragraph B.2.2. Since
by the remark above we find from Theorem 3.4 a unique solutionũ ∈ H 4+α;
If necessary, we can make T smaller such thatũ(·, t) ∈ W for all 0 ≤ t ≤ T . Let
and by smoothness of F we havẽ
To apply the Inverse Function Theorem we define for some 0 < β < α:
and 
is a diffeomorphism. To show that 0 ∈ V we define for all 0 < ε < min{1,
is compact by Arzelà-Ascoli, whence there exists somef ∈ H α; α 4 such that
for some subsequence ε k → 0. On the other hand,f satisfiesf (·, 0) = 0 and is continuous, hence f ε →f uniformly as ε → 0, thus we findf =f and f ε k →f in Y T . Thus there exists some ε :
Applying the definition of f ε we find that in particular u solves (42) on
(where we set f = f +uN as in (35)
is the unique solution to the linear problem
with data u 0 ∈ C 4,α ,f ∈ H One can apply the same bootstrapping argument as at the end of the proof of Theorem 3.5 to show that the solution is smoother if u 0 has more regularity.
Corollary 3.6. If the initial value from Theorem 3.5 satisfies u 0 ∈ C 4+m,α (S 1 ), then the solution u also satisfies u ∈ H 4+m+α;
If we can not apply Corollary 3.6 we still have the following parabolic smoothing:
The proof is given in paragraph B.2.3 in the appendix.
Long time existence
By the main result in the previous section the solution to (6) exists on at least a small interval of time and we extend it to its maximal existence interval [0, T max ). In order to prove our main result Theorem 1.1 we show first that T max = ∞ by proving that, if this was not the case, the derivatives of the curvature are uniformly bounded on [0, T max ) using interpolation inequalities.
Interpolation inequalities
As we have seen in Lemma 2.6 the evolution equations of the derivatives of the curvature are quite complicated and with several terms. With the notation P
while for a vector field Φ :
In the case M = R n it is convenient to work with scale invariant norms. There is no need to modify the norms here since the metric in H 2 is already scaling invariant. First an interpolation inequality for the derivatives of the curvature.
Proposition 4.1. Let f : S 1 → H 2 be a smooth immersion such that S 1 ds = L > 0 with ds = |∂ x f | g dx. Let κ be the curvature of f . Then for any k ∈ N, 0 ≤ i < k and p ∈ [2, ∞] there exists a constant c depending only on i, k, p and 1/L such that
The proof is given in Appendix C. A consequence of this result is that the W k,2 -norm of the curvature is bounded by the L 2 -norm of the curvature and by the L 2 -norm of the highest derivative.
Corollary 4.2. Consider the same assumptions of Proposition 4.1. Then for any k ∈ N there exists a constant c depending only on k and 1/L such that
Proof. The estimate for k = 1 is satisfied with c = 1 by definition of the norm. The general case is then proven by induction using Proposition 4.1. The details are given in [DP14, Cor.4.2].
We are now ready to state the interpolation inequality in the form needed in the proof of the long time existence. More precisely, we see which estimate we can get for the terms P a,c b ( κ) (defined just before Lemma 2.6) in terms of κ L 2 (S 1 ) and (
, with γ = (a + b/2 − 1)/k. Moreover, for any ε ∈ (0, 1)
withc depending on k, a, b and 1 L . Proof. We start by proving the first inequality. If γ = 0, i.e. a = 0 and b = 2 then
and the estimate is then true taking any C ≥ 1. In the general case by the CauchySchwarz inequality (both for b even and odd)
with i j ≤ c and b j=1 i j = a. So with Hölder's inequality and Proposition 4.1
with α j = (i j + 1/2 − 1/b)/k. Since b j=1 α j = γ the first estimate follows directly. For the second estimate we bound κ W k,2 (S 1 ) using Corollary 4.2 obtaining
and then use that
.
Proof of Theorem 1.1
Proof of Theorem 1.1. Short time Existence By Theorem 3.1 we know that if the initial datum satisfies f 0 ∈ C 5,α then there exists a solution to (6) in the Hölder space H 
Global Existence Let [0, T max ) be the maximal existence interval for the solution and let us assume that T max < ∞. Being (6) an L 2 -gradient flow for the energy E λ , the L 2 -norm of the curvature is already bounded by E λ (f 0 ). Hence there exists a constant
We prove now that the solution satisfies uniform bounds on [0, T max ) and hence can be extended, reaching a contradiction as done in [DKS02] . In the following C is a constant that might change from line to line. We will at each step specify on which parameters the constant depends.
Step 1. Along the flow the length is uniformly bounded from below. For t ∈ [δ, T max ) let L(f (t)) denote the total length of f (t) : S 1 → H 2 solution of (6). Then by Fenchel's Theorem in the hyperbolic plane (Theorem 2.3) we find for any
that gives a uniform bound from below on the length independent of t.
Step 2. Uniform bounds on (∇ ⊥ ∂s ) m κ L 2 . By Lemma 2.6 (with S 0 = −1), Lemma 2.9 with N = (∇ ⊥ ∂s ) m κ and
(see (28)) we find for any m ≥ 1
We estimate now the terms on the right hand side using interpolation inequalities. Since S 1 has no boundary and by Proposition 4.3 we find for any ε 1 ∈ (0, 1)
< 2, and the length is uniformly bounded from below. Similarly
For the other terms (now there is no need of integrating by parts)
Combining these inequalities and choosing ε 1 = ... = ε 5 = 1/10 we find from (51)
with C = C(λ, E λ (f 0 ), m). Summing on both sides of the inequality above the term 1 2 S 1 |(∇ ⊥ ∂s ) m κ| 2 g ds,ö and since by Proposition 4.3
with C = C(λ, E λ (f 0 ), m). The above differential inequality together with (49) imply that for any m ∈ N S 1
Notice that the constant is independent of t.
Step 3. Uniform bounds on |∇ m ∂s κ| g L ∞ . Now we control not only the normal component of the derivative but the entire derivative. By Lemma 2.7 it follows that
Using again the interpolation inequality given in Proposition 4.3 (with k = m) we find we find for each term in the sums for b even or odd
with C = C(λ, E λ (f 0 ), m). Combining these estimates with (53) we obtain
Since the length of the curves is uniformly bounded from below from Proposition 4.1 and Lemma 2.7 it follows that for any m ∈ N
Step 4. Uniform bounds on |∇ m ∂x κ| g L ∞ . In order to extend the solution to time t = T max control of the norms of ∇ m ∂x κ is needed. For this and according to Lemma 2.8 we need a control of the parametrisation, that is of γ := |∂ x f | g and its derivatives. We start by deriving estimates from above and below for γ. By (16) we see that ∂ t γ = − κ, V g γ with V as in (50). Due to (55) the coefficient κ, V g is bounded in L ∞ for all t ∈ [δ, T max ). Since the solution at time t = δ is an immersion, there exists a µ > 0 such that 0 < µ ≤ |∂ x f (δ)| g ≤ 1 µ < ∞. Combining this two facts one finds the existence of a constant C = C(T max ) such that
Since the derivatives of γ satisfy the ordinary differential equation
with constants c m,j , one proves with the same arguments and by induction that there exist constants C = C(m, T max ) such that
Hence, from Lemma 2.8 and (55) it follows that for any m ∈ N
Conclusion. Since by the estimates above in finite time the length remains bounded, (f (t)) t∈[δ,Tmax) remains in a compact subset of H 2 . Having uniform estimates on f and all its derivatives on [δ, T max )×S 1 , we can extend the solution up to time t = T max . Then at time T max we have a C ∞ -initial datum f (T ∞ ) and we can restart the flow, obtaining a smooth solution in [δ, T max + ε) for some ε > 0 (by Theorem 3.1), which contradicts our assumption. Hence T max = ∞.
Subconvergence for λ > 0: Let (t k ) k∈N be a sequence of times diverging to +∞ and (f (t k , ·)) k∈N be parametrised by constant speed with parameter in [0, 1], i.e. |∂ x f (t k , x)| g = L(f (t k ))/(2π), x ∈ S 1 . Since λ > 0 and the flow reduces the energy, we see that the length of the curves (f (t k , ·)) k∈N is uniformly bounded. Let L 0 be the supremum of those lengths. By the estimates obtained in the first part of the proof |∇ m
and (α k ) k∈N be a sequence of positive numbers such that the rescaled curveŝ
go through the point Q = (0, 2L 0 ) t . By Remark 2.2 and (55) we see that |∂ xf (t k )| g and |∇ m s f κf (t k )| g L ∞ are uniformly bounded. By construction and Remark 2.1 we have also achieved that there exist δ > 0 and M > 0 such that
Hence (f (t k )) k∈N are uniformly bounded in W m,2 (S 1 , g), for all m ∈ N, and the weight g is uniformly bounded since the sequence stays in a compact subset of H 2 . It follows that there exists a subsequence (t k j ) j∈N andf smooth such thatf (t k j ) →f in any W m,2 (S 1 , g). We prove now that the limit is a critical point of the elastic energy with the usual argument. Let u(t) = |V | g 2 L 2 (t) with V = −∇ L 2 E λ as in (50). By (27) u is integrable on [0, ∞). In order to derive that it has zero limit for t → ∞ we show that it is not oscillating. Indeed by (17)
see the proof in the appendix page 26. By the uniform bounds in (55) it follows that | d dt u(t)| ≤ C and hence that u(t) → 0 for t → ∞. Thereforef is a critical point of the elastic energy.
A. Technical proofs
Proof of Lemma 2.4. By (8), since Γ k ij = Γ k ji and since f is smooth we obtain
that is (15). By the compatibility of the metric, the evolution ∂ t f = V + φ∂ s f and (15)
This gives (16). Formula (17) is a direct consequence of (16) and ds = |∂ x f | g dx. Formula (18) follows from the product rule, (15) and (16). Indeed,
Since N is a vector field normal to f and by definition of ∇ ⊥ ∂s we find
that is (19). Formula (20) for the evolution of the tangent vector is a consequence of (18) and (19) since
The evolution of a vector field N normal to f is given by (21) since from N, ∂ s f g = 0 and (20) we get
In the next formulas since we have derivatives of second order we expect a contribution from the curvature. By the definition of the Riemannian curvature endomorphism we have
and the latter derivative vanishes by (15) and linearity. In the case of constant sectional curvature S 0 we apply (9) to find
that combined with (58) gives (22). By (16) and (22) we have
which shows (23).
For the normal component of the derivatives we find by compatiblity
and by (23) and (20) we get
where we used that the (space-and time-) derivatives of N, ∂ s f g vanish.
It remains to consider the evolution equation of the curvature. Letting Φ = ∂ s f in (23) and applying (20) we can calculate
This shows (25). Taking the normal projection we immediately have the subsequent equality (26).
Proof of Lemma 2.6. From (25) we find for
, which shows this lemma for m = 0. For m > 0 we find inductively from (26) that
Proof of Lemma 2.7. The first assertion follows from (14) since
Let us show the second statement inductively. For m = 2 we find
, and for the induction step we first note that for b even we have by convention that
, while for odd b we find that
We thus have
Proof of Lemma 2.8. Here we use repeatedly that ∇ ∂x = γ∇ ∂s since γ = |∂ x f | g . Then for m = 1 we have ∇ ∂x N = γ∇ ∂s N . By characterisation of the Levi-Civita connection
The general statement follows then by induction. Indeed,
mit P m+1,j polynomials of degree at most m, being the P m,j polynomials of degree at most m − 1.
Proof of (57). We first rewrite some formulas using the notation with the P a,c
and hence
We compute then with (24)
B. Details for the Short Time Existence B.1. Proof of Proposition 3.2
The main ingredient of the proof of Proposition 3.2 is the implicit function theorem, for which we need a lower bound for the radius of the domain of the implicit function, for which we could not find an adequate reference in the literature.
B.1.1. A control of the domain of the implicit function
Lemma B.1. Let X, Y be Banach spaces, U ⊂ X open and f ∈ C 1 (U ; Y ) such that f ′ (a) is an isomorphism for some a ∈ U . If there exists some r > 0 such that B r (a) ⊂ U and
for all x, z ∈ B r (a), With this lemma we gain a control from below on the radius of the implicit function's domain.
−1 and r > 0 such that B r (a) ⊂ (U × V ) and
Then for all x ∈ U with x − a 1 ≤ λr there exists a unique y ∈ V with y − a 2 ≤ r and F (x, y) = 0. Moreover, if F is twice continuously differentiable with D 2 F ≤ M we can choose F (x, y) ) is continuously differentiable and satisfies
thus Df (a) is an isomorphism with
Let x − a 1 ≤ λr. Then ω = (x, 0) ∈ B λr (f (a)) and thus from Lemma B.1 we find some unique (x, y) ∈ B r (a) with (x, 0) = ω = f (x, y) = (x, F (x, y)), from which the first part follows. The second part follows immediately from the mean value theorem.
B.1.2. Proof of Proposition 3.2
As an application of Proposition B.2 we can show the following lemma.
Lemma B.3. Let m ∈ N 0 and f ∈ C 5+m,α (S 1 ; H 2 ) be an immersion. Then there exists some constant σ( f C 4,α , min f 2 , min |∂ x f |) > 0 such that for all ψ ∈ C 4+m,α (S 1 ; H 2 ) with ψ C 4,α ≤ σ the function f +ψ (where the addition is defined within the global chart from subsection 2.1) is an immersion of S 1 → H 2 , and there exists a unique diffeomorphism
where the function N ∈ C 4+m,α (S 1 ; H 2 ) is orthogonal to ∂ x f .
Proof. We begin with m = 0 and identify S 1 ∼ = R/(2πZ) and lift f to a periodic functioñ f : R → H 2 to obtain a linear structure. We denote the subspaces of 2π-periodic function with the index per.
Claim: Letf ∈ C 5,α per (R; R 2 ) be an immersion withf 2 > 0, then there exists a σ > 0 such that for allψ ∈ C 4,α per (R; R 2 ) with ψ C 4,α ≤ σ there exists aΦ ∈ C 4,α (R; R) which is strictly increasing and satisfiesΦ(x + 2π) =Φ(x) + 2π for all x ∈ R, such that (f +ψ) •Φ =f +Ñ for someÑ ∈ C per (R; R). Let ρ 1 := 1 2 min{c 2 , c 3 } and ρ 2 := 1 2 . Then for allψ ∈ B ρ 1 (0) ⊂ X the functiong :=f +ψ satisfies ∂ xg = 0 and g 2 > 0. Moreover, for allφ ∈ B ρ 2 (0) ⊂ Y the functionΦ := id +φ : R → R is strictly increasing and satisfiesΦ(x + 2π) =Φ(x) + 2π for all x ∈ R. Let us first show that we can choose some possibly smaller ρ 1 (c 1 , c 2 , c 3 ) > 0 such that
for allψ ∈ B ρ 1 (0) ⊂ X,φ ∈ B ρ 2 (0) ⊂ Y . Indeed, by Cauchy-Schwarz we find
Then F is well defined and C 2 with
and
from which one can show (using
for some M = M (2π, α, c 1 , c 2 , c 3 ) > 0. Moreover we find forφ = 0,ψ = 0 that
and since
we see that D 2 F (0, 0) : Y → Z is invertible with
and define σ := min{ρ 2 , λr}. We find that σ only depends on the constants c 1 , c 2 and c 3 . Now Proposition B.2 shows that for all ψ C 4,α ≤ σ there exists a uniqueφ ∈ C 2,α per (R; R) with φ ≤ min{r, ρ 2 } such that F (ψ,φ) = 0. To finish the proof of the claim it remains to show thatφ ∈ C 4,α . Indeed, if we differentiate the equation 0 = F (ψ,φ) we find using (59) that
which shows that ∂ xφ ∈ C 2,α , i.e.φ ∈ C 3,α and hence, using this equation again and the fact thatf ∈ C 5,α we see that ∂ x φ ∈ C 3,α , which finishes the proof for m = 0. The case of m ≥ 1 follows similarly from (63).
Proof of Proposition 3.2. Let
Thus, with X = N ⊥∂ x h 1 we find for these h 1 , h 2 that
which shows the first part of Proposition 3.2 for anyf satisfying f − f 0 C 4+m,α ≤μ := 1 2 min{µ 1 , µ 2 } and any 0 < µ ≤μ.
2 f 0 C 4,α }. Then δ > 0 and for anyf ∈ C 5+m,α (S 1 ; H 2 ) with f − f 0 C 4,α ≤ δ we find thatf is an immersion and satisfies
From Lemma B.3 we see that there exists someσ( f C 4,α , minf 2 , min |∂ xf |) > 0 such that for all ψ ∈ C 4+m,α (S 1 ; H 2 ) with ψ C 4,α ≤σ there exists a unique diffeomorphism Φ of S 1 such that (f +ψ)•Φ =f +uÑ, whereÑ is a smooth unit normal vector field alongf and u ∈ C 4+m,α (S 1 ; R) is a function. Whence we find thatσ ≥ σ(δ, f 0 C 4,α ) > 0. Now put µ := min{μ, σ 2 }. By density we can now choose a smooth function f : + u 0 C 4+s (I) ).
We can now show Theorem 3.4.
Proof of Theorem 3.4. Uniqueness follows from Young's and Grönwall's inequality and an approximation argument.
To show existence we want to apply Theorem B.4, so we need to work with coordinates. As explained in (11) we choose four charts φ i :
2 ) and V i is the intersection of S 1 with the canonical half planes in R 2 , such that φ i is an isometry (between Riemannian manifolds) for all i = 1, . . . , 4. Then the geodesic distance for (x, y) ∈ V i is given by
Again we find that these charts are isometric. We choose a smooth partition of unity 1 = χ 1 + χ 2 + χ 3 + χ 4 on S 1 with supp χ i ⊂ V i .
. Since χ i • φ i has compact support in U i we find that all compatibility conditions are satisfied. Theorem B.4 gives the existence of a unique solution u i :Ũ i → R and some C i such that
where
solves (39). To show the continuity-estimate we first note that the continuity of u, ∂ t u, . . . , ∂ x u, ∂ 2 x u, . . . follows directly. Moreover,
B.2.2. Uniqueness part of Theorem 3.5
Let us finish the proof of Theorem 3.5 by showing uniqueness of the solution.
, i = 1, 2 be two solutions to (42). Without loss of generality we may assume that 0 < T 1 ≤ T 2 ≤ ε. Let us define
We need to show that τ = T 1 . We first show that τ > 0. To do so we choose the unique solutionũ ∈ H 
for β < α we can show that there exists some T > 0 small enough such that
Indeed, since Φ[0](t, ·)| t=0 = 0 and β < α we see that
Whence η i ∞ → 0 and ∂ k x η i ∞ → 0 as T → 0, k = 0, 1, . . . , 4, hence we can estimate all Hölder seminorms using (68) again, showing
This shows that η 1 and η 2 both solve Φ(η i ) = 0, and η 1 , η 2 ∈ U as well as 0 ∈ V , whence we find from (47) that
. From our assumption we know that these functions actually lie in the space H 4+α; 1+α 4 , thus they coincide in this space, showing τ ≥ T > 0. To show that τ = T 1 we assume that τ < T 1 for a moment. Then u 1 (τ ) = u 2 (τ ) =: v 0 ∈ C 4,α (S 1 ) by the definition of τ . We can again choose a uniqueũ ∈ H (43) with initial value v 0 ∈ C 4,α (S 1 ). As before, after choosing some T > 0 small enough we apply (47) to find
Whence we find that u 1 (t) = u 2 (t) for τ ≤ t ≤ τ + T , contradicting the assumption. This shows that τ = T 1 , which finishes the proof.
B.2.3. Proof of Theorem 3.7
We finish this section with a proof of the parabolic smoothing. satisfies w 1 (·, 0) = 0 ∈ C ∞ (S 1 ) anḋ
Thus w 1 satisfies a linear, parabolic PDE whose coefficients satisfyα(·, u,
1+α 4
and whencef 1 = P η 1 +η 1 u ∈ H 1+α; (S 1 × [0, ε]) to the equation
Thus, by the definition of w 1 we find u ∈ H 
Thus w 2 satisfies a linear, parabolic PDE whose coefficients satisfyα(·, u, 
(S
1 × [ 2n−1 2n δ, ε]) ⊂ C ∞ (S 1 × [δ, ε]).
C. Details of interpolation inequalities
Instead of using directly the interpolation inequalities as given in [Aub82, 3.70] we choose here to give the main steps of the derivation in order to keep track of the constants. A detailed proof of the interpolation inequalities in R n with respect to ds has been given in [DP14, App.C] and we refer partially to those computations. We choose here to give the results for general normal vector fields.
C.1. L p as interpolation between W 1,2 and L 2 .
In the next lemma we give the main steps of the proof that L p is the result of an interpolation between W 1,2 and L 2 in a one-dimensional interval. This is [AF03, Thm.5.8].
We repeat here the main ideas to see how the constant depends on the length.
and a = 1/2 − 1/p (and a = 1/2 if p = ∞). Then there exists a constant c depending only on p and 1/L such that for any smooth function
. 
Proof
≤ 2c(p)(r 1 2
For r =r := h L 2 (0,L) / h W 1,2 (0,L) the two terms on the right hand side are equal. Hence ifr ≤ L/3 we choose r =r and the claim follows. Otherwise we take r = L/3 in (70) and using that
1 2
, since 1/2 + 1/p ≤ 1.
Now the previous result for functions in S 1 .
Lemma C.2. Under the assumptions of Proposition C.3 there exists a constant c depending only on p and 1/L such that for any smooth function h :
, with a = 1/2 − 1/p (and a = 1/2 if p = ∞).
Proof. Let φ i : (0, L/2) → (S 1 , ds) for i = 1, . . . , 4 be the isometric charts as defined in (11). Consider χ i , i = 1, . . . , 4, be an associated partition of unity on S 1 such that ∂ s χ ∞ ≤ c 1 /L, i = 1, . . . , 4. Then (χ i h) • φ i : (0, L/2) → R and we have for p ∈ [2, ∞) and i = 1, . . . , 4
since φ i is an isometry. For p = ∞ we clearly have (
Hence we conclude for p ∈ [2, ∞) using Lemma C.1 and the previous estimates that
, with a = 1/2 − 1/p. For p = ∞ we first observe that for all x ∈ S 1 there exists an i ∈ {1, .., 4} such that χ i (x) ≥ 1/4, hence , and the claim follows as above.
Here we give the precise statement that L p is an interpolation between W 1,2 and L 2 for normal vector fields.
Proposition C.3. Let f : S 1 → H 2 be a smooth immersion such that S 1 ds = L > 0 with ds = |∂ x f | g dx. Then for any p ∈ [2, ∞] there exists a constant C depending only on p and 1 L such that for any smooth normal vector field Φ : (S 1 , ds) → T M we have
Proof. If Φ = 0 on S 1 then |Φ| g is a smooth function on S 1 and by Lemma C.2 we find
, and the claim follows in this case since |Φ| g L 2 (S 1 ) = Φ L 2 (S 1 ) and being Φ normal
∂s Φ| g and hence |Φ| g W 1,2 (S 1 ) ≤ Φ W 1,2 (S 1 ) . If Φ = 0 somewhere then we get back to the previous case with an approximation argument.
C.2. The general interpolation inequality
Lemma C.4. Consider the same assumptions of Proposition C.3. Let Φ : (S 1 , ds) → T H 2 be a smooth normal vector field. Then for any k ≥ 2, k ∈ N and 0 < i < k there exists a constant c depending only on i and k such that for any ε ∈ (0, 1)
and for 0 ≤ i < k
Proof. The second inequality follows from the first choosing ε such that the two terms on the right hand side are equal. Notice that the second inequality is trivially satisfied for i = 0 taking simply c ≥ 1. It remains to prove the first inequality. Since S 1 has no boundary and Φ is a normal vector field, using (14) we find for k = 2 and i = 1
The rest of the proof is by induction and the details are as in [DP14, Lem. C.5].
Lemma C.5. Assume the assumptions of Proposition C.3. Then for any k ∈ N, 0 ≤ i < k and p ∈ [2, ∞] there exists a constant c depending only on i, k, p and 1/L such that
Here 1/p := 0 if p = ∞. 
