Abstract-The interest in wireless communication systems for industrial applications has grown significantly over the last years. More flexible, easier to install and maintain, wireless networks present a promising alternative to the currently used wired systems. However, reliability and timeliness requirements at present met by wired networks also need to be fulfilled by wireless solutions. Packet errors introduced when packets travel through wireless channels imply a significant challenge to fulfill these requirements. Relaying has been recognized to improve the reliability in industrial wireless networks without causing additional delay. Furthermore, the recent results have shown that relaying combined with packet aggregation significantly outperforms simple relaying. However, it is not always cost efficient to introduce additional relay nodes into an industrial network and hence, in this paper, we propose using a combination of relaying and packet aggregation at the source nodes. The results show that when relaying and aggregation are used at the source nodes, the transmission schedule plays a crucial role. A schedule adapting to the varying channel conditions improves performance substantially. By carefully choosing which packet to aggregate, even further improvements can be achieved.
by the channels they propagate through and thus the number of packet errors in wireless networks is much higher compared to their wired counterparts. There are several traditional techniques, such as, e.g., retransmissions and error control codes, which can be used to reduce the number of errors in wireless systems. However, error control codes only work for channels with bursts of errors shorter than the correction capability of the code and retransmissions can, in some situations, lead to extensive delays and thus deadline misses. Too many missed deadlines or packet errors in industrial systems will lead to financial losses due to damage of expensive equipment, stop of production or, depending on the application, even danger to humans. Thus, to be suitable for industrial use, wireless systems need robust techniques to deal with errors.
An interesting approach to improve the performance of wireless networks is exploitation of spatial diversity, e.g., introducing relaying [11] , [12] . In relaying schemes, there are a number of intermediate nodes set to overhear source transmissions and aid these transmissions by forwarding the overheard packets to their destinations. It has previously been established that relay nodes can improve the achievable reliability for deadline-constrained data traffic in industrial networks substantially [13] [14] [15] [16] . However, placing additional nodes for the sole purpose of relaying might not always be desirable or cost effective.
In this paper, we consider a time division multiple access (TDMA) based industrial wireless system where all source nodes function as relayers and hence all nodes are instructed (at the expense of additional energy consumption) to overhear data sent by other source nodes. The considered TDMA scheme is comparable to WirelessHART, which we also use as a reference system. Every source node is assigned a time slot to transmit in. In its assigned time slot, each node uses the packet aggregation mechanism from [17] to transmit its own data packet plus the data from one of the packets it has overheard from sources with earlier time slots. The term packet aggregation [17] stands for concatenation of payloads from more than one data packet into a larger one sharing the same header. Packet aggregation in industrial networks exploits the fact that most packets in IWSNs tend to be small compared to the size of a TDMA time slot typically encountered in, e.g., WirelessHART . It was shown in [17] that packet aggregation can be introduced into WirelessHART with only minor changes in the standard and its introduction, depending on the network topology, allows up to 50% energy saving. In this paper, we show that packet aggregation, when combined with source-based relaying, can furthermore help to save time slots that otherwise would be required for retransmissions. As with any other packet forwarding technique, a specific scheduling scheme ensuring deterministic end-to-end delay is required to allocate the time slots [18] . Since every node is allowed to do packet aggregation, it is important for the overall performance of the system that most nodes are actually able to use the opportunity to aggregate. The probability that all nodes, except the first one, have overheard at least one other packet to aggregate depends on the order in which the sources transmit their data. In addition, a source node having overheard multiple packets from sources in earlier time slots has to decide which of these packets it should aggregate with its own. The main goal of this paper is to study decision schemes for these two system aspects: the transmission order of the source nodes and the local choice of which packet to aggregate, with the goal of improving the likelihood of having all packets received at the destination before their deadlines. Several source scheduling schemes both with and without channel adaptations are studied as well as several different packet aggregation strategies. This paper continues the work in [19] by the authors and presents the results for a wider range of simulation scenarios considering several performance indicators. The results show that packet aggregation by itself leads to significant performance improvements. When the source transmission schedule is adjusted to the channel conditions, the gain grows and even further improvement can be achieved by making the choice of packets to aggregate aware of current source transmission schedule as well as of the actions of other sources. This paper is structured as follows. In Section II, the system model is described, while Section III contains the evaluated relay schemes. The simulation results are given in Section IV and finally Section V concludes this paper.
II. SYSTEM MODEL
In this work, we consider a typical industrial network consisting of a number of sensors, measuring temperature, pressure, humidity, etc., and sending their readings to a central controller or, as in, e.g., WirelessHART, a gateway that forwards the data to a programmable logic controller (PLC) using a wired bus. We study a setup with N sensor nodes numbered from 0 to N − 1 and one controller, which is denoted by node N; we consider only uplink data transmission in a TDMA-based IWSN similar to what is used in WirelessHART, ISA100.11a, or IEEE 802.15.4 LLDN. The TDMA protocol subdivides time into consecutive superframes (also referred to as transmission rounds), and each superframe is in turn subdivided into a fixed number of time slots. One time slot, e.g., 10 ms in WirelessHART, is sufficient to transmit a data packet of maximum size as well as to send and receive an acknowledgment. As separate relay nodes typically are not cost efficient in industrial networks, we suggest to use the existing source nodes for relaying. This requires extra energy on the source nodes due to the need to listen more often to overhear packets sent by other sources and aggregating them with their own one. However, industrial sensors are often attached to a permanent power supply, and relaying in itself may reduce the number of retransmissions required and thus result in only a minor increase in energy. Furthermore, reliability and timeliness are the main requirements in IWSNs and thus additional energy may be spent to guarantee the required performance level.
We look at a network where all the nodes are randomly placed within the deployment area. Between each pair of nodes, a separate channel with a given packet error rate exists, which is stochastically independent of all other channels and symmetric in both directions. All channels remain constant during the transmission of a long packet. The packet error rates for all possible channels between pairs of nodes are collected into a quadratic and symmetric channel matrix C of dimension N + 1; we denote the entries of C by c i.j , which refers to the packet error rate on the channel between stations i and j. This channel model considers long-term average packet loss rates between stations and covers a wide range of channels. In particular, this model covers frequency-hopping channels (used in WirelessHART) since in the long term, such a channel is essentially dominated by the path loss between stations, since the frequency hopping only eliminates the effects of the short-term fading. For similar reasons, the model also covers the channels with fast fading, as again such channels are dominated in the long run by the path loss, and the short-term variation is averaged out. Furthermore, note that these assumptions about the channel are commensurate with the operation of WirelessHART, where the network manager collects longterm packet loss rates from individual stations as a basis for constructing a schedule.
One important limitation of the IEEE 802.15.4 physical layer is that packets can have a maximum length of 133 bytes and the link layer packets are restricted to 127 bytes. The data packets used in IWSNs are relatively small and thus it is possible to apply packet aggregation, i.e., concatenate two or more source packets into one larger packet, with only one single header. More specifically, we use the data aggregation scheme proposed in [17] for WirelessHART. This scheme suggests to aggregate the packets directed to the same destination. Each unaggregated packet has a physical layer (PHY) header of 6 bytes in total (4-bytes preamble, 1-byte start-frame-delimiter, and 1-byte as byte-count field), an media access control (MAC) layer header, the trailer of 16 bytes in total (10-bytes header, 4 bytes for a link-level message integrity check field, and 2 bytes for an endof-frame cyclic redundancy check (CRC) checksum) followed by a network layer header of 16 bytes and the actual payload of x bytes, resulting in a total unaggregated packet length of 6 + 16 + 16 + x bytes. In an aggregated packet, the MAC layer header (which comes after the PHY header) is followed by 8 bytes constituting the common network layer header. Following this, if α different source packets are aggregated, then for each of the aggregated packets, a private network layer header of 9 bytes is needed, followed by the payload of x bytes. So, an aggregated packet has a total length of 6 + 16 + 8 + α(9 + x) bytes, assuming all data packets have the same payload length x. Thus, while still fulfilling the requirement of the maximum packet size of 133 bytes, it is, e.g., possible to aggregate three 62-bytes long or two 80-bytes long packets, which will result in 129 or 133 bytes long aggregated packets, respectively. This aggregation scheme was investigated together with relaying in [20] and it was shown that relaying combined with packet aggregation significantly outperforms simple relaying and thus, a similar scheme is adopted in this work. It was further shown that under an assumption of 62-bytes long source packets, three source packet payloads can be concatenated in an aggregated packet. To maintain a reasonable complexity, we assume all the packets to be of the same size and let each source aggregate its own packet with only one other overheard packet. Longer packets may have higher packet error rates; however, for simulation simplicity, we assume that all packets experience the same packet error rate. This is a reasonable assumption for packets with a relatively small (compared to other wireless technologies) maximal size of just 133 bytes in total.
We make one further assumption. In particular, we assume that the central controller has the opportunity to transmit configuration data to all nodes at the start of each superframe. In technologies like IEEE 802.15.4 LLDN, this assumption is naturally fulfilled by the presence of beacons (allowed to also include additional payload) transmitted at the start of each superframe, whereas in technologies like WirelessHART (where such beacons are not mandatory), one could schedule regular slots for this purpose. This assumption is particularly important for the adaptive scheduling scheme introduced below, where this opportunity is used by the central controller to periodically send an updated schedule to the sensors.
III. PROPOSED SCHEMES
All source packets are generated at the beginning of every superframe and all packets are assumed to have the same deadline, equal to the superframe length. Every source node is given one time slot in the superframe, which makes the superframe N − 1 slots long. Following most of the TDMA-based standards for industrial applications, the schedule is known to all the nodes in the beginning of each superframe and every time slot is preallocated to a specific sender-receiver pair. However, the sender is given the flexibility to choose what to send in its allocated slot. Thus, we propose that all source nodes overhear all packets sent in all slots preceding their own, keep these packets in their memory and when the time comes aggregate one of the overheard packets with their own transmission. When a source has overheard more than one packet from earlier sources, it has to select one of them. The overall goal of the work is to find a good TDMA schedule and a good packet selection strategy that maximizes the probability for the controller to receive all source packets before the deadline.
A. Evaluated Transmission Schedules
We compare four different TDMA scheduling options. for the next superframe, it will be node 1 that starts transmissions and node 0 that ends them. 4) Adaptive schedule: The controller maintains the estimates of the packet error rates between itself and each source (by continuously monitoring the reception of packets arriving from the sources and updating a simple movingaverage type of estimator), and then schedules the sources in order of increasing channel quality, i.e., the "worst" source will transmit first. The schedule for the next superframe is calculated based on the updated channel estimations from the previous superframe. A similar schedule, but assuming perfect channel information available in all nodes, was used in [21] and showed good performance in terms of stable throughput regions and average delay.
B. Evaluated Algorithms for Packet Selection
We consider five different strategies for how to select a good packet to aggregate in case of several overheard packets. We denote the subset of previously overheard source packets by source i as n i . Note that, n i only contains the subset of packets that have not yet been correctly received by the destination. To keep track of which packets were successfully received by the destination, all the nodes listen to the feedback information, which the controller sends at the end of every time slot. Short feedback messages, specifying if a packet was received and which source packet was aggregated, are assumed to be always delivered (this assumption has been made for simplicity, but is actually achievable as the ACK packets are usually short and the central controller typically transmits its feedback with a high transmit power). However, for completion, we will discuss a few results addressing the case of unreliable feedback below. The following algorithms are considered. 1) No aggregation (NA) scheme does not allow any aggregation, i.e., every source transmits its own packet only. This scheme is implemented as a benchmark and if used together with the fixed schedule, it is actually equivalent to a single-hop WirelessHART, where the schedule is chosen once and no aggregation or relaying is performed by the nodes. 2) Random aggregation (RA) scheme, each source randomly and independently selects a packet to aggregate. 3) Least overheard (LO) aggregation scheme, in which each source node, during the whole network operation time, keeps track of the number of times it has overheard packets from other sources (either directly from the source itself or aggregated from another source), and selects the packet to aggregate that it has overheard the least number of times (ties are broken randomly). The rationale underlying this heuristic is the following: in the absence of any information about the channels between other sources and the controller, the number of times a packet from another source has been overheard is taken as a proxy for the "average channel quality" between the source and a generic receiver (including the coordinator). The leastoverheard strategy aims to help the "worst" source in this sense.
The following three schemes assume the use of the adaptive schedule (as they make little sense otherwise).
1) First-heard-first (FHF) aggregation scheme, where each source node aggregates, from among the packets it has received, the packet coming from the source that had the earliest time slot in the current superframe. Since the adaptive schedule scheme starts with the source that has the worst channel to the controller, this scheme is likely to help nodes with higher probability of packet error. 2) Fair-least-overheard (FLO) aggregation scheme, works similar to the LO scheme, but to increase diversity, we regard it as advantageous if the controller hears a packet from as many distinct spatial sources as possible, and to increase that number, each aggregating node prefers sources from which it has received the packet directly. In other words, every node prioritizes the packets that were not aggregated by other sources in previous time slots within the current transmission round first and then looks at the number of times each of the packets was overheard. Again, ties are broken randomly. If none or all of the considered packets were already aggregated in the current superframe, the scheme works as the LO protocol. 3) Genie-aided aggregation (GA) scheme assumes that every source node has the knowledge of the channel conditions between all nodes in the network and also the knowledge of all packets that have been aggregated in the current superframe. At time slot T k , the node k that is assigned to transmit in slot T k has the knowledge of the transmissions done by nodes 0 . .
First, node k removes the packets that have already been aggregated at least once in the current round from its list of n k overheard packets. If all the packets in n k already have been forwarded in the current superframe, none of them are removed. Next, for each of the packets left in the list (if more than one packet left), node k looks at the channel conditions between the originator of the packet and the nodes scheduled in the upcoming time slots k . . . (N − 1) . The packet having the least number of possible relayers with better channel conditions to the originator of the packet than the current node, is selected for aggregation. If several packets in the list of overheard packets have the same number of possible relayers, all with better channel conditions to the packet originator than node k, the actual channel packet error rate (PER) differences are compared to choose the packet to aggregate. Following this scheme, each node will aggregate a packet that has the lowest chances to be aggregated by any of the following nodes in the schedule.
IV. RESULTS
In this section, results from the performance evaluation are presented. To emulate a random node deployment, we generate a symmetric matrix containing packet error probabilities between all pairs of nodes. The matrix is static, randomly generated, and unknown to the source nodes and to the controller. Since no final conclusion about the exact parameters describing the channels encountered in industrial environments has been derived yet and to represent the worst case scenario, packet error rate values are chosen randomly from a uniform distribution within the open interval (0, 1). Additionally, this way of selecting the channel error probability values significantly reduces the required simulation time and does not affect the performance comparison of the evaluated protocols. For every simulated scenario, 150 different node deployment situations, i.e., channel matrix realizations, are used and 100 000 transmission rounds are made for every such realization.
A. Considered Performance Indicators
Several different performance indicators are considered: success probability, i.e., the probability that all source packets are successfully delivered to the destination before their deadlines; the total number of erroneous packets within each superframe; individual source packet delivery rates (PDRs); and finally the number of consecutive errors for each source from one superframe to the next. The reason for considering this set of performance indicators is that different applications have different requirements, and our suggested scheme is applicable to a range of different use cases. Success probability can be important for applications where every control decision is made based on sensor readings from several sensor nodes. In such cases, it is crucial that all data packets are delivered to the controller before a common deadline, the time when the decision has to be made. The total number of erroneous packets within each superframe then indicates how far from success the system is. However, in many other applications, the set of sensors may have different sampling periods and be connected to different control functions, such that some errors can be tolerated by the system. Thus, individual source PDRs and number of consecutive errors from every sensor are important performance indicators for such applications.
B. Simulation Results
The performance of the protocols described above was evaluated via MATLAB simulations. The simulator was verified against a numerical model. The developed model is based on a time-homogeneous discrete-time Markov chain, and has the success probability as its main performance indicator. The model describes the case with no feedback, a fixed schedule, and random choice of the aggregated packets. The other schemes considered by the simulator were not easily amenable to mathematical modeling, but the fact that the majority of the program code underlying the simulation model for this simple scheme is shared with the simulation models for the other schemes, increases our confidence that the simulation results for these schemes are valid as well. A detailed description of the model and the comparison results are given in [19] . Evaluation shows that the numerical model and the simulator match very well.
1) Comparison of Four Investigated Schedules:
Once the simulator was checked against the mathematical model, it was used to evaluate the relaying and aggregation schemes suggested above. We simulate 150 different channel matrix realizations and run 100 000 superframes for each of the realizations. First, different source transmission schedules were studied and compared. Fig. 1 shows the success probability averaged over all simulated channel realizations for N = 10 source nodes. The bars are grouped according to schedules, and for every schedule, the results for the scheme with NA with RA and finally with the LO strategy are presented.
First, looking at Fig. 1 , it can be noticed how significantly the adaptive schedule outperforms all the other three. The adaptive schedule gives the best results as the transmission order generated by the scheduler is adapted to the channel conditions. The controller keeps track of the packets received from all source nodes and, based on this information, estimates the channel error rates. These estimations are used to adapt the schedule, such that after a number of transmission rounds, a new schedule is constructed by letting the source with the worst channel conditions transmit first, the source with the second worst channelsecond and so on. This gives more nodes a chance to overhear packets from the sources with bad channels to the controller, such that they can help by forwarding these packets to the destination. Simulations show that the schedule adapts quite fast and the transmission order changes only 138 times on average throughout 100 000 superframes. However, note that with the adaptive schedule, the source with the best channel to the controller, and thereby transmitting last, will never get any help from any other sources once the schedule has stabilized. In contrast, with the schemes using random or round-robin schedules, the node with the best channel to the destination can sometimes be aided by other nodes as well. Furthermore, it can be seen from Fig. 1 that the results for random and round-robin schedules are very similar, since with a relatively small number of source nodes, 10 in this example, and thus also quite a few distinct scheduling options, it is very likely that these schemes will generate similar schedules quite often. Interestingly, it can be noticed that with the random and round-robin schedules, the RA scheme outperforms the LO scheme, and vice versa for the fixed and the adaptive schedules. The reason for this is that according to the LO scheme, a node selects a packet for aggregation based on the history of packets it has overheard in Fig. 2 . Success probability for different source transmission schedules and schemes with no available feedback (N = 10 source nodes, and aggregation using the NA, RA, and the LO schemes).
previous transmission rounds. If the schedule changes, the history cannot reflect the channel conditions as well as it does for the fixed or the adaptive schedule, as it takes a few superframes for the schedule to stabilize. Thus, it is better to randomly select a packet to aggregate than to base the decision on a parameter that is no longer valid. Finally, it can be seen that the resulting success probability for the NA scheme is equal for all the schedules since no aggregation is done according to this scheme and thus, the order in which source nodes perform their transmissions is irrelevant. This scheme represents the behavior of a traditional TDMA network where one single packet is transmitted in each time slot and it is what we would have expected from a WirelessHART network if no retransmissions are scheduled.
However, it should be noted that the proposed schemes perform packet aggregation and thus achieve performance improvements at the cost of additional energy used for overhearing and sending longer aggregated packets. To be fair to traditional TDMA schemes, which would schedule one additional retransmission time slot for each of the sources, we simulate this case as well. When every source is allowed to retransmit its own packet once, the success probability is increased from 0.0013 to 0.0175, which is still much lower than the performance achieved by any of the aggregation schemes, since apart from time diversity, they also benefit from spatial diversity and moreover, the schemes are adaptive and thus some of the packets can be retransmitted more than once.
Also, it is important to mention that the schedule comparison results presented in Fig. 1 remain true even in case of a weak feedback channel (Fig. 2) . We have performed simulations for the extreme case of a completely lossy feedback channel, i.e., without any feedback, and the results show that as in Fig. 1 , the adaptive schedule outperforms all other schedules significantly. For example, Fig. 2 shows that when the success probability levels for the random schedule coupled with the NA and LO schemes are equal to 0.0013 and 0.0110, respectively, the success probability for the adaptive schedule combined with the LO scheme reaches 0.0471. In the case of no feedback, the adaptive schedule coupled with the RA scheme outperforms the LO scheme. For example, the RA scheme coupled with the random and adaptive schedule results in 0.0169 and 0.0558 success probabilities, respectively. This is because in the changing transmission schedule, the RA scheme is fairer to all the sources and thus performs better when no feedback is available. On the other hand, when the schedule is stable, the LO scheme works better, since the packets that were overheard the least number of times have the lowest chance to be delivered correctly to the controller. Moreover, it is noticeable that the improvement achieved by aggregation and schedule adaptation is decreased compared to the case with the feedback present, since many time slots are wasted on aggregating packets already successfully received at the destination instead of sending the missing ones.
Additionally, since industrial packets are often short and might have lower PER, simulations were performed for a more optimistic scenario with the channel PERs randomly selected from the open interval (0, 0.5). The results show that all the conclusions and trends derived from Fig. 1 remain valid, although the performance differences achieved by our proposed schemes are slightly less pronounced. For example, the success probability levels for the random schedule coupled with the NA and LO schemes are equal to 0.05 and 0.60, respectively, whereas the success probability for the adaptive schedule and LO scheme reaches 0.87. However, as stated in the beginning of this section, in the remainder of this paper, we will restrict our discussions to the less optimistic but more general case, where the PERs are drawn uniformly from (0, 1).
2) Comparison of the Packet Selection Schemes: As it can be seen from Fig. 1 , the adaptive schedule leads to a considerable gain. Consequently, when comparing different packet selection schemes in Fig. 3 , we only present the results for the adaptive schedule. Five different packet selection schemes are compared: FHF, RA, LO, FLO, and finally genie aided GA.
First, we notice that the FHF scheme results in the lowest success probability, since this scheme is the least fair schemeeven less fair than the RA scheme, helping almost exclusively the first few sources in the superframe. Next, it can be seen from Fig. 3 that both the LO and the FLO schemes work better than the RA scheme, since the LO property considers the number of times each packet has been overheard, and thus sources aim to prioritize packets from nodes having bad channels to most of other nodes. We also note that the FLO scheme performs better than the LO, since the fair property aims to help as many different sources per round as possible, thus increasing the chances for success. As expected, the best scheme among the studied ones is the GA scheme, since it assumes that all nodes have perfect channel knowledge and also the knowledge of all packets sent in the current superframe. However, the improvement achieved with the GA and the FLO schemes is not significantly higher than that of the RA scheme and it becomes even smaller when the simulations are performed for the channel matrices with lower average PER values taken from (0, 0.5), since in the case when less source nodes require relaying it is highly likely that all the investigated packet selection schemes will choose the same packet for aggregation. Thus, depending on the application, it can be beneficial to use the RA scheme, given that the adaptive schedule is used, as it is less complex to implement. Looking at the PDR separately for each source, the performance of the investigated aggregation schemes can be compared even further. Table I shows the PDR averaged over all channel realizations for five selected nodes out of the 10 source nodes. Nodes 0 and 1 are chosen as they have the worst and second worst channel condition to the controller, respectively, node 4 -the fifth worst, whereas nodes 8 and 9 have the second best and the best channel conditions to the controller. The results are shown for the NA, FHF, FLO, and GA schemes. The FLO and GA schemes are chosen as they have shown the best results in Fig. 3 , the FHF protocol because it helps different nodes differently and the NA scheme is added as a reference. It can be seen from the table that the FHF scheme, leading to the worst success probability in Fig. 3 , improves the performance of Nodes 0 and 1 significantly, but at the expense of the other source nodes. The FLO and the GA schemes, in contrast to the FHF, try to help all the sources equally and consequently show lower PDR for the first few sources, but higher for all the other nodes.
Although the success probability is very important whenever all the source data must be delivered to the controller in time, it is still interesting and informative to know how many source packets are lost in each superframe. Table II shows for the different aggregation schemes the percentage of superframes that resulted in 0, 1, 2, . . ., or 10 erroneous packets at the controller; the cases with a particular number of erroneous packets in a superframe reaching 20% are marked in bold.
It can be seen from the table that when no aggregation is done, four, five, or even six packets miss their deadlines in the majority of all superframes. Introducing packet aggregation and the adaptive schedule improves the numbers dramatically, i.e., in the majority of cases only one or two packets per superframe do not arrive at the destination correctly. However, in 0.07% of all the investigated cases, all source packets arrive to the destination with errors and no improvement is made by any of the aggregation schemes, and thus performance is similar to the NA scheme. This is the drawback of having only source nodes forwarding each other's packets and not allowing retransmissions or additional nodes serving only as relayers.
Another important performance indicator for industrial applications is the number of times each scheme encounters two or three consecutive errors from a particular source. This measure is of great importance for industrial systems which often can tolerate one packet error from a source, but have to turn machines into a safe state when two consecutive errors occur and actually switch-OFF in the case of three consecutive errors. Table III shows the total number of errors and the number of two and three (marked in bold) consecutive errors, as a percentage of all the simulated superframes. The numbers are averaged over all channel realizations and, as in Table I , presented for source nodes 0, 1, 4, 8, and 9. It can be seen from the table that introduction of packet aggregation and the adaptation of the schedule to the channel conditions significantly reduces the number of two and three consecutive errors.
3) Results for Different Numbers of Source Nodes: Next, we look how a change in the number of the source nodes affects the results presented above. First, Fig. 4 shows the results for different aggregation schemes using the adaptive schedule only (since it has the best performance among the compared schedules as it will be shown later), and N = 5, 10, and 20 source nodes. In all three cases, each source node has only one allocated time slot; the deadline for packet delivery is the same for all the nodes and equals the end of the superframe. Consequently, the length of each superframe is shorter for 5 source nodes than for 10. It can be seen that all the trends observed in Fig. 3 for N = 10 are preserved also for N = 5 and 20. Similarly, it is interesting to see that the success probability increases when the number of source nodes grows. This is due to the longer superframes and the increased number of possible relayers for every node. Fig. 5 shows the results for different packet transmission schedules, all using the LO aggregation scheme, and presented for three sets of source nodes, i.e., N = 5, 10, and 20. It can be seen from the figure that when the number of source nodes increases, the success probability for the fixed, random and round-robin schedules reduces, while it instead improves when the adaptive schedule is used. For the fixed, random, and round-robin schedules, success probability decreases since with a higher number of sources, more and more packets have to be correctly delivered. The schedules are not flexible enough to take advantage of the higher spatial diversity implied with the larger number of possible relay nodes available. The adaptive schedule, on the other hand, organizes the transmission order in a way that more sources can help each other by forwarding the data.
Interestingly, while the success probability improves with the increased number of source nodes only in the case of the adaptive schedule, the PDR for each separate node is growing as the number of nodes increases for all the investigated schemes. As an example, Figs. 6 and 7 show the PDR averaged over all channel realizations for five source nodes, with the LO aggregation scheme and the adaptive and random schedules, respectively. The five source nodes selected for the presentation in Figs. 6 and 7 are present in all three simulations, i.e., in N = 5 only five source nodes exists, while in the simulations for N = 10 and 20, the same five source nodes are the subsets of the 10 and 20 nodes, respectively.
The PDR is improved with a higher number of source nodes in both cases and this improvement can be explained by the fact that with more nodes, the system has more possible relayers for each source. Also, it is interesting to see that for the random schedule (Fig. 7) , the relative PDR differences for the five sources stay the same for all studied numbers of sensors, which is not the case for adaptive schedule (Fig. 6 ). This is connected to the adaptive transmission order change, i.e., after a number of superframes, the schedule stabilizes and the nodes transmitting close to the end of the superframe receive less help from aggregation. When the number of source nodes grows, some of the nodes, having relatively bad channels, which transmitted in the beginning of the superframe for N = 5 are being pushed toward the end of the superframe when N = 10 and 20 and therefore receiving less help.
C. Discussion
Looking at the results above, it is clear that our proposed schemes with scheduling and aggregation improve the performance in terms of all the considered performance indicators. Section IV-B1 presents the results for the performance comparison of source relaying and packet aggregation with classical TDMA schemes allocating one or two time slots for transmission and retransmission, respectively, for each of the source nodes. In both cases, source relaying with packet aggregation is beneficial due to the exploitation of spatial diversity and flexibility given to the sources when choosing which packet to aggregate. Evaluation of different performance indicators shows that the final choice of which algorithm to use must be based on the most important performance measure for a particular application. For example, when schedule adaptation is not possible, packet aggregation and source relaying significantly outperform TDMA schemes allowing one retransmission from each source even when using a fixed schedule. Adaptation of the schedule improves the reliability dramatically regardless of the quality of the feedback channel and the channel PER. Even further improvements can be achieved by carefully choosing the selection strategy for the aggregated packets. The FLO scheme performs best, second only to the artificial GA protocol, for all the investigated performance indicators. However, if computational resources are limited or if no feedback is available in the system, the RA scheme should be chosen. The FLO scheme is fair and tries to help the maximum number of nodes possible in a superframe, and should be selected when fairness is important. However, if one node has higher priority than the others, FHF scheme should be used instead. Increasing the number of source nodes improves the PDR for all the sources, as this also increases the superframe length and hence implicitly also the number of retransmission attempts by aggregation. However, if success probability is of greater importance than PDR, an increased number of nodes leads to an improvement for the adaptive schedule only. Thus, if schedule adaptation is not possible and success probability is the key parameter, the same level of success probability can be achieved only with a reduced, compared to networks using the adaptive schedule, number of source nodes.
V. CONCLUSION
Reliability and timeliness are the two main requirements in IWSNs, which must be fulfilled before the transition between currently used wired and much cheaper and simpler wireless networks becomes possible. One of the much discussed ways to improve the reliability of wireless systems suffering from errors due to harsh channel conditions in industrial environments is adaption of cooperative communication or relaying. The main goal of this paper was to evaluate the performance gain of source-based relaying schemes with packet aggregation implemented in all source nodes and to find the scheduling algorithm that maximizes the gain. The results show that allowing source nodes to perform relaying together with aggregation and adjusting the schedule based on the currently available channel estimations yields significant performance improvements. Aggregation using carefully chosen packet selection schemes improves the performance further.
Even further gains are likely to be achieved by, e.g., combining packet aggregation and network coding. These schemes are the subject for possible future work. Additionally, the current work can be extended by taking into consideration networks with different packet deadlines, studying the system performance in environments with changing channel conditions and evaluating scheduling and relaying opportunities for nodes working on several wireless channels in parallel and thus having a chance to listen to only a subset of the transmitted packets due to concurrent transmissions on different frequency channels.
