Context. Globular clusters associated with the Galactic bulge are important tracers of stellar populations in the inner Galaxy. High resolution analysis of stars in these clusters allows us to characterize them in terms of kinematics, metallicity, and individual abundances, and to compare these fingerprints with those characterizing field populations. Aims. We present iron and element ratios for seven red giant stars in the globular cluster NGC 6723, based on high resolution spectroscopy. Methods. High resolution spectra (R ∼ 48 000) of seven K giants belonging to NGC 6723 were obtained with the FEROS spectrograph at the MPG/ESO 2.2m telescope. Photospheric parameters were derived from ∼ 130 Fe i and Fe ii transitions. Abundance ratios were obtained from line-to-line spectrum synthesis calculations on clean selected features. Conclusions. The enhancement levels of NGC 6723 are comparable to those of other metal-intermediate bulge globular clusters. In turn, these enhancement levels are compatible with the abundance profiles displayed by bulge field stars at that metallicity. This hints at a possible similar chemical evolution with globular clusters and the metal-poor of the bulge going through an early prompt chemical enrichment.
Introduction
The structure, age, and chemodynamical evolution of the Galactic bulge, together with its relation with other Galactic components, is currently debated. Several studies (Zoccali et al. 2008a; Babusiaux et al. 2010; Hill et al. 2011; Ness et al. 2013; Zoccali et al. 2014; Rojas-Arriagada et al. 2014 ), based on a few hundred to several thousand stars, have constructed a new picture of the bulge as an extremely complex structure, including at least two stellar populations with different origins. In fact, bulge data shows chemodynamical distribution that are consistent with stars belonging to i) a narrow, metal-rich, boxy/peanut X-shaped component with bar-like kinematics, and ii) a broad metal-poor, kinematically hot population, which can be interpreted as a classical bulge coexisting with the Galactic bar.
The study of bulge field stars is complicated by the large spread in age and distance, and by the contamination from disk field stars overlapping in the lines of sight. In addition, the transition between internal (thick) disk and bulge is still not totally understood. In this context, the study of globular clusters as tracers of the bulge populations is a valuable tool because they provide clean points in the age-metallicity-distance distributions. Even if globular clusters are not necessarily representative of the field stellar populations, they must be included in the bulge formation scenario.
The globular cluster NGC 6723 is located at (J2000) α = 18 h 59 m 33.2 s , δ = −36
• 37 54 , projected at about −17
• from the Galactic center on the minor axis (l = 0.07
• , b = −17.299 • ). According to the 2010 edition of the Harris (1996) catalog, NGC 6723 is rather bright (M V = −7.83 mag), fairly large in size (r t = 10.5 ), and rather close to the Galactic center (R GC = 2.6 kpc). Its proximity to the Galactic center makes it fall in the common definition of bulge cluster (R GC < 5 kpc), although its nearly polar orbit suggests membership in the inner halo (Dinescu et al. 2003) .
The most recent CMD of NGC 6723 available in the literature is by Lee et al. (2014) . An updated census of the variable star content of NGC 6723 is performed from their high-precision BV CCD photometry. Previous work in this direction goes back to the photographic work by Menzies (1974) . From a Fourier decomposition analysis of the RR Lyrae variables, Lee et al. (2014) obtain [Fe/H]= −1.23 ± 0.11 dex and E(B − V) = 0.063 ± 0.015 mag with a distance modulus of (m − M) 0 = 14.65 ± 0.05 mag. On the other hand, spectroscopic measurements characterize NGC 6723 as an intermediate metallicity cluster. A high metallicity of [Fe/H]=−0.7 dex was obtained by Smith (1981) from low resolution (R=1300) spectra of five RR Lyrae stars using the δS parameter. Rutledge et al. (1997) obtained [Fe/H]=−1.09 dex from calcium triplet measurements, while Kraft & Ivans (2003) derived a metallicity of [Fe/H]=−1.12 dex by recalibrating the Rutledge et al. (1997) value. Additionally, two studies perform a chemical characterization of NGC 6723, based on samples of high resolution spectra. The results of Fullton & Carney (1996) come from the analysis of a small sample of three RGB stars at R ∼ 33000, deriving mean values of [Fe/H]=−1.26 dex, [Ca/Fe]= 0.33 dex, [Ti/Fe]= 0.24 dex, and [Si/Fe]= 0.68 dex. Unfortunately, this work has never been published in a refereed journal, so details of the analysis are not publicly available. The recent work of Gratton et al. (2015) focus on the chemical analysis of a statistically significant sample of 30 red horizontal branch (RHB) and 17 blue horizontal branch (BHB) stars, observed at a maximum resolution of R ∼ 18700. From this sample, they inferred an average radial velocity of V rad = −95.8 ± 0.6 km s We carried out an observing campaign at the 2.2m telescope at ESO La Silla Observatory, to obtain time series photometry with the Wide Field Imager (WFI; Baade et al. 1999 ) and high resolution spectroscopy with the Fiber-fed Extended Range Optical Spectrograph (FEROS; Kaufer et al. 1999) . We analyze spectra of eight giants (from which seven turn out to be cluster candidates), deriving iron and element ratios. The analysis of the CMD and variable star content of the cluster will be published in a forthcoming paper.
The paper is organized as follows: The observations are described in the next section, while initial photometric stellar parameters are presented in Sect. 3. The adopted line list is described in Sect. 4. Iron abundances are derived in Sect. 5. Sect. 6 discusses distance and a foreground interstellar reddening values derived from the spectroscopic parameters. In Sect. 7 we present our derived abundance ratios. Discussion and conclusions are in Sect. 8.
The data
Spectra for eight stars in the globular cluster NGC 6723 were obtained with the FEROS spectrograph (Kaufer et al. 1999) at the MPG/ESO 2.2m telescope (La Silla Observatory), as part of the ESO program 085.D-0143. FEROS spectra are in the range 3500 − 9200 Å, spread over 39 echelle orders with a resolution of R ∼ 48 000. Two fibers allowed us to obtain a stellar spectrum plus a sky simultaneously during a single exposure. The observed sample stars, at the sky positions depicted in Fig. 1 , were selected from the K giant region of the cluster CMD, as shown in the left panel of Fig. 2 2MASS, while V corresponds to a visual magnitude from the UCAC3 catalog (Zacharias et al. 2010 ).
The spectra were flat-fielded, optimally extracted, wavelength calibrated, and corrected to heliocentric system of reference (barycentric correction) with the standard FEROS-DRS pipeline 1 based on MIDAS. For most of the stars, the total exposure time was split into two or more exposures to remove cosmic rays. A log of observations is listed in Table 2 . We use the IRAF 2 task skytweak to remove the sky emission lines from the individual spectra with the corresponding companion sky fiber. After applying the continuum task and a cubic spline fit, we normalized the stellar continuum to the unit.
The radial velocity of each individual spectra was derived by cross-correlation (IRAF task fxcor) with a synthetic template. This template was generated adopting stellar parameters typical of K giant stars, i.e. T eff = 4500 K, [Fe/H] = −1.0 dex, log(g) = 1.8 dex, and v t = 1.4 km s −1 . The corrected final restframe spectra were obtained by applying the velocity correction with dopcor. Post-processed spectra corresponding to individual exposures of each star were then median combined. A mean heliocentric radial velocity of v hel = −96.6 ± 1.3 km s −1 was found for NGC 6723, which is in excellent agreement with the value of v hel = −94.5 ± 3.6 km s −1 reported in the compilation by Harris (1996) . One of the program stars (#8) is not a member of the cluster according to its radial velocity. The contaminant nature of this star is confirmed by the metallicity determinations presented in Sect. 5. The propagation of internal errors (the velocity errors from the cross-correlation) of individual stars gives σ internal = 0.62. The r.m.s velocity scatter from cluster members correspond to 3.37 km s −1 . These values imply an internal velocity dispersion of 3.3 km s −1 for NGC 6723. In comparison, Gratton et al. (2015) quote a value of 4.3 km s −1 . Signal-to-noise (S/N) ratios were measured in the final coadded spectra at several wavelength regions spanning 2-3 Å. The values reported in Table 2 , correspond to the mean of these measurements.
Photometric stellar parameters
We estimate photometric atmospheric parameters as a first guess to perform a more precise spectroscopic analysis. Effective temperatures T eff were derived from the V − J, V − H, V − K, and J − K colors using the recent calibrations by González Hernán-dez & Bonifacio (2009) . These calibrations were constructed by performing a fully self-consistent infrared flux method in the 2MASS photometric system, and thus are the best choice available in the literature. To use them, we adopt a metallicity of [Fe/H]= −1.0 dex and a mean reddening of E(B − V) = 0.05 mag for NGC 6723, as taken from the 2010 edition of the Harris (1996) compilation. We adopted the extinction law given by Cardelli et al. (1989) 
The derived photometric effective temperatures are listed on the left side of Table 3 . Using those T eff values, we derive gravity from the classical relation log g = 4.44
75, a distance modulus of (m − M) V = 14.84 mag for NGC 6723 (Harris compilation) , and the reddening already used to derive the temperatures. The bolometric corrections from Alonso et al. (1999) and the estimated gravities are given in the last two columns of the left side of Table 3 .
The line list
The Fe i line list and respective oscillator strengths used here includes ∼ 130 transitions, and are described in Zoccali et al. (2008b) . Also included in the list are ten Fe ii transitions carefully selected to have a minimum impact from blends in K giants.
In our analysis, we only used a part of the reddest portion of the FEROS spectrum from 5500 to 6800 Å. At shorter wavelengths, line density is high and some molecular bands are present, making the continuum determination difficult. Because of the small amount of available lines, the Fe ii constraint to [Fe/H] is sensitive to the error introduced by blended and small undefined lines.
To ensure a clean analysis, we visually examined each spectrum to check the quality of the Fe ii lines, eliminating those lines that are too small or suspicious blending cases from the subsequent analysis. In the analysis , we used only Fe i and Fe ii lines with equivalent widths EW < 200 mÅ. Lines and respective atomic constants for odd-Z elements Al, Na, α-elements Mg, Si, Ca, Ti, and heavy element Ba were adopted from Zoccali et al. (2008a) . The specific set of lines was verified to be clean from blends from telluric lines in our target stars. The damping constants C 6 were adopted from Coelho et al. (2005) . They were computed where possible, and in particular for most of the Fe i lines, using the collisional broadening theory of Barklem et al. (1998 Barklem et al. ( , 2000 . In order to check the internal consistency of our chemical analysis with this line list, we took a solar spectrum from the FEROS archive, reducing it in the same way as the target stars. Spectrum synthesis calculations were then used to reproduce the solar spectrum. In those cases where the fit to the Sun could be improved, the oscillator strength value log(g f ) of the respective line was changed until a best fit was obtained. We adopted the oscillator strength log(g f ) = −9.716 derived by Allende Prieto et al. (2001) for the forbidden oxygen line at 6300 Å. Solar abundances were adopted from Grevesse & Sauval (1998) , except for oxygen, where a value of (O) = 8.77 was adopted, as recommended by Allende Prieto et al. (2001) for the use of 1D model atmospheres.
Iron abundances
Equivalent widths were measured in the coadded spectra via the automatic code DAOSPEC (Stetson & Pancino 2008) .
Model atmospheres were interpolated from the MARCS grid of spherical models 3 described in Gustafsson et al. (2003) . A LTE analysis was performed with an improved and updated version of the classical code presented in Spite (1967) , using the atmospheric models and EW measured for the Fe i and Fe ii lines in the list. A solar iron abundance of (Fe)=7.50 (Grevesse & Sauval 1998) was adopted. The stellar parameters were derived through an iterative process, starting from the photometric temperature and gravity as an initial guess. Temperature was further constrained by imposing the excitation equilibrium of Fe i lines, namely, that lines of different excitation potential χ ex gave the same iron abundance. The measured Fe ii lines enabled us to derive gravity by imposing ionization equilibrium (Fe i and Fe ii abundances in agreement). Microturbulence velocity v t was Table 3 . Photometric temperatures derived from J − K, V − J, V − H and V − K colors, bolometric corrections, corresponding derived gravities and final spectroscopic parameters of the target stars.
Photometric parameters Spectroscopic parameters determined by eliminating the trend of Fe i abundances versus EW p . We used predicted EW p instead of observed EW to avoid the introduction of systematics due to the correlation of errors in EW and metallicity, as explained in Zoccali et al. (2008b) . Iron abundances were obtained as the weighted mean of the line-byline measurements, where the weight associated with each line is the inverse square of its abundance error, as derived from the error in the EW measurement. The procedure is illustrated for star #5 in Fig. 3 . Final spectroscopic parameters T eff , log(g), [Fe/H] , and v t are given in the right side of Table 3 that star #8, previously discarded as a member of the cluster because of its radial velocity, has also a metallicity significantly higher than the remaining sample stars. Having confirmed its contaminant nature, we exclude it from the following analysis.
An average metallicity of [Fe/H]= −0.98 ± 0.08 dex is derived for NGC 6723.
We estimate that an uncertainty of ±100 K in T eff is well inside the error in the slope of the [Fe/H] vs. χ ex trend used to (Fig. 3) . Similarly, by imposing a flat trend of Fe i line abundances as a function of EW p , we can constrain v t with a precision of ±0.2km s −1 . Ionization equilibrium allows us to constrain log(g) within ±0.2 dex. We estimate errors in metallicity from Fe i and Fe ii lines allowing a variation of ∆T eff = 100 K, ∆ log(g) = 0.2 dex, and ∆v t = 0.2 km s −1 , and quantifying their impact in the final value. The induced error corresponds to the difference between an abundance derived with the altered and nominal models. Individual errors are listed in columns 3-5 of Table 4 and the total error is listed in column 6. Average errors associated with Fe i and Fe ii lines are 0.14 and 0.21 dex, respectively. These error bars are larger than the statistical uncertainty of 0.08 in the average cluster metallicity derived from the star individual values. This means that our assumed uncertainties on T eff , log(g) and v t are, in fact, probably overestimated given the good data quality of our spectra. In view of that, we adopt the statistical uncertainty of 0.08 dex as the error bar associated with the cluster metallicity estimate.
Isochrone fitting: Distance and reddening
Since they are cluster members, our target stars are located essentially at the same distance and are expected to have similar reddening values aside from small differential extinction across the cluster area. We use our derived spectroscopic parameters and available photometry to compute distances for our sample via an isochrone fitting technique. The algorithm (RojasArriagada et al, in preparation) makes use of the PARSEC set of isochrones to compute given atmospheric parameters and metallicity, a theoretical absolute magnitude M λ in a specific photometric band. Given T eff , log(g), metallicity and corresponding errors, the algorithm selects a set of isochrones of all ages matching metallicity values inside the error bar. A Monte Carlo sampling is generated in the T eff -log(g) plane by considering the ellipsoid given by the respective errors. The distribution is projected onto the isochrones via closest match with a distance normalized by the errors as a metric. From the best match of each Monte Carlo sample, we obtain a theoretical absolute magnitude in the photometric band of interest. From this set of values, weighted by matching distance and evolutionary speed 4 , a probability distribution function (pdf ) for M λ is constructed. A final absolute magnitude value for the star under analysis can be obtained as the mode or median of such distribution. Additionally, if we have photometry in J and K bands, a reddening estimate can be computed simultaneously with the distance. From the computed absolute magnitude M λ , a distance modulus µ, and then a distance is calculated. The distance modulus is corrected by reddening either using an input value or the value computed in-situ. Tests have shown that no significant differences arise from this choice.
Using the procedure described above, we compute distances and foreground interstellar reddening for all the stars in the sample. The adopted errors in atmospheric parameters are the nominal parameters: ∆T eff = 100 K, ∆ log(g) = 0.2 dex, and ∆[Fe/H] = 0.15 dex. We include the nonmember star #8 as a consistency test; its resulting distance is the smallest of the sample, confirming its foreground contaminant nature. For each star, we have a set of four distance estimates because of the two 2MASS photometric bands employed (J and K s ) and the two ways to include reddening (external or estimated in-situ). In each case, we average results coming from J and K s passbands as they have in fact a very small dispersion (σ ∼ 0.22 kpc in both cases). The two sets of final individual star distances are depicted by blue circles (determined using external reddening figures) and red crosses (determined using reddening calculated in-situ) at the bottom of Fig. 4 . Given the error figures estimated by the code for each distance, we can consider each star as a Gaussian random variable and then compute the global cluster distance pdf as the superposition of individual contributions. The result of this is shown by the blue (external reddening) and red (reddening Fig. 4 . Distance probability function of NGC 6723. Symbols at the bottom stand for the distances determined for individual stars. A blue solid line depicts the global pdf generated from individual distances (depicted as blue circles) determined using reddening values from external measurements. On the other hand, a red dashed line depicts the global pdf generated from individual distances (depicted by the red crosses) determined using reddening values computed simultaneously with the respective distances. In each case, errors on individual distance measurements are considered to compute the global cluster distance pdf, assuming each individual star as a Gaussian random variable around the measured value. The modes of the pdf s are quoted, and provide our best estimates for the distance of NGC 6723. The estimated average reddening toward the cluster is also quoted in the panel. A vertical gray dashed line indicates the distance of NGC 6723 as given in the Harris (1996) compilation.
computed in-situ) curves. We can see that the selected method to include reddening in our calculations has, as anticipated, a low impact on the final cluster distance distribution. A gray dashed vertical line indicates the distance of NGC 6723 quoted in the Harris (1996) compilation (8.7 kpc) . We take our estimation of the cluster distance as the mode of the global pdf. Our results are in excellent agreement with literature. Our final estimates are quoted in Figure 4 . To be consistent, we adopt our final estimate of the NGC 6723 distance as that coming from the analysis using reddening computed in situ. In this way we provide a distance of D = 8.7 kpc and a reddening of E(B − V) = 0.083 mag for NGC 6723. The reddening is slightly larger than the E(B − V) = 0.05 quoted in Harris (1996) .
Abundance ratios
Abundance ratios were estimated through line-by-line spectrum synthesis calculations for the lines listed in Table 5 . For each line, synthesis calculations were carried with MOOG 5 , changing the respective elemental abundance until agreement with the observed line was reached. In general, errors in the abundance ratios can be attributed to the adopted log(g f ) and damping constant C 6 while constructing the atomic line list. Some tests carried over selected lines, show that changing the log(g f ) value by 0.1 dex produces an abundance variation of the same order for a fixed damping constant.
In this analysis, molecular lines of CN (A 2 Π-X 2 Σ), C 2 Swan (A 3 Π-X 3 Π), TiO (A 3 Φ-X 3 ∆) γ, and TiO (B 3 Π-X 3 ∆) γ' systems are taken into account. At the typical T eff of our stars, the main 5 Available at http://www.as.utexas.edu/~chris/moog.html. effect of molecule formation in their atmospheres is a lowering of the continuum level. By including molecular features in the spectrum synthesis, we improve the match with observations, alleviating systematics coming from bad continuum definition.
In Fig. 5 we show the fits in the seven sample stars to the Ca i 6439.08 Å and Ba ii 6141.73 Å lines. These examples illustrate the general good quality of the fits. Line-by-line abundance ratios are presented for the sample stars in the last seven columns of Table 5 . Final elemental abundances are computed from the average of individual line values. They are listed in Table 6 for each star. The final global cluster abundances are in the last row.
As can be seen from Table 6 , [Na/Fe] abundances show larger spread when compared with the other measured elements. Sodium abundances were determined from two lines at 6154.23 and 6160.75 Å (see Table 5 ). During the process of spectrum synthesis for line fitting, we found that these lines are in general small in our sample and not always well defined with respect to the noisy continuum. In fact, the two stars that present better quality are star #3, which has a combination of high S/N ratio and good values of seeing and airmass, and star #8, which is the noncluster foreground contaminant. This general modest quality for Na features can explain the larger error bar associated with our final cluster [Na/Fe] estimate.
Discussion and conclusions
We present a high resolution analysis of red giant stars in the bulge globular cluster NGC 6723. Eight targets were originally selected from the K giant region of the cluster CMD. One of these targets turns out to be a foreground field contaminant, based on its discrepant radial velocity, metallicity, and derived distance. Using the clean cluster sample of seven stars, we derived a metallicity of [Fe/H]= −0.98 ± 0.08 dex and a heliocentric radial velocity of v hel = −96.6 ± 1.3 km s −1 for NGC 6723. Final mean abundance ratios for eight elements are reported in Table 6 .
The odd-Z element sodium shows a solar ratio [Na/Fe] = 0.00 ± 0.21. From their horizontal branch-based study, Gratton et al. (2015) report a somewhat larger value of 0.13 ± 0.09 dex.
The α-elements oxygen, magnesium, silicon, and calcium are enhanced by [ In this work, these authors speculate whether these high enhancements arise as an effect of age (NGC 6723 is very old, 12-13 Gyr, according to several age estimations; Marín-Franch et al. 2009 , Dotter et al. 2010 , VandenBerg et al. 2013 ), but they conclude that at least part of this trend Article number, page 7 of 10 A&A proofs: manuscript no. ngc6723_v8 can be due to a systematic effect that produces values from their HB sample that are higher by 0.2 dex than those obtained from RGB stars (as already pointed out in Carretta et al. 2010) .
The iron-peak element titanium presents a similar enhancement with [Ti/Fe] = 0.24 ± 0.09 dex. The same value is reported in Fullton & Carney (1996) . Aluminium is also enhanced by [Al/Fe] = 0.31 ± 0.21 dex, while the s-process barium by [Ba/Fe] = 0.22 ± 0.12 dex.
Metal-intermediate bulge globular clusters are old objects encoding important information about the environment conditions in which they were formed. A detailed analysis of their chemical enrichment patterns can provide valuable information to understand whether or not they share a common origin. Furthermore, studies of other Galactic stellar components (bulge/disk) can benefit from the comparison with clusters as clean independent points in the age-metallicity-distance distributions.
In (Rossi et al. 2015) , it is possible that Terzan 4 is a halo cluster currently in the bulge region because it is close to its orbit pericenter. The α-enhancement of Terzan 4 is high even compared to the field halo stars of Nissen & Schuster (2010) and Mikolaitis et al. (2014) , at the same metallicity.
In order to put our derived abundances in the context of bulge studies, in Fig. 7 we compare these abundances with those of the K giant bulge sample presented in Gonzalez et al. (2011) The α-element ratios of NGC 6723 are in good agreement with those of the bulge field stars. On the other hand, Ti is not following the α-elements, and seems to be slightly less enhanced than in the bulge. This discrepancy is still compatible with the The other clusters in Fig. 7 compare well with the bulge sample. The agreement in Mg and Si is good in the entire metallicity range of the sample. In the case of Ca and Ti, a fraction of the clusters seem to produce a sequence that is less enhanced and parallel to the bulge sequence. It would be of great interest to further explore this effect to figure out whether it is a spurious effect due to systematic errors, or it is the signature of a different, low alpha population. We emphasize that the comparisons discussed here are only valid at a qualitative level. Indeed, literature determinations for clusters and bulge stars come from a heterogeneous set of studies with different analysis strategies. In this context, NGC 6723 seems to be characterized by an early prompt chemical enrichment, similar to that attibutted to the the metal-poor portion of the bulge. Finally, the metallicity we found for NGC 6723, of [Fe/H]= −0.98 dex, is comparable with the average values [Fe/H]= −1.25 dex (Kunder & Chaboyer 2008) and [Fe/H]= −1.02 dex (Pietrukowicz et al. 2012 ) determined for bulge RR Lyrae stars, as known tracers of old populations.
Further high resolution studies of individual stars in other bulge globular clusters might provide important clues to understand the place that they take in the general assembling of the Milky Way. This might be especially important in the context of the current and future large spectroscopic surveys, exploring Galactic stellar population in increasingly large volumes. Such an observational effort can shade light on important points concerning formation mechanisms of stellar structures and chemodynamical evolution by providing constraints for Galaxy formation model predictions. Table 7 . Abundance uncertainties induced by a change of T eff = 100 K, ∆ log(g) = 0.2 dex, ∆v t = 0.2 km s −1 , and corresponding total error. Article number, page 9 of 10 A&A proofs: manuscript no. ngc6723_v8 (Valenti et al. 2015) , NGC 6441 (Gratton et al. 2007 ), NGC 6388 (Wallerstein et al. 2007) , NGC 6624 and NGC 6569 (Valenti et al. 2011 ), UKS1 and NGC 6539 (Origlia et al. 2005) , NGC 6440 (Origlia et al. 2008) , and NGC 6342 (Origlia et al. 2005) .
