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ABSTRACT 
We consider the problem of finding optimal parameters of m-stage Runge- 
Kutta (RK) schemes for solving a class of nonsymmetric system of linear equa- 
tions. For each m and a given system, we find a compact complex region R which 
has a simply connected complement and contains all eigenvalues of the system 
matrix. A specially structured nonlinear minimax problem over the region is 
formulated to find the optimal parameters. We compare four different regions to 
test the efficiency of the related RK schemes. Some analytic results are given for 
a l-stage scheme. A numerical scheme based on a modified version of the pro- 
jected Lagrangian method is introduced to solve the nonlinear minimax problem 
for higher stage numbers m. 
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1. INTRODUCTION 
Consider the system of linear equations 
Ax = b, (1) 
where x and b are N-dimensional vectors and A is an N x N nonsymmetric 
real matrix with the following properties: 
(a) A is nonsingular and has a complete eigenspace. 
(b) Let {Xi,. . . , A,} be the eigenvalues of A. Then the real part of any 
Xi is nonnegative, i.e., Re Xi 2 0,V’i. 
In this paper, we will present some analytic and numerical results on m- 
stage Runge-Kutta (RK) schemes for solving the above system. The idea 
and formulation of the RK schemes were first given in [14]. Here we treat 
the solution of (1) as the steady state of a system of ordinary differential 
equations (ODE), dx/dt+Ax = b, and then use a special type of RK scheme 
to integrate the ODE system to its steady state. The original motivation 
of m-stage RK schemes is to have fast convergence to the steady state 
of some systems of partial differential equations (PDE). In that case, the 
corresponding matrix, A, in (1) is the spatial discretization matrix obtained 
by methods like finite difference approximations or spectral methods. For 
many of these discretizations, the properties of A as listed are natural and 
they play important roles in designing numerical schemes for finding the 
steady state. 
Let m be a positive integer. An m-stage RK iterative scheme for solving 
(1) updates the current estimate x, to xn+i by the following iteration: 
x(O) = x,, 
x(l) = x(O) - alAt(Ax(‘) - b), 
x@-~) z x(o) - a,_lAt(Ax(m-2) _ b), 
x,+1 = x(O) - At(Ax+‘) -b), 
where the parameters, {ai,. . . , a,,_l, At}, are positive and predetermined. 
The parameter At refers to the time step size when an ODE or PDE is 
considered. For general linear systems, At plays basically the same role 
as other parameters and hence is renamed QI,. There is also no need to 
restrict all parameters to be positive. So for each m, a RK scheme is 
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determined by the parameters oi, i = 1,. . . , m. To obtain the optimal RK 
scheme, we are looking for the best choice cr* = [cr;, . . . , a;]. 
From (2), a straightforward derivation gives the following equation: 
x,+1 - 2* = 
ZZ 
[I - cr,A + c~,_~a;A~ 
+... + (-l)mcrm-l~m--2~~ .c~a;A~] (xn - x*) 
Pm(A, a)(~ - x*), (3) 
wherea= [Q~,...,cY,] T and IC* is the true solution of the system Aa: = b. 
For the system (l), an m-stage RK scheme converges if and only if 
For each m, the best choice of is the one at which p(P,(A,a*)) is mini- 
mized, i.e., 
Since the polynomial P, has the property P,(O) = 1, an m-stage RK 
scheme is a polynomial-based method. There are many different formula- 
tions of such methods. One of them is the m-cycle Richardson method, 
for which 
&x+1--z * = Qm(Z, P)(G-~*), where qm(Z,P) = fi(WW (6) 
i=l 
HereP= [P1,...,PmlT, and the pi’s are the parameters for constructing the 
m-cyclic Richardson method. Notice that the corresponding polynomial of 
an m-cyclic Richardson method qm(z, ,Ll) in (6) and an m-stage RK scheme 
P,(z, a) in (3) are identical but with different forms. The parameters of an 
m-cyclic Richardson method are related to the roots l/pi of qm(z, /3), while 
the parameters of an m-stage RK scheme are related to the coefficients of 
P,(z, o). From this point of view, the m-stage RK scheme is a different 
approach from the m-cyclic Richardson method. 
Over the past years, extensive research on polynomial-based methods 
has been done and has generated an enormous amount of literature. Here 
we list a few which are directly related to out research: [8, 12, 13, 9-11, 16- 
21, 23, 25, 271. Since eigenvalues of A are not explicitly known in general, 
the problem (5) cannot be solved exactly. The optimal polynomials in the 
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literature are approximations of the optimal polynomials in the sense that 
the problem 
is solved where R is a compact complex region with a simply connected 
complement such that Xi E R V’i and 0 @ a. Throughout this paper, 
all optimal polynomials are meant in this sense. In [23, 251, the optimal 
polynomials are formed in the least squares sense, that is, instead of solving 
(7), the following minimization problem is solved: 
In the literature, regions R which have been considered are: finite sets 
191, line segments [9,21], ellipses and convex polygons [12,13,10,11,16- 
18,23,25], and circles [21]. The forms of polynomials which have been 
considered are derived from: Richardson polynomials [8,21], Tchebychev 
polynomials [16-18,231, and standard polynomials [9,25]. Some stud- 
ies concentrate on the linear polynomial [12,10,9], some on the second 
degree polynomial [8,18,19], and some on the mth degree polynomial 
[16,17,20,21,23,25]. S ome optimal polynomials are formulated analyti- 
cally [12,10,9,21]; some are formulated numerically [17,23,25]. There are 
various techniques used to derive these optimal polynomials over different 
regions. Some of them generalize the results for symmetric matrix to the 
nonsymmetric matrix. For example, the optimal polynomial for z E [a, b], is 
where T,,, is the Tchebychev polynomial of degree m. This result has been 
generalized to elliptical regions or convex polygonal regions approximated 
by ellipses in [16], [17], [18], [21], and [23]. The conformal mapping tech- 
nique is adapted in [20]. 
Note that the methods studied in [18-201 are m-step methods. An m- 
step method requires one matrix-vector multiplication for each iteration, 
while an m-stage method requires m matrix-vector multiplications. Be- 
cause the stability regions of an m-stage method and an m-step method 
may be different, the overall costs of an m-stage method for solving some 
linear systems can be less than those of an m-step method. In addition 
to the methods mentioned in last paragraph, there are some polynomial- 
related methods such as the Lanczos algorithm, the lookahead Lanczos 
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algorithm, the minimum residual methods, and others [15, 26, 7, 24, 61. 
These methods, however, do not directly depend on the choices of the re- 
gion R, which are what we focus on in this paper. 
The optimal l-stage and 2-stage RK schemes over a partial disc region 
have been formulated analytically in [4, 51, and the general optimal m-stage 
RK schemes over the same region have been derived numerically in [2]. The 
numerical scheme designed in [2] consists of two phases: 
I. for each m and a given region R, a finite set S, is computed so that 
the minimax problem over s1 is equivalent to that over STn; 
II. the minimax problem 
(9) 
is solved by solving an equivalent constrained minimization prob- 
lem using a modified version of the projected Lagrangian multiplier 
method. 
This approach is quite different from other methods mentioned in the 
literature. The important differences are that it has no restriction on the 
degree m and it can be adapted to find the optimal polynomials over other 
regions. The intention of this paper is to generalize this approach to com- 
pute the optimal polynomials over regions which are half rings, rectangles, 
and polygons. In Section 2 we discuss in detail how to form the finite sets 
S, for these regions. In Section 3, the analytic forms of first degree opti- 
mal polynomials, if they exist, are derived for these regions, and they are 
used to form the initial estimates of the second degree optimal polynomial. 
Then a numerical scheme for solving the minimax problem in (9) is stated 
and applied to compute the optimal polynomials of degree m over these 
regions for solving two linear systems. 
2. FORMULATION OF THE MINIMAX PROBLEM 
Let R be a compact region in C with a simply connected complement 
such that 0 # R, and a(A) = {Xi}rzl C R. Since the matrices A considered 
in this paper are real, we can let R also be symmetric about the real axis. 
Let Z* E IR and o* = [CUT,. . . , a&] T be the optimal solution of the minimax 
problem in (7). By the maximum modulus theorem, the optimal solution 
(z*, o*) can be obtained by solving the following minimax problem: 
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For a given region 52, we can find a finite set S,,, for each m-stage scheme 
such that 
In the case where a(A) is known, clearly S, = a(A) for each m. Let 
s, = {Zi,..., zh}. The number of elements in S, depends on the shape 
of R and m. In general, h < N if m << N. The advantage of finding S, is 
that the problem (11) can be solved numerically by solving an equivalent 
constrained minimization problem 
min cx,+i 
s.t. o,+i - [P&z~,Q)~~ 2 0, i = l,..., h, (12) 
Q: E Rm, am+1 E R. 
A computational procedure for solving (12) will be given in Section 3. 
We first state a property which will be used in deriving S, for different 
regions. 
PROPERTY 1. Consider a real-valued polynomial of degree 1 
Q(Y) = cly’ + ~1-1~ l-1 + . . . + ClY + co, Ymin 6 Y L Ymax. 
Let ~1, . . . , ~1-1 be the roots of the polynomial Q’(y). Assume that the yi’s 
are real and ymin < yi < ymax Vi. Then we have the following two cases. 
CASE 1: cl > 
s= 
{ 
CASE 2: cl < 
0. The polynomial Q has a set of possible local maxima: 
{Yl,Y3,... , Yl-2, Ymax ) if 1 is odd, 
{Ymin,Y2,Y47.., , ~1-2, ymax} if 1 is even. 
0. The polynomial Q has a set of possible local maxima: 
= 1 {Yrnin,Y2,Y4,...,Y1-1} ifI isodd, 
s= \ {Yl,Y3,...,YL-I} if 1 is even. 
REMARK. Note that the roots of Q’(y) may be complex. Then the 
true set of local maxima may contain less points than the set S given in 
the property. The proof of this property is similar to the discussion given 
in [2] on this matter. 
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Let f(z,a) = I~m(z,~)12, where z = a + ib. Let T = Jz] = dm. 
Then z = a + id-. Clearly, f(z, CL) can be written as a real-valued 
polynomial in a and b, or in a and r. Let Z?,& and F be constants. By 
direct manipulation, we derive the following. 
(i) zt~~m= 2 + ib, let fi(b) = f(z, a). Then fi(b) is a polynomial of 
fl(b) = &barn + Prn_~b~~-~ + . .+ i&b2 + PO 
= ,&P + pm-lsm-l = 
where 
f2(a) = 2m Tia + 
where the depend the oi’s and 
of.. a!&_la~. 
When z = Z+ id-, let fs(r) Then fs(r) is a poly- 
nomial the form 
77mr 2m + q,-1r2m-2 q1r2 + 770, 
f.. + r]lS 770 s = (15) 
the vi’s depend on oi’s and 
(iv) When let fd(a) = f(z,o). Then 
the form 
f4(a) = + L-la m-1 + <la CO, (16) 
where the depend the cyi’s and 
o!r . . . a,_1ag. 
Combining and signs of -yzm, nmr and pos- 
and f4(a) can 
that b r appear only in squared form in f3, respec- 
tively. Since o(A) is symmetric about the real axis, only the top half of fl, 
on which b 2 0, needs to be considered in the minimax problem (7). These 
observations are considered in forming S,. 
Consider the following four regions: 
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(1) a partial disc: given 0 < ami,, < T,,,, 
~={Z=a+i~~;a>a,i,,~Ir,,,}. 
(2) a half ring: given 0 < r,in < T,,,, 
~={z=a+ib,r=~~;a>O,lmin<TIT,,,). 
(3) a rectangle: given 0 < omin < amax and b,,, < 0, 
R = {Z = o + ib; amin 5 u 5 urnax, -b,,, 5 b 5 b,,,}. 
(4) a polygon: given 0 < ai < ... < al+1 , slopes mi, and y-intercepts c&, 
1 
R= U{z=u+ib;ai ~u<u~+~,O~b~m~u+d~}. 
i=l 
Region (4) described here is only the top half of R. Examples of these 
regions are shown in Figure 1. Clearly these four regions have simply 
connected complements and are compact. The derivation of S,,, for region 
(1) is given in [2], so we will simply state the result. The derivations of S, 
for regions (2), (3), and (4) will be shown in following. The same approach 
can be applied to the regions which combine region (4) with vertical (mi 
= oo) or horizontal (mi = 0) line segments and can also be applied to the 
regions whose boundaries are described explicitly as functions in a, in b, or 
in r. 
Region (1). R = {z = a + id-; a 2 amin, r 5 r,,,}. Let 
{Sly s3, ‘. ., 5&2J&J7 m odd, 
{u~in,s2,Sq,...,S,-2rr~,,}, m even, 
If c&, 5 .si i T&~, and let 
sm2 = iurn!, u2, a,. . . , urn-l), m odd, 
amln,a2,~4,...,~m-2,~max , ) m even, 
if omin 5 CAM 5 T,,. Then, 
S, = {Z=U,i,+i j/S -akin; s E S7721} 
U{z = a+idm;u E Sm2}. (17) 
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FIG. 1. Examples of four different regions. 
In the case where U~i, < s1 < r,&, and amin 5 u2 5 r,,,, the sets S, are 
formed as 
Sl = { 21 = %in +hh?iz=L>, 
S2 = Sl U (22 = Urnin, 23 = rmax}, 
S3 = S2 U { Z4 = Umin + id=, 25 = U2 + idrs$}. 
Region (2). s2 = {Z = a + ib,r = dm; r,in 5 r < r,,}. In this 
case, the equivalent dR consists of three pieces which are defined as 
da1 = {Z=U+iJ~;O<U<r,in}, 
aZn2 = {z=u+i~~;~~u~ 1 rmax , 
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Xl3 = {z = ib; rmin < b 5 T,,,}. 
When m = 1, f(z, CX) = 1+b2t2 2 1 for z E dS2s. So the optimal polynomial 
of degree 1 does not exist over region (2). This result is given also in [12, lo] 
with a different derivation. Consider the cases where m > 1. Let f2r(a) = 
f(z,o) for 2 E d%,f22(u) = f( , ) f z a or z E Xl%, and fzs(b) = f(z,a) for 
z E 80s. Then fir and f2s are polynomials of the form in (16), and f2s 
is a polynomial of the form in (13). Let {al,. . . , urn-l}, (~1,. . . ,&,_l}, 
and (~1,. . , s,_l} be the sets of possible local extrema of f2r, f22, and 
f23, respectively, in ascending order of magnitude. Then f2r has a set of 
possible local maxima 
S,r = 
{ 
;;:;;A:. . . +py,, ) m Odd> 
> ..., m , In > m even, 
If 0 < u2i < r,in; f22 has a set of possible local maxima 
Sm2 = 
{ 
{o,z2,z4,. . .,%-1}, m odd, 
{o,a2,a4,...,si,-2,r,,,}, m even, 
ifO<Ezi <r,,,; and f2s has a set of possible local maxima 
S 
{ 
{rkin> sr> ss>. . . , ~m-2,7&,}, m odd, 
m3 = {7-kinr 53, ~4,. , s,_:!,T~&,}, m even, 
if Thin < Si < Tmax. Therefore, for m > 1, 
s, = {z=u+i~~; u~Sm1}U{z=ib;b~Sm3} 
u{z = u+i~~;u E S&}. 
In the case where Tkin < s1 5 rk,, 0 < 122 5 rmin and 0 < ?i2 5 r,,,, 
the sets S, are formed as 
S2 = (21 = irminr 22 = rmin, 23 = 2rmaxrz4 = rmax}, 
~93 = s2u{.%= a2+i~~,zg =ii2+idw,Z7 =ifi}. 
Region (3). s1 = {.z = a + ib; amin < a 5 urnax, -b,,, 5 b 5 b,,,}. In 
this case, the equivalent dR consists of three pieces which are defined as 
801 = {Z = u + ib,,,; amin 5 u < urnax}, 
dR2 = {~=u,i,+ ib; 0 <b < b,,,}, 
Xl3 = { .z = amax + ib; 0 5 b < b,,,}. 
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Let fsi(a) = f(z,a) for z E 821, fsz(b) = f(z,cr) for z E 822, and 
f33@) = f( z, a ) f or z E X23. Then fai is a polynomial of the form in (14), 
and fa2 and fss polynomials of the form in (13). Let {al,. . . , u2,,_1}, 
{a,... , Sm-l), and (~1,. . . , s,_l} be the sets of possible local extrema of 
fai, f32, and fas, respectively, in ascending order of magnitude. Then fsi 
has a set of possible local maxima 
s ml = {Gninr a2, a4,. . , a2m-2, amax > 
if Umin < o2i < amax; fas has a set of possible local maxima 
%n2 = 
{S1,S3,...rSm-2,b~ax}, m odd, 
(() 
7 S2, S4,. . 7 Sm-2, %LJ, m even; 
and fss has a set of possible local maxima 
s {Sl,S3,‘.‘,Srn_2,b~,,}, m odd, 
if 0 5 si,& < bk,,. Therefore, 
Sm = (2 = u + ib,,,; u E Sml} U {Z = amin + ifi; S E Smz} 
U{z = amax + iJS; s E sm3}. 
In the case where omin < a2 < a4 < urnax, 0 < sl,~l < bk,,, the sets S, 
are formed as 
4 = (~1 = amin + ibrnax, ~2 = amax + ibmax}, 
5’2 = 4 U (~3 = a2 + ib,,,, ~4 = amin, ~5 = amax}, (18) 
S3 = S2U{Zg=amin+i~,Z7=amax+i~,~s=aq+ib~~~}. 
Region (4). 0 = &,{z = a + ib;aj 5 a 5 CQ+~,O < b < mja + dj}. 
In this case, dR = l_lzt Xl,, where 
80, = {g=a+ib; aj<a<aj+i,b=mja+dj}, j=l,. 1 ..7 1 
da+1 = {z = a; a1 I a 5 cQ+1}. 
Let fdj(u) = f(z, CV) for z E 80,. Then fdj(u) are polynomials of the form 
in (14) with coefficients rf’ that depend on the cri’s, mj, and dj, and in 
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particular -&A = a:. . . a~__,a~(m~ + 1)2. Let {a?), . . . , CL~:_~} be the 
sets of possible local extrema of fdj, respectively, with in ascending order 
of magnitude. If aj < aZk (‘) < aj+i, then fdj have sets of possible local 
maxima given by Smj = {aj,a~),a~), . . ,a~~_2raj+l} and S, = {z = 
a;a E S~+i}lJ~=i{z = a + i(mja + dj); a E Q}. In the case where 
aj < a;’ < ay’ < aj+i, the sets S, are formed as 
Sl = {z~=al,z2=a2+i(m~a2+dl),..., 
z~ = al + i(ml-lal + 4-l), ZL+I = alfl}, 
S2 = Si b {z = up) + i(mjaf) + dj)}, 
j=l 
Ss = S2b {z=ay)+i(mja~‘+dj)}. 
j=l 
09) 
When the real-valued function fij is a polynomial of degree 5 or less, 
its local maxima can be located analytically by known formulas, since the 
function .f,‘; is a polynomial of degree 4 or less. When the degree of fii is 
“.I 
greater than 5, all possible local extrema are computed numerically. 
3. OPTIMAL m-STAGE RUNGEKUTTA SCHEMES 
The choice of the region R depends on the given information about 
o(A). For regions (1) and (2), the Gersgorin disc method may be used to 
approximate amin or r,in and rmax. In [16, 23, 251 the power method is 
used to approximate the Ic outermost eigenvalues of A to form a convex hull 
(a polygon) containing CT(A). The optimal polynomials obtained depend on 
the given regions. Some of them are better than others in the sense that 
lP,l is smaller. In the following, we will first give the analytic optimal 
polynomials of degree 1 over regions (1)) (3), and (4), and then we will 
introduce a numerical scheme which computes the optimal polynomials of 
degree m over all regions defined in Section 2. Test results will be reported 
to demonstrate the relation between the obtained optimal polynomials and 
the given regions. 
3.1. Optimal l-Stage Runge-Kutta Schemes 
For l-stage RK scheme, f(z, a) = 11 - crz12 for z E R. In terms of a, b 
and a,r, we have f(a, b, CY) = (1 - aa)2 + (~b)~ and f(a, r, (-Y) = 1 - 2cua 
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+ b-J2, respectively. Let the optimal polynomial be P(z, CX*) = 1 - a*.~, 
and let 
LEMMAS. Let R be defined as region (1). Then 
amin J 
2 
Q* = - 
em, 
and f*= l_%!k. 
elax 
Proof. It is given in [5]. n 
LEMMAS. Let 0 be defined as region (3) and c = damin(amax - amin)/2. 
If bmx > c, then 
Q* = amin 
aZnin + bEax and f* = $$$-& 
If b,,, 5 c, then 
a* = 
2 
and f* = J(a nlax - amin) + 4b$,, 
Gin + amax amax + amin 
Proof Let 
amin 2 amax 
oi = 
aFnin + b~ax’ 
cY2 = 
%in + amax ’ 
cY3 = 
a%ax + %-,a, ’ 
As derived in (18), 5’1 = {zi = amin + ib,,,, z2 = amax + ib,,,}. Let 
fj(a) = f(zj,a) for j = 1,2. Then fr(o) = (1 - amino)2 + (bmaxcx)2, 
f2(a) = (1 - amaxa)2 +(bmaxa)2 and 
(f*)2 = ~yfl(&f2(Q)I. 
Observe that the fj(ct)‘s are quadratic and convex. Since fl(O) = f2(0) = 1 
and since f:(O) = -2a,i, and f;(O) = -2amax where amin < amax, we have 
f2(a) < fi(a) for Q close to 0. For Q > (~2, fi(cu) > fl(cx). The minimum 
value f* occurs possibly 
(1) when cx = (~1 at which fl is minimized before fl and f:! intersect; 
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(2) when QI = cyz at which fr and fz intersect before fr is minimized and 
after fz is minimized, or 
(3) when cr = og at which fz is minimized after fl and f2 intersect. 
The first case requires crl < ~2, that is, b,,, > c. The second case 
gives that (~1 > ~9, and b max 5 c follows. The third case requires 
a2 > ag. However, 
and so that cannot happen. 
LEMMA 3. Let 0 < al < u2 < u3,ml > 0, and m2 < 0. Let dl 
and ds be constants. Consider R = {.z = a + ib; al 2 a < u2, 0 5 b < 
mru+dr}U{z=u+ib; u26u<u3,0<b~m2u+d2}. Let 
2(a2 - al) 
%2 = u$ + (u2rnl + d1)2 - uf ’
a2 
a22 = 
u$ + (u2ml + d1)2 ’ 
If a22 < (~12, then 
2 
Q13 = 
u3 tal’ 
2(u3 - u2) 
a23 = ui - [ui + (u2mr + d1)2] ’ 
cx* = (Y12 and f* = 
(~2 - ad2 + (am1 + d1)2 
ui +(u2ml+ d1)2 -as . 
If (1123 < cq3 < (1112, then 
a* = cl22 and f*=z. 
If (~23 > 0 and ~12 < ~~22 < ~~23, or if ~23 < 0 and ~12 < ~~22, then 
cx* = cl22 and f*= 
a2ml + dl 
uz f(u2m1 + d1)2’ 
Proof. As derived in (19), & = (21 = al, z2 = u2 + i(a2ml + dl),,z3 
= ~3). Let fj(a) = f(zj,a) for j = 1,2,3. Then fi(a) = (1 - u~a)~, 
f2(a) = (1 - a2aj2 + ( uzmr + d1)2a2, f3(a) = (1 - ago) 2, and 
(f*)2 = IUn;L~{fl((r),fi(a),j;(,)}. 
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a-ikdu 
(C) az3 < a13 < aI2 
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4 
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FIG. 2. Graphs of fr, fi, and fs in the proof of Lemma 3. 
Thefi() g’ (I: ‘s a am are quadratic and convex. Since the fi(O)‘s are equal to 
1 and f,‘(O) = -2ai with al < a2 < as, we have fr(a) > f~(cr) > fs(cr) 
for Q close to 0. Observe that fr(l/ar) = 0 and fs(l/as) = 0. Since 
l/al > l/as, f3 reaches 0 earlier than fr and l/as < ~23 < l/al. Graphs 
of fr , f2, and f3 are shown in Figure 2(a). With a similar analysis to that in 
the proof of Lemma 2, we learn that the minimum value f’ occurs possibly 
(1) when cx = (~12 at which fr and f2 intersect before f2 reaches its min- 
imum; 
(2) when CY = a13 at which fr and f2 intersect before fr and f2 inter- 
sect; or 
(3) when (Y = (~22 at which fz is minimized after fr and f2 intersect and 
before f;! and f3 intersect. 
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These three cases are shown in Figure 2(b), (c), and (d). The point 
CE = ~23 where fz and f3 intersect is not considered here. That is because 
fi(a23) = f3(a23) = 
(a3 - a2)2 + (U2rnl + d1)2 > 1 
a; - [a; + (am + &)2] ’ 
so ~123 is outside the feasible region. n 
REMARK. A similar analysis can be used to derive the optimal polyno- 
mial for a polygonal region with three or more line segments. For polygonal 
regions containing vertical (mi = oo) or horizontal (mi = 0) lines, the anal- 
yses in Lemma 2 and in Lemma 3 can be combined. 
3.2. Optimal m-Stage Runge-Kutta Schemes 
In [5], the optimal 2-stage RK scheme over region (1) is derived analyt- 
ically, and the corresponding optimal polynomial is 
P2(z, a) = 1 - cY2.z + cx~cx;z2, 
(Yl = GIax 
(rmax + Gnin)2 ’ 
~max + %in 
cY2 = 
~~,x . 
The optimal polynomial of degree m over a disc with center c E C is 
%7X(&o) = (I - ,lcP, as shown in [21]. This simple and general form 
may not be suitable for some systems, since the chosen disc may be too 
big and the center too far away from the origin. A numerical scheme is 
designed in [2] to obtain the optimal m-stage RK scheme over region (1) for 
cx > 0. It first forms a set S, as defined in (17) and then finds the optimal 
parameters by solving an equivalent constrained minimization problem as 
defined in (12) for cx > 0. As derived in Section 2, sets S, for regions 
(2), (3), and (4) can be formed, and therefore this algorithm can also be 
adapted to obtain optimal polynomials over regions (2), (3), and (4) if we 
can generalize this algorithm to compute a* for all (I E Rm. That can be 
done, and the explanation is as follows. 
Let fi(o) = ]P,(.z~,(Y)]~ for zi E S,, and let h be the number of zi’s 
in S,. 
THEOREM 4. Every local optimum of the minimax problem 
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is also a global optimum. 
Proof The proof follows directly from the proof of Theorem 3.4 in [2] 
after extending the set R, to 0, = {cq # 0, i = 1, . . . , m} and defining the 
set 0, = 2-l(R,), where 
&-i(y) := 2, i=l,...,m-1. 
z 
The assumption of cq being nonzero is appropriate, since if CY~ = 0 then 
Pm becomes a polynomial of degree m - i. n 
The algorithm listed below finds a local minimum cr* of the constrained 
minimization problem 
min an+1 
s.t. a,+1 -f%(a) > 0, i = 1, . . ..h. (20) 
crcRm, am+1 E R. 
According to the theorem above, Q * is also a global optimal solution and 
therefore the obtained scheme is optimal. 
Let F(Q) = maxr~i<h{fi(o)}. 
ALGORITHM. Choose a starting point CL’, and a value E > 0 for mea- 
suring the active set. Set flag = 0. At the kth iteration, having an estimate 
of the minimum (Y, a better estimate 8 is computed or a local optimum CY* 
is determined as follows. 
1. Let cx,+l = F(a). For a given E, determine the active set 
-q&f) = {~;c,(~,Qim+l) I E}. 
2. (a) Form the Jacobian matrix 
a4 = 1 ... 
[ 
-Vfn, (a) . . . -Vfn, (a) 
I 
1 ' 
nj E E(E,E). 
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7. 
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Apply a QR decomposition on J^so that 
(b) Solve for p from the equation LTp = QTe,+l. 
(c) For j = 1,. . . ,t, if I_L~ < 0, let E(cY, E) = E(a,c) - {nj}. If all 
pj > 0, then go to step 3. Otherwise repeat step 2(a). 
Check stopping criterion: If 
(‘4 
(b) 
(cl 
(4 
(b) 
Cc) 
(4 
pj > 0 Yj and x:=, pLj = 1, 
Q: C;=l ~jV~.fn~ (a)Qz _ > 0, then set (Y* = o and stop. Other- 
wise go to step 4. 
Form 
q% QI,+1) = ) nj E E(cx,E). 
Solve Lwl = -C(a,a,+~) for wi. 
Form B = QT xi.=, I_L~V~ fn, (a)&~. If B is not positive definite, 
then B = I and Jag = 1. 
Solve Bw2 = -QTe,+i for 2~2. 
Set 
;i= / 
[ 1 = QIWI + Q2~2. m+l 
Form the inactive set I((Y, E) = (1,. . . , n} - E(a, E). 
(a) For j E I(a, E) and VcTa < 0, compute & = -cjE/ [Vcj@)‘;i] . 
(b) Set /3e = min{l,&}. 
If flag = 0, then set y = -O.OOOO1dT [QT C:=, pjV2fm3 (a)Q2]d. 
Otherwise, set y = -O.OOOO1dTd and flag = 0. Choose p to be the 
first number in the sequence {PO, O.l/&, O.Ol,&, . . .} such that F(a) - 
F(o + Pd) > P-Y. 
Set ZG = o + pd. 
A detailed discussion of the algorithm is given in [2]. This algorithm, 
coupled with the algorithm for finding roots of a polynomial, has been 
programmed in MATLAB. Since p(P,(A)) < p(P,_l(A)) for all m, the 
initial estimate cx” for finding the optimal m-stage RK scheme is chosen as 
(Yc = [O,cYy*]T, where Q* is the optimal parameter vector for the optimal 
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(a) Region (1) . l : u MJ (bJ Region(Z) * l : O(A) 
-20 0 
a - vak a - value 
(CJ Region (3). l : O(AJ (dJ Region (4) . l : Q (A) 
0 
a-value 
0 
a-value 
FIG. 3. Regions containing a(A) for Example 1. 
(m - l)-stage RK scheme. Optimal parameters Q* for the l-stage RK 
scheme for regions (l), (3), and (4) are given by Lemma 1, Lemma 2, 
and Lemma 3, respectively. For region (2), when m = 2, (Y’ is chosen as 
[T,&,/(T~,, - rLin), (T,,, - Tmin)/r&,)], which is an approximation of 
cy*, as shown in [3]. 
The cost of this algorithm is low compared to that for solving the system 
Ax = b in the case where m < N, since both m (the dimension of the 
minimax problem) and h (the number of constraints) are very small. The 
Jacobi matrix J^ in step 2(a) and the projected Hessian matrix B in step 
4(b) are of sizes (m + 1) x t and t x t, respectively, with t < m. 
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(0) Region(l), l : U(A) @J Region (2) . s : u(A) 
-2 0 2 -2 0 2 
(cl Region (3) . . : u (AI (d) Region (4). * : a(A) 
FIG. 4. Regions containing g(A) for Example 2. 
3.3. Numerical Testing 
Two linear systems given in [2, 4, 51 were tested with the optimal m- 
stage RK schemes for m = 1,2, and 3. The matrix A in Example 1 comes 
from a discretization matrix using the Chebyshev collocation method for 
finding the steady state of hyperbolic systems. Matrices which are similar 
to the one in Example 2 have been used by other researchers for testing 
iterative schemes [23]. Regions containing a(A) are shown in Figure 3 for 
Example 1 and Figure 4 for Example 2. Eigenvalues of A are plotted as * 
for each A. The obtained optimal parameter Q* over each region and the 
corresponding 1 P& 1 are given in Table 1 and Table 2 for Example 1 and 
Example 2, respectively. 
REMARK 1. For both examples, the optimal polynomials derived from 
region (2) are into as good as the ones derived from other regions. Such 
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TABLE 1. 
OPTIMAL m-STAGE RK SCHEME: EXAMPLE 1 
Region (1) (2) (3) (4) 
m=l ,& 0.003146 0.003586 0.009183 
cx; 
0.9973 0.9969 0.9920 
m=2 0.8667 1.0452 0.8587 0.5892 
,& 0.04559 92 9 0.03869 9568 0.04890 920  0.06924 8880 
m=3 0; 0.3730 0.4116 0.3917 0.3461 
@;: 0.4972 1.2554 0.2121 0.3937 
0.0862 0.05134 0.1393 0.1173 
0.8612 0.8874 0.7680 0.8105 
an outcome is expected, since region (2) allows Re Xi = 0 and the other 
regions all require Re Xi > 0. 
REMARK 2. How good the optimal polynomial is depends not only on 
the region over which it is derived, but also on the system it relates to. In 
Example 1, the optimal polynomials derived over region (3) and region (4) 
are better than for region (l), especially as m is gets larger. In Example 2, 
the optimal polynomials derived over regions (l), (3), and (4) are equally 
good. 
REMARK 3. An m-stage method requires m matrix-vector multiplica- 
tions. So it is appropriate to define the computational cost of an m-stage 
method as mn,, where n, is the number of iterations required for the 
convergence. Since 
Ix, -x*1 < p;ln15(.) - 5*1 (21) 
from (3), IX, - z*/ < E if n > (lnc - ln/zc - z*I)/lnIP$l. Taking E = 
lo-‘, 1x0 - x*/ = 1, and the system in Example 1 as an example, the 
computational costs of the optimal (1, 2, 3, 4)-stage RK schemes over 
region (1) are listed in Table 3. The cost decreases significantly from the 
l-stage to the 2-stage and from the 2-stage to the 3-stage. However, the 
reduction of the cost from 3-stage to the 4-stage is not significant for this 
example, and the cost for the 4-stage could be more than for the 3-stage 
in finite precision arithmetic. This checking process is useful in practice. 
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TABLE 2. 
OPTIMAL m-STAGE RK SCHEME: EXAMPLE 2 
Region 1 (1) (2) (3) (4) 
0.05 
0.99499 
0.8264 
0.5500 
0.9000 
0.3564 
0.3935 
1.0271 
0.8162 
1.0049 
0.4951 
0.9951 
0.4135 
1.4204 
0.5877 
0.9873 
0.05 0.05 
0.99479 0.99479 
0.8264 0.8264 
0.5500 0.5500 
0.9000 0.9000 
0.2952 0.3190 
0.4634 0.4359 
0.8855 0.9943 
0.8367 0.8173 
TABLE 3. 
COMPUTATIONAL COSTS OF OPTIMAL m-STAGE RK SCHEMES FOR EXAMPLE 
1 .9973 5110 5110 
2 .9259 180 360 
3 .8612 93 279 
4 .8060 65 260 
REMARK 4. All the optimal m-stage RK schemes studied in this paper 
are region-dependent, and so are the m-step methods mentioned in our 
survey. From (21), it is clear that in order to have an optimal m-stage RK 
scheme more efficient than an optimal m-step method over the same region 
R one needs 
where pm is the asymptotic convergence factor of the optimal m-step met- 
hod. So far we have not been able to find a numerical example such that the 
optimal 2-stage RK method requires fewer matrix-vector multiplications to 
reduce the initial error vector by a certain factor, than Manteuffel’s 2-step 
method. Further investigations in this direction are being made. 
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