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Abstract
The reliability function of memoryless channels with noiseless feedback and variable-length coding has been found to be a
linear function of the average rate in the classic work of Burnashev. In this work we consider unifilar channels with noiseless
feedback and study specific transmission schemes, the performance of which provides lower bounds for the channel reliability
function. In unifilar channels the channel state evolves in a deterministic fashion based on the previous state, input, and output,
and is known to the transmitter but is unknown to the receiver. We consider a two-stage transmission scheme. In the first stage,
both transmitter and receiver summarize their common information in an M-dimensional vector with elements in the state space
of the unifilar channel and an M-dimensional probability mass function, with M being the number of messages. The second stage,
which is entered when one of the messages is sufficiently reliable, is resolving a binary hypothesis testing problem. The analysis
assumes the presence of some common randomness shared by the transmitter and receiver, and is based on the study of the
log-likelihood ratio of the transmitted message posterior belief, and in particular on the study of its multi-step drift. Simulation
results confirm that the bounds are tight compared to the upper bounds derived in a companion paper.
I. INTRODUCTION
There exists a substantial body of literature on transmission schemes for memoryless channels with noiseless feedback.
Horstein [1] proposed a simple sequential transmission scheme which is capacity-achieving and provides larger error exponents
than traditional fixed-length block-coding for discrete memoryless channels (DMCs). Similarly, Schalkwijk and Kailath [2]
showed that capacity and a double exponentially decreasing error probability can be achieved by a simple sequential transmission
scheme for the additive white Gaussian noise (AWGN) channel with average power constraint. A remarkable result was derived
by Burnashev in [3], where error exponent matching upper and lower bounds were derived for DMCs with feedback and variable-
length codes. The error exponent has a simple form E(R) = C1(1 − R/C), where R is the average rate, C is the channel
capacity and C1 is the maximum divergence that can be obtained in the channel for a binary hypothesis testing problem.
Recently, Shayevitz and Feder [4] identified an underlying principle shared by the aforementioned schemes and introduced a
simple encoding scheme, namely the posterior matching (PM) scheme for general memoryless channels and showed that it
achieves capacity. The above transmission schemes can be contrasted to those inspired by the work in [5] where a variable-
length transmission scheme was proposed and its error exponent was found to achieve the Burnashev upper bound. This scheme
(and others inspired by it) is not explicit in the sense that it assumes that some unspecified capacity-achieving codes are used
in the “communication” stage of the transmission.
For channels with memory and noiseless feedback, there exists a rich literature on the capacity characterization [6], [7], [8],
[9], [10]. Recently, the capacity of the trapdoor channel was found in closed form in [9], and extended to a subset of chemical
channels in [11], while the capacity of the binary unit memory channel on the output was found in closed form in [12].
A number of “explicit” transmission schemes have been recently studied in the literature [13], [14] but no results on error
exponents are reported. In the case of channels with memory and feedback, an error exponent analysis is performed in [10]
for fixed length coding. The only work that studies error exponents for variable-length codes for channels with memory and
feedback is [15] where the authors consider a finite state channel with channel state known causally to both the transmitter and
the receiver. The transmission scheme presented therein is inspired by that of [5] and as a result it is based on an otherwise
unspecified capacity-achieving code for this channel.
In this work, we consider channels with memory and feedback, and propose and analyze variable-length transmission
schemes. We specifically look at unifilar channels since for this family, the capacity has been characterized in an elegant
way through the use of Markov decision processes (MDPs) [9]. We consider a two-stage sequential transmission scheme,
similar to the one proposed in [3]. In the first stage, the encoding is a time-invariant function that depends on a summary of
the available common information between the transmitter and the receiver in the form of two M -dimensional vectors: one
is the vector of current states conditioned on each message and the other is the posterior probability mass function of the
message given the observation (with M being the number of messages). The second stage, which is entered when one of the
messages is sufficiently reliable, is resolving a binary hypothesis testing problem much like the original scheme of Burnashev.
Following the hints from our error exponent upper bound analysis in a companion paper [16], the second stage employs a
more sophisticated transmission scheme (compared to that for DMCs) in order to achieve the error-exponent upper bound. The
analysis assumes the presence of some common randomness shared by the transmitter and receiver1, and is based on the study
of the log-likelihood ratio of the transmitted message posterior belief, and in particular on the study of its multi-step drift. Our
final result is in the form of a conjecture since there is a currently unresolved issue in the analysis. However, we provide strong
The authors are with the Department of Electrical Engineering and Computer Science, University of Michigan, Ann Arbor, MI, 48105 USA e-mail: {anastas,
juiwu}@umich.edu
1It is interesting to note that the analysis of Burnashev in [3] also assumes that common randomness is present although this is not explicitly stated.
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evidence supporting this conjecture through numerical evaluations. Simulation results for the trapdoor, chemical, and other
binary input/state/output unifilar channels confirm that the bounds are tight compared to the upper bounds derived in [16].
The main difference between our work and that in [15] is that for unfilar channels, the channel state is not observed at the
receiver. In addition, in this work, an “explicit” transmission scheme is proposed and analyzed.
The remaining part of this paper is organized as follows. In section II, we describe the channel model for the unifilar channel
and its capacity characterization. In section III, we propose a two-stage transmission scheme with common randomness. In
section IV, we analyze the proposed scheme. Section V presents numerical evidence for the performance of the proposed
schemes for several unifilar channels. Final conclusions are given in section VI.
II. CHANNEL MODEL AND PRELIMINARIES
Consider a family of finite-state point-to-point channels with inputs Xt ∈ X 4= {0, 1, . . . , |X | − 1}, output Yt ∈ Y and state
St ∈ S at time t, with all alphabets being finite and the initial state S1 known to both the transmitter and the receiver. The
channel conditional probability is
P (Yt, St+1|Xt, Y t−1, St) = Q(Yt|Xt, St)δg(St,Xt,Yt)(St+1), (1)
for a given stochastic kernel Q ∈ X × S → P(Y) and deterministic function g ∈ S × X × Y → S , where P(Y) denotes the
space of all probability measure on Y , and δa(b) is the indicator function of the event a = b.
This family of channels is referred to as unifilar channels [9]. The authors in [9] have derived the capacity C in the form of
C = lim
N→∞
sup
{p(xt|st,yt−1,s1)}t≥1
1
N
N∑
i=1
I(Xt, St;Yt|Y t−1, S1). (2)
The capacity can be written as an optimal reward per unit time of an appropriately defined MDP [9], [11]. For channels with
ergodic behavior, the capacity has a single-letter expression
C = sup
PX|SB
I(Xt, St;Yt|Bt−1), (3)
where Bt−1 ∈ P(S) is the posterior belief on the current state St given (Y t−1, S1) at time t and the mutual information is
evaluated using the distribution
P (Xt, St, Yt, Bt−1)
= Q(Yt|Xt, St)PX|SB(Xt|St, Bt−1)Bt−1(St)piB(Bt−1), (4)
where piB is the stationary distribution of the Markov chain {Bt−1} with transition kernel
PB|B(Bt|Bt−1) =
∑
y
δφ(Bt−1,y)(Bt)PY |B(y|Bt−1), (5)
where PY |B(y|Bt−1) =
∑
x,sQ(y|x, s)PX|SB(x|s,Bt−1)Bt−1(s) and the update function Bt = φ(Bt−1, Yt) is defined through
the recursion
Bt(s) =∑
x,s˜ δg(s˜,x,Yt)(s)Q(Yt|x, s˜)PX|SB(x|s˜, Bt−1)Bt−1(s˜)
PY |B(Yt|Bt−1) . (6a)
In this paper, we restrict our attention to such channels with strictly positive Q(y|x, s) for any (y, x, s) ∈ Y × X × S and
ergodic behavior so that the above capacity characterization is indeed valid.
In the following we summarize the results on error exponent upper bounds for unifilar channels derived in [16]. The
error exponent is upper bounded as E(R) ≤ C1(1 − R/C), where R is the average rate, C is the channel capacity and
C1 = sups0,b1 lim supN→∞ V
N (s0, b1), where V N (s0, b1) is the (average) reward in N steps of a controlled Markov process
with state (S0t , B
1
t−1) ∈ S × P(S), action (X0t , X1t ) ∈ X × (S → P(X )), instantaneous reward R(S0t , B1t−1, X0t , X1t ) and
transition kernel as given in [16, eq. (7)].
An alternative upper bound on C1 is given by C˜1 = maxs0,s1 lim supN→∞ V
N (s0, s1), where V N (s0, s1) is the (average)
reward in N steps of a (simplified) controlled Markov process with state (S0t , S
1
t ) ∈ S2, action (X0t , X1t ) ∈ X 2, instantaneous
reward R˜(S0t , S
1
t , X
0
t , X
1
t ) = D(Q(·|s0, x0)||Q(·|s1, x1)), and transition kernel
Q˜(S0t+1, S
1
t+1|S0t , S1t , X0t , X1t )
=
∑
y
δg(S0t ,X0t ,y)(S
0
t+1)δg(S1t ,X1t ,y)(S
1
t+1)Q(y|X0t , S0t ). (7)
We now describe an encoding scheme that we will refer to extensively. This is exactly the scheme described in [3] for
DMCs. For any message index w ∈ {1, . . . ,M} 4= [M ], input pmf PX ∈ P(X ), message pmf pi ∈ P([M ]) and randomization
variable v ∈ [0, 1] we define the “discrete randomized posterior matching” (DRPM) encoding2 through the time-invariant
mapping X = pm(w,PX , pi, v), described as follows. Partition the interval [0, 1] with subintervals of length PX(x) for x ∈ X .
Similarly, partition the interval [0, 1] with subintervals of length pi(i) for i ∈ [M ]. Transmit symbol x with probability equal
to the ratio of the length of the intersection of the intervals corresponding to PX(x) and pi(w) over pi(w). This randomization
is generated with the help of the random variable v in an arbitrary (but prescribed) fashion. Figure 1 illustrates this encoding
for |X | = 2 and M = 4. In this case, X = 0 for w = 1, X = 1 for w = 3, 4, and for w = 2 the output X depends on the
value of v, i.e., if v < a, then X = 0, otherwise X = 1.
P𝑋(0)
𝜋(1)
𝑎
P𝑋(1)
𝑋 =0 𝑋 = 1
𝜋(2) 𝜋(3) 𝜋(4)
Fig. 1: Illustration of the “discrete randomized posterior matching” encoding.
III. TRANSMISSION SCHEME
In this section, we adapt Burnashev’s scheme [3] to unifilar channels. To introduce randomness into our encoding strategy,
in addition to the structure described in section II, the transmitter and the receiver have access to a common set of random
variables {Vt}t≥1 in a causal way as described below.
A. First stage
Let W ∈ [M ] (with M = 2K) be the message to be transmitted and Pe the target error probability. In this system, the
transmitter receives perfect feedback of the output with unit delay and determines the input Xt = et(W,Y t−1, Vt, S1) with
(deterministic) encoding strategies {et}t≥1 at time t. We emphasize that the encoding strategies are deterministic since this is
a crucial part of the analysis: it allows the receiver to have an estimate of the current state and input for any hypothesized
message. The common random variables are utilized to induce the appropriate maximizing input distribution. Define the
filtration {Ft = (Y t, V t, S1)}t≥1 and define the posterior probability of the massage, Πt as
Πt(i)
4
= P (W = i|Ft) ∀i ∈ [M ]. (8)
We now specify in more detail the encoding strategy. Suppose we are given the collection of input distributions {PX(·|s, b) ∈
P(X )}s,b∈S×P(S) that maximize (3). We define the vector St = (Sit)Mi=1, where Sit is the state at time t conditioning on W = i.
By recursive application of the function g and the encoding functions et, state Sit can be written as S
i
t = gt(i, Y
t−1, V t−1, S1).
We further define for any s ∈ S and i ∈ [M ] the quantities
Bˆt−1(s)
4
=
M∑
i=1
Πt−1(i)δSit (s) (9a)
Πst−1(i)
4
=
Πt−1(i)δSit (s)
Bˆt−1(s)
, (9b)
which are almost surely equal to P (St = s|Ft−1) and P (W = i|St = s,Ft−1), respectively. The common random variables
{Vt = (V 1t , · · · , V |S|t ) ∈ [0, 1]|S|}t≥1 are generated as
P (Vt|V t−1, Xt−1, St, Y t−1,W ) =
|S|∏
i=1
u(V it ), (10)
where u(·) denotes the uniform distribution. The transmission scheme is a generalization of Burnashev’s scheme [3] and also
similar to the PM scheme [4]. First, based on the quantity Πt−1, St, Bˆt−1, and S
W
t = St the conditional distribution on the
message given the state is evaluated as in (9b). Then the input signal Xt is generated exactly as in DMC from Π
SWt
t−1 to “match”
the input distribution PX(·|St, Bˆt−1), i.e.,
Xt = pm(W,PX|SB(·|SWt , Bˆt−1),ΠS
W
t
t−1, V
SWt
t ) (11a)
= e(W,St,Πt−1, V
SWt
t ). (11b)
2Although we use the term posterior matching, this is not to be confused with the encoding scheme described in [4] and uses probability density functions
assuming messages take values in the continuoum [0, 1].
The quantities St+1 and Πt can be updated as
Πt(i) =
Q(Yt|e(i, St,Πt−1, V S
i
t
t ), S
i
t)Πt−1(i)∑
j Q(Yt|e(j, St,Πt−1, V S
j
t
t ), S
j
t )Πt−1(j)
(12a)
Sit+1 = g(S
i
t , e(i, St,Πt−1, V
Sit
t ), Yt), (12b)
which can be concisely written as Πt = φpi(St,Πt−1, Yt, Vt), St+1 = φs(St,Πt−1, Yt, Vt). This process continues until
maxi Πt−1(i) exceeds a pre-specified threshold p0. This implies the receiver has very high confidence that a certain message
is the transmitted one. At this point, the transmitter enters the second stage that helps resolve whether the estimated message
of the receiver is the true message, which is a binary hypothesis testing problem.
B. Second stage
Suppose we are given the optimizing strategies relating to the MDP discussed in [16]. In particular we are given a policy
X0 : S × P(S) → X and a policy X1 : S × P(S) → (S → P(X )). At the end of stage one we have a message estimate
Wˆt = arg maxi Πt−1(i). Let H0 be the hypothesis that the estimation at the receiver is correct (i.e., W = Wˆt), and H1 be
the opposite. We define the quantities Bˆ1t−1 ∈ P(S) and Π1t−1 ∈ P([M ])|S| similarly to stage-one related quantities, with the
only difference being that they represent posterior beliefs conditioned on H1
Bˆ1t−1(s) = P (St = s|Ft−1, H1)
=
∑
i 6=Wˆt Πt−1(i)1{Sit=s}
1−Πt−1(Wˆt)
(13a)
Π1,st−1(i) = P (W = i|St = s,Ft−1, H1)
=
Πt−1(i)1{i 6=Wˆt}1{Sit=s}
Bˆ1t−1(s)(1−Πt−1(Wˆt))
. (13b)
Under H0, the transmitted signal is Xt = X0[SWˆtt , Bˆ
1
t−1]. Under H1, the transmitted signal Xt is generated in a similar fashion
as in stage one, i.e., using a DRPM scheme, expect that now, the message distribution Π1,S
W
t
t−1 (·) is used (instead of ΠS
W
t
t−1(·))
and the input distribution X1[SWˆtt , Bˆ
1
t−1](·|SWt ) is to be “matched” (instead of PX|SB(·|St, Bˆt−1)). We use e0(SWˆtt , Bˆ1t−1)
and e1(SWˆtt , Bˆ
1
t−1,W, S
W
t , Vt) to denote the encoding functions for H0 and H1 respectively, where we make explicit the
dependence on the common random variable Vt used in H1.
H0 : Xt = X
0[SWˆtt , Bˆ
1
t−1] = e
0(SWˆtt , Bˆ
1
t−1) (14a)
H1 : Xt = pm(W,X
1[SWˆtt , Bˆ
1
t−1](·|SWt ),Π1,S
W
t
t−1 , V
SWt
t )
= e1(SWˆtt , Bˆ
1
t−1,W, S
W
t , Vt). (14b)
With this encoding strategy, we can update St and Πt by
SWˆtt+1 = g(S
Wˆt
t , e
0(SWˆtt , Bˆ
1
t−1), Yt) (15a)
Sit+1 = g(S
i
t , e
1(SWˆtt , Bˆ
1
t−1, i, S
i
t , Vt), Yt), i 6= Wˆt (15b)
and
Πt(Wˆt) =
Q(Yt|e0(SWˆtt , Bˆ1t−1), SWˆtt )Πt−1(Wˆt)
P (Yt|Vt,Ft−1) (15c)
Πt(i) =
Q(Yt|e1(SWˆtt , Bˆ1t−1, i, Sit , Vt), Sit)Πt−1(i)
P (Yt|Vt,Ft−1) , i 6= Wˆt, (15d)
where the denominator is given by
P (Yt|Vt,Ft−1) = Q(Yt|e0(SWˆtt , Bˆ1t−1), SWˆtt )Πt−1(Wˆt)
+
∑
i 6=Wˆt
Q(Yt|e1(SWˆtt , Bˆ1t−1, i, Sit , Vt), Sit)Πt−1(i). (15e)
Note that if during stage two the posterior belief of message Wˆt drops below the threshold p0 then the system reverts to stage
one. Finally, we define a stopping time Tmax which is the first time that maxi Πt(i) is greater than 1− Pe, where Pe is the
pre-specified target error probability. At this time transmission stops and the decoded message is declared to be WˆTmax .
C. Alternative second stage
We now describe an alternative, simplified, second stage for the case where the unifilar channel has the property that for
every s ∈ S there exists an x = X∗(s) ∈ X s.t. g(s, x, y) = g(s,X∗(s), y) = g′(y). Such channels are, for instance, those
with g(s, x, y) = s⊕ x⊕ y, where X∗(s) = s.
Suppose we are given the function X∗ and the optimizing strategies relating to the simplified MDP discussed in (7). In
particular we are given policies X0 : S2 → X and X1 : S2 → X . The purpose of the first transmitted symbol at stage two is
to perfectly inform the receiver about the state St+1. This is done by transmitting Xt = X∗(St). The remaining transmissions
at stage two are as follows. Under Hi, the transmitted signal and state update are given by
Hi : Xt = X
i[S0t , S
1
t ], i = 0, 1 (16a)
Sit+1 = g(S
i
t , X
i[S0t , S
1
t ], Yt), i = 0, 1. (16b)
In addition, the posterior belief is updated according to
Πt(Wˆt) =
Q(Yt|X0[S0t , S1t ], S0t )Πt−1(Wˆt)
P (Yt|Vt,Ft−1) (17a)
Πt(i) =
Q(Yt|X1[S0t , S1t ], S1t )Πt−1(i)
P (Yt|Vt,Ft−1) , i 6= Wˆt, (17b)
where the denominator is given by
P (Yt|Vt,Ft−1) = Q(Yt|X0[S0t , S1t ], S0t )Πt−1(Wˆt)
+Q(Yt|X1[S0t , S1t ], S1t )(1−Πt−1(Wˆt)). (17c)
We conclude this section by pointing out that a simpler version of this transmission scheme is one that operates always in
stage one, completely forgoing stage two, and stops once the maximum posterior message belief has crossed the threshold
1− Pe.
IV. ERROR ANALYSIS
The average transmission rate of this system is defined as R = KE[T ] . The drift analysis provided below shows that Tmax
is almost surely finite and therefore P (err) < Pe. Inspired by Burnashev’s method, we analyze the log-likelihood ratio Lt at
time t, defined by
Lt = log
Πt(W )
1−Πt(W ) , (18)
and stopping time T given by
T = min{t|Lt > log 1− Pe
Pe
}. (19)
To derive a lower bound on error-exponent, we would like to have an upper bound on Tmax. In the following we derive an
upper bound on T instead of Tmax since T is almost surely greater than Tmax and directly related to the message W . We
first analyze the drift of Lt w.r.t. {Ft}t≥0 and then apply the optional sampling theorem to a proposed submartingale, in order
to derive the desired result. A major difference between unifilar channels and DMCs is the presence of memory. In order to
capture channel memory, we eventually need to analyze multi-step instead of one-step drift of Lt.
Lemma 1. During the first transmission stage the one-step drift of {Lt}t≥0 w.r.t. {Ft}t≥0 is lower-bounded by
E[Lt − Lt−1|Ft−1] ≥ I(Bˆt−1), (20)
where I(Bˆt−1) is given by
I(Bˆt−1) =
∑
s,x,y
Q(y|x, s)PX|SB(x|s, Bˆt−1)Bˆt−1(s)
log
Q(y|x, s)∑
s˜,x˜Q(y|x˜, s˜)PX|SB(x˜|s˜, Bˆt−1)Bˆt−1(s˜)
. (21)
Proof: Please see Appendix A.
The following remark is crucial in the subsequent development. First, unlike the case in DMC where the one-step drift is
shown to be greater than the channel capacity, here the one step drift is a random variable. This is exactly the reason we
consider multi-step drift analysis: under an ergodicity assumption, the arithmetic mean of these random variables will converge
almost surely to their mean. This raises the question of what the mean of the process {I(Bˆt−1)}t is. If the process {Bˆt−1}t
had the same statistics as those of the Markov chain {Bt−1}t defined in (5), then convergence to C would be guaranteed with
rate independent of the parameter K. However, the two processes have different statistics. This is because of the introduction
of common randomness! Indeed, Bt−1(s) = P (St = s|Y t−1, S1), while Bˆt−1(s) = P (St = s|Y t−1, V t−1, S1) and they are
related according to Bt−1 = E[Bˆt−1|Y t−1, S1]. In fact, {Bˆt−1}t is not a Markov chain, but is measurable w.r.t. the state of
the Markov chain {(St,Πt−1)}t as shown in (9a). The following Lemma shows that during stage one, and in particular when
maxi Πt−1(i) < , the process {Bˆt−1}t has approximately the same statistics as the process {Bt−1}t.
Lemma 2. If maxi Πt−1(i) <  then ||PBˆ|F (·|Ft−1) − PB|B(·|Bˆt−1)|| = o(1) in an appropriately defined metric (such as
the Wasserstein metric).
Proof: Please see Appendix B.
The intuition behind this result is that during the time when all posterior message beliefs are small, the effect of randomization
is negligible and thus the random variables V t−1 do not reveal any additional information about the state St than is revealed
by Y t−1, S1. Based on the above lemma, and employing a continuity argument we expect that the process {Bˆt−1}t converges
arbitrarily close to the steady state distribution piB independently of K. This in turn implies from Lemma 1 that the quantity
1
N
∑N
t=1 I(Bˆt−1) approaches C for sufficiently large N , during the time when maxi Πt−1(i) < .
We now analyze the drift of {Lt}t during stage two. In particular we consider the “alternative” second stage and channels
with the special property described therein. The analysis follows the same structure as in the first stage: we first analyze the
one-step drift of Lt under both hypotheses and then, arguing in the same way we did above, we consider the asymptotic
behaviour of the N -step drift.
Lemma 3. For any  > 0, there exist an N = N() such that
E[Lt+N − Lt|Ft] ≥ N(C˜1 − ) if Lt ≥ log p0
1− p0 (22a)
E[Lt+N − Lt|Ft] ≥ N(C − ) if Lt < log p0
1− p0 . (22b)
Proof: See Appendix C.
Lemma 3 shows that in the second stage, the likelihood ratio grows faster than in the first stage if the estimation at the
receiver is correct. Even if the estimation is wrong, the likelihood ratio maintains the increasing rate as in the first stage. For
this to be true we have assumed that a related quantity C˜∗1 > C˜. If this is not the case then an alternative scheme can be
proposed as in [3, p. 261]. We omit this description due to space limitations.
Furthermore, due to the assumption that the transition kernel Q(y|x, s) positive for any (s, x, y) ∈ S ×X ×Y , the quantity
|Lt − Lt−1| can be shown to be upper bounded by a certain constant C2 as in [3, Lemma 4].
Collecting the drift results for stage one and “alternative” stage two and utilizing the connection between the drift and the
stopping time as in [17, Lemma, p.50], we can derive a lower bound on the error exponent. The result is given in the form of
a conjecture due to the issues raised after Lemma 1.
Conjecture 1. With M = 2K messages and target error probability Pe, given any  > 0 we have
− logPe
E[T ]
≥ C˜1(1− R
C
) + U(,K, Pe, C, C˜1, C2), (23)
where limK→∞ U(,K, Pe, C, C˜1, C2) = o(1).
Proof: See Appendix D.
V. NUMERICAL RESULTS
In this section, we provide simulation results for the error exponents achieved by the two proposed transmission schemes for
some binary input/output/state unifilar channels. We consider the trapdoor channel (denoted as channel A), chemical channel
(denoted as channel B(p0)), symmetric unifilar channel (denoted as C(p0, q0), and asymmetric unifilar channel (denoted as
D(p0, q0, p1, q1). All of these channels have g(s, x, y) = s⊕ x⊕ y and kernel Q as shown in Table I.
TABLE I: Kernel definition for binary unifilar channels
Channel Q(0|0, 0) Q(0|1, 0) Q(0|0, 1) Q(0|1, 1)
Trapdoor 1 0.5 0.5 0
Chemical(p0) 1 p0 1− p0 0
Symmetric(p0, q0) 1− q0 p0 1− p0 q0
Asymmetric(p0, q0, p1, q1) 1− q0 p0 1− p1 q1
We simulated a system with message length K = 10, 20, 30 (bits) and target error rates Pe = 10−3, 10−6, 10−9, 10−12. In
each simulation sufficient experiments were run to have a convergent average rate, since the error probability is guaranteed to
be bellow the target. Infinite precision arithmetic was used in all evaluations through the “GNU Multiple Precision Arithmetic
Library” (GMP).
The results are shown in Figs. 2–7. Each curve in these figures corresponds to a value of K. All two-stage schemes were run
with the more elaborate optimal policy (i.e., not the “alternative” one). Also shown on the same figures are the error exponent
upper bounds, as well as the parameters (C,C1, C∗1 ) for each channel.
We make two main observations regarding these results. The first observation is that for the trapdoor channels there is strong
evidence that the error exponents are infinite. This is consistent with the findings in [9] where a zero-error capacity-achieving
Fig. 2: Error exponent for the trapdoor channel A.
Fig. 3: Error exponent for the chemical channel B(0.9).
Fig. 4: Error exponent for the symmetric unifilar channel C(0.5,0.1).
Fig. 5: Error exponent for the symmetric unifilar channel C(0.9,0.1).
Fig. 6: Error exponent for the asymmetric unifilar channel D(0.5,0.1,0.1,0.1).
Fig. 7: Error exponent for the asymmetric unifilar channel D(0.9,0.1,0.1,0.1).
scheme is proposed, and the discussion in [16] regarding channels with zeros in their transition kernels. Similar comments are
valid for the chemical channel. The second observation is the remarkable agreement between simulation results of the proposed
(two-stage) scheme and the upper bound derived in [16] for channels C and D. These results represent very strong evidence
for the validity of the conjecture stated earlier.
VI. CONCLUSIONS
We propose a variable-length transmission scheme for unifilar channels with noiseless feedback and analyze its error exponent
by generalizing the techniques of Burnashev [3]. The techniques used in this work can also be applied to channels with Markov
states and inter-symbol interference (ISI) where the state is observed at the receiver and with unit delay at the transmitter.
APPENDIX A
PROOF OF LEMMA 1
E[Lt − Lt−1|W,Y t−1, V t−1, S1]
= log(1−Πt−1(W )) + E[log Πt(W )
(1−Πt(W ))Πt−1(W ) |W,Ft−1]
= log(1−Πt−1(W )) + E[log Q(Yt|Xt, St)
P (Yt|Vt,Ft−1)−Q(Yt|Xt, St)Πt−1(W ) |W,Ft−1]. (24)
We look into P (Yt = y|Vt,Ft−1)
P (Yt = y|Vt,Ft−1) =
∑
x,s
Q(y|x, s)
M∑
i=1
P (Xt = x, St = s,W = i|Vt,Ft−1)
=
∑
x,s
Q(y|x, s)
M∑
i=1
δ
e(i,St,Πt−1,V
Sit
t )
(x)δSit (s)Πt−1(i), (25)
and after taking expectations
E[P (Yt = y|Vt,Ft−1)|W,Xt, St,Ft−1]
= E[
∑
x,s
Q(y|x, s)
M∑
i=1
δ
e(i,St,Πt−1,V
Sit
t )
(x)δSit (s)Πt−1(i)|W,Xt, St, V t−1, Y t−1, S1]
=
∑
x,s
Q(y|x, s)
M∑
i=1
E[δ
e(i,St,Πt−1,V
Sit
t )
(x)|W,Xt, St,Ft−1]δSit (s)Πt−1(i)
=
∑
x,s
Q(y|x, s)
M∑
i=1
e(x|i, St,Πt−1)δSit (s)Πt−1(i)
=
∑
x,s
Q(y|x, s)(PX(x|s, Bˆt−1) + δXt(x)δSt(s)Πt−1(W )− e(x|W,St,Πt−1)δSt(s)Πt−1(W ))
= P (Yt = y|Bˆt−1) +Q(y|Xt, St)Πt−1(W )−Πt−1(W )
∑
x
Q(y|x, St)e(x|W,St,Πt−1), (26)
where e(x|i, St,Πt−1) is given by
e(x|i, St,Πt−1) = E[δ
e(i,St,Πt−1,V
Sit
t )
(x)|W,Xt, St, V t−1, Y t−1, S1]. (27)
Therefore, by convexity of f(x) = log Ax−B ,
E[Lt − Lt−1|W,Ft−1]
≥ log(1−Πt−1(W )) + E[log Q(Yt|Xt, St)
P (Yt|Bˆt−1)−Πt−1(W )
∑
xQ(Yt|x, St)e(x|W,Πt−1, St)
|W,Ft−1]. (28)
Looking further into the last term in the above inequality we get
E[log
Q(Yt|Xt, St)
P (Yt|Bˆt−1)−Πt−1(W )
∑
xQ(Yt|x, St)e(x|W,Πt−1, St)
|W,Ft−1]
= E[log
Q(Yt|Xt, St)
P (Yt|Bˆt−1)
+ log
P (Yt|Bˆt−1)
P (Yt|Bˆt−1)−Πt−1(W )
∑
xQ(Yt|x, St)e(x|W,Πt−1, St)
|W,Ft−1]
≥ E[log Q(Yt|Xt, St)
P (Yt|Bˆt−1)
|W,Ft−1] + E[log 1
1−Πt−1(W ) |W,Ft−1], (29)
where the last equation is due to the convexity of x log 11−Ax . Combining (28) and (29), we get
E[Lt − Lt−1|Ft−1] = E[E[Lt − Lt−1|W,Ft−1]|Ft−1]
≥ E[log Q(Yt|Xt, St)
P (Yt|Bˆt−1)
|Ft−1]
= I(Bˆt−1). (30)
APPENDIX B
PROOF OF LEMMA 2
Consider the update equation for Bˆt
Bˆt(s)
4
= P (St+1 = s|Ft) (31a)
=
∑
x,s′ P (St+1 = s,Xt = x, St = s
′, Yt, Vt|Ft−1)∑
s,x,s′ P (St+1 = s,Xt = x, St = s
′, Yt, Vt|Ft−1) (31b)
=
∑
x,s′ δg(s′,x,Yt)(s)Q(Yt|x, s′)P (Xt = x|St = s′, Vt,Ft−1)PV (Vt)Bˆt−1(s′)∑
x,s′ Q(Yt|x, s′)P (Xt = x|St = s′, Vt,Ft−1)PV (Vt)Bˆt−1(s′)
(31c)
=
∑
x,s′ δg(s′,x,Yt)(s)Q(Yt|x, s′)P (Xt = x|St = s′, Vt,Ft−1)Bˆt−1(s′)∑
x,s′ Q(Yt|x, s′)P (Xt = x|St = s′, Vt,Ft−1)Bˆt−1(s′)
(31d)
Consider the quantity P (Xt = x|St = s′, Vt,Ft−1). We have
P (Xt = x|St = s′, Vt,Ft−1) =
=
M∑
i=1
P (Xt = x,W = i|St = s′, Vt,Ft−1) (32a)
=
M∑
i=1
P (Xt = x|W = i, St = s′, Vt,Ft−1)P (W = i|St = s′, Vt,Ft−1) (32b)
=
M∑
i=1
δe(i,St,Πt−1,V s
′
t )
(x)Πs
′
t−1(i) (32c)
=
∑
i<i0
δ0(x)Π
s′
t−1(i) +
∑
i>i0
δ1(x)Π
s′
t−1(i)
+ δ0(x)1(V
s′
t Π
s′
t−1(i0) < a)Π
s′
t−1(i) + δ1(x)1(V
s′
t Π
s′
t−1(i0) > a)Π
s′
t−1(i) (32d)
=
∑
i<i0
δ0(x)Π
s′
t−1(i) +
∑
i>i0
δ1(x)Π
s′
t−1(i)
+ δ0(x)1(V
s′
t Π
s′
t−1(i0) < a)Π
s′
t−1(i0) + δ1(x)1(V
s′
t Π
s′
t−1(i0) > a)Π
s′
t−1(i0)
+ δ0(x)a+ δ1(x)(Π
s′
t−1(i0)− a)− δ0(x)a− δ1(x)(Πs
′
t−1(i0)− a) (32e)
(a)
= PX|S,B(x|s′, Bˆt−1)
+ δ0(x)[1(V
s′
t Π
s′
t−1(i0) < a)Π
s′
t−1(i0)− a] + δ1(x)[a− 1(V s
′
t Π
s′
t−1(i0) < a)Π
s′
t−1(i0)] (32f)
= PX|S,B(x|s′, Bˆt−1) + ∆, (32g)
where for simplicity of notation we have considered the case of binary inputs, a is as shown in Fig. 1 and (a) is due to the
PM encoding scheme. Furthermore, |∆| ≤ Πs′t−1(i0) ≤ /Bˆt−1(s′). Substituting back to the update equation we get
Bˆt(s)
4
= P (St+1 = s|Ft) (33a)
=
∑
x,s′ δg(s′,x,Yt)(s)Q(Yt|x, s′)[PX|S,B(x|s′, Bˆt−1) + ∆]Bˆt−1(s′)∑
x,s′ Q(Yt|x, s′)[PX|S,B(x|s′, Bˆt−1) + ∆]Bˆt−1(s′)
(33b)
=
∑
x,s′ δg(s′,x,Yt)(s)Q(Yt|x, s′)PX|S,B(x|s′, Bˆt−1)Bˆt−1(s′) +
∑
x,s′ δg(s′,x,Yt)(s)Q(Yt|x, s′)∆Bˆt−1(s′)∑
x,s′ Q(Yt|x, s′)PX|S,B(x|s′, Bˆt−1)Bˆt−1(s′) +
∑
x,s′ Q(Yt|x, s′)∆Bˆt−1(s′)
(33c)
=
∑
x,s′ δg(s′,x,Yt)(s)Q(Yt|x, s′)PX|S,B(x|s′, Bˆt−1)Bˆt−1(s′)
PY |B(Yt|Bˆt−1)
+
Num
PY |B(Yt|Bˆt−1)[PY |B(Yt|Bˆt−1) +
∑
x,s′ Q(Yt|x, s′)∆Bˆt−1(s′)]
, (33d)
where
Num = PY |B(Yt|Bˆt−1)[
∑
x,s′
δg(s′,x,Yt)(s)Q(Yt|x, s′)∆Bˆt−1(s′)]
− [
∑
x,s′
δg(s′,x,Yt)(s)Q(Yt|x, s′)PX|S,B(x|s′, Bˆt−1)Bˆt−1(s′)][
∑
x,s′
Q(Yt|x, s′)∆Bˆt−1(s′)]. (34)
Taking into account that |∆Bˆt−1(s′)| ≤ , the update equation for Bˆt is Bˆt = φ(Bˆt−1, Yt) + o(1), where φ(·) is the update
equation for the quantity Bt in (6a).
Following a similar reasoning we have for P (Yt|Ft−1)
P (Yt|Ft−1) =
∑
x,s′
Q(Yt|x, s′)P (Xt = x|St = s′,Ft−1)Bˆt−1(s′) (35a)
=
∑
x,s′
Q(Yt|x, s′)PX|S,B(x|s′, Bˆt−1)Bˆt−1(s′) (35b)
= PY |B(Yt|Bˆt−1). (35c)
Combining the above we get
P (Bˆt|Ft−1) =
∑
y
δφ(Bˆt−1,y)+o(1)(Bˆt)PY |B(y|Bˆt−1) (36)
which can be compared with the kernel PB|B
P (Bt|Y t−1, S1) =
∑
y
δφ(Bt−1,y)(Bt)PY |B(y|Bt−1). (37)
Comparing the two kernels, it is clear that these are “close” in an appropriately defined distance (such as the Wasserstein
metric). This is evident by the fact that each of these distributions puts the same probability mass to points differing by o(1).
APPENDIX C
PROOF OF LEMMA 3
E[Lt+1 − Lt|Ft, H0] = E[log Πt+1(Wˆt)
1−Πt+1(Wˆt)
− log Πt(Wˆt)
1−Πt(Wˆt)
|Ft, H0]
= E[log
Q(Yt+1|X0[S0t+1, S1t+1], S0t+1)
Q(Yt+1|X1[S0t+1, S1t+1], S1t+1)
|Ft, H0]
= R˜(S0t+1, S
1
t+1, X
0[S0t+1, S
1
t+1], X
1[S0t+1, S
1
t+1]), (38)
where R˜(s0, s1, x0, x1) is given by
R˜(s0, s1, x0, x1) =
∑
y
Q(y|x0, s0) log Q(y|x
0, s0)
Q(y|x1, s1) . (39)
We can think of this quantity as the instantaneous reward received by the Markov chain (S0t , S
1
t )t≥1. Considering the N -step
drift, we have
E[Lt+N − Lt|Ft, H0] =
t+N−1∑
i=t
E[Li+1 − Li|Ft, H0]
=
t+N−1∑
i=t
E[Li+1 − Li|Ft, H0]
=
t+N−1∑
i=t
E[E[Li+1 − Li|Fi, H0]|Ft, H0]
(a)
=
t+N−1∑
i=t
E[E[log
Q(Yi+1|X0[S0i+1, S1i+1], S0i+1)
Q(Yi+1|X1[S0i+1, S1i+1], S1i+1)
|Fi, H0]|Ft, H0]
=
t+N−1∑
i=t
E[R˜(S0i+1, S1i+1, X0[S0i+1, S1i+1], X1[S0i+1, S1i+1])|Ft, H0], (40)
where (a) is due to (38). Thus, the multi-step drift corresponds to the total average reward in the aforementioned Markov chain.
This total reward relates to the MDP problem discussed in [16]. Thus, under an ergodicity assumption, the corresponding per-
unit-time reward converges to C˜1 almost surely as N →∞. Thus, given any  > 0 , there exist a N1 = N1() such that
E[Lt+N1 − Lt|Ft, H0] ≥ N1(C˜1 − ). (41)
In the case when Lt < log p01−p0 then there are two cases. If W is still the most reliable message then we are still under
hypothesis H0 and the above analysis holds. If however, H1 is true then
E[Lt+1 − Lt|Ft, H1]
= E[log
Q(Yt+1|X1[S0t+1, S1t+1], S1t+1)(1−Πt(W ))∑
i 6=W,Wˆt Q(Yt+1|X1[S0t+1, S1t+1], S1t+1)Πt(i) +Q(Yt+1|X0[S0t+1, S1t+1], S0t+1)Πt(Wˆt)
|Ft, H1]. (42)
As Πt(Wˆt)→ 1, the right-hand side of (42) becomes
E[log
Q(Yt+1|X1[S0t+1, S1t+1], S1t+1)
Q(Yt+1|X0[S0t+1, S1t+1], S0t+1)
|Ft, H1] = R˜∗1(S0t+1, S1t+1, X0[S0t+1, S1t+1], X1[S0t+1, S1t+1]). (43)
This quantity can be thought of as some instantaneous reward received by the Markov chain (S0t , S
1
t )t≥1 induced by the
policies X0, X1. Thus, under the ergodicity assumption stated earlier, the corresponding per-unit-time reward converges to
C˜∗1 ≥ C almost surely as N →∞. Therefore, under hypothesis H1, for any  > 0, there exists N2 = N2() such that
E[Lt+N − Lt|Ft, H1] ≥ N2(C − ). (44)
Selecting N = max{N1, N2} concludes the proof.
APPENDIX D
PROOF OF CONJECTURE 1
Define a process Zt = LNt and filtration F ′t = FNt . We have
E[Zt+1 − Zt|F ′t] ≥ N(C − ) (this is the conjectured behaviour)
E[Zt+1 − Zt|F ′t] ≥ N(C˜1 − ) if Zt > log
1− p0
p0
|Zt − Zt−1| ≤ NC2. (45)
Define a stopping time T˜ w.r.t. to {F ′t} by
T˜ = min{t|Zt ≥ log 1− Pe
Pe
}. (46)
By definition we have T ≤ NT˜ almost surely. Applying [17, Lemma, p. 50] to {Zt}t≥0, we have an upper bound on the
expectation of the stopping time T˜ .
E[T ]
N
≤ E[T˜ ] ≤ log
1−Pe
Pe
N(C˜1 − )
+
K
N(C − ) +D(NC,NC1, NC2). (47)
Rearranging the above inequality, we get
− logPe
E[T ]
≥ C˜1(1− R
C
)− N(C˜1 − )D(NC,NC˜1, NC2)
K/R
− log(1− Pe)
K/R
+ (
(C − C˜1)R
C(C − ) − 1). (48)
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