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We consider the problem of determining the fewest number of nonscalar multiplications 
needed to compute a set of quadratic functions. We develop mathematical characterizations 
and lower bound techniques which, when applied to problems related to matrix multiplication 
or quaternion multiplication, generate bounds similar to those known for the bilinear case. 
The special case of a pair of quadratic functions is also considered and good lower and upper 
bounds are established for this case. 
1. INTRODUCTION 
Given a set of quadratic functions S = {Qi = C;,k=, aijkxjxk , 1 < i < m) over a 
commutative ring R, we are interested in the problem of determining the 
multiplicative complexity of computing the set S. This problem has been considered 
by two authors [IO-121 who determined the complexity of computing a single 
quadratic function over the reals and the complex numbers. We unify and extend 
these results by developing new mathematical characterizations as well as new lower 
bound techniques. We apply our results to several problems of interest such as matrix 
multiplication and quaternion multiplication, and obtain bounds which are 
comparable to those known for the bilinear case. We also consider the case of 
computing a pair of quadratic functions and obtain lower and upper bounds which 
are fairly close to each other. 
The standard model used in algebraic complexity is that of the straight-line 
program. However, it follows from a more general result, established in [ 11, 131 that 
it is no loss of generality to consider straight-line programs where all the nonscalar 
multiplications are of the form r,(x) x rz(x), where the ri)s are linear forms of x over 
R. Therefore the minimal number of nonscalar multiplications needed to compute S, 
denoted by p(S), is the smallest integer 4 such that 
where a, E R, r[(x) and r;(x) are linear forms of x. 
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Let us note that we are assuming that the x;s commute; moreover, we always 
assume that the characteristic of R is different from 2. Thus there is a unique set of 
symmetric matrices {Gi}yZ i such that Qi = XTGiX, 1 < i < m. We extend the 
definition of characteristic matrix introduced in 121 to that of a set of quadratic 
functions {Qi = xTGix, 1 < i < m) by defining G(s) = CT=, siGi, where the set 
Isil?=l is a set of new indeterminates. Note that G(s) is symmetric. The 
corresponding complexity is denoted by pR{ G(s)), or p{G(s)) when there is no 
ambiguity. We also introduce the defining function (cf. [2 ]) as follows: 
It follows from (1) that 
h(s, x) = + 
cl 
(2) 
Z-Z 2 Pi(s) X r,(x) X r;(x), 
where p,(s) is a linear form in s over R. Therefore p(SJ is the smallest q such that 
equality (2) holds. If P and M are two nonsingular matrices with proper dimensions, 
p{h(s, x)} = ,a{h(Ps, Mx)}. We elaborate a little bit on this property. The transfor- 
mation x + Mx induces the following action on the original set of quadratic 
functions: 
Qi = xTGix + &i = XT(MTGiM)Xy 
i.e., 
G(s) + WG(s)M. 
On the other hand, the transformation s + Ps induces the same action as in the case 
of bilinear forms, i.e., G(s) -+ G(Ps). Hence the set {Q,}y=, is equivalent to 
Qi= 2 PijQj, I<i<m. 
j= I 
We now summarize what is known about the complexity of a single quadratic 
function [IO] (see also [ 11, 121). 
THEOREM [lo]. Let Q = C;,i=, rijxixj with zij = rji over a Jield K with 
char K f 2. Then p{Q} = n - p, where p is the dimension of a maximal null space of 
Q- 
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It is easy to determine p in two cases K = C or R. If K = C (or any other 
algebraically closed field) and (rij) has rank q, then 
If K = R (or any real closed field) and (tii) has rc positive eigenvalues and v negative 
eigenvalues, then 
P{Q} = max{n, ~1. 
The rest of the paper is organized as follows. We introduce several lower bound 
techniques in Section 2, while we apply these techniques to several interesting 
problems in Section 3. Section 4 is devoted to the special case of pairs of quadratic 
functions. 
2. LOWER BOUND TECHNIQUES 
In this section, we combine linear independence and substitution arguments to 
obtain lower bound techniques smilar to those known for the case of bilinear forms. 
Suppose we are given a set of quadratic functions Qi = xTGix, where Gi is 
symmetric, over a ring R with char R # 2. We first prove the following theorem 
which can be viewed as a generalization of a result established in [ 111 (cf. 14, 7.1). 
THEOREM 2.1. Given a set of quadratic functions { Qi},m=, with corresponding 
characteristic matrix G(s) over a ring R with char R # 2. Then 
P{ G(s)} = min W(s)}, 
where B(s) satisfies B(s) + By = G(s) and where 6(B(s) } ’ is the multiplicative 
complexity of the corresponding bilinear forms. 
Proof. Let ,u{ G(s)) = q. Then there exist linear forms r!(x) and r;(x), 1 < I < q, 
such that 
Qi = XTGiX = ,$, ai,r,(x> r;(x), 1 ,<i<m, a,ER. 
Let r,(x) = xTa, and r;(x) = brx. Then 
4 
XTGiX = C ai,xTa,bTx, 1 <i<m. 
I=1 
’ This notation will be consistently used from now on. 
511/24/2-5 
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Hence 
xT Gj- 2 a,,a,bf 
( 
x=0, for all x E R”. (3) 
/=I 
Note that if xTPx = 0, for all x E R”, then Ci,j pijxixj = 0 and thus pij + pji = 0, for 
all i, j, i.e., P is skew-symmetric. Let Bi = Cy=r ai,a,br. Then it follows from (3) that 
Gi - Bi is skew-symmetric, for all i; hence, 
(Gt)j/t - (Bi)jk = 4Gi)kj + (Bi)kj 
(Gi)jk + (Gil!+ = (Bi)j, + (Bi)kj, for all k, j. 
Since Gi is symmetric, we have 
B, + B; = 2Gi, 1 <i<m. 
Let B(s)=fC;f”=,s,B,. Then B(s) + By = G(s). Moreover, xrBi y = 
XI= r ai,(xTa,)(b~ y). Therefore 6{B(s)} < q = p{G(s)}. We now prove the reverse 
inequality. Let Bi be any n x n matrix such that Bi + Br = Gi, 1 < i < m. Suppose 
Bi=C~=I ai,U,br. Then Aj=C,S=,a,,a,br+C~=,ai,b,ar, i.e., Qi=xr’Aix= 
2 CfzI aij(aj, x)(b,, x). TImhe ,u{G(s)/ < d(B(s)J. 4 
Using the above characterization, we get the following corollaries which are 
already established in [ 1 I J. 
COROLLARY 2.1.1. Let S(s) be any n x n skew-symmetric characteristic matrix. 
Then ,u{G(s)} < @G(s) + S(s)}. 
Proof. Note that f { G(s) + S(s)} + 4 (G(s)’ + S(s)‘} = G(s). 1 
COROLLARY 2.1.2. p{G(s)} > @(G(s)}. 
ProoJ Let B(s) be the characteristic matrix with minimum S{B(s)f and which 
satisfies Theorem 2.1. Then 6(G(s)} = 6{B(s) + By} < 26{B(s)} = 2,u{G(s)}. 4 
We now establish a lower bound theorem, based on linear independence and 
substitution arguments, and which is similar to what is called “partitioning 
technique” 121 for the bilinear case. Suppose a set of quadratic functions is 
partitioned into two subsets, the first indexed by isi}?!, , the second by (ti};=, . Let 
the corresponding (symmetric) characteristic matrix be given by G(s) + R(t). We are 
ready for the next theorem. 
THEOREM 2.2. Suppose the set of matrices (R,};=, defining R(t) are linearly 
independent. Then 
P{G(s) + R(t)} > r + mjn,u{G(s) + R(As)J, 
where A is an m x m matrix. 
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The proof uses standard techniques known in the literature and will be omitted. 
We now illustrate the applicability of our results with one nontrivial example. Let 
n be an odd integer and let k= /n/2]. Consider the problem of computing the 
following two quadratic functions. 
Q, = 2x,x, + 2~2x,-~ + ..a + 2x,-,x,+, + x:, 
Q, = 2x2x, + 2x3x,-, + ... + 2x,x,+,. 
LEMMA 2.3. The problem of computing the two quadratic functions 
Q, = 2x1x, + 2x2x,-, + .-. + 2xke1xk+, +x:, 
Qz=2x,x,+2x,x,-,+...+2x,x,+,, 
requires precisely [n/2] + 1 multiplications over the field of complex numbers C. 
Proof: Note that the corresponding characteristic matrix is given by s, 
Sl s2 
G(s) = I 1 . * *s, . s, :* SI s2 
Applying Theorem 2.2, we get 
We will prove that this lower bound is optimal. Let B(s) be defined by 
B(s) = 
0 
k 
I 
I Sl 
I Sl 
I . * Sl 
I Sl . . 
; SIP s2 
0 
I 
I 0 
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Note that B(s) +B(s)~ = G(s). Hence, by Theorem 2.1, p{G(s)} < 6{B(S)} = 6{B(s)}. 
Using the result of [5], we obtain 6{B(s)} = k + 1 = [n/21 + 1. Therefore p{G(s)} = 
[n/21 + 1. I 
3. APPLICATIONS 
We now apply the techniques established in the previous section to several specific 
problems realted to matrix multiplication and quaternion multiplication. We start by 
studying the following multiplication problem whose complexity will be needed later. 
Let 
i.e., we have to compute the following set of quadratic functions 
Q, =x:, + x,,x2, + ... + x,,,x,, 
Q, =x21x11 +x22x21 + ..+ +x2nx,i 
Q,=x,,x,, +x,2x21 + ... +x,,x,l. 
LEMMA 3.1. The multiplicative complexity of the problem of computing the above 
set of quadratic functions is precisely n2 - n + 1. 
Proof. We use the characterization given in Theorem 2.2. It is easy to check that 
the corresponding characteristic matrix G(s) is given by 
2G(s) = 
Sl s2 ... s, 0 0 ... 0 0 *.. 0 
;2 0 *a* 0 s, s2 ..* s, 0 . . . 0 
. . 
F, 0 .*. 0 ... s,s, ..’ s, 
Sl 
s2 
sn 
0 
Sl 
s2 
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Performing elementary row operations with corresponding column operations, we 
obtain the equivalent characteristic matrix 
Writing s, as a linear combination of the remaining si’s we obtain 
But it is easy to check that, for any G(s), ,u[ &) ‘r) ] is equal to the commutative 
complexity of G(s) [6]. Hence p{G(s)} > 1 t n2 - n. 
To get the upper bound, note that we can trivially save one multiplication in each 
of the last (n - 1) quadratic functions (because two of the summands in Qk involve 
x,_,).Hence,~{Q~}<(n-1)2tn=n2-nt1. I 
We next establish a lower bound for squaring an n x n matrix. 
THEOREM 3.2. Let X be an n x n matrix. Then computing X2 requires at least 
2nZ - 4n t 2 multiplications. 
Proof: We first try to define the corresponding characteristic matrix. Let Oi(s), 
1 < i < n - 1, be defined as follows 
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O,(s) = 
Let H,(s) be given by 
FCi-l)nt 1 
$(i-l)n+2 
SitI 
S(i-l)nt I 
S(i-l)n+2 
S(ipl)n+l 
S(i-ibIt: 
n 
H,(s) = IO,(s) O,(s) *.* On(~ 
The characteristic matrix of the problem of squaring X is precisely M,(s) = 
$(H,(s) + H,(s)~}. To get the lower bound, apply Theorem 2.2 with t = 
(s H-1 s,+~ a.- s,*)~; we get 
P{M"(S)l > n2 - n + !4fi,WL 
where s’ = (si s2 ... s,). 
If we delete rows and columns n t 1, 2n + l,..., n2 - n + 1 in fiii,(s’), we obtain a 
characteristic matrix D(s) which is of the following form 
2D(s) = 
2s, s2 .‘. s, I I I 
s2 1s I I 2 
. ..s I 
n I I 
I . . . 
s, I I I s2 .a. s, 
-_----- j----\---L---- 
l 
s2 I I / 
where N indicates the presence of terms which we do not care about. One can check 
that D(s) corresponds to the same problem as that of Lemma 3.1, except that the 
vector contains more indeterminates and the dimension is n - 1 rather than n (setting 
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s, = 0). Therefore /{D(s)} > (n - 1)’ - (n - 1) = n2 - 3n + 2 and it follows that 
~{M,(s)}>n*-n+n’-3n+2=2n2-4nt2. fl 
For small values of n (n < 5), we can obtain a better lower bound by just noting 
(in the above proof) that ,~(fi,(s’)} > is(k,(s’)} 2 n*/2 (by Corollary 2.1.2) and 
hence ,~u(M,(s)} > ;n* - n. On the other hand, it is easy to prove that the problem of 
squaring a matrix requires the same order of multiplications as that of two different 
n x n matrices [8]. Squaring the following 3n x 3n matrix produces the product of 
two arbitrary n x II matrices X and Y: 
The problem of squaring a complex number is fairly easy to handle. Let x, + x,i be 
an arbitrary complex number. Then 
(x,+x,i()x,+x,i)=xf-xit2x,x,i=(x,-x,)(x, tx2)t2x,x2i. 
Thus the above problem requires at most two multiplications and this number is 
easily seen to be necessary. 
We now turn our attention to the problem of determining the multiplicative 
complexity of squaring a quaternion. Let R be a division ring. A quaternion x over R 
can be written as x = x, + x2 i + x3j + x, k, where the elements i,j, k satisfy i* = j* = 
k* = -1, ij = -ji = k, jk = -kj = i and ki = -ik = j. It is easy to see that x2 is given 
by 
x2 = (xf -x; -xi -xi) t 2(x,x,)i t 2(x,x3)j t Z(x,x,)k. 
Note that the corresponding characteristic matrix is given by 
. 
THEOREM 3.3. Over the complexes and the reals we have the following: 
(0 P~{Q(s>I = 5, 
(ii> ludQ(s)l = 6. 
Proof. (i) Over C we can compute xi - xz -xi -xi as follows, xi -xi - 
x: - xi = (x, - x2)(x, + x2) - (x3 t ix4)(x3 - ix4) and hence pc(Q(s)} < 5. To prove 
the lower bound, we use Theorem 2.2. Partition Q(s) as follows: 
Q(s) = Q,(s) + Q&h 
218 
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Applying Theorem 2.2, we get 
= 3 +p(s,A}. 
We have seen in Section 1 that 
Sl UlSl a2sl a3sI 
aIS -si 0 0 
a2sI 0 -s, 0 
a3sI 0 0 -s, 
(because rank (A) > 3 over C), 
and thus pJQ(s)} > 5 and part (i) is complete. 
(i) Over the reals, we compute xi - xi - xi - xi as follows, x: - xi - xi - xi = 
(xr - x2)(x1 + x2) - xi -xi and hence pR{Q(s)} < 6. We use the same lower bound 
technique as before except that ~(s, A} = max(7c, V) = 3 as defined in the 
Introduction. 1 
Notice that computing xi - xi - xi - xi requires precisely three multiplications 
over the reals because the matrix I 0 o-11 o-1 0 0 o-1 0 1 
is such that max{n, v} = 3 as defined in Section 1. 
4. THE MULTIPLICATIVE COMPLEXITY OF A PAIR 
OF QUADRATIC FUNCTIONS 
In this section, we consider the case when we have two quadratic functions Q, = 
Cy,k=, aikxixk and Q, = CF,k=, bikxixk over the complex numbers C. As in the case 
of pairs of bilinear forms 151, we need Kronecker’s theory of pencils, as modified to 
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apply to pairs of quadratic functions [3], to decompose the problem into a direct sum 
of elementary subproblems. We then determine the complexity of each subproblem 
separately. We first adapt Kronecker’s theory to our terminology and notation. 
Let G(s) be the characteristic matrix corresponding to the pair of quadratic 
functions {Q,, Q,}. Then there exists a nonsingular transformation P such that 
PG(s) PT = 
0 
D,,(s) 
Z,(s). 
where E,>E~>..- > E, are the minimal indices, ~‘1, ~“2,...,,u”r are the infinite 
elementary divisors, (A + AI)“, (A + AJz,..., (A + Al)‘+ are the finite elementary 
divisors, 
D,i(s) = 
0 L;(s) 
L,,(s) I 0 ’ 
Ni(s) = 
Sl 
Sl s2 
. * s2 
s, : 
21 s2 
Li(S) = 
ui9 Z,(s) = 
Ei+ l 
S? + his 
s, +&s, s, 
$2 +AiS, S, 11 Ci. . . . . s2 +liS* S, 
--- 
ci 
&i, 
We will try now to use Theorem 2.1 to get an upper bound on p{G(s)). We 
consider each block separately and try to decompose it as in Theorem 2.1. For the 
block D&), note that the following identity holds 
D&)= [Lcis) 0” ]+ [LEiS) y* 
220 
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using the results of [51. 
Actually we can prove that the above upper bound is optimal. 
LEMMA 4.1. Over the complex numbers, we have p(D,(s)} = E + 1. 
Proof. The upper bound follows from the remarks made before the lemma. By 
Corollary 2.1.2, we have ,u{D,(s)} > $~{D,(s)). It follows from the results of [5] that 
&{D,(s)\ = 2(e + 1) and hence p{D,(s)j > E + 1. m 
We now consider the blocks of type Ni(s) of size ui x ui. We distinguish between 
two cases depending on whether ui is even or odd. 
Case 1. ui is even. Let N,,(s) be defined by 
ui12 
0 
0 
No = Nil(S) + Nil(S)‘. 
Therefore p{Ni(s)} < 6(N,,(s)} = q/2 + 1 (by the results of [5 1). 
Case 2. ui is odd. Let N&) be defined by 
Nit(S) = 
I SI 
I : 
I . *- 
, Sl s2 
81 $2 ---------- 
2 
0 
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Then N,(s) = Ni2(s)r + N&). It follows that p{Ni(s)\ < 6{Ni(S)) = [ui/21 + 1, again 
by the results of [5 1. 
LEMMA 4.2. Over the complex numbers, p{ZV,(s)} = [ui/2] + 1. 
Proof. The upper bound follows from the observations made before the lemma. 
To get the lower bound, we apply Theorem 2.2 to get 
The same analysis can be carried out for the blocks of type Z,(s) to get ,u(Z,(s)} = 
[c,/21 + 1. Moreover, Z,,(s) and Ziz(s) can be introduced depending on whether Ci is 
even or odd. 
We are ready for the next theorem. 
THEOREM 4.3. Let {Q,, Q,} be a pair of quadratic functions over the complex 
numbers C whose corresponding characteristic matrix is G(s). Suppose G(s) has the 
following minimal indices and elementary divisors: 
minimal indices: &,>Ez>“‘>Ep; 
injinite elementary divisors: p”, pU2,..., $9 
finite elementary divisors: (1 + A$‘, (A + n,y* ,..., (A + np. 
Without loss of generality assume that u, , uz ,..., u,, are even while u,,+ , ,..., u, are 
odd; similarly, assume that c, , c, ,..., cl, are even and that c,, + , ,..., c, are odd. Then 
~{G(s)l G(,f Ei) 
i=l 
+ r, + t, + k, 
k = Im,;zl {r - r, , number of blocks Z,(s) associated with Ai}. 
I 
On the other hand 
k’ = ,ITIU~ {r, number of blocks associated with Ai}. 
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ProoJ: Let H(s) be the characteristic matrix defined by: 
H(s) = diag(lEl(s),..., qs), N, ,(sL WI ,(s>, N,,, ,.Z(S)~...9 
Nr*(S), Z,,(S>~..., Z&>, q+ ,.*(s>,...3 Z,,(s)}. 
It follows, from the observations made before the statement of the theorem, that 
~u(G(s)l< Wf(s)\. W s corresponds to a pair of blinear forms, a class which has > 
been solved in [51. One can check that the minimal indices and the elementary 
divisors of H(s) are defined as follows: 
minimal indices: E, > Ed > . . . > E, , $ ,..., s, 3 ,..., L; 22 2 
infinite elementary divisors: ,D ‘+I + I’* I,..., fi “J* ‘; 
finite elementary divisors: (A + A,, + ,)‘C~l+1’2 I,..., (A + A,) ict’21. 
The upper bound follows from this observation and the results of [ 5 1. 
To get the lower bound, we use Corollary 2.1.2, i.e., y(G(s)} > fs( G(s)}. Since 
G(s) corresponds to a pair of bilinear forms, its complexity can be precisely deter- 
mined. Using the results of 15 1, the lower bound follows. 1 
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