Diffusion of a MgO dimer on a MgO͑100͒ surface is investigated using both density functional theory ͑DFT͒ and empirical ionic potentials. Barriers for diffusion via hop and exchange mechanisms are calculated. A qualitative difference is found between DFT and the empirical potential for the oxide exchange barrier. DFT predicts a saddle point for the process with a barrier of 0.88 eV, whereas the empirical potential of Lewis and Catlow, with a formal charge of ±2.0e, finds this structure to be a stable intermediate minimum with an energy of 0.19 eV, relative to the most stable addimer structure. The empirical potential predicts that the oxide hop and exchange mechanisms are equally likely; whereas, DFT shows that the oxide adion hop mechanism has a lower energy barrier. A Bader population analysis of the DFT charge density indicates that the magnesium and oxide ions have partial charges of magnitude ±1.7e. Using an empirical potential with this partial charge, the local minimum in the oxygen exchange process becomes a saddle at 0.62 eV, which is in better agreement with DFT. The standard deviation between the energy of the DFT minima and the saddle points with those of the empirical potential was reduced from 0.32 eV when using the formal charge parameters of Lewis and Catlow to 0.15 eV using partial charges. The qualitative agreement found for each diffusion barrier using the partial charge model suggests that a Bader analysis can be used to obtain suitable partial charges for constructing empirical potentials.
I. INTRODUCTION
An accurate description of atomic scale mechanisms is critical for predicting collective phenomena such as surface roughness. While density functional theory ͑DFT͒ calculations typically afford the accuracy necessary for quantitative prediction, the computational cost is so great that an exhaustive examination of all important mechanisms is often out of reach. Alternatively, empirical potentials overcome this computational cost, but at the expense of chemical accuracy.
Here, we compare predictions for addimer diffusion on MgO͑100͒ using both DFT and Buckingham potentials. We find that a combination of mechanisms typically dominates the system dynamics: a hop or exchange of either the oxide or magnesium ion in the addimer. The details of which mechanism dominates the net mobility of the addimer depend on the description of the system. Full formal charge models of MgO give a qualitatively different diffusion landscape than does DFT. However, a partial charge model, using charges for magnesium and oxygen that are consistent with DFT calculations, results in a landscape that is in better agreement with DFT.
Most measurements of oxide diffusion have been performed on bulk material. Details can be found in the review of Atkinson.
1 Some experiments on MgO grown by molecular beam epitaxy, 2 which are believed to be free of the impurities that dominate all other measurements, support the high values for the Schottky defect creation energy found both in ab initio and empirical calculations. 3 Two measurements of surface diffusion 4, 5 give inconsistent results, but clearly involve surface vacancies rather than molecules diffusing over the surface. Two previous calculations have been performed on MgO molecules diffusing over an MgO surface. The work of Kubo et al. 6 used a quantum calculation to obtain an empirical potential. In this case, Mulliken charges were used to obtain the electrostatic term. An activation energy of 0.25 eV for MgO diffusion was obtained, but the details of the mechanism were not discussed. Geneste et al. 7 performed DFT calculations on a number of configurations and predicted that MgO molecules move over the surface, pivoting alternately on the oxide and magnesium ions. The activation energies for these steps are 0.35 eV and 0.46 eV, respectively. Neither paper discusses an exchange mechanism. Exchange mechanisms on metals allow adatoms to diffuse while maintaining a high coordination number throughout the process. In ionic systems, exchange mechanisms also permit diffusion to take place without large changes in the Madelung energy, since one ion enters a given site as the other leaves it. There is the further complication that the electrostatic terms will couple cations and anions; if one species is exchanging with a surface ion, the complementary one will be close by. In this paper, we investigate the diffusion mechanism of the MgO dimer on the MgO͑100͒ surface with both DFT and empirical ionic pair potentials as described by Lewis and Catlow ͑L-C͒. 
II. RESULTS

A. Density functional theory calculations
Density functional theory calculations were carried out with the VASP 9-12 code, using the Perdew-Wang '91 13 generalized-gradient approximation ͑GGA͒ density functional. A plane wave basis set with an energy cutoff of 250 eV, appropriate for the projector-augmented wave ͑PAW͒ pseudo-potentials, 11, 14 was used. MgO slabs were modeled with four layers. The addition of a fifth layer does not significantly change the energies of the barriers investigated. A gamma point sampling of the Brillouin zone was found to be sufficient for all but the smallest system size ͑nine magnesium and oxygen atoms per layer͒, for which a 2 ϫ 2 ϫ 1 Monkhorst-Pack k-point mesh 15 was used. Energy barriers were found both with the nudged elastic band ͑NEB͒ 16, 17 method and the minimum mode ͑min-mode͒ following method, using a dimer approach to find the lowest curvature mode. 18 The NEB method was used to find the minimum energy path between known minima. Between five and nine images were used to resolve diffusion pathways. The min-mode following method was used to reconverge all saddle points for larger systems with more substrate atoms ͑where the NEB method, with many images, is more expensive͒.
B. Magnesium adion diffusion
Two types of diffusion mechanisms were considered for both the magnesium and oxide ions in the surface addimer. The hop process involves one of the ions in the dimer moving to an adjacent site on the surface. The magnesium hop process is shown in Fig. 1 . In the initial state, shown in the first inset, the addimer is adsorbed on the surface with the magnesium and oxide ions above their counter ions on the surface. The oxide and magnesium counter ions lift out of the surface by 0.4 Å and 0.5 Å, respectively, to reduce the bond lengths to the addimer. The Mgu O bond length for the addimer is 1.79 Å, which is significantly shorter than the bulk bond distance of 2.12 Å. In the hop process, the magnesium ion crosses a hollow site and moves to the final state, in which the addimer has rotated 90°about the oxide adion. The magnesium hop process has an energy barrier of 0.33 eV. There is a shallow intermediate minimum halfway along the reaction coordinate, in which the magnesium ion rests at the hollow site. The energy of this state is 0.31 eV, only 14 meV below the energy of the saddle. The Mgu O bond distance in the addimer remains relatively constant during the hop processes, increasing only slightly to 1.80 Å at the hollow site minimum. The saddle point geometries along the hop process are very close to the intermediate minimum.
The magnesium ion is displaced by only 0.25 Å toward the oxide sites at the saddles.
The magnesium exchange mechanism is illustrated in Fig.  2 . The first part of the exchange process ͑a͒ is the same as the hop-the magnesium ion moves to a hollow site. From the hollow site, the hopping magnesium adion replaces the magnesium ion directly below the oxide adion by pushing it up into a hollow site. The saddle point geometry for this exchange mechanism is very similar to the hollow site minimum. By passing over an additional barrier of 9 meV above the hollow minimum ͓͑b͒ with overall barrier of 0.32 eV͔, the magnesium adion can move in a perpendicular direction to the hop motion into another intermediate minimum ͓͑c͒ with energy of 0.24 eV͔ in which the oxide adion is supported on top of the two exchanging magnesium ions. In this geometry, which is illustrated in Fig. 3͑a͒ , the oxide adion is 2.8 Å above the surface, which is raised 0.3 Å above its position in the addimer. The two supporting magnesium ions are 1.5 Å above the surface, lowered 0.8 Å below the magnesium position in the addimer. From this intermediate magnesium exchange minimum, a symmetric process brings a magnesium ion back to the surface to form the stable addimer.
The magnesium exchange process shown in Fig. 2 is not the only way the magnesium ion can exchange. The hop and exchange processes are connected as shown in Fig. 4 . Combinations of magnesium hop and/or exchange events can result in the magnesium adion being in one of four possible The magnesium exchange starts in the same way as the hop process, with a magnesium ion moving to an intermediate minimum on a hollow site. From this shallow minimum, the magnesium adion pushes out the surface magnesium ion from directly below the oxide adion into a hollow site. A second half hop moves the magnesium adion to an oxide site. In the final state, the addimer has rotated 180°about the oxide adion, and the magnesium adion has been exchanged with one from the surface.
oxide sites adjacent to the oxide adion. Both processes have to overcome the magnesium hop barrier of 0.33 eV, so they are equally likely to occur. These events alone cannot be responsible for addimer diffusion because the oxide adion does not move. Addimer diffusion will take place only by combinations of oxide and magnesium diffusion events.
C. Oxide adion diffusion
The diffusion mechanisms for the oxide adion are similar to those described for magnesium with the identity of the ionic species switched. The energy landscape, however, is substantially different. The oxide adion hops with a higher barrier of 0.43 eV. No intermediate minimum is found with the oxide adion at a hollow site-instead this geometry is the saddle point for the hop process. The oxide exchange process does have a very shallow intermediate minimum, only 1 meV below the saddle point energy of 0.88 eV. In the saddle point geometry, the magnesium adion is supported on the bridge formed by the exchanging oxide ions. Figure 3͑b͒ shows this geometry and illustrates that the magnesium adion is able to get closer to the surface due to a larger separation of the supporting oxide adions than the oxide adion can in the magnesium exchange process ͓see Fig.  3͑a͔͒ . In both cases, the supported adion is 0.3 Å higher than its position in the initial addimer configuration.
The most significant difference between the geometries in Fig. 3 is the energy. Figure 3͑a͒ is a fairly stable intermediate minimum along the magnesium exchange pathway with an energy of 0.24 eV, whereas Fig. 3͑b͒ is a very shallow minimum ͑almost a saddle point͒ along the oxide exchange pathway with an energy of 0.88 eV. One reason that oxide exchange is unfavorable compared to magnesium exchange is that the oxide ion is much larger. Size will tend to make the exchange unfavorable as the ions need to push by each other. Size is not a significant factor for the hopping mechanism on the surface, where the barriers for the two species are similar.
A picture of MgO addimer diffusion emerges from these calculations. The saddle point energy for magnesium diffusion is similar for the hop ͑0.33 eV͒ and the exchange ͑0.32 eV͒, and the overall barrier is the same since a hop to the hollow site is required for the exchange process. This barrier is 0.1 eV lower than the oxide diffusion barrier, so magnesium diffusion will not limit addimer diffusion. The oxide hop process has a barrier of 0.43 eV, which is substantially lower than the oxide exchange barrier of 0.88 eV. Thus, DFT predicts that the magnesium adion will diffuse rapidly around the oxide adion, which in turn will hop along the surface. The overall addimer diffusion barrier is 0.43 eV.
D. Convergence with system size
The energy barrier for the hop and exchange processes for both the magnesium and oxide ions were found as a function of system size. Figure 5 shows the barrier for each process on substrates ranging from 3 ϫ 3 to 6ϫ 6 MgO units in the surface plane, each with four layers. These substrates, shown as inset figures, contain between 18 and 72 ions per layer. The hop processes converge quickly with system size because there is little surface relaxation along the minimum energy path. The exchange processes, in contrast, have a relaxation of about 5% in the barrier in the largest cell ͑72 ions per layer͒, compared to the next largest cell ͑50 ions per layer͒. Decaying exponential functions, fitted to a plot of the exchange barriers as a function of system size, indicate that the barriers for diffusion on the largest slab overestimate fully converged barriers by 3-4%.
E. Empirical potential calculations
Although density functional theory can be used to find accurate diffusion pathways, it is too expensive for exhaustive exploration of the energy landscape for all but the simplest systems. In order to study diffusion and growth on realistic oxide surfaces, an empirical potential must be found. The physics of ionic systems can be modeled fairly accurately with a pairwise Coulomb interaction between point charges, a short-range repulsion ͑arising from to the Pauli exclusion principle͒, and a weak van der Waals interaction. A pairwise potential of this ͑Buckingham͒ form,
using an exponential function for the repulsive term has been fitted for MgO by Lewis and Catlow. 8 ͑One should note, incidentally, that DFT methods do not contain the physics of the van der Waals term for well-separated atoms͒. The parameters of their fit, which assumes formal charges of ±2e on the magnesium and oxide ions, respectively, are given in Table I ͑L-C ±2.0e͒. Cations interact with other cations only through the Coulomb interaction.
It should be noted that the Lewis and Catlow parametrization includes a shell model. 19 This couples the ionic polarization to the short-range forces between the ions. Each ion is modeled as a massive core linked to a massless shell by a harmonic spring constant. Short-range forces act only between the shells, but electrostatic forces act between all cores and shells unless the core and shell is on the same ion. The use of shells greatly increases the computational effort, so for molecular dynamics calculations they are often omitted ͑pro-ducing the rigid ion model͒. All the calculations discussed below are rigid ion calculations unless otherwise stated. Studies of radiation damage in bulk MgO, using the Lewis and Catlow potential, have shown that multiatom concerted mechanisms are important for annealing. 20 It was also found that diffusion barriers calculated with this potential were consistent with DFT calculations. Similar agreement for surface diffusion barriers would suggest that standard ionic potentials could be used to model dynamics at surfaces as well. In order to test this hypothesis, we calculated the hop and exchange barriers with the Lewis and Catlow potential to see how they compare with our DFT calculations.
Surface diffusion barriers were found using a similar combination of saddle point finding methods as before. In addition, the temperature accelerated dynamics ͑TAD͒ 22, 21 method was used both to investigate available diffusion mechanisms and to simulate addimer diffusion directly.
The magnesium and oxide diffusion barriers for the exchange and hop mechanisms are listed in Table II 
F. Bader charges
The discrepancy of ϳ0.7 eV between DFT and the ͑L-C ±2.0e͒ potential for the oxide exchange barrier leads us to consider how the potential parameters could be determined from DFT. One parameter that can be estimated directly from the charge density is the charge on the ions in the MgO slab. Bader proposed an atom in molecules ͑AIM͒ approach for partitioning the charge into a set of regions associated with each atom. 23 A strength of Bader's approach is that it depends only on the charge density and not the orbitals used. This makes the method appropriate for use with systems in which delocalized plane waves are used as a basis set. The AIM approach divides the charge density by surfaces defined by the condition that the charge density along the direction of the surface normal is at a minimum at the surface. The total charge inside these so-called zero-flux surfaces is associated with the ion inside the surface. We have used a recently developed implementation of Bader's method which is fast, robust, and appropriate for plane-wave DFT calculations of solids. 24 The results of a Bader analysis of the MgO addimer adsorbed on a slab of 200 atoms is shown in Fig. 6 . We find an average charge transfer between magnesium and oxygen ions of 1.73e, which is consistent with what has been found previously in bulk MgO, 25 and the value of 1.72e, found using a different Bader analysis algorithm implemented in the ABINIT package. 26 Deviations from this average charge transfer are seen only in the immediate vicinity of the addimer ͑see Fig.  6 inset͒. A smaller charge of −1.56e is found on the oxide adion and 1.54e is found on the magnesium adion. Although charge transfer from adsorbed species could be important for surface diffusion, we have focused on the primary difference between the bulk charge values as predicted by DFT and the formal charges used in standard empirical potentials. To investigate this effect, we have tested an empirical potential with partial ionic charges of ±1.7e, roughly matching the Bader charges from DFT.
Recently, empirical potentials were fitted for MgO by Ball and Grimes ͑B-G͒, using both formal and partial charges. 27 The oxygen-oxygen interaction is based upon periodic Hartree-Fock calculations of Gale et al. 28 for Al 2 O 3 . Unless the interionic distances are very short, the effect of the differences between this potential and that of Lewis and Catlow is small. At short interionic distances, the strongly repulsive term in Ref. 27 becomes significant as shown below. Each diffusion mechanism investigated with DFT was also studied using their formal ͑B-G ±2.0e͒ and partial ͑B-G ±1.7e͒ charge parameters ͑see Table I͒ . Calculated diffusion energy barriers and intermediate minima are listed in Table II . Particular attention was paid to the oxygen exchange mechanism, for which a qualitative difference of 0.7 eV was found between DFT and the Lewis and Catlow potential ͑L-C ±2.0e͒. Figure 7 shows the minimum energy path of oxygen exchange for each model. The two potentials based on formal charges show the similar trend of a low diffusion barrier and a low energy intermediate minimum. The difference between the two is related to the choice of the O u O interaction parameters. The partial charge model ͑B-G ±1.7e͒, in contrast, does not have an intermediate minimum, and the barrier is raised to 0.62 eV, in much closer agreement with DFT. Furthermore, the average energy deviation between DFT and the empirical results of stationary points along the diffusion mechanisms tested is significantly lower for the partial charge model. The formal charge models have a standard deviation of 0.32 eV and 0.27 eV for the L-C ±2.0e and B-G ±2.0e parameters, respectively. The deviation of the B-G ±1.7e potential from the DFT result is 0.15 eV almost half that of the formal charge potentials. This is evidence that a partial charge of ±1.7e results in a potential for surface diffusion on MgO, which better reflects the DFT potential energy surface than do the formal charge potentials.
G. Temperature accelerated dynamics simulations
In order to understand better how the two empirical potential models ͑B-G ±2.0e and ±1.7e͒ differ in their descrip- tion of addimer diffusion on MgO, we used TAD to explore the long-time behavior of both models. TAD has been described in detail elsewhere. 21, 22 Here, we give a brief overview of the method. TAD is one of a number of accelerated dynamics methods which has the goal of simulating system dynamics on times inaccessible to direct molecular dynamics. TAD accomplishes this by using a temperature T high that can be much higher than the temperature of interest T low to explore the dynamics of a given state of the system. However, rather than letting the system move from state-to-state at this high temperature, which would necessarily lead to incorrect dynamics at the low temperature, the system is constrained so that it cannot leave the energy well in which it resides. Instead, when an event is attempted at T high , the event is characterized by finding the energy barrier for that event and the time at which the event occurred is extrapolated to T low . This extrapolation is exact provided the system obeys harmonic transition state theory. The hightemperature exploration of the state is continued until a stopping time is reached, which is defined by two parameters: ͑i͒ ␦, the uncertainty that we have not accepted the correct event, and ͑ii͒ min , the assumed minimum prefactor in the system. For our simulations, we have used T high = 1500 K, ␦ = 0.05, and min =10 12 s −1 . Once this stopping time has been reached, the event with the shortest low-temperature time is selected, the system is moved to that state, and the process is repeated.
We compared the long-time dynamics predicted for the MgO dimer for each of the Ball and Grimes parametrizations. We see both a large qualitative as well as a small quantitative difference in the predicted diffusive behavior. For the B-G ±2.0e model, we see that diffusion occurs via a sequence of oxygen and magnesium ion hops and exchanges. In a simulation of 1 s, a total of 362 transitions were observed. The majority of the transitions were to intermediate minima. A total of 80 events led to net magnesium or oxygen diffusion, and these were divided roughly equally between the four possible processes: oxygen hop ͑18͒ and exchange ͑19͒, magnesium hop ͑10͒ and exchange ͑33͒. This is expected from the similar energy barrier for each process ͑be-tween 0.51 and 0.52 eV͒ and is consistent with a transition state theory rate of 29 transitions per microsecond at 500 K assuming the standard prefactor of 5 ϫ 10 12 s −1 . Each event takes the system through an intermediate exchange minimum. In addition, we saw one other type of diffusion event, shown in Fig. 8 , in which a magnesium exchange intermediate minimum ͑a͒ moved to an oxide exchange intermediate minimum ͑c͒ via a structure with the magnesium and oxide ions both in hollow sites ͑b͒. This structure has an energy of 0.35 eV compared to the addimer.
In contrast, for the B-G ±1.7e model, there is a separation in time scales between magnesium and oxide ion diffusion events. Net diffusion for the addimer occurs via oxide hop events as predicted by DFT. In a simulation of 1 s, we saw nine such events which moved the center of mass of the addimer. For each of these events, there are over 300 magnesium diffusion events, both exchange and hop. We did see two events in which the system visited the structure shown in Fig. 8͑b͒ . In both cases, it happened from a magnesium intermediate exchange minimum and returned immediately to the same magnesium intermediate exchange minimum. In this parametrization, it has an energy of 0.48 eV above the addimer.
From these runs, we do not have enough statistics to directly calculate diffusivity for the two models. However, reducing addimer mobility to the occurrence of oxide events, as they are the rarer event in the ±1.7e model, we see that diffusivity will be governed by oxide ion hops in the ±1.7e model and a combination of oxide ion hops and exchanges in the ±2.0e model. This is consistent with the results in Table  II . At 500 K, the difference between oxide ion hop rates predicted by the two models is a factor of two, assuming the rate prefactor is the same for both models. Thus, quantitatively, there is little difference in what the two models predict in terms of overall diffusivity.
There is, however, a qualitative difference in how the addimer diffuses between the two models. As the ±1.7e model predicts that oxide diffusion occurs only via hops, the identity of the oxide ion in the addimer will remain constant as diffusion progresses. However, for the ±2.0e model, exchange events of both species will occur and there will be a FIG. 7 . Energy barriers for the oxygen exchange mechanism. The formal ͑±2.0e͒ charge models of Lewis and Catlow ͑L-C͒ and Ball and Grimes ͑B-G͒ predict a low energy intermediate split oxygen structure, in qualitative disagreement with the density functional ͑DFT͒ calculations. A reduction in the ionic charge to ±1.7e in the Ball and Grimes potential causes the oxygen split structure to become a saddle point at 0.62 eV instead of a minimum at 0.37 eV, bringing the energy 50% closer to the DFT value of 0.88 eV. mixing of the ions into the surface. This could possibly be detected experimentally with the use of isotopes. In addition, the ±1.7e model predicts a high mobility of the magnesium component of the addimer. This may increase the effective size of the addimer, in terms of a capture cross section for encounters with other species or newly deposited atoms, and qualitatively change the interaction between multiple species on the surface. Thus, while the quantitative changes when going from the ±2.0e model to the ±1.7e model for addimer diffusion are minor, the qualitative differences may express themselves in more complex environments.
Finally, the TAD results show that the two types of hops and exchanges are indeed the dominant events for both parametrizations, for temperatures of 500 K and below. However, as described above, for both B-G parametrizations, we have seen events that go through the structure illustrated in Fig. 8͑b͒ . This structure can be visited via two pathways. First, as mentioned previously, it can be accessed from the exchange minima. In addition, events, though rare, do happen in which the system goes from the ground-state addimer configuration to the structure in Fig. 8͑b͒ and on to a new addimer configuration without visiting the exchange minimum. For the ±2.0e model, the barrier for this process is 0.67 eV, while it is 0.61 eV in the ±1.7e model. Thus, the rate for this event for the ±1.7e model, where it will occur more quickly, is still about four times slower than the dominant path of oxygen hops. At higher temperatures, the difference in the relative probability of these competing pathways will decrease and future work should consider the impact of this diffusion mechanism on film morphology.
III. CONCLUSIONS
We have investigated the diffusion of a MgO addimer on a MgO͑100͒ surface. DFT calculations predict rapid diffusion of the magnesium adion around the oxide ion, which in turn hops along the surface. Magnesium ion exchange with the surface is comparable in energy with a hop, whereas oxide exchange is unfavorable. The exchange process is essentially an interstitialcy mechanism, which is most unusual in most bulk ionic materials, but which appears to be more common at interfaces. 29, 30 However, this difference between bulk and surface arises not because the interstitial migration energy itself is high, but is rather due to large Frenkel formation energies in the bulk. At the surface, this formation energy is absent. A widely used empirical potential model, successfully used previously for many bulk properties, including bulk thermal expansion, defect properties, and high pressure properties, which is based on formal ionic charges of ±2.0e fails even qualitatively to reproduce the DFT energy landscape associated with surface diffusion. This striking failure emphasizes that bulk potentials may well be poor for the study of interfaces and, in particular, has led us to consider a partial charge model using Bader atomic charges derived from the DFT calculations. This new potential reproduces the DFT potential energy surface much more successfully than the formal charge model.
In the past, models with partial charges have often been avoided by simulators. They have a number of disadvantages, particularly when defects and impurities are being considered. For example, it is not obvious what partial charges to use in a case such as MgO doped with aluminum ions. However, it is clear from the results presented here that such models can give a better representation of ab initio energy surfaces than those using the formal charges expected from simple chemical valence considerations. Also, the Bader algorithm gives a clear, unambiguous method of determining what these reduced charges should be. As such, it is clearly preferable to other methods of obtaining charges, such as Mulliken analysis, which depend on the basis set used.
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