Most practical problems, including machine design, optimization of technological processes, and diagnostics of technical state, are inverse. Their solution is reduced to solving systems of linear algebraic equations. However, errors in the initial data should be taken into account due to the incorrectness of the inverse problem.
SOLUTION ERROR ESTIMATION Let us consider a linear model of the following form:
(1) where x ∈ R m is the vector of unknown values (object), y ∈ R n is the vector of observation data, a i ∈ R n , i = 1, 2, …, m are the column vectors of matrices A, A ∈ R n × m . Matrix А can be considered to be the math ematical expression of the linear operator A, implementing the reflection R m R n . The pseudosolution of system (1) is
where
A T is the Moore-Penrose pseudoinverse matrix [1] . Specifically, if m = n and А is the square nonsingular matrix, the solution (2) turns into the normal (inverse) one:
However, in spite of the possibility of finding solution (2) in principle and its uniqueness, practice shows that the problem becomes more complicated when the matrix conditionality number is large, and the solution is instable. Considering the case where m = n without loss of generality, let us determine the estimation of the relative error of the required value. Let the following system be solved, instead of (1):
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( 5) where cond(A) = || || · ||A 0 || is the conditionality number of matrix А. If the matrix elements are accu rately specified, the inequality (5) takes the form
Here, the quantitative relationship between the solution accuracy, the selected mathematical model, and equipment accuracy is given. It is seen from (6) that the maximum relative error of the solution is
This dependence allows one to determine a factor using two factors, namely, to define the equipment for successful measurement for the existing mathematical model and the given accuracy, to estimate the solution accuracy by the equipment and mathematical model, or to determine the efficiency of the selected model by the given method accuracy and the control equipment.
It is known from [2] that matrix conditionality in the Euclidian form is equal to the relationship between the maximum and minimum modules of its eigenvalues (8) i.e., the conditionality number and, then, the solution error probably increases with a growing matrix dimension.
Since it is impossible to define the maximum distance between the approximate and true solutions exactly using (6) because the true values are unknown in advance, more meaningful results can be obtained on calculating the assessments of absolute error of solution. In particular, the absolute error of solution for m = n can be defined as 
CONSTRUCTION OF APPROXIMATE SOLUTIONS WITH A GIVEN ACCURACY
Since it is impossible to find the exact solution at poor conditionality (1) and measurement errors, let us consider N approximate solution. In this case, deterministic and probabilistic approaches are feasible in dependence of the nature of initial data. Taking into account that experimental data are always random, the formulation of the inverse problems in the context of the statistic estimation theory of unknown parameters is the most natural. As opposed to the numerical characteristics, the estimations are random, and their values depend on the volume of experimental data, while the probability distribution laws relies on the distribution of probability of the random numbers or values of measured magnitudes.
All known solution methods for poorly conditioned systems of linear algebraic equations, which are called regularizing algorithms [3] [4] [5] [6] , are aimed at increasing the system's stability by a decrease in the matrix conditionality number.
Considering the statistical nature of the measured output characteristics, new approaches to the increase of the solution accuracy of the systems of algebraic equations can be applied. This can be sum marized by the following. Since the problem at m = n is instable, the data on the object is assumed to be extended by increasing the number of equations n ӷ m to obtain the overdetermined system of equations. In practice, this means a growing number of measurements. Strictly speaking, an overdetermined system is inconsistent, and, therefore, the solution should be found in the form of unified object , whose substi tution into the left part of (1) instead of x provides the most accurate presentation of the sum total of the experimental data [7] . To do this, let us use the maximum likelihood method. Though the estimation by this method is instable, its region is always narrower than the one of the admissible valuation for (2). More over, the maximum likelihood estimation approaches x with an increase in the number of implementa tions n. Likelihood maximization requires that discrepancy ( -x 0 ) 2 is minimum. For normal error dis tribution, the estimation is implemented by the least square method. Figure 1 shows the results of numerical experiment for the system of linear algebraic equations with cond(A) = 86.99, wherein the measurement results were modeled at n = 1000. The center of the region formed from the least square estimations is shifted from x 0 . In this case, x 0 with increasing n.
