A Parameterized Design of Reduced-order State Observer in Linear Control Systems  by Wang, Guo-sheng et al.
Procedia Engineering 15 (2011) 974 – 978
1877-7058 © 2011 Published by Elsevier Ltd.
doi:10.1016/j.proeng.2011.08.180
Available online at www.sciencedirect.com
 
Available online at www.sciencedirect.com
 
Procedia
Engineering  
          Procedia Engineering  00 (2011) 000–000 
www.elsevier.com/locate/procedia
 
Advanced in Control Engineering and Information Science 
 
A Parameterized Design of Reduced-order State Observer in 
Linear Control Systems 
Guo-sheng Wang a, Bing Liang, Zeng-xin Tang a* 
Department of Control Engineering, Academy of Armored Force Engineering, Beijing, 100072, China 
 
Abstract 
On the case of observability of linear control systems, the design problem of reduced-order state observers is 
investigated. By using some non-singular linear transformation to the linear system, the corresponding 
algebraic equivalent system is obtained and a part of states that needs observering are isolated. Based on the 
parametric solutions of a Sylvester matrix equation, a parametric expression for all the gain matrices of reduced-order 
state observers is presented, and a parametric design method of reduced-order state observers is proposed. Finally, a 
numerical example shows the simplicity and effectiveness of the proposed parametric design method for reduced-
order state observers in linear systems. 
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1. Introduction 
In the syntheses designs of linear system, a lot of control problems are solved by introducing proper 
state feedback, such as the pole assignment problem and the eigenstructure assignment problem [1-5], the 
disturbance decoupling problem [6-7], the linear quadratic optimal control problem [8-10], etc. Because of 
the difficulties of direct measurement, or the measurement restrictions of equipments in economy and 
practicability, it is impossible to obtain all the state variables of the actual control systems in most cases, 
such that the physical realization of the state feedback is very difficult. A contradiction is formed because 
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of the irreplaceability in performance and the physical impossibility of the state feedback. One of the best 
ways solving the above contradiction is to observe the states of the system, and replace the real states of 
the system with the measured states to realize the required state feedback. Thus the state observer design 
problem is a research topic with theoretical and applied values. 
2. Problem Formulation 
 Consider a time-invariant linear system as follows 
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where A , B and are real invariant matrices with dimensions , C nn× rn×  and , respectively; the 
matrix pair ( ,
nm×
)A C  is observable and  is a full rank matrix, that is, . C rankC=m
Select a  dimension matrix ( )n m n− × R  arbitrarily such that the following  matrix  is non-
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where 11 m mA R ×∈ , ( )12 m n mA R × −∈ , ( - )21 n m mA R ×∈ , ( - ) ( )22 n m n mA R × −∈ , 1 m rB R ×∈  and ( - )2 n m rB R ×∈ . 
From (4), we can know that the sub-state vector 1x  in the transformed state vector x  is namely the 
output y  of the system which can be used directly without reconfiguring. Thus we only design an  
order observer to reconfigure the sub-state vector 
mn −
1x  in the transformed state vector x . Therefore the 
design problem of the reduced-order state observer of system (1) can be described as follows: 
Problem ROD (Reduce-order Observer Design): Given system (1), find a matrix L , such that the 
reduced-order state observer of the sub-state vector 2x  can be given as follows 
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And for any )0(x ,  and , there holds )0(z ( )u t
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Remark 1: The observer (6) is an  order dynamic system with the input vectors u and . If the 
matrix pair ( ,
mn − y
)A C  is observable, the eigenvalues of the matrix ( 22 12 )A LA+  can be assigned arbitrarily. And 
the reconfigured state 2x  can be obtained by the following equation 
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 yLzx −=2
ˆ
 (8) 
Thus we can know that the reconfigured state xˆ  of the transformed state x  is given by the following 
equation 
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Because there hold xQxPx == −1  and xQx ˆˆ = , we can obtain the reconfigured state of the system state xˆ
x  is 
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(10) 
3. Preliminaries 
Given the general form of a Sylvester matrix equation as follows 
 MV NW V+ = Λ  (11) 
where , ,  are matrixes to be solved ;  is an  order Jordan diagonal 
matrix; and the following assumptions are satisfied: 
,n nM R ×∈ n rN R ×∈ n nV C ×∈ r nW C ×∈ Λ n
Assumption A1: For any s C∈ , the matrix [ ]sI M N−  is row full rank. 
Assumption A2: The eigenvalues is ,  of the matrix 1, 2, ,i = L n Λ  are distinct and self-conjugate. 
Because Assumption A1 holds, there exist two unimodular matrices ( ) n nX s R ×∈  and    
satisfying 
( ) ( )( ) n r n rY s R + × +∈
 [ ] [ ]( )  ( ) 0  X s M sI N Y s I− = , s C∀ ∈ , (12) 
Based on the two unimodular matrices ( )X s  and , the complete parametric solutions of equation 
(11) can be given by the following theorem. 
( )Y s
Theorem 1 [11] Assume that the matrix N  is column full rank, and Assumptions A1 and A2 are 
satisfied, then the column vectors of all the solutions of the matrices V  and W  in equation (11) can be 
given by the following equation 
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i i
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,  (13) 1, 2, ,i n= L
where , 1,2, ,rif C i n∈ = L  is a group of free parametric vectors, and  is a. unimodular matrix 
satisfying equation (12). 
( )Y s
4. Solutions to Problem ROD 
A necessary and sufficient condition of the reduced-order state observer (6) is given by the following 
theorem. 
    Theorem 2. Given system (1) and the corresponding equivalent system (4), the matrix pair 
22 12( , )A A is observable if and only if the matrix pair ( , )A C  is observable. 
Because the matrix pair 22 12( , )A A  is observable, there exists the two unimodular matrix 
  and  satisfying the following equation 
( ) ( )( ) n m n mX s R − × −∈ ( ) n nY s R ×∈
 [ ]22 12( )  ( ) 0  
T TX s A sI A Y s I⎡ ⎤− =⎣ ⎦ , s C∀ ∈  (14) 
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Theorem 3. Assume that the matrix pair 22 12( , )A A  is observable and an n  order diagonal Jordan 
matrix , and the desired  eigenvalues
m−
Λ , 1,2, ,is i n= L m−  of the matrix ( 1222 ALA + ) . If there exists a 
matrix L  that can make the matrix ( )12AL+22A  stable, the system (6) is a reduced-order state observer of a 
state component of 2x , and the matrix L  can be given as follows 
 
1( )TL WV −=  (15) 
where the matrices W and V  are the solutions of the following Sylvester matrix equation: 
 22 12
T TA V A W V+ = Λ  (16) 
The column vectors of the matrices W and V  can be given by the following parametric expressions 
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,  (17) 1, 2, ,i n= −L m
where , 1, 2, ,mif C i n m∈ = −L  is a group free parametric vectors, and is a unimodular matrix 
satisfying equation (14). 
( )Y s
5. A numerical example 
Given a time-invariant linear system in the form of (1) with the following parameter matrices 
4 4 4 4
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A
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1
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Determine the parameterized expression of the reduced-order state observer. 
Solution: We can know that ,  and . The rank of the following observability matrix is 4:  4n = 2m = 1r =
2 3
o ( ) ( ) ( )
TT T T TQ C CA CA CA⎡ ⎤= ⎣ ⎦  
and . Therefore there exists a 2- dimensional reduced-order state observer. 2rank =C
Step 1. Select the following matrix 
1 0 0 0
0 1 0 0
⎡ ⎤
= ⎢ ⎥⎣ ⎦
R  
and obtain the following matrix 
1 1 1 1
1 0 1 1
1 0 0 0
0 1 0 0
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Step 2. Obtain 
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Step 3. Obtain 
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1
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The unimodular matrix  satisfying (14) is ( )Y s
2
0 -4.1231 4.1231
0 1.0308
( )=
-1 0
0 -1.0308 2.0616
s
s
Y s
s s
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Step 4. Denote 
1 2
1 2
1 2
,
a a
f f
b b
⎡ ⎤ ⎡
= =
⎤
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
 
and choose the eigenvalues of the reduced-order observer as - 3 and – 4. From (17), we can obtain the 
matrices V  and W : 
1 2
1 2
16.4924 20.6155
3.0923 4.1231
b b
V
b b
− −⎡ ⎤
= ⎢ ⎥⎣ ⎦
, 1 2
1 221.6463 37.10
a a
W
b b
− −⎡ ⎤
= ⎢ ⎥⎣ ⎦
 
Step 5: From (26), we obtain the gain matrix  of the reduced-order observer as L
1 2 2 1 2 1
1 2 2 1 2 1
0.2425( 4 3 ) / 6
0.9701( 5 4 ) / 39
a b a b b b
L
a b a b b b
− − +⎡ ⎤
= ⎢ ⎥
− − +⎣ ⎦
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