A phylogeny is a tree capturing evolution and ancestral relationships of a set of taxa (e.g., species). Reconstructing phylogenies from molecular data plays an important role in many areas of contemporary biological research. A phylogeny is perfect if (in rough terms) it correctly captures all input data. Determining if a perfect phylogeny exists was shown to be intractable in 1992 by Mike Steel [32] and independently by Bodlaender et al. [4] . In light of this, a related problem was proposed in [32] : given a perfect phylogeny, determine if it is the unique perfect phylogeny for the given dataset, where the dataset is provided as a set of quartet (4-leaf) trees. It was suggested that this problem may be more tractable [32] , and determining its complexity became known as the Quartet Challenge [33] .
Introduction
One of the major efforts in molecular biology has been the computation of phylogenetic trees, or phylogenies, which describe the evolution of a set of species from a common ancestor. A phylogenetic tree for a set of species is a tree in which the leaves represent the species from the set and the internal nodes represent the (hypothetical) ancestral species. One standard model for describing the species is in terms of characters, where a character is an equivalence relation on the species set, partitioning it into different character states. In this model, we also assign character states to the (hypothetical) ancestral species. The desired property is that for each state of each character, the set of nodes in the tree having that character state forms a connected subgraph. When a phylogeny has this property, we say it is perfect. The Perfect Phylogeny problem [20] then asks for a given set of characters defining a species set, does there exist a perfect phylogeny? Note that we allow that states of some characters are unknown for some species; we call such characters partial, otherwise we speak of full characters. This approach to constructing phylogenies has been studied since the 1960s [8, 25, 26, 27, 35] and was given a precise mathematical formulation in the 1970s [12, 13, 14, 15] . In particular, Buneman [7] showed that the Perfect Phylogeny problem reduces to a specific graphtheoretic problem, the problem of finding a chordal completion of a graph that respects a prescribed colouring. In fact, the two problems are polynomially equivalent [23] . Thus, using this formulation, it has been proved that the Perfect Phylogeny problem is NP-hard in [4] and independently in [32] . These two results rely on the fact that the input may contain partial characters. In fact, the characters in these constructions only have two states. If we insist on full characters, the situation is different as for any fixed number r of character states, the problem can be solved in time polynomial [1] in the size of the input (and exponential in r). In particular, for r = 2 (or r = 3), the solution exists if and only if it exists for every pair (or triple) of characters [15, 24] . Also, when the number of characters is k (even if there are partial characters), the complexity [28] is polynomial in the number of species (and exponential in k).
Another common formulation of this problem is the problem of a consensus tree [10, 19, 32] , where a collection of subtrees with labelled leaves is given (for instance, the leaves correspond to species of a partial character). Here, we ask for a (phylogenetic) tree such that each of the input subtrees can be obtained by contracting edges of the tree (we say that the tree displays the subtree). The problem does not change [31] if we only allow particular input subtrees, the so-called quartet trees, which have exactly six vertices and four leaves. This follows from the fact that every ternary phylogenetic tree (all internal nodes have degree 3) can be uniquely described by a collection of quartet trees [31] . However, a collection of quartet trees does not necessarily uniquely describe a ternary phylogenetic tree. (Note that some authors use the term binary tree [5, 31] or subcubic tree for what we call here a ternary tree as defined in [30] .) This leads to a natural question (first posed in [32] ): What is the complexity of deciding whether or not a collection of quartet trees uniquely describes a (ternary) phylogenetic tree? Initially, it was suggested [32] that this problem may be more tractable. Indeed, a priori it is possible that unique solutions only exist for special collections of quartet trees and thus have special structure which could be easy to test. However, as the problem was open for a number of years, and perhaps from experience with real datasets, it became more clear that this probably is not the case. This was reflected in the problem being conjectured to be intractable by Mike Steel who named it Quartet Challenge and listed it on his personal webpage [33] alongside with other challenging research problems from the area of phylogenetics. In particular, to emphasize the importance of the problem, a price of $100 was offered for the first proof of intractability.
In this paper, we resolve the problem by showing that it is indeed intractable. Namely, we show the following.
Theorem 1. It is CoNP-complete to determine, given a ternary phylogenetic X-tree T and a collection Q of quartet subtrees on X, whether or not T is the only phylogenetic tree that displays Q.
To prove this theorem, we investigate the graph-theoretical formulation of the problem [7] and view it through the notion of chordal sandwich [17] . In contrast, an alternative proof of the theorem, which recently appeared as [5] , is based on the betweenness property, extending the hardness result of [32] ; our proof extends the hardness from [4] .
In light of this, we note that there are special cases of the problem that are known to be solvable in polynomial time. For instance, this is so if the collection Q contains a subcollection Q ′ with the same set L of labels of leaves and with |Q ′ | = |L| − 3. However, finding such a subcollection is known to be NP-complete. For these and similar results, we refer the reader to [3] .
We prove Theorem 1 by describing a polynomial-time reduction from the uniqueness problem for ONE-IN-THREE-3SAT, which is CoNP-complete by [22] . "resolving" any vertex either of degree four or more, or with multiple labels results in a non-isomorphic X-tree that also displays Q (also, see [30, Proposition 2.6] ). See Fig. 1 for an illustration of these concepts.
The partial partition intersection graph of Q, denoted by int(Q), is a graph whose vertex set is {(A, π) | where A is a cell of π ∈ Q} and two vertices (A, π), (A ′ , π ′ ) are adjacent just if the intersection of A and A ′ is non-empty.
A chordal completion of a graph
The problem of perfect phylogeny is equivalent to the problem of determining the existence of an X-tree that displays the given collection Q of partial partitions. In [7] , it was given the following graph-theoretical characterization.
Theorem 4. [7, 31, 32] Let Q be a set of partial partitions of a set X. Then there exists an X-tree that displays Q if and only if there exists a restricted chordal completion of int(Q).
Of course, the X-tree in the above theorem might not be unique. For the problem of uniqueness, Semple and Steel [30, 31] describe necessary and sufficient conditions for when a collection of partial partitions defines an X-tree. In order to simplify our proof of Theorem 1, we now describe a variant of the above theorem that, instead, deals with the notion of chordal sandwich [17] .
Let G = (V, E) and H = (V, F) be two graphs on the same set of vertices with E ∩ F = ∅. A chordal sandwich of (G,H) is a chordal graph G ′ = (V, E ′ ) with E ⊆ E ′ and E ′ ∩ F = ∅. We say that E are the forced edges and F are the forbidden edges. (For other possible formulations of this notion, see [17] .) A chordal sandwich G ′ of (G,H) is minimal if no proper subgraph of G ′ is a chordal sandwich of (G,H).
The cell intersection graph of Q, denoted by int * (Q), is the graph whose vertex set is {A | where A is a cell of π ∈ Q} and two vertices A, A ′ are adjacent just if the intersection of A and A ′ is non-empty. Let forb(Q) denote the graph whose vertex set is that of int * (Q) in which there is an edge between A and A ′ just if A,A ′ are cells of some π ∈ Q. See Fig. 1d for an example.
The relationship between the notion of partial partition intersection graph and the cell intersection graph is captured by the following theorem. Theorem 6. Let Q be a collection of partial partitions of a set X. Then there exists a bijective mapping between the minimal restricted chordal completions of int(Q) and the minimal chordal sandwiches of (int * (Q), forb(Q)).
(The proof of this theorem is rather technical and it is presented as §5.)
This combined with Theorem 4 yields that there exists a phylogenetic X-tree that displays Q if and only if there exists a chordal sandwich of (int * (Q), forb(Q)). Conversely, we can express every instance of the chordal sandwich problem as a corresponding instance of the problem of perfect phylogeny as follows. We define the collection Q of partial splits (of the set E) as follows: for every edge xy ∈ F, we construct the partial split D x D y , where D x are the edges of E incident to x, and D y are the edges of E incident to y. By definition, the vertex set of the graph int * (Q) is precisely {D v | v ∈ V}. Further, it can be easily seen that the mapping ψ that, for each v ∈ V, maps v to D v is an isomorphism between G and int * (Q). (Here, one only needs to verify that D u = D v implies u = v; for this we use that each component of G has at least three vertices.) Moreover, forb(Q) is precisely {ψ(x)ψ(y) | xy ∈ F} by definition. Therefore, by Theorem 6, there is a one-to-one correspondence between the minimal chordal sandwiches of (G, H) and the minimal restricted chordal completions of int(Q). This proves the first part of the claim; the second part follows directly from Theorem 4.
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As an immediate corollary, we obtain the following desired characterization. We remark that the main technical advantage of this theorem over Theorem 5 is that it is less restrictive; it allows us to construct instances with arbitrary sets of forbidden edges rather than just with forbidden edges between vertices of the same colour. This makes our proof of Theorem 1 much simpler and more manageable.
Overview of the proof
Consider an instance I of ONE-IN-THREE-3SAT. The instance I consists of n variables v 1 , . . . , v n and m clauses C 1 , . . . , C m each of which is a disjunction of exactly three literals (i.e., variables v i or their negations v i ).
To simplify the presentation, we shall denote literals by capital letters X, Y, etc., and indicate their negations by
A truth assignment for the instance I is a mapping σ : {v 1 , . . . , v n } → {0, 1} where 0 and 1 represent false and true, respectively. To simplify the notation, we write v i = 0 and v i = 1 in place of σ(v i ) = 0 and σ(v i ) = 1, respectively, and extend this notation to literals X,Y, etc., i.e., write X = 0 and X = 1 in place of σ(X) = 0 and σ(X) = 1, respectively. A truth assignment σ is a satisfying assignment for I if in each clause C j exactly one of the three literals evalues to true. That is, for each clause
By standard arguments, we may assume that no variable appears twice in the same clause, since otherwise we can replace the instance I by an equivalent instance with this property. In particular, we can replace each clause of the
where x is a new variable, and replace each clause of the form
where x is again a new variable. Note that these two transformations preserve the number of satisfying assignments, since in the former the new variable x has always the truth value of v i while in the latter x is always false in any satisfying assignment of this modified instance.
In what follows, we discuss the following objects arising from the instance I:
-the set of labels X I ,
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-the collection Q I of quartet trees whose leaves are labelled by elements of X I , -the ternary tree T I , and -the labelling φ σ : X I → V(T I ) of the leaves of T I , where σ is a satisfying assigment for I, which together yield -the phylogenetic X I -tree T σ = (T I , φ σ ).
The formal definitions of these objects is given as §4.
We then prove that the satisfying assignments to I are in bijection with the minimal chordal sandwiches of int * (Q I ), the cell intersection graph of Q I , and forb(Q I ). Further, we show that every satisfying assignment σ for I defines a perfect phylogeny for Q I , namely the tree T σ = (T I , φ σ ), that is distinguished by Q I . These together will imply Theorem 1, the main result of this paper. We summarize this as the following two theorems.
Theorem 9.
There is a bijective mapping between the satisfying assignments of the instance I and the minimal chordal sandwiches of (int * (Q I ), forb(Q I )). We present the proofs of these theorems as §6 and §7, respectively. In the rest of this section, we informally discuss the constructions involved to prepare the reader for the technical nature of the proofs that will follow.
Before describing the collection Q I , let us briefly review the construction from [4] that proves NP-hardness of the Perfect Phylogeny problem. For convenience, we describe it in terms of the chordal sandwich problem whose input is a graph with (forced) edges and forbidden edges. In [4] , one similarly considers a collection C 1 , . . . , C m of 3-literal clauses, and treats it as an instance I of 3-SATISFIABILITY. , S v i , F is added (the authors of [4] call this path the "Mark of Zorro"). These two choices correspond to assigning v i the value true or false, respectively, and the construction ensures that this choice is consistent over all clauses. This only produces satisfying assignments to 3-SATISFIABILITY, since we notice that no chordal sandwich adds a triangle on
One can try to use this construction to prove Theorem 1 (we explain later why this fails). Indeed, it can be observed that the truth assignments satisfying the clauses C 1 , . . . , C m are in one-to-one correspondence with the minimal chordal sandwiches of the above graph G. To see this, one describes all edges that we are forced to have in the sandwich after the marks of Zorro are added according to a satisfying assignment. It turns out that these edges yield a chordal sandwich, and thus a minimal chordal sandwich.
From G, using Theorems 6 and 7, one can further construct a collection Q of partial splits (phylogenetic trees) such that the satisfying assignments of the clauses C 1 , . . . , C m are in a one-to-one correspondence with the minimal chordal sandwiches of (int * (Q), forb(Q)). In particular, this collection Q satisfies the condition (ii) of Theorem 8 if and only if the clauses C 1 , . . . , C m have a unique satisfying assignment. Since this is CoNP-complete to determine [22] , it would seem like we almost have a proof of Theorem 1. Unfortunately, we are missing a crucial piece which is the phylogenetic tree T satisfying the condition (i) of Theorem 8 for the collection Q. A straightforward construction of such a tree based on [30] yields a phylogenetic tree that is distinguished by Q, but whose internal nodes may have 6 degree higher than three. If we try to fix this (by "resolving" the high-degree nodes in order to get a ternary tree), the resulting tree may no longer be distinguished by Q. Moreover, the collection Q may not consist of quartet trees only. For all these reasons, we need to modify the construction of G.
First, we discuss how to modify G so that it corresponds to a collection of quartet trees. To do this, we must ensure that the neighbourhood of each vertex consists of two cliques (with possibly edges between them).
We construct a new graph G I by modifying G as follows. . Finally, we add one additional vertex B known as the backbone. The resulting modifications to the 6-cycles and the clause gadgets can be seen in Fig. 3a and 3b. (The forbidden edges are again indicated by dotted lines.) Note that, unlike in the case of G, this is not a complete description of G I as we need to add some additional (forced) edges and forbidden edges not shown in these diagrams in order to make the reduction work. This is rather technical and we omit this for brevity.
From the construction, we conclude that, just like in G, the "6-cycles" of G I (Fig. 3a) admit only two possible kinds of sandwiches, and this is consistent over different clauses. However, unlike in G, the chordal sandwiches of G I no longer correspond to satisfying assignments of 3-SATISFIABILITY but rather to satisfying assignments of ONE-IN-THREE-3-SAT. Fortunately, the uniqueness variant of this problem is CoNP-complete (see Theorem 2) . Now, from G I , we construct a collection Q I of quartet trees. To do this, we cannot simply use Theorem 7 as before, since this may create partial partitions that do not correspond to quartet trees. Moreover, even if we use [31] to replace these partitions by an equivalent collection of quartet trees, this process may not preserve the number of solutions. We need a more careful construction.
We recall that each vertex v of G I belongs to two cliques that completely cover its neighbourhood; we assign greek letters to these two cliques (to distinguish them from vertices), and associate them with v.
In particular, we use the following symbols: Further, λ j is the clique on From this, we construct the collection Q I by considering every forbidden edge uv of G I and by constructing a partial partition with two cells in which one cell is the set of cliques assigned to u and the other is the set of cliques assigned to v. Since we assign to each vertex of G I exactly two cliques, this yields partitions corresponding to quartet trees. For instance, in This completes the overview of the construction. From this, the proof of Theorem 9 follows, essentially along the same lines as the uniqueness property we discussed for G. That is, we describe the edges that are forced in the sandwich by a satisfying assignment for I, treated as an instance of ONE-IN-THREE-3SAT, and prove that this yields a chordal sandwich, i.e., a minimal chordal sandwich.
To complete the result, we need to explain how to construct a phylogenetic tree corresponding to a satisfying assignment σ for I, namely the tree T σ = (T I , φ σ ), and show that it displays and is distinguished by the trees in Q I , as stated in Theorem 10. As this is rather technical, we instead discuss a small example here.
The example instance I + consists of four variables v 1 , v 2 , v 3 , v 4 and three clauses
The unique satisfying assignment assigns true to v 1 , v 4 and false to v 2 , v 3 . The corresponding phylogenetic tree T = (T, φ) is shown in Fig. 4 . For instance, one of the quartet trees in
} representing the forbidden edge of
. Again, it is displayed by T , but this time one internal edge of T is contained in every set of edges of T that displays π ′ in T ; hence, this edge is distinguished by π ′ . This way we can verify all other quartet trees in Q I + and conclude that they are displayed by T and they distinguish T . Now, with the help of Theorem 8, this allows us to prove that given an instance I of ONE-IN-THREE-3SAT and a satisfying assignment σ for I, one can in polynomial time construct a phylogenetic tree T and a collection of quartet trees Q such that T is the unique tree defined by Q if and only if σ is the unique satisfying assignment for I. Combined with Theorem 2, this proves Theorem 1.
That concludes this section.
Formal Construction
Let I be an instance of ONE-IN-THREE-3SAT consisting of n variables v 1 , . . . , v n and m clauses C 1 , . . . , C m each of which is a disjunction of exactly three literals. Assume that no variable appears twice in the same clause.
For each i ∈ {1 . . . n}, we let ∆ i denote all indices j such that v i or v i appears in the clause C j . In the following, we define the set X I , introduce notation for some of its 2-element subsets, and using these define the collection Q I .
Definition of X I
The set X I consists of the following elements:
Selected subsets of
For each i ∈ {1, . . . , n}:
Definition of Q I
The collection Q I of quartet trees is defined as the union of the following sets:
Note that in each clause C j = X ∨ Y ∨ Z there is a particular type of symmetry between the literals X, Y, and Z. In particular, if we replace, in the above, the indices X, Y, Z and 1, 2, 3 as follows: X → Y → Z → X and 1 → 2 → 3 → 1, we obtain precisely the same definition of Q I as the above. We shall refer to this as the rotational symmetry between X, Y, Z. Now, we formally define the tree T I corresponding to the instance I. For satisfying assignments σ, we also define the labelling φ σ of the leaves of T I by the elements of X I . This (as we prove later in Theorem 10) will constitute a perfect phylogeny, an X I -tree T σ = (T I , φ σ ), for the collection Q I .
. . . 
Definition of the tree T I V(T
I ) = y 0 , y 1 , y ′ 1 , . . . , y n , y ′ n ∪ a 1 , a ′ 1 , . . . , a n , a ′ n ∪ c j i , z j i i ∈ {1 . . . n} and j ∈ ∆ i ∪ u 0 , u 1 , . . . , u m ∪ x j 1 , x j 2 , x j 3 , x j 4 , x j 5 , x j 6 , b j 1 , b j 2 , b j 3 , g j 1 , g j 2 , g j 3 , ℓ j j ∈ {1 . . . m} E(T I ) = y 1 y ′ 1 , y 2 y ′ 2 , . . . , y n y ′ n ∪ a 1 y ′ 1 , a 2 y ′ 2 , . . . a n y ′ n ∪ c j i z j i j ∈ ∆ i n i=1 ∪ y 0 y 1 , y 1 y 2 , y 2 y 3 , . . . , y n−1 y n ∪ y n u 1 , u 1 u 2 , u 2 u 3 , . . . , u m−1 u m , u m u 0 ∪ u j x j 1 , x j 1 x j 2 , x j 2 x j 3 , x j 2 x j 4 , x j 4 x j 5 , x j 4 x j 6 , b j 1 x j 6 , b j 2 x j 3 , b j 3 x j 5 , g j 1 x j 6 , g j 2 x j 1 , g j 3 x j 3 , ℓ j x j 5 j ∈ {1 . . . m} ∪ a ′ i z j 1 i , z j 1 i z j 2 i , . . . , z j t−1 i z j t i , z j t i y ′ i i ∈ {1 . . . n} and j 1 < j 2 < . . . < j t are elements of ∆ i
Definition of the labelling φ σ
Let σ be a satisfying assignment for the instance I. The mapping φ σ : X I → V(T I ) is defined as follows:
-for each i ∈ {1 . . . n}: 
Perfect Phylogenies and Minimal Chordal Sandwiches
In this section, we prove Theorem 6. As a particular consequence of this theorem, we obtain Theorem 8, which allows us to cast the problem of uniqueness of perfect phylogenies as a minimal chordal sandwich problem.
We need to introduce some additional tools. The following is a standard property of minimal chordal completions. Conversely, suppose that G ′ is not a minimal chordal completion. Then by [29] , there exists an edge uv ∈ E(G ′ ) \ E(G) such that G ′ − uv is a chordal graph. If the vertices u, v have non-adjacent common neighbours x, y in G ′ , then {u, x, v, y} induces a 4-cycle in G ′ − uv. This is impossible as we assume that G ′ − uv is chordal.
Lemma 11. Let G ′ be a chordal completion of G. Then G ′ is a minimal chordal completion of G if and only if for all uv ∈ E(G ′ ) \ E(G), the vertices u, v have at least two non-adjacent common neighbours in
That concludes the proof. 2
Using this tool, we prove the following two important lemmas.
Lemma 12. Let G be a graph and G ′ be a minimal chordal completion of G. If G contains vertices u, v with
Assume for contradiction that B = ∅, and let A 1 denote the vertices of A with at least one neighbour in B. Look at the graph
By the definition of A 1 and B, the vertex v is adjacent to each vertex in A 1 and non-adjacent to each vertex in B. Hence, no vertex in A 1 is a simplicial vertex of G 1 , since it is adjacent to v and at least one vertex in B.
Now, consider w ∈ B. By the definition of B, we have that w is adjacent in
. So, by Lemma 11, the vertices u, w have non-adjacent common neighbours x, y in G ′ . Since x, y are adjacent to u, we have x, y ∈ A ∪ B. In fact, since w has no neighbours in A \ A 1 , we conclude x, y ∈ A 1 ∪ B. Thus, w is not a simplicial vertex of G 1 .
This proves that no vertex of G 1 , except possibly for v, is simplicial in G 1 . Also, G 1 is not a complete graph, since B = ∅, and v has no neighbour in B. Recall that G 1 is chordal because G ′ is. Thus, by the result of Dirac [11] , it follows that G 1 must contain at least two non-adjacent simplicial vertices, but this is clearly impossible.
Hence, we must conclude B = ∅. In other words, Let v 1 ,v 2 ,. . . ,v n be the vertices of G. Since H is obtained from G by substituting complete graphs, there is a partition C 1 ∪ . . . ∪ C n of V(H) where each C i induces a complete graph in H, and for all distinct i, j ∈ {1 . . . n}:
(H).
We define the following mapping Ψ: if G ′ is a graph with vertex set V(G), then H ′ = Ψ(G ′ ) denotes be the graph constructed from G ′ by considering each i ∈ {1 . . . n}, substituting the set C i for the vertex v i , and making all vertices in C i pairwise adjacent. Thus, for all distinct i, j ∈ {1 . . . n}:
We prove that Ψ is a bijection between the minimal chordal completions of G and H which will yield the lemma.
Let G ′ be a minimal chordal completion of G, and let H ′ = Ψ(G ′ ). Clearly, H ′ is chordal, since G ′ is chordal, and chordal graphs are closed under the operation of substituting a complete graph for a vertex. Also, observe that
⋆⋆). This proves that E(H) ⊆ E(H ′
To prove that H ′ is a minimal chordal completion of H, it suffices, by Lemma 11, to show that for all xy ∈ E(H ′ ) \ E(H), the vertices x, y have at least two non-adjacent common neighbours in H ′ . Consider xy ∈ E(H ′ ) \ E(H), and let i, j ∈ {1 . . . n} be such that x ∈ C i and y ∈ C j . Since xy ∈ E(H) and C i induces a complete graph in H, we conclude i = j. 
Thus, by (⋆⋆), we have v i v j ∈ E(G ′ ), and so, v i v j ∈ E(G ′ ) \ E(G) by (⋆). Now, recall that G ′ is a minimal chordal completion of G. Thus, by Lemma 11, the vertices v i , v j have non-adjacent common neighbours
v k , v ℓ in G ′ . So, we let w ∈ C k and z ∈ C ℓ . By (⋆⋆), we conclude wz ∈ E(H ′ ), since v k v ℓ ∈ E(G ′ ).
In fact, E(G) ⊆ E(G ′ ) by (⋆) and (⋆⋆). Thus G ′ is a chordal completion of G.
It remains to show that G ′ is a minimal chordal completion of G. Again, it suffices to show that for each
, and let x ∈ C i and y ∈ C j . So, i = j and xy ∈ E(H ′ ) by (⋆⋆). Further, xy ∈ E(H ′ ) \ E(H) by (⋆) and the fact that v i v j ∈ E(G). So, the vertices x, y have non-adjacent common neighbours w, z in H ′ by Lemma 12 and the fact that H ′ is a minimal chordal completion of H. Let k, ℓ ∈ {1 . . . n} be such that w ∈ C k and z ∈ C ℓ . Since xz ∈ E(H ′ ) but wx ∈ E(H ′ ), we conclude by (⋆⋆) that i = k. By symmetry, also i = ℓ, j = k, and j = ℓ. Further, k = ℓ, since wx ∈ E(H ′ ) and C k induces a complete graph in H ′ . Thus, (⋆⋆) implies that v k , v ℓ are non-adjacent common neighbours of v i , v j in G ′ , since w, z are non-adjacent common neighbours of x, y in H ′ . This proves that G ′ is indeed a minimal chordal completion of G.
Now, we are finally ready to prove Theorem 6.
PROOF OF THEOREM 6. We observe that the graph int(Q) can be obtained by substituting complete graphs for the vertices of int * (Q). Namely, for each vertex A of int * (Q), we substitute A by the complete graph on vertices C A = {(A, π) | π ∈ Q and A is a cell of π}. Thus, by Lemma 13, there is a bijection Ψ between the minimal chordal completions of int(Q) and int * (Q). By translating the condition (⋆⋆) from the proof of Lemma 13, weconclude that if G ′ is a minimal chordal completion of int * (Q), then H ′ = Ψ(G ′ ) is the graph whose vertex set is that of int(Q) and in which for all A, A ′ ∈ V(G ′ ):
We show that Ψ is a bijection between the minimal restricted chordal completions of int(Q) and the minimal chordal sandwiches of (int * (Q), forb(Q)).
First, let H ′ be a minimal restricted chordal completion of int(Q). Then G ′ = Ψ −1 (H ′ ) is a minimal chordal completion of int * (Q). Consider two cells A 1 , A 2 of π ∈ Q. Since H ′ is a restricted chordal completion of int(Q), we have that (A 1 , π) is not adjacent to (A 2 , π) in H ′ . Thus, A 1 A 2 ∈ E(G ′ ) by (⋆⋆). This shows that G ′ contains no edge from forb(Q). Thus G ′ is a minimal chordal sandwich of (int * (Q), forb(Q)), since it is also a minimal chordal completion of int * (Q).
Conversely, let G ′ be a minimal chordal sandwich of (int * (Q), forb(Q)). Then H ′ = Ψ(G ′ ) is a minimal chordal completion of int(Q). Consider two cells A 1 , A 2 of π ∈ Q. Since A 1 A 2 is an edge of forb(Q), and G ′ is a minimal chordal sandwich of (int * (Q),forb(Q)), we have
⋆⋆). This shows that H ′ is a minimal restricted chordal completion of int(Q).
Minimal Chordal Sandwiches and Boolean Satisfiability
In this section, we prove Theorem 9. We consider an instance I of ONE-IN-THREE-3SAT, and carefully analyze chordal sandwiches of (int * (Q I ), forb(Q I )). For a truth assignment σ for the instance I, we construct graphs G σ , G ′ σ , and G * σ , starting from int * (Q I ). We show that if σ is a satisfying assignment for I, then G * σ is a minimal chordal sandwich of (int * (Q I ), forb(Q I )). Conversely, for every minimal chordal sandwich G ′ of (int * (Q I ), forb(Q I )), we describe a satisfying assignment σ for I such that G ′ = G * σ . From this the theorem will follow. For later, we need the following simple properties. The proofs are straightforward and left to the reader. 
(a) If bd, ce ∈ E(G), then ac, ad ∈ E(G), and (b) if bd, be ∈ E(G), then ac ∈ E(G).

Lemma 16. Let G be a chordal graph, and C = {a, b, c, d, e, f } be a 6-cycle in G with edges ab, bc, cd, de, e f , a f . (a) If bd, ce, d f ∈ E(G), then ac, ad, ae ∈ E(G), (b) if bd, ce, c f ∈ E(G), then ac, ad ∈ E(G), and (c) if be, b f , ce, c f ∈ E(G), then ad ∈ E(G).
To assist the reader in following the subsequent arguments, we now list here the cliques of int * (Q I ) according to the elements from which they arise:
For each i ∈ {1 . . . n} where j 1 , j 2 , . . . , j k are the elements of ∆ i :
We start with a useful lemma describing an important property of int * (Q I ). Fig. 7a) PROOF. Let i ∈ {1 . . . n}. First, we observe the following. Now, let σ be a truth assignment for the instance I. Recall that, for simplicity, we write X = 0 and X = 1 in place of σ(X) = 0 and σ(X) = 1, respectively. To facilitate the arguments in the subsequent proofs, we introduce a naming convention for the vertices in int * (Q I ) similar to that of [4] , as we already indicated in §3. Based on σ, we define the following three graphs: G σ , G ′ σ , and G * σ .
Definition of G σ
The graph G σ is constructed from int * (Q I ) by performing the following steps:
(i) make B adjacent to all true knees and true shoulders
Definition of G ′ σ
The graph G ′ σ is constructed from G σ by performing the following steps: (ii) make {true knees, true shoulders} pairwise adjacent, (iii) for all i ∈ {1 . . . n}, make A i adjacent to all true knees of the literals v i and v i , (iv) for all 1 ≤ i ′ ≤ i ≤ n, make H v i , H v i adjacent to all true knees and true shoulders of the literals v i ′ and v i ′ , (v) for all 1 ≤ j ≤ j ′ ≤ m, make F j adjacent to all true knees and true shoulders of the clause C j ′ , (vi) for all i ∈ {1 . . . n} and all j, j ′ ∈ ∆ i such that j ≤ j ′ :
(if exists).
Definition of G * σ
The graph G * σ is constructed from G ′ σ by adding the following edges:
and also add all possible edges
Lemma 18. G ′
σ is a subgraph of every chordal sandwich of (G σ , forb(Q I )).
PROOF. Let G ′ be a chordal sandwich of (G σ , forb(Q I )). We prove the claim by showing that G ′ contains all edges defined in steps (ii)-(vi). We consider these steps one by one.
• for (ii), consider true shoulders S 
and W is not equal to W ′ , we reach the same conclusion by Lemma 16 applied to the cycles {u,
Otherwise, we obtain the conclusion by applying Lemma 15 either to cycles {u,
• for (iii), consider the vertex A i for i ∈ {1 . . . n}. Let W ∈ {v i , v i } be such that W = 1. Then, for each j ∈ ∆ i , the vertex K • for (iv), we consider • for (vi), let i ∈ {1 . . . n} and consider j, PROOF. Let G ′ be a chordal sandwich of (G σ , forb(Q I )), and assume that σ is a satisfying assignment for I. That is, for each clause
By Lemma 18, the graph G ′ contain all edges defined in (ii)-(vi). Thus it remains to prove that it also contains the edges defined in (vii).
Consider j ∈ {1 . . . m} where C j = X ∨ Y ∨ Z. By the rotational symmetry between X, Y, and Z, we may assume
are in Q I . Thus, by Lemma 15 applied to To prove (vii), we observe that the above analysis yields that PROOF. Assume that σ is a satisfying assignment for I, namely for each clause C j = X ∨ Y ∨ Z, we have either We show that π is a perfect elimination ordering of G * σ which will imply the claim.
• 
-consider the vertex K is indeed a simplicial vertex of G * σ . 
Further, it can be readily verified that T I is a ternary tree. Thus, T σ = (T I , φ σ ) is indeed a ternary phylogenetic X I -tree. We show that it displays and is distinguished by Q I .
First, we show that T σ displays Q I . We consider the quartet trees in Q I one by one.
• • consider D 3 ), φ σ (λ j ′ )} ⊆ B j ′ . Let j 1 < j 2 < . . . < j t be the elements of ∆ i . Since j ∈ ∆ i , let k be such that j = j k . We conclude k < t, since j < j ′ and j ′ ∈ ∆ i . Thus, the elements of φ σ (S • • consider the clause C j = X ∨ Y ∨ Z for j ∈ {1 . . . m}. Since σ is a satisfying assignment, and by the rotational symmetry between X, Y, and Z, we may assume that X = 
