Numerical dynamic programming algorithms typically use Lagrange data to approximate value functions. This paper uses Hermite data obtained from the optimization step and applies Hermite interpolation to construct approximate value functions. Several examples show that Hermite interpolation significantly improves the accuracy of value function iteration with very little extra cost.
Introduction
All dynamic economic problems are multi-stage decision problems, often with nonlinearities that make them numerically challenging. Dynamic programming (DP) is the standard approach for dynamic optimization problems.
If the state and control variables are continuous quantities, then the value function is continuous in the state and often differentiable. A numerical procedure needs to approximate the value function, but any such approximation will be imperfect since computers cannot represent the entire space of continuous functions. Many DP problems are solved by value function iteration, where the period t value function is computed from the period t + 1 value function, and the value function is known at the terminal time T . DP algorithms typically use Lagrange data to approximate value functions, where the Lagrange data comes from solving an optimization problem.
However, that same optimization problem can also compute the slope of the value function at essentially no cost. This paper proposes using both the Lagrange data and slope information to use Hermite interpolation for constructing the value function. We explore the Hermite interpolation method in DP in detail. First, we show how to write an optimization problem so that the slope of the value function is the value of the shadow price of a constraint. Second, we demonstrate that using Hermite interpolation in DP problems with one continuous dimension improves accuracy by almost the same as if we doubled the number of points used in approximating the value function. Therefore, Hermite interpolation significantly improves value func-tion iteration methods with very little extra cost. This paper uses only Chebyshev polynomial approximation methods.
Hermite interpolation can also be used in combination with the Schumaker shape-preserving spline method (Schumaker, 1983) , or a rational function spline method (Cai and Judd, 2012a ).
The paper is organized as follows. Section 2 introduces numerical DP algorithm. Section 3 describes Chebyshev interpolation and then introduces Chebyshev-Hermite interpolation. Section 4 presents the DP algorithm with Hermite interpolation. Section 5 and 6 give some numerical examples solving optimal growth problems to show the power of the DP algorithm with Hermite interpolation.
Numerical Methods for DP
In DP problems, if state variables and control variables are continuous quantities and value functions are continuous, then we need to approximate the value functions. We focus on using a finitely parameterizable collection of functions to approximate value functions, V (x) ≈V (x; c), where c is a vector of parameters. The functional formV may be a linear combination of polynomials, or a rational function, or a neural network function, or some other parameterization specially designed for the problem. After the functional form is chosen, we find the vector of parameters, c, such thatV (x; c) approximately satisfies the Bellman equation (Bellman, 1957) as accurately as possible. Value function iteration is often used to approximately solve the Bellman equation (Judd, 1998) .
The general DP problem is represented by the Bellman equation:
where x is the continuous state, θ is the discrete state, V t (x, θ) is the value function at time t ≤ T where V T (x, θ) is given, a is the vector of action variables and is constrained by a ∈ D(x, θ, t), x + is the next-stage continuous state with transition function g t at time t, θ + is the next-stage discrete state with transition function h t at time t, ω and are two random variables, u t (x, a) is the utility function at time t, β is the discount factor, and E{·} is the expectation operator.
In the simpler case where the discrete state θ does not exist and the continuous state x is not random, the Bellman equation (1) becomes
This simpler problem can be solved by Algorithm 1 which can be naturally extended to solve the general Bellman equation (1).
Algorithm 1. Numerical Dynamic Programming with Value Function Iteration for Finite Horizon Problems
Initialization. Choose the approximation nodes, X t = {x it : 1 ≤ i ≤ m t } for every t < T , and choose a functional form forV (x; c). Let
. Then for t = T − 1, T − 2, . . . , 0, iterate through steps 1 and 2.
Step 1. Maximization step. Compute
Step 2. Fitting step. Using an appropriate approximation method, compute
Algorithm 1 shows that there are two main components in value function iteration for deterministic DP problems: optimization, and approximation.
In this paper we focus on approximation methods. Detailed discussion of numerical DP can be found in Cai (2009), Judd (1998) and Rust (2008) .
Approximation
An approximation scheme consists of two parts: basis functions and approximation nodes. Approximation nodes can be chosen as uniformly spaced nodes, Chebyshev nodes, or some other specified nodes. and Judd (1998) for more details.
Chebyshev Polynomials and Interpolation
Chebyshev basis polynomials on 
where c j are the Chebyshev coefficients.
If we choose the Chebyshev nodes on [a, b]:
. . , m, and Lagrange data {(x i , v i ) :
, then the coefficients c j in (3) can be easily computed by the following formula,
The method is called the Chebyshev regression algorithm in Judd (1998) .
When the number of Chebyshev nodes is equal to the number of Chebyshev coefficients, i.e., m = n + 1, then the approximation (3) with the coefficients given by (4) becomes Chebyshev polynomial interpolation (which is a Lagrange interpolation), asV (x i ; c) = v i , for i = 1, . . . , m.
Expanded Chebyshev Polynomial Interpolation
It is often more stable to use the expanded Chebyshev polynomial interpolation (Cai, 2009 ), as the above standard Chebyshev polynomial interpolation gives poor approximation in the neighborhood of end points. That is, we use the following formula to approximate V (x),
where a = a − δ and
the coefficients c j can also be calculated easily by the expanded Chebyshev regression algorithm (Cai, 2009) , which is similar to (4).
Chebyshev-Hermite Interpolation
Chebyshev interpolation does not use slope information. A more efficient approach is to compute and apply the slopes to get a closer approximation.
If we have Hermite data
, then the following system of 2m linear equations can produce coefficients for degree 2m − 1 expanded Chebyshev polynomial interpolation on the Hermite data:
where T j (z) are Chebyshev basis polynomials. After the coefficients are computed from the above linear system, we can use the polynomial (5) to approximate V (x) by choosing the degree n = 2m − 1.
DP with Hermite Interpolation
The maximization step in value function iteration is
for each pre-specified approximation node x i , i = 1, . . . , m. Then it uses the Lagrange data set {(x i , v i ) : i = 1, . . . , m} in the fitting step to construct an approximationV t (x) of the value function. However, we can also compute information about slope of the value function at each approximation node almost at no cost, and make the function approximation more accurate. This slope information allows us to use Hermite interpolation and make the numerical DP algorithm more efficient and accurate.
The envelope theorem tells us how to calculate the first derivative of a function defined by a maximization operator.
Theorem 1 (Envelope Theorem). Let
Suppose that a * (x) is the optimizer of (6), and that λ * (x) is the vector of shadow prices for the equality constraints g(x, a) = 0, and µ * (x) is the vector of shadow prices of the inequality constraints h(x, a) = 0,. Then
Formula (7) expresses the value of ∂H(x)/∂x in terms of the shadow prices, objective gradient, constraints gradients at the optimum.
However, Formula (7) is often costly to evaluate. Fortunately we can rewrite the optimization problem so that solver outputs the value of ∂H(x)/∂x, in a very simple and clean formula. Corollary 1 shows us how.
Corollary 1. The optimization problem,
is equivalent to Initialization. Choose the approximation nodes, X t = {x it : 1 ≤ i ≤ m t } for every t < T , and choose a functional form forV (x; c). Let
Step 1. Maximization step. For each x i ∈ X t , 1 ≤ i ≤ m t , compute
and
where λ * i is the vector of shadow prices of the constraint x i − y i = 0.
Step 2. Hermite fitting step. Using an appropriate approximation method,
We can easily extend the above algorithm to solve the general DP model (1).
Examples for Deterministic Optimal Growth Problems
A deterministic optimal growth problem is to find the optimal consumption function and the optimal labor supply function such that the total utility over the T -horizon time is maximal 1 , i.e.,
where k t is the capital stock at time t with k 0 given, c t is the consumption, l t is the labor supply, k andk are given lower and upper bound of k t , β is the discount factor, F (k, l) is the aggregate production function, V T (x) is a given terminal value function, and u(c t , l t ) is the utility function. This objective function is time-separable, so this can be modeled as a DP problem (2), and then we can use DP methods to solve it.
In the examples, the discount factor is β = 0.95, the aggregate production 
The functional forms for utility and production imply that the steady state of the infinite horizon deterministic optimal growth problems is k ss = 1, and the optimal consumption and the optimal labor supply at k ss are respectively c ss = A and l ss = 1.
DP Solution of Deterministic Optimal Growth Problems
The DP formulation of the deterministic optimal growth problem (10) in Algorithm 2 is:
for t < T , where the terminal value function V T (k) is given. Here k is the state variable and (c, l) are the control variables, and the dummy variable y and the trivial constraint k −y = 0 are used in order to get the slopes of value functions directly from the optimization solver as described in Algorithm 2.
Error Analysis
We next use some basic examples to study the usefulness of Hermite interpolation for DP. More specifically, we take finite-horizon versions of the optimal growth problem, compute the "true" optimal solution on a large set of test points for initial capital k 0 ∈ [k,k], and then compare those results with the computed optimal solution from numerical DP algorithms. To get the "true" optimal solution, we use nonlinear programming to solve the optimal growth model (10), for every test point of initial capital k 0 . In the examples, we choose SNOPT (Gill et al., 2005) in GAMS environment (McCarl, 2011) as the optimizer. Table 1 lists errors of optimal solutions computed by numerical DP algorithms with or without Hermite information when T = 100 and terminal value function V T (k) ≡ 0. The computational results of numerical DP algorithms with or without Hermite information are given by our GAMS code.
We use the expanded Chebyshev polynomial interpolation as the approximation method, and we use SNOPT as the optimizer in the maximization step of DP. In Table 1 
where c * 0,DP is the optimal consumption at time 0 computed by numerical DP algorithms on the model (12), and c * 0 is the "true" optimal consumption directly computed by nonlinear programming on the model (10). The errors for optimal labor supply at time 0, l * 0,DP , have the similar computation formula. Table 1 shows that value function iteration with Hermite interpolation is more accurate than Lagrange interpolation, with about one or two digits accuracy improvement. For example, data line 1 in Table 1 ) assumes γ = 0.5, η = 0.1, and m = 5 approximation nodes. For this case, the error in consumption is 0.12 for Lagrange data, and drops to 0.012 when we use Hermite Table 1 chooses m = 20. In this case, the switch reduces errors by a factor of about 15.
The rest of Table 1 examines different γ and η, and shows the same patterns for the reduction of errors when we switch from Lagrange to Hermite interpolation. Table 1 assumes T = 100 and V T (k) ≡ 0. We also have similar results for different T = 2, 3, 5, 10, 50 and/or other terminal value functions
find that when T increases, the errors do not accumulate. This follows that the backward value function iterations are stable for these examples. The approximated value functions have similar accuracy results.
Since the slope information of value functions can be obtained almost freely in computation cost, Algorithm 2 has almost twice efficiency of Algorithm 1. The computation times of both numerical DP algorithms also show that they are almost proportional to number of nodes, i.e., number of optimization problems in the maximization step of numerical DP algorithm, regardless of approximation using Lagrange or Hermite data.
Examples for Stochastic Optimal Growth Problems
When the capital stock is dependent on a random economic shock θ, the optimal growth problem (10) becomes a stochastic dynamic optimization problem,
where θ t is a discrete time process with its transition function h, t is a serially uncorrelated random process, and F (k, l, θ) is the aggregate production function dependent on the economic shock.
In the examples, the discount factor is β = 0.95, the aggregate production function is F (k, l, θ) = k + θAk α l 1−α with α = 0.25 and A = (1 − β)/(αβ), and the utility function is the same with (11). The terminal value function is
i.e., k = 0.2 and k = 3. We assume that θ t is a Markov chain, the possible values of θ t are ϑ 1 = 0.9 and ϑ 2 = 1.1, and the probability transition matrix 
DP Solution of Stochastic Optimal Growth Problems
The DP formulation of the stochastic optimal growth problem (13) in stochastic extension of Algorithm 2 is:
for t < T , where k is the continuous state, θ is the discrete state, k + and θ + are next-stage continuous and discrete states respectively, is a random variable, and the terminal value function V T (k, θ) is given.
Tree Method
To solve the stochastic model (13) using nonlinear programming, we can apply a tree method that is a generalized approach from solving the deterministic model (10) by nonlinear programming. Assume that θ t is a Markov chain with possible states, ϑ 1 , . . . , ϑ m , and the probability of going from state ϑ i to state ϑ j in one step is
Therefore, from a given initial state at time 0 to a state at time t, there are m t paths of θ t , for 0 ≤ t ≤ T . Since the next-stage capital is only dependent on the current-stage state and control, there are only m t−1 paths of optimal capital, from a given initial state at time 0 to a state at time t, for 1 ≤ t ≤ T .
In a mathematical formula, given an initial state (k 0 , θ 0 ), the capital at path n and time t + 1 is
by m, and [(n − 1)/m] is the quotient of division of (n − 1) by m.
In the tree method, the goal is to choose optimal consumption c t,n and labor supply l t,n to maximize the expected total utility, i.e., max ct,n,lt,n
where P t,n is the probability of path n from time 0 to time t with the following recursive formula:
for j = 1, . . . , m, n = 1, . . . , m t and t = 1, . . . , T − 2, where P 0,1 = 1 and
It usually becomes infeasible for a nonlinear programming optimization package to solve the stochastic problem (15) with high accuracy when T > 10 (but numerical DP algorithms can still solve it well), see Cai (2009) . However, in our examples, we have m = 2, so if we let T = 5, the tree method will have an accurate optimal solution as the "true" solution which can be used for error analysis of numerical DP algorithms.
Error Analysis
We examine the errors for the stochastic model in the same manner we did for the deterministic optimal growth problems: We apply nonlinear programming to get the "true" optimal solution on the model (15) for every test point of initial capital k 0 ∈ [k,k] and every possible initial discrete state θ 0 , and then use them to check the accuracy of the computed optimal solution from numerical DP algorithms on the model (14). Table 2 Table 2 , we can also see the similar pattern shown in Table 1 . That is, value function iteration with Hermite interpolation is more accurate than Lagrange interpolation, with about one to two digit accuracy improvement.
For example, data line 1 in Table 1 
Conclusion
The paper has shown that the slope information of the value functions can be obtained almost freely, and we use that information for Hermite interpolation of the value function. The paper has applied the numerical DP algorithm with Hermite interpolation to solve optimal growth problems and then has shown that the DP method with Hermite interpolation is more accurate and efficient than the one without Hermite interpolation. 
