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Characterizing buried layers and interfaces is critical for a host of applications in nanoscience and
nano-manufacturing. Here we demonstrate non-invasive, non-destructive imaging of buried inter-
faces using a tabletop, extreme ultraviolet (EUV), coherent diffractive imaging (CDI) nanoscope.
Copper nanostructures inlaid in SiO2 are coated with 100 nm of aluminum, which is opaque to vis-
ible light and thick enough that neither optical microscopy nor atomic force microscopy can image
the buried interfaces. Short wavelength (29 nm) high harmonic light can penetrate the aluminum
layer, yielding high-contrast images of the buried structures. Moreover, differences in the absolute
reflectivity of the interfaces before and after coating reveal the formation of interstitial diffusion and
oxidation layers at the Al–Cu and Al–SiO2 boundaries. Finally, we show that EUV CDI provides a
unique capability for quantitative, chemically-specific imaging of buried structures, and the material
evolution that occurs at these buried interfaces, compared with all other approaches.
I. INTRODUCTION
Probing and characterizing nanoscale interfaces buried
beneath visibly opaque materials is a critical capabil-
ity for nanoscience and nanotechnology. Most imag-
ing modalities cannot be used for non-destructive, sub-
surface (>50 nm) imaging. Optical microscopy and
atomic force microscopy (AFM) image the surfaces of vis-
ibly opaque samples. Backscattered electron (BSE) scan-
ning electron microscopy (SEM), and secondary electron
SEM with secondary electrons generated from backscat-
tered electrons (SE-II) [1], can image buried features with
increasing electron energy providing increased penetra-
tion depth [2]. However, there is a tradeoff in terms of
decreased resolution [3], charging of insulating samples,
sample damage, and hydrocarbon buildup [4]. Further-
more, SEM often produces a complicated mixture of mor-
phology and composition information making quantita-
tive image analysis difficult. Finally, in BSE-SEM, ele-
mental contrast for neighboring elements is often subtle
because backscattered electron efficiency is proportional
to the natural logarithm of the atomic number [5].
Various specialized imaging techniques have been em-
ployed for buried layer metrology. Mode-synthesizing
AFM and scanning near-field ultrasound holography can
detect subsurface structures [6, 7]. Three-dimensional
structures have also been probed using large-scale syn-
chrotron X-ray diffraction microscopy in a transmission
geometry [8, 9]. However, these approaches are not eas-
ily extendable to high-throughput imaging, especially for
thick objects.
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Short wavelength extreme ultraviolet (EUV) and X-ray
light have unique potential for imaging buried interfaces
because they can penetrate through optically opaque
materials, provide chemically-specific contrast, and also
image nanoscale features. In particular, by combin-
ing coherent, short-wavelength beams from either high
harmonic generation (HHG) [10] or X-ray free electron
lasers (XFELs) [11] with coherent diffractive imaging
(CDI) [12–15], it is now possible to reach near-wavelength
resolution imaging in the EUV and X-ray regions for
the first time [16, 17]. Accordingly, CDI has found a
range of applications in transmission and reflection ge-
ometries [18–20] to investigate nanoscale strain [21, 22],
semiconductor structures [18], and for biological imag-
ing [23–25]. EUV/X-ray CDI can be non-destructive and
suffers no charging effects or resolution loss with depth.
Moreover, the contrast mechanisms in EUV CDI are rel-
atively straightforward and intrinsically high, with am-
plitude images showing material composition, and phase
images showing material composition and topography.
Here, we perform tabletop, high harmonic spectro-
nanoscopy of buried interfaces opaque to visible light,
enabling unique, non-destructive investigation of many
interfacial phenomena. We use ptychographic CDI [26,
27], which utilizes redundant information from multiple
diffraction patterns recorded with overlapping fields of
view to robustly reconstruct both the amplitude and
phase of a buried layer. Ptychographic CDI [27] has
been implemented in a high-NA reflection geometry us-
ing HHG illumination beams [16, 17], with the ampli-
tude of the reconstructed images yielding the relative re-
flectivity (or transmissivity) between different regions of
the sample. Here, we also demonstrate a modification of
ptychography that returns absolute reflectivities simply
by measuring the flux of the illuminating beam. This
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2new capability called Reconstructed Absolute Ptycho-
graphic Transmissivity/Reflectivity CDI (RAPTR-CDI)
allows us to non-destructively detect the formation of in-
terstitial diffusion and oxidation layers at the Al–Cu and
Al–SiO2 boundaries. We verify the presence of interdiffu-
sion using destructive Auger electron spectroscopy sput-
ter depth profiling (AES). Thus, we demonstrate that
EUV CDI provides a unique capability for quantitative,
chemically-specific imaging of buried structures. This
will make possible unprecedented studies of material evo-
lution at buried interfaces, compared with all other ap-
proaches. In the future, the fast temporal resolution of
high harmonics can be harnessed for imaging dynamically
functioning and evolving interfaces.
II. EXPERIMENT
The experimental setup is illustrated in Fig. 1.
Bright, phase-matched, fully spatially coherent high har-
monic beams [10, 28–30] were generated by focusing a
Ti:Sapphire laser beam (23 fs, 1.5 mJ, 785 nm pulses at 5
kHz) into a 5 cm-long waveguide filled with Argon gas at
49 Torr [10, 30]. Harmonics around the 27th order (29.1
nm) were reflected from two super-polished silicon sub-
strates set at Brewster’s angle to reflect the HHG beam
while rejecting residual laser light. Two 200 nm-thick
Al filters were used to block any remaining fundamental
laser light. The HHG beam was then passed through an
iris to induce a hard edge on the beam incident on the
sample. Two narrow-bandwidth multilayer mirrors set
at 12◦ and 47.7◦, and with a bandpass of approximately
1 nm, were used to select the 29.1 nm harmonic light.
An ellipsoidal mirror at a 5◦ angle of incidence from the
surface focused the HHG beam to a ≈ 16 µm diameter
spot, which was incident on the sample at 57.8◦ from the
normal. A 2048×2048 Princeton Instruments (PI-MTE)
CCD, placed a distance of 3.85 cm downstream of the
sample and normal to the un-diffracted beam, was used
to collect the light diffracted from the sample.
The two samples imaged in this work were cleaved from
a damascene-style wafer consisting of Cu structures in-
laid in SiO2 [31], provided by SEMATECH. The wafer
was polished flat using chemical mechanical planarization
(CMP). After exposure to atmospheric conditions for 14
months, repeating patterned cells were cleaved such that
essentially identical areas of interest would be present
on two samples. One of the samples was coated with
100 nm of Al using an Edwards Cryo 304 electron-gun
physical vapor deposition system, while the other was
left uncoated for comparison. For both samples, the pty-
chographic data set consisted of 270 diffraction patterns,
collected with 3 µm step sizes between scan positions.
A random offset of ±20% of the step size was added to
each scan position to prevent periodic artifacts in the re-
constructions [32]. The total EUV exposure time for the
uncoated sample was 5.8 min, compared with 23.6 min
for the Al-coated sample, with a total scanned area of
FIG. 1. Schematic of the Experiment and Samples.
Schematic of the experimental setup. The inset shows a di-
agram of the two samples imaged, topped with their optical
microscope images. The tantalum was deposited by physi-
cal vapor deposition (PVD), and the top layer of copper was
electroplated (EP).
4270 µm2 each. In future experiments, these exposure
times can be reduced significantly (>10×) using opti-
mized driving lasers.
For both samples, the object and probe were compu-
tationally reconstructed using a combination of ptychog-
raphy algorithms. The diffraction patterns were inter-
polated onto a linear spatial frequency grid using tilted
plane correction [33], then reconstructed with RAPTR-
CDI with position correction [34]. The multilayer mir-
rors allowed small amounts of adjacent harmonics to leak
through, broadening the total fractional bandwidth of the
illumination and degrading the fidelity of the reconstruc-
tions. For this reason, the corrected positions were next
fed into a multicolor ptychographic information multi-
plexing algorithm [35]. By using this multicolor algo-
rithm, noise due to the presence of the unwanted har-
monics could be filtered out so that only 29.1 nm light
contributed to the reconstructed images. The multicolor
algorithm significantly improved the image fidelity over
single color ptychography (see Supplementary Fig. S1).
In order to use RAPTR-CDI to characterize the ab-
solute reflectivity of the buried metal-metal and metal-
oxide interfaces at 29.1 nm, we measured the flux of the
HHG beam before each ptychography scan. We recorded
images of the beam reflected from a gold mirror, then
used the exposure time and reflectivity of gold to cal-
culate the number of available photons incident on the
sample, in units of detector counts. The reflectivity of
the gold mirror was taken to be 27.9% [36] with the
surface roughness assumed to be that of sibling silicon
substrates used in Ref. [17]. Then, in RAPTR-CDI, the
probe is normalized to the measured power in each iter-
ation. The absolute value squared of the reconstructed
object’s complex amplitude is therefore equal to the sam-
ple’s reflected intensity at every pixel. Because the sam-
3FIG. 2. Comparison of AFM, SEM, and EUV Ptychography Images. Uncoated sample (top row) and Al-coated sample
(bottom row). AFM images with a 20 µm scale bar are shown in (a,b) with black corresponding to 0 nm height and white to
60 nm height. The AFM images were flattened with 5th order polynomial fits to remove substrate curvature and horizontal lines
were removed where the AFM tip erroneously jumped due to surface contamination. SEM images collected with a secondary
electron detector at 18 kV are shown in (c,d). EUV ptychography images obtained with the multicolor refinement algorithm
are shown in (e,f). The reconstructions are scaled to show absolute reflectivity based on the mean absolute reflectivity of the
features and substrate in the RAPTR-CDI reconstructions.
ple reflectivity is spatially varying, masks for the features
and substrates (Supplementary Fig. S2) were used to se-
lect regions free from contamination. We segmented the
RAPTR-CDI reconstructions to calculate the average ab-
solute reflectivities reported in Fig. 4. We also scaled the
multicolor reconstructions such that the mean reflectivity
of the masked regions agrees with that of the RAPTR-
CDI images. The scaled multicolor reconstructions for
both samples are shown in Fig. 2.
III. CHEMICALLY SPECIFIC IMAGING OF
BURIED METAL-METAL AND METAL-OXIDE
INTERFACES
To highlight the extreme sensitivity of EUV light
to interfacial composition, we compare our multicolor
CDI amplitude images (which have been normalized to
the measured RAPTR-CDI reflectivities) to optical mi-
croscopy (Fig. 1) as well as secondary electron SEM and
AFM (Fig. 2). The SEM (FEI Nova NanoSEM 630) with
an Everhart-Thornley secondary electron detector and
an accelerating voltage of 18 kV shows contrast on both
samples (Fig. 2c,d). The contrast on the coated sample is
due to a combination of morphology on the surface of the
Al as well as the chemical difference between the under-
lying features and substrate. This elemental contrast is
detectable because the Everhart-Thornley detector also
captures SE-II electrons generated from backscattered
electrons reflected from the underlying structures [4].
This means that the coated SEM image includes a com-
plex mixture of height and material information that is
not easily decoupled.
The AFM (Digital Instruments MMAFM-2) only
shows surface topography. The coated features are vis-
ible on the top surface because Al deposition is slow
(5 A˚, or approximately two atomic layers, per second),
causing each layer to acquire the underlying topography.
However, the AFM’s accuracy in the vicinity of surface
contamination is significantly degraded due to the much
higher aspect ratio of the contamination than the nearly-
flat features.
The EUV ptychography amplitude reconstruction
(Fig. 2f) is the only image that definitively visualizes the
buried interfaces, as confirmed by the amplitude contrast
between the Cu features and substrate. Indeed, if the
4FIG. 3. Comparison of EUV CDI Height Maps with AFM. Height maps for the uncoated and Al-coated samples. Both
the coated EUV and AFM images show high aspect-ratio artifacts where debris is located on the surface of the sample.
EUV nanoscope were only imaging the top Al surface,
then the absolute reflectivity image in Fig. 2 would ap-
pear featureless and the reconstruction would be phase-
only. Instead, EUV light penetrates through the Al to
reveal the buried structures, yielding the observed reflec-
tivity variation. Additionally, the penetration depth of
Al at 29.1 nm exceeds 400 nm, meaning that 80% of the
light is transmitted through 100 nm of Al. The trans-
verse spatial resolution of the EUV images is limited by
the effective numerical aperture (NA) of the imaging sys-
tem. Because there are no optics between the sample and
detector, the NA is determined by the distance from the
sample to the detector (z = 38.5 mm) and the size of
the detector (D). The diffraction patterns were cropped
to 512×512 to reduce computation time, so the effective
detector size, Deff is 512× p, with pixel size p = 13.5µm
square. Therefore, the NA is Deff/z = 0.09 and the
diffraction limited resolution is λ/(2NA) = 162 nm.
IV. HIGH RESOLUTION SURFACE
TOPOGRAPHY FROM PHASE
RECONSTRUCTIONS
In addition to the chemical composition discernible
from the amplitude of the reconstructions (shown in
Fig. 2), the phase of the reconstructions contains both
material and height information. By subtracting the
phase of the complex reflectivity predicted by our mod-
eled feature and substrate stacks (discussed below) from
the reconstructed phase images, we can generate height
maps showing the surface topography of the samples [16,
17]. In the case of the coated sample, the phase of the
exit surface wave accounts for phase changes within the
stack, and the height map therefore shows the top surface
topography as opposed to the buried surface. We com-
pare these height maps to AFM height maps shown in
Fig. 3. The z-axis is scaled by a factor of 200 to highlight
the height variations between the features and substrate.
There is very good agreement between the height maps
generated from ptychogrpahy and AFM.
V. QUANTITATIVE DETECTION OF
REACTIONS AND DIFFUSION AT BURIED
INTERFACES
In order to compare our experimental reflectivity mea-
surements to those theoretically predicted, we calculated
the complex reflectivities of multilayer stacks representa-
tive of the features and substrate for the damascene sam-
ples, using methods derived from Ref [37], which solve
Maxwell’s equations directly in the multilayer stack. We
confirmed our predictions with IMD [36], a software pro-
gram that uses the Fresnel equations to calculate the
complex reflectivity for a stack of materials at EUV/X-
ray wavelengths [38, 39]. Our multilayer stack method
and IMD agree to within 0.3% reflectivity and 5◦ reflected
phase, which would correspond to a 0.38 nm height dif-
ference in a height map.
The four distinct areas—uncoated substrate, uncoated
features, coated substrate, and coated features—are
modeled as multilayer stacks with values for surface
roughness, oxide layer thickness, composition, and in-
terdiffusivity informed by AFM and AES, as discussed
below. Modeling the propagation of light through these
5stacks returns a complex reflectivity coefficient. We ver-
ify that the intensity matches our measured reflectivity,
while the phase produces height maps consistent with
the AFM. Therefore, the modeled stacks have three con-
straints: the AES data (for applicable regions), the re-
constructed intensity, and the reconstructed phase. The
uncertainty in the experimental measurement includes
uncertainty in the gold mirror reflectivity and the stan-
dard deviation from the mean reflectivity due to spatial
variation in the reconstructed reflectivity. Our final re-
flectivity models (green striped bars) are compared to
the experimentally measured reflectivities (grey bars) in
Fig. 4.
FIG. 4. Experimental vs. Modeled Reflectivities. Ex-
perimentally measured reflectivities compared to modeled re-
flectivities for the uncoated and Al-coated samples. For the
coated sample, the green bars represent predictions by a
model that includes diffusion, and the red bars represent pre-
dictions by a model with the same material quantities as those
in the full model, but with no diffusion. Because the pri-
mary sources of uncertainty in these calculations arise from
the oxide layer thicknesses, which are intrinsically difficult to
quantify, we omit error bars from our model results.
In the case of the uncoated sample, we estimate that
the Cu features form a native oxide bilayer upon ex-
posure to the atmosphere consisting of 4.8 nm CuO
atop 7.4 nm Cu2O, based on a study of copper oxide
growth at ambient temperatures indicating a ratio of
0.65 = dCuO/dCu2O [40]. We calculate the total oxide
thickness by assuming that the sample was polished flat
during chemical mechanical planarization and the aver-
age feature height measured by the AFM is all due to ox-
ide growth. This total thickness agrees with the amount
of oxide predicted based on the AES measurement of the
coated features (discussed below). We assume the sub-
strate is simply SiO2. These modeled stacks lead to good
agreement for the reflectivity of the uncoated sample.
To predict the coated sample feature reflectivity, we
initially used a simple model with 100 nm of Al deposited
on the same stacks used for the uncoated sample. This
model led us to predict Rfeatures = 5.6% and Rsubstrate =
3.8%. However, these predictions are significantly higher
than both of our experimental measurements (which were
Rfeatures = 2.0% and Rsubstrate = 2.7%). Furthermore,
the reconstruction displays a contrast inversion in the
coated sample image, where the coated Cu features are
less reflective than the coated substrate, whereas they
were more reflective in the uncoated sample (Fig. 2e,f)
and in the simple model for the coated sample. Adding
an Al2O3 layer on top of the Al layer could not resolve
this contrast inversion, nor could assuming that the Al
scavenged O from the copper oxides to form Al2O3 at
the interface, which is an energetically favorable reac-
tion since 2Al + 3CuO → Al2O3 + 3Cu corresponds to
∆fH
◦ = −1207.52 kJ/mol [41].
The seeming inexplicability of this relative contrast in-
version led us to hypothesize that Kirkendall diffusion
occurred at the Al–Cu boundary, forming an interstitial
layer that decreased the reflectivity at the interface [42].
We confirmed the presence of this interstitial diffusion
layer on the coated features using AES sputter depth
profiling, a destructive technique that requires ion sput-
tering through the sample to obtain Auger electron spec-
tra at every relevant depth [43] (Fig. 5). This technique
revealed a 40 nm diffusive region at the interface. We
used the AES depth profile shown in Fig. 5 to calcu-
late the theoretical reflectivity of the Al-coated features
and substrate. In the feature regions, we calculated stoi-
chiometrically plausible percent compositions for Al, Cu,
Al2O3, CuO, and Cu2O from the elemental composition
provided by the AES at each depth. We tested two dif-
fusive models, one in which Al2O3 is the only oxide at
the Al–Cu interface and one in which there is a mixture
of Al2O3, CuO, and Cu2O at the interface. We find that
the model in which we assume Al captures all of the O
from the copper oxides at the boundary fits well with our
measured reflectivity (Fig. 4).
FIG. 5. Auger electron sputter depth profile. Auger
electron spectroscopy sputter depth profile of a coated sample
feature, showing a diffusive region between the Al and Cu.
For the coated substrate, we used the same stack as in
the full model of the coated features for the top 50 nm
of the sample (including a 3 nm diffusive Al2O3 layer),
followed by an abrupt Al–SiO2 interface at a depth cor-
responding to 100 nm of deposited Al. However, this re-
sulted in a predicted reflectivity of 7.4%, which is twice
as bright as we observe experimentally. We resolved this
6FIG. 6. Depth profiles used to model sample reflectivities. Stacks used to model the reflectivity of different parts of the
samples and their surface roughnesses. The top row shows the stacks corresponding to the features, and the bottom row shows
stacks corresponding to the substrate. The full model for the features includes significant diffusion. Neglecting this diffusion
(shown in the third column) predicts reflectivity values highly inconsistent with the reconstructed reflectivities.
discrepancy by incorporating 26.5 nm of Al2O3 at the
Al–SiO2 interface, with diffusion modeled by convolving
the depth profile with a Gaussian of full-width 6 nm.
Since this Al2O3 layer corresponds to Al scavenging O
from SiO2, we incorporated the corresponding amount of
liberated silicon in a layer below the Al2O3. This mod-
ification produced agreement between the experimental
reflectivity (2.66%) and the model (2.57%). We were
unable to experimentally confirm the presence of the dif-
fusive Al2O3 layer at the interface because SiO2 is non-
conductive, preventing a reliable AES depth profile on
the coated substrate. However, there is experimental ev-
idence in the literature indicating that Al can scavenge
oxygen from SiO2 when deposited via e-beam evapora-
tion [44, 45]. Visual representations of all the stacks used
in our models, including surface roughnesses, are shown
in Fig. 6.
To investigate how sensitive reflectivity in the EUV
spectral range is to diffusion, we modeled our final coated
sample stacks (Fig. 6, middle column) with the same
amount of material as in our full model, but without any
diffusion (Fig. 6, right column). The predictions of this
diffusionless model are shown by the red crosshatched
bars in the right panel of Fig. 4. They dramatically
disagree with our measurements, indicating that our
method is highly sensitive to diffusion.
VI. CONCLUSIONS
We combined ptychographic CDI with EUV high har-
monic beams to demonstrate a unique new capability for
quantitatively imaging buried interfaces with chemically-
specific contrast through metal layers that are opaque to
visible light, AFM, and SE-I SEM. We developed a new
technique, RAPTR-CDI, which is a modified ptychogra-
phy algorithm that yields absolute reflectivities by nor-
malizing the probe at every iteration to the correct mea-
sured flux incident on the sample. This allowed us to
non-destructively detect the existence of interstitial dif-
fusion and oxidation layers between the buried Cu and
SiO2 structures and the Al coating. The sample features
and interdiffusion layer thicknesses agree well with those
characterized using AFM, SEM, Auger electron spec-
troscopy as well as values from the literature [40]. We
also demonstrated the utility of multicolor ptychography
as a spectral filter to improve resolution and image qual-
ity compared to single color reconstructions, even with
only minor contributions from neighboring harmonics.
In the future, we can extend this work by observing
interfacial charge, energy and spin transport, examining
the effect of increased temperature on interstitial diffu-
sion, and using a comb of harmonics spanning an ab-
sorption edge to simultaneously image through multiple
layers. RAPTR-CDI also opens the door to fully quan-
7titative material characterization combined with EUV
imaging, much like imaging ellipsometry, by performing
angle-resolved measurements with the sample placed on
a tilt stage. This would allow for highly-sensitive metrol-
ogy of thick samples inaccessible to optical ellipsometry.
The technique could further be extended to perform high-
throughput buried layer imaging by using multiple EUV
beams to achieve a wide field of view [46].
VII. METHODS
A. Sample Fabrication
The Cu structures were deposited by physical vapor
deposition and patterned using I-line resist with a Canon
GS22 followed by electroplating to reach a total height
of 750 nm. Subsequently, 500 nm of SiO2 was deposited
using tetraethyl orthosilicate (TEOS).
B. Uncoated Sample Reflectivity Model
Calculation
It is possible that a small amount of interdiffusion may
occur between the Cu and its oxide layers, but we found
that modeling diffusion by convolving the depth profile
with a Gaussian having up to a 5 nm standard
deviation did not significantly alter the theoretical
reflectivity or phase.
Features Substrate
Experiment 10.97± 1.26 6.77± 0.61
Model 11.10 6.45
TABLE I. Experimentally reconstructed mean reflectivity val-
ues (%) compared to modeled reflectivities of features and
substrate on the uncoated sample. The error shown is the
standard deviation from the mean of the reconstructed reflec-
tivity in the masked regions (Fig. S2).
C. Coated Sample Reflectivity Values
Features Substrate
Experiment 2.04± 0.56 2.66± 0.35
Model 1.99 2.57
TABLE II. Experimentally reconstructed mean reflectivity
(%) values compared to modeled reflectivities of features and
substrate on the coated sample.
D. Height Maps
In the case of the uncoated sample, the model predicts
the Fresnel phase shift due to the features is -96◦, while
the phase change from the substrate is -65◦. In the case
of the coated sample, the phase change from the features
is -92◦, while the phase change from the substrate is -43◦.
For plotting purposes, the AFM images have been
smoothed with a Gaussian filter with full width equal
to the EUV microscope’s pixel size in the case of the
coated sample and twice the EUV pixel size in the case
of the uncoated sample (to remove a one pixel artifact in
the image around the letters). Without smoothing, the
AFM images appear noisy because the feature heights
are similar to the surface roughness of the sample.
Images were flattened using a 5th order polynomial
surface fit to decrease substrate height variations and
make the feature heights more easily comparable. Bi-
nary masks used to assign Fresnel phases in the CDI re-
constructions were generated using the intelligent scissors
algorithm [47].
E. Ptychography Reconstructions
Each of the reconstructions were run first using
RAPTR-CDI for an initial 50 iterations, with position
correction [34] implemented for another 3000 iterations
afterwards. The multicolor reconstructions were both
run using the wavelengths of the 25th, 27th, and 29th
harmonics and for approximately 2000 iterations.
The difference between the positions found using the
position correction algorithm and the initial recorded po-
sitions were used to correctly determine the pixel size of
the reconstructed images. This is necessary in general
for ptychography CDI because any error in the measure-
ment of the sample to detector distance or angle results in
changes in the reconstructed pixel size. To solve for this
change in the x and y directions, the difference between
the corrected positions and the initial positions was fit to
a plane. In particular, the scale factor necessary to cor-
rect the pixel size in the x-direction, ax is 1− sx, where
sx is the slope of the plane fit to the position differences.
Then, dx · ax is the corrected pixel size with dx being
the predicted pixel size in the absence of tilted plane cor-
rection and any error in the measured detector-sample
distance. It was found that after solving for the correct
pixel size the scaling of the EUV reconstructions agreed
well with the SEM measurements, whereas without this
scaling the reconstructions were stretched by up to 18%
in a given direction.
To correct for error in the XY-calibration of the AFM
used for comparison to the HHG CDI reconstructions,
the AFM images in Figs. 2 and 3 were scaled in the hor-
izontal and vertical directions so that the transverse di-
mensions of the number “725” are in agreement with the
SEM images shown in Fig. 2.
8FIG. 7. RAPTR-CDI vs. multicolor reconstructions. (a,b) SEM images for comparison. (c,d) RAPTR-CDI reconstruc-
tions, which return absolute reflectivity, but assume all diffraction is from exactly one harmonic. (e,f) Multicolor ptychography
reconstructions demonstrating the enhanced fidelity provided by the multicolor algorithm. Because the multicolor algorithm
only returns relative reflectivity, the reconstructions have been scaled such that their average reflectivity agrees with that of
the RAPTR-CDI reconstructions.
9FIG. 8. Masks used in reflectivity calculations. Masks used to calculate the average feature reflectivity (yellow) and
substrate reflectivity (red) for the uncoated (b) and coated (d) sample are shown in the right column. Masks (b) and (d) were
generated from masks (a) and (c) by excluding points further than one standard deviation from the mean reflectivity of the
included areas. Masks (a) and (c) were made using the intelligent scissors algorithm [47]. Masks (b) and (d) were used to scale
the multicolor reconstructions so that their average reflectivity matches the RAPTR-CDI reconstructions.
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