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In recent years, big changes have taken place in power systems such as an introduction of 
competition in power markets and an increase in distributed generators according to the 
Kyoto protocol on climate change. Increased attention has recently been placed on a microgrid 
in the field of autonomous power system. A microgrid is a small-scale power system and is evaluated 
as an echo-friendly energy system. In組 islanded operation mode of a microgrid, the power balance 
between power supply and power demand should be maintained. When the power balance problem is 
occu町edby supply shortage, a load-shedding action is initiated. For efficient and economical10ad shedding, 
a dis汀ibuted and cooperative control is required. Agent technology is one of techniques for achieving the 
objectives of distributed control of a microgrid. In this s同dy， we focus on a cooperative load-shedding 
control of agent-based islanded microgrid. 
2. Research Background 
A microgrid is described as a set of distributed generations (DGs), distributed storages (DSs), and Loads. 
In this architecture, a microgrid is controlled and managed by a control centぽ which is called MicroGrid 
Operation and Con仕01 Center (MGOCC). In an islanded operation mode of a microgrid, if load 
requirements are larger than the generation, DSs discharge their batteries and/or a load-shedding scheme is 
used. For a load shedding, a microgrid decides the amount of reactive load acceptance and rejection to 
maintain the power balance. Load shedding is defined as a coordinated set of controls which results in 
decrease of the electric load in a microgrid. An optimal load-shedding scheme finds the best stable 
equilibrium operating point for the system with the minimum amount of load to be shed. Our load聞shedding
scheme is divided into two approaches: cen仕alized load-shedding approach and dis廿ibuted load-shedding 
approach. In the centralized load-shedding approach, al1 agents cooperate for a common goal, i.e., the 
maximization of system performance. It is obvious that it is suitable if the components have the same 
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owner or a veηr strong operational or legal connection. In the distributed load-shedding approach, 
microgrid components have different owners and operating policies, and several decisions should be taken 
locally. In this case, each component has its own interests, i.e., the maximization of its profit. 
3. Centralized Load-Shedding Algorithm 
For our load-shedding sch回ne， we extend the functionalities of MGOCC to add the load-shedding 
scheme. Hereafter, we cal it MGOCC-LS. In our centralized load-shedding scheme, MGOCC-LS 
announces the start of operational planning for the next interval. Then, al components send their 
information to MGOCC-LS, such as the amount of generated power, the amount of charged/discharged 
power, or the amount of c1aimed load. If the supplied power is less than the claimed load, MGOCC・LSruns 
our centralized load-shedding algorithm to decide the amount of loads to be shed. After the load shedding, 
the amount of load to be shed for each Load is determined. For the cen甘alized load shedding, we use a 
game theoretic approach, i.e. , NBS (Nash Bargaining Solution) to maximize the load management and the 
faimess. In this study, the load management indicates to increase the power utilization at Loads in practice. 
The faimess indicates whether Loads are received a fair share of the supplied power. Once the amount of 
loads to be shed for each Load is determined by using NBS, MGOCC-LS notifies the resu1ts of the load 
shedding. That is, a Load is notified of the finally determined amount of load to be shed, and a DG is
notified of the finally determined amount of power supplied. 
4. Distributed Load -Shedding Algorithm 
In our dis甘ibutedload-shedding scheme, MGOCC-LS 出mouncesthe start of operational planning for the 
next interva1. Then, DGs and DSs (as power suppliers) send their information to MGOCC-LS, such as the 
amount of generated power, the amount of charged/discharged power, respectivel)に ForLoads and DSs (as 
power consumers), in order to bid for the power supplied, their bidding prices and quantities (i.e., its load 
demand) are sent according to their bidding strategies. If the supplied power is less than the total bidding 
quantities, MGOCC・LS runs our distributed load-shedding algorithm to decide the amount of loads to be 
allocated for each Load. Once the amount of loads to be allocated for each Load is determined by using the 
distributed load-shedding algorithm, MGOCC-LS notifies the resu1ts of the load shedding. That is, a Load 
is notified of the finally determined amount of load to be allocated，組d a DG isnotified of the finally 
determined amount of power supplied. 
Our distributed load-shedding scheme is composed of two parts. In the first part, MGOCC-LS uses an 
allocation algorithm to determine the amount of load to be allocated for each Load. After the first part, 
Loads are notified of resu1ts of the allocation and then the second part of the load-shedding scheme is 
initiated. In the second part, Load updates its bidding s甘ategy according to the resu1ts of its bidding. The 
updated bidding strategy will be used for the next bidding. 
In this study, an allocation algorithm allocates the supplied power to Loads according to their bidding 
prices in order to maximize the faimess and profit of Loads. We employ two allocation algorithms: 
max-min faimess algorithm and proportional algorithm. The max-min faimess algorithm maximizes the 
門i円、u
minimum al1ocation received by a participant in the market. We assume that bidding prices of al Loads are 
same and use the max-min faimess algorithm to determine the amount of load to be allocated for each Load. 
The proportional faimess algorithm allocates the supplied power proportional to the bidding prices of 
Loads. A Load needs to detennine its bidding price careful1y to maximize its profit. Thus, it needs efficient 
bidding strategy to find the optimal strategy through experiences obtained from the interaction with the 
environment. 1n this study, we employ Q-leaming algorithm to solve the decision problems with 
incomplete infonnation. The Q-leaming algorithm is suitable for dealing with decision-making problems in 
the repeated bidding against unknown opponents. The algorithm updates the bidding strategy according to 
the results of old bidding and the updated bidding strategy makes a bidding decision for new bidding. 
5. Implementation of Agent-based Load-Shedding System 
We implement our cooperative load-shedding control system by using the Agent-based Architecture of 
Distributed Information Processing System (ADIPS)/Distributed Agent System based on Hybrid 
Architecture (DASH) framework as an agent implementation platfom1. Figure 1 shows a distributed 
environment based on 6 PCs for the test. Agents use the 1ntemet for their communications. The 
functionality and feasibility of our system in the islanded microgrid have been tested in various test 
scenanos. 
Figure 1. Implemented system in a distributed environment. 
Figure 2 shows the amount of unusable power in our system after the centralized load shedding. Figure 3 
and 4 show the amount of unusable power in our system after the distributed load shedding based on the 
max-min faimess and the proportional faimess ラ respectivel y. As you caロ see in the figures , the amount of 
unusable power is quite smal1. The experimental results show that our system operates autonomousJy a 
microgrid. Besides , they show that designed load-shedding algorithms , i.e. , the centralized algorithm and 
the distributed algorithms , are worked suitably. 
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Figure 3. The amount of unusable power in the distributed load-shedding system 
based on the max-min fairness. 
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Figure 4. The amount of unusable power in the distributed load-shedding system 




6. Conclusion and Future Work 
In this s旬dy， our contributions have been summarized as following. For the cooperative load-shedding 
co附01， we define a load-shedding problem in an islanded microgrid operation. We categorize 
load-shedding schemes into two approaches: cen甘alizedapproach and dis仕ibutedapproach. For centralized 
approach, we employ a game theory to maximize the system performance. For dis甘ibuted approach, we 
employ a bidding process to maximize the profit of each compone凶 ofa microgrid. Then, we implement 
the load-shedding schemes on top of a multi-agent syst田n. For the implementation, we design a system 
structure for the load shedding, define functionalities of agents in the system, and design an effective 
communication protocol for interactions among agents. Finally, we analyze the performance of the schemes 
through experiments in various environments. For fu旬re work, we plan to analyze the differences between 


























第 5 章では、マルチエージェントシステム開発ツールを利用して、第 3 章と第 4 章で提案した
制御方式をそれぞれ適用したマルチエージェント型マイクログリッドの実験システムを構築し、
評価実験を行っている。これにより、提案方式の効果を実験的に確認すると共に、マルチエージ
ェント型マイクログリッドの負荷制御が系統的に行えることを検証した。これは、マイクログリ
ッド構築におけるマルチエージェントシステム技術の有用性を実証した成果として評価できる。
第 6 章は結論である。
以上要するに本論文は マイクログリッド運用における負荷制御方式においてマルチエージェ
ントシステム技術を活用した新しい手法を提案したもので、マイクログリッドの構築技術、なら
びに情報基礎科学の発展に寄与するところが少なくない。
よって、本論文は、博士(情報科学)の学位論文として合格と認める。
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