Let A and B be positive semidefinite matrices.
Introduction
When H, K are lower bounded self-adjoint operators on a Hilbert space H and H + , K + are their positive parts, the sum of H and K can be given a precise meaning as a lower bounded self-adjoint operator on the subspace H 0 , which is defined as the closure of dom H 1/2 + ∩ dom K 1/2 + . We denote this formal sum as H+K. Then the well-known Lie-Trotter-Kato product formula, as originally established in [18, 11] and refined by many authors, expresses the convergence lim n→∞ (e −tH/n e −tK/n ) n = e −t(H+K) P 0 , t > 0, in the strong operator topology (uniformly in t ∈ [a, b] for any 0 < a < b), where P 0 is the orthogonal projection onto H 0 . Although this formula is usually stated for densely-defined H, K, the proof in [11] applies to the improper case (i.e., H, K are not densely-defined) as well, under the convention that e −tH = 0 on (dom H) ⊥ for t > 0, and similarly for e −tK .
The Lie-Trotter-Kato formula can easily be modified to symmetric form and with a continuous parameter as [8, Theorem 3.6] lim pց0 (e −ptH/2 e −ptK e −ptH/2 ) 1/p = e −t(H+K) P 0 , t > 0.
When restricted to matrices (and to t = 1) this can be rephrased as lim pց0 (A p/2 B p A p/2 ) 1/p = P 0 exp(log A+ log B), (1.1) where A and B are positive semidefinite matrices (written as A, B ≥ 0 below), P 0 is now the orthogonal projection onto the intersection of the supports of A, B and log A+ log B is defined as P 0 (log A)P 0 + P 0 (log B)P 0 .
When σ is an operator mean [13] corresponding to an operator monotone function f on (0, ∞) such that α := f ′ (1) is in (0, 1), the operator mean version of the LieTrotter-Kato product formula is the convergence [8, Theorem 4.11] lim pց0 (e −ptH σ e −ptK ) 1/p = e −t((1−α)H+αK) , t > 0, in the strong operator topology, for a bounded self-adjoint operator H and a lowerbounded self-adjoint operator K on H. Although it is not known whether the above formula holds even when both H, K are lower bounded (and unbounded), we can verify that (1.1) has the operator mean version lim pց0 (A p σ B p ) 1/p = P 0 exp((1 − α) log A+α log B), (
for matrices A, B ≥ 0. A proof of (1.2) is supplied in an appendix of this paper since it is not our main theme.
In particular, let σ be the geometric mean A # B (introduced first in [17] and further discussed in [13] ), corresponding to the operator monotone function f (x) = x 1/2 (hence α = 1/2). Then (1.2) yields lim pց0 (A p # B p ) 2/p = P 0 exp(log A+ log B), (1.3) which has the same right-hand side as (1.1). It turns out that the convergence of both (1.1) and (1.3) is monotone in the logmajorization order. For d × d matrices X, Y ≥ 0, the log-majorization relation X ≺ (log) Y means that
with equality for k = d, where λ 1 (X) ≥ · · · ≥ λ d (X) are the eigenvalues of X sorted in decreasing order and counting multiplicities. The Araki-Lieb-Thirring inequality can be written in terms of log-majorization as
for matrices A, B ≥ 0, see [14, 3, 2] . One can also consider the complementary version of (1.4) in terms of the geometric mean. Indeed, for A, B ≥ 0 we have [2] (A q # B q ) 2/q ≺ (log) (A p # B p )
2/p if 0 < p < q.
(1.5)
Hence, for matrices A, B ≥ 0, we see that
2/p both tend to P 0 exp(log A+ log B) as p ց 0, with the former decreasing (by (1.4)) and the latter increasing (by (1.5)) in the log-majorization order.
The main topic of this paper is the complementary question about what happens to the limits of Z p and G p as p tends to ∞ instead of 0. Although this seems a natural mathematical problem, we have not been able to find an explicit statement of concern in the literature. It is obvious that if A and B are commuting then G p = AB = Z p , independently of p > 0. However, if A and B are not commuting, then the limit behavior of Z p and its eigenvalues as p → ∞ is of a rather complicated combinatorial nature, and that of G p seems even more complicated.
The problem of finding an explicit formula, which we henceforth call the anti LieTrotter formula, also emerges from recent developments of new Rényi relative entropies relevant to quantum information theory. Indeed, the recent paper [4] proposed to generalize the Rényi relative entropy as The rest of the paper is organized as follows. In Section 2 we prove the existence of the limit of Z p as p → ∞ when A, B are d × d positive semidefinite matrices. In Section 3 we analyze the case when the limit eigenvalue list of Z p becomes λ i (A)λ i (B) (1 ≤ i ≤ d), the maximal case in the log-majorization order. In Section 4 we extend the existence of the limit of Z p to that of A p/2
1/p with more than two matrices. Finally in Section 5 we treat G p ; however we can prove the existence of the limit of G p as p → ∞ only when A, B are 2 × 2 matrices, and the general case must be left unsettled. The paper contains two appendices. The first is a proof of a technical lemma stated in Section 2, and the second supplies the detailed proof of (1.2).
2 Limit of (A 
For each p > 0 define a positive semidefinite matrix
whose eigenvalues are denoted as
, again in decreasing order and counting multiplicities.
Lemma 2.1. For every i = 1, . . . , d the limit
exists, and
and all p > 0. By the Araki-Lieb-Thirring inequality [3] (or the logmajorization [2] ), for every k = 1, . . . , d we have
(2.5)
Therefore, the limit of λ i (p) as p → ∞ exists for any i = 1, . . . , d. The latter assertion is clear now.
Lemma 2.2. The first eigenvalue in (2.4) is given by
. We observe that
In particular,
and hence we have
where Tr is the usual trace functional on d × d matrices. Therefore,
On the other hand, we have
Estimates (2.6) and (2.7) give the desired expression immediately. In fact, they prove the existence of the limit in (2.4) as well apart from Lemma 2.1.
In what follows, for each k = 1, . . . , d we write I d (k) for the set of all subsets I of {1, . . . , d} with |I| = k. For I, J ∈ I d (k) we denote by (V * W ) I,J the k × k submatrix of V * W corresponding to rows in I and columns in J; hence det(V * W ) I,J denotes the corresponding minor of V * W . We also write a I := i∈I a i and b I := i∈I b i . Since det(V * W ) = 0, note that for any k = 1, . . . , d and any I ∈ I d (k) we have det(V * W ) I,J = 0 for some J ∈ I d (k), and that for any
Proof. For each k = 1, . . . , d the antisymmetric tensor powers A ∧k and B ∧k (see [5] ) are given in the form of diagonalizations as
and the corresponding representation of the
Note that the largest eigenvalue of Let H be a d-dimensional Hilbert space (say, C d ), k be an integer with 1 ≤ k ≤ d, and H ∧k be the k-fold antisymmetric tensor of H. We write x 1 ∧ · · · ∧ x k (∈ H ∧k ) for the antisymmetric tensor of x 1 , . . . , x k ∈ H (see [5] ). The next lemma says that the Grassmannian manifold G(k, d) is realized in the projective space of H ∧k . Although the lemma might be known to specialists, we cannot find a precise explanation in the literature. So, for the convenience of the reader, we will present its sketchy proof in Appendix A based on [7] . Lemma 2.4. There are constants α, β > 0 (depending on only d and k) such that
for all orthonormal sets {u 1 , . . . , u k } and {v 1 , . . . , v k } and the respective orthogonal projections P and Q onto span{u 1 , . . . , u k } and span{v 1 , . . . , v k }, where P − Q is the operator norm of P − Q and · inside infimum is the norm on H ∧k .
The main result of the paper is the next theorem showing the existence of limit for the anti version of (1.1). Proof. By replacing A and B with V AV * and V BV * , respectively, we may assume that V = I and so
Choose an orthonormal basis {u
Let λ i be given in Lemma 2.1, and assume that 1 ≤ k < d and
Hence it follows that λ 1 (Z ∧k p ) is a simple eigenvalue of Z ∧k p for every p sufficiently large.
where
due to Lemma 2.3. We now define
Then we have
, where
, it follows from (2.9) that the limit Q of Z ∧k p /η k p must be a rank one projection ψψ * up to a positive scalar multiple, where
corresponding to the largest (simple) eigenvalue coincides with that of Z ∧k p /η k p , we conclude that u 1 (p)∧· · ·∧u k (p) converges ψ up to a scalar multiple e √ −1θ . Therefore, by Lemma 2.4 the orthogonal projection onto span{u 1 (p), . . . , u k (p)} converges as p → ∞.
Assume now that
From the fact proved above, the orthogonal projection onto span{u 1 (p), . . . , u kr (p)} converges for any r = 1, . . . , s−1, and this is trivial for r = s. Therefore, the orthogonal projection onto span{u k r−1 +1 (p), . . . , u kr (p)} converges to a projection P r for any r = 1, . . . , s, and thus Z p converges to s r=1 λ kr P r .
For 1 ≤ k ≤ d define η k by the right-hand side of (2.8). Then Lemma 2.3 (see also the proof of Lemma 2.1) implies that, for k = 1, . . . , d,
(where η 0 := 1), and λ k = 0 if η k = 0. So one can effectively compute the eigenvalues of Z := lim p→∞ Z p ; however, it does not seem that there is a simple algebraic method to compute the limit matrix Z.
with the notation of log-majorization, see [2] . Letting p → ∞ gives
for the eigenvalues
In general, we have nothing to say about the position of (λ i )
2). For instance, when V * W becomes the permutation matrix corresponding to a permutation (j 1 , . . . , j d ) of (1, . . . , d), we have
In this section we clarify the case when (
, the maximal case in the log-majorization order in (3.2). To do this, let 0
Theorem 3.1. In the above situation the following conditions are equivalent:
(iii) the property in (ii) holds for every k ∈ {i 1 , . . . , i l−1 , j 1 , . . . , j m−1 }.
Proof. (i) ⇔ (ii). By Lemma 2.3 condition (ii) means that
It follows (see the proof of Lemma 2.1) that this is equivalent to (i).
This holds also for h = d thanks to (3.2) . We need to prove that
. Now, let i r−1 < k ≤ i r and j s−1 < k ≤ j s as in condition (ii). If k = i r or k = j s , then the conclusion has already been stated in (3.3) . So assume that i r−1 < k < i r and j s−1 < k < j s . Set h 0 := max{i r−1 , j s−1 } and
2) we furthermore have 
Proof. In addition to Theorem 2.5 we may prove that, for each k ∈ {i 1 , . . . , i l−1 }, the spectral projection of Z p corresponding to {λ 1 (p), . . . , λ k (p)} converges to * , respectively, we may assume that V = I. So we end up assuming that
and det W (1, . . . , k) = 0, where W (1, . . . , k) denotes the principal k × k submatrix of the top-left corner. Let {e 1 , . . . , e d } be the standard basis of C d . By Theorem 3.1 we have
so that the largest eigenvalue of Z ∧k p is simple for every sufficiently large p. Let
. Moreover, W ∧k is given as
where w I,J = det W I,J and so w 11 = det W (1, . . . , k) = 0. As in the proof of Theorem 2.5 we now compute
Since the unit eigenvector of Z ∧k p corresponding to the largest eigenvalue coincides with that of (
converges to e 1 ∧ · · · ∧ e k up to a scalar multiple e √ −1θ , θ ∈ R. By Lemma 2.4 this implies the desired assertion. 
In particular, when the eigenvalues of A are all distinct and so are those of B, the conditions of Theorem 3.1 means that all the leading principal minors of V * W are non-zero.
Extension to more than two matrices
Let A 1 , . . . , A m be d × d positive semidefinite matrices with diagonalizations
For each p > 0 consider the positive semidefinite matrix
The eigenvalues of Z p are denoted as
Although the log-majorization in (2.5) is no longer available in the present situation, we can extend Lemma 2.2 as follows.
Lemma 4.1. The limit λ 1 := lim p→∞ λ 1 (p) exists and
Moreover, a
Proof. We notice that
Let η be the right-hand side of (4.1). From the above expression we have
where M > 0 is a constant independent of p. Therefore, lim sup p→∞ λ 1 (p) ≤ η. On the other hand, let (i, i 2 , . . . , i m−1 , k) be such that a 
for some constants M ′ > 0 and α > 0 with α < η. Therefore, for sufficiently large p we have δη p/2 − M ′ α p/2 > 0 and
so that lim inf p→∞ λ 1 (p) ≥ η. The latter assertion is obvious. 
Proof. The proof is similar to that of Theorem 2.5. Choose an orthogonal basis 
, where 
We see that 1/p as p → ∞, the anti-version of (1.2) (or Theorem B.1). For example, when σ = ▽, the arithmetic mean, the increasing limit of (
is the supremum of A, B with respect to some spectral order among Hermitian matrices, see [12] and [1, Lemma 6.5] . When σ = !, the harmonic mean, we have the infimum counterpart A ∧ B := lim p→∞ (A p ! B p ) 1/p , the decreasing limit.
In this section we are interested in the case where σ = #, the geometric mean. For each p > 0 and d × d positive semidefinite matrices A, B with the diagonalizations in (2.1) and (2.2) we define
which is given as
Proposition 5.1. For every i = 1, . . . , d the limit
This implies that the limit of k i=1 λ i (G p ) as p → ∞ exists for every k = 1, . . . , d, and hence the limit λ i (G p ) exists for i = 1, . . . , d as in the proof of Lemma 2.1.
To prove the latter assertion, it suffices to show that
2 . Indeed, applying this to A p and B p we have
so that (5.3) follows by letting p → ∞. To prove (5.5), we may by continuity assume that A > 0. By [2, Corollary 2.3] and (3.1) we have
, by the majorization of Gel'fand and Naimark we have
In view of (2.5) and (5.4) we may consider G p as the complementary counterpart of Z p in some sense; yet it is also worth noting that G p is symmetric in A and B while Z p is not. Our ultimate goal is to prove the existence of the limit of G p in (5.2) as p → ∞ similarly to Theorem 2.5 and to clarify, similarly to Theorem 3.1, the minimal case when
is equal to the decreasing rearrangement of (
. However, the problem seems much more difficult, and we can currently settle the special case of 2 × 2 matrices only.
Hence we have
Therefore, thanks to (5.1) we have
we obtain
For general A, B > 0 let α := √ det A and β := √ det B. Since
we see from the above case that G p converges as p → ∞ and
and similarly for λ 2 . The remaining is the case when a 2 and/or b 2 = 0. We may assume that a 1 , b 1 > 0 since the case A = 0 or B = 0 is trivial. When a 2 = b 2 = 0, since a 1 B are non-commuting rank one projections, we have G p = 0 for all p > 0 by [13, (3.11) ]. Finally, assume that a 2 = 0 and B > 0. Then we may assume that a 1 = 1 and det B = 1. For ε > 0 set A ε := diag(1, ε 2 ). Since det(ε −1 A ε ) = 1, we have
By use of (5.6) and (5.7) with a 1 = ε −1 and a 2 = ε we compute
which is the desired assertion in this final situation.
A Proof of Lemma 2.4
We may assume that H = C d by fixing an orthonormal basis of H. Let G(k, d) denote the Grassmannian manifold consisting of k-dimensional subspaces of H. Let O k,d denote the set of all u = (u 1 , . . . , u k ) ∈ H k such that u 1 , . . . , u k are orthonormal in H. Consider O k,d as a metric space with the metric
Moreover, let H k,d be the set of projectivised vectors u = u 1 ∧ · · · ∧ u k in H ∧k of norm 1, i.e., the quotient space of
iθ v for some θ ∈ R. We then have the commutative diagram:
where π and π are surjective maps defined for u = (u 1 , . . . ,
and φ is the canonical representation of G(k, d) by the kth antisymmetric tensors (or the kth exterior products).
As shown in [7] , the standard Grassmannian topology on G(k, d) is the final topology (the quotient topology) from the map π and it coincides with the topology induced by the gap metric:
for k-dimensional subspaces U, V of H and the orthogonal projections P U , P V onto them. On the other hand, consider the quotient topology on H k,d induced from the norm on H k,d ⊂ H ∧k , which is determined by the metric
It is easy to prove that π : 
which is the desired inequality.
B Proof of (1.2)
This appendix is aimed to supply the proof of (1. Now, let σ be an operator mean with the representing operator monotone function f on (0, ∞), and let α := f ′ (1). Note that 0 ≤ α ≤ 1 and if α = 0 (resp., α = 1) then
for all A, B ≥ 0 and p > 0. So in the rest we assume that 0 < α < 1.
Theorem B.1. With the above assumptions, for every
From (B.1) we may write
The next lemma is essential to prove the theorem. The proof of the lemma is a slight modification of that of [10 
Proof. We list the eigenvalues of Z(p) in decreasing order (with multiplicities) as
together with the corresponding orthonormal eigenvectors
where 
thanks to assumptions (a) and (b), it follows that, for k < i ≤ m, pλ i (p) < −δ/2 for any p > 0 sufficiently small so that
Hence, it suffices to prove that for any sequence (p 0 >) p n ց 0 there exists a subsequence {p ′ n } of {p n } such that we have for 1
Indeed, it then follows that v 1 , . . . , v k are orthonormal vectors in C k , so from (B.3) and (B.5) we obtain
Now, replacing {p n } with a subsequence, we may assume that u i (p n ) itself converges to some
Step 1. First, we prove the theorem in the case where P σ Q = P ∧ Q for all orthogonal projections P, Q (this is the case, for instance, when σ is the weighted harmonic operator mean ! α , see [13, Theorem 3.7] ). Let H 0 be the range of
. From the operator monotonicity of log x (x > 0) it follows that, for every p > 0,
For every ε > 0 we have
where A −p = (A −1 ) p and B −p = (B −1 ) p are taken as the generalized inverses. Therefore,
since the support projection of A 0⊥ + B 0⊥ is A 0⊥ ∨ B 0⊥ = P ⊥ 0 . In the above, (−) −1 is the generalized inverse (with support H 0 ) and the inequality follows from the operator convexity of x −1 (x > 0). Letting ε ց 0 in (B.11) gives
Combining (B.10) and (B.12) yields
as p ց 0, we have
so that P 0 (A −p ▽ α B −p )P 0 = P 0 − p((1 − α) log A+α log B) + o(p).
Therefore, α) log A+α log B) H 0 , which yields the required limit formula.
Step 2. For a general operator mean σ the integral representation theorem [13, Theorem 4.4] says that there are 0 ≤ θ ≤ 1, 0 ≤ β ≤ 1 and an operator mean τ such that σ = θ▽ β + (1 − θ)τ and P τ Q = P ∧Q for all orthogonal projections P, Q. Moreover, τ has the representing operator monotone function g on (0, ∞) for which γ := g ′ (1) ∈ (0, 1) and
We may assume that 0 < θ ≤ 1 since the case θ = 0 was shown in Step 1. Moreover, when θ = 1, we have β = α ∈ (0, 1). For the present, assume that 0 < θ ≤ 1 and 0 < β < 1. Let A, B ≥ 0 be given, and note that A In the above, the third equality follows since log e = (1 − α) log A+α log B,
we obtain the desired limit formula. For the remaining case where 0 < θ < 1 and β = 0 or 1 the proof is similar to the above when we take as H the range of A 0 (for β = 0) or B 0 (for β = 1) instead of the range of A 0 ∨ B 0 .
Finally, we remark that the same method as in the proof of Step 2 above can also be applied to give an independent proof of (1.1) for matrices A, B ≥ 0.
