Abstract-The paper considers the task of detection of the most attractive for tourists city sights using the database with geotagged data of photographs.We form a graph on the basis of the geo-tagged spot coordinates and rewrite the problem as the graph clusterization task. In our work we use two clustering algorithms, DBSCAN and k-MXT. Moreover, we develop a modification of the k-MXT algorithm called the k-MXT-Gauss algorithm, where the calculation of the weights of the graph edges is transformed using the Gaussian distribution density. We compare the performance of k-MXT-Gauss algorithm with the performance of k-MXT and DBSCAN algorithms both on simulated data and real data.
I. INTRODUCTION
Using ideas of the work [1] we perform the task of graph clusterization for a graph constructed with use of geo-tagged data. First, we employ such clustering algorithms as k-MXT algorithm [1] and the DBSCAN algorithm [2] for the task of clustering geo-tagged data using both on simulated data and real data (one of Russian cities as an example). The graph will be constructed on the basis of a dataset of geo-tagged data of photographs taken from Flickr 1 . In the graph a vertex (photograph) connects to other vertices (photographs) if the geo-distance between them is less than a fixed threshold. We examine the constructed in such way graph to explore its structural properties. It turns out that the subgraphs at some location are very dense but the links between such dense subgraphs is quite sparse. Empirical results presented in this paper are close to the experimental results obtained in the works [1] and [3] in which it was shown that the k-MXT algorithm is applicable to the solution of the clusterization problem and produces clusters which are comparable to the clusters obtained by DBSCAN algorithm. An extended version of DBSCAN algorithm was examined in [4] to detect stops in individual trajectories using GPS data. The paper [5] proposes a novel niche genetic algorithm (NGA) with density and noise for K-means clustering and apply the algorithm on taxi GPS data sets.
The paper [6] presents and examines a family of clustering algorithms (including density-based and partition-based algo-1 "Flickr." [Online] . Available: https://www.flickr.com/ rithms). One of analyzed algorithms is K-means, which is partition-based and is well-known and employed in different applications. The algorithm is simple and effective tool with respect to other methods of clusterization (such as densitybased or model-based). K-means algorithm has the number of clusters K as an input [7] , [8] .
In this paper we present a modification of the k-MXT algorithm, where the calculation of the weights of the graph edges is transformed using the Gaussian distribution density (the k-MXT-Gauss algorithm). We compare the performance of k-MXT-Gauss algorithm with the performance of k-MXT [1] and DBSCAN [2] algorithms on simulated data obtained using the Python machine-learning library scikit-learn. This paper also shows the performance of algorithms for the city of St. Petersburg based on data taken from the Flickr site.
The algorithms were implemented in Python using the Jupyter environment.
II. CLUSTERING ALGORITHMS

A. DBSCAN Algorithm
Density-based spatial clustering of applications with noise (DBSCAN) is a data clustering algorithm proposed in the paper [2] . It is one of the most well-known clustering algorithms and most popular in research literature. DBSCAN algorithm is based on the following idea. For a given set of points in some space, it groups together the points that have many nearby neighbors. The points whose nearest neighbors are too far away, are marked as outliers points by the DBSCAN algorithm.
Let G = (V, E) be a graph, where V is the set of vertices of the graph and E is the set of edges of the graph. The vertices of graph G are the points on the map where the photographs were taken. Initially, the graph G does not contain any edges. We need some definitions and notations. Let
• ρ(p, q) be the distance between the vertices p and q;
• E(p) be ε-neighborhood of the vertex (object) p, defined by the formula
where ε is a certain constant; • a kernel or root object of degree minP ts is an object, whose ε-neighborhood contains no less than minP ts elements, i. e. |E(p)| ≥ minP ts, where minP ts is a constant. Objects that are not root are noise; • if q ∈ E(p) and p is a root object, then the object q is directly densely attainable from the object p;
and p i+1 is directly densely attainable from p i for all i ∈ 1 . . . n − 1, then the object q is densely attainable from the object p.
If root vertex p of the graph G is not assigned to any cluster, then all vertices directly densely attainable from p to be added to the traversal list. For each root node q in the traversal list, we find all directly densely attainable vertices and add them to the same traversal list. The vertex p and all the vertices from the traversal list that do not belong to any cluster are assigned to a new cluster.
B. k-MXT Algorithm k-MXT algorithm was proposed in [1] . The algorithm considers a graph fragmentation process in the following way: each vertex v selects the k adjacent vertices which have the largest number of common neighbours. For each selected neighbour u, we retain the edge (v, u) to form subgraph S of the input graph. The object of interest in [1] are the components of S, the k-Max-Triangle-Neighbour (k-MXT) subgraph, and the vertex clusters they produce in the original graph.
The vertices of graph G are the points on the map in which the pictures were taken. Initially, the graph G does not contain edges.
Each vertex of a graph is connected to all vertices located at a distance less than ε. No two vertices are connected more than once.
For the k-MXT algorithm, we need to construct a graph G based on the graph G. Initially, the graph G contains all vertices of the graph G, but does not contain any edges.
Let the set E contain all edges emanating from the vertex p. We add k edges from the set E to the graph G according to the following rule: for each vertex p of the graph G, the weight of all edges originating from this vertex is calculated. The weight of the edge (q, r) is equal to the number of common neighbors of vertex q and vertex r. Let the set E contain all the edges emanating from the vertex p. Add k edges to the graph G from the set E by the following rule.
• If the set E has less than k edges or exactly k edges, then all edges from the set E are added to the graph.
• If the set E has more than k edges, then k edges with the maximum weight are added to the graph. If it is needed to select from several edges with the same weight, then the edges are selected randomly.
Clusters will be the connected components of the resulting graph G . In this paper, the connectivity components are distinguished by traversing the graph in depth-first.
C. k-MXT-Gauss Algorithm
As in the k-MXT algorithm, the vertices of the graph G are points on the plane. Initially, the graph G contains no edges edges.
For the k-MXT-Gauss algorithm, we need to construct a graph G based on the graph G. Initially, the graph G contains all vertices of the graph G, but does not contain any edges.
For each vertex p of the graph G, the weight of all edges incident to this vertex is calculated. The weight of the edge (q, r) is equal to the number of common neighbors of the vertex q and the vertex r multiplied by the value of the Gaussian distribution density at the point x equal to the distance between the vertices of q and r; σ = 1 3 ε; µ = 0.
Let the set E contain all edges emanating from the vertex p. Add to the graph G k edges from the set E according to the following rule:
• If the set E has more than k edges, then k edges with the maximum weight are added to the graph. If it is needed to select from several edges with the same weight, then the edges are selected randomly. The clusters will be the strongly connected components of the resulting graph G .
When we use the gaussian distribution density function to modify arc weights, we choose the standard deviation of the distribution using three sigma rule: to fully cover all points located at a distance of ε from the given vertex, it suffices to let σ = ε/3.
III. COMPARISON OF ALGORITHMS ON SIMULATED DATA A. Clustering Validation Metrics
We use the ARI (Adjusted Rand Index) metric to evaluate the correct operation of the k-MXT, k-MXT-Gauss, DBSCAN clustering algorithms.
Let Y be the proper partitioning of the vertices into clusters, X be the result of clustering.
Define the following variables:
• a is the number of pairs of elements that belong to the same clusters in partitions X and Y • b is the number of pairs of elements that belong to different clusters in partitions X and Y Then the Rand Index (RI) is defined as follows:
where n is the number of vertices, However, the RI metric does not guarantee that its value is close to zero when we analyze a random assignment of cluster labels. In order to avoid this, the ARI metric is introduced, which is calculated by the formula:
ARI is a measure of the distance between different partitions. The ARI value varies between -1 and 1. Negative values correspond to partitions into clusters that are far from being similar, values close to zero correspond to random partitions, positive values show that the two partitions X, Y are similar (ARI = 1 if the partitions X, Y coincide completely)
B. Simulated data
We model the data using the Python scikit-learn library. We obtain the blobs data using the sklearn.datasets.make blobs function with the following parameters:
• total number of generated points is 200 (n samples = 200).
• cluster standard deviation is 0.5 (cluster std = 0.5). In the Fig. 1, 2 with k = 3, the k-MXT-Gauss algorithm has a larger ARI metric value (ARI = 0.93), the k-MXT algorithm has the value of the metric ARI = 0.39. For k ≥ 9 the k-MXT-Gauss algorithm has the value of the metric ARI = 1.00. At the same time, k-MXT for the considered values of k does not reach the value of ARI = 1.00.
When considering the graphs in the Fig. 1, 2 , it can be seen that the k-MXT algorithm has no more than one point where ARI = 1.00 is reached, the DBSCAN algorithm (Fig. 3) has a small range of values ε, for which ARI = 1.00, and the k-MXT-Gauss algorithm on most graphs has a large range of ε, for which ARI = 1.00.
Good performance of k-MXT-Gauss on smaller values k allows us to get results on a large data in a shorter program runtime. The presence of a large range of ε values resulting in ARI = 1.00 simplifies the process of selecting the ε parameter.
IV. APPLICATION AND COMPARISON OF THE RESULTS OF THE WORK OF ALGORITHMS FOR CLUSTERING PHOTOS IN ST. PETERSBURG
A. Data description
The data with coordinate labels we took from the site Flickr. In total for St. Petersburg, we received about 200 thousand photographs with geo-data and usernames.
The data is filtered in the following way: if there are multiple photos from the same user having the same geodata, we consider only one of those photos (about 2000 photos).
B. Graph Data Representations
For DBSCAN, k-MXT, k-MXT-Gauss algorithms, the vertices correspond to the photos with geotags. An edge between two vertices is added if the distance between two vertices does not exceed ε. The distance between two points was considered where R is the Earth radius, φ 1 , φ 2 are the latitudes of the first and second points, λ 1 , λ 2 -the longitudes of the first and second points accordingly,
C. Results of applying the algorithms to geodata for St. Petersburg
The clusters allocated by the k-MXT-Gauss algorithm with ε = 50 (Fig. 4) correspond to the actual separation of objects into clusters. The algorithm allocates clusters of both large sizes and small sizes.
DBSCAN algorithm with ε = 50, minP ts = 2 also performs cluster allocation well (Fig. 5) , but unlike the k-MXT-Gauss algorithm, DBSCAN does not select clusters of small sizes. Instead, the vertices that would belong to small clusters are considered to be noise. The algorithm 7-MXT ε = 50 (Fig. 6 ) performs cluster allocation worse if the data contains a point having a large number of vertices near it (clusters are mixed, some vertices become noise).
V. CONCLUSIONS
The comparison of the results of the k-MXT-Gauss algorithm and the results of the k-MXT, DBSCAN algorithms on the simulated data shows that the k-MXT-Gauss algorithm, starting from a certain value of k, has a large range of epsilon, for which ARI = 1.00. In contrast to the k-MXT algorithm, The application of the k-MXT-Gauss algorithm to the data obtained from the Flickr website for St. Petersburg shows that the k-MXT-Gauss algorithm works well not only on the simulated data. Thus, the k-MXT-Gauss algorithm can be employed to solving various applied problems without the need for careful selection of parameters for cluster allocation.
