Abstract-Tissue perfusion measurement using C-arm angiog raphy systems is a novel technique with potential high benefit for catheter-guided treatment of stroke in the interventional suite. However, perfusion C-arm CT (PCCT) is challenging: the slow C-arm rotation speed only allows measuring samples of contrast time attenuation curves (TACs) every 5 -6 s if reconstruction algorithms for static data are used. Furthermore, the peaks of the tissue TACs typically lie in a range of 5 -30 HU, thus perfusion imaging is very sensitive to noise.
I. INTRODUCTION
Perfusion CT (PCT) is an important imaging modality for diagnosis in case of an ischemic stroke event [1] . Time attenu ation curves (TACs) in tissue and vessels are extracted from a time series of brain volumes acquired after a contrast bolus injection. Perfusion parameter maps calculated from TACs, which represent quantities such as cerebral blood flow (CBF), cerebral blood volume (CBV), and mean transit time (MIT), provide information about the extent of the affected tissue. They can be used to identify potentially salvageable ischemic tissue that may be reperfused by catheter-guided stroke therapy procedures such as intra-arterial thrombolysis. For this purpose the patient is transported to an interventional suite equipped with a C-arm angiography system, where perfusion mea surement is not yet available. Perfusion measurement using Email: michael.manhart@cs.fau.de C-arm systems would allow assessing the perfusion parameters directly before and during the interventional procedure and thus help to determine treatment success and endpoint [2] . Current C-arm systems typically require rv 4 -5 s to acquire the X-ray projection images needed to reconstruct one volume and a pause of rv 1 s between two successive acquisitions, which limits the temporal sampling of the TACs and makes perfusion C-arm CT (PCCT) challenging.
Recently new approaches have been presented to over come these problems: Fieselmann et al. [3] proposed a new scanning protocol combining interleaved scanning and partial reconstruction interpolation. While providing improved tem poral sampling and high computational efficiency, multiple scanning sequences are required, which increases irradiation and contrast agent dose to the patient. Serowy et. al [4] and Neukirchen et al. [5] showed iterative model-based ap proaches, which reconstruct TACs described by a sum of weighted smooth temporal basis functions in order to keep the degree of freedom relatively low. Although these algorithms can be implemented similarly to classical algebraic reconstruc tion techniques (ART) [6] , the use of basis functions with non-compact support introduces additional computationally expensive steps. In [7] Neukirchen presents a computationally fast, analytic approach for computing the basis weights by a weighted Feldkamp (FDK) [8] reconstruction. However, recent developments in iterative reconstruction techniques, employing total variation (TV) [9] or wavelet based [10] regularization for example, have shown to highly improve reconstruction results in case of noisy or undersampled data. Since the peaks of the TACs inside the brain tissue lie typically in a range of 5 -30 HU perfusion imaging is highly sensitive to noise, which makes PCCT an interesting application for iterative algorithms.
This work introduces a dynamic, iterative reconstruction (DIR) algorithm which is based on the iterative parameter op timization algorithm by Neukirchen et al. [5] . In contrast to [5] we use linear spline basis functions with compact support for describing the reconstructed TACs to reduce the computational effort. Additionally we introduce a novel denosing strategy based on joint bilateral filtering (JBF) [11] , [12] . The algorithm is implemented GPU-based and evaluated using simulation data created with a digital phantom describing multiple arterial and tissue TACs, with an extension of the realistic digital brain perfusion phantom by Riordan et al. [13] and real measured data from an animal study with a canine stroke model. The brain phantom data and tools are published online to improve the reproducibility of this and future studies [14] . This section describes the C-arm perfusion acquisition pro tocol used for the simulation studies and real data acquisi tions. Since currently available C-arm systems are not capable of continuous, uni-directional C-arm rotations, the C-arm is rotated in a bi-directional manner in forward and backward direction. At first one C-arm rotation in forward and one in backward direction acquires baseline projections with the (1 )
Exceptions need to be defined for the begin and for the end To reconstruct the basis weights W from the measured pro jection data p, we solve the least-squares problem minimizing the Euclidean distance between the measured projection data p and the forward projected estimated 4D volume: We solve this large scale problem as described in [5] by using a gradient-based iterative procedure based on an extended Landweber scheme. This results in a weight update step similar to classic ART-based algorithms:
The relaxation parameter (3 controls the step size of the parameter update in each iteration, AB describes a linear interpolation followed by forward projection and B T A T is a weighted backprojection of the error image onto the basis weights.
Implementation: The computation of the weights w is done similarly as described in [5] . We reconstruct the 3D weight NxXNyXNz .
volumes Wj E lR , J = 1 ... Nw, where each Wj represents the weights in vector Wj as 3D volume, using a ray driven forward and a voxel driven back projector, both implemented in CUDA as described in [17] . To improve convergence speed, an ordered subset (OS) approach is used. The projections of each rotation are partitioned into 10 disjoint subsets maximizing the difference of the acquisition angle in each subset. In each iteration, the algorithm processes succes sively the projections of all rotations. For each projection P i the corresponding volume Xi is computed according to equa tion 2 using a GPU implemented linear interpolation, forward projected and subtracted with the measured projection image. The resulting error image is weighted with its associated basis function values (1 -Wi) and Wi, and back projected onto the corresponding weight volumes Wp and Wn, respectively. After processing one subset of projections, all negative attenuation weights in the updated vector ware set to zero to ensure a physically correct solution.
Direct application of the optimization strategy of [5] in combination with linear basis functions converged slowly and the reconstructions were corrupted by streaking artifacts. Figure 3a shows a slice of the resulting temporal maximum intensity projection (MIP) volume of the TACs reconstructed from a digital brain phantom (see section IV-C for details) after 30 iterations, where severe streak artifacts around the high contrast vessel structures are visible. The MIP is created by taking the peak of the reconstructed TACs. Thus, a good initialization and a sophisticated optimization strategy are required such that the algorithm converges to a suitable result. Therefore all rotations are first reconstructed using the FDK Figure 3c) . In all backprojection steps, pixels in the error image associated with a vessel intersecting ray by vt are only backprojected onto voxels which belong to a vessel according to VV. This helps to avoid the severe streak artifacts as shown in the resulting MIP slice from the vessel masked reconstruction in figure 3b.
C. Joint Bilateral Filtering
Due to the high sensitivity of perfusion imaging to noise, a sophisticated regularization strategy for DIR allowing reliable reconstruction of TACs under noisy conditions is required. In the following we introduce a bilateral filter based denoising for regularization of the DIR. Bilateral filtering, introduced by [18] and made popular by [11] , is a non-linear, edge preserving noise filter using a combination of domain and range filtering. Mendrik et al. [19] presented a special adaption for PCT by replacing the range component by a time-intensity profile similarity (TIPS): each voxel of a 4D perfusion vol ume is replaced by a weighted combination of voxels of its corresponding temporally sampled 3D volume, which are spatially close and have high TIPS, i.e. the TACs the voxels belong to are similar. However, evaluating the TIPS measure between two voxels requires to calculate a sum of squared difference over the temporal dimension inducing a higher computational effort than standard 3D bilateral filtering. In our approach we only use the peak value of the TAC instead of incorporating the complete TAC to identify voxels belonging to similar structures (like vessels or healthy and stroke affected . This results in a bilateral filter, where the range similarity is calculated using the temporal MIP M instead of the filtered volume itself. Such kind of approach, where a different image is used to calculate the range similarity, is known as joint bilateral filtering (JBF) [12] in the image processing community and has the same computational effort as standard 3D bilateral filtering. The filtered weight volume WrF is calculated from Wj by:
Each voxel v of the filtered volume W;BF is a combination of voxels from the original volume Wj belonging to neigh borhood N v weighted with the MIP similarity s and the spatial closeness c and normalized by dividing with the sum of all weights k. Figure 4b shows the MIPs of the initial FDK reconstruction before and after denoising using the JBF approach, where the initial noisy MIP is used as M. Figure 5 shows a flow chart of the complete DIR-JBF algorithm. At first the baseline projections with the static anatomic structures are subtracted from the contrast enhanced projections. Then all rotations are reconstructed using the FDK algorithm with a sharp filter kernel (aK = 0.25 pixel).
D. DIR-JBF Algorithm
In the next step an initial MIP volume M is calculated from the reconstructed rotations, all initial volumes are denoised using JBF and an updated M is computed from the denoised reconstructions. The vessel mask in volume space is created by thresholding M and the vessel masks for all projections of the forward and backward rotations are computed by forward projecting the volume vessel mask using a maximum intensity forward projector. After initializing the weight volumes from Table II : Parameters DIR-JBF algorithm the denoised FDK reconstructions a fixed number of itera tions is performed. Each iteration consists of a DIR step to achieve data consistency between the weight volumes and the measured projection data followed by de nosing of all weight volumes with JBF.
IV. MAT ERI ALS & MET HODS

A. Algorithm Parameters
The DIR-JBF algorithm parameters used for the experi ments are shown in Table II . If one parameter is varied for one experiment, it is stated explicitly in the experiment description.
B. Cylinder Phantom
For tentative evaluation of the DIR algorithm, a simple dy namic phantom consisting of cylindrical structures describing typical time curves occurring inside a stroke affected brain is used. The MIP of one slice of this phantom is shown in Figure 6a . The cylinders were placed around the origin of a volume of size 256x256x32 with isotropic voxel spacing of 1 mm and had a length of 16 mm in z direction. The bright white structures describe a real measured arterial input function (AIFs) from clinical PCT (black curve in Figure  7) . The light gray, gray and dark gray structures describe TACs in healthy tissue, tissue with reduced perfusion and tissue with severely reduced perfusion, respectively. The tissue TACs were created as described in [13] by convolution of the AIF with a residual function with exponential decay. The perfusion parameters for the different tissue classes were set for CBF to 53 ,1 6,2.5 ml/lOO ml/min and for CBV to 3.3,3, 0.71 mlj100 ml for healthy tissue, tissue with reduced and severely reduced perfusion, respectively. Due to the pauses in the acquisition protocol the quality of the reconstructed TACs depends on the temporal shift of the simulated TACs. Therefore the TACs of every cylinder were computed from an AIF with different temporal shift. The rise of the AIF was varied from 3.5 s to 7.5 s after acquisition start with an equal increase of 0.5 s between adjacent cylinders. The dynamic C-arm projection data was created by forward projecting the 4D phantom according to the acquisition protocol and Poisson distributed noise was added to the projections assuming an emitted X-ray density of 2.1 . 10 5 photons per mm2 at the detector.
C. Dynamic Brain Phantom
Classical digital CT phantoms usually consist of homoge neous structures. This highly favors reconstruction algorithms exploiting homogeneity like algorithms using compressed sensing based regularizers (e.g. TV minimization) and also algorithms using regularization by bilateral filtering. Thus, simple extensions to 4D dynamic phantoms do not allow for an authentic evaluation. We adopted the dynamic head phantom from [13] , which was originally used for evaluation of perfusion parameter calculation methods, to create an ap propriate phantom for evaluating the reconstruction algorithm. Similarly to what is proposed in [13] , we segmented brain MRI scans from a human volunteer into white and gray matter, cerebrospinal fluid (CSF), and arteries. White/gray matter and CSF segmentation was done from Tl weighted MRI data using the Freesurfer software [20] , [21] , [22] . Arteries were segmented from a time-of-flight acquisition by thresholding and manual post-processing. The segmentations were combined into a volume consisting of 150 slices with 256 x 256 voxels of isotropic size 1 mm. Inside the volume two different tissue classes were annotated using ellipsoid ROIs: tissue with reduced CBF (2 ROIs, altogether 13197 mm3) and tissue with severely reduced CBF and CBV (2 ROIs, altogether 57 61 mm3). Tissue that was not annotated was simulated as healthy tissue. Different perfusion parameters were assigned to the annotated ROIs as shown in Table III . To further reduce the sparsity of the brain phantom, the MR data was used to vary the perfusion parameters. The parameters were varied according to the intervals shown in Table III . Details of this variation are provided at the phantom web page [14] . The AIF and the tissue TACs were simulated similarly as for the cylinder phantom. To incorporate the anatomic tissue structures into the phantom, appropriate constant HU values were added to the TACs as described in [13] . Noisy projection data was created similarly as for the cylinder phantom.
D. Canine Study
The DIR-JBF algorithm was also evaluated using data from an animal study, where an ischemic stroke was induced in a healthy canine under an institutionally approved protocol. Four hours after stroke creation, PCT was acquired and immediately followed by a PCCT acquisition using the same protocol parameters as used for the simulation. The contrast injection contrast medium 370 mgl/ml injection type intravenous injection rate 2.0 mIls total contrast volume 28 m! total saline chase volume 10m! X-ray delay 5 s Table IV : Canine study injection protocol protocol used for both modalities is shown in Table IV . For the real data experiments TMIP was set to 155 HU and (}R was set to 5 . 10-4 . For the FDK reconstruction the static anatomical structures were subtracted in volume and not in projection space and the motion compensation was carried out in the 3D volume space using a 3D-3D rigid registration based on mutual information [23] .
E. Peifusion Parameter Calculation
To calculate the perfusion parameters, the reconstructed
TACs were resampled to a temporal resolution of 1 s by linear interpolation. A TAC inside the internal carotid artery was selected as AIF in the brain phantom data and a TAC inside the basilar artery was selected as AIF in the canine study data. The perfusion parameters were calculated with our in-house perfusion analysis software using a deconvolu tion approach based on indicator-dilution theory [24] , [25] , [26] . Before deconvolution the TAC samples were filtered slice wise in spatial dimension with a 2D Gauss kernel of variance (}2 = 1 mm2. For quantitative evaluation of the simulation results the root mean square error (RMSE) over time between the reconstructed and the ground truth time curves of the AIF and inside the tissue was computed. To compare the resulting perfusion maps, the Pearson correlation (PC) between maps created from the reconstructed TACs and maps created from the ground truth TACs was computed. The PC was calculated using all voxels of brain slices with stroke annotation belonging to the brain tissue, voxels in and close to vascular structures were excluded. For quantitative evaluation of the canine study perfusion maps we applied the automated ROI analysis with vascular pixel elimination discussed in [3] to calculate the PC between the 8 slices PCT and the co registered PCCT maps.
V. RESULTS
A. Cylinder Phantom Figure 6 shows MIP slices of the reconstructed cylinder phantom for FDK reconstruction with (}K = 1 and DIR-JBF reconstruction with (}R = 10-4 . Examples of reconstructed
AIFs from the cylinder phantom using FDK and DIR-JBF algorithm resampled to 1 s temporal resolution, as used for the perfusion parameter calculation, are shown in Figure 7 . Table V shows the RMSE of the reconstructed TACs for the AIFs and the different tissue classes.
B. Dynamic Brain Phantom
The quantitative comparison between FDK and DIR-JBF is shown in Table VI for different parameter selections of (}K and Table V : Quantitative results of the cylinder phantom study showing the root mean square error (RMSE) of the reconstructed time attenuation curves using the FDK and the DIR-JBF approach. 
VI. DISCUSSION
The MIPs of the reconstructed cylinder phantom shown in Figure 6 illustrate two advantages of the DIR-JBF algorithm compared to FDK reconstruction. The artifacts around the high contrast artery structures caused by the time-varying attenuation values are reduced in the DIR-JBF result (for a detailed analysis of these artifacts in filtered backprojection reconstruction see [27] ). Furthermore the JBF regularization avoids the smoothing of the artery structures into the encircling tissue like in the FDK result. The example AIFs from the cylinder phantom reconstruction in Figure 7 show how the dynamic reconstruction can improve the temporal resolution and avoid the underestimation of the peaks of the TACs compared to FDK reconstruction. Also the quantitative results in Table V show that the RMSEs of the reconstructed TACs are improved. The perfusion maps created from the brain perfusion data in Figure 8 show that the DIR-JBF perfusion maps compared to the FDK maps are smoother, the stroke affected areas are mostly better separated from the healthy tissue and the vascular structures, which are visible as the red structures, are not blurred into the brain tissue. This also holds for the blood flow maps of the canine study shown in Figure 9 . Furthermore a perceptible increase of the PC to the co-registered PCT maps for DIR-JBF compared to FDK reconstruction is observed for the canine CBF and CBV maps (Subsection V-C).
VII. CONCLUSIONS
We introduced a novel dynamic iterative reconstruction (DIR) algorithm with a denoising strategy based on joint bilateral filtering (JBF). The computational efficiency of our algorithm is better compared to existing approaches due to the use of linear spline functions as basis for the TACs. The JBF provides a computational fast, stable and expedient regularization, which is also easy to implement. The results show that the DIR-JBF algorithm has the potential to provide adequate reconstructions of TACs and perfusion maps from slowly rotating C-arm acquisitions. Compared to the FDK algorithm the reconstructed TACs are more accurate both for the cylinder phantom and realistic brain phantom. Also the visual impression and the correlation of the reconstructed brain maps to the ground truth are improved. The PC values of the canine PCCT perfusion maps to the PCT scan are increased as well. An interesting direction of future research is the comparison to the use of other basis functions like cubic splines, which provide a more realistic description of the smooth TACs and may further improve results on the cost of higher computation time. Furthermore, the subtraction of the static structures in projection space is a potential problem for the clinical application of this algorithm. Patient movement between the acquisitions can lead to sever problems, since a correction of 3D motion in the 2D projection images is difficult due to ambiguity. Further research on how to detect and correct residual structures caused by inaccurate projection subtraction is necessary.
