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Abstract
Machine Learning (ML), and especially Deep Learning (DL) methods, have evolved
rapidly over last years and showed remarkable advances in research areas such as computer
vision and natural language processing; however, there are still engineering applications
in industries such as transportation where DL methods have not been applied yet or that
can be benefited from an integrated approach using DL in addition to other methods.
For countries in Northern latitudes one of such applications is Monitoring Road Surface
Condition (RSC) during the Winter season for improving road safety and road maintenance
operations.
In this study we introduce a novel approach for monitoring of RSC that integrates
DL methods and Spatial Statistics (SS) to simultaneously process data from roadside
cameras and weather stations to determine automatically the category of snow coverage
at sample locations across a region of interest. Our approach integrates the advantages of
SS for interpolating spatial variables and the strengths of DL for Computer Vision tasks,
particularly for image classification. On one hand SS models serve to understand the spatial
autocorrelation of random variables and to determine their expected values in unsampled
locations based on a number of near observations. On the other hand, DL models extract
relevant patterns from a large number of training images and learn a mapping from input
images to a set of predefined labels.
We implement and evaluate our approach using data collected in the province of Ontario
during the 2017-2018 Winter season. Specifically, we included data from three separate
sources, Environment Canada (EC) Weather stations, Road Weather Information System
(RWIS) stations, and roadside cameras from the Ministry of Transportation of Ontario
(MTO). To the best of our knowledge, this is the first study that integrates both DL and
SS techniques for processing the three data sources with the goal of monitoring RSC.
The DL models we implement and compared are Inception, Inception-Resnet, Xception,
DenseNet, MobileNetv2, and NASNet. All of these models have achieved remarkable
results for image classification in well-known benchmarks. The SS models we evaluate are
Ordinary Kriging (OK), Radial Basis Functions (RBF), and Inverse Distance Weigthed
(IDW). The first provides a comprehensive understanding of the spatial autocorrelation
for each particular variable, while the second and third allow a faster implementation. Our
integrated approach works by combining the output feature vector from the DL model with
the interpolated values from the SS model to output a more robust prediction of RSC for
the locations of interest.
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1.1 Road Surface Monitoring and Road Maintenance
Operations
Road maintenance during the winter is a safety critical operation that requires a significant
amount of resources, as well as proper coordination and best practices for sustainability
[55]. In countries located in Northern latitudes, such as Canada, The United States, and
Finland, winter road maintenance is a priority for Government Offices at multiple levels.
While these countries have made substantial efforts to ensure that the roads are suitable
for the transportation of passengers and goods during the winter, achieving a trade off
between safety and resources expended is a challenge they face every year.
Driving when there is snow or ice on the roads is not only more difficult but also more
dangerous. The harsh weather conditions during the winter are recognized as key factors
associated with a higher probability of collisions [11] [47] due to circumstances such as
poor road surface friction [28]. Moreover, the risk of fatality also increases in accidents
occurring in periods of snow falls or even after snow falls if the road surface has not been
cleaned timely and thoroughly [51]. Transportation offices are aware of these numbers and
plan accordingly, with specific measures to prioritize road monitoring and cleaning as part
of their short-term plans and long-term road safety strategies.
Vision Zero is an innovative approach targeted to improve road safety to the point where
zero fatalities happen in the roads [8]. It was created by the Swedish Government in 1997
and encompasses strategies where multiple stakeholders, such as Transportation Offices,
Policy makers, car makers, and road users, just to name a few; work simultaneously toward
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reducing the factors related to road accidents. International and national organizations
across the world have been promoting the Vision Zero approach over the past few years,
with significant and quantified benefits in cities of developed and developing countries [58].
The main differences between conventional road safety plans and this new approach is a
strong focus on engaging all the stakeholders in the planning process and a data-driven
foundation that leverages innovative technologies toward embedding safety on every stage
of the planning and operation of road infrastructure [62].
Several cities in Canada have already launched their Vision Zero plans and are work-
ing actively on promoting citizen engagement and encouraging the use of state-of-the-art
technologies to materialize the goal of zero fatalities on the road. For instance, the Vision
Zero plan in Toronto identifies areas with high priority to improve road safety, divided
into five road user segments: motorcyclists, cyclists, pedestrians, older adults, and school
children. They also identify two dangerous practices: aggressive driving and driver distrac-
tion [14]. In terms of the promotion of data-driven technologies, the City of Toronto ran a
public Challenge in 2018 where citizens, universities, and the general public were invited
to design data-driven innovations to help materialize the Vision Zero plan. While public
engagement and education are both contributing factors toward improving road safety, en-
gineering innovations in the planning and operation of road infrastructure are also crucial
for implementing road safety into transportation infrastructure. In particular, the use of
Big Data and Artificial Intelligence technologies within transportation systems is becoming
more and more frequent. Specific applications such as video analytics are instrumental in
enhancing traffic operations, monitoring road conditions, and producing valuable insights
to better understand risk factors [36].
Being one of the largest countries in the Northern hemisphere, Canada deals with winter
road maintenance operations over thousands of kilometers of urban and rural roads every
year. Even though it is a country with experience on how to keep its roads operative in
the winter, there is still room for improvement in terms of road safety. For instance, in
the year 2013, more highway fatalities due to snow or ice conditions were reported in the
province of Ontario in Canada compared to the previous year [38]. On the positive side,
also in Ontario the benefits of a timely winter road maintenance have been quantified [65],
highlighting the importance of data-driven methods for improving operations.
The cost of winter road maintenance is significantly higher than that spent in other
seasons of the year. For instance, according to the Ministry of Transportation in Ontario
(MTO), about 50% of the total budget disbursed for highway maintenance corresponds to
snow and ice cleaning during the winter [10]. In Montreal, the budget for snow and ice
removal is approximately 150 million CAD annually [29], with similar figures in Toronto
(90 million CAD) [4] and Ottawa (68 million CAD) [3].
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In Canada, every province has autonomy in how they manage winter road mainte-
nance operations. Depending on the strategy established by the Transportation offices at
the provincial or municipal level, the maintenance is done directly by the Transportation
offices or by private contractors. Moreover, the standards for maintaining road surface
condition during the winter also differ across provinces according to their particular needs
and environmental conditions [29]. However, in a recent report published by the Office of
the Auditor General of Ontario, road safety concerns were raised due to the outsourcing
of snow and ice removal operations to private contractors, including observations about
the lack of a proper system to oversee snow removal operations and tools to monitor road
surface cover during snow falls [38].
Multiple activities need to be scheduled and coordinated by the Transportation offices
in order to keep roads with the minimal possible amount of snow and ice so the drivers can
use the road network safely. For this purpose, the transportation offices commonly use RSC
as a measure to identify the current state of the road regarding snow or ice coverage, serving
also as a communication mechanism between stakeholders across the whole operation. More
specifically, RSC introduces several categories to quantify the current amount of snow cover
over a road. In Ontario, the Ministry of Transportation (MTO) uses three main categories
to identify whether the road is bare, partly covered, or fully covered [20]. Examples of
images for each category are shown in Figure 1.1.
Figure 1.1: Example images from a roadside camera near Otter lake in Ontario. Left:
Bare pavement. Center: Partial snow cover. Right: Full snow cover.
In terms of logistics, the overall winter road maintenance operation commonly involves
two major stages. First, a road monitoring stage continuously checks road surface coverage
when snowfall is highly likely to occur, then, once the snowfall has stopped a cleaning stage
begins and the necessary resources, such as plowing and salting, are assigned to promptly
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remove snow or ice accordingly. The road monitoring stage commonly involves patrolling
by trained inspectors as well as observation through roadside cameras and weather stations.
Even though patrolling is the most accurate method to identify RSC, it is also costly, and
its coverage is limited to only those roads traveled by the inspectors.
1.2 Machine Learning Processing of Roadside Cam-
era Images
Real-time monitoring of road surface conditions using cameras is critical for the safety of
drivers and road maintenance operations. A study conducted by the Iowa Department
of Transportation, USA, confirmed that the use of roadside cameras for snow removal
operations can reduce the number of road patrol expeditions by 33% and the overall cost
of those expeditions by 14% [52]. Additionally, a study led by the Minnesota Department of
Transportation, USA, found that dash and ceiling-mounted cameras on snowplows allow for
streamlined operations and better communication of road conditions across Transportation
offices, contractors, and the general public [23].
In that regard, advanced image classification methods for classifying road snow coverage
by processing images from roadside cameras have been introduced in recent research [44]
[46]. However, it is still a challenging task due to limitations such as image resolution,
camera angle, and illumination. Two common approaches to improve the accuracy of
image classification methods are: adding more input features to the model and increasing
the number of samples in the training dataset.
Deep Learning (DL) methods are a subset of Machine Learning (ML) methods resulting
from a combination of advanced algorithms and math [19]. The remarkable achievements
of DL methods across multiple applications are also attributed to the recent availabil-
ity of powerful computing hardware, mainly Graphic Processing Units (GPUs) to train
DL models. One of the fields where DL methods have achieved remarkable results is in
Computer Vision, showing state-of-the-art accuracy in tasks such as image classification,
object detection, and semantic segmentation. In most of the major Computer Vision re-
search conferences, such as CVPR, ICCV, and IGARSS, DL methods have consistently
shown better performance across applications like Medical Imaging, Autonomous Vehicles,
Remote Sensing, Face Recognition, among other fields.
Recently, a handful of studies have evaluated the use of DL to automate the classifica-
tion of images with the purpose of determining RSC during the winter, with remarkable
results over images from dash cameras [46] [35] [34] [43]. However, fewer studies have
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tested DL methods for determining RSC from images collected by roadside cameras. One
example is the work of Pan et. al. [45], in which they adapt DL models trained over
the ImageNet dataset to the task of RSC classification using the fine-tuning technique,
achieving an accuracy of more than 90%.
1.3 Spatial Statistics for Interpolation of Weather Data
Spatial Statistics SS is an area of statistics focused on the analysis of spatial data. While
most of the variables we commonly find in SS examples are related to environmental
studies, such as weather variables or air pollution, any application that uses georeferenced
data can benefit from these methods. Other use cases of SS are common in retail [48],
transportation [21], health [9], among other areas.
In the context of weather data, SS is mostly used for interpolation of variables in places
located between weather stations. Since the installation and maintenance of weather sta-
tions require significant resources, Environment Agencies usually install a limited number
of stations and use data collected in those those stations to estimate weather variables over
the area of interest.
The definition of both the number and locations of weather stations over a region of
interest requires expertise in SS as well as in-depth knowledge of the characteristics of
the area. Multiple considerations such as mountainous terrains or proximity to water
bodies can significantly increase variability in weather patterns; therefore, requiring the
installation of more stations to reduce uncertainty.
The use of SS for the interpolation of weather data is a common practice in geographies
across the world, with examples in Canada [26], Colombia [54], South Africa [15], and
Switzerland [40], to name just a few.
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Chapter 2
Selected Spatial Statistics Models
For Interpolation
In section 1.3 we present an overview of SS concepts and main applications, in this section
we describe in more detail the main underlying ideas as well as some of the commonly used
methods for interpolation of weather variables.
All SS methods for interpolation implement the idea of spatial vicinity or neighborhood,
in other words, the methods work under the assumption that sample values that are closer
to our location of interest provide more accurate information than farther samples. Even
though this idea comes to our minds intuitively, interpolation methods in SS provide formal
approaches on how to put it into practice.
In order to run the interpolation procedure there must be a number of sample values
observed across the area of interest, with a reasonable number of sample points available
for estimation of the variable of interest at unseen locations. What is a reasonable number
of points is a question dependent on the specific characteristics of the variable of interest
as well as the particular region and accuracy requirements.
To better illustrate these ideas we use the graphical example shown in Figure 2.1. Let’s
imagine our variable of interest is the height above sea level, we have already measured this
variable at multiple locations (red and black dots) and our goal is to infer the height in the
yellow dot. The most trivial approach would be to calculate an average of all the sample
points, including the red and black dots; however, we know that the height measured at
the red dots is more similar to the one at the yellow point than that of the black points.
6
Figure 2.1: Spatial vicinity around a location of interest. Image source: arcgis.com
The estimation of the height at the yellow point is an example of the main goal of
interpolation methods in SS. We know is better to give more relevance to the red points
than the black points, but how could we use the values of the red dots to obtain the best
estimate of the height in the yellow point? The approach we use is what differentiates
the available interpolation methods, in other words, each interpolation method offers it
own mathematical formulas and statistical assumptions to obtain the desired value at the
yellow point, and those are the details we explore in the following sections.
More formally, the spatial variable we aim to interpolate is defined as v, and we inter-
polate the variable v in the location lo as a function of the sample values vi observed in the
vicinity of lo, as seen in Equation 2.1. Those sample values are in turn dependent of the
location in which they where sampled, in other words vi = v(li) for i = 1, 2, 3, ..., n where
n is the number of observed samples.
v(lo) = f(v1, v2, v3, ..., vn) (2.1)
In the context of spatial interpolation, the literature describes two main categories of
methods, deterministic and geostatistical methods [16]. IDW and RBF are examples of
deterministic methods because they assign weights to sample points li in the vicinity of the
target point lo without making any special assumption about the spatial variable v. On
the other hand, geostatistical methods such as OK treat the spatial variable as a stochastic
variable and include a robust statistical analysis to better understand its behaviour.
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2.1 Inverse Distance Weighted
The IDW interpolation method gives more relevance to sample values that are much closer
to the location of interest by assigning a particular weight to each observation. We previ-
ously introduced the concept of spatial vicinity as the region that contains sample observa-
tions relevant for the interpolation of the variable v in the location lo; however, in practice
that vicinity is usually not defined as a boundary, instead, it is implemented by setting the
k nearest number of sample observations to consider and by giving less and less relevance
to sample points that are farther away from lo.
The relevance we assign to an individual observation is measured by its weight, and in
the IDW method this weight is calculated as the inverse of the power function. The two
parameters for the IDW method are k number of nearest sample points to consider and
the exponent p of the power function. Detailed descriptions of the IDW method can be
found in [37] and [5].
Equation 2.2 shows how the weight of each sample observation is calculated based on
the distance dio between the sample point li and the target point lo. It is defined only when








And Equation 2.3 makes use of the values from the k nearest samples as well as their





The values for the k nearest number of samples to consider as well as the exponent p
of the power function are commonly determined by cross validation [42]. However, p = 2
and k = 5 are common values used as default for many software implementations of the
method.
The IDW method only requires the definition of two parameters and the computational
resources it demands are low; therefore, it is well suited for cases in which researchers do
not have extensive information about the spatial variable of interest v or do not have access
to high-end computers. The method is also known for its ease of use and is offered by most
Geographic Information Systems (GIS) and SS software packages.
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2.2 Radial Basis Functions
RBF are regarded as efficient interpolation methods that are more flexible than the IDW
method but at the same time require the setting of more parameters; therefore, more
decisions need to be make during implementation. Due to its deterministic nature, RBF
methods do not allow for further analysis about aspects such as spatial correlation or
interpolation errors.
RBF methods use splines as the underlying functions to interpolate the spatial variable
of interest v. Splines are mathematical functions defined with piecewise polynomials that
have proven to be useful for applications in Computer-aided design (CAD) and computer
graphics. Splines can take many forms depending on the mathematical formulation and
parameters, more details about splines can be found in [50].
As opposed to IDW, the values estimated by RBF methods can be higher than those
observed in the sample locations li, as illustrated in Figure 2.2. For many cases this is a
desired characteristic that makes RBF methods an attractive alternative for researchers.
Figure 2.2: Profile of interpolation by IDW(left) and RBF(right) methods. Image source:
arcgis.com
While multiple types of RBF have been described in the literature, modern GIS and
CAD software packages offer ready to use implementions of those that offer reasonable
tradeoffs between complexity and accuracy. Some of the most common ones are listed
below.




• Spline with tension
• Thin plate spline
The advantages of the Completely regularized spline have been well studied in the
literature [41] [24]; therefore, it is the one we selected for the interpolation of weather
variables in Chapter 3.
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2.3 Ordinary Kriging
OK belongs to the category of geostatistical methods along with other Kriging based
interpolation techniques. It models the variable of interest v as a stochastic variable and
uses robust statistical inference to make predictions at target locations lo. The use of more
complex statistical ideas in OK such as spatial autocorrelation and anisotropy allow for
more flexibility and a better understanding of the spatial variable of study.
To use the OK method we start by calculating an experimental semivariogram to iden-
tify three characteristics that describe the spatial autocorrelation between sample obser-
vations located at multiple distances between each other. These three characteristics are
the range, sill, and nugget. The range is the distance at which two observations seem to
be not correlated anymore. The sill is the average squared difference between points that
are beyond the range distance and the nugget describes the background noise that causes
slight differences in v even for points that are very close to each other.
Once we have the experimental semivariogram, we use a mathematical function to
model the three characteristics we mentioned before in order to assign suitable weights to
sample points li in the vicinity of the target locations lo. Common functions are Circular,
Exponential, Gaussian, and Spherical. In practice, researchers select the function that
better models the shape of the experimental semivariogram, Figure 2.3 shows an example
of a Gaussian function along with the experimental semivariogram as averaged points.
Figure 2.3: Example of an experimental semivariogram along with a Gaussian function.
Image source: arcgis.com
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The selected function provides an estimate of the spatial autocorrelation between points
separated at certain distance, and is the basis to determine the weights that will be assigned
to each one of the sample observations li in the vicinity of the target location lo. The
statistical formulation of the OK method is especially designed to minimize the variance
of the estimates with respect to the mean value of v, in other words, it is an unbiased
estimator.
While other variations of Kriging methods such as Simple Kriging, Universal Kriging,
and Cokriging allow for more complex analysis, OK is a method that offers a good trafeoff
between robust statistical inference and ease of use. OK is one of the most accurate
interpolation methods for spatial variables; however, it requires the setting of multiple
parameters and could be time consuming for cases where efficiency and ease of use are
important.
2.4 Summary
SS offers a variety of methods to accomplish spatial interpolation in locations that were
not sampled within an area of interest. In practice, deterministic methods such as IDW
and RBF require the definition of few parameters and therefore are best suited for cases
in which researchers do not have extensive knowledge of the spatial variable. On the
other hand, geostatistical methods such as OK are appropriate for applications in which
having an in-depth understanding of the spatial autocorrelation of the variable of interest
is fundamental for the analysis.
All of the three methods described are used extensively in both research and industry
applications, and the choice between them commonly involves the consideration of available
data, expertise, and computational resources.
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Chapter 3
Integration of Roadside Camera
Images and Weather Data
3.1 Problem Formulation
In Ontario, the MTO monitors winter road surface conditions through the RWIS, a network
of stations that include roadside cameras and specialized instruments to measure weather
variables [64]. However, there are a limited number of RWIS stations across Ontario;
therefore, the network has reduced spatial coverage. In order to enhance the range of
the RWIS system, more roadside cameras and weather stations would be required. With
that requirement in mind, the first objective of this study is to introduce a novel data
integration approach that makes use of all the other MTO roadside cameras as well as EC
weather stations to have both more images and more weather records for the purpose of
road surface monitoring during the winter.
We highlight the potential of integrating additional datasets to improve the spatial
coverage and accuracy for monitoring winter road surface conditions. Consequently, we
examine the main characteristics of the input datasets, with a focus on the location and
spatial configuration of the observing stations. Moreover, we also quantify the benefits of
integrating the input datasets into a larger one that offers wider spatial coverage and more
input features.
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3.2 Area of Study and Data
The area of interest for this study is the Province of Ontario in Canada. More specifically,
we calculate the benefits of the data integration approach over the three most densely
inhabited Ecoregions in Ontario (Table 3.1). The datasets we consider include RWIS
stations, MTO roadside cameras, and EC weather stations.
Table 3.1: The three most densely inhabited ecoregions in Southern Ontario, Statistics
Canada 2016.
Ecoregion Inhabitants/km Rank across Canada
Lake Erie Lowland 344 2nd
St. Lawrence Lowlands 179 3rd
Manitoulin-Lake Simcoe 66 6th
3.2.1 RWIS Stations
The Road Weather Information System (RWIS) was introduced as a network of advanced
stations to continuously monitor roads at certain locations, improving the coverage and
complementing the conventional road patrolling [10]. In general, RWIS stations include
roadside cameras along with weather sensors to measure variables such as air temperature,
wind speed, pressure, and humidity. Depending on the vendor and the configuration, the
stations can also have embedded pavement sensors to determine road surface temperature.
Previous research related to RWIS stations has focused primarily on quantifying their
overall benefits for road winter maintenance, both in terms of safety and cost savings [33]
[63], as well as best practices for determining their optimal locations over an area of interest
[32] [57]. The evidence on previous studies confirms the relevance of RWIS stations for
winter maintenance operations, with networks of stations installed across North America
and Northern Europe. However, with dozens or even hundreds of stations collecting data
24 hours per day, it is difficult for the operators of those sensor networks to process all that
data simultaneously and perform decision making in almost real time during snowfalls.
Automated processing of RWIS stations data is potentially beneficial for multiple stake-
holders involved in the winter road maintenance operations. On one hand, private compa-
nies hired by Transportation offices monitor the roads using the RWIS network and send
salt trucks and snowplows to maintain road surface standards when needed. On the other
hand, Transportation offices also monitor the roads through the RWIS network to oversee
the private contractors work and publish road status information to the general public.
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3.2.2 MTO Roadside Cameras
The MTO manages a large number of roadside cameras for traffic monitoring purposes.
In total, more than 400 roadside cameras are distributed across Ontario, with most of the
cameras located beside major roads such as freeways and highways. These cameras are
connected to an information system that helps monitor traffic conditions in real time, addi-
tionally, this system is useful for emergency services such as the Police or Fire Departments
when quick response is necessary on the road.
The information system includes a Traffic Operation Centre where data coming from
multiple sources, such as cameras and road patrols, is continuously processed to assess
traffic conditions and determine prompt measures to improve traffic flow. The system
was launched in 1991 and since then it has updated multiple times to accommodate new
hardware and software technologies. Most of the images collected by the roadside cameras
have a size of 640 by 480 pixels, a size also know as standard VGA. Figure 3.1 shows and
example of an image captured by an MTO roadside camera beside Highway 401.
Figure 3.1: Example image captured by an MTO roadside camera looking at a section of
the 401 Highway on December 28th, 2017.
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3.2.3 Environment Canada Weather Stations
Environment Canada EC is a department of the Government of Canada and its goal is to
oversee topics related to the preservation of the Natural Environment and the monitoring
of Climate conditions. To perform real time monitoring of weather conditions across the
country, EC collects and process data from a variety of sensors, including weather stations,
as well as satellite measurements. In Ontario, EC uses a network of about 100 weather
stations distributed across the province. Figure 3.2 shows a picture of an EC weather
station installed at the University of Waterloo in Southern Ontario.
Figure 3.2: EC weather station located at the University of Waterloo. Image source:
uwaterloo.ca
These weather stations collect a number of variables that help identify short term and
long term climate conditions. Access to those variables is important for weather forecast,
especially in the winter season, when snow storms can affect traffic flow significantly. Some







EC publishes records from the weather stations as open data and includes an historic
catalog spanning multiple decades. The availability of this dataset is important for both
short term and long term environmental studies, with applications for multiple industries
and users across the country.
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3.3 Data Integration Analysis
The RWIS system is the one currently used by the Ministry of Transportation of Ontario to
monitor road winter surface conditions. Each RWIS station records images from roadside
camera and weather variables using specialized measurement instruments. To improve the
spatial coverage of the current system we propose to include all the other MTO roadside
cameras as well. However, those MTO cameras do not record any weather variables.
Therefore, we also propose the use of data from Environment Canada stations to interpolate
weather variables for each one of the added MTO cameras. Figure 3.3 shows the spatial
configuration of the observing stations in the three input datasets and locates the three
most populous ecoregions in Ontario.
Figure 3.3: Location of observing stations from the three input systems.
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The reason why ecoregions are important to the analysis is twofold: on the one hand
having more observations within the same ecoregion facilitates the interpolation of weather
variables since we could expect similar weather conditions, on the other hand, we focus
our analysis in the three most populous ecoregions in Canada; therefore maximizing the
benefits of the system integration for a higher number of road users.
Adding other MTO cameras to the RWIS system increases the total number of available
roadside cameras in Ontario by more than four times and reduces the average distance to
the nearest camera (Nearest neighbor NN) from around 38 km to less than 10 km. It also
increases the number of cameras in the three most populous ecoregions in the province
increases by more than six times. (Table 3.2)
Table 3.2: Adding other MTO roadside cameras to increase the number of images.




# of locations selected
ecoregions
RWIS 139 38.4 68
Other MTO 439 7.2 364
RWIS + MTO 578 9.4 432
The size (in pixels) and format of the images (.jpg) collected by RWIS and other MTO
cameras is generally the same. In addition, every camera in both systems takes at least one
picture of the road every 15 minutes, which is enough for monitoring winter road surface
in most cases. A visual inspection (Figure 3.4) of images taken by more than 40 RWIS
stations and 30 other MTO cameras confirms that the point of view with respect to the
road and the viewing angle of the roadside cameras in both systems are very similar; a fact
that facilitates the combined processing of all the images.
Moreover, adding weather stations from Environment Canada to the RWIS system in-
creases the number of weather stations in Ontario by 1.7x and reduces the average distance
to the nearest weather station (Nearest neighbor NN) from around 38 km to less than 26
km. More importantly, the number of stations in the three most populous ecoregions in
the province increases by 1.7x. (Table 3.3).
Having more weather stations allows us to interpolate weather variables for all other
MTO roadside cameras by using observations from both the RWIS system and the Envi-
ronment Canada weather network. Furthermore, in order to better understand the spatial
configuration of all three input datasets and to investigate the performance of some se-
lected spatial interpolation methods, we conduct a more comprehensive analysis supported
by spatial statistics.
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Figure 3.4: On the left, an image from an RWIS station. On the right an image from an
MTO camera.
Table 3.3: Adding Environment Canada stations to interpolate weather data.




# of locations selected
ecoregions
RWIS 139 38.4 68
Env. Canada 99 35.8 45
RWIS + Env. Can 238 25.7 113
In the following step of our analysis, we study the spatial clustering of observing loca-
tions in the three systems: RWIS, other MTO cameras, and Environment Canada stations.
In other words, we evaluate how clustered the stations are in those three systems under the
assumption that weather stations distributed at approximately random locations generally
produce better weather interpolation compared to settings where stations are clustered [6].
For this purpose, we select the L-Function [18] to identify whether the spatial distribu-
tion of stations in each system corresponds to a completely random spatial point pattern
or in contrary if the distribution corresponds to a clustered point pattern. The L-Function
works by comparing the spatial distribution of the points in the reference sets (RWIS,
MTO, EnvCan) against a set of points generated at random locations by sampling coordi-
nates as uniformly distributed random variables within the area of study. What makes the
L-Function advantageous for our analysis is the fact that it repeats the described process
for multiple scales; therefore, it outputs a function that allows us to infer the degree of
spatial randomness of every input dataset at different distance bands.
Figure 3.5 shows how clustered or randomly distributed are each one of the three
datasets when seen across multiple spatial scales, in other words, when compared against
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multiple sets of randomly generated points each one having an increasing average distance
between the random points. When the red line (reference set) is above the blue line
(random sets of points), as we see for the RWIS dataset (a) and the other MTO cameras
dataset (b) we infer that both datasets are highly clustered, which makes sense considering
those cameras are all installed beside major roads. For Environment Canada stations (c),
the red and blue lines are close to each other, which means those stations are distributed
randomly across Ontario. In all three cases, we also plot a confidence interval obtained by
creating nine permutations of the random points.
Figure 3.5: Multi-distance spatial cluster (L-Function) plots for: (a) RWIS stations, (b)
other MTO cameras, and (c) Environment Canada stations.
Based on previous literature related to the optimal location of weather stations [6] [27]
[33] [57], we infer that the random spatial distribution of Environment Canada stations
improves the interpolation of weather variables across Ontario compared to the clustered
locations of the RWIS stations. Therefore, when combined with RWIS stations we can
increase the spatial coverage and have a more distributed set of input stations to interpolate
weather variables for MTO cameras.
3.4 Results
We compare the performance of three spatial statistics methods to interpolate three key
weather variables, namely air temperature, wind speed, and air pressure. For this purpose,
we selected a sample of 40 RWIS stations and 40 EC stations, for those 80 stations we
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obtain data values for a no-snow day (November 7th, 2017), and for a snowy day (December
25th, 2017).
Before comparing the interpolation methods, we see the summary statistics for the
three weather variables of interest on a no snow day in Table 3.4 and on a snowy day in
Table 3.5.
Table 3.4: Summary statistics of three weather variables for a no-snow day.
Summary statistics Air temp. ◦C Wind speed km/h Pressure kPa
Mean -1.921 4.912 99.950
Std. dev. 5.195 6.419 2.809
CV% — 131% 3%
Table 3.5: Summary statistics of three weather variables for a snowy day.
Summary statistics Air temp. ◦C Wind speed km/h Pressure kPa
Mean -12.186 13.587 98.518
Std. dev. 9.509 11.128 2.782
CV% — 82% 3%
We see that the mean air temperature decreases by approximately 10 ◦C and the mean
wind speed triples from the no-snow to the snowy day; in contrary, air pressure only
shows a slight change of less than 2%. Therefore, we infer a better correlation between air
temperature and wind with road snow coverage.
The three methods we compare are Inverse Distance Weighted IDW, Radial Basis
Function RBF, and Ordinary Kriging OK. Tables 3.6 and 3.7 summarize the performance
of the three interpolation methods on a no-snow and snowy days accordingly.
In general, the RMSE tends to be higher for the snowy day, likely due to high spatial
variability not represented by the conventional standard deviation statistic in Table 3.5.
OK scores the lowest RMSE in four of the six day-variable pairs; however, it also requires
significantly more time to set up due to a greater number of parameters and model design
decisions. Consequently, we suggest RBF as the interpolation method that offers the best
tradeoff between complexity and accuracy.
In all three interpolation methods, we set up three and six, as the minimum and the
maximum number of neighbors to use as input for the calculations. All parameter values are
optimized through cross-validation, except for OK where we set up the parameters based
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Table 3.6: RMSE of three interpolation methods applied on a no-snow day.
Interpolation method Air temp. ◦C Wind speed km/h Pressure kPa
IDW 2.054 6.073 3.094
RBF 1.971 6.156 3.001
OK 1.868 5.660 2.992
Table 3.7: RMSE of three interpolation methods applied on a snowy day.
Interpolation method Air temp. ◦C Wind speed km/h Pressure kPa
IDW 4.139 8.761 3.053
RBF 3.898 8.718 2.963
OK 3.921 8.654 2.999
on findings from a study targeted to determine the optimal location of RWIS stations
across multiple regions in North America [2].
Specific parameter configurations for each of the three interpolation methods are:
• IDW: Optimized power parameter
• RBF: Completely regularized spline with optimized kernel parameter.
• OK: First order trend removal with the exponential kernel. For the experimental
variogram, we set up a lag size of 10 km with 20 lags. The selected semivariogram is
always Gaussian with a fixed range of 100km.
By adding all other MTO cameras as image data sources, the total number of cam-
eras in the combined dataset increases from 139 to 578 across Ontario and the average
distance to the nearest camera decreases from 38.4km to 9.4km. Additionally, six times
more cameras are available in the three most populated ecoregions in Ontario. Moreover,
the experimental evaluation of three spatial interpolation methods for inferring weather
variables in unobserved locations shows that the best tradeoff between complexity and
accuracy is offered by RBF. Overall, we introduced a novel data integration approach to
improve the spatial coverage of winter road surface monitoring stations and provide ex-
perimental evidence of the benefits, especially for the most densely populated areas in
Southern Ontario.
Generally, RWIS stations also include pavement-embedded sensors to better determine
the conditions of the road, especially the sub-surface temperature. Even though our analy-
sis does not consider these sensors, the benefits of our suggested data integration approach
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are still significant considering that our goal is to facilitate the maintenance operations by
providing a wider coverage for weather and camera data only. Further research can look
at optimal ways to integrate data from pavement-embedded sensors as a complementary
data source.
From the perspective of government transportation offices, our approach can provide
actionable insights which can be used to more selectively perform manual patrolling to bet-
ter identify road surface conditions. From a broader perspective, integrating these three
datasets is feasible and can benefit the design and development of automated image clas-
sification methods for monitoring road snow coverage. Which in turn can help materialize
the Vision Zero by improving the road maintenance operations and reducing the number
of incidents due to poor road conditions during the winter.
3.5 Summary
To summarize, as part of this data integration study we first quantify the benefits of ex-
tending the RWIS system with images from other MTO cameras and weather observations
from EC. Then we use spatial statistics to better understand the spatial configuration of
stations in the three systems and find that Environment Canada stations provide a better
spatial coverage than existing RWIS stations. Furthermore, we evaluate three different
weather interpolation methods under snowy and no-snow weather conditions and suggest
RBF as the one that better balances accuracy and ease of implementation.
Our initial results are promising and demonstrate that additional image and weather
datasets can be incorporated to road monitoring systems, leading to measurable improve-
ments in road monitoring tasks.
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Chapter 4
Selected Deep Learning Models for
Image Classification
DL methods have achieved remarkable accuracy for tackling multiple Computer Vision
tasks in both research and industry settings, with applications ranging from automated
diagnosis in medical imaging to quick detection of cyclists and pedestrians in autonomous
vehicles, just to name a few. One of the factors that have influenced the rise of DL is the
current availability of large datasets, such as ImageNet [17] with millions of images labeled
according to predefined classes, which are essential for training DL algorithms. However,
having such large datasets is not common for industry-specific applications; therefore,
researchers have developed a practice called fine-tuning in which DL models trained over
large and generic image datasets are adapted for classification of images in other domains.
DL models are an evolution of a simpler type of model called the Multi-Layer Percep-
tron, which takes an input vector and uses consecutive groups of non-linear functions called
layers to produce higher-level representations of the input data. In contrast, DL models
use many layers, each one taking as input the output of the previous one. Most DL models
fall into the category of supervised learning because their goal is to make the model learn a
mapping from input observations into the desired output, in our particular case we expect
the DL models to receive images from roadside cameras as input and produce as output
the correspondent RSC category as defined by MTO.
Figure 4.1 shows a simplified description of the architecture of DL models for image
classification. An input image is represented as a three-dimensional matrix, with the height,
width, and Red Green Blue (RGB) channels of the image as its initial dimensions. This
input image moves through the layers in the model and in the end, the model outputs a
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vector of probabilities, with the highest probability corresponding to the most likely RSC
category for the image.
Figure 4.1: The generic architecture of a DL model for image classification. Image source:
mathworks.com
The first part of DL models for image classification (feature learning) includes a series
of convolutional and pooling layers that gradually convert the information contained on
the input image into a compressed vector representation with smaller height and width but
a larger number of channels than the original image. Convolutional layers are also known
as filters that summarize an input matrix into one with smaller dimensions. In other
words, these layers learn how to detect features such as shapes, contrast patterns, and
color variations, and pass along a simplified representation of this features to the following
layers.
The second part (classification) starts with a layer (flatten) that converts the three-
dimensional vector from the first section into a one dimensional vector that is then feed into
a few fully connected layers that reduce even more the size of the vector representation, and
finally a softmax layer that outputs probability values for each category in the classification
task. Fully connected layers are usually implemented in the last part of the models to
summarize the visual features detected by previous layers. Most DL models have many
convolutional layers but only a few fully connected layers because the number of parameters
in the latter ones is much higher, which in turn requires more computational resources to
train the models.
The design of a DL model also includes the consideration of multiple hyperparameters,
and their role is crucial for the successful implementation of the model. The designer
can set hyperparameters to manage multiple aspects of the model and fine-tuning them
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commonly requires significant effort and domain knowledge of the application. By setting
those parameters the designer can define the number of neurons per layer, the type of non-
linear functions to use (activation functions), the number of times the dataset is passed
through the model during training (epochs), how fast the model learns (learning rate),
the Dropout regularization rate, among other characteristics of the model definition and
training. In practice, researchers focus on fine-tuning the most relevant hyperparameters
based on previous literature and their experimental findings.
All of the models we describe in the following sections show similar architectures to
the generic architecture explained previously, with many convolutional layers arranged in
sequence in the feature learning part of the model and a few fully connected layers in the end
to output a vector indicative of the specific image class. Therefore, we focus on describing
the particular characteristics that make each model different from the rest. Usually those
characteristics include a combination of multiple ideas that span architectural settings,
regularization techniques, and data augmentation.
For many applications these models are not trained from scratch, instead, researchers
use a technique called finetuning for achieving maximum efficiency. Finetuning is done
by training the classification models over large datasets that contain images of common
objects such as animals, vehicles, food, etc. Then the last part of those models is trained
again but now on datasets that contain application specific images, such as medical or
satellite images. Using this technique the models can be adapted to new applications
without the need for extensive training.
4.1 Inception
The Inception-v3 [61] model builds on the success of previous Inception models, which in
turn originated from the GoogLeNet [60] model. It is a DL model with 42 layers that
introduces the idea of Factorizing Convolutions. The goal of Factorizing Convolutions is
to replace one convolution layer with two or more convolutional layers that have smaller
window size. The total number of parameters in the resulting convolutional layers is smaller
than that of the original convolutional with larger window size.
Figure 4.2 shows two convolutional layers of window 3 by 3 as a result of applying
Convolutional Factorization to an original layer with a window size of 5 by 5. By apply-
ing his technique the authors reduce the number of parameters by approximately 28%,
which in turn makes the model much more efficient due to the lower number of required
computations in both the training and test stages.
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The Inception-v3 model also makes use of auxiliary classifiers, a technique that mit-
igates vanishing gradient, an issue that arises during training of DL models due to the
reduction of the gradient values in the Backpropagation algorithm. It works by allowing
the model to determine the loss function not only from the last layer but also from one or
more of the intermediate layers.
Figure 4.2: Effect of Factorizing convolutions. Image source: [61]
4.2 Inception-ResNet
The Inception-ResNet [59] model is the result of the combination of ideas from the Inception-
v3 [61] and ResNet [22] DL models. This model includes the characteristics we describe
in Section 4.1 and also uses residual connections between layers that are not adjacent to
each other. The use of residual connections reduces the required time during training and
also improves slightly the classification accuracy of the model.
The authors of the Inception-ResNet model also investigate the effects of multiple
variations to combine the two previous models. Most of the variations correspond to
alternate links between intermediate layers in the form of residual connections.
4.3 Xception
The Xception architecture [13] builds on top of the previous Inception type modules that
use simultaneous convolutional layers with different filter sizes and then concatenates the
resulting volumes into one output. According to the authors, training this model required
them more than 60 GPUs; therefore, it is a model that most users might not train from
26
scratch. Instead, it is highly likely that further uses of the model in production correspond
to instances of finetuning the model to a particular image dataset.
The Xception model implements the Pointwise Convolution technique followed by
Depthwise Separable Convolutions. This combination accelerates model training while
keeping the number of parameters considerably low compared to other DL models with
comparable number of layers.
4.4 DenseNet
The DenseNet [25] model introduces the idea of connecting all previous layers to the current
layer, this is done within groups of layers named blocks, which in turn are followed by
additional blocks. While the idea of connecting layers that are not adjacent was previously
implemented in ResNets [22], DenseNet models take a step forward and connect all the
layers within a module as illustrated in Figure 4.3.
Figure 4.3: Illustration of the DenseNet architecture. Image source: [25]
4.5 MobileNet
The MobileNet [53] model also implements Depthwise Separable Convolutions, the same
idea behind Xception modules. This approach reduces the computational cost and therefore
is appropriate for applications running on small devices such as mobile phones and Internet
of things (IoT) sensors. In MobileNet, the Depthwise Separable Convolutions capture the
data structure across the height and width dimensions as well as the channels, but using
smaller window sizes of maximum 3 by 3. The authors test the model in several image
classification benchmarks obtaining state of the art results in accuracy while also having a
reduced number of parameters.
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4.6 NASNet
Most DL models for image classification use groups of layers organized in sequences to
form complete models. Multiple terms are used in the literature to describe these groups of
layers, such as blocks, modules, or cells. The key idea behind the NASNet [68] models is the
search for optimal architectures of cells in small image datasets, and then the application
of those cells to form more complex models for classification of larger datasets.
More specifically, the authors look for a convolution cell in the CIFAR-10 dataset, which
includes only 10 image classes, and then use the same cell for classification in the ImageNet
dataset, which includes one thousand classes. The paper also introduces a regularization
technique called ScheduledDropPath to mitigate overfitting.
4.7 Summary
All of the six DL models described in this chapter achieve remarkable performance in the
ImageNet [17] image classification benchmark. However, the use of DL models for more
specific applications in image classification must consider certain trade offs to balance
the available computational resources with the particular accuracy requirements. Recent
studies have compared the performance of multiple models considering aspects such as
accuracy, number of parameters, and number of operations [12].
Figure 4.4 shows the comparison of multiple models considering the number of oper-
ations per model (in millions) in the x-axis and the classification accuracy in the y-axis,
additionally, the size of the circles represent the total number of parameters per model.
We see that models such as Inception-v4 and ResNet-152 achieve the highest accuracy at
the cost of an increased number of parameters, which in turn demands more computing
resources. On the other hand, models such as GoogLeNet are lightweight and have fewer
parameters, making them ideal for running on small devices such as road side cameras
or smart phones. Overall, we could say that Inception-v3 is a model that shows a good
balance between accuracy and efficiency when compared against similar models for image
classification.
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Figure 4.4: Comparison of models for image classification. Image source: [12]
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Chapter 5
Deep Learning and Spatial Statistics
for Winter Road Surface Monitoring
5.1 Problem Formulation
The objectives of this study are twofold. First, we aim to extend previous work regarding
the use of DL methods for automated classification of RSC using images from roadside
cameras with a particular focus on evaluating state-of-the-art image classification methods
listed in Chapter 5. Secondly, we want to determine experimentally if the use of weather
variables as a complementary data source improves the classification accuracy.
This paper is divided into three major sections. The first section describes the area of
study as well as the datasets we use. In the second section, we evaluate multiple DL models
for classification of RSC and in the last part, we include weather data as an additional
source of data and assess the improvement on classification accuracy. To the best of our
knowledge, this is the first study that looks at the combined use of roadside camera images
and weather data for the automated determination of RSC. Additional contributions of
this study include Python source code to replicate all the experiments presented in the
paper.
5.2 Experimental Setup and Data
The area of study comprises the center and south part of the province of Ontario in Canada,
which hosts approximately 38% of the population in the North American country. The
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road network in the province extends along more than 275.000 km including all categories
of roads, such as highways and municipal roads [1]. However, most of the population and
therefore the roads are in the southern area. Weather conditions can vary drastically across
the province, due mainly to the large range of latitude it covers, from approximately 42◦ N
to 56◦ N, and the weather effects caused by the Great Lakes in its south-west side. For this
reason, about 140 RWIS stations have been installed by the Ministry of Transportation
in Ontario to help monitor the road conditions and weather in carefully selected locations
across the province.
For this study, we selected a sample of 40 RWIS stations shown in Figure 5.1, which
collected data approximately every 15 minutes for the winter of 2017-2018. The data in-
cludes 14.000 images taken by the roadside cameras as well as 70.000 observations from
five weather variables measured by instruments installed on every station. Every image
was labeled according to one of the three RSC categories listed by the Ministry of Trans-
portation in Ontario, with approximately 45% of images corresponding to bare pavement,
40% to partial snow cover, and 15% to full snow cover. The recorded weather variables
are Air Temp (C), Relative Humidity (%), Pressure (kPa), Wind Speed (km/h), and Dew
Point (C).
5.3 Comparison of Models for Image Classification
We select six DL models that have scored state-of-the-art accuracy over the ImageNet
image classification benchmark and evaluate how they perform for the classification of
RSC over images from roadside cameras. All six models have been previously trained
using the ImageNet dataset, which includes images of everyday objects such as animals,
artifacts, and plants, among other classes. The goal is to fine-tune only a small portion,
generally the latest portion, of those models in order to adapt them into the RSC image
classification task. The underlying hypothesis is that the initial part of those DL models
trained on large datasets has learned to identify basic patterns that are useful for classifying
objects across multiple domains.
The DL image classification models we choose are Inception-v3 [61], Inception-Resnet-
v2 [59], Xception [13], DenseNet169 [25], MobileNetv2 [53], and NASNet [68]. For all these
models we kept the configuration of layers, training, hyperparameters, and regularization
techniques as published in the original papers. When running the fine-tuning process,
we consider previous settings from the work by Pan et. al. [45] who also explored the
use of DL models for RSC classification, as well as other literature for fine-tuning image
classification models [30] [49] [7].
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Figure 5.1: Location of the sample 40 RWIS stations in the province of Ontario.
In addition, we design a rather simple model inspired by seminal works in DL such as
AlexNet [31] and VGG [56]. This baseline model has approximately 3.7% of the number
of layers and 4.2% of the number of parameters when compared with the average charac-
teristics of the other six models. Table 5.1 presents a summary of the characteristics of all
seven models considered. Layers used for data reduction (max-pooling), model regulariza-
tion (dropout), and vector concatenation are also counted as part of the total number of
layers.
All seven models are trained and validated using 80% of the total number of images
(14.000). The remaining 20% is held as a test set and we only use it for reporting accuracy
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Table 5.1: Main characteristics of the DL models selected for comparison.
Model
Feature learning Classification Complete model
Params. Layers Params. Layers Params. Layers
Baseline 392,608 10 603,411 7 996,019 17
Inception-v3 21,802,784 311 6,292,755 7 28,095,539 318
Inception-Resnet-v2 54,336,736 780 4,719,891 7 59,056,627 787
Xception 20,861,480 132 9,831,699 7 30,693,179 139
DenseNet169 12,642,880 595 3,915,027 7 16,557,907 602
MobileNetv2 2,257,984 155 62,739 7 2,320,723 162
NASNetMobile 4,269,716 769 51,987 7 4,321,703 776
in the end. Within the 80% of training data, 20% is taken for validation and plotting of
the accuracy and loss functions during the training stage. We use the Backpropagation
algorithm and Stochastic Gradient Descent (SGD) as optimizer to minimize the classifica-
tion error (loss). Learning rate is kept constant at 0.001. Other parameters for the SGD
optimizer are set according to recommended values in the literature, such as momentum
= 0.9 and Nesterov momentum enabled. The number of times (epochs) the training set
is passed through each DL model to iteratively reduce the misclassification error is kept
constant at 50 and the images are feed in groups of 32 (batch size) to reduce memory
usage.
Since the models have been previously trained using the ImageNet dataset, we only
need to fine-tune or retrain the last portion of them in order to adapt them to the RSC
classification task, except for the baseline model that needs to be trained from scratch.
We consider three fine-tuning scenarios in which different percentages of the models are
retrained, starting with only the fully connected layers, then fine-tuning only the last 5%
and 15% of the models, including some of the last convolutional layers. During the training,
a validation set is kept apart to continuously evaluate how the model performs over unseen
images.
5.4 Results
Figures 5.2, 5.3, and 5.4 summarize the training and validation accuracy scored by the
models when fine-tuning the fully connected layers and the last 5% and 15% percent of the
models, respectively, except for the Baseline model in which all the layers are trained from
scratch. In other words, in all three figures we see the exact same values for the Baseline
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model. To our surprise, the baseline model achieves a competitive accuracy while most of
the six state-of-the-art models do not reach an 80% accuracy when finetuning the last 5%
of the model and show signs of overfitting when finetuning the last 10% and 15% of the
model. The six state-of-the-art models learned successfully how to classify images in the
training set but are unable to correctly classify images not seen during the training stage.
Figure 5.2 shows the final training and validation accuracy for all seven models when
only the fully connected layers were fine tuned to our dataset. At first glance, we see that
only three models, Baseline, Inception-Resnet, and Xception, achieve a training accuracy
over 75%; however, the validation accuracy in Inception-Resnet and Xception is about 25%
below their training accuracy. In other words, those two models already show early signs
of overfitting. The rest of the models still require the training of more layers to learn useful
mappings from the input images to the output categories.
Figure 5.2: Finetuning only the fully connected layers.
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The results shown in Figure 5.3 represent the training and validation accuracy when
only the last 5% of layers in the models are finetuned to our dataset. All models achieve
a training accuracy of more than 75%; however, the values for validation accuracy are
over 75% only in the Baseline, Inception, and Inception-ResNet models. Even though we
finetune a small percentage of the models (5%), some already show significant overfitting,
such as Xception and MobileNet.
Figure 5.3: Finetuning the last 5% of layers.
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Figure 5.4 shows the final training and validation accuracy for all the models when
the last 15% of layers are finetuned to our dataset. Almost all models achieve a training
accuracy above 90%, with DenseNet as the only exception. However, only two of the seven
models are able to reach a validation accuracy equal or greater than 75%, the Baseline and
Inception models. The other five models show clear evidence of overfitting, with extreme
cases like MobileNet and NASNetMobile.
Figure 5.4: Finetuning the last 15% of layers.
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Increasing the number of fine-tuned layers for the RSC classification task produces
higher accuracy in the training set; however, it also affects considerably the accuracy on
the validation set. In other words, the more layers we fine-tune the stronger the overfitting
effect, with extreme cases such as the MobileNetv2 model, which scores 98.59% training
accuracy but only 54.44% validation accuracy when the last 15% of the model is retrained.
On the other hand, the baseline model scores more than 93% classification accuracy in both
the training and validation sets. To better illustrate these findings, we show the variation
of the loss and accuracy functions during the training of the MobileNetv2 model in Figure
5.5 and the baseline model in Figure 5.6.
Figure 5.5: Fine-tuning the last 15% of the MobileNetv2 model. Left: Loss function.
Right: Accuracy.
Figure 5.6: Training of the baseline model. Left: Loss function. Right: Accuracy.
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On average, the difference between the final training and validation accuracy for the
six state-of-the-art models is 18.2% when finetuning only the fully connected layers, 26.6%
when finetuning the last 5% of layers, and 29.7% when finetuning the last 15% of layers. In
contrast, the difference between the final training and validation accuracy for the baseline
model is just 1.3%.
To summarize, the desired performance for any Machine Learning model is to have high
accuracy in both the training and validation sets; however, in our experiments, this goal
was only achieved by the baseline model. While multiple explanations can clarify these
results, the most reasonable one is that the RSC image classification task might not require
those complex DL models and a competitive accuracy can be scored using a simpler DL
model like the baseline.
Overfitting is a common issue in Machine Learning, and it happens in cases where
the model is too complex for a task and as a result, it memorizes the characteristics of
the training set. In other words, the model does not generalize well for data samples
not observed during training, like the images in the validation or the test sets. Multiple
regularization techniques are available to avoid or mitigate overfitting in DL models, such
as reducing the number of layers, reducing the number of neurons, or using Dropout layers
that randomly disconnect certain connections between neurons, among others.
To avoid overfitting in our study, we use three Dropout layers with a rate of 0.5 between
the fully connected layers of all models. The rate defines the frequency at which the
connections between neurons in those layers are randomly dropped, the higher the rate the
stronger the regularization effect; however, using a rate that is too high could hinder the
ability of the model to learn any meaningful patterns during training.
The number of Dropout layers as well as the rate we use are appropriate according to
the practices commonly found in the literature for these type of DL models. It is worth
to note that each of the DL models we used from the literature already includes their own
strategies to mitigate overfitting; therefore, we do not apply additional measures. Instead,
we introduce the baseline model with the goal of evaluating the performance of a much
simpler architecture with a significantly smaller number of layers and parameters.
5.5 Ablation Study
We also investigate how much we can simplify the baseline model without affecting the re-
sulting classification accuracy. Experiments that remove some parts of a Machine Learning
model and look at the effects it produces on the model performance are known as ablation
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studies and are recommended especially for DL models [67] [39]. We explore two different
ways to reduce the complexity of the baseline model while maintaining its classification
accuracy. The first is focused on reducing the number of channels in the intermediate
convolutional layers (feature learning part) and the second looks at reducing the number
of neurons in the fully connected layers (classification part). Figure 5.7 shows the initial
architecture of our baseline model.
Figure 5.7: The architecture of the baseline model.
In this model, the number of channels doubles from one convolutional layer to the
following, the same as in the architecture of VGG [56]. We call the rate at which the
number of channels grows as Incremental Channels Factor (ICF) and explore the effect
of using an ICF smaller than two. Figure 5.8 shows the effects of reducing the ICF in
the baseline model where the area of the circles is representative of the total number of
parameters in the model. Lowering the ICF reduces the validation accuracy; however, the
decrement is not significant when the value is kept equal or above 1.7; therefore, we move
forward using this number. Using a smaller ICF also reduces the number of parameters
by approximately 54%, from 996,019 parameters in the original baseline model down to
460,247, which means a significant gain in memory efficiency.
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Figure 5.8: Change in validation accuracy as a result of reducing the number of channels
between convolutional layers.
The next strategy we use to lessen the complexity of the baseline model focuses on the
gradual reduction of the number of neurons in the classification part of the model. The
original baseline model uses a combination of 48 and 24 neurons in the first and second
fully connected layers, and 3 neurons in the last classification layer, which adds up to a
total of 75 neurons. We note that the number of neurons in the last layer must be kept
equal to the number of categories in the classification task, which is 3 for determining RSC
(bare pavement, partial cover, full cover).
On each consecutive experiment, we eliminate 6 neurons in the first fully connected
layer and 3 neurons in the second, until we end up with a combination of 6, 3, and 3
neurons for a total of 12 units in the classification part of the model. Figure 5.9 shows how
the accuracy is affected by gradually reducing the number of neurons from a total of 75
down to 12, along with the correspondent reduction in the total number of parameters in
the model represented by the area of the circles. The validation accuracy drops drastically
when the total number of neurons goes below 30; therefore, we move on using a total of
39 units in order to keep the accuracy above 90%, which left us with a total of 301,727
parameters.
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Figure 5.9: Change in validation accuracy as a result of reducing the number of neurons
in the classification part of the model.
The results of the ablation study allow us to lower the complexity of the baseline
model without a significant reduction in validation accuracy. This simplified version of the
baseline model includes about 30% the number of parameters compared to the original one
and only 1.3% when compared to the average number of parameters in the six state-of-
the-art models we evaluate in the previous section.
Even though the accuracy went from 93% to 91% during the ablation study, our
purpose here is to explore the effects of multiple design criteria rather than scoring the
maximum possible accuracy. Using DL models with a fewer number of parameters is
highly desirable for reducing training time during the design stage and for deployment
in a production environment, especially for applications where input images come from
hundreds of cameras every 10 to 15 minutes like in the case of determining RSC for roads
in the province of Ontario.
5.6 Combined use of Weather Variables
In this section, we evaluate the benefits of using weather data along with images from
roadside cameras as input for monitoring RSC. RWIS stations can have different sensors
depending on the vendor; however, most stations record at least the following five variables:
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Air Temperature (C), Dew Point (C), Relative Humidity (%), Pressure (kPa), and Wind
Speed (km/h). For each image in the dataset (14,000) we obtain these five variables, for a
total of 70,000 weather observations; however, since Dew Point is usually inferred from Air
Temperature and Relative Humidity, we discard that variable for the subsequent analysis.
We concatenate the output of the simplified baseline model (SBM), which is a vector of
probabilities for each one of the three RSC categories listed by the Ministry of Transporta-
tion in Ontario, with the values of the weather variables recorded in the same instant and
location as the input image. The resulting vector includes seven features in total. About
1.7% of observations for Relative Humidity and 0.26% for Wind Speed appear as Null
values; therefore, we fill those gaps with their corresponding average per feature. Z-score
standardization per feature was also used. Three Machine Learning models for classifi-
cation are considered: Random Forest (RF), Support Vector Machine (SVM), and Naive
Bayes (NB). For all three we use grid search and cross-validation to find an appropriate
set of parameters and plot the normalized confusion matrices over the test set as shown in
Figure 5.10.
42
Figure 5.10: Normalized confusion matrices calculated over the test set.
The normalized confusion matrices show that including weather data improves the
ability of the models to distinguish images with full snow coverage, with increments of
3%, 4%, and 5% in test accuracy when using the RF, SVM, and NB models accordingly.
However, these improvements are in part due to a slight reduction in the classification
accuracy for the other two categories. Based on the experimental results, we suggest using
the Naive Bayes classifier to achieve the highest accuracy per RSC category, although the
F1-scores for the three models are very similar, with 91.78% for RF, 91.80% for SVM, and
91.24% for NB.
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The optimal combination of parameters found during the grid search procedure for the
three methods are as follow:
• Random Forest
– Number of trees = 50
– Max depth = 6
– Minimum samples per leaf = 4
• SVM
– Kernel is radial basis function
– Penalty of the error term = 100
– gamma = 0.1
• Naive Bayes
– Variable smoothing = 0.01
5.7 Summary
The results of this study confirm the effectiveness of DL models for determining RSC from
roadside camera images. We evaluate the performance of seven DL models under multiple
training and fine-tuning scenarios and select the baseline model as the one that produces
the best experimental accuracy. We then explore the simplification of the baseline model
through an ablation study and find that we can achieve 91% accuracy using a model
that is 98.7% smaller than recently published state-of-the-art DL models. However, we
are aware that these results are only indicative of the performance of these models for our
specific application. Furthermore, we find that using weather data slightly improves the
classification accuracy for images in the fully covered RSC category.
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Chapter 6
Conclusions and Future Directions
While there is a direct applicability of the methods presented in this paper to improve
winter road maintenance operations, some challenges are worth to note, such as the required
changes for the current technology infrastructure in order to accommodate the new software
components running these automated tasks, as well as the introduction of visualization
dashboards in the monitoring centres for the aggregation of results.
We highlight the value of the experimental results presented in this study toward the
automated detection of RSC for winter road monitoring, not only for improving road safety
but also for resource optimization. The contributions of this thesis are aligned with one of
the strategic objectives of Canadas Road Safety Strategy 2025: Leveraging technology and
innovation and two of the key road safety suggested interventions: use of technology and
data-driven research [11]. Moreover, the use of Machine Learning techniques for automating
data processing can complement other applications on winter road safety such as accident
prediction models [66].
Future research could focus on replicating this study in other provinces across Canada
and countries in the Northern hemisphere, as well as exploring the integration of these
automated methods with the software architecture of the current monitoring systems.
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