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A  comprehensive  workﬂow  for  using  nontarget  approaches  as process  evaluation  tools  was  implemented,
including  data  acquisition  based  on a LC–HRMS  (QTOF)  system  using  direct  injection  and  data  post-
processing  for the peak  recognition  in “full  scan”  data.  Both  parts  of the  approach  were  not only  developed
and  validated  in a conventional  way  using  the  suspected  analysis  of  a set  of  spiked  known  micropollutants
but  also  the nontarget  analysis  of  a wastewater  treatment  plant  (WWTP)  efﬂuent  itself was  utilized  to  con-
sider  a more  environmental  relevant  range  of analytes.  Hereby,  special  focus  was  laid  on the minimization
of false  positive  results  (FPs)  during  the  peak  recognition.  The  optimized  data  post-processing  procedure
reduced  the percentage  of  FPs  from  42%  to 10–15%.  Furthermore,  the  choice  of  a suitable  chromatogra-
phy  for  biological  treated  wastewater  systems  was  also  discussed  during  the  method  development.  Theontarget analysis
C conditions
astewater
irect injection
workﬂow  paid also  attention  to differences  in  the  performance  levels  of  the  LC–HRMS  system  by imple-
mentation  of  an  adaption  system  for  intensity  variations  comparing  different  measurements  dates  or
different  instruments.  The  application  of this  workﬂow  on  wastewater  samples  from  a  municipal  WWTP
revealed  that  more  than  91% compounds  were  eliminated  by  the  biological  treatment  step  and  that  the
received  efﬂuent  contained  55%  newly  formed  potential  transformation  products.
©  2015  The  Authors.  Published  by  Elsevier  B.V.  This  is  an  open  access  article  under the  CC  BY-NC-ND. Introduction
The water quality of the urban water cycle is directly affected by
he discharge of treated efﬂuents from WWTPs [1]. The main objec-
ives of WWTPs are the removal of organic carbon and of nutrients
e.g. nitrogen and phosphorous) [2] from the wastewater and the
ormation of a barrier for fecal bacteria and pathogens [1]. There-
ore, the performance of WWTPs and the received efﬂuent quality
re characterized by physicochemical parameters (e.g. pH and tem-
erature), chemical parameters (e.g. biological (BOD) and carbon
xygen demand (COD), amount of ammonia and phosphorus) and
perational parameters (e.g. total suspended solids (TSS), hydraulic
HRT) and solids retention time (SRT)) [2–4]. The implementation
f these objectives is mainly realized by the biological treatment
tep, which often bases on conventional activated sludge. Fixed-bed
nd membrane bioreactors are further examples [5,6]. In addition
o standard operational parameters, the occurrence and behavior
f micropollutants (MPs, e.g. pharmaceuticals and personal care
∗ Corresponding author.
E-mail address: ternes@bafg.de (T.A. Ternes).
ttp://dx.doi.org/10.1016/j.chroma.2015.11.014
021-9673/© 2015 The Authors. Published by Elsevier B.V. This is an open access article unlicense (http://creativecommons.org/licenses/by-nc-nd/4.0/).
products) has become an additional important factor determining
the efﬁciency of the treatment. In conventional WWTPs, MPs  are
often only partially removed [7–9]. Therefore, the establishment of
further advanced treatments steps and their impact on an improved
removal efﬁciency came in a stronger focus [10]. Examples of these
advanced post-treatments are the utilization of activated carbon,
ozonation/sand ﬁltration combinations or advanced oxidation pro-
cedures [3,11,12]. Usually a selected set of known MPs  is quantiﬁed
before and after the treatment step using target analysis for the
evaluation of its removal efﬁciency [13–15]. This method, for small
organic MPs, is usually based on LC–MS/MS measurements (liquid
chromatography tandem mass spectrometry). The implementation
of high resolution mass spectrometry coupled to liquid chromatog-
raphy (LC–HRMS) for screening of organic MPs  in aqueous systems
using full scan mode opens new possibilities [7,16]. One of them
is the extension of the restricted number of considered analytes of
target analysis by a post subsequent extraction of XICs (extracted
ion chromatograms) for a certain set of known analytes from the
full scan data. This more comprehensive screening of MPs  is often
referred to as suspected analysis [17–20]. Another advantage of the
high resolution data is that the accurate mass in combination with
fragmentation information of a compound is frequently sufﬁcient
der the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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or the assignment of a measured signal to a certain compound
nd authentic standards are not always required [21]. Fragmen-
ation experiments are often supplementary obtained during a
C–HRMS measurement. Additionally, the post-selection of ana-
ytes can be modiﬁed as often as required for a data set and new
dentiﬁed analytes can be taken into account during every new
ample processing [7,22]. However, in both target and suspected
nalysis only known MPs  are considered and valuable informa-
ion about unknown MPs  or transformation products is excluded
rom the evaluation. The nontarget analysis is one potential option
o cover this knowledge gap. Beside known MPs, also “unknown
ompounds” are detected within the same chromatographic run.
Unknowns” not only mean really new compounds (e.g. trans-
ormation products), but analytes whose identity for this case is
ot expected. Similar to the suspected analysis, full scan data are
xtracted and a list of features and their corresponding XICs is
chieved. The term feature in this work is deﬁned as the result of
he extraction procedure containing an exact m/z-ratio (mass-to-
harge-ratio, mass) at a certain retention time (RT) combined with
he knowledge of the intensity for each sample. In contrast to sus-
ected analysis, the features are not directly associated with certain
Ps, but rather are found by automated peak ﬁnding software. In
ost recent studies, the main objective of the nontarget analysis
s to lay the groundwork for a subsequent identiﬁcation procedure
23–28].
In addition to that, the nontarget approach can also be applied
t an earlier date, before the identiﬁcation procedure is imple-
ented. In this case the whole list of features can be used to display
elationships or differences within a sample set without the knowl-
dge of the corresponding MPs. For instance, Müller et al. used
his technique to determine the inﬂuences of a landﬁll leachate
oward the ﬁnal efﬂuent of a water puriﬁcation process [29]. The
ain difference between these nontarget approaches – identiﬁ-
ation vs. process evaluation – is that the focus is shifted from
ompound identiﬁcation toward peak recognition. Hence, primar-
ly the lowest conﬁdence level deﬁned by Schymanski et al. [30]
ill be used for the process evaluation. Therefore, in contrast to
ost recent studies, the peak recognition itself and other data post-
rocessing steps, which inﬂuence the resulting list of features, also
eed to be validated and not only the recovery of target analytes
20,21].
For the ﬁrst time, this work presents the development and vali-
ation of a generic nontarget LC–HRMS method designed for the
valuation of biological wastewater treatment. First, as one of the
mportant parts of the data acquisition, a suitable chromatography
or the separation of a broad range of polarities (polar – media polar
ompounds) was chosen. The essential steps for the nontarget pro-
edure from the sample to the ﬁnal list of peaks were developed and
iscussed in detail separately to subsequently generate an overall
orkﬂow for the nontarget approach. This workﬂow was  applied
o a set of inﬂuent and efﬂuent samples from a municipal WWTP
o demonstrate the potential of the nontarget analysis for process
valuation.
. Materials and methods
.1. Chemicals
Acetonitrile (ACN) and methanol (MeOH) (both LiChrosolv®
ypergrade for LC–MS) were purchased from Merck (Darmstadt,
ermany). Formic acid (FA, LC–MS grade) was purchased from
igma-Aldrich (Seelze, Germany) and ultra-pure water (UPW) was
btained from a Milli-Q system (Millipore, Billerica, MA,  USA).
The list of target substances used for method validation (tar-
et analyte mixture) as well as respective isotopic labeled internalgr. A 1426 (2015) 77–90
standards (IS) is described in Tables 1 and 2. The compounds
were chosen as representatives for organic MPs covering a wide
range of polarity (log KOW: −4.16 to 7.75) and a wide mass range
(119–836 Da). Standards of these substances were prepared sep-
arately in MeOH at a concentration of 1 g/L and were stored at
−25 ◦C.
2.2. Environmental samples
Freezed aliquots of a 24 h-composite sample of the
efﬂuent (September 2013) from the municipal WWTP
Koblenz–Wallersheim (KO) were used as reference matrix for
optimization and validation of the nontarget method. Prior to
freezing, the efﬂuent sample was ﬁltered (0.45 m,  regenerated
cellulose, Spartan, Whatman, USA). WWTP  efﬂuent and UPW were
spiked with an isotopic labeled internal standard (IS) mixture
to obtain a ﬁnal concentration of 1 g/L of each IS. This UPW
sample (with IS) was  used for blank correction. Additionally,
target analytes were also spiked to both matrices at different
concentration levels (0.01–2.0 g/L) for the optimization and
validation procedure. For the X-ray contrast media the ten-fold
and for acesulfame the twenty-fold concentrations were used. The
KO sample at a spike concentration of 1 g/L was  used for the
optimization process of the peak extraction and the post-screening
of LC columns and LC eluents.
Furthermore, a grab sample of the river Rhine taken at Koblenz
(November 2014) and corresponding samples from the efﬂuent
of the primary clariﬁer and the treated efﬂuent of the WWTP  of
Koblenz–Wallersheim (February 2015) were used to determine
matrix effects. These samples were further prepared as described
above. In addition, spiked inﬂuent and efﬂuent samples were 1:1
(d1) and 1:3 diluted (d2) with UPW.
2.3. LC–ESI-QTOF MS measurement
Measurements were carried out by the injection of 100 L of the
sample into an Agilent 1260 Series LC system (Agilent Technolo-
gies, Waldbronn, Germany) consisting of a membrane degasser,
a binary high-pressure gradient pump, a high performance
autosampler and a column thermostat. The chromatographic
separation was  achieved on a Zorbax Eclipse Plus C18 column
(2.1 mm × 150 mm,  3.5 m,  Agilent) equipped with a Security
Guard (2.0 mm × 4 mm,  AQ C18, Phenomenex, Aschaffenburg,
Germany).
The gradient of the LC method was  composed by the following
steps within the total run time of 27 min. UPW (A) and ACN (B),
each containing 0.1% FA, served as mobile phases. After an isocratic
step for 1 min, a linear gradient was applied from 2% to 20% B within
1 min. Afterwards, a linear gradient with reduced slope was  used
from 20% to 98% B within 14.5 min. An isocratic step followed for
5.5 min, then within 0.1 min, the initial conditions were reached
again and were kept for 5 min  constant to re-equilibrate the col-
umn. The ﬂow rate was 0.3 mL/min and the column temperature
was 40 ◦C.
The LC system was  coupled to a hybrid quadrupole time of
ﬂight mass spectrometer (QTOF) (SCIEX TripleTOF 5600, Darm-
stadt, Germany). The QTOF system was equipped with a DuoSpray
ion source and a TurboIonSprayTM probe for ESI experiments. A
post-column divert valve (Rheodyne, Darmstadt, Germany) was
used to discard the ﬁrst 2 min  and the last 7 min of the LC eluent
for protecting the HRMS from highly polar salts and very apolar
compounds. An additional ﬂow of 0.3 mL/min UPW/ACN (1:1,
v/v) pumped by an Agilent G1311B quaternary LC pump (Agilent)
compensated the missing ﬂow from the LC during waste positing
operation. Electro spray ionization (ESI) was  used in positive and
negative ion mode in separate runs. The parameters for positive
G. Nürenberg et al. / J. Chromatogr. A 1426 (2015) 77–90 79
Table  1
List of spiked compounds for suspected analysis and their properties.
Name Abbreviation Application CAS no Formula Log Pa tR (min)
Pharmaceuticals
Acetaminophen Analgesic 103-90-2 C8H9NO2 0.34 4.8
Diclofenac Analgesic 15307-86-5 C14H11Cl2NO2 4.06 12.6
Clarithromycin Antibiotic 81103-11-9 C38H69NO13 3.16 8.9
Erythromycin Antibiotic 114-07-08 C37H67NO13 2.83 7.8
Roxithromycin Antibiotic 80214-83-1 C44H76N2O15 3.73 9.0
Sulfamethoxazole SMX  Antibiotic 723-46-6 C10H11N3O3S 0.89 7.4
Acetyl-SMX Antibiotic 21312-10-7 C12H13N3O4S 1.48 7.5
Trimethoprim Antibiotic 738-70-5 C14H18N4O3 0.79 5.3
Oxazepam Antidepressant 604-75-1 C15H11ClN2O2 2.31 9.4
Venlafaxine VLX Antidepressant 93413-69-5 C17H27NO2 2.91 6.8
N-desmethyl-VLX N-DM-VLX Metabolite of VLX 149289-30-5 C16H25NO2 2.37 6.7
O-desmethyl-VLX O-DM-VLX Metabolite of VLX 93413-62-8 C16H25NO2 2.26 5.6
N,N-didesmethyl-VLX NN-DDM-VLX Metabolite of VLX 93413-77-5 C15H23NO2 2.23 6.5
N,O-didesmethyl-VLX NO-DDM-VLX Metabolite of VLX 135308-74-6 C15H23NO2 1.81 5.5
Carbamazepine CBZ Antiepileptic 298-46-4 C15H12N2O 2.67 9.0
2-Hydroxy-CBZ 2-OH-CBZ Metabolite of CBZ 68011-66-5 C15H12N2O2 2.34 7.3
3-Hydroxy-CBZ 3-OH-CBZ Metabolite of CBZ 68011-67-6 C15H12N2O2 2.44 7.8
10,11-Dihydro-CBZ DH-CBZ Metabolite of CBZ 3564-73-6 C15H14N2O 2.60 9.1
10,11-Dihydro-10-hydroxy-CBZ DHH-CBZ Metabolite of CBZ 29331-92-8 C15H14N2O2 0.93 7.0
10,11-Dihydro-10,11-dihydroxy-CBZ DHDH-CBZ Metabolite of CBZ 58955-94-5 C15H14N2O3 0.13 6.5
10,11-Dihydro-10,11-epoxy-CBZ DH-Epoxy-CBZ Metabolite of CBZ 36507-30-9 C15H12N2O2 1.26 6.5
Primidone Antiepileptic 12-33-7 C12H14N2O2 0.40 6.3
Cloﬁbric  acid Antilipemic agent (active metabolite) 882-09-7 C10H11ClO3 2.72 10.8
Acyclovir ACV Antiviral drug 59277-89-3 C8H11N5O3 −1.76 3.1
Atenolol  Beta blocker 29122-68-7 C14H22N2O3 0.10 4.6
Metoprolol Beta blocker 51384-51-1 C15H25NO3 1.79 6.0
Sotalol  Beta blocker 3930-20-9 C12H20N2O3S 0.32 4.6
Bezaﬁbrate Lipid-regulator 41859-67-0 C19H20ClNO4 3.46 11.0
Codeine  Opioids 76-57-3 C18H21NO3 1.20 4.9
Tramadol TMD Opioids 27203-92-5 C16H25NO2 2.51 6.1
Biocides
Carbendazim Fungicide 10605-21-7 C9H9N3O2 1.52 5.0
Climbazole Fungicide 38083-17-9 C15H17ClN2O2 3.25 8.9
Diuron  Fungicide 330-54-1 C9H10Cl2N2O 2.78 10.4
Fluconazole Fungicide 86386-73-4 C13H12F2N6O 0.50 6.3
Irgarol  Herbicide 28159-98-0 C11H19N5S 3.27 10.3
Isoproturon Herbicide 34123-59-6 C12H18N2O 2.32 10.4
Ketoconazole Fungicide 65277-42-1 C26H28Cl2N4O4 3.55 8.4
Mecoprop Herbicide 93-65-2 C10H11ClO3 2.84 11.3
Propiconazole Fungicide 60207-901 C15H17Cl2N3O2 3.88 13.5
Tebuconazole Fungicide 107534-96-3 C16H22ClN3O 3.58 12.7
Terbutryn Herbicide 886-50-0 C10H19N5S 3.44 9.8
Triclocarban TCC Microbicide 101-20-2 C13H9Cl3N2O 5.74 14.7
Triclosan TCS Microbicide 3380-34-5 C12H7Cl3O2 5.17 14.8
X-ray  contrast media (RCM)
Diatrizoate 737-31-5 C11H9I3N2O4 0.45 4.3
Iohexol  66108-95-0 C19H26I3N3O9 −4.16 4.4
Iomeprol 78649-41-9 C17H22I3N3O8 −3.08 4.5
Iopamidol 60166-93-0 C17H22I3N3O8 −2.55 3.5
Iopromide 73534-67-3 C18H24I3N3O8 −2.95 4.7
Phosphorous ﬂame retardants
Tris(2-butoxyethyl) phosphate TBEP 87-51-3 C18H39O7P 4.30 15.3
Tris(2-chloroethyl) phosphate TCEP 68411-66-5 C6H12Cl3O4P 0.48 9.7
Tris(2-chloroisopropyl) phosphate TCPP 14609-54-2 C48H30N4O8P 2.82 12.0
Tris(2-chloro-1-(chloromethyl) ethyl) phosphate TDCPP 13674-87-8 C9H15Cl6O4P 1.79 13.8
Tricresyl phosphate TCP 1330-78-5 C21H21O4P 5.48 16.6
Tris  n-butyl phosphate TnBP 126-73-8 C12H27O4P 4.26 14.5
Triisobutyl phosphate TiBP 126-71-6 C12H27O4P 3.71 14.5
Triphenyl phosphate TPP 115-86-6 C18H15O4P 4.10 14.4
Artiﬁcial  sweetener
Acesulfame 55589-62-3 C4H4NO4S −0.32 3.9
Cyclamat 139-05-9 C6H12NO3S 0.98 5.0
Saccharin 81-07-2 C7H5NO3S 0.91 4.9
Sucralose 56038-13-2 C12H19Cl3O8 0.68 5.7
Others
Benzotriazole BT Corrosion Inhibitor 95-14-7 C6H5N3 1.34 5.9
5-Chloro-BT Cl-BT Corrosion Inhibitor 94-97-3 C6H4ClN3 2.06 7.8
5-Methyl-BT Me-BT Corrosion Inhibitor 136-85-6 C7H7N3 1.80 7.0
5,6-Dimethyl-BT DM-BT Corrosion Inhibitor 4184-79-6 C8H9N3 2.26 7.8
Perﬂuorooctanesulfonic acid PFOS 1763-23-1 C8HF17O3S 7.03 16.6
Perﬂuorooctanoic acid PFOA 335-67-1 C8HF15O2 7.75 12.1
Phenylbenzimidazole PBI UV-ﬁlter 716-79-0 C13H10N2 3.25 5.7
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Table 1 (Continued )
Name Abbreviation Application CAS no Formula Log Pa tR (min)
Phenylbenzimidazole sulfonic acid PBSA UV-ﬁlter 27503-81-7 C13H10N2O3S 1.50 5.0
Dead  volume determination
Metformin Antidiabetic drug 657-24-9 C4H11N5 −2.31 1.8
Iodide  20461-54-5 I 1.02b 1.7
a http://www.chemspider.com (ACD/Labs).
b ChemAxon.
Table 2
List of internal standards and their properties.
Name Formula CAS no Exact mass tR (min)
Acesulfame-d4 C4D4NO4S 1623054-53-4 167.01904 3.8
Acyclovir-d4 C8D4H7N5O3 1185179-33-2 229.11130 3.1
Benzotriazole-d4 C6D4HN3 1185072-03-0 123.07345 5.9
Bezaﬁbrate-d4 C19D4H16ClNO4 1189452-53-6 365.13319 10.9
Carbamazepine-13C15N 13CC14H1215NNO 1173022-00-8 238.09535 9.0
Carbendazim-d4 C9D4H5N3O2 291765-95-2 195.09458 4.9
Codeine-d6 C18D6H15NO3 1007844-34-9 305.18980 4.8
Diclofenac-d4 C14D4H7Cl2NO2 153466-65-0 299.04179 12.6
Iopromide-d3 C18D3H21I3N3O8 1246818-05-2 793.88860 4.7
Irgarol-d9 C11D9H10N5S 1189926-01-9 262.19261 10.2
Ketoconazole-d8 C26D8H20Cl2N4O4 1217706-96-1 538.19898 8.3
Metoprolol-d7 C15D7H18NO3 1219798-61-4 274.22738 6.0
Oxazepam-d5 C15D5H6ClN2O2 65854-78-6 291.08229 9.3
Perﬂuorooctanesulfonic acid-13C4 13C4C4HF17O3S N/A 503.95092 16.6
Sulfamethoxazole-d4 C10D4H7N3O3S 1020719-86-1 257.07722 7.3
Tebuconazole-d6 C16D6H16ClN3O N/A 313.18280 12.7
61196-26-7 293.33417 14.3
1109217-84-6 269.22619 6.1
1062606-12-5 283.24184 6.8
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Fig. 1. (A) Total ion chromatogram of a measurement of the spiked WWTP  efﬂuent
(KO  sample) in positive ion mode and the scheme of the LC gradient (red) described
by  the percentages of eluent B (%B), gray area: retention time range of the follow-
ing XICs. (B) Overlay of eight XICs from a spiked WWTP  efﬂuent measurement (KO
sample) in positive ion mode: (1) Diatrizoate, (2) Iopromide, (3) Acetaminophen, (4)Tris  n-butyl phosphate-d27 C12D27O4P 
Tramadol-d6 C16D6H19NO2
Venlafaxine-d6 C17D6H21NO2
nd negative ionization were as follows (deviating values for
egative ion mode in parenthesis): ion source gas (GS) 1 and 2, 35
nd 45 psi; curtain gas (CUR), 40 psi; source temperature (TEM),
50 ◦C; ion spray voltage ﬂoating (ISVF), 5.5 (−4.5) kV; declustering
otential (DP), 60 V (−100 V); ion release delay (IRD), 67 ms;  ion
elease width (IRW), 25 ms.
A full scan experiment (100–1200 Da) was performed with an
ccumulation time of 0.2 s using the high sensitivity mode. Addi-
ional eight MS2 spectra experiments (accumulation time: 0.05 s)
ere acquired via independent data acquisition (IDA) experiments.
his enables a potential later inclusion of fragmentation informa-
ion to the process evaluation.
The mass spectrometer was recalibrated automatically after ﬁve
easurements using an automated calibrant delivery system (CDS)
ia atmospheric pressure chemical ionization (APCI).
An example of a total ion chromatogram (TIC) for an injection
f the reference matrix spiked with target analytes (KO sample) is
hown in Fig. 1A. In addition, also selected XICs for spiked analytes
re included in Fig. 1B.
.4. Data handling
For target substances, the XICManager from PeakView® 1.2.0.3
SCIEX) was used to determine the retention time and further peak
nformation (e.g. S/N (signal-to-noise) or FWHM (full width at half
aximum)).
The extraction and the alignment of the features from the
ull scan experiment were implemented by MarkerViewTM soft-
are 1.2.1.1 (SCIEX). The integration of detected features and
arget analytes was achieved by MultiQuantTM 3.0 (SCIEX). The
sed integration parameters are described in Table S1 in the SI.
he decision whether a feature was counted as a peak or a false
ositive (FP) was done manually by visual control using the inte-
rated MultiQuant data sets of each XIC. The identiﬁcation of false
egative results (FNs), meaning peaks that were falsely excluded
y the MarkerView peak recognition step, was achieved in theBenzotriazole, (5) Venlafaxine, (6) Sulfamethoxazole, (7) Carbamazepine, (8) Tebu-
conazole. (For interpretation of the references to color in this ﬁgure legend, the
reader is referred to the web version of this article.)same way. Decision criteria for a peak were the peak shape
(approx. Gaussian), an S/N >6, and a peak width at the base
<0.6 min. The number of FPs was determined in triplicates for each
case.
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itoring) mode with a QTrap 5500 systems (SI Fig. S2), but stillG. Nürenberg et al. / J. Chr
The list of features was reduced by isotopes (IC) (13C, 15N,
4S, 37Cl, 81Br, 41K) and for runs in the positive ion mode also by
dducts (AC) (Na+, K+ and NH4+) using the programming language
. The identiﬁcation of isotopes and adducts was  achieved by R
ackage “Nontarget” [31]. The values for the required parameters
re shown in SI (Table S2). The value for the minimal required inten-
ity (“cutint”) was determined by the area of the actual peaks for
riplicate injections at three different days. The aim was to identify
 minimal area which was representative for a peak, in order to
xclude only a minimum number of peaks from the isotope correc-
ion. Only 0.4% (positive ion mode) and 2.1% (negative ion mode)
f the actual peaks had an area <1000, so this value was  chosen for
he “cutint”.
The decision if two  data sets were signiﬁcantly different was
ested with a two-sided Wilcoxon test and in case of Section
.3.2 (Blank correction) this decision was made using a two-sided
olmogorov–Smirnov test.
.5. Column selection
For choosing a column material that achieves a sufﬁcient separa-
ion for a wide range of polarity, three different classes of stationary
hases were tested. A Zorbax Eclipse Plus C18 column, a Luna
18(2)-HST (2.0 x 150 mm,  3 m,  Luna, Phenomenex) and a Synergi
ydro-RP (3.0 x 150 mm,  4 m,  HydroRP, Phenomenex) repre-
ented the RP-C18 group. As an example for phenyl-ether phases a
ynergi Polar-RP (3.0 mm × 150 mm,  4 m,  PolarRP, Phenomenex)
ere used. A HyperCarb (2.1 mm × 150 mm,  3 m,  HyperCarb,
hermo Scientiﬁc, Bremen, Germany) column was chosen as a
epresentative for porous graphitic carbon materials. No Security
uard columns were used for these measurements.
The previously described LC method was adapted by omitting
he change in the gradient slope and having a-one-step linear gra-
ient. The ﬂow velocity was adapted to the respective column
imensions to achieve a similar starting pressure for each chro-
atographic run (approx. 120 bar), except for the Phenomenex
ydro-RP and Polar-RP (approx. 70 bar). There, the ﬂow rate was
imited by the circumstance that high ﬂow rates antagonized ESI
erformances. Thus, 0.4 mL/min was chosen as maximal ﬂow rate.
For each column, UPW samples spiked with IS mix-
ure (cﬁnal = 1 g/L) and additionally with target analyte mix
cﬁnal = 1 g/L) were iteratively measured.
.6. Method performance
The validation procedure for the method performance was
ased on quintuple measurements of the spiked KO sample
cﬁnal = 1 g/L). The interday reproducibility was analyzed by com-
aring the results of the replicates from three different measuring
ates over a period of one month. The intraday and interday pre-
ision of this method was determined according to the mass,
etention time and intensity based on the spiked analytes using sus-
ected analysis. In addition, the limits of quantiﬁcation (LOQ) were
etermined for signal-to-noise-ratio (S/N ratio) of ten for these set
f spiked analytes in UPW and in KO using different spike levels.
urthermore, the LOQs were also determined for the target analysis
sing a LC–MS/MS system (QTrap 5500, SCIEX). The LC conditions
ere similar to the LC–HRMS method and the MS  and MRM  param-
ters were described in Richter et al. [32].
.7. Post-screening of LC–HRMSThe general impact of different eluents on the LC–HRMS mea-
urements was exemplary compared for MeOH and ACN, both
ciﬁed with 0.1% FA. This was done for two C18-columns (Zor-
ax and Luna) to conﬁrm the results of the target pre-screeninggr. A 1426 (2015) 77–90 81
(suspected analysis) using the nontarget approach. Furthermore,
changes in the LC–HRMS performance due to acidiﬁcation of mobile
eluents were determined.
For each approach, UPW samples spiked with IS (cﬁnal = 1 g/L)
and with target analyte mix at different levels (0.01–2 g/L), and
the spiked KO sample (cﬁnal = 1 g/L) were measured threefold
using the LC–HRMS method described in Section 2.3. Both columns
were equipped with the Security Guard column and the ﬂow rate
for the Luna column was  set as described in Section 2.5.
3. Results and discussion
3.1. Column selection
Different LC columns were tested for the development of a
generic nontarget method. Four decision criteria were assessed:
(i) peak shape, validated by the asymmetric factor, (ii) the the-
oretical plate number (N) normed by the retention time factor k
based on the peak width at 50% of the peak height (FWHM) as rep-
resentative for a good resolution capacity of the column, (iii) the
signal-to-noise-ratio (S/N) as intensity proxy for the column and
(iv) the number of targets that were not detected (see Table 3).
Suitable retention times were reached for all targets using the Zor-
bax and the HydroRP column, but more than 50% of the peaks
from the HydroRP measurements showed a tailing larger than 2.0.
Improved Gaussian peak shapes and the best resolution capacity
were reached using the Luna column, but two  target compounds
(perﬂuorooctanesulfonic acid and saccharin) were not detected.
The best results regarding the intensity proxy (highest values in
the S/N) and the second best regarding the resolution capacity were
obtained for the Zorbax column, which was  therefore selected for
following method development. However, it has to be noted that
there were only small differences of results using the Zorbax col-
umn  compared to the other C18 columns and the PolarRP. Only the
HyperCarb column was  not suitable for the selected set of analytes,
especially for the rather apolar compounds (e.g. non-detection of
triclosan and triclocarban).
3.2. Method performance
The accuracy of masses (expressed in ppm) and retention times
(RTs) was  determined via suspected analysis. The deviation of
measured to theoretical masses for all analytes was  <5 ppm. The
medians of the corresponding relative standard deviations (SDs)
of masses for the intra-day and inter-day precision were approx.
1 ppm (SI Fig. S1). Furthermore, the deviations in RT were <0.2%
(or 0.02 min) and were therefore neglectable for all target sub-
stances (SI Fig. S1C). The absolute recoveries were >85% for 50% of
the target compounds detected in the WWTP  efﬂuent (also see Sec-
tion 3.4.5). 5-Chloro-benzotriazole (99%) and carbamazepine (92%)
were examples for a good absolute recovery in the WWTP  efﬂuent
with recoveries >85%. But for some analytes, as atenolol (61%) and
codeine (58%), the matrix had a substantial impact on the inten-
sity in WWTP  efﬂuent. The spiked target analytes were used to
determine the LOQs in UPW as well as in the WWTP  efﬂuent (SI
Fig. S2). In UPW and WWTP  efﬂuent for half of the target ana-
lytes LOQs of <22 ng/L and <76 ng/L were achieved, respectively.
The LOQs for the WWTP  efﬂuent were about ten-fold higher (e.g.
acyclovir, LOQQTOF: 110 ng/L and LOQQTrap: 10 ng/L) than LOQs for
a comparable target approach using MRM  (multiple reaction mon-well below the concentration range in which MPs  are typically
present in WWTPs. For some analytes, the LOQs were similar to
that of the QTrap system, e.g. iopromide (LOQ: 88 ng/L compared to
84 ng/L).
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Table 3
Results of column comparison based on suspected analysis of a quintuple injection of a spiked UPW sample for the ﬁve different columns. The following parameters were
compared: asymmetric factor, the theoretical plate number (N) normed by the retention time factor k, the signal-to-noise-ratio (S/N) as intensity proxy for the column and
the  number of targets that were not detected. Except for the ﬂow rate, the same method was  used for all ﬁve columns. The ﬂow rates were adjusted to achieve a comparable
pressure (120 bar), but for the HydroRP and PolarRP a maximal ﬂow rate of 0.4 mL/min was utilized. In parentheses the scores of the comparison, the smaller the number the
better the result. In bold the ﬁnal ranking is highlighted.
Zorbax Luna HydroRP PolarRP HyperCarb
Asymmetric factor
Median 1.57 (2) 1.43 (1) 2.22 (4) 1.99 (3) 2.51 (5)
<0.7  3.0% (2) 3.3% (1) 1.6% (4) 0.5% (3) 1.8% (5)
0.7–1.3 24.1% 36.7% 11.8% 10.7% 7.7%
1.3–2.0 50% 40.7% 29.3% 39.8% 13.3%
>2.0  23.0% 19.3% 57.3% 49.1% 77.2%
N/k
Median 13037 (2) 14314 (1) 11023 (3) 7506 (4) 2630 (5)
S/N  (1 g/L)
Median 385.9 (1) 363.2 (3) 368.7 (2) 113.6 (4) 101.6 (5)
<6  0 (1) 0 (1) 0 (1) 0 (1) 0 (1)
Missing analytes (2×)
Number 0 (1) 2 (2) 0 (1) 2 (2) 31 (3)
Result  1 (10) 2 (11) 3 (16) 4 (19) 5 (27)
Fig. 2. Peak ﬁnding optimization procedure based on the results of a single injection of a spiked wastewater efﬂuent sample (measured in positive ion mode) for the ﬁve
ﬁlter  parameters: (A) subtraction offset, (B) noise threshold, (C) min. spectral FWHM (full width at half maximum), (D) min. FWHM and (E) subtraction multiplication factor.
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Table 4
Summary of the absolute numbers of features and the relative numbers of FPs for
each  peak extraction procedure steps (peak ﬁnding, BE (Blank exclusion), IC (Isotope
correction) and AC (Adduct correction, only for pos. ion mode)) before and after the
optimization procedure (positive and negative ion mode). Relative (rel.) reduction:
relative loss of features by the optimization procedure.
Peak ﬁnding BE IC AC
#Features
Before optimization 11,049 6467 5513 2799
After optimization 6573 5441 4606 2197
Rel.  reduction 40.5% 15.9% 16.5% 21.5%
%FPsG. Nürenberg et al. / J. Chr
.3. Peak extraction method for one sample
.3.1. Peak ﬁnding optimization
The ﬁrst step of the peak extraction method is the recognition
f features (m/z vs. RT) from a full scan experiment. The impacts of
he following ﬁve parameters (subtraction offset, subtraction mul-
iplication factor, noise threshold, minimal chromatographic and
pectral peak width at half maximum (FWHM)) on the peak ﬁnding
ere analyzed. Using the default values derived from the suspected
nalysis (see SI Table S3), 11,049 features were extracted from the
easurement of the KO sample in positive (6381) and negative
4668) ionization mode. In total, 41.8% of these features were falsely
ssigned as peaks (false positives, FPs) (Table 2). The peak ﬁnding
arameters were then optimized based on the following criteria: (i)
00% recovery of spiked target analytes, (ii) minimalizing the num-
er of FPs and (iii) increasing recognition ratio of actual peaks (good
hromatographic shape and S/N > 6 (limit of decision)) to more than
0%. Each parameter was optimized separately by using the initial
alues for the other four parameters (Fig. 2). The decision criteria
ii) and (iii) were regarded only for parameter values which resulted
n a 100% recovery of targets (criterion i).
The optimization procedure was implemented on data from
easurements in the positive ion mode. The effects of the sub-
raction offset were analyzed between ﬁve and ﬁfteen scans,
omprising three and ten seconds. The selection of time points did
nly slightly inﬂuence the overall number of features (6381 (15
cans) and 5765 features (5 scans) and the content of FPs (40% (15
cans) and 36% FPs (5 scans) (Fig. 2A)). Therefore, the initial value
f ﬁfteen scans was kept.
However, the noise threshold had a substantial inﬂuence on the
uality of the extracted features (Fig. 2B). Small variations of this
arameter yielded in an extraction of a large percentage of FPs or
n an omission of the majority of peaks within the extraction pro-
edure. For example, the reduction of the noise threshold from 100
ps (counts per second) to 50 cps increased the number of features
y 231% (14,755), including an increase of FPs by 414% (10,584).
n increase of the spectral FWHM led to a reduced number of FPs,
ut went along with an exclusion of actual peaks (Fig. 2C). There-
ore, the initial value (10 ppm) was kept, because increasing FWHM
ed to a high peak omission. In general, optimized values for these
arameters (noise threshold and FWHM)  were close to the ini-
ial values. The initial value of the chromatographic FWHM was
et to a lower value than the suspected analysis predicted and the
ptimization result was equal to the value derived from suspected
nalysis (Fig. 2D). Analog to the spectral FWHM,  a reduction of FPs
ercentage was only achieved with peak exclusion. The increase
rom two to three scans caused a decrease of the FPs percentage
rom 40% to 27% by remaining 96% of the actual peaks.
The subtraction multiplication factor had the most substantial
nﬂuence on the peak ﬁnding (Fig. 2E). Higher values resulted in a
ower percentage of FPs, while maintaining a constant number of
eaks. The increase from 1.0 to 1.8 yielded in reducing the percent-
ge of FPs by approx. 50%. As consequence, after optimization of
his value only 21% of the remaining features were FPs.
Optimized values for all ﬁve parameters reduced the percentage
f FPs from 40% to 15%. The total number of features was  lowered
rom 6381 to 4175 (-35%) and only 7.3% of the actual peaks were
xcluded (see SI Table S4, only positive ion mode).
Afterwards, the optimized parameters of the peak ﬁnding pro-
edure were transferred to the negative ion mode. Except for the
oise threshold the suspected analysis revealed the same initial
alues (SI Table S3). The noise threshold for the negative ion mode
as set to 75 cps instead of 100 cps, due to a lower median of the
oise of suspects (35 cps instead of 65 cps). Each value was  checked
or accomplishing the three optimization criteria. The results of
he extraction using these ﬁnal parameters were, comparable toBefore optimization 41.8% 14.0% 14.4% 13.6%
After optimization 14.5% 14.8% 15.3% 13.0%
those obtained for the positive ionization mode, containing 13%
FPs (Table 4).
In total, the optimization steps for positive and negative ion
mode resulted in a loss of FPs content from 42% (starting values) to
15% (ﬁnal values) while retaining 60% of the 11,049 features.
3.3.2. Correction of the features for blank values, isotopes and
adducts
First, two potential methods for a blank correction were inves-
tigated. The ﬁrst option was  to eliminate all features from a
sample that were also present in UPW samples (with IS, blank)
without regarding their intensities (called blank exclusion or BE).
The second strategy excluded the features which intensities in
the sample were less than ten times higher than in the blank
(called blank reduction or BR). Additionally, the intensity in the
samples was  corrected by the intensity of the blank. Both blank
correction strategies reduced the overall number of features com-
parably (both 16%) and the obtained numbers of features (5441
and 5456) contained the same percentage of FP with around 15%
(difference through corrections: <1%) (Table 4). Hence, there were
no signiﬁcant differences between the two methods (SI Fig. S3,
Kolmogorov–Smirnov-Test, p-value: 0.978) and only for 0.1% of the
peaks the intensity was reduced by BR instead of a peak exclusion by
using BE. Hence, BE was  chosen as blank correction method for the
following analysis due to an easier integration into an automated
workﬂow.
After BE, the remaining list of features was  further corrected
by eliminating isotopes (IC) and adducts (AC). During IC all iso-
topes of the same substances except the isotope with the lowest
monoisotopic mass were removed and in AC all detected adducts
were removed while their intensities were assigned to the fea-
ture with the smallest masses. After a reduction of 17% by IC
(Table 4), 4606 features were retained (2799 for the positive ion
mode). The changes in the FPs percentage were <1% (ﬁnal value:
15%). Subsequently, AC reduced the number of features (pos. ion
mode) by further 22% without changes in FPs. Together, IC and
AC led to a total number of 4004 of originally 6467 features
(pos. and neg. ion mode) without changing the percentage of FPs
(Table 4).
3.4. Peak extraction method for multiple samples
3.4.1. Alignment reﬁnement and RT correction
Nontarget analysis as tool for process evaluation aims to relate
the features from different processes, states or points in time.
Therefore, the LC–HRMS results of different samples have to be
assessed and feature lists to be compared (alignment). However,
the result of each LC–HRMS measurement possesses an error in
RT, mass (and intensity). Therefore, the peak ﬁnding step has
to allow a certain tolerance in both RT and mass, which have to
be optimized to cluster the features from the same substances
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Fig. 3. Changes in the relative number of the common features and peaks for
ﬁve  (intra-day) and ﬁfteen (inter-day) injections of the spiked wastewater efﬂu-
ent sample relative to the total number of extractable features (common) and to the
theoretically number of a single injection (features/peaks) according to the mass
t
a
g
i
f
t
t
p
o
S
a
H
p
h
m
i
d
t
i
t
f
(
i
i
w
a
t
v
i
o
i
s
a
t
s
w
t
H
o
i
p
w
i
t
h
t
r
colerance. Combined results (after BE) of the measurements using positive and neg-
tive ion mode were utilized. Gray areas: initial (light gray) and ﬁnal value (dark
ray) for the mass tolerance.
n different samples while avoiding to falsely unifying different
eatures into one feature.
Initial values for the alignment procedure were 0.1 min  for RT
olerance and 5 ppm for mass tolerance (values chosen based on
ypical RT variations and the speciﬁcation of the used QTOF). The
eak ﬁnding procedure was done for ﬁfteen replicate injections
f the KO sample (ﬁve replicates for three different time points).
uspected analysis revealed that ﬂuctuations in RT were <0.02 min
nd in mass <5 ppm and so the chosen tolerances were adequate.
owever, if applied to more than one injection, the peak ﬁnding
rocedure (including BE) always results in a list of features with a
igher number of features than obtained for one injection. Further-
ore, the majority of these features (14,512 of 15,733) were not
dentiﬁed in each injection. This might be caused by the random
etection of FPs in each injection. For one injection 15% (or 805
otal) of the peaks were FPs (Table 4). If each injection produced
ts own FPs (no intersection of FPs between of individual injec-
ions) ﬁfteen injections should lead to a total number of 12,075
alsely detected features. In addition, also false negative results
FNs) are inevitable during the peak ﬁnding procedure. Triplicate
njections led to list of 6195 features (including peaks (true pos-
tive), FPs, FNs and also true negatives). The percentage of FNs
as equal to the ratio of FPs (both 11%). If the ratio between FPs
nd FNs is stable, a maximal number of 24,150 error-prone fea-
ures (spread) for the ﬁfteen injections has to be assumed. This
alue is higher than the 14,512 features that were not recognized
n each injection. Thus, for at least 40% of the maximal number
f features (24,150) an intersection of FPs existed between the
njections.
Deviations or similarities of different samples can be only
tatistically assessed if the results are based on “actual” signals
nd not on the statistical spread. The effect of chosen RT and mass
olerances during the alignment was investigated to reduce the
pread of features over the injection and to obtain a list of features
hich is representative for all injections. As RT variations of
argets were <0.1 min, the RT tolerance was not further optimized.
owever, the tolerated mass tolerance had a substantial inﬂuence
n the feature list (Fig. 3). Only 7.8% of the features were recovered
n all ﬁfteen inter-day injections (23%, values for intra-day in
arenthesis) using the initial values. These 1221 (2381) features
ere only 22% (43%) of the extractable 5514 features for a single
njection. The recovery of actual peaks relative to the number of
he single injection was only slightly better with 24% (48%). A
igher percentage of common features was obtained by increasing
he mass tolerance. As the ratio of both common features and
ecovery of features did not change at higher values, 20 ppm was
hosen as optimal parameter for mass tolerance during alignment.gr. A 1426 (2015) 77–90
The ratio of common features increased from 7.8% to 39% (23% to
59%) and the recovery of features compared to the single injection
improved from 22% to 62% (43% to 76%). The recovery of peaks also
improved to 68% and 81% (intra-day).
Only common features of replicates were regarded for the fol-
lowing work to remove the “spread” of features. The exclusion of
features from the “spread” excludes also FNs, meaning also real
peaks are excluded from the subsequent evaluation. But the occur-
rence of FNs was mainly observed for signals with intensities only
slightly above the LOD (S/N = 6) and hence the beneﬁt of excluding
FPs was greater than the loss of FNs with very small intensites.
3.4.2. Peak extraction performance
The intra-day and the inter-day precision of the FP percentage
in the reference samples were tested injecting ﬁfteen replicates
meaning quintuple injections on three days (SI Fig. S4). Each extrac-
tion resulted in a percentage of real peaks of 88% (12% FPs) with a
relative standard deviation (RSD) of <1%. Thus, the percentage of
FPs based on the optimized peak ﬁnding parameters was highly
reproducible.
Peak extraction for more than one injection led to a spread of
the statistical uncertainty due to differences in the FPs. Therefore,
the variations in the relative number of common features were
determined for all combinable pairs out of these three quintuple
injection replicates (SI Fig. S5). Approx. 76% (RSD < 2%) of the fea-
tures were recovered as common features for two  injections.
3.4.3. Replicates
In target analysis, measurement variations are minimized by
increasing the number of replicates. In addition, the optimization
procedure of the alignment step indicated that FPs can be reduced
by considering only common features of multiple injections. Quin-
tuple injections of the KO sample on three different days were used
to determine the optimum number of replicates. As main optimiza-
tion criterion, the effect on common features/peaks and respective
FPs ratios was analyzed. As ﬁrst step, the results up to ﬁve replicate
measurements on the same day were evaluated (Fig. 4; intra-day).
Increasing the number of replicate injections reduced the number
of features and peaks (2657 peaks, 16% FP in one injection, 2111
peaks, 11% FPs in ﬁve injections). As second step, the effect of repli-
cate analysis for data from different measuring days (inter-day)
was assessed. Here, the ﬁrst injections on each day were combined
to a “triplicate dataset”, when using the ﬁrst two measurement a
“sextuple dataset” was  achieved. Nine-, twelve-, and ﬁfteen-fold
replicates were obtained analogously. Regarding the inter-day trip-
licates, the same trends for the replicate injections were observed
compared to intra-day triplicates. However, the total number of
features was  slightly lower (2062) compared to intra-day results
(2566, approx. 10% FPs). In total, additional replicate injections led
to a slight loss of common features/peaks while the percentage
of FPs did not improve for more than three replicates. Therefore,
triplicates were chosen as optimal number of replicate injections.
3.4.4. Effects of intensity variations for the peak extraction
procedure
The peak ﬁnding procedure was optimized for a certain set of
samples measured within a short period of time. However, over
longer time spans, the overall sensitivity of an LC–HRMS system
can vary for many reasons, e.g. after technical changes (new detec-
tor, detector voltage, new ESI needle, etc.) or due to a different
operational status of the system. Furthermore, the performance
and sensitivity of LC–HRMS from different vendors varies. This
can lead to signiﬁcant variations of the signal intensities between
different measurements. An improved sensitivity of an LC–HRMS
system results in higher intensity for both actual signals and noise.
As consequence, the optimum values for the noise threshold, the
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pig. 4. Inﬂuence of the number of replicate injections of spiked WWTP  efﬂuent (
eatures  (total), peaks and the ratio of FPs.
eak ﬁnding parameter, that is very sensitive for the intensity,
ave to be adapted. Hence, a procedure is required to identify
oise thresholds that simultaneously limit the number of FPs and
void the exclusion of peaks. The noise values were determined
rom S/N ratios from 21 injections (15 for negative ion mode) of
piked analytes in the WWTP  efﬂuent measured over a time period
f one year. The detailed procedure is described in the SI.
The number of features, peaks and FPs are shown in Fig. 5 with
espect to three different LC–HRMS conditions for different noise
hresholds. The period during the optimization procedure was  set
s reference. During a period of less sensitive LC–HRMS conditions,
hen using the noise threshold of the reference only one third of
he features was detected with a low percentage of FPs of 6.8% (74).
owering the noise threshold from 100 cps to 47 cps increased
he number of features (64% (1975) relative to reference), peaks
63% (1736) relative to reference) and FPs (76% (239) relative to
eference) with only a slightly higher percentage of FPs (12%).
In contrast, in a period of higher sensitivity of the LC–HRMS
ystem, when using 100 cps for the noise threshold, 2.9 times
ig. 5. Changes of the number of features, peaks and FPs according to the applied
oise threshold (100 cps and the calculated result of the adaption method) for
easurements of the spiked WWTP  efﬂuent in positive ion mode at three differ-
nt  operation conditions of the LC–HRMS system depending on the intensity [cps]
noise). Left: less sensitive LC–HRMS, Middle: LC–HRMS during the optimization
rocess (Reference), Right: most sensitive LC–HRMS.red in positive ion mode) on their common features according to the number of
higher number of features (8776) compared to the reference were
extracted. However, by increasing the noise threshold from 100
cps to 329 cps, the number of features was reduced by 41%. The
remaining 3579 features (3248 peaks) exceeded those of the ref-
erence measurements only by 16% (18%), in comparison to 185%
(115%) revealed from the initial noise threshold of 100 cps. The
number of FPs was  reduced from 32% (8776 features) using the opti-
mized noise thresholds to only 9.2% (better than in the reference
period).
In conclusion, the median of noise correlated well with the opti-
mal  noise thresholds for peak ﬁnding. However, different noise
thresholds for peak extraction lead to different sets of features.
A more sensitive LC–HRMS operation leads to a high number of
low intensity signals that are not present at lower sensitivity. Thus,
only measurements with similar sensitive HRMS conditions can
be compared for process evaluation. Therefore, to secure a valid
subsequent process evaluation by nontarget analysis the sensitiv-
ity status of an LC–HRMS system has to be controlled prior to and
during nontarget measurements.
3.4.5. Effects of intensity variations for process evaluation
In addition to exact mass and RT the peak intensity is one of the
main information of signals from full scan experiments. However,
different factors inﬂuence the signal intensity during LC–HRMS
measurements such as matrix compounds.
Instrumental variations:  The RSD of absolute peak areas from all
common in spiked WWTP  efﬂuent (three times of quintuple injec-
tions (intra-day) and ﬁfteen-times (quintuple injections on three
different dates, inter-day) replicates were compared (Fig. 6). The
maximum intra-day measurement variation (expressed as median
of RSD for each feature) was 6.4%, while the interday RSD was
slightly higher (11%). This variation is in the same range as those
usually obtained in target analysis using LC–MS/MS [13,14,27].
Based on the results, a change of 25% in the intensity of the features
from different stages of a treatment process can be attributed to e.g.
biodegradation as long as no further reasons for severe intensity
variations (e.g. matrix effects) are observed.
Matrix effects:  The impacts of matrix effects on signal inten-
sities were determined for three different matrices (river water,
WWTP  efﬂuent, WWTP  inﬂuent) which were each spiked with
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Fig. 6. Boxplot of the RSD (%) for all common features of three different quintu-
ple injections (intra-day 1–3) and of all ﬁfteen replicates (inter-day) from spiked
WWTP  efﬂuent for the absolute peak areas resulting from positive and negative ion
experiments. Square: average, box: ﬁrst and third quartile, whisker: minimum and
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Fig. 8. Boxplot of the ratio (diluted/undiluted) for the peak areas of the common
features of triplicates from inﬂuent and efﬂuent samples. Diluted: Factor corrected
areas of the samples which were diluted by factor d1 (1:1) or d2 (1:3). Undiluted:
areas of the undiluted samples. Triplicates were measured using the positive and
negative ion mode. Square: average, box: ﬁrst and third quartile, whisker: minimumaximum, bold line: median, dashed line (red): median of the ﬁrst intra-day exper-
ment. (For interpretation of the references to color in this ﬁgure legend, the reader
s  referred to the web version of this article.)
argets and the results were compared with spiked UPW (Fig. 7).
he areas of the target analytes were corrected by the background
ntensities detected in non-spiked matrix samples. In compari-
on to UPW the signal intensity of target analytes were reduced,
eading to median matrix factors of 92% (river water) and of 85%
WWTP  efﬂuent) considering the medians. However, for WWTP
nﬂuent, the intensity reduction was more pronounced as seen
y a median recovery of only 66%. As consequence, a direct com-
arison of signal intensity between two samples has to consider
atrix effects depending on matrix, since the expected recov-
ries for the targets within the different matrices were diverse.
or example, for 5-chloro-benzotriazole high absolute recoveries
ere observed for both WWTP  inﬂuent (100%) and efﬂuent (99%).
n contrast, 2-hydroxy-carbamazepine had an absolute recovery
f 81% in the WWTP  efﬂuent and 42% in the WWTP  inﬂuent.
ence, in the case of a persistent behavior by neglecting matrix
ffects, the measurements would indicate a concentration increase
f 2-hydroxy-carbamazepine by a factor of approx. 2. Therefore,
limination and formation processes are difﬁcult to identify with-
ut the knowledge of potential matrix effects.
ig. 7. Boxplot of the ratio (matrix 1/matrix 2) for the peak areas from the
M+H+]+/[M−H+]−-peak of the spiked targets for three different matrices (Matrix
:  Rhine, Efﬂuent and Inﬂuent) compared to the matrix 2 – UPW and Efﬂuent
gray). Triplicates were measured using the positive and negative ion mode. Square:
verage, box: ﬁrst and third quartile, whisker: minimum and maximum, bold line:
edian, dashed line (red): mean factor of 1. (For interpretation of the references to
olor in this ﬁgure legend, the reader is referred to the web  version of this article.)and  maximum, bold line: median, dashed line (red): mean factor of 1. (For interpre-
tation of the references to color in this ﬁgure legend, the reader is referred to the
web version of this article.)
Furthermore, especially in positive ion mode the intensity of a
feature can be inﬂuenced by adduct formations (H+, Na+, K+ and
NH4+). However, adduct formation was of only minor importance
for the intensity, since 94% (RSD: 10%) of the intensities of the
spiked targets were determined by the [M+H+]+-peak independent
of the matrix. As a result, changes in the adduct distribution due to
matrix effects can be neglected compared to changes in the overall
intensity caused by matrix effects.
In target analysis, matrix effects are frequently reduced by
dilution of the sample extract or by a smaller injection volume.
Therefore, spiked WWTP  inﬂuent and spiked WWTP  efﬂuent sam-
ples were measured undiluted (u), 1:1 diluted (d1) and 1:3 diluted
(d2). Suspected analysis of internal standards conﬁrmed that the
higher the dilution degree of the samples was, the better was  the
compensation of the matrix effects (SI, Fig. S7). The mean recovery
of intensity of the internal standards in the diluted inﬂuent sample
(d1) was  98% (median) and hence signiﬁcantly higher than in the
undiluted inﬂuent (median: 79%). Analog trends were observed for
WWTP  efﬂuent (Fig. 8). The median of the intensities corrected with
the dilution factor of the common features were 15% (inﬂuent) and
higher using 1:1 dilution (d1) compared to the results of the undi-
luted samples (u). Thus, the overall intensities were less reduced
regarding the degrees of dilution due to reduced matrix effects.
For the 1:3 dilution (d2), the changes in the median compared to
u (33%) was more than twice as high than determined for the 1:1
dilution (d1) relative to u (15%).
Compensation of the matrix effects through dilution was also
observed for the WWTP  efﬂuent. The 1:3 dilution (d2) led to a
23% higher recovery compared to the undiluted sample. But this
impact was  only marginally due to the overall slight matrix effects
observed in WWTP  efﬂuent. Still, there were also some exceptions
from the overall trend as e.g. the intensities of acyclovir for the
diluted samples were 3.3 times (d1) and 7.4 times (d2) higher
compared to the undiluted sample (u) and for the inﬂuent the
compensation of matrix effects revealed in factors for the inten-
sity of 150% (d1) and 260% (d2). In contrary, no matrices effects
were observed for bezaﬁbrate (e.g. factors for inﬂuent: 100% (d1),
110% (d2)).In addition, dilution led to the exclusion of a substantial high
number of features (peaks and FPs) (Fig. 9). A 1:1-dilution (d1)
resulted in a loss of approx. 25% loss of the features for inﬂuent
and of approx. 34% for efﬂuent. Only 16,276 of 31,335 features
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Fig. 9. Changes of the numbers of the common features for triplicates of WWTP
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Fig. 11. Changes and distribution of the numbers of the common features for tripli-
cates of inﬂuent and efﬂuent samples from WWTP  of Koblenz. The triplicates were
acquired using the positive and the negative ion mode. Formation: only detected
in  the efﬂuent sample, partial elimination: reduced intensities of the efﬂuent >25%
F
n
a
lnﬂuent and efﬂuent according to the degree of dilution (u: undiluted, d1: 1:1
iluted, d2: 1:3 diluted). The triplicates were acquired in the positive (pos.) and
he negative (neg.) ion mode.
52%) from the inﬂuent were recovered using a 1:3-dilution. For
he WWTP  efﬂuent, the mean recovery was lower (41%). Therefore,
 compensation of matrix effects by dilution is only applicable for
he features with sufﬁciently high intensities.
Use of internal standards:  In target analysis the impacts on the
ignal intensity changes caused by matrix effects or differences in
onization efﬁciency are corrected by using internal standards (IS).
herefore, it was tested whether available IS (Fig. 10 for positive
on mode, SI Fig. S8 for negative ion mode) are also feasible in non-
arget analysis. The selection of suitable IS for each feature was
ased on three criteria, (i) IS with a comparable the mass, (ii) IS
ith similar RT or (iii) one IS was used for all feature. The median
f the RSD of the signal intensities for all features without any cor-
ections was 13%. The usage of IS (normalization) did not improve
he median RSD, ranging from 11% and 14%. In contrast, the use of
etoconazole-d8 even increased the median RSD to 38%. In most
ases, instead of an improvement of the intensity variation, the IS
ed to a higher spread of the recoveries, independent of positive
nd negative ionization. In summary, effects in nontarget analysis
annot be compensated completely by IS.
.5. Consequences for the comparison of WWTP  inﬂuent and
fﬂuent samplesThe implementation of the complete peak extraction procedure
 including results from measurements in both ion modes, adaption
f noise threshold, all corrections steps (BE, IC, AC) and triplicate
njections – for corresponding WWTP  inﬂuent and efﬂuent samples
ig. 10. Boxplot for mean RSD of peak areas of the common features derived from a ni
ormalization of each feature was based on different procedures i) selection of the neares
ll  features. Red: median of the results using no normalization. Square: average, box: ﬁrs
ine  (red): median of no normalization. (For interpretation of the references to color in thcompared to the inﬂuent intensities, elimination: only detected in the inﬂuent sam-
ple,  no elimination: changes in the intensities ≤25%.
from a denitriﬁcation/nitriﬁcation process step resulted in a list of
21,161 features. 82% (17,305) of these features were exclusively
detected in the inﬂuent and 10% (2128) exclusively in the efﬂuent
while 1728 features (8.2%) were detected in both samples. How-
ever, as discussed above, matrix effects reduced the recovery of
spiked analytes in inﬂuent (median: 74%; 75%-percentile: 96%) to a
higher degree than in the efﬂuent (Fig. 7) and hence, the 17,305 fea-
tures are mostly likely removed. Potentially the number of removed
features is even underestimated. Almost all features (2128) that
were exclusively detected in the efﬂuent are most likely actually
formed in the WWTP  since correction of the intensities of origi-
nally non-detected features in the inﬂuent (59%, ﬁrst quartile, Fig. 7)
only led to 24 new features in the inﬂuent. For features detected in
both samples, the intensities in the inﬂuents were also corrected
for matrix effects (1728). Afterwards, these common features were
grouped according to the intensity changes in WWTP  treatment. In
total, 1551 features (90%) were removed to >25%, 217 features (13%)
were not affected by the process and for no features an increase in
intensity >25% was observed.
Considering matrix effects, 89% (18,816) of the 21,161 features
were removed >25%. A formation of 2128 newly appearing features
after the process was  observed (10% of total features). Only approx.
1% (217) of the features remained stable during the process. As a
result, the denitriﬁcation/nitriﬁcation step of the WWTP  achieved
a total removal of 91% of the detectable compounds in the inﬂuent
sample (Fig. 11). This group of detectable compounds included,
in addition to the MPs, also other small polar substances from
ne-fold measurement of a spiked WWTP  efﬂuent (positive ionization mode). The
t IS according to mass or RT, (ayclovir-d4 – venlafaxin-d6), ii) selection of one IS for
t and third quartile, whisker: minimum and maximum, bold line: median, dashed
is ﬁgure legend, the reader is referred to the web version of this article.)
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Fig. 12. Boxplot of the signal-to-noise-ratio (S/N) – measurement of triplicates of
the  target analytes for different columns and eluent settings using positive and neg-
ative ion mode. Only the name of eluent B was  displayed. UPW containing the same
additive as B was chosen for eluent A. Square: average, box: ﬁrst and third quartile,
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Fig. 13. Changes in number and distribution of features in triplicates of the spiked
WWTP  efﬂuent sample according to different LC conditions for the measurements
using positive and negative ion mode. Blank – part of features that were excludedhisker: minimum and maximum, bold line: median, dashed line (red): median
f  ACN + FA. (For interpretation of the references to color in this ﬁgure legend, the
eader is referred to the web version of this article.)
atural origin. Additionally, the wastewater treatment reduced the
ntensity of further 7.9% of the compounds. Only a small percentage
1.1%) of the compounds was not affected and was  recovered in
he efﬂuent in a similar concentration range (intensity changes
25%). After the biological treatment, the overall number of 3855
etectable compounds was 20% of the number in the inﬂuent. The
umber of components was 55% higher than expected from the
emoval efﬁciency of WWTP. This resulted from the formation
f 2128 new compounds, i.e. transformation products. The total
umber of transformation products might even be higher since
ome newly formed substances might be too polar for the chosen
C conditions and so barred from the evaluation.
.6. Post-screening of LC–HRMS
The selected chromatographic separation with the Zorbax C18
olumn was originally optimized on suspected analysis. To conﬁrm
he suitability for nontarget analysis, the chosen LC conditions were
ompared with the Luna column using two organic eluents (ACN
nd. MeOH). Primarily, the effects of the LC column on the S/N ratios
f spiked analytes were compared (Fig. 12).
Some targets were not found with a certain combination of
luent and column material (see SI Table S5). These substances
ere subsequently omitted from further data evaluation for all ﬁve
ested eluent column combinations. The performance of the differ-
nt methods was evaluated also via nontarget analysis based on
he distribution of features with the respect to four categories – (i)
lank (features which were excluded due to blank correction), (ii)
pread (features which were not detected in all triplicate injections
f each sample), (iii) peaks and iv) FPs (Fig. 13). A good performance
as deﬁned when the proportion of blank, spread and FPs was
ow compared to the number of peaks. Using the combination of
orbax (column), ACN (organic eluent) and FA (additive) was most
uccessful for all “nontarget” features verifying the results of pre-
creening results (Section 3.1). All other four LC-methods resulted
n 1.2–1.4 times higher number of features. However, this posi-
ive effect was counteracted by a substantially lower percentage
f peaks (32–39% compared to 49%) due to enhanced background
ignals, measurement variations or FPs during peak extraction.
herefore, the chosen LC method was conﬁrmed as best LC-option
or process evaluation.
Spiked analytes revealed that the addition of formic acid (FA)
uppressed signal intensities using the negative ion mode (SI Fig.by  BE; spread – part of features were excluded because they were not present in
all  triplicates (not common features); peaks and FPs – observed for the common
features of the triplicates.
S9). But when not using FA, 29% of the spiked compounds in the
negative ion mode were not detected. This effect was even more
distinctive when regarding nontarget compounds (SI Fig. S10). The
number of peaks was  only 15% compared to the acidiﬁed eluent,
exhibiting that only 319 peaks were extracted. The main part of
the features was  eliminated because of measuring variations (80%
spread). Although the signal intensities were improved, the elu-
ent without FA led to poor chromatographic separation efﬁciency.
In addition, the usage of the same chromatographic conditions for
both ionization modes simpliﬁes potential subsequent identiﬁca-
tion steps for the features of interest since compounds possess
the same RT in both ion modes, which can help in assigning and
interpreting MS/MS  fragments.
4. Conclusion
The ﬁndings of this study are summarized into a comprehen-
sive workﬂow that is recommended when using nontarget as a tool
for process evaluation (Fig. 14). An absolutely prerequisite for all
subsequent data acquisition and data processing steps is an appro-
priate sample pretreatment [33–37]. While this aspect was  not
directly a topic of this work, some information can nonetheless be
derived. First, a sample pretreatment under consistent conditions
has to be secured for minimizing the impacts of uncertainty on the
subsequent process evaluation. As seen for the dilution steps, even
the same sample handling (i.e. the same degree of dilution) might
bias differences between samples.
Therefore, each sample treatment step should be carefully con-
trolled and checked for its need and its potential inﬂuence on the
data analysis. In addition to the exclusion of features due to reduced
overall intensities and changes in the matrix effects, the list of fea-
tures could be modiﬁed by pretreatment related effects such as
sorption of compounds or leaching from used materials. The addi-
tion of internal standards to each sample, analog to target analysis,
as a sample preparation step is necessary to exclude operational
failures during the data acquisition via LC–HRMS measurements.
The selected internal standards should cover the whole RT and mass
range deﬁned by the LC–HRMS method and both ionization modes.
Changes in measurement performance along a measurement cam-
paign or outliers can be recognized using the suspected analysis.
Moreover, this analysis can indicate signiﬁcant differences in the
potential matrix effects. As seen for the WWTP  inﬂuent and efﬂu-
ent, the recoveries of the regarded target analytes can distinctly
vary with regard to the matrix (median: approx. 66% and 85%). A
comparison of both matrices with respect to a process evaluation
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tig. 14. Workﬂow of the nontarget approach and ﬁndings of the method optimizatio
f  the references to color in this ﬁgure legend, the reader is referred to the web ver
olely based on nontarget analysis is limited due to the different
atrix effects which cannot be accurately corrected.
However, a comparison of samples with a similar matrix is appli-
able (e.g. efﬂuent samples over time), as the matrix effects are
imilar and the relative trends are correct although the absolute
ntensities might be shifted. To extrapolate from a small set of ana-
ytes to all features obtained via nontarget analysis is not feasible.
herefore, the matrix effects determined via suspected analysis can
nly deﬁne a degree of uncertainty for the further evaluation. Sim-
lar to that, the use of a set of internal standards will only partially
mprove correcting the feature intensities.
Nevertheless, the measurement of a spiked reference standard
efore starting a new measurement campaign can ﬁgure out the
verall state of performance of a LC–HRMS system, showing shifts
n RT, mass and intensity. The results of the related suspected anal-
sis should be used to adapt the parameter setting, e.g. peak ﬁnding
rocedure.
In addition to sample (pre-)treatment and storage, the generic
C–HRMS method sets the limitations for the detectable com-
ounds. Each method has a cutoff for a certain compound
haracteristics, e.g. the polarity. Therefore, one method can only
apture a subset of present compounds and exclude a certain num-
er of others. The selected analysis range, determined by the chosen
ethod, should be challenged every time according to the regarded
opic or to the raised questions. For the evaluation of biological
WTPs, a C18 column seems to be the preferable choice. In gen-
ral, the utilization of non-acidiﬁed eluents for the negative ion
ode enhances the resulting intensities of the analytes. But the loss
f the chromatographic separation capability reduces the number
f detectable compounds signiﬁcantly, resulting in the loss of 85%
f the features. Therefore, an acidiﬁer is recommended for both
ositive and negative ionization modes.
After data acquisition a sophisticated, multistep post-processing
f the data is required. The ﬁrst step is peak ﬁnding combined with
he alignment (RT and mass tolerances) of different samples. Thesecedure. Red: analysis based on suspected analysis of spiked MPs. (For interpretation
f this article.)
steps are the most crucial factors for the quality of the resulting
list of features since of these parameters deﬁne both the num-
ber of extractable features and the percentages of FPs. Especially,
the noise threshold and the weighting factor for the blank sub-
traction (subtraction multiplication factor) have a large impact on
feature quantity and quality. Adequate values for noise thresholds
as well for spectral and chromatographic FWHM can be deduced
from preceding suspected analysis. Optimizing the peak extrac-
tion parameters will reduce the percentage of FPs to 10–15%, while
still maintaining more than 90% of actual peaks. For more than one
injection, the spread will increase by every additional injection and
so the percentages of features that are detected in every injection
(common features) will decrease. An increase of the mass tolerance
from 5 to 20 ppm during the alignment procedure enhances the
number of common features (from 23% to 57%) and a more com-
parable feature list with a peak recovery of 81% (48% for 5 ppm)
compared to a single injection is achieved.
In addition, regarding only common features of at least three
replicate injections will reduce the percentage of uncertainties for
both measurements and peak extractions. Hence, for identifying
changes of a process performance over time (e.g. the change of the
removal efﬁciency of the step during wastewater treatment due to
changing in plant management or meteorological boundary condi-
tions) replicate injections of the same sample is strongly advised.
For a more general evaluation of the process during steady-state-
conditions samples from different time points of the same process
can be regarded as replicates and single injections of each sample
are sufﬁcient.
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