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Let { P,(x)};~=~ be a system of polynomials, orthogonal with respect to a 
positive-definite moment functional and satisfying the recurrence relation P,(x) = 
(x-c,)P,~,(.x)+~~P~~~(x), n=l,2 ,..., where P,(x)=1 and P-,(x)=0. The 
corresponding co-recursive orthogonal polynomials { P,*(x) );= o satisfy the same 
recurrence relations except for n = 1, where now P:(x) = ax-c, - j, a # 0, and 
P:(x) = 1. The P,* are orthogonal with respect to a moment functional which is 
positive-definite for I > 0 and quasi-definite for x < 0. The properties of the P,*(x) 
(separation theorems, true interml of orthogonality, etc.) can be determined from 
those of the P,(x). These polynomials occur in the L2-solution of the radial 
Schrodinger equation for a separable potential, where P,(x) is the Tchebichef 
polynomial of the second kind in the case of S-waves. 11 1988 hdmc PUX, IIK. 
Orthogonal polynomials are well known in mathematical physics 
because of their applications to boundary value problems. These are 
usually the classical orthogonal polynomials. The more abstractly defined 
systems of general orthogonal polynomials play an important role in the 
problem of moments and in the theory of continued fractions. Further 
applications can be found in numerical analysis, for example, in the 
construction of Gauss quadrature rules. 
The general theory on this subject covers, strictly speaking, only those 
systems of orthogonal polynomials for which the orthogonality relation 
can be represented by a Stieltjes integral with a, not necessarily unique, 
non-decreasing function of bounded variation (distribution function) as 
integrator. This provides these polynomials with the well-known property 
that all their zeros are real and simple, which is a prerequisite for the 
construction of Gauss quadrature rules. Furthermore, the corresponding 
weights are all positive, ensuring the convergence of the quadrature rule. 
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In this paper I will describe a system of orthogonal polynomials which is 
not of the type described above, yet for which a set of quadrature rules 
exists but with positive as well as negative weights. Following the 
terminology of Ref. [l] these polynomials will be called co-recursive 
orthogonal polynomials. The motivation for studying these polynomials 
came from solving a problem in potential scattering: The solution of the 
radial Schrodinger equation for a separable potential [S] by expanding the 
wavefunction (scattering states and a possible bound state) in a complete 
set of L*-functions. The co-recursive polynomials that occur in this 
problem are orthogonal with respect o a distribution which has a discrete 
and a continuous spectrum, corresponding to the bound state and the 
scattering states, respectively. 
Another recent application of orthogonal polynomials is to the chain 
model in solid-state physics where the three-term recurrence relation 
describes the hopping of a system between nearest neighbours [6]. The fact 
that co-recursive orthogonal polynomials occur in problems of theoretical 
atomic physics and solid-state physics justifies a detailed exposition of their 
properties. 
The paper is organized as follows: Some relevant background material 
on general orthogonal polynomials is given in Section 1. More detailed 
information can be obtained, for exampe, from Refs. [24]. In Section 2 a 
general definition of co-recursive orthogonal polynomials is given and also 
an explicit formula derived. The properties of their zeros and the conditions 
under which they are all real and simple is studied in Section 3. In Sec- 
tion 4 an orthogonality relation is given in the form of a Stieltjes integral. 
Finally, an illustration of the general results is given in Section 5, based on 
the Tchebichef polynomials of the second kind. There a physical 
application of the co-recursive polynomials will also be presented. 
1. PRELIMINARIES 
Let 9 denote the linear space of all real polynomials n(x): R -+ Iw. A 
linear functional 9 : P + @ for which all moments pL, = di” Lx”], n > 0, exist 
is called a moment functional. Furthermore, Sp is called positive-definite if
9 [rc(x)] > 0 for every Z(X) E 9 with Z(X) G? 0 and rc(x) not identically zero. 
Suppose a sequence of manic’ polynomials, (PJx)};=,, satisfies the 
recurrence relation 
P,(x) = (x - c,) P, - l(X) - 2” P, z(x), n = 1, 2, . ..) (l.la) 
’ This means that the highest power of x has unit coefficient. 
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where c, and A,, are real, i, # 0 for n > 1, and which is supplemented with 
the initial condition 
P”(X) = 1, P-~,(x)=0 (Lib) 
Then Favard’s theorem [2] ensures the existence of a unique moment 
functional, Y, such that the P,(x) form an orthogonal system of 
polynomials with respect o 9’: 
~[P,(x)P,(x)]=~~,~~2...~,+,6,,, n,m=0,1,2 ,..., (1.2) 
where 6,,, is the Kronecker delta. Also, if 1, > 0 for n >, 1 then 3’ is 
positive-definite, whereas 9 will be called quasi-definite [2] if only the 
restriction i, # 0, n > 1 holds. 
Throughout this paper it will be assumed that 9 is positive-definite, in 
which case a vast amount of properties are known about the P,(x) [2-4]. 
Those that are of relevance for this paper will be summarized in the 
following: Each P,(x), n 3 1, has n real and simple zeros, denoted in 
ascending order of magnitude by 
X n,l<Xn,2< .‘. <X,,,,~ n = 1, 2, . . . . (1.3) 
The zeros of two consecutive polynomials, P,(x) and P,+,(x), n 3 1, are 
interlaced (separation theorem), 
X n+I,I<Xn,i<X,,+I,f+l~ 1 6 i 6 n, n = 1, 2, . . . . 
An important role is played by the limits 
(1.4) 
lim x,,,=[r> -a, lim x,,, = q, < a (1.5) n - 7L n-2 
that exist in the extended real number system, as a consequence of 
Eq. (1.4). 
DEFINITION I. The interval [t 1, u ,] is called the true interval of 
orthogonality. 
This interval is bounded if and only if both the sequences {c,};= i and 
{jLn}FC 1are bounded. As 3’ is assumed to be positive-definite, [ti, q,] is 
also the smallest closed interval that contains all zeros of every P,(x), n 2 1 
PI. 
The moment functional can be represented by a Stieltjes integral, 
9 Cn(x)l = J‘“’ n(x) 4&h for all 7r(x) E 9, (1.6) 
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where x(x) is a distribution function (non-decreasing function of bounded 
variation) and the true interval of orthogonality contains the support of the 
distribution dx(x). The set of all those points where x(x) increases is called 
the spectrum of x(.x). 
DEFINITION II [Z]. Two distribution functions, xl(x) and x2(x), are 
called substantially equal if and only if a constant c exists such that 
x2(x) = xl(x) + c at all the common points of continuity. 
The question of “uniqueness” of x(x-) in Eq. (1.6) is closely related to the 
determinancy of the moment problem for 9: in particular, x(x) is substan- 
tially unique if [t,, ye ,] is bounded [8]. 
2. CO-RECURSIVE ORTHOGONAL POLYNOMIALS 
The co-recursive polynomials, (P~(x)};~=,, associated with the P,(X) of 
Eq. (1.1) are defined by retaining the recurrence relation (l.la) for n > 2, 
i.e., 
P,*(x)=(x-c,)P,T. ,~~~)-~,7Px-z(x), n = 2, 3,... (2.la) 
and replacing the initial condition (1.1 b) by 
PT(x)=(ax-p-c,)P,*(x), z#O 
PO*(x)= 1.2 
(2.lb) 
The parameters Q and b are restricted to real values, consequently the 
P,*(x) will also be orthogonal with respect to some unique moment 
functional, Y*. The P:(x), defined by the above recurrence relation, are 
not manic. However, derivation of the recurrence relation for the manic 
form and use of the analogue of Eq. (1.2) for Y* reveals that L.P* is 
positive-definite if CI > 0 and Y* is quasi-definite for tl < 0. Equation (2.1) is 
a generalization of a recurrence relation studied by Chihara [ 1 J and 
Geronimus [9, 181. In their work, P* is positive-definite. In the following 
sections the properties of the P,*(x) will be deduced from those of the 
P,,(x).~ The results will also include the quasi-definite case. 
The co-recursive orthogonal polynomials can be constructed explicitly. 
For n 2 2 they satisfy the same recurrence relation as the P,(X) so they can 
’ More generally, one could set P:(r) equal to a real constant #O, but this gives nothing 
new. 
3 The referee informed me that some of the results in this paper are contained in the 
unpublished thesis of W. R. Allaway [IO]. However, I have not been able to compare the 
results because the thesis is not available to me. 
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be written as a linear combination of two independent polynomial 
solutions of Eq. (l.la). One such solution is P,(x) itself; for the other 
solution we take the manic associated polynomials, { Pjll)(x) );= 0, defined 
by the recurrence relation 
q,“(x) = (x - c,, + ,) Pjl’! l(X) - A,,+, Pjl’! 2(“), n = 1, 2, . . . (2.2a) 
with initial condition 
P;'(x)= 1, P"',(x)= 0. (2.2b) 
To solve Eq. (2.la) we make the ansatz P,*(x)=A(x) P,(x)+ 
B(x) Pjl'l ,(x), where A(x) and B(x) are real functions, to be determined 
from the initial condition (2.lb). The result is 
P,*(x) = P,,(x) + q(x) Pjl’l ,(.Y), n = 1, 2, . ..) (2.4) 
where 
q(x)=(cr- 1)x-P, CI #O. (2.5) 
These formulae were obtained in a different way by Geronimus [9] for the 
case where the P,,(x) are the (manic) Tchebichef polynomials of the second 
kind (Section 5). 
3. ZEROS 
Fof c( > 0 it immediately follows that P:(x) has n real and simpe zeros, 
denoted in ascending order of magnitude as 
x:.1 <x;,z< ... <x,Tn, n= 1,2, . . . . (3.1) 
Also for c( < 0, the quasi-definite case, P,*(x) may have n real and simple 
zeros, under suitable conditions on Q and & and in which case again the 
ordering (3.1) is assumed. The following theorem gives such conditions and 
provides relations between the zeros of P,,(x) and P:(x). 
THEOREM 1. In the ,following cases all the zeros of P,*(x) are real and 
simple. They are related to the zeros of P,(x) in one of four possible ways, 
depending on the value of c( and on the position of the zero, X = jI/(cc - 1 ), of 
q(x) with respect to 4, and ‘1, : 
Case I: If one ef the following three sets of conditions, 
(a) 5, > --M, Xb<,, and c(> 1, or 
(b) 5,>-co,.lc~4,,andcc<O,or 
(c) ‘1,<r;,~,d,~,andO<x<l, 
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is satisfied then the xz,; and x,,~ are interlaced as4 
-y:, <x,,, <-CT,,+ 1 < xn,i+ 1) 1 <i<n- 1, n= 1,2, . . . . (3.2) 
Case II: If one of the following three sets of conditions, 
(a) i;,>-crj,x~5,,andO<r<l,or 
(b) ~,<~,~,<Z,andcr<O,or 
(c) q,<Co,q,<.?,andcc>l, 
is satisfied then the x$ and x,,, are interlaced as4 
X n,,<X~i<X,,,+l<X~i+l, 1 <i<n- l,n= 1,2, . . . . (3.3) 
Case III: If r, < X < q, then an index N > 1 exists such that for each 
n Z N the inequalities x,,~, < X < x,,, hold. Furthermore, if also u > 0 then an 
integer, v, exists with 1 < v < n - 1, n 2 N, and x,, ,, < X < x,$ y + , such that the 
following interlacing type of properties for the x,,~ and x:,~ hold: 
(a) If 0 < c1< 1 and P,(X) # 0 then’ 
Xz,i<Xn,,<X~,,+l <X,,i,l> 1 <i<v-1, (3.4a) 
X n.r<Xz,,<xm,,+I <xz,,+,, v+ldidn-1. (3.4b) 
(b) Zf c( > 1 and P,(X) #O then5 
xn,i<xZ.,<xn.,+I <xZ,i+19 l<i<v-1, (3.5a) 
xn*.i < X”,, < -e,i+ I <xt?,,+ 13 v+l<i<n-1. (3.5b) 
If for some v, 2 < v ,< n - 1, the equality x,, y =X holds then the inequalities 
xn*,v -=z X”,, in Eq. (3.4a) and x,,, < x:,~ in Eq. (3.5a) must he replaced by 
X Il.” = Xn*,“. 
This theorem provides information about the true interval of 
orthogonality, [<T, VT], for the P,*(x) which exists, at least for c1> 0, and 
is contained in the following: 
COROLLARY I. For c( > 0 the numbers 5: and q: exist (cf: Eq. (1.5)) and 
referring to Theorem I, the following inequalities hold: 
4 For n = 1, Eqs. (3.2) and (3.3) reduce to respectively x:, <x,,, and x,,~ <x:, 
5 For v = 1 footnote 4 applies. If Y = n - 1 then Eqs. (3.4b) and (3Sb) reduce to x,,, < xz,,, 
and x& < x,,,, respectively. 
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i”PCi”,<Vi+Gul, for Cases I(a) and I(c), 
5,G<:<ll,Gr?l* for Cases II(a) andII(c), 
5:Gt,<V,Gfl: for Case III(a), 
1”,64?<fl?GV, for Case III(b). 
For the proof of Theorem I we need the interlacing property between the 
zeros, x(I) ,1., 1 1 < id n, of P!,‘)(x) and the zeros of P,,+,(x) [2-41, 
,~,I + I,, < -+,:I < x,1 + I., + 12 1 <i<n, n= 1,2, . . . . 
From this sequence of inequalities we deduce 
sgn P!,‘) ,(x,,,,) = (- 1)” ~-‘, 1 fidn,n= 1,2, . . . . (3.6) 
where the Signum function is defined, for x # 0, as 
i 
1 for x>O 
sgnx= 
-1 for x<O. (3.7) 
Proof of Theorem I. At the zeros of P,(x) we have, with Eqs. (2.4), 
(2.5) and (3.6), 
w P,T(X,,,) = ( - 1)” ~‘sgn 4txn,i)3 1 <idn,n= 1,2, . . . . (3.8) 
First we will give the proof for cases I and II, where q(x) does not change 
sign in the interval (<i, q,) and note that then P,(x) and P,*(x) cannot 
have a common zero because this would be X. Equation (3.8) implies that 
the sign of P,*(x) alternates at the n consecutive zeros of P,(x). Therefore, 
P,*(x) has at least n - 1 zeros in the interval (x,,i, x,,,) and because P,*(x) 
is a real polynomial, it has exactly n real and simple zeros. One of these 
zeros lies in either one of the intervals ( - co, x,, , ) or (x~,~, co ). To deter- 
mine the correct interval we use Eq. (3.8) for i = 1, 
w P,*(x,, ,I = ( - 1 I”- ’ sgn 9(x,, 1 ), 
and the relation 
sgn P,*(x) = ( - 1)’ sgn c1, for all x < xn*, i (3.9) 
which follows from Eqs. (2.4) and (2.5). For all three sets of conditions 
listed under Case I, the relation sgn q(x,,1) = sgn a holds. The two 
equations above then combine to sgn P,*(x,, 1) = - sgn P,*(x) for all 
x < xz, i , which is only possible if x,, i > xz,, . This gives Eq. (3.2). The proof 
of Case II works in the same way and we deduce that P,*(x) has no zero, 
smaller than x,.~, from which (3.3) follows. 
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The proof of the ordering of the zeros is more elaborate if q(x) has its 
zero in the interval (5,) ‘1,). Then X is a zero of P,,(x) if and only if it is a 
zero of P:(x) in the interval (l, , r, ). Because of Eqs. (1.3) and ( 1.4) there 
must exist and index N > 1 such that x,,, , < X < x,,, for all n 2 N. We will 
first assume that P,,(Z) # 0. 
Then there also exists an integer v, with 1 6 v <n - 1 such that x,,,, <X 
for 1 d i G v and x,,,; > X for v + 1 d i < n. For these two separate sets of 
zeros Eqs. (2.5) and (3.8) give the sign relations 
w p,Tb,,.,) = -sgn P,*(-~,,,,+ I ), 1 didn-1 hi/v, (3.10a) 
and, for i = v, 
sgn Wx,,,,.) = w p,*(x,.,~ +, ). (3.10b) 
These equations imply that P,*(x) has an odd number of zeros in each of 
the intervals (x,,,, x,~,~+ ,), i= 1, 2, . . . . n - 1, except for i = v, and none or an 
even number of zeros in the interval (x,~,,,, x~,,,+ r). So P,*(x) has at least 
n - 2 real and distinct zeros in the interval (x,,, , , x,,,,). 
In general, when .Y* is not positive-definite, it is not possible to deter- 
mine the nature of the two remaining zeros of PX(X). We now have to rely 
on the separation theorems, as expressed by Eqs. (1.3) and (1.4), and 
restrict c( to positive values. Then P:(x), n 3 1, has n real and simple zeros 
and 
sgn P,*+ , (x,T. i) = ( - 1)” + ’ ‘, 1 <i<n,n= 1,2, . . . . (3.11) 
To continue the proof we use the recurrence relations for P,(x) and P,*(x), 
Eqs. (1.1) and (2.1), respectively, and derive the formula 
p,T+ 1(x) P,(x)-P3.u) P”, I(x)=&) &&~“L, IT n = 1) 2, . ..) 
where I, > 0 for all n 3 2. Substituting x = xz,, gives, with Eq. (3.1 l), the 
sign relation 
sgnP,,N,,)=(-l)“+’ m’sgnq(xZ,), 
where x&#X, 1 <iin, n= 1, 2, . . . . (3.12) 
Now we can localize all zeros of P,*(x). First assume 2 < v<n -2 then, 
according to the results above, there are v* zeros of P,*(x), with 
v* 2 v - 1 > 1, in the interval (x,, , , x,,,,). 
Label these zeros in ascending order of magnitude as .xEi,, k = 1, 2, . . . . v*. 
If v > 3 then v* > 2 and it follows from Eq. (3.12) that P,(x) must have an 
odd number of zeros in each of the intervals 
M,k X.Tir+,)9 . 3 k = 1, 2, . . . . v* - 1, 
CO-RECURSIVEORTHOGONAL POLYNOMIALS 9 
i.e., P,(x) has at least v* - 1 zeros in the interval 
(x ,*.r,? xn*.i,,*) c (xr~,l 3 xn,~,). 
But then the inequality V* - 1 d V- 2 must hold, which together with 
v* 3 v - 1, above, implies v* = v- 1. If v=2 then v* 2 1. Now suppose 
v* # 1 then v* 3 3 and the same reasoning as above leads to the conclusion 
that P,(x) has at least two zeros in the interval (x,,~, x,,~), which is a con- 
tradiction. So v* = 1 and we conclude that P,*(x) has exactly v - 1 simple 
zeros in (x,,, i, -Y,,,, ). Similarly, it can be shown that P,*(x) has exactly 
n-v - 1 simple zeros in (X ,,,,, +, , x,,,,). Finally, if v = 1 or v = n - 1, the 
same arguments as before give that P:(x) has n - 2 real and simple zeros 
in the intervals respectively (x,,~, x,,,) or (x,, , , x,,,, ,). We conclude that 
P:(x) has exactly n - 2 simple zeros in the set6 
I,= (x n,l2 %7,,‘)U (Xn,r+l, x,,.,,) for lbv<n-1. 
It remains to locate the two distinct zeros of P,*(x) which lie outside the 
closure of I,,. They cannot both be smaller than x,,, or greater than x,,,, 
because then Eq. (3.12) gives a contradiction. Since (x > 0, P,*(x) >O for 
x>x;.,. In Case III(a), q(x,,n) < 0 so Eq. (3.8) gives P,*(x,,,) < 0, which 
implies x,,, < ~n*,~. Then the other zero cannot lie in the interval 
x, ,,+ ,) because of Eq. (3.10b) and therefore x$ <x,,, . On the other 
kd, in Case III(b), q(x , ) >O so P,*(x, .) >O and P,*(x) has no zero 
greater than x,,,. Using similar arguments as above, it follows that P,*(x) 
has two zeros in the interval (x,,,, x~,~+ ,) and in fact x0,,< 
6 I’ <~<e,,~+I<xn,L~+l because of Eq. (3.12). 
Finally, consider the possibility that X is a zero of P,(X) but 
x,, , < x < x,,,. so x = x,.,, with 2 < v < n - 1. The same reasoning as before 
implies that P,*(x) has v - 2 simple zeros in (x,, , , x,,,, ~ ,)6 and n - v - 1 
simple zeros in (x,,,.+ , , x,,,,)’ and, of course, x,,, =X itself is a zero. Also, 
from Eq. (3.8), w C~X,,,, ,) = -w Mx,,,,, I) so (-G,,- ,, .L,,,+ ,I con- 
tains an odd number of zeros. The arguments of the previous paragraph 
can now be repeated to complete the proof. 
The following corollary to Theorem I will be referred to later: 
COROLLARY II. For all three cases of Theorem I the following holds: If 
4, > - CC then each P:(x), n >, 1, has at most one zero which is smaller than 
5,. Ifq, < 00 then each P,*(x) has at most one zero which is greater than qI. 
The results on the relation between 5: and <, , and between ‘I: and vi, 
in Corollary I can be sharpened by formulating more explicit conditions, as 
6 The interval (x, x) will always mean the empty set 
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in the following theorem. First we prove the monotonicity of the sequences 
(Pf(x)/Pj,‘, ,(x)};=, for x=5, and x=q, [l]. 
LEMMA I. If SI > 0 and 5, > - a, then the sequence (Pz( 5, )/ 
PjllJ , (5, ) } ,“= , is monotonically increasing, with 
P34,) Pz+l(tl)<m, +q((,), 
p!~l,m~ p!)(t,) 
n = 1, 2, . . . . (3.13) 
and if 4, < x, then the sequence jP,*(u,)/PL’l ,(v,)};=~ is monotonically 
decreasing, with 
P,*,l(r?l) < P,*(vll) 
Ml +q(ql)< p;,“(v,) cm1 l(V1) 
n = 1, 2, . . . . (3.14) 
The numbers m, and M, are defined [ 1 ] as the limits 
M, = lim Pn(5,) Pn(? I) 
P(l’! ,(5,)’ 
M, = lim 
n- x PL” ,(rl,)’ 
(3.15) 
n - x 
which exist in the extended real number systems and m, < 0, M, 3 0. 
ProoJ: From the recurrence relations ( 1 .l ) and (2.2) we derive 
P,,+,(x) Pjz’,,(x)-P!,“(X) P,(x)= -irj.j”.l.,+,, n = 1, 2, . . . . (3.16) 
where j”,, > 0 for all n 9 1. The true interval of orthogonality for the PI,‘)(x) 
has the property 5, b~\“<~\“<~l, [2] so for all n3 1, we have 
P(‘)(x)Pj,‘?,(x)<O (>O) and P,(x)/P~l,(x)<O (>O) for x<t, (x>n,). 
W”ith Eq. (3.16) we then get the inequalities P,(x)/Pj,‘) ,(x) < 
P,, ,(x)/Pi)(x) < 0 for x < t, and P,(x)/PL’! ,(x) > P,, ,(x)/P:‘)(x) > 0 for 
x > q, Therefore the limits in Eq. (3.15) exist, with m, < 0 and M, k 0. 
Using the above inequalities corresponding to x = t, and x = ye, with 
Eq. (2.4) gives Eqs. (3.13) and (3.14), respectively. 
THEOREM II. If LY > 0 then 5 T and rly exist in the extended real number 
system. Furthermore, if 5, > -cc (q, < CO) then 5, <<5; (~~6~,) if and 
only ifm, +q(tl)<O (M, +q(v1)20). 
* Proof: The existence of 5: and vi is obvious from the positive- 
definiteness of 6p*. Only the inequality for 5, and 5: will be proved. 
Assume m, + q(tl) < 0 then, according to Lemma I, P,*(t,)/P!,‘? l(rl) 
~0. Since cr>O, also P,*(x)/P~‘2,(x)<O for all x<min(xz,, c,}, so 
because Pj,‘? 1(x) d oes not change sign for x d 5, and with Corollary II, 
P,*(x) has no zero smaller than r1 and therefore 5, < t:. Conversely, if 
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c1 6 <: then P,*(x) does not change its sign for x 6 5 I and thus 
P,*(x)/Pj,‘! I(x) < 0 for all n 3 1. For x = <, this gives 
P,(t,)lP~‘,(~,)+9(51)<0, forallnal andthusm,+q(<,)<O. 
Up to now only those special cases of Theorem I have been considered for 
which CI > 0. The existence of [: and ye: in the sense of Eq. (1.5) can also be 
shown for !z! < 0, in Cases I(b) and II(b). 
LEMMA II. Zf < 1 > - cc, a < 0, and X G 5, then the inequalities 
$1 < n*+ 1.1 <% n = 1, 2, . . . (3.17a) 
hold, and if q, < c/;, c( < 0, and X > q1 then the inequalities 
f < XT+ l,,Ii I <Xz,,? n = 1, 2, . . . (3.17b) 
hold. 
Proof: From Eqs. (2.1) and (2.2) we can derive the relation 
P,*+,(x)P~~),(x)-P~~)(x)P,*(x)= -&&...An+,, n = 1, 2, . . . . (3.18) 
Now assume cr<O and x6<,. Suppose xg,,<?jr for some N>,l. 
Substituting x = xz, 1 into Eq. (3.11) gives P~+,(x~,,)#O and 
sgnf%+,(G,,)=(-1Y7 but Eq. (3.9) gives sgn P);, i(x) = ( - l)N for 
x < x: + 1, i . Then the assumption xz + ,, , < xz, I gives, with Corollary II, the 
contradicting result sgn Pz+ i(xg,i) = (- l)N+l and thus x5,, <x5+ ,,I 
must hold. Because q(tl) GO, Eq. (2.4) gives sgn Pz+ ,(tl) = (- l)“‘+’ = 
-sgn Pz+ ,(x:,~) and with Corollary II it follows that xz+ 1,1 < {i. Also, if 
Xc<, then sgnPg+l(.Z)=(-l)N+l so x);, ], , <X. Thus, by induction, 
e.1 <x,*+1,1 <Zf<i for all n>N. 
Now consider XT,, = (a + C~)/CI and .? = P/(R - 1) < r 1 and use the 
property [2, p. 1091 5, cc, < rl for all n >, 1 to deduce the inequality 
XT,, < e, . Thus, Eq. (3.17a) follows. The proof for c1< 0 and X 2 4, is 
analogous. 
THEOREM III. Zft,>-~,~<O,andZ<5, thenlim,,,,x~,,=~~and 
lim, _ a, x& = q? exist, with --~<<:<Z<~, and v:<r],. These limits 
also exist if~,<oo, cc<O, and Xav],. Then t,<tr and r/,<X<ylT<a3 
hold. 
Proof. Assume c( < 0 and X < 4,) then the existence of 5: follows from 
Lemma II as do the inequalities - cc < 5: f 2. The inequality q: < q, 
follows from Eq. (3.2). The other half of the theorem is proved similarly. 
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The main results of this section are the interlacing properties of the zeros 
of the co-recursive polynomials (Theorem I), even in the quasi-definite 
case. The smallest closed interval that contains all the zeros of the P,*(x), 
n 3 1, is the true interval of orthogonality [CT, n: J if CI > 0 (cf. Definition I 
and the subsequent paragraph), but is the different interval [xt,, r]:] or 
cr:, $I ] for Cases I(b) and II(b), respectively, of Theorem I. 
4. ORTHOGONALITY RELATION 
If 9 is positive-definite and the true interval of orthogonality is boun- 
ded, then 9 can be unambigously represented as a Stieltjes integral, 
Eq. (1.6), and the orthogonality relation, Eq. (1.2), can be expressed as 
i p’ P,,(x) P,(x) dx(x) = 6,,i, j-2 ‘. . in+ ,, n,m=O, 1, 2, . . . . (4.1) L;I 
To obtain a similar representation for Y* we exploit the relation between 
orthogonal polynomials and continued fractions. For ZE C, P,(Z) and 
Pjl’l ,(z) are the denominator and numerator, respectively, of a continued 
fraction, {F,(z)},“_, , where 
P:II ,(z) F,(z) = -, 
P,,(z) 
z$C5,,q11,n=l,2,- 
and x(x) is normalized such that 3-i = 1. 
This sequence converges uniformly to a unique limit function F(z) = 
lim, + z F,(z), on every compact set in @\[t,, q,] [2]. F(z) is related to 
the distribution function in Eq. (4.1) via the integral 
F(z)q’i 4(x), 24 c51, VII. 5, z-x 
Conversely, x(x) can be obtained from F(z) by means of Stieltjes’ inversion 
formula, 
X(X)-x(x0) = -1im i‘ Im F(t + ie) dt, 4, <x,<x<ql. (4.4) 
I. 1 0 w 
Investigation of the recurrence relation for the manic form of P,*(x) shows 
that its (manic) associated polynomial, P:“‘(z), is identical to P!,“(z). The 
corresponding continued fraction is then 
P:!](z) UP;‘! 1(z) F,*(z) = -= 
P,*(z)b P,*(z) ’ 
(4.5) 
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where z is outside the smallest closed interval which contains all the zeros 
of the P,*. Comparing the explicit form of the continued fractions F,,(z) and 
F,*(z), respectively, 
1 I 4 I 4 I &J 
F~~(z)=j-~-~-cL~~ n = 1, 2, . . . 
and 
F,*(z) = 
1 &a I 2, I 2, I 
I;-(c,+p),a’-~---...--’ (z-c3 (z-cc, 
n = 1, 2, . ..) 
we deduce the relation 
F,;(z)= ’ 
q(z) + l/F,(z)’ 
n = 1, 2, . . . . 
The limit lim,,, % F,*(z) = F*(z) exists and equals 
at least for z not real. This result is valid for all values of LY and p, except 
a = 0. 
For a > 0 we may write the orthogonality relation for the P,*(x) in the 
explicit form 
* 
i q’ &“(x) P,*(x) P:(x) = ai, ‘. . A,, 6,, for n,m=O, 1,2 ,..., c; 
(4.7) 
where x*(x) is a distribution which can be determined from Eq. (4.6) with 
Eq. (4.4). If CI < 0 then S!‘* is still unique and although by Boas’ theorem 
[2] a function of bounded variation exists such that Eq. (4.7) holds, that 
function is not necessarily unique unless [<t, VT] is bounded. 
5. EXAMPLE WITH APPLICATION TO POTENTIAL SCATTERING 
The results of the preceding sections will now be illustrated with an 
example where all features of the quasi-definite case are present. We 
consider the Tchebichef polynomials of the second kind, U,(x) [ll], in 
their manic form, P,(x) = 2-“UJx), which satisfy the recurrence relation 
(Eq.(l.l)) with c,=O, ~31, and A,=+, n32. To make contact with 
Chihara’s work [ 1,2] we introduce two new real parameters, a = 2a and 
b = 28 with a # 0. Noting that Pi”(x) = 2-” u,(x), then Eq. (2.4) becomes 
P,*(x)=2~“(U,(x)+((u-2)x-b)) U+,(x), n=O, 1,2, . . . . (5.1) 
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The distribution for the U,(x) has a continuous spectrum 
[t , , q, ] = [ - 1, 11. The corresponding weight function is 
M.(x)+1 -x2)‘Q(l -x’), (5.2) 
where 0(x) is the unit step function, 
B(x)=Oifx<O and O(x)= 1 ifx30. 
The orthogonality relation is 
I 
I 
P,(x) P,(x) w(x) Ax = (+)n 6,,, n,m=O, 1,2, . . . . (5.3) -I 
Also, Eqs. (4.3) and (5.2) give 
F(z)=2(z+ (z2- I)“*)-‘, (5.4) 
which is an analytic function in @, cut along the interval (- 1, l), and the 
radical is defined such that Iz + (z2 - 1 )‘j2) > 1 for IzI > 1. Then (4.6) gives 
F*(4=(a- *)z-bu+(z2- 1)lP’ a # 0. (5.5) 
To determine the true interval of orthogonality, [l:, VI*], we use Theo- 
rems II and III, and Eq. (3.15), to evaluate m, =i,/F( - l)= -i and 
M, = /z I/P’( 1) = $. If we consider r j+ and q : as functions of a and h we may 
distinguish the following sections of the (a, b) plane (Fig. 1): 
go= {u> 1, Ihl da- l}, where -1 <t: and v:<l, 
CSR+ = {a<O, b<a-2) 
FIG. 1. The (n. b) plane with the domains defined by Eq. (5.6). A thick (broken) boundary 
line means that the boundary is (not) part of the domain. The spectrum of x* consists of the 
interval [ - 1, l] and for some domains it also contains isolated points, as given by Eq. (5.11). 
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and 
~,,~={O<a<l,bbl-a}u~a>l,h>a-l}, 
where -1<5:andl<q:, 
~;,+={O<a<l,hba-l}u{a>l,b<l-a} 
and 
.Gz L = {u<O,b32-a}, where {:<-l andq:<l, 
.97= jO<u< 1, IhI < 1 -a}, where r:< -1 and 1 <ST. 
(5.6) 
Together with Corollary II, these results indicate that if Y* is positive- 
definite then the corresponding distribution function has a continuous 
spectrum contained in [ - 1, l] and possibly a point spectrum consisting of 
at most two points. 
To determine the spectrum completely and find the distribution function, 
we look for the singularities of F*(z). The denominator on the right-hand 
side of Eq. (5.5) has at most two zeros, 
(a- 1)bf.Y 
x, = a # 0, a # 2, - u(u-2) ’ 
where (a, b) is a point in one of the domains (5.6) except ?& and 
s = (b2 + a(2 - a))“’ > 0. (5.8) 
F*(z) will have simple poles at these points unless their residues vanish. 
The residues corresponding to x, and xP are, respectively, 
(u- l)s+b 
(a-2)s 
if (u,~)E~~+uL~~+u~~ 
R, = (5.9) 
0 if (u,b)~~~uV~-u9~- 
(a- l)s-b 
(a-2)s 
if (a, b)ELBR-u9,- uS?i2 
R = 
0 if (a, b)e90uV~+ ugL+. (5.10) 
It follows that the point spectrum is empty if (a, b) E ~3~ and else contains 
either the points 4: or ST, or both, where 
if (a, 6) E gL+ u ~3~ 
if (a, 6) e Cold- 
(Lila) 
16 
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(5.11b) 
Using Stieltjes inversion formula and its modification, if F*(z) has simple 
poles [I], we obtain the distribution function [ 191 
X*(x)=R+e(.u-x+)+R~e(x-x~)+j’ w*(t)dz, a # 0. (5.12) 
I 
It has jumps at x = xk and a continuous spectrum ( - 1, 1) with the weight 
function 
w*(x) = 
aw(x) e( 1 - X2) 
a(a - 2)x2 - 2(a - 1) bx + h2 + 1’ 
(5.13) 
Obviously, X*(X) is substantially unique for a>O. For a ~0 the 
orthogonality relation (4.7) still holds, as can be shown by direct com- 
putation, using the properties of the Tchebichef polynomials [ 111. 
The special case a > 0, b = 0 was studied originally by Geronimus [9]. 
Here we find the distribution function 
x*(x)=;Jy (l-f*)‘* dt 
I 1 + a(a - 2)t’ 
for BE(-1, 1) 
and for 1 < a < a. In addition, if 0 <a < 1, x*(x) has two increments at the 
points x = f (a(2 - a)) ‘I* both with magnitude (1 - a)/(2 -a). This case 
was not considered in Refs. [2, 93. The choices a = 1, b # 0, and a = 2 were 
studied by Chihara [ 1, 21 and here the results are, respectively, 
x*(x) = IhI (1 + b2)“2H(x - sgn(b) Jm 
+I I 
Y w(t) 
2 -1 1 +h2-t2 
dt 
and 
x*(x) = (1 - 1/b2) 8(b2 - 1) 0(x - +(b + l/b)) 
I 
Y 
+ w(f) 
~, 1 +b*-2bt & 
where w(t) is defined in Eq. (5.2). 
Also, the case a > 0 is an illustrative example where the conditions are 
satisfied such that x*(x) has at most a finite number of discrete spectral 
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points outside its continuous spectrum [ 12, 133 and furthermore, x*(x) is 
absolutely continuous on ( - 1, 1) and w*(x) is positive and continuous on 
t-1,11 c71. 
As mentioned in the Introduction, the Gauss quadrature corresponding 
to (1.6) with (5.12) and (a, ~)EQ~ or gR+ is not of the usual type where 
the weights w:,,,, 1 < id n, corresponding to the abscissas (3.1), are all 
positive. For the present polynomials, Eq. (5.1) the weights can be related 
to the abscissas: 
+=a(1 - (x;,,)“){Q- 1 -bx;,, 
+n[a(a-2)(x3-2(a- l)bx;,,+b’+ l]}-’ 
for 1 didn,nbl. 
Also, one always has the normalization C:‘=, M$~ = 1. Since exactly one 
abscissa is outside ( - 1, 1) and its weight is positive, and 0 > ~n*,~ 3 
-2 la\/(n + 1) for all abscissas in ( - 1, 1 ), we conclude that 
,i, Iw,*.,l < 1+4 (a( forall n3 1. 
This is sufficient o ensure he convergence of the quadrature rule [4]. 
Application to Potential Scattering 
In the context of the chain model in solid-state physics, the co-recursive 
Tchebichef polynomials may represent the effect (described by the 
parameters a and b) of an atom placed on a surface, which itself 
corresponds to the constant chain, c, = 0, n > 1, and A, = 4, n 3 2 [6]. 
Orthogonal polynomials occur in scattering theory [S, 13-171, in 
particular with the Lz-technique [S, 14-171, where an elegant physical 
interpretation can be given for their spectral properties. 
The L2-technique [ 143 can be used to find the solution of the radial 
Schrijdinger equation. One expands the wavefunction in a complete set of 
square integrable functions which are chosen such that the expansion coef- 
ficients satisfy a recurrence relation of the form Eq. ( 1.1 ), where x is related 
to the energy. The Gauss quadrature rules corresponding to these 
orthogonal polynomials provide a natural way to approximate the matrix 
elements of operator-valued functions of the Hamiltonian, like the Green’s 
function. If the moment functional is quasi-definite, as can happen in the 
case of the attractive Coulomb potential [ 15,>16], then the convergence of 
the quadrature rule is not deducible from the general theory of Section 1. 
To study this phenomenon for an exactly soluble model with a finite 
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number of bound states, a separable potential is chosen [S]. Confining to 
S-waves, the Schrodinger equation is 
where the form factor is (rj a) = P~(“*)‘~, i > 0. The L*-functions are 
@5,(r) = (Ir/(n + 1)) L;)(E.r) e (‘!2)i.r, where L(r) is the Laguerre polynomial 
[ 111. Substituting the Ansatz (rl $E) = x’k;, R,(E) #,Jr) and defining 
x= (E-A2/8)/(E+ n’/8) gives the result that R,(E) is proportional to the 
co-recursive Tchebichef polynomial, Eq. (5.1), with a = 2 - Q, b = a - 2, 
and Q is the coupling strength, Q= -4c1/Ib3. We note that the spectrum of 
the Hamiltonian for this model is reflected by the spectrum of x* (Fig. 1) 
[9]: besides the continuous spectrum [- 1, 11, a discrete psectral point at 
xB= 1 -((2Q)“2 - Q) ’ is present if Q > $, Q # 2, which corresponds to a 
bound state. 
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