Games constitute a challenging domain of reinforcement learning (RL) for acquiring strategies because many of them include multiple players and many unobservable variables in a large state space. The difficulty of solving such realistic multiagent problems with partial observability arises mainly from the fact that the computational cost for the estimation and prediction in the whole state space, including unobservable variables, is too heavy. To overcome this intractability and enable an agent to learn in an unknown environment, an effective approximation method is required with explicit learning of the environmental model. We present a model-based RL scheme for large-scale multiagent problems with partial observability and apply it to a card game, hearts. This game is a welldefined example of an imperfect information game and can be approximately formulated as a partially observable Markov decision process (POMDP) for a single learning agent. To reduce the computational cost, we use a sampling technique in which the heavy integration required for the estimation and prediction can be approximated by a plausible number of samples. Computer simulation results show that our method is effective in solving such a difficult, partially observable multiagent problem.
Introduction
Reinforcement learning (RL) (Sutton & Barto, 1998 ) is a machine learning framework that can solve various Markov decision processes (MDPs), based on trial-and-error interactions with a known or unknown environment. It has been studied for making an agent learn and act in its own environment and has successfully solved decision-making problems in various realistic situations (Kaelbling, Littman, & Moore, 1996) -for example, a channel allocation task for a cellular telephone system (Singh & Bertsekas, 1996) , a biped robot walking task (Mori, Nakamura, & Ishii, 2004) , and a standup task for a real robot (Morimoto & Doya, 2001) have been studied as difficult applications. Many RL researchers in the machine learning community are now devoting much attention to more realistic situations: multiagent problems (Stone & Veloso, 2000; Shoham, Powers, & Grenager, 2004) and partially observable problems in large-scale environments (Littman & Majercik, 1997) .
Multiple learning agents often exist in a common environment; such a situation is assumed as a multiagent system. A decision-making or optimal control problem in multiagent environments has a high degree of difficulty due to interactions among the agents. These make the Markov property of the state space fail because the changing behaviors of the other agents provide a dynamic setting. RL, however, has often been applied to such multiagent problems with various devices and has obtained successful results (Claus & Boutilier, 1998; Dayan, Schraudolph, & Sejnowski, 2001; Wang & Sandholm, 2003; Suematsu & Hayashi, 2002) . Crites and Barto (1996) , for example, achieved an optimal scheduler for an elevator dispatching task. Littman (1994) and Hu and Wellman (2003) proposed learning methods by extending conventional Q-learning (Watkins & Dayan, 1992 ) so as to be applicable to two-player stochastic games. Chang, Ho, and Kaelbling (2003) used a Kalman filter to estimate an appropriate reward for each agent in a cooperative situation and demonstrated faster learning than a naive approach in a large multiagent game.
The environments often have partial observability: the agents cannot directly access internal states of the environment and can get only observations that contain partial information about the state. Decision-making problems in such a situation can be formulated as partially observable Markov decision processes (POMDPs) (Kaelbling, Littman, & Cassandra, 1998) . When this framework is introduced to realistic problems, however, serious computational difficulties arise because exact solutions require computing a policy over the entire belief space, which forms a simplex whose dimensionality is equal to the number of states in the underlying MDP. Not only the estimation process for a large number of unobservable states but also computing the optimal policy depending on the estimation need too much computation. Many studies of POMDPs have therefore devised methods to reduce the computation (Brafman, 1997; Boutilier & Poole, 1996; Thrün, 2000; Meuleau, Peshkin, Kim, & Kaelbling, 2000; Littman, Cassandra, & Kaelbling, 1995; Peshkin, Meuleau, & Kaelbling, 1999; Loch & Singh, 1998; McCallum, 1993; Chrisman, 1992; Yoshimoto, Ishii, & Sato, 2003; Nikovski & Nourbakhsh, 2000) .
Many card games have both general properties described above. Most cannot be played alone (that is, they are in a multiagent setting), and cards in another player's hand or undealt cards are unobservable to each player (meaning a partially observable situation). Card games, then, have been studied as well-defined test-beds for strategy acquisition problems in the real world. Existing algorithms, however, have not attained the level of human players, unlike in completely observable games like Tesauro's TD-gammon (Tesauro, 1994) . To deal with partially observable games (Chang et al., 2003; Dahl, 2002; Nair, Marsella, Tambe, Pynadath, & Yokoo, 2003; Hansen, Bernstein, & Zilberstein, 2004; Emery-Montemerlo, Gordon, Schneider, & Thrün, 2004) , three difficulties arise: the first is to estimate the distribution of unobservable states based on the history of observations, the second is to predict the opponent agents' actions based on any acquired models, and the third is to cope with the computational intractability stemming from the huge state space. A card game with partial observability therefore is a challenging target to study.
This letter deals in particular with the card game hearts (Perkins, 1998; Pfahringer, Kaindl, Kramer, & Furnkranz, 1999; Sturtevant & White, 2006) , a four-player competitive and partially observable game, and presents an automatic strategy acquisition scheme for this game. In our previous study (Ishii et al., 2005) , the environment was regarded as stationary for the learning agent, under the assumption that there is a single learning agent, and our POMDP-RL method was then applied to this multiagent problem. The same assumption is used in this study: for most of this letter, we assume that there is only one learning agent in the environment. When there are multiple learning agents, the environmental dynamics can be influenced by the learning of the other agents. The environment therefore does not primarily satisfy a stationary Markov assumption even for underlying states and so cannot be properly formulated as a POMDP. In an ordinary approach, this multiagent problem should be dealt with by other appropriate frameworks such as game theory (Fudenberg & Tirole, 1991) , which aims at providing solutions to problems of selecting optimal actions in nonstationary multiagent environments; the optimal solution for all agents is known as a Nash equilibrium. Although it is not difficult to obtain the equilibrium solution for zero-sum two-player games such as poker, it is intractable to do so in general-sum multiplayer games with partial observability such as the game hearts, because the highly complicated cooperative or competitive relationship among the multiple agents prevents us from calculating an analytic solution. Most studies about acquiring an optimal policy in multiagent environments therefore have restricted their targets to simple problems with two players (Stone & Veloso, 2000; Bowling & Veloso, 2000) ; a comprehensive examination of multiagent learning techniques applicable to general situations has not yet been undertaken. We then assume that the POMDP assumption is approximately valid if the environmental model can be learned faster than it changes. To achieve this fast learning, the learning agent is designed to have multiple function approximators, each of which tries to represent a policy of the opponent agent, and makes them learn independently to predict unknown behaviors of the opponent agent. This model-based approach (Sutton, 1990; Moore & Atkeson, 1993; Doya, Samejima, Katagiri, & Kawato, 2002) provides us with robust learning and an ability that can be applied to various multiagent problems.
In our previous study (Ishii et al., 2005) , to avoid computational intractability in the estimation of unobservable states, we used a mean-fieldlike analog approximation. Although this approximation was effective and the trained RL agent showed good performance, further improvement was possible; the approximation was not very accurate for belief approximation over discrete unobservable states. To obtain a better estimation of unobservable states, therefore, we use in this study a sampling technique; the heavy integration due to the large state space is approximated by a plausible number of samples, each representing a discrete state. In our previous study, the value function was approximated over the observation space according to temporal difference (TD) learning (Sutton, 1988) . Although this learning method allowed the agent to acquire a good policy, it was difficult to learn accurate values for observation states due to the wellknown perceptual aliasing property of partially observable environments (Singh, Jaakkola, & Jordan, 1994) . In this study, therefore, we make the agent learn the state value function with a completely observable approximation (Littman et al., 1995) ; the agent maintains the state value function so that the self-consistency equation holds on the underlying MDP. The problems above can then be solved, and the performance of the learning agent is improved, which is shown by computer simulations using rule-based agents. These results suggest that our method is applicable to large-scale multiagent problems with partial observability.
Partially Observable Markov Decision Process
A POMDP (Kaelbling et al., 1998 ) is a framework to model an agent learning and acting in a partially observable environment and consists of: r A finite set of real states S = {s 1 , s 2 , . . . , s |S| }, which cannot be determined with complete certainty r A finite set of observation states O = {o 1 , o 2 , . . . , o |O| }, which can be perceived by the agent r A finite set of actions A = {a 1 , a 2 , . . . , a |A| }, which can be executed by the agent r A reward function R : S × A → R, which maps a pair of a state and an action into a numerical reward r Transition probability P(s t+1 |s t , a t ), which defines the environmental dynamics mapping a pair of a state and an action into a next state r Observation probability P(o t |s t ), which provides the observation process mapping a state into an observation
The objective of each agent is to acquire the policy that maximizes an expected future reward in the partially observable world. The state s t is not observable for each agent; only the observation o t , which contains partial information about the state, is available. If the policy is determined only from an immediate observation, without estimating an internal state explicitly or implicitly, it does not usually converge to a global optimum (Singh et al., 1994; Kaelbling et al., 1996) , because the observation does not satisfy the Markov property. One way to overcome this problem is to use a history of the agent's experience, H t = {(o t , −), (o t−1 , a t−1 ), . . . , (o 1 , a 1 )}. Because it is difficult to maintain such a naive history with a limited memory capacity, a belief state b(s t ) ≡ P(s t |H t ) is often used. Since the belief state summarizes the history as a probability distribution over S, it is a sufficient statistic with the Markov property; it is updated for every new observation according to the incremental Bayes formula:
The optimal policy that maps a belief state into an action becomes a solution of a continuous-space belief-state MDP. Although this formulation has the capability of solving a POMDP, an exact solution is hard to achieve because of the requirement for computing a policy over the entire belief space, whose cost increases exponentially with the increase in the state number of the underlying MDP. Algorithms for computing an optimal policy therefore were considered impractical for large-scale domains, and recent research has focused on approximate algorithms that scale up the application area effectively.
The problem structure of POMDPs can be classified into (I) the agent knows the environmental model and (II) the model is unknown. Existing solutions for case I tend to challenge realistic problems with effective approximations using given models and include completely observable MDP approximation (Littman et al., 1995) , grid-based approximation (Brafman, 1997) , factored belief states (Boutilier & Poole, 1996) , point-based value iteration (Pineau, Gordon, & Thrün, 2003) , hierarchical approaches (Theocharous & Mahadevan, 2002) , and Monte Carlo approximation (Thrün, 2000) . Solutions for case II can be classified into (IIa) modelfree methods, which learn to act without learning an environmental model or (IIb) model-based methods, which learn an environmental model and compute a policy using the learned model (Shani, 2004) . Many model-free approaches have been proposed, such as finite-state controllers (Meuleau et al., 2000) , memory bits (Peshkin et al., 1999) , short-term memory (Loch & Singh, 1998) , and utile suffix memory (McCallum, 1993) . On the other hand, model-based approaches learn the model explicitly in addition to estimating internal states, which may make the problem difficult. Modern techniques, however, can provide a tractable solution for reasonably sized state space, for example, using a hidden Markov model (Chrisman, 1992) , a Kalman filter (Yoshimoto et al., 2003) , a recurrent network (Whitehead & Lin, 1995) , and state merging methods (Nikovski & Nourbakhsh, 2000) . It is still difficult to apply these existing model-based methods to large-scale problems like card games.
In the RL method presented in this letter, the learning agent acquires the environmental model by multiple action predictors; the state transition of usual multiagent games depends on opponent agents' actions. The agent learns the policy of each opponent agent explicitly by the corresponding predictor from past experiences and determines its action based on the acquired opponent agents' policies. Our method therefore is a model-based approach classified as IIb. Here, each action predictor is trained individually. When one opponent agent changes its policy, this is enough to make the corresponding predictor adapt to the change. Since it enables the agent to adapt to environmental changes quickly, our method, formulated as a single-agent system, can be applied to multiagent systems. Because the value function over the belief space has an intractable complexity in largescale problems, we use completely observable approximation; the agent tries to approximate the value function in the underlying state space instead of the observation or belief state space. POMDP problems are then solved based on expectation of the value function with respect to the belief state. This is therefore similar to QMDP (Littman et al., 1995) included in case I, except that our method does not maintain the Q-function explicitly but calculates the utility function by one-step-ahead prediction based on the acquired model. To calculate the utility function, estimation and prediction must be performed; the estimation is to calculate an expectation over possible unobservable current states whose probabilities are proportional to the belief p(s t |H t ), and the prediction is to calculate an expectation over possible next states and observations whose probabilities are proportional to the transition probability p(s t+1 |s t , a t ) and observation probability p(o t |s t ), respectively. Integration in these expectations is almost impossible because most challenging problems have a large number of states; for example, hearts has 52!/(13!) 4 10 28 states if every combination of 52 cards is considered. In our method, this heavy integration is approximated by a sampling technique. This methodology is then similar to Monte Carlo POMDP (Thrün, 2000) included in case I.
The major targets of this study are partially observable and multiagent problems; there are multiple agents in a common environment with partial observability, and they are in a cooperative or competitive situation. In this letter, we use the following notations and assumptions. ; and second, the other agents' strategies φ i are fixed for the time being, that is, there is only one learning agent in the environment, and hence the environment is stationary. In the computer experiments described in section 5, however, we relax the second assumption and show several acceptable results in dynamic environments with multiple learning agents.
Model
In our RL method, the learning agent selects an action according to the greedy policy,
where U(H t , a t ) is the utility function at time step t. This function is defined as an expectation of a one-step-ahead future value with respect to the belief state and transition probability, 2 In large-scale problems, it is difficult to learn the value function over the belief space because optimization of the value function, whose input is a probability distribution over the high-dimensional state space, is too complex and requires heavy computation. We then use the completely the actions. Such unobservable actions, however, can be estimated if the cards discarded by the actions are included in unobservable state s t ; the agent can select an action based on the estimated actions. Since the agent can calculate likelihood as long as the actions contain some partial observation, our method, which estimates unobservable states based on likelihood information, is applicable. Although in this letter we do not assume any partial observability in opponent agents' actions, our method can thus be extended to deal with such situations.
2 Our study mainly aims at dealing with finite-horizon problems but could be applied to infinite-horizon problems, because our method is basically an extension of the classical value iteration algorithm. observable approximation (Littman et al., 1995) ; the agent maintains the state value function so that the self-consistency equation holds on the underlying MDP and calculates the state-action value by a one-step-ahead prediction (the second summation in equation 3.2). After that, it calculates the history-action utility as an expectation of the state-action utility with respect to the belief state (the first summation in equation 3.2), under the knowledge that the optimal value function for the belief space can be approximated well by a piecewise linear and convex function (Smallwood & Sondik, 1973) .
The calculation of the utility function, however, includes three difficulties: (1) the summations in equation 3.2 over possible current states s t and next states s t+1 have computational intractability because there are so many state candidates in a realistic problem; (2) the computation for constructing the belief state P(s t |H t ) over possible current states is intractable due to the large state space and high dimensionality; and (3) the prediction of possible next states is difficult because the environmental model P(s t+1 |s t , a t ) is unknown for the learning agent and may change in a multiagent setting. Some effective approximations therefore are required for avoiding the above difficulties.
To avoid the computational intractability problem (1), we use samplingbased approximation; the learning agent obtains independent and identically distributed (i.i.d.) random samples,ŝ t andŝ t+1 , whose probabilities are proportional to the belief state P(s t |H t ) and the environmental model P(s t+1 |s t , a t ), respectively. Note here that each sampledŝ t+1 depends on a certain sampledŝ t . The utility function in equation 3.2 can then be approximated as
Samples of the current stateŝ t can be obtained by sequential Monte Carlo methods such as particle filtering (Gilks, Richardson, & Spiegelhalter, 1996) ; samples of the previous stateŝ t−1 , whose probability is proportional to the previous belief state P(s t−1 |H t−1 ), are diffused into the next time step according to equation 2.1. This process is repeated N times, and the agent obtains estimated current states {ŝ
Samples of the next stateŝ t+1 are obtained by a simple sampling technique; K samples are drawn from the environmental model P(s t+1 |s t , a t ) given a sampled current stateŝ t and an action a t . This sampling is repeated K times, and the agent obtains predicted next states {ŝ (k) t+1 |k = 1, . . . , K } for each of N possible current states. The two summations in equation 3.2 are thus simultaneously approximated by using K N samples in equation 3.3. In large-scale and multiagent problems, however, this naive sampling approach is insufficient due to difficulties 2 and 3. We then need further devices, as described below.
To avoid difficulty 2, we do not deal with the whole history H t but use a one-step history h t = {(o t , −), (o t−1 , a t−1 )}, which leads us to make a simplification (A): a belief state represents a simple one-step prior knowledge about states but does not carry the complete likelihood information. The history H t contains two kinds of information. The first is about impossible states at the tth turn; for example, in the game hearts, if an agent played ♥9 after a leading card ♣3 in a past trick, the agent no longer has any club cards at the tth turn and any state in which this agent holds club cards is impossible (see appendix A). The second is about likelihood, considering the characteristics of the opponent agents; for example, in the same situation as above, it is unlikely for the agent to have any heart card higher than ♥9. Although the belief state P(s t |H t ), which is a sufficient statistic for the history H t , should involve these two kinds of information, we partly ignore the latter kind by replacing the whole history H t with a one-step history h t : the belief state P(s t |H t ) is approximated by the partial belief state P(s t |h t ). No impossible state, on the other hand, is considered in the light of the former type of information, but each possible state has a one-step likelihood between the (t − 1)th and tth time steps. Although the maintenance of likelihood over all possible states requires heavy computation and a large amount of memory in many realistic problems, even with the sampling approximation, this simplification enables us to estimate internal states easily at each time step.
To solve problem 3, the learning agent uses action predictors. Since there are M opponents' actions within the transition from a state s t to the next state s t+1 in multiagent problems, the transition probability P(s t+1 |s t , a t ) in equation 3.2 is represented by using the real action selection probability
In many multiagent games with partial observability, the environmental dynamics are deterministic and have two properties: (i) the state s 
whereŝ t+1 is the sampled next state, which is consistent with the current stateŝ t , the action a t , and the opponent agents' actions {â
, and the observationô i t of agent i is uniquely determined (that is, constant) by the current stateŝ t , the action a t , and the previous opponents' actionsâ 1 t , . . . ,â i−1 t , according to property ii. Since the action selection probability P(a i t |o i t , φ i ) of opponent agent i is unknown for the learning agent, as described in problem 2, the agent uses action predictors; each action predictor learns the action selection model of the corresponding opponent agent. The real environmental model in equation 3.6 is then approximated by M action predictors:
The action selection probability of the ith op-
, is approximated by the ith action predictor (i = 1, . . . , M);φ i in equation 3.7 is not the real strategy φ i by agent i but a strategy approximated by the ith action predictor. Since each action predictor is realized as a function approximator,φ i denotes, in effect, its parameters (see section 4). The agent predicts that the ith opponent agent selects an action a i t according to the soft-max policy: Using the above two devices to deal with problems 2 and 3, equation 3.3 is now further approximated as
by replacing the belief state P(ŝ
t , a t ) with the partial belief state P(ŝ ( j) t |h t ) and the action predictors 
The samples of the current statê s t include only a one-step likelihood information (simplification A); in the first step above, samples of the previous stateŝ * t−1 are obtained by uniform sampling, ignoring the previous history. For approximating a large-scale posterior by using a limited number of samples, this uniform prior sampling is a plausible approach because the complete posterior belief is likely to be very sparse, and many possible states tend to have similar probability. In addition, in problems whose state space is discrete with a deterministic observation process, samplesŝ t inconsistent with an actual observation o t necessarily disappear; for example, if an agent played ♥9, all state samples in which another agent has ♥9 are no longer useful. In large-scale and highdimensional problems, such as the game hearts especially, very few samples remain after each observation; this causes difficulty in performing the incremental maintenance of complete belief states by using a limited number of samples according to equation 2.1. The learning agent then discards the previous information P(s t−1 |H t−1 ) and obtains new samplesŝ * t−1 with uniform probability before calculating a one-step likelihood. Simplification A therefore provides an effective approximation to make intractable problems easier.
Samples of the next stateŝ t+1 are obtained by a simple sampling technique. K samples are drawn by the following three steps: first, calculate the action selection probability for the opponent agent i according to equation 3.8; second, select a possible actionâ i t according to the action selection probability, and the first and second steps are iterated alternately for all opponent agents; and third, compute the next stateŝ t+1 given the estimated current stateŝ t , the action a t , and the opponent agents' actionsâ
These three steps are repeated K times, and the agent obtains predicted next states {ŝ The three approximations (the sampling technique, partial belief state, and action predictor) enable us to solve large-scale and partially observable problems. Our method, for example, provides an effective solution to multiagent problems whose underlying state space is discrete, including various multiagent games.
Function Approximators with Feature Extraction
In large-scale problems, the state space often has high dimensionality. In card games, for example, the state s t is a 52-dimensional vector, each of whose dimensions represents the status of the corresponding card. This high dimensionality causes the performance of the RL agent to deteriorate due to the large and redundant representation. To achieve effective learning in a realistic problem, therefore, it is beneficial to use feature extraction techniques by considering the properties of the target problem for the input and output of the value function and action predictors. Here, we explain the feature extraction techniques used to apply our approach to a specific domain: the card game hearts.
To reduce the dimensionality, the 52-dimensional state s t is converted to a 36-dimensional input p t according to the following representation: The binary values of ♠Q, ♠K, and ♠A take either 1 or 0, which represent whether agent i has the card or not, respectively. Since these three cards are the most important in the game hearts, we allocate one dimension to each card. Because heart cards are also important, we allocate twice as many dimensions to heart cards as to other suits. The bit sequence represents the playing order in the current trick. For example, when the learning agent is the second player in the current trick (the tth playing turn of the learning agent), { p t [33] The merit value represents a tendency where agent i plays the corresponding card; the larger the merit value, the more likely the agent is to play the card (see equations 3.8 and 4.1).
According to the above feature extraction technique, the action selection probability of agent i is calculated by the following four steps: first, the observation o i t for agent i can be obtained when the state s t is given by the sampling process; second, the 52-dimensional observation vector o i t is converted to the extracted, and hence compressed, 26-dimensional input q i t according to the above representation; third, the utility function F i returns the compressed 26-dimensional output r i t given the input q i t ; and fourth, the ith action predictor calculates the action selection probability, The feature extraction conducted by considering the properties of the target problem allows us to reduce the dimensionality and improve the learning efficiency. Large-scale realistic problems, however, still have huge state spaces and high dimensionality; for example, there are about 10 12 possible inputs q i t for the action predictor. This causes difficulty in learning the action selection model directly from a limited number of learning samples, by using a simple table lookup approach such as a multinomial model, due to the large number of effective parameters in the lookup table. To overcome this difficulty, we use function approximators for the value function and action predictors. A function approximator can approximate an inputoutput relation as a nonlinear regression model with a reasonable number of parameters, and it enables the agent to use its generalization ability for unknown situations.
The value function is approximated by a normalized gaussian network (NGnet) (Sato & Ishii, 2000) with the feature extraction technique for its input. The NGnet V( p t ) is trained so as to learn the relationship between the compressed input p t and the cumulative reward via the following three steps: first, the real states t and the discounted cumulative reward (return) R t = 13 i=t γ i R(s i , a i , s i+1 ) for each time t are available after one game has finished, where the immediate reward is defined as R(s t , a t , s t+1 ) = n when the agent gets n penalty points (n may be 0) between the tth and (t + 1)th play; second, the 52-dimensional state vectors t is converted to the compressed 36-dimensional inputp t according to the above feature extraction; and third, these two values, the input vectorp t and the corresponding scalar outputR t , are given to the NGnet for supervised learning, that is, the NGnet is updated so as to approximate the return according to the Monte Carlo RL method (Sutton & Barto, 1998) . The discount factor γ is 1.0 in our application. The property that the sequence of the real state can be available for learning is specific for many card games. Nevertheless, several POMDP algorithms would be applicable to learn the state value function in various partially observable environments (Hauskrecht, 2000) , for example, by calculating the expectation of the value function with respect to the belief state. The NGnet showed the smallest TD error and achieved the fastest learning in our problem compared with other function approximators; 3 this is partly attributable to the fact that it is a piece-wise linear model with multiple gaussian connections, and its learning is based on the online expectation-maximization (EM) algorithm whose coordinate-ascent optimization is often faster than simple gradient methods.
The utility function F i in equations 3.8 and 4.1 is represented by a multilayered perceptron (MLP) with the feature extraction for its input and output. The MLPs are trained according to the four steps similar to those for the NGnet: first, the actual observationō i t for agent i is available after one game has finished; second, the 52-dimensional observation vectorō Although the parameters of the MLP are tuned so that the output represents nonnegative values (from 0 to 1) in each dimension, the utility function does not directly represent the probability. In other words, the summation over possible actions of agent i is not always 1 because the set of possible actions A j may depend on the state s t . We then use the soft-max normalization in equation 4.1, after removing impossible actions. An MLP showed the best prediction accuracy in our problem compared with other function approximators; this is partly because it is a global nonlinear model and has an adequate representation ability in this problem whose input and output have high dimensionality. To achieve effective learning, using feature extraction suited for target problems and using function approximators are crucial. Sturtevant and White (2006) , for example, examined features of the game hearts to avoid ♠Q and heart cards and constructed a feature representation suited for playing the game. We used a similar idea; it enables the agent to understand the important information by taking advantage of the game's properties and to improve the learning speed and approximation ability of function approximators.
Computer Simulations
We applied our RL method to the card game hearts, 4 a well-defined example of large-scale and multiagent problems with partial observability. To evaluate our method, we carried out computer simulations where an agent trained by our RL method played against rule-based agents that have 66 general rules for playing cards from their hands. 5 The performance of an agent can be evaluated by the acquired penalty ratio, which is the ratio of the penalty points acquired by the agent to the total penalty points of the four agents. If the four agents have equal strength, their penalty ratio averages 0.25. The rule-based agent used in this study is stronger than the previous one (Ishii et al., 2005) , due to the improvement in the rules; comparisons between the previous rule-based agent and the current rulebased agent are summarized in Table 1 . Although the previous rule-based agent was an "experienced"-level player, the current rule-based agent has almost the same strength as a human hearts player; when this rule-based agent challenged a human player, the acquired penalty ratio was 0.256 (see Table 1 ). The learning agent based on our previous RL method then remained weaker than this rule-based agent even after 100,000 training games (data not shown).
Since the outcome of this game tends to depend on the initial card distribution (e.g., an expert player with a bad initial hand may be defeated by an unskilled player), we prepared a fixed data set for the evaluation; the data set is a collection of initial card distributions for 100 games, each of which was generated randomly in advance. In the evaluation games, the initial cards were distributed according to this data set. Since performance is influenced by seat position (that is, an agent may have an advantage or disadvantage based on its seat position if the agents have different strengths), we rotated the agents' positions for each initial hand to eliminate this bias; each of the 100 evaluation games was repeated four times with the four types of seating position. The performance of each agent therefore is evaluated by the 400 fixed and unbiased games. Note that learning of the agent Notes: We carried out experiments in five types of settings: (a) one random agent and three previous rule-based agents, (b) one random agent and three new rulebased agents, (c) two previous rule-based agents and two new rule-based agents, (d) one human player and three previous rule-based agents, and (e) one human player and three new rule-based agents. The random agent, which played cards from its hand at random, is a reference agent for the absolute evaluation of the agents' strength. The human player is the designer of both of the rule-based agents. Three runs for each of the five experiments were carried out with the same data set as in the figures: 400 evaluation games. The values in each cell represent the mean and standard deviation of the acquired penalty ratio over the three runs. In setting c, there is no variance because the previous and new rule-based agents play in a deterministic manner. Note that the acquired penalty ratios of the current rule-based agent are smaller than those of the previous one; the current rule-based agent is thus stronger than the previous one.
was suspended during the evaluation games. Each learning run comprised several sets of 500 games, in which initial cards were distributed to the four agents at random and seat positions of the agents were determined randomly. In each learning run, accordingly, 400 evaluation games and 500 learning games were alternated.
Single Agent Learning in Stationary Environment
. Figure 1 shows the result when the agent trained by our method challenged the three Figure 1 : Computer simulation result in an environment consisting of one learning agent trained by our RL method and three rule-based agents. (Top) P-values of the t-test where the null hypothesis is "the RL agent has the same strength as the rule-based agents" and the alternative hypothesis is "the RL agent is stronger than the rule-based agents." The test was done independently at each point on the abscissa. The horizontal line denotes the significance level of 1%. After 5000 training games, the RL agent was significantly stronger ( p < 0.01) than the rule-based agents. (Bottom) The abscissa denotes the number of training games, and the ordinate denotes the penalty ratio acquired by each agent. We executed 17 learning runs, each consisting of 5500 training games. Each point and error bar represent the average and standard deviation, respectively, for the 400 evaluation games over the 17 runs. The discount factor γ in equation 3.2 was 1.0, the constant T i in equation 4.1 was 1.0, and the numbers of samples in equation 3.9 were N = 80 and K = 20. These parameters were heuristically determined. rule-based agents. Each point and error bar represent the average and standard deviation of the penalty ratio, respectively, for the 400 evaluation games over 17 learning runs. The penalty ratio of the RL agent decreased as learning progressed, and after 5000 training games, the agent became significantly stronger than the rule-based agents. Since the agent showed better performance than the rule-based agents after only several thousand training games, the new RL method based on a sampling method showed a dramatic improvement over the previous one in both learning speed and strength; our previous RL agent required about 20 times as many training games until learning converged. Although the three rule-based agents have the same rules, there is a distinct difference in their performances. This comes from the fact that the relative seat position was not changed (even with the rotation) during the evaluation games; the rule-based agent that showed the worst performance was always opposite the RL agent, and the agent that showed the best performance was always at the left side. Although the evaluation is unbiased, the agents' strength is biased (the RL agent is weaker than the rule-based agents before learning but stronger after 5000 training games), so that the trajectories of the learning curves diverged from each other. Figure 2 shows frequency distributions of penalty points for the RL agent and the rule-based agent in the same experiment as Figure 1 . After 5500 training games, the frequency of penalty points obtained by the rule-based agent is mainly distributed over higher penalty points than that of the RL agent. The frequencies of the RL agent for incurring 4 and 5 penalty points, on the contrary, markedly increased after the training games. This result suggests that the agent learned the policy so as to avoid many penalty points by instead receiving relatively few penalty points. This figure then supports the previous observation; the RL agent could acquire a good policy by interacting with the environment. We obtained a similar result to that shown in Figures 1 and 2 by using another evaluation data set (data not shown).
When the RL agent challenged the three rule-based agents used in our previous work (Ishii et al., 2005) , it showed an improved performance from the beginning of learning and finally became better than the rulebased agents; this is why we developed the new rule-based agent, which is stronger than the previous one. The improvement by our new RL method is attributed to the following two facts. First, the ability to approximate the utility function in equation 3.2 was improved by replacing the analog approximation method with a discrete sampling-based one. In our previous work, to calculate the utility function, we applied the mean-field-like analog approximation to the problem, whose state space is discrete, by changing the order of summations; we calculated the summation over the current state with the approximation before calculating the summation over the next state. In this study, on the contrary, the summations are calculated in a straightforward way with the sampling-based approximation; each sampled state represents a discrete state, and therefore our new approximation The abscissa denotes the penalty point number, and the ordinate denotes the frequencies of penalty points acquired by the RL agent. The vertical dashed line represents the boundary between incurring "23 or fewer" and "23 or more" penalty points. The total frequencies at the right side of the boundary are 117 and 80 before learning and after 5500 training games, respectively. (Right) The representation is the same as in the left panel except that the ordinate denotes the frequencies of penalty points acquired by the rule-based agent. The total frequencies at the right side of the boundary are 99 and 124 before learning and after 5500 training games, respectively. is more suitable than the previous one. This enables us to calculate the expectation with a higher accuracy. Second, the expected future reward could be evaluated more accurately by the state value function. In our previous work, we made the value function learn over the observation space. Although this is an effective method for large-scale POMDP problems, it is difficult to obtain an accurate value due to the perceptual aliasing property in partially observable environments; the same observation may come from different states whose state values should be different, but the value function defined on the observation space cannot detect the difference between the values. In this study, in contrast, the learning agent predicts possible next states and evaluates a value from the value function defined on the state space. This enables the agent to perform accurate value prediction.
The ideas used in our previous work were adequate for an environment with moderate complexity, constituted by the previous rule-based agents, but the limitation of that method precluded a more remarkable result. In this study, we have improved the old model so that the method works well within only several thousand training games, even in the harder environment constituted by the stronger rule-based agents.
Multiagent Learning in Dynamic
Environments. In the experiment described above, our RL method was applied to the problem under the POMDP assumption that there is only one learning agent in the stationary environment. In the following, we apply our method directly to multiagent environments where there are multiple learning agents and then the environment becomes dynamic.
Figure 3 (left) shows the result when one agent trained by our RL method, one agent trained by the REINFORCE algorithm (Williams, 1992) , a policygradient-based RL method, and two rule-based agents played against each other. Note that our RL agent sat at the left side of the REINFORCE agent. The REINFORCE agent learned an action selection probability P(a t |o t ) with a feature extraction technique applied to its 52-dimensional input and output; an observation o t was converted to a 25-dimensional input whose representation of each dimension was the same as that in our previous work, and its output was also converted to a 26-dimensional output whose representation was the same as that of the action predictor in our current study (see section 4). Since these feature extraction processes are similar to those in our RL method, which take advantage of the game's properties, we could evaluate the agents' performance in a comparable condition. As a result, the penalty ratio of the REINFORCE agent did not decrease, and its performance remained much worse than that of other agents, whereas the agent trained by our RL method showed a better performance than the rule-based agents after 3500 training games in this multiagent setting.
Figure 3 (right) shows the result when one agent trained by our RL method, one agent based on the actor-critic algorithm (Barto, Sutton, & Anderson, 1983) , a well-known generalized policy iteration RL method, and two rule-based agents played against each other. Again, our RL agent sat at the left side of the actor-critic agent. The critic module of the actorcritic agent learned the value function defined on the observation space V(o t ) with the same feature extraction technique applied to its input as that of the previous experiment (see Figure 3 , left). The actor module also used the same one applied to its input and output as that of the action predictor in our current study; the actor determines its action a t based on a utility function for which the input is a 26-dimensional observation and the output is a 26-dimensional utility value. The penalty ratio of the actor-critic agent did not decrease as in the previous experiment, whereas the agent trained by our RL method became significantly stronger than the rule-based agents after 3500 training games. Computer simulation result in an environment consisting of one learning agent trained by our RL method, one learning agent trained by another algorithm, and two rule-based agents. (Left panels) Computer simulation result in an environment consisting of one learning agent trained by our RL method, one learning agent trained by the REINFORCE algorithm, and two rule-based agents. (Right panels) Computer simulation result in an environment consisting of one learning agent trained by our RL method, one learning agent trained by the actor-critic algorithm, and two rule-based agents. (Upper panels) P-values of the t-test where the null and alternative hypotheses are the same as in the previous experiment (see Figure 1) . After 3500 training games, the RL agent became significantly stronger than the rule-based agents, but the agent trained by another algorithm did not, in both experiments (P-values are not shown because they remained around 1). (Lower panels) The abscissa and the ordinate denote the same as in Figure 1 , but the scale of the ordinate is larger here. We executed 15 learning runs, each consisting of 4000 training games in both experiments.
The parameter values and other experimental setups were also the same.
These results are attributed to two points. The first is the disadvantage of learning over the observation space. As described above, it is difficult to obtain good performance without solving ambiguity in partially observable problems, even with effective feature extraction. The second is the limitation of model-free approaches: those such as the REINFORCE and actor-critic methods are easy to apply to various problems, including POMDPs, but it is in fact hard to achieve a good result in complex multiagent environments with highly restricted observations. Our experimental results show that our model-based RL method with sampling-based state estimation could overcome such difficulties and then achieve a better performance than conventional RL methods.
It would be impractical to apply other existing RL methods to our problem. For example, using the least squares temporal difference algorithm (Bradtke & Barto, 1997) for hearts would be infeasible, because it is very difficult to obtain a least-square solution in a large state space due to the inevitable sparseness of learning samples. Using belief-state POMDP methods is also difficult, even with an appropriate approximation (Hauskrecht, 2000) , because learning over the belief space is computationally heavy in large-scale problems, as discussed in section 2. On the contrary, our method can solve such problems. Figure 4 shows the result when one agent trained by our RL method, one agent trained by our previous RL method, and two rule-based agents played against each other. As before, the new RL agent sat at the left side of the previous RL agent. The penalty ratio of the new RL agent decreased as learning progressed, and after 3500 training games, the agent showed a better performance than the rule-based agents. On the other hand, the averaged penalty ratio of the previous RL agent did not decrease, and it remained much weaker than the other agents. This result shows that our new agent can acquire a better policy than the previous one through a direct match. Figure 5 shows the result when two RL agents trained by our method and two rule-based agents played against each other. The RL agent indicated by the dashed line sat at the left side of the other RL agent with the solid line. The penalty ratios of both RL agents decreased as learning progressed, and after 5000 training games, both agents came to acquire a smaller penalty ratio than the rule-based agents. The setting of this experiment is more challenging than the previous experiments (see Figures 3 and 4) , because the learning speed of a learning agent trained by the new RL method is much faster than that of an agent trained by other methods. In other words, the environmental dynamics changes more rapidly. Even with this difficult Figure 4 : Computer simulation result in an environment consisting of one learning agent trained by our RL method, one learning agent trained by our previous method, and two rule-based agents. (Upper panel) P-values of the t-test where the null and alternative hypotheses are the same as in the previous experiment (see Figure 1) . After 3500 training games, the RL agent became significantly stronger than the rule-based agents, but the previous RL agent did not (Pvalues are not shown because they remained around 1). (Lower panel) The abscissa and the ordinate denote the same as in Figure 1 , but the scale of the ordinate is larger here. We executed 16 learning runs, each consisting of 4000 training games. The parameter values and other experimental setups were also the same. Figure 1) . After 5000 training games, the two RL agents were significantly stronger than the rule-based agents. (Lower panel) The abscissa and the ordinate denote the same as in Figure 1 . We executed 18 learning runs, each consisting of 5500 training games. The parameter values and other experimental setups were also same. multiagent setting, the RL agents could adapt to the change and showed good performance. This ability is attributed to the fast learning that occurs when three action predictors are used.
Validation Matches Against Human Player and Commercial
Software. To validate the general strength of the learning agent, we carried out evaluation games with the human player, who is the same person evaluated in Table 1 . Figure 6 shows the result when one RL agent trained by our method, two rule-based agents, and the human player played together, with the RL agent sitting next to the human player. We used another evaluation data set for 25 games with seat rotation (that is, 100 games), and the learning run was executed twice. Each point of Figure 6 therefore represents a mean over 200 games for the evaluation games.
6 One hundred evaluation games in both learning runs were done before learning and after 1000, 2000, 3000, 4000, and 5000 training games, and these training games were carried out with three rule-based agents; one rule-based agent was then replaced by the human player in each evaluation phase. This may cause the action predictor to deviate from the human player's action selection model due to the difference between the strategy estimated by the action predictor in the training phase and the strategy of the human player in the evaluation phase. The action predictor nonetheless could have come to predict a standard card playing by its generalization ability from playing against the rule-based agents with general strategies, and such a standard card prediction worked well in playing with the human player. Figure 6 shows that the RL agent successfully acquired a good strategy comparable to or slightly better than that of the human player.
To examine the general strength of the learning agent in a fair manner, we carried out a validation match using commercial hearts software (Freeverse Software, 2004) ; this software was once used to demonstrate the hearts agent developed by Sturtevant (2003) , the strongest hearts program in the field of artificial intelligence. When three agents of this commercial software played against the random agent and the same human player as in Table 1 and Figure 6 , the averaged penalty ratios of each agent over 200 games were 0.187 ± 0.009 and 0.259 ± 0.010, respectively; the strength of the commercial agent is the almost same as our rule-based agent used in this study (see the results of settings b and e in Table 1) . 7 The RL agent played 100 games Computer simulation result when one learning agent trained by our RL method, one human player, and two rule-based agents played together. One hundred evaluation games were done before learning and after 1000, 2000, 3000, 4000, and 5000 training games (with three rule-based agents). We repeated the training and evaluation runs twice. The abscissa and the ordinate denote the same as in Figure 1 . The parameter values were also the same. Each point denotes the average of 200 (2 × 100) evaluation games. against the commercial software agents after learning through 5000 training games with our rule-based agents, and we repeated this experiment twice; that is, the performance of the RL agent was evaluated by 200 evaluation games. The averaged penalty ratio of the RL agent was 0.239 ± 0.012 in the evaluation games, stronger than the commercial agent. Although this result is comparable to that of the previous study (Sturtevant, 2003) , in which the agent did not learn but used a hand-tuned evaluation function with a pruning technique as an expert system, the aims and contributions of our study are different from this previous work. They are summarized as the following two points: the first is to develop a reinforcement learning algorithm applicable to large-scale multiagent environments with partial observability; the second is to apply our method to the card game hearts, which exemplifies such an environment, and to demonstrate that the agent trained by our RL algorithm attains performance comparable to that of the human player.
Discussion
Our RL formulation provides a general solution for partially observable games that can be solved by sequential decision making based on the estimation of unobservable states and the prediction of the unknown environmental dynamics; for example, it could be applied directly to other tricktaking card games such as hoist, contract bridge, gin rummy, and napoleon. To apply our method to other games, however, there are two noteworthy points: first, the feature extraction described in section 4 should be modified according to properties of the target problem so that effective learning can be achieved; and second, additional action predictors should sometimes be prepared because some games include cooperative relations among the players as well as competitive relations. Although it is difficult to apply our method directly to other games like strategic computer games, due to their larger state space and more complicated relations than the card games, our basic formulation and ideas are available; the game could be dealt with by our approach if the scale of the problem is appropriately reduced. Our method thus allows the agent to act and learn in various large-scale and multiagent problems with partial observability. Hearts is an example application with the essential property and is thus suited to the evaluation of our method. When it is applied to other applications, many small details may have to be changed for the specific problem, but our essential ideas are consistent. Note, however, that we have used several specific properties for games; for example, since the state transition P(s i+1 t |s i t , a i t ) and observation process P(o i t |s i t ) are deterministic, the prediction of the opponent agents' actions can be simplified as equation 3.6. For applying our method to more general POMDP problems, such deterministic properties should be relaxed. Even in probabilistic situations, our sampling-based method with the simplified belief calculation would work well; we plan to apply our method to probabilistic problems in our future work. Thrün (2000) proposed the Monte Carlo POMDP; it estimated unobservable states using the Monte Carlo method, which is similar to our method because all summations were approximated by a plausible number of samples in a partially observable problem. The problem setting, however, was classified as case I in section 2: the environmental model was given to the agent, and the state space was reasonably sized so that the simple Monte Carlo integration worked well. If an adequate number of samples could be obtained from the given distribution, then the summations were approximated with high accuracy, and it was possible to deal with the propagation of belief states. On the contrary, the problem of the game hearts is classified as case II; the environmental model is unknown, and it is necessary to approximate the integration process with some devices. This letter shows that a sampling technique with model identification works well for a largescale problem whose state space is discrete. We have not used complete belief maintenance throughout the game process but have calculated a onestep belief because a good incremental approximation of the belief is not easy with a restricted computer resource for problems whose observation process is deterministic.
The dynamics of the game hearts can be represented by products of opponent agents' action probabilities, as in equation 3.7. In our method, the policies of opponent agents are estimated by corresponding action predictors, and the utility function in equation 3.2, which is necessary for action selection by the agent, is calculated based on these predictors. Since such a model-based approach is effective in unknown and partially observable environments, many practical methods have been proposed (Chrisman, 1992; Whitehead & Lin, 1995; Nikovski & Nourbakhsh, 2000; Yoshimoto et al., 2003) . This may, however, make the problem more difficult and complicated than model-free approaches, for two reasons: first, the computational cost for learning of the model with the estimation process is expensive in general problems; and second, if learning of the model fails, it may work against the estimation and policy acquisition processes, and vice versa, because they rely on each other. On the other hand, in our method, learning of the model is independent of the estimation or learning of the value function; each predictor is trained by available information, which is given at the end of each game, according to the supervised learning method. Learning of the model then always goes well, and policy learning accelerates with the improvement of prediction. Predictors are prepared for each opponent agent, and they are learned independently. When one opponent agent changes its policy, it is enough to make the corresponding predictor adapt to the change. Since this enables the agent to adapt quickly, our RL method becomes applicable to complex multiagent settings where the Markov property fails. 8 Our RL method is based on the Monte Carlo RL method (Sutton & Barto, 1998) in learning of the value function. When we carried out the same experiment as shown in Figure 1 without learning of the value function, the policy of the agent was not improved (data not shown). The value function therefore should be learned properly for a large state space. In general, however, it is difficult to learn the value function effectively for a large-scale and high-dimensional problem like hearts, even with function approximators, because the number of parameters increases exponentially; this is known as the curse of dimensionality. If a large problem can be reduced by being divided into multiple subproblems with a hierarchical structure (Barto & Mahadevan, 2003) , the agent will be able to learn more effectively. We plan to explore this reductive technique in our future work.
Conclusion
In this study, we developed a new model-based RL scheme for large-scale multiagent games with partial observability. It is necessary for decision making in such environments to estimate unobservable states and predict opponents' actions. The computational cost for such processes, however, increases exponentially with the enlargement in the scale of the environment, so it is infeasible to estimate all possible current states and predict all possible next states in realistic problems. We therefore developed three devices to avoid the exhaustive state enumeration for estimation and prediction: the sampling technique, the likelihood estimation based on one-step history, and the action predictors. These ideas have enabled us to approximate the heavy integrations effectively from a plausible number of samples and have allowed the agent to select a preferable action according to the action selection model of opponent agents. For learning of the value function and environmental dynamics, we used function approximation methods with feature extraction. We finally applied our method to a real card game, hearts, a typical example of such difficult environments. Computer simulations showed that our model-based RL method is effective for acquiring a good strategy for this realistic partially observable problem.
Appendix A: Hearts
The game of hearts is played by four players and uses an ordinary 52-card deck. There are four suits-spades(♠), hearts(♥), diamonds(♦), and clubs(♣)-and there is an order of strength within each suit (decreasing from A, K, Q, . . ., 2). There is no strength order among the suits. Cards are distributed to the four players so that each has 13 cards at the beginning of a game. After that, according to the rules below, each player plays a card in clockwise order. When each of the four players has played a card, it is called a trick; each player plays a card once in a trick. The first card played in a trick is called the leading card, and the player who plays this card is called the leading player. A single game ends when 13 tricks have been carried out.
r In the first trick, ♣2 is the leading card, so that the player holding this card is the leading player.
r Except for the first trick, the winner of the current trick becomes the leading player of the next trick.
r Each player must play a card of the same suit as the leading card. r If a player does not have a card of the same suit as the leading card, he or she can play any card. When a heart is played in this way for the first time in a game, the play is called breaking hearts.
r Until breaking hearts occurs, the leading player may not play a heart.
If the leading player has only hearts, it is an exceptional case and the player may lead with a heart.
r After a trick, the player who has played the strongest card of the same suit as the leading card is the winner of that trick.
r Each heart equals a one-point penalty, and the ♠Q equals a 13-point penalty, so the total number of penalty points is 26. The winner of a trick receives all of the penalty points of the cards played in the trick.
According to the rules above, a single game is played, and at the end of a game, the penalty points of each player are determined as the sum of the received points. The lower the points, the better. This game therefore represents a competitive situation because each player has to avoid penalty points by pushing them to the opponents. When a player takes all the heart cards and the ♠Q, this is known as shooting the moon. The player receives no penalty point, and the other players incur 26 points. For simplicity, this rule is removed from our setting. the performance of the predictors was evaluated based on the data set from the corresponding agent. In this experiment, accordingly, 1000 evaluation games and 100 training games were alternated, and three rule-based agents were replaced every 1000 training games. Each point of Figure 7 represents an average for 1000 such evaluation games over 10 learning runs. Although the performance deteriorated slightly just after every switching of the rule-based agents, the action predictor could adapt to the changes quickly, and its performance improved steadily as learning progressed even in this dynamic environment. This result implies that the adaptability of our action predictor is so fast that the POMDP assumption is approximately valid even in dynamic environments constituted by multiple learning agents.
