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Resumen
Este trabajo explora diferentes te´cnicas computacionales para apoyar la tarea de la elu-
cidacio´n de estructuras moleculares a partir de espectros de Resonancia Magne´tica Nu-
clear(RMN). Dentro de los logros obtenidos en este trabajo esta´n: Un simulador de espec-
tros de RMN para grandes sistemas de espines que escala linealmente con el taman˜o; Un
mapeo de espectros de RMN a a´rboles binarios y la definicio´n de una medida de similitud
entre ellos, que mejora en muchos aspectos a las otras funciones definidas para el mismo fin;
Ana´lisis comparativo de varias funciones de similitud entre espectros de RMN; Prediccio´n
de caracter´ısticas estructurales a partir de espectros de RMN. Usando los resultados de las
fases exploratorias de la tesis se implemento´ un conjunto de herramientas para el ana´lisis de
espectros de RMN en l´ınea, disponibles en el sitio para manejo y tratamiento de espectros
de RMN en www.mylims.org
Palabras clave: RMN, comparacio´n, simulacio´n, elucidacio´n, prediccio´n, java, sistema
de espines
xAbstract
In this work we explore different computational techniques to support the task of the eluci-
dation of molecular structures from nuclear magnetic resonance spectra (NMR). Among the
achievements in this work are: a simulator for large NMR spin systems that scale linearly
with size; A NMR mapping binary trees and the definition of a measure of similarity between
them, which improves in many respects to other functions defined for the same purpose; A
comparative analysis of various functions of similarity between NMR spectra; prediction of
structural features from NMR spectra. Using the results of the exploratory stages of this
work we implemented a set of tools for the online analysis of NMR spectra, available on the
site for management and treatment of NMR spectra in www.mylims.org.
Keywords: NMR, spin system, simulation, prediction, similarity, elucidation, java, spin
system
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1 Introduccio´n
La resonancia magne´tica nuclear(RMN) es el me´todo anal´ıtico ma´s usado para elucidar la
estructura de un compuesto. Los experimentos de RMN pueden ser automatizados fa´cilmen-
te y se llevan a cabo en minutos por tanto la industria farmace´utica genera continuamente
cantidades importantes de datos espectrosco´picos, provenientes de compuestos naturales o
sinte´ticos, que luego tienen que ser interpretados por un experto quien sera´ el que determi-
nara´ finalmente, la estructura del compuesto.
La elucidacio´n es una tarea que requiere de experticia, buenas herramientas y datos de
buena calidad para llevarse a cabo, as´ı co´mo tambie´n de tiempo y paciencia pues en muchos
casos se puede requerir de varios meses de trabajo, dependiendo de la complejidad de la
estructura (peptidos, prote´ınas, etc.). El ana´lisis de datos espectrosco´picos es una tarea que
involucra varios procesos y aunque no todos los ana´lisis se realizan con los mismos fines,
procesar, visualizar, almacenar, simular, ajustar para´metros, asignar, predecir, comparar y
buscar informacio´n relevante hacen parte de las funciones necesarias. Actualmente existen
herramientas usadas en el ana´lisis de los datos espectrosco´picos[43, 21, 14, 42, 48, 39, 51,
34, 2, 26, 30, 29, 32, 44, 36], sin embargo pocas[43, 21, 51, 29] proveen la flexibilidad para
realizar trabajo de bajo nivel como manejo de bytes o alto nivel en entornos GUI(Graphic
User Interface en ingle´s) en la misma herramienta, y casi ninguna provee una integracio´n
con las distintas herramientas como las bases de datos, que hacen parte del proceso.
Uno de los problemas para automatizar el ana´lisis de espectros, ya sean de masas, IR, UV
o NMR es el ca´lculo de coeficientes de similitud entre pares de espectros. Dichas medidas
de similitud son importantes por ejemplo, para determinar el nivel de correspondencia entre
un cierto espectro experimental y un espectro calculado, o para determinar un orden de
correspondencias entre un patro´n de referencia y un conjunto de patrones de control, solo
por mencionar algunas aplicaciones. Este problema que parece haber sido solucionado para
espectros de IR, UV o masas, au´n deja campo por explorar para los espectros de RMN debido
a la forma particular como cambian las sen˜ales de los espectros dependiendo de las condi-
ciones experimentales. Encontrar me´todos que permitan calcular similitudes minimizando el
impacto de dicho efecto es uno de los objetivos de este trabajo.
Otro de los problemas que hemos identificado es el manejo de la gran cantidad de informacio´n
espectrosco´pica que se genera actualmente. Si bien el problema del almacenamiento y el
manejo compartido de la¸gran cantidad de datos que se generan diariamente fue tratado
en un trabajo previo realizado por nosotros, la objetivo era poder analizar dichos datos y
extraer informacio´n relevante para generar conocimiento a partir de ellos.
1
2 1 Introduccio´n
La motivacio´n fundamental de este trabajo es proporcionar herramientas u´tiles, de fa´cil uso
y de co´digo abierto que faciliten la labor de los encargados de analizar informacio´n qu´ımica
relacionada con la espectroscopia, o que mejoren las herramientas actuales para los mismos
fines dando un valor agregado en la integracio´n de dichas herramientas en una sola plata-
forma para tratamiento y manejo de informacio´n espectrosco´pica en l´ınea que no requiera
de complejas instalaciones para su uso o del pago de costosas licencias, como es comu´n.
Otra de las motivaciones de este trabajo es permitir que otros usuarios se beneficien de las
experiencias y esfuerzos previos de otros usuarios en el ana´lisis de datos espectrosco´picos.
Elucidacio´n asistida por ordenador
Hasta el momento nuestro trabajo se ha centrado en el desarrollo de herramientas que permi-
tan a un usuario promedio realizar las tareas de procesamiento, almacenamiento, asignacio´n
y anotacio´n de forma fa´cil en un entorno web, pero au´n mas, que esos mismos usuarios se
puedan beneficiar de la experiencia de otros usuarios y de la gran cantidad de informacio´n
qu´ımica disponible mediante un sistema de elucidacio´n asistida que le provea bu´squedas ra´pi-
das sobre todo el repositorio de datos para extraer la informacio´n ma´s relevante asociada
al problema que esta´ resolviendo. Esto se logra mediante la implementacio´n de un sistema
de recuperacio´n de informacio´n que infiere informacio´n de la estructura molecular, mediante
te´cnicas de aprendizaje de ma´quina a partir del espectro suministrado, en un sistema de
bu´squedas por ejemplos, para extraer aquellos espectros de la base de datos que mas se
parecen al espectro de bu´squeda y que adema´s tengan estructuras similares. Lo interesante
de este sistema es que pueda calcular la similitud estructural con gran precisio´n au´n en la
ausencia de las estructuras moleculares.
Como fase previa al desarrollo de dicho sistema, se implementaron distintas funciones de
similitud entre espectros de RMN y se definio´ un marco de evaluacio´n para comparar el
desempen˜o de cada funcio´n de similitud contra 4 indicadores de desempen˜o: El factor Z [57],
el error absoluto promedio y la correlacio´n, ambas contra una medida de similitud de refe-
rencia que se calculo´ sobre representaciones bidimensionales de las estructuras moleculares;
y el tiempo utilizado para calcular las similitudes en un conjunto de datos creado para la
evaluacio´n. Mediante la evaluacio´n del desempen˜o de dichas medidas de similitud se utilizo´ la
mejor para nuestro sistema de bu´squeda de espectros.
Las validaciones se realizaron sobre un conjunto de datos de prueba generado a partir de
predicciones de desplazamientos [20] y constantes de acople para 296 mole´culas y ma´s de 3200
espectros de RMN usando un simulador [15] de sistemas de espines desarrollado por nosotros
para la simulacio´n ra´pida y precisa de grandes sistemas de espines que escala linealmente
con respecto al nu´mero de espines, usando el principio de divide y vencera´s.
A continuacio´n se hace una breve descripcio´n del contenido del documento.
3Descripcio´n del documento
En el cap´ıtulo I se hace una introduccio´n al problema que estamos abordando y se mues-
tra por que es importante el desarrollo de un sistema de elucidacio´n asistido por ordenador
que integre todas las herramientas en una. En el cap´ıtulo 2 se introducira´n los conceptos
para abordar el problema en cuestio´n y se mostrara´ el trabajo previo realizado. All´ı se des-
cribira´ de forma breve los experimentos de resonancia magne´tica nuclear, y la informacio´n
que proporcionan. Adema´s se describira´n los diferentes procesos del ana´lisis de espectros de
RMN. El cap´ıtulo 3 describe un algortimo para simulacio´n de sistemas de espines que escala
linealmene con el taman˜o del sistema. Dicho algoritmo se usara´ para crear un conjunto de
datos de prueba sinte´tico con el cual se evaluara´n las medidas de similitud que se expondra´n
en el cap´ıtulo 4. En ese cap´ıtulo se describira´n los datos que se usaron como entrada pa-
ra los me´todos estudiados, la metodolog´ıa de la evaluacio´n y los resultados experimentales
obtenidos junto con la implementacio´n de una novedosa te´cnica de prediccio´n de datos es-
tructurados para predecir caracter´ısticas de las estructuras a partir de los espectros de RMN
que se usara´n para comparar espectros de forma expl´ıcita mediante el ca´lculo de similitudes
en dichas predicciones. En el cap´ıtulo 5 se describira´ la implementacio´n de los resultados
del cap´ıtulos 3 y 4 en una plataforma de acceso libre para procesamiento y tratamiento de
informacio´n qu´ımica. El cap´ıtulo 6 es una recopilacio´n de las conclusiones mas importantes
del proyecto y de la identificacio´n de posibles trabajos futuros abiertos por este proyecto.
Principales aportes de este trabajo
Los principales aportes de este trabajo son:
1. Una novedosa forma para representar espectros de RMN co´mo a´rboles binarios que
permite calcular funciones de similitud que superan a los me´todos actuales. En prepa-
racio´n para publicar en Journal of Chemioinformatics
2. Una evaluacio´n del desempen˜o de las distintas funciones de similitud que han sido
propuesto hasta el momento y nuestra medida de similitud entre a´rboles.
3. Un simulador de espectros de RMN a partir de predicciones de desplazamientos y
constantes de acoples que escala linealmente con el nu´mero de espines del sistema y
do´nde se tiene en cuenta el efecto secundario de los acoples. Publicado en Journal of
Magnetic Resonance [15].
4. Un sistema de bu´squeda por ejemplos, de espectros de RMN, que incorpora cono-
cimiento de las similitudes moleculares mediante la prediccio´n de datos estructura-
dos, para mejorar el desempen˜o de las medidas de similitud espectral. Disponible en
co.mylims.org y en preparacio´n para publicar en Journal of Cheminformatics.
2 Conceptos
En este cap´ıtulo se realizara´ una breve descripcio´n sobre los principios de la espectroscopia
de RMN y de los tipos de espectros ma´s usados haciendo e´nfasis en el tipo de informacio´n
que proveen. Posteriormente se describira´n algunos conceptos relacionados con la RMN y la
elucidacio´n asistida por ordenador.
2.1. Principios de espectroscop´ıa RMN
Todo a´tomo tiene asociado algunas propiedades susceptibles de ser medidas, como son el
peso ato´mico, electronegatividad, configuracio´n electro´nica, momento magne´tico intr´ınseco
o esp´ın. Este momento magne´tico permite discriminar un a´tomo de otros y al igual que
un ima´n, al acercase a otro puede interactuar con otros espines y proveer as´ı informacio´n
sobre su vecindario. De esta manera, cuando varios a´tomos forman una mole´cula, cada esp´ın
tendra´ un entorno ligeramente diferente segu´n la configuracio´n espacial o estructura que
adopta la mole´cula. Este entorno determina la posicio´n, la integral, el ancho de banda, y
la multiplicidad de la sen˜al que se observara´ en el espectro. Co´mo estos sera´n conceptos
importantes y se usara´n en todo el documento los definiremos a continuacio´n:
La posicio´n o desplazamiento qu´ımico es la frecuencia en la cual se observa una de-
terminada sen˜al con respecto a una referencia, por lo que esta frecuencia se expresa
generalmente en partes por millo´n (ppm). Si se expresa en Hz. es necesario especificar
la frecuencia de referencia.
La integral de una sen˜al hace referencia al a´rea contenida bajo la sen˜al y esta´ relacio-
nada con el nu´mero de espines que hacen parte de una misma sen˜al.
La multiplicidad representa la estructura fina de la sen˜al que resulta de la interaccio´n
entre varios espines (acople).
El ancho de banda a mitad de altura contiene informacio´n acerca de la relajacio´n del
esp´ın y por tanto sobre su entorno.
Estas cuatro propiedades permiten describir cualquier sen˜al y por tanto cualquier espectro.
Adema´s los espines pueden ser alterados de forma controlada con fotones de energ´ıa ade-
cuada, es decir pulsos electromagne´ticos . Segu´n las secuencias de pulsos que se apliquen
diferentes tipos de interacciones intra-moleculares sera´n observadas en los espectros. Los
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Figura 2-1: Ejemplo de espectro 2D HSQC del mentol. Los espectros de 1D del proto´n
(Horizontal) y del carbono (Vertical) se incluyen como referencia. A la dere-
cha se observa la estructura del mentol con sus respectivas asignaciones a los
desplazamientos qu´ımicos del carbono.
experimentos unidimensionales como el 1H-NMR y el 13C − {1H}-NMR solo miden las
interacciones entre un mismo tipo de a´tomos, mientras que los experimentos multidimensio-
nales permiten capturar las correlaciones entre diferentes tipos de a´tomos. Los experimentos
bidimensionales descritos abajo son un caso especial de experimento multidimensional. El
resultado de estos experimentos, los espectros, son gra´ficas de contornos como la que se
muestra en la Fig. 2-1.
A continuacio´n se hace una breve descripcio´n de los tipos de espectros ma´s utilizados y de
la informacio´n estructural que proveen:
1H-NMR: Este tipo de espectros es el ma´s comu´n. Se observan los diferentes tipos
de protones que se encuentran en la mole´cula a sus correspondientes valores de des-
plazamiento qu´ımico. La multiplicidad de sen˜ales depende del nu´mero de vecinos. Fig.
1(Eje horizontal).
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13C − {1H}-NMR: Este espectro es casi obligatorio para la determinacio´n de una
estructura por RMN. Se observan los desplazamientos qu´ımicos de los carbonos que
se encuentren en la mole´cula. No se observa multiplicidad pues la secuencia de pulsos
cancela el efecto de los protones durante la adquisicio´n de los datos. Fig. 1(Vertical)
COSY: Este es un experimento bidimensional homonuclear (RMN 2D) en donde se
observan las correlaciones entre protones lo que permite establecer que proto´n se en-
cuentra como vecino a otro (3 a 4 enlaces de distancia).
TOCSY: Este es un experimento bidimensional homonuclear en donde las correla-
ciones van mucho ma´s alla´ del proto´n vecino, se pueden ver hasta correlaciones a 4
protones (5 a 10 enlaces de distancia).
HSQC: Con este experimento bidimensional heteronuclear se puede determinar que
protones esta´n unidos a que carbonos en la mole´cula. Fig. 1.
NOESY: Este experimento bidimensional homonuclear utiliza el efecto NOE (Nuclear
Overhauser Effect) mediante el cual se puede determinar la cercan´ıa espacial de los
protones en una mole´cula.
Informacio´n detallada sobre espectroscopia RMN puede encontrarse en diferentes libros de
textos [38, 23, 11].
2.2. Mapeo de espectros de RMN- Extraccio´n de la
informacio´n relevante.
Los espectros unidimensionales contienen generalmente miles de puntos por tanto su proce-
samiento no presenta problemas y se han desarrollado diferentes te´cnicas computacionales
para su procesamiento automa´tico en aplicaciones libres y comerciales como NMRPipe[21],
SpecInfo[12], MestREC (www.mestrec.com) y ahora con nuestra nueva herramienta en l´ınea
co.mynmrdb.org. Sin embargo los espectros multidimensionales contienen centenares de miles
de puntos por lo cual se requiere de equipos de alto desempen˜o y experticia para procesarlos
exitosamente.
Debido a su gran taman˜o los espectros de RMN originales no son la mejor alternativa como
descriptores de las caracter´ısticas de las mole´culas. Sin embargo cabe notar que la ma-
yor parte de la informacio´n esta´ concentrada en pequen˜as a´reas (baja densidad) por lo
cual en la mayor´ıa de los casos solo es necesario realizar un mapeo de los espectros en
tablas que informan sobre la posicio´n del pico y su forma(multiplicidad e integral). Apli-
caciones de uso libre o comerciales proveen servicios de bu´squedas de mole´culas similares
como ChemDB[16], NMRShiftDB[47], SpecInfo[4]., PubChem[53], CADD[45], CSEARCH-
NMR—[17], SimShift[25] y CSLS [45], basados en dichas tablas de informacio´n. Sin embargo
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estas aplicaciones solo trabajan espectros unidimensionales ya procesados por lo cual se
restringen los tipos de bu´squedas que se pueden realizar. Bielinska y Basak[6] han usado
descriptores estad´ısticos como los momentos para caracterizar espectros unidimensionales
y se ha mostrado resultados similares a los basados en tablas de picos cuando son usados
para encontrar similitudes entre espectros. En cuanto a espectros unidimensionales estos dos
enfoques parecen resolver igualmente el problema de la extraccio´n de la informacio´n. Sin em-
bargo el problema se complica con los espectros bidimensionales y au´n no se han propuesto
descriptores a parte de las tablas de sen˜ales que permitan la simplificacio´n de un espectro.
Recientemente Hinneburg et al. [28] llevaron a cabo el mapeo de espectros bidimensionales
de RMN a documentos de texto usando mapeo mediante cuadriculas y aplicaron te´cnicas
de miner´ıa de texto para tratar de buscar similitudes en espectros bidimensionales con muy
buenos resultados. Sin embargo el problema au´n tiene mucho campo por explorar.
Buscando enfoques ma´s matema´ticos para la caracterizacio´n de los espectros bidimensiona-
les encontramos los trabajos de Snaider et al.[46] donde usan la factorizacio´n no negativa
de matrices para separar en cada uno de sus componentes unidimensionales los espectros
bidimensionales de mezclas complejas. De forma similar algunos autores en [56, 49] han apli-
cado me´todos probabil´ısticos, donde se transforman los espectros bidimensionales TOCSY
en matrices de covarianzas y se usa Ana´lisis de Componentes Principales (PCA, por sus
siglas en ingle´s) para separar cada uno de los espectros unidimensionales de los compues-
tos que conforman la mezcla. Gracias a este tipo de te´cnicas podemos pensar por ejemplo
en me´todos de elucidacio´n que puedan trabajar sobre espectros de mezclas de compuestos.
Tambie´n son interesantes estas te´cnicas ya que nos permiten reducir la dimensionalidad de
los espectros bidimensionales y lo que facilitar´ıa la definicio´n de descriptores universales de
los espectros de RMN como conjuntos de caracter´ısticas para me´todos computacionales. Sin
embargo estos me´todos so´lo han sido probados para experimentos TOCSY y esto es una
gran limitante ya que no se asegura su utilidad para otros tipos de espectros 2D.
2.3. Asignacio´n de espectros a estructuras (Assigment)
La asignacio´n de los espectros de RMN a sus correspondientes estructuras es una tarea
importante en el proceso de ana´lisis de RMN ya que permite relacionar los desplazamientos
qu´ımicos obtenidos mediante la espectroscopia a los diferentes sistemas de a´tomos en la
mole´cula. Usando los resultados de la asignacio´n se han creado la mayor´ıa de los repositorios
de datos experimentales de desplazamientos qu´ımicos disponibles en internet. Como se puede
inferir la labor de asignacio´n requiere que se conozca de antemano la estructura molecular
correspondiente al conjunto de espectros de RMN.
Algunas implementaciones en software permiten realizar la labor de la asignacio´n de forma
automa´tica en estructuras complejas como las prote´ınas usando varios experimentos de RMN
1D y 2D tal como AUTOASING [58]. y los me´todos propuestos por Wan et al. [52]. y Linge
et al.[40]. Dichos me´todos han mostrado una precisio´n en la asignacio´n de alrededor del 97 %
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Figura 2-2: Ejemplo de espectro de 1D del proton o 1H-RMN del mentol. La escala hori-
zontal esta´ dada en partes por millo´n (ppm). La escala vertical es una escala
relativa entre los picos. Las unidades no aportan informacio´n.
con una dependencia casi lineal del taman˜o de la prote´ına para el me´todo de Wan et al.[52]
.
Para las mole´culas pequen˜as la tarea de la asignacio´n es casi directa y muchas de las aplicacio-
nes comerciales tienen asistentes para realizarla de forma manual y automa´tica. Sin embargo
como se puede ver en[5] hay software especializado para distintas familias de mole´culas. Un
ejemplo de asignacio´n espectro-estructura es el que se muestra en la Fig. 2.2 para el mentol.
2.4. Elucidacio´n de Estructuras a partir de espectros de
RMN
Aunque actualmente las computadoras desempen˜an un papel muy importante en el proceso
de la elucidacio´n de las estructuras realizando tareas como proveer repositorios de datos,
simulando espectros a partir de estructuras utilizando dichos repositorios, realizando asig-
nacio´n automa´tica o asistiendo al experto en ella, la elucidacio´n completamente automa´tica
y precisa au´n es un problema que atrae el intere´s de muchos investigadores. Si bien hay una
gran cantidad de trabajo realizado en esta a´rea, es importante resaltar que au´n no se posee
un me´todo lo suficientemente ra´pido, confiable y general que permita realizar esta tarea.
En esta a´rea podemos distinguir dos enfoques principalmente. El primero se ha denominado
computacional ya que hace uso de las te´cnicas computacionales como la miner´ıa de datos y
el aprendizaje de maquina para abordar el problema; el segundo enfoque se ha denominado
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Figura 2-3: Esquema resumen de los me´todos de elucidacio´n automa´tica usados actualmen-
te.
experto ya que trata de plasmar en un algoritmo la te´cnica utilizada por un experto para
realizar la asignacio´n.
En la Fig. 2.3 se sintetiza el algoritmo general usado por la mayor´ıa de te´cnicas computacio-
nales que han sido implementados para la elucidacio´n automa´tica. Cada una de las tareas
descritas en las cajas del diagrama de flujo esta´n relacionadas con los temas mencionados en
este documento.
Uno de los pilares para la elucidacio´n automatizada es la capacidad para realizar predicciones
de desplazamientos y constantes de acoples a partir de estructuras moleculares.
2.5. Prediccio´n
Uno de los pasos claves en el ana´lisis de espectros de RMN es la prediccio´n de desplaza-
mientos y acoples partir de la estructura molecular. Dichas predicciones son usadas en las
aplicaciones de asignacio´n como estimacio´n inicial. Tambie´n las predicciones juegan un pa-
pel importante en la extraccio´n o identificacio´n de los para´metros correctos para espectros
experimentales, o para desambiguar sen˜ales. La prediccio´n de desplazamientos qu´ımicos es
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una tarea mucho ma´s compleja que la prediccio´n de acoples, ya que los primeros dependen
de una gran cantidad de variables estructurales que son dif´ıciles de plasmar en un algoritmo,
a diferencia de la prediccio´n de acoples, do´nde solo unas pocas variables estructurales to-
man partido. Por tanto los me´todos computacionales que aprenden dicha funcio´n son mucho
ma´s comunes en la literatura y hasta do´nde se sabe dan mejores resultados que los me´todos
teo´ricos conocidos como me´todos ab-initio, es decir basados solo en las leyes de la f´ısica.
Dada la importancia de dicho proceso, varios me´todos se han propuesto. Blinov et al. en [9]
hace una evaluacio´n de tres me´todos de prediccio´n basados en redes neuronales usando la
base de datos NMRShiftDB incluido el me´todo de Bret et al. [13].
Aires de Sousa [20] muestra una forma para predecir desplazamientos qu´ımicos de 1H-NMR
usando redes neuronales y algoritmos gene´ticos. Los datos con los cuales se entrena el modelo
son tomados de la literatura en su mayor´ıa y de datos de simulaciones. Para cada mole´cula
dentro del conjunto de entrenamiento se calcula un conjunto de descriptores f´ısico-qu´ımicos
y geome´tricos. Para escoger el mejor conjunto de descriptores se usa un algoritmo gene´tico
y el modelo se construye usando una counter propagation neural network. En un trabajo
posterior Binev y Aires de Sousa [8] hace un ana´lisis del impacto que tiene la calidad de los
datos experimentales en las predicciones de desplazamientos qu´ımicos de 1H-RMN mediante
enfoques computacionales. Aqu´ı se menciona que la eleccio´n de los datos se debe hacer de
forma que sean balanceados y variados, haciendo sugerencias sobre la forma de integrar
nuevos datos en los modelos construidos a partir de redes neuronales de forma incremental.
2.6. Simulacio´n
El te´rmino simulacio´n se refiere a recrear un espectro a partir de los descriptores f´ısicos de
un sistema de espines (desplazamientos, acoples) sometidos a excitaciones simuladas como
las de un espectro´metro. En el cap´ıtulo 3 se describira´ un algoritmo para simular espectros
unidimensionales de RMN.
2.7. Similitud
Existen diferentes formas para comparar espectros. Sin embargo la comparacio´n de espectros
de RMN presenta algunos inconvenientes que hacen dif´ıcil la definicio´n de funciones de
similitud entre ellos. En el cap´ıtulo 4 se detallara´ este problema y las soluciones que se han
planteado.
3 Simulacio´n de Espectros Para
Sistemas de Muchos Espines
En este cap´ıtulo describiremos un algortimo de simulacio´n para grandes sistemas de espines
que escala linealmente con respecto al taman˜o del sistema. Este es un trabajo importante
en el campo de la elucidacio´n y sera´ utilizado para el desarrollo de nuevas herramientas de
elucidacio´n y asignacio´n automa´tica.
El principal problema de la simulacio´n de espectros de RMN es que su costo computacional
crece exponencialmente con respecto al nu´mero de nu´cleos en la mole´cula, es decir con el
peso molecular. Actualmente, la memoria disponible para almacenar el Hamiltoniano limita
el taman˜o de los sistemas que pueden ser estudiados. Los computadores de escritorio co-
munes permiten solucionar de forma exacta sistemas que contienen so´lo hasta 13 espines,
lo cual obviamente no permite estudiar muchas de las mole´culas de intere´s en bioqu´ımica,
producto naturales, etc.. Este problema puede ser evitado si se identifican grupos de espines
o fragmentos que interactuen de´bilmente o que no lo hagan del todo, en otras palabras si
solo comparten espines acoplados de´bilmente. El acople es de´bil, cuando su magnitud es
pequen˜a comparada con la diferencia en desplazamiento qu´ımico de los dos espines involu-
crados. Aqu´ı mostramos como se pueden remover las interacciones de´biles con el fin de partir
el sistema de espines eficientemente y corregir a posteriori el efecto de los acoples removi-
dos. Como resultado, el tiempo computacional y la cantidad de memoria requerida para la
simulacio´n de los espectros crece linealmente con respecto al taman˜o del sistema de espines
y por tanto permite simular el espectro de cualquier mole´cula. Este trabajo fue publicado
en la revista Journal of Magnetic Resonance y es reproducido a continuacio´n.
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The computational cost for the simulation of NMR spectra grows exponentially with the number of
nuclei. Today, the memory available to store the Hamiltonian limits the size of the system that can be
studied. Modern computers enable to tackle systems containing up to 13 spins [1], which obviously does
not allow to study most molecules of interest in research. This issue can be addressed by identifying
groups of spins or fragments that are not or only weakly interacting together, i.e., that only share weakly
coupled spin pairs. Such a fragmentation is only permitted in the weak coupling regime, i.e., when the
coupling interaction is weak compared to the difference in chemical shift of the coupled spins. Here,
we propose a procedure that removes weak coupling interactions in order to split the spin system effi-
ciently and to correct a posteriori for the effect of the neglected couplings. This approach yields accurate
spectra when the adequate interactions are removed, i.e., between spins only involved in weak coupling
interactions, but fails otherwise. As a result, the computational time for the simulation of 1D spectra
grows linearly with the size of the spin system.
 2010 Elsevier Inc. All rights reserved.
1. Introduction
Nuclear Magnetic Resonance (NMR) is an exquisite tool for the
study of molecular structures and therefore its use is in constant
increase. However, the analysis of the spectra of large molecules
is often a tedious and time consuming task, since each signal of
the spectra has to be assigned to a nucleus of the molecule. Thus,
procedures are sought to assist spectroscopists with this task. Sev-
eral approaches have been proposed recently [2,3], but the efforts
to reach this dream begun long ago and are best summarized in the
recent work of Elyashberg et al. [4]. The simplest approach consists
in simulating the spectra of a guess structure from its predicted
chemical shifts and scalar coupling constants. The assignment of
the resulting spectra can be used as a starting point to assign the
experimental one. This approach relies on the accuracy of the pre-
diction of the NMR parameters and on the accuracy of the simula-
tion of the spectrum. Several algorithms available for the
prediction of chemical shifts and scalar coupling constants are fast
and reliable [5–13]. Unfortunately, the simulation of the spectrum
using spin dynamics scales exponentially with the number of
atoms, and thereby making the available algorithms unsuitable
for large systems [14–24].
Recently, algorithms have been proposed to reduce the compu-
tational cost of quantum spin dynamic simulations [1,25,26]. The
authors recognized that only a small fraction of the available spin
states are populated and therefore proposed to neglect the less
populated high order states, thereby reducing the size of the prob-
lem. Ignoring high order spin states, typically higher than four, al-
lows to approximate the complete Hamiltonian by computing and
summing a large number of smaller Hamiltonians [26]. The num-
ber of such cluster Hamiltonians that have to be computed repre-
sents a potential bottleneck, since it grows exponentially with
respect to the size of the spin system. Additionally, they proposed
to find the adequate Krylov subspaces, i.e., the minimal basis that
spans the trajectories of the spin system and to perform a zero
track elimination to further compress the resulting Hamiltonian
[1]. This can be seen as finding the principal states of the spin sys-
tem in analogy to principal component analysis. The combination
of these three methods is attractive, since the exact Hamiltonian
is never computed and the approximated Hamiltonian is very com-
pact. This approach enables to evaluate the evolution of the large
spin systems, since the CPU time grows almost linearly with the
number of nuclei. The main drawback is that restricting the state
order to four, as proposed by the authors, prevents the faithful sim-
ulation of the spectra of molecules containing more than four cou-
pled nuclei.
To improve the accuracy of the simulated spectra we propose to
split the spin system according to its nature, i.e., to split the system
in a manner that less affects the accuracy of the resulting spec-
trum. Intuitively, many structures can safely be regarded as con-
taining independent sub-systems that can be solved separately.
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In this paper we show that if couplings are removed adequately to
fragment the spin system efficient calculations can be performed
without affecting the quality of the results. Furthermore, if chosen
correctly, the effects of these neglected couplings can be accounted
for a posteriori. We present an algorithm that performs this cluster-
ing task efficiently, simulates the spectrum of each fragment, cor-
rects these spectra to account for the removed couplings and
reconstructs the complete spectrum. We demonstrate with some
examples the quality of the results. Later, we discuss the robust-
ness of the clustering procedure and its limitations. Finally we
show how the calculation time scales with respect to the size of
the spin system.
2. Results and discussion
2.1. Clustering procedure
Our algorithm performs the simulation of NMR spectra in the
four steps described in Fig. 1. First it checks for independent frag-
ments. This step is important although usually not implemented
in simulation packages, since it allows a large reduction of the prob-
lem size without making any approximation. This reduction should
be performed always, except when dipolar relaxation mechanisms
are taken into account, thereby connecting spins otherwise cou-
pled. Then, it drops weak couplings in order to further fragment
the spin system into independent clusters until reaching a desired
dimension. Second, it propagates, in the Hilbert space, a trajectory
for each fragment. Third, it applies a correction to the trajectories
of the spin pairs involved in the scalar couplings that were disre-
garded in the first step. Several approaches can be used to perform
this correction that will be discussed later. Finally, it reconstructs
the trajectory of the whole system by adding all the contributions.
A more detailed description for each step follows:
Clustering (step 1). The property of a system made of several
non-interacting sub-systems is the sum of the properties of
each of them. The task thus narrows to find independent clus-
ters of coupled spins prior to the creation of the Hamiltonian.
Using the predicted NMR parameters, the chemical shifts and
coupling constants, for a molecule, a correlation matrix C can
be built whose matrix elements Cij represent the magnitude of
the couplings between each nucleus. Dividing its element Cij
by the difference in chemical shift DXij between the ith and
jth nuclei provides a symmetric matrix b, whose elements bij = -
Jij/DXij indicates the regime of the coupling. Values of bij lower
than 0.01 signify weak couplings, while values greater than 0.1
represent strong couplings. Clustering consists in finding inde-
pendent clusters and in iteratively removing elements of b,
starting with the smallest ones, until the resulting matrix may
be written in block diagonal form. This procedure stops when
the largest block is smaller or equal to a threshold value defined
by the user. This approach provides an acceptable clustering
without needing to exhaustively compute all the solutions,
but might fail if strong interactions are removed or if one part-
ner spin is itself involved in another strong interaction. Addi-
tional tests are thus required to ensure that, ideally, couplings
are removed only between spins that are not involved in any
strong coupling interactions. This issue will be illustrated and
discussed later in more details.
As an example of the reduction that can be achieved, more than
67 millions (213  213) matrix elements are necessary to fully
describe the Hamiltonian of a 13 spins system (N = 13). If this
spin system can be regarded as two independent fragments of
2 and 11 spins, only a little more than 1 million matrix ele-
ments are necessary to describe the Hamiltonians of each frag-
ment (22  22 + 211  211) and thereby 93.7% of the spin states
are dropped. If the same spin system (N = 13) is regarded now
as two fragments of 6 and 7 spins each, 99.97% of the spin states
are dropped. In other words, in the latter case, a good approxi-
mation of the Hamiltonian of the whole system (13 spins) can
be achieved with as few as 20,480 matrix elements, instead of
the initial 67 millions.
Fig. 1. Schematic description of the proposed procedure for simulating NMR spectra: (1) removes couplings to obtain fragments of no more than 2 spins, in this example, (2)
simulates the trajectories for each cluster, (3) applies a correction to reintroduce the effect of the dropped couplings and (4) superimposes the trajectories to obtain the full
approximated spectrum. For the sake of simplicity, trajectories are displayed in the frequency domain.
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Propagation (step 2). After the spin system has been reduced
into sub-systems of acceptable size, individual Hamiltonians
and density matrices are created in the Hilbert space for each
of them. The evolution is evaluated for each cluster using the
equation of motion [27]. Working in the Hilbert space yields
more compact Hamiltonians, in a factor of 4N, than the ones
in the Liouville space used by Kuprov and coworkers. In the
Liouville space the operators are written in a manner that is
more convenient to simulate relaxation phenomena. However,
this work only focuses on simulating spectra to extract informa-
tion about chemical shifts and scalar couplings constants. Since
the relaxation parameters cannot be easily obtained from such
spectra, the relaxation parameters only represent additional
unknowns in our simulation and therefore the Hilbert space is
preferred.
Accounting for the effect of neglected couplings (step 3 and 4). At
this point, the detectable signals, i.e., the expectation value of
the transverse component I for each spin, are known and yield
an oscillating function of time si(t). However, the signals si(t)
and sj(t) for the spin pair for which the coupling constant Jij
has been dropped during clustering will not faithfully repro-
duce the experimental signals. This can be corrected simply
by multiplying the oscillating trajectories of these spins by
cos(pJijt).
This simple procedure provides faithful results only if the re-
moved couplings are indeed weak and if both partners aren’t in-
volved in another strong coupling interaction. Only in this case,
the spectrum of this spin pair is of first order and the two signals
can be considered as a superimposition of doublet. Such signals
are always symmetric and can easily be simulated, assuming a lin-
ear response regime [27], using products of cosine functions. Mul-
tiplying the trajectory si(t) of a single spin (a singlet) by cos(pJt)
will produce a doublet with a separation equal to the coupling con-
stant J. Thus, the accuracy of the resulting spectrum relies on our
ability to fragment the spin system by only removing adequate
couplings. Once this correction has been performed, the sum of
the individual trajectories reproduces a simulated FID that can be
Fourier transformed to obtain a spectrum.
Another approach consists in simulating a new trajectory for
the spin pair with its closest neighbors. This approach was evalu-
ated and abandoned, since it yields similar results compared to
the simpler approach.
2.2. Examples
The spectrum of the 4-methyl-2-pentanol (Fig. 2a) was chosen
to illustrate the procedure explained before. Ignoring the alcoholic
proton, this molecule contains 13 protons and represents the max-
imum size for which we are able to simulate the exact solution for
the sake of comparison. The chemical shifts and the scalar coupling
constants were obtained directly from the experimental spectra;
this to avoid errors arising from the prediction procedure.
Fig. 2 shows spectra simulated using the exact (Fig. 2b) and an
approximated Hamiltonian (Fig. 2c). As expected, the simulation
using the exact Hamiltonian reproduced with great accuracy the
experimental spectrum, but required more than two minutes using
the package spinevolution [14]. In contrast, clustering allowed per-
forming the simulation (Fig. 2c) in 636 ms, more than 2 orders of
magnitude faster than the exact solution. Comparison with the
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Fig. 2. Spectra of 4-methyl-2-pentanol: (a) experimental spectrum, (b) spectrum simulated with the exact Hamiltonian in 2 min using spinevolution [14], (c) with an
approximated Hamiltonian in 636 ms using clusters of 5 spins and (d) using Spinach [33] (during the revision of this work, Kuprov and coworkers published a new algorithm
[33], that is more accurate than the former version [1]).
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experimental spectrum agreed well, although the multiplet at
3.85 ppm was found completely symmetric (Fig. 3c), meaning that
our approximated Hamiltonian did not properly reproduce second
order effects. This should not be a surprise, since the coupling be-
tween the protons bound to carbons 1 and 2 are the first being
dropped by our algorithm.
For the sake of comparison, a spectrum was simulated using the
algorithm proposed by Kuprov [1] that restricts the highest state
order to four. The resulting spectrum, shown in Fig. 2d, was com-
puted in more than 300 s. Some care has to be taken when compar-
ing those computational times; the script developed by Kuprov
was written for matlab [28], whereas the scripts proposed in this
paper were written either in java (for the online applications) or
for Scilab [29]. Although a systematic comparison of the perfor-
mances of both procedures is beyond the scope of this work, our
algorithm clearly outperforms Kuprov’s algorithm both in speed
and accuracy. At this point, important differences between both
approaches must be highlighted. Kuprov’s approach is fully general
and can be used to simulate virtually any pulse sequence or exper-
iment, whereas our only allows to simulate the dynamic of the
spins in the absence of rf fields, i.e., our algorithm cannot be used
to simulate TOCSY spectra. This is because the approximation done
with respect to the regime of the coupling doesn’t hold under the
perturbation of an rf field. In turn our procedure represents an
important alternative for applications where a high accuracy is re-
quired, in particular for automatic retrieval of NMR parameters
from experimental spectra and further work will be done in that
direction.
2.3. Accuracy of the approximation
The accuracy of the simulation depends on the network envi-
ronment at the spin pair where the system is being cut, i.e., the
number and the regime of the scalar interactions existing between
the pair of spins and external spins and the regime of the coupling
within the pair. The former are referred to as coupling intra cluster
(Jintra), while the latter are referred to as coupling inter cluster
(Jinter). To estimate the sensitivity of our approach with respect to
bintra and binter four spin systems were constructed as described
in Fig. 4. The chemical shifts of the protons attached to the carbon
awere shifted from 1.0 to 3.3 ppm, which corresponds to sweeping
the beta (binter) values of the coupling constants 3Jab from 0.01 to
0.1, assuming a Larmor frequency of 400 MHz.
Fig. 5 shows the resulting spectra for proton b when 3 (solid
black line) and 6 (gray solid line) couplings Jab between protons a
and b were removed during clustering. As expected, the procedure
failed to faithfully reproduce the exact solution (dashed line) when
the coupling constants associated with the larger values of beta
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Fig. 3. Regions of the spectra shown in Fig. 2: (a) experimental spectrum, (b) spectrum simulated (2 min) using the exact Hamiltonian, (c) in 636 ms using an approximated
Hamiltonian of maximum allowed cluster size of 5 and (d) spectrum obtained in several minutes as described elsewhere [33] (during the revision of this work, Kuprov and
coworkers published a new algorithm [33], that is more accurate than the former version [1]). The line-width of the simulated spectra was intentionally kept inferior to the
experimental one to better delineate the feature of the multiplets.
Fig. 4. Spin system used to determine the limit of the clustering approximation. The
chemical shift of the protons awere shifted from 1.5 to 3.3 ppm in order to increase
the beta values binter from 0.01 to 0.1. The other parameters were kept constant, the
coupling constants not mentioned in the figure were all assumed to be zero and the
Larmor frequency was set to 400 MHz.
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were dropped, since the correction to the trajectories only ac-
counts for weak coupling effects. Surprisingly, many features of
the multiplet of proton b are still delineated when 3 couplings with
beta values of 0.1 are removed during clustering (Fig. 5d). How-
ever, when this threshold is increased Jab is not anymore a good
candidate for clustering and the accuracy of the simulation drops
rapidly, because b is involved in several strong couplings. Clearly,
the chemical shifts and the coupling constants for the protons b,
c and c’ were chosen to show the limits of the approximation,
i.e., what happens if a coupling is removed inadequately.
We then investigated in more detailed the values of beta (inter
and intra) that yields faithful simulations for this simple example.
100 simulations (Fig. 6a) were performed by sweeping simulta-
neously the chemical shifts of protons a from 1.5 to 3.3 ppm and
the chemical shifts of protons c and c0 from 4.5 to 3.6 ppm. Thus,
bab, bbc and bbc0 were swept from 0.01 to 0.1. A careful peak-picking
of each spectrum allowed to report the positions of each line cor-
responding to the signal of proton b as a function of beta values.
The same exercise was repeated (Fig. 6b) by sweeping only proton
a from 1.5 to 3.3, leaving protons c and c0 at 4.5 ppm. The resulting
trajectories (Fig. 6a) clearly show that accurate simulations can be
performed provided that interactions are not removed between
spins involved in couplings with beta larger than 0.07. The super-
imposed vertical lines indicate that similar results are obtained
using either the full Hamiltonian or the approximated ones and
that removing interactions with values of beta (binter = bintra) smal-
ler than 0.7 has almost no effect on the predicted multiplet. In
addition, the errors in the predicted intensities are negligible in
this area, since transfers of magnetization are only possible in pres-
ence of strong interactions. This example demonstrates that under
certain circumstances methyl groups can indeed be simulated
independently without affecting the accuracy of the final spec-
trum. Although this value should be extrapolated with great care
to other systems, it still provides a reference and will be used in
the remaining of the paper as an indication.
2.4. Range of application
Cholesterol was chosen to demonstrate the potential of our ap-
proach to reduce the dimension of the problem. This molecule con-
tains a large cluster of coupled protons (46) and nearly all of them
are aliphatic. We can therefore expect that this is the worst-case
scenario for the simulation of NMR spectra. Based on the experi-
mental results [30] we show in Fig. 7 that clusters of maximum
11 spins can be obtained by removing 15 couplings with values
of binter inferior or equal to 0.05 and bintra inferior or equal to 0.1
(at 400 MHz). These conditions are comparable to that illustrate
by the horizontal line in Fig. 6b, and thereby a spectrum of high
accuracy can reasonably be expected.
In order to evaluate the applicability of the clustering procedure
in a more systematic manner, the algorithm was tested with a set
of 42,632 molecules [31] using several threshold values for binter
and bintra. The analysis was performed in two dimensions: increas-
ing those threshold values and varying the maximum cluster size
a
c d
b
Fig. 5. Region of the simulated spectra for the system described in Fig. 4 corresponding to proton b. The dashed lines represent the exact solutions, while the solid black and
gray lines represent the approximated spectra after the spin systems have been fragmented into clusters of maximum 6 and 3 spins (3 and 6 Jab coupling removed),
respectively. The chemical shifts of the protons awere shifted from 1.5 to 3.3 ppm in order to simulate for couplings Jab with beta binter values of (a) 0.01, (b) 0.02, (c) 0.04 and
(d) 0.1. The Larmor frequency was set to 400 MHz.
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allowed. For simplicity the thresholds were chosen equal for binter
and bintra. This allowed to determine the number of molecules for
which the spectrum could be simulated within a certain degree
of accuracy. Only the molecules larger than the maximum cluster
size were considered for analysis. These numbers were plotted
against the maximum cluster size and are shown in Fig. 8 (top)
while the size distribution of the database is shown in Fig. 8
(bottom).
Interestingly, 74% of the molecules containing nine protons of
more (NP 9), i.e., 74% of 24,541 molecules, could be split into frag-
ments of no more than eight (N  1) spins without removing any
couplings. This proportion increases to 87% for NP 13 (87% of
12,804 molecules contains 13 or more protons). When couplings
with b < 0.02 are dropped, 90.7% and 84% of the molecules (larger
than 13 and 9, respectively) could be reduced into smaller clusters.
Since fragments of nine spins represent the upper limit acceptable
for online applications, for which the available memory is limited,
our procedure can simulate spectra for 91.7% of the molecule pre-
sented here with a high accuracy (binter = bintra < 0.06).
2.5. Linearity
Once the maximum cluster size has been defined, the computa-
tional time required by our algorithm becomes linear with respect
to the number of nuclei. This enables the simulation of spectra for
molecules that contain hundreds of spins within minutes. This lin-
ear behavior is illustrated in Fig. 8 for random spin systems. Nine
a
b
Fig. 6. (a) 100 simulations of the spin system of Fig. 4 were performed sweeping the chemical shifts of protons a from 1.5 to 3.3 ppm and the chemical shifts of protons c and
c0 from 4.5 to 3.6 ppm. The lines represent the trajectories of the transitions corresponding to proton b when the values of beta are sweeped. The black lines represent the
trajectories obtained using the exact solution, while the lines in light and dark gray represent the ones obtained with a maximum cluster size of 3 and 6, respectively. (b)
These simulations were repeated, but the chemical shifts of proton c and c0 were set to 3.6 and 3.65 ppm, respectively, that correspond to a bintra = 0.1 for the Jbc and Jbc0
couplings.
HO
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H
Fig. 7. Cholesterol (C27H46O). Clusters obtained after removing 15 couplings with
values of binter inferior or equal to 0.05 and bintra inferior or equal to 0.1. Clusters A,
B, C, D, E, F, G, H and I contain 8, 3, 1, 11, 3, 3, 11, 3 and 3 protons.
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spin systems of N nuclei were randomly generated, where N ran-
ged from 12 to 126. Thus, 1026 systems were prepared. For each
of them, a spectrum was simulated while increasing the maximum
cluster size from four to nine. The computational times required
for the simulation of the nine spectra corresponding to systems
of identical size were averaged and are shown in Fig. 9. Despite
the oscillations observed for large spin systems and large cluster
size, the computational time was found to increase rather linearly
with the number of spins. As shown earlier, the degree of reduction
of the Hamiltonian, and thereby of the problem size, depends on
the size of the fragments. This explains the oscillations observed
in Fig. 9.
As a conclusion, the algorithm presented here provides a very
fast and accurate tool for the simulation of 1D NMR spectra of large
spin systems. The accuracy of the simulated spectra depends on
the interactions that are removed; only spins involved in weak
interactions may be considered independent. Accurate spectra
were obtained for methylpentanol in less than a second. This rep-
resents a considerable acceleration, two orders of magnitudes,
with respect to the exact solution. Our algorithm works in the
b
a
Fig. 8. Top: Number of molecules that can be successfully fragmented vs. the maximum cluster size allowed. The analysis was repeated allowing to remove couplings with
values of binter = bintra ranging from 0.01 (weak coupling) to 0.1 (strong coupling). Only the molecules larger than the maximum cluster size were considered. Bottom: Number
of molecules with N protons. A total of 42,632 molecules were considered.
Fig. 9. CPU time required to simulate spectra. Each point represents the average time necessary to simulate the spectra of nine randomly generated fully coupled spin
systems. Open circles, open triangle, crosses, open diamonds, black diamonds and open squares represent the time required by the simulation when the maximum cluster
size was decreased from nine to four.
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Hilbert space that is more compact than the Liouville space and
relaxation, if needed, is simply handled by attenuating the individ-
ual spin trajectories differentially, i.e., in a phenomenological man-
ner. In addition, this algorithm can only be used for the generation
of 1D spectra. The computational time was shown to grow linearly
with respect to the size of the spin system, once the maximum size
of the cluster has been defined. Since the problem is divided into
several sub-systems that can be solved separately, this approach
is a good candidate for parallel computing. Finally, a java imple-
mentation of this algorithm is available (http://www.nmrdb.org/
simulator) as part of the online NMR processing and assignment
tool NMRdb.org [32].
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4 Comparacio´n de Espectros de RMN
En el cap´ıtulo anterior se mostro´ un algoritmo que permite simular grandes sistemas de
espines que escala linealmente con el nu´mero de espines. En este cap´ıtulo se describen y
analizan varias funciones de similitud entre espectros de RMN que se simularon usando
dicho algoritmo y se realiza una comparacio´n sistema´tica del desempen˜o que exhiben segu´n
un marco de evaluacio´n que se definido para tal fin. En la segunda parte de este cap´ıtulo se
usaran dichas funciones de similitud para predecir caracter´ısticas estructurales a partir de
espectros de RMN mediante aprendizaje de ma´quina. Estas predicciones podr´ıan ser usadas
en el futuro para realizar elucidacio´n automa´tica, sin embargo actualmente so´lo las usaremos
para calcular similitudes entre ellas y ver si de esta forma podemos obtener una buena medida
de similitud para espectros de RMN.
4.1. Similitud entre espectros
Co´mo se menciono´ anteriormente, los experimentos de RMN son fa´cilmente automatizables y
se pueden realizar grandes cantidades de estos en poco tiempo. Sin embargo, la interpretacio´n
de los espectros generados se hace manualmente y requiere del tiempo de expertos. Este
trabajo intenta explorar me´todos para la atribucio´n automa´tica de espectros de RMN, es
decir relacionar cada sen˜al de un espectro con un a´tomo de la mole´cula que representa. Un
paso clave en la interpretacio´n o atribucio´n automa´tica es establecer medidas de similitud
entre los datos experimentales obtenidos y un cierto conjunto de espectros de referencia
que pueden provenir de una base de datos o de espectros simulados. La comparacio´n entre
espectros de masa, UV o IR involucran generalmente coeficientes de correlacio´n, productos
punto o distancias euclidianas. Sin embargo dichos me´todos no funcionan bien para espectros
de RMN ya que estas medidas so´lo tienen en cuenta las intensidades relativas de las sen˜ales
y no proveen informacio´n acerca de su proximidad. Uno de los puntos claves para analizar
espectros de RMN es tener en cuenta que la mayor parte de la informacio´n esta´ concentrada
en unas pequen˜as a´reas(baja densidad), y que las sen˜ales pueden aparecer desplazadas varias
veces por encima del ancho de la sen˜al en espectros que esta´n altamente relacionados. Debido
a esto, varios me´todos han sido propuestos para calcular similitudes que minimizan el efecto
de los desplazamientos relativos de las sen˜ales, entre ellos incrementar artificialmente el
ancho de la sen˜al Kalelkar et al.[33]. Otro enfoque un poco ma´s dra´stico, sugiere tratar
cada espectro co´mo una distribucio´n de probabilidad y usar los momentos de la distribucio´n
para crear un conjunto de descriptores estad´ısticos [6] que permiten comparar espectros de
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RMN e IR y donde se demuestra su relacio´n con medidas de similitud calculadas sobre
estructuras. Sin embargo dichos me´todos generalizan demasiado las caracter´ısticas de los
espectros y subestiman sus diferencias sutiles, por lo cual no son buenos para discriminar
pequen˜as diferencias en caso de espectros altamente relacionados.
4.1.1. Correlaciones Cruzadas(Cross-Correlation)
De Gelder et al.[24] propone la medida de similitud entre dos espectros o funciones f(x) y
g(x) co´mo:
C(f, g) =
∫
w(r)cfg(r)dr√∫
w(r)cff (r)dr
∫
w(r)cgg(r)dr
(4-1)
Do´nde cfg(r) =
∫
f(x)g(x + r)dx y w(r) es una funcio´n de peso. En nuestros experimen-
tos usamos una funcio´n de peso triangular(CCT), una plana (CCP) y una semitriangu-
lar(CCS)(Ver CCT, CCP y CCS en la tabla 4-1).
Los autores muestran que la correlacio´n cruzada de funciones es una generalizacio´n de varios
de los me´todos propuesto previamente para calcular similitudes entre espectros. Sin embargo
el ca´lculo de la correlacio´n entre dos funciones tiene una complejidad computacional de orden
O(n2) con respecto al nu´mero de puntos en los espectros, lo que significa un tiempo de
ejecucio´n bastante grande para espectros con apenas 1024 puntos, como se puede ver en la
tabla 4-1.
4.1.2. Binning
Bodis et al.[10] propone una medida de similitud eficiente entre espectros que explotan las
caracter´ısticas globales y particulares de los espectros de RMN, mejorando la calidad de
las similitudes en presencia de desplazamientos debidos a cambios de temperatura, pH, etc.
Ellos proponen dividir iterativamente los espectros en 1, 2,...N cubetas del mismo taman˜o,
como se ilustra en la Fig. 4.1.
Despue´s de cada iteracio´n se calcula un coeficiente de similitud de la siguiente forma:
SIn =
Ifg(n)
If + Ig − Ifg(n) (4-2)
do´nde Ixes la integral del espectro x, y :
Ifg(n) =
n∑
i=1
min(If (i), Iy(i))
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Figura 4-1: Espectro predicho para la piperina(arriba). Y el correspondiente espectro con
modificaciones aleatorias(Abajo). En la figura se muestran las particiones para
1,2, 3 y 4 cubetas. Figura tomada de Bodis et al.[10].
El factor Ix(i) es la integral del espectro x en la i-e´sima cubeta.
Como SIn no es un funcio´n mono´tonamente decreciente (Fig. 4.2), la medida de similitud(ver
SI en la tabla 4-1) es calculada como el promedio de la envolvente superior de la funcio´n
de coeficientes SIn. Este me´todo es sumamente ma´s eficiente que el me´todo de correlacio-
nes cruzadas. Sin embargo, es dif´ıcilmente generalizable a espectros n-dimensionales dado
que genera un particionamiento exhaustivo del espectro, au´n en aquellas regiones donde no
hay sen˜ales, que abundan en los espectros de RMN. Adicionalmente, se necesita conocer el
nu´mero de espines para poder calcular la integral Ix , por lo que este me´todo no es un buen
candidato para implementarse en un buscador. Este me´todo conocido como binning, puede
ser mejorado agregando funciones de peso.
4.1.3. Binning con Funcio´n de Peso
Una mejora de ma´s del 20 % en el desempen˜o del algoritmo de binning descrito anteriormente
se logro´ introduciendo una funcio´n de peso en el ca´lculo del promedio de la envolvente
superior de SI. En nuestros experimentos se uso´ una funcio´n de peso
w(n) = exp(−5(n+ 1)/N)
Do´nde N es el nu´mero ma´ximo de particiones para el algoritmo de binning. De esta forma
la ecuacio´n 4-2 se expresa co´mo:
SIWn =
Ifg(n)
If + Ig + Ifg(n)
∗ w(n)/W (4-3)
W es un factor de normalizacio´n definido co´mo:
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Figura 4-2: Ilustracio´n de los valores de la funcio´n y de la envolvente superior sobre la cual
se calcula la similitud para un experimento particular. Figura tomada de Bodis
et al. [10].
W =
∑
n
w(n)
Co´mo la funcio´n w(n) es una funcio´n exponencial que decrece a medida que crece n, la impor-
tancia de las caracter´ısticas mas finas del espectro son menores ecentuando la importancia
de aquellas caracter´ısticas que mejor resumen a los espectros.(Ver SIW en la tabla 4-1)
4.1.4. Espectros de RMN como A´rboles Binarios
Para evitar que regiones del espectro donde no hay sen˜al se incluyan en el ana´lisis, se pue-
de representar los espectros de RMN co´mo a´rboles binarios, inspira´ndonos de los me´todos
descritos por Hinneburg et al.[28] y Bodis et al.[10]. El principio que consiste en partir el
espectro, inicialmente definido entre firstX y lastX, en regiones y describir cada regio´n por
su integral es el mismo usado para crear a´rboles binarios, con la diferencia que nosotros nos
concentramos en las regiones densas de los espectros como se puede ver en la Fig. 4.3a lo-
grando representaciones mas compactas y precisas de la informacio´n. Al igual que el me´todo
de binning los a´rboles binarios Fig. 4.3b son robustos con respecto a los desplazamientos de
las sen˜ales debidas a modificaciones en las condiciones experimentales.
Para crear a´rboles binarios es necesario normalizar la integral del espectro. Esta normaliza-
cio´n se puede hacer con respecto a la unidad o con respecto al nu´mero de a´tomos presentes en
el espectro. Como en el caso del binning, la normalizacio´n con respecto al nu´mero de a´tomos
influye favorablemente en el resultado final, pero implica tener un conocimiento adicional,
la fo´rmula emp´ırica. Entonces el centro de masa del espectro es calculado sobre el intervalo
P usando la fo´rmula:
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Figura 4-3: Centros de masa para el espectro predicho de el C16H20N2 . Cada bandera
representa la posicio´n del centro de masa en cada en cada particio´n del espectro.
b) a´rbol binario correspondiente, los valores del nodo representan el centro de
masa en ppm y la integral relativa respectivamente.
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Cp =
1
IxP
∑
i∈P
xiri
Donde IxP es la integral del espectro x en el intervalo P.
xi es la intensidad del espectro en el punto i.
ri es el vector de posicio´n de la i-e´sima intensidad.
Y P ≡ j : rj ∈ (firstX, lastX)
Usando los valores de Ix y Cp, se crea el nodo ra´ız del a´rbol (Fig. 4.3b) y se crean los
nodos hijos haciendo firstX=firsX y lastX = Cp y firstX=Cp y lastX = lastX para los hijos
izquierdo y derecho respectivamente. Se procede recursivamente hasta que la integral IxP sea
menor que un cierto valor mı´nimo definido por el usuario, o hasta que w = lastX−firstX <
minW . El valor minW debe ser determinado experimentalmente. En nuestros experimentos
obtuvimos minW= 0.419 ppm. Este valor se obtuvo aumentando la ventana mı´nima hasta
conseguir el mejor valor de Z en un sub-conjunto de nuestro conjunto de pruebas.
Varios me´todos pueden ser empleados para medir la similitud entres dos arboles creados
como se describio´ anteriormente.
Superposicio´n de A´rboles
Dados dos arboles A, B se alinean sus ra´ıces y se calcula la similitud solo teniendo en cuenta
los nodos comunes. La medida de similitud entre dos nodos na y nb con centros de masa en
Ca , y Cb e integrales Ia, Ib respectivamente, se calcula usando la siguiente formula:
C(na, nb) =

1 si na y nb son vacios.
0 si solo un nodo es vacio
α ∗ max(Ia,Ib)
Ia+Ib−max(Ib,Ib) + (1− α)∗
exp(−k∗ | Ca − Cb |)
en otro caso
(4-4)
Do´nde α es un para´metros que controla la importancia que se da a las integrales con respecto
a los centros de masa, y k es un para´metro que controla la sensibilidad del modelo a los
desplazamientos relativos de las sen˜ales.
Usando esta medida de similitud entre nodos se define la similitud entre dos a´rboles A, B
mediante la siguiente fo´rmula recursiva:
ST (A,B) =
C(root(A), root(B)) ∗ β+
(ST (left(A), left(B)) + ST (right(A), right(B))) ∗ (1− β)/2
(4-5)
Do´nde:
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root(X) es el nodo ra´ız del a´rbol X,
left(X) es el sub-a´rbol izquierdo del a´rbol X,
right(X) es el sub-a´rbol derecho del a´rbol X,
β ∈ [0, 1] es un para´metro definido por el usuario. Para nuestros experimentos usamos α
=0.3333, k=1.40909 y β=0.6666. (Ver ST en la tabla 4-1.)
Distancia de Edicio´n
La distancia de edicio´n[7], es el nu´mero mı´nimo de operaciones ba´sicas que se deben realizar
para convertir un a´rbol A en otro B. Las operaciones ba´sicas que se pueden llevar a cabo
son:
Eliminar un nodo
Agregar un nodo
Modificar un nodo
Cada una de estas operaciones tienen un costo asociado que depende del problema que se
este´ manejando. Una implementacio´n sencilla puede ser dar un costo de 1 a la eliminacio´n o
la creacio´n de un nodo, y un costo de 1- C(na,nb) como se describe en la ecuacio´n 1, para
la operacio´n de modificacio´n.
Otras Medidas de Similitud Entre Espectros
Las siguientes medidas de similitud fueron calculadas a partir de una discretizacio´n severa
de las intensidades de los espectros comprendidas entre 0 y 11 ppm, de forma que todas
aquellas sen˜ales con intensidad mayor al nivel de ruido del espectro son representadas por
un 1 y 0 para aquellas que no superen dicho nivel. A todos los espectros se les redujo la
resolucio´n a 1024 puntos promediando las intensidades.
Unio´n de intervalos
Se define como el cociente entre el nu´mero de intervalos(idealmente sen˜ales) de la unio´n entre
los descriptores binarios A y B y la suma de sus correspondientes intervalos por separado.
U(A,B) =
c
a+ b
Donde c es el nu´mero de cambios entre 1 y 0 que hay en el vector binario resultante de la
operacio´n (A OR B), a es el nu´mero de cambios entre 1 y 0 en A y b el cambios entre 1 y
0 en B. (Ver U en la tabla 4-1.)
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Figura 4-4: Construccio´n del ı´ndice binario a partir del grafo de la estructura. El conjunto
de sub-grafos codificados en el ı´ndice depende del problema.
Interseccio´n de intervalos
I(A,B) =
c
a+ b
Donde c es el nu´mero de cambios entre 1 y 0 que hay resultante (A AND B), a es el nu´mero
de cambios entre 1 y 0 en A y b el cambios entre 1 y 0 en B. (Ver I en la tabla 4-1.)
Coeficiente de Tanimoto
T (A,B) =
c
a+ b− c
Donde c es el nu´mero de caracter´ısticas comunes, a es el nu´mero de caracter´ısticas de A y
b el nu´mero de caracter´ısticas de B.(Ver T en la tabla 4-1.)
4.1.5. Similitud Entre Estructuras
Las medidas de similitud estructural se calcularon a partir de 512 descriptores binarios prove-
nientes de la estructura molecular mediante la herramienta de Actelion research(www1.actelion.com)
la cual es de uso privativo y no ha sido publicada¸ sin embargo contamos con una licencia
para su uso. En la Fig. 4.4 se muestra un pequen˜o ejemplo de la forma co´mo las estructuras
son transformadas en estos descriptores binarios.
La medida de similitud entre las estructuras es el producto punto sobre los vectores nor-
malizados de los 512 descriptores binarios. Esta medida de similitud es conocida como la
similitud coseno, y se define como:
cos(A,B) =
A ∗B
‖ A ‖ ∗ ‖ B ‖ (4-6)
Ma´s informacio´n acerca de similitud molecular puede ser encontrada en el cap´ıtulo 5 de [1] .
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4.2. Prediccio´n de caracter´ısticas estructurales
Co´mo se puede ver en la tabla 4-1, el ca´lculo de la similitud coseno sobre los descriptores
binarios de las estructuras que codifican la existencia o ausencia de un cierto conjunto de
sub-grafos, logra separar de forma casi perfecta los datos en ejemplos positivos y negativos.
Sin embargo los ca´lculos de las medidas de similitud calculadas sobre los espectros de RMN
tienen menor capacidad para realizar esta tarea, lo que significa, entre otras cosas, que las
mole´culas, representadas como espectros de RMN son menos dispersas que las mole´culas
representadas co´mo estructuras bidimensionales (grafos).
Co´mo se sabe, los espectros de RMN contienen informacio´n estructural de las mole´culas y
viceversa. En palabras sencillas y omitiendo muchos detalles y salvedades, podemos decir
que las sen˜ales (desplazamientos, integrales y multiplicidades) esta´n relacionadas con una
cierta configuracio´n de a´tomos en la estructura molecular, que pueden ser representados
por un grafo, Reich en su sitio web (http://www.chem.wisc.edu/areas/reich/handouts/nmr-
h/hdata.htm) tiene contenido muy dida´ctico do´nde se puede ver la asociacio´n, obtenida
por experiencia, entre varios tipos de residuos y sus desplazamientos qu´ımicos esperados.
Los descriptores binarios que usamos para calcular las similitudes estructurales tienen una
estrecha relacio´n con los residuos mencionados anteriormente.
La idea de la prediccio´n de datos estructurados usando kernels esta´ basada en la propiedad
de que los me´todos de kernels, empotran cualquier tipo de dato en un espacio lineal, lo cual
puede ser usado para transformar los objetivos a nuevas representaciones ma´s amenas para
prediccio´n usando te´cnicas existentes.
Sin embargo como el intere´s son las predicciones en el espacio original, se debe resolver
un problema de reconstruccio´n adicional que es independiente del problema de aprendizaje
tambie´n conocido como el problema de la pre-imagen.
En la Fig. 4.5 se ilustra el problema de la prediccio´n de datos estructurados aplicado a la
prediccio´n de estructuras moleculares a partir de espectros de RMN. En este caso uno esta´ in-
teresado en aprender una funcio´n f(x) : X → Y dado un conjunto de n parejas de datos
Dn = {(xi, yi)}ni=1 ⊂ X × Y . Para tal fin se mapean las salidas sobre un espacio vectorial
φy dentro de un Reproducing Kernel Hilbert Space (RKHS) Hy que puede ser usado para
aprender una equivalencia TH entre el espacio X y la representacio´n vectorial de las salidas.
En este caso el espacio de caracter´ısticas φy(y) para las estructuras es el vector binario usado
para calcular la similitud entre estructuras del cap´ıtulo anterior. Este nuevo problema de
aprendizaje usando las salidas transformadas puede ser resuelto como un problema esta´ndar
de regresio´n lineal. A continuacio´n mostramos dicha solucio´n mediante ma´quinas de vec-
tores de soporte usando una novedosa metodolog´ıa conocida como los Mapeos de Kernel
Conjunto[55] ( Joint Kernel Maps en ingle´s). Para realizar comparaciones entre estructuras,
las predicciones sobre el espacio vectorial φy son suficientes y por tanto no nos preocupare-
mos por el problema de la funcio´n de decodificacio´n Γ que devuelve la estructura a partir de
las predicciones TH(x) para nuevos datos de entrada x.
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Figura 4-5: Mapeo entre los espacios originales X (espectros) e Y (estructuras) y el co-
rrespondiente espacio de caracter´ısticas Hy en la estimacio´n de dependencias a
trave´s de la funcio´n de kernel.
La metodolog´ıa descrita por Weston et al.[54] se usa para la estimacio´n de datos de alta
dimensionalidad entre tipos de datos arbitrarios (a´rboles, grafos, secuencias de caracteres,
clases de una taxonomı´a, etc) como un problema de regresio´n. Esto se logra mapeando los
objetos en un espacio discreto o continuo usando kernels conjuntos(JK por sus siglas en
ingle´s). Los JK permiten especificar explicitamente cualquier tipo de correlaciones conocidas
a priori entre entradas-salidas y salidas-salidas.
Conside´rese el cla´sico ejemplo de regresio´n do´nde, dados un conjunto de entradas y salidas
{(x1,y1), (x2,y2),..., (xn,yn)} ide´ntica e independientemente muestreados de una cierta dis-
tribucio´n P sobre un espacio de productos puntos X xY queremos encontrar una funcio´n W
que transforme X en Y tal que:
∫
X×Y
‖ y −Wx ‖2y dP (x, y)
sea minimizada. En el caso de un mapeo lineal en W, las predicciones en los datos se hacen
mediante la ecuacio´n
y(x) = arg miny∈Y ‖ Wx− y ‖2= Wx
Si nos restringimos al caso do´nde las salidas son normalizadas de forma que el problema de
optimizacio´n que se debe resolver es: minimizar
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‖ W ‖2FRO
sujeto a:
∀i, {∀y ∈ Y :‖ yi − y ‖≥ } : yTi Wxi ≥ 2/4
4.2.1. Joint Kernel Maps(JKM)
Este problema de optimizacio´n se puede reescribir considerando la matriz W de dimensio´n
dim(x)xdim(y) como un vector w de dimensio´n dim(X)dim(Y) y escogiendo el espacio de
caracter´ısticas
[φ(x, y)]ij = (xy
T )ij, i = 1, ..., dim(x) j = 1, ..., dim(y) (4-7)
El problema de optimizacio´n consiste en minimizar
‖ W ‖2 (4-8)
Sujeto a
< w, φXY (xi, yi)− φXY (xi, y) >≥ 2/2
∀i, {∀y ∈ Y :‖ yi − y ‖≥ }
Sin embargo cualquier mapeo diferente al mostrado en la ecuacio´n 2 puede ser usado -de
hecho escoger un mapeo que tome en cuenta el conocimiento previo sobre el problema es el
punto clave de este enfoque. Se le llama mapeo de kernel conjunto(joint kernel map) a la
funcio´n φ(x, y) y a
J((x, y), (xˆ, yˆ)) = φ(x, y)Tφ(xˆ, yˆ)
se le llama el joint kernel. El punto con los joint kernels es poder describir similitudes entre
parejas de entrada-salida manda´ndolas conjuntamente sobre un espacio de caracter´ısticas
conjunto.
La funcio´n objetivo puede ser reescrita con kernels co´mo:
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
4
2 ∑
i,y:‖yi−y‖≥
αiy − (1/2)
∑
i, y :‖ yi − y ‖≥ 
j, yˆ ‖ yi − yˆ ‖≥ 
αiyαiyˆ[J((xi, yi), (xj, yj))− J((xi, yi), (xj, yˆ))
−J((xi, y), (xj, yj)) + J((xi, y), (xj, yˆ))]
Sujeta a:
αiy ≥ 0, i = 1, ...,m, {∀y ∈ Y :‖ yi − y ‖≥ }
El mapeo lineal esta´ndar implica que J((xi, yi), (xi, yj))=< xi, xj >< yi, yj >=K(xi, xj)L(yi, yj),
do´nde K(xi, xj) =< xi, xj > y L(yi, yj) =< yi, yj > son funciones de kernel para la entradas
y las salidas respectivamente.
Ahora
w =
∑
i,y‖yi−y‖≥
αiy[φ(x, yi)− φ(xi, y)].
Para ciertos kernels conjuntos (que son lineales en la salida) es posible calcular la matriz
W explicitamente para conseguir el mapeo (como se puede ver en la ecuacio´n anterior). Sin
embargo para mapeos no lineales en la salida debemos resolver el problema de la pre-imagen:
y(x∗) =
arg max
y∗ ∈ Y
< W,φxy(x
∗, y∗) >
=
arg max
y∗ ∈ Y
∑
i,y:‖yi−y‖≥
αiyJ((xi, yi), (x
∗, y∗))− αiyJ((xi, y), (x∗, y∗)). (4-9)
Los detalles de la optimizacio´n para este problema se encuentran en el cap´ıtulo 4 del libro
“Predicting structured data”[27].
A continuacio´n se muestra un tipo de kernel con el cual no es necesario resolver el problema
de la pre-imagen.
Kernel producto tensor (tensor product kernel): Un kernel que no codifica ninguna
correlacio´n entre entradas y salidas puede ser obtenido usando el producto
JLINEAR((x, y), (xˆ, yˆ)) = K(x, xˆ)L(y, yˆ) =< φX(x), φX(xˆ) >< φY (y), φY (yˆ) >
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Do´nde K y L son kernels en el espacio de entrada y salida respectivamente. Si K y L son
definidos positivos, entonces K tambie´n lo sera´. El espacio de caracter´ısticas conjunto es
conocido como el producto tensor entre los espacios de caracter´ısticas individuales.
Co´mo exploracio´n inicial, este enfoque es va´lido, sin embargo se sabe que ciertas regiones
de los espectros de RMN esta´n altamente correlacionadas con la presencia de ciertas con-
figuraciones moleculares por tanto la eleccio´n de un kernel que las codifique ser´ıa deseable
en futuras investigaciones. Si L es un kernel lineal entonces podemos calcular W como se
mostro´ anteriormente. Sin embargo en algunas ocasiones no podemos calcular W explicita-
mente, entonces podemos llevar a cabo una prediccio´n usando la siguiente ecuacio´n
WLINEALx =
∑
i,y:‖yi−y‖≥
αiyK(xi, x)y
T
i − αiyK(xi, x)yT .
no´tese que en este mapeo, la prediccio´n y(x)se realiza impl´ıcitamente usando la fo´rmula
y(x) = Wx, y por tanto no es necesario resolver el problema de la pre-imagen ya que el
producto punto < φY (y), φY (yˆ) > es ma´ximo cuando φY (y) = φY (yˆ) .
4.2.2. Definicio´n de funciones
La solucio´n al problema de optimizacio´n planteado para los JKM se lleva a cabo mediante
una modificacio´n al algoritmo de aprendizaje mediante ma´quinas de vectores de soporte para
datos inter-dependientes y estructurados en el espacio de salida descrito por Tsochantaridis
et al.[50] e implementado en la librer´ıa svm struct[31]. Para usar dicho algoritmo, es necesario
definir 4 funciones que sera´n descritas a continuacio´n:
Funcio´n de pe´rdida 4(y, yi)(loss(y, yi)): Es una funcio´n que cuantifica la diferencia
entre las entradas y e yi. Dicha funcio´n debe cumplir que 4(y, yi) > 0 para y 6= yi y
4(y, yi) = 0 para y = yi. En nuestro caso usamos co´mo funcio´n de pe´rdida 1−cos(y, yi),
do´nde cos(y, yi) es la funcio´n de similitud coseno descrita en el cap´ıtulo anterior.
Funcio´n de mapeo conjunto φ(x, y) (psi(x, y)): Es la funcio´n que mapea en un
espacio de caracter´ısticas conjunto la entrada x con la salida y. En nuestro caso, todas
la operaciones en el espacio de caracter´ısticas conjunto se realizan usando la funcio´n
de kernel, por tanto no calculamos expl´ıcitamente dicho mapeo y la funcio´n retorna la
concatenacio´n de los espacios de caracter´ısticas individuales x e y.
Encontrar la restriccio´n ma´s violada: Esta funcio´n retorna la restriccio´n ma´s vio-
lada por el modelo. Ba´sicamente se trata de encontrar el yˆ =
arg max
y ∈ Y
H(y) do´nde
H(y) es una funcio´n de costo que para el caso de la optimizacio´n con re-escalamiento
de la holgura (slack rescaling) se define co´mo H(y) = (1− < δΨi(y), w >)
√4(y, yi).
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Estas funcio´n requiere buscar en todo el espacio de salida la condicio´n ma´s violada.
Co´mo el conjunto de todas aquellas mole´culas que se pueden describir usando 512
subgrafos(descriptores binarios) es enormemente grande(2512), la bu´squeda de la res-
triccio´n ma´s violada se realizo´ sobre un conjunto de 10.000 centroides obtenidos del
entrenamiento de un SOM[35] para 1’000.000 de mole´culas comercialmente disponibles,
usando la similitud coseno como me´trica de distancia. El argumento para esta aproxi-
macio´n es que los centroides de un SOM resumen las caracter´ısticas ma´s relevantes de
un sub-conjunto de mole´culas que al provenir de un conjunto de mole´culas de intere´s
industrial y acade´mico cubren de forma amplia el espectro de todas las mole´culas para
las cuales estamos interesados en realizar predicciones en la pra´ctica.
En nuestro caso identificamos la condicio´n ma´s violada co´mo:
y∗ =
arg max
y ∈ Y
‖ yi ‖2 − ‖ y ‖2 −2(yi − y)T yˆ(xi)
sujeto a
‖ yi − y ‖≥ 
Do´nde Y es el conjunto de centroides normalizados del SOM y yˆ(xi) = Wxi es la pre-
diccio´n para el ejemplo xi. Co´mo los vectores yi e y fueron normalizados inicialmente,
el problema se redujo a maximizar
y∗ =
arg max
y ∈ Y
− 2(yi − y)T yˆ(xi)
sujeto a
‖ yi − y ‖≥ 
Funcio´n de kernel conjunto JLINEAL((x, y), (xˆ, yˆ)) : Una funcio´n que calcule el
kernel conjunto entre parejas de entrada-salida. En nuestro caso la funcio´n JLINEAL se
definio´ de la siguiente manera:
JLINEAL((x, y), (xˆ, yˆ)) = K(x, xˆ)L(y, yˆ)
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Con la funcio´n de kernel sobre las entradas definida co´mo
K(x, xˆ) = ST (x, xˆ)
la similitud entre los a´rboles binarios y
L(y, yˆ) = cos(y, yˆ)
la medida de similitud coseno definida sobre las estructuras moleculares definidas en el
cap´ıtulo de similitudes entre espectros de RMN. Co´mo se puede constatar fa´cilmente
la similitud coseno no es ma´s que el producto punto entre los vectores normalizados
y, yˆ por tanto cumple la condicio´n de linealidad necesaria para evitar el problema de
la pre-imagen.
Para la fase de entrenamiento se procede iterativamente con el algoritmo de svm-struct
agregando el ejemplo que ma´s viola el modelo(el que produce el mayor error) al conjunto de
trabajo y re-optimizando. Se puede mostrar que en cada iteracio´n la funcio´n objetivo mejora
estrictamente y se garantiza que termina si el problema es separable.(Ver JKM en la tabla
4-1.)
Entrenamiento
Para el entrenamiento se usaron 100 mole´culas de las empleadas anteriormente. Las mole´culas
fueron seleccionadas al azar del conjunto total de 296 mole´culas. Para el entrenamiento se
comenzo´ con un  = 0,3 . Este valor fue disminuido sin dejar de garantiza separabilidad,
hasta el valor de  = 0,19. Los para´metros de la funcio´n de kernel entre a´rboles fueron los
mismos usados en el cap´ıtulo de similitudes. El modelo produjo 95 vectores de soporte y
un error ma´ximo en el conjunto de entrenamiento. El tiempo de entrenamiento fue de 52
minutos y el modelo tardo´ 18 minutos realizando 3232 predicciones en el espacio de φY .
El objetivo de este trabajo es probar el desempen˜o de la similitud coseno sobre las predic-
ciones realizadas y ver si era mejor que las similitudes calculadas directamente sobre los
espectros. Para esto se calculo´ la similitud coseno sobre las 3232 predicciones . El resul-
tado se reporto´ en la tabla 4-1 del cap´ıtulo 4. Si queremos predecir las estructuras y no
solo los descriptores binarios, es necesario encontrar la funcio´n Γ de decodificacio´n sobre las
predicciones. Dicha funcio´n se puede codificar como una funcio´n que retorna todos las posi-
bles combinaciones de subgrafos del vector de descriptores predicho. Si se conoce la fo´rmula
emp´ırica de la mole´cula, el nu´mero de dichas combinaciones es enormemente reducido y por
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tanto una optimizacio´n posterior que explore exhaustivamente este espacio factible, ajus-
tando de la mejor forma las intensidades en el espectro experimental dara´ finalmente la
estructura buscada. Este funcio´n se estudiara´ en un trabajo posterior. 1
4.3. Experimentacio´n
Para nuestros experimentos utilizamos un computador de escritorio con 2GB de RAM y
procesador dual core de 2.2 GHz. Todos los algoritmos probados, fueron implementados en
java.
Para probar el desempen˜o de las medidas de similitud quisimos llevar los me´todos al l´ımite.
Para esto definimos un conjunto de mole´culas que son similares en peso molecular y para
cada una de ellas se predijo el espectro.
Basados en el directorio qu´ımico de ChemExper (www.chemexper.com), buscamos aquellas
mole´culas que cumplieran los siguientes criterios :
Peso molecular 250-+10
Fo´rmula molecular del tipo C10-20H10-30O0-10N0-10
Comercialmente disponible a trave´s de Acros Organics(www.acros.be) o Maybrid-
ge(www.maybridge.com).
Este query nos dio 326 mole´culas que despue´s de ser filtrado para evitar inconsistencias, nos
dio un conjunto de 296 mole´culas. La Fig 4.6, muestra la distribucio´n de mole´culas segu´n el
nu´mero de protones en el conjunto de datos. El autor agradece la colaboracio´n del Dr. Luc
Patiny en la construcio´n de dicho conjunto.
Los desplazamientos y las constantes de acople fueron predichas usando spinus[20] desde el
sitio web http://spinus.uni.cc/prednoui.cgi. La Fig. 4.7 muestra la adicio´n de todos los 296
espectros. Las frecuencias esta´n entre 12 ppm y 0 ppm.
La influencia de la variacio´n en la concentracio´n, el solvente y la temperatura, entre diferentes
experimentos debe ser tomada en cuenta en los ca´lculos de similitud entre espectros de RMN.
Basados en diferentes resultados experimentales se definio´ el error para los desplazamientos
como una variable aleatoria(v.a) normalmente distribuida y ∼ N (0, 0,28) en ppm y para
las constantes de acople se definio´ el error como una v.a x ∼ U(−2, 2) en Hz. Para cada
prediccio´n se crearon 10 espectros simulando cambios en las condiciones experimentales
(Fig. 4.8), mediante la adicio´n de errores a los desplazamientos y los acoples usando las v.a
anteriores. Con esto se creo un conjunto de 3256 espectros de RMN. Los espectros fueron
simulados usando la herramienta descrita en la primera parte de este cap´ıtulo, usando un
taman˜o de grupo ma´ximo de 8 espines.
1En este caso las intensidades esta´n relacionadas con el nu´mero de veces que cada sub-estructura esta´ pre-
sente en la mole´cula original. Claramente los descriptores binarios usados para el mapeo de la estructura
no codifican esta informacio´n.
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Figura 4-6: Distribucio´n del nu´mero de mole´culas segu´n el nu´mero de protones.
Figura 4-7: Distribucio´n de la suma de intensidades en los 296 espectros normalizados.
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Figura 4-8: Modificaciones aleatorias de la prediccio´n de un espectro de RMN agregando
errores artificiales a los desplazamientos y a las contantes de acople. Los errores
en los desplazamientos corresponden a una v.a y ∼ N (0, 0,28) en ppm y en los
acoples corresponde a una v.a x ∼ U(−2, 2) en Hz.
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Con el a´nimo de comparar la capacidad de las medidas de similitud para relacionar espec-
tros simulados con sus respectivos espectros experimentales se utilizo´ un conjunto de 4873
mole´culas del repositorio de ChemExpert(www.chemexper.com) delas cuales se dispone del
espectro experimental. Para cada mole´cula se predijeron los desplazamientos y las constantes
de acople usando spinus. A partir de estos valores se crearon 10 variaciones aleatorias co-
mo se describio´ anteriormente para obtener 48730 predicciones. Finalmente, los respectivos
espectros fueron simulados. El conjunto total de espectros en este caso fue de
4873 espectros experimentales
53603 espectros simulados (4873 predicciones + 48730 variaciones)
Total 58.476 Espectros
Para este conjunto so´lo se calculan las similitudes entre los espectros experimentales y los
espectros predichos.
4.3.1. Metodolog´ıa de evaluacio´n
Para la evaluacio´n del desempen˜o de cada me´todo se usaron los siguientes descriptores:
Promedio de ejemplos positivos(µp): Es el promedio de las medidas de similitud
entre cada pareja de los 11 ejemplos derivados de la misma mole´cula. En condiciones
ideales esta medida deber´ıa ser cercana 1.
Promedio de ejemplos negativos(µn): Es el promedio de las medidas de similitud
entre cada pareja de espectros que no son derivados de la misma mole´cula. El valor
esperado para esta variable es el promedio de la similitud estructural entre cada par de
estructuras de nuestro conjunto de datos ya que estamos interesados en una medida de
similitud que nos permita encontrar similitudes y disimilitudes en series de espectros.
Desviacio´n esta´ndar de ejemplos positivos(σp): Es la desviacio´n esta´ndar entre
las medidas de similitud de los ejemplos positivos.
Desviacio´n esta´ndar de ejemplos negativos(σn): Es la desviacio´n esta´ndar entre
las medidas de similitud de los ejemplos negativos. El valor esperado es la desviacio´n
esta´ndar de la similitud estructural.
Coeficiente de sen˜al a ruido (S/N):
µp − µn
σn
Coeficiente de sen˜al a fondo (S/B):
µp
µn
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Figura 4-9: La figura ilustra la banda de separacio´n entre dos distribuciones de probabilidad
normal. El factor Z cuantifica dicha banda de separacio´n. Ilustracio´n tomada
de Zhang et al.[57]
Factor Z:
1− 3 ∗ (σp + σn)| µp − µn |
El factor Z [57] dice que tan grande es la separacio´n entre las bandas positivas y las
bandas negativos. Mientras mas grande sea Z ma´s grande es la banda de separacio´n
Fig. 4.9. Valores negativos de Z significan que la medida de similitud no es apropiada
para separar los datos.
Error cuadra´tico medio (E s): Si aceptamos como correctas las medidas de simi-
litud calculadas sobre los descriptores moleculares, el error cuadra´tico medio mide el
nivel de error entre nuestras similitudes calculadas entre los espectros y el valor objetivo
definido como la similitud sobre las estructuras.
Tiempo de ejecucio´n (T): Tiempo requerido para calcular la similitud entre cada
pareja de espectros del conjunto.
Aunque se calcularon y se han reportado los valores de S/N y S/B, dichos valores aportan
poca informacio´n acerca de que tan buena o mala es la medida de similitud [57]. Los valores
en los cuales debemos centrar nuestra atencio´n son el factor Z, que nos permite medir que
tan buena es la funcio´n de similitud para llevar a cabo tareas de agrupamiento y en los coefi-
cientes de correlacio´n y error cuadra´tico medio que nos permiten saber que tanta informacio´n
estructural podemos extraer de los espectros de RMN con dicha funcio´n de similitud.
4.4. Resultados y discusio´n
En la tabla 4-1 se muestran los resultados de la evaluacio´n de cada uno de los me´todos de
similitud descritos anteriormente. Cada me´todo fue analizado con dos niveles de normaliza-
cio´n diferente para los espectros. El primer nivel de normalizacio´n (1) omite la informacio´n
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Figura 4-10: Distribucio´n de las similitudes. Los datos se dividen en control negativo(barras
grises) y control positivo( barras blancas). Se muestran las distribuciones para
las similitudes: (a) Sobre las estructuras (Caso ideal)¸ (e) Sobre las predic-
ciones estructurales¸ (b)(c)(d) Binning¸ Binning pesado¸ y a´rboles binarios
con datos normalizados al nu´mero de H, (f)(g)(h) Binning¸ Binning pesado¸
y a´rboles binarios para datos con norma 1. La l´ınea so´lida representa la dis-
tribucio´n gausiana de las medidas de similitud estructural.
del nu´mero de a´tomos observados Nobs y la integral de cada espectro se normalizo´ a 1 Fig.
4.10(f,g,h). En el segundo nivel de normalizacio´n (H) se incluye el nu´mero de a´tomos obser-
vados como valor para la intergral del espectro total. En el trabajo de Bodis y colaboradores
reportan unicamente resultados obtenidos con el segundo nivel de normalizacio´n Fig. 4.10b,
sin embargo en muchos casos el nu´mero de a´tomos no se conoce.
Los resultados de la tabla 4-1 son consistentes con los resultados reportados por este grupo:
el me´todo binning (MB) es ma´s eficiente y logra una mejor separacio´n que el me´todo de
correlaciones cruzadas (MCC). Finalmente, es importante mencionar que en este experimento
ninguno de los me´todos analizados pudo separar completamente el conjunto en positivos y
negativos (Z¿=0 ). Esto porque elegimos un conjunto de datos menos disperso que aquel
seleccionado por Bodis et al., con el a´nimo de estudiar el comportamiento de cada me´todo
en condiciones extremas.
Las medidas de similitud unio´n de intervalos, interseccio´n de intervalos y Tanimoto fallan
demostrando el papel importante de la intensidad de las sen˜ales. Este resultado confirma
la importancia de incluir la intensidad como para´metro cuando se crean los arboles, o si se
piensa en un nuevo me´todo. Por el contrario, las medidas de similitud basadas en partir el
espectro demostraron ser las mejores para propo´sitos de clustering.
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En la figura 4.10 mostramos las distribuciones de las mejores medidas de similitud reportadas
en la tabla 4-1. La distribucio´n de referencia es la que se obtiene al comparar las estructuras
moleculares. En la figura vemos como la distribucio´n de las similitudes para las predicciones
estructurales ajustan de forma casi perfecta la distribucio´n de referencia en el caso de los
ejemplos de control negativo. En el caso de la similitud usando a´rboles binarios Fig. 4.10(d)
y (h) vemos que las distribucines no corresponden a una distribucio´n normal por tanto el
factor Z’ debe ser analizado con cuidado.
Finalmente, las medidas de similitud basadas en a´rboles superan a la medida de binning
cla´sico. Es importante notar la similitud que existe entre los mapeos de binning y a´rboles
binarios, sin embargo el segundo me´todo nos da mayor libertad para definir diferentes medi-
das de similitud sobre ellos y para parametrizar dichas funciones con el a´nimo de mejorar su
desempen˜o en diferentes tipos de problemas. Adicionalmente nuestro me´todo para mapear
espectros unidimensionales usando los centros de masa y las integrales se puede extender
fa´cilmente a espectros multidimensionales. Co´mo ejemplo de esto considere el me´todo pro-
puesto por Hinneburg et al.[28], do´nde se utilizan rejillas de diferente taman˜o para mapear
espectros bi-dimensionales a documentos de texto como se muestra en la Fig. 4.11b. Para
representar la informacio´n contenida en el espectro, se asigna una secuencia de letras (pala-
bras), a cada recuadro de cada una de las rejillas y se construye un documento de texto (una
secuencia de palabras) usando cada uno de los recuadros que contiene informacio´n (integral
mayor a 0) en el espectro. La metodolog´ıa de partir el espectro recursivamente en sus centros
de masa Fig. 4.11a, como nosotros proponemos, tambie´n genera un sistema de recuadros en
el espectro bidimensional para aquellas regiones que contiene informacio´n, pero no de ta-
man˜os fijos si no de taman˜os variables y decrecientes hasta do´nde lo requiera el espectro, y
do´nde la informacio´n no es representada por una palabra, sino por una coordenada espacial
y una integral relativa.
En la Fig 4.11a se ha creado un ar´bol a partir de los particiones en los centros de masa del
espectro, cada nu´mero en la figura representa la profundidad del nodo en el a´rbol para cada
centro de masa. En este caso cada nodo no tiene 2 hijos, como en el caso de espectros bi-
dimensionales, sino 4: uno por cada cuadrante generado al establecer un plano de coordenadas
con origen en el centro de masa. En la figura se ve´ como nuestro me´todo representa la posicio´n
de los picos de forma ma´s clara y compacta que la representacio´n obtenida al partir el espectro
en las rejillas de la Fig. 4.11b. Queda como trabajo futuro evaluar el desempen˜o de nuestra
metodolog´ıa con respecto a los resultado publicados en [28] con espectros bi-dimensionales.
Cuando se agrega una funcio´n de peso al MB, su capacidad para separar los datos se in-
crementa. Pero au´n ma´s interesante es ver co´mo el error absoluto medio y la correlacio´n
con las similitudes estructurales mejoran dra´sticamente (los mejores de la tabla) para am-
bos niveles de normalizacio´n. La asignacio´n y la elucidacio´n de estructuras son tareas que
involucran varias funciones una de las cuales implica determinar similitudes entre espectros.
Para que un me´todo automa´tico de ana´lisis tenga importancia en la industria y pueda ser
implementado, se asume comu´nmente que tiene que tener e´xito en ma´s de 95 % de los casos.
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Figura 4-11: Rejillas creadas en el mapeo de un espectro bidimiensional hipote´tico usando
(a) el me´todo de centros de masa y (b) rejillas de taman˜o fijo correspondientes
a 4 (azul), 9 (rojo) y 16 (verde) particiones [28]. Los nu´meros en rojo para la
figura (a) corresponden a la profundidad del nodo del a´rbol para cada centro
de masa.
Por consecuente los resultados presentados en la tabla 4-1 se tienen que leer en esta o´ptica,
por lo que una mejora en el error cuadra´tico medio cerca del 13 % para este conjunto de
datos es un avance considerable.
Co´mo se puede observar en la tabla 4-1 el ca´lculo de las similitudes entre predicciones de
subestructuras logro´ mejorar los resultados obtenidos por las medidas de similitud calculadas
directamente sobre espectros de RMN sin embargo con un tiempo de ejecucio´n mucho mayor,
lo que lo hace inviable como medida de similitud para un buscador en l´ınea. A pesar¸ de esto el
resultado es bastante alentador ya que nos da´ un punto de partida para explorar el problema
de la elucidacio´n automa´tica con un enfoque de prediccio´n de datos estructurados.
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5 Descripcio´n de la Aplicacio´n
En este cap´ıtulo se mostrara´n las herramientas de elucidacio´n asistida desarrolladas usando
los me´todos descritos en el cap´ıtulo anterior y una aplicacio´n pra´ctica de ajuste de para´me-
tros para espectros de masa. Para comenzar mostraremos el sistema de bu´squeda de espectros
de RMN por ejemplos implementado en la plataforma para el procesamiento y manejo de
espectros de RMN http://co.mylims.org. Posteriormente describiremos el simulador de es-
pectros disponible en l´ınea y como funcio´n accesible a partir de Javascript, el formato para
los datos de entrada y los diferentes para´metros de la simulacio´n.
5.1. Buscador de Espectros de RMN
Usando las funciones de similitud que se definieron en el cap´ıtulo 4 se construyo´ un buscador
en l´ınea que usa como entrada ejemplos crudos. Hay dos razones clave por las cuales nos
dimos a esta tarea: La primera es que actualmente existen muchas bases de datos en las
cuales podemos realizar bu´squedas usando desplazamientos como para´metros, pero ninguna
hasta do´nde sabemos, permite buscar usando espectros completos como entradas; La segunda
razo´n es nuestra base de datos misma y la forma co´mo se obtiene la informacio´n. En ella
la informacio´n proviene principalmente de usuarios y en pocas ocaciones los espectros son
atribuidos, de forma que solo contamos con los desplazamientos y las constantes de acople
de las sen˜ales de forma impl´ıcita en el espectro. De igual forma en muchas ocasiones es dif´ıcil
extraer dicha informacio´n de un espectro unidimensional, de forma que es mucho mas co´modo
para un usuario mostrar el espectro tal cual el es, que tratar de analizarlo completamente
antes de realizar una bu´squeda.
Dicho buscador de espectros de RMN fue implementado como herramienta de bu´squeda
avanzada en el sistema de manejo de informacio´n qu´ımica http://co.mylims.org ( Fig. 5.1).
Para realizar una bu´squeda es necesario un espectro en formato jcamp[41, 19]. Si el es-
pectro no esta´ procesado el sistema lo procesa automa´ticamente y crea a partir de e´l una
representacio´n reducida de 1024 bytes. Dependiendo del tipo de espectro diferentes ventanas
espectrales sera´n utilizadas. Para espectros de 1H la ventana esta´ entre 0 y 10 ppm, para 1H
entre 0 y 220 ppm 13C y para 19F entre 0 y 200 ppm. Dichas representaciones son usadas
tambie´n para almacenar en la base de datos representaciones reducidas de los espectros que
pueden ser accedidas ra´pidamente para diversos propo´sitos. Por razones de desempen˜o y
simplicidad, en esta primera versio´n del buscador estas representaciones son utilizadas para
las bu´squedas en lugar de los espectros originales.
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Figura 5-1: Sistema de bu´squeda avanzada en http://co.mylims.org
Usando la representacio´n reducida del espectro, se crea la representacio´n que sera´ usada
por la funcio´n de bu´squeda, por ejemplo un vector de particiones o un a´rbol binario como
se describio´ en el cap´ıtulo anterior. El espectro es comparado con cada espectro de la base
de datos y una tabla relaciona la llave primaria de cada espectro con el nivel de similitud
reportado para la bu´squeda y un identificador hash u´nico creado para el espectro de entrada,
de forma que mu´ltiples bu´squedas pueden ser realizadas en el servidor de forma simultanea.
Los resultados de las bu´squedas se muestran listando los espectros de la base de datos
ordenados segu´n su nivel de similitud que se reporta en u´ltima columna. En la Fig. 5.2 se
puede ver un ejemplo de la salida producida para una bu´squeda.
Usando el applet de procesamiento y visualizacio´n hook3 creado por Banfi y Patiny.[3] es
posible superponer cualquier conjunto de espectros, como se muestra en la Fig. 5.3 para las 3
primeras entradas de la tabla de la Fig 5.2. do´nde es posible asignar las sen˜ales del espectro
a su correspondiente estructura.
Hook3 fue una herramienta creada inicialmente para visualizar informacio´n qu´ımica como
estructuras y espectros y do´nde era posible realizar asignaciones. Actualmente hook3 contiene
todo un conjunto de herramientas para procesamiento y ana´lisis de informacio´n espectral,
simulacio´n, comparacio´n y ajuste de espectros que funciona on-line o en linea de comandos
usando javascripts.
El sistema completo de tratamiento y manejo de informacio´n qu´ımica disponible en www.mylims.org
ha sido implementado sobre una base de datos mysql, y un servidor de aplicaciones tomcat.
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Figura 5-2: Resultado de una bu´squeda en el sistema. En la u´ltima columna se muestra el
nivel de similitud.
Figura 5-3: hook3: Applet de visualizacio´n do´nde se muestra la superposicio´n de las 3 pri-
meras entradas de la lista de la Fig. 5.2.
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5.2. Simulador de Espectros de RMN
El simulador de espectros de RMN que implementa el algoritmo descrito en el cap´ıtulo 4
esta´ disponible como herramienta de la aplicacio´n en l´ınea en el menu´ “Prediction”. Actual-
mente el sistema es visitado a diario por ma´s de 1000 IP’s diferentes alrededor del mundo.
Para realizar una simulacio´n y ver el resultado en hook3 es necesario suplir al sistema con
una tabla que describa el sistema de espines en el siguiente formato:
Informacio´n del nu´cleo Lista de acoples
N-ID C-ID Shift Libre Libre
∫
N-ID Mult. J N-ID Mult. J ...
1 4 2 1 2 d 5 3 d 15 ...
2 5 2.02 1 3 d 3 3
3 6 4 1
Tabla 5-1: Descripcio´n de la informacio´n necesaria para realizar una simulacio´n en nuestra
herramienta. En el ejemplo se muestra un sistema ABX con δA = 2 ppm, δB =
2,02 ppm y δX = 4 ppm, con constantes de acople JAB = 5 Hz, JAX = 15 Hz y
JBX = 3 Hz. La tabla se debe ingresa como un archivo de texto separado por
tabuladores.
El sistema de espines se puede ingresar en el campo de texto junto con los para´metros de la
simulacio´n en el applet que se muestra en la Fig. 5.4. Adema´s sistema acepta predicciones
realizadas desde http://spinus.org/prediction.cgi do´nde se usa la prediccio´n de desplazamien-
tos mediante redes neuronales[20]. Dichas predicciones pueden ser usadas, por ejemplo como
aproximacio´n inicial para un proceso de atribucio´n(asignacio´n) entre espectros y estructuras,
o para un proceso de bu´squeda de desplazamientos y constantes de acople de un espectro
experimental, mediante modificaciones manuales de dichas predicciones hasta conseguir una
buena superposicio´n entre los espectros experimentales y predichos.
Adicionalmente el simulador funciona en modo consola, mediante javascripts, para simula-
ciones de mole´culas en lotes como las usadas para la construccio´n del conjunto de datos del
cap´ıtulo 4. El script mostrado en el algoritmo 1 simula el sistema ABX descrito en la tabla
5-1
Los saltos de l´ınea son reemplazados por “\n\r” en la especificacio´n del sistema de espines.
La funcio´n simulateJW2Spectrum(table,400000000,0,5,3.4,’PPM’,7) realiza la simulacio´n del
sistema descrito en el para´metro 1, con una frecuencia de referencia de 400000000 Hz(400
MHz), entre 0 y 5 ppm(para´metros 3 y 4), con un ancho de l´ınea de 3.4 Hz(para´metro 5). El
para´metro 6(“PPM” o´ “Hz”) especifica en las unidades de los desplazamientos de la tabla
y las unidades de los l´ımites de la ventana(para´metros 3 y 4). El u´ltimo para´metro fija el
taman˜o ma´ximo de cluster que se puede usar en la simulacio´n. Este para´metro es omitido
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Figura 5-4: Descripcio´n del simulador en l´ınea. Los para´metros de la simulacio´n especifican:
la ventana de la simulacio´n(from, to), el ancho de l´ınea en Hz del espectro(line
width), el taman˜o ma´ximo de cluster para la simulacio´n(Max. Cluster size) y
la frecuencia de referencia para el experimento en Hz(frequency).
Algoritmo 1 Script que simula el sistema de espines descrito por table¸ aplica una trans-
formada de Fourier y guarda el resultado en un archivo de texto plano.
var table=”1 1H 2 1 2 d 5 3 d 15\n\r2 1H 2.02 1 3 d 3”
+”\n\r3 1H 4 1”;
var spectraData=simulateSpectrum(table,4e8,0,5,3.4,’PPM’,7);
if (spectraData) {
if (fourierTransform(spectraData)) {
out.println(’FT OK!!!’);
}
else {
out.println(’FT FAILED!!!’);
}
dumpSpectraData(spectraData,’ABX.data’);
}
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cuando se especifica un agrupamiento espec´ıfico para el sistema.
Para forzar un agrupamiento espec´ıfico en el sistema, se debe especificar al final del sistema,
que´ espines deben ser simulados en un mismo grupo, usando una matriz de agrupamiento
cuya primera l´ınea tiene la palabra clave ##CLUSTERS. Por ejemplo si en el ejemplo de
la tabla 5-1, queremos calcular el sistema de forma que AX este´n en un mismo grupo y B en
otro, el sistema que se debe especificar debe ser el siguiente:
A 1 2.00 1 B d 5 X d 15
B 2 2.02 1 X d 3
X 3 4.00 1
#CLUSTERS
1 0 1
0 1 0
5.3. Conjunto de Funciones JavaScript Para
Procesamiento y Ana´lisis
A continuacio´n se listan las funciones disponibles en la aplicacio´n para el procesamiento y
ana´lisis de informacio´n qu´ımica. No todas estas funciones fueron creadas para este trabajo.
Gran parte de las funciones que se describen aqu´ı hacen parte de la aplicacio´n pero se
desarrollaron por otros miembros del equipo en fases previas del proyecto en la EPFL por
Damiano Banfi¸ Luc Patiny y Marco Engeler.
Con el a´nimo de hacer de hook3 ma´s que una simple aplicacio´n para visualizar resultados
estamos desarrollando una poderoso lenguaje de scripting basado en javascript en el cual
nuevas funciones son creadas usando una base regular. La gran ventaja de usar javascript es
la posibilidad de trabajar con objectos de java, en particular con 2 objectos contenidos en
hook3:
Spectra
SpectraData
Un objecto Spectra es en realidad una representacio´n visual en el applet de un objecto Spec-
traData. Un objecto SpectraData contiene realmente toda la informacio´n de un espectros,
como las coordenadas X Y de los puntos, valores ma´ximos, mı´nimos, etc.
El lenguaje de scripting esta´ disen˜ado para trabajar en background y usa exclusivamente
objectos de la clase SpectraData. Sin embargo para una real integracio´n con la aplicacio´n
web, algunas funciones que trabajan con objectos de la clase Spectra han sido creadas dentro
de la API de funciones javascript que describimos a continuacio´n y que hacen parte de la
documentacio´n de la aplicacio´n.
Para facilitar el acceso a la descripcio´n de cada funcio´n, estas se han agrupado en 5 conjuntos
segu´n su propo´sito:
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5.3.1. Funciones generales
Conjunto de funciones de entrada y salida.
openOutputFile Opens the file indicated by filename for writing. The returned handle is of
type java.io.PrintWriter.
Syntax: openOutputFile(filename)
Parameters:
• String filename: The name of the file to be opened.
Returns:
• java.io.PrintWriter
closeOutputFile Closes a file handle of type java.io.PrintWriter.
Syntax: closeOutputFile(filehandle)
Parameters:
• java.io.PrintWriter filehandle: The handle to close.
dumpSpectraData Writes the currently active Y values of a spectraData object to the file
given by filename.
Syntax: dumpSpectraData(spectraData,filename)
Parameters:
• SpectraData spectraData: The spectraData to be saved
• String filename: The file name
sleep Causes the execution to wait for millis milliseconds
Syntax: sleep(millis)
Parameters:
• int millis: The time to wait in milliseconds
getUrlContent Obtains the content of the given url.
Syntax: getUrlContent(url)
Parameters:
• String url: A URL
defineSpectraData Set the given x and y vectors as data for the given spectraData object.
Syntax: defineSpectraData(spectraData,x,y)
Parameters:
• SpectraData spectraData: The spectraData to be modified
• double[] x: The X data of the points.
• double[] y: The Y data of the points.
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5.3.2. Funciones de procesamiento
Estas funciones transforman el objecto spectraData. Han sido disen˜adas espec´ıficamente para
transformar un espectro que esta´ en el dominio del tiempo al dominio de la frecuencia.
fourierTransform Fourier transforms the given spectraData (Note. no 2D handling yet)
Parameters:
SpectraData spectraData: An spectraData of type NMR FID or 2DNMR FID
Syntax: fourierTransform(spectraData)
postFourierTransform This filter makes an phase 1 correction that corrects the problem of
the spectra that has been obtained on spectrometers using the Bruker digital filters.
This method is used in cases when the BrukerSpectra filter could not find the correct
number of points to perform a circular shift. The actual problem is that not all of
the spectra has the necessary parameters for use only one method for correcting the
problem of the Bruker digital filters.
Parameters:
• SpectraData spectraData: A Fourier transformed spectraData.
• double ph1corr: Phase 1 correction value in radians.
Syntax: postFourierTransform(spectraData, ph1corr)
zeroFilling This function increase the size of the spectrum, filling the new positions with
zero values. Doing it one could increase artificially the spectral resolution.
Parameters:
• SpectraData spectraData: An spectraData of type NMR FID or 2DNMR FID
• int nPointsX: Number of new zero points in the direct dimension
• int nPointsY: Number of new zero points in the indirect dimension1
Syntax: zeroFilling(spectraData,nPointsX,nPointsY)
brukerSpectra This filter applies a circular shift(phase 1 correction in the time domain) to
an NMR FID spectrum that have been obtained on spectrometers using the Bruker
digital filters. The amount of shift depends on the parameters DECIM and DSPFVS.
Paremeters:
• SpectraData spectraData: An spectraData of type NMR FID
• int DECIM: Acquisition parameter
• int DSPFVS: Acquisition parameter
Syntax: brukerSpectra(spectraData,DECIM,DSPFVS)
1for 1D the parameter nPointsY should be omitted
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• int shiftPoints: Number of points to be shifted.
Syntax: brukerSpectra(spectraData,shiftPoints)
Automatically tries to determine the number of points for shifting
Syntax: brukerSpectra(spectraData)
apodization Apodization of a spectraData object.
Parameters:
• SpectraData spectraData: An spectraData of type NMR FID
• String functionName: Valid values for functionsName are
◦ “Exponential”, “exp”
◦ “Hamming”, “hamming”
◦ “Gaussian”, “gauss”
◦ “TRAF”, “traf”
◦ “Sine Bell”, “sb”
◦ “Sine Bell Squared”, “sb2”
• double LB: The parameter LB should either be a line broadening factor in
Hz or alternatively an angle given by degrees for sine bell functions and the
like.
Syntax: apodization(spectraData,functionName,LB)
haarWhittakerBaselineCorrection Applies a baseline correction as described in J. Magn
Resonance 183 (2006) 145-151 10.1016/j.jmr.2006.07.013[18] The needed pa-
rameters are the wavelet scale and the lambda used in the whittaker smoother.
Parameters:
• SpectraData spectraData: A Fourier transformed spectraData.
• double wavelet Scale:
• double whittakerLambda:
Syntax: haarWhittakerBaselineCorrection(spectraData,waveletScale,whittakerLambda)
baselineCorrectionHW A short name for haarWhittakerBaselineCorrection
Syntax baselineCorrectionHW(spectraData,waveletScale,whittakerLambda)
baselineCorrectionW Applies a baseline correction using whittaker smoothing. The para-
meter ranges must be an array of even size which specifies the ranges which should be
treated as baseline
Parameters:
• SpectraData spectraData: A Fourier transformed spectraData.
• double whittakerLambda:
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• double[] ranges: Ranges of the baseline.
Syntax baselineCorrectionW(spectraData,whittakerLambda,ranges)
phaseCorrection Applies the phase correction (phi0,phi1) to spectraData. The angles must
be given in radians.
Parameters:
• SpectraData spectraData: A Fourier transformed spectraData.
• double phi0: Zero order phase correction
• double phi1: One order phase correction
Syntax: phaseCorrection(spectraData,phi0,phi1)
extractFid That decodes an Echo-Antiecho 2D spectrum.
Parameters:
• SpectraData spectraData: An ECHO-ANTIECHO 2-dimensional spectrum.
Syntax: function extractFid(spectraData)
5.3.3. Funciones para RMN
Funciones espec´ıficas para espectros de RMN.
SimulateNMRSpectra The content of the spectraData will be replaced by a FID of number
of points 16*1024 based on the algorithm published in 10.1016/j.jmr.2010.12.008[15].
Parameters:
• SpectraData spectraData: previously created SpectraData object in which a
FID will be created.
• String table
• double resolution
• double from
• double to
• double lineWidth
• String scale: normally PPM
• int maxClusterSize
Syntax: simulateNMRSpectrum(spectraData, table, resolution, from, to, lineWidth, scale,
maxClusterSize)
addNoise Adds white noise to the spectraData with the given signal to noise ratio(SNR)
Parameters:
• SpectraData spectraData:
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• double SNR: Signal to noise ratio
Syntax: addNoise(spectraData, SNR)
gaussian Transforms an spectraData from DATACLASS PEAK to DATACLASS XY crea-
ting a sum of Gaussian function using the (X,Y) peaks from the original spectraData.
Parameters:
• SpectraData spectraData: A DATACLASS PEAK spectraData
• int nPoints: Number of points in the resulting spectrum.
• double gaussParam: Line width of the Gaussian function.
Syntax: gaussian(spectraData,nPoints, gaussParam)
simulateSpectrum Simulates an spectrum from the given arguments and returns the asso-
ciated spectraData object This solution implements the Kuprov algorithm published
in 2008 10.1016/j.jmr.2008.08.008[37] .
Parameters:
• Parameters are described in simulateNMRSpectrum
Syntax: simulateSpectrum(table, resolution, from, to, linewidth, scale, maxClusterSize)
simulateExactSpectrum Simulates the exact spectrum from the given arguments and re-
turns the associated spectraData object.
Parameters:
• Parameters are described in simulateNMRSpectrum 2
Syntax: simulateExactSpectrum(table, resolution, from, to, linewidth, scale, maxCluster-
Size)
5.3.4. Funciones de ana´lisis
Estas funciones no transforman los objectos spectraData. Su funcio´n es extraer informacio´n
de los datos.
massFitting This function fits the parameter for a set of calculated mass patterns such that
an experimental mass pattern is matched.
Parameters:
• SpectraData spectraData: The experimental pattern.
• SpectraData[] predictedSpectras: A set of calculated patterns to be fitted.
Returns:
2In this case maxClusterSize is ignored.
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• JSONObject : The values of the parameters that fits the patterns. “globalS-
hift”, “gaussParam”, “similarity”, “windowPoints”, “factors”
Syntax: massFitting(spectraData, predictedSpectras)
addSpectraDatas Combine the spec2 intensities to the intensities in the spectraData spec1.
The linear combination is perform in the domain of spec1: spec1 = spec1*factor1+spec2*factor2*K
Where K=1 if autoscale is set to 0, or K is a factor that puts in the same scale the
range of the intensities of spec1 and spec2, if the parameter autoscale is set to 1.
Parameters:
• SpectraData spec1: SpectraData to be added.
• SpectraData spec2: SpectraData to be added.
• double factor1: Scale factor for spec1
• double factor2: Scale factor for spec2
• Boolean autoscale: Put in the same scale the spectra.
• Syntax: addSpectraDatas(spec1, spec2, factor1, factor2, autoscale)
crossCorrelation This function calculates the cross-correlation similarity between 2 vector
representations of spectraData. the vector representation could be acquired using the
getEquallySpacedDataInt function of the spectraData class. Algorithm describe in [24]
Parameters:
• int[] spec1: Vector representation of an spectraData.
• int[] spec2: Vector representation of an spectraData.
• int offset: Number of points for a triangular weighting function.
Syntax: crossCorrelation(spec1, spec2, offset)
treeSimilarity This function calculates the tree similarity as describe in chapter 4 between
2 vector representations of spectraData. the vector representation could be acquired
using the getEquallySpacedDataInt function of the spectraData class.
Parameters:
• int[] spec1: Vector representation of an spectraData.
• int[] spec2: Vector representation of an spectraData.
• int minW: Minimun number of points in a bin.
• double alpha: Alpha parameter as described in chapter 4.
• double beta: Beta parameter as describe in chapter 4.
• double k: The k parameter as described in chapter 4.
Syntax: treeSimilarity(spec1, spec2, minW¸alpha¸beta¸k)
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5.3.5. Varias
Funciones de propo´sito general.
loadJCamp loads a jcamp file from a url and returns the associated spectraData object.
Parameters:
• String url: The url of the .jdx or .dx file.
• Returns: SpectraData: The spectrum loaded.
Syntax: loadJCamp(url)
getSpectraData Obtains the corresponding spectraData from the spectraDisplay that is
associated with the given name.
Parameters:
• String name: Name of the Spectra object that contains the spectraData sear-
ched.
Returns:
• SpectraData: The spectraData associated with this name.
Syntax: getSpectraData(name)
spectraData.getEquallySpaceDataInt This function returns an integer array of nPoints
containing a representation of the intensities of this spectraData, between firstX and
lastX. The intensities are normalized between 0 and Integer.MAX VALUE-1.
Parameters:
• double firstX: letft limit of the representation.
• double lastaX: right limit of the representation.
• int nPoints: Number of points to be returned.
Returns:
• int[]: An integer array containing nPoints.
Syntax: spectraData.getEquallySpacedDataInt(firstX, lastX, nPoints);
5.4. Ejemplo: Ajuste de para´metros en espectros de masa
La qu´ımica inorga´nica y organometa´lica frecuentemente compara los patrones de iso´topos
observados(O) y calculados(C) como medio para identificar un ion particular. Este enfoque es
ma´s comu´n que el uso de datos de masas de alta precisio´n, especialmente cuando es aplicado
a espectros recolectados usando te´cnicas de ionizacio´n ligeras como ESI o MALDI[22]. La
popularidad de esta te´cnica tiene que ver con que usar datos de masa de alta precisio´n para
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Figura 5-5: Ajuste de espectros de masa para el Al22O16Me25. En verde se muestra el
espectro teo´rico y en negro el espectro experimental. Mediante un proceso de
ajuste automa´tico es posible encontrar el desplazamiento y el ancho de la sen˜al.
En rojo se representa la diferencia entre ambos espectros.
encontrar una fo´rmula molecular exacta es una tarea que pierde precisio´n a medida que el
peso molecular se incrementa.
Actualmente la asignacio´n de la composicio´n de iones es realizada alineando los patrones
de iso´topos experimentales y teo´ricos, generalmente por inspeccio´n visual. Usando las he-
rramientas que provee nuestra aplicacio´n es posible realizar esta tarea de forma automa´tica
usando una medida de similitud como indicador de que tan bien una determinada composi-
cio´n se ajusta a los datos obtenidos experimentalmente. En la Fig. 5.5 se muestra un ejemplo
de patro´n teo´rico (Verde) y un patro´n experimental (negro) que deben ser ajustados, en su
desplazamiento y ancho de sen˜al para determinar su nivel de ajuste. La l´ınea roja es la
diferencia entre los dos patrones una vez se han ajustado su desplazamiento y ancho de la
sen˜al.
El algoritmo usado para realizar el ajuste de los para´metros se divide en 2 partes. En la
primera se encuentra el desplazamiento global entre los espectros mediante inspeccio´n de la
similitud para un intervalo de desplazamientos a izquierda y derecha del espectro calculado
sobre el espectro experimental. En dicho proceso se usa un ancho de sen˜al para el patro´n
calculado que sea menor que el ancho de la sen˜al en el patro´n experimental.
Cuando el valor correcto de desplazamiento a sido encontrado, se pasa a la siguiente fase
del algoritmo, encontrar el ancho de la sen˜al. Para esto se utiliza un me´todo de ajuste en
la direccio´n del gradiente de la funcio´n de similitud. Las funciones usadas en este algoritmo
son las descritas en la seccio´n anterior.
El siguiente co´digo es un ejemplo de implementacio´n en javascript del algoritmo descrito
anteriormente.
Usando el algoritmo 2, se puede resolver fa´cilmente otro problema relacionado con el ajuste
de para´metros entre patrones experimentales y patrones teo´ricos. El segundo problema se
5.4 Ejemplo: Ajuste de para´metros en espectros de masa 59
Algoritmo 2 Ajuste de para´metros para espectros de masa. Las variables que se deben
ajustar son gaussParam y gshift. Las variables de entrada son spectraData(espectro experi-
mental), predPattern( espectro calculado), firstX, lastX, los l´ımites del espectro calculado y
nPoints que indica el nu´mero de puntos entre firstX y lastX.
Var gaussParam=0.01; var gshift=0.000;
gaussian(predPattern,nPoints,gaussParam);
var dataTemp=predPattern.getEquallySpacedDataInt(firstX,
lastX, nPoints);
var expData=spectraData.getEquallySpacedDataInt(firstX,
lastX, nPoints);
//Shifting to left and calculating the similarity
var index=0;
for(i=-nShift;i¡nShift;i++){
dataTemp=shift(dataTemp,i);
similArray[index]=crossCorrelation(expData, dataTemp, 1);
if(similArray[index]¿max){
max=similArray[index];
bestShift=-(i+1);
}
index++;
}
gshift=(bestShift)*(lastX-firstX)/nPoints;
//Getting the experimental data in the new corrected window.
expData=spectraData.getEquallySpacedDataInt(firstX+gshift,
lastX+gshift, nPoints);
////**************** Fitting the Gauss parameter **********
var similarity=max; var delta=0.001; gaussParam=gaussParam+delta;
//Getting the prediction with the new gauss parameter.
gaussian(predPattern, nPoints, gaussParam);
predData=predPattern.getEquallySpacedDataInt(firstX,
lastX,nPoints);
var similarity2=crossCorrelation(expData, predData, 1);
if(similarity2¡similarity){
delta=-delta;
gaussParam=gaussParam + delta;
//We change the gaussParam while the similarity grows.
while(similarity2¿similarity){
gaussParam=gaussParam+delta;
predData=gaussian(predPattern, nPoints, gaussParam);
similarity=similarity2;
similarity2=crossCorrelation(expData, predData,1);
gaussParam-=delta;
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Figura 5-6: Ajuste de patrones de masa, do´nde adicionalmente se determina automa´ti-
camente las concentraciones de cada componente de una mezcla. En rojo se
muestran los patrones teo´ricos ajustados. En la parte inferior se muestran los
para´metros del mejor ajuste.
trata de dado un patro´n experimental proveniente de una mezcla, y un conjunto de patrones
teo´ricos para cada elemento de la mezcla determinar los para´metros de desplazamiento, ancho
de sen˜al y adicionalmente las concentraciones de cada unos de los componentes de la mezcla.
Para tal fin se usa el algoritmo descrito anteriormente para cada uno de los patrones teo´ricos
vs. el patro´n experimental. Se calculan las similitudes y se ajustan todos los patrones teo´ricos
usando los para´metros de la mejor coincidencia. Posteriormente se ajustan las intensidades
de todos los patrones teo´ricos independientemente si no hay solapamiento, maximizando la
similitud, pero esta vez usando una medida de similitud/disimilitud sensible a la intensidad
de los datos como por ejemplo la distancia euclidiana(En este caso la correlacio´n cruzada
de funciones no es una buena alternativa, ya que esta medida de similitud es insensible a
la escala de los datos). En caso de solapamiento de los patrones se puede realizar el ajuste
escalando cada patro´n teo´rico de forma que cada ma´ximo sea igual a la intensidad del pico
experimental mas cercano a este. Este aproximacio´n simplista funciona si los ma´ximos no
se encuentran en la regio´n de solapamiento. En la Fig. 5.6 se muestra un ejemplo de patro´n
experimental y el ajuste realizado para dos patrones teo´ricos do´nde se realizo´ un ajuste
automa´tico de intensidades segu´n los ca´lculos de las concentraciones.
Aclaramos que no estamos proponiendo un me´todo inteligente para realizar el ajuste, solo
queremos ilustrar la forma co´mo se pueden usar las funciones de similitud y de tratamiento
de espectros de nuestra herramienta para resolver un problema pra´ctico de la qu´ımica.
El autor agradece la motivacio´n y colaboracio´n del Dr. Luc Patiny en la creacio´n de este
pequen˜o ejemplo.
6 Conclusiones y Trabajo Futuro
6.1. Conclusiones
Como se mostro´, uno de los grandes pilares en el ana´lisis de datos espectrosco´picos es la
comparacio´n entre espectros. Cada funcio´n de similitud tiene diferentes propiedades que la
hacen deseable con respecto a las dema´s dependiendo del tipo de problema que se quiera so-
lucionar. En el cap´ıtulo 4 se analizaron diferentes medidas de similitud y se concluyo´ que las
medidas de similitud basadas en el particionamiento del espectro eran mejores para separar
los datos en ejemplos relevantes y no relevantes y encontrando similitudes/disimilitudes en
series de espectros, sin embargo en nuestro ejemplo pra´ctico del ajuste de para´metros para
espectros de masa del cap´ıtulo 5, la medida de similitud que mejor funcionaba era la correla-
cio´n cruzada y para determinar las concentraciones, es decir para determinar las intensidades
relativas, la funcio´n que mejor se comporto´ fue la distancia euclidiana. Es importante recal-
car que no solo la precisio´n es importante como indicador de que tan buena es una funcio´n
de similitud, caracter´ısticas como la complejidad computacional toman importancia cuando
la funcio´n es usada en grandes cantidades de datos, o en datos de alta dimensionalidad.
La unificacio´n de funciones para el tratamiento y ana´lisis de bajo y alto nivel en una mis-
ma herramienta permite el desarrollo de aplicaciones u´tiles en poco tiempo. Procesamiento,
visualizacio´n, almacenamiento, administracio´n, prediccio´n, simulacio´n, bu´squeda y compara-
cio´n, en l´ınea o mediante javascripts son el conjunto de herramientas con el que pretendemos
ayudar en la tarea del manejo y el ana´lisis de datos espectrosco´picos y con las cuales espe-
ramos poder abordar nuevos retos en el campo de la chemioinforma´tica.
6.2. Trabajo Futuro
Uno de los problemas que ma´s nos llama la atencio´n es el de la asignacio´n o atribucio´n total-
mente automa´tica de espectros de RMN a sus correspondientes estructuras y un problema
bastante relacionado con este, que es la extraccio´n de los para´metros correctos (desplaza-
mientos y constantes de acople) para espectros experimentales de RMN. Ambos problemas
podr´ıan ser abordados como problemas de optimizacio´n, do´nde la funcio´n objetivo es la ma-
ximizacio´n de una funcio´n de similitud entre un espectro X, que debe ser ajustado, y un
espectro experimental Y.
Se podr´ıa pensar en la determinacio´n de la estructura a partir del espectros de RMN ex-
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perimental como un problema ana´logo al anterior, pero donde en lugar de modificar un
espectro se modifica la estructura que lo genera. Sin embargo este enfoque solo es pra´ctico
para mole´culas pequen˜as. Para mole´culas ma´s grandes se podr´ıa pensar en utilizar prediccio-
nes sobre ciertas caracter´ısticas de las mole´culas, como por ejemplo los descriptores binarios
descritos en el cap´ıtulo 3, y a partir de ellos reducir el conjunto de estructuras plausibles para
luego poder realizar una bu´squeda exhaustiva sobre todo este conjunto de estructuras con el
fin de encontrar las mole´culas con espectros de RMN ma´s parecidos al espectro experimental.
Otro de los trabajos que quedan pendientes, como se menciono´ en su momento, es la evalua-
cio´n del desempen˜o de las medidas de similitud en datos multi-dimensionales. Dado el poco
trabajo que se encuentra en esta a´rea ser´ıa interesante definir un conjunto de datos depurado
que se pueda convertir en esta´ndar de validacio´n para futuros trabajos en esta a´rea y que
permita comparar de manera ma´s objetiva los resultados reportados.
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