Abstract. For bounded linear operators A, B on a Hilbert space H we show the validity of the estimate
Introduction
A classical result of Weyl asserts that the essential spectrum of a bounded linear operator A on some complex separable Hilbert space H is invariant under compact perturbations, that is, the essential spectra of A and B coincide if B − A is a compact operator on H. In particular, the discrete eigenvalues of A and B (the isolated eigenvalues of finite algebraic multiplicity), if infinitely many, can accumulate at the joint essential spectrum only. In this paper, we would like to obtain more information on these discrete eigenvalues, and on their rate of accumulation to the essential spectrum, given the stronger assumption that B − A is an element of some von Neumann-Schatten ideal S p . We recall that a compact operator K on H is in S p , where p > 0, if K Sp := ( n s n (K) p ) 1/p is finite. Here s 1 (K), s 2 (K), . . . are the non-zero eigenvalues of |K| := (K * K) 1/2 in non-increasing order and counted according to multiplicity.
To explain what we are aiming for, let us begin by recalling the following result of Kato. Theorem 1.1 (Kato, [19] ). Let p ≥ 1 and let A, B be bounded selfadjoint operators on H such that B − A ∈ S p . Then there exist extended enumerations {α j }, {β j } of the discrete eigenvalues of A, B, respectively, such that
Here an extended enumeration of the discrete eigenvalues is a sequence which contains all the discrete eigenvalues, an eigenvalue of algebraic multiplicity m appearing exactly m-times, and which in addition may contain boundary points of the essential spectrum.
It is the aim of this paper to provide a "weaker" variant of Kato's theorem, which is valid given the mere assumption that B − A ∈ S p and which, in particular, does not require any additional assumptions (like selfadjointness) on the bounded operators A and B. Moreover, we will indicate the usefulness of this variant by applying it to recover and improve some recently established Lieb-Thirring type inequalities for non-selfadjoint Jacobi and Schrödinger operators.
As stated, Kato's theorem need certainly not be true for general A and B (see Example 1.1 below). However, it is known to remain correct if A, B and B − A are normal, as has been shown by Bhatia and Davis [3] , or if A and B are unitary, provided a multiplicative constant π/2 is added to the right-hand side of (1), see Bhatia and Sinha [4] . Some additional known results in the finite-dimensional case can be found in the monographs [1] and [2] .
Since in applications we are usually interested in the discrete eigenvalues of the perturbed operator B only, as a first candidate for a weaker analog of (1) let us consider the estimate
Here σ(A) denotes the spectrum of A and we are summing over all discrete eigenvalues of B, where each eigenvalue is counted according to its algebraic multiplicity. This estimate is certainly weaker than estimate (1) since for all extended enumerations {α j }, {β j } of the discrete eigenvalues of A and B the sum in (2) is a lower bound for the sum in (1). However, while it has been shown by Bouldin [6] that (2) is valid for p ≥ 2 if A and B are normal operators (without the additional assumption that B − A is normal as well), even in the finite-dimensional case this inequality is far from being true for non-normal operators.
, which tends to infinity for x → 0.
Hence, in order to obtain a variant of Kato's inequality which remains valid for general A and B, inequality (2) has to be further weakened.
We will see in the next section that the replacement of the spectrum of A by its numerical range is sufficient for this purpose.
2. An eigenvalue estimate for bounded linear operators
In the following let us denote the ideal of bounded linear operators on H by B and let us recall that the numerical range of A ∈ B is defined as
It is well known that the spectrum of A is contained in the closure of Num(A) and that Num(A) is always a convex set, see, e.g., [14] . The next theorem is our desired variant of Kato's theorem.
Theorem 2.1. Let p ≥ 1 and let A, B ∈ B with B − A ∈ S p . Then
where each eigenvalue is counted according to its algebraic multiplicity.
Remark 2.1. In the following, let us agree that whenever a sum involving eigenvalues is considered, each eigenvalue is counted according to its algebraic multiplicity.
The short proof of Theorem 2.1 (and of all other results discussed in this paper) will be presented in Section 5. As we will see, it is a simple adaption of Bouldin's proof of inequality (2) for normal operators in [6] . Since σ(A) ⊂ Num(A) for A ∈ B, we see that estimate (3) is indeed weaker than estimate (2) . In particular, (3) only provides information on those eigenvalues of B that are situated outside the numerical range of A. If A is normal, then the closure of its numerical range coincides with the convex hull of its spectrum (see [14] Theorem 1.4-4.), so the following corollary is a direct consequence of Theorem 2.1.
Corollary 2.1. Let p ≥ 1 and let A, B ∈ B such that B − A ∈ S p . Moreover, let A be normal and let σ(A) be convex. Then
Estimate (4) need not be true if σ(A) is a non-convex set, see Remark 2.3 below. Moreover, we note that on an infinite-dimensional Hilbert space the assumption that A is normal and σ(A) is convex already implies that σ(A) = σ ess (A). 
The proof of (5) uses methods of complex analysis and is thus completely different from (and more involved than) the method of proof we will use below. In particular, (4) is stronger than (5) since for ε ∈ (0, 1) and
While we haven't yet touched upon the validity of Kato's theorem and its known generalizations in case that p ∈ (0, 1), the next example shows that, in the stated generality, (3) need not be true in this case.
Example 2.1. Let p ∈ (0, 1) and let H = C n where n ≥ 2. Further, let the n × n-matrices A and B(x), x > 0, be defined by
Then Num(A) = {λ : |λ| ≤ cos(π/(n + 1))}, see [15] Proposition 1, and
n we obtain
Regarded as a function of x this quotient takes its maximum value 1 − 1/n cos(π/(n + 1))
n . It remains to observe that for p ∈ (0, 1) this maximum value tends to infinity for n → ∞. Remark 2.3. Let A and B(x) be defined as in the previous example and set A ′ = B(1) and
This shows that Corollary 2.1 need not be true if the spectrum of the unperturbed operator is non-convex.
Inequality (3) remains true for p ∈ (0, 1) if A and B are selfadjoint operators. This is in contrast to Kato's theorem and inequality (2) , which, as we will show in the Appendix, need not be true in this case. Theorem 2.2. Let p ∈ (0, 1) and let A, B ∈ B be selfadjoint operators such that B − A ∈ S p . Then
Here
Remark 2.4. Let H 0 ≥ 0 and H ≥ −ω (where ω > 0) be unbounded selfadjoint operators and suppose that e −tH − e −tH 0 ∈ S p for some positive p and t. Given these assumptions the spectrum of H in (−∞, 0) consists of discrete eigenvalues which can accumulate at 0 only. As a simple consequence of Theorem 2.2 and the spectral mapping theorem we obtain that
In particular, since e x − 1 ≥ x if x > 0 we see that
The validity of (8) was previously known only with an additional multiplicative constant C(H, p) ≥ 1 on the right-hand side of the inequality, see Demuth and Katriel [9] and Hansmann [16] . We also note that for p ≥ 1, due to Corollary 2.1, inequality (7) remains valid when the assumption that H is selfadjoint and semi-bounded is replaced with the assumption that −H is the generator of a strongly continuous semigroup, see [10] for the relevant definitions.
Application to Schrödinger operators
In this section we apply the results of Section 2 to recover and improve some Lieb-Thirring type inequalities for Schrödinger operators with complex-valued potentials. For earlier results on this topic we refer to Frank et al. [11] , Bruneau and Ouhabaz [7] , Laptev and Safronov [21] , Demuth et al. [8] and Safronov [23] .
We begin with an application of Theorem 2.1 to unbounded operators. To this end, let us denote the class of all closed operators in H by C.
Remark 3.1. The assumptions of the previous theorem imply that
, with possible accumulation points in [0, ∞). We have restricted our consideration to eigenvalues with positive real part in order to avoid some technical difficulties and because this is sufficient for our later purposes.
In the following, let us set
Given these assumptions the resolvent difference (a + H)
is compact for a sufficiently large and so the spectrum of H consists of [0, ∞) and a possible set of discrete eigenvalues, which can accumulate at [0, ∞) only. An application of Theorem 3.1 will now allow us to prove the following result.
The constant C 0 is given explicitly by
Remark 3.2. The assumption that Re(V ) ≥ 0 implies that σ(H) is contained in the right half-plane.
Choosing a = 1 in (10) we obtain a slight improvement of a recent result of Laptev and Safronov who showed in [21] , Theorem 1, that
More importantly, the free parameter a in (10) can be used to derive the following stronger estimate on the eigenvalues of −∆ + V , which takes the behavior of the eigenvalues near 0 and ∞ into better account.
Here the constant C 0 is as defined in (11) and C 1 is given explicitly by
Remark 3.3. The choice of the unit disk in (13) is somewhat arbitrary and it can be replaced with any other disk centered at zero by a suitable adaption of the constant on the right-hand side. The point is that we obtain a different estimate for eigenvalues accumulating to zero and for eigenvalues accumulating to (0, ∞), respectively.
If we were allowed to choose κ = 0 in (13), then this inequality could be rewritten as
which seems like a natural generalization of the selfadjoint Lieb-Thirring inequality λ<0,λ∈σ (14) is indeed valid for Schrödinger operators with complex-valued potentials remains an interesting open question.
Application to Jacobi operators
Next, we apply the results of Section 2 to recover and improve known Lieb-Thirring type estimates for selfadjoint and non-selfadjoint Jacobi operators. The first results on this topic are due to Hundertmark and Simon [18] , who considered the selfadjoint case. Their results have been extended to non-selfadjoint operators by Golinskii and Kupin [13] , Borichev et al. [5] and Hansmann and Katriel [17] .
Let {a k } k∈Z , {b k } k∈Z and {c k } k∈Z be bounded complex sequences. The associated Jacobi operator
that is, with respect to the standard basis of l 2 (Z) we have
Throughout we assume that J is a compact perturbation of the free Jacobi operator J 0 = J(1, 0, 1), i.e.,
The spectrum of J 0 coincides with the interval [−2, 2] and so the compactness of J − J 0 implies that σ(J) consists of [−2, 2] and a possible set of discrete eigenvalues, which can accumulate at [−2, 2] only. We remark that, defining the sequence d = {d k } k∈Z as
the compactness of J −J 0 is equivalent to d k converging to 0. Moreover, it can be shown that for p > 0,
see, e.g., [17] , Lemma 8. We begin our discussion with the following result for selfadjoint Jacobi operators, which is an immediate consequence of Theorem 2.2 and estimate (16) .
be defined as above. Moreover, let d = {d k } be defined by (15) . Then for p > 0
For p ≥ 1 this inequality is due to Hundertmark and Simon, see [18] Theorem 4. For p ∈ (0, 1) it seems to be new.
Remark 4.1. Actually, in [18] , Theorem 4, the authors state that their inequality is true for p ≥ 1/2. However, in their proof they consider the case p ≥ 1 only.
Let us consider the non-selfadjoint case next. As before, the following theorem is a direct consequence of Corollary 2.1 and estimate (16) . (15) . Then for p ≥ 1
Inequality (18) improves upon results of Borichev et al., see [5] Theorem 2.3, and complements a result of Hansmann and Katriel, who showed in [17] , Theorem 1, that for p > 1 and ε > 0,
and that a similar estimate, with the exponent 1/2 replaced by the exponent 1/2+ε/4 in the denominator, is true for p = 1 as well. Indeed, while the last inequality provides stronger estimates on sequences of eigenvalues converging to ±2, respectively, inequality (18) provides a better estimate on eigenvalues converging to some point in (−2, 2).
Proofs
Proof of Theorem 2.1. Let us recall that the pth Schatten norm of a linear operator K on H can be computed using the following identity, see [24] Proposition 2.6.
where the supremum is taken with respect to arbitrary (finite or infinite) orthonormal sequences {e n } and {f n } in H.
We also need the next result known as Schur's lemma (see, e.g., [ 12] Remark 4.1 on page 17).
Lemma 5.2. Let B ∈ B and let λ 1 , λ 2 , . . . denote an enumeration of σ d (B), where each eigenvalue is counted according to its algebraic multiplicity and equal eigenvalues are denoted successively. Then there exists an orthonormal sequence {e n } in H and a sequence of complex numbers {b jk } such that
Be n = b n1 e 1 + b n2 e 2 + . . . + b nn e n and b nn = λ n .
Starting with the proof of Theorem 2.1, as in Schur's lemma let λ 1 , λ 2 , . . . denote an enumeration of σ d (B) and let {e n } be a corresponding orthonormal sequence satisfying (20) . Then we obtain from (19) that for p ≥ 1
Using (20) we have Be n , e n = λ n and so
Proof of Theorem 2.2. First, let us introduce some notation: If B ∈ B is selfadjoint then we denote by For a proof of the following min-max principle we refer to [22] , Theorem XIII.1. 
and
Remark 5.2. We note that σ ess (A) = σ ess (B) since B − A is compact. Hence, we have inf Num(A) ≤ inf σ ess (B) and sup Num(A) ≥ sup σ ess (B). Moreover, we recall that
denote the positive and negative parts of B − A, respectively.
Proof of Lemma 5.3. Since A ≥ a, and so (B − A) − ≥ A − B ≥ a − B, we obtain from Proposition 5.1 that
The proof of (22) is completely analogous and is therefore omitted.
We are now prepared for the proof of Theorem 2.2: Let a = inf Num(A) and b = sup Num(A). Since for p > 0 we can write
the validity of (6) and B = (a + H) −1 we obtain
Since σ(H 0 ) ⊂ [0, ∞) by assumption, the spectral mapping theorem implies that σ((a+H 0 )
] as well, since the numerical range of a bounded selfadjoint operator coincides with the convex hull of its spectrum. Using the spectral mapping theorem once again we thus see that the sum in the previous estimate is bounded from below by
The proof is completed by noting that for Re(λ) > 0
as a short computation shows.
Proof of Theorem 3.2. We start with a lemma.
where in each sum every eigenvalue is counted according to its algebraic multiplicity.
Proof. We only provide a sketch. More details can be found in [21] , Section 2. Since V n − V L p → 0 for n → ∞, we obtain that
for n → ∞ and a > 0 sufficiently large, as, for instance, is a consequence of [20] , Theorem VI.3.5. In particular, this implies that each eigenvalue of −∆+V is the limit of a sequence of eigenvalues of −∆+V n , with the multiplicities being preserved in the obvious manner, see the discussion on page 213 in [20] . Since every compact set K ⊂ C \ [0, ∞) can contain only finitely many eigenvalues of −∆ + V , the continuity of f implies the validity of (24).
Due to the previous lemma it is sufficient to prove Theorem 3.2 for V ∈ C 
provided the right-hand side of (25) is finite. To obtain an estimate on this Schatten norm we adapt an idea used in [21] . First, we rewrite the resolvent difference as 
and that the same is true for the closure of (a+H) −1 (a−∆) 
It remains to prove (26) and (27). To this end, let f ∈ L 2 (R d ). Then
Since Re(V ) ≥ 0 we obtain
and u n = (u n−1,1 , . . . , u n−1,n−1 , −u n−1,n ) T .
