We prove that the Anderson Hamiltonian H = ? + V on the Bethe Lattice has \extended states" for small disorder. More precisely, given any closed interval I contained in the interior of the spectrum of the Laplacian on the Bethe lattice, we prove that for small disorder H has purely absolutely continuous spectrum in I with probability one (i.e., ac (H )\I = I and pp (H )\I = sc (H )\I = ; with probability one), and its integrated density of states is continuously di erentiable on the interval I.
INTRODUCTION
The Bethe lattice (or Cayley tree), B , is an in nite connected graph with no closed loops and a xed degree (number of nearest neighbors) at each vertex (site or point). The degree is called the coordination number and the connectivity, K, is one less the coordination number. The distance between two sites x and y will be denoted by d(x; y) and is equal to the length of the shortest path connecting x and y. it has spectrum ( ) = V is a random potential, with V (x), x 2 B , being independent, identically distributed random variables with common probability distribution . The characteristic function of will be denoted by h, i.e., h(t) = R e ?itv d (v) . The real parameter is called the disorder.
This model was introduced by Anderson 7] to describe the motion of a quantummechanical electron in a crystal with impurities. In one and two dimensions it was argued that, as long as the potential was random (i.e., 6 = 0), the model exhibits exponential localization (i.e., pure point spectrum with exponentially decaying eigenfunctions). In three and more dimensions both localized and extended states (i.e., absolutely continuous spectrum) are expected for small disorder, with the energies of extended and localized states being separated by the \mobility edge". A new approach to the study of such questions was given by Abou-Chacra, Anderson and Thouless 1], who developed a self-consistent approximation for the study of localization which becomes exact in the Bethe lattice. The resulting equations were further studied by Abou-Chacra and Thouless 2] , who showed that, on the Bethe lattice, there should be a mobility edge for small disorder. They calculated that the energy at which localization breaks down converges to K+1 2 in the zero disorder limit. The Physics litterature contains many papers which study the Anderson model in the Bethe lattice; the most recent ones being the work of Mirlin and Fyodorov 23] and of Miller and Derrida 22] ; we refer to their list of references for other related work. Miller and Derrida performed a weak disorder expansion inside the spectrum of the zero disorder Hamiltonian, and computed perturbatively the density of states and conducting properties corresponding to extended states. They also found the existence of an energy, which converges to the edge p K of the spectrum of 1 2 in the zero disorder limit, above which the density of states and the conducting properties vanish to all orders in perturbation theory.
It follows from ergodicity (the ergodic theorem in the Bethe lattice is discussed in the Appendix of 3]) that the spectrum of the Hamiltonian H is given by 2 at weak disorder, con rming half of Abou-Chacra and Thouless' prediction 2]. For the case when the potential at a single site has a Cauchy distribution, Aizenman 5] has announced a proof of the existence of extended states (absolutely continuous spectrum), inside the spectrum of 1 2 , for small disorder. In this article we always assume that K 2 (so B is not the line R ) and that h(t) is di erentiable on (0; 1), with h 0 (t) absolutely continuous and bounded on (0; 1), and h 00 (t) also bounded. These conditions are satis ed by any probability distribution with a nite second moment (e.g., uniform, Gaussian or Bernoulli distributions) and by the Cauchy distribution.
We will prove that the Anderson Hamiltonian on the Bethe Lattice has \extended states" for small disorder. More precisely, given any closed interval I contained in the interior of the spectrum of 1 2 on the Bethe lattice, we will prove that for small disorder H has purely absolutely continuous spectrum in I with probability one, and its integrated density of states is continuously di erentiable on the interval. These results agree with Miller This article is organized as follows: In Section 2 we derive equations (2.12) and (2.18), which give E (G (x; x; E + i )) and E (jG (x; x; E + i )j 2 ) in terms of functions ;z (' 2 ) and ;z (' 2 + ; ' 2 ? ), de ned in (2.11) and (2.16), which are xed points for the nonlinear equations (2.13) and (2.19) . In Section 3 we introduce the appropriate Banach spaces and operators for rewriting the solutions of (2.13) and (2.19) as xed points for certain nonlinear operators ((3.14) and (3.16)). We then use the Implicit Function Theorem to perform a xed point analysis and prove Theorem 1.4. Section 4 contains a criterion for the absolute continuity of a measure in terms of its Stieltjes transform and its application to the proof of Theorem 1.1 from Theorem 1.3. Appendix A contains an alternative (more intuitive) derivation of the equations of Section 2, using the \supersymmetric replica trick". The precise version of the Implicit Function Theorem we use in Section 3 is given in Appendix B. 
THE MAIN EQUATIONS
We x an arbitrary site in B which we will call the origin and denote by 0. Given two nearest neighbors sites x; y 2 B , we will denote by B (xjy) the lattice obtained by removing from B the branch emanating from x that passes through y; if we do not specify which branch was removed we will simply write B (x) . Each vertex in B (x) has degree K + 1, with the single exception of x which has degree K. Given B , we will use H ; to denote the operator H restricted to`2( ) with Dirichlet boundary conditions. The Green's function corresponding to H ; will be denoted by G ; (x; y; z) = D 
and, for each x with d(x; 0) = 1, Proof: If we perform the integration in (2.9) and (2.10) we obtain (2.2) and (2.3). Remark: The above derivation for (2.9) and (2.10) is not very intuitive. These equations appear naturally in the \supersymmetric formalism". In Appendix A we give an intuitive derivation using the \supersymmetric replica trick". ' 2 )) is a compact operator in C b (R 2 ), the Banach space of bounded continuous functions on R 2 with the sup norm. Thus given a sequence ff n g in H 1 , with sup n kf n k H1 < 1 and each f n continuously di erentiable on 0; 1), we can conclude, as in Lemma 3.8 in 3], that there exists a subsequence ff n k g such that both f(Sf n k )(' 2 )g and f@(Sf n k )(' 2 )g are Cauchy sequences in C b (R 2 ), all with support contained in the compact support of the function (' 2 ). It follows that f(Sf n k )(' 2 )g is a Cauchy sequence in H 1 so S : H 1 ! H 1 is a compact operator. ) ? I : (3.25) Moreover, for any E such that jEj < p K we have Q(0; E; 0; 0;E ) = 0 and 0 = 2 (Q g (0; E; 0; 0;E )) : (3.26) Proof: Again the proof is straightforward except for (3.26). We have Q g (0; E; 0; 0;E ) = KA 0;E ? I where A 0;E = T B 0;E M( K?1 0;E ) . It follows from (2.22) that A 0;E = A 0;E A 0;E as an operator in K, where A 0;E = JA 0;E J, with J being complex conjugation: Jf = f for any f 2 H. Since J is antiunitary on H we get H ( A 0;E ) = H (A 0;E ) ; and hence K (A 0;E ) = fE i;j = E i E j ; i; j = 0; 1; 2; : : :g f0g ; (3.27) with E i given by (3.21) . The same argument as in the previous Lemma shows that A 2 0;E is a compact operator on K 1 , so it follows that (A 0;E ) K1 (A 0;E ) = K (A 0;E ) : (3.28) Since E i;j 6 = 1 K for any i; j = 0; 1; 2; : : :, (3.26) follows. Lemmas 3.3 and 3.4 tell us that the hypotheses of the Implicit Function Theorem (see Theorem B.1 in Appendix B) are satis ed by the functions F( ; E; ; f) and Q( ; E; ; g) at (0; E; 0; 0;E ) and (0; E; 0; 0;E ), respectively, if jEj < p K. It follows that for each E such that jEj < p K there exist E > 0, " E > 0, E > 0 and E > 0, such that for each ( ; E 0 ; ) 2 (? E ; E ) (E ? " E ; E + " E ) 0; E ) there is a unique ! ;E 0 ; 2 K 1 with k! ;E 0 ; ? 0;E k K1 < E , such that Q( ; E 0 ; ; ! ;E 0 ; ) = 0. Proof: For the map given in (3.29) it su ces to prove that ;E 0 +i = ! ;E 0 ; for all ( ; E 0 ; ) 2 (? E ; E ) (E ? " E ; E + " E ) (0; E ) : (3.31) But it follows from Lemma 3.2 that ;E 0 +i is a continuous function of ( ; E 0 ; ) in the set (f0g fE 0 g 0; 1 ]) S (R R 1 ; 1)), for any 1 > 0, which satis es (3.16). Thus (3.31) follows from the uniqueness in Theorem B.1. The proof for the map in (3.30) is similar. Theorem 1.4 now follows from (2.18), (2.12), Theorem 3.5, the translation invariance of expectations, and a simple compactness argument.
A CRITERION FOR ABSOLUTELY CONTINU-OUS SPECTRUM
We will now show that Theorem The Lemma is proved. is purely absolutely continuous with probability one, so Theorem 1.1 is proven.
where (x) = ('(x); (x); (x)) with '(x) 2 R 2 and (x), (x) anticommuting \variables" (i.e., elements of a Grassman algebra),
To compute functions of ; we expand in a power series that terminates after a nite number of terms due to the anticommutativity. The linear functional denoted by integration
We will use the (bad, but convenient) notation (x) 2 = (x) (x) and '(x) 2 = '(x) '(x) . We will also denote a generic 
