subsets of a program relating to both a source and target location in a program. In the paper, Giffhorn illustrates that precise chopping can be costly enough without considering concurrency due to context dependency, and taking into account concurrency adds the extra problem of time dependency. Giffhorn presents six different chopping algorithms for concurrent programs; they vary according to how they trade-off context-and time-sensitivity and thus, trade-off precision and runtime efficiency. The algorithms were evaluated in a study using Java programs; the study shows that the time-sensitive versions, while powerful, have a worst-case time complexity that may limit their utility in many circumstances.
The paper by Rebecca Tiarks, Rainer Koschke, and Raimar Falke, ''An Extended Assessment of Type-3 Clones as Detected by State-of-the-Art Tools'' tackles several problems relating to code clones, specifically so-called Type-3 clones, which are segments of code that are similar to other segments, but are still different due to some modifications. To date, Type-3 clones have been difficult to analyze due in part to lack of knowledge of the distribution and properties of real-world Type-3 clones and whether cues can be found in them that separate actual clones from false positives. The paper by Tiarks et al. considers the problem comprehensively. They report on an empirical study in which they summarize observed syntactic differences in the Type-3 clone candidates as reported by state-of-the-art tools and generate a catalogue of abstractions to relate them. They also probed the patterns of differences in candidate clones to understand whether they can be used to help separate true clones from false positives and thereby, increase the precision of future clone detectors. A follow-on study shows that decision tree-based classifiers could be trained to separate the true from false positives with some success.
The paper by Ralf Lämmel and Vadim Zaytsev, ''Recovering Grammar Relationships for the Java Language Specification'' considers source code analysis and manipulation from another level: that of the language specifications themselves. Language specifications, i.e., grammars, are the ultimate authority for many questions of tool or software design, but are not always as correct as one might wish for. Grammars might exist in different formats-BNF, XML schema, as parser descriptions or software models-written independently or obtained from another; they also evolve over time. Recovering intended or accidental differences between different incarnations is actually not easy, and proving that two grammars are equivalent is theoretically undecidable. Based on a transformational method from grammar engineering called grammar convergence, Lämmel and Zaytsev describe an automated approach for detecting differences and ensuring consistency between different versions of a grammar. The method is evaluated using 3 different versions of the Java Language Specification (JLS), containing 2 grammars each. Aside from discovering bugs in JLS, the approach presents a reproducible and precise way of comparing grammars.
