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A system of four quasilinear parabolic equations arising in modelling of catalytic 
reactors is studied; the system is coupled in a nonstandard way. We prove that the 
system has unique global solution. The asymptotic behavior (as t--t co) is 
studied. c> 1987 Academic Press, Inc. 
0. INTRODUCTION 
In this paper we consider a semilinear parabolic system which arises in 
modelling of a catalytic reactor with a fixed bed [2]. The relevant physical 
problem is the following: 
A fluid carries a reactant through a bed of catalyst pellets. The reactant 
diffuses into the pellets where a certain reaction is taking place. The 
products of the reaction then diffuse out of the pellets and are carried away 
by the fluid. We assume that the scale of change of the concentration of the 
reactant in the fluid and the temperature of the fluid are of larger order of 
magnitude than the size of the catalyst pellets. Therefore each pellet may be 
visualized as a point x in the domain Q c lR3 where the fluid is moving (i.e., 
in the reactor). 
On the scale of the interaction taking place in the pellet, the pellet is 
regarded as a domain Q’ in R3. We denote by x’ a variable point in 0’ and 
set 
V = grad,, V’ = grad,. . 
We denote by U(X, t) and u(x, t) the concentration of the reactant in the 
fluid and the temperature of the fluid, respectively. We also denote by 
u’(x’, x, t) and u’(x’, n, t) the corresponding concentration and temperature 
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in the solid catalyst pellet. Then the equations modelling the above interac- 
tion process are (see [2]) 
$=v.(a(u)Vu)- v, .vu-J;o,pl(u-u’) in Q 
;=v-(p(v)vv)- v*~Vv+3*(v-v’) in 0, 
~=v~~(d(U’)v’u’)-r(u’)cp(v’) 
$ =V’ . @‘(v’) V’v’) + yr(u’) fj(u’) in52’ (y>O); (0.4) 
where (O.l), (0.2) describe the balance of mass and energy of the reactant 
carried by the fluid and (0.3), (0.4) describe the balance of mass and energy 
inside the catalyst pellet. 
The functions U, v satisfy standard boundary conditions of the Robin 
type, whereas a’, v’ satisfy the coupled boundary conditions 
u’(u~)~+u’(u~-u)=o on &2’, 
~‘(v~)g+v’(v’-v)=o on &Q; 
(0.5) 
here n’ denotes the outward unit normal to a!?. 
The interaction between the fluid and the solid is represented by the 
boundary operators in (O.l), (0.2) as well as by the boundary conditions in 
(0.5). 
A typical choice of the functions r, $ in (0.3), (0.4) is 
r(u) = up (O<P< I), 
d(v) = eCa/” (a>01 
(0.6) 
for u 2 0, o 3 0, and r(u) = 0, b(v) = 0 if u = 0, v < 0. Note that r(u) is not 
Lipschitz continuous, a feature which adds an extra complication to the 
problem. 
In this paper we establish the existence and uniqueness of a global 
classical solution of the above system. We also study, under some restric- 
tions, the asymptotic behavior of the solution as t + co. 
If one arbitrarily sets U- 1, v E 1 in (0.3), (0.4) and (OS), then, after 
dropping all the primes and taking constant diffusion coefficients, one 
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obtains the familiar system modelling the catalyst problem in combustion 
theory: 
u, = cldu - r(u) d(u) 
0, = Pdu + v-(u) 4(u) 
in 52, 
in Q, 
a;++ l)=O on aS2, 
8g+v(u- l)=O on asz. 
(0.7) 
This system (with (0.6)) was studied in the literature. Existence was proved 
in [4], and, for its elliptic counterpart, in [6, 121 (in the case p = v, c( = /I, 
y = 1, the function u + u is = 2 in the elliptic case, and the system reduces 
to one equation, for which the literature is rather extensive; see [3, 5, 71 for 
references). 
For parabolic systems with Lipschitz continuous coefficients (this 
excludes r(u) as in (0.6)), existence and uniqueness for (0.7) was proved by 
Amann [l]; see also [6, 111. 
In Section 1 we describe the existence and uniqueness results. In 
Section 2 we establish uniqueness. The proof of existence is given in 
Sections 3-5. In Section 4 we prove existence under some restriction on 
V,, Vz; this restriction is removed in Section 5. Finally in Section 6 we 
derive asymptotic stability of the solution as I + co, making some restric- 
tive assumptions on the data. 
1. RESULTS ON EXISTENCE AND UNIQUENESS 
Let 0 be bounded domain in R” and let 51’ be a bounded domain in 
KY”. We denote variable points in R” and R”’ by x and x’, respectively, 
and set 
v=($ . . . . &)> V’(&> . ... &). 
ForanyO<T<co, set 
0~=SZx(O<t<T}, Q;.=IR'x(O<t<T}. 
Consider the system of parabolic equations with initial and boundary 
conditions: 
u,-div(a(u)Vu)+ V, .Vu+/3, j(,,, (u-u’)=0 in ,52,, (1.1) 
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u, - div(/?(u) Vu) + V, *Vu + & Ia,, (v - II’) = 0 inQ, 
a(u)g+pU=F on aa x (0, T), 
/!l(u)~+vu=G on a52 x (0, T), 
4% 0) = U”(X), u(x’, 0) = q)(x) forxES2, 
u: - div( a’( u’) V’U’) + r( u’) d( u’) = 0 in&.xSZ, 
II; - div(P’(u’) V’Y’) - yr(u’) 4(u’) = 0 inL?>xQ, 
d(d) g + p’(z.4’ - 24) = 0 on asz’ x Q x (0, T), 
B’(v’)$+v’(u’-u)=O on aa x s2 x (0, T), 
‘9 (1.2) 
(1.3) 
(1.4) 
(1.5) 
(1.6) 
(1.7) 
(1.8) 
(1.9) 
u’(x’, x, 0) = l&(x’, x), u’(x’, x, 0) = z&(x’, x) forx’E:SZ’, xEQ. 
(1.10) 
In (l.l), (1.2) the “div” is with respect o x, while in (1.6), (1.7) the “div” is 
with respect to x’. 
In the boundary conditions (1.3), (1.4), n denotes the outward unit 
normal with respect o 852, wile in (1.8), (1.9), n’ denotes the outward unit 
normal with respect to XI’. 
The integration over &2’ in (l.l), (1.2) is with respect to the element of 
surface area. 
We assume that Vi = V,(x) (i = 1,2) are continuously differentiable 
functions defined on LZ? such that 
IIV, v, II L” < 00, IIV, v, II L” < CQ; (1.11) 
further, 
c(, j?, LX’, j?’ belong to C’ + ‘, for some 6 > 0, 
O<c,Qu,p,u’,~‘~c,<m; 
&2 and a!? belong to C2 + “; 
the functions F(x, t), G(x, t) satisfy: 
F, G belong to Cd, 
F>O, GbO; 
(1.12) 
(1.13) 
(1.14) 
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y, /?, , /&, p, ,u’, v and v’ are positive constants; 
YE P(R’) n cyo, co), r(s) = 0 if s < 0, 
r’(s) > 0 if s>O; 
f$EC’(R’), d(s)=0 if s<O, 
Q’(s) > 0 if s > 0, 
do = lim d(s) < co; 
5 - cc 
(1.15) 
(1.16) 
(1.17) 
finally, 
ZQ,, u0 belong to C”(W) n H’(Q), 
ub, ub belong to C”(d)’ x a) n H’(S2’ x 52), 
u(j 3 0, ug > 0, ub 2 0, vb 2 0. 
A typical example of functions r, 4 is given by (0.6). 
We shall prove: 
(1.18) 
THEOREM 1.1. Under hypotheses (1.1 1 )-( 1.18), there exists u classical 
solution (u, v, u’, v’) of (l.l)-(1.10) deJned for XE~, x’EQ’, 0 6 t < co, 
such that, for any T > 0, 
u, v belong to CU( Q x [ 0, T] ), 
u’, v’ belong to C”(@ x a x [0, T] ), 
for some 0 < o < 1. Moreover 
and 
u, v belong to C”,.: 8, ’ + &I2 (Q T), 
u, v and V., u, V, v belong to C;)f12 (Q x (0, T] ), 
u’, v’ belong to C~~~l”~ ’ + 6f2 (Q;), 
u’, v’, V[,u’, V(,,v’ belong to C”;:,‘/‘(a’ x (0, T]) 
as functions of (x’, t’), uniformly with respect to x. 
For uniqueness we assume: 
VI .n+p>O, V,.n+v>O on X4 x (0, T). (1.19) 
THEOREM 1.2. Zf (l.llk(1.19) hold, then the solution of (l.l)-(1.10) is 
unique. 
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Theorem 1.2 is proved in Section 2 and Theorem 1.1 is proved in 
Sections 3-5. 
2. UNIQUENESS 
Our first goal is to prove Theorem 1.2. The major difficulty to overcome 
is that T(U) is only Holder continuous (cf. (0.6), (0.16)). 
Let (ui,ui, I&V:), i= 1, 2, be two classical solutions of (l.l)-(1.10) 
corresponding to the same initial and boundary data, and set 
w=u,-242, w’=u\-uu;, 
z=v, -vz, ZI = v; - v;. 
Then 
w,-div(cc(u,)Vu,-a(u,)Vu,)+ V,.Vw+/?r [ (w-w’)=0 in Q,, 
w: - div(a’(u’,) Vu’, - GI’(u;) Vu;) + (r(u’,) - Y(u;)) b(v’,) 
= -du;)(du; I- d(4)) in a>, 
au; 
a’(4) dn’ - at(u;)g+p’(wr-w)=O on af2’ x (0, T); 
similar equations hold for z, z’. 
Set 
A(s) = j-i a(z) dr 
and observe that 
sgn w = sgn(u, - u2) = sgn(A(u,) - A(u,)). 
Also, formally, 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
Vw(4ul)-4u2))= Csgn’(A(u,)-A(u,))l(a(u,)Vu,-cc(u,)Vu,). 
(2.6) 
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We multiply (2.1) by sgn w and integrate over Sz,, and use (2.5) to arrive at 
6 IQ (sgn 4 w, - f: fQ CwOh) -441 WaW Vu1 - ah4 h) 
(2.7) 
+ ji jQ (w w) VI .Vw + B1 J1: ja S,,, (w - w’) w w = 0. 
Using (2.2) (2.5), (2.6) and the fact that sgn’(5) 2 0, (2.7) yields the formal 
inequality 
(2.8) 
I =-I ssgn’(w)la(u,)Vu, -a(~,)Vu,~~~0. 0 D 
In order to justify (2.8), we approximate sgn w by smooth monotone 
increasing functions J;( w), with fi(0) = 0. Also, we set 
J’,(w) = jowJ;W & 
and observe that F’(w) + /WI, as j -+ co. Then the following relations hold: 
(2.9) 
s!’ 
: ~ (sgn w) Vr .Vw= lim 1’1 V, .F,(w) 
i-03 0 ~2 
= lim ’ 
D 1 .i-a: 0 Q 
V, .n~~(w) - S,: S, c.(w) div v,] 
(2.10) 
as well as 
(2.11) 
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(Note that the fact that u;,~ and div U(UJ Vu, are integrable follows by mul- 
tiplying (1.1) for ui by a(u,)u,, and integrating; here we need the 
assumption that the initial data belong to H’(Q).) Lettingj + cc and using 
(2.5) and (2.2), (2.11) yields 
Combining (2.7), (2.9), (2.10) and (2.12) we obtain (2.8). 
Next, we multiply (2.3) by sgn w’, we integrate over Q, and follow the 
same step as above to deduce 
S,, Iw’(f)l + P’ ji6,. (w w’)(w’ - w) +jr j b-(4) - r(i)1 4(6  0 R’ 
’ d 11 r(4)l d(ui) - 9(4)l. (2.13) 0 R’ 
Integrate (2.13) over Q and multiply both sides by b, . Adding to the 
resulting inequality the inequality (2.8) multiplied by $ and using (1.19) 
we obtain 
P’ j R I w(t)1 + B, IQ S,, Iw’(t)l + PI ji J*, jQ, Ir(u;) - r(4)l &vi) 
<c (2.14) 
here we used 
Similarly, working with z, z’ we get 
+cj~j~i~~+cj~j~j~,i~‘i. (2.15) 
Multiplying (2.14) by rf12/P1 and adding to (2.15), we obtain 
I(/(t) G C j; W) 4 
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where 
4Yl) = .r,, (Iw(t)l + I4f)l) + j, jar (IW'(f)l + b'(t)l). 
It follows that I,$ E 0 and thus w s z - 0, w’ s z’ = 0, which completes the 
proof of uniqueness. 
The above method can be used to establish the stability estimate: 
jQ (b,(t) -%(f)l + lfJ,(r)- u,(t)l) f j* s,, (lui(t) - 4(t)l + Iv;(f) - 4(f)l) 
I 
<C sj (IF, -Fzl+ IG, -WI 0 <x2 
+ c j* (b,(O) - u*(Ol +u,(O) - m)l) 
+ c j j (WI(O) -u;(o)1 + lo{(O) - u;(o)1 , Q R’ 
where (ui, ui, u:, vi) are solutions corresponding to data Fi, G, (i= 1, 2). 
3. A PRIORI L” ESTIMATES 
In this section we consider (u, u, u’, u’) a classical solution of (1.1 ))( 1.10) 
and establish a priori L” estimates valid on 0’ x iz x [0, T], T> 0. 
LEMMA 3.1. Under (1.11~(1.18), 
(3.1) 
0 d u' d N,, (3.2) 
o<u< co, (3.3) 
0 < u’ < co, (3.4) 
where Co is a positive constant depending on 11 V2 II Lz but otherwise indepen- 
dent of V,, Vz. 
ProoJ We begin by showing that 
u’ > 0. (3.5) 
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If this is not true then there exists a point (xb, x,,, to) E fi’ x D x (0, T] such 
that 
u’(xb, x0, to) = min u’(x’, x, t) < 0. 0’ x rli x [O, T] (3.6) 
By (1.6) and the maximum principle, xb cannot belong to Q’, i.e., xb must 
belong to X2’. Since also &‘(x& x0, to)/& < 0, we get from (1.8) 
u’bb, x0, to) - 4x0, to) > 0. (3.7) 
It follows that u(x,, to) < 0 and therefore 
~(2, l) = ~ rncia,, u(x, t) < 0 (3.8) x . 
for some ~EC& O<i6 7’. By (1.3) X cannot belong to the boundary a!2 
Hence X E Q and ( 1.1) yields 
0 < -u, + div(a(u) Vu) - V, .Vu = PI s,,,, (u - u’) 
at (2, t), i.e., 
s (u(X, 0 - u’(x’, x, 0)B 0 aR, (3.9) 
From (3.7), (3.8) and (3.9) we get 
1 
u’(xb, x0, to) > 4x0, to) > u(X, f] a- 
I law au 
u'(x', 1, i), 
which is a contradiction to (3.6). 
Using (3.5) in (1.1) we get 
u,--div(a(u)Vu)+ V1.Vu+fi,W2’l ~20. 
From this and (1.3), (1.5) we deduce, by means of the maximum principle, 
that 
u >, 0. (3.10) 
Similarly we can show that 
u’>O and u 2 0. (3.11) 
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Next we shall establish upper bounds on U, u’. Take a point 
(xb, x0, to) E a x D x [O, T] such that 
u’(&, x0, to) = max axax [O,r] 
u’(x’, x, t). (3.12) 
Suppose first that to > 0. By (1.6) and the maximum principle it follows 
that x6 cannot belong to Q’, i.e., xb E 8.Q’; further, &‘(xb, x0, to)/& > 0, so 
that, by (1.8) 
u’(xb, x0, to) < 4x0, to). (3.13) 
Let (x, t] be a point in 0x [0, T] such that 
24(X, t]= max 24(x, t). 
n x co, T] 
(3.14) 
Consider first the case t> 0. If X E Q then from (1 .I ) we get 
s (u(X, i) - u’(x’, , tl) d 0. dR’ (3.15) 
Recalling (3.13) we obtain 
1 
u’(xb, x0, 4)) < u(.xo, to) 6 u(X, f-j 6 - s iaf2'i c7Q. 
u'(x', i, ty), 
which is a contradiction to (3.12). It follows that X must belong to &Q and 
then, by (1.3), 
On the other hand. if i=O then 
24(X, i) < max uo. 
Thus in both cases 
max 24 < max 
i 
sup F 
-, sup 110 
P 
and then, by (3.13) the same estimate holds for U’ (if to > 0 in (3.12)). 
Consider next the case to =O. Then U’ 6 sup ub. If, in (3.14) i=O then 
U< sup uo. If, on the other hand, i> 0, then in case XEQ we obtain, as 
before, the inequality (3.15) thereby concluding that 
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In case X E a52 we proceed as before to deduce that (3.16) holds. Thus the 
upper bounds asserted in (3.1), (3.2) are valid in all cases. It remains to 
estimate U, v’ from above. 
In view of (3.2), (1.7) implies the differential inequality 
vi - div(/?‘(v’) V’v’) < yr(N,) &. (3.17) 
We shall compare (v, u’) with a stationary upper solution (w, w’) defined 
by 
-div(jI(w)Vw)+ VI.Vw+/?Zj~Q (w-w’)=0 in a, 
-div(/?‘(w’) V’w’) = yr(N,) &, + 1 in Q, 
p(w)g+“w=M on Lx2, M > SUP G, 
/?‘(w~)~+v’(w’-w)=O on aszf 
and satisfying 
w>vo, Wf>Vb. 
First we prove: 
(3.18) 
(3.19) 
(3.20) 
(3.21) 
(3.22) 
LEMMA 3.2. For any M sufficiently large there exists a solution (w, w’) 
of (3.18)(3.21) satisfying (3.22). 
Proof Set 
K=yr(N,)fj,+ 1. 
If we integrate (3.19) over Q’ and use (3.21), we get 
VI 
s 
aR, (w’-w)=K(SZ’I. 
Hence ( 3.18 ) becomes 
-div(/I(w)Vw)+ ?f2.Vw=yla’l. (3.23) 
Conversely, (3.23) together with (3.19), (3.21) yield (3.18). Consequently 
the system (3.18)(3.22) is equivalent to (3.19)-(3.23). 
QUASILINEAR PARABOLIC SYSTEM 179 
Now, (3.23), (3.20) has a solution w and then (3.19), (3.21) also has a 
solution w’. It remains to show that (3.22) holds if M is sufficiently large. 
By (3.23) and the maximum principle, w(x) takes its minimum in 0 at 
points x0 belonging to %2 and, by (3.20) 
Similarly, for any ?c E Q, the function w’(x’, X) can take its minimum in 8’ 
only at points xb in 852’ and, by (3.21), 
w’(xb, X) - w(X) > 0. 
It follows that 
M 
w’3-, 
M 
U’ 3 - 
V V 
and thus (3.22) is satisfied if M is large enough. 
With M and w, w’ now fixed, we proceed to show that 
WGCC,, w’ 6 c,, 
where C, is a constant as asserted in Lemma 3.1. To this end we first 
observe that, in view of (3.23) (3.20) the function z(x), defined by 
s 
II 
z=B(w)= o P(5)@ 
satisfies the boundary value problem 
1 
-Az+jgij 2 v’ 
v .VzAE IQ’, in 52, 
g+vB-‘(z)=M on asz. 
Moreover, for A and A large enough 
Z(x) = /I -e-“-r’ 
satisfies 
1 
-AZ+m V,.VZ> v, E,Q’, = -Az+h v, .vz in Q, 
~+vB-‘(Z)>M=~+vB-‘(z) on an 
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Since BP ‘(3) is increasing the maximum principle implies 
B(w(x)) = z(x)< Z(x), XEQ. 
This in turn yields w < C,. Next, working with (3.20), (3.21) we similarly 
conclude that w’ < C,. 
In order to complete the proof of (3.4), (3.5), it suffices to show that 
u < w in Q x [0, T), v’ < w’ in 0’ x 0 x [0, T). (3.24) 
Suppose (3.24) is not true. Then, in view of (3.22), there exists a 
t, # E (0, T) such that 
v < w, 0’ < w’ if t < t, (3.25) 
and either 
4x0, to) = w(xo) for some x0 E a, (3.26) 
or 
u’(xb, x0, to) = w’(xb, x0) for some xb E a, x0 E 8. (3.27) 
Suppose (3.27) holds. Then w’ - v’ in {t < to} takes minimum zero at 
some point (xb, x0, to) and, by (3.19), (3.17) and the maximum principle, 
xb cannot belong to Q’, i.e., xb E 852’. Since B’(s) = SS, p’(z) dz is increasing, 
the quantity B’(w’) - B’(u’) takes minimum zero at (XL, x0, to), xb E dQ. In 
view of the Hopf maximum principle 
-& B’(w’) <$ B’(d). 
Then, by (1.9), (3.21), 
WI-w>u’--v at (4, x0, to), 
so that, by virtue of (3.25) 
(u’ - W’M, x0, to) < (0 - w)(xo, to) G 0, 
a contradiction to (3.27). 
We conclude that (3.26) must hold and that 
u’(x’, x, to) < w’(x’, x) for any x’ E Q’, x E 8. (3.28) 
The function w-u in (t 6 to} takes minimum zero at (x0, to). By (1.4), 
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(3.20) it follows that x0 cannot belong to X?. Hence X,EQ and then, by 
(1.2), (3.18) and the maximum principle, 
.r Cw(x,, to) - W’W, x0, JR’ to)1 2 I,, Cdxo, to) - U’W, x0> to)]. 
Therefore 
1 O=w(xo, to)-4x0, fOD@jq s dR, (w’-v’)(.x’,xo, fo), 
which is a contradiction to (3.28). This completes the proof of (3.24) and 
thereby also the proof of Lemma 3.1. 
4. PROOF OF THEOREM 1.1 (ASSUMING (1.19)) 
From Lemma 3.1 it follows that without loss of generality we may 
truncate the function Y(u’) for U’ > Co; thus we may assume, in proving 
Theorem 1.1, that there is r. < co such that 
0 6 r( u’) 6 l-0 Vu’. (4.1) 
Let A, B be nonnegative, Holder continuous functions of exponent 
6,6 > 0. Consider the parabolic system 
u: - div(a’(u’) V’u’) + r(u)) &u’) = 0 in Sz; (4.2) 
vi - div( j?‘( v’) V’v’) - yr( u’) q5( v’) = 0 in G?., (4.3) 
ad 
a’( u’) z + $24’ = A on ai-2’ x (0, T), (4.4) 
,8’(d) g + v’v’ = B on au x (0, T), (4.5) 
u/(x’, 0) = ub(x’), u/(x’, 0) = ub(x’) on Q’, (4.6) 
where ub, oh are nonnegative functions in C”(W’) n HI(Q) for some 6 > 0. 
LEMMA 4.1. There exists a unique solution of (4.2)-(4.6). 
Proof: For any M > 0, set 
KM= {(u’, u’)~L”(f&-)xL”(Q$); -Mdu’<M, -M<u’<M}. 
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For any (U’, 3’) E K,, which is in addition continuously differentiable, there 
exists a solution(u’, u’) of 
u; - div(tx’(u’) V’u’) + I-($) $(I?‘) = 0 in Ql,, 
vi - div(fl’(u’) Vu’) - yr(z2) &I?‘) = 0 in s2; 
(4.7) 
satisfying (4.4)-(4.6) (cf. [ 10, Chap. V, Sect. 71). The solution is unique. 
For if (u;, u’,) is another solution then, multiplying the difference of the 
equations for u’, u’, by sgn(w), where w = u’ - u’, , and integrating over Szi, 
we get 
from which we deduce that w z 0, i.e., u’ = u’, . Similarly, u’ E vi. 
Using (4.1) we easily deduce that lu’j <C*, 10’( <C*, where 0’ is a 
positive constant independent of the pair (U’, 6’). Choosing M= C* it 
follows that the mapping W defined by 
(u’, ?I’) = W(U’, 6’) 
maps C’ pairs of K, into K,. From C” parabolic estimates [lo] it follows 
that 
Iu’l P(ii’T) + 10’1 cya’T). cc,, (4.8) 
where u and C, are independent of (ii‘, 0’). So far we have considered W 
only for C’ pairs (ii’, 0’). However, since M, a and C, are independent of 
(u’, V’), we can define W, by approximation, for any pair (U’, 3) of K, and 
(4.8) is still valid. We thus conclude that W maps K, into a compact sub- 
set of K,. Finally W is continuous. For if (Uk, 6;) -+ (ii’, 3) then from 
(4.8) it follows that for any subsequence m’ there is a sub-subsequence m” 
such that 
W(z&, CL) -+ (u’, u’) uniformly as m = mrr -9 co. 
Clearly (u’, u’) is a solution of (4.7) with the boundary conditions 
(4.4)-(4.6). Hence, by uniqueness, (u’, u’) = W(ii’, 6’). 
Having proved that W is a completely continuous mapping from K, 
into itself, we use the Schauder fixed point theorem to conclude that W has 
a fixed point (u’, v’), which is then a solution of (4.2k(4.6). 
Using the maximum principle we easily deduce that u’ 3 0, u’ B 0. 
The uniqueness follows from the following stability result: 
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LEMMA 4.2. Let (u', 0') and (ii', 6') be two solutions of (4.2)-(4.6) 
corresponding to boundary data A, B and A”, 8 in (4.4), (4.5)) and initial data 
(z&(x’), I&(X’)) and (ii;, (x’), u”b(x’)), respectively. Then for 0 < t < T, 
5,,(~s’(f)u’(t)~+l~‘(t)-u’(t)l)~CjoTf~O(IA-~I+IB-~I) 
(4.9) 
where C is a positive constant independent of the data. 
ProojI Set w’ = 6’ - u’, z’ = 6’ - u’. Take the difference of the equations 
for 6 and U’ and multiply by sgn w’. Integrating over Sz: and proceeding 
analogously to the derivation of (2.8), we obtain 
j 
0’ 
/w’(t)/ +p’ Jbi S,,, lw’l + ji lo, Ir(u’) - r(il’)l d(u’) 
< 1: J*,, r(fi’)l d(u’) - &;‘)I + P’ 1: f;, IA - 21 c ’ 
+f*, I Ub-i&I. 
Similarly 
f R’ b’(t)1 + v’ f Ia,, lz’l G y Ji S,, Mu’) - r(fi’)l d(u’) 
+ Y Jbi jQ, +‘)I d(u’) - d(fi’)l + v’ 1: [?,, IB - El 
+s,* I Ub-v”bI. 
Hence 
s,, (Iw(t)l + Iz’(t)l) < co j; .r, lz’l + Z;(t), 
where c(t) denotes the right-hand side of (4.9). It follows that (4.9) is 
satisfied (with another constant C). 
For any M>O,O<t<T, let 
K M,* = {(u’, U’)E [L”(Q’ x 52 x (0, r))]2, 
O6u’dM,O~u’~M}. 
(4.10) 
505/70/2-3 
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For any (ii’, 0’) in K,,, , denote by (1?, 6) the solution of 
ii, -div(a(ii) Vi7) + V, .Vii + fll jaQ, (ii - U’) = 0 in O,, 
(4.11) 
I?,-div(P(v”)Vfi)+ ~z.Vfi+fl,[8Q,(fi-ti’)=0 in Q, 
with the initial-boundary conditions (1.3k( 1.5). Existence is established as 
in Lemma 4.1; uniqueness is proved as in the case of (4.7) by multiplying 
the difference of two equations (for ii,, i&) by sgn(ti, - 6,) of the solutions, 
integrating over 52, and using (1.19). 
For any fixed x E 6, let z/(x’, x, t), v’(x’, x, t)) be the solution (construc- 
ted in Lemma 4.1) of (4.2)-(4.6) with 
A = ii(x, t), B = 6(x, t). (4.12) 
We define a mapping W by 
W(U’, 6’) = (u’, u’). 
We shall prove that, for some M, if z is small enough then W maps KMM,r 
into itself. 
Observe first that the inhomogeneous terms in (4.11) are bounded in the 
L” norm by 
(PI + PdlJQ’l M. 
Comparing ii and 0” with a function of the form cI + c,t we find that 
where 
sup F+ sup G 
c,=suP(l%I + hl)+~ -y--> (4.13) 
and C, is a positive constant independent of z. Using this estimate in (4.12) 
we can now proceed to estimate, in L”, the solution of (4.2b(4.6) by com- 
paring again with a function of the form c1 + c,t. We obtain the estimate 
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where C, is a positive constant independent of z. Choosing 
~=sup(Iu~I + lobl)+$+;+ 1, 
18.5 
(4.14) 
we deduce that if z is small enough then W maps KM., into itself. 
LEMMA 4.3. W maps KM,, into a compact subset. 
ProoJ By C” estimates for parabolic equations, 
In(x,t)--(y,s)l+I~(x,t)-~(y,s)l,<C(IX--y(”+It-sl~) (4.15 
with C, a independent of (U’, V’), and similarly, 
lu’(x’, x, t) - u’( y’, x, s)l + Iu’(x’, x, t) - u’( y’, x, s)l 6 C( lx’ -y’J” + It - SI “) 
(4.16) 
(since the right-hand sides of (4.4), (4.5) are Holder continuous in t, by 
(4.15)). 
Our next goal is to estimate the modulus of continuity of u’, u’ in x. To 
this end we consider the problem (4.2)-(4.6) at two distinct points x and y. 
Using Lemma 4.2 with A = u(x, t), B = u(x, t), d = u( y, t), B = o( y, t), and 
applying (4.15) (with t =s) to estimate the first integral on the right-hand 
side of (4.9), we obtain, for 0 < t < r, 
J 
(lu’(x’, x, t)-u’(x’,y, t)l + Iu’(x’, x, t)-u’(x’,y, t)l)< Clx-yl”, 
0; 
(4.17) 
where C is a constant independent of T, provided T < T. 
It is now easy to deduce from (4.16), (4.17) that 
lu’(x’, x, t)-u’(x’,y, t)l+ Iu’(x’, x, t)-u’(x’,y, t)l dClx-yJ” (4.18) 
for some C>O, B>O. Indeed, set E= (x-y/. From (4.17) we have 
s I+‘, X, t) - U’(X’, J’, t)l < CE” & 
in any region &= (lx’-x&l <6}nSZ’. But 
Ju’(x’, x, t) - u’(x&, x, t)l < CP, 
Iu’(x’, y, t) - u’(x;, y, t)l < Cd”. 
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Hence 
I& I lu’(xb, x, t) - u’(xb, y, t)l < CE” + Cl&( P. 
Since l&l > CP’, we get 
lu’(xb, x, t) - u’(x,, y, t)l d CP + W/P’. 
Choosing 
the assertion (4.18) follows for u’; the proof for v’ is the same. 
From (4.16), (4.18) it follows that W maps K,,, into C’(D’ x Q x [0, r]) 
for some cr > 0. Hence W is a compact mapping. 
It follows that W is completely continuous mapping from K,,, into KM,, 
and, consequently, it has a fixed point (u’, u’). Together with the 
corresponding (u, u) we then obtain a solution of (1.1 )-( 1.10) for t < r. 
Since we are assuming the condition (1.19), the solution is unique. 
We next extend the solution from t=T---E to t = t-s + z’. By uni- 
queness, the extended solution agrees with the solution constructed in the 
first step, for r -E < t < r. 
Similarly we can proceed to extend the solution step by step. If we can 
prove that in each step the size of the t-interval remains uniformly positive, 
then the proof of Theorem 1.1 is completed after a finite number of steps. 
To prove it note that r, in the first step, depends only on the data F, G and 
on 
suP(l~ol+ boI)+suP(l4I + I&l). 
Since by Lemma 2.1 
suP( + Mt)l) + suP(lu’(t)l + b’(t)l) 
is a priori bounded independently of t, for 0 < t < T, the size of the 
t-intervals indeed remains uniformly positive. 
5. PROOF OF THEOREM 1.1 
Let ik (k= 1,2,...) be C2 functions such that 
ck = 1 outside a f-neighborhood of %2, 
ck = 0 in a $-neighborhood of &2, 
O<Ck< 1. 
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Set 
and consider the system (1.1 )-( 1.10) with Vi, replaced by Vi,k. By Section 4 
this system has a solution (u,, vk, ub, v;) and, by Lemma 2.1, 
O<uu,, u;dN,, (5.1) 
OGV,, vb< co, (5.2) 
where C, is a constant independent of k. 
By C” parabolic estimates we then find that 
and 
lugx’, x, t) - u;( y’, x, s)l + Iv;(x’, x, t) - vb( y’, x, s)l 
<C(lx’-y’l”+ It-sl”) 
for some C > 0, a > 0 independent of k. Furthermore, using Lemma 4.2 we 
find that (4.17) holds for uh, vi and therefore, as in the proof of (4.18) 
lu;(x’, x, t) - l&(x’, y, t)l + Iv;(x’, x, t) - $(x’, y, t)l d c/x-yl” 
for some C > 0, j > 0 independent of k. 
Using these uniform Holder estimates we deduce that, for a subsequence, 
uf( -+ u, Vk + v, u; + li, v; -+ d (5.3) 
in C”(Q x B x [0, T] ), for some cr > 0. 
Next, we multiply (1.1) by uk, integrate over Q, and use Schwarz’s 
inequality and (l.ll), (1.12) and (5.1) to obtain 
j, (udt)Y + 1; .r, [Vu, (2 < c, 
with C > 0, independent of k. Thus, for a subsequence, 
VUk -P vu weakly in L’(Q,). (5.4) 
Analogous relations hold for UK, vk, v;, Hence, in view of (5.3), (5.4), we 
can pass to the limit k-~ co and conclude that (u, v, u’, v’) is a weak 
solution of (l.l)-(1.10). On account of the hypotheses (l.ll)-(1.18), 
the regularity theory of divergence form parabolic equations 
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[ 10, Chaps. III, IV] implies that (u, u, u’, u’) has in fact the smoothness 
properties stated in Theorem 1.1. 
Remark 5.1. It seems difficult to extend Theorem 1.1 to the stationary 
case because of the lack of a priori estimates (of a type similar to 
Lemma 4.2) which establish the continuity of (u’, 0’) in the joint variables 
(x’, t’) and x. 
6. ASYMPTOTIC BEHAVIOR 
For simplicity, we restrict ourselves in this section to the case where 
a(u) = a, p(u) = p, a’( 24) = a’, P’(u) = p’, 
where ~1, /I, a’, /I’ are constants. 
(6.1) 
Lemma 3.1 easily extends to the stationary case (where the solution is 
independent of t): 
sup F 
06U,U'<-? 
P (6.2) 
0 e v, u' < co. 
In particular, 
if F(x) E 0 then u = 0, U’ E 0 for any 
solution of the stationary problem. (6.3) 
In this section we assume that (l.ll)-(1.19) (and (6.1)) hold for any 
0 < T-c 00. By Theorems 1.1, 1.2 there exists a unique solution for all 
t < co. We are interested in the behavior of the solution as t + co. 
Naturally one expects the limit, if existing, to be a solution of the 
stationary problem. Since, however, we have not proved the existence of a 
solution of the stationary problem for general F, G (cf. Remark 5.1), we can 
only establish the asymptotic limit of the solution under some significant 
restriction. 
We shall in fact assume that 
G(x, t) + G(x), F(x, t) +O (6.4) 
in a suitable sense, as t + co. 
From (6.3) it follows that the stationary solution (G, v”, ii’, 6’) 
corresponding to (6.4) satisfies: ii ~0, ~7~0; then also 
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--Al?+ v,.vv”+p, 6,. (GiY)=O in Q, (6.5) 
pg+va=c on &Q, (6.6) 
A’fj’ = 0 in Sz’, (6.7) 
ar 
p - + v’( 6’ - 6) = 0 
an’ 
on IXY. (6.8) 
Integrating (6.7) over 0’ and using (6.8), we find that 
I 
(3 - 6) = 0. 
a?R ’ 
Hence (6.5) reduces to 
AE+ V,.ViT=O in Q. 
This equation has a unique solution E satisfying (6.6), and then (6.7), (6.8) 
also has a unique solution 5’. 
THEOREM 6.1. Zf 
r(u) = cup (c>O,O<p< l), (6.9) 
V, , V, are constants, (6.10) 
and 
(6.11) 
(6.12) 
forsome C>O, E>O, then, as t-+00, 
(u, v, u’, v’) -+ (0, 6, 0, 0”‘) 
uniformly, where v”, 5 is the unique solution qf (6.5)-(6.8). 
Proof Consider first the case 
VI = 0, v2 = 0. (6.13) 
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Multiplying ( 1.1) by U, and (1.2) by u, and integrating over Q, we get 
I R 
s n 
u,(vu - G) = -f12 ik, ja,, u,(u- u’). (6.15) 
Similarly from (1.6), (1.7) we obtain 
jQ, Ml2 +;; s,, Iv’4* = CL’ I,, uxu - ’) - s 4r(u’) &(u’), (6.16) R, 
S,, tui)’ + f $ S,, IV’u’12 = v’ jd,, u>(u - 0’) + y jQ, u:r(u’) d(d). (6.17) 
Integrating (6.16) over S2 and multiplying the result by fir, and adding to 
it p’ times (6.14), we get 
= -PIP’ ja I,, tu - au, - 4) -P1 jQ jQ, 4rt4 4(u’), 
and 
Integrating (6.18) with respect to t, we conclude that 
7 T 
P’ 4+81 sss (4)’ G -B1 ski u:r(u’) qqu’) + c, (6.19) 0 0 R’ 0 R R’ 
where C is a constant independent of P, here we used (3.1) and the first 
inequality in (6.11). 
Similarly we get from (6.15), (6.17), (using (6.12)) 
v’ joT ja 4 + P2 joT s, s,, (vi)* 5s P2u joT jQ j,, u:r(u’) 4(u’) + C. (6.20) 
Next we multiply (4.1) by p’uk (k > 0) and integrate over Q x (0, T), then 
QUASILINEAR PARABOLIC SYSTEM 191 
multiply (1.6) by /?i(~‘)~ and integrate over Q’ x 52 x (0, T). Adding the two 
relations, we find that 
PLI joT ja, Uk(PU - F) + PIP’ joT il, jQ, (u” - (U’Jk)(U - u’) 
+P,jTj j (~‘)k+4~(U’)~C, 0 n f-2’ 
where C is a constant independent of T. It follows that 
since u is bounded, where c is a constant depending only on k, p’, p. 
Taking k =p and using the second inequality in (6.11), we get 
co 
s I 0 ac2 up+ ’  jam jQ jQ, (u’)2p d(d) < a. (6.21) 
From (6.19) we have 
Since b’(u’) Q do&u’) we then obtain, after using (6.2 1 ), 
Similarly we obtain, from (6.20), 
(6.22) 
(6.23) 
Since U, u, u’, u’ are uniformly bounded by parabolic estimates we deduce 
that U, u are uniformly (Holder) continuous in (x, t) and u’, u’ are 
uniformly (Holder) continuous in (x’, t’). If also 
u’, 0’ are uniformly continuous in x (6.24) 
(uniformly in (x’, r’) E a’,) then for any sequence t, -+ cc there exists a sub- 
sequence such that 
u( r” + t) -+ ii, u( t, + t) -+ 6, 
u’( 2, + t ) -+ ii’, u’( t, + t) + 6’ 
(6.25) 
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uniformly in t, 0 < t < 1, where (ii, o”, ii’, v”‘) is independent of t (by (6.22), 
(6.23)), and is therefore a solution of the elliptic system corresponding to 
F=O and G(x)=lim,,, G(x, t). By the remarks preceding Theorem 6.1 it 
follows that ii= a’=0 and (c, 0”‘) is the unique solution of (6.5)-(6.8). 
Since (6.24) is not obvious we proceed differently. Let U(x, t), U’(x’, x, t) 
be the solution of (l.l), (1.3) (1.6), (1.8) with r(u’)#(v’) replaced by 0 and 
with the same initial values as U, u’. We claim that 
u< u, li 6 U’. (6.26) 
Indeed, this is proved by applying the comparison argument of Lemma 3.1 
to u-u, d-u’, thereby showing that max(u’- V) < 0 and then 
max( u - U) < 0. 
Observe now that 
U is uniformly Holder continuous in (x, t ), 
U’ is uniformly Holder continuous in (x’, x, t). 
(6.27) 
In fact, the uniform continuity of U(x, t) in (x, t) and of U’(x’, x, t) in 
(x’, t) is obvious, whereas the uniform continuity of U’(x’, x, t) in x follows 
by estimating w(x’, t) z U’(x’, x,, t) - U’(x’, x2, t) from the system 
l3W 
z-cl’Aw=O inSZ;xQ, 
a’g+p’w=p’(U(x,,t)-U(x,,t))=O(lx,-x,1’) onXYxQx(O,co). 
Next, by the proof of (6.19) we have 
PI j’s Uf+B, &I jQ,vn2CC, 0 R 
C independent of T. Hence, by the argument following (6.25) we deduce 
that 
U(x), t) + U,(x), u’(x’, x, t) + Uo(x’, x) 
uniformly as t -+ co, where U,, V. is a stationary solution corresponding to 
F= 0. It follows that U, = 0, U0 = 0. From (6.26) we then conclude that 
u --* 0, U’ + 0 uniformly as t -+ co. (6.28) 
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Next write u’ = w’ + z’, where 
f$ p’Llw’= y(d) q+(d) inR’,xQ, 
pr~+y’st=o onX?‘xQx(O, co), 
w’(x’, x, 0) = 2$(x’, x) forx’EQ’, XEQ. 
In view of (6.28) and standard results on the asymptotic behavior of 
solutions of parabolic equations, 
w’ -+ 0 uniformly as t + co. 
Since 
we deduce (cf. (6.27)) that z’(x’, x, t) is uniformly Holder continuous in 
(x’, x, t). It follows that for any sequence t, -+ cc there is a subsequence for 
which 
u(x, t, + t) + D”(x), u’(x’, x, t,, + t) + 6(x’, x) 
as n -+ co, uniformly in (x, x’, t) EL? x Q’x [0, l] and the proof of the 
theorem is completed by the argument following (6.25). 
So far we have assumed that V, = V, = 0. In the general case we multiply 
(1.1) and (1.6) by exp{(l/cc) V,.x) and (1.2), (1.7) by exp{(l//?) V,.x}. 
The new Eq. ( 1.1) becomes 
(e 
(l/a) VI ‘Xu), _ a div(e(l/“) VI .-X Vu) + p, 
If we multiply this equation by U, and integrate over Q, we obtain an 
analog of (6.14) with exp((l/cc) V, . } . ‘d x msi e each integral. Next we mul- 
tiply the identity (6.16) by exp{(l/tx) V, .x}. Combining the above we 
obtain the analog o (6.19). Next an analog of (6.21) is established and this 
leads to (6.22). Similarly we obtain (6.23) and the proof of the theorem is 
completed as before. 
Remark 6.1. Theorem 6.1 can be extended for more general function 
r(u), by multiplying (1.1) by r(u) instead of by up. 
We conclude this section by considering the simplified model (1.1 )-( 1.10) 
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whereby u(x) and u(x) are constants. Assuming (6.4) and omitting the 
primes throughout (1.6)-(l.lO), we arrive at the system 
24, = crAz.4 - r(u) 4(u) in O,, 
u, = BAu + yr(u) 4(u) in Sz,, 
;+ru=/. on XJ x (0, T), 
av 
~+vv=g on af2 x (0, T), 
4% 0) = &l(x), 4-T 0) = %(X) in Q, 
where J; g are constants. In the sequel we shall actually take 
(6.29) 
(6.30) 
(6.31) 
(6.32) 
(6.33) 
f=f(x), g = g(x) 
with f, g, uO, u,, nonnegative. 
Existence for the system (6.29)-(6.33) has been studied in the literature; 
see Section 0. Here we shall restrict our attention to the asymptotic 
behavior of a solution, taking T= co in (6.29k(6.33). 
In case f(x) = 0 one can establish an analog of Theorem 6.1. We shall 
henceforth consider the case where f is not necessarily zero, but assume 
that 
a = B, p = v. (6.34) 
In this case, for the elliptic problem with solution ii(x), v”(x), the function 
satisfies 
A@=0 in Q, 
g+pc=yf+g on ai-2; 
(6.35) 
this determines G uniquely, and then ii is a solution of 
aAii - r(G) cj(iG - yii) = 0 in 52. 
(6.36) 
on a52. 
Under some assumptions on r, 4, this equation has a unique solution; see 
c3,71. 
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THEOREM 6.2. If (6.34) holds then any solution of (6.29)-(6.33) satisfies 
s (yu, + u,)* 6 CeC”, (6.37) n 
(6.38) 
where C, c are positive constants; consequently, if the elliptic problem (6.36) 
has unique solution ii then, as t --* GO, 
4% t) -+ W), v(x, t) -+ C(x) 
uniformly in x, where 0” = @ - yii. 
The last part of the theorem follows as in the case of Theorem 6.1. To 
prove (6.37) we differentiate the equation 
w, = MAW (w=yu+v) 
in t and multiply by w,. Integrating over Q, we easily find that 
which yields (6.37). 
Next we multiply (6.29) by u, and integrate over 52,. We obtain 
j’j $+jTj r(lo~(w--./U)u,+j~lVu(~)12=j~IVU012. (6.39) 
0 D 0 R 
The second integal on the left-hand side is equal to 
ur(r)d(w-v3dt]- j’j w,@(u), (6.40) 0 D 
where 
is a bounded function (since u(x, t) is bounded). Further 
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where K, C are positive constants and C is independent of T (by (6.37). It 
follows that the expressions in (6.40) remain bounded as T + co, and (6.38) 
then follows from (6.39). 
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