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Une synth䣨se des probl䣨mes concernant l'utilisation des filtres de
Volterra transverses (FVT) en détection, estimation et filtrage spatial
d'antenne est présentée, que les données à traiter soient réelles ou
complexes. Une représentation unique de tous ces filtres est introduite
.
Celle ci permet de couvrir simultanément des questions aussi variées que
la maximisation du contraste à l'intérieur de l'espace de Hilbert des
sorties des FVT, et l'estimation non linéaire en moyenne quadratique
d'un processus aléatoire inconnu. Les FVT optimaux relatifs aux trois
probl䣨mes abordés sont obtenus comme solution d'un syst䣨me unique
d'équations normales généralisées . Quelques exemples d'application
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A tutorial review of the use of discrete time transversal Volterra filters
(TVF) in detection, estimation and narrow-band array processing is
presented, when the data are either real or complex valued . A unique
representation of such filters allows to tope simultaneously with a wide
field of problems ranging from maximizing the contrant in Hilbert spaces
spanned by the outputs of TVF, to the non linear least squared estimation
of an unknown stochastic parameter . The general extended normal
equations, giving the optimal TVF for all the above problems, are at first
1 . Introduction
Le présent article contribue à dresser un bilan concernant
la représentation, l'optimisation et l'identification adapta-
tive d'une classe particuli䣨re de filtres non linéaires
(FNL), les filtres de Volterra transverses (FVT) à temps
discret, réels ou complexes, dans le contexte du traitement
du signal, limité aux probl䣨mes de détection et d'estima-
tion mono et multidimensionnels . Le caract䣨re multi-
dimensionnel permettant, éventuellement, d'inclure le
filtrage d'antenne en présence de signaux à bande étroite
(BE) .
Au cours des derni䣨res années, les spécialistes de traite-
ment du signal se sont de plus en plus intéressés à l'étude
des syst䣨mes non linéaires et à l'usage des statistiques
d'ordre supérieur à deux . Il y a plusieurs raisons à cette
situation .
L'intérêt pour les syst䣨mes non linéaires part de l'idée
que, dans bon nombre de probl䣨mes de traitement du
signal, l'usage des syst䣨mes linéaires est insuffisant. Cette
situation est d'ailleurs connue depuis longtemps et les
syst䣨mes quadratiques sont par exemple couramment
utilisés en détection, qu'elle soit temporelle [1-2] ou
spatiale [3-5] . On sait en effet que la détection d'un signal
aléatoire gaussien centré dans un bruit lui aussi gaussien
conduit à un syst䣨me optimum de type quadratique .
L'abandon de l'hypoth䣨se gaussienne, nécessitée par de
nombreuses situations physiques, conduit elle aussi à
introduite des syst䣨mes optimaux non linéaires . L'intro-
duction des moments d'ordre supérieur à deux est liée à la
conviction que la connaissance statistique d'un signal
seulement jusqu'au second ordre est insuffisante, en
particulier lorsque l'on utilise des syst䣨mes non linéaires .
Cette évidence peut ne jouer aucun rôle d䣨s lors que l'on
introduit l'hypoth䣨se gaussienne puisqu'il est bien connu
que dans cette situation l'ensemble des propriétés statisti-
ques est compl䣨tement décrit à partir des moments du
second ordre.
Toutefois il convient de noter que l'utilisation des statisti-
ques d'ordre supérieur pour des signaux non gaussiens
n'est pas intrins䣨quement liée à l'usage de syst䣨mes non
linéaires. De nombreux travaux [6-8] ont été effectués sur
l'usage de telles statistiques pour des filtres linéaires et
stationnaires et en particulier pour surmonter la difficulté
bien connue, lorsqu'on se limite à l'ordre deux, qui est
l'impossibilité de déterminer la phase à partir des relations
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derived in a unique form and afterwards applied to each issue of concern .
Finally, a few ideas are presented on adoptive TV fltering algorithms .
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entrée-sortie . Plus récemment, certains auteurs ont égale-
ment abordé la séparation aveugle de sources indépendan-
tes en utilisant uniquement l'information contenue dans
les moments, jusqu'à l'ordre quatre, de la sortie du
mélange [9-15] . Ces deux derniers points de vue, sources
d'une littérature tr䣨s abondante ne seront pas du tout
abordés dans la suite de cet article .
L'objectif poursuivi est, en effet, d'étudier une classe
particuli䣨re de syst䣨mes non linéaires appelés les filtres de
Volterra transverses. Ces filtres jouent un rôle relative-
ment important dans la théorie des syst䣨mes non linéaires
parce qu'ils apparaissent comme une extension naturelle
des conceptions bien connues dans le cas des filtres
linéaires. En effet, dans le cas réel, le filtrage de Volterra
peut s'écrire sous la forme d'un développement dont le
terme du premier ordre correspond exactement au filtrage
linéaire connu, le terme du second ordre correspondant au
syst䣨me quadratique également connu . Le filtrage de
Volterra transverse n'est pas totalement nouveau et il a
même été déjà abondamment étudié dans le domaine du
traitement du signal mais généralement sous l'hypoth䣨se
gaussienne. Nous nous proposons dans toute la suite
d'abandonner cette hypoth䣨se et de fournir des résultats
valables d䣨s lors que des statistiques d'ordre supérieur des
signaux considérés sont connues .
Avant d'indiquer le contenu des pages qui suivent, il
convient de faire une br䣨ve présentation de la situation
actuelle du probl䣨me. Les travaux sur le filtrage non
linéaire en traitement du signal peuvent être répartis en
plusieurs catégories. Si l'on envisage un premier type de
classement fondé sur la nature de la grandeur d'entrée, on
est tout naturellement conduit à distinguer les FNL
temporels, dont les premi䣨res utilisations remontent à N .
Wiener [16] et P . Eykhoff [17], les FNL fréquentiels [18]
utilisant en particulier le concept de polyspectre et finale-
ment les FNL spatiaux, dont l'apparition est beaucoup
plus récente [19-20]. En plus de la nature de la grandeur
d'entrée, on est conduit, si l'on désire recenser des travaux
relatifs au filtrage non linéaire, à tenir compte du point de
vue adopté. On constate, effectivement, que quatre caté-
gories d'articles se dégagent assez nettement . La premi䣨re
comprend des travaux tr䣨s en amont et en général de
nature théorique . La seconde regroupe des algorithmes de
mise en eeuvre, dans un contexte adaptatif ou non. La
troisi䣨me contient des études de structures spécifiques de
FNL que conditionne leur implémentation . Enfin la qua-
tri䣨me catégorie réunit le savoir faire et étudie l'efficacité
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des FNL dans des applications tr䣨s spécialisées . Cette
présentation vise seulement à sérier les activités en filtrage
non linéaire, tant la littérature est abondante dans le
domaine. Elle n'a rien de systématique, étant entendu que
bon nombre d'articles appartiennent à plusieurs catégories .
Deux écoles contribuent à la couche théorique : celle des
automaticiens qui privilégient la représentation interne ou
d'état [21] à temps continu des FNL [22], étudient leur
équivalence avec des représentations externes [23-24],
telles que celles appelées ici filtres de Volterra (FV) [25], et
élaborent des crit䣨res de stabilité adaptés [22], [26] .
Apparue plus tard, l'école des traiteurs de signaux réunit
quatre types de préoccupation : des questions d'estimation
[27], limitées parfois au filtrage de Wiener [28], voire à la
prédiction [29-32], des probl䣨mes de modélisation et
d'identification [30], [33-35], des probl䣨mes d'annulation
adaptative de bruit [36-38] et pour finir, des travaux
relatifs à la détection temporelle [39-40] ou spatiale [20] .
Comme dans le cas linéaire, le filtrage non linéaire
adaptatifintroduit en premier lieu des algorithmes stochas-
tiques, fondés sur une récursivité temporelle, qui étendent,
la plupart du temps dans le contexte linéaire-quadratique
(LQ), les algorithmes LMS temporel [30], [35], [41] ou
fréquentiel [42], les algorithmes du signe [43], RLS
temporel [44] ou fréquentiel [45], RLS rapide [46-47],
treillis [48], éventuellement sous des contraintes dans le
cas spatial [49] . En second lieu, on trouve des algorithmes
« exacts » utilisant une récursivité sur l'ordre, comme la
généralisation de l'algorithme de Levinson [31-32], ou
consistant à identifier de façon instantanée les param䣨tres
d'un mod䣨le quadratique [50] . Pour finir, les références
[51] et [52] contiennent une approche globale du filtrage
LQ adaptatif et précisent le rôle joué par les moments
d'ordre trois dans le couplage d'algorithmes partiels .
La méthode d'implémentation de filtres quadratiques [34]
la plus utilisée consiste à effectuer une décomposition LU
[53] de la matrice constitutive avec, ensuite, la possibilité
d'avoir recours aux structures systoliques [54-57], ou non
[58] . Cette technique permet, de mani䣨re schématique, de
ramener la réalisation d'un filtre quadratique à horizon
fini à celle d'une série de filtres linéaires à RIF [59], de
taille variable, suivie d'une quadration . Parmi les appro-
ches qui n'utilisent pas la décomposition LU, on différen-
cie également celles intégrant les structures systoliques
[60] des autres [61], éventuellement fondées sur l'arithmé-
tique « distribuée » [62-63] . Les travaux précurseurs, dans
cette catégorie, qui doivent être attribués à A . Peled et B .
Liu [64], remontent déjà à 1974 .
Faute de pratique, les travaux relatifs aux applications sont
le moins nombreux. On trouve néanmoins quelques
articles sur l'annulation adaptative d'échos à FNL [41] [65-
66], l'égalisation de canal non linéaire [67-68], l'évaluation
des performances de syst䣨mes de transmission de données
[69-71], la suppression adaptative d'interférence inter-
symboles non linéaire [72], l'étude d'un syst䣨me de
mesures auto-adapté [73] et l'utilisation du filtrage non
linéaire en traitement d'images [74] .
Quel que soit le point de vue adopté, de nombreux auteurs
[35], [44] supposent les données gaussiennes, ce qui leur
permet, le cas échéant, d'écrire tous les moments d'ordre
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supérieur en fonction des moments d'ordre deux, une telle
démarche enlevant un peu de son intérêt au FNL. Parmi
les références rejetant cette hypoth䣨se figurent [20] [27-31]
[39-40] [49] .
En dehors de la synth䣨se qu'il représente, le travail
présenté dans cet article poss䣨de quelques originalités
qu'il convient de souligner d'emblée .
Quelle que soit la nature du probl䣨me traité, temporel ou
spatial à BE, données réelles ou complexes, une représen-
tation universelle d'un FVT complexe, à temps discret,
d'ordre p, est introduite dans le paragraphe 2. Cette
représentation est développée dans l'annexe 1 à l'aide du
produit de Kronecker [75], outil bien connu en alg䣨bre de
matrices [76]. Les propriétés statistiques de la sortie d'un
tel filtre sont détaillées par l'intermédiaire d'un opérateur
de covariance d'ordre 2p que l'on sait écrire explicitement .
Au début du paragraphe 3, une formulation unique des
trois probl䣨mes suivants est proposée : la détection non
linéaire optimale au sens du contraste [77-78], l'estimation
non linéaire en MQ [39] et le filtrage non linéaire
d'antenne [20] . Cette formulation se résume à une projec-
tion orthogonale sur l'espace de Hilbert engendré par les
sorties de FVT complexes, à temps discret, à différents
instants. Le passage d'un probl䣨me à l'autre s'effectuant
en changeant, non seulement la signification des noyaux
du filtre, mais encore, celle du vecteur observation . Le
FVT optimal relatif aux trois probl䣨mes est solution d'un
seul syst䣨me d'équations qui étendent les « classiques »
équations normales [79-80] et dont la structure est discu-
tée .
Quelques solutions explicites, couvrant les trois champs
d'applications précités, sont présentées dans le paragra-
phe 4 .
Enfin, le cinqui䣨me et dernier paragraphe donne quelques
indications à propos des algorithmes d'identification récur-
sive du filtre optimal .
2 . Le filtrage de Volterra transverse
2.1. FILTRAGE DE VOLTERRA TRANSVERSE RÉEL
2.1 .1. Définition
Soit un signal réel à temps discret x[k], k entier, et le
syst䣨me qui attaqué par x[k] gén䣨re la sortie y[k] définie
par
(2.1)
y [k] = ho + y
E
M=1 il
hm [lm]
x[k - i m] x[k - i 21 . . . x [k - i
m]
où im est un vecteur de composantes
(2.2)
	
lm = [i-, i 2 ,
. . ., i
m]
les ij étant des entiers satisfaisants i
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L'équation (2.1) est une relation entrée-sortie d'un sys-
t䣨me dénommé filtre de Volterra transverse (FVT) réel
d'ordre p. Dans cette relation h o est un terme constant
indépendant de l'entrée . Le terme hm[in] est dénommé
noyau d'ordre m du filtre . Il est évident sur (2.1) que le
filtre considéré est causal puisqu'il ne fait intervenir que
des valeurs antérieures à l'instant k. Par ailleurs N peut
être considéré comme représentant la mémoire du filtre,
c'est-à-dire l'amplitude du passé intervenant pour la
construction de la sortie présente . On note d'autre-part
que, pour chaque entier m tel que
1 _
in --p, toutes les
observations « redondantes » de la forme
x[k-im]x[k-i2] . . .x [k-i„m,]
où 3 (j, k)/1 _ j < k
_ m
et i2 > i
k
, n'ont pas été considé-
rées dans la mesure où elles n'apportent pas d'information
statistique supplémentaire . Si les statistiques du signal
x[k] sont connues jusqu'à l'ordre p, les propriétés du
signal y[k] dépendent de G(N, p) param䣨tres ou G(N, p)
est défini par
p
(2.3)
	
G(N, p) = 1 +
(2 .4)
(2 .6) y = h 0 +
m=1
g(N, m) .
m=1
La quantité g (N, m ), correspondant au nombre d'observa-
tions non redondantes d'ordre m pur, pour un FVT de
mémoire N, est définie par les relations récurrentes
suivantes
N
g(N,m)=
Y
g(k,m-1)
k=1
(2.5) g(k,l)=k 1_k_N .
Par exemple, pour un FVT d'ordre deux, encore appelé
filtre linéaire-quadratique (LQ), y[k] dépend de
G (N, 2) = 1 + N (N + 3)/2 param䣨tres : le coefficient
h o , les g (N, 1) = N coefficients « linéaires » h 1 [i
1
] et les
g (N, 2) = N(N + 1)/2 coefficients « quadratiques »
h 2
[
1
2
1, i
2
2] .
Si h o = 0 et si p = 1, la relation (2.1) se réduit à la
convolution classique définissant un filtre linéaire trans-
verse, aussi dénommé à réponse impulsionnelle finie
(RIF). On pourrait donc tout aussi bien remplacer
l'expression FVT par FV à RIF .
Pour toute la suite il est beaucoup plus simple de raisonner
en terme de vecteurs, un syst䣨me étant défini par une
relation entrée-sortie y = S (x) où x est le vecteur d'entrée
et y la sortie, scalaire dans cet article . Dans (2.1) le vecteur
d'entrée x a manifestement pour composantes x[k - i ] .
Soit donc un vecteur x de composantes x[i] et le syst䣨me
calculant la sortie y définie par
l1m[lm]
x[ijn ] x[i2 ] . . . x [i']
.
i,1.
i2
m
. - si,,
Par extension du cas précédent nous dirons que (2.6)
définit la relation entrée-sortie d'un FVT réel d'ordre p .
Traitement du Signal
ribune des non linéaristes
Le filtrage de Volterra transverse réel et complexe
454
2.1.2. Représentation
Pour tous les calculs qui suivent il est nécessaire d'écrire
(2.6) sous une forme beaucoup plus simple, même si le
calcul réel de la sortie nécessite le retour à (2.6) . L'idée de
base est que la sortie y est globalement linéaire par rapport
à l'ensemble des param䣨tres h, ce qui doit permettre
d'écrire la relation entrée-sortie sous la forme d'un produit
scalaire de vecteurs convenablement définis .
Notons tout d'abord que le noyau h 1 [i l ] peut être associé à
un vecteur h
1
de 1 N de composantes h 1 [ i ] . De même le
noyau h2 [i 1, i 2] représente une matrice carrée N x N
triangulaire supérieure droite qui peut être associée à un
vecteur h 2 de pg(N,2) . Enfin le noyau hm [im ] peut être
associé à un vecteur h m de RglN ' m) , dont les composantes
hm [i] sont les quantités hm [im ] rangées suivant l'ordre
croissant des indices im . La relation d'ordre considérée
correspond à celle utilisée pour le classement des entiers
en base N + 1 . Par exemple, on dira que l'indice
im défini par (2.2) est supérieur à l'indice jm de composan-
tes jk 1 _- k _- m si et seulement si
m-l
m-1
(2.7) (N + 1)kjm-k< (N +
l)
k
m-k
k=0
k=0
Tout ce qui vient d'être fait pour les noyaux peut être
repris pour le signal d'entrée . En particulier au vecteur x
d'entrée, on peut associer le vecteur x m de Rg(N^ m) , dont
les composantes xm [i] sont les quantités xm [im ] =
x[ii ] x[i21 . . . x [i'], non redondantes, rangées suivant
l'ordre croissant des indices im .
Considérons alors l'espace IiB
N[p], défini par
(2.8) RN[P]
n Rg(N,
1) x
Rg(N,2)
x
. . . x Rg(N,P)
et définissons les vecteurs HP et XP de 118N[p], III espace
vectoriel de dimension G (N, p) - 1, respectivement par
On constate alors que la relation entrée-sortie (2.6) prend
la forme
(2.11) y=ho +XpHp
qui est considérablement plus simple à écrire, même si le
calcul explicite de (2 .11) nécessite le retour à (2.6) . Notons
enfin que si l'on fait une suite de calculs sur un FVT
d'ordre p et que cet ordre est fixe, on peut omettre de le
mentionner, le dernier terme de (2 .11) devenant simple-
ment XT H.
Dans le probl䣨me que nous avons à considérer dans la
suite, le vecteur d'entrée x est souvent aléatoire, ce qu'on
spécifie parfois en le notant x(w) . Tout ce qui vient d'être
introduit peut être transposé sans difficulté dans le cas
aléatoire, sous la seule réserve d'existence des quantités
utilisées . En effet les variables aléatoires apparaissant
dans (2.10) peuvent ne pas être du second ordre, ce que
nous ne voulons pas admettre dans la suite . Il est alors
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HP ^_ [h1, h 2T, . . ., hp]T
XP
n
[Xl,
X2 , . . .,
Xp]T
.
évident que pour que la sortie y définie par (2 .11) soit une
variable aléatoire du second ordre il faut que les moments
généralisés jusqu'à l'ordre 2p de x existent, ce qui sera
supposé .
La moyenne du vecteur Xp apparaissant dans (2 .11) s'écrit
(2.12)
	
mp = E [Xp ]
qui est un vecteur de 1N[p] dont les composantes se
déduisent de (2 .10) en prenant les espérances mathémati-
ques des composantes. On peut alors jouer sur le terme
ho pour obtenir un FVT dont la sortie ait une moyenne
nulle . Il suffit alors de prendre
h o = - mp Hp , ce qui
permet d'écrire (2.11) sous la forme
(2.13) y=Xp,H,
où
(2.14) Xp
,
n
Xp - m
p
ce qui signifie que ce vecteur est de moyenne nulle ou
centré, ce qui est indiqué par la lettre c en indice .
Dans le cas particulier du filtre LQ, si on suppose
x centré et si on définit le vecteur h de RN et la matrice
carrée triangulaire supérieure droite M de dimension
(N x N) respectivement par
(2.15) h[i] =^ h l [i] 1 ui _N
(2.16) M[i,j]-h2[(i-1) (N-i/2)+j] 1_i_j_N
(2.17) M[i,j] A0 1_j<i_N
alors, la sortie (2 .13) peut s'écrire sous la forme
(2.18) y = S
(X) =
xT h + xT Mx - Tr [RM]
où Tr signifie trace et R est la matrice de covariance de
l'entrée x, définie par
(2.19) R
n
E [xxT] .
L'expression (2.18), bien qu'équivalente à (2 .13) pour
p = 2, est toutefois d'un grand intérêt pratique pour
certaines applications, comme on le verra au paragraphe 4 .
De même, on vérifiera au paragraphe 4 que l'introduction
d'une redondance dans l'expression (2.6), par sommation
sur l'ensemble des indices i,,, pour chaque entier m tel que
1 _ m -- p, s'av䣨re aussi tr䣨s pratique pour le calcul
explicite des FVT optimaux. Notons que pour le filtre LQ,
une telle redondance s'introduit si on n'impose aucune
structure particuli䣨re à la matrice M de l'expression (2.18) .
L'écriture simplifiée (2.13), de la sortie d'un FVT réel
d'ordre p non redondant, peut être étendue sans difficulté
à la sortie d'un FVT réel d'ordre p redondant . Dans ce
dernier cas, la relation de récurrence (2.4) n'est, bien sûr,
plus valable et les vecteurs x", et h,, de degré m pur,
construits de la même façon que pour des FVT non
redondants, deviennent de dimension g (N, m) = N'" .
L'espace RN [p] est alors de dimension
N(1 - Np) (1 - N)- ' .
Notons à ce stade que, pour des FVT redondants, la
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construction de l'espace (IB N[p ] a beaucoup d'analogie
avec celle utilisant les produits de Kronecker, comme ceci
est bri䣨vement indiqué dans l'annexe 1 .
Pour calculer les propriétés du second ordre de y, on est
obligé d'introduire un opérateur de covariance défini par
(2.20) Rp 1
1
E [Xp,
C
Xp
C
] .
La structure de cet opérateur ou de cette matrice dans
RN [p] sera analysée plus en détail quand ceci sera
nécessaire. Pour l'instant, contentons nous de noter que
Rp est une matrice symétrique et définie (dans le cas non
redondant) non négative .
Utilisant (2 .13) et (2.20), on voit alors que la variance de
la sortie s'écrit
(2.21)
V (Y) = H
pT Rp Hp
qui est une expression d'une tr䣨s grande simplicité .
2.2. FILTRAGE DE VOLTERRA TRANSVERSE
COMPLEXE
2.2 .1. Définition
La transposition de tout ce qui préc䣨de dans le cas
complexe est nécessaire pour traiter en particulier le
probl䣨me des antennes à BE où l'on travaille avec des
signaux complexes . Ceci pose toutefois toute une série de
probl䣨mes que nous allons bri䣨vement analyser.
Rien n'empêche a priori d'accepter dans toutes les équa-
tions précédentes des vecteurs x et des noyaux h à valeurs
complexes . On peut donc en suivant ce chemin aboutir à la
forme concentrée (2.11) qui, à l'ordre un et pour
ho = 0, s'écrit
(2.22)
volume 7 - n' 5
spécial
y=xT h l .
Cependant, bien que l'expression (2 .22) reste linéaire en x
et en h, sur C, le produit scalaire qui y figure n'est plus un
produit scalaire sur le corps des complexes, ce qui fait
disparaître tous les avantages liés à cette structure et
complique le formalisme .
Pour s'affranchir de ce probl䣨me, il est toujours possible
de définir le vecteur h par h = h
l*, et d'écrire (2.22) sous la
forme
(2.23) y = ht x .
Ainsi, bien que non linéaire par rapport au noyau h, (2 .23)
reste linéaire par rapport à x et le produit scalaire qui y
figure est, cette fois, un produit scalaire sur C .
Toutefois les expressions (2 .22) et (2.23) ne permettent
pas de représenter tous les filtres complexes d'ordre un .
En particulier, dans le cas des antennes à BE, x est un
vecteur de type signal analytique et l'expression (2 .23)
correspond au signal analytique obtenu en sortie de
l'antenne définie par h . La sortie réelle associée, définie
par
(2.24) y , = Re (y) = (h
t
x + xt h)/2
est toujours un signal complexe d'ordre un par rapport à x
mais non représentable par (2 .22) et (2.23) . Cet exemple
montre que, dans le cas complexe, il est nécessaire de
conserver la possibilité d'agir à la fois sur x et x * de
mani䣨re indépendante .
Ainsi on appelle FVT complexe d'ordre un, tout syst䣨me
qui au vecteur d'entrée x complexe, associe la sortie y
définie par
(2.25)
	
y = h o + xt h a + xT hb
où ho est une constante et où h a et hb sont des vecteurs de
CN
Notons que, pour h o = 0, (2.25) n'est plus linéaire, ni en x,
ni par rapport aux noyaux h a et h . Cependant, en
définissant les vecteurs h
1
et X de C2
Ar
par
(2.26) h l n= [hâ, hbT]T
. ' n [x t ]T
l'expression (2 .25) s'écrit
(2.27)
y=ho+X
t hl
ce qui correspond à la forme (2 .11) du cas réel à l'ordre
un, où l'observation x est remplacée par Jr et où le produit
scalaire est hermitien, et ce qui devient, pour h o = 0, une
sortie linéaire par rapport à h l .
Partant de ces remarques, il est maintenant possible
d'étendre la notion de FVT complexe à un ordre
p arbitraire.
Soit donc un vecteur x complexe de dimension N, de
composantes x[i ], et soit Y le vecteur de
C 2 N
et de
composantes .E[i], définies par
On appelle FVT complexe d'ordre p, le syst䣨me associant
au vecteur x la sortie définie par
P
(2
.30) y = h o +
M=1
ij'~si2 sim
hm [im] .q[[im]* .([ii]* .~[i3 ]* . . . .~ [im] *
où
1 _ ii
_ 2 N. La quantité hm [im] est le noyau d'ordre
m du filtre .
On constate que pour chaque entier m (1 _ m _ p ), toutes
les observations «redondantes» de la forme X [i ; ]
"
[i2]* .~[i3]* . . . X [i']* où
3(j,k)ll
_j <k_m et
ij > i
k
, n'ont pas été considérées dans la mesure où elles
n'apportent pas d'information supplémentaire . Si les statis-
tiques du signal x sont connues jusqu'à l'ordre p, la sortie
y dépend de G(2 N, p) param䣨tres où G(2 N, p) est défini
par les relations (2.3), (2 .4) et (2.5) . Par exemple, pour un
FVT complexe d'ordre deux, y dépend de G(2 N, 2) =
1 + N(2 N + 3) param䣨tres : le coefficient ho , les
g (2 N, 1) = 2 N coefficients « d'ordre un pur » h 1 [i f ] et
les g (2 N, 2) = N(2 N + 1) coefficients « d'ordre deux
pur » h2 [i 1, i 2] .
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Notons à ce stade que dans le cas particulier du traitement
d'antenne à BE, la composante x[i] du vecteur x est
généralement l'enveloppe complexe ou le signal analytique
du signal reçu sur le capteur i . La dimension N du vecteur
x correspond alors au nombre de capteurs .
2.2 .2. Représentation
Dans le but d'écrire (2.30) sous une forme beaucoup plus
simple, on va reprendre les développements effectués
pour le cas réel en les adaptant au cas complexe .
Tout d'abord associons au noyau hm [im ] le vecteur
h,,, de Cg (2 N, `") dont les composantes h,,, [ i ] sont les
quantités h,,,[i,,,] rangées suivant l'ordre croissant des
indices i,,, . La relation d'ordre entre indices est définie par
(2 .7) en remplaçant N par 2 N .
De la même façon associons au vecteur x d'entrée le
vecteur x,,, de
Cg (2 N,
m ) , dont les composantes x,,, [i ] sont
les quantités
Xm [i
m ] _ Y[i ] .1 [i2 ] X[i3] . .. ' [ i'] non
redondantes, rangées suivant l'ordre croissant des indices
Si on consid䣨re l'espace vectoriel sur C, de dimension
G(2 N, p) - 1, CN[p ] , défini par
(2.31) (N[p]
n Cg~2N, 1)
x
Cg (2N,2)
x
. . .
X C
g(2N,P)
et les vecteurs Hp et Xp de CN[p] définis respectivement
par (2.9) et (2.10), on constate que (2 .30) s'écrit sous la
forme simplifiée
(2.32) y=h o +XpHP =h o +X t H
la derni䣨re expression ne mentionnant pas l'indice p quand
il va de soi .
Dans le cas où x est aléatoire, les résultats précédents
s'appliquent pourvu que x ait des moments finis jusqu'à
l'ordre 2p, ce que nous admettons dans la suite. En
particulier pour obtenir un FVT complexe dont la sortie
est centrée, il suffit de choisir h o = - mpt Hp , où mp est
défini par (2.12) . L'expression (2 .32) s'écrit alors
(2.33) y =
Xn,
Hp
où Xp,
,
est défini par (2.14) .
Considérons à titre d'exemple le cas particulier du FVT
complexe d'ordre deux . Si on suppose x centré et si on
définit le vecteur h de
C2 N
et la matrice carrée
M(2 N x 2 N) respectivement par
(2.34) h[i] -h 1 [i] 1 _i _2N
(2.35) M [i, j ] n= h 2 [N(2 i - 1) + i (i - 1)/2 +j]
1 _i,j N
(2.36) M[i,N+j] n=h 2 [(i-1) (2N-i/2)+j]
1_i_j_N
(2.37) M[i,N+j] =n 0 1 _j <i N
(2 .38) M[N+i,j]=nh 2[(3N2 +N(2i-1)+
+i(1 -i)+2j)/2] 1 _i _j _N
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(2.28) .T[i] n_x[i]
(2.29) .c[N+i] n=x[i]* 1 _i -- N .
(2.39)
	
M[N+i,j] A0 1 _j -z~ i _N
(2.40) M[N+i,N+j] ^=0 1 _i,j _N
alors l'expression (2.33) devient
(2.41) y = S(x) =
Xt
h + X
t
M .Y - Tr [RM]
où R est la matrice de covariance " définie par
(2.42) R 4 E [ . Y'] .
En décomposant h et M de la façon suivante
(2.43)
(2.44) M A_
h 4_ [hd, hb]T
Ma M2
[M3 MI
où h,, et h b sont des vecteurs de CN et où Ma, M2 ,
M3, Md sont des matrices complexes (N x N) telles que
M2 et M3 sont triangulaires supérieures droites,
M, =
M^+
MT et Md = 0, l'expression (2 .41) s'écrit aussi
(2.45) y=x t ha +XT hb +x
t
Ml x+xt M2 x*+
+xT M3 x-Tr [AMI
expression faisant apparaître explicitement le vecteur
d'entrée x. Pour certaines applications, les expressions
(2.41) et (2 .45) sont plus pratiques que l'expression (2 .33)
dans le cas p = 2. D'autre-part, de la même façon que
pour le cas réel, l'introduction d'une redondance dans
l'expression (2.30), par sommation sur l'ensemble des
indices i,,, pour chaque entier m tel que 1 _ m _ p, facilite
le calcul explicite des FVT optimaux. Pour le FVT
complexe d'ordre deux, une telle redondance s'introduit si
on n'impose aucune structure particuli䣨re à la matrice M
de l'expression (2 .41) ou aux matrices M 1 , M2 et
M3 de l'expression (2.45) . L'écriture simplifiée (2.33), de
la sortie d'un FVT complexe d'ordre p non redondant,
peut être étendue sans difficultés à la sortie d'un FVT
complexe d'ordre p redondant . Dans ce dernier cas, l'outil
privilégié pour la représentation du vecteur observation
xm de degré m pur est le produit de Kronecker (Annexe 1) .
Les vecteurs xm et h, de degré m pur, sont alors de
dimension g(2 N, m) = (2 N)m et l'espace CN[p] devient
de dimension 2 N(1 - (2 N)P) (1 - (2 N)) -1 .
Pour calculer les propriétés du second ordre de y, on doit
introduire l'opérateur de covariance défini par
(2.46) Rp A_ E [X
p,
C Xn. C ]
.
Cet opérateur est évidemment hermitien et défini (dans le
cas non redondant) non négatif.
Enfin, utilisant (2 .33) et (2 .46), la variance de la sortie
s'écrit
(2.47) V (y) = Hp RpHp .
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2.3 . COMMENTAIRE
Notons que dans la mesure où un vecteur réel est un
vecteur complexe particulier, le formalisme complexe
introduit dans le paragraphe 2 .2 peut être utilisé pour des
vecteurs d'entrées x à valeurs réelles. Cependant, dans ce
cas, comme x = x*, l'utilisation du vecteur .Y introduit
une redondance inutile qui est supprimée dans la formula-
tion du paragraphe 2 .1 .
3 . Filtrage de Volterra optimal en détection,
estimation et filtrage d'antenne à bande étroite
3.1. DÉTECTION ET ESTIMATION SOUS CON-
TRAINTE LINÉAIRE
Avant d'aborder directement l'usage du FVT en détection
et estimation, nous allons commencer par montrer l'analo-
gie de ces deux probl䣨mes liés à un choix particulier des
crit䣨res .
L'estimation est prise ici au sens de l'estimation en
moyenne quadratique (EMQ) d'une grandeur aléatoire,
ce qui correspond à un point de vue bayésien .
Soit donc un vecteur aléatoire x(w), a priori complexe, et
du second ordre . Ce vecteur est souvent considéré comme
l'entrée d'un syst䣨me S calculant la sortie y = S (x), qui est
aussi une variable aléatoire . L'ensemble des statistiques
S(x) de x telles que y est du second ordre est évidemment
un espace vectoriel sur le corps des complexes . Introdui-
sant le produit scalaire
(3.1) (S(x), S' (x)) A_ E [S (x) * S' (x)] -A (S, S')
on transforme cet espace en un espace de Hilbert, appelé
parfois espace des observations filtrées et noté
(3.2) H L_ {S(x)/S(x) E L2 }
L2 étant l'espace de Hilbert des variables aléatoires
scalaires du second ordre .
Considérons maintenant une famille .°e, fermée, de statis-
tiques S(x) telles que E[S(x)] = 0 et qui forme un espace
vectoriel sur le corps des complexes. Il peut par exemple
s'agir des statistiques linéaires de x, c'est-à-dire du type
h t x, où x est centré . La famille .F gén䣨re un sous-espace
de Hilbert de H dénoté
(3.3) HF _^ {S(x)/S(x) E 3F et S (x) E L2 } .
Soit maintenant une variable aléatoire z centrée n'apparte-
nant pas a priori à H F. Le probl䣨me de l'estimation sous
contrainte consiste à déterminer la statistique S (x) de
HF générant la meilleure EMQ de z . Il s'agit donc de
trouver la statistique S (x) de H F minimisant le crit䣨re
(3.4) CF(z)=E{ I z-S(«2} .
Utilisant le produit scalaire (3 .1), on voit que CF(z)
représente le carré de la distance de z à S(x) . Il s'agit donc
de trouver l'élément de HF dont la distance à z est
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minimale . Il est bien connu que cet élément est la
projection de z sur HF et on a donc
(3 .5)
	
ZF = S0 (x) = Prof [z/HF ] .
Cette quantité est évidemment le vecteur de HF le plus
proche de z .
D'autre part, il est bien connu [1] que la statistique
S(x) de H générant la meilleure EMQ de z est l'espérance
conditionnelle ou la régression . Cette fonction, générale-
ment non linéaire par rapport à x dans le cas où
z et x ne sont pas conjointement gaussiens, est définie par
(3.6) zH = Proj [z/H] = E [z/x] .
Appliquant alors le théor䣨me de projection de z sur H et
HF puis de zH sur H F, on en déduit immédiatement que
(3 .7)
ZF =
S0(x)
=
Proj [Zn/HF]
ce qui signifie que la statistique zF de HF générant la
meilleure estimée en MQ de z est aussi la meilleure
approximation en MQ de la régression par un élément de
HF.
Dans la détection, il s'agit de discriminer au mieux deux
hypoth䣨ses simples H o et H 1 spécifiées par deux lois de
probabilité Po et P 1 . Ce probl䣨me peut-être abordé par de
tr䣨s nombreux crit䣨res et nous retiendrons ici plus particu-
li䣨rement le crit䣨re de déflexion ou de contraste . La
déflexion en sortie du syst䣨me S est définie par
(3.8) d(S(x))AI	
E 1 [S(x
)] - Eo[S(x)]
A
d(S)
v0(S (x»
où E1 et E o désignent les espérances respectivement sous
Ho et sous H 1 , tandis que V o représente la variance sous
Ho .
Essayons alors de trouver la statistique de HF qui maximise
la déflexion. La famille F est ici un espace vectoriel fermé
de statistiques de x centrées sous Ho . Comme les statisti-
ques de HF sont de moyenne nulle sous H o , le numérateur
de d ne fait intervenir que E l (S(x)) . Pour calculer cette
quantité introduisons le rapport de vraisemblance (RV)
déplacé R(x) défini par
(3.9) R(x) ^_ L(x) - 1
qui poss䣨de évidemment la propriété d'être centré sous
Ho . On rappelle que le RV L(x), défini par le rapport des
densités de probabilité de x sous H 1 et Ho , est une
statistique suffisante pour la détection entre deux hypoth䣨-
ses H, et Ho . D'apr䣨s la définition du rapport de vraisem-
blance, on déduit que
(3 .10) E 1 [S(x)] = E o [R(x)* S(x)]
où le complexe conjugué n'a été ajouté que par conve-
nance, R(x) étant réelle . Utilisant le produit scalaire (3 .1)
où, cette fois, l'espérance est prise sous H o , on voit alors
que la déflexion s'écrit
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(3.11) d(S) _
(R, S) ~~
(S, S)
Appliquant le théor䣨me de projection, on peut décompo-
ser de mani䣨re unique R(x) sous la forme
(3.12) R(x) = RF(x) + R F, L (x)
où
(3.13) RF(x) = Proj [R(x)/HF]
et RF, , (x) est évidemment orthogonal à H F dont fait
partie S(x). Il en résulte que d(S) prend la forme
(3.14) d(S) = I (R
Z
(S, S)
et l'on déduit de l'inégalité de Schwarz que
(3.15) d(S) _ (RF, RF)
valeur maximum qui est atteinte pour toutes les statistiques
(3.16) S(x) = XRF(x) .
Prenant X = 1 et comparant (3 .13) et (3.5), on voit que la
statistique S(x) optimale pour la détection à l'aide du
crit䣨re de déflexion est celle qui réalise l'EMQ de
R(x) sous Ho, ce qui établit un nouveau lien tr䣨s étroit
entre détection et estimation .
3.2. ÉQUATIONS DU FVT OPTIMAL
Il est clair que l'ensemble des FVT introduits dans la
section 2, tout autant réels que complexes, appartiennent
à une famille de syst䣨mes à moyenne nulle en sortie et
constituant, avec le produit scalaire (3 .1), un espace
vectoriel normé de dimension finie donc fermé . En
conséquence les résultats précédents s'appliquent intégra-
lement . L'estimation comme la détection optimales
s'obtiennent par projection .
Dans le cas réel, H F est le sous-espace des FVT de la
forme (2.13) tandis que dans le cas complexe on prendra la
forme (2.33). Pour certains raisonnements l'approche
géométrique est suffisante, mais la plupart du temps il est
important de calculer explicitement la projection par
application du principe d'orthogonalité .
3.2 .1 . Cas général
D'apr䣨s le principe d'orthogonalité, l'estimée optimale
S0(x) de la variable aléatoire centrée z, c'est-à-dire la
projection de z sur H F , vérifie
(3.17) E [S(x)* (z - S0 (x))] = 0 VS (x) E HF .
Dans le cas réel il s'agit donc de trouver le FVT optimal
Hp tel que
(3.18) E[H'X, (z-X' Hp)] =0 VHP ERN[p]
et dans le cas complexe, le FVT optimal Hp' vérifie
(3.19) E[H;XP,C (z-X;,e Hp)]=0 VHP cC N
[p]
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On déduit alors immédiatement de (3.18) et (3 .19) que
dans les deux cas, le FVT optimal
Ho
est solution du
syst䣨me
(3.20)
	
RP Hp =
r Z,P
où R
P
est défini par (2 .20) pour le cas réel et par (2 .46)
pour le cas complexe et où r, ,P est donné, dans les deux
cas, par
(3 .21) r z, p = E [XP, z] .
Pour des FVT, réels ou complexes, non redondants, tels
que ceux définis par (2.6) et (2 .30), l'opérateur RP est
généralement inversible et le syst䣨me (3.20) admet une
solution unique donnée par
(3.22) Hp=RP 1 r
z,P
Cependant, pour des FVT redondants, l'opérateur R est
toujours singulier et le syst䣨me (3 .20) admet une inimité
de solutions pour Hp. Cette indétermination n'est pas
surprenante puisqu'il existe bien une infinité d'écritures
redondantes d'une même relation entrée-sortie non redon-
dante. Toutefois, dans ce cas, chacune des solutions
redondantes du syst䣨me (3 .20) décrit la même relation
entrée-sortie non redondante, définie par (2 .13) ou (2.33)
et (3.22) .
Utilisant (3.22) et reportant la statistique S °(x) = Xp ,C Hp
dans (3 .4), on déduit la variance d'erreur d'estimation,
donnée, pour un FVT optimal d'ordre p non redondant,
par
(3 .23) oz
2
,P =
Crz
- rtZ,P R
1
P r Z,P
où Crz est la variance de z . En étendant les résultats de [28],
on établit dans l'annexe 2, sans aucune hypoth䣨se concer-
nant RP , en dehors de sa non singularité et de son
existence, une formule de récurrence sur les performances
d'estimation, quand on incrémente l'ordre du FVT . Cette
formule de récurrence s'écrit
(3 .24)
Q2 = ~2 + h ° t C-1 h °
Z,P-1 z,P P P P
où hp est le vecteur des noyaux de degré p du FVT optimal
Hp (voir (2.9)) et où CP est la matrice de « type p », c'est-à-
dire la sous matrice g (N, p) x g (N, p) dans le cas réel, et
g (2 N, p) x g (2 N, p) dans le cas complexe, se trouvant
en bas et à droite, de la version partitionnée de
Rp 1 .
L'expression (3 .24) montre qu'à partir du moment où
hp n'est pas dans le noyau de Cp 1 , on améliore toujours les
performances d'estimation en augmentant le degré de non
linéarité du FVT optimal. On déduit ainsi de (3 .24) que
(3.25)
Qz 1
Qz,2
. .
.
QZP-1
Qz,P'
. . .
Qz, min
U2
,i ,, étant atteint par la régression .
3.2 .2. Cas particulier de la détection
De même, on déduit des résultats du paragraphe 3 .1 que
le FVT optimal pour la détection au sens du contraste est,
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dans le cas réel comme dans le cas complexe, défini par
(3.20) où z correspond au rapport de vraisemblance centré
sous H o, R (x), défini par (3.9), et où les espérances
mathématiques sont prises sous Ho. Il est alors aisé de
montrer que le filtre non redondant optimal, Ho, au sens
du contraste, s'écrit
(3.26) Hp = Rp 1 SP
où le vecteur SP est défini par
(3.27) SP
A
E0[XP, , R(x)]
=
E1LXP, , ]
et où XP, signifie que XP est centré sous Ho . Il est entendu
que les filtres XHp, où h est un scalaire arbitraire,
maximisent aussi la déflexion .
La déflexion maximale associée est alors donnée par
(3.28) dp = Sp Rp 1 SP .
La déflexion maximale dp _
1, obtenue en sortie du FVT
optimal Hp- 1 d'ordre p - 1, est aussi la déflexion obtenue
en sortie du FVT Hp d'ordre p, où Hp est obtenu en
concaténant le vecteur Hp
-
1 et le vecteur nul de dimension
g (N, p ), dans le cas réel, et g (2 N, p ), dans le cas
complexe. Le FVT Hp n'ayant a priori aucune raison
d'être égal au FVT optimal d'ordre p,
Ho,
on en déduit
que do - 1 _ dp et de proche en proche on obtient
(3 .29) d1 _d2, . . .,dp-1 _-dP°~ . . .~d,°„ax
dmax étant atteint pour le RV centré R(x) .
4 . Exemples d'application
Dans ce paragraphe on présente quelques applications de
la théorie développée dans les chapitres précédents . On
s'intéresse en particulier au probl䣨me de la prédiction LQ
d'un signal aléatoire réel, à celui de la détection, par
filtrage LQ, d'un signal réel déterministe noyé dans un
bruit blanc d'ordre quatre et enfin, à celui de la détection,
par filtrage de Volterra spatial d'ordre deux, d'un signal
aléatoire centré perturbé par la présence de brouilleurs
non gaussiens .
4.1. PRÉDICTION LINÉAIRE-QUADRATIQUE
La théorie de la prédiction LQ est développée et commen-
tée dans la référence [28] . L'idée de base est d'utiliser
l'information contenue dans les quatre premiers moments
d'un processus aléatoire discret pour prédire un échantillon
extrait de ce même processus .
Comme nous l'avons expliqué précédemment, cette
démarche se justifie dans la mesure où, lorsque le proces-
sus x(k), réel, centré et stationnaire, n'est pas gaussien, le
meilleur estimateur en MQ d'un échantillon à partir d'un
nombre fini d'échantillons appartenant à son passé, n'a
aucune raison d'être une fonction linéaire de ces observa-
tions .
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Soit donc X2, ,(k) le vecteur réel, de dimension
G(N, 2) - 1, contenant le passé LQ centré et non redon-
dant de l'échantillon x(k + 1), jusqu'à l'instant k + 1 - N.
Notons que l'entier N représente ici la mémoire du
prédicteur, appelé communément ordre . Utilisant les
notations des paragraphes précédents, le probl䣨me de la
prédiction LQ, optimale en MQ, de l'échantillon x(k + 1)
à partir de son passé LQ non redondant et de mémoire
N, X2, , (k), consiste à trouver le vecteur de prédiction LQ
optimal HH de 118N[2], minimisant le crit䣨re suivant
(4.1)
	
CF,2(x) A_E{lx(k+ 1)-Xz c(k)
H2I21 .
Le prédicteur LQ optimal H2 est défini par
t
(3.22) où
z est remplacé par x(k + 1) et où p = 2. Les équations
(3.22) et (3 .23) peuvent alors s'écrire sous la forme
compacte
(4.2)
où
Qx
^_ E [x(k + 1) x(k + 1) ],
rx, 2 "= E [X2,, (k) x(k + 1)],R2 44 E [X2, ~ (k) X2 ~ (k)],
02 est le vecteur nul de RN[2] et où vx, 2, valeur du crit䣨re
CF,2 (x) lorsque H2 = H2, n'est autre que la variance de
l'innovation LQ de prédiction . On constate que le syst䣨me
(4.2) est tout à fait semblable aux équations de Yule-
Walker [79] du prédicteur linéaire. Cette similitude ne doit
pas cacher pour autant la complexité inhérente à la
prédiction LQ du fait de la définition de R 2. Du syst䣨me
(4.2), on déduit que la variance de l'innovation LQ de
prédiction s'écrit, pour un vecteur observation
X2,
(k)
non redondant,
z T 1
(4.3)
ai, 2
=orx -rx, 2 R2 r x , 2 .
Il serait intéressant de réécrire (4.3) comme la somme de
deux termes correspondant d'un coté, à la contribution du
filtrage linéaire et de l'autre, à la contribution du filtrage
quadratique. Ceci n'est pas possible cependant, dans la
mesure où les moments du troisi䣨me ordre sont responsa-
bles d'un couplage entre les deux types de filtrage . Afin de
détailler davantage ce couplage, il convient de séparer les
parties linéaires et quadratique des vecteurs r x 2 , HH et de
la matrice R2 .
Utilisant les notations définies en (2.9) et (2 .10), notant
rx, 2 et rx, 2 respectivement les parties « linéaire » (de
dimension g (N, 1) = N) et « quadratique » (de dimension
g (N, 2)) du vecteur r x, 2 et partitionnant R2 en blocs de
type « linéaire » R1,1
n
E [x1 (k) x~ ,(k)], « quadrati-
que » R2,24 E [x2,
,
(k) xz (k) ] et «linéaire-quadrati-
que » R 1,2 4 E[xl, ,(k) xz ,(k)], l'expression (4.2) prend
la forme
(4.4)
2 1T 2T -
Qx r x, 2 r x, 2
1
rx 2
2
r
x, 2
ux
2
rx
T
, 2 1 l _ tex, 2
[rx, 2 R2 J
2
[ - HZ J - C 02
R 1 , 1 R 1,2 -h1
R1 2 R 1, 2 -
1102
où 0z(i = 1, 2) est le vecteur nul de dimension g (N, i) .
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On déduit de ce syst䣨me que le couplage de la solution
optimale résulte de la matrice RI,
2
qui contient seulement
des moments d'ordre trois . Si on suppose que les deux
matrices R 1,1 et
R2,2
ne sont pas singuli䣨res, on obtient
une forme intéressante de (4.3), donnée par (3 .24) et
s'écrivant ici
z 2 ot -1 o
ax,2-crx,1-h2
C2 h2(4.5)
où C 2 est la matrice de type « quadratique » de la version
partitionnée de RI 1 et où
2 2 T -1
vx, 1
= a x
-rx, 1 RI rx, 1(4 .6)
représente la variance de l'innovation de prédiction
linéaire, qui interviendrait ici en l'absence de moments du
troisi䣨me ordre . On constate que le deuxi䣨me terme de
(4.5) apporte toujours une contribution négative au pre-
mier si les moments d'ordre trois du processus x(k) ne
sont pas nuls . Cela signifie que le filtrage quadratique
améliore les performances de prédiction, d䣨s que les
moments d'ordre trois du processus sous-jacent sont non
nuls. Cependant, d䣨s que ces moments d'ordre trois sont
nuls, ce qui est le cas si x(k) est gaussien, le filtrage
quadratique n'améliore pas les performances de prédiction
obtenues dans le cas linéaire .
Notons finalement que la question cruciale d'une dériva-
tion récursive, sur l'ordre, du meilleur prédicteur LQ est
traitée dans [32] et conduit à une extension de l'algorithme
de Levinson [79] .
4.2. DÉTECTION OPTIMALE PAR FILTRAGE
LINÉAIRE-QUADRATIQUE TEMPOREL
4.2 .1 . Position du probl䣨me
Le probl䣨me de la détection optimale, au sens du
contraste, d'un signal réel déterministe par filtrage LQ, est
développé et commenté dans la référence [39] . Ce pro-
bl䣨me, résolu depuis longtemps dans le cas gaussien [1],
est traité ici et dans [39] sans l'hypoth䣨se gaussienne, pour
des distributions de probabilité à moment d'ordre quatre
fini. On suppose, dans ce paragraphe, que l'observation x,
dont les composantes sont les échantillons d'un même
processus à des instants différents, est réelle et que les
statistiques de x sont connues, sous Ho et H 1 , jusqu'à
l'ordre deux. Elles sont définies par
(4 .7) E0[x] = 0 E 0[xxT] = R
(4.8) E1 [x] = s E 1 [xxT ] = R + ssT .
Utilisant les notations du paragraphe 2, le probl䣨me de la
détection LQ optimale, au sens du contraste, est de
trouver la statistique LQ
(4.9) S(x) = Xz H2
centrée sous Ho , maximisant le contraste (3.8), où
X2, ,, de dimension G(N, 2) - 1, est le vecteur des obser-
vations LQ non redondantes. D'apr䣨s les résultats du
paragraphe 2, l'expression (4 .9) peut se mettre sous la
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(4.10)
(4.11)
R2
HZ
= S2
d2 = S2 R2 1 S2 .
forme (2 .18) où on rappelle que h et M sont respective-
ment un vecteur de RN et une matrice carrée réelle
triangulaire supérieure droite de dimension (N x N) .
Ainsi, trouver
H2 rendant maximale la déflexion (3.8) est
équivalent à trouver la paire [h, M ] optimale pour le
même probl䣨me.
4.2.2. Filtre linéaire-quadratique optimal
D'apr䣨s (3.20), (3.21) et (3.27), le filtre LQ optimal
H2, pour la détection au sens du contraste, est solution du
syst䣨me
où R
2
A_ E o [X 2, , Xz j et où S2 est défini par (3.27) avec
p = 2. La déflexion maximale associée est donnée par
(3 .28) avec p = 2, c'est-à-dire par
Pour obtenir plus de compacité dans les notations, il est
préférable, dans toute la suite, d'utiliser la formulation
redondante du FVT d'ordre deux, c'est-à-dire de ne pas
imposer de structure particuli䣨re à la matrice M dans
l'expression (2.18) .
Le syst䣨me (4.10) peut alors s'écrire en fonction de la
paire optimale [h o, Mo ] sous la forme suivante
(4.12)
E
R(i,k)ho(k)+
E
B(i,k,l)M0(k,l)=s i
k=1
	
k1=1
(4.13)
N N
E
B' (i, j, k) ho (k) +
Y
A(i, j, k, 1) M0 (k, 1) = si sj
k=1 k,1=1
où si est la composante i de s et où les quantités
R(i, k), B (i, k, l ), B' (i, j, k) et A(i, j, k, l ) sont définies
par
(4.14) R(i, k) =^ E o[xi xk ]
(4.15) B (i, k, 1) ^_ B' (k, 1, i) ^_ Eo(xi xk xi )
(4.16) A(i,j,k,l )--_E0 [xi xj xk xi]-R(i,j)R(k,1)
où xi est la composante i de x . La déflexion maximale
associée d2, définie par (4.11), s'écrit alors, dans le cas
redondant, sous la forme suivante
(4.17) d2 = SZT
H2,
= ho s + Tr [ssT Mo] .
4.2.3 . Cas particulier
Étudions maintenant quelques cas particuliers intéressants .
4.2 .3 .1 . Filtres linéaires
Si on restreint l'étude aux filtres linéaires (M = 0),
l'équation (4 .12) admet pour solution le filtre adapté dont
la sortie s'écrit
(4.18) y =xT R-1 s .
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On retrouve alors le résultat bien connu que le filtre
adapté est le filtre linéaire optimal pour la détection au
sens du contraste d'un signal déterministe noyé dans du
bruit .
4.2 .3 .2 . Moments d'ordre trois nuls et cas gaussien
Supposons maintenant que les moments d'ordre trois du
bruit, définis par (4.15), sont nuls. Dans ce cas, les
équations (4 .12) et (4 .13) sont découplées, ce qui veut dire
que le filtre LQ optimal est obtenu à partir de deux filtres
linéaire et quadratique optimaux calculés indépendam-
ment .
Cette situation apparaît en particulier lorsque le bruit est
gaussien où l'expression (4.16) s'écrit
(4.19) A (i,j, k, 1 ) = R(i, k) R(j, 1) + R(i, 1) R(j, k) .
Utilisant cette relation dans (4 .13) avec B' (i, j, k) = 0, on
obtient directement la matrice M optimale, notée MG, et
définie par
(4.20) MG = ( 1 /2) R-1 ss
T R-1 .
Le syst䣨me LQ optimal dans le cas gaussien est donc
constitué du filtre adapté (4.18) et du syst䣨me quadratique
défini par (4.20) . Il s'écrit
(4.21)
y=x T R-1 s+ ( 1 /2)[(xT R -1 s)2- sT R
-1 s]
ce qui montre qu'il peut être obtenu uniquement à partir
de la sortie de la partie linéaire .
En outre, on peut montrer que, dans ce cas, (4 .21) est le
développement en série du RV, à l'ordre deux . La
déflexion maximale associée, définie par (4 .17) s'écrit
alors
(4.22) dz = sT R- ' s + (1/2) (sT R
-1 S )2
.
Le premier terme est dû au filtre linéaire et le second au
filtre quadratique . En termes de maximisation du
contraste, il est donc préférable d'utiliser un filtre LQ
plutôt qu'un filtre linéaire . Ceci peut paraître en contradic-
tion avec le fait que le filtre adapté est le syst䣨me optimal
pour la détection d'un signal déterministe dans du bruit
gaussien. En réalité, la contradiction n'existe pas pour les
raisons suivantes : comme nous l'avons mentionné plus
haut, le syst䣨me maximisant la déflexion est le RV
L(x) qui, dans notre probl䣨me, s'écrit exp [sT R-1 x] .
Toute fonction monotone de L(x), comme le filtre adapté
qui correspond au logarithme du RV, donne les mêmes
performances, en termes de probabilité de détection et de
fausse alarme, mais ne donne pas la même déflexion que
L(x) . La déflexion de L(x) est donnée dans [81], et sa
valeur est exp [ (sT R-1 s)] . Ainsi (4 .22) correspond exacte-
ment à la contribution des termes linéaire et quadratique
de la déflexion maximale obtenue avec le RV .
4.2 .4. Détection linéaire-quadratique en bruit blanc
d'ordre quatre (BBO4)
4.2.4 .1 . BB04
Considérons maintenant le cas particulier du BB04 . Plus
précisément, supposons que, sous H o, les variables
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où les symboles 8( . ), extensions des delta de Kronecker,
valent un si tous les indices sont égaux et zéro sinon .
On dira qu'un bruit est blanc d'ordre quatre si ses premiers
moments sont donnés par (4.23), (4.24) et (4.25) et si
aucune hypoth䣨se particuli䣨re n'est exigée sur les moments
d'ordres supérieurs à quatre .
4.2 .4 .2 . Filtre LQ optimal
Le syst䣨me LQ optimal pour la détection d'un signal
déterministe s dans du BB04, est défini par (4.12), (4 .13),
(4.23), (4.24) et (4.25) . Apr䣨s quelques manipulations
algébriques élémentaires des expressions précédemment
citées et en choisissant M o symétrique, on trouve que le
syst䣨me [ho , Mo ] optimal est défini par
ha
(i) _ ( 1/0)[(m4
- m2)si -m3 yz]
M0 (i,
	
( 1/i)[(m2 yi - m3 si)]
(4.26)
(4.27)
(4.28) M0 (i, j) _ (1/2 m2) si sj
i j
où
(4.29)
yi ^ s 2
(4.30) à -A (m4 - m2) m
z
- m 3 .
La déflexion maximale associée, donnée par (4.17), s'écrit
alors
(4.31) d 2 = ( 1/2 m2)
E
(si s
j
) 2 + (1/m2)
ST
S +
J
+(1/m2 A)[m z y -m 3 s]T [m2 y-m a s]
où y. est le vecteur de composantes y i . Appelons
T I , T2 et T3, les trois termes apparaissant successivement
dans le deuxi䣨me membre de (4.31) . Les termes Tl et
T2 ne dépendent que des moments d'ordre deux du bruit
alors que le terme T3 , plus intéressant, est le seul terme où
m3 et ma apparaissent. En outre, T3 peut devenir infini si
0 = 0, situation discutée plus loin .
4 .2 .4 .3 . Cas gaussien
Considérons tout d'abord le cas du BBO4 gaussien . Dans
ce cas, m 1 = m 3 = 0, ma = 3 m2 et les équations (4 .26) à
(4.28) deviennent
(4.32) ho (i) = ( 1/m2) s i
(4.33) M0 (i, j) = ( 1/2
M
2
2) Si Si
et correspondent à des cas particuliers de (4 .18) et (4.20) .
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(4.35) d2 = T 1 + T
z
+ [1/(m4 -
MD]
YT y
où Tl et T
2
sont définis dans (4.31) . D'apr䣨s l'inégalité de
Schwarz, on a m
a
-- m2. Si ma __+ m2, d2 devient infinie,
situation discutée ci-dessous . On peut, en outre, vérifier
que d2 . d2 si ma <3m2et d2<d2si ma >3m2.
4.2 .4 .5 . Détection singuli䣨re
Discutons maintenant bri䣨vement la possibilité de détec-
tion singuli䣨re en BBO4. Comme nous l'avons déjà
mentionné plus haut, la situation de détection singuli䣨re
apparaît lorsque d2 devient infinie, et nous constatons,
d'apr䣨s (4.31) que ceci ne peut se produire que si
D = 0, dans la mesure où T l et T
2
sont toujours finis .
Ainsi, une condition nécessaire de détection singuli䣨re
s ecrit
z z
M3 =
(ma - mz) mz -
(4.36)
Il est intéressant de discuter la signification de cette
condition. Dans ce but, considérons la matrice de corréla-
tion du vecteur aléatoire de composantes 1, x, x2. Suppo-
sant m1 = 0, cette matrice est définie par
et nous constatons que son déterminant est donné par
(4.38) Det (A) = (ma - m2) m2 - m3 .
Ce déterminant vaut donc zéro si (4 .36) est satisfaite, ce
qui signifie dans ce cas qu'il existe une combinaison
linéaire déterministe entre les composantes 1, x et
x2, ce qui peut s'écrire
(4.39) x 2 - ox +
7r
= 0 presque sûrement (p.s .)
Utilisant les racines de cette équation, celle-ci peut s'écrire
(4.40) (x - r1) (x - r2) = 0 (p.s .)
ce qui signifie que la variable aléatoire x ne peut prendre
que deux valeurs p .s . % calculant la variance de (4 .39) et
en l'identifiant à zéro, on trouve que r et zr peuvent
s'écrire à partir des moments m 2 et m 3, ce qui donne
finalement la condition suivante, valable pour toute
composante xi de x
(4.41)
X'_
(m3/m2) x - m z = 0 (p.s .)
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xi soient centrées, indépendantes, identiquement distri-
buées et de moment d'ordre k, E [xik ], égal à mk . Les
expressions (4 .14) à (4 .16) s'écrivent alors
La déflexion maximale (4.22) s'écrit alors
(4.34) d2 = ( 1/2 ) (si s
j
)2 + (1/m2)
ST S
(4.23) R(i, k) = m
2
8(i, k)
(4.24) B(i,k,l)=m3 8(i,k,l)
(4.25) A(i,j,k,1) _ (m 4 -3m2)8(i,j,k,1 ) +
4.2.4 .4 . Moments d'ordre trois nuls
Supposons maintenant que m 3 = 0, ce qui est le cas
+ m2[8(i, k) 8(j, l) + 8(i, l) 8( j, k)]
lorsque les variables x, ont une distribution symétrique .
Dans ce cas, les équations (4 .12) et (4.13) sont découplées
et la valeur maximale de la déflexion s'écrit
1 0 m z
(4.37) A = 0 m 2
M3
mz m3
M4
Notons que cette équation poss䣨de deux racines réelles, de
signes opposés . Ainsi, on en déduit que la variable
x ne peut prendre que deux valeurs p .s. En particulier si
m3 = 0, les deux racines sont ± (m2) 1 /2 et (4.36) est
satisfaite. Pour obtenir m l = m3 = 0, les probabilités des
deux valeurs possibles doivent être égales à 1/2 . Récipro-
quement, on peut montrer que toute variable aléatoire ne
prenant que deux valeurs arbitraires de signes opposés et
telles que m 1 = 0, satisfait (4 .36) qui donc correspond à
une propriété caractéristique de ce type de distribution .
4 .3. DÉTECTION OPTIMALE PAR FILTRAGE DE
VOLTERRA SPATIAL D'ORDRE DEUX
4.3 .1. Position du probl䣨me
Considérons une antenne à BE et à N capteurs et appelons
x le vecteur des enveloppes complexes des signaux,
supposés stationnaires, reçus sur les capteurs . Certaines
propriétés statistiques de x sont connues sous H o et
H I . En particulier, si on appelle 'rr,, et s, respectivement la
puissance et le vecteur source (steering vector) du signal
aléatoire centré à détecter, les deux premiers moments de
x sous Ho et H, sont donnés par
(4 .42)
	
Eo [x] = 0 E
0
[xxt ] = R
(4.43) E1 [x] = 0 E 1 [xxt ] = R + TT S ss t
Il est bien connu [3] que le processeur spatial optimal pour
la détection d'un signal aléatoire centré gaussien complexe
circulaire dans du bruit de même nature, est purement
quadratique et défini par
(4.44) y(x) = x t w s wt x
où ws correspond au filtre adapté spatial (FAS) défini par
(4.45) ws = (rr,./1 + zrs, s t R-1 s)1 /2 R-1 s .
Ce résultat peut aussi être obtenu en utilisant le crit䣨re de
déflexion [3-5] .
Cependant, lorsque le bruit n'est pas gaussien, le filtre
spatial BE optimal pour la détection est généralement non
linéaire par rapport à x mais n'a plus aucune raison d'être
directement déduit du FAS .
Dans ce paragraphe, on se limite aux structures non
linéaires d'ordre deux et on présente le FVT complexe
d'ordre deux, optimal pour la détection d'un signal
aléatoire centré, à BE, stationnaire, noyé dans du bruit de
même nature et indépendant du signal, sans l'hypoth䣨se
gaussienne. Ce probl䣨me est commenté dans les références
[20] [49] et [82] .
Utilisant les notations du paragraphe 2, on va ainsi cher-
cher la statistique
(4 .46) y(x) =
XZ H2
centrée sous Ho et maximisant le contraste (3 .8), où
X2, ,, de dimension G(2 N, 2) - 1, contient les observa-
tions non redondantes d'ordre un et deux pur, reçues sur
les capteurs .
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D'apr䣨s les résultats du paragraphe 2, l'expression (4 .46)
peut aussi s'écrire sous la forme (2 .41) où h E C 2 N, M est
une matrice carrée complexe 2 N x 2 N et R ^= E
o
[Y X' ] .
Le probl䣨me est alors de trouver la paire [h o, Mo ] telle
que la statistique (2 .41) associée maximise le contraste
dans la famille des statistiques (2.41) .
4.3 .2. FVT complexe d'ordre deux optimal
D'apr䣨s les résultats du paragraphe 3, le FVT spatial
d'ordre deux optimal pour la détection au sens du
contraste, est solution de l'équation (4.10) où
R2 ^_ E o[X2
, ,
X2, ,] et où S2 est défini par (3 .27) pour
p = 2. La déflexion maximale associée est donnée par
(4.11) où le transposé est remplacé par le transposé
conjugué .
En utilisant, cette fois-ci, la formulation redondante du
FVT complexe d'ordre deux, c'est-à-dire en n'imposant
aucune structure particuli䣨re à la matrice Mo , le syst䣨me
(4.10) est équivalent au syst䣨me suivant
et où as est l'enveloppe complexe du signal à détecter .
Utilisant (3 .27) avec p = 2, (4 .42) et (4.43), la déflexion
maximale associée, définie dans le cas non redondant par
(4.11), s'écrit, dans le cas redondant, sous la forme
(4.54) d2 = SH= Tr
[ Rs Mo
Z
] .
D'autre part, il est montré dans l'annexe 3 que l'hypoth䣨se
de stationnarité des signaux capteurs engendre la propriété
suivante, vraie sous H o et Hl (cas aléatoire),
(4.55) E[xil xi2 . . . x i . ] = 0 `dm .0
où les i~ sont des entiers satisfaisant 1
_ i
1 _ N . En
particulier, on déduit de (4 .55) que ys = 0. D'autre part,
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(4.47)
(4.48)
2N 2N
k(i,k)ho(k)+ B(i,k,1)M0 (k,1)=0
k=1 k,1=1
2N
B' (i, j, k) h, (k) +
k=1
2N
E À(i,j,k,1)M0(k,1)=R,(i,j)
k,l=1
où
(4.49) R(i, k) ^- E 0[Xi Y i*]
(4.50) B(i, k, l) = B'(k, l, i )* A E 0 [X i
X X1]
(4.51) A(i,j, k, l ) A_
E0 [Xi .jJ* Xk* Xi]
-
R(i, j) . R* (k, l )
(4.52) Rs
n_E
l [(
Ct] -E0[ t t ] =
rr, sst
ys SS
T
y* S
* S t rr s s S
T
(4.53) ys ^= E [as]
on montre également dans l'annexe 3 que l'ajout de
l'hypoth䣨se BE à l'hypoth䣨se de stationnarité des signaux
capteurs, entraîne que
(4.56)
	
E[x* xi2 . . . x i. ] = 0 Vn ::
où 1 _ i~ _ N. On déduit immédiatement de ces résultats
que tous les moments d'ordre trois de l'enveloppe
complexe d'un signal stationnaire BE sont nuls, ce qui
entraîne que
(4.57) B(i,k,!)=B'(k,1,i)*=Eo[XiX*YJ =
0
1 _i,k,1 _2 N .
Utilisant (4 .57) dans les équations (4.47) et (4.48), on
constate que celles-ci sont découplées, ce qui signifie que
l'antenne d'ordre deux optimale est obtenue à partir de
deux antennes optimales respectivement d'ordre un et
d'ordre deux pur (c'est-à-dire ne contenant que des termes
d'ordre deux) calculées indépendamment et solutions des
équations
2N
(4.58) R(i, k) h, (k) = 0
k=1
2N
1 A(i,j,k,1)M,(k,1)=R,(i,j) .
k,1=1
(4.59)
L'équation (4.58) admet comme solution particuli䣨re
h o = 0, ce qui montre que l'antenne d'ordre deux optimale
pour la détection d'un signal aléatoire, centré, BE,
stationnaire dans du bruit de même nature, est d'ordre
deux pur, même dans le cas non gaussien .
Afin de faciliter le calcul de Mo , il est utile de décomposer
celle-ci en sous matrices de dimension (N x N), comme
cela est fait en (2 .44). Dans ces conditions, en utilisant
(4.49), (4.51), (4 .52), (4.55) et (4.56), le syst䣨me (4 .59)
prend la forme suivante
(4.60)
(4.61)
N
E
k,1=1
N
1
[E0 [xi xj - R(i, j) R(k, 1)*]
Mi (k, 1) = Tr,, s i sj*
Eo[xi xj i Mz(k,1)=
N
E
E0[xi* x1 ] M3 (k, l) = 0 .
k,1=1
Si on choisit Mz et M3 symétriques, l'équation (4 .61)
donne M'=M3 et la statistique optimale (4 .46)
devient purement quadratique et s'écrit
(4.62) yo = xt Mî x - Tr [RM
Î
] .
La déflexion maximale associée (4 .54) prend alors la
forme
(4.63) d2 = Sr s s t M1 s
où Mi est la solution du syst䣨me (4.60) .
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4.3 .3 . Cas du bruit gaussien
Dans le cas particulier où le bruit est gaussien complexe,
l'expression (4.55) montre qu'il est nécessairement circu-
laire. Appliquant alors à (4 .60) la propriété bien connue
des variables aléatoires gaussiennes complexes circulaires
[83]
(4.64) E [xi xj* xk xl ] = E [xi xj ] E [xk x1 ] +
+ E [xi xk ] E [xj* xi ]
on déduit, apr䣨s quelques manipulations de (4.60), que la
matrice optimale Ml s'écrit ici
(4.65) M~ A_ MG = ' r R-1 sst R
-1
ce qui correspond, à une constante pr䣨s, au processeur
quadratique (4.44)-(4 .45) et ce qui permet de retrouver
que, dans le cas gaussien, l'antenne optimale d'ordre deux
est directement déduite du FAS h, = R -1 s.
La déflexion maximale correspondante, définie par (4.63),
s'écrit alors
(4.66) d2 = ('rr8 s t R-1 s)2
4.3.4. Détection optimale d'ordre deux en présence de
brouilleurs
Étudions maintenant le cas particulier où le bruit environ-
nant est composé de P (P . N) brouilleurs BE, stationnai-
res, indépendants et de bruit gaussien blanc spatialement,
cas courant en pratique . Sous H o , l'enveloppe complexe x
des signaux capteurs peut alors s'écrire
p
(4.67) x = b + ai Ji
i=1
où b est le vecteur bruit, dont les composantes
bi(1 _ i _ N) sont des variables i .i .d., centrées, gaussien-
nes et de puissance T12. La quantité ai , qui est l'enveloppe
complexe du brouilleur i, est un processus aléatoire
centré, de puissance Tr i , indépendant des bj (1 --j _ N) et
des ak(k * i ) . Le vecteur Ji est le « vecteur source » ou
« steering vector » associé au brouilleur i . Pour simplifier
les calculs, on suppose que les capteurs sont omnidirection-
nels, que la propagation est parfaite et que les brouilleurs
sont orthogonaux deux à deux, ce qui entraîne que
(4.68) Jp Jp = N
(4.69) apq = 8pq p, q = 1, 2, . . ., P
où a1 est le coefficient de corrélation complexe entre les
brouJleurs p et q, défini par
Œpq = (Jp
Jq)/[
(Jp
Jp)] (J
q Jq ) 1 2 .(4.70)
Sous les hypoth䣨ses précédentes, on peut montrer [82]
[87], apr䣨s de longues et nombreuses manipulations de
(4.60), que la matrice optimale Mi s'écrit
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(4.71) M
i
= MG +
~
	
E S E
.zy
I
aYS
I z (2 -
p-Y
J J t
+ y -~ (s +1)2[(s.+1)2+s
(pY-2)]
Y Y
NYz
où la matrice MG, optimale dans le cas gaussien et définie
par (4.65), s'écrit [87]
(4.72) MG = ir e h,, h,tr
avec
p
P E
(4 .73) h
s
A R- ' s = 1
s-
E
E
Y
+ 1 a
YS J Y
T 12 ~_,
La quantité
aYs
représente le coefficient de corrélation
complexe entre le brouilleur y et le signal . Ce coefficient
est défini par (4 .70) où les vecteurs Jp et Jq sont remplacés
respectivement par J y et s. Les scalaires E s, s
y
et
p Y
sont définis respectivement par e s
A_ (Nars/Yi2),
E Y _ (Nirt
/Yù) et P'
Y
_
(m4/ir2)
où m4 ^_ E [
I
a. I 4 ] .
L'expression (4 .71) montre que lorsqu'il existe au moins
un brouilleur non gaussien
(3y/pY
:o 2), la matrice opti-
male M' n'est généralement pas directement déduite du
FAS (4.73), sauf si les brouilleurs non gaussiens sont
orthogonaux au signal (a,,, = 0 si
p Y
qÉ 2) . Dans ce dernier
cas, on peut montrer [84] que les brouilleurs non gaussiens
sont annulés par le FAS qui, d䣨s lors, devient optimal .
D'autre part, pour des brouilleurs orthogonaux, on cons-
tate que les contributions non gaussiennes de chaque
brouilleur s'additionnent dans la matrice optimale Mi . En
reportant l'expression (4 .71) dans (4 .63), on trouve que la
déflexion maximale associée s'écrit
p	
ES
	 E21 ŒYsl 4	
(2-9,)
(4.74) d 2 = d2
+ E
y=i (s
. + 1)2
[(EY+
1)2+ E2(pY
-2
)]
=^d2+0 ^^=d2 (p)
où d2G, correspondant à la déflexion maximale dans le cas
gaussien, définie par (4.66), s'écrit
P E 2
(4.75)
d2 = E,2 1-
E+
1
I aYS l
2 Jy=1 Y
Le premier terme du deuxi䣨me membre de l'expression
(4.74) ne dépend que de la position relative et des
statistiques d'ordre deux des sources . Le second terme de
ce même membre est le plus intéressant car c'est le seul qui
dépend des moments d'ordre quatre des brouilleurs . Ce
terme s'annule lorsque les brouilleurs sont gaussiens ou
orthogonaux au signal . Dans les autres cas, on a d'apr䣨s
l'inégalité de Schwarz,
pY
. 1 `d-y, et on peut montrer [82]
[87] que d2 est une fonction décroissante de chaque
coefficient l,,. On obtient ainsi
(4.76) d2 > d2 si 0 .< 0
(4.77) d2 d2 si Q > 0
et, en particulier, en ne prenant en compte que les
brouilleurs non orthogonaux au signal, on en déduit que
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(4.78) d2 > d2 si
I
3
2, 1 P
(4.79) d2 .zd2 si
p Y
>2, 1 P .
La valeur maximale de la déflexion d2, pour des valeurs
données de E,,, E Y et
I a Ys I ,
1 _ -y _ P, est alors obtenue
lorsque P
y
= 1 `dy et s'écrit
P 2 2
~~~ Es Ey I aYs
4
Y=
(s + 1 ) 2 (2 E Y + 1 )
(4.80) d
z°, max/p = dz
L'expression (4 .80) est toujours finie, ce qui signifie qu'en
présence de brouilleurs orthogonaux et de bruit blanc
spatial gaussien, il n'existe aucune possibilité de détection
singuli䣨re. Notons enfin [82] [87] que, pour un scénario de
brouilleurs et de signal donné et pour un nombre de
capteurs fixé, la déflexion maximale d2 est une fonction
décroissante de chaque EY pourvu que lotYs
1
2 ~ 0 . La
valeur maximale de d2 est donc obtenue en absence de
brouilleurs et vaut
(4.81)
d2, max = E
alors que la valeur minimale de d2, en présence de P
brouilleurs orthogonaux, est obtenue lorsque la puissance
des brouilleurs est infinie, et s'écrit
(4.82)
où le coefficient a ie , défini dans [85], est le coefficient de
corrélation spatial entre le signal et les brouilleurs . Le
carré de son module, défini pour des brouilleurs orthogo-
naux par
(4.83)
2[j
dz, min/s =
E
s -
1 .1s 12
1 2
P
Iaisl 2 =
E
I°YSI 2
y =1
correspond au carré du cosinus de l'angle formé par le
vecteur s et l'espace engendré par les vecteurs J .
1 _ y _ P. On constate ainsi que lorsque les P brouilleurs
orthogonaux sont forts, la déflexion optimale d2 devient
indépendante des statistiques de ceux-ci et est contrôlée
par le coefficient de corrélation spatial ais
•
4.3.5 . Antenne d'ordre deux non adaptée aux moments
d'ordre quatre des brouilleurs
4.3.5 .1 . Position du probl䣨me
Il a été montré précédemment que le calcul de l'antenne
d'ordre deux optimale pour la détection au sens du
contraste, nécessite la connaissance des statistiques d'ordre
quatre du bruit. Malheureusement, dans la plupart des cas
d'intérêt pratique, cette information n'est pas disponible a
priori et une mauvaise adaptation de l'antenne d'ordre
deux par rapport aux moments d'ordre quatre du bruit peu
en résulter. C'est en particulier le cas lorsque l'on utilise
une structure d'ordre deux déduite du FAS et optimale
dans le cas gaussien, pour détecter un signal dans du bruit
non gaussien, cas courant en pratique. Dans ce paragra-
phe, on étudie sur un exemple, l'effet sur les performances
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de l'antenne d'ordre deux, d'une mauvaise adaptation de
l'antenne aux statistiques d'ordre quatre du bruit .
4.3 .5 .2 . Performances en sortie
Considérons ainsi l'antenne purement quadratique opti-
male M I , définie par (4.71), et notons la M 1 , a . Cette
antenne d'ordre deux est optimale pour la détection d'un
signal aléatoire centré, stationnaire, BE, défini par
('rr s,
s), noyé dans du bruit composé de P brouilleurs
orthogonaux, indépendants, définis par (rr,y , (3 . , J ti ),
1 _ y _ P, et de bruit gaussien blanc spatialement défini
par
'q2.
Supposons maintenant que, sous Ho et H 1 , le bruit
reçu sur les capteurs de l'antenne soit de même nature que
le bruit défini précédemment mais où les brouilleurs sont
cette fois définis par ('rr, y , [3,„ J y ), 1 _ y _ P. L'antenne
d'ordre deux définie par M 1, , est dite non adaptée aux
moments d'ordre quatre du bruit reçu sur les capteurs si et
seulement si il existe au moins un scalaire y tel que
ft :0 3 . Par exemple l'antenne quadratique MG définie
par (4.72)-(4 .73) et optimale dans le cas gaussien
((3 .y = 2 V-y), n'est pas adaptée aux moments d'ordre
quatre des brouilleurs non gaussiens ((3 .
y 9&
2) reçus par
l'antenne .
Si on appelle d2([3, (3') la déflexion obtenue en sortie de
l'antenne quadratique M 1, ,, recevant le bruit défini par
('r . , [3,„ J. y), 1 _ -y _ P, on obtient, apr䣨s quelques calculs
[86] [87], l'expression suivante
(4
.84) d2(13, R') = d2(R) [1 +
(d2(R))-1
x
P
s2.£?
I avs I 4 (Ry-Ry) -1
X
~
	
[(ev + 1)
z +r (13 -2)]z
où d2((3) est définie par (4.74) . En particulier, si on utilise
l'antenne MG, définie par (4 .72) et (4 .73), pour la détec-
tion d'un signal aléatoire en présence de brouilleurs non
gaussiens, l'expression (4 .84) s'écrit
(4.85) d
2(2, R') _
dz 1+(dz)-1
as ey 1
atisj4(Ry-2)
1
=
Y=r
ce qui devient, pour des brouilleurs forts (c,y > 1, Vy ),
(4.86a)
(4.86b)
où la quantité [INR] ys, signifiant « interférence to noise
ratio », correspond au rapport des puissances de brouilleur
y et de bruit blanc en sortie du FAS h, = R -1 s [84], [87] .
L'expression (4.84) montre que la déflexion d2((3, (3') est
une fonction décroissante des quantités ([3y - (3,y ) lorsque
les scalaires
1
(X
ys
1
sont non nuls. Dans ce cas, si
((3Y - (3,y ) :: 0 V y, on obtient d2((3, J3') » d2(R), et la
(£y
+ 1 )4
dz(2, R' )
= dz l +
1CL (P'
'
y= ,
(1
- ~als1 z )
z
P
z
y
dz [1 + ([INR] ys ) z ((3y-2) 1
=1
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déflexion en sortie de l'antenne M l, a , désadaptée, est
supérieure à la déflexion maximale à la sortie d'une
antenne d'ordre deux, pour le bruit défini par (1 2 ,
7r,y, R .y , J y), 1 _ y _ P. Ce résultat montre qu'une désadap-
tation de l'antenne d'ordre deux par rapport aux moments
d'ordre quatre du bruit n'engendre pas nécessairement des
conséquences désastreuses sur les performances en sortie .
En particulier on constate qu'il est possible d'utiliser
l'antenne définie par (4.72) et (4.73), pour la détection
d'un signal aléatoire centré en présence de brouilleurs
sous-gaussiens ((3 .y
«c~z 2 b y ), sans risquer la catastrophe .
Cependant lorsqu'il existe au moins un brouilleur y non
orthogonal au signal, tel que [3,, > [3,y, alors la déflexion
d2([3, (3') devient inférieure à d2((3) et tend vers 0 lorsque
Ry tend vers l'infini . Dans ce dernier cas, la désadaptation
de l'antenne Ml, R a des conséquences catastrophiques sur
les performances en détection . En particulier, il peut être
dangereux d'utiliser l'antenne MG définie par (4 .72) et
(4.73), pour la détection d'un signal aléatoire centré, en
présence de brouilleurs y sur-gaussiens (P y ~ 2), forts,
non orthogonaux au signal et tels que
(Rti - 2) > ([INR],s)-z .
Pour cette raison, et dans la mesure où les statistiques
d'ordres supérieurs des brouilleurs sont généralement
inconnues a priori, il est préférable d'estimer celles-ci au
fur et à mesure du traitement par des procédures adaptati-
ves telles que celles développées dans la référence [49] et
discutées au § 5 .
Notons cependant, d'apr䣨s (4.84), que lorsqu'un brouilleur
est orthogonal au signal, la désadaptation de l'antenne
M1,
ü
par rapport au moment d'ordre quatre de ce brouil-
leur, n'a aucune conséquence sur les performances en
sortie. En particulier lorsque tous les brouilleurs sont
orthogonaux au signal, toute antenne d'ordre deux désa-
daptée aux moments d'ordre quatre de ces brouilleurs,
donne les performances de l'antenne d'ordre deux opti-
male et la déflexion maximale associée est donnée par
(4.81) .
4 .3 .5 .3 . Perte de performances par rapport à l'optimalité
Discutons enfin de la perte de performance obtenue
lorsque l'on utilise l'antenne désadaptée M l, R au lieu de
l'antenne d'ordre deux optimale M 1, p ., pour détecter un
signal aléatoire centré dans le bruit défini par
(r12 ,
rr.y , [3y, J y), 1 _ y _ P. Cette perte de performance, notée
P2(13, P'), est définie comme le rapport, en dB, des
déflexions optimale d2(R') et sous-optimale d 2 ffl, P'), et
s'écrit
d° '
(4.87)
pz(R, R') ^
	
z(R )
d2(R, R')
Cette quantité, est bien sûr, supérieure ou égale à l'unité,
l'égalité se produisant en particulier lorsque
Ry = [3,y ,
1 _ y _ P, c'est-à-dire lorsque l'antenne d'ordre deux est
parfaitement adaptée aux statistiques d'ordre quatre du
bruit .
Le calcul de
pz
est généralement compliqué. Cepen-
dant, dans le cas d'un seul brouilleur, en faisant une
volume 7 - n' 5 spécial
hypoth䣨se a priori gaussienne (R l = 2), on peut montrer
[87] que la perte P 2(2, R') s'écrit
(4
.88) p 2(2, R') = 1 +
(Ri - 2) 2 ~ 4 1«isl 4 (1 - I (X,sI2)
X
X
[1 +
I«isI2
+ e,(1 - «Is1 2)]
[1 +
	
I « 1x1 2 )]4 [(e1 +
1)2+
Ei(Ri - 2)](EI + 1)
ce qui devient, dans le cas d'un brouilleur fort tel que
e 1 (1 - 1«1s I 2 ) > 1,
(4.89a)
(4.89b)
si
let l«,SI=1
et
z
« 4
(4.90) p2(2,R')=1+	
2
(R1-) I lsl	
(R~-1) (1
- 1«,51 2 ) 2 2£,
si Ri =1 et
1«1,1
e1 .
L'expression (4 .88) montre que la perte de performance
par rapport à l'optimalité est minimale, ou que l'antenne
quadratique dyadique est optimale, si le brouilleur reçu est
gaussien, orthogonal au signal ou si il se trouve dans la
même direction que le signal. Dans ce dernier cas,
l'antenne quadratique dyadique donne des performances
aussi mauvaises que l'antenne d'ordre deux optimale .
Dans tous les autres cas, la perte de performance est
strictement supérieure à l'unité et l'antenne quadratique
dyadique MG n'est plus optimale .
D'autre part, l'expression (4 .89) montre que pour un
brouilleur fort, la perte de performances p 2 (2, R') croît
avec le INR du brouilleur en sortie du FAS et lorsque le
caract䣨re « sur-gaussien » (Rl' - 2) du brouilleur aug-
mente. On déduit de ce résultat que l'intérêt d'utiliser une
antenne optimale d'ordre deux, pour détecter un signal
aléatoire en présence d'un brouilleur non gaussien, aug-
mente lorsque le caract䣨re sur-gaussien du brouilleur
devient prononcé et lorsque la rejection de celui-ci par le
FAS décroît. En outre, l'expression (4 .89) montre que la
perte des performances p 2 (2, R') devient importante d䣨s
que la quantité (P l' - 2) devient tr䣨s grande devant
([INR]1s)-2. Ce résultat, déjà aperçu au paragraphe
précédent, signifie que meilleure est la rejection du
brouilleur par le FAS, c'est-à-dire plus le brouilleur fort
est fort et pr䣨s d'un zéro du diagramme de rayonnement
de l'antenne, et plus le caract䣨re sur-gaussien de ce
brouilleur doit être prononcé pour que celui-ci rende
l'antenne quadratique dyadique MG compl䣨tement sous-
optimale et inefficace . Une conséquence immédiate de ces
résultats est que l'intérêt d'utiliser une antenne optimale
d'ordre deux, en présence de brouilleurs non gaussiens,
est plus grand pour un brouillage de lobe principal que
pour un brouillage de lobe secondaire .
p2(2, P')
1 (Ri - 2)2	 1	
«1 s 1 4
= + (Ri _ 1) (1 _
I«151 2 ) 2 £i
2 2
1 +
(R1
-) ([INR] 1s ) 2
(R~
- 1)
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D'autre part, d'autres calculs de perte de performance par
rapport à l'optimalité ont été effectués dans les références
[86] et [87] pour d'autres environnements de bruit et en
particulier pour un BBO4 . Ces calculs montrent, dans la
plupart des cas, l'intérêt d'optimiser une antenne d'ordre
deux par rapport aux moments d'ordre supérieur des
données .
Ainsi, bien que la perte de performance par rapport à
l'optimalité puisse être plus ou moins importante selon la
nature et les statistiques de l'environnement de bruit, il est
toujours préférable, dans le but d'éviter la catastrophe et
dans la mesure où les statistiques du bruit sont générale-
ment inconnues a priori, d'utiliser l'antenne d'ordre deux
optimale en estimant les statistiques d'ordre quatre du
bruit, par des procédures adaptatives décrites dans le
paragraphe 5 .
5. Le Filtrage de Volterra transverse adaptatif
Le filtrage de Volterra optimal, temporel ou spatial, pour
la détection et l'estimation, a été présenté dans les
paragraphes 3 et 4 sans l'hypoth䣨se gaussienne . Dans tous
les cas, il a été montré que le calcul du FVT optimal
d'ordre p, H;, nécessite la connaissance a priori des
statistiques des processus invoqués jusqu'au degré 2p .
Cependant, dans des situations pratiques, cette informa-
tion a priori n'est pas connue et les statistiques des
processus jusqu'au degré 2 p doivent être estimées par des
procédures adaptatives .
Tr䣨s récemment, de telles procédures ont été développées
pour des FVT d'ordre deux, aussi bien pour des probl䣨mes
d'estimation [51] que de détection [49] . Les algorithmes
présentés dans [51] sont des extensions, au cas LQ, des
algorithmes bien connus du gradient stochastique (LMS)
et des moindres carrés récursifs (RLS) alors que dans [49],
ont été développés des algorithmes sous contraintes pour
le traitement spatial. Ces derniers sont des extensions à
l'ordre deux des algorithmes des moindres carrés sous
contrainte (Sample Matrix Inversion), des moindres carrés
récursifs sous contrainte (Récursive Matrix Inversion) et
du gradient stochastique sous contrainte (Frost), utilisés
en filtrage linéaire d'antenne [3] .
Notre propos n'est pas, ici, de présenter et de discuter
dans le détail chacun de ces algorithmes adaptatifs, mais
plutôt de décrire, à titre d'exemples, un algorithme pour
chacun des deux probl䣨mes évoqués, en insistant particu-
li䣨rement sur l'optimalité ou la sous-optimalité, selon le
cas, d'une stratégie d'adaptation couplée ou découplée .
5.1. ALGORITHME DU GRADIENT STOCHASTIQUE
D'ORDRE P : LE P-LMS
5.1 .1. Algorithme du gradient déterministe d'ordre p
5 .1 .1 .1 . Cas général
Dans ce paragraphe, on présente une procédure itérative
déterministe, basée sur la connaissance des statistiques des
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différents processus invoqués, pour trouver le FVT optimal
de degré p, Hp, minimisant le crit䣨re CF(z) donné par (3.4)
où S(x) = Xp , , H1, . Bien que d'intérêt purement théorique,
cette étape est nécessaire pour bien comprendre la version
implémentable, basée sur des estimées des moments des
processus, dans la mesure où cette version n'est qu'une
approximation stochastique de la version déterministe .
Avec notre formalisme, la variance de l'erreur d'estimation
d'un processus centré z à partir de la statistique (2.33), est
encore une fonction quadratique du param䣨tre inconnu
Hp , comme dans le cas linéaire. Ainsi, qu'il soit redondant
ou non, le vecteur optimal
Ho
correspond au vecteur qui
annule le gradient du coût C F(z) .
On définit alors l'algorithme du gradient déterministe de
degré p, par l'équation récursive suivante
(5 .1)
	
HH (k) = Hp (k -
1) -
2
µVP CF(z) k- I
où le gradient du coût CF(z) par rapport au vecteur
Hp (k - 1) s'écrit
(5 .2) VP CF(z) k-1 = - 2 (r z , p - Rp Hp(k - 1))
et où le vecteur r,,
p
et la matrice Rp sont définis
respectivement par (3 .21) et (2.46) . Le pas µ est le pas
d'adaptation de l'algorithme .
5 .1 .1 .2 . Cas particulier de l'ordre deux
Dans le cas particulier du FVT optimal de degré deux
(p = 2), si les moments d'ordre trois de l'observation sont
nuls, la procédure (5.1) peut être décomposée en deux
sous-procédures, l'une purement d'ordre un et l'autre
purement d'ordre deux, et on obtient, en utilisant les
notations du § 2,
h1(k) h1(k
- 1) 1 Vi ci(z)
(5 .3)
Lh2(k) ] = [h2 (k - 1) ] 2
W
[y2 c2(z)
où V i c.(z) (i = 1, 2) correspond au gradient du coût
c1 (z) ^- E [ I z - x,, c h i I 2 ] par rapport à h i. Ce gradient
s'écrit
(5.4) V .c i (z)
1
k 1 =-2(rz, 2 -Ri , i h i (k-1))
où Ri ^_ E [xi, xt, ~] et r'z2
~ E [zxi ~] .
Ce résultat, tr䣨s important, montre que la valeur des
moments d'ordre trois peut engendrer différents schémas
d'adaptation . Si les moments d'ordre trois, sont non nuls, il
est nécessaire d'optimiser tout le vecteur d'ordre deux à
cause du couplage entre les termes d'ordre un purs et
d'ordre deux purs. Par contre, si ce n'est pas le cas, il est
possible d'optimiser séparément les termes d'ordre un
purs et d'ordre deux purs de H2 et d'utiliser deux pas
d'adaptation séparés
µ1
et µ2 . En outre, on déduit de (5 .3)
que ces deux derni䣨res optimisations sont basées sur le
coût, respectivement d'un filtre d'ordre un pur et d'un
filtre d'ordre deux pur .
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5.1.2. Algorithme du gradient stochastique d'ordre p
5.1 .2 .1 . Cas général
L'idée de ce paragraphe est d'introduire une procédure
itérative, basée sur les estimées des propriétés statistiques
du processus observé, pour le calcul du FVT optimal. La
premi䣨re idée qui vient à l'esprit est d'introduire une
estimée de la procédure déterministe (5.1) valable quel
que soit p ou des procédures décrites par (5 .3), valables
pour p = 2, selon, dans ce dernier cas, la valeur des
moments d'ordre trois de l'observation . Le vrai gradient
du coût CF(z) par rapport à Hp (k - 1) défini par (5 .2),
peut s'écrire
(5.5)
VP
CF(z)
k 1
=-2E[Xp,,(k)(z(k)-Xp,,(k)Hp(k-1))]
et en référence avec le cas linéaire, l'estimée instantanée
de ce gradient s'écrit
(5 .6)
Vp CF(Z)
Ik 1
=-2Xp,,(k) (z(k)-X,,,(k)HP(k-1)) .
Utilisant l'expression (5.6), on définit l'algorithme du
gradient stochastique d'ordre p par la procédure itérative
suivante
(5.7) -
P
(k) = Hp (k - 1) + µ Xp (k) ep(k k - 1)
où ep (k 1 k - 1) correspond à l'erreur d'estimation suivante
(5.8) ep (k1 k-1)=z(k)-Xp,,(k)HP(k-1) .
5 .1 .2 .2 . Cas particulier de l'ordre deux
Dans le cas de l'ordre deux (p = 2), on sait que lorsque les
moments d'ordre trois de l'observation sont nuls, il
devient non justifié d'utiliser un algorithme couplé et il est
préférable d'utiliser en parall䣨le, deux algorithmes diffé-
rents, l'un avec h 1 et x1,
c
et l'autre avec h 2 et x2,
,
à la place
de H2 et X2,, respectivement, et deux pas d'adaptation
différents . La procédure découplée permet, dans ce cas,
une convergence plus rapide avec une complexité plus
faible . Cependant, lorsque les moments d'ordre trois de
l'observation sont non nuls, la procédure découplée ne
permet pas la convergence vers le filtre optimal et il
devient impératif, dans ce cas, d'utiliser un algorithme
couplé .
5.2. ALGORITHME DES MOINDRES CARRÉS
RÉCURSIFS D'ORDRE p SOUS CONTRAINTE
Dans ce paragraphe, on présente une procédure itérative
basée sur les estimées des statistiques de l'observation sous
Ho, pour le calcul du FVT non redondant, optimal pour la
détection, défini par (3 .26) . Le vecteur Sp est supposé
connu. Le probl䣨me se ram䣨ne ainsi à l'estimation de
l'opérateur Rp 1 dont l'inverse est défini par (2.46) .
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En référence avec le cas linéaire, lorsque l'adaptation se
fait sous H o, un estimateur non biaisé de R
p , à partir de
k observations, est donné par
(5.9) Rp (k) =
k
	
(Xp(i) - mp(k))(Xp(i) -
mp (k)) t
où X, (i) est la valeur d'une réalisation de X
p à l'instant
i et où mp(k)
est une estimation de la moyenne
me à l'instant k .
Cette estimation de moyenne est donnée
ici, pour des processus ergodiques, par
(5 .10) mp ( k) = k
En combinant (5.9) et (5.10), on peut montrer que l'on
obtient la relation récursive suivante
(5.11) Rp (k) = kk1 Rp(k - 1) +
+ k
1
1 (XX (k) - mp(k))(Xp(k) - mp(k))t .
Dans le but d'éviter l'inversion de Rp (k), on peut chercher
à estimer l'inverse de Ri (k) récursivement. L'algorithme
associé, appelé des moindres carrés récursifs d'ordre
p sous contrainte, est obtenu en appliquant l'identité de
Woodbury à (5.11) . Il peut se résumer comme suit
(5.12) Initialisation de l'algorithme
Rp 1 (0)=µoI,µo>
1
(5 .13) Estimation de mp par (5
.10)
(5 .14) Centrage de X p (k) : X,, ,(k) = X,(k) - mp (
k)
(5.15) Propagation de l'inverse de (5.11)
Rp 1 (k) = kk1 {Rp ' (k 1)
Rp 1 (k - 1) Xp,
,
(k) X c (k) Rp '(k - 1)
(k - 1)2/k + XX,, (k) Rp' (k - 1) Xp,, (k)
(5.16) Estimation de Hp : Î°(k) = Rp' (k) S
p .
Dans le cas particulier du traitement spatial BE d'ordre
deux, les moments d'ordre trois de l'observation sous
Ho
sont nuls et il est préférable d'utiliser deux algorithmes
découplés, l'un d'ordre un pur et l'autre d'ordre deux pur,
pour l'estimation du filtre d'ordre deux optimal .
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6. Conclusion
Comme il a été constaté tout au long de l'article, l'intérêt
essentiel d'utiliser des filtres non linéaires de Volterra,
FV, dans des probl䣨mes d'estimation et de détection,
spatiale ou temporelle, fondés sur des statistiques d'ordre
supérieur, vient de la linéarité par rapport aux param䣨tres
que conserve ce type particulier de filtrage .
Cette caractéristique a été exploitée en représentant les
sorties instantanées de tels filtres comme un produit
scalaire spécifique de vecteurs dont la taille croît exponen-
tiellement avec l'ordre . Pour les mêmes raisons, la variance
de ces sorties dépend d'une « matrice de covariance »
fonction des moments de l'entrée jusqu'à l'ordre 2p, et
que l'on sait écrire explicitement .
Le formalisme ainsi introduit présente toutefois quelques
nuances selon que les données sont réelles ou complexes .
L'extension immédiate du formalisme réel, déboucherait,
en effet, sur l'impossibilité de représenter certains filtres
non linéaires connus du filtrage d'antenne .
Une formulation unique, fondée sur ce cadre particulier,
de la maximisation du contraste et de l'estimation en
moyenne quadratique d'un processus inconnu, à l'aide de
statistiques de Volterra, a été proposée . Cette formulation
est possible dans la mesure où il a été prouvé, même pour
des données complexes, que la valeur maximale du
contraste à l'intérieur d'un espace vectoriel de statistiques
quelconques est atteint par la projection statistique du
rapport de vraisemblance centré sur cet espace . L'appa-
rente simplicité de formulation, inhérente à la linéarité en
param䣨tre, ne doit pas, pour autant, occulter les difficultés
liées à la résolution des équations normales généralisées
dont le FV optimal est solution .
Ce point crucial a été mis en avant clairement lors de la
détermination explicite de quelques solutions dans des
situations empruntées à la prédiction linéaire quadratique
ou bien au filtrage d'antenne BF d'ordre deux .
L'intérêt d'optimiser, en dehors de l'hypoth䣨se gaussienne,
une antenne par rapport aux moments d'ordre supérieur a
été illustré par des calculs complets de pertes, exprimées
en termes de diminution de la déflexion, en sortie d'une
antenne non adaptée aux moments d'ordre quatre des
données .
La plupart des algorithmes adaptatifs « classiques » dans le
cas linéaire, avec ou sans contrainte, ont été étendus au
FVT d'ordre p, pour des données réelles et complexes .
Quelques précautions doivent être prises notamment, à
l'ordre deux, concernant le couplage éventuel de sous
algorithmes dû à l'existence de moments d'ordre trois .
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ANNEXEZ
REPRÉSENTATION DU NOYAU D'ORDRE m D'UN FILTRE
DE VOLTERRA REDONDANT, A L'AIDE DU PRODUIT DE KRONECKER
Le premier paragraphe de cette annexe contient une
présentation élémentaire du produit de Kronecker . Le
lecteur intéressé par des approfondissements est invité à
consulter la référence [75] . On montre ensuite, dans le
second paragraphe, comment tout noyau observation d'un
filtre de Volterra redondant s'écrit explicitement sous
forme de produits de Kronecker multiples . A ce titre, la
représentation qui en découle ne se substitue pas à celle du
paragraphe 2 de l'article, mais vient plutôt la compléter .
A 1.1 . Le produit de Kronecker
A1.1.1. DÉFINITION
Soit A une matrice à m lignes et n colonnes et B une
matrice à r lignes et q colonnes, on définit la matrice
produit de Kronecker de A et B par la matrice
(AI . 1)
	
K=A®B
où K est la matrice bloc à mr lignes et nq colonnes,
caractérisée donc par quatre indices, telle que le bloc
(i, j ), où 1 _ i _ m, 1 _ j _ n, s'écrive
(A1 .2) [K] (i,j) = a rt B
où
ai-J
est le terme courant de la matrice A . En d'autres
termes, on multiplie tous les termes de la matrice A par la
matrice B elle-même. Au vu de (A1 .2), on constate que le
produit de Kronecker n'est pas commutatif, à une matrice
de permutation pr䣨s néanmoins [75] .
A1.1 .2. PROPRIÉTÉS FONDAMENTALES DU PRO-
DUIT DE KRONECKER
Bon nombre des propriétés du produit de Kronecker ont
trait aux différents types de dérivation d'expression scalai-
ANNEXE 2
RELATION DE RÉCURRENCE LIANT LES VARIANCES
D'ERREUR D'ESTIMATION AUX ORDRES P -1 ET P
On se propose, dans cette annexe, d'élaborer une relation
de récurrence reliant les variances d'erreur d'estimation,
aux ordres p - 1 et p, d'une variable aléatoire centrée
z, par FVT optimal, réel ou complexe .
Cette relation permet de quantifier le gain en performance
obtenu en incrémentant d'une unité l'ordre ou le degré de
non-linéarité du FVT optimal .
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res ou matricielles par rapport à une matrice ou un
vecteur, qui peuvent s'appliquer, par exemple, à la
recherche d'estimateurs au sens du maximum de vraisem-
blance [75] . On se contente de citer, ici, quelques proprié-
tés susceptibles de simplifier beaucoup de calculs, et qui se
justifient directement à partir de la définition (A1 .2)
(A1 .6) (A®B)=0 ssi (A=0 ou B=0) .
A 1.2 . Représentation du noyau observation
d'ordre m d'un FVT redondant, à l'aide du produit
de Kronecker
Le produit de Kronecker permet de donner la forme
explicite d'un noyau observation de degré m pur d'un FVT
redondant, voir § 2 . On trouve en effet, au regard des
définitions du § 2 de l'article et d'apr䣨s (A1 .2), que, pour
un FVT réel redondant, le noyau observation de degré
m pur s'écrit
(A1 .7) x,,,=[X®X®X® . . ®X]
où x est le vecteur observation et où le nombre de produits
de Kronecker est égal à m - 1 .
Dans le cas complexe, on sait alors qu'il faut utiliser le vecteur
', voir (2.30) . On définit, dans ces conditions, le vecteur
observation complexe relatif au noyau complexe d'ordre
m du FVT redondant par
(A1 .8) x,,=[Y0y®X® . ..®ff ]-
La démonstration ci-dessous est une extension de celle
présentée dans [28] .
On rappelle que H F est défini, pour des FVT complexes
d'ordre p, par
(A2.1) H F = { S(x) = Xp Hp/S(X) E L2
et Hp E C N [p] }
A
HF(p) .
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(A1 .3) A®(B(D C)=(A®B)®C
(A1 .4) (A+B)®(C+D)=(A(D C)+(B®C)+
+(A®D)+(B(D D)
(A1.5) (A ®B)(C ®D) _ (AC ® BD)
Soit HF(p), le sous-espace de Hilbert de H F(p),
défini par
	
orthogonal à l'espace ÙN [p], est nécessairement de la
forme
(A2 .2)
"F(P)
=
{S(x) = XI , , HP/S(x) E L2 et
HP E (ÈN[p]}
(A2.7)
où (ÈN[p], correspondant à l'espace vectoriel des filtres de
CN [p ] dont les g (2 N, p) derni䣨res composantes sont
nulles, est défini par
(A2.3)
ÙN [p] _ {HP =
[Hp _
1,
OpT ]T/HP E
E CN[p]
et HP _ 1 E CN[p-
1]1
où 0" représente le vecteur nul de dimension g(2 N, p ) .
On vérifie tr䣨s aisément que HF(p) n'est pas autre chose
qu'une écriture alternative de H F(p - 1 ), dont on consta-
tera qu'elle est à la base de la démonstration, dans la
mesure où elle établit un lien tr䣨s étroit entre les filtrages
de Volterra transverses complexes d'ordre p - 1 et
p .
Si Sô -' (x) Xp _
1, c
Ho
1
représente la statistique de
HF(p - 1) optimale pour le probl䣨me de l'EMQ de
z, alors la statistique définie par §ô(X) A=XP ,
,
Hp où
(A2.4)
est la statistique de HF (p) optimale
probl䣨me. Dans ces conditions, le principe d'orthogonalité
permet d'écrire
(A2.5) H; E [XP, ,(z -
Xn,,
Hp)] = 0 `dHP E CN[p]
ce qui conduit à l'identité
(A2.6) Hp [r Z,P - RP Hp] = 0 t/HP E ÙN [p] .
Cette identité montre que le vecteur [rZ, P - RP Hp ] ,
Hp
n
[HpT 1 , OpT ]T
pour le même
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ANNEXE 3
On montre, dans cette annexe, que si le processus vectoriel x(t), de composantes xi (t),
1 _ i _ N, est l'enveloppe
complexe d'un processus vectoriel réel, stationnaire, bande étroite s(t),
alors les propriétés (4 .55) et (4.56) sont
vérifiées .
Dans ce but, considérons le processus s(t) dont les composantes s i (t) ont z .(t) comme signal analytique et
xi (t) comme enveloppe complexe . On peut ainsi écrire
(A3.1) si (t) = Re [z i(t)] = Re [xi (t) exp(j 2 zrv
o t)] 1 N
où vo est la fréquence porteuse . Si on note S i (v) et Z i
(v) les représentations spectrales [88] respectivement des processus
s i (t) et zi(t), on peut écrire
471
r - R H°
OP -
_,P P P =
f
~,
n
où O,, _
1
est le vecteur nul de CN [p - 1 ] et où f,
; est un
vecteur non nul de dimension g (2 N, p ) . De
(A2.7), on
déduit immédiatement que
(A2.8) Hp = Hp - RP
[0
f p ' ]
et on obtient
(A2.9) f p= Cp 1 h p
où hp est le vecteur, de dimension g (2 N, p ), des noyaux
de degré p du FVT optimal Hp (2.9) et où CP
est la sous
matrice, de dimension g (2 N, p) x g (2 N, p ),
« de type
p » de la version partitionnée de Rp ' .
D'autre part, d'apr䣨s (3.23), on peut écrire
2 z t °
~Z,P-1 =
vZ
-r =,P-1 HP-1
(A2. 10)
et utilisant (A2.4), cette expression prend la forme sui-
vante
2 2 t °
~z,P
- 1 -U
z
-r z,P HP'
(A2.11)
D䣨s lors, introduisant (A2.8) dans (A2.12), on obtient
(A2.12)
Cr z,P-1 = az,P -HP t [0
fp
i ]
ce qui s'écrit encore, d'apr䣨s (A2.9),
(A2.13)
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Q2 = cr2Z, + h ° t C - ' h°
z,P-1 P P P P
(A3.2) si (t) = J
exp(j 2 irvt) dSi (v) 1 _ i _ N
(A3.3)
zi
(t) = Jexp(/ 2 vt)dZ(v)
7r i 1 i _ N
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D'autre part, comme z i (t) est la sortie du filtre analytique g(t) dont l'entrée est si (t), on obtient
(A3.4)
	
dZi (v) = G(v) dS i (v) 1 ~-- i -N
où G(v), transformée de Fourier de g(t), est définie par
(A3.5) G(v) = 2 U (v)
où U (v ), la fonction de Heaviside, vaut 1 si v -- 0 et zéro sinon .
Associons à chaque composante h i d'un vecteur arbitraire h de C N, la quantité h i[i1 à valeurs dans {h i , h i*} . On déduit
alors de (A3 .3) que
(A3.6) E [z i[, tl (t 1 ) zl[Z Zl (t2 )
. . .
zi[ m] (tm)] _ ~~
. . .
f
exp (j 2 Tr (j e ij vj tj ) E [dZ i l (
v1)
dZ,Z21 (v2 ) . . . dZ
(vm)]
où E ij vaut 1 si Z i.1l1-
1
(tj) = Z i (tj ) et - 1 si Z J[ij] (tj ) = z * (tj ), pour 1 ij --N .
Utilisant (A3 .4) dans (A3.6), l'équation précédente devient
(A3 .7)
E [zi[ ;'1(ti)
zi[2z1(t2) .
. . Z
J
"1
(tm)] _
exp (i 2 rr Eiivi
ti
))G(vi ) . . . G (vm) E[dS;''
]
(v t ) dS`l2] (v2 ) . . . dS
i,`„m]( vm)] .
!-1
Calculons maintenant la quantité E [ dS~ i' l (v 1 ) dS [' 2j (v2 ) . . . dS i
1
(vm ) ] . Dans ce but, notons que comme si (t) est réel,
l'expression (A3 .2) peut aussi s'écrire
(A3.8)
si (t) =
J
exp(j 2 ire i vt) dSi i t (v) 1 N
On en déduit immédiatement que
(A3.9) E
[Si '(t1) S'2(t2)
. .
. Si,„(tm)]
= JJ
. . .
J
exp (, 2 Tr ( r i vi ti ) ) E[dSil'1(v1)
dSiz21(v2)
. . .
r[n` ml (vm)] .
La quantité E[dS[
il '2
iil [v i ] dS1121 (v 2 ) . . . dS m`' 1 (vm )] peut donc s'écrire
(A3.10) E[dSii i1
(v1)
'2
21 Y
(v2) . .
. dS ""1(1m)]
=f(vI,
v 2, . . ., v m ) dv 1 dv2 . . . dv m
où f (v
1
, v2 , . . ., v m ) est défini par
(A3 .11)
f (v1,
v 2, . . ., v
m) =
JJ
. . .
J
exp (-j 2 Tr (
c i,
vj t
j
) ) E[si, (tt)
s i2 (t
2 )
. . .
S i,„(tm)]
dt
1
dt2 . . . dt m .
I - t
Cependant, comme s (t) est un processus stationnaire, la quantité E [si , (t 1 ) sit (t2 ) . . . s im (tm ) ] est invariante par toute
translation temporelle t, -> ti + T, et en particulier par la translation temporelle ti -> ti - tm . Utilisant cette propriété
dans (A3 .11), on obtient
(A3.12)
f
(v1 , v2 , . . ., v
m) =
_ 55 . . . f exp (-j 2°rr ( ~ E il vi ti ) )
E [si t (
j=1
En effectuant le changement de variable ti - tm = r i , pour 1 _ i _ m - 1, l'expression (A3 .12) devient
1
(A3 .13) f
(v 1 , v 2, . . .,
V m) = JJ
. . .
J
exp (-j 2 rr
G=
E
E ij vj
Tj)) E[si
,
(T1)
. . .
1
-t ) . . .
'(tm-
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- 1 ) si (
0)]
'm (0)]
dt i dt 2 . . . dt m
[fexP(_I2(ri . 7T
E
) tm ) dtm ]dT i . . .dT
!=t
L'intégrale du second membre de (A3 .16) n'est non nulle que sur l'hyperplan défini par
m
E
E
iI
. vj = 0
	
avec v j , 0 pour 1--j _ m
j=l
(A3.17)
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ce qui peut encore s'écrire
(A3.14) f
(v1,
v2 , . . .
V m) _
S ( e,I vj l ~~
J
exp (-) 2 a ( m~ t E i
vj Tj ) E [si, (T1)
. . .
j=1 j=1
D䣨s lors, utilisant (A3.14) dans (A3 .10), on en déduit que E[dS~,`l(vl) dS~z2] (v2 ) .
.-
dS,mm~(vm )] a la forme suivante
(A3.15) E [dS
I l' 1
(v l ) dS1.2
21
(v2 ) . . .
dS i„ 1 (vm))J =
S Ei vj q(vl,
V2,
. . ., v m- 1) dv 1 dv2 . . . dv m
j=1
et utilisant (A3 .15) dans (A3 .7) pour t1 = t 1 = . . . = t m = t, on obtient
E z [il] t
zJ21
t z
fiml
t G v G v S m E v v v dv dv dv(A3.16) [ i, ( ) i2 ( ) . . . im ( )J =
ff
( 1) . . . (
m)
(
i j q( 1, 2,
. . . ,
V m-1) 1 2
. . .
m
I - 1
m
J
G(vl)
. . . G
(vm) 8 ( ~ E
ij vj
) « VI, v2,
V
m-1)
dV l dv2
. . . dv,,,
I=1
puisque les quantités G(vj ) sont nulles pour vj < 0 . En particulier, si tous les E
iJ
, valent 1, ce qui est le cas si
E[zi
1111
l (t) z'l? 2]
(t) . . . zi
m (t)] = E[zi,(t) Z'2(t)
. . . z im (t)J ,
l'expression (A3 .16) n'est non nulle qu'au point (vl = 0, v 2 = 0, . . ., v m = 0), ensemble de mesure nulle, ce qui veut dire
que
(A3.18) E[zi1(t)
Z'2(t)
. . .
Z ' .(t)]
= 0 Vm - 1 .
D'autre part, comme s(t) est un processus à BE autour de vo, l'expression (A3.4) peut aussi s ecrire
(A3 .19) dZ i ( v) = F(v - v o ) G(v)
dS
i (v) ^_ GF(v) dS i (v) 1 N
où F(v), réponse en fréquence du filtre passe-bas idéal, est définie par
(A3 .20) F(v) = 1 - Av _ v _ Av avec Av << v o
(A3 .21) F(v) = 0 ailleurs
En conséquence, l'expression (A3 .16) peut aussi s'écrire
(A3.22) E [zi
[ltl (t) z1221(t)
. . .
zmim] (t)] = ~~
. . . GF(v l) . . . GF(v
m ) 8 ( F,
E ij vj / Il (v
1
, v 2, . . .,
v m 1 )
dv 1 dv2 . . . dv
m
.
Cette expression n'est non nulle que sur l'hyperplan défini par (A3 .17) avec la condition supplémentaire
vo - Av _ vj
_ v
o
+
Av pour 1 --j _ m. Si on appelle q le nombre de F ij égaux à + 1, la condition supplémentaire
précédente implique que
m
(A3 .23) vo(2q-m)-mAv_
L.
E ij vj _vo(2q-m)+mAvj
j=1
En particulier, pour q = m - 1, ce qui est le cas si
E[ztitl(t) z ['21
(t) . . . z i
l
mml (t)] = E [zi
~,
(t) z 2 (t) . . .
z im \t)]
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-1)sim
(0)]dTl
. . .
dTm_1 .
l'expression (A3.23) devient
(A3.24)
	
vo(m-2)-mAv_
y
e i . vj _v 0 (m-2)+mAv-
j=1
Comme l'expression (A3 .22) n'est non nulle que sur l'hyperplan défini par (A3 .17), elle restera non nulle avec la
condition (A3 .24) si et seulement si
(A3.25) vo(m-2)-mAv ,0_v 0(m-2)+mAv
ce qui nécessite que v 0/Av (m/m - 2). Or la quantité (m/m - 2) est majorée par 3 pour m . 3 alors que l'hypoth䣨se
BE suppose que v0/pv > 1, c'est-à-dire v0/Av > 10. La condition (A3 .25) ne peut donc pas être respectée pour
m a 3, ce qui signifie que
(A3.26) E[z*(t) z, z ( t) . . . z,m (t)] = 0 `dm > 2 .
Finalement, utilisant (A3 .1) dans (A3 .18) et (A3 .26), on obtient les propriétés (4 .55) et (4.56) .
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