Introduction
Throughout in this paper, F q will denote a finite field with q elements. is the number of nonzero components of c. The minimum Hamming distance or simply the minimum distance of a linear code is also equal to the minimum Hamming weight over all nonzero codewords (see [7, 10] ).
Let A i be the number of codewords of a linear code C of length m over F q with Hamming weight i, where 0 ≤ i ≤ m. The sequence (1, A 1 , A 2 , · · · , A m ) is called the weight distributions of the code C . Note that A 0 = 1 and A i = 0 for all 1 ≤ i < d, where d is the minimum Hamming distance of the code. The weight distributions for irreducible cyclic codes has been studied by many authors (see [3, 5, 12, 14, 15, 16] ).
Constacyclic codes play a very significant role in the theory of errorcorrecting codes and are also known for their rich algebraic structure. Constacyclic codes can be efficiently encoded using shift registers, which explains their preferred role in engineering. Over the last few decades, much has been written about constacyclic codes [1, 4, 6, 8, 11] . In [16] , Zhu et al. obtained the weight distribution of a class of cyclic codes of length ℓ m , where ℓ is a prime satisfying that ℓ v ||(q −1) and v is a positive integer, and that 4|(q −1) if ℓ = 2. Chen et al. [4] introduced an equivalence relation, called isometry, to classify constacyclic codes over finite fields. They further characterized generator polynomials of constacyclic codes of length ℓ t p s over F p n , where ℓ, p are distinct primes and s, t, n are positive integers. Recently, Li and Yue [8] obtained the weight distributions of all irreducible constacyclic codes and their duals of length ℓ n over F q when ℓ v ||(q + 1), where ℓ is prime satisfying gcd(ℓ, q(q − 1)) = 1. Here it is important to note that the weight distributions of all irreducible constacyclic codes of length ℓ n over F q are not considered so far when ℓ v ||(q − 1), where ℓ is prime satisfying gcd(ℓ, q) = 1. Let ℓ be a prime such that ℓ k |(q − 1) for some integer k ≥ 1 and µ be a primitive ℓ k th root of unity in F q , where 4|(q − 1) if ℓ = 2. The object of this paper is to determine the weight distributions of all irreducible µ-constacyclic codes of length ℓ n over F q . We introduce some preliminaries and auxiliary results in Section 2 and prove our main results in Section 4. In Section 3, we revisit the irreducible factorization of x ℓ n − µ over F q . The weight distributions of all irreducible µ-constacyclic codes of length ℓ n are determined in Section 4. The explicit expressions of generator polynomials and codewords of these codes are also obtained. In addition, two numerical examples are given to validate the results.
Preliminaries
Let µ be a nonzero element in F q and integer m ≥ 1. A linear code C of length m over F q is called a µ-constacyclic code if 
and gcd(m, q) = 1. A simple-root µ-constacyclic code C can be represented as an ideal of the quotient ring
is known as the generator polynomial of the code C . An µ-constacyclic code C is called irreducible or minimal over
is an irreducible polynomial over F q , where the polynomial h(x) is known as the parity check polynomial or simply check polynomial of C . Definition 2.1 (see [10] ). Two (m, M)-codes, where M is the size of the code, over F q are equivalent if one can be obtained from the other by a combination of operations of the following type:
(i) permutation of the m digits of the codewords;
(ii) multiplication of the symbols appearing in a fixed position by a nonzero scalar. 
generate equivalent codes. In literature, the irreducibility of binomials over F q has been completely characterized early in 1866 (Serret) in the following way. 
Then there is an irreducible factorization over F q :
where η is a primitive l v th root of unity in F q and n > v .
3 Explicit factorization of
For each integer n ≥ 1 and ℓ is a prime, ν ℓ (n) denotes the maximum power of ℓ that divides n. For any odd prime power q , let s = ν ℓ (q − 1). Observe that if gcd(ℓ, q − 1) = 1, then s = 0; otherwise ℓ k |(q − 1) for all 1 ≤ k ≤ s. Let µ k be a primitive ℓ k th root of unity in F * q . Consider the binomial
for 1 ≤ k ≤ s and integer n ≥ 1. Note that for k = 0, the factorization of x ℓ n − µ k over F q is given in Lemma 2.3. Although the following theorem follows immediately from [4, Theorem 4.1(ii)], however, for the sake of completeness of this paper, we rephrase and also provide a proof of it.
Proof. Since r = min{n, s − k} and 1 ≤ k ≤ s, so ℓ r |(q − 1) and hence the element µ r ∈ F * q . Thus F q is the minimal splitting field of x ℓ r − 1 over itself. It follows that
Since n ≥ r , the factorization of x ℓ n − µ k can be expressed as:
From the expression 3.1, the factorization of x ℓ n − µ k becomes:
If n ≤ s − k , then r = n and hence each factor of x ℓ n − µ k is linear over F q . And if n ≥ s − k , then r = s − k . It follows that the order of µ ℓ k i+1 k+r 
It is well-known that it is irreducible for n = 1 and reducible for n ≥ 2 over F q , where q ≡ 3 (mod 4).
Corollary 3.1. Let q be odd and r = min{n, s − k} and 1 ≤ k ≤ s. Then a factorization of x 2 n − µ k over F q is given by: Proof. The factorization of x 2 n − µ k follows from Theorem 3.1 immediately by substituting ℓ = 2.
Remark 3.1. For each fixed 1 ≤ k ≤ s, the factorization of x ℓ n −µ k given in Theorem 3.1 is also valid every odd prime ℓ and gcd(ℓ, q) = 1. In particular, the binomial x ℓ n − µ s is irreducible over F q . Table 3 .1 for each 0 ≤ k ≤ 3. From Table 3 .1, the factorization of x 243 − 38 is given by: Observe that µ 5 = 42 and µ 2 = 22. By Lemma 3.1, the factorization of x 256 − 22 is given as:
= (x 32 ± 28)(x 32 ± 46)(x 32 ± 34)(x 32 ± 42).
Constacyclic codes and their weight distributions
In this section, we obtain the explicit expressions of generator polynomials and the form of codewords of all irreducible µ-constacyclic codes of length ℓ n over F q , where ℓ is a prime. Further, we also obtain the weight distribution of µ-constacylic codes of length ℓ n . Let ℓ be a prime (not necessarily odd prime) and ℓ k |(q−1) for k ≥ 1, and 4|(q − 1) if ℓ = 2. The explicit factorization of x ℓ n − µ k is given in Theorem 3.1. Recall that r = min{n, s − k}, where 1 ≤ k ≤ s, s = 1 if ℓ = 2 and n ≥ 1. Then, for each 1 ≤ i ≤ ℓ r , in view of Theorem 3.1,
where ℓ is a prime and r = min{n, s − k}.
Proof. First we shall show that there are precisely ℓ r constacylic code C k,i for
we have µ
k+r . It follows that µ
For each fixed 1 ≤ i ≤ ℓ r , from Lemma 4.1, the constacyclic code C k,i equivalent is equivalent to C k,j for every 1 ≤ j ≤ ℓ r . In particular, the code C k,i is equivalent to C k,ℓ r . For convenience point of view, we denote C k,ℓ r by C k . By Lemma 2.1, since equivalent linear codes share the same weight distributions, so it is sufficient to determine the weight distributions of C k , an µ k -constacyclic code of length ℓ n with the parity check polynomial x ℓ n−r − µ k+r , where 1 ≤ k ≤ s and k ≥ 2 if ℓ = 2. In the next result, we give the explicit expressions of the generator polynomials and the form of codewords of all irreducible µ k -constacyclic code C k of length ℓ n over F q . 
Further, if a ∈ F ℓ n−r q be any message word, then
Proof. Let r = min{n, s − k} and 1 ≤ k ≤ s. Since µ k = µ ℓ r k+r , therefore, we have
In this way, the generator polynomial
be any message word. Then the corresponding message polynomials can be expressed as a(x) = ℓ n−r −1 j=0 a j x ℓ n−r −j−1 .
It follows that the code polynomial of C k is If we denote aθ = (a 0 θ, a 1 θ, · · · , a ℓ n−r −1 θ) for some θ ∈ F * q , then
This completes the proof.
Note: In Theorem 4.2, if we consider the case
The following theorem determines the weight distribution of C k . Theorem 4.3. Let ℓ be a prime, r = min{n, s − k} and 1 ≤ k ≤ s, and
Proof. By Theorem 4.2, the expression of codewords of µ k -constacyclic [ℓ n , ℓ n−r ] q code C k over F q is given by . Let j denote the number of nonzero symbols in a message word a = (a 0 , a 1 , · · · , a ℓ n−r −1 ). Then 0 ≤ j ≤ ℓ n−r and the weight of any codeword in C is ℓ r j . As the number of non-zero elements in F q is q − 1, so the number of combinations of j nonzero symbols in a = (a 0 , a 1 , · · · , a ℓ n−r −1 ) is ℓ n−r j (q − 1) j . This completes the proof. 
